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Introduction to the time-dependent
complex Ginzburg-Landau equation







(t, x)−(λ+iα)Δu±(κ+iβ)|u|q−2u−γu=f(t, x), (t, x) ∈ (0, T )× Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,
u(0, x) = u0(x), or u(T, x) x ∈ Ω,
where Ω ⊂ RN (N ∈ N) is a given domain with possibly empty boundary ∂Ω; −Δ =
−∑Ni=1 ∂2∂x2i is the Laplace operator; i = √−1 is the imaginary unit; λ, κ > 0, α, β, γ ∈ R
and q > 2 are parameters; f : (0, T )× Ω → C (T > 0) is a given external force.
Physical background The equation (CGL)± has two origin in physics: the theory of
superconductivity in quantum field theory, which leads to real Ginzburg-Landau equa-
tions, i.e., α = β = 0 and as an amplitude equation near instabilities. In both cases, the
quadratic case q = 4 is physically important since this case reflects the second-lowest
order among analytic terms in the Taylor expansion.
The first insight in the theory of superconductivity was proposed by Landau (1937)
[32], who gave the phenomenological consideration of the second order phase transition.
In [32], Landau suggested that in a vicinity of critical points a certain parameter which
reflects the randomness of a system, “order parameter,” should be controlled by a power-
type double-well potential with symmetricity conditions (gauge invariance) called as
“Landau potential” or “Allen-Cahn potential” nowadays. This theory is concerned with
the isotropic space case. Following the theory, Ginzburg-Landau (1950) [24] gave a
mathematical model for superconductivity, in which they considered anisotropic spaces;
Landau-Khalatnikov (1954) [33] used those kinds of potential as a Hamiltonian in order
to give a time-dependent theory. As a sequel, Gor’kov (1959, 1960) [25] [26] derived the
potential by calculating the thermodynamic Green functions which arise in the Bardeen-
Cooper-Schrieffer (BCS) theory. The real Ginzburg-Landau equation (CGL)+ with α =
3
β = 0 in this context is first driven by Schmid (1966) [64] and by Gor’kov-Eliashberg
(1968) [27]. They used the above mentioned Hamiltonian as well as correlation (Green)
functions for describing the time evolution. Recently, Freeman-Livi-Obinata-Vitiello
(2012) [20] deduced the real Ginzburg-Landau equation from the Hamiltonian combined
with the Schrödinger equation in order to describe phase transition occurring on cortices.
The second origin of (CGL)± is as an amplitude equation, which describes an approx-
imated chaotic pattern arising when the uniform (in some space directions or in time)
state of some physical systems get oscillatorily instable at only one mode. The derivation
of amplitude equations is based on the modulation theory, in which the original nonlin-
ear equation is expanded around the unstable mode with respect to the scaling constant
which enlarges space-time appropriately. The first derivation of the uniform-in-space
(CGL)± was given by Stuart and Watson (1960) [73] [77], which were concerned with
the fluid mechanics, followed by Segel (1966) [67], who studied the shape-formation of
cells. Newell-Whitehead (1969) [44] considered the Rayleigh-Bénard convection and de-
rived the real Ginzburg-Landau equation. The first derivation of the complex Ginzburg-
Landau equation (CGL)± is by Newell-Whitehead (1971) [45] from Boussinesq equa-
tion; by Steartson-Stuart (1971) [71] for Poiseuille flow and by Di Prima-Eckhaus-Segel
(1971) [17] for general stability in fluid mechanics including Taylor problem and Bénard
problem. Kuramoto-Tsuzuki (1974, 1975) derived (CGL)± from reaction-diffusion sys-
tems: the Prigogine-Lefever-Nicolis model in [30] and from general two-component chem-
ical reaction-diffusion systems in [31]. Recently, Bekki-Harada-Kanai (2012) [3] derived
(CGL)± as a model equation which describes nonlinear waves on the surface of human
hearts. Bekki-Ishii-Endo (2019) [4] generalized [3] and showed that (CGL)± can be
deduced as an amplitude equation with reductions from the equations which describes
nonlinear waves on viscoelastic bodies. This kind of approximation is called as “CGL-
formalism”. The general introduction to modulation theory or CGL-formalism can be
found in, e.g., Newell (1974) [43], Cross-Hohenberg (1993) [15], Kuramoto-Mori (2000)
[40], Kuramoto (1984) [29], Mielke (2002) [39], Cross-Greenside (2009) [16], Schneider-
Uecker (2017) [66].
Aranson-Kramer (2002) [1] provides an extensive survey on equations (CGL)±, where
they stated that the destabilized case (CGL)− can be derived as a generalization of
(CGL)+ for subcritical bifurcations.
As a different viewpoint, Nakamura (2017) [42] introduced (CGL)± with a time-
dependent weight, which is determined by the Einstein equation as a scale function, in
front of the power-type nonlinearity as a non-relativistic limit of a scalar field equation
in the uniform and isotropic universe.
Verification of CGL-formalism and special solutions As having a nature of am-
plitude equations, the validity of approximation of original dynamics by the equation
of (CGL)± has also been discussed. The first verification result was given by Collet-
Eckmann (1990) [14] for Swift-Hohenberg equation by means of the real Ginzburg-
Landau equation. More intensive study was given by Schneider (1992) [65]. A detailed
study in this direction with historical remarks can be found in Chapter 10 of the book
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[66] by Schneider-Uecker (2017).
(CGL)± from Mathematical Viewpoint From a mathematical point of view, when





(t, x)− λΔu± κ|u|q−2u− γu = f(t, x),
which is a parabolic equation and a typical example for equations with gradient structure




(t, x) + αΔu∓ β|u|q−2u = f(t, x),
which is a dispersive equation and a Hamiltonian system of energy conservation. Along
this line, the inviscid limit from (CGL)± to (NLS) has also been studied: Yokota (2003)
[79]; Machihara-Nakamura (2003) [36]; Ogawa-Yokota (2004) [49].
It is known that there exists a special soliton-like solution called the Bekki-Nozaki
hole solution for 1-dimensional (CGL)±: Bekki-Nozaki (1983-1985) [47], [48], [5].
Structure of this thesis The body of this thesis is divided into two parts except this
introductory part. In the following chapter, we fix some notations for later use. In parts
I and II, we state our study on (CGL)+ and (CGL)− followed by detailed introduction
of mathematical studies for them, respectively.
In Part I, we study (CGL)+. In Chapter 1, we show the global existence of solutions
for (CGL)+ in possibly unbounded general domains; in Chapters 2 and 3, we consider
the time periodic problem of (CGL)+ in bounded domains and in unbounded domains,
respectively; in Chapter 4, we show the results similar to those of Chapter 1 for (CGL)p,
which is the initial value problem of (CGL)+ with the Laplace operator replaced by the






(t, x)−(λ+iα)Δpu±(κ+iβ)|u|q−2u−γu=f(t, x), (t, x) ∈ (0, T )× Ω,
u(t, x) = 0, (t, x) ∈ (0, T )× Ω,
u(0, x) = u0(x), x ∈ Ω.
In Part II, we are concerned with (CGL)−. In Chapters 5 and 6, we show the local
well-posedness of (CGL)− in the energy space H1 := H1 ×H1 with assuming q to be the
Sobolev subcritical:
2 < q <
⎧⎨
⎩
+∞, N = 1, 2,
2N
N − 2 , N ≥ 3,
5
in bounded domains and in general domains, respectively. In Chapter 7, we study the










ii.1 Formulation of (CGL)± as an evolution equation
In this section, we fix notations needed for formulating (CGL)± as an evolution
equation. Since the standard abstract theory of parabolic equations is formulated in real
Hilbert spaces, we identify the complex numbers with the 2-dimensional real vectors by
C 
 u = u1 + iu2 → (u1, u2)T = U ∈ R2.
We introduce product function spaces made up of usual Lebesgue or Sobolev spaces
over the real field:
L
q(Ω) := Lr(Ω)× Lr(Ω) 
 U = (u1, u2)
with the norm:








 U = (u1, u2), V = (v1, v2)
with the inner product:
















0 (Ω) := W
1,p
0 (Ω)×W1,p0 (Ω) 
 U = (u1, u2),
which is the closure of the test function space
C
∞
c (Ω) := C
∞
c (Ω)× C∞c (Ω)
7
with respect to the following norm:
|U |W1,p = {|u1|pW1,p + |u2|pW1,p}
1
p .




∂iU = (∂iu1, ∂iu2)
T,
∇u = (∂1u, · · · , ∂Nu)T,
∇U = (∇u1,∇u2)T = ((∂1u1, · · · , ∂Nu1)T, (∂1u2, · · · , ∂Nu2)T)T,
ΔU = (Δu1,Δu2)
T.
We also abuse the notation of the absolute value | · | in RN (N ≥ 1) as
|U |2 = |U |2
R2
= u21 + u
2







2 for ∇u ∈ RN ,





{(∂iu1)2 + (∂iu2)2} for ∇U ∈ (RN)2 = R2N
and that of the inner product (·, ·) in RN (N ≥ 1) as
(U, V ) = (U, V )R2 = u1v1 + u2v2 for U = (u1, u2)T, V = (v1, v2)T ∈ R2,
(∇u,∇v) = (∇u,∇v)RN =
N∑
i=1
∂iu∂iv for ∇u,∇v ∈ RN ,




for ∇U,∇V ∈ (RN)2 = R2N
Moreover we use the notation
(V · ∇U) = v1∇u1 + v2∇u2
= (v1∂1u1 + v2∂1u2, · · · , v1∂Nu1 + v2∂Nu2)T ∈ RN
and
(V · ∇U)W =
(
(v1∂1u1 + v2∂1u2, · · · , v1∂Nu1 + v2∂Nu2)Tw1
(v1∂1u1 + v2∂1u2, · · · , v1∂Nu1 + v2∂Nu2)Tw2
)
∈ (RN)2 = R2N
for U = (u1, u2), V = (v1, v2) and W = (w1, w2).
8










|∇U |2(L2)N if U ∈ H10(Ω),












if U ∈ L2(Ω) ∩ Lq(Ω),
+∞ if U ∈ L2(Ω) \ Lq(Ω),










|fi|2L2 for f = (f1, · · · , f2N)T ∈ (L2(Ω))2N
Since these functionals are proper (not equivalently +∞), lower semi-continuous and
convex, we can define their subdifferentials, which are single-valued and correspond to
the Laplacian and the power-type nonlinear operator:
∂ϕ(U) = −ΔU, D(∂ϕ) = {U ∈ L2(Ω) | −ΔU ∈ L2(Ω)}
( = H10(Ω) ∩H2(Ω) if Ω is of uniformly C2-class),
∂ψq(U) = |U |q−2U, D(∂ψq) =
{
U ∈ L2(Ω); |U |q−2U ∈ L2(Ω)} .
With use of the above functionals, we can formulate the first eigenvalue λ1 > 0 of the
Laplace operator with homogeneous Dirichlet boundary condition by Poincaré’s inequal-
ity:





, i.e., ψ2(U) ≤ λ1ϕ(U) ∀U ∈ H10(Ω),
where Ω is a domain with Lipschitz boundary and bounded at least one direction.
We fix a notation of vector-valued function space on (0, T ) (T > 0):
HT := L2(0, T ;L2(Ω)) 
 U(t), V (t)
9
which is a Hilbert space with the inner product




We note that the following space of test functions is dense in the above space HT :
C
∞
c ((0, T )× Ω) := C∞c ((0, T )× Ω)× C∞c ((0, T )× Ω).
We denote its norm by




As we will show it in more accurate way (Lemma 1.3), we note that the following
angle condition holds:
(ii.1.2) (∂ϕ(U), ∂ψq(U))L2 ≥ 0 ∀U ∈ D(∂ϕ) ∩D(∂ψq).















f(t, ·) = f1(t, ·) + if2(t, ·) → (f1(t, ·), f2(t, ·))T = F (t).
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Here we collect basic properties of the matrix I:
I2 = −E,(ii.1.3)
(U, V )L2 = (uv̄), (U, IV )L2 = (uv̄),(ii.1.4)
∂iI = I∂i (1 = 1, · · · , N),(ii.1.5)
(U, IU)R2 = 0, (U, IU)L2 = 0, |U |L2 = |IU |L2 ,(ii.1.6)
(U, IV )R2 = −(IU, V )R2 , (U, IV )L2 = −(IU, V )L2 ,(ii.1.7)
(I∂ϕ(U), U)L2 = 0,(ii.1.8)
(I∂ψq(U), U)L2 = 0 ∀q ≥ 2,(ii.1.9)
(I∂ϕμ(U), U)L2 = 0 ∀μ > 0,(ii.1.10)
(I∂ψq,μ(U), U)L2 = 0 ∀μ > 0 and ∀q ≥ 2,(ii.1.11)
(I∂ϕμ(U), ∂ϕ(U))L2 = 0 ∀μ > 0,(ii.1.12)
(I∂ψq,μ(U), ∂ψq(U))L2 = 0 ∀μ > 0 and ∀q ≥ 2,(ii.1.13)
(U, V )2
R2























is the 2× 2 unit matrix, ∂ϕμ := ∂ϕJ∂ϕμ , J∂ϕμ := (1 + μ∂ϕ)−1, ∂ψq,μ = ∂ψqJ∂ψqμ , J∂ψqμ :=
(1 + μ∂ψq)
−1 are the Yosida approximations and the resolvent operators of ∂ϕ, ∂ψq,
respectively and |(IU · ∇U)| means |((IU) · ∇U)|. We note that (ii.1.14) is nothing but
the Pythagorean theorem and (ii.1.15) is the Bessel’s inequality in L2(Ω).
Proof. The property (ii.1.8) follows from the integration by parts and a direct calculation.
To see (ii.1.10), put V = J∂ϕμ U . Then in view of (ii.1.6) and (ii.1.8), we get
(∂ϕμ(U), IU)L2 = (∂ϕ(V ), IV + μI∂ϕ(V ))L2 = 0.
The orthogonality (ii.1.9) follows similarly.









(V + μ∂ϕ(V ), I∂ϕ(V ))L2 =
1
μ
(IV, ∂ϕ(V ))L2 = 0.
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To see (ii.1.13), put W = J∂ψμ U = (w1, w2)
T. Then we find




|W |q−2|W + μ∂ψ(W )|q−2 (−w2(1 + μ|W |q−2)w1 + w1(1 + μ|W |q−2)w2) dx = 0.
The relation (ii.1.16) follows a direct calculation. Indeed, we obtain









{(u1∂iu1)2 + (u2∂iu2)2 + u1u2∂iu1∂iu2}
(ii.1.17)
and









{(u2∂iu1)2 + (u1∂iu2)2 − u1u2∂iu1∂iu2}.
(ii.1.18)
Adding (ii.1.17) with (ii.1.18), we obtain
|(U · ∇U)|2 + |(IU · ∇U)|2 =
N∑
i=1
{(u21 + u22)(∂iu1)2 + (u21 + u22)(∂iu2)2},
whence follows (ii.1.16).
In order to study the periodic problems or the p-Laplacian case (CGL)p, we need
more preparation. We define so-called amalgam spaces by














}1/q for 2 ≤ p ≤ q,























(ii.1.22) Vq,p(Ω) := C∞c (Ω)
|·|Xq,p .
In the following section, we shall show that the space Xq,p(Ω) equipped with the above
norms is uniformly convex (Lemma ii.10) and so is Vq,p(Ω).
Remark ii.1.
More generally, we can define amalgam spaces Xq,p(Ω) and prove their uniform convexity
for the case p, q > 1 by defining their norm such as
|U |Xq,p := {|U |rLp + |∇U |r(Lp)N}1/r,
where
r := max{p, q, p′, q′}.












if U ∈ V2,p(Ω),
+∞ if U ∈ L2(Ω) \ V2,p(Ω).
Then ϕp is lower semi-continuous in L2(Ω). To see this, we show that for all μ > 0,
the level set Kμ := {U ∈ L2(Ω) | ϕp(U) ≤ μ} is closed in L2(Ω).
Since Kμ is metrizable, we may take a sequence {Un}n∈N in Kμ which converges to
U in L2(Ω). Then since V2,p(Ω) is uniformly convex so that reflexive, we can take a
subsequence such that
ϕp(U) ≤ lim inf
n′→∞
ϕ(Un′) ≤ μ,
whence follows U ∈ Kμ.






or Ω is bounded
(see Proposition ii.11 and Corollary ii.12).
The functional ϕp is again proper, lower semi-continuous and convex so that we
obtain its subdifferential corresponding to the p-Laplace operator:
∂ϕp(U) = −ΔpU = −
N∑
i=1
∂i(|∇U |q−2∂iU) =: − div(|∇U |p−2∇U),
D(∂ϕ) =
{
U ∈ L2(Ω);−ΔpU ∈ L2(Ω)
}
.
We remark that if p = 2, then ϕp = ϕ and ∂ϕp(U) = ∂ϕ(U).
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The orthogonality (ii.1.8) and(ii.1.10) with ∂ϕ(U) and ∂ϕμ(U) replaced by ∂ϕp(U)
and ∂ϕp,μ(U) respectively holds, i.e.,
(I∂ϕp(U), U)L2 = 0,(ii.1.23)
(I∂ϕp,μ(U), U)L2 = 0,(ii.1.24)
which follows from (ii.1.5) and (ii.1.6). On the other hand, we note that ∂ϕp is also
single-valued and that (ii.1.12) fails to hold for ∂ϕp, i.e.,
(I∂ϕp,μ(U), ∂ϕp(U))L2 = 0 for p = 2 (in general),
where ∂ϕp,μ := ∂ϕp(1 + μ∂ϕp)−1 is the Yosida approximation of ∂ϕp.




(t) + (λ+ αI)∂ϕp(U) + (κ+ βI)∂ψq(U)− γU = F (t).
As for the special case of (ACGL)− with αλ =
β
κ
= tan θ and F ≡ 0, we can reduce
(ACGL)− in a more simplified form with changing variables.
First (ACGL)− is equivalent to
dU
dt
(t) + ρ1(cos θ + sin θI)∂ϕ(U)− ρ2(cos θ + sin θI)∂ψq(U)− γ∂ψ2(U) = 0,
where ρ1 =
√
λ2 + α2 and ρ2 =
√
κ2 + β2 are positive numbers.
By the following scaling transformation











x | x ∈ Ω
}





(t̃) + (cos θ + sin θI)∂ϕ̃(Ũ)− (cos θ + sin θI)∂ψ̃q(Ũ)− γ̃∂ψ̃2(Ũ) = 0,
where functionals ϕ̃ and ψ̃q (q ≥ 2) are ϕ and ψq defined on L2(Ω̃) and γ̃ = γρ2 .
By the following isometric transformation
Ṽ (t̃) :=
(
cos[(tan θ)t̃] − sin[(tan θ)t̃]
sin[(tan θ)t̃] cos[(tan θ)t̃]
)
Ũ(t)





cos[(tan θ)t̃] − sin[(tan θ)t̃]







cos[(tan θ)t̃] − sin[(tan θ)t̃]








(t̃) + (cos θ + sin θI)
[





Some special structures of (ACGL)‖ will be stated in §7.1.
ii.2 Study on the operators ∂ϕ, ∂ϕp and ∂ψq
ii.2.1 Elementary properties of the power-type nonlinear oper-
ator ∂ψq
We first prepare the following point-wise estimate for the difference of the nonlinear
operator: U → |U |q−2U .
Lemma ii.1.






if 4 ≤ q,
3
2
if 3 < q < 4,
1 if 2 < q ≤ 3.
Then the following inequality holds.
(ii.2.2)
∣∣(|U |q−2ui − |V |q−2vi) (xj − yj)∣∣ ≤ dq (|U |q−2 + |V |q−2) |U − V ||X − Y |
for all U = (u1, u2), V = (v1, v2), X = (x1, x2), Y = (y1, y2) and i, j = 1, 2.
Proof. When |U ||V | = 0, it is obvious that (ii.2.2) holds true with dq = 1. Then, in
what follows, it suffices to consider the case where |U ||V | = 0. We first note
(ii.2.3)
∣∣(|U |q−2ui − |V |q−2vi) (xj − yj)∣∣
=
∣∣{|U |q−2(ui − vi) + (|U |q−2 − |V |q−2) vi} (xj − yj)∣∣
≤{|U |q−2|U − V |+ ∣∣|U |q−2 − |V |q−2∣∣ |V |}|X − Y |.
Interchanging the roles of U and V , we also get
(ii.2.4)
∣∣(|U |q−2ui − |V |q−2vi) (uj − vj)∣∣
≤{|V |q−2|V − U |+ ∣∣|V |q−2 − |U |q−2∣∣ |U |}|X − Y |.
Here we claim that the following inequality holds.
(ii.2.5)





2 < q ≤ 3, 4 ≤ q,
1 3 < q < 4.
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In fact, we have
(ii.2.6)





{|V |+ θ(|U | − |V |)}q−2 dθ
∣∣∣∣
≤ (q − 2)
∫ 1
0
{|V |+ θ(|U | − |V |)}q−3 dθ|U − V |
= (q − 2)
∫ 1
0
{θ|U |+ (1− θ)|V |}q−3 dθ|U − V |.
When 2 < q ≤ 3 or 4 ≤ q, by the convexity of the function s → |s|q−3, we obtain∫ 1
0




θ|U |q−3 + (1− θ)|V |q−3) dθ
≤ 1
2
(|U |q−3 + |V |q−3) ,
which together with (ii.2.6) implies (ii.2.5).
As for the case 3 < q < 4, we note that the following inequality holds.
(ii.2.7) (x+ a)q−3 ≤ xq−3 + aq−3 for all x > 0, a > 0.
Indeed, put f(x) := (x+ a)q−3 − xq−3 − aq−3. Then we get
f(0) = 0, and f ′(x) = (q − 3){(x+ a)q−4 − xq−4} < 0 for all x > 0, a > 0.
Hence, applying (ii.2.7) with x = θ|U | and a = (1− θ)|V |, we find∫ 1
0
{θ|U |+ (1− θ)|V |}q−3 dθ ≤
∫ 1
0
θq−3|U |q−3 + (1− θ)q−3|V |q−3dθ
≤ 1
q − 2
(|U |q−3 + |V |q−3) ,
which together with (ii.2.6) implies (ii.2.5).
Combining (ii.2.5) with (ii.2.3) and (ii.2.4), we get∣∣(|U |q−2ui − |V |q−2vi) (uj − vj)∣∣
≤
{
|U |q−2 + d̃q
(|U |q−3|V |+ |V |q−2)} |U − V ||X − Y |,
(ii.2.8)
∣∣(|U |q−2ui − |V |q−2vi) (uj − vj)∣∣
≤
{
|V |q−2 + d̃q
(|V |q−3|U |+ |U |q−2)} |U − V ||X − Y |.
(ii.2.9)
For the case where 4 ≤ q, we note that Young’s inequality gives
(ii.2.10) |U |q−3|V | ≤ q − 3
q − 2 |U |
q−2 +
1
q − 2 |V |
q−2,
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As for the case where 3 < q < 4, interchanging the roles of U and V in (ii.2.10) and
adding the result to (ii.2.10), we have
(ii.2.11) |U |q−3|V |+ |V |q−3|U | ≤ |U |q−2 + |V |q−2.




For the case where 2 < q ≤ 3, we distinguish between two cases, namely |U | ≥ |V |
or |V | ≥ |U |. Suppose that |U | ≥ |V |. Then |U |q−3 ≤ |V |q−3 holds true so that we get
by (ii.2.8)
(ii.2.12)
∣∣(|U |q−2ui − |V |q−2vi) (uj − vj)∣∣ ≤ (|U |q−2 + |V |q−2) |U − V ||X − Y |,
which gives (ii.2.2) with dq = 1. For the case where |V | ≥ |U |, we repeat the same
argument as above with (ii.2.8) replaced by (ii.2.9) to obtain (ii.2.13) with dq = 1.
Putting X = U and Y = V , we obtain the following corollary.
Corollary ii.2.
Let q ∈ (2,∞). Then the following inequality holds true with the constant dq defined in
(ii.2.1):
(ii.2.13)
∣∣(|U |q−2ui − |V |q−2vi) (uj − vj)∣∣ ≤ dq (|U |q−2 + |V |q−2) |U − V |2
for all U = (u1, u2), V = (v1, v2) and i, j = 1, 2.
The following estimate follows directly from Corollary ii.2.
Corollary ii.3.
There exists a constant C such that the following estimates hold for all U, V ∈ D(∂ψq).
|(∂ψq(U)− ∂ψq(V ), U − V )L2 | ≤ C
(
ψq(U)
q−2 + ψq(V )q−2
) |U − V |2
Lq ,(ii.2.14)
|(∂ψq(U)− ∂ψq(V ), I(U − V ))L2 | ≤ C
(
ψq(U)
q−2 + ψq(V )q−2
) |U − V |2
Lq .(ii.2.15)
Next lemma is concerned with the accretivity of the operator ∂ψq in Lr(Ω), namely
the following assertion holds:
Lemma ii.4.
Let Vi = J
∂ψq
μ Ui (i = 1, 2). Then the following inequality holds:
(ii.2.16) |V1 − V2|Lr ≤ |U1 − U2|Lr .
Proof. By the definition of resolvent operators, we have Ui = Vi + μ∂ψq(Vi) = Vi +
μ|Vi|q−2Vi (i = 1, 2). Hence by Hölder’s inequality, we get
|U1 − U2|Lr |V1 − V2|r−1Lr
≥ (U1 − U2, |V1 − V2|r−2(V1 − V2))L2
= |V1 − V2|rLr + (|V1|q−2V1 − |V2|q−2V2, |V1 − V2|r−2(V1 − V2))L2
≥ |V1 − V2|rLr ,
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whence follows (ii.2.16). Here we used the fact that




|V1 − V2|r−2{|V1|q + |V2|q − (|V1|q−2 + |V2|q−2)V1V2}dx ≥ 0,
















ii.2.2 Conical combination of the operators ∂ϕ, ∂ϕp and ∂ψq
In this section, we check that the conical combination of operators ∂ϕ (or ∂ϕp) and
∂ψq is maximal monotone. As a consequence we can rewrite the conical combination of
the operators by the subdifferential operators of the conical combination of the function-
als. To see this, we use the following criterion for the maximal monotonicity of a sum of
two maximal monotone operators defined on a general Hilbert space H.
Lemma (Brézis [6], p.108 Theorem 9).
Let B be maximal monotone in H and φ : H → [0,+∞] be a proper, lower semi-
continuous and convex functional. Suppose
(ii.2.17) φ((1 + μB)−1u) ≤ φ(u), ∀μ > 0, ∀u ∈ D(φ).
Then ∂φ+B is maximal monotone in H.
Lemma ii.5.
Let φ = ϕ and B = ∂ψq, ∀q > 2. Then the inequality (ii.2.17) holds. Moreover λ∂ϕ +
κ∂ψq is maximal monotone in L
2(Ω) and satisfies
λ∂ψ + κ∂ψq = ∂(λϕ+ κψq).
Proof. First we show (1+μ∂ψq)
−1D(ϕ) ⊂ D(ϕ), where D(ϕ) = H10(Ω). Let U ∈ C1c(Ω) :=
C1c(Ω)× C1c(Ω) and V := (1 + μ∂ψq)−1U , which implies V (x) + μ|V (x)|q−2V (x) = U(x)
for a.e. x ∈ Ω. Here define G : R2 → R2 by G : V → G(V ) = V + μ|V |q−2V . Then we
get G(V (x)) = U(x). Note that G is of class C1 and bijective from R2 into itself and its
Jacobian determinant is given by
detDG(V ) = (1 + μ|V |q−2){1 + μ(q − 2)|V |q−2} = 0 for each V ∈ R2.
Applying the inverse function theorem, we have G−1 ∈ C1(R2;R2). Hence V (·) =
G−1(U(·)) ∈ C1c(Ω), which implies (1 + μ∂ψq)−1C1c(Ω) ⊂ C1c(Ω). For all U ∈ H10(Ω)
we can take Un ∈ C1c(Ω) with Un → U in H1(Ω). Since (1 + μ∂ψq)−1 is the resolvent
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of ∂ψq, it is clear that V = (1 + μ∂ψq)
−1U ∈ D(∂ψq) exists. What we have to show is
V ∈ H10(Ω). This approximating sequence Vn := (1 + μ∂ψq)−1Un ∈ C1c(Ω) satisfy
|Vn − V |L2 = |(1 + μ∂ψq)−1Un − (1 + μ∂ψq)−1U |L2 ≤ |Un − U |L2 → 0 as n → ∞,
whence it follows that Vn → V in L2(Ω). Also differentiation of G(Vn(x)) = Un(x) gives
(ii.2.18) (1+μ|Vn(x)|q−2)∇Vn(x)+μ(q− 2)|Vn(x)|q−4(Vn(x) ·∇Vn(x))Vn(x) = ∇Un(x).
Multiplying (ii.2.18) by ∇Vn(x), we easily get |∇Vn(x)|2 ≤ (∇Un(x) ·∇Vn(x)). Therefore
by the Cauchy-Schwarz inequality, we have ϕ(Vn) ≤ ϕ(Un) → ϕ(U). Hence by the lower
semi-continuity of ϕ(·), we obtain






Since parameters μ > 0 can be taken arbitrarily, ∂ϕ+ κ
λ
∂ψq is maximal monotone in
L
2(Ω) for any λ, κ > 0 and so is λ∂ϕ+ κ∂ψq. Combining this with the trivial inclusion
λ∂ϕ+ κ∂ψq ⊂ ∂(λϕ+ κψq), we obtain the following relation:
(ii.2.19) λ∂ϕ+ κ∂ψq = ∂(λϕ+ κψq) for all λ, κ > 0 and q > 2.
Lemma ii.6.
Let φ = ϕ and B = ε∂ψr + κ∂ψq. Then the inequality (ii.2.17) holds. Moreover the
operator λ∂ϕ+ ε∂ψr + κ∂ψq is maximal monotone in L
2(Ω) and satisfies
λ∂ϕ+ ε∂ψr + κ∂ψq = ∂(λϕ+ εψr + κψq).
Proof. Since ε∂ψr + κ∂ψq is evidently monotone, we first check its maximality. For this
purpose, we check R(1 + ε∂ψr + κ∂ψq) = L
2(Ω). By the same argument as above, we
can show that G : R2 
 V → G(V ) = V + ε|V |r−2V + κ|V |q−2V ∈ R2 is bijective. In
order to check V (·) = G−1(U(·)) ∈ L2(Ω) for U(·) ∈ L2(Ω), put V (x) := G−1(U(x)),
which means
(ii.2.20) U(x) = G(V (x)) = V (x) + ε|V (x)|r−2V (x) + κ|V (x)|q−2V (x).
Then multiplying (ii.2.20) by V (x) and by Schwartz’ inequality, we have for almost all
x ∈ Ω
|U(x)||V (x)| ≥ |V (x)|2 + ε|V (x)|r + κ|V (x)|q ≥ |V (x)|2,
whence follows the conclusion. We can check the sum of λ∂ϕ and ε∂ψr + κ∂ψq becomes
a maximal monotone operator by the same argument as in the proof of Lemma ii.5.
Lemma ii.7.
Let φ = ϕp and B = ∂ψq, ∀q ≥ 2. Then the inequality (ii.2.17) holds. Moreover
λ∂ϕp + κ∂ψq is maximal monotone in L
2(Ω) and satisfies
λ∂ϕp + κ∂ψq = ∂(λϕp + κψq).
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c(Ω) ⊂ C1c(Ω) in the same way as in the proof of
Lemma ii.5. Let Un ∈ C1c(Ω) and Un → U in V2,p. Then Vn := (1 + μ∂ψq)−1Un ∈ C10(Ω)
satisfy
|Vn − V |L2 = |(1 + μ∂ψq)−1Un − (1 + μ∂ψq)−1U |L2 ≤ |Un − U |L2 → 0 as n → ∞,
whence it follows that Vn → V in L2(Ω). Next differentiating (1 + μ∂ψq)Vn := Un, we
obtain
(ii.2.21) ∇Un(x) = (1 + μ|Vn(x)|q−2)∇Vn(x)
+ μ(q − 2)|Vn(x)|q−4(Vn(x) · ∇Vn(x))Vn(x).
Multiplying (ii.2.21) by |∇Vn(x)|p−2∇Vn, we get
|∇Vn(x)|p ≤ (∇Un(x), |∇Vn(x)|p−2∇Vn(x)) a.e. x ∈ Ω.
We integrate both sides over Ω and apply Young’s inequality to obtain
(ii.2.22) ϕp(Vn) ≤ ϕp(Un).
Passing to the limit, the following inequality holds by the lower semi-continuity of the
norm | · |Lp :





whence follows V ∈ V2,p and (ii.2.17).
ii.3 Study on amalgam spaces
In this section we investigate amalgam spaces Xq,p(Ω) defined by (ii.1.19) and (ii.1.20).
We are going to show that Xq,p(Ω) is uniformly convex. For this purpose, we prepare
Clarkson’s inequalities for vector valued functions.
ii.3.1 Clarkson’s Inequalities for Vector Valued Functions




















for f = (f1, · · · , fN)T ∈ (Lp(Ω))N .
We prove here the following two lemmas.
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Lemma ii.8 Clarkson’s first inequality.
Let 2 ≤ p < ∞, 1
p
+ 1























∀f, g ∈ (Lp(Ω))N .
Lemma ii.9 Clarkson’s second inequality.
Let 1 < p ≤ 2, 1
p
+ 1
























∀f, g ∈ (Lp(Ω))N .



































∀a, b ∈ RN .(ii.3.4)
If ab = 0, then (ii.3.4) is obvious. Let a = 2y, b = 2z and divide (ii.3.4) by |y|
assuming 0 < |z| ≤ |y| and let x := z|y| . Then without loss of generality, we can rewrite
(ii.3.4) in the form
|r + x|p + |r − x|p = (1 + |x|2 + 2(r, x))p/2 + (1 + |x|2 − 2(r, x))p/2
≤ 2(1 + |x|p′)p/p′ ,(ii.3.5)
where r, x ∈ RN satisfies |r| = 1 and 0 ≤ |x| ≤ 1. In view of the fact that |(r, x)| ≤ |x|,
we introduce the following function f(·):




f(θ) = p|x| [(1 + |x|2 + 2|x|θ)p/2−1 − (1 + |x|2 − 2|x|θ)p/2−1] ≥ 0,(ii.3.7)
we get
(ii.3.8) f(θ) ≤ f(1) ∀ θ ∈ [0, 1].
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For the case (r, x) ≥ 0, apply (ii.3.8) with θ = (r,x)|x| and for the case (r, x) ≤ 0, apply
(ii.3.8) with θ = − (r,x)|x| . Then we have
(1 + |x|2 + 2(r · x))p/2 + (1 + |x|2 − 2(r · x))p/2
≤ (1 + |x|2 + 2|x|)p/2 + (1 + |x|2 − 2|x|)p/2
= (1 + |x|)p + (1− |x|)p.
(ii.3.9)
Combining (ii.3.5) with (ii.3.9), we find that to verify (ii.3.4), it suffices to show
(1 + |x|)p + (1− |x|)p ≤ 2(1 + |x|p′)p/p′ ,(ii.3.10)
which is nothing but the inequality (1)′′ in [21] for 1 dimension.
The rest part is much the same as in [21] due to Minkowski’s integral inequality
but we give the proof for the sake of completeness. We recall extended Minkowski’s
integral inequality for measurable function f : S1 × S2 → R on two σ-finite measure




























where 0 < q ≤ p.













































Since p ≥ 2 ⇔ p′ ≤ p, we combine (ii.3.13) with (ii.3.12) (q = p′, S2 = Ω, f1 =
1
21/p
′ |f |, f2 = 121/p′ |g|) to obtain (ii.3.1).
















We in turn take Lp
′






































































For the case where 1 < p ≤ 2, since p′ ≥ 2 we can apply (ii.3.16) by interchanging the
roles of p and p′ to obtain (ii.3.2).
ii.3.2 Uniform Convexity of Xq,p(Ω)
We here show that the Banach space Xq,p(Ω) is uniformly convex.
Before proving this, we prepare two inequalities for r ≥ 1:
(a− b)r ≤ ar − br for a ≥ b ≥ 0,(ii.3.17)
(a+ b)r ≤ 2r−1 (ar + br) for a, b ≥ 0.(ii.3.18)
In fact, if a = 0, then (ii.3.17) and (ii.3.18) are obvious. For the case where a > 0,
dividing both sides of (ii.3.17) and (ii.3.18) by a > 0, we find that it suffices to show the
following:
(1− x)r ≤ 1− xr for 0 ≤ x ≤ 1,(ii.3.19)










Hence g−(x) decreases monotonically for 0 ≤ x < 1 together with g−(0) = 1, which
means (ii.3.19). On the other hand g+(x) takes its maximum at 1 with value 2r−1, that
is (ii.3.20).
Lemma ii.10.
Let q ≥ 2 and p ≥ 1. Then Xq,p(Ω) equipped with the norm defined by (ii.1.20) is a
uniformly convex Banach space.
Proof. First we treat the case where p ≥ q. By the Clarkson’s first inequality (ii.3.1),

































































































































whence follows the uniform convexity of Xq,p(Ω) for p ≥ q.
For 2 ≤ p ≤ q, we simply change the roles of q and p in the above calculations.
























































































whence follows the uniform convexity of Xq,p(Ω) for 2 ≤ p ≤ q.
As for the case where 1 < p ≤ 2(≤ q), instead of (ii.3.22), we can derive by (ii.3.2)











































































































which means Xq,p(Ω) is also uniformly convex for 1 < p ≤ 2 with p′ ≥ q.
Lastly we treat the case where 1 < p ≤ 2(≤ q) with q ≥ p′. Since q ≥ p′, we combine









































Combining (ii.3.33) with (ii.3.26), we obtain (ii.3.28).
ii.3.3 Continuous embedding of Vq,p(Ω) into Lebesgue spaces
In this subsection, we summarize the continuous embedding property of amalgam
spaces Vq,p(Ω) and Xq,p(Ω) into Lebesgue spaces.
We first recall the following Sobolev-type inequalities:
Lemma Sobolev-Brezis-Nirenberg-Morrey’s inequalities.
Let U ∈ C∞c (Ω). Then there exists a constant C > 0 depending only on Ω, p, N such
that the following inequalities hold:
|U |Lp∗ ≤ C|∇U |(Lp)N , if 1 < p < N,(ii.3.34)
[U ]BMO ≤ C|∇U |(Lp)N , if p = N,(ii.3.35)
|U |L∞ ≤ [U ]
C






and BMO(Ω) and Cα(Ω) are the space of bounded mean oscillation and Hölder space of
order α = 1− N
p
with semi-norms [·]BMO and [·]Cα defined by the following:



















The first inequality (ii.3.34) is Sobolev’s inequality and the third is Morrey’s inequal-
ity, which are both well known. The second inequality is due to Brézis and Nirenberg
[8].
We recall the generalized Hölder inequality as well:
Lemma Generalized Hölder’s inequality.
If U ∈ Lq(Ω) ∩ Lρ(Ω), then










If U ∈ Lq(Ω) ∩ BMO(Ω), then




If U ∈ Lq(Ω) ∩ L∞(Ω), then




The second inequality (ii.3.40) is due to [13].
Thus by virtue of above two lemmas, we can obtain the following Gagliardo-Nirenberg-
type inequality.
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Proposition ii.11 Gagliardo-Nirenberg’s inequality.
Let 1 < r < ∞ in between q and Np
(N−p)+ and U ∈ Vq,p(Ω). Then U ∈ Lr(Ω) with the
folloing inequality:
|U |Lr ≤ C|U |θLq |∇U |1−θ(Lp)N ∀U ∈ Vq,p(Ω),








p∗ − q if p < N
q
r
if p ≥ N.
As for the bounded Ω, we have the following:
Corollary ii.12.
Let Ω be a bounded domain with Lipschitz boundary. Then the space Vq,p(Ω) coincides
with W1,p0 (Ω) ∩ Lq(Ω).
ii.3.4 Compact embedding of Xq,p(Ω) and Vq,p(Ω) into Lebesgue
spaces on bounded domains
We recall the general compact embedding theorem:
Lemma Rellich’s theorem (c.f. Strauss (1969) [72]).
Let Ω ⊂ RN be a bounded domain and 1 < q < ∞. Define
K :=
{
U ∈ Lq(Ω); |∇U | =
N∑
i=1
|∂iU | ∈ L1(Ω)
}
.
Then for all ε > 0, K is compact in Lq−ε(Ω).
Since for a bounded domain Ω we have the continuous inclusion Xq,p(Ω) ↪→ Xq,1(Ω)
for all 1 ≤ p ≤ ∞, the above lemma means the embedding Xq,p(Ω) ⊂ Lq−ε(Ω) is compact
for all ε > 0 and for all 1 ≤ p ≤ ∞. The same is true for Vq,p(Ω), that is
Lemma ii.13.
Let Ω be a bounded domain and q > 1. Then for all 0 < ε < q, Vq,p(Ω) is compactly
embedded into Lq−ε(Ω).
ii.4 General notations for the subdifferential opera-
tors in real Hilbert spaces
Let H be a Hilbert space over real numbers with inner product (·, ·)H and norm
| · |H induced by the inner product. We denote by Φ(H) the set of all functional whose
values are in [0,+∞] such that proper (not equivalently +∞), lower semi-continuous and
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convex. For any element φ ∈ Φ(H), we set its domain D(φ) := {u ∈ H | φ(u) < +∞}.
By the general theory developed by Brézis [7], we can define the subdifferential operator
∂φ for φ ∈ Φ(H) by
∂φ(u) := {f ∈ H | (f, v − u)H ≤ φ(v)− φ(u) ∀ v ∈ H}
with domain
D(∂φ) := {u ∈ H | ∂φ = ∅}.
We note that subdifferential operators are maximal monotone in H and generally multi-
valued.
We say that possibly multivalued operator A : H → 2H is maximal monotone in H if
and only if
(f − g, u− v)H ≥ 0 ∀ u, v ∈ D(A) := {w ∈ H | Aw = ∅}, ∀f ∈ Au, ∀g ∈ Av
and
R(1 + μA) = H for some, hence for all μ > 0.
If A is singleton, i.e., Au consists only one element for all u ∈ D(A), we denote the
element just by Au.
For maximal monotone operator A, we can define its resolvent operator
JAμ := (1 + μA)
−1 : H → D(A)






Since Yosida approximations satisfy the relation
Aμu ∈ AJAμ u ∀u ∈ H,
if A is single-valued we get AJAμ u = Aμu.







|u− v|2H + φ(v)
}
,(ii.4.1)
which is a Fréchet differentiable function in H satisfying
∂(φμ) = (∂φ)μ.
Hence we use the simple notation ∂φμ.
We collect two basic properties of Yosida and Moreau-Yosida approximations:
|∂φμ(u)|H ≤ |∂φ(u)|H ∀u ∈ D(∂φ),(ii.4.2)
φ(J∂φμ u) ≤ φμ(u) ≤ φ(u) ∀u ∈ D(φ).(ii.4.3)
Moreover if φ(0) ≥ 0, it follows the definition of subdifferential operators that








For (CGL)+ with f ≡ 0, the solvability has been studied by many authors. The
first mathematical treatment was done by Temam (1988) [76]. He treated the cubic
nonlinearity case q = 4 in bounded domains with space dimension 1 or 2 and proved
the unique existence of global weak solutions for initial data u0 ∈ L2 or global strong
solutions for u0 ∈ H1 under suitable boundary conditions using the Galerkin method.
Subsequently, Yang (1990) [78] showed the unique existence of local strong solutions for
u0 ∈ H2 in RN (N = 1, 2, 3) and 3 ≤ q ≤ 2 + 4N by using the linear semi-group in L∞
and discussed the global existence of local solutions by establishing some global energy
bounds.
After these pioneering works, the existence of solutions of (CGL)+ has been examined
by many people from the view point of the regularity of solutions and of local- or global-
in-time existence. As for the existence of global weak solution based on the Leray’s
method for showing the existence of global solutions of the Navier-Stokes equation was
stated in Doering-Gibbon-Levermore (1994) [19] Section 2 and Levermore-Oliver (1996)
[34] Section 4.
The existence of a local classical solution together with its uniqueness on the torus
T
N was discussed in Doering-Gibbon-Levermore (1994) [19] Section 3 for u0 ∈ L∞ and
Levermore-Oliver (1996) [34] Section 5 for u0 ∈ C∞. These studies and Levermore-Oliver
(1997) [35] were also concerned with the case where u0 ∈ Lr with q < 2 + 2rN . Moreover,
they recovered the regularity of time-local solutions to C2+n for q ≥ n (n ∈ N∪{0}) or to
C∞ for q = n with use of the regularity results for weak solutions obtained in Doelman-
Titi (1993) [18], though [18] treated only the case N = 1, 2, 3. It was mentioned in [34]
that the same holds on RN . Moreover, in [34] Section 6 the regularity of solutions was
recovered to be real analytic via estimates in the Gevrey class.
The existence of global strong solutions was discussed in [19] Section 4 for the fol-
lowing cases:
(i) the L2-critical or subcritical: q ≤ 2 + 4
N
;








(q − 2)N − 2
(q − 2)N − 4 ;
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(iii) the L2-subcritical: q < 2 + 4
N
and











In [19] Section 5 and in [34] Section 7, the regularity of solutions were recovered to smooth
solutions for u0 ∈ C∞ with odd integer q and to be classical solutions for u0 ∈ C2 with
real q, respectively. As a notable fact, (I.2) gives a condition equivalent to the “CGL
region” below.
Ginibre-Velo (1996) [22] showed the existence of global weak solution with initial
data taken from L2(RN) or L2loc(RN) (Section 2) and showed the uniqueness (Section 3)







q − 2 .
They also showed in [23] the existence of solutions both in Lr(RN) and in Lrloc(RN) for
local-in-time (Section 3).
As for the initial data taken from H1, Ginibre-Velo (1996) [22] (Section 5 for H1(RN)
and Section 6 for H1loc(RN)) consider the case where Ω = RN and refine the results of
[19, 34]. They assume either of the following two conditions:
• the H1(L2∗)-subcritical condition on q: q < 2N
N−2 with arbitrary parameters λ, κ, α, β,







) ∈ CGL(c−1q ),
and obtained the global solution by the argument using mollifiers. Moreover they showed
the existence of solutions in [23] (Proposition 4.2) under an additional assumption: q ≤
2N
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Figure 1: CGL region
Here the CGL-region is defined as follows:
CGL(r) :=
{
(x, y) ∈ R2 | xy ≥ 0 or |xy| − 1|x|+ |y| < r
}











(x, y) ∈ R2 | |x| ≤ r} ,
S2(r) :=
{
(x, y) ∈ R2 | |y| ≤ r} ,
S3(r) :=
{
(x, y) ∈ R2 | xy > 0} ,
S4(r) :=
{
(x, y) ∈ R2 | |1 + xy| < r|x− y|} .
We here remark some properties of the operators −Δu and |u|q−2u with relation to
the CGL-region: The Laplace operator −Δu is a “sectorial accretive” operator in the
33










The power-type nonlinear operator |u|q−2u is a “sectorial monotone” operator in the
complex Hilbert space L2(Ω;C) with constant cq (see (1.1.1)):
(I.6) |(|u1|q−2u1 − |u2|q−2u2, u1 − u2)L2 | ≤ cq(|u1|q−2u1 − |u2|q−2u2, u1 − u2)L2 .
We refer for the basic definition of monotonicity and accretivity of nonlinear operators on
real Banach spaces to [2] and for the extension of the notion of linear sectorial operators
to nonlinear case to [51].
As an analogous to the semilinear heat equation with dissipative nonlinearities,
(CGL)+ may seem to possess a global strong or classical solution with arbitrarily large
q > 2. As a notable fact, Levermore-Oliver (1996) [34] proposed the so-called “CGL-
region,” which defines the region such that when the parameters λ, κ, α, β and q belong
to the region, a global a priori estimate for H1 can be deduced, and Ginibre-Vello (1996)
[22] obtained global solutions, as we mentioned before, using the estimate.
Using this fact, Okazawa and Yokota stated to study (CGL)+ by an operator theo-
retical approach: Okazawa-Yokota (1999, 2001, 2002, 2002). They first treated (CGL)+
with the Laplace operator on possibly unbounded domains with compact C2-boundaries
in [52, 56] and proved the existence of a unique strong solution provided u0 ∈ H2 ∩H10 ∩
L2(q−1) and |β|
κ
≤ c−1q . They generalized this result for (CGL)+ with uniformly elliptic
operators and with nonlinear terms depending on the space variable x in [57]. Moreover
they deduced smoothing effects in [53], i.e., they showed the unique existence of a strong
solution for u0 ∈ L2 with the same assumptions as in [52, 56, 57]. They called the case
where |β|
κ
≤ c−1q as an accretive nonlinearity case as we see above in (I.6).
As a sequel they established the subdifferential operator theory on complex Hilbert
spaces and proved that −(λ+iα)Δu is a sectorial maximal monotone operator in L2(Ω;C)
by regarding −iαΔu as a maximal monotone perturbation of the subdifferential operator
−λΔu: Okazawa-Yokota (2001) [54] proved the existence of global weak solutions for
u0 ∈ L2 without any conditions on parameters and global strong solutions for u0 ∈ H10∩Lq
with parameters λ, κ, α, β belonging to the CGL-region on bounded domains. They
showed the existence of global strong solutions for u0 ∈ H10 ∩ Lq on bounded domains
only assuming λ, κ, α, β belong to the CGL-region in [55]. Next in Takeuchi-Asakawa-
Yokota (2004) [75], the smoothing effect was also proved for bounded domains. As for
the smoothing effects for possibly unbounded general domains, we refer Yokota-Okazawa
(2006) [80], where the effect was proved under the condition of L2-critical or subcritical:
q ≤ 2 + 4
N
. It was stated in Okazawa (2006) [50], Okazawa-Yokota (2010) [55, 58] that
the uniqueness of solutions corresponding to initial values u0 ∈ L2 holds either for L2-
critical or subcritical: q ≤ 2 + 4
N
, or for |β|
κ
≤ c−1q even though unbounded domains are
considered.
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The problem (CGL)p in which the Laplace operator is replaced by the nonlinear op-
erator, p-Laplacian, was treated in Okazawa-Yokota (2001, 2002) [54], [55] and Takeuchi-
Asakawa-Yokota (2004) [55], where an additional assumption on |α|
λ
≤ c−1p was imposed
to assure the monotonicity of the operator −(λ + iα)Δpu in L2 based on the following
sectorial estimate:
(I.7) |(−Δpu1 +Δpu2, u1 − u2)L2 | ≤ cp(−Δpu1 +Δpu2, u1 − u2)L2 .
As for works related to the existence of global solutions in H1, uniform L∞-bounds
was obtained in [23] (Section 5); global Sobolev bounds was obtained in [34] (Section 8);
the existence of the global attractor for (CGL)p was shown in Takeuchi-Asakawa-Yokota
(2004) [75].
We also have a few comments about the Lr-theory (r > 2), that is the global existence
of unique strong solutions in Lr. This problem was first treated in Ginibre-Velo (1996)
[22] (Section 4), (1997) [23] (Proposition 4.1) and then Kobayashi-Matsumoto-Tanaka
(2007) [28], Yokota-Okazawa (2008) [81]. Matsumoto-Tanaka (2010) [38] developed the
theory of nonlinear semigroup of locally Lipschitz operators. As we mentiond above for
H1-theory, the Lr-theory (r > 2) can be separated in two conditions:
• the Lr-subcritical condition on q: q < 2 + 2r
N
with arbitrary parameters λ, κ, α, β,
• the relations between parameters λ, κ, α, β and q but independent of the dimension
N , which leads the monotonicity condition of −Δu and |u|q−2u.
We again remark that in any above results, the presence of external forces has not been
taken into considerations.
Despite the existence of some mathematical treatment for (CGL)+ in Lr-space, we
here work in the Hilbert space L2.
In former studies, −(λ + iα)Δu was always regarded as the leading term and the
power-type nonlinear term: (κ+ iβ)|u|q−2u as a perturbation even in the L2-framework.
As a matter of fact, this treatment provides some useful properties (e.g., the well-
definedness of the semi-group {e(λ+iα)tΔ; t ≥ 0}; monotonicity of (κ + iβ)|u|q−2u if
|β|/κ ≤ c−1q ). However, when we focus on the parabolic nature of (CGL), this ap-
proach might not be the most suitable one; for instance the leading term −(λ + iα)Δu
is not a self-adjoint operator. Thus, as we stated in Preliminaries, we identify C with
R
2 and rely on the subdifferential operator theory in real Hilbert spaces with regarding
−λΔu + κ|u|q−2u → ∂(λϕ + κψq)(U) as the principal term which is a subdifferential
of single functional and −iαΔu → αI∂ϕ(U) as a mere monotone perturbation which
cannot be counted in the principal term. That is because we can treat the external force
F (t) ∈ L2(0, T ;L2(Ω)) and thanks to the theory of evolution equations governed by
subdifferential operators in real Hilbert spaces we can naturally deduce the L2-maximal
regularity property: ∂(λϕ+κψq)(U(t)) ∈ L2(0, T ;L2(Ω)) for any F (t) ∈ L2(0, T ;L2(Ω)).
In Chapter 1, we study the global solvability of (CGL)+ in a general domain without
assuming conditions on q which depends on the space dimension N . Since the embed-
ding H1 ⊂ L2 is no longer compact in a general domain Ω, we can not directly apply
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the compactness method. On the other hand, if one tries to apply the contraction map-
ping principle, one needs to assume some strong upper bound on q, namely the Sobolev
subcritical condition which depends on N . In order to overcome this difficulty, we first
introduce suitable approximate problems for (CGL)+ and establish a priori estimates for
solutions of approximate problems. As for the convergence of solutions of approximate
problems, we apply Ascoli’s theorem in each restricted function space C([0, T ]; L2(Ω′)) on
each bounded sub-domains Ω′ ⊂ Ω to derive the locally strong convergence of the nonlin-
ear terms. Then by the diagonal argument, we can construct a sequence of solutions of
approximate problems which converges weakly in Ω and strongly on any bounded subsets
Ω′ ⊂ Ω (see (1.4.27) and (1.5.19)). In this way, we dispense with Sobolev’s embedding
and with elliptic regularity estimates so that we are able to relax our assumption on the
smoothness of domains.
In Chapter 2, we show the existence of time periodic solutions for (CGL)+ in bounded
domains. The time periodic problem for parabolic equations governed by subdfferential
operators with non-monotone perturbations was already discussed in Ôtani [61], which
has a fairly wide applicability. This theory, however, cannot be applied directly to
(CGL)+ because of the presence of the monotone term, −iαΔu. To cope with this
difficulty, we first introduce an auxiliary equation, (CGL)+ added ε|u|r−2u (ε > 0, r > q)
and show the existence of periodic solutions for this equation. Then letting ε ↓ 0 with
suitable a priori estimates, we obtain desired periodic solutions to (CGL).
In Chapter 3, we show the existence of periodic solutions for (CGL)+ on general
domains. In carrying out this for possibly unbounded general domains, some difficul-
ties arise. Firstly we cannot obtain the coerciveness of the term −λΔu or κ|u|q−2u.
Secondly we cannot apply Rellich-Kondrachov’s theorem which essentially demands the
boundedness of domains.
In order to cope with these difficulties, we follow the argument developed in Ôtani-
Uchida [63]. First, we assume γ < 0 and construct a periodic solution by extending
periodic solutions in bounded domains, which we obtain in Chapter 3 under the suitable
assumption on domains. In this step, we rely on the diagonal argument combined with a
locally strong convergence. As for the case γ = 0, since we can not expect a priori bounds
of solutions in L2-space, we are led to periodic solutions in “Lq∩ Ḣ1” (see Definition 3.1).
In Chapter 4, we show the global solvability of (CGL)p in general domains without
assuming any upper bound condition on q depending on N and without any additional
restriction on parameters λ, κ, α, β, p such as |α|
λ
≤ c−1p , i.e., we only assume that pa-
rameters lie in the CGL-region. To deal with the problem in general domains without
excessive assumptions, we cannot directly apply major tools for solving evolution equa-
tions: the compactness method, the contraction mapping principle and the monotonicity
method. In fact, for the compactness method, the embedding W1,p ⊂ L2 is no longer
compact in general domains Ω; for using the monotonicity of the operator −(λ+ iα)Δp,
one has to impose more restrictive conditions on λ and α (cf. Okazawa-Yokota [55]).
In order to overcome these difficulties, we first introduce suitable approximate problems
for (CGL)p and solve the problem in bounded domains {Ωk}k∈N which approximate our
domain Ω for initial values which are compactly supported in Ωk by applying the com-
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pactness method. Letting k → ∞ we have a limit function Uk → U , where {Uk}k∈N are
solutions on Ωk. Then we ensure that U is the desired solution by combining the diagonal
argument, local strong convergences and the standard argument of the convex analysis,






< p is needed (see (4.4.38)).
We conclude the introduction by mentioning the properties of domains needed: There
exists a sequence of bounded domains with Lipschitz boundary {Ωk}k∈N ⊂ RN such that
(I) Ωk ⊂ Ωk+1 ⊂ Ω for all k ∈ N,
(II) for all bounded subset Ω′ ⊂ Ω, there exists k ∈ N such that Ω′ ⊂ Ωk.
For Lipschitz domains, the desired properties such as Green’s theorem and Rellich-
Kondrachov’s compactness theorem hold. We note that, as we will see later, we dispense
with the elliptic regularity estimates on Ωk. More precisely, the regularity condition
H
2(Ω) need not be satisfied neither by the restriction U |Ωk of solutions for appropriately
introduced approximate equations nor by the solution Uk for cut-off equations on Ωk
with χkF (t), where χk is the characteristic function of Ωk. We note that indeed we can





Existence of global solutions of
(ACGL)+
1.1 Main Results
We state main theorems of this chapter. The first one is concerned with the existence
of global strong solutions in general domains.
Theorem 1.1.
Let Ω ⊂ RN be a general domain of uniformly C2-regular class. Suppose that F (t) ∈






) ∈ CGL(c−1q ). Then for any U0 ∈ H10(Ω) ∩ Lq(Ω), there exists
a solution U(t) ∈ C([0, T ];L2(Ω)) of (ACGL)+ satisfying
(i) U(t) ∈ W1,2(0, T ;L2(Ω)),
(ii) U(t) ∈ D(∂ϕ) ∩D(∂ψq) a.e. t ∈ (0, T ) and satisfies (ACGL)+,
(iii) ∂ϕ(U(t)), ∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)).
As for the smoothing effect, the following result holds.
Theorem 1.2.
Let all assumptions in Theorem 1.1 be satisfied. Then for any U0 ∈ L2(Ω), there exists
a solution U(t) ∈ C([0, T ];L2(Ω)) of (ACGL)+ satisfying
(i) U(t) ∈ W1,2loc((0, T ];L2(Ω)),
(ii) U(t) ∈ D(∂ϕ) ∩D(∂ψq) a.e. t ∈ (0, T ) and satisfies (ACGL)+,









t∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)).
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Remark 1.1.







) ∈ S2(c−1q ). Indeed, let U, V be two solutions for (ACGL)+.
Multiplying the difference of two equations by U − V , we obtain
d
dt
|U − V |2
L2
+ 2λϕ(U − V ) + κ (∂ψq(U)− ∂ψq(V ), U − V )L2
+ β (I(∂ψq(U)− ∂ψq(V )), U − V )L2 + γ|U − V |2L2 = 0,
where we used the linearity of ∂ϕ and (ii.1.8). The following terms:
κ (∂ψq(U)− ∂ψq(V ), U − V )L2 + β (I(∂ψq(U)− ∂ψq(V )), U − V )L2
turns out to be positive by following lemma.
Lemma (Okazawa & Yokota [56] p.258 Lemma 3.1).
The operator |u|q−2u is sectorial in the complex Hilbert space L2(Ω;C); i.e., for u1, u2 ∈
L2(q−1)(Ω;C),
(1.1.1) |(|u1|q−2u1 − |u2|q−2u2, u1 − u2)L2 | ≤ cq(|u1|q−2u1 − |u2|q−2u2, u1 − u2)L2 .
We recall the correspondence between I and the imaginary unit i (ii.1.4).
1.2 Key inequalities
In this section, we prepare some inequalities, which will play an important role in
establishing a priori estimates. The same estimates are essentially obtained in [55] and
[56] in a framework of complex valued function spaces, whose proof is quite different
form ours. Our approach is more direct and seems to be simpler.
Lemma 1.3.
The following inequalities hold for all U ∈ D(∂ϕ) ∩D(∂ψq).
|(∂ϕ(U), I∂ψq(U))L2 | ≤ cq(∂ϕ(U), ∂ψq(U))L2 ,(1.2.1)
|(∂ϕ(U), I∂ψq,μ(U))L2 | ≤ cq(∂ϕ(U), ∂ψq,μ(U))L2 ≤ cq(∂ϕ(U), ∂ψq(U))L2(1.2.2)
∀ μ > 0,
where ∂ψq,μ(U) = ∂ψq((1 + μ∂ψq)
−1U) is Yosida approximation of ∂ψq(U).





(q − 2)|U |q−4|(U · ∇U)|2 + |U |q−2|∇U |2} dx.(1.2.3)
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Making use of (ii.1.7) and (ii.1.5) with integration by parts to the left-hand side of
(1.2.1), we obtain
(∂ϕ(U), I∂ψ(U))L2 = (q − 2)
∫
Ω





= (q − 2)
∫
Ω
|U |q−4 ((U · ∇U), (IU · ∇U)) dx.
Here we recall the relation (ii.1.16). Then by Young’s inequality and (1.2.3), we
obtain
|(∂ϕ(U), I∂ψq(U))L2 |
≤ (q − 2)
∫
Ω
|U |q−4|(U · ∇U)| · |(IU · ∇U)|dx












|U |q−4 {(q − 2)|(U · ∇U)|2 + |U |2|∇U |2} dx
= cq(∂ϕ(U), ∂ψq(U))L2 ,
whence follows (1.2.1).
Let V := (1 + μ∂ψq)
−1U , then applying integration by parts, (ii.1.7) and (ii.1.5), we
have
(1.2.4)
(∂ϕ(U), I∂ψq,μ(U))L2 = (∇U,∇I∂ψq(V ))(L2)N
= (∇V + μ∇∂ψq(V ),∇I∂ψq(V ))(L2)N
= (∇V,∇I∂ψq(V ))(L2)N .
It is clear that (1.2.1) with U replaced by V is equivalent to
(1.2.5) |(∇V,∇I∂ψq(V ))(L2)N | ≤ cq(∇V,∇∂ψq(V ))(L2)N .
Hence by (1.2.4) and (1.2.5), we obtain
|(∂ϕ(U), I∂ψq,μ(U))L2 | ≤ cq(∇V,∇∂ψq(V ))(L2)N
≤ cq(∇V + μ∇∂ψq(V ),∇∂ψq(V ))(L2)N
= cq(∂ϕ(U), ∂ψq,μ(U))L2 ,
which is the first inequality of (1.2.2). Finally we show the second inequality of (1.2.2).
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We first note, for a.e. x ∈ Ω,
|V (x)| ≤ |U(x)|,(1.2.6)
|∇V (x)| ≤ |∇U(x)|,(1.2.7)
|(V (x) · ∇V (x))| ≤ |(V (x) · ∇U(x))|
=
|V (x)|
|U(x)| |(U(x) · ∇U(x))| ≤ |(U(x) · ∇U(x))|.
(1.2.8)
The definition of V gives V (x) + μ|V |q−2V (x) = U(x), multiplication of this relation by
V (x) immediately gives (1.2.6) Applying ∇ to this relation, we get
(1.2.9) (1 + μ|V (x)|q−2)∇V (x) + μ(q − 2)|V (x)|q−4(V (x) · ∇V (x))V (x) = ∇U(x).
Multiplying (1.2.9) by ∇V (x), we get
(1 + μ|V (x)|q−2)|∇V (x)|2 + μ(q − 2)|V (x)|q−4|(V (x) · ∇V (x))|2 = (∇U(x) · ∇V (x))
≤ |∇U(x)||∇V (x)|,
whence follows (1.2.7). Also multiplying (1.2.9) by V (x) gives{
1 + μ(q − 1)|V (x)|q−2} (V (x) · ∇V (x)) = (V (x) · ∇U(x)).
Hence we have the first inequality of (1.2.8). Multiplying the definition of V by ∇U(x),
we have
(1 + μ|V (x)|q−2)(V (x) · ∇U(x)) = (U(x) · ∇U(x)).











(q − 2)|U |q−4|(U · ∇U)|2 + |U |q−2|∇U |2} dx
= (∂ϕ(U), ∂ψq(U))L2 .
Therefore we obtain the desired second inequality of (1.2.2).
1.3 Solvability of Approximate Equation






(t) + ∂(λϕ+ κψq)(U) + αI∂ϕ(U) +B(U) = F (t), t ∈ (0, T )
U(0) = U0,




Let Ω ⊂ RN be a general domain of uniformly C2-regular class, λ, κ > 0, α ∈ R and
F (t) ∈ L2(0, T ;L2(Ω)). Then for all U0 ∈ H10(Ω) ∩ Lq(Ω), there exists a unique solution
U(t) ∈ C([0, T ];L2(Ω)) of (AE) satisfying
(i) U(t) ∈ W1,2(0, T ;L2(Ω)),
(ii) U(t) ∈ D(∂ϕ) ∩D(∂ψq) and satisfies (AE) for a.e. t ∈ (0, T ),
(iii) ∂ϕ(U(t)), ∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)).
In order to prove Proposition 1.4, we consider the following approximate equa-







(t) + ∂(λϕ+ κψq)(Uν) + αI∂ϕν(Uν) + B(Uν) = F (t), t ∈ (0, T ),
Uν(0) = U0.
Since αI∂ϕν(·) + B(·) is Lipschitz in L2(Ω), approximate equation (AE)ν has a unique
solution Uν ∈ C([0, T ];L2(Ω)) satisfying dUνdt , ∂ϕ(Uν), ∂ψq(Uν) ∈ L2(0, T ;L2(Ω)) by the
general theory of subdifferential operator (e.g. [6], [70]). We here prepare some a priori
estimates for solutions of (AE)ν .
Lemma 1.5.
Let U(t) = Uν(t) be a solution of (AE)ν . Then there exists a positive constant C1















+ 2λϕ(U(t)) + qκψq(U(t)) + α(I∂ϕν(U(t)), U(t))L2
= −(B(U(t)), U(t))L2 + (F (t), U(t))L2

















{2λϕ(U(s)) + qκψq(U(s))} ds




+ |U0|2L2 + ‖F‖2HT
}
for all t ∈ [0, T ], whence follows (1.3.1).
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Lemma 1.6.
Let U(t) = Uν(t) be a solution of (AE)ν . Then there exists a positive constant C2



























+ κ(∂ϕ(U(t)), ∂ψq(U(t)))L2 + α(I∂ϕν(U(t)), ∂ϕ(U(t)))L2









2L2B|U(t)|2L2 + 2|B(0)|2L2 + |F (t)|2L2
}
.













2L2BC1 + 2|B(0)|2L2 + |F (t)|2L2
}
.








ds ≤ ϕ(U0)+ 1
λ
{
2L2BC1T + 2T |B(0)|2L2 + ‖F‖2HT
}
.




ψq(U(t)) + λ(∂ϕ(U(t)), ∂ψq(U(t)))L2 + κ|∂ψq(U(t))|2L2
= − α(I∂ϕν(U(t)), ∂ψq(U(t)))L2 − (B(U(t)), ∂ψq(U(t)))L2










2L2BC1 + 2|B(0)|2L2 + |F (t)|2L2
}
.



















2L2BC1T + 2T |B(0)|2L2 + ‖F‖2HT
}
.
Thus from (1.3.5), (1.3.7) and (AE)ν , we derive (1.3.3).
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Now we are in the position to prove Proposition 1.4.
Proof of Proposition 1.4. Let Uν be a solution of (AE)ν . First we show {Uν(t)}ν>0 forms








+ (∂(λϕ+ κψq)(Uν(t))− ∂(λϕ+ κψq)(Uμ(t)), Uν(t)− Uμ(t))L2
+ α(I∂ϕν(Uν(t))− I∂ϕμ(Uμ(t)), Uν(t)− Uμ(t))L2
+ (B(Uν(t))− B(Uμ(t)), Uν(t)− Uμ(t)) = 0.
Since ∂(λϕ + κψq) is monotone, the second term of (1.3.8) is non-negative. Applying
Kōmura’s trick and using the monotonicity of I∂ϕ, which follows the linearity of ∂ϕ,
(ii.1.7) and (ii.1.8), we obtain
(1.3.9)
(I∂ϕν(Uν)− I∂ϕμ(Uμ), Uν − Uμ)L2
= (I∂ϕν(Uν)− I∂ϕμ(Uμ), ν∂ϕν(Uν)− μ∂ϕμ(Uμ))L2
+ (I∂ϕ(J∂ϕν Uν)− I∂ϕ(J∂ϕμ Uμ), J∂ϕν Uν − J∂ϕμ Uμ)L2
= (I∂ϕν(Uν)− I∂ϕμ(Uμ), ν∂ϕν(Uν)− μ∂ϕμ(Uμ))L2
= − ν(I∂ϕμ(Uμ), ∂ϕν(Uν))L2 − μ(I∂ϕν(Uν), ∂ϕμ(Uμ))L2 ,












{|∂ϕ(Uν(t))|2L2 + |∂ϕ(Uμ(t))|2L2}+ LB|Uν(t)− Uμ(t)|2L2 .
Thus Gronwall’s inequality yields
|Uν(t)− Uμ(t)|2L2 ≤ |α|(ν + μ)e2LBt
∫ t
0
{|∂ϕ(Uν(s))|2L2 + |∂ϕ(Uμ(s))|2L2} ds,
for all t ∈ [0, T ]. Then by Lemma 1.6, we have
sup
t∈(0,T )
|Uν(t)− Uμ(t)|L2 ≤ eLBT
√
2C2|α|(ν + μ),
which assures that {Uν(t)}ν>0 forms a Cauchy net in C([0, T ];L2(Ω)). Now let Uν(t) →
U(t) in C([0, T ];L2(Ω)) as ν → 0. By Lemma 1.6, { d
dt
Uν(t)}, {∂ϕ(Uν(t))} and {∂ψq(Uν(t))}
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(t) weakly in L2(0, T ;L2(Ω)),
∂ϕ(Uνn(t)) ⇀ ∂ϕ(U(t)) weakly in L
2(0, T ;L2(Ω)),
∂ψq(Uνn(t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)),





|Uνn(s)− J∂ϕνn Uνn(s)|2L2ds = ν2n
∫ T
0
|∂ϕνn(Uνn(s))|2L2ds ≤ C2ν2n → 0
as n → ∞.
This means J∂ϕνn Uνn(t) → U(t) strongly in L2(0, T ;L2(Ω)). Then since ∂ϕν(Uν) =
∂ϕ(J∂ϕν Uν), by the demi-closedness of ∂ϕ we find that U satisfies
dU
dt
(t) + λ∂ϕ(U) + κ∂ψq(U) + αI∂ϕ(U) + B(U) = F (t) in L
2(0, T ;L2(Ω)),
i.e., U(t) is the desired solution of (AE).
1.4 Proof of Theorem 1.1






(t)+∂(λϕ+κψq)(Uμ)+αI∂ϕ(Uμ)+βI∂ψq,μ(Uμ)−γU=F (t), t ∈ (0, T ),
Uμ(0) = U0,
where ∂ψq,μ(U) := ∂ψq((1 + μ∂ψq)−1U) is Yosida approximation of ∂ψq(U). Since
∂ψq,μ is Lipschitz continuous, Proposition 1.4 assures that (AE)′μ has a solution Uμ(t) ∈
C([0, T ];L2(Ω)) satisfying the same regularities stated in Proposition 1.4. The first step
of the proof is to establish some a priori estimates for U .
Lemma 1.7.
Let U(t) = Uμ(t) be a solution of (AE)
′
μ. Then there exists a positive constant C1




















+ 2λϕ(U(t)) + qκψq(U(t))
+ α(I∂ϕ(U(t)), U(t))L2 + β(I∂ψq,μ(U(t)), U(t))L2 − γ|U(t)|2L2 = (F (t), U(t))L2 .
(1.4.2)


















(1.4.4) γ+ := max{γ, 0}.







{2λϕ(U(s)) + qκψq(U(s))} ds









for all t ∈ [0, T ], whence follows (1.4.1).
Lemma 1.8.








) ∈ CGL(c−1q ). Then there exists a























Proof. Let V (t) := (1 + μ∂ψq)
−1U(t). Then using U = V + μ∂ψq(V ), (∂ψq(V ), V )L2 =








|V (x)|2(q−1)dx = |∂ψq,μ(U)|2L2 ,
(U, ∂ψq,μ(U))L2 = qψq(V ) + μ|∂ψq(V )|2L2 = qψq,μ(U)− (
q
2
− 1)μ|∂ψq(V )|2L2 ≤ qψq(U).
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+ κG(t) + βBμ(t)




ψq,μ(U(t)) + κ|∂ψq,μ(U(t))|2L2 + λGμ(t)− αBμ(t)
≤ qγ+ψq(U(t)) + (F, ∂ψq,μ(U(t)))L2 ,
(1.4.8)
where γ+ is given in (1.4.4) and
G(t) := (∂ϕ(U(t)), ∂ψq(U(t)))L2 ,(1.4.9)
Gμ(t) := (∂ϕ(U(t)), ∂ψq,μ(U(t)))L2 ,(1.4.10)
Bμ(t) := (∂ϕ(U(t)), I∂ψq,μ(U(t)))L2 .(1.4.11)
















+ (F (t), δ2∂ϕ(U(t)) + ∂ψq,μ(U(t)))L2 .
Let ε ∈ (0,min{λ, κ}) be a small parameter. By the inequality of arithmetic and geo-





























(λ− ε)(κ− ε)δ2(Gμ(t)2 +Bμ(t)2).
We here recall the key inequality (1.2.2)
(1.4.14) G(t) ≥ Gμ(t) ≥ c−1q |Bμ(t)| for a.e. t ∈ (0, T ).


















+ (F (t), δ2∂ϕ(U(t)) + ∂ψq,μ(U(t)))L2 .
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where
(1.4.16) J(δ, ε) := 2δ
√
(1 + c−2q )(λ− ε)(κ− ε) + c−1q (δ2κ+ λ)− |δ2β − α|,
which is independent of t.






) ∈ CGL(c−1q ) assures J(δ, ε) ≥ 0 for some δ
and ε. By the continuity of ε → J(δ, ε) it suffices to show J(δ, 0) > 0 for some δ. When




. When αβ ≤ 0, we have |δ2β − α| = δ2|β| + |α|.
Hence
J(δ, 0) = (c−1q κ− |β|)δ2 + 2δ
√





≤ c−1q , we get J(δ, 0) > 0 for sufficiently large δ > 0. If c−1q < |β|κ , we find




























(1 + c−2q )λκ
(|β| − c−1q κ)
> 0.
Now we take δ and ε satisfying J(δ, ε) ≥ 0. Integrating (1.4.15) and using Young’s



















ψq(U(t)) + κ|∂ψq(U(t))|2L2 + λ(∂ϕ(U(t)), ∂ψq(U(t)))L2
= −α(I∂ϕ(U(t)), ∂ψq(U(t)))L2 − β(I∂ψq,μ(U(t)), ∂ψq(U(t)))L2


























Thus (AE)′μ together with (1.4.19) and (1.4.21) gives the desired estimate (1.8).
Now we prove Theorem 1.1.
Proof of Theorem 1.1. Let Uμ(t) be a solution of (AE)
′
μ. By Lemmas 1.7, 1.8 and
(1.4.19), there exists a sequence μn ↓ 0 satisfying







(t) weakly in L2(0, T ;L2(Ω)),(1.4.23)
∂ϕ(Uμn(t)) ⇀ ∂ϕ(U(t)) weakly in L
2(0, T ;L2(Ω)),(1.4.24)
∂ψq(Uμn(t)) ⇀ h(t) weakly in L
2(0, T ;L2(Ω)),(1.4.25)
∂ψq,μn(Uμn(t)) ⇀ g(t) weakly in L
2(0, T ;L2(Ω)),(1.4.26)
for some function h(t), g(t) ∈ L2(0, T ;L2(Ω)). Here we used the weak closedness of d
dt
and ∂ϕ in L2(0, T ;L2(Ω)) in (1.4.23) and (1.4.24).
In order to see h(t)(x) = ∂ψq(U(t))(x) a.e. (t, x) ∈ (0, T )× Ω, we are going to show
that there exists a subsequence {μ′n} ⊂ {μn} such that
(1.4.27) Uμ′n(t)|Ω′ → U(t)|Ω′ strongly in C([0, T ];L2(Ω′))
for any bounded subset Ω′ of Ω.
To confirm this, we rely on Ascoli’s theorem and a diagonal argument. Let {Ωk}k∈N be
a sequence of bounded domains satisfying (I)-(II).
Fix k ∈ N, then Lemma 1.7 and 1.8 assure











|Uμn(t)|Ωk |2H1(Ωk) ≤ |Uμn(t)|2L2(Ω) + |∇Uμn(t)|2L2(Ω) ≤ C1 + 2C2.(1.4.29)
By (1.4.28), {Uμn(t)|Ωk} forms an equi-continuous family in C([0, T ];L2(Ωk)). Further-
more by (1.4.29), {Uμn(t)|Ωk} is relatively compact in L2(Ωk) for each t ∈ (0, T ). Hence
by Ascoli’s theorem, there exists a subsequence {μkn}n∈N of {μn}n∈N such that
(1.4.30) Uμkn(t)|Ωk → Uk(t) strongly in C([0, T ];L2(Ωk)) as n → ∞,
for some function Uk(t) ∈ C([0, T ];L2(Ωk)).
Now we can take a sequence of subsequences successively such that
{μ1n}n∈N ⊃ {μ2n}n∈N ⊃ · · · ⊃ {μkn}n∈N ⊃ {μk+1n }n∈N ⊃ · · ·
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and (1.4.30) holds for each k ∈ N. Then the diagonal sequence {μnn}n∈N =: {μ′n}n∈N
satisfies
Uμ′n(t)|Ωk → Uk(t) strongly in C([0, T ];L2(Ωk)) as n → ∞ for each k ∈ N.(1.4.31)
On the other hand, by (1.4.22), we have
Uμ′n(t)|Ωk ⇀ U(t)|Ωk weakly in L2(0, T ;L2(Ωk)) as n → ∞ for each k ∈ N.(1.4.32)
Then by the uniqueness of a weak limit, we have Uk(t) = U(t)|Ωk in L2(0, T ;L2(Ωk)).
Finally since Ω′ ⊂ Ωk for some k, we obtain the desired convergence (1.4.27) from
(1.4.31).
Now we claim that h(t) = ∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)). In fact, by the demi-
closedness of the power type nonlinear operator on bounded domains: U(t) → |U(t)|q−2U(t)
in L2(0, T ;L2(Ω′)), we easily find that
h(t)|Ω′ =
∣∣U(t)∣∣
Ω′ |q−2U(t)|Ω′ in L2(Ω′) for a.e. t ∈ (0, T ).(1.4.33)
Since (1.4.33) holds for all Ω′ ⊂ Ω, we have |U(t)|q−2U(t) = h(t) ∈ L2(0, T ;L2(Ω)) for
a.e. x ∈ Ω, so that U(t) ∈ D(∂ψq) and h(t) = ∂ψq(U(t)) for a.e. t ∈ (0, T ). Indeed, let
Ωk ⊃ ek := {x ∈ Ωk | |U(t)|q−2U(t) = h(t)}, then Ω ⊃ e =
⋃
k∈N ek becomes null set and
|U(t)|q−2U(t) = h(t) for all x ∈ Ω \ e.




U |Ω′ in L2(0, T ;L2(Ω′)), since
(1.4.34)








∥∥Uμ′n |Ω′ − U |Ω′∥∥L2(0,T ;L2(Ω′))
≤ μ′n
∥∥∂ψq,μ′nU∥∥L2(0,T ;L2(Ω)) + ∥∥Uμ′n |Ω′ − U |Ω′∥∥L2(0,T ;L2(Ω′)) → 0 n → ∞.
By virtue of the fact ∂ψq,μ(U) = ∂ψq(J
ψq
μ U) and the demi-closedness of ∂ψq in L
2(0, T ;L2(Ω′)),
we find that g(t) = ∂ψq(U(t)) = h(t) and hence U(t) satisfies (ACGL)+.
As for the initial condition, U(0) = U0 can be deduced immediately from (1.4.27),
since Uμ′n(0) = U0 for each n ∈ N. The fact that U(t) ∈ C([0, T ];L2(Ω)) can be verified
by exactly the same arguments in the last part of the proof of Theorem 1.2.
1.5 Proof of Theorem 1.2
In this section we give a proof of Theorem 1.2. Let U0,n ∈ H10(Ω) ∩ Lq(Ω) such that
U0,n → U0 in L2(Ω). By Theorem 1.1, there exists a solution Un(t) ∈ C([0, T ];L2(Ω)) of




Let U(t) = Un(t) be a solution of (ACGL)+ satisfying the regularity given in Theorem













Proof. Since proof is almost the same as that of Lemma 1.7, we omit the details.
Lemma 1.10.







) ∈ CGL(c−1q ). Then there exists a positive constant C2 depending




























. However we here give another approach.
We divide the way of estimate into four cases with respect to S1(c
−1














ψq(U(t)) + κ|∂ψq(U(t))|2L2 + λG(t)− αB(t)
= qγψq(U(t)) + (F (t), ∂ψq(U(t)))L2








where G(t) is given by (1.4.9) and







) ∈ S1(c−1q ), we easily see that λG(t)−αB(t) ≥ (c−1q λ−|α|)|B(t)| ≥ 0



























= 2γϕ(U(t))− κG(t)− βB(t) + (F (t), ∂ϕ(U(t)))L2













Therefore, in parallel with (1.5.6), multiplying (1.5.7) by t ∈ (0, T ) and integrating over









Thus by using (ACGL)+, we obtain the desired estimate (1.10).






) ∈ S2(c−1q ), we can derive (1.10) in a way similar to






) ∈ S1(c−1q ). More precisely, the difference is just the
order of multiplication by ∂ϕ(U(t)) and ∂ψq(U(t)). That is to say, in this case, we first
multiply (ACGL)+ by ∂ϕ(U(t)) to get the estimate (1.5.8) and next multiply (ACGL)+
by ∂ψq(U(t)) to get the estimate (1.5.6).






) ∈ S3(c−1q ). We multiply (ACGL)+ by
(|α|∂ϕ(U(t)) + |β|∂ψq(U(t))). Then, since |α|β = α|β|, we get by (ii.1.7)
(αI∂ϕ(U(t)) + βI∂ψq(U(t)), |α|∂ϕ(U(t)) + |β|∂ψq(U(t)))L2





{|α|ϕ(U(t)) + |β|ψq(U(t))}+ λ|α||∂ϕ(U(t))|2L2 + κ|β||∂ψq(U(t))|2L2
+ (κ|α|+ λ|β|)G(t)
= 2|α|γϕ(U(t)) + q|β|γψq(U(t)) + (F (t), |α|∂ϕ(U(t)) + |β|∂ψq(U(t)))L2




















Then multiplying (1.5.9) by t ∈ (0, T ) and integrating over (0, t) with t ∈ (0, T ], we can





































































= −λB(t)− αG(t)− β|I∂ψq(U(t))|2L2
+ (F (t), I∂ψq(U(t)))L2 .
(1.5.12)









{λϕ(U(t)) + κψq(U(t))} − α2|∂ϕ(U(t))|2L2−β2|∂ψq(U(t))|2L2

















Here by virtue of (1.5.3) and (1.5.7), Jε :=
α2+ε
λ
× (ACGL)+ × ∂ϕ(U(t)) + β2+εκ ×












+ (α2 + ε)|∂ϕ(U(t))|2
L2




































































(α2 + ε) +
λ
κ





(κα− λβ) + β
λ























(α2 + ε)γϕ(U(t)) +
q
κ













(α2 + ε) +
λ
κ





(κα− λβ) + β
λ











) ∈ S4(c−1q ) assures I1(ε)G + I2(ε)B ≥ 0 for some ε > 0. In
order to show this fact, it suffices to show I1(0)G + I2(0)B > 0 by the continuity of
ε → I1(ε)G+ I2(ε)B. By (1.2.1), we have






































) ∈ S4(c−1q ) with B > 0. For the case B = 0, the claim is obvious, since
I1(ε) ≥ 2ε and G ≥ 0. Therefore, in (1.5.14), we can neglect terms containing G and
B. Furthermore, applying Young’s inequality for terms in the right hand side containing
∂ϕ(U(t)) and ∂ψq(U(t)), we can show that these terms can be canceled by the good
terms ε|∂ϕ(U(t))|2
L2
and ε|∂ψq(U(t))|2L2 in the left hand side.
Thus multiplying (1.5.14) by t ∈ (0, T ) and integrating over (0, t) with t ∈ (0, T ], we
can repeat the same arguments as above to get the desired estimate (1.10).
Now we are ready to prove Theorem 1.2.
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Proof of Theorem 1.2. Let Un be a solution of (ACGL)+ with Un(0) = U0,n ∈ H10(Ω) ∩
L
q(Ω) such that U0,n → U0 in L2(Ω). By Lemmas 1.9 and 1.10, there exists a subsequence
{nm}m∈N ⊂ {n}n∈N satisfying















t∂ϕ(U(t)) weakly in L2(0, T ;L2(Ω))(1.5.17) √
t∂ψq(Umn(t)) ⇀
√
th(t) weakly in L2(0, T ;L2(Ω)),(1.5.18)
for some function h(t). Here we used the weak closedness of d
dt
and ∂ϕ in L2(δ, T ;L2(Ω))
for any δ ∈ (0, T ).
Furthermore by the same argument as those in the proof of Theorem 1.1, we note
(1.5.19) Un′m(t) → U(t) strongly in C(δ, T ;L2(Ω′))
for each bounded subset Ω′ ⊂ Ω and ∀δ ∈ (0, T ),
for some subsequence {n′m} ⊂ {nm}. Hence this assures h(t) = ∂ψq(U(t)) ∈ L2(δ, T ;L2(Ω))
for any δ ∈ (0, T ), whence follows h(t) = ∂ψq(U(t)) for a.e. t ∈ (0, T ). Now we find
that U(t) satisfies equation (ACGL)+. Thus in order to complete the proof, it suffices
to check
(1.5.20) U(t) → U0 in L2(Ω) as t ↓ 0.
First we show U(t) ⇀ U0 weakly in L
2(Ω). Multiplying the approximate equation by




(Un(t),W )L2 = γ(Un(t),W )L2 + (F (t),W )L2
− ((λ+ αI)∂ϕ(Un(t)),W )L2 − ((κ+ βI)∂ψq(Un(t)),W )L2 .
Integrating (1.5.21) over (0, t) and taking the absolute value, we get

















Then using Hölder’s inequality and Lemma 1.9, we obtain
(1.5.22) |(Un(t)− U0n,W )L2 | ≤ |γ|
√












Letting n = n′m → ∞, we obtain |(U(t) − U0,W )L2 | ≤ Ct
1
q for sufficiently small t > 0,
which implies that U(t) → U0 in D′(Ω). Since C∞c (Ω) ⊂ L2(Ω) is dense, we find that
U(t) ⇀ U0 weakly in L
2(Ω).
Then, in order to derive (1.5.20), it suffices to show that
(1.5.23) |U(t)|L2 → |U0|L2 as t ↓ 0.










∀ t ∈ (0, T ].








ds} ∀ t ∈ (0, T ].
Here letting t ↓ 0, we have lim supt↓0 |U(t)|2L2 ≤ |U0|2L2 . On the other hand, by virtue of
the lower semicontinuity of the norm with respect to the weak convergence U(t) ⇀ U0,




Time-periodic problem of (ACGL)+
in bounded domains
2.1 Main Results
In this chapter we are concerned with periodic solutions of (ACGL)+ in the following
sense:
Definition 2.1 Periodic solutions.
A function U(t) ∈ C([0, T ];L2(Ω)) is a periodic solution of (ACGL)+ if the following
conditions are satisfied:
(i) U(t) ∈ D(∂ϕ) ∩D(∂ψq) for a.e. t ∈ (0, T ) and satisfies (ACGL)+,
(ii) dU
dt
(t), ∂ϕ(U(t)), ∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)),
(iii) ϕ(U(t)), ψq(U(t)) ∈ AC([0, T ]),
(iv) U(0) = U(T ).
We note that condition (iii) follows from (ii) and hence periodic solutions U belong
to C([0, T ];Lq(Ω) ∩H10(Ω)).
Our main results can be stated as follows.
Theorem 2.1 Existence of Periodic Solutions.




) ∈ CGL(c−1q ) and










(t) + λ∂ϕ(U) + αI∂ϕ(U) + ε∂ψr(U) + (κ+ βI)∂ψq(U)− γU = F (t),
t ∈ (0, T ),
U(0) = U(T ),
with r > q and ε > 0. Then we have
Proposition 2.2.
Let F ∈ HT , ε > 0 and r > q > 2. Then there exists a periodic solution for (AE)ε.







(t) + λ∂ϕ(U) + ε∂ψr(U) + κ∂ψq(U) + αI∂ϕμ(U) + U − h(t) = F (t),
t ∈ (0, T ),
U(0) = U0,
where U0 ∈ L2(Ω). We claim that this equation has a unique solution U(t) = Uh(t) ∈
C([0, T ];L2(Ω)) satisfying the following regularities
(i) U(t) ∈ W1,2loc((0, T );L2(Ω)),
(ii) U(t) ∈ D(∂ϕ) ∩ D(∂ψq) ∩ D(∂ψr) for a.e. t ∈ (0, T ) and satisfies (AE)μ for a.e.
t ∈ (0, T ),
(iii) ϕ(U(t)), ψq(U(t)), ψr(U(t)) ∈ L1(0, T )











t∂ψr(U(t)) ∈ L2(0, T ;L2(Ω)).
Since ∂ϕμ(U) is a Lipschitz perturbation, the above claim is ensured by Lemma ii.6,
i.e., by the standard argument of subdifferential operator theory (see Brézis [6, 7]), we
have a unique solution U(t) = Uhμ (t) of (IVP)hμ satisfying (i)-(iv). Then by letting μ ↓ 0,
we can easily show that Uhμ converges to the unique solutionUh (satisfying regularity
(i)-(iv)) of the following Cauchy problem (cf. proof of Proposition 1.4 and Theorem
1.2):






(t) + λ∂ϕ(U) + ε∂ψr(U) + κ∂ψq(U) + αI∂ϕ(U) + U − h(t) = F (t),
t ∈ (0, T ),
U(0) = U0.
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For all U0, V0 ∈ L2(Ω) and the corresponding solutions U(t), V (t) of (IVP)h, by the
monotonicity of ∂ϕ, I∂ϕ, ∂ψr, ∂ψq, we easily obtain
|U(T )− V (T )|L2 ≤ e−T |U0 − V0|L2 .
Then the Poincaré map: L2(Ω) 
 U0 → U(T ) ∈ L2(Ω) becomes a strict contraction.







(t) + λ∂ϕ(U) + ε∂ψr(U) + κ∂ψq(U) + αI∂ϕ(U) + U − h(t) = F (t),
t ∈ (0, T ),
U(0) = U(T ).
Here we note that since U(T ) ∈ D(ϕ) ∩ D(ψq) ∩ D(ψr) by (iii), we automatically have
U(0) ∈ D(ϕ) ∩D(ψq) ∩D(ψr).
We next define the mapping
F : HT ⊃ BR 
 h → Uh → βI∂ψq(U)− (γ + 1)U ∈ BR ⊂ HT ,
where BR is the ball in HT centered at the origin with radius R > 0, to be fixed later,
and Uh is the unique solution of (AE)hε with given h ∈ BR.
In order to ensure F(h) ∈ BR, we are going to establish a priori estimates for solutions
U(t) = Uh(t) of (AE)hε .
Lemma 2.3.
Let U(t) = Uh(t) be a periodic solution for (AE)
h
ε . Then there exists a constant C
constant depending only on |Ω|, T , r, ε and ‖F‖HT such that
(2.2.1) sup
t∈(0,T )






















+ 2λϕ(U) + rεψr(U) + qκψq(U) + |U |2L2
≤ (|F |L2 + |h|L2)|U |L2 ,
where we used |Ω|1− r2 |U |r
L2

































Put m = min0≤t≤T |U(t)|L2 and M = max0≤t≤T |U(t)|L2 . Then we have






































On the other hand, integrating (2.2.2) over (0, T ), we obtain
1
2



























Combining (2.2.3) with (2.2.4), we have the desired inequality.
We note that r > 2 implies 1




Let U(t) = Uh(t) be a periodic solution for (AE)h. Then there exists a constant C











|∂ψr(U(t))|2L2dt ≤ C + C‖h‖2HT .
















Set m1 = min0≤t≤T ϕ(U(t)) and M1 = max0≤t≤T ϕ(U(t)). Then we have
M1 ≤ m1 + 1
λ
(‖F‖2HT + ‖h‖2HT ).
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dt+ 2Tm1 ≤ 1
λ
(‖F‖2HT + ‖h‖2HT ),
whence follows










(‖F‖2HT + ‖h‖2HT ).


































Proof of Proposition 2.2. By the interpolation inequality, we find that for any η > 0,
there exists Cη > 0 such that








≤ η|∂ψr(U)|2L2 + Cη|U |2L2 .
Hence, by virtue of (ii.1.9), (2.2.1) and (2.2.5), we get
‖F(h)‖2HT = ‖βI∂ψq(U)− (γ + 1)U‖2HT
= |β|2‖∂ψq(U)‖2HT + |γ + 1|2‖U‖2HT
















and take a sufficient large R such that
η|β|2C + 1
2









Thus we conclude that F maps BR into itself.
Next we ensure that F is continuous with respect to the weak topology of HT . Let
hn ⇀ h weakly in BR ⊂ L2(0, T ;L2(Ω)) and let Un be the unique periodic solution of
(AE)hnε .
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The estimates (2.2.1), (2.2.5) and Rellich-Kondrachov’s theorem ensure that {Un(t)}n∈N
is pre-compact in L2(Ω) for all t ∈ [0, T ]. On the other hand, the estimates (2.2.5),








for a suitable constant C, whence it follows that {Un(t)}n∈N forms an equi-continuous
family in C([0, T ];L2(Ω)). Hence we can apply Ascoli’s theorem to obtain a strong
convergence subsequence in C([0, T ];L2(Ω)) (denoted again by {Un(t)}n∈N).





Un(t) → U(t) strongly in C([0, T ];L2(Ω)),(2.2.12)
∂ϕ(Un(t)) ⇀ ∂ϕ(U(t)) weakly in L
2(0, T ;L2(Ω)),(2.2.13)
∂ψq(Un(t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)),(2.2.14)














(t) + λ∂ϕ(U) + ε∂ψr(U) + κ∂ψq(U) + αI∂ϕ(U) + U − h(t) = F (t),
t ∈ (0, T ),
U(0) = U(T ),
that is, U(t) is the unique periodic solution of (AE)h. Since the argument above does
not depend on the choice of subsequences, we can conclude that F is weakly continuous
in HT = L2(0, T ;L2(Ω)).
Therefore by Schauder’s fixed point theorem, we obtain a fixed point of the mapping
F which give the desired periodic solution of (AE)ε.
2.3 Proof of Theorem 2.1
In this section, we discuss the convergence of periodic solutions Uε(t) of (AE)ε as






(t) + λ∂ϕ(U) + αI∂ϕ(U) + ε∂ψr(U) + (κ+ βI)∂ψq(U)− γU = F (t),
t ∈ (0, T ),
U(0) = U(T ),
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with r > q and ε > 0.
To this end, we mainly rely on our key inequality (1.2.1) and repeat much the same
arguments as those in the previous section.
Lemma 2.5.
Let U(t) = Uε(t) be the periodic solution for (AE)ε. Then there exists a constant C






































+ 2λϕ(U(t)) + rεψr(U(t)) + qκψq(U(t))− γ|U(t)|2L2
≤ |F (t)|L2 |U(t)|L2 ,
where we used |Ω|1− q2 |U |q
L2
























≤ |F (t)|L2 |U(t)|L2 + C3.































Put m = min0≤t≤T |U(t)|L2 and M = max0≤t≤T |U(t)|L2 . Then we have



































































































Thus (2.3.1) follows from (2.3.3) and (2.3.4).
Lemma 2.6.





) ∈ CGL(c−1q ). Then
there exists a constant C depending only on |Ω|, T , q, λ, κ, α, β, γ and ‖F‖HT but not



































+ κG(t) + βB(t)




ψq(U(t)) + κ|∂ψq(U(t))|2L2 + λG(t)− αB(t)
≤ qγ+ψq(U(t)) + (F (t), ∂ψq(U(t)))L2 ,
(2.3.7)
where γ+, G(t), B(t) are given in (1.4.4), (1.4.9) and (1.5.4) respectively. We add















+ (F (t), δ2∂ϕ(U(t)) + ∂ψq(U(t)))L2 .
66
Let ε ∈ (0,min{λ, κ}) be a small parameter. By the inequality of arithmetic and geo-





























(λ− ε)(κ− ε)δ2(G(t)2 +B(t)2).
We here recall the key inequality (1.2.1)
G(t) ≥ c−1q |B(t)|.(2.3.10)


















+ (F (t), δ2∂ϕ(U(t)) + ∂ψq(U(t)))L2 .
where
J(δ, ε) := 2δ
√
(1 + c−2q )(λ− ε)(κ− ε) + c−1q (δ2κ+ λ)− |δ2β − α|.
As we have shown it in the proof of Lemma 1.8, we can take δ and ε such that
J(δ, ε) ≥ 0.












































|∂ψr(U(t))|2L2 ≤ rγ+εψr(U(t)) + α2|∂ϕ(U(t))|2L2 + |F (t)|2L2 .
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Now we are going to derive a priori estimates for the first three terms in (2.3.5).












































≤ (rγ+ + 1)εψr(U(t)) + α2|∂ϕ(U(t))|2L2 + |F (t)|2L2 .
Since the arguments for deducing estimates concerning supt∈(0,T ) ψq(U(t)) and
supt∈(0,T ) εψr(U(t)) are same as for supt∈(0,T ) ϕ(U(t)), we only show how to deduce the
estimate for supt∈(0,T ) ϕ(U(t)).
Set m1 = min0≤t≤T ϕ(U(t)) = ϕ(U(t1)) and M1 = max0≤t≤T ϕ(U(t)) = ϕ(U(t2)).
Then we integrate (2.3.17) with respect to t on (t1, t2). Noting (2.3.1) and (2.3.13), we
obtain
M1 ≤ m1 + C.
On the other hand, integrating (2.3.17) with respect to t over (0, T ), by (2.3.1) and
(2.3.13) we obtain
m1T ≤ C,








which gives the desired estimate.
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Proof of Theorem 2.1. By (2.3.1), (2.3.5) and Rellich-Kondrachov’s theorem, {Uε(t)}ε>0
forms a compact set for all t ∈ [0, T ]. Moreover the L2(0, T ;L2(Ω)) estimate for dU
dt
(t)
in (2.3.5) ensures that {Uε(t)}ε>0 is equi-continuous. Hence by Ascoli’s theorem, there
exists subsequence {Un(t)}n∈N := {Uεn(t)}n∈N of {Uε(t)}ε>0 which converges strongly in
C([0, T ];L2(Ω)).




a subsequence of {Un(t)}n∈N denoted again by {Un(t)}n∈N such that
Un(t) → U(t) strongly in C([0, T ];L2(Ω)),(2.3.20)
∂ϕ(Un(t)) ⇀ ∂ϕ(U(t)) weakly in L
2(0, T ;L2(Ω)),(2.3.21)
∂ψq(Un(t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)),(2.3.22)







(t) weakly in L2(0, T ;L2(Ω)),(2.3.24)
where g(t) ∈ L2(0, T ;L2(Ω)).












r−1 |Uε(t)|rdx = ε 1r−1 ε
∫
Ω
|Uε(t)|rdx ≤ ε 1r−1 rC → 0
as ε → 0 uniformly on [0, T ],
which yields
(2.3.25) εn|Un(t)|r−2Un(t) → 0 strongly in L rr−1 (Ω) uniformly on [0, T ].
Hence
εn|Un(t)|r−2Un(t) → 0 = g(t) in D′((0, T )× Ω).
Therefore U satisfies the equation (ACGL)+ and the convergence (2.3.20) ensures




Time-periodic problem of (ACGL)+
in general domains
3.1 Main Results
Our first result in this chapter states the existence of periodic solutions in the sense
of Definition 2.1 for γ < 0.
Theorem 3.1 For the case γ < 0.




) ∈ CGL(c−1q )
and γ < 0. Then for all F ∈ L2(0, T ;L2(Ω)) with given T > 0, there exists a periodic
solution to (ACGL)+.
We give another type of periodic solutions in Vq,2(Ω):
Definition 3.1 Vq,2-Periodic solutions.
A function U(t) ∈ C([0, T ];Vq,2(Ω)) is a Vq,2-periodic solution of (ACGL)+ if the follow-
ing conditions are satisfied:
(i) dU
dt
(t),−ΔU, |U(t)|q−2U(t) ∈ L2(Ω) for a.e. t ∈ (0, T ) and satisfies (ACGL)+,
(ii) dU
dt









∈ AC([0, T ]),
(iv) U(0) = U(T ) in Vq,2(Ω).
Theorem 3.2 For the case γ = 0.




) ∈ CGL(c−1q )
and γ = 0. Then for all F (t) ∈ L2(0, T ;L2(Ω)) ∩ (Lq′(0, T ;Lq′(Ω)) + L2(0, T ;L2∗′(Ω)))
with given T > 0, there exists a Vq,2-periodic solution to (ACGL)+.
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3.2 Proof of Theorem 3.1
In the previous section, we established the existence of periodic solutions of (ACGL)+
for γ ∈ R and bounded domains Ω.






(t) + (λ+ αI)∂ϕk(U) + (κ+ βI)∂ψk,q(U)− γU=Fk(t), t ∈ (0, T ),
U(0) = U(T ),
where Fk(t) = Fk(t)|Ωk denotes the estriction of F (t) on Ωk and ϕk, ψk,q : L2(Ωk) →








|∇U(x)|2dx if U ∈ H10(Ωk),








|U(x)|qdx if U ∈ L2(Ωk) ∩ Lq(Ωk),
+∞ if U ∈ L2(Ωk) \ Lq(Ωk).
In order to obtain a periodic solution of (ACGL)+, we establish some a priori esti-
mates for solutions Uk of (ACGL)k and let k → ∞. Hereafter we restrict ourselves to
the case where γ < 0, i.e., −γ = +|γ|.
We denote by Ũ the zero extension of U ∈ L2(Ωk) to Ω, i.e., we put
Ũ(x) = U∼(x) :=
{
U if x ∈ Ωk,
0 if x ∈ Ω \ Ωk.
Lemma 3.3.
Let U = Uk be a solution of (ACGL)k. Then there exists a constant C1 depending only




















+ 2λϕk(U(t)) + qκψk,q(U(t)) + |γ||U(t)|2L2(Ωk)
≤ |Fk(t)|L2(Ωk)|U(t)|L2(Ωk).



















Put m = min0≤t≤T |U(t)|2L2(Ωk) and M = max0≤t≤T |U(t)|2L2(Ωk). Then we have by

























Combining (3.2.4) and (3.2.5), we obtain (3.2.1).
Lemma 3.4.





) ∈ CGL(c−1q ). Then there





















Proof. We can prove this in much the same way as in the proof of Lemma 2.6. So we
omit the proof.





















and supp Ũk ⊂ Ω̄k.
By the a priori estimates (3.2.1) and (3.2.6), we obtain the following convergences:
Ũk(t) ⇀ U(t) ∗-weakly in L∞(0, T ;H10(Ω))(3.2.9)
and weakly in L2(0, T ;L2(Ω)),
[∂ϕk(Uk)]
∼(t) ⇀ g1(t) weakly in L2(0, T ;L2(Ω)),(3.2.10)
[∂ψk,q(Uk)]




(t) ⇀ g3(t) weakly in L
2(0, T ;L2(Ω)),(3.2.12)
F̃k(t) → F (t) strongly in L2(0, T ;L2(Ω)).(3.2.13)
for some functions U(t), g1(t), g2(t), g3(t) ∈ L2(0, T ;L2(Ω)).
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Let φ(t) ∈ C∞c ((0, T )× Ω) := C∞c ((0, T )× Ω)× C∞c ((0, T )× Ω).Then for sufficiently
























Since C∞c ((0, T )×Ω) is dense in L2(0, T ;L2(Ω)), we have g1(t) = −ΔU(t) in L2(0, T ;L2(Ω)).













































Since C∞c ((0, T )×Ω) is dense in L2(0, T ;L2(Ω)), we have g3(t) = dUdt (t) in L2(0, T ;L2(Ω)).
In order to check g2(t) = |U(t)|q−2U(t) a.e. (t, x) ∈ (0, T ) × Ω, we establish the
following convergence: there exists a subsequence of {Uk}k∈N (still denoted by {Uk}k∈N)
such that
(3.2.14) Ũk(t)|Ω′ → U(t)|Ω′ strongly in C([0, T ];L2(Ω))
for any bounded subset Ω′ ⊂ Ω.
To confirm this, we rely on Ascoli’s theorem and a diagonal argument. Let {Ωl}l∈N
be a sequence of bounded subdomains of Ω with Lipschitz boundary such that
(I) Ωl ⊂ Ωl+1 ⊂ Ω for all l ∈ N,
(II) for all bounded subset Ω′ ⊂ Ω, there exists l ∈ N such that Ω′ ⊂ Ωl.
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Then the estimates (3.2.1), (3.2.6), (3.2.7) and Rellich-Kondrachov’s theorem ensure
that {Ũk(t)|Ωl}k∈N is pre-compact in L2(Ωl) for all t ∈ [0, T ] and for all k ∈ N. Moreover
by (3.2.6), {Ũk(t)|Ωl}k∈N forms equi-continuous family in C([0, T ];L2(Ωl)). Hence by
Ascoli’s theorem, there exists a subsequence Ukm(t) = Uhkm (t) such that
Ũkm(t)|Ωl → Ul(t) strongly in C([0, T ];L2(Ωl)) as k → ∞,
for some function Ul(t) ∈ C([0, T ];L2(Ωl)).
Now we take a subsequence successively such that {km} ⊃ {km+1} and then take a
diagonal sequence {kk} =: {k} so that we have
Ũk(t)|Ωl → Ul(t) strongly in C([0, T ];L2(Ωl)) as k → ∞ for each l ∈ N.
On the other hand by (3.2.9) and the uniqueness of the weak limit, we have Ul(t) =
U(t)|Ωl in L2(0, T ;L2(Ωl)). Finally since Ω′ ⊂ Ωl for some l, we obtain (3.2.14).
By (3.2.14) and the demi-closedness of the operator U(t) → |U(t)|q−2U(t) in
L2(0, T ;L2(Ω′)) we have
g2(t)|Ω′ =
∣∣U(t)|Ω′∣∣q−2U(t)|Ω′ .
Since the above holds for all Ω′ ⊂ Ω we have g2(t) = |U(t)|q−2U(t) in L2(0, T ;L2(Ω)).
So fer we see that dU
dt
(t),−ΔU(t), U(t), |U(t)|q−2U(t) ∈ L2(0, T ;L2(Ω)) and U(t) ∈
H
1
0(Ω) ∩ Lq(Ω) for a.e. t ∈ (0, T ). Hence we can write −ΔU(t), U(t) and |U(t)|q−2U(t)
in terms of subdifferential operators as −ΔU(t) = ∂ϕ(U(t)), U(t) = ∂ψ2(U(t)) and
|U(t)|q−2U(t) = ∂ψq(U(t)) so that ϕ(U(t)), ψ2(U(t)), ψq(U(t)) ∈ AC([0, T ]) holds. There-
fore we deduce the condition (i)-(iii).
The periodicity condition follows directly the fact that the locally strong convergence
(3.2.14) yields U(0) = U(T ) a.e. Ω, that is, (iv) holds.
3.3 Proof of Theorem 3.2
In this section, we prove Theorem 3.2 with the aid of Theorem 3.1.






(t) + (λ+ αI)∂ϕk(U) + (κ+ βI)∂ψq(U) +
1
n
U=F (t), t ∈ (0, T ),
U(0) = U(T ).















Let U(t) = Un(t) be a solution of (ACGL)n+. Then there exists a constant C1 depending















































≤ (F (t), U(t))L2 .
We apply Hölder’s inequality, Sobolev’s inequality and Young’s inequality to obtain
(3.3.3)





















































Combining (3.3.2) and (3.3.3) and then integrating on (0, T ), we obtain (3.3.1).
Lemma 3.6.





) ∈ CGL(c−1q ). Then there









































= (F (t), ∂ψq(U(t)))L2 ,
(3.3.6)
where γ+, G(t) and B(t) are given in (1.4.4), (1.4.9) and (1.5.4). We add (3.3.5)×δ2 to















≤ (F (t), δ2∂ϕ(U(t)) + ∂ψq(U(t)))L2 .
76
Let ε ∈ (0,min{λ, κ}) be a small parameter. By the inequality of arithmetic and geo-





























(λ− ε)(κ− ε)δ2(G(t)2 +B(t)2).
We here recall the key inequality (1.2.1)
G(t) ≥ c−1q |B(t)| for a.e. t ∈ (0, T ).(3.3.9)














≤ (F (t), δ2∂ϕ(U(t)) + ∂ψq(U(t)))L2 .
where J(δ, ε) is given in (1.4.16). As we have shown it in the proof of Lemma 1.8, we
can take δ and ε such that J(δ, ε) ≥ 0.








































































Put M := maxt∈[0,T ] ϕ(U(t)) and m := mint∈[0,T ] ϕ(U(t)). Integrating (3.3.13) with
respect to t, we obtain by (3.3.1) and (3.3.12)







On the other hand, we integrate (3.3.13) with respect to t on (0, T ) to obtain by (3.3.1)
and (3.3.12)















in much the same way.






















Proof of Theorem 3.2. By the above a priori estimates (3.3.1), (3.3.4) and (3.3.17), we
obtain the following convergences:
Un(t) ⇀ U(t) ∗-weakly in L∞(0, T ;Vq(Ω))(3.3.19)
∂ϕ(Un(t)) ⇀ h1(t) weakly in L
2(0, T ;L2(Ω)),(3.3.20)
∂ψq(U








Un(t) ⇀ 0 weakly in L2(0, T ;L2(Ω)),(3.3.23)
where U(t) ∈ L∞(0, T ;Vq,2(Ω)) and h1(t), h2(t), h3(t) ∈ L2(0, T ;L2(Ω)).
We can check that h1(t) = −ΔU(t) and h3(t) = dUdt (t) much the same way as in the
proof of Theorem 3.1.
As for h2(t), we can deduce again
(3.3.24) Un(t)|Ω′ → U(t)|Ω′ strongly in C([0, T ];L2(Ω′))
for any bounded subset Ω′ ⊂ Ω.
We can derive by (3.3.4) that there exists a constant C > 0 such that for any bounded








∗ (Ω′) ≤ |Ω′|1−
2
2∗ |Un(t)|L2∗ (Ω)
≤ C|Ω′|1− 22∗ |∇Un(t)|(L2(Ω))N ≤ C|Ω′|1−
2
2∗C2.
Thus Rellich-Kondrachov’s theorem and (3.3.4) yield that {Un(t)|Ω′}n∈N is pre-compact
for all t ∈ [0, T ]. The estimate (3.3.18) implies that {Un(t)|Ω′}n∈N forms an equi-
continuous family.
Hence we can repeat the argument in the proof of Theorem 1 to assure (3.3.24),
whence g2(t) = |U(t)|q−2U(t) a.e. Ω follows. The convergence (3.3.24) assures U(0) =
U(T ) a.e. in Ω as well.
Hereafter, we recover the regularity of solutions following [63]. Since it is hardly
shown that U(t) ∈ L2(0, T ;L2(Ω)), we cannot use properties of subdifferential operators.
For an arbitrary fixed t0 ∈ [0, T ], we have by (3.3.18) that








C2|t− t0| 12 .
By (3.3.4), we can deduce
(3.3.27) |∇Un(t)−∇Un(t0)|(L2)N ≤ 2
√
2C2.
Thus there exists a weakly convergence subsequence of {Un(t) − Un(t0)}n∈N in H10(Ω).
Since the locally uniform strong convergence in time (3.3.24) holds, Un(t)−Un(t0) con-
verges to U(t)− U(t0). Thus we obtain by (3.3.26)




C2|t− t0| 12 ,
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whence U(t)− U(t0) ∈ C([0, T ];L2(Ω)) for any t0 ∈ [0, T ].
The linearity of operators −Δ, d
dt
and the estimates (3.3.4) implies
d
dt
[U(t)− U(t0)] ∈ L2(0, T ;L2(Ω)),(3.3.29)
−Δ[U(t)− U(t0)] ∈ L2(0, T ;L2(Ω)),(3.3.30)
whence−Δ[U(t)−U(t0)] can be represented as ∂ϕ(U(t)−U(t0)) so that ϕ(U(t)−U(t0)) =
1
2
|∇U(t)−∇U(t0)|2L2 ∈ AC([0, T ]).
Since t0 can be chosen arbitrary and ∇U(t) ∈ L2(Ω) for a.e. t ∈ [0, T ] by (3.3.4), we




for t0 such as ∇U(t0) ∈ L2(Ω).
As for Lq-norm, we can deduce
(3.3.31)
∣∣|U(t, x)− U(t0, x)|q−2{U(t, x)− U(t0, x)}∣∣
≤ dq{|U(t, x)|q−2 + |U(t0, x)|q−2}{|U(t, x)|+ |U(t0, x)|}




2q−3 if 3 ≤ q,
1 if 2 < q ≤ 3.
Thus we have ∣∣|U(t, x)− U(t0, x)|q−2{U(t, x)− U(t0, x)}∣∣2
≤ 4dq{|U(t, x)|2(q−1) + |U(t0, x)|2(q−1)} ∈ L1(0, T ;L1(Ω)),
which implies ∂ψq(U(t)− U(t0)) = |U(t)− U(t0)|q−2{U(t)− U(t0)} ∈ L2(0, T ;L2(Ω)).
By the same argument as before, we have the absolute continuity of ψq(U(t)−U(t0)) =
1
q
|U(t)− U(t0)|qLq and 1q |U(t)|qLq . These fact leads U(t) ∈ C([0, T ];Vq,2(Ω)).
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Chapter 4
Existence of global solutions of
(ACGL)p
4.1 Main Results
Our main results of this chapter are formulated as follows.
Theorem 4.1.
Let Ω ⊂ RN be a general domain of uniformly Lipschitz class. Suppose that F (t) ∈











) ∈ CGL(c−1q ). Then for
any U0 ∈ V2,p(Ω) ∩ Lq(Ω), there exists a solution U(t) ∈ C([0, T ];L2(Ω)) of (ACGL)p
satisfying
(i) U(t) ∈ W1,2(0, T ;L2(Ω)) ∩ C([0, T ];V2,p(Ω) ∩ Lq(Ω)),
(ii) U(t) ∈ D(∂ϕp) ∩D(∂ψq) and satisfies (ACGL)p for a.e. t ∈ (0, T ),
(iii) ∂ϕp(U(t)), ∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)).
As for the smoothing effect, the following result holds.
Theorem 4.2.
Let all assumptions in Theorem 4.1 be satisfied. Then for any U0 ∈ L2(Ω), there exists
a solution U(t) ∈ C([0, T ];L2(Ω)) of (ACGL)p satisfying
(i) U(t) ∈ W1,2loc((0, T ];L2(Ω)) ∩ C((0, T ];V2,p(Ω) ∩ Lq(Ω)),
(ii) U(t) ∈ D(∂ϕp) ∩D(∂ψq) and satisfies (ACGL)p for a.e. t ∈ (0, T ),









t∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)).
To prove Theorems 4.1 and 4.2, we need to prepare the following result concerning
the bounded domain case:
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Proposition 4.3.
Let Ω ⊂ RN be a bounded Lipschitz domain. Suppose that F (t) ∈ L2(0, T ;L2(Ω)) with






) ∈ CGL(c−1q ). Then for any U0 ∈ W1,p0 (Ω) ∩ Lq(Ω), there
exists a solution U(t) ∈ C([0, T ];L2(Ω)) of (ACGL)p satisfying
(i) U(t) ∈ W1,2(0, T ;L2(Ω)) ∩ C([0, T ];W1,p0 (Ω) ∩ Lq(Ω)),
(ii) U(t) ∈ D(∂ϕp) ∩D(∂ψq) and satisfies (ACGL)p for a.e. t ∈ (0, T ),
(iii) ∂ϕp(U(t)), ∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)).
Remark 4.1.
Even for the proof of Theorem 4.1 and 4.2 with the aid of Proposition 4.3, we don’t need
any elliptic regularity estimate for solutions on bounded domains.
Remark 4.2.
The above result concerning the bounded domain case ameliorate the result of Okazawa-




In this section, we prepare some inequalities, which play an important role in estab-
lishing a priori estimates. This is a generalization, or, p-Laplacian version of Lemma 1.3.
We follow the same strategy as in its proof.
Lemma 4.4 (cf. Lemma 1.3).
The following inequalities hold for all U, V ∈ D(∂ϕp) ∩D(∂ψq):
|(|∇U |p−2∇V,∇I∂ψq(V ))(L2)N | ≤ cq(|∇U |p−2∇V,∇∂ψq(V ))(L2)N ,(4.2.1)
|(∂ϕp(U), I∂ψq,μ(U))L2 | ≤ cq(∂ϕp(U), ∂ψq,μ(U))L2
≤ cq(∂ϕp(U), ∂ψq(U))L2 ∀μ > 0,
(4.2.2)




μ := (1 + μ∂ψq)
−1 is Yosida approximation of ∂ψq.
Here we note that taking V = U in (4.2.1), we get (cf. (1.2.1))
(4.2.3) |(∂ϕp(U), I∂ψq(U))L2 | ≤ cq(∂ϕp(U), ∂ψq(U))L2 .






|∇U |p−2 {(q − 2)|V |q−4|(V · ∇V )|2 + |V |q−2|∇V |2} dx.
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Making use of (ii.1.7) and (ii.1.5), we obtain
(4.2.5)
(|∇U |p−2∇V,∇I∂ψq(V ))(L2)N
= (q − 2)
∫
Ω




|∇U |p−2|V |q−2(∇V,∇IV )dx
= (q − 2)
∫
Ω
|∇U |p−2|V |q−4 ((V · ∇V ), (IV · ∇V )) dx.
Here we recall the relation (ii.1.16):
(4.2.6) |(V · ∇V )|2 + |(IV · ∇V )|2 = |V |2|∇V |2.
Then by Young’s inequality, (4.2.5), (4.2.6) and (4.2.4), we obtain
|(|∇U |p−2∇V,∇I∂ψq(V ))(L2)N |
≤ (q − 2)
∫
Ω
|∇U |p−2|V |q−4|(V · ∇V )| · |(IV · ∇V )|dx
≤ (q − 2)
∫
Ω









|∇U |p−2|V |q−4 {(q − 2)|(V · ∇V )|2 + |V |2|∇V |2} dx
= cq(|∇U |p−2∇V,∇∂ψq(V ))(L2)N ,
whence follows (4.2.1).
Let V := (1 + μ∂ψq)




= (|∇U |p−2∇U,∇I∂ψq(V ))(L2)N
= (|∇U |p−2∇V + μ|∇U |p−2∇∂ψq(V ),∇I∂ψq(V ))(L2)N
= (|∇U |p−2∇V,∇I∂ψq(V ))(L2)N .
Hence by (4.2.7) and (4.2.1), we obtain
|(∂ϕp(U), I∂ψq,μ(U))L2 |
≤ cq(|∇U |p−2∇V,∇∂ψq(V ))(L2)N
≤ cq
(|∇U |p−2(∇V + μ∇∂ψq(V )),∇∂ψq(V ))(L2)N = cq(∂ϕp(U), ∂ψq,μ(U))L2 ,
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which is the first inequality of (4.2.2). Finally we show the second inequality of (4.2.2).
We first note, for a.e. x ∈ Ω, (see (1.2.6)-(1.2.8))
|V (x)| ≤ |U(x)|,(4.2.8)
|∇V (x)| ≤ |∇U(x)|,(4.2.9)
|(V (x) · ∇V (x))| ≤ |(V (x) · ∇U(x))|
=
|V (x)|
|U(x)| |(U(x) · ∇U(x))| ≤ |(U(x) · ∇U(x))|.
(4.2.10)






(q − 2)|∇U |p−2|V |q−4((V · ∇V ), (V · ∇U))





(q − 2)|∇U |p−2|U |q−4|(U · ∇U)|2 + |U |q−2|∇U |p} dx
= (∂ϕp(U), ∂ψq(U))L2 .
Therefore we obtain the second inequality of (4.2.2).
4.3 Bounded Domain Case
In this section, we prove Proposition 4.3, which are concerned with the bounded
domain case. In this case, we can use the compactness argument to deduce a strong
convergence of a sequence of solutions of approximate equations.






(t) + ∂(λϕp + κψq)(U) + αI∂ϕp(U) + B(U) = F (t), t ∈ (0, T ),
U(0) = U0,
where βI∂ψq(U)− γU in (ACGL)p is replaced by a Lipschitz perturbation B(U) whose
Lipschitz constant is denoted by LB. As for the global solvability of (AE), the following
statements hold:
Proposition 4.5.
Let Ω ⊂ RN be a bounded Lipschitz domain. Suppose that F (t) ∈ L2(0, T ;L2(Ω)) with
T > 0, p > 1, q > 2 and λ, κ > 0, α ∈ R. Then for any U0 ∈ W1,p0 (Ω) ∩ Lq(Ω), there
exists a solution U(t) ∈ C([0, T ];L2(Ω)) of (AE) satisfying
(i) U(t) ∈ W1,2(0, T ;L2(Ω)),
84
(ii) U(t) ∈ D(∂ϕp) ∩D(∂ψq) and satisfies (AE) for a.e. t ∈ (0, T ),
(iii) ∂ϕp(U(t)), ∂ψq(U(t)) ∈ L2(0, T ;L2(Ω)).
In order to prove Proposition 4.5, we consider the following approximate equation






(t) + ∂(λϕp + κψq)(Uν) + αI∂ϕp,ν(Uν) + B(Uν) = F (t), t ∈ (0, T ),
Uν(0) = U0,
Since the monotonicity of I∂ϕp fails for p = 2, we cannot follow the standard theory of
monotone perturbations (cf. Proposition 1.4).
First we prove Proposition 4.5 for the case where |α| ≤ λ/2. By the standard theory
of maximal monotone operators (cf. Brézis [7]), we have solutions Uν(t) = U(t) of (AE)ν
satisfying all regularities stated in Proposition 4.5.
Here we establish some a priori estimates.
Lemma 4.6.
Let |α| ≤ λ/2 and U(t) = Uν(t) be a solution of (AE)ν . Then there exists a positive































where we use |(B(U), U)L2 | ≤ (LB + 12)|U |2L2 + 12 |B(0)|2L2 and (ii.1.24). By Gronwall’s
inequality, we conclude (4.3.1).
Lemma 4.7.
Let |α| ≤ λ/2 and U(t) = Uν(t) be a solution of (AE)ν . Then there exists a positive



























+ κ(∂ϕp(U(t)), ∂ψq(U(t)))L2 + α(I∂ϕp,ν(U(t)), ∂ϕp(U(t)))L2







2L2B|U(t)|2L2 + 2|B(0)|2L2 + |F (t)|2L2
}
Note that (4.2.3) implies (∂ϕp(U), ∂ψq(U))L2 ≥ 0 and















2L2BC1 + 2|B(0)|2L2 + |F (t)|2L2
}
.








≤ ϕp(U0) + 2
λ
{












ψq(U(t)) + λ(∂ϕp(U(t)), ∂ψq(U(t)))L2 + κ|∂ψq(U(t))|2L2
= − α(I∂ϕp,ν(U(t)), ∂ψq(U(t)))L2











2L2BC1 + 2|B(0)|2L2 + |F (t)|2L2
}
.


























Thus from (4.3.5), (4.3.7) and (AE)ν , we derive (4.3.3).
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Now we are in the position of proving Proposition 4.5 for |α| ≤ λ/2.
Proof of Proposition 4.5 for |α| ≤ λ/2. Let Uν be a solution of (AE)ν .
First by a priori estimates, we note the solutions {Uν(t)}ν>0 belongs to V2,p(Ω) ∩
L
q(Ω) = Vq,p(Ω) ∩ L2(Ω) with q > 2 for all t ∈ [0, T ]. Thus Lemma ii.13 yields that
{Uν(t)}ν>0 forms a precompact set for all t ∈ [0, T ]. By Lemmas 4.6 and 4.7, we can
apply Ascoli’s theorem on {Uν(t)}ν>0 so that there exists a subsequence {Uνn}n∈N and
U(t) ∈ C([0, T ];L2(Ω)) such that






(t) weakly in L2(0, T ;L2(Ω)),(4.3.9)
∂ϕp(Uνn(t)) ⇀ ∂ϕp(U(t)) weakly in L
2(0, T ;L2(Ω)),(4.3.10)
∂ψq(Uνn(t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)),(4.3.11)
J∂ψqνn (Uνn(t)) → U(t) strongly in L2(0, T ;L2(Ω)),(4.3.12)
∂ψq,νn(Uνn(t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)).(4.3.13)
where we used the demi-closedness of d
dt
, ∂ϕp and ∂ψq. Thus is U is the desired solution.
We next proceed by induction. Assume Proposition 4.5 holds with α = nλ
2
for some













ν ) + α0∂ϕp,ν(U
n
ν ) + B(U
n
ν ) = F (t),
t ∈ (0, T ),
Unν (0) = U0,
with |α0| ≤ λ/2.
For the solution of (AE)nν , we have again the following a priori estimates.
Lemma 4.8.
Let |α0| ≤ λ/2 and U(t) = Unν (t) be a solution of (AE)nν . Then there exists a positive






Proof. Noting (ii.1.6), we can verify this in much the same way as in the proof of Lemme
4.6.
Lemma 4.9.
Let |α0| ≤ λ/2 and U(t) = Unν (t) be a solution of (AE)ν . Then there exists a positive
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Proof. Noting (ii.1.7), we can prove this in much the same way as in the proof of Lemma
4.7.
Proof of Proposition 4.5. We prove by mathematical induction. For every α ∈ R,











By Lemma 4.6, Lemma 4.7 and the proof of Proposition 4.5 for |α| ≤ λ/2, we know
that (AE)nν with n = 1 admits a solution. Then Lemma 4.8, Lemma 4.9 and the same
arguments as in the proof of Proposition 4.5 for |α| ≤ λ/2 assure the existence of solution
of (AE)nν with n = 2. Thus to complete the proof, it suffices to repeat this procedure up
to n = n0 and apply Lemma 4.8, Lemma 4.9 and the same arguments as in the proof of
Proposition 4.5 for |α| ≤ λ/2.







(t) + ∂(λϕp + κψq)(Uμ) + αI∂ϕp(Uμ) + βI∂ψq,μ(Uμ)− γUμ = F (t),
t ∈ (0, T ),
Uμ(0) = U0.
By Proposition 4.5, there exists a unique solution Uμ(t) = U(t) of (AE)μ. We are
going to establish the following a priori estimates of Uμ(t) independent of μ.
Lemma 4.10.
Let U(t) = Uμ(t) be a solution of (AE)μ. Then there exists a positive constant C1












Proof. This lemma is proved in the same way as for Lemmas 4.6 and 4.8. Here we use
(ii.1.6) and (ii.1.24).
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Lemma 4.11 cf. Lemma 1.8.






) ∈ CGL(c−1q ). Then there exists a pos-






















Proof. Let V := (1+μ∂ψq)
−1U . Then using the facts that U = V+μ∂ψq(V ), (∂ψq(V ), V )L2 =








|V (x)|2(q−1)dx = |∂ψq,μ(U)|2L2 ,
(U, ∂ψq,μ(U))L2 = qψq(V ) + μ|∂ψq(V )|2L2 = qψq,μ(U)− (
q
2
− 1)μ|∂ψq(V )|2L2 ≤ qψq(U).
Hence by virtue of these properties, multiplication of (AE)μ by ∂ϕp(U(t)) and ∂ψq,μ(U(t))
together with (ii.1.7) give
d
dt
ϕp(U(t)) + λ|∂ϕp(U)|2L2 + κG(t) + βBμ(t)




ψq,μ(U(t)) + κ|∂ψq,μ(U)|2L2 + λGμ(t)− αBμ(t)
≤ qγ+ψq(U(t)) + (F, ∂ψq,μ(U))L2 ,
(4.3.19)
where γ+ and G(t), Gμ(t), Bμ(t) are given in (1.4.4) and (1.4.9)-(1.4.11), respectively.







+ δ2λ|∂ϕp(U(t))|2L2 + κ|∂ψq,μ(U(t))|2L2






+ (F (t), δ2∂ϕp(U(t)) + ∂ψq,μ(U(t)))L2 .
Let ε ∈ (0,min{λ, κ}) be a small parameter. By the inequality of arithmetic and geo-
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+ (λ− ε)δ2|∂ϕp(U(t))|2L2 + (κ− ε)|∂ψq,μ(U())|2L2
≥ ε{δ2|∂ϕp(U(t))|2L2 + |∂ψq,μ(U(t))|2L2}
+ 2
√
(λ− ε)(κ− ε)δ2|∂ϕp(U(t))|2L2 |∂ψq,μ(U(t))|2L2
≥ ε{δ2|∂ϕp(U(t))|2L2 + |∂ψq,μ(U(t))|2L2}
+ 2
√
(λ− ε)(κ− ε)δ2(Gμ(t)2 +Bμ(t)2).
We here recall the key inequality (4.2.2)
G(t) ≥ Gμ(t) ≥ c−1q |Bμ(t)|.(4.3.22)
















+ (F (t), δ2∂ϕp(U(t)) + ∂ψq,μ(U(t)))L2 ,
where J(δ, ε) is given in (1.4.16). As we have shown it in the proof of Lemma 1.8, we
can take δ and ε such that J(δ, ε) ≥ 0.
Now we take δ and ε such that J(δ, ε) ≥ 0. Integrating (4.3.23) and using Young’s










where C2 depends on the constants stated in Lemma 4.11. We multiply (AE)μ by




ψq(U(t)) + κ|∂ψq(U(t))|2L2 + λ(∂ϕp(U(t)), ∂ψq(U(t)))L2
= − α(I∂ϕp(U(t)), ∂ψq(U(t)))L2 − β(I∂ψq,μ(U(t)), ∂ψq(U(t)))L2



















Thus (AE)μ together with (4.3.24) and (4.3.26) gives the desired estimate (4.3.17).
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Proof of Proposition 4.3. By Lemmas 4.10 and 4.11, we can apply Ascoli’s theorem as
in the proof of (4.5) so that we obtain






(t) weakly in L2(0, T ;L2(Ω)),(4.3.28)
∂ϕp(Uμn(t)) ⇀ ∂ϕp(U(t)) weakly in L
2(0, T ;L2(Ω)),(4.3.29)
∂ψq(Uμn(t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)),(4.3.30)
∂ψq,μn(Uμn(t)) ⇀ g(t) weakly in L
2(0, T ;L2(Ω)),(4.3.31)
for some g(t) ∈ L2(0, T ;L2(Ω)). Here we used the demi-closedness of d
dt
, ∂ϕp, ∂ψq.
In order to ensure g(t) = ∂ψq(U(t)) it suffices to show Vμn(t) = (1+μn∂ψq)
−1Uμn(t) →
U(t) strongly in L2(0, T ;L2(Ω)) as μn → 0. Indeed we have
(4.3.32)
‖Vμn − U‖L2(0,T ;L2(Ω))
≤ ‖Vμn − Uμn‖L2(0,T ;L2(Ω)) + ‖Uμn − U‖L2(0,T ;L2(Ω))
= μn‖∂ψq(Uμn)‖L2(0,T ;L2(Ω)) + ‖Uμn − U‖L2(0,T ;L2(Ω)) → 0,
as μn → 0.
4.4 Proof of Theorem 4.1
In this section, we prove Theorem 4.1 with the aid of Proposition 4.3.
Let {Uk0 }k∈N ⊂ V2,p(Ω)∩Lq(Ω) such that Uk0 → U0 in V2,p(Ω)∩Lq(Ω) and suppUk0 ⊂
Ωk, where Ωk ⊂ Ω satisfies (I) and (II). Let U(t) = Uk(t) be solutions of (ACGL)p with
Ω = Ωk corresponding to initial data Uk0 given by Proposition 4.3. Here we can assume
without loss of generality that for all k ∈ N
|Uk0 |L2(Ωk) ≤ |U0|L2(Ω) + 1,(4.4.1)
ϕp(U
k
0 ) ≤ ϕp(U0) + 1,(4.4.2)
ψq(U
k
0 ) ≤ ψq(U0) + 1.(4.4.3)
Then repeating much the same arguments as before, we can deduce a priori estimates
similar to those in Lemmas 4.10 and 4.11:
Lemma 4.12.
Let U(t) = Uk(t) be a solution of (ACGL)p with Ω = Ωk and initial data U
k
0 . Then there













Proof. The same argument as in the proof of Lemma 4.6 yields (4.4.4).
Lemma 4.13.









) ∈ CGL(c−1q ). Then for a fixed T > 0, there exists a positive constant C2





















Proof. We can repeat the same arguments as in the proof of Lemma 4.11 with I∂ψq,μ(U)
replaced by I∂ψq(U).
In what follows, we denote by w̃ or [w]∼ the zero extension of w ∈ L2(Ωk) to L2(Ω),
i.e.,
w̃(x) = [w]∼(x) =
{
w(x) if x ∈ Ωk,
0 if x ∈ Ω \ Ωk.















Therefore, by Lemmas 4.12 and 4.13, there exists a subsequence {Ũkn}n∈N of {Ũk}k∈N
satisfying
Ũkn(t) ⇀ U(t) weakly in L2(0, T ;L2(Ω)),(4.4.6)










⇀ h(t) weakly in L2(0, T ;L2(Ω)),(4.4.8)
∂ψq(Ũ
kn(t)) ⇀ g(t) weakly in L2(0, T ;L2(Ω)),(4.4.9)




(t) + λh(t) + κg(t) + αIh(t) + βIg(t)− γU(t) = F (t).
In the sequel, we are going to show that h(t) = ∂ϕp(U(t)) and g(t) = ∂ψq(U(t)).
In order to see g(t) = ∂ψq(U(t)), we follow the strategy given in Chapter 1, i.e., we
rely on Ascoli’s theorem and the diagonal argument. To do this, we first note that for
any l ∈ N (4.4.5) assures
(4.4.11)















which implies that {Ũkn(t)|Ωl}kn≥l forms an equi-continuous family in C([0, T ];L2(Ωl))
for any l ∈ N. Furthermore, since (4.4.4) and (4.4.5) ensures that ∣∣∇Ũkn(t)|Ωl∣∣Lp(Ωl) and∣∣Ũkn(t)|Ωl∣∣Lq(Ωl) are bounded for all t ∈ [0, T ]. Hence by Lemma ii.13 and the fact that
p > 1 and q > 2, {Ũkn(t)|Ωl}kn≥l forms a precompact set in L2(Ωl) for all t ∈ [0, T ].
Thus, by Ascoli’s theorem, there exists a subsequence {k1n} of {kn} such that
Ũk
1
n(t)|Ω1 → U1(t) strongly in C([0, T ];L2(Ω1)) as n → ∞.
Moreover there exists a subsequence {k2n} of {k1n} such that
Ũk
2
n(t)|Ω2 → U2(t) strongly in C([0, T ];L2(Ω2)) as n → ∞.
Successively we can choose sequences {kl+1n } of {kln} such that
{k1n}n∈N ⊃ {k2n}n∈N ⊃ · · · ⊃ {kln}n∈N ⊃ {kl+1n }n∈N ⊃ · · ·
Ũk
l
n(t)|Ωl → U l(t) strongly in C([0, T ];L2(Ωl)) as n → ∞.
Now we take the diagonal sequence {k′n}n∈N := {knn}n∈N. Then we get
(4.4.12) Ũk
′
n(t)|Ωl → U l(t) strongly in C([0, T ];L2(Ωl)) as n → ∞ ∀l ∈ N.
On the other hand, by (4.4.6), we find that
(4.4.13) Ũk
′
n(t)|Ωl ⇀ U(t)|Ωl weakly in L2(0, T ;L2(Ωl)) as n → ∞ ∀l ∈ N.
Thus, by (4.4.12) and (4.4.13), we find that U l(t) = U(t)|Ωl ∀l ∈ N and
(4.4.14) Ũk
′
n(t)|Ωl → U(t)|Ωl strongly in C([0, T ];L2(Ωl)) as n → ∞ ∀l ∈ N.
Here, by virtue of the demi-closedness of the operator U → ∂ψq(U) = |U |q−2U in
L2(0, T ;L2(Ωl)) for any l ∈ N, we can conclude
g(t, x)|Ωl = ∂ψq(U(t, x)|Ωl) ∀l ∈ N,
whence follows
(4.4.15) g(t, x) = ∂ψq(U(t, x)) a.e. (t, x) ∈ (0, T )× Ω.
Next we ensure that h(t) = ∂ϕp(U(t)).
Let V (t) be an arbitrary element of C([0, T ];C10(Ω)), then there exists n0 such that
suppV (t) is contained in Ωn0 for all t ∈ [0, T ]. Since Uk′n(t) is a solution of (ACGL)p









n(t), V (t)− Ũk′n(t))L2(Ω)








L2(Ω) ∀ n ≥ n0.
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n , e−2t(γ+λ)V )L2(0,T ;L2(Ω))
→ (h+ U, e−2t(γ+λ)V )L2(0,T ;L2(Ω)) as n → ∞.











− βI∂ψq(Uk′n(t)) + γUk′n(t) + F (t)
]
.
































































































By the assumption, it holds that
(4.4.19) |Uk′n0 |L2(Ω) → |U0|L2(Ω) as k′n → ∞.
Moreover, 0 < min{1, e−2t(γ+λ)} ≤ e−2t(γ+λ) ≤ max{1, e−2t(γ+λ)} implies the multiplier
e−2t(γ+λ) maintains the norm equivalent to that of L2(0, T ;L2(Ω)). Therefore by the


























































|Ũk′n(T )|L2(Ω) ≥ |U(T )|L2(Ω).














































Since we already have g(t) = ∂ψq(U(t)), it holds that
(4.4.24) (Ig(t), U(t))L2(Ω) = 0 for a.e. t ∈ (0, T ).
Here we claim that it also holds that
(4.4.25) (Ih(t), U(t))L2(Ω) = 0 for a.e. t ∈ (0, T ).




1 if |x| ≤ 1/2,
0 if |x| ≥ 1,
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We first consider the case p > 2. Then by Hölder’s inequality, we get
(4.4.27)
∣∣∣([I∂ϕp(Uk′n(t))]∼ , ηRŨk′n(t))L2(Ω)∣∣∣ ≤ |∇Ũk′n(t)|p−1Lp(Ω)|Ũk′n(t)|Lp(BR)∣∣|∇ηR|∣∣∞.
Hence, if p < N , we can apply Gagliardo-Nirenberg-type interpolation theorem to have













+ (1 − θ)1
2
, i.e., θ = N(p−2)




Then by (4.4.27) and (4.4.28), we obtain
(4.4.29)
∣∣∣([I∂ϕp(Uk′n(t))]∼ , ηRŨk′n(t))L2(Ω)∣∣∣ ≤ C|∇Ũk′n(t)|p−θLp(Ω)|Ũk′n(t)|L2(Ω)∣∣|∇η|∣∣∞ 1R.
As for the case p ≥ N , we need more delicate arguments. Let ΦR be a mapping from
BR onto B1 given by ΦR : x → y = xR and for any U ∈ Lr(BR), we define UR ∈ Lr(B1)
by
UR(y) = U(Ry) ∀y ∈ B1.

































Let p ≥ N , then by Sobolev’s embedding theorem, for all r ≥ p there exists K1 = K1(r)
such that
(4.4.32) |U |Lr(B1) ≤ K1
(|∇U |Lp(B1) + |U |Lp(B1)) ∀U ∈ W1,p(B1).


























Then applying (4.4.32) with r = 2(p− 1) > p, (4.4.30), (4.4.31) with r = p, we obtain


































































< 1 ⇔ 2N
N + 2











< 0 ⇔ 2 < p.
Since (4.4.4) implies that |Ũk′n(t)|L2(BR) is uniformly bounded and θ2 < 0, there exists
















|Ũk′n(t)|Lp(BR) + 1 ∀R ≥ R0.













L2(Ω) + 2 ∀R ≥ R0.
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where |BR| denotes the Lebesgue measure of the ball of radius R > 0, which is propor-





− 1 < 0 ⇔ 2N
N + 2
< p.
Thus by virtue of (4.4.29), (4.4.36) and (4.4.37) together with Lemmas 4.12, 4.13, there
exist an appropriate constant C independent of R, k′n and ρ > 0 such that
(4.4.39)
∣∣∣([I∂ϕp(Uk′n(t))]∼ , ηRŨk′n(t))L2(Ω)∣∣∣ ≤ CR−ρ ∀R ≥ R0.
First we fix R > 0 and take k′n → ∞ in (4.4.39), then by (4.4.14) we have
(4.4.40) |(Ih(t), ηRU(t))L2(Ω)| ≤ CR−ρ ∀R ≥ R0.
On the other hand by the fact
|(Ih(t, x), ηR(x)U(t, x))| → |(Ih(t, x), U(t, x))| as R → ∞, a.e. Ω× (0, T ),
and
|(Ih(t, x), ηR(x)U(t, x))| ≤ |η|∞|h(t, x)||U(t, x)| ∈ L1(Ω× (0, T )),







|(Ih(t), U(t))L2(Ω)|dt as R → ∞.
Integrating (4.4.40) on (0, T ) and then passing to the limit R → ∞ with (4.4.41), we
conclude ∫ T
0
|(Ih(t), U(t))L2(Ω)|dt = 0,
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whence follows (4.4.25).






























































e−2t(γ+λ)(λh(t) + λU(t), V (t)− U(t))L2(Ω)dt,
where we used the fact that (see (4.4.10))
dU
dt
(t) + αIh(t) + (κ+ βI)g(t)− γU(t)− F (t) = −λh(t).
Since C([0, T ];C10(Ω)) is dense in D(Φp) :=
{
V ∈ HT ; Φp(V ) :=
∫ T
0
ϕp(V (t))dt < +∞
}
,
(4.4.42) holds true also for any V ∈ D(Φp).
Let t0 ∈ (0, T ) be Lebesgue point of h(t) and V0 be an arbitrary element of D(ϕp) =
V2,p(Ω). Take V ∈ D(Φp) in (4.4.42) such as
V (t) =
{
V0 t ∈ Iη := [t0 − η/2, t0 + η/2),
U(t) t ∈ [0, T ] \ Iη.
Then dividing (4.4.42) by η > 0 and letting η → 0, we get
(4.4.42)















holds for a.e. t ∈ (0, T ), which implies that








for a.e. t ∈ (0, T ).
Hence we conclude
(4.4.43) h(t) = ∂ϕp(U(t)) a.e. t ∈ [0, T ].
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Thus, in view of (4.4.10), (4.4.15) and (4.4.43), we find that U(t) satisfies
dU
dt
(t) + (λ+ αI)∂ϕp(U) + (κ+ βI)∂ψq(U)− γU = F (t).
As for the initial condition
U(t) → U0 in L2(Ω) as t ↓ 0
and the fact that U(t) ∈ C([0, T ];L2(Ω)) can be verified by the arguments similar to
that in the last part of the proof of Theorem 4.2.
4.5 Proof of Theorem 4.2
Let {Uk0 }k∈N ⊂ V2,p(Ω) ∩ Lq(Ω) such that Uk0 → U0 in L2(Ω) and suppUk0 ⊂ Ωk,
where Ωk ⊂ Ω satisfies (I) and (II). Let Uk(t) = U(t) be solutions of (ACGL)p with
Ω = Ωk corresponding to initial data Uk0 given by Proposition 4.3. Here we can assume
without loss of generality that for all k ∈ N
(4.5.1) |Uk0 |L2 ≤ |U0|L2 + 1, .
Then using the above boundedness, we can deduce the following a priori estimates by
much the same arguments as before.
Lemma 4.14.
Let U(t) = Uk(t) be a solution of (ACGL)p with Ω = Ωk and initial data U
k
0 . Then there












Lemma 4.15 (cf. Lemma 1.10).









) ∈ CGL(c−1q ). Then there exists a positive constant C2 depending only on






















Lemma 4.14 can be proved much the same way as in the proof of Lemmas 4.6 and
4.12.
To obtain (4.5.3), it suffices to we multiply (4.3.25) and (4.3.23) by t ∈ (0, T ) and
integrate on (0, T ) with respect to t.
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By Lemmas 4.14 and 4.15, we can derive the following convergences of a subsequence
{Uknn∈N} ⊂ {Uk}k ∈ N for any δ ∈ (0, T ):






(t) weakly in L2(δ, T ;L2(Ω)),(4.5.5)
∂ϕp(U
kn)(t) ⇀ h(t) weakly in L2(δ, T ;L2(Ω)),(4.5.6)
∂ψq(U
kn)(t) ⇀ g(t) weakly in L2(δ, T ;L2(Ω)),(4.5.7)
for some h(t), g(t) ∈ L2(δ, T ;L2(Ω)). Here we used the demi-closedness of d
dt
.
We repeat the same argument as above to obtain g(t) = ∂ψq(U(t)) fo a.e. t ∈ (0, T ).














































































Taking same V ∈ D(Φp) as before, we conclude h(t) = ∂ϕp(U(t)) a.e. t ∈ (0, T ).
Then in order to complete the proof, it suffices to check
(4.5.9) U(t) → U0 in L2(Ω) as t ↓ 0.
First we show U(t) ⇀ U0 weakly in L2(Ω). Multiplying (ACGL)p with initial data




(Ũk(t),W )L2 = γ(Ũ
k(t),W )L2 + (F (t),W )L2
− ((λ+ αI) [∂ϕp(Uk(t))]∼ ,W )L2
− ((κ+ βI)∂ψq(Ũk(t)),W )L2 .
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Integrating (4.5.10) over (0, t) and taking the absolute value, we get



















Then using Hölder’s inequality and Lemma 4.14, we obtain
(4.5.11)
|(Ũk(t)− Uk0 ,W )L2 | ≤ |γ|
√



















ciently small t > 0, which implies that U(t) → U0 in D′(Ω). Since C∞(Ω) ⊂ L2(Ω) is
dense, we find that U(t) ⇀ U0 weakly in L2(Ω).
Then, in order to derive (4.5.9), it suffices to show that |U(t)|2
L2
→ |U0|2L2 . By the












∀t ∈ [0, T ].
Then by virtue of (4.4.14), we let k → ∞ to obtain
(4.5.12)










∀t ∈ [0, T ].
It is clear that {|[U(t, x)|Ωl ]∼|}l∈N forms a pointwise monotonically increasing sequence.
Hence (4.5.12) and Beppo Levi’s theorem yields that [U(t, x)|Ωl ]∼ converges to U(t, x)












∀t ∈ [0, T ].
Here letting t ↓ 0, we have limt↓0|U(t)|2L2 ≤ |U0|2L2 . On the other hand, by virtue of the
lower semicontinuity of the norm with respect to the weak convergence U(t) ⇀ U0, we








On the analogy of nonlinear parabolic equations, it has been expected that (CGL)−
with f ≡ 0 may admits solutions which blow up in finite time. The study for the finite
time blow-up solution was started, before the local well-posedness is established. It
should be also noted that all known results for blow-up solutions so far treat the whole
domain case.
First in 2008, Masmoudi-Zaag [37] showed the existence of solutions which blow up







+ q − 1 > 0.
Nouaili-Zaag (2018) [46] improved the above statement for the case α = 0 and β2
κ2
= q−1.
They basically used the method established in Zaag (1998) [82].
The above conditions mean that the effect of the imaginary part of the equation is
“relatively small” compared to that of the real part.
Subsequently, Cazenave-Dickstein-Weissler (2013) [10] gave a sufficient condition of
















Next Cazenave-Dias-Figueira (2014) [9] and Cazenave-Snoussi (2019) [12] improved the
above result for γ = 0. They found that under the condition (II.1), (CGL)−, or,
(ACGL)− possesses an Lyapunov energy (see (7.1.1)):

















and that the sufficient condition for the finite time blow-up of solutions is given in the
following form, “negative energy”:




(cf. Theorem 7.4) with sufficient decay condition at |x| → ∞ on U0 ∈ H1(RN).
A study for (CGL)− besides asymptotic behaviors of solutions and the local well-
posedness was done by Cazenave-Dickstein-Weissler (2014) [11]. They studied the exis-
tence of standing wave solutions for (CGL)−.
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The local well-posedness of (CGL)− was mentioned in Cazenave et al. in the space
of function which decays at infinity C0(RN ;C).
Nakamura (2011) [41] first gave a rigorous proof of the local well-posedness of (CGL)−
with general nonlinearities of power-type. He showed that the equation (CGL)− is locally
well-posed in the Sobolev spaces Hs(RN ;C) for 0 ≤ s < N
2
and 2 < q < 2 + 4
N−2s ; that
(CGL)− possesses a unique local solution for small initial data (small local solution) in
H
N
2 (RN ;C) with 2 < q < 2 + 4
N−2s0 (0 ≤ s < N2 ). Next Shimotsuma-Yokota-Yoshii
(2014) [68] established the Lp-theory for (CGL)−, that is, the local well-posedness of
(CGL)− in Lp(RN ;C) for 2 < q < 2 + 2pN in the sense of mild solutions. Since the above
two results rely on the Fourier transform, Ω = RN is the essential requirement.
Subsequently in 2016, Shimotsuma-Yokota-Yoshii [69] showed the local well-posedness
of (CGL)− in Lp(Ω;C) for 2 < q < 2 + 2pN , where Ω is bounded or unbounded domain
in RN with compact boundary of C2-class. Instead of the explicit formula of the semi-
group corresponding to the operator −(λ + iα)Δ given by the Fourier transform, they
used the analyticity-in-time of the heat kernel. They showed that the kernel of the ana-
lytic semi-group {e(λ+iα)tΔ}t≥0 can be represented by the heat kernel along the complex
time z = (λ+ iα)t and that the Lp-Lq estimates remains true for the complex time.
Without the explicit formula of the fundamental solution, we cannot obtain its
smoothness in-space, so that we hardly establish the local well-posedness of (CGL)−
in the energy space H1 for general domains. Moreover from the viewpoint of the theory
for nonlinear parabolic equations, the compactness of boundary does not seem to be
essential. In fact, we establish the local well-posedness of (CGL)− in terms of (ACGL)−
in the Sobolev space H10(Ω) under 2 < q < 2∗ := 2N(N−2)+ (the Sobolev subcritical condi-
tion) by the theory of parabolic equations with non-monotone perturbations developed
by Ôtani (1982) [60], form which we can deduce naturally the continuity in-time of the
energy ϕ(U(t)). Since the method developed in [60] relies on the Schauder-Tychonoff’s
fixed point theorem, we need the compactness condition which is assured by the bound-
edness of domains in order to deduce the weak continuity of a contraction map. Thus
we first treat this problem in bounded domains in Chapter 5.
In Chapter 6, we show the local well-posedness in the energy space H10 for general
domains. The method in Chapter 5 essentially relies on the compactness argument, which
is guaranteed by boundedness of domains with the aid of Rellich-Kondrachov’s theorem.
The heat kernel for −(λ + iα)Δ is constructed for general domains and examined in
[69] for Lp (1 < p < ∞) spaces. However, estimates of derivatives of heat kernels
for this elliptic operator with complex coefficients in general domains are not obtained.
Here we propose a different strategy, i.e., we first introduce an auxiliary equation, that
is (CGL)− to which a dissipative term ε|u|r−2u (r > q, ε > 0) is added in order to
dominate non-monotone terms −(κ + iβ)|u|q−2u. To show the global well-posedness of
solutions for this auxiliary equation, instead of the compactness argument, we make use
of the Yosida approximation combined with Sobolev’s inequality, which is essentially
used in Yokota-Okazawa (2006) [80]. By establishing a priori estimates of solutions Uε
of auxiliary equations independent of ε > 0 and letting ε tend to 0, we show that Uε
converges to our desired solution. To establish local-in-time a priori estimates of Uε, we
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use the Gronwall-type inequality for integral inequalities developed by Ôtani (2007) [62].
In addition to the local existence result, we also give related results concerning global
existence of solutions.
In Chapter 7, we consider the asymptotic behaviors of solutions for (ACGL)‖. We
first show the variational characterization of asymptotic behaviors of solutions based
on the potential-well method with certain conditions on γ and boundedness of domains,
from which we claim especially that the blow-up in finite time could occur for initial data
with non-negative energy with γ < 0. Next we show that all global solution possesses the
global H1-bounds under the same condition with which the variational characterization




Local well-posedness of (ACGL)− in
H
1
0 for bounded domains
In the lest of this thesis, the so-called Sobolev critical exponent:
2∗ :=
2N
(N − 2)+ =
⎧⎨
⎩
+∞ (N = 1, 2),
2N
N − 2 (N ≥ 3).
plays an important role.
5.1 Main Results
Theorem 5.1 Local well-posedness in bounded domains.
Let Ω ⊂ RN be a bounded domain of C2-regular class, F ∈ L2(0, T ;L2(Ω)) and 2 < q <
2∗. Then for all U0 ∈ H10(Ω) = D(ϕ), there exist T0 ∈ (0, T ] and the unique function
U(t) ∈ C([0, T0];L2(Ω)) satisfying:
(i) U(t) ∈ W1,2(0, T0;L2(Ω)),
(ii) U(t) ∈ D(∂ϕ) ⊂ D(∂ψq) and satisfies (ACGL)− for a.e. t ∈ (0, T0),
(iii) ∂ϕ(U(t)), ∂ψq(U(t)) ∈ L(0, T0;L2(Ω)).
Furthermore the following alternative on the maximal existence time of the solution
holds:
Theorem 5.2 Alternative.
Let Tm be the maximal existence time of the solution to (ACGL)−, i.e.,
Tm := sup{S > 0; ∃ a solution of (ACGL)− on [0, S]
satisfying (i)-(iii) of Theorem 5.1 with T0 = S}.
Then the following alternative on Tm holds:
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• Tm = T or
• Tm < T and lim
t↑Tm
ϕ(U(t)) = +∞.
In order to formulate the existence of small global solutions (see Theorem 5.3), we
need to use the following notation to measure the smallness of external forces. For
F ∈ L2(0, T ;L2(Ω)), let F̃ be the extention of F by zero to (0,+∞). We set the






dt | 0 ≤ s < +∞
}
.
Moreover, the global existence for small initial data and small external forces holds.
Theorem 5.3 Existence of small global solutions.
Let all the assumptions in Theorem 5.1 be satisfied and let γ < λλ1. Then there
exists a sufficiently small number r independent of T such that for all U0 ∈ D(ϕ) and
F ∈ L2(0, T ;L2(Ω)) with ϕ(U0) ≤ r2 and ‖F‖2 ≤ r, every local solution given in Theorem
5.1 can be continued globally up to [0, T ].
5.2 Solvability of Auxiliary Equation






(t) + (λ+ αI)∂ϕ(Uh)− (κ+ βI)h(t)− γUh = F (t), t ∈ [0, S],
Uh(0) = U0,
which is (ACGL)− with ∂ψq(U(t)) replaced by h(t) ∈ L2(, S;L2(Ω)).
As for the global well-posedness for this auxiliary equation (AE)h, we have:
Proposition 5.4.
Let Ω ⊂ RN be a bounded domain of C2-regular class, F (t) ∈ L2(0, T ;L2(Ω)) and
h(t) ∈ L2(0, S;L2(Ω)), 0 < S ≤ T . For all U0 ∈ H10(Ω) = D(ϕ), there exists the unique
global solution U(t) ∈ C([0, S];L2(Ω)) satisfying:
(i) U(t) ∈ W1,2(0, S;L2(Ω)),
(ii) U(t) ∈ D(∂ϕ) and satisfies (AE)h for a.e. t ∈ (0, S),
(iii) ∂ϕ(U(t)) ∈ L2(0, S;L2(Ω)).






(t) + λ∂ϕ(Uμ) + αI∂ϕμ(Uμ)− (κ+ βI)h(t)− γUμ = F (t), t ∈ [0, S],
Uμ(0) = U0,
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which is (AE)h with I∂ϕ replaced by its Yosida approximation I∂ϕμ. By the standard
theory of subdifferential operators, one can easily obtain the unique global solution
for (AE)hμ satisfying all properties (i)-(iii) given in Proposition 5.4, since the Yosida
approximation ∂ϕμ is Lipschitz continuous.
Here we are going to establish some a priori estimates for the solution Uμ(t) of (AE)hμ.
Lemma 5.5 First Energy Estimate.
Let U(t) = Uμ(t) be the solution of (AE)
h
μ. Then there exists C1 depending only on










































where we used the notation γ+ := max{0, γ} and the Cauchy-Schwarz inequality. Inte-































(|U0|2L2 + ‖h‖2HS + ‖F‖2HT ) e(2(γ++κ2+β2)+1)t
≤ 1
2
(|U0|2L2 + ‖h‖2HS + ‖F‖2HT ) e(2(γ++κ2+β2)+1)T ,
which implies the desired estimate (5.2.1).
Lemma 5.6 Second Energy Estimates.
Let U(t) = Uμ(t) be the solution of (AE)
h
μ. Then there exists C2 depending only on
























= 2γϕ(U(t)) + ((κ+ βI)h(t) + F (t), ∂ϕ(U(t)))
L2






























































‖F‖2HT ∀ t ∈ (0, S].
Thus from (5.2.6), (ii.4.2), (ii.4.3) and (AE)hμ, we derive (5.2.3).
Proof of Proposition 5.4. Let Uμ(t) be a solution of (AE)
h
μ. First we show {Uμ(t)}μ>0
forms a Cauchy net in C([0, S];L2(Ω)). To this end, we multiply (AE)hμ−(AE)hν by






|Uμ(t)− Uν(t)|2L2 + 2λϕ(Uμ(t)− Uν(t))
= γ|Uμ(t)− Uν(t)|2L2 − α (I∂ϕμUμ(t)− I∂ϕνUν(t), Uμ(t)− Uν(t))L2 .
By the definition of the Yosida approximation, it holds
(5.2.8)
(I∂ϕμUμ − I∂ϕνUν , Uμ − Uν)L2
= (I∂ϕμUμ − I∂ϕνUν , (Uμ − J∂ϕμ Uμ)− (Uν − J∂ϕν Uν))L2
+ (I(∂ϕμUμ − ∂ϕνUν), J∂ϕμ Uμ − J∂ϕν Uν)L2
= (I∂ϕμUμ − I∂ϕνUν , μ∂μUμ − ν∂ϕνUν)L2
+ (I(∂ϕJ∂ϕμ Uμ − ∂ϕJ∂ϕν Uν), J∂ϕμ Uμ − J∂ϕν Uν)L2 .
We make use of the linearity of ∂ϕ and (ii.1.6) to obtain
(5.2.9)
(I(∂ϕJ∂ϕμ Uμ − ∂ϕJ∂ϕν Uν), J∂ϕμ Uμ − J∂ϕν Uν)L2
= (I∂ϕ(J∂ϕμ Uμ − J∂ϕν Uν), J∂ϕμ Uμ − J∂ϕν Uν)L2 = 0.
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≤ γ+|Uν(t)− Uμ(t)|2L2 + |α| {μ|∂ϕν(Uν(t))|L2 |∂ϕμ(Uμ(t))|L2
+ν|∂ϕμ(Uμ(t))|L2 |∂ϕν(Uν(t))|L2}




{|∂ϕ(Uμ(t))|2L2 + |∂ϕ(Uν(t))|2L2} .
Thus Gronwall’s inequality yields
|Uμ(t)− Uν(t)|2L2 ≤ |α|(μ+ ν)e2γ+t
∫ t
0
{|∂ϕ(Uμ(s))|2L2 + |∂ϕ(Uν(s))|2L2} ds,
for all t ∈ [0, S]. Then by Lemma 5.6, we have
sup
t∈(0,T )
|Uμ(t)− Uν(t)|L2 ≤ eγ+T
√
2C2|α|(μ+ ν),
which assures that {Uμ(t)}μ>0 forms a Cauchy net in C([0, S];L2(Ω)).







(t) weakly in L2(0, T ;L2(Ω)),
∂ϕ(Uνn(t)) ⇀ ∂ϕ(U(t)) weakly in L
2(0, T ;L2(Ω)),
for some sequence {νn}n∈N such that νn → 0 as n → ∞. We can also find
J∂ϕνn Uνn(t) → U(t) strongly in L2(0, T ;L2(Ω)).








|∂ϕνn(Uνn(s))|2L2ds ≤ C2ν2n → 0 as n → ∞.
Then since ∂ϕν(Uν) = ∂ϕ(J
∂ϕ
ν Uν), by the demi-closedness of ∂ϕ we find that U satisfies
dU
dt
(t) + (λ+ αI)∂ϕ(U)− (κ+ βI)h(t)− γU = F (t) in L2(0, T ;L2(Ω)),
i.e., U(t) is the desired solution of (AE)h.
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5.3 Proof of Theorem 5.1 (Existence)
Before proceeding to the proof of Theorem 5.1, we establish some a priori estimates
for the unique solutions Uh of auxiliary equations (AE)h, whose existence is assured by
Proposition 5.4. First fix a constant R such as









and define the closed convex subset KSR of HS = L2(0, S;L2(Ω)) by
(5.3.2) KSR := {h ∈ HS; ‖h‖HS ≤ R}.
Lemma 5.7 First Energy Estimate.
Let h ∈ KSR and U(t) = Uh(t) be the unique solution of (AE)h. Then there exists C1




















+ ((κ+ βI)h(t) + F (t), U(t))
L2
≤ 4γ+ + κ












where we used the notation γ+ (see (1.4.4)) and the Cauchy-Schwarz inequality.

































≤ 2R + 4γ+ + κ






























TR ∀ t ∈ [0, S],
which implies the desired estimate (5.3.3).
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Lemma 5.8 Second Energy Estimates.
Let U(t) = Uh(t) be the solution of (AE)h. Then there exists C2 depending only on





















= 2γϕ(U(t)) + ((κ+ βI)h(t) + F (t), ∂ϕ(U(t)))
L2






























































R ∀ t ∈ (0, S].
Thus from (5.3.8) and (AE)h, we derive (5.3.6).
Now we are ready to prove the existence part of Theorem 5.1.
Proof of Theorem 5.1 (Existence). Let KSR be the closed convex subset of HS defined by
(5.3.2) and we introduce a mapping F by the following correspondence:
(5.3.9) F : HS 
 h → F(h) := ∂ψq(Uh) ∈ HS,
where Uh(t) is the unique solution of (AE)h.
Since for the case N ≤ 4 the assertion can be proved much easier, we treat here only
the case where N ≥ 5. First we show that F maps KSR into itself for a sufficiently small
S ∈ (0, T ]. By the Gagliardo-Nirenberg-Sobolev inequality, for any q ∈ (2, 2∗) there
exists a constant CGN such that





∗ ∀U ∈ H2(Ω),
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where parameter ξ satisfies
1





















∗ ≤ C{|∂ϕ(U)|2L2 + |U |2L2}(1−ξ)(q−1)ϕ(Uh)ξ(q−1)
∀U ∈ H2(Ω) ∩H10(Ω),
where C denotes some embedding constant. Our assumption on q being the Sobolev
subcritical assures (1 − ξ)(q − 1) < 1. Then by Young’s inequality, for arbitrary ε > 0,











∀U ∈ H2(Ω) ∩H10(Ω),
χ =
ξ(q − 1)
1− (q − 1)(1− ξ) > 1.
Here we note that χ > 1 if and only if q > 2. Hence by (5.3.10), (5.3.11) and (5.3.12),
we get for the solution U(t) = Uh(t) of (AE)h
(5.3.13) |∂ψq(U(t))|2L2 ≤ ε{|∂ϕ(U(t))|2L2 + |U(t)|2L2}+ Cεϕ(Uh)χ.















where Mε(·) denotes a non-decreasing function depending on ε.
First fix ε := 1
2C2
and then define S by










|∂ψq(U(t))|2L2dt = |F(h)|2HS ≤ R2, that is F maps KSR into itself.
Next we prove the weak continuity of F . Let {hn}n∈N be a sequence in HS such that
hn(t) ⇀ h(t) weakly in L
2(0, S;L2(Ω)),
and Uhn(t), Uh(t) be unique solutions of (AE)hn and (AE)h respectively. Lemma 5.8














































compact in L2(Ω) for all t ∈ [0, S]. By Ascoli’s Theorem and Lemma 5.8, there exists a
subsequence {hn′}n′∈N ⊂ {hn}n∈N and U(t) ∈ C([0, S];L2(Ω)) such that






(t) weakly in L2(0, T ;L2(Ω)),(5.3.16)
∂ϕ(Uhn′ (t)) ⇀ ∂ϕ(U(t)) weakly in L2(0, T ;L2(Ω)),(5.3.17)
∂ψq(U
hn′ (t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)),(5.3.18)
where we used the demi-closedness of d
dt
, ∂ϕ and ∂ψq in L
2(0, T ;L2(Ω)) in (5.3.16),
(5.3.17) and (5.3.18). Thus U(t) satisfies the following equation:
dU
dt
(t) + (λ+ αI)∂ϕ(U(t))− (κ+ βI)h(t)− γU(t) = F (t),
i.e., U(t) coincides with its unique solution Uh(t). Since the above argument does not
depend on the choices of subsequences, we conclude that
F(hn) = ∂ψq(Uhn) ⇀ ∂ψq(U) = ∂ψq(Uh) = F(h),
whence the weak continuity of F follows.
Now, we can apply Schauder-Tychonoff’s fixed point theorem on F and KSR to obtain
a fixed point h, i.e., h satisfies
(5.3.19) h = F(h) = ∂ψq(Uh).








(t) + (λ+ αI)∂ϕ(Uh(t))− (κ+ βI)∂ψq(Uh(t))− γUh(t) = F (t),
which means Uh is the desired solution of (ACGL)−.
5.4 Proof of Theorem 5.2
Before showing the uniqueness of solutions for (ACGL)−, we prove Theorem 5.2.
Let Tm be the maximal existence time of a solution of (ACGL)−.
Proof of Theorem 5.2. We rely on proof by contradiction. Assume Tm < T and the as-
sertion limt↑Tm ϕ(U(t)) = +∞ does not hold. Then there exists monotonically increasing
sequence tn ↑ Tm such that ϕ(U(tn)) ≤ C holds for all n ∈ N. We repeat the same ar-
gument as before with 0 and U(0) replaced by tn and U(tn) respectively to assure the
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existence of σ > 0 independent of n such that a solution of (ACGL)− exists on [tn, tn+σ].
Recalling the definition (5.3.1) of R, we define
ρ := max
{






Then by Poincaré’s inequality, it holds for all n ∈ N
ρ ≥ 1
λ
‖F‖2HT + 12 |U(tn)|2L2 + ϕ(U(tn)).
Additionally we define σ by (see (5.3.14) )
σ := min
{




which is independent of n. We can deduce F maps Kσρ into itself in the same way as
before. Thus we can construct solution on [tn, tn + σ] applying Schauder-Tychonoff’s
fixed point theorem again.
Since {tn}n∈N converges to Tm, there exists N0 ∈ N such that for all n ≥ N0, it holds
that Tm < tn +
σ
2







which contradicts the definition of Tm.
5.5 Proof of Theorem 5.1 (Uniqueness)
Here we give a proof for the uniqueness of solutions of (ACGL)−.
Proof of Theorem 5.1 (Uniqueness). Let U(t), V (t) be two solutions of (ACGL)− with
U(0) = U0 and V (0) = V0 on [0, T0]. Multiplying the difference of two equations by










≤ γ+|W (t)|2L2 + ((κ+ Iβ)(∂ψq(U(t))− ∂ψq(V (t))),W (t))L2
≤ γ+|W (t)|2L2 + C
(
ψq(U(t))
q−2 + ψq(V (t))q−2
) |W (t)|2
Lq ,
where C is a constant depending only on q, κ, β.











































where C depends on λ, κ, β, γ, η. Since the regularity (i) and (iii) in Theorem 1 assures
the absolute continuity of ϕ(U(t)) and ϕ(V (t)) on [0, T0] (see [7]), we see that ψq(U(t))
and ψq(V (t)) are uniformly bounded above by a positive constant M on [0, T0]. Then
applying Gronwall’s inequality to (5.5.4), we obtain
(5.5.5) |U(t)− V (t)|2
L2
≤ |U0 − V0|2L2e[2C(2M
q−2)
1
η +γ+]t ∀t ∈ [0, T0],
whence the uniqueness follows.
5.6 Proof of Theorem 5.3
First we prepare some lemmas.
Lemma 5.9.
Let all assumptions in Theorem 5.3 be satisfied. There exist ε0 > 0 and δ > 0 such that
for all U ∈ D(ϕ) = H10(Ω) satisfying ϕ(U) < ε0, it holds that





Proof. Since we assume λλ1 > γ, we first note that






On the other hand, since q is subcritical, by Sobolev’s inequality there exist a constant
C > 1 such that
ψq(U) ≤ Cbϕ(U)
q
2 ∀U ∈ H10(Ω).
Hence we have
(5.6.3) (−κ∂ψq(U), U)L2 = −κqψq(U) ≥ −Cbκq(ϕ(U))
q












Then, by (5.6.2), (5.6.3) and (5.6.4), we see that






holds if ϕ(U) < ε0.
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Lemma 5.10.
Let f(t) ∈ L1(0, T ) and j(t) be an absolutely continuous positive function on [0, S] with




j(t) + δj(t) ≤ K|f(t)| a.e. t ∈ [0, S],
where δ > 0 and K > 0. Then we have
(5.6.6)
j(t) ≤ j(0)e−δt + K




|f̃(t)|dt; 0 ≤ S < ∞
}
,
where f̃ is the zero extension of f to [0,∞).
Proof. This fact is essentially proved in Lemma 4.3 of Ôtani [60]. Let n = [t], i.e.,
n ∈ N ∪ {0} such that n ≤ t < n+ 1. Then it is easy to see that (5.6.5) implies






















≤ j(0)e−δt + K
1− e−δ ‖F‖1.
Lemma 5.11.
Let all assumptions in Theorem 5.3 be satisfied. Then there exist ε1 > 0 and N > 0
independent of T such that for any r ∈ (0, ε1), if ϕ(U0) ≤ r2 and ‖F‖2 ≤ r, then any
solution U of (ACGL)− on [0, S] (S ∈ (0, T ]) satisfying (i)-(iii) of Theorem 5.1 satisfies
(5.6.7) ϕ(U(t)) < Nr2 ∀t ∈ [0, S].


















Then using (5.3.13) with ε = ελ := λ
















where χ = ξ(q − 1)/{1− (q − 1)(1− ξ)} > 1.

































(ε0 is the number appearing in Lemma 5.9).
Then we claim that (5.6.7) holds true for all t ∈ [0, S]. Suppose that this is not the case.
Then by the continuity of ϕ(U(t)), there exists t1 ∈ (0, S) such that
(5.6.11) ϕ(U(t)) < Nr ∀t ∈ [0, t1) and ϕ(U(t1)) = Nr.
We are going to show that this leads to a contradiction. We first multiply (ACGL)− by












|U(t)|L2 ≤ |F (t)|L2 ∀t ∈ [0, t1].(5.6.13)




















r and ‖|F (t)|L2‖1 = ‖F‖2 ≤ r.

















where ϕ̃(U(·)) is the zero extension of ϕ(U(·)) to [0,∞). Here we note







whence the following inequality follows
(5.6.16) |∂ϕ(U)|2
L2
≥ 2λ1ϕ(U) ∀U ∈ D(∂ϕ),












∀t ∈ [0, t1].
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Without loss of generality, we can take Nr ≤ Nε1 ≤ ε0 ≤ 1. Then since χ > 1, in view













Now we are ready to prove Theorem 5.3.
Proof of Theorem 5.3. By virtue of Theorem 5.2, in order to show the existence of global
solutions, it suffices to give the a priori bound for ϕ(U(t)). Indeed due to Lemma 5.11,
we obtain the a priori bound (5.6.7) for ϕ(U(t)).
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Chapter 6
Local well-posedness of (ACGL)− in
H
1
0 for general domains
6.1 Main Results
Our main results are stated as follows.
Theorem 6.1 Local well-posedness in general domains.
Let Ω ⊂ RN be a general domain of uniformly C2-regular class, F (t) ∈ L2(0, T ;L2(Ω))
and 2 < q < 2∗ (subcritical). Then for all U0 ∈ H10(Ω) = D(ϕ), there exist T0 ∈ (0, T ]
and a unique function U(t) ∈ C([0, T0];H10(Ω)) satisfying:
(i) U(t) ∈ W1,2(0, T0;L2(Ω)),
(ii) U(t) ∈ D(∂ϕ) ⊂ D(∂ψq) and satisfies (ACGL)− for a.e. t ∈ (0, T0),
(iii) ∂ϕ(U(t)), ∂ψq(U(t)) ∈ HT0 .
Furthermore the following alternative on the maximal existence time of the solution
holds:
Theorem 6.2 Alternative.
Let Tm be the maximal existence time of a solution to (ACGL)− , i.e.,
Tm := sup{S > 0; ∃ a solution of (ACGL)− on [0, S]
satisfying (i)-(iii) of Theorem 6.1 with T0 = S}.
Then the following alternative on Tm holds:
• Tm = T or










As for the existence time of solutions, we remark that for all M > 0, there exists T (M) >
0 such that for all U0 ∈ H1(Ω) with |U0|H1 ≤ M , there exists a unique solution U(t) ∈
C([0, T (M)];L2(Ω)) of (ACGL)− satisfying (i)-(iii) on (0, T (M)) such that |U(t)|H1 ≤
M + 1 (see Lemma 6.7 and 6.3.9).
In order to formulate the existence of small global solutions for F ∈ HT , we use the
same notation ‖F‖2 as in Chapter 5.
Theorem 6.3 Existence of small global solutions.
Let all assumptions in Theorem 6.1 be satisfied and let γ < 0. Then there exists a
sufficiently small number r independent of T such that for all U0 ∈ D(ϕ) and F ∈
L2(0, T ;L2(Ω)) with ϕ(U0) +
1
2
|U0|2L2 ≤ r2 and ‖F‖2 ≤ r2, every local solution given in
Theorem 6.1 can be continued globally up to [0, T ].
6.2 Auxiliary Problems







(t) + λ∂ϕ(U) + αI∂ϕ(U) + ε∂ψr(U)− (κ+ βI)∂ψq(U)− γU = F (t),
t ∈ (0, T ),
U(0) = U0.
Proposition 6.4.
Let Ω ⊂ RN be a general domain of uniformly C2-regular class, F ∈ L2(0, T ;L2(Ω)),
2 < q < 2∗, ε > 0 and q < r < 2∗. Then for all U0 ∈ H10(Ω) = D(ϕ), there exists a
unique function U(t) ∈ C([0, T ];H10(Ω)) satisfying:
(i) U(t) ∈ W1,2(0, T ;L2(Ω)),
(ii) U(t) ∈ D(∂ϕ) ⊂ D(∂ψr) and satisfies (AE)ε for a.e. t ∈ [0, T ],
(iii) ∂ϕ(U(t)), ∂ψr(U(t)) ∈ L2(0, T ;L2(Ω)).






(t) + λ∂ϕ(U) + αI∂ϕ(U) + ε∂ψr(U)− (κ+ βI)∂ψq,μ(U)− γU = F (t),
t ∈ (0, T ),
U(0) = U0.
Since r < 2∗ implies D(ϕ) ⊂ D(ψr) and U → −(κ + βI)∂ψq,μ(U) − γU is Lipschitz
continuous in L2(Ω), by virtue of Lemma 2, there exists a unique global solution Uμ of
(AE)εμ satisfying (i)-(iii) of Proposition 6.4 (see Proposition 1.4).
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To see the convergence of Uμ as μ ↓ 0, we establish a priori estimates. For this




Lr |U |2(1−θ)L2 ,
|U |2(q−1)









r − 2 .
Lemma 6.5.
Let U(t) = Uμ(t) be the solution of (AE)
ε
μ. Then there exists C1 depending only on












Proof. Multiplying (AE)εμ by U(t) and noting orthogonalities (ii.1.6), (ii.1.11), (ii.4.4)








+ 2λϕ(U(t)) + rεψr(U(t))




















and γ+ is defined in (1.4.4). Applying Gronwall’s
inequality to (6.2.3), we obtain (6.2.2).
Lemma 6.6.
Let U(t) = Uμ(t) be the solution of (AE)
ε
μ. Then there exists C2 depending only on
































κ2 + β2|∂ψq(U(t))|L2 |∂ϕ(U(t))|L2 + 2γ+ϕ(U(t))





≤ κ|∂ψq(U(t))|L2 |∂ψr(U(t))|L2 + rγ+ψr(U(t))
+ |F (t)|L2 |∂ψr(U(t))|L2 .
(6.2.6)
















































































































Then (6.2.2) and Gronwall’s inequality assure estimates for the first four terms in (6.2.4).





follows from the equation.








Let Uμ and Uν be solutions to
dUμ
dt
(t) + (λ+ αI)∂ϕ(Uμ) + ε∂ψr(Uμ)− (κ+ βI)∂ψq,μ(Uμ)− γUμ = F (t),(AE)μ
dUν
dt
(t) + (λ+ αI)∂ϕ(Uν) + ε∂ψr(Uν)− (κ+ βI)∂ψq,ν(Uν)− γUν = F (t)(AE)ν
with initial condition Uμ(0) = Uν(0) = U0 respectively.






|Uμ(t)− Uν(t)|2L2 + 2λϕ(Uμ(t)− Uν(t))
≤ ((κ+ βI)(∂ψq,μ(Uμ(t))− ∂ψq,ν(Uν(t))), Uμ(t)− Uν(t))
L2
+ γ+|Uμ(t)− Uν(t)|2L2 .












|Uμ − Uν |2L2dt.













































(κ+ βI){|J∂ψqμ Uμ(t, x)|q−2J∂ψqμ Uμ(t, x)
− |J∂ψqμ Uν(t, x)|q−2J∂ψqμ Uν(t, x)},








(|J∂ψqμ Uμ(t, x)|q−2 + |J∂ψqμ Uν(t, x)|q−2)|J∂ψqμ Uμ(t, x)− J∂ψqμ Uν(t, x)|




























































2∗ − 2 for N ≥ 3 and ξ =
1
2
for N = 1, 2,
and Young’s inequality and C̄ is a constant depending on λ, C̃, q, Cb and ξ.

















(κ+ βI)(|J∂ψqμ Uν(t, x)|q−2J∂ψqμ Uν(t, x)








(|J∂ψqμ Uν(t, x)|q−2 + |J∂ψqν Uν(t, x)|q−2)|J∂ψqμ Uν(t, x)− J∂ψqν Uν(t, x)|























2(q − 1) = 1.
Let V1 = J
∂ψq
μ Uν and V2 = J
∂ψq
ν Uν , then the definition of resolvent operator yields
Uν = V1 + μ∂ψq(V1) = V2 + ν∂ψq(V2), that is
J∂ψqμ Uν − J∂ψqν Uν = V1 − V2 = ν∂ψq(V2)− μ∂ψq(V1),
whence follows
(6.2.16)
|J∂ψqμ Uν − J∂ψqν Uν |L2 ≤ (μ+ ν)(|∂ψq(V2)|L2 + |μ∂ψq(V1)|L2)
= (μ+ ν)(|∂ψq(J∂ψqν Uν)|L2 + |∂ψq(J∂ψqμ Uν)|L2).













































Thus in view of (6.2.11), (6.2.13) and (6.2.17), we obtain
1
2








Therefore Gronwall’s inequality yields that {Uμ(t)}μ>0 forms a Cauchy net as μ, ν ↓ 0.
By the a priori estimates (6.2.4) and (6.2.10), we obtain the following convergences
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of subsequence {Uμn(t)}n∈N ⊂ {Uμ(t)}μ>0 as n → ∞:






(t) weakly in L2(0, T ;L2(Ω)),(6.2.19)
∂ϕ(Uμn(t)) ⇀ ∂ϕ(U(t)) weakly in L
2(0, T ;L2(Ω)),(6.2.20)
∂ψr(Uμn(t)) ⇀ ∂ψr(U(t)) weakly in L
2(0, T ;L2(Ω)),(6.2.21)
∂ψq(Uμn(t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)),(6.2.22)
∂ψq,μn(Uμn(t)) ⇀ ∂ψq(U(t)) weakly in L
2(0, T ;L2(Ω)),(6.2.23)
where we used the demi-closedness of d
dt
, ∂ϕ, ∂ψr, ∂ψq. We note that (6.2.18) implies
J
∂ψq
μn Uμn(t) → U(t) strongly in L2(0, T ;L2(Ω)) (see (4.3.32)).
Hence U(t) is the desired solution of (AE)ε and the uniqueness follows from the fact
that {Uμ(t)}μ>0 forms a Cauchy net in C([0, T ];L2(Ω)).
6.3 Proofs of Theorems 6.1 and 6.2
In this section we establish local (in time) a priori estimates for solutions {U ε(t)}ε>0
of auxiliary equations (AE)ε in order to show the existence of the unique local solution
of (ACGL)−.
Lemma 6.7.
Let U(t) = U ε(t) be the solution of (AE)ε. Then there exist C3 and T0 > 0 depending













Proof. Multiplying (AE)ε by U(t) and ∂ϕ(U(t)) and using Young’s inequality, (ii.1.6),





































































2q −N(q − 2) if N ≥ 3 and 2N − 2
N − 2 < q.
























































2(q−1) + C0sρ is a non-decreasing
function.
Here we recall the following lemma:
Lemma (Ôtani [62], p. 360. Lemma 2.2).
Let y(t) be a bounded measurable non-negative function on [0, T ] and suppose that there
exist y0 ≥ 0 and a monotone non-decreasing function m(·) : [0,+∞) → [0,+∞) such
that
(6.3.7) y(t) ≤ y0 +
∫ t
0
m(y(s))ds a.e. t ∈ (0, T ).
Then there exists a number S = S(y0,m(·)) ∈ (0, T ] such that
(6.3.8) y(t) ≤ y0 + 1 a.e. t ∈ [0, S].
We apply the above lemma with y(t) = |U(t)|2
L2
+ 2ϕ(U(t)), m(·) = 2l(·) so that we
obtain (6.3.1) with
(6.3.9) T0 = S(|U0|2L2 + 2ϕ(U0), 2l(·)).
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We note that Theorem 6.2 follows directly from the definition of T0.
By a priori estimate (6.3.1), inequality (6.3.4)with q replaced by r and assumption














Moreover we have the strong convergence of {U ε(t)}ε>0 in C([0, T ];L2(Ω)). Indeed,
multiplying the difference of two equations (AE)ε − (AE)ε′ by U ε(t)− U ε′(t), using the






|U ε(t)− U ε′(t)|2
L2
+ 2λϕ(U ε(t)− U ε′(t))
+ (ε∂ψr(U
ε(t))− ε′∂ψr(U ε′(t)), U ε(t)− U ε′(t))L2
≤ γ+|U ε(t)−U ε′(t)|2L2+((κ+Iβ)(∂ψq(U ε(t))−∂ψq(U ε
′
(t))), U ε(t)−U ε′(t))L2





q )|U ε(t)− U ε′(t)|2
Lq ,
where the constant ˜̃C = C̃q
q−2
q depends only on q, κ, β.
We here assume ε < ε′ without loss of generality. By monotonicity of ∂ψr and the
definition of subdifferential operators, we obtain
(6.3.12)
(ε∂ψr(U
ε(t))− ε′∂ψr(U ε′(t)), U ε(t)− U ε′(t))L2
= ε(∂ψr(U
ε(t))− ∂ψr(U ε′(t)), U ε(t)− U ε′(t))L2
+ (ε− ε′)(∂ψr(U ε′(t)), U ε(t)− U ε′(t))L2
≥ (ε− ε′)(ψr(U ε(t))− ψr(U ε′(t))).






|U ε(t)− U ε′(t)|2
L2
+ 2λϕ(U ε(t)− U ε′(t))





q )|U ε(t)− U ε′(t)|2
Lq
+ (ε′ − ε)(ψr(U ε(t))− ψr(U ε′(t))).
≤ γ+|U ε(t)− U ε′(t)|2L2 + 2 ˜̃CC
q−2
q











|U ε(t)− U ε′(t)|2
L2
+ 2λϕ(U ε(t)− U ε′(t))
≤ γ+|U ε(t)− U ε′(t)|2L2 +
λ
2
|∇(U ε(t)− U ε′(t))|2
L2
+ C4|U ε(t)− U ε′(t)|2L2 + (ε′ − ε)C3.
132
Thus by Gronwall’s inequality, we can conclude that {U ε(t)}ε>0 forms a Cauchy net.
By a priori estimates (6.3.1) and (6.3.10), we can extract a subsequence {U εn(t)}n∈N ⊂
{U ε(t)}ε>0 such that:






(t) weakly in L2(0, T0;L2(Ω)),(6.3.15)
∂ϕ(U εn(t)) ⇀ ∂ϕ(U(t)) weakly in L2(0, T0;L2(Ω)),(6.3.16)
εn∂ψr(U
εn(t)) → 0 strongly in L2(0, T0;L2(Ω)),(6.3.17)
∂ψq(U
εn(t)) ⇀ ∂ψq(U(t)) weakly in L2(0, T0;L2(Ω)),(6.3.18)
where we used the demi-closedness of d
dt
, ∂ϕ, ∂ψq. Then wee see that U is the desired
solution of (ACGL)−.
The uniqueness part follows from the fact that {U ε(t)}ε>0 forms a Cauchy net.
6.4 Proof of Theorem 6.3
In order to give an estimate for the real parts of equation (CGL)− from below, we
prepare the following lemma.
Lemma 6.8.
Let all assumptions in Theorem 6.3 be satisfied. Then there exist ε0 > 0 and δ > 0 such
that for all U ∈ D(ϕ) = H10(Ω) satisfying 12 |U |2L2 + ϕ(U) ≤ ε0, the following estimate
holds.









Proof. We multiply λ∂ϕ(U)− κ∂ψq(U)− γU by U . Then we get by (6.2.14)
(6.4.2)
(λ∂ϕ(U)− κ∂ψq(U)− γU, U)L2


















































, we obtain (6.4.1).





for small initial data.
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Lemma 6.9.
Let all assumptions in Theorem 6.3 be satisfied. Then there exist ε1 > 0 and L > 0
independent of T such that for any r ∈ (0, ε1), if 12 |U0|2L2 + ϕ(U0) ≤ r2 and ‖F‖2 ≤ r,






+ ϕ(U(t)) < Lr2 ∀t ∈ [0, S].
Proof. We fix L and ε1 by
L =
[




























(ε0 is the number appearing in Lemma 6.8).(6.4.5)
Then we claim that (6.4.3) holds true for all t ∈ [0, S]. Suppose that this is not the










+ ϕ(U(t)) < Lr2 ∀t ∈ [0, t1) and 1
2
|U(t1)|2L2 + ϕ(U(t1)) = Lr2.
We are going to show that this leads to a contradiction. We first multiply (ACGL)− by
U(t) for t ∈ [0, t1]. Then since 12 |U(t)|2L2 + ϕ(U(t)) ≤ Lr2 ≤ ε0 for all t ∈ [0, t1], Lemma















≤ |F (t)|L2 |U(t)|L2 ∀t ∈ [0, t1],(6.4.7)










where we used the fact that |U(0)|L2 ≤ ε0 and ||||F (t)|L2 |||1 = ‖F‖2 ≤ r.

















where ϕ̃(U(t)) is the zero extension of ϕ(U(t)) to [0,∞).
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∀t ∈ [0, t1].
Without loss of generality, we can take Lr ≤ Lε1 = ε0 ≤ 1. Then since ρ > 1, in view of




















which together with (6.4.8) contradicts (6.4.6).









Asymptotic behavior of (ACGL)‖
7.1 Variational structure of (ACGL)‖
The following states the existence of a Lyapunov functional for (ACGL)‖:
Lemma 7.1.
Let U be the solution of (ACGL)‖ satisfying (i)-(iii) of Theorem 6.1. Then the following
energy decreases monotonically:
(7.1.1) J(U) := ϕ(U)− ψq(U)− γ
cos θ
ψ2(U).





















where we used the fact that cos θ + sin θI =
(
cos θ sin θ
− sin θ cos θ
)
is an isometric transfor-
mation in L2(Ω).




) ≤ J(U0) ∀t ≥ 0.
7.2 Main Results
In order to formulate our results, we need another functional j(U) defined by











ψ2(U(t)) = − cos θ
[




= − cos θj(U(t)).
When Ω is bounded (at least in one direction), we recall the existence of the exponent
λ1 (ii.1.1). Then our results are stated as follows according to the following three cases:
1. “γ < 0” or Ω is bounded (at least in one direction) and 0 ≤ γ < λ−11 cos θ,
2. Ω is bounded (at least in one direction) and γ ≥ λ−11 cos θ,
3. Ω is unbounded and γ ≥ 0.
Theorem 7.2.
Assume that γ < 0 holds or Ω is bounded (at least in one direction) and 0 ≤ γ <
λ−11 cos θ. Then there exists a positive number d such that if we define W and V by
W :=
{





U ∈ H10(Ω) | j(U) < 0, J(U) < d
}
,(7.2.4)
then the following holds:
1. Let U0 ∈ W , then the corresponding solution exists globally and its H1-norm are
bounded above,
2. Let U0 ∈ V , then the corresponding solution blows up in finite time.
Theorem 7.3.







Then corresponding solution blows up in finite time.
Theorem 7.4.





Then the corresponding solution blows up in finite time.
Remark 7.1.




ψ2(U0) < 0 ≤ λ−11 ψ2(U0).
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As for the uniform bounds of H1-norm for global solutions, we have the following
result:
Theorem 7.5.
Assume that γ < 0 holds or Ω is bounded (at least in one direction) and 0 ≤ γ < λ−11 cos θ












7.3 Proofs of Theorems 7.2-7.4
7.3.1 Proof of Theorem 7.2
Proof of Theorem 7.2. Assume that γ < 0 holds or Ω is bounded (at least in one direc-
tion) and 0 ≤ γ < λ−11 cos θ. Then
(7.3.1) ϕ1(U) := ϕ(U)− γ
cos θ
ψ2(U)
gives the norm equivalent to the H1-norm. Since q is assumed to be Sobolev subcritical,
we can define






i.e., C1 gives the best possible constant for the inequality:










In what follows, by putting X = ψq(U) and Y = ϕ
1(U), we work in the X-Y plane.
Let C be the curve given by C = {(X, Y ) | Y = (C−11 X)
2
q } and l be the tangential
line of C such that l contacts C at the point (X0, Y0) and its slope is equal to one. Then
we easily find that



















and the line l can be expressed as



















the Nehari manifold {U ∈ H10(Ω) | j(U) = 0} is nothing but the
line connecting the origin and (X0, Y0).
























ψ2(U) if γ < 0,








Thus, if we define d > 0 by (7.3.5), then W and V are disjoint subsets in X-Y plane
described in Figure 7.3.1.
Therefore, since J(U(t)) is monotone decreasing by (7.1.3), it is clear that
If U0 ∈ W, then U(t) ∈ W ∀t ∈ [0, Tm),(7.3.6)
If U0 ∈ V, then U(t) ∈ V ∀t ∈ [0, Tm).(7.3.7)
Then the first assertion of Theorem 7.2 is derived from (7.3.6) and Theorem 6.2.
We are going to prove the second assertion by contradiction. Let U0 ∈ V and assume
that Tm = +∞. Then we find that U(t) ∈ V implies
(7.3.8) ϕ1(U(t)) ≥ Y0 = q
q − 2 and j(U(t)) < 0,
and hence
(7.3.9) j(U(t)) = q
[









ψ2(U(t)) ≥ −q cos θ[J(U(t))− d] ≥ 0.
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ψ2(U(t)) ≥ ψ2(U(t)) d
dt
J(U(t)).




































2 ≥ [J(U(t))− d]ψ2(U(t))−
q
2 .
Substituting (7.3.13) into (7.3.10), we obtain
d
dt





Hnece, since q > 2, there exists a finite T1 such that limt→T1 ψ2(U(t)) = +∞, which
contradicts Tm = +∞.
Remark 7.2.
The assertion of Theorem 7.2 still holds true for the case where J(U0) = d. In fact, let
J(U0) = d and j(U0) > 0, then the continuity of j(U(t)) implies that there exists t1 > 0
such that
(7.3.14) j(U(t)) > 0 ∀ t ∈ [0, t1].
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We claim here that J(U(t)) < d for all t ∈ (0, t1]. If this is not the case, then there
exists t2 ∈ (0, t1] such at J(U(t2)) = d. Since t → J(U(t)) is monotone decreasing, we
find that J(U(t)) ≡ d for all t ∈ [0, t2], which implies ddtJ(U(t)) = 0 for a.e. t ∈ (0, t2).
Hence, by (7.1.2), dU
dt
(t) = 0 a.e. t ∈ (0, t2), i.e., U(t) ≡ U gives a stationary solution of
(ACGL)‖. Therefore by (7.2.2), j(U(t)) = 0 for all t ∈ (0, t2], which contradicts (7.3.14).
Thus we get U(t) ∈ W for all t > 0. For the case where J(U0) = d and j(U0) < 0, we
can repeat much the same argument as above.
7.3.2 Proof of Theorem 7.3
Proof of Theorem 7.3. Because of γ ≥ λ−11 cos θ, ϕ1(U) = ϕ(U)− γcos θψ2(U) is not coer-
cive anymore. Hence we can not rely on the phase-plane method used in the proof of The-






















































ψ2(U(t)) = − cos θj(U(t))















We here claim that
(7.3.17) j(U(t)) < 0 ∀t ∈ [0,∞).














ψ2(U0) < 0, there exists t1 > 0 such that
(7.3.18) j(U(t)) < 0 ∀t ∈ [0, t1) and j(U(t1)) = 0.
Since d
dt




























































2 < 0 ∀ t ∈ [0, t1).











which contradicts (7.3.18). Thus (7.3.17) holds true and d
dt
ψ2(U(t)) > 0 for all t > 0.


















Hence, since − [J(U0) + ( γcos θ − λ−11 )ψ2(U0)] > 0, it is easy to see that ψ2(U(t)) blows
up in finite time.
Remark 7.3.
In Theorem 7.3, we can show the blow-up of solutions under a slightly weaker assumption
on U0. Let γ > λ
−1






ψ2(U0) ≤ 0 and neither U0 = 0 nor U0 is
not the eigen-function to the first eigenvalue, then the corresponding solution blows-up
in finite time.

















































On the other hand since U0 is not the eigen-function to the first eigenvalue, we have
ψ2(U0)
ϕ(U0)






is continuous, there exist t2 > 0 and δ > 0 such that
(7.3.21) j(U(t)) ≤ −δ, ψ2(U(t)) ≥ δ and ϕ(U(t))
ψ2(U(t))
≥ λ−11 + δ ∀t ∈ [0, t2].
Moreover, we get d
dt
ψ2(U(t)) > 0 for all t ∈ [0, t2] and by (7.3.15)
j(U(t)) = q
[


















− (q − 2)δψ2(U(t)).















































δψ2(U(t))j(U(t)) ≤ −q − 2
2

























2 − q − 2
2
cos θδ3t ∀t ∈ (0, t2],
whence follows J(U(t2))−
(
λ−11 − γcos θ
)
ψ2(U(t2)) < 0.
7.3.3 Proof of Theorem 7.4








































ψ2(U(t)) = − cos θj(U(t))








We again claim that
(7.3.24) j(U(t)) < 0 ∀ t ∈ [0,∞).









ψ2(U0) < 0, there exists t1 > 0 such that
(7.3.25) j(U(t)) < 0 ∀t ∈ [0, t1) and j(U(t1)) = 0.



















































2 < 0 ∀ t ∈ [0, t1).
















which means ψ2(U(t)) blows up in finite time.
Remark 7.4.
In Theorem 7.4, we can show the blow-up of solutions under a slightly weaker assumption
on U0. Let J(U0) +
γ
cos θ
ψ2(U0) ≤ 0, U0 = 0 and γ > 0, then the corresponding solution
blows up in finite time.











Then there exists t2 > 0 and δ > 0 such that
(7.3.29) j(U(t)) ≤ −δ and ϕ(U(t)) ≥ δ ∀t ∈ [0, t2].
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Moreover, we get d
dt










− (q − 2)ϕ(U(t)).










































cos θϕ(U(t))j(U(t)) ≤ −q − 2
2



















2 − q − 2
2
cos θδ2t ∀t ∈ (0, t2],




7.4 Proof of Theorem 7.5
We prove Theorem 7.5 by the simplified argument of [74].











Let γ < 0, or, Ω is bounded (at least in one direction) and 0 ≤ γ < λ−11 cos θ. Let U be




is monotonically increasing on t ≥ t0














) ≥ d ∀ t ≥ 0,
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since otherwise either blow-up in finite time or global H1-bounds holds. Moreover mono-




)→ c ≥ d as t → +∞,
that is for all (ε cos θ)2 > 0, there exists s0 = s0(ε) > 0 such that for all t ≥ s0, it holds
that









, integrating this over (s, t) we obtain by (7.1.2) and
(7.4.2)


















≤ |U(s)|L2 + 1
cos θ
[J(U(s))− c] 12 (t− s) 12






≤ ε for all ε > 0,
which implies (7.4.1).
We here claim that for every global solution, ϕ1(U(t)) does not tend to ∞ as t → ∞.
Claim 1.
























ψ2(U(t)) = − cos θ
[




















0 < δ0 :=
⎧⎨
⎩





, if Ω is bounded (at least in one direction)
and 0 < γ < λ−11 cos θ.








By the assumption (7.4.3), there exists t0 > 0 such that
(7.4.9) ϕ1(U(t)) ≥ qJ(U0) ∀t ≥ t0.
















holds for all t > t0 which contradicts Lemma 7.6. Thus (7.4.9) does not hold for any
t0 > 0. Hence we obtain (7.4.4).
We next prove the following claim:
Claim 2.








More precisely, we get
(7.4.11) lim sup
t→+∞
ϕ1(U(t)) < qJ(U0) + 1.
Proof of Claim 2. Assume (7.4.11) does not hold, that is, by (7.4.4)
lim inf
t→+∞




ϕ1(U(t)) ≥ qJ(U0) + 1
hold. So we can take the sequence ∗tn, t∗n → ∞ such that
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(i) ∗tn < t∗n <
∗tn+1 for all n ∈ N,
(ii) ϕ1(U(∗tn)) = qJ(U0), ϕ1(U(t∗n)) = qJ(U0) + 1 and
ϕ1(U(t)) > qJ(U0) for t ∈ (∗tn, t∗n), n ∈ N.

























→ 0 as t → +∞.























= − cos θ
[
















≥ − q cos θJ(U0) + 2 cos θϕ1(U(t))
≥ q cos θJ(U0).
on (∗tn, t∗n). Thus by (7.4.8), we have the boundedness of ψ2(U(t)) on t ∈ (∗tn, t∗n):







We integrate (7.4.13) with respect to t over (∗tn, t∗n), then combine this with (7.4.12)
and (7.4.14) to obtain







whence follows ∗tn − t∗n → 0 as n → +∞ which contradicts Remark 6.1.
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Remark 7.5.
We can prove that for a global solution U(t), the ω-limiting set ω(U) of U(t) is contained
in the set of all stationary solutions of (ACGL)‖ (see Ôtani [59]).
Remark 7.6.
As a concluding remark, we note that the H1-boundedness of solution is equivalent to the
L∞-boundedness of solutions for general Ginzburg-Landau equation (ACGL)±, provided
that 2 < q < 2∗.
Claim 3.
Let U be a solution of (ACGL)± on (0, T ) with U0 ∈ H10(Ω).
Assume |U(t)|L∞ ≤ ∃K1 for a.e. t ∈ (0, T ). Then |U(t)|H1 ≤ ∃L1 for all t ∈ (0, T ).
To the contrary, assume |U(t)|H1 ≤ ∃K2 for a.e. t ∈ (0, T ). Then for all δ > 0 there
exists L2 > 0 such that |U(t)|L∞ ≤ L2 for all t ∈ (δ, T ).
Proof. Let U(t) be a solution of (ACGL)± on (0, T ) with U0 ∈ H10(Ω) and assume
|U(t)|L∞ ≤ ∃K1 foa a.e. t ∈ (0, T ). Then multiplying (ACGL)± by U(t) and integrating








































where γ+ is given in (1.4.4). Gronwall’s inequality yields that U(t) ∈ L∞(0, T ;L2(Ω)),
i.e., there exists a constant K̃1 such that
|U(t)|L2 ≤ K̃1 for a.e. t ∈ (0, T ).















































whence follows the first assertion.
First we note that the uniform H1 bounds implies the uniform L2
∗
bounds. As for
the second assertion, we use the linear theory and Lp-Lq estimates for the semi-group
{e−(λ+αI)t∂ϕ}t≥0:
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Lemma (Proposition 2.1. (d) Shimotsuma-Yokota-Yoshii [69]).




+ (λ+ αI)∂ϕ(V ) = 0,
V (0) = V0.
Then the following estimates holds:






q )|V0|Lp for 1 < p ≤ q ≤ ∞.
As in the usual semi-linear theory, a strong solution U of (ACGL)± satisfies Duhamel’s
formula:




Assume U ∈ L∞(δn, T ;Lan(Ω) ∩ L2∗(Ω)). Then taking the Lan+1-norm of (ICGL)± with
use of (7.4.15), we obtain












































What we have to check is the second inequality holds with an = ∞ for sufficiently large
but finite n with a0 = 2


























q − 2 < 0 ⇔ q <
2N
N − 2 ,
whence follows the second assertion.
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3. Kuroda, T.; Ôtani, M., “Local well-posedness of the complex Ginzburg-Landau
equation in bounded domains,” Nonlinear Anal. Real World Appl., 45 (2019)
877-894.
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