In this paper, we consider the neighbouring extremals for a class of optimal control problems with control constraints. We rst solve the optimal control problem using control parameterization method to obtain the optimal open-loop control and the optimal reference state. Then, a neighbouring feedback control law is derived for small state perturbations caused by changes on reference state at switching times.
Introduction
In general, optimal control problems, which are considerably complex and involve a dynamic system. There are very few real-world optimal control problems that lend themselves to analytical solutions. As a result, using numerical algorithms to solve the optimal control problems becomes a common approach [1] [2] [3] [4] . Among these is the control parameterization method [4, 5] , which discretizes the control space by approximating the control by a piecewise-constant function and thereby yields an approximate nonlinear programming problem. This approximate problem can then be solved ef ciently to obtain open-loop optimal controls using standard gradient-based optimization techniques [6] . However, it is well known that the open-loop optimal control is very sensitive to disturbances due to uncertainty in the initial conditions or model equations. Thus, a feedback controller is much superior in practice. The task of fully synthesizing a closed-loop optimal control is, however, very dif cult since the solution of a nonlinear Hamilton-Jacobi-Bellman partial differential equation is required [7] .
The neighboring extremal method provides a rst-order approximation to the optimal solution corresponding to the disturbance [8] . For unconstrained optimal control problems, a neighbouring extremal solution was derived using second variation for situation where only the initial and/or terminal conditions are perturbed [9] . This method is extended to dynamic optimization problems with perturbations in additional parameter vector [10] . For constrained optimal control problems, a method of computing neighbouring extremal for nonlinear systems with control constraints is developed [11] . Furthermore, neighbouring extremal solutions are obtained for nonlinear systems with state constraints [12] [13] [14] [15] [16] . However, the above mentioned methods are based on the assumption that a continuous optimal control can be obtained exactly.
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control problems subject to control constraints. We assume that an initial condition for the dynamic systems is speci ed. Then, we obtain a reference open-loop optimal piecewise constant control using the control parameterization method [5] . Furthermore, a neighbouring control law in a state feedback form is derived for small state perturbations caused by changes on reference state at switching times.
Optimal Control Problem
Consider the following nonlinear control system:
where x(t) ∈ R n is the system's state at time t, u(t) ∈ R m is the system's control signal at time t, x 0 is a given initial state, T > 0 is a given terminal time, and f : R × R n × R m → R n is a given continuously differentiable function. We suppose that the control signal is subject to the following constraints:
where φ : R m → R q is a given continuously differentiable function. Any measurable function u : [0, T ] → R m such that (3) holds for almost all t ∈ [0, T ] is called a feasible control. Let F be the class of all such feasible controls.
Assume that system (1)- (2) has a unique solution x(·|u) corresponding to each u ∈ F on [0, T ]. We now state our optimal control problem as follows.
Problem P. Choose a feasible control u ∈ F to minimize the cost functional
where Φ :
Note that Problem P is a general form of optimal control problems subject to control constraints.
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Control Parameterization
Generally speaking, Problem P is too complicated to solve analytically. Thus, in practice, an approximation of Problem P is obtained using the control parameterization method [5] .
Let p ≥ 2 be a given integer. Furthermore, let τ i , i = 0, 1, . . . , p, be given partition points of [0, T ] such that
For given vectors
We approximate the control u by the following piecewiseconstant function:
where χ [τi−1,τi) : R → R is the characteristic function dened by
Substituting the piecewise-constant control (7) into the dynamic system (1)-(2) yieldṡ
Under the control approximation (7), the control constraint (3) becomes
Let Ξ denote the set of all control value vectors σ = (σ 1 , . . . , σ p ) satisfying the constraints (11) . Furthermore, let A(i|σ) ⊆ {1, . . . , q} be the index set de ning the active constraints at the point σ i , that is,
Assume that x p (·|σ) is the solution of system (9)-(10) corresponding to each σ ∈ Ξ on [0, T ]. We may now specify the approximate problem as follows.
Problem P(p). Choose a control value vector σ ∈ Ξ to minimize the cost functional
4 The Optimal Reference and Neighbouring Trajectories
Optimal Reference Trajectory
Problem P(p) can be numerically solved by gradient-based optimization methods [4] . Let σ * be the optimal control value vector and x p * (·) = x p (·|σ * ) be the optimal reference trajectory of Problem P(p), respectively. Furthermore, let H and L be Hamiltonian and Lagrangian functions de ned, respectively, by
where
It follows from gradient formulae [5] and Karush-KuhnTucker optimality conditions [6] that there exists a continuous vector λ * (t) ∈ R n and multiplier ρ * ∈ R pq such that σ * , x p * (·), λ * (·) and ρ * meet all the following necessary conditions for optimality:
Optimal Neighbouring Trajectory
It should be noted that the optimal control σ * , the optimal trajectories x p * and λ * satisfying the necessary conditions of optimality (17)-(25) are sensitive to disturbances. Now, we consider the neighbouring trajectories of the optimal trajectories under some disturbances. Let k ∈ {1, . . . , p} be arbitrary but xed. De nē
and
We treatσ * ,ρ * , x k * and λ k * as the functions of the optimal state x k * (τ k−1 ). Thus, they are written asσ
) be a perturbation of the optimal state x k * (τ k−1 ) and h ∈ R n be a vector in the direction of δx k (τ k−1 ) such that δx k (τ k−1 ) = h for some ∈ [0, 1]. For brevity in the remaining part of this paper, we denote x k * (τ k−1 ) + h by y( ). Letσ =σ * (y( )),ρ =ρ * (y( )), x k (t) = x k * (t|y( )) and λ k (t) = λ k * (t|y( )) be the neighbouring points. We now make the following assumptions.
Assumption 1.
The function φ is twice continuously differentiable, i.e., φ(·) ∈ C 2 .
Assumption 2.
If φ j (σ * l (x k * (τ k−1 ))) = 0 for some l ∈ {k, . . . , p} and j ∈ {1, . . . , q}, then there exists an 0 > 0 such that φ j (σ * l (y( ))) = 0 for all ∈ [0, 0 ] uniformly with respect to h ∈ R n and h ≤ 1.
Under the above assumptions, it is necessary that conditions (17)-(25) are satis ed for these neighbouring points to remain optimal. Namely,
wherē
for > 0 suf ciently small, where
Also
be an optimal neighbouring trajectory for some > 0. Then for each l = k, . . . , p,
Proof. It follows from (38) that for l = k, . . . , p,
The rst term in the above equation is zero since either φ l j (σ * l ) = 0 or (41) holds. Since h ∈ R n is arbitrary, we have
On this basis, the conclusion follows from (22). This completes the proof.
Proof. Suppose that j ∈ A * (l). By Assumption 2, there exists 0 > 0 such that φ j (σ l ) = 0 for all 0 ≤ ≤ 0 . It follows from the continuity of φ andσ * l (y( )) that
Since h is arbitrary, (43) follows. Suppose that j / ∈ A * (l), thenρ * l j (y( )) = 0. Sinceρ * l is continuous at y, (44) follows by a similar arguments.
Theorem 2. Let x
k (τ k−1 ) = y( ),σ =σ * (y( )) and λ k (t) = λ k * (t|y( )) be an optimal neighbouring trajectory for some > 0. Then for each l = k, . . . , p,
where f l * (t) = f (t, x k * (t),σ * l ), and
Proof. Since (x k ,σ, λ k ) is optimal, it follows that for l = k, . . . , p, 
Conclusions
In this paper, we developed an approach computing the neighbouring extremals for optimal control problems with control constraints. The optimal control problems was rst solved by control parameterization method to obtain the optimal open-loop control. Then, a neighbouring feedback control law was constructed using the neighbouring extremal method.
Further work still needs to be done to test the proposed computational approach using numerical examples.
