Background: Several descriptors are used to characterize the dosimetric parameters of a photon beam through an attenuator. This study evaluates these descriptors analytically through various thicknesses of Gamma Putty. Specifically, we measure percent ionization depth doses as a function of depth and field size, and fit three models to the data. Materials and Methods: Measurements of percent ionization at various depths along the central axis were generated from 6 MV and 18 MV photon beams at a source-axis distance of 100 cm with an ionization in solid water phantom. We fit analytic models to the data to determine linear attenuation, beam hardening, beam quality, and electron contamination. Results: We report best-fit parameters for all the analytical models. All models yielded a root mean square (RMS) error of less than 1% with respect to the data. At depths below 5cm in the phantom, the largest attenuation coefficients (μ) were observed for the 6 MV beam, regardless of Gamma Putty thickness. Also, the smallest field sizes (4×4 and 5×5 cm 2 ) have the largest attenuation coefficients at these depths, for both beam energies. At a depth of 10 cm, the variation in μ was negligible for both beam energies. Conclusions: By fitting parametric models to axial ionization profiles, it is possible to characterize the dosimetric parameters of any attenuator as a function of thickness and field size, without knowing the precise spectral distribution of the beam. Parameters such as attenuation coefficients, beam hardening, and electron contamination can then be calculated accurately for any combination of field size and attenuator thickness.
Introduction
The aim of radiotherapy cancer treatment is to deliver a large dose to the tumor while minimizing its effect on the surrounding tissues. Some radiation therapies use compensators for missing tissue, in order to obtain a uniform dose distribution at the desired depth. In most cases, this is done either through a combination of beams, or by shaping the field using blocks made of different materials or multi-leaf collimators. The use of such modifiers influences the received radiation dose, quantified at certain reference points in a patient or phantom [1] [2] , and is subject to factors that include primary and scattered radiation [3] [4] . These factors in turn are dependent on the atomic number of the material, beam energy, reference depth, and field size.
The literature contains several attempts to characterize the dosimetric parameters of radiotherapy modifiers, such as linear attenuation and beam hardening. The iterative method [5] [6] [7] [8] has been used to determine linear attenuation coefficients for radiotherapy modifiers under a variety of conditions: depth, field size, components, and thickness. The linear attenuation coefficient, which can vary with depth through the tissue or phantom, is the result of several independent interaction processes between photons and atoms. For example, it includes photoelectric absorption, scattering, and pair production. By studying the attenuation of incident photon beams in a material, it is possible to identify its internal structure and composition. Furthermore, even through a simple analysis of the percent ionization depth dose (PDD) in an absorbing medium, it is possible to accurately model the beam's interaction with the patient. This procedure entails some prior experimental measurements to fit and validate a parametric model.
There are many advantages to this approach. First, it is easy to detect and explain outliers in the experimental data and also among the results published by different studies. Second, interpolation and correlation can be used to incorporate data published by other sources into the model, thereby reducing the number of measurements that needs to be collected on site. LeBron et al. [9] echo this assertion by advocating the portability of data sets and the ease of evaluating the characteristics of different materials. For instance, Du Plessis et al. [7] present a detailed analysis of linear attenuation measurements in several materials with different atomic numbers. Specifically, they use a Monte Carlo model with the DOSXYZ code to quantify the dependence of linear attenuation on field size for narrow beams. They also discuss the importance of lateral equilibrium in narrow beam geometries.
In related work, Bjärngard et al. [10] analyzed attenuation factors in high-energy x-ray beams, and provided a framework to determine the beam hardening and softening coefficients. Similarly, Kleinschmidt et al. [11] defined a beam hardening coefficient based on the change in the mean attenuation coefficient, and offered a formal definition of the average attenuation coefficient, <μ>. Alles et al. [12] discussed the theoretical basis of the average attenuation coefficient, explaining its behavior as a consequence of beam hardening and spectral width. El-Khatib et al. [1] published attenuation coefficients derived from lead modifiers, for several types of photon beams at various depths. They used an analytical expression based on Klein-Nishina coefficients and Compton scattering to calculate the first-order scatter induced by the lead modifier.
The objective of this study is twofold: to characterize the properties of Gamma Putty as a radiotherapy modifier, and to validate several functional representations of attenuation properties proposed in the literature. We used a megavoltage photon beam and examined the effects of field size, beam energy, and attenuator thickness on several dosimetric parameters and beam quality measures. First of these is the linear attenuation coefficient, as discussed above. Second, we evaluated D 20 /D 10 , a quality measure closely related to the mean attenuation coefficient of the photon beam. Third, when a photon beam strikes the attenuator, its spectrum can harden or soften, increasing or decreasing the mean photon energy respectively. Hence, we use the 10cm and 20cm depth doses to fit an analytical model that includes a beam hardening coefficient as one of its free parameters. Finally, we use the percent ionization dose curve to fit a model of electron contamination at the phantom surface.
Materials and methods

Measurements
To evaluate linear attenuation and the effects of beam hardening and softening, we measure relative ionization at various depths. Compensator blocks (attenuators) were manufactured from Gamma Putty (Shieldwerx, Rio Rancho, New Mexico, USA), which is iron poly putty (LDPE) loaded with 90% bismuth. Circular blocks of Gamma Putty (Fig. 1a) with various thicknesses (t=0.3, 0.5, 1.0, 1.5, 2.0, 2.5 cm) were positioned directly on solid water (CNMC, Nashville, USA) phantoms for the measurements. Ionization measurements were made along the central axis using a Farmer chamber (PTW FREIBURG, Freiburg, Germany), from a depth of 23 cm to the surface (Fig. 1b) .
Megavoltage (6 and 18 MV) x-ray beams generated by a Varian 21 EX linear accelerator (Varian Medical systems Palo alto USA) were used for this study. Ionization data were recorded using an electrometer (Victoreen 500, Fluke Biomedical Radiation, Ohio, USA) at various depths in the solid water, both with and without a Gamma Putty modifier in place. The beams were shaped into square fields of various sizes (4×4cm  2 , 5×5 cm  2 ,  6×6 cm  2 , 7×7 cm  2 , 8×8 cm  2 , 9×9 cm  2 , and 10×10  cm 2 ). The source-axis distance (SSD) was always 100 cm. In addition to full relative ionization depth profiles, we directly calculated the quality index D 20 /D 10 (the ratio of charge measured in the solid water at 20 cm and 10 cm depths). 
Analytical models
Attenuation coefficient
The attenuation factor for a given beam modifier is often assumed to be independent of field size, depth, and SSD. In fact, the attenuation factor not only depends on all these factors but also should be measured at depths well beyond the maximum range of electron contamination. A beam modifier in contact with the patient's skin has two effects on the dose profile. It attenuates the incident beam, as intended, but it also generates scattered radiation which enhances the primary beam inside the patient. The width of the incident beam in particular can have a significant effect on the profile of this scattered radiation.
For this reason, several analytical models for the percentage ionization depth doses of a high-energy photon beam have been proposed in the literature. In this research, we fit several such models to our data and report the model parameters and attenuation factors inferred from the models.
The first model was proposed by Birgani et al [5] . For each attenuator thickness (t), the observed transmission curve is modeled as a function of field size (f). The transmission is modeled as a difference between two exponential curves, with a total of four free parameters, according to the following expression: ≥ 0.998. Note that PDD (z, f) includes the percentage ionization depth dose from both transmitted and scattered x-rays in the solid water phantom. The attenuation coefficients µ (z, f) obtained from this first model play a major role in characterizing the effects and utility of Gamma Putty as a beam modifier.
Beam hardening coefficient
The underlying complexity of beam modifiers and how they affect a megavoltage photon beam was also analyzed by Bjärngard et al. [10] . Our second model for percent depth ionization is based on their research:
where ύ and η are the attenuation factor and beam hardening coefficients respectively. This parameterization of PDD was performed using only two depth measurements (10 and 20 cm). Note that in addition to the expected hardening of the primary photon spectrum due to absorption of low-energy photons, the beam can also be softened by the continuous production of low-energy scattered photons, as described by Leung et al [13] .
Beam quality
The overall beam quality was evaluated as D 20 /D 10 , the ratio of the percentage ionization doses measured at 20 cm and 10 cm in a parallel beam. These are the same measurements used to fit the beam hardening model of Eq. (3).
Electron contamination
Brahme et al. [14] provided an analytic model for the shape of the depth dose curve with three independent parameters:
Using this model, the bremsstrahlung dose at the surface is given by K (1.0−v). Brahme et al. [19] showed that the proportion of this does due to contaminating electrons is given by the expression (1.0−v). This model fits the full percent ionization depth dose curves with an RMS error smaller than 1% and a correlation coefficient R 2 ≥ 0.99.
Results
Attenuation factor models
Figures 2-4 fit the results of our percent ionization curve measurements to the Birgani et al. [5] model. The curves labeled "calc" in the graphs are based on Eq. (1) and (2) . These graphs show that the percent ionization depth curves are exponential for all field sizes and measurement depths. Compared to the 18 MV beam, the 6 MV beam exhibits a less prominent shoulder at d max . Furthermore, the 18 MV beam is more penetrating than the 6 MV beam. This is true even with a Gamma Putty attenuator (Figures 3a and b) , partly because of input from scattered photons. A large field size also raises the dose curve for all experiments, again due to the contribution of scattered photons. The average absolute error agreement between the data and the fitted models is ± 0.2% over a depth range of 0 to 23 cm, for all the experiments in Figures 2-4 . Tables 1 and 2 The fits were performed using the least-square fitting routines available on the Excel solver. The goodness-of-fit between measured data and the values obtained from the Eq. (1) fitted data was assessed using the Kolmogorov-Smirnov (K-S) statistics. The values of K-S relative to the expected values for a 95% confidence level that the two sets of data originate from the same distribution (the null hypothesis) are presented as follow: For 18 MV, the maximum difference between the cumulative distributions, D, varied between 0.1500≤D≤ 0.2105 with a corresponding P-value of 0.742 ≤ P ≤0.965. In the other hand for 6 MV, the maximum difference between the cumulative distributions, D, is between: 0.0500 ≤ D ≤ 0.010 with a corresponding P-value =1.00 0 regardless of field sizes and Gamma Putty thickness. In both cases, as P-value is greater than 0.05, we accept hypothesis that the two samples come from the same distribution. In other words, the model is statistically consistent with the data. Table 2 . Model parameters α (f), β (f), ς (f), ζ (f) for the 18 MV beam, for all combinations of field size and Gamma Putty thickness. All the parameters were calculated simultaneously by iterative methods. The linear attenuation coefficients µ derived from Eq. (2) for a range of Gamma Putty thicknesses at both beam energies are illustrated using both 3D [ and 2D [Figures 8a-n] graphs. At depths below 5cm, the 6 MV beam had the strongest attenuation regardless of Gamma Putty thickness. Smaller field sizes (4×4 and 5×5) also have larger attenuation values at depths greater than 5cm, for both beam energies. For the 6 MV beam especially, we observe a general trend that attenuation factors decrease with increasing field size. This effect might be due to the condition of lateral electronic equilibrium, which is less important for larger field sizes. Note that at or below 10 cm depth, the variation of μ with depth was negligible for both beam energies, and for any thickness of Gamma Putty. From these plots, we can see that without the Gamma Putty in place, the attenuation factors of the 6 MV beam increase with depth up to 5 cm, then stabilize. For the 18 MV beam, the attenuation factors increase up to 10 cm depth before stabilizing. With a Gamma Putty attenuator, the attenuation factor of the 6 MV beam stabilizes at 1.5cm depth. The total change past this depth is on the order of 0.2%, regardless of field size and attenuator thickness. In contrast, with a Gamma Putty attenuator, the attenuation factor of the 18 MV beam is constant with depth and dependent only on the field size. The attenuation factor tends to decrease gradually for larger field sizes. This is because wider beams generate more in-phantom scattered radiation, which contributes to the dose along the central axis. The lack of lateral electronic equilibrium also decreases the attenuation coefficient observed for small field sizes, since most electrons are scattered away from the central axis. Using the parameterization proposed by Birgani et al. 5 in Eq. [2] , the coefficient value ς (f) = 0 provides the best fit for an 18 MV beam through Gamma Putty, regardless of field size or thickness. The resulting simpler, single-exponential model is also valid for the 18 MV data recorded without any attenuator. As an alternative to Eq. (2), we modeled the dependence of the attenuation factor on depth and field size for the 18 MV beam using an expression advocated by Weeks et al [15] . For a transmission profile of the form exp (−µ eff t), the effective attenuation factor is given by:
Where f is the equivalent field size and t is the attenuator thickness. The term A is defined as 0 for f < 10.0 cm or (f − 10) 1/3 for f > 10.0 cm. In our case, since the maximum field size is 10×10 cm 2 , the equation becomes
The best-fit values for µ 0 are given in table 3. The attenuation curves used to fit µ 0 are shown in Fig. 9 . This parameterization reproduces the observed attenuation values within 0.05-1% in most cases. A summary of the µ 0 coefficients is shown for several field sizes and Gamma Putty thicknesses in table 3, for the 18 MV beam at 10 cm depth. The parameter µ 1 is a constant, which we evaluate at 0.0001cm −1 in all models. 
Beam hardening model
The beam hardening coefficient was determined using equation (3) for each field size and Gamma Putty thickness. Measurements were performed along the central axis at two reference depths: 10 and 20 cm. The second depth is commonly thought to be beyond electron contamination. The model parameters ύ and η were derived by fitting the natural logarithm of the ionization data for these two depths to Eq. (7):
Ln (PPD) = ύd (1−ηd) (7) Tables 4 and 5 summarize the results for 6 and 18 MV, respectively. Table 4 . Beam hardening (η) and attenuation (ύ) parameters obtained by fitting equation (7) to the log percent depth ionization profiles of the 6 MV photon beam. Table 5 . Beam hardening (η) and attenuation (ύ) parameters obtained by fitting equation (7) 2 ) is 4.6%, while the total variation at constant Gamma Putty thickness (t = 2.5 cm) is 3.5%. The range of variation is somewhat smaller for the 18 MV beam: 2.3% at a fixed field size of 4×4cm 2 , and 1.1% at a fixed Gamma Putty thickness (t = 2.5 cm). To aid in determining the beam hardening coefficient for any field size, we report linear regressions for η (f) in tables 6 and 7. Table 6 . Linear models of the best-fit η (f) parameters in Table 5 Table 7 . Linear models of the best-fit η (f) parameters in Table 5 Table 8 . Quadratic models of the best-fit ύ (f) parameters in Table 3 Table 9 . Quadratic models of the best-fit ύ (f) parameters in Table 4 It was shown by Kleinschmidt et al. [11] that a deviation from linearity in the relation ύ (f) implies that the beam spectrum softens as the depth increases and as the attenuation coefficient decreases. The trend lines for ύ (f) are shown in Figures 13a and b . A slight curvature, more pronounced for the 18 MV beam, is evident in these figures. However, most of the ύ (f) series are well approximated by a second degree order polynomial fitting model. The best-fit parameters of the trend lines are shown in tables 8 and 9, along with the regression coefficient R 2 , fitting equations, standard error of the estimate (Sy.x), and absolute sum of squares for 6 and 18 MV, respectively. From theses tables, we can see that R 2 ≥ 0.995 for all combination of thickness and field size for all energies except for t= 2.5 cm at 6 MV photon beams where R 2 = 0.8654. Sy.x which measured the variability of the fitted model is virtually closed to zero suggesting a good fit. Hence, ύ is not constant with respect to field size even though the total variation in this parameter is small. In this study, the attenuation factor ύ ranges from 0.3051 to 0.4063 cm −1 for the 6 MV beam and from 0.3245 to 0.4278 cm −1 for the 18 MV beam. The observed values of ύ are consistent with those reported by Zhu et al. [16] for a 10×10 cm 2 field (ύ = 0.462 cm −1 ) and by Medina et al [17] . Figures 14a and b represent the attenuation coefficient ύ versus Gamma Putty thickness t for the 6 MV and 18 MV beams, respectively. As is also evident in Figs. 13 (a) and (b), the attenuation coefficient decreases as the Gamma Putty thickness increases. This trend reveals a gradual hardening of the beam due to more soft photons being absorbed by the Gamma Putty. In addition, these figures show that the linear attenuation coefficient decreases as the field size increases, due to an increase in the scatter component.
Figures 15a and b illustrate the correlation between η and ύ without any Gamma Putty in place for several field sizes. Despite the large deviations from the fitting curve observed in ύ and η for some field sizes, the two parameters are clearly strongly correlated. In this model, a large value of ύ is always compensated by a large value of η and vice versa, as argued by Sauer et al [18] . 
Beam quality analysis
In 
where d =0.1cm −1 for a beam energy below 40 MV. In our case, when we plot  against D 10 /D 20 for different combinations of Gamma Putty thickness and field size, we find that the relationship is linear and that its slope is consistent with the result of Brahme et al [19] . 
Electron contamination model
The effect of electron contamination was evaluated by fitting all of the percent depth ionization data to the bi-exponential expression provided by Brahme et al. [19] in Eq. (4). Tables 12  and 13 list the best-fit parameters. Table 12 . Fitted parameters of equation (4) Table 13 . Fitted parameters of equation (4) for 18 MV photon beams. The factors K and v together describe the value of the bremsstrahlung surface dose K (1.0−v), where K is constant for a given field size and attenuator thickness. The source of electron contamination for the system can be characterized by (1−v) . The values of (1−v) obtained for a 10×10 cm 2 field are 0.886 and 0.6706 for the 6 MV and 18 MV beams respectively, without any attenuator. These values are comparable to those defined by Medina et al. [17] who reported a range of 0.7 to 2.8 cm −1 for 6 MV and 0.7 to 1.2 cm −1 for 18 MV. For a Gamma Putty thickness greater than 0.5 cm, however, we obtain v = 0. This suggests that electrons generated in the air are less important than those produced by the linac treatment head. Electrons generated in the air are much more important for the 6 MV beam than for the 18 MV beam. For both energies, electrons generated in the air are less energetic than those produced in the linac treatment head. Especially for 18 MV, treatment head electrons are more pronounced due to pair production. For larger field sizes and higher energies, the surface dose is abundant compared to electrons generated in the air.
It seems that, for a small field size, the air column between the treatment head where the source is located and the phantom-attenuator complex supplied an increasing portion of contaminating electrons. This result is on full display with the 6 MV beam [ Figure 19b ], where the 4x4 cm 2 field has the highest (1−v) for all Gamma Putty thicknesses. For larger field sizes, the treatment head (consisting of target, collimator jaws, flattening filters, and monitor chambers) decreases the amount of electron contamination. The proportion (1−v) also decreases as the Gamma Putty thicknesses increases [ Fig. 19 (a) ]. For field sizes between 7 and 10 cm, there is an opposing process between the two events rendering (1−v) fairly constant. For 18 MV, the scenario seems different. As the field size increases, (1−v) remains almost constant after 6×6 cm 2 [ Figure 20b ], and fairly constant for Gamma Putty thickness t ≥ 1.0 cm. This suggests that the effect of field size is not noticeable. However, as the Gamma Putty thickness increases [ Fig. 20 (a) ], we see that (1−v) is still larger than the case without any Gamma Putty (t=0), and that this effect is significant for t>1.0 cm. Furthermore, the change in electron contamination for the 6 MV beam compared to the case of no Gamma Putty attenuator is highest for 4×4 cm 2 fields, and also highest for the greatest thickness of Gamma Putty [ Figure 19c and table 14]. In contrast, for the 18 MV beam, no trend is apparent [ Figure  20c and table 15]. However, for t >0.5 cm a relatively large difference was achieved at 4×4 cm 2 , which decreased as the field size increased, broadly confirming our previous assertion that other components of the linac are mainly responsible for electron contamination in spite of attenuator presence. This may be attributed to radiation emission via the small angle and small scattering power associated with higher energy beams. 
Discussion
Radiotherapy is often conducted using broadbeam geometry. All experiments and calculations in this study were performed under this condition. The attenuation coefficients were derived from percent ionization depth dose values using an analytical expression that describes the variation of dose with depth in a homogeneous medium. We measured attenuation coefficients µ for a range of field sizes and Gamma Putty thicknesses. The values of µ observed at the surface (0 cm depth) for a 10×10 cm 2 field are in the same range as those reported by Xiao et al. [21] evaluated at 0.0467cm −1 and 0.0321cm −1 for 6 and 18 MV, respectively. In this study, for the 6 MV beam without any Gamma Putty, we found µ = 0.04365±0.016838 cm −1 . For the 18 MV beam under the same conditions, we found µ = 0.00876 ± 0.041379 cm −1 . The beam hardening coefficient η was found to be small for both beam energies and all field sizes considered in this study. However, this parameter has a large error range because it is determined using only two fixed depths. Even so, the range of variation in our measured values of η is very small: for the 6 MV beam, the coefficient of variation among fitted values for the different field sizes is on the order of 0.6% for all Gamma Putty thicknesses, except for the 2.5 cm Gamma Putty attenuator where the coefficient of variation was closer to 1.0%. In contrast, for 18 MV there is even more consistency with the coefficient of variation of η evaluated at 0.3%. For any given field size, energy and thickness, there is an independent linear relationship between η and ύ, whose parameters are reported in tables 3 and 4.
Brahm and Andreo [14] stated that all photon beams used in radiotherapy are to some extent contaminated by a combination of electrons and positrons generated through the photoelectric effect, Compton scattering, and pair production processes. These interactions change the shape of the buildup region, thus impacting the photon depth dose curve. For the 6 MV beam, air between the linac source and the patient is the main source of secondary electrons. For the 18 MV beam, the flattening filter is the main source of secondary electrons. These scattering events are exacerbated by the nature of the attenuator. Gamma Putty contains 8.94%
hydrogen by weight, which contributes to its relatively low electron density (Z/A). However, the atomic number of Gamma Putty is high (90% bismuth, Z=83), which enhances pair production and changes the spectral distribution of the secondary charged particles. The high atomic number of Gamma Putty also enhances local variation in the angular distribution of secondary electrons, as suggested by several reports [22] [23] .
In this study, we used an analytical expression to measure electron contamination, and showed that this effect depends on field size and the beam modifier used. Here the source-axis distance (SSD) was set at 100 cm, but some reports 17 have shown that electron contamination is independent of SSD in the range of 100 to 120 cm. In addition, the studies undertaken by Wang et al. [24] and Klein et al. [25] suggest that the surface dose increases linearly with field size due to electron contamination. Such an outcome is anticipated, since opening the collimators causes more electrons to be generated from the head. We do observe that the contaminant dose at the surface decreased with field size, as demonstrated by 
Conclusion
The present work showed how field size, energy, depth, and modifier thickness impact attenuation factors and other dosimetric parameters for photon beams through Gamma Putty modifiers. These models can be used to accurately calculate attenuation factors at any depth, for a wide range of field sizes and Gamma Putty thicknesses. A strong motivation for using analytical models is that they can be used to derive dosimetric parameters for any experimental setup. Such models can also help detect outliers in the data and hence reduce measurement errors. The choice of Gamma Putty as an attenuating material is supported by its general applicability. This study showed that the accurate evaluation of dosimetric parameters for an attenuator does not necessarily require a complete understanding of the spectral distribution. Another advantage of this analytical approach is its ease and accuracy. It eliminates the significant detectorinduced systematic measurement uncertainties intrinsic to broad beam geometries.
