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Introduction  
One possible way of implementing the TV telephone system 
is by transmitting the video signal over existing telephone 
cables. Not only is this attractive from an economical standpoint, 
it also appears to be technically reasonable. However, there are 
certain basic problems to be considered, particularly in reference 
to baseband analogue transmission over the local subscriber 
area. 
For a start, it is expected that fixed equalisers will 
be required at regular intervals along the line to compensate 
for attenuation losses. These equalisers will have to be 
designed on the basis of some average channel characteristic. 
As a result, there will be uncorrected losses owing to deviations 
from the average characteristic for the different TV telephone 
connections. These and other channel imperfections will have 
to be compensated automatically. 
This thesis is concerned with the design and testing of 
an automatic equaliser to serve the above-mentioned purpose. 
Chapter One outlines the basic principles of operation, together 
with the performance criterion used to assess the degree of 
optimality achieved. The mode of operation isAlscussed, as 
well as the different possible choices and arrOgements of the 
basic equaliser function. 
To provide further insight into the process, a mathematical 
study is given in Chapter Two. This includes consildering the 
control algorithm for tap adjustments, the conditions for 
convergence, and the choice of step size to be used. The analysis 
is extended to cover adaptive operations, where the information 
for updating the tap settings is not exactly available but must 
be estimated on-line. In addition, ways of improving performance 
through modifying the basic equaliser structure (such as using 
a feedback configuration instead of the conventional feedforward 
arrangement) are also considered. 
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The theoretical investigation is carried further in 
Chapter Three. The effect of noise on equaliser capability 
• and performance is discussed, along with the need for a 
defined standard of signal-to-noise ratio for acceptable 
transmission. This is followed by an evaluation of the 
effect of having a non-linearity in the feedback loop. 
The resulting system is studied, using some form of linearised 
analysis. Some reference to stability requirements is also 
given. 
In order to confirm some of the theoretical findings 
of the previous chapters, and to demonstrate the potential 
of automatic equalisation in practice, a real-time 
experimental system was designed and assembled. Chapter 
Four outlines the work involved and the problems/ encountered. 
The choice of suitable test signals and their method of 
generation are discussed in some detail. 
After the experimental equaliser had been built, 
various tests were conducted, using 500 yards of 4 lb P.I.U.T. 
cable to represent the TV telephone channel. The tests 
were designed to provide an estimate of some of the critical 
parameters and an assessment of system capability. The 
nature of the tests, with the results obtained, are given 
in Chapter Five. 
The implications of the test results arl discussed in 
Chapter Six. The areas requiring further inveitigation 
are identified. A preliminary discussion of the problems 
involved in integrating the system into the existing 
telephone network is also included. 
The conclusion summarises the state of progress in 
evaluating the practicability of the automatic mean square 
equaliser for TV telephone applications. 
1. The Concept of Automatic Equalisation  
1.1 General  
The purpose of a TV telephone service is primarily to 
realise face to face conversation. Secondary, but neverthe- 
less important, uses include the display of drawings, 
photographs and various documents, and communicating with a 
computer, where the computer's responses are displayed 
visually on the set. The introduction of TV telephone 
service thus represents a new dimension in telephony. 
There are considerable technical obstacles to be 
overcome to produce a practical, yet economic, system. A 
video cable network with special types of conductors to which 
all subscribers may be connected could conceivably be laid, 
but it would be quite uneconomic. The most practical 
solution would appear to be to use the existing telephone 
cable network. The existing loop plant consists of _ 
conventional wire pairs with each telephone line requiring 
one pair. The transmission of voice signals is over the 
frequency range of d.c. to 3.5 kHz. It is clear that 
modifications are needed if these same lines are to be used 
for video transmission over a much wider bandwidth. In the 
TV telephone system, one pair of lines will be needed for 
each direction of video transmission in addition to the pair 
used for the audio signal, making three pairs in all for each 
subscriber. 
1.2 Impairment of TV telephone signals  
The scope of this work will be confined to consideration 
of baseband analogue transmission over the local subscriber 
' network, since this is where the major technical problems are 
likely to arise. The subscriber distribution area is 
characterised by light gauge cables, a multiplicity of gauges 
in a single connection, the use of cabinets and pillars, and 
the frequent use of tees and jointers in the continuing 
provision of new services. Such transmission irregularities 
introduce distortions to the transmitted video signal. The 
types of impairment include: 
(a)Echoes 
Deviations in the gain and phase characteristics of the 
transmission path produce a form of distortion that may be 
represented by a series of echoes (or ghosts) in the 
transmitted picture. The main sources of echoes are bridge 
taps, mixed gauges and frequent splicing. The occurrence 
of impedence mismatch at such places results in multiple 
reflections of the video signal, the net effect being the 
appearance of "ghosts" in the displayed image. Further, 
the cable is subjected to variations in ambient temperature 
which cause the gain and phase characteristics to change 
with time (1). This also causes echoes. 
(b) Crosstalk 
For the relatively short line lengths in the subscriber 
area, near-end crosstalk (defined as the coupling between 
two lines operated in opposite directions) is by far more 
significant than far-end crosstalk (coupling between two 
lines operated in the same direction). The extent of 
crosstalk coupling between two wire pairs depends also to a 
great degree on the configuration of the pairs. Pairs that 
are directly adjacent, i.e. in the same quad, influence one 
another more seriously than pairs that are further apart, 
i.e. in adjacent quads or in different basic units. Since 
in most situations, physical separation of t(if pairs is 
impractical, crosstalk coupling will arise. !This places a 
limit on the spacing of repeaters, depending:on the level 
difference that can be tolerated. 
(c) Impulse Noise 
Most calls involve connections through the exchange. 'In 
such cases, the opening of the contacts attached to a 
telephone pair carrying direct current may produce a train 
of transients of large amplitude containing energy 
distributed over several megahertz. The inevitable cross- 
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talk coupling allows some of this energy to be transfer* 
from the telephone pairs to the TV telephone pairs in the 
same cable. The resulting interfering transients may 
reach amplitudes of the order of a volt and this together 
with their brief duration has led to the use of the term 
"impulse noise" to describe such disturbances. The 
impulse noise that occurs in practice is typically fairly 
complex, consisting of a series of separate rapidly-
decaying oscillations. The duration of each may vary from 
5 to 50 microseconds and may occur at intervals of 20 to 
200 microseconds, and the entire transient may be of the 
order of a millisecond. Statistically, however, these 
transients are infrequent. 
1.3 The Automatic Equaliser  
As a result of the transmission irregularities existing to 
the local subscriber network, it is expected that the 
transmitted TV telephone signal will suffer distortion. Some 
form of compensating device or equaliser is thus necessary to 
remove the distortion and produce an acceptable response. In 
principle, if the channel to be equalised is known precisely, 
it is always possible to. design an equaliser that will serve 
this purpose. However, In practice, a channel is random in the 
sense of being an ensemble of possible channels. Consequently, 
a fixed equaliser desired on average channel characteristics 
may not be adequate. Aft automatic equaliser which will remove 
the distortion whatever the actual characteristic of the 
channel may be is required. 
As shown in Fig. 1.1, the automatic equaliser strives 
first to determine and then to synthesise the function C(0) 
where X(0 is the frequency response of the distorting 
channel. If the equaliser could perfectly synthesise 1/00 
(plus an arbitrary flat time delay), the distortion would be 
completely removed. In practice, exact equalisation is rarely 
attainable. Rather, the equaliser operates to minimise the 
discrepancy between a specified response and the actual response 
of the transmission medium automatically. The measure of 
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FIG.1.2 THE TRANSVERSAL EQUALISER 
optimality is according to some suitably chosen performance 
criterion (see Section 1.5). 
• The device most commonly used for automatic equalisation 
is the transversal filter. It is simple in principle as can 
be seen from Fig. 1.2. The distorted signal enters a delay 
line and is picked off at equally spaced taps along the line. 
The signal from each tap is passed through an associated 
variable attenuator and all the attenuator output are then 
summed. The frequency characteristic of a N-tap transversal 
filter with tap gains cn , n=1, •••9 N spaced at T second 
intervals is given by 
-jnwT 
C()) = c
n e n=1 
1 
(Where the channel is essentially low pass in nature, T = 21; 
the Nyquist period corresponding to a bandwidth B). The 
impulse response of the transversal filter is thus completely 
controlled by its tap settings. Accordingly, it can be used 
to provide amplitude compensation without phase distortion or 
vice versa. Its versatility lies in this ability to exercise 
independent control over both amplitude and phase response. 
Alternatively, other sets of functions, of both first 
and second order, can be used as the basic equaliser function 
instead of the delay line. One such is the Laguerre set of 
networks (2) which can be easily realised. Mathematically, 
the impulse response of the nth Laguerre network is given by 
' ItI = e t t dn -2,At I n' ' n 
 
(-r e ) where is a constant 
dt" n: 
The corresponding transfer function, as expressed in the 
•s-plane is 
16 (s) = 0( fa-s I n 
S+ot Ng+si 
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411111•11.1001•11111. 
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There appears to be no general answer yet as to the best 
form the transfer functions should take. In the context of 
this work, both the Laguerre networks and the delay line 
(using a rational function approximation to pure delay) were 
considered. 
It is possible also to use a parallel arrangement as the 
equaliser as shown in Fig. 1.3. Like the serial arrangement, 
its output is given by the sum of weighted responses. It has 
the additional advantage of greater flexibility. On the other 
hand, for the serial layout, much of the filtering necessary 
•for a particular response is performed by the preceding 
networks. w 
The operation of the equaliser, whether of the serial or 
parallel kind, involves continuously adjusting a set of tap 
gains to satisfy a chosen performance criterion. When the 
• number of taps to be adjusted is large, the question invariably 
arises of interaction between the various settings. In 
general, interaction between parameters to be optimised tends 
to slow down the optimisation process. Kitamori (3) has shown 
that this is true for the equaliser configuration being 
considered,-and that each tap setting turns out to be a 
function of the others as well. 
This interaction can be reduced by using a set of networks 
whose outputs are orthogonal as the filter set for the equal-
iser. Rosenberger and Thomas (4) have suggested the use of a 
set of M filters having orthonormal impulse responses which are 
the first M members of a complete basis set, while Kitamori has 
proposed the use of the Laguerre set. It is not certain, 
however, if such a provision is really necessary since 
orthogonality is affected by the nature of the input signal, 
which is the output from the distorting channel in this case. 
Hence, because the response of the distorting channel is 
unknown, a priori, the desired orthogonality cannot usually be 
assured. 
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1.4 Related Applications  
In the course of equalisation, an automatic equaliser is 
called upon to perform a network synthesis. This suggests 
other areas of application utilising the same principle. 
(a) Transfer function measurement 
The conventional method involves the application of a 
step or sinusoidal input to the element whose transfer 
function is to be evaluated, and analysing the 
corresponding output. The transfer characteristics thus 
obtained are referred to as the step response and the 
frequency response respectively. There are a number of 
disadvantages with this conventional method:- 
(i) the analytical form of the transfer function 
cannot usually be obtained easily. 
(ii) the transfer characteristics obtained may be 
different from those under actual operating 
conditions, especially when the element has some 
non-linearity. 
(iii) the test input so applied may disturb the operating 
system in which the element is involved. 
A method which overcomes the above objections is the null 
method (3), using the arrangement shown in Fig. 1.4. The 
mean square of the difference between thl outputs of the 
element and a variable transfer functioW.generator, with 
the same input signal applied to both, ii minimised by 
adjusting the variable parameters of the transfer function 
generator. The variable generator can take a number of • 
forms, 
e.g. first order K or second order 
sT + 1 
K.)n
2 
2 2 
S 2  + 246) s + n n 
where K, T, I,con are adjustable parameters. 
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With this method, real time measurement is possible. 
Since no additional test input is needed, no unwanted 
disturbances are introduced into the system. Moreover, 
the transfer characteristics are now obtainable 
analytically in the form of a transfer function. Even if 
the element has some non-linearity, this method will 
satisfactorily -linearise the transfer characteristics, 
taking account of the actual operating conditions. 
(b) Echo cancellation 
In the typical long-distance telephone conversation, 
three main types of reflections arise due to mismatch at 
the interfaces between the different transmission 
equipment. As shown in Fig. 1.5(a), where a transmission 
from A to B is assumed, these comprise:- 
(i) reflected signals in the local line near A. They 
become audible at A practically underlayed and are 
known as side tones. 
(ii) reflected signals that arise in the four-wire path. 
They suffer some attenuation owing to the repeated 
passage between the mismatch poiniS. 
(iii) reflected signals in the far local line near B. 
These return to A with a substantial delay and are 
heard as echoes. 
In general, disturbances arising from reflections (i) and 
(ii) are unobjectionable. The echo delays that arise as 
a result of (iii) must however be taken care of. Typical 
echo delays are 20 milliseconds for a landline over 1000 
miles and increase to 600 milliseconds for a call routed 
over a geo-stationary satellite. Such echoes are annoying 
or disturbing according to their level and delay. 
Previous techniques of control involving the introduction 
of attenuation into the echo path have proved to be 
unsatisfactory, especially for the longer delays. 
The new technique of echo cancellation (2) uses principles 
identical to that of the equaliser to generate a replica 
of the echo. This is then subtracted from the return 
signal containing the unwanted echo. Synthesis of the 
replica is by means of a filter which, under the control 
of a feedback loop, adapts to the transmission character-
istics of the echo path. Implementation is also possible 
such that the echo canceller is able to track any 
variations of the echo path that may occur during a 
conversation. The schematic of a typical echo canceller 
is shown in Fig. 1.5(b). 
1.5 Performance Criteria  
Since the process of equalisation involves matching the 
actual channel response to a specified response according to 
some measure of performance, the basic need is to establish a 
criterion for optimising the error of equalisation. One of two 
basic criteria is usually adopted - minimisation of either the 
absolute value or the mean square value of the error. 
The first criterion uses a zero-forcing algorithm of the 
kind described by Lucky (5). The aim is to fqrce the error to 
zero at a finite number of equispaced instants. Implementation 
is by passing both the error signal and the ev ialised output 
through infinite clippers to form the respective signum 
functions. The product of these functions is dveraged and used 
to control the tap settings. Because only biney multiplication 
is involved, simple exclusive OR circuits can be used to form 
the product. The clipping operation introduced means, however, 
that some information has been discarded. As a result, the 
convergence properties are not as good as in the mean square 
error case. This type of equaliser can thus be used only for 
Channels of relatively low dispersion. 
The second criterion requires more complex hardware 
implementation. Because linear correlation of the error signal 
with the input signal is required, correlators are needed that 
must be accurate and have a bandwidth of operation compatible 
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with that of the channel. With the advance of integrated 
circuit technology, if is expected that this should not be a 
major problem. Moreover, the mean square error equaliser has 
far superior convergence properties. Convergence is assured 
for any initial distortion, and because of the quadratic 
nature of the error surface, convergence is to a unique 
minimum. Also, a number of iterative algerithms can be used 
successfully with the mean square error criterion. 
1.6 Mode of Operation  
Another way in which equalisers may be classified is 
according to the particular mode of operation. Firstly, . 
equalisers may be operated in the training mode (6), in which 
case they are usually referred to as the present type. 
Adjustments are made in a training period prior to or during 
breaks in information transmission by using a pre-arranged 
test signal. The general set-up is given in Fig. 1.6(a). 
After the channel has been equalised, the test signal is 
removed. With the equaliser settings held constant, the 
equalised channel can then be used for information 
transmission. Most of the work done so far in the field of 
automatic equalisation is concerned with this type of 
equaliser. The same approach will be adopted fo lgthis 
investigation. 
Secondly, equalisers may be operated in a t4cking mode 
(7), in which case they are usually referred to as the adaptive 
type. No training period is required in this case, but 
equalisation is performed during the actual transmission of 
useful information. The equaliser settings are derived either 
from a low level reference signal sent with the data signal or 
from operating on the data signal itself. The controller 
operates continuously so that the channel is always being 
monitored. Thus if the frequency characteristic of the 
transmission path should change, the equaliser would 
immed4tely begin to compensate for the change. The adaptive 
equaliser can therefore be used for correcting time-varying 
distortions. 
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One form of adaptive equaliser has been suggested by 
Rudin (7). As shown in Fig. 1.6(b), the operation relies on 
the sending of a low level test signal simultaneously with the 
information-bearing signal. Despite its low energy level, it 
can be extracted by high performance correlation detectors and 
used to make the corrective adjustments. But because it 
appears in the high "noise" environment created by the 
information-bearing signal, steps must be taken to ensure that 
it is the test signal and not the "noise" that dictates the 
behaviour of the equaliser. Using a pseudo-random sequence as 
the test signal, Rudin has devised a scheme to ensure that the 
tap settings are independent of the "noise". The set-up is 
basically the same as that of the preset type except for the 
fact that the error signal is passed through a delay of T D 
seconds before reaching the correlators. T D is chosen to be 
equal to a multiple of the period of the pseudo-random sequence. 
Since the test signal and information signal are generated in 
completely different fashions, it is reasonable to assume that 
they are uncorrelated. Also, because TD is selected large 
compared with the channel's dispersion, time translations of 
the "noise" are also independent. With these Osumptions, and 
the periodicity of the test waveform, it works,out that the 
equaliser responds only to.the test signal ancipot to the high 
background "noise" present. 
Initial experiments performed by Rudin have indicated the 
potential of such a technique. Two important problems that 
need further investigation are - 
(1 ) 
	
the correlators are required to perform in a very 
hostile environment. They must be able to search out 
small components of a signal which is buried in "noise" 
and this requires tremendous dynamic range. Moreover, 
the long observation times that are needed impose 
stringent demands, such as the absence of any 
significant output drift, on the accuracy of the 
integrators that perform the cross-correlation. 
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(ii) the delay line of length TD is critical to the 
satisfactory operation of the adaptive equaliser. Any 
irregularities in this long line will severely affect 
the performance, as the correlators have no means of 
compensating for even relatively small distortions 
that may occur in the line. 
These two problems indicate that considerable advantage might 
well be obtained in an all-digital implementatiOn. The only 
source of distortion then would be in the initial analogue-to-
digital conversion. Delays of arbitrary lengthcan easily be 
realised by shift registers, and correlators cart be 
constructed to arbitrary accuracy. More investigation will be 
needed before such an adaptive equaliser can be,practically 
implemented. 
1.7 Hilbert Space Interpretation of Problem  
In the context of this work, "optimum" epalisation has 
been defined with reference to a mein square etror criterion. 
Much work has been done in the past using sucha criterion. 
They include systems which operate on either arologue or 
digital signals which are considered to be either 
deterministic or realisations of stochastic prOcesses. Gibbs 
(8) has made the interesting observation that ,011 these 
systems have an identical mathematical formul ation (implying 
that they are mathematically indistinguishabli) when working 
with the mean square error criterion. This uiification is 
achieved by using the mathematical properties of the Hilbert 
space, which may be considered as a generalisltion of an 
n-dimensional Euclidean space, but retaining the geometric 
properties of length and angle. 
The geometrical interpretation of mean *are 
minimisation can be understood by first looking at the 
following two-dimensional problem:- 
"Given a fixed vector d in a plane and a fixed line S through 
the origin, find the vector x in S which is closest to d, 
.13 
(a) Simple Problem 
(b) Optimum Solution 
FIG. 1.7 TWO-DIMENSIONAL GEOMETRICAL PROBLEM 
i.e. minimise the length of the error vector e." (See Fig. 
1.7) 
The solution to this problem has three significant features: 
(i) a solution always exists 
(ii) the solution is unique 
(iii) the optimum vector x is found by dropping a 
perpendicular from d to S i.e. d - x is orthogonal 
(at right angles) to every vector in S. 
In the equaliser problem, the vector d represents the 
desired response, the line S represents the subspace 
generated by the output of the transversal filter as its tap 
gains are varied, and the optimum tap settings give rise to 
x , which is the orthogonal projection of d op S. The 
control algorithm is that which causes the error to be 
orthogonal to the tap outputs (and thereforeS). Derivation 
of the optimum settings is equivalent to the solution of a 
set of simultaneous linear equations by an iterative 
technique. 
The Hilbert space formulation of the problem thus 
becomes: 
"Given a vector d in the Hilbert space H and a closed subspace 
S of H find the vector x in S with the property that 
fid-xll = inf ( lid - Y II : yaS) i.e. fincl the vector in S 
closest to d", where If d - x* fl denotes the norm of the 
vector (d - x ). 
As stated, this general abstract problem always has a unique 
solution, given by the orthogonal projection of the desired 
response on the subspace spanned by the transversal filter. 
The result can be directly applied to various physical 
problems by considering them as pertinent realisations of 
abstract Hilbert space. 
To provide further insight into the process of automatic 
lk 
equalisation, the next chapter will deal with mathematical 
analysis of the equaliser operation and the control 
algorithm used to adjust the tap settings. Both the 
dynamic (rate of convergence) and steady state (residual 
error) performance will be assessed. 
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FIG.2.1 DIAGRAM ILLUSTRATING BASIC PRINCIPLES OF OPERATION 
OF EQUALISER (CONTROL LOOPS NOT SHOWN) 
2. Mathematical Study of the Equalisation Process  
The flexibility of the transversal type equaliser has resulted 
in its frequent use in the automatic or adaptive equalisation of, 
analogue or digital communication channels. Recent work has centred 
on the use of this device for specific channels, the use of various 
algorithms for setting the tap gains automatically, and the use of 
various performance criteria. 
2.1 Basic Principles of Operation  
Let x(t) be the distorted signal to be equalised and let y(t) 
be the reference signal, as shown in Fig. 2.1. 
The output of the N-tap transversal filter is given by 
z(t) = y: 	ck (t) xk (t) k=1 
where ck (t) is the gain of the kth tap 
and xk 	= x(t - (k-1)T) for T = delay of each section of the 
transversal filter. 
. . Error e(t)= y(t) - z(t) (2.1) 
It is proposed to treat these continuous time functions as 
sampled functions with the sampling interval tending to zero in 
the limit. Though not mathematically rigorous, it is amenable 
to expression in vector-matrix form and allows for ease of 
-manipulation. Equation (2.1) thus becomes 
- 
e = z where the underlined terms 
are column matrices. Under a mean square error criterion, 
e= 	- .?) T (Y. 
X
I
X 2.1 + 
az.Ty.- 2cTb + cTA c 
where A = xx
T
, b = 
where the superscript T 
denotes transpose of the 
matrix. 
(2.2) 
3.6 
A represents the signal + noise correlation matrix where it has 
been assumed that x comprises both the distorted signal and any•
additive noise. Note that A is symmetric. It can also be 
shown to be positive definite. The proof is as follows (9):- 
c
T
A c = c
T
xx
Tc ./ (ckxk ) 2 
TT /T 
=IX(0)1 2 IC(u)1 2 d tr) ZIT_ it 
/T 
theorem, where X(40) is the received signal Fourier transform. 
This implies that cTA c is non-negative for all vectors c. But 
the received signal has finite energy and 
C(to) =  cke can have only isolated zeroes. 
Therefore, it can be inferred that c
TA c >0 unless c = 0, 
which proves that A is positive definite. 
From equation (2.2), it can be seen that the mean square error 
is a quadratic function of the tap weights c. Its gradient is 
given by 
VC . 2(A c - b), 
which indicates that the gradient is a linear fmpction of c. 
The advantage of working with a quadratic performance measure 
lies both in this linear relation and in the frOdom from 
relative minima. 
For minimum mean square error, 
VS . 2(A c -) . 0 (2.3) a 
Since A is non-singular, it has an inverse A -1 . Equation (2.3) 
can thus be solved to give 
c
opt 
= A-1b (2.4) 
— 
where sopt  is the optimum tap setting. For c,= sot, i.e. at 
convergence, the mean square error is given by 
il= emin 2 SaptTb SoptTA Sopt (2.5) 
using equation (2.2). 
by Parserval's 
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2.2 Tap Control Algorithm  
The optimum tap setting Is usually obtained in an 
iterative manner using some form of the gradient algorithm as 
opposed to solving the simultaneous equation Ac=b directly. 
Assuming that the gradient of e with respect to the tap weights 
is available, the taps are adjusted according to the recursion 
1 
!j+1 = 	- 	Vce (2.6) 
where the subscript i denotes the ith iteration and takes the 
values 0,1,2,   , and ai 's are suitably chosen constants. 
In the gradient algorithm, the tap weights are moved in a 
direction opposite to that of the gradient (the significant 
feature of using a gradient algorithm is that the gradient can 
be conveniently evaluated without any knowledge of the actual 
error surface itself. Moreover, no derivative computation is 
needed). 
.. Substituting forS7ce from equation (2.6), 
= 	- oci (A.; -12.) 
	
(2.7) 
If the cross-correlation between the equalisation error e and 
the input to the equaliser x is computed and used to adjust the 
tap settings, 
= Si + 
	
(2.8) 
c. 1-0c. x (y. - z) 
= c j + (xi x x 
The iterations have converged when = .54,4 = sot 
i.e. when x (x A) sot 
• 
° • Sopt = (2L2j)
-1 (2.9) 
Note that this is the same as the ordinary least squares 
estimate (10) to minimise e
T
e. Moreover, it has been defined 
in the previous section that A = x x and b = x L. This means 
that equation (2.9) is equivalent to c pt A-Tb, which in turn —o 
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is the result established in equation (2.4). It can thus be 
seen that one way of implementing the gradient algorithm is by 
determining the cross-correlation between the equalisation 
error and the output of the distorting channel, and using this 
to update the tap settings. Also, the least squares approach 
can be used to give an identical mathematical formulation of 
the optimum tap setting. 
At convergence, the cross-correlation x e becomes 
xe=xy. -xz 
= x- x (xIcopt ) 
.x.y.-xxT (xxT ) 4xy. 	from equation (2.9). 
=0 
Therefore, the error seqUence becomes orthogonal to the input 
sequence at convergence. This result is intuitively obvious 
since when all the cross-correlation coefficients become zero, 
no further adjustment of the taps can improve the equalisation 
(see equation (2.8)), and the optimum condition. is reached. 
Before proceeding further with the analysis, it is necessary to, 
Introduce a tap gain error vector defined by 
c - c — —opt 
. . From equation (2.6), it follows that 
	
21+1 = 	(A14 -0 	opt 
= 	- coo - oti A 	Sopt) 	sin*A sopt = 
.. 	= ( I - oci A) p 	 (2.10) 
where I = unity matrix. 
From equation (2.2), • 
T Ei s 	Ti A si - 2 so/ + 
= (ki = -Copt )TA (2j.Sopt) - 2(24 + Sopt)1 4. Zit 
= piTA p_,/ + ki A ..%pt 214 111. + e on 
using equation (2.5) 
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= 2min + 24 ,A 24 since 24 TA coo = LI TA A 1 	24 Tb. 
from equation (2.4) 
. . Mean square error at ith iteration is given by 
El 
n TA n 
emin ' 	" 
The term 24 TA 24 represents the excess mean square error. In 
practice, s mi n cannot usually be attained and there will be an 
excess error even at convergence. 
2.3 	Convergence of Tap Gain Error  
An explicit condition for the convergence of the iterative 
algorithm described in the previous section can be obtained by 
considering equation (2.10). 
24+1 = (I-oti A) 24 
= (I-oci A) 	) 	(I-.A) go 
For a constant step size parameter i.e. eti • a constant, 
24+1 = (I-mA)1+1 20 
According to Lytle (11), 24 + 1 will converge to zero if and only 
if (I-041) 1+1 converges to zero, which is equivalent to the 
requirement that.all the eigenvalues of (I-/k. be less than one 
in magnitude, 
i.e. 11-141041. 	 where (N) is the set of 
eigenvalues of A and are all 
real since A is a real, 
symmetric Matrix. 
i.e. -141-cok<1 
Thus, for convergence, the step size factor et must satisfy the 
relation 
o ote.2/x 
"max 
where 	Is the maximum eigenvalue of A. 
For gwithin this range, the iterations converge at least 
(2.11) 
(2.12) 
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/*in + Amax 
i .e. oc - 	2 (2.13) 
geometrically for any starting point at a rate given by 1, the 
spectral radius of (I-0(A), where the spectral radius of a 
matrix is defined to be the magnitude of the largest eigenvalue 
of the matrix. 
max 
' • 	k 	11-aAk i 
Convergence is fastest if is minimised. 
Since Akst-lies in the interval (Amin ,  Amax), the function 11-41441 
assumes its maximum at one of these end points for every ot. The 
best choice of 0, i.e. the one for which max (11-4m1n1s  11o(Ajax ) 
is smallest, is obtained when (12, p.225) 
1-g)Imin = -(1-dAmax ) 
•Equation (2.13) represents the optimum value of oc to be used for 
a constant step size algorithm. With this value of ix, 
= 1-04\1in 
= 1 A
• 
2 Xmin 	) 
• mn 4. Amax 
Amax - Amin  (2.14) 
Amax + Amin 
r - 1 Amax for r = 
The factor r must therefore be reduced in order to'.,speed 
convergence. It can thus be seen that the rate of convergence 
is related to the spread of the eigenvalues. To obtain rapid 
convergence of the tap error 2. to zero, the eigenvalues of A 
must have values which are close to one another. 
In most practical situations, however, the eigenvalues of A 
are not known. Equation (2.14) can still provide useful 
Information if a set of bounds can be derived for these eigen-
values, based on the spectrum of the received signal and noise 
(9). 
- min (1 X 00)12 ) and Let >tmin r m tcoltIVT 
)%max M = iincopiv-i (1 X (AO 1 2 ) 
where X(0) is the received signal Fourier Transform 
Amax Amax M r -
'mi n m Ili 
It follows that - M-m  
t M+m 
Therefore, for the best choice of cc, convergence proceeds at 
least at a rate given by the geometric factor (M-m)/(M+m). 
Thus, useful information . regarding convergence can be obtained 
without knowledge of the actual channel characteristics. 
2.4 Consideration of Step Size  
From equation (2.12), it is clear that the choice of the 
step size factor has a direct influence on the convergence of 
the tap gain error vector. Therefore, it is proposed next to 
consider further the bounds on the step size to ensure 
convergence. 
2.4.1 Constant Step Size  
A has been defined to be the received signal + noise 
correlation matrix. In any practical channel, noise will 
always be present. Channel noise affects the system perform-
ance in two ways: 
(i) It introduces a direct error by its presence in the final 
output. 
• 	(ii) It introduces an error in the setting of the tap gains. 
In the presence of noise, the tap weight corrections 
(gradient estimates) contain undesired random components. 
A consequence of this use of noisy gradient estimates 
rather than the true value of the gradient components is 
that it gives rise to an excess mean square error at the 
output, referred to earlier. As a result, the tap 
weights no longer converge to the optimal value but 
instead, approach some neighbourhood of a sub-optimal 
setting. It then fluctuates randomly about this setting. 
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With regards to (ii), the amplitude of the random 
fluctuations increases witho. It has been pointed out that 
increasing abrings about an increase in the convergence rate. 
It is now clear, however, that the excess mean square error is 
also increased as a result. There is thus a practical upper 
limit on the value that DC  can take that is normally much 
smiler than that given in equation (2.12). This upper limit 
can be found by considering equation (2.11): 
ei = emin ki A ki 
Let (1) be a set of orthonormal eigenvectors of A and let Q be 
a NxN matrix whose kth column is the eigenvector uk. Q is thus 
a modal matrix of A and is orthogonal which implies that 
T -1 T 
Q = Q. or Q Q = I. 
Also, let D be a NxN diagonal matrix whose kth diagonal element 
is the eigenvalue Ak . 
Under this notation, the symmetric matrix A can be represented 
in the form 
' A = QDQT 
The proof follows simply from the fact that AQ =.QD, 
Premultiplying both sides by Q
-1 
 then gives 
A . QDQ-1 
QDQT since QT = Q-1 
Equation (2.11) thus becomes 
= emi n 	Q DQT-ai 
T emin §-4 Ds. where s i = QTE4 
2 
8min + ) ks i 
k=1 
(2.15) 
• Proakis and Miller (13) have shown that the average value of 
the excess mean square error (i.e. the second term in equation 
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(2.15)) works out to be 
tr(A) (2.16) 
where tr(A) = trace of A = Au 
k=1 " 
In other words, the excess mean square error is dependent upon 
014 the step size factor. The Choice of oc thus involves a trade 
off between the speed of convergence (fast convergence for 
largeroc) and the amount of excess mean square error (small 
error for smaller cc) that can be tolerated. From equation 
(2.16), 
 
41S 2 a = 
8min Vrgr 
Consider PL-4:1 (the reasonableness of this choice will 
emin 
depend on the convergence speed and the size of the varying 
errors, i.e. on the relative importance of convergence speed 
and jitter about the optimum). 
This implies that 
ott 2 < 2 (2.17) ii1XF Amax 
since tr(A) 4:Ak:*max. 
Thus choosing CC according to equation (2.17) still gives a 
value that is within the range required for convergence of the 
tap gain error vector.• 
2.4.2 Variable Step Size  
The conflicting requirements between the dynamic (rate of 
convergence) and steady state (mean square error attainable) 
performance arise from the use of a fixed step size parameter 
oit. Mark (14) has proposed a variable step size procedure, with 
decreasing step sizes as the iterative algorithm converges, to 
overcome this problem, i.e. 14010)1 is made a decreasing 
function of i. In this proposal, the ratio 0111)077 is kept 
24 
constant. The initial choice 0410) is then given by 
c((0) = cx(s/s) e01) where s/s denotes the g(s s) 
steady state value. 
_ E(0) AS 2 
es/s) 6mi n 761,17 from equation (2.10. 
For 7:1:4!IL= 0.05, and a 90% reduction in the mean square error 
bmin 
from initial to steady state conditions, 
01 (0) = t°1,' 1 fir) which is within the range 
prescribed for convergence. 
Provided 00(0)41
2 
 , other choices of 0(0) are possible. 
However, if the choice is too large, there is the danger that 
the system may be driven too hard. This would produce large 
ripples in the transient response which could require a long 
time to settle. 
2.5 Convergence of Excess Mean Square Error  
Instead of considering the dynamic behaviour of the tap 
gain error vector, as has been done so far, convergence can 
also be studied in terms of the actual mean square error. 
From equation (2.11), it is seen that 6i, the mean square 
error corresponding to the ith iteration, consists of two 
terms, the first term 6mi n being irreducible. Further insight 
into the convergence of the equalisation process can be 
obtained by looking at the second term 24 TA 24 (15). 
It was shown in the previous section that A, the received 
• signal + noise correlation matrix, is expressible as A = QDQ
T 
Substituting for A in equation (2.10), 
Ri+1 c Q "'ti p) QTki 
Doing the same successively for 24 , p i _ i , 
24 1 = Q (I-DiD) QTQ QT....QTQ ( ,a0o) QT20 
25 
Since QT  Q = I, this simplifies to 
24+1 = Q ( TT (I-ccD)) QT20 
j=o 
(2.18) 
• . The excess mean square error term becomes 
i -1 	 i-1 
PA
T
A 	= (p_o
T
Q ( 	(I-ai D) T)QT )(QDQT )(Q( 	(I- 0( D))QTP0 ) 
o 
1-1 = 2.0TQ ( Tr (I_ o(D) T ) Dar (I-o( )) QT 	(2.19a) 
o 
i-1 
)1T(I-ot.D is diagonal (since D is the diagonal matrix of 
eigenvalues) and therefore symmetric. 
The matrix multiplication in (2.19a) thus yields, 
RI TA 	= 	) 
' 	k=1 
where fk(i) = ( T 20 4) 2  At, (ir (1-cl4k) 2 ) 	 (2.19b) 
j=0 	" 
Since A is positive definite, all its eigenvalues will be 
posi tive, 
i.e. Ak70 for all k 
This in turn implies that fk (1).,;0 for all 
Hence, from (2.19b), . TA fl.. converges to 'Aro if and only if 
fk(i) all converges to zero, which in turn to true if and only 
if the terms (lfr1 (1-sx.A
k )
2 ) all converge to Zero. The 
o  
convergence of the mean square error has thus been shown to be 
dependent upon two sets of parameters: the step size factors 
•...,cx j _ i and the eigenvalues of A Ai , ...., AN . 
Gitlin et al (17) has also studied the quadratic term kiTA Ri 
but his approach is basically different: 
24+1TA ki+1 
=a1 TA 
 (I-IxiA)2' 	using equation (2.10) 
and noting that A is 
synmetric. 
= (1-2oLA +011 42 1 	TA 	 (2.20) 
n 
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To study this recursion, let Ami n and A max denote the minimum 
and maximum eigenvalues of the symmetric, positive definite 
matrix A. 
Amin 2- 
T 
 k 4' 2-
T 
 A 2- )‘nax 2.12. (2.21) 
Applying (2.21) twice to equation (2.20), and remembering that 
A is of the form x x
T 
24+1TA 4E1 4 (1-20ciAmin "F°Ci
2 
 flax
2 T 
 A 21 	(2.22) 
Equation (2.22) indicates that p4+11A p. - 4. 1  will approach zero as i  
i becomes large provided 
2 2. 1 -20(jAmin 	Niax )6" 1 (2.23) 
This can be guaranteed by choosing 
01 ‘: 2 rnin 
i 'A 2 
max 
2 Amin 2 Ami n 
(Note that since 	i 1. Amax Amax - ^hlax Amax -- 
Therefore selecting c( according to equation (2.24) still satis-
fies the bounds specified for convergence of the tap gain error). 
(2.24a) 
The rate of convergence will be optimised in thg,sense that the 
step size parameter a will be chosen to minimis,li for each i. 
Differentiating (2.24a), the optimum value oropt is obtained to be 
max 
(2.24b) c4opt k 2 
— 
2  
(This is less than or equal to the value Deopt - 
as 
Amin +Amax 
derived by Gersho (9) and given in equation (2.13)). 
Equation (2.24b) indicates that aopt is a constant, independent 
of i, the number of iterations, and is half the maximum 
permissible step size. With this value of o, 
	
TA( Amin 1 2 1 	TA (1 " 1 / 	n E4 (2.25) 
Amax 
Hence convergence is exponentially bounded and the rate is 
dependent upon the ratio of the minimum and maximum eigenvalues 
)min _ 
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of A. If the eigenvalues of A are the same (this would be the 
case when the inputs to the taps are orthonormal, see Section 
2.7 for elaboration of this point), then A mi n = Amax , and 
convergence is achieved in one step. This agrees with the 
observation Of Chang (15) who used this result as a basis for 
the design of a rapidly converging equaliser structure. 
In summary, it is seen from equations (2.14) and (2.25) 
that the spread of the eigenvalues (i.e: the ratio of Amax to 
Amin) influences the convergence of both the tap gain error 
vector JR and the excess mean square error term ETA p. 
Ungerboeck (16) has shown that the convergence of the excess 
mean square error is also dependent upon the number of taps N. 
This can be expected from an examination of equation (2.16), 
which shows the direct relationship between the two. Since, 
for most practical cases, the mean square error tolerable Is 
 dominating factor, the much tighter bound of equation 
(2.17) 
N 2 
0.e where tr(A) = T D14— ATtl 
k=1 
should be Imposed on the allowable value of c( (rather than 
2 0404%---0( which is the bound obtained from consideration of 
tap gain fluctuations). 
2.6 Analysis of Adaptive Operation  
The underlying assumption in the previous sgOtions is that 
the gradient of &with respect to the tap weights c is 
available, and consequently, the tap adjustments are done in a 
completely deterministic fashion. This will be true if 
isolated test pulses are used for the adjustments. But, as it 
sometimes occurs in practice, the exact gradient of the mean 
square error is not available and must be estimated from the 
received data. In this case, a slightly different approach is 
required, with the results obtained from assuming a training 
mode providing a convenient reference. The aim is to establish 
that the taps converge in some probabilistic sense to the 
optimum settings. 
Gitlin et al (17) has undertaken such an analysis and 
found that 
T ' 24+1 A 24+1 	(1-2oci Amin 	Amax2) RI TA Ri + 
0(.1 2 tr2 
(2.26) 
where cr2 is the variance of the "background noise". (The use 
of this term should not be taken to imply that it is due 
solely to additive noise in the channel). It is interesting to 
note the similarity of equations (2.20) and (2.26). The random 
nature of the tracking mode algorithm is clearly indicated by 
the 62 term. 
To study the convergence properties of the mean square 
error, it is required to find an optimum step size that 
minimises some upper bound on pi ki TA pi at each iteration. 
Differentiating the RHS of (2.26) with respect toot and 
setting the derivative to zero gives this optimum step size as 
_  Amin 21 opt  
ai opt ft' " 
	
(2.27a) 
max ai opt 
for i = 1, 2, .... 
It follows that o(1 opt  0. Rewriting equation (2.27a), 
opt  
ai opt i 	_ 	2_,. 
"min "max v'm opt 
and for this to be consistent with gi opt ?: 0, the term in the 
denominator must be positive. This will be so if 
„a. 	4 Amin 
""1 opt 
" 2 max 
By substituting equation (2.27a) into the RHS of equation (2'.26), 
an iterative bound on the optimum step size can be obtained. The 
result is given by 
11+1opt -4 (1 - 	opt ) ai opt 
Combining (2.27) and (2.28), and simplifying, 
1 - f 	min2 opt  
cgi+1 opt -.C. 9(i opt ' 1 -A max al. opt4 
(2.28) 
(2.29) 
29 
Ami n 
Amax 
aj 
FIG.2.2 VARIATION OF STEP SIZE MD MEAN SQUARE ERROR IN ADAPTIVE OPERATION 
Amin which is valid in the range 0 <et. 4 
I opt -• 
—max 
results of equation (2.27). 
from the 
In this range, the bracketed term in (2.29) is/less than 
unity (but greater than zero). This means that the optimum 
step size will decrease monotonically with i. An exact study 
of (2.29) appears to be difficult. It is possible, however, to 
assess the behaviour of °i opt for small and large i. For 
small i, it is reasonable to assume that the initial error will 
usually be much larger than the "background noise", i.e. 
Amax2 93 optlX42 . With this assumption, equation (2.27a) 
simplifies to 
Amin 
opt :t An-7;;Zc (compare with equation (2.25)) 
Combining this with equation (2.28), 
11+1 opt = (1 - (A)Tni—maxn)2) ai opt. 
Thus, the mean square error initially delays at an exponential 
rate while the optimum step size is a constant. This will be 
the mode of behaviour until the stage when the "large initial 
error" assumption no longer holds. The dynamic behaviour is 
then governed by equation (2.29). 
For large i, it turns out that si is proportional $o the step 
size, and both approach zero in a 1/i manner. 
The result is summarised in Fig. 2.2. The large tnitial 
(constant) step size ensures rapid convergence to a region near 
the optimum. The algorithm then switches to the smaller 
(decreasing) step size which provides more precise convergence 
by reducing fluctuations about the optimum point. 
2.7 Other Control Algorithms and Implementations  
2.7.1 Alternative Algorithms for Tap Adjustment  
The discussion so far has assumed the use of a gradient 
algorithm of some kind for the adjustment of the tap settings. 
The most commonly used is the steepest descent method which 
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involves a one-dimensional search for the minimum. It is by no 
means the only algorithm applicable for iterative adjustment of 
the taps. De and Davies (18) have, for instance, proposed the 
use of a conjugate gradient algorithm which converges to the 
solution in a finite number of steps. 
Another algorithm of interest, that employs variable step 
sizes designed to minimise the error after a specified number 
of iterations, has been proposed by Schonfeld and Schwartz (19). 
The optimum set of step sizes (o)is obtained by minimising the 
mean of the tap gain error 21 . 
From equation (2.10), 
p= •4-1 
It follows that at the Mth step, 
Em = Pm (A) 20 
where Pm(A) =T (I-0.1 _,A) which is a polynomial of degree M in 
i=1 
A. 
It was shown earlier, in equation (2.13), that the best 
2  value of afor a fixed step size algorithm is a= 
Amin 'Amax' 
This value is optimum only locally, in the sense that it gives 
the optimum step size to go from one iteration to the next. In 
the proposed new approach, the local behaviour of the error norm 
for the (M-1) intermediate iterations is disregarded. Instead, 
only the error vector at the Mth iteration is considered. 
Ii Pinll = 	li Pm (A) Poll 	11 P m(A) 11.11 
where the norm of a vector x is defined as its Euclidean length: 
_ Oxil = (fxk2 ) 35 and the norm of a symmetric matrix A as 
IIAU = max (Ad = max 14(A)I. Following this definition, 
12.1= 1 
the norm of Pm(A) is given by its largest (in magnitude) eigen- 
value. But since Pm(A) is a polynomial in A, the eigenvalues of 
Pm(A) are simply the values of the polynomial Pm(x) when 
evaluated at the eigenvalues of A. Therefore, the problem is 
reduced to finding the set of step sizes generating the poly-
nomial operator Pm(x) such that 
pm(A)" = Tai( 
	
Is a minimum. 
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The eigenvalues of A are, of course, not known in advance since 
the channel characteristic is not known. But it is reasonable 
to assume that their upper and lower bounds are known, i.e. 
A1 Ak ( A ) 
The optimisation problem can now be re-stated in terms of the 
upper bound 
max max 
I e. I I 
Xk (A) 1 PM (Aid' A14)(41 P
m (x) 
 
Thus, instead of minimising the maximum magnitude of the 
polynomial over the discrete set (Ak), the procedure rather is 
to minimise for the worst distribution of the Ak's over the 
range (A1, A n ). Such a minimum when found will be independent 
of any given initial setting. Moreover, it can be shown that 
liPm(A)11 4= 1, which means that the algorithm will converge 
for any dispersive channel. 
Among the class of polynomials of degree M, the polynomial 
of least magnitude in the interval (-1,1) is the Chebyshev 
polynomial. Therefore, selecting Pm(x) •to be a Chebyshev poly-
nomial, the optimum step sizes work out to be 
( (21t41)-9 ) -1 i=1, 2,  = 2((Au + A i ) - (Au -A l ) cos 
2  It is clear that for M=1,0( - which is the optimum o +Au 
fixed step size derived in equation (2.13). 
Comparing the rates of convergence, it appear § that the new 
algorithm gives an improvement and is especially ivited for 
highly dispersive channels. The improvement, though, is 
guaranteed only at the end of every M iterations and not 
necessarily for iterations in between. In fact, computer 
simulations have shown that the output error may even increase 
for the (M-1) intermediate steps. Because of this, the new 
algorithm is useful only in a training mode. A second order 
search algorithm, that is an extension of the first order scheme 
just described, has also been suggested (20). This has been 
designed to provide the minimum norm of the tap gain error at 
32 • 
each iteration. Convergence is thus always monotonic and the 
algorithm may be used in a tracking mode as well. 
2.7.2 Alternative Implementations of the Automatic Equaliser  
Some of the more interesting alternative algorithms that 
•have been used for iterative adjustment of the taps have been 
noted. While they appear attractive from the point of 
improved convergence rate and smaller number of iterative steps 
needed, they also require more complex hardware implementation. 
The extent to which the degree of equalisation required for a 
particular communication channel justifies the cost of using 
more complex hardware has yet to be established. 
In addition to investigations on algorithms other than 
steepest descent that might conceivably be used to improve 
equaliser performance, efforts have also been made to modify 
the equaliser structure whilst retaining the use of the 
steepest descent algorithm. One such work has been carried out 
by Chang (15). 
From equation (2.19b), it is seen that the excess mean 
square error is made up of the sum to N terms of the error 
component fk(i)• Prior to the (i+l)th iterative step, the kth 
error component is 
i -1 
 
f ( ) = (2,TY0 2 	( 197 (1- 0SAk) 2 ) 
' j=o 
•After the' (i+l)th adjustment, this becomes 
fk(i+1) 	(2oTli-k )2 ) 1( (Tr (1-PijAk )2) 
j=o 
This implies that fk ( 1 + 1 ) = (1-0(. k X )
2 
 
k 
The (i+l)th adjustment will reduce each of the error components 
by a large factor if (1-ori Ak ) 2 .64 1 for all k 
1 i.e. if cc — 1 — Ak for all k 
If the Ak's are very different, di cannot satisfy this 
simultaneously, and hence the (i+l)th adjustment cannot reduce 
each of the error components by a large factor. This result 
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suggests that reducing the difference between the eigenvalues 
of A, the signal + noise correlation matrix, should bring 
about an improvement in convergence rate. But the difference 
in the eigenvalues is due, in the first instance, to 
correlation between the various tap inputs. Therefore, if the 
inputs are made orthonormal, A becomes an identity matrix and 
all the eigenvalues are equal. It would then be possible, at 
least theoretically, to minimise the mean square error in a 
single adjustment. 
The input vectors (xi) can be orthogonalised by the Gram-
Schmidt technique to form the orthogonal set (wi) where each 
(wi) is a linear combination of the (xi). 
i.e. w= x V where V is an upper 
triangular square matrix. 
For systems where the amplitude distortions in the channel are 
not severe, the new equaliser can be implemented by simply 
adding a preset weighting matrix to the conventional trans-
versal equaliser. With this modification, the convergence 
rate can be improved without changing the value of the minimum 
mean 'square error attainable and the convexity, of the adjust-
ments, and without complicating the gain-control„ ,adjustment 
loop. Quan and Gibbs (21) have suggested a similar approach 
but using the orthogonalisation procedure in cortjunction with 
a Seidel iteration. 
So far, the schemes considered have all been proposed in 
time domain terms. Walzman and Schwartz (22) have, on the 
other hand, proposed an automatic equaliser that utilises 
Rosen's gradient projection method to optimise parameters in 
the discrete frequency domain. The algorithm is shown to 
converge in the mean for any channel, even in the presence of 
noise. Convergence of the tap gain error is according to the 
inequality 
where 1 = spectral radius of(I-0). This is similar to the 
result obtained in Section 2.3, which shows that both time and 
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frequency domain equalisation exhibits geometric convergence. 
There is, however, a very important difference. For the time 
domain case, the eigenvalues of A are difficult to compute, 
especially where the order of A is large. In fact, 
determination of the eigenvalues may often involve more 
computation than iterative optimisation of the parameters. 
The procedure usually adopted is to find bounds on the eigen-
values and use these as estimates. Because the eigenvalues 
are not known exactly, the value of a obtained, as in equation 
(2.13), is suboptimal. 
On the other hand, for the frequency domain case, A turns 
out to be a diagonal matrix (this follows from the properties 
of the Discrete Fourier Transform). This means that the 
eigenvalues are found exactly by inspection. The step size 
parameter acan therefore always be optimally chosen, which 
accounts for the more rapid convergence of frequency domain 
equalisers over their time domain counterparts. 
2.8 Feedback and Non-linear Transversal-Type Equaliser  
The conventional transversal equaliser consists of a 
delay line with feed-forward taps. In principle, an infinite 
number of such taps is required for exact eq4alisation of any 
general communication channel. This can be seen by 
considering the sampled impulse response A(z) of a non-ideal 
channel as shown in Fig. 2.3a. Using the z-transform, 
A(z) = 1 + a 1
-1 
+ a2z
-2 
+ + a5z
-5 
If a transversal filter of sampled impulse response P(z) is 
connected in series with the channel, the output at the sample 
times is given by the product of the two polynomials, i.e. 
P(z)A(z). For exact equalisation at the sample times, it is 
required that P(z)A(z) = 1, or P(z) = i (z) . Hence, an 
_infinite number of taps, with settings equal to the 
1 
coefficients obtained from expanding (z) in negative powers 
of z, are needed. 
Tomlinson (23) has suggested the use of feedback 
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connections to overcome this drawback. The ideal response 
P(z) = 1 can be achieved by using a finite length trans- -AT(z) 
versal filter with feedback connections as shown in Fig. 2.3b. 
The tap settings are -al, -a2, ...., -as. Such an arrangement 
as it stands, is liable to be unstable. By using a modulo-N 
adder in place of the ordinary summer, the output can be 
N 
maintained between - 
+ p The filter will then always be stable. 
In this way, the modulo inverse filter can be used for equal-
isation simply by making its successive feedback coefficients 
equal in amplitude to the successive samples of the impulse 
response of the channel. 
A logical extension is the type which consists of a 
combination of feed-forward and feedback transversal filters. 
For digital transmission, a non-linear element is needed in 
the feedback path to convert the output from the feed-forward 
section to a final decision. Thus, past decisions are 
utilised in making a decision on the present signal element. 
The general arrangement is as shown in Fig. 2.4 (Note that for 
analogue transmission, the limiter at the output is not needed). 
George, et al (24) have described the use of such a 
decision feedback equaliser to recover a sequence of digits 
transmitted at a high rate over a noisy, dispersive linear 
channel. At the output of the conventional equaliser, there is 
error caused by both undetected digits and previously detected 
digits. If the previous decisions are correct, they can be 
used to subtract coherently the error caused by She previously 
detected digits. This is achieved by passing thi past ' 
decisions through the feedback tapped delay line The 
remaining error due to undetected digits and the effect of 
additive noise is minimised in the usual manner by the feed-
forward delay line. For such an equaliser, any errors at the 
output will tend to occur in bursts, since a decision error in 
the feedback section will propagate more incorrect decisions. 
Simulation studies have since indicated the ability of the 
equaliser to recover spontaneously from this condition. More-
over, the improved capability over that of the conventional 
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linear type far outweighs this setback. 
The equaliser makes an estimate ir(j) of 0(j), the digit 
that is sent at time t = jT, and then converts this estimate to 
a final decision 8(j) with a non-linear circuit. The error is 
defined to be e(j) 440) -OW, and the aim is to minimise the 
mean square value of the error. Instead of calculating and 
manually adjusting the tap gains after determining the channel 
characteristics, the equaliser can be made to work adaptively. 
This is achieved by using the past decisions for adaptation as 
well, again assuming that these are correct. 
For the decision feedback equaliser, the mean square error 
semains a quadratic function of the tap gain errors. There are, 
therefore, no "locally optimum" settings, and a hill-climbing 
adaptation can readily be made to converge close to the optimum. 
This suggests that the forward taps can be adjusted by using the 
cross-correlation between the error and the input signal, just 
as for the conventional equaliser. The feedback taps, however, 
are updated by using the cross-correlation between the error and 
the decisions OM: 
Alternatively, both sets of taps may be adjusted by using 
the one set of measurements - the cross-correlation between the 
error and the decisions. In this case, the taps no longer 
converge to the correct value which minimises thelman square 
error. For certain channels, though, this second ,lgorithm has 
been found to give a better performance because .o1 the smaller 
error in the cross-correlation measurement. 
In the last few sections, alternative algorithms for 
controlling the tap settings as well as alternative implement-
ations of the equaliser structure have been considered. While 
these proposals may result in improved performance, they also 
involve more complex hardware. It remains to be established if 
the degree of equalisation required for the TV telephone 
channel warrants the extra expenditure. For the scope of this 
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work, therefore, the conventional equaliser structure will be 
used in conjunction with the steepest descent algorithm. 
Since noise will be present in all practical systems, the 
next chapter will go on to consider, in greater detail, the 
effect of noise on equaliser performance. Also, the effect of 
introducing a non-linearity into the error loop, thereby 
creating non-linear feedback, will be discussed. 
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3. Effects of Noise and Non-Linear Feedback  
3.1 Noise in the Channel  
For a TV telephone network using existing telephone cables, 
the noise is introduced into the baseband loops primarily 
through crosstalk coupling from other transmission paths in the 
same cable. The extent of coupling depends on both the 
proximity of the pairs in question and on the difference in 
their transmission levels. 
The noise may be broadly classified under two categories 
(25): 
(i) random noise interference, which consists of the sum of 
thermal noise and all those other interferences appearing 
in the signal which are at too low a level to be 
separately identifiable. The amplitude distribution of 
this type of noise is nominally gaussian within the 
dynamic range of the channel. The spectrum may vary 
widely, depending on the characteristics of the trans-
mission systeffs through which the signal has passed. 
(ii).switching or impulse noise. In spite of its high 
amplitude, it appears to contribute little to the total 
random noise power because of its short duration. It may, 
however, disturb the equilibrium condition of the 
equaliser. Impulse noise is characterised by sampling the 
noise on the idle channel at a fixed rate, and counting 
samples of amplitude exceeding a given threshold. The 
result is expressed as the estimated probability of the 
noise exceeding the threshold. For the TV telephone 
channel being investigated, no such measure of actual 
statistics is yet available. 
3.2 Effect of Noise on Equaliser Performance  
The analysis given in chapter two has assumed an additive, 
white gaussian noise, with zero mean, which is uncorrelated with 
the received signal. Under these conditions, the noise has been 
seen to affect the equaliser's performance in two ways: 
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(i) it introduces 'a direct error by its presence in the final 
output. 
(ii) it corrupts the gradient estimates used for the tap 
adjustments, resulting in an error in the gain settings. 
Consequently, the system converges to some neighbourhood 
of a sub-optimal setting, about which random fluctuation 
occurs. The amount of noise that is tolerable before the 
error between the optimal and sub-optimal settings 
becomes objectionable needs to be investigated. 
Each of these effects will be considered in turn. 
Firstly, it is possible to reduce the direct error by 
proper design of the equaliser. Provided the signalling 
statistics are known, a priori, the equaliser can be designed 
to minimise the total error consisting of both the component 
resulting from channel distortion and the component resulting 
from noise. Lucky and Rudin (6) have suggested that the mean-
square equaliser will achieve this if the test signal used for 
the equalisation has a spectral density identical to that of 
the signal to be transmitted over the equalised channel. Thus, 
if the power spectrum of the information signal is known 
beforehand, it is simply a matter of choosing the proper 
spectral weighting function for the test signal. For the TV 
telephone system, it is specified that the channel response 
should have a high frequency roll-off to suppress the effect of 
the energy components above the 1MHz upper limit (see Section 
4.7). In view of this, the spectral weighting function to be 
used need not be flat up to 1MHz, but can have a lower cut-off 
frequency. In 'order to observe the effect on equaliser 
performance of varying the spectral weighting, a weighting 
function with variable cut-off is used in this work. 
Secondly, regarding the use of noisy gradient estimates, 
Gersho (9) has found that the error between the optimal and 
sub-optimal settings is small for low noise levels. Even 
where the noise level is fairly substantial, the sub-optimal 
setting may still be acceptable, provided the error surface 
given by E(c) is "shallow" in a large neighbourhood of the 
minimum. In this case, a fairly large departure of c sub-opt 
from c opt may still correspond to a small increase in mean-
square error only. Alternatively, this effect of noise can be 
minimised by increasing the signal-to-noise ratio. Chang (15) 
has observed that with a signal-to-noise ratio of 30 dB, the 
use of noisy estimates for the tap adjustments has only a minor 
influence on the accuracy of the equaliser. To decide if this 
is also the case for the TV telephone channel, it is necessary 
to consider the expected signal-to-noise . ratio of the video 
signals that will be transmitted over the channel. 
3 • 3 Expected Signal-to-Noise Ratio for Video Transmission  
No generally accepted standard has yet been laid down 
concerning the minimum signal-to-noise ratio required for 
satisfactory video transmission in TV telephone operation. 
Any such specification will have to take into account not only 
the optical conditions governing picture reproduction but also 
the characteristics of the human eye (26). Given the contrast 
range of about 1:50 of conventional picture tubes, the human 
eye is still just able, under favourable conditions, to perceive 
variations in brightness due to a noise level which is about 52 
dB below the maximum video signal level. The subjective 
impression of the interference, however, depends not only on its 
level, but also on its frequency of occurrence. Thus, in 
general, the eye is more sensitive to low frequency interference 
than to high frequency ones. This is because lpe latter tends 
to produce patterns with very narrow bright-dark zones that come 
close to the limit of resolution of the displayed picture. 
Moreover, the prescribed high frequency roll-off serves also to 
suppress the noise at this end of the spectrum. These factors 
together mean that a lower signal-to-noise ratio will be adequate 
in the upper frequency region. 
In the light of these considerations, Ebel (27) has 
suggested a value of 50dB for the range of lower video 
frequencies (up to about 300 kHz), and a lower value thereafter. 
Depending on the extent to which the extra expenditure on noise 
41 
, I
p
m
e
a
 
O
M
 M
O
 41•1•1 
•
 lir-. •
Ir 
•••••• 
X
 
ADAPTIVE CO NTROL LOOP WITH  
<
N
 
Y (t)=z ( t)+ n ( t)  
A
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
reduction is justifiable, a value of about 17 to 35 dB at the 
upper cut-off frequency may be sufficient. But in view of the 
need to minimise the effect of noise corruption of the 
equaliser settings, as indicated in the previous section, it 
is preferable to select the higher value. 
3.4 Effect of Non-Linearity in Feedback Loop  
As mentioned in Chapter One, a problem that parallels 
that of adaptive equalisation of transmission channels is the 
adaptive cancellation of echoes in long-distance telephone 
circuits. A paper by Sondhi (2) dealing with this problem has 
suggested the introduction of a non-linearity in the feedback 
loop as a means of improving system performance. This 
modification will be considered in this section and will be 
extended to include any possible usefulness for equalisation 
purposes. 
3.4.1 Application in Adaptive Echo Cancellation  
In Fig.3.1, x(t) denotes the speech input from the far-end, 
and y(t) denotes the return signal from the near-end echo path 
and comprises the echo z(t) and the noise n(t). The principle 
of operation relies on the synthesis of a replica 2(t) of the 
echo by the N-tap transversal filter. The control loop uses 
the error, given by 
A „ 
e(t) = z(t) - (t) + n(t) 
to improve the estimate 9(0 continuously and thus cancel out 
the unwanted echo. The adaptive loop can be described by a set 
of simultaneous non-linear differential equations of the first 
order:- 
c = K1F(e(t)) x (3.1) dt 
where c = matrix of tap gain co-efficients 
K = positive constant of proportionality 
In equation (3.1), the same procedure has been adopted of 
writing the continuous time functions in vector-matrix form as 
in Chapter Two. The non-linearity F is specified to be any 
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monotonic, non-decreasing odd function. Because of the 
introduction of F, the system is no longer mean-square in the 
sense understood so far. 
With this set-up, it is found that the uncancelled echo 
e(t) converges monotonically to zero under ideal, noiseless 
conditions. In practice, noise will always be present, but 
convergence can still be achieved as long as the magnitude of 
e(t) is large compared to that of the noise n(t). If this is 
not the case, the system can only be considered to converge in 
an average sense. Even then, it is only true for the quasi-
stationary case where the feedback constant K1 is small (and 
hence the tap gains are only slowly-varying). The final state 
is one in which the tap co-efficients fluctuate about their 
optimum setting. 
Even if convergence is assumed under the conditions 
stipulated above, it remains an extremely difficult problem to 
estimate the convergence rate. This depends upon three 
factors:- 
(i) the statistics and level of the incoming signal and 
noise. Generally, increasing the signal level serves to 
speed up convergence. 
(ii) the choice of the non-linearity F. This will have a 
profound influence on the dynamic behaviour of the 
system. One particular non-linearity which has been 
suoested is the infinite clipper with 
 
F(e) = sgn(e) =I+1 for e>o 
1.-1 for e4o 
(iii)the value of the positive constant K l. For rapid 
convergence, K 1 should be chosen to be as large as 
possible. Unfortunately, this conflicts with the 
requirement that K1 be made small for maximum immunity 
to noise. There appears to be no theory at present for 
calculating the optimum value, and further investigation 
is needed. Because of the dependence of the convergence 
rate on the signal level as well (factor (i)), it is 
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clear that the value of K can be adjusted to give a 
1 
certain speed only for some average level of x(t). 
A completely general solution to the problem of determining 
the convergence rate has yet to be found. Sondhi (2) has 
obtained an estimate of the mean rate for the noiseless case 
by specifying a low value for Ki , and taking the input to be a 
stationary, gaussian process with zero mean. 
In a similar analysis, Rosenberger and Thomas (4) have 
also had to impose certain restrictive assumptions on the 
input signal and noise in order to obtain a particular 
solution. The input is assumed to be gaussian, with zero mean 
and bandlimited,. with a rectangular power density spectrum. 
Likewise, the noise is assumed to be bandlimited to the same 
frequency, and statistically independent of the input. It is 
further specified that the echo path should contain no 
signficant non-linearities and be time-invariant. 
Allowing for these imposed assumptions, observations 
using the infinite clipper have indicated a lesser dependence 
of the time constant of the adaptive loop on the signal level. 
Thus, without the clipper, the time constant of crvergence is 
proportional to the signal power and a 20 dB chan0 in signal 
level changes the time constant by a factor of 110, On the 
other hand, with the clipper introduced, the same change in 
signal level changes the time constant by only a factor of 10. 
Moreover, in the event of a sudden burst of noise occurring 
when the system is near equilibrium (i.e. when e(t) has been . 
reduced to a very low value), the rate at which the system 
moves away becomes more or let-S independent of the noise level. 
It would appear that the introduction of the clipper has 
brought about an improvement in the overall system capability, 
providing the effects of noise are tolerable. 
Both analyses confirm that there will always be an 
uncancellable residual, even for the non-linear system. The 
residual arises from the presence of noise and the assumption 
that the echo to be cancelled is exactly representable by the 
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output of a transversal filter with a finite number of taps, 
which have constant (or slowly varying) gains. Rosenberger and 
Thomas (4) have defined an incompleteness or truncation factor 
I as a measure of this residual: I is a function of both the 
environment, i.e. the echo path transfer function over the 
bandwidth of the input signal, and the canceller configuration, 
i.e. the filter set used and the number of taps. The maximum 
achievable cancellation is given by S = -10 loge I, and 
represents a theoretical upper limit of system capability. 
3.4.2 Application in Adaptive Equalisation  
The apparent ability of the clipper to improve the 
performance of the echo-canceller has prompted investigation of 
its usefulness for the equalisation process. Furmage (28) has 
made some preliminary studies, using a time-scaled model of the 
television channel as the system to be equalised. Using a 
delay line with ten taps, and operating under a mean-square 
error criterion, it was found that improvement was obtained in 
both the static (residual error) and dynamic (convergence rate) 
performance. 
Static behaviour: 
Initially, it was found that for received signals with low 
amplitudes, the equaliser would not converge. The output 
integrators merely drift off until saturation of the 
amplifiers occurs. This malfunction was subsequently 
traced to the effect of the d.c. offset error of the 
correlators. It can also be theoretically predicted by 
analysing the simple loop of Fig.3.2. If the loop gain is 
small, the a.c. component of the correlator output can be 
neglected. The d.c. component is then given by 
fdc(t) 
= x(t) e(t) 
= x(t) y(t) - c(t) x2 (t) 
since e(t) = y( t) - c(t) x(t) 
It is clear that in the presence of any d.c. offset 
introduced by the correlator, there will be an error in 
the value of the tap setting c(t). The error can be 
reduced by better zeroing of the associated multiplier, 
and also by raising the levels of the received and 
reference signals. The improvement achievable in the 
latter case is limited, especially if the other parts of 
the system are not to be saturated first. The limitations 
can be overcome by amplifying the error signal instead. 
The clipper immediately following the difference amplifier 
provides this desired amplification. It was found there-
after that the equaliser converges even for low level 
received signals. 
(ii) Dynamic behaviour: 
As in the observations with the echo canceller, it was 
found that the convergence rate was altered from a 
quadratic to a linear dependence on the amplitude of the 
received signal. The clipper thus reduces the equaliser's 
sensitivity to input level variations. Moreover, there 
was an improvement in the overall settling time. Furmage 
quoted a reduction by a factor of ten. 
It would appear then that the use of the clipper 
introduces possible advantages in adaptive equalisation of 
communication channels._ In addition to giving an improved 
overall system capability, the non-linear system can be 
implemented with simpler circuitry than that considered so far. 
Thus, the four-quadrant precision multipliers used for 
correlating the error signal with the received signal may be 
replaced by simple transistor switches. 
On the other hand, the use of the clipper has the 
disadvantage of causing increased variations of the correlator 
outputs about their mean values. It remains to be established 
if, under these circumstances, the effects of noise will be 
tolerable. 
3.5 Analysis of Non-Linear Equaliser Loop  
As a first step in establishing the validity of the 
results outlined in the previous section, some form of 
theoretical analysis will be attempted. The analyses published 
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so far have all involved restrictive assumptions owing to the 
non-linear nature of the system. These assumptions have been 
found necessary in order to obtain a reasonably uncomplicated 
solution. Similarly, in this case, a more general analysis 
cannot easily be attempted owing to: 
(i) the shortage of information on the signal and noise 
spectra and probability distributions 
(ii) the presence of the multipliers and the clipper in the 
equaliser loop 
Therefore, it is the intention here to resort to linearised 
analysis, with reference particularly to small-signal 
operating conditions. Though it is acknowledged that this 
approach may be limited in applicability, nevertheless, it may 
afford some understanding of the behaviour of the system. 
It is proposed to consider first the simplified system 
shown in Fig.3.2. To linearise the system, it is necessary 
to find a way of representing the clipper in the error path. 
This can be conveniently achieved by applying the describing 
function concept (29). A sinusoidal input is assumed, with 
the describing function defined as the complex ratio of the 
amplitude of the fundamental component of the output of the 
non-linearity to that of its input. The validity of the 
describing function approximation rests implicitly on the 
assumption that the linear portion of the system acts as a low 
pass filter, i.e. all terms except the fundamental can be 
neglected. It will be-demonstrated, in the course of the 
analysis, that this condition is satisfied for the loop under 
investigation. 
The non-linearity in this case, i.e. the clipper, has a 
characteristic with odd symmetry and hence it introduces no 
phase shift. The describing function is therefore a real 
function given by F. 4K1, where K 1 = loop gain 
TrE e(t)=EsinUtt 
. . From Fig.3.2., assuming that the output of the difference 
amplifier is sinusoidal, 
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Output of correlation multiplier, f(t) = x(t)fe(t) 
= x(t) 41(1 sin, cut 
it • 
If .x(t) = X sin wt, then 
f(t) 4K1X sin%ok 
TT 
2K X 
= 1 (1 - cos 244) 
. . Tap setting..c(t) = j"
T
f(t) dt 
2K,X 1 
= (t - Zro sin:Iwt) 
Tr 
(3.2) 
From equation (3.2), it is clear that the high frequency term 
has been attenuated in passing through the integrator. It 
follows that if x(t) should contain frequency components other 
than the fundamental, these will be similarly attenuated by 
the integrator. This lcw pass filtering action satisfies the 
assumption upon which valid use of the describing function is 
based. 
Equation (3.2) also indicates that, with this non-linearity, 
the tap setting is dependent upon the loop gain ind the level 
of the received signal. This agrees with the obprvations of 
Sondhi and Furmage as outlined in Sections 3.4.1 and 3.4.2 
respectively. , 
By applying the describing function method on the 
simplified equaliser system, initial results have been ' 
obtained which agree with that of previous investigations. 
Nevertheless, it is difficult to really establish the 
mathematical legitimacy of the above approach. An attempt has 
been made by Bass (30) to provide a firm mathematical 
foundation for the use of the describing function concept. He 
worked out several necessary and sufficient conditions for the 
existence, in a given dynamical system, of periodic motion 
described as Hirr symmetric'. As the name suggests, these are 
undamped vibrations which possess odd symmetry relative to an 
angular translation of IT radians. The use of the describing 
function tacitly assumes that only vibrations of this type 
exist in the system. Although his results are quite complete 
and rigorous, they are very difficult to apply. 
Moreover, the solution obtained with the describing 
function method is only a "first approximation" to the answer. 
Extensions to the basic method exist which will correct for 
the presence of unattenuated higher order components. No such 
further study has been attempted however awing to the 
limitation of time. 
3.6 Stability Considerations  
Another area that requires investigation is the stability 
of the equaliser system. The study of the stability of a non-
linear system is often not an easy exercise. Linear 
techniques such as the Routh-Hurwitz criterion, the root locus 
method, or Bode's phase and gain margin would fail to give 
proper results except under those conditions in which the non-
linear system can be approximated by a linear one. Such 
conditions exist only for small perturbations about a stable 
operating point. If a new operating point is chosen, the 
results, in general, would no longer be valid. 
A more general criterion based on considerations of global 
stability is required. One such is lyapunov's second method 
(32). Lyapunov connected the stability of a system with the 
presence of a V-function, the time derivative of which 
satisfies certain conditions. Thus, a system is asymptotically 
stable if a positive-definite function V, with time derivatives 
which are definite and of opposite sign from V, exists. 
Narendra and McBride (33) have successfully applied this method 
in analysing the stability of the equaliser system in the 
absence of the clipper. They used the equation 
— c4 (t) = K
1
x
i
(t) e(t) 
at ' 
1  x.(t)1E:c (t) x + K x.(t) y(t) l k kk 1 
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Or, adopting the matrix notation of Chapter Two, 
c = -Kix xTc + K ly(t)x (3.3) 
By considering the non-negative Lyapunov function 
V = c
T
c >0 for all c 4:0, 
it can be shown that the homogeneous part of equation (3.3) is 
asymptotically stable for positive K l. It follows that c 
cannot increase without limit if both y(t) and x are bounded. 
Thus, the equaliser system is stable even if a relatively 
large value of K i is used to ensure rapid convergence. 
With the introduction of the infinite clipper into the 
equaliser loop, the problem becomes more difficult. In general, 
methods have been derived which will give the Lyapunov function 
for a linear system in a rather straightforward manner. But 
much effort may have to be expended before a Lyapunov function 
for , a non-linear system can be found. In this particular case, 
a partial solution would be to consider Booton's representation 
of the equivalent clipper gain (31), given by 
—2 
KB = 	 exp (- 1; ) c1 (3.4) 
Ter.271 -ed 
where Tr(-0= normalised form of F(e) 
a, 2= variance of input to clipper. 
For the equaliser system being considered, equation (3.4) gives 
KB = 111 .17i- 
Since 0,6 changes as the system converges, it follows that the 
effective gain of the clipper will also change. Therefore, it 
seems that using Booton's method, the clipper may be taken to 
be just a variable gain element which introduces no phase shift. 
• BY treating this variable gain K B as part of the overall loop 
gain, the resulting system can be sham to be stable, using the 
approach of Narendra and McBride as before. 
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As has already been pointed out, the non-linear nature of 
the system, in particular the presence together of both the 
multipliers and the clipper, renders any attempt at producing 
a general theoretical analysis a difficult task. More 
elaborate methods than those that have been considered thus 
far, such as perturbation methods or extensions to Lyapunov's 
second method, may have to be used. But although such 
concentrated studies would be interesting from a theoretical 
point of view, they are not likely to yield much more insight 
into the operation of the system. This is especially true 
with the present shortage of information on the signal and 
noise spectra and probability distributions. In view of these 
limitations and also the shortage of time, no further 
theoretical study was pursued. Instead, attention was focussed 
on testing the system experimentally. The next chapter thus 
reports on the design of the experimental equaliser system. 
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4. Design of the Experimental System  
4.1 General  
In order to confirm some of the theoretical findings of the 
previous chapters, and to demonstrate the potential Of 
automatic equalisation in practice, a real time experimental 
system was designed and constructed. The block diagram, as 
shown in Fig.4.1, is similar to that used in a previous 
investigation (28) on the automatic equalisation of television 
channels (but time-scaled with a bandwidth of 5kHz). The 
essential difference is that the TV telephone channel is the 
subject of interest instead, and all circuits have to be 
realised for operation in real time corresponding to a nominal 
bandwidth of 1 MHz. Hence, the circuits used previously were 
either modified or redesigned to meet the extended bandwidth 
requirements. This chapter consists of an outline of the work 
involved and some of the problems encountered. The actual 
hardware details can be found in the Appendix A. 
4.2 Basic Implementation  
Equalisation is achieved in a training mode. During this 
interval, a test signal is passed through the channel and 
operated on by the equaliser. The output is then compared with 
a properly synchronised but undistorted version of the same 
signal. The correlators then calculate the various cross-
correlation coefficients (between the error and the output of 
each tap) for all the delay line taps. The polarity of the 
coefficient gives the direction of change required for 
optimisation, while the magnitude indicates the corresponding 
rate of change. The attenuators, which are capable of both 
positive and negative weights, then automatically adjust the 
settings to achieve mean square error minimisation. 
In the selection of an appropriate delay line, three 
parameters must be established: The bandwidth, tap spacing, 
and number of taps (6). In the present scheme, the entire band-
width of the channel is to be equalised. Hence, the usable 
bandwidth of the delay line must be at least equal to the 
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channel's bandwidth. This in turn means that the spacing 
between the taps must be less than or equal to the Nyquist 
interval i.e. the reciprocal of twice the bandwidth. The third 
parameter, i.e. the number of taps needed, depends on the 
nature and degree of the distortion likely to be found in the 
channel and on the precision of equalisation required. In 
theory, an infinite number of taps is required for exact 
equalisation, as seen from Section 2.8. As this is not 
practicable, a truncation error will be incurred by the use of 
a finite number of taps. 
That the number of taps is an important parameter in the 
selection of an appropriate delay line has been confirmed by 
some of the theoretical findings of Chapter Two. For instance, 
from equation (2.11), it is seen that the mean square error is 
given by the sum of two terms: an irreducible term arising from 
noisy measurements and finite truncation, and a quadratic term 
giving the excess mean square error. The latter term has been 
found to be directly dependent on the number of taps used (see 
equation (2.15)). Each additional tap increases through its 
tap gain fluctuations the expected excess mean square error. 
This accumulation of errors in the tap coefficients may often 
more than offset the added correcting ability of the longer 
delay lines. There is as yet no method of determjning the 
optimum number of taps to be used for a particular application. 
While considering the number of taps to be upd, it is 
perhaps worth noting the selection of the position for the main 
or reference tap. This is the tap that is used as the timing 
reference in synchronising the remote and local p.r.b.,s. 
generators so that near optimum use is made of the transversal 
equaliser (see Chapter Six). The common practice is to 
arbitrarily designate the centre-tap to be the reference tap. 
However, the impulse response of the channel to be equalised is 
often such that another position is more desirable. In these 
cases, the final mean square error obtained will not correspond 
to the true minimum for a transversal equaliser with the given 
total number of taps. For instance, it has been found 
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empirically (6) that most disturbing echoes lag the undistorted 
impulse. It would appear then that a lower residual distortion 
may be obtained by shifting the reference tap to a position' 
about two-thirds down the line. 
The exact optimum position for a given channel can be 
found by trying out all possible positions and choosing the one 
which yields the minimum mean square error. Clearly, this is 
not the most satisfactory procedure. Newhall et al (34) have 
described an algorithm which provides a partial solution to 
this problem. It involves finding the approximate inverse of 
the system to be equalised. If H(z) is taken to represent the 
sequence of equispaced samples of the impulse response of the 
given system, then the algorithm calculates the Laurent's 
series expansion of Teir in positive and negative powers of z. 
Truncation of the convergent series and multiplication by a 
delay factor yields a stable and casual II /(z), which is the 
approximate inverse of H(z). Its coefficients correspond to 
the tap gains of the transversal equaliser. The algorithm is 
applicable in all cases except when H(z) has a root on the unit 
1 
circle. In such a case, the two-sided expansion of RIF 
non-converging. Beyond this limitation, the algorithm yields 
automatically the optimum position for the reference tap. For 
certain specific channels that were considered, it has been 
shown to result in an improvement in the value of he residual 
error. 
4.3 Method of Tap Control  
Having selected the appropriate parameters for the design 
of the delay line, it remains to decide upon the method whereby 
the tap settings are to be varied to minimise the mean square 
error. The discrete method, as implemented by Arnon (35) 
requires only simple circuitry in its realisation. The 
operations to be performed are:- 
(i) averaging the output of each correlator 
(ii) Sampling to determine the polarity of the cross- 
correlation values 
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(iii) adjusting the digitally controlled attenuators in 
discrete increments in the direction determined by the 
measured polarities. 
The continuous method, on the other hand, requires more 
complex circuitry but results in improved static and dynamic 
performance. The main difficulty lies in the realisation of 
the variable gain circuits for continuous control of the tap 
settings. High precision analogue multipliers are needed. 
Moreover, there must be provision of some form of hold to main-
tain the tap settings at their optimum values during 
transmission of the actual TV telephone signal. It is expected 
that equaliser adjustments will be performed during the vertical 
blanking interval when no picture signal is being transmitted. 
The proposed interval (36) between adjustment is thus 15 or 30 
milliseconds, depending on whether these are made once every 
field or frame. For a 2:1 interlace pattern, two fields are 
required to complete one frame. The hold circuits must thus be 
capable of maintaining the tap settings for at least this length 
of time. 
As there do not appear to be major problems using 
integrated circuitry, the continuous method is adopted for the 
experimental system so as to achieve better equalisation 
performance. 
4.4 Modification of Existing Circuits  
Part of the work of building the system involved modifying 
the circuits that were used in the time-scaled investigation of 
automatic equalisation of television channels. These include 
the analogue multipliers, the delay line sections, the limiter, 
the set of Laguerre networks, and the summing and difference 
amplifiers. Basic to the modification was the selection of an 
operational amplifier that would satisfy the new bandwidth 
requirements. A Fairchild ,uA 749C dual in-line operational 
amplifer was used in place of the ,uA 709 of the time-scaled 
model. All other components were frequency scaled as required, 
with further impedance scaling in some cases so as to give 
practical values. 
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In the course of the testing, it was found that the AA 749C 
suffers from slew rate limiting near the upper frequency limit 
(at 500 kHz and above). Output slewing results when the rate of 
change of voltage required from the amplifier exceeds the 
specified slew rate. The peak undistorted sinusoidal output 
that can be obtained at a given frequency is given by 
where p = slew rate in voltshisec 
f = frequency in MHz 
Thus, in this case, for f = 1 MHz and p = 2 voltshisec at unity 
gain, VI) works out to be only about 0.3 volts. The slew rate 
can be increased by proper frequency compensation, depending on 
the particular external circuit configuration being used. By 
this means, the peak undistorted output at 1 MHz was increased 
to about 2 volts. 
There, remained certain other circuits to be designed and 
built in order to meet the different requirements of the TV 
telephone channel. These include: 
(i) a pseudo-random binary sequence generator which provides 
the test signal. Provision must also be made to 
generate a variable delayed version to serve as the 
reference signal. 
(ii) a sixth order Thomson filter to approximate the desired 
TV telephone channel response. 
(iii) a fixed equaliser to compensate for most of the 
attenuation loss of the cable at the higher frequencies, 
thus leaving the automatic equaliser to correct only for 
any residual loss. 
(iv) a square wave generator to drive the shift registers that 
made up the pseudo-random signal generator. 
(v) a set of ten integrators (one for each tap of the delay 
• line), as the analogue computer used in the previous 
tests on the time-scaled model was no longer adequate. 
The rest of this chapter will consider the factors involved in 
the design of these circuits. 
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4.5 The Test Signal  
For an N-stage shift register with feedback connections, 
the sequence obtained depends on both the feedback connections 
and the initial loading of the shift registers. For a given 
number of stages in the register, there is a maximum (L=2 N -1) to 
the number of bits which occurs before the sequence repeats 
itself. A maximal length pseudo-random binary sequence has the 
following properties:- 
For n stages, the sequence is repetitive with period 
given by Lp where p= period of driving clock. The odd 
number of bits L is due to the fact that the state of all 
zeroes at the output of each stage is prohibited. (For 
this case, the output of the exclusive OR gate will 
always be at zero and the state of the shift register 
will remain unchanged indefinitely). 
(ii) The autocorrelation function of the sequence is as shown 
in Fig.4.2(a) and is periodic with the same period as the 
sequence. Provided that the time of measurement is taken 
over a complete period of the sequence, the auto-
correlation function approximates in a known manner that 
of white noise. 
(iii) The power spectrum, as shown in Fig.4.2(b), is a line 
spectrum, with frequency interval between spectral lines 
given by 
f
c where fc = clock frequency. The envelope has 
the shape of fsin x‘2 The amplitude of the spectral 
x 
lines is substantially constant up to fc/20$ with the 
reduction in power being only 0.0358 dB atithis frequency. 
The 3 dB bandwidth is at 0.443 fc . 
Because of these properties and its reproducity, the 
pseudo-random binary sequence is particularly suitable as a test 
signal in control and communication system,. By suitable 
filtering, a good approximation to a signal with Gaussian 
distribution can be obtained (37). The suitability of the 
pseudo-random sequence for application in the field of automatic 
equalisation has been investigated by Chang and Ho (38). They 
considered the shortest possible sequence period, i.e. where the 
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period is equal to the length of the delay line. The reasons 
for making this choice are:- 
(1) Adjustment is made only at the end of each training 
sequence period and it is desired to make the largest 
number of adjustments during a fixed training time. 
(ii) When the period of the pseudo-random sequence is shorter 
than the length of the transversal equaliser, the 
analysis is difficult since A -1 may not exist. 
In general, the statistics of the true information transmitted 
will be different from those of the training sequence. Hence, 
the optimum equaliser setting derived using the latter may not 
necessarily be optimum when used for information transmission. 
Chang and Ho have found that any loss in optimality resulting 
from the use of a pseudo-random sequence is not significant. 
Also, the degree of degradation decreases as the sequence 
period is increased. 
The design of a pseudo-random binary sequence (p.r.b.s.) 
generator is governed by two factors:- 
(i) the choice of the driving clock frequency. This depends 
upon the highest frequency of interest in the system 
under test and how flat the power spectrum of the 
p.r.b.s. is required to be up to this frequency. It has 
been mentioned that the bandwidth suggested for the TV 
telephone channel is I MHz. However, other consider-
ations, such as are outlined in Section 4.7, have 
indicated the desirability of an overall response that 
is flat to about 200 kHz and then rolling off to 20 dB 
at 1 MHz (refer to Fig.4.5). In view of this, a clock 
frequency of 5 MHz was selected. With this value, the 
- power spectrum of the p.r.b.s. is substantially pat up 
to 250 kHz with a drop of only 0.036 dB at this frequency. 
(ii) the choice of the shift register length N. The value of 
N affects the repetition period of the sequence, and 
hence the separation of the spectral lines, though it 
does not affect the shape of the envelope. A large value 
of N thus leads to an improved signal since it increases 
1 
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the number of spectral lines within the passband. A 
small value of N, on the other hand, allows time for the 
transients within the system to decay, without unduly 
increasing the training period. In practice, the value 
chosen is determined firstly, by the time interval ' 
available within the TV telephone signal for insertion 
of the test signal, and secondly, by the range of 
distortion expected and the degree of equalisation 
desired. With regard to the second point, Lucky and 
Rudin (6) have noted that the equaliser may react to the 
properties of the test signal rather than to that of the 
channel if the period of the eutocorrelation function of 
the p.r.b.s. is less than the length of the expected 
dispersion in the channel. This has been confirmed by 
Furmage's investigation (28). 
It is still not possible at this stage to determine the, 
optimum parameters to be used in this particular 
application. The shift register was designed to consist 
of ten stages, with the outputs of stages seven and ten 
modulo-two added and fed back to the input of the first 
stage. The resulting p.r.b.s. is a 1023-bit sequence 
(L.210 -1), with a period of 1023 x . 1 = 204 6 microseconds. 3-  
4.6 The Reference Signal  
It is expected that the received test signal will be time-
delayed due to the channel distortion. For proper synchronis- 
ation with the locally-generated reference signal, allowance 
must be made for this delay. In actual implementation, it is 
expected that some form of timing arrangement will be introduced 
to achieve this desired synchronisation automatically. In the 
course of this work, however, the simple procedure was adopted 
of manually varying the delay of the local sequence with respect 
to the received test signal such that the residual error is 
minimised. The p.r.b.s. generator was thus designed with a 
second output to provide a variable-delayed version of the 
original sequence. 
It is known (39) that a sequence delayed by an arbitrary 
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number of bits up to (2
N
-1) can be obtained by adding the 
outputs of the various stages of the original generator in a 
network of modulo-two adders. The rate at which the new 
sequence is generated is determined by the rate f c = at 
which the clock pulses are shifted. The delay obtainable thus 
ranges from zero to (2N-1)t c seconds, in increments of t c 
seconds. 
Let D be a linear algebraic operator defined to represent the 
delay by one clock interval. Thus D NX represents X delayed by 
N bits. 
The feedback equation is given by 
X * a
1
DX0 a
2
D2X0 ODNX 
where a = (1 if output from ith stage (is included in 
(0 (is not the feedback 
signal. 
and 0 denotes modulo-two Addition. 
In this case, the feedback equation is 
x= (D70 D10 )X 
i.e. 0 = X0 D
7
X0 D
10
X 
Modulo-two adding D
10
X to both sides, 
D
10
X = X 0 D7X (4.1) 
since D
10
X0 D
10X = 0 
Repeated multiplication by D gives 
D11X = D 1X D7X 
12 2 8 
D X=DX0 DX 
13 3 9 D X=DX0DX 
D
14
X = D
4
X 0 D
10
X 
D15X = D5X 0 D11X = 05X 0 D1X 0 D7X 
These equations give the outputs of the stages to be modulo-two 
added to give the original sequence delayed by a desired number 
of bits. Continuing in this way to phase L, where L = 2N-1, a 
phase table can be constructed. Part of this is shown in 
I 
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Appendix B. Examining the phase table shows that multiplying 
equation (4.1) by D is equivalent to shifting the contents of 
each column one place to the right. The feedback operation is 
equivalent to modulo-two adding the outputs of stages 7 and 10 
and feeding into stage 8. This means that the process of 
generating the equations of the phases may be automated. As 
illustrated in Fig.4.3, a programmer or delay calculator can be 
used to indicate automatically which outputs are to be added. 
By including a stage-identifying circuit (e.g. one which 
identifies when the outputs of all stages are at logical one), 
the appropriate shift pulses can be supplied to drive the delay 
calculator, thus providing a sequential change of delay. 
New techniques have been suggested (40) whereby the 
propagation delay time through the feedback path may be greatly 
reduced, allowing the speed capability of the flip flops to be 
fully utilised. These techniques apply only to the following 
cases:- 
(i) where feedback is from two stages, one of which must be 
the first stage 
(ii) where feedback is from four or more stages 
In this case, where feedback is from the seventh and tenth 
stage, the conventional arrangement has to be used. With the 
TTL logic elements used, the propagation delay time of the 
modulo-two adder (12 nanoseconds) is not expected to have too 
adverse an effect on system performance. 
4.7 Model :Response of the TV Telephone Channel  
The cathode ray tube that will be fitted in each TV 
telephone set is inherently capable of displaying signals at 
much higher frequencies. It is essential, therefore, to prevent 
either components of the camera signal or interference at 
frequencies above 1 MHz from reaching the display. It has been 
suggested (25) that for actual TV telephone implementation, an 
overall frequency which is down 20 dB at 1 MHz and more beyond 
that will be adequate to meet this requirement. At frrst sight, 
it would appear that the maximum resolution within the sPoified 
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band can be obtained by using a phase-equalised, sharp cut-off 
filter that produces 20 dB suppression at the band edge. Such a 
filter, however, will produce subjectively unacceptable ringing 
. in the resultant picture. To obtain a rapid roll-off in 
frequency response without ringing, a filter whose impulse 
response is approximately a Gaussian density function should be 
used. 
It is known that.a Thomson filter approximates the ideal 
linear phase characteristic of a Gaussian filter. The six pole 
Thomson filter, as shown in Fig.4.4 was thus used to approximate 
the desired response. All components used were matched to 
within 1% of the specified values. Each of the three sections 
•has a transfer function given by 
Vout • 	_ . 	1( 0 ' (L; ) 2 .1. (4) +1 where 400 
1 
1. 
= 
n - 
Ko = 1 + 
2 
The filter characteristic is given in Fig.4.5. 
4.8 Compensation of Cable Attenuation Loss  
• It is envisaged that, in practice, attenuatton equalisers 
will be installed at pre-determined intervals alcipg the cable to 
compensate for most of the attenuation loss. This would mean 
that the automatic equaliser need only correct f4r any residual.. 
loss, as well as for any variations due to temperature effect 
•
and deviation from average cable characteristics. In order to 
adhere to actual operating conditions, an attenuation equaliser 
was also incorporated in the experimental system that was tested. 
The attenuation equaliser used is of the Bode type (41). 
The circuit configuration is given in Fig.4.6. 
Vout 
Gain = T,--- - 
RL 
vin LE 
. where ZE is the - driving-point impedance of the RC network. \- She 
poles and zeroes of ZE interTace on the negative real axis of 
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the complex frequency plane, the singularity closest to the 
origin being a pole. As a result of this property, the equal-
iser gain increases monotonically with frequency, with a 
maximum slope of 20 dB per decade change in frequency. 
In Fig.4.6, the components used were matched to those 
specified, and trimming capacitors were included to allow for 
better tolerances in the values of C. The potentiometer can be 
used to adjust the equaliser characteristic so as to allow for 
use with different lengths of the same type of cable (41b. 
P.I.U.T. in this case). When the wiper is at the emitter end, 
a maximum length of cable is equalised (corresponding to an 
attenuation slope of 20 dB/decade). The characteristic for • 
equalising 550 yards of cable is plotted in Fig. 4.7. The 
residual error left to be compensated by the automatic equal-
iser, is given in Fig.4.8. 
For correct use of the attenuation equaliser just 
described, the cable must be terminated in its characteristic 
impedance. If this is not, there will be a loss due to 
mismatch at the terminations. This loss will depend on both 
the frequency and the physical length of the cable being 
equalised. Moreover, the relationship with respect to length 
is not a linear one. Hence, the loss cannot be included in the 
design of the equaliser. Terminating networks that simulate 
the characteristic impedance of the cable may be required. In 
the tests carried out, only the nominal value 0120 ohms was 
used as the termination: 
As noted, the purpose of including the at‘pnuation 
equaliser was merely to simulate the conditions under which the 
system is expected to operate. Consequently, care was not 
taken to build one that will compensate for as much of the 
attenuation loss as is possible. For actual utilisation, more 
careful design (42) could be adopted. 
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5. Performance of the Experimental System  
5.1 General  
Based on the principles outlined in the previous chapter, 
a real-time experimental equaliser was built. Both the 
Laguerre set of functions and the delay line were used as the 
basic equaliser set to afford a means of comparison. Various 
tests were carried out to determine the capability of these 
equalisers. These included investigating the effect of - 
(a) introducing a non-linearity (the infinite clipper) into 
the error path. 
(b) simulating the presence of noise in the received signal. 
Tests were also devised to provide an assessment of some of 
the parameters that contribute towards optimum equaliser 
performance. The number of taps required and the synchronis-
ation of the received and reference signals were considered. 
These tests and their results will be discussed in this 
chapter. 
5.2 System Parameters  
The experimental set-up used is as shown in Fig.4.1. 
Both the received and reference signals werip generated by the 
same pseudo-random binary signal generator,with a bit rate of 
5 Megabits per second. These were filterecko approximate 
gaussian signals and then fed into the equaliser. For the 
delay line equaliser, nine sections were required, correspond- 
. 
ing to ten taps with a spacing of 0.5 microseconds between 
taps. In the case of the Laguerre equaliser, an additional 
input section was needed and the cut-off of each section was 
fixed at two-thirds the band width of interest (= 4.19 x 106 
radians per second). A drum of 41b. PIUT cable, 500 yards in 
length, was used to represent the TV telephone channel. 
5.2.1 Delay between received and reference Signals 
It was found that the degree of equalisation achievable 
was poor when the received and reference signals were 
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transmitted simultaneously. This was not unexpected since, in 
passing through the channel, the former had suffered both 
amplitude and phase distortion. Consequently, it was no 
longer in synchronism with the undistorted local reference. 
To improve the equaliser performance, it would be necessary to 
delay the transmission of the latter deliberately so that both 
become delayed by the same amount. 
This optimum condition can only be achieved if the amount 
of delay introduced by the imperfect channel is known. How-
ever, it will not be of a fixed value, but will vary from one 
channel to the next. So, at best, optimisation can only be 
effected based on some average channel characteristic. This 
problem of synchronisation will be an important consideration 
in the actual implementation of the system and will be 
discussed more fully in the next chapter. 
For the present investigation, the reference signal was 
delayed by different amounts relative to the received signal. 
The variation was made in steps determined by the spacing of 
• 
the equaliser taps. This was done because the process of 
physically varying the delay in transmission of the reference 
signal was equivalent to moving the main (or reference) tap of 
the equaliser down the line. That in turn meant the creating 
of more pre-echoes and less post-echoes. 
For the transversal equaliser, it was fond that minimum 
residual error was obtained when the fourth tap was selected 
as the reference tap. This was achieved by delaying the 
reference signal by 1.5 microseconds relative to the received 
signal. Similar tests on the Laguerre equaliser indicated 
that four pre-echoes were needed. In each case, the residual 
error was estimated to be less than 5% of the desired or 
reference signal. 
5.2.2 Number of Taps  
Another parameter affecting equaliser capability is the 
number of taps. It has been mentioned in chapter 4 that the 
length of the equaliser required depends on the nature and 
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degree of distortion likely to be found in the channel, and 
the precision of equalisation desired. It is clear that an 
optimum solution cannot yet be arrived at in the absence of 
information on the former and definite standards laid down 
for the latter. 
An attempt was made, nevertheless, to gauge the extent 
to which the choice of the number of taps was critical to 
equaliser capability. With the received and reference 
signals properly synchronised using the results of the 
previous section, the transversal and the Laguerre equalisers 
were allowed to converge, with only seven taps instead of ten 
but with all other parameters unchanged. A deterioration in 
performance of less than 1% was observed. This appears to 
indicate that, within the limits of the experimental 
conditions, the use of more than seven taps will only bring 
about a marginal improvement in system capability. 
Further experimentation with six taps or less resulted 
in an increasingly significant residual error. The use of 
seven taps would thus seem to represent a lower limit for the 
particular channel being equalised. More detailed investig- 
ation would need to be conducted to establish this conclusively. 
However, for the remaining tests that were cairied out on the 
experimental system, only seven taps were employed. 
5.3 Effect of Non-Linearity in Error Path  
The theoretical evaluations of chapter 3 have pointed to 
the desirability of introducing a non-linearity into the • 
feedback loop of the equaliser. To confirm some of these 
predictions, an infinite clipper (or hard limiter) was built 
and incorporated into the system, at the output of the 
difference amplifier producing the error signal. The 
performance of this "modified" equaliser was monitored and 
compared to that of the original mean-square equaliser. 
It was observed that the presence of the clipper had the 
effect of speeding up convergence, by a factor of about 10. 
66 
By adjusting the level of the clipper between ±5 Volts and 
±10 Volts, the gain of the loop was varied. This resulted in 
an inversely proportional variation in the Settling time 
(defined as the time for the residual error to fall to 
within 5% of its initial value). These observations concurred 
with those made by Sondhi, in his work on the adaptive echo 
canceller (2). The same improvement was observed when the 
clipper was incorporated into the Laguerre equaliser. The 
settling time obtained was of the order of a few hundred 
microseconds. 
For both mean square equalisers, the settling time was 
also found to be dependent upon the time constant of the 
cross-correlators feeding the taps. In other words ) the 
choice of the RC product for the set of integrators is 
important. This was investigated by keeping C constant, and 
using different values for R. The speed of convergence that 
was obtained decreased as the value of R was increased. In 
fact, the smaller the RC product, the more rapid was the 
convergence process and the shorter the settling time became. 
For instance, by reducing the value of RC from 95 to 0.95 
milliseconds, a corresponding improvement ft settling time 
from 20 to 4 seconds was observed. This effect became less 
pronounced when the clipper was introduced, since then the 
settling time was only a few hundred microseconds and any 
further improvement was not easily noticeable. 
5.4. Effect of Noise in Received Signal  
In particular, the equaliser will be required to operate 
under noisy conditions, since noise is present to varying 
degrees in all communication channels. The effect of noise 
in the received signal must therefore be evaluated. 
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Most of the work with adaptive equaliser systems have 
been concerned with the effect of Gaussian noise. Lucky and 
Rudin (6) have demonstrated theoretically that the mean-square 
equaliser will be able to reduce the sum of the residual error 
and the additive,.uncorrelated noise. This is confirmed by 
Furmage's results (28) with his time-scaled TV system. In 
the absence of time to carry out more exhaustive tests, it was 
decided to assume that gaussion noise would not pose a major 
problem. 
A more serious obstacle is the effect of impulse or 
switching noise in telephone channels. Any complete study, 
however, will not be possible since no attempt has been Made 
to characterise the statistics of the impulse noise actually 
present. It is anticipated that one effect of such impulses 
would be to disturb the equilibrium of the equaliser. Isolated 
impulses were, therefore, generated and added to the input to the 
equaliser when it had nearly converged. The impulses had 
durations ranging from 10 to 100 microseconds and amplif ;tudes 
of up to 5 volts. With the amplitude and duration as parameters, 
the ability of the system to tolerate such extraneous peaks 
was assessed. 
It was found that the equilibrium of the mean-square 
equaliser was affected when the disturbing impulse was more 
than 15 dB above the received signal. The meaniiquare error 
increased by about 20 dB in 0.5 seconds, the rati increasing 
as the level of the disturbance was increased. The situation 
improved with the introduction of the clipper, and a higher 
level of noise (of the order of 25 dB) was tolerable. A 
change of only about 3 dB in 2 seconds was observed in the 
latter case. 
5.5. Effect of Choice of Basic Equaliser Function  
For the particular channel considered, the test results 
• indicate that the Laguerre equaliser performs as well as the 
transversal equaliser. This differs from the observation of 
Furmage, who found the Laguerre equaliser to be less satisfactory, 
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requiring more than ten taps for good performance. The 
difference between the two findings arises from the different 
• types of channel that were equalised. The channel that 
Furmage investigated had an impulse response time-spread of 
170 microseconds (main pulse) as compared to 2 microseconds 
for the simulated TV telephone channel. In addition, the time 
scales of the delay lines and laguerre networks that he used 
were 200 times greater. 
5.6. Accuracy of Experimental Results  
The accuracy of the test results is dependent upon a 
number of factors, one of which is the correct choice of 
parameters and components for the different circuits. This 
factor will be discussed in this section. 
5.6.1. Choice of Multipliers  
Good linearity of the multipliers is essential to give 
a faithful reproduction of the signals applied at the 
inputs. Before the multipliers are used, therefore, careful 
adjustments are needed to eliminate as much of the d.c. offset 
errors as possible. The gain, on the other hand, may be of 
lower tolerance since any gain discrepancies will be corrected 
by the feedback loop. In view of this, in cases where zero 
offset and accurate gain cannot be achieved simultaneously, 
the former was attained at the expense of the latter. 
Other than good linearity, a second important 
requirement is zero a.c. offset. Theoretically, the choice 
of the continuous. method of tap control means that infinite 
resolution of tap settings is possible. Put in practice, 
the accuracy of the settings depends on the presence of any 
ac. components in the outputs of the cross-correlators 
feeding the taps. Such signals, when present, cause the settings 
I to fluctuate about their optimum values. For the multipliers 
used, the fluctuations were able to be limited to about 1% 
of the actual tap values through proper nulling, and were 
I 	thus not significant. 
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6.6.2. Choice of Operational Amplifiers 
The pA749C dual in-line operational amplifier had 
inadequate high-frequency performance. Its slew rate 
limited the -accuracy of the different circuits (see Section 4.4.). 
For frequencies above 500kHz, the signals were distorted. 
An upper limit had to be imposed on the magnitudes of the 
received and reference signals to avoid saturation of the 
amplifier outputs. 
The circuits could have been redesigned, using another 
operational amplifier with a higher slewing capacity. Some 
were in fact so modified, e.g. the summing and difference 
amplifiers. But time did not permit any extensive modification. 
Instead, a compromise was accepted and the upper video frequency 
of interest was reduced from 1MHz to 400kHz. The results 
so obtained can still be taken as representative of real-
time operation, since the proposed TV telephone standard does 
not require the equalised response to be flat up to 1MHz. 
The actual 3 dB bandwidth specified is 400kHz (see Section 4.7.). 
The difficulties experienced with the different circuits 
restricted the number of tests that could be usefully carried 
out. Nevertheless, the limited results were helpful in the 
preliminary assessment of the equaliser. The riext chapter 
will consider the implications of these results for actual 
implementation. Additional tests will also be Ayggested. 
A 
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6. Feasibility of Automatic Equalisation of the TV Telephone Channel  
6.1. Implications of Test Results  
From the preliminary test results reported in Chapter 
Five, it would appear that automatic equalisation of the TV 
telephone channel represents a workeable concept. The performance 
of the experimental equaliser was encouraging, within the scope 
of the limited tests that were carried out. 
One direct inference that can be drawn from the test 
results is the desirability of having non-linear feedback. For 
the non-linearity that was considered, the settling time was 
significantly reduced. However, the precise nature of its 
effect is still not known. The study by Furmage (28) suggests , 
that it acts as a variable gain device, effectively increasing 
the gain of the feedback loop during convergence. 
It has also been confirmed that optimum use of the equaliser 
is achieved when the received and reference signals are properly 
synchronised to account for the delay introduced by the channel. 
In the actual implementation, there must be proper synchronism, 
whatever the particular TV telephone connection being equalised. 
This topic will be discussed later in the chapter. 
The test results also indicate the possibility of 
t , 
difficulties being associated with disturbing impulses. Initial 
observations suggest that the equaliser may notIonverge if 
impulse noise above a certain magnitude is coupled to the received 
signal just prior to entering the equaliser. But the exact 
extent of such a setback can only be conclusively determined if 
the properties and distribution of the impulse noise present in 
telephone channels are known. 
Overall, the test results indicate the comparable capability 
of transversal and laguerre equalisers. A lower limit of 
seven taps was found to provide sufficiently good equalisation. 
It should be emphasised though that the observations were valid 
only for the particular channel used i.e. adjacent pairs in the 
same quad of a 500 yards length of 4 lb PIUT cable. Further 
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investigation would be needed to establish the optimum size 
and type of equaliser. The relevance of such work would again 
be conditional upon knowing the extent of distortion and.the 
range of variation from channel to channel existing in practice. 
6.2. Areas Requiring Further Investigation - 
From the discussion in the previous section, some factors 
requiring further study emerge. Experimentally, there are 
some immediate tests to be carried out to consolidate or improve 
on preliminary findings. Theoretically, there are some analytical 
methods to be considered to give a better understanding of the 
equalisation process. These will be outlined in Sections 6.2.1 
and 6.2.2 respectively. 
6.2.1. Further Tests  
(i) Equaliser Circuits. By proper choice of components tO eliminate 
such restrictions as slew rate limiting and saturation of 
output waveforms, the performance of the different circuits can 
be improved. Similarly, the design of the fixed equaliser of 
Section 4.8. can be corrected to better simulate the operating 
conditions. 
(ii) Non-linearity in Feedback Loop. From Chapter Three, it has been 
seen that the choice of the non-linearity F significantly • 
affects the performance of the system. It mot be worthwhile, 
therefore, to introduce a deadband (when the residual error has 
become small) in place of the infinite clipper. This will 
reduce fluctuations in the tap settings during convergence, 
thereby minimising the settling time. The deadband can be achieved 
by simply opening the loop at the place where the *clipper would 
otherwise be. Alternatively, another function could be used 
as F. One such example is described by the equation 
F(e) = e for  
o o 
e
o 
e>+e
o 
-e
o 
 
e<-e
0 
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(iii)Channel being equalised. In the tests, the TV telephone channel 
was represented by 500 yards of cable. This choice assumes•
that the fixed equalisers will be spaced at that interval along . 
the line. Brown (1) and others have suggested, however, that 
the spacing could be extended to about a mile. The actual 
optimum value will depend largely on the crosstalk properties 
of the lines. Closer, spacing will reduce the possibility of 
impulse noise coupling through near-,end crosstalk paths from 
audio to video pairs. The effect of using a longer cable as 
the channel should hence be investigated. In addition, 
different pairs within the same cable can be used, varying from 
adjacent pairs to pairs in adjacent layers. 
(iv)Changes in temperature. It is known that the frequency characteristic 
of the telephone line varies with temperature, the deviation 
being greatest at the higher frequencies. An additional loss 
increasing with frequency is thus incurred when the line is 
at a higher temperature than the ambient, for which the fixed 
equaliser was designed. 
Sargeant and Deans (43) have measured the deviations 
for typical lines. For 500 yards of 4 lb PIUT cable, the 
variation is observed to be less than dB for ± 10 °C variations 
from the nominal temperature of 20 °C. It in4reases for further 
changes in temperature, but is still less thit dB, even at 
the upper frequency limit of 1MHz. Such unOppensated losses 
become significant as the length of the linE4ped increases. 
Over the local subscriber area, where the congections are 
typically about one to two miles long, the cumulative error may 
come to about 2 or 3 dB. 
The equaliser must cope with the error introduced by 
temperature effects. Tests need to be devised in which changes 
to the channel characteristic are simulated to approximate 
those due to temperature variations. The circuit designed by 
MacGregor (44) can be used. As shown in Fig. 6.1., it simulates 
the temperature dependence of the insertion loss of 2i miles 
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of 4 lb PIUT cable. For frequencies over several hundred• 
kilohertz, this variation of insertion loss will give results 
identical to that for attenuation variation. The simulated 
temperature, given by the potentiometer setting, is 
t=40(1 - x2 ) 
where T = temperature, measured in degrees Centigrade 
x = function of potentiometer resistance between wiper 
and ground. 
6.2.2. FurtherAnalysis  
In Chapter Three, a linearised analysis was attempted, 
appropriate to small signal conditions. To obtain a more general 
solution, it would be necessary to use non-linear techniques. 
Possible approaches are: 
(i) 
	
Stability analysis (45). This involves the application of 
LyapunoV's method, or extensions of it, due to Popov and 
others. 
(ii 
	
Phase plane method (46). This is a graphical technique 
with no intrinsic limitation in accuracy since all non-, 
linear characteristics are treated without modification 
or linearisation. It is usually restricted to second 
order systems. Further study is required to establish 
its adequacy here, particularly with regards to multiplicative 
non-linearity. 
6.3. Problems in Actual Imolementation  
Thus far, the performance of the automatic equaliser 
has been evaluated in isolation. Little reference has been made 
to its compatibility when integrated into the existing telephone 
network. Without going into details, some of the relevant 
problems are highlighted in this section. 
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6.3.1. Synchronisation of Received and Reference Signals  
Equalisation is achieved by minimising the mean-square 
difference between the received signal and an identically-
generated but undistorted local reference. The two signals 
must be properly synchronised. The difficulty in establishing. 
correct timing is that the telephone line will generally vary 
in length and characteristic from one connection to the next. 
Any scheme of synchronisation must have automatic provision 
for such variations. 
The objectives are: 
 
(a) providing the clock frequency for driving the local reference 
generator 
, (b) establishing the proper phase for this clock, and synchronising 
the two random sequences. 
Lucky and Rudin (6) have proposed a technique that is applicable 
to any general-purpose communication channel. Two pilot tones 
are added to the received signal, one each at the upper and 
lower edges of the band of interest. By suitably combining these 
tones, the required clock frequency is obtained. 
The second objective is achieved by estimating the arrival 
time T' of the received signal x(t). A maximumilikelihood 
estimate can be obtained by adjusting T' until 
1 t, 
q (Ts ) ' y(t + T')x(t)dt, 
tl J o  
which is the cross-correlation of the received and the 
reference signals, is a maximum. For large observation times 
t
l' 
this can be accurately determined despite the noise component 
in x(t). In fact, when t 1 is very large, the shape of q(T') 
would approach that of the autocorrelatiori function of the 
pseudo-random test signal for an ideal channel. The function 
is shown in Fig. 6.2.(a). 
It is known from Wheeler's paired echo theory (47) that 
, the effect of linear distortion in a bandlimited channel can be 
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represented in terms of pairs of echoes of the time-domain 
impulse response. Therefore, for a distorted channel, the 
q(T') function might have the appearance of Fig. 6.2.(b), which 
illustrates the systematic contribution of a single echo introduced 
by the channel. In such a case, the search for‘the absolute 
maximum of q(T') can be accomplished in two successive modes. 
In the first mode, the correct "spikes" of q(T') is found, and 
in the second mode, the maximum of the "spike" •is determined. 
For mode one, coarse alignment is obtained by cross. 
correlating the two signals and 'comparing the result with a 
fixed threshold. The threshold is pre=determined empirically 
so that only the large spikes, corresponding to the undistorted 
pulse, exceeds it. The phase of the timing signal is continuously 
increased until q(T') reaches this level. After that, the phase 
is locked. In practice, if the same signal format as the 
television system is used for TV telephone operation, sufficient 
timing information may already be present. This could be 
utilised to obviate the necessity of the coarse alignment. 
For mode two, the maximum is found by partial differentiation 
with respect to T', and setting the result to zero. The equation 
is given by 
tql") 	L.1 t1 
37 1 IT 0 yl(t+T')x(t)dt 
where y'(t) is the time-derivative of y(t). The expression is 
only valid for a small region over which q(T') can be assumed 
to be convex. Practically, the partial derivative is generated 
by another cross-correlator. 
6.3.2. Transmission of Test Signal for Equalisation  
The operation of the automatic equaliser also relies 
upon the transmission of a pseudo-random test signal. For the 
preset equaliser, this is sent prior to or during breaks in the 
transmission of the information signal. For the adaptive type, 
. on the other hand, both signals are added and then transmitted 
simultaneously. In either case, there is the problem of integration 
of the test signal into the TV telephone signal format. It 
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must be gated in at the sending end and retrieved subsequently 
at the receiving end. 
As discussed in Section 1.6., only the preset type is 
being considered here. The test signal can hence be introduced 
into time slots that are not being used for video transmission. 
For the television system, there are vertical blanking intervals 
occurring between each field of scan. By using these blanking 
intervals, the equaliser tap settings can be periodically updated 
as the channel characteristic changes slowly with time. 
The length of the vertical blanking interval depends on 
the picture standards. Cagle (36) has proposed the following 
parameters: 
line repetition rate 8 KHz 
frame rate 29.9625Hz 
resolution ratio 1:1 
aspect ratio 1.1:1 
Additionally, he recommends a two-to-one interlacing pattern. 
This means that the picture is scanned twice, the second 
time between the first set of scanning lines. In this way, 
two fields are required to complete one frame. 
With these parameters, 267 lines are transmitted per 
frame. This includes those lost in blanking, so there are 
effectively only 250 active lines. The empty time slot available 
corresponds to the time for 8 lines, which is 1000 microseconds, 
if adjustments are made one per field. 
To avoid introducing undesirable effects into the picture, 
all equaliser operations must be confined to the blanking 
intervals. This means allowing time for any transients to decay, 
and taking into account the horizontal •sync. pulses normally 
also transmitted in the blanking intervals. These factOrs 
dictate the length of the pseudo-random sequence that can be 
used. The sequence selected, consisting of 1023 bits with a 
period of 204.6 microseconds (see Section 4.5), fits comfortably 
into the -1000 microsecond blanking slot. Since the average 
settling time obtained using the clipper is about 400 micro-
seconds, the equaliser operations would be completed within the 
slot. 
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CONCLUSION  
Preliminary studies have been made on some aspects of 
automatic equalisation of TV telephone channels. The technical 
feasibility of equalising baseband analogue signal, transmitted 
over a short length of telephone cable, has been demonstrated. 
By incorporating a non-linear device, the capability of the 
automatic equaliser has been further increased, with satisfactory 
performance even in a limited noise environment. 
In the context of the work, it has firstly been assumed 
that baseband analogue transmission is used. This asstimption 
had not been substantiated but was adopted on the basis of economic 
and technical possibilities. Other methods of transmission could 
well turn out to be more technically satisfactory. For instance, 
carrier transmission with amplitude modulation, which leaves 
the audio frequency free for voice transmission, or pulse code 
modulation techniques could be utilised, with definite advantages. 
However, considerable extra cost would be involved in installing 
modulation and repeater equipment both at the exchange and at 
the subscriber premises. Such can only be offset against the 
cost of one or two wire pairs. It remains to 4e established 
whether the tradeoff is justifiable. 
'Secondly, it has not been possible to fssess accurately 
the degree of optimality of the equaliser used'. This is because 
the precision of equalisation required, and the nature and 
degree of distortion to be expected in the channel are not fully 
known. The former depends on the TV telephone picture standards, 
which have yet to be officially formulated. The latter depends 
on the availability of samples of the impulse responses of various 
connections likely to be encountered in practice. With these 
information, a complete study can then be made of 
(a) the size of equaliser required (i.e. the optimum 
number of taps to be used) 
(b) the type of equaliser required (i.e. the possibility 
• 	
of using other basic equaliser functions and the 
extent of tradeoff between sophistication of 
algorithm and complexity of hardware) 
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(c) optimum equaliser utilisation (i.e. proper synchro-
nisation of local reference with received 
signal) 
It may even be possible to establish a fixed weighting 
of the tap gains that will give optimum system performance. 
Finally, all the measures of performance so far are 
esentially objective. They could well be quite different from 
subjective assessments. Some kind of distortion measure that is 
related quantitatively to the actual picture observed on the 
screen is needed. The method of pulse and bar testing adopted 
for television could perhaps be examined for its possible application 
in the TV telephone situation. 
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APPENDIX A  
This appendix contains further details of some of the hardware 
that was used in the experimental equaliser. The configurations of the 
circuits, together with component values and tolerances, are given. 
A.1. Delay Line Section  
The active circuit used to provide a rational function approxim-
ation to pure delay is based on suggestions proposed by Potter (48), 
but with the elimination of any inductive components. Potter has shown 
that a network with normalised pole and zero positions given by 
s = -1.6 t j 1.0 and s = +1.6 t j 1.0 
1 
respectively will give a constant delay of 2-T, with a tolerance of 0.5% 
over the required frequency range. Two such circuits are therefore 
needed to provide each section of delay T. For an N-tap delay line, N-1 
delay sections are needed. 
The choice of the value for T, the tap spacing, is critical to the 
adequacy of the transversal equaliser to correct for any expected channel 
distortion. For a channel which is essentially low-pass in nature, 
1 
T = 2g- where W = highest frequency of interest. Thus, in this case, for 
a 1MHz system, T was designed to be 0.5 microseconds. 
The circuit configuration is as given in Fig.A.1. Each half-section 
is a second order network with transfer function of the prm 
2 
Vout = (473) 2 Wc7 + 1 
	
(1 )2 4. 	1 2 1 — 
o 	44)o 
(For circuit analysis, refer to (28)). All components were matched to 
within 1% of the values specified. 
• A.2. Laguerre Network  
. Another set of funCtion was investigated as the possible basic 
equaliser function to be used instead of the delay line: It is the 
Laguerre set of first order networks. The impulse response of the nth 
Laguerre network is given by 
 
n n 
(1. 1 . et d it .-2at )•
1 0 ") 
dt
n ' 
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Synthesis is possible by passive circuitry, such as simple RC ladder 
networks. Active circuits were used however to avoid any problems of 
impedance mismatch. 
The circuit arrangement is shown in Fig.A.2. The design was based 
on a value of o( equal to two-thirds of the bandwidth of the system to 
be equalised. Just as for the delay networks, the components were 
closely matched to the values specified. For a ten-tap equaliser, nine 
sections of transfer function (211H) were built, together with the 
input network. 
A.3. Analogue Multipliers  
Adopting the continuous method of tap control as discussed in 
Section 4.3, analogue multipliers with good precision and wide band-
width were needed. In all, two sets of N multipliers (N . number of 
taps in the equaliser) were required. Sondhi and Presti (49) have 
indicated that the multipliers used for controlling the tap settings 
have to satisfy more stringent requirements than the corresponding ones 
used in correlating the error signal with the receivelksignal. The 
outputs of the former must be strictly proportional tethe received 
signal. 
To meet these spectfications, integrated circuit bultipliers with 
good static accuracy (within I% and 2% of the maximum output for the X 
and Y inputs respectively) were used. Fig.A.3 shows the multiplier 
connections, with op-ampl. level shift. The variable potentiometers 
RI and R2 are for ac offset adjustments of the two inputs, R3 for scale 
factor adjustment, and R4 for dc offset compensation. Of these 
adjustments, the most critical is the last one since, as seen from 
Chapter 3, any dc offset error will directly affect the output of the 
correlation multipliers. Thus, a multi-turn potentiometer was used for 
R4 to allow for more precise zeroing of the dc level. 
It was found, during the course of the investigation, that the 
pA 749C's slew-rate limiting resulted in the positive output being 
 A and B are 
AH0152 Dual SPST FET 
switches 
Output 
 
- 	INTEGRATOR 
incorrect for the higher frequencies of operation (above 100 kHz) .. As 
the situation could not be adequately improved even with application of 
different external compensations, only the negative output was used for 
each of the multipliers. 
A.4. Integrator  
The operation of correlation of the error signal with the received 
signal requires one integrator to be associated with each multiplier. 
The circuit used is shown in Fig.A.4. Since equalisation will only be 
performed during breaks in the transmission period, the integrator must 
be capable of holding its output when required. Provision is therefore 
made for operating the integrator in the hold mode, and for correcting 
any drift in the output (by varying the 25K potentiometer) that might 
affect the gain setting of the taps. 
The RC product of the integrator should be chosen such that 
integration is performed over several periods of the pseudo random 
sequence. Lucky and Rudin (6) have selected RC = 4 x (p.r.b.s. period). 
The value of RC used will directly affect the gain of the feedback 
loops, and hence the speed of convergence. In this case, for a 1023-bit 
sequence, driven at a clock frequency of 5MHz, 
Period = 1023 --6— microseconds 
= 204.6 microseconds 
The value of RC used - 
10 x 10
3 
x 0.1
s millisecqpd 
10
6 
A.5. Clipper Circuit  
The iiA 710 comparator was used to provide the limiting action in 
the investigation of the effect of non-linear loops. A number of 
circuit additions were necessary as seen in Fig.A.5. The discrete, 
matched pair in front of the comparator serves the purpose of increasing 
the gain as the,uA 710 does not provide sufficient gain for the 
switching action. Any offset voltages present can be balanced out by 
the 47K variable potentiometer. In addition, allowance must be made 
for the fact that the input current of thepA 710 is often high enough 
to cause significant errors due to loading of the signal and reference-
voltage sources. This is taken care of by the introduction of the 
transistor pair (SE4902). 
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56k 
FIG.A. 7(a) 	SUMMING AMPLIFIER 
10k 
FIG.A.7(b) 	DIFFERENCE AMPLIFIER 
The output circuit is necessary to provide a symmetrical output 
. swing, since the output of the MA 710 is between the levels +3.2 volts 
and -0.5 volts. This output circuit is powered by an independent 
adjustable supply, so as to minimise the effects of supply transients 
within the system. The rest of the clipper circuit is powered by the 
simple regulator arrangement, which is* also shown in Fig.A.5. 
' A.6. Driving Clock for the P.R.B.S. Generator  
The shift registers that generate the pseudo random binary 
sequences require an external clock to provide the pulses for shifting 
the contents of the registers. The actual clock frequency to be used 
is determined by a number of factors, as has been outlined in Section 
4.5.. In this . investigation, a value of 5MHz was chosen. 
As a commercially manufactured square wave generator satisfying 
the frequency requirements was not available during the course of the 
project, a design given in (50) has been used. The circuit, as shown 
in Fig.A.6, uses three inverters to provide the gain and regenerative 
feedback necessary to sustain oscillations. The field effect 
transistor performs as a source follower. For the frequency chosen, 
the values of R 1 and C required can be obtained from 
1 
fc 7K—C 1 
The potentiometer R 2 allows adjustment of the duty cycle of the output 
pulse train. 
A.7. The Remaining Circuits  
Fig.A.7 gives the circuit arrangements for the summing and 
difference amplifiers. In each case, the input and feedback resistors 
were matched to an accuracy of within 1% of the specified values. The 
capacitor at the output of the summing amplifier serves to prevent any 
dc drift of the tap settings from affecting the performance of the 
correlation circuits. The LM 318 operational amplifier with a much 
higher slew rate of 50 volts/microseconds was used in place of the 
JJA 749C. 
A set of inverting amplifiers was also needed to give the correct 
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feedback polarity for the adaptive loops. A stabilised power supply 
using tvo suA 723 precision voltage regulators was also built to provide 
• the +-15 volts required for most of the circuits. 	• 
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APPENDIX B  
As mentioned in Section 4.6, the original sequence delayed by a 
desired number of bits can be obtained by modulo-two adding the outputs 
of the appropriate stages of the original generator. The phase table in 
this appendix shows which stages are to be so added to give a required 
delay. The table is obtained by modulo-two adding the outputs of stages 
7 and 10 and feeding into stage 8. The delay increments are in steps of 
0.2 microseconds (corresponding to a clock pulse rate of 5MHz). 
Stage 
Del 2 3 4 5 67.8 9-10 
0 0 0 0 0 0 1 0 0 1 
1 1 0 0 0 0 0 0 0 0 0 
2 0 1 0 0 0 000 0 0 
• 3 0.01 0 0 0 0 0 0 0 
4 0 0 0 1 0 0 0.0 0 0 
5 0 0 0 0 1 000 0 0 
6 0 0 0 0 0 1 0 0 0 0 
7 0 0 , 00 0 0 1 0 0 0 
8 0 0 0 0 0 0 0.1 0 0 
9 0 0 0 0 .0 , 0 0 0 1 0. 
10 0 0 0 0 0 0 0 0 0 1 
11  10 00 0 00 1 0 0 
12 0 1 . 0 0 0 0 0 0 1 0 
13 0 0 1 0 0 0 0 0 0 1 
14 0 0 0 1 0 0 0 1 0 0 
15 0 0 0 0 1 0 0 0 1 0 
A '1' indicates that the output of that stage is to be included in 
• the modulo-two addition. For the generator built, a delay of up to 1023 
steps can be obtained. . 
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