A joint chance constrained optimization problem involves multiple uncertain constraints, i.e., constraints with stochastic parameters, that are jointly required to be satisfied with probability exceeding a prespecified threshold. In a distributionally robust joint chance constrained optimization problem (DRCCP), the joint chance constraint is required to hold for all probability distributions of the stochastic parameters from a given ambiguity set. In this work, we consider DRCCP involving convex nonlinear uncertain constraints and an ambiguity set specified by convex moment constraints. We investigate deterministic reformulations of such problems and conditions under which such deterministic reformulations are convex. In particular we show that a DRCCP can be reformulated as a convex program if one the following conditions hold: (i) there is a single uncertain constraint, (ii) the ambiguity set is defined by a single moment constraint, (iii) the ambiguity set is defined by linear moment constraints, and (iv) the uncertain and moment constraints are positively homogeneous with respect to uncertain parameters. We further show that if the decision variables are binary and the uncertain constraints are linear then a DRCCP can be reformulated as a deterministic mixed integer convex program. Finally, we present a numerical study to illustrate that the proposed mixed integer convex reformulation can be solved efficiently by existing solvers. *
Introduction

Problem Setting
We consider a distributionally robust chance constrained program (DRCCP) of the form (cf. [4, 12, 13, 21] ):
s.t. x ∈ S, (1b)
where x ∈ R n is a decision vector; the vector c ∈ R n denotes the objective coefficients; the set S ⊆ R n denotes deterministic constraints on x; the random vector ξ supported on Ξ ⊂ R m denotes uncertain constraint coefficients; the mapping F (x, ξ) := (f 1 (x, ξ), . . . , f I (x, ξ)) with f i (x, ξ) : R n × Ξ → R for all i ∈ [I] := {1, . . . , I} defines a set of uncertain constraints on x; the ambiguity set P denotes a set of probability measures P on the space Ξ with a sigma algebra F; and ∈ (0, 1) denotes a risk tolerance. In (1) we seek a decision vector x to minimize a linear objective c x subject to a set of deterministic constraints defined by S, and a chance constraint (1c) that is required to hold for any probability distribution from the ambiguity set P with a probability of 1 − . Note that when |I| = 1 the constraint (1c) involves a single chance constraint and if |I| ≥ 2 it involves a joint chance constraint. The primary difficulty of (1) is due to the distributionally robust chance constraint (1c). Let us denote the feasible region induced by (1c) as
In this paper we study deterministic reformulations of the set Z D and its convexity properties. Our study is restricted to the convex, moment constrained setting (cf. [17, 18] ), i.e. under the following assumptions.
(A1) Each function f i (x, ξ) in the mapping F (x, ξ) := (f 1 (x, ξ), . . . , f I (x, ξ)) is concave in x for any fixed ξ, and is convex in ξ for any fixed x.
(A2) The random vector ξ is supported on a nonempty closed convex set Ξ ⊆ R m .
(A3) The ambiguity set P is nonempty and is defined by moment constraints:
where P 0 (Ξ) denotes the set of all of probability measures on Ξ with a sigma algebra F, and for each t ∈ T 1 ∪T 2 , the moment function φ t : Ξ → R is a real valued continuous function and g t is a scalar. Furthermore, for each t ∈ T 1 , the function φ t (ξ) is linear, and for each t ∈ T 2 , the function φ t (ξ) is concave.
Contributions
Even under the above convexity assumptions the set Z D is nonconvex in general, making (1) a difficult optimization problem. Moreover it is not described by explicit functions, and so is not suitable for direct optimization as a mathematical program. In this paper we first provide a deterministic approximation of Z D that is nearly tight and then identify a variety of settings under which Z D is convex. The main results of this paper are summarized next.
1. We propose a deterministic approximation with its closure equal to Z D which is in general nonconvex and can be formulated as an optimization problem involving biconvex constraints.
2. When there is a single uncertain constraint, i.e. |I| = 1, we prove that the proposed deterministic approximation is exact and reduces to a tractable convex program.
3. We prove that if the ambiguity set P contains only one moment inequality, i.e. |T 1 | = 0 and |T 2 | = 1, then Z D is a tractable convex program; and if the ambiguity set contains only one moment linear equality, i.e. |T 1 | = 1 and |T 2 | = 0, then Z D is equivalent to the disjunction of two tractable convex programs. 4 . We prove that if Ξ = R m and the moment functions {φ t (ξ)} t∈T 1 ∪T 2 are linear, then Z D defines a robust convex program.
5. We prove that if Ξ is a closed convex cone, the function f i (x, ξ) for any i ∈ [I] is of the (separable) form f i (x, ξ) = w i (x) − h i (ξ) where h i (ξ) is positively homogeneous on Ξ, and the moment functions {φ t (ξ)} t∈T 2 are positively homogeneous on Ξ, then Z D is a tractable convex program.
6. When the decision variables are pure binary (i.e. S ⊆ {0, 1} n ) and uncertain constraints are linear, we show that the proposed deterministic approximation can be reformulated as a mixed integer convex program. We also present a numerical study to demonstrate that the proposed reformulation can be effectively solves using a standard solver.
Connection to existing works
In the case of a single uncertain constraint, i.e., |I| = 1, there has been significant efforts in identifying settings where Z D can be reformulated by deterministic convex constraints. For example, with known mean and covariance of ξ, the authors in [4] showed that the set Z D can be formulated as a second order cone program (SOCP). Recently, more efforts have been made to derive tractable reformulation of the set Z D . For instance, in [13] and [22] , the authors showed that with given range of first-and second-order moments, the set Z D can be reformulated as a semidefinite program (SDP). These tractability results have been generalized to nonlinear uncertain constraints in [21] . Generalizing the above mentioned earlier works, this paper demonstrates that for any ambiguity set with convex moment constraints, when there is a single chance constraint, the set Z D can be reformulated as a convex program. Tractability results for a joint DRCCP (i.e., |I| > 1) are even rare. Much of the earlier works built approximation of the set Z D instead of deriving its exact reformulation. For example, in [15] , the authors suggested that using Bonferroni's inequality to decompose a joint chance constraint into |I| different single chance constraints whose sum of risk parameters is no larger than . With such decomposition, any approximation scheme proposed for a single chance constraint could be directly applied. However, Bonferroni's inequality is not tight in general (c.f. [6, 22] ). Thus, in [6] , the authors proposed to improve Bonferroni's inequality by scaling each uncertain constraint with a positive number and converting them into a single constraint. For any fixed scaler, they were able to provide a conservative SOCP approximation. Later, it was shown in [22] that by optimizing over the scaling parameters, the feasible region of the proposed scaling method is nearly exact to set Z D when P is described by first-and second-order moments. This result was established using strong duality of SDP. However, in this case, the corresponding deterministic reformulation of (1) turns out to be a bilinear optimization problem, which is naturally hard to solve (c.f. [2] ). Recently, [11] derived a tractable reformulation under the restricted assumption that the stochastic mapping F (x, ξ) is separate and affine in (x, ξ), Ξ is a closed convex solid cone and the ambiguity set is defined by mean and dispersion constraints, where the dispersion function is positively homogeneous on the cone Ξ. We extend the results of [22] to any ambiguity set with convex moment constraints and show that the approximation yields a mixed integer convex program when the decision vector x is binary. Unlike [11] , we show that a DRCCP with single moment constraint is tractable by relaxing their assumptions on the set Ξ and mapping F (x, ξ), and we also provide new sufficient conditions under which joint DRCCP is tractable.
The remainder of the paper is organized as follows. Section 2 presents some preliminary results to be used subsequently. Section 3 proposes an equivalent deterministic reformulation of the set Z D and develops a tight approximation of the set Z D via a biconvex program. Section 4 provides various sufficient conditions for the convexity of the set Z D . Section 5 demonstrates that the proposed tight approximation of Z D yields a mixed integer convex program when the decision variables are binary and the uncertain constraints are linear. A numerical study is presented to test the proposed formulation. Finally, Section 6 concludes the paper.
Preliminaries
We first present some standard results and then define a special function associated with the set Z D that will be used in our analysis.
Some standard results
As is common in the distributionally robust optimization literature (e.g., [17] ), our deterministic reformulation of Z D relies on dualizing the optimization problem appearing in the left-hand-side of the chance constraint defining (2) . Towards this, in addition to Assumptions (A1) -(A3), we will make the following constraint qualification assumption on P throughout the rest of this paper.
(A4) (Slater's condition) there exists a probability measure P satisfying the constraints defining P for any sufficiently small perturbation of {g t } t∈T 1 ∪T 2 .
We will use the following strong duality result.
Lemma 1.
Let P be defined as in (3) and suppose Assumptions (A1) -(A4) hold. Let ψ(ξ) be a Lebesgue measurable function on (Ξ, F) such that |E P [ψ(ξ)]| < ∞ for any P ∈ P, then
is equivalent to the following mathematical program:
Proof. Let M + (Ξ) denote the cone of all nonnegative measures on Ξ. Then (4) can be formulated as
The dual of the above semi-infinite linear program is (5). Due to Assumption (A4), Theorem 5.99 in [3] implies that strong duality holds and the set of optimal solutions are bounded.
Next, we note that Z D is closed.
Proof. For any given P ∈ P, let
From [16] , since F (x, ξ) is continuous in x, Z P is a closed set. By definition,
and it is well known that any intersection of closed set is also closed. Thus, Z D is closed.
Finally, we mention a result from convex programming that will be useful.
Lemma 3.
(Convex Theorem of Alternatives, [1] ) Consider the convex inequality system
where c ∈ R is a constant, f (x), {g i (x)} i∈ [m] are convex functions defined on R n and X ⊆ R n is a nonempty convex set. Assume that there existx such that g i (x) < 0 for each i ∈ [m]. Then system (S 1 ) is unsolvable if and only if system (S 2 ) is solvable, where (S 2 ) is defined as
φ-conjugate functions
Our subsequent constructions will make use of the following function associated with the ingredients defining Z D .
Definition 1.
Let f (x, ξ) be a function which is convex in ξ ∈ Ξ for all x. Given functions {φ t (ξ)} t∈T 1 ∪T 2 as defined in (3) the φ-conjugate of f corresponding to weights (γ, α)
For notational simplicity, when f (x, ξ) = 0 for all (x, ξ), we denote ψ 0 (γ) := ψ 0 (γ, α, x).
Note that evaluating ψ f (γ, α, x) amounts to solving a concave maximization problem. Often, such a problem is tractable. Next we establish some properties of ψ f . First we recall that given a closed convex cone C, a function f : C → R is positively homogeneous on C if f (λx) = λf (x) for any x ∈ C and λ ≥ 0.
Lemma 4.
Let f (x, ξ) be concave in x ∈ R n and convex in ξ ∈ Ξ. Then its φ-conjugate function ψ f (γ, α, x) has the following properties:
Proof. Parts (i) and (ii) follow from the fact that the supremum of a set of convex functions is convex. We only show part (iii). If Ξ is a closed convex cone, f (x, ·) and {φ t (·)} t∈T 1 ∪T 2 are positively homogeneous on Ξ, then we must have ψ f (γ, α, x) ≤ 0 for any (γ, α, x) ∈ dom ψ f . Otherwise, there would existξ ∈ Ξ such that t∈T 1 ∪T 2 φ t (ξ)γ t − αf (x,ξ) > 0 and so
where the first inequality comes from λξ ∈ Ξ for any λ ≥ 0 and the first equality due to the positive homogeneity of f (x, ·) and {φ t (·)} t∈T 1 ∪T 2 . Also from positive homogeneity it follows that
Remark 1. Note that in part (iii) of Lemma 4, if Ξ is a polyhedral cone, f (x, ξ) is linear in ξ for any given x and {φ t (ξ)} t∈T 1 ∪T 2 are all linear functions, then by strong duality of linear programming, ψ f (γ, α, x) is equal to the characteristic function of a set defined by linear inequalities on (γ, α) for any given x.
Next we present a few examples of P whose associated φ-conjugate function and its domain can be explicitly computed. We omit the calculations for brevity.
Proposition 2. Let
with Ξ = R m , and f (x, ξ) = (Ax + a) ξ + Bx + b.
Proposition 5. Let
The mean deviation ambiguity set in Proposition 3 has been studied in [11] . The first and second-moment ambiguity set in Proposition 4 has been studied in [5, 8, 13, 22] , while the mean and coefficient of variation ambiguity set in Proposition 5 has been studied in [20] 
Deterministic formulations
In this section we present two deterministic formulations associated with Z D . The first is a direct reformulation using the strong duality result in Lemma 1. The second is an approximate formulation of Z D which is shown to be nearly tight.
Direct reformulation
Lemma 1 is sufficient to derive the following deterministic reformulation of Z D . We will investigate the convexity of this reformulation in Section 4.
Theorem 1. Suppose Assumptions (A1) -(A4) hold, then
where the functions ψ 0 (·) , ψ · (·, ·, ·) are φ-conjugate functions as defined in Definition 1.
Proof. Note that
and I + (F (x, ξ)) = 0 otherwise. By Lemma 1, the left-hand side of the constraint defining Z D is equivalent to
From the definition of I + (F (x, ξ)), constraints (7b) are equivalent to
Constraint (8a) is equivalent to
which is equivalent to (6b) by the definition of ψ 0 (γ). Next we focus on reformulating (8b).
For any given x, since f i (x, ξ) and t∈T 1 ∪T 2 φ t (ξ)γ t are continuous in ξ, Ξ is a closed set and by definition Ξ i (x) = ∅ for each i ∈ I 1 (x), so we can replace the strict inequalities in Ξ i (x) by nonstrict ones. Thus, (9) is equivalent to
For any given γ ∈ R |T 1 | × R
+ , λ ∈ R and x ∈ S, (10) implies that the following constraint system on ξ is insolvable
for each i ∈ I 1 (x). By definition of the set I 1 (x), we have that there existsξ ∈ Ξ such that f i (x,ξ) < 0. Thus by Lemma 3, (11) is equivalent to that there exists an α i ≥ 0,
for each i ∈ I 1 (x). By definition of ψ f i the above system is equivalent to (6c).
We remark that reformulation (6) of Z D is not convex since the functions {ψ f i (γ, α i , x)} i∈ [I] are not in general convex, and also because the index set I 1 (x) depends on x. In the subsequent sections, we will explore the tractability of the set Z D by establishing conditions under which {ψ f i (γ, α i , x)} i∈ [I] are convex and I 1 (x) can be replace by [I] .
We first observe that λ + ψ 0 (γ) can be lower bounded by 1 − .
Proof. From (3), we also have
Since γ t ≥ 0 for each t ∈ T 2 by aggregating the above inequalities with multipliers {γ t } t∈T 1 ∪T 2 , we obtain
We also observe that for each i ∈ I 1 (x), α i must be strictly positive. This observation is key to the proofs of several main results in subsequent sections, for instance, it allows us to prove the convexity of the set Z D when Ξ = R m and {φ t (ξ)} t∈T 1 ∪T 2 are all linear functions.
Corollary 2.
For any x satisfying (6), we must have α i > 0 for all i ∈ I 1 (x).
Proof. If I 1 (x) = ∅, then we are done. Now let us assume that I 1 (x) = ∅. Suppose α i 0 = 0 for some
This yields a contradiction to Corollary 1 that λ + ψ 0 (γ) ≥ 1 − .
Biconvex approximation
Recently, in [6] , [13] and [22] , the authors derived CVaR approximation of a joint DRCCP with linear uncertain constraints, which yields an almost exact feasible region of a DRCCP. The construction of such an approximation scheme is outlined below. First, for any given positive vector α ∈ R I ++ , we can convert the joint chance constraints into a single one as
where the second equality is due to P[ξ :
For any given probability measure P ∈ P, apply the CVaR approximation of [15] to the above chance constraint, which yields a conservative approximation of Z D as
We further note that if we interchange the infimum with the supremum, then by standard minimax argument, set Z D is further approximated by
where the second inclusion is because infimum might not be achieved by any β.
The relation (12) leads us to reformulate Z C as a disjunction of two sets by distinguishing whether β = 0 or not.
and
Proof. We separate the proof into three parts.
(i) Note that in (12), we must have (12) is always nonnegative, which implies that the lefthand side of (12) is strictly positive, a contradiction.
(ii) For any x ∈ Z C , there exists (α, β) ∈ R I ++ × R − such that
Now we would like to distinguish whether β = 0 or β < 0.
(a) If β = 0, then (12) yields
which is equivalent to
which implies that the feasible solution x must be in X C .
(b) Suppose β < 0. Then divide (12) by −β on both side and we have
Subtracting one on both sides and flipping the sign of inequality yields
Since β < 0, we can redefine α i as α i /(−β) for each i ∈ [I]. Thus, (16) yields
By Lemma 1, the infimum in the left-hand side of (17) is equivalent to
Breaking down the maximum (18b) is equivalent to
which can be reformulated as
By definition of ψ f , (19a) and (19b) are equivalent to (14b) and (14c). Similar to the proof in Corollary 2, we could relax α ∈ R I ++ with α ≥ 0. (14) and α > 0 from Corollary 2. In (12), let β = 1, α = α . Then by Lemma 1, the dual reformulation (12) is equivalent to the set Z C . Thus, x ∈ Z C .
Remark 2. To solve (1) over set S ∩ Z C , one can optimize c x over S ∩ X C and S ∩ Y C separately, then choose the minimum value.
We observe that Y C is quite similar to (6) except that index set I 1 (x) is equal to [I] in (14) . Indeed, we are able to show that Z D is charaterized by cl(Y C ) and hence cl(Z C ).
Theorem 3.
cl
where cl(W ) denotes the closure of the set W .
Proof. From Theorem 2, we have
We first rewrite set Y C as
By definition we have
In the above reformulation, by taking supremum over the left-hand side and using the fact that λ + ψ 0 (γ) ≤ 1, we observe that
Using the fact that α i > 0 from the proof of Theorem 2, the right-hand side in (21) is equivalent to
Note that r(x) := inf ξ∈Ξ f i (x, ξ) is concave in x, and hence continuous in x, thus take the closure operator of both side and we have
where the first equality is due to the definition of
From Lemma 2, we know that
A direct observation from the proof of Theorem 3 is the sufficient conditions when α could be bounded. This observation is useful for binary DRCCP which will be discussed in subsequent sections.
Corollary 3. If S is compact and I
Proof. First of all, since I 1 (x) = [I] for all x ∈ Z D , from the proof of Theorem 3 Z D = Y C . Thus, Y C is closed.
We know that for any x ∈ S ∩ Y C and i ∈ [I], there exists a α i (x) such that (14c) holds. Now let us define M i = max x∈S∩Y C α i (x) for each i ∈ [I] and clearly, the maximization is well-defined. Therefore, there exists an M ∈ R I ++ such that in S ∩ Y C , α i can be bounded by M i for each i ∈ [I].
Next we observe that Z C = Z D when there is a single uncertain constraint.
Corollary 4.
When I = 1, we have
Proof. By Theorem 3, we have
Thus,
where the first inclusion is due to Y C ⊆ Z C , and the second inclusion is because for any x ∈ Z D but x / ∈ C, we must have x ∈ Y C . If I = 1, then we have
Remark 3. A special case of Corollary 4 has been observed by [22] for a DRCCP with first-and second-moment constraints. Here, we provide a different proof and our results apply to a DRCCP with more general convex moment constraints.
Despite the tightness of Z C , due to the biconvex terms in set Y C , it is nonconvex in general. However, as shown in Sections 4 and 5, in some cases, it is possible that these biconvex terms can be convexified.
Convexity conditions for Z D
In this section, we will explore some settings under which the set Z D is convex.
Single uncertain constraint
We show that if there is a single uncertain constraint (i.e., I = 1), then the set Z D is convex.
Theorem 4. When
which is a convex set.
Proof. Note that Z C = Z D from Corollary 4. By definition of the set Z C in (12), we can obtain
Let β = −β and by flipping the sign of inequality, we have that (25) is equivalent to
Then by Lemma 1 and the proof of Theorem 2, the infimum in the left-hand side of (26) is equivalent to
Next, we project out variables λ, β from set Z C in (27) by Fourier-Motzkin elimination procedure and obtain
We note that in (28a), α 1 must be positive and finite. Thus, by scaling it to be 1, we obtain (24). Since φ 0 (·) and φ f 1 (·, 1, ·) are convex functions, Z D is a convex set.
Theorem 4 implies that for a single DRCCP, Z D can be always reformulated as a convex set. This has been observed by [13, 21, 22] where P is only constrained by first-and second-moments. Here, we extend this result to more general moment constraints.
Single moment constraint
Here we show that when P is described by a single moment constraint. First, we show that for a first inequality constraint (i.e., |T 1 | = 0, |T 2 | = 1), the set Z D is convex. The main idea behind the proof is to project out the α variables from characterization (6) in Theorem 1.
Theorem 5.
If |T 1 | = 0 and |T 2 | = 1, then
Proof. Let Z * D be the set defined on the right-hand side of (29). The proof proceeds in three steps.
(a) First, using Fourier-Motzkin method to project out variable λ in (6), we can reformulate Z D as
where in (30c), we let α i > 0 for all i ∈ [I] due to Corollary 2.
Next, we can get a relaxation of the Z D by aggregating the two constraints (30a),(30b) above together as (1 − ) × (30a) + × (30b):
We would like to show thatZ D ⊆ Z D . Recall that I 1 (x) := {i ∈ [I] : ∃ξ ∈ Ξ, f i (x, ξ) < 0}. Given a point x ∈Z D , we consider two cases I 1 (x) = ∅ and I 1 (x) = ∅. If I 1 (x) = ∅, then let γ 1 = 0 and α = e (e is the all-one vector). Clearly (γ 1 , α, x) satisfies constraints in (30). Hence x ∈ Z D . Now suppose that I 1 (x) = ∅. As x ∈Z D , there exists (γ 1 , α) such that (γ 1 , α, x) satisfies constraints in (31). First of all, we claim that γ 1 > 0; otherwise, suppose that γ 1 = 0, then by (31a), Definition 1 and the fact that α ∈ R I ++ , we have
which implies that f i (x, ξ) ≥ 0 for all ξ ∈ Ξ and i ∈ I 1 (x), contradicting I 1 (x) = ∅. Thus, we must have γ 1 > 0.
Next, we claim that −g 1 γ 1 +ψ 0 (γ 1 ) > 0. Indeed, by Assumption (A4), there exists a probability measure P ∈ P 0 (Ξ) such that E P [φ 1 (ξ)] > g 1 . Thus
Since γ 1 > 0, we must have
where the first and second equalities are from the definition of ψ 0 (·) and construction ofγ 1 ; and similarly for each i ∈ I 1 (x),
where the first and second equalities are from the definition of ψ 0 (·) and construction ofγ 1 , and the last inequality is due to (31a).
Hence, (γ 1 , α, x) satisfy the constraints in (30); i.e., x ∈ Z D . Thus,
there must exist a vector γ such that ( γ, x) satisfies (29). For any i ∈ I 1 (x), we must have γ i > 0; otherwise, (31a) yields ψ f i (0, 1, x) ≤ 0; i.e., f i (x, ξ) ≥ 0 for all ξ ∈ Ξ, contradicting i ∈ I 1 (x).
Let γ 1 = max i∈I 1 (x) γ i and set α i = γ 1 / γ i for each i ∈ I 1 (x) and α i = 1, otherwise. Then for each i ∈ I 1 (x),
where the first three equalities are from the definition of ψ · (·) and construction of γ 1 , α, and the last inequality due to (29a) and the fact that γ 1 = max j∈I 1 (x) γ j ≥ γ i > 0.
Thus, (γ 1 , α, x) satisfies constraints (31), i.e. x ∈Z D .
(c) Next we show thatZ
Then for each i ∈ [I] \ I 1 (x), we have
where the first equality are from the definition of ψ · (·, ·, ·) and γ i = 0, and the first inequality is due to i ∈ [I] \ I 1 (x), thus f i (x, ξ) ≥ 0 for all ξ ∈ Ξ. On the other hand, for for each i ∈ I 1 (x), we have
where the first two equalities are due to the definition of ψ · (·, ·, ·) and γ i = γ 1 /α i , and the last inequality is due to (31a) and α i > 0.
Thus, ( γ, x) satisfies the constraints in (29); i.e., x ∈Z D .
If there is one linear moment equality, we can reformulate Z D as a disjunction of two sets by treating an equality constraint as two inequalities, then applying the same technique of Theorem 5. 
(32b)
(33b)
Proof. From the proof of Theorem 5, we know
and if
The conclusion follows by combining these two sets together with disjunction.
Different from a result in [11] , where the authors only showed tractability of a linear DRCCP with right-hand-side uncertainty (i.e., f i (x, ξ) = a i x − ξ b i with constants a i ∈ R n , b i ∈ R m ), our results in Theorems 5 and 6 apply to both right-hand-side and left-hand-side uncertainty.
The following example shows an application of Theorem 5.
Example 1.
Consider a stochastic multi-dimensional continuous knapsack problem. There are n items and I knapsacks, where for each item j, c j represents its value, and ξ i represents ith knapsack's random weight vector, and let b i be the total capacity of ith knapsack. The variable x j denotes the portion of jth item being picked. Suppose that we know the total absolute deviation of weight, thus P is defined as
where E = R n×I and ξ j =ξ j + µ j . Now the distributionally robust multi-dimensional continuous knapsack problem is formulated as
Note that for each i ∈ [I], the ith uncertain constraint is f i (x, ξ) = b i −x µ i −x ξ i . By Proposition 1 with q = 1, we have
and ψ 0 (γ) = 0. Thus, according to Theorem 5, Problem (#) is equivalent to the following linear program
Linear moment constraints
Here, we show that if Ξ = R m and the ambiguity set is defined only by linear moment constraints, then the set Z D is equal to X C as defined in (13) . Hence, DRCCP is equivalent to a robust convex program.
Theorem 7.
Suppose Ξ = R m and {φ t (ξ)} t∈T 1 ∪T 2 are all linear functions, then
Proof. Since {φ t (ξ)} t∈T 1 ∪T 2 are all linear functions, let φ t (ξ) = w t ξ for all t ∈ T 1 ∪ T 2 . We only need to show that I 1 (x) = ∅ for any given x ∈ Z D , where
Suppose that I 1 (x) = ∅ for some x ∈ Z D . Since φ t (ξ) = w t ξ for all t ∈ T 1 ∪ T 2 and Ξ = R m , (6b) in Theorem 1 yields have
which implies that
Meanwhile, in (3), for any P ∈ P 0 (Ξ), we have E P [w t ξ] = g t for all t ∈ T 1 and E P [w t ξ] ≥ g t for all t ∈ T 2 . Multiplying these equalities and inequalities with {γ t } t∈T 1 ∪T 2 (note that γ t ≥ 0 for each t ∈ T 2 ), we have
i.e.,
as t∈T 1 ∪T 2 w t γ t = 0. Now from (6c) in Theorem 1, for each i ∈ I 1 (x), we have
where the first equality is due to the definition of φ · (·, ·, ·) and the second equality is because of t∈T 1 ∪T 2 w t γ t = 0. As we know i ∈ I 1 (x) and α i > 0 from Corollary 2, we must have
On the other hand, (6a) (i.e., λ+ t∈T 1 ∪T 2 g t γ t ≥ 1− ) implies that λ ≥ 1− since t∈T 1 ∪T 2 g t γ t ≤ 0. Thus, we have a contradiction. This proposition suggests us that only considering first-moment information might not provide us a sufficient characterization of the ambiguous set and hence more nonlinear moment constraints are needed for a more realistic reformulation.
Nonlinear positive homogeneous moment constraints
Now we consider the case of multiple (possibly, nonlinear) moment constraints. Let us begin with the following technical lemma.
Lemma 5.
Suppose that Ξ is a closed convex cone, φ t (ξ) is positively homogeneous on Ξ for each t ∈ T 2 , then Z D is equivalent to
with convex mappingψ 0 .
Proof. Since φ t (ξ) is linear for each t ∈ T 1 and is positively homogeneous on Ξ for each t ∈ T 2 , by part (iii) of Lemma 4, (6) reduces to
It remains to show that for any x in Z D , we always have λ = 1.
Consider an x ∈ Z D with (λ, γ, α) such that (λ, γ, α, x) satisfies (38) and λ < 1. By Corollary 1 and ψ 0 (γ) = 0 in its domain, we must have λ ≥ 1 − . Now construct a new solution (λ,γ,ᾱ, x) as λ = 1,γ = γ λ ,ᾱ = α λ . Clearly, (λ,γ,ᾱ, x) also satisfies (38). Thus, we can always set λ = 1 in (38), which yields (37).
By Lemma 4, ψ 0 (γ) is convex in λ, thereforeψ 0 is a convex mapping.
Next, we identify sufficient conditions for the set Z D to be convex if the moment constraints are defined by positively homogeneous functions {φ t (ξ)} t∈T 2 .
Theorem 8.
Suppose that Ξ is a closed convex cone, φ t (ξ) is positively homogeneous on Ξ for each t ∈ T 2 , and for each i
, where w i (x) : R n → R is a concave function and h i (x) : Ξ → R is a concave function and positively homogeneous on Ξ. Then Z D is equivalent to the closure of the following convex set
where for each i ∈ [I],
with the convex mappingψ −h i (γ, α i ).
Proof. By Theorem 2, we know cl(Y C ) = Z D . Now let λ = 1 in set Y C , which yields
Clearly, cl(Ȳ C ) = Z D . Now by Lemma 5, set cl(Ȳ C ) reduces to the right-hand side of (39). Note that for each
Since function h i is positive homogeneous in ξ and irrelevant with x, by Lemma 4, ψ −h i (γ, α i , x) is convex in (γ, α i ) and hence its domain is.
Note that (39b) is a convex constraint for each i ∈ [I] and is second order cone representable by introducing a new variable 0 ≤ q i ≤ w i (x). Then (39b) is equivalent to
Note that Theorem 2 in [11] is a special case of Theorem 8, where in [11] , it is assume that w i (x) is an affine function and h i (ξ) is a linear function for each i ∈ [I].
The following example demonstrates an application of Theorem 8.
Example 2.
Consider a stochastic lot-sizing problem. There are I time periods and at each time period i ∈ [I], ξ i represents the random demand and c i , f i are the production cost and fixed cost, respectively. The production for each time period cannot exceed M . There are two types of decision variables, x i represents production level and y i represents production set up at time i, i.e., y i = 1 if x i > 0; 0, otherwise. Suppose that we know the mean of the demand at each period and the total deviation of demand, thus P is defined as
where E = R I and ξ =ξ + µ. Now the entire distributionally robust lot-sizing problem is formulated as
Let us define matrix A ∈ R I×I as A(i, j) = 1 if j ≤ i; 0, otherwise; and a i· denote ith row of A. From Proposition 3, we have
− γ 2 in Theorem 8. Thus, set Z D is reformulated as closure of the following set
In above formulation, note that the larger γ 2 value implies a larger feasible region. Thus, at optimality, we must have γ 2 = g . We also observe by triangular inequality,
i.e., a i is bounded for each i ∈ [I]. Thus, the feasible region of (42) must be closed. Therefore, Problem (41) is equivalent to the following mixed integer convex program:
Binary DRCCP
In this section, we consider the case of binary decision variables, i.e., S ⊆ {0, 1} n and linear chance constraints. We first derive a mixed integer convex reformulation and then present a numerical study.
Mixed integer convex formulation
and α in (14) can be upper bounded by a vector M for any x ∈ S. Consider a convex set
, by Definition 1, we have
, let us define new variables y such that y i = α i x, which can be linearized via McCormick inequalities [14] as 0
. This linearization is exact for any x ∈ {0, 1} n . Thus, S ∩Ȳ C = S ∩ Y C . Proposition 6 tells that to optimize over S ∩ Y C is equivalent to optimize over S ∩Ȳ C , which is a mixed integer convex set instead of a mixed integer nonconvex set. Above we have assumed the existence of vector M and one sufficient condition is Corollary 3. Moreover, the next theorem shows that under some other cases, the variables α in (44) have closed-form bounds.
Theorem 9.
Suppose the ambiguity set be defined as
where Ξ = R n×I , and
Sets X C andȲ C in (44) are defined as
with
where for each i ∈ [I], δ is the smallest eigenvalue of matrices {Σ j } j∈ [I] , η = min x∈{0,1} n :Ax+a =0 Ax + a 2 2 , and w ··j denotes the matrix (w ikj ) for each j and z ·j denotes the vector (z ij ) for each j. Proof. We will separate the proof into four parts.
(i) Suppose for any x ∈ {0, 1} n such that Ax + a = 0, then by (1c), we must have
. Hence, this implies that x ∈ X C . Also note that for any x ∈ S ∩ Z D \ X C , we must have
It remains to show the existence of vector M such that
(ii) From now on, we assume that Ax + a 2 = 0 for all
. Then the ambiguity set is equivalent to
where Ξ = R n×I . Also, the uncertain constraint is f i (x,ξ i ) = (Ax + a)
For any given x ∈ Y C , replacingξ i by ζ i = (Ax + a) ξ i and by the standard random variable changing (c.f. [9] ), the ambiguity set can be further replaced as
(iii) Next by Definition 1, we have
where the second equality is due to 1-dimensional S-Lemma in [1] . Similarly,
Then by replacing minimum operator with its equivalent "existence" argument, set Y C can be formulated as
(iv) Now we would like to show the existence of upper bounds on {α i } i∈ [I] and {γ 2i } i∈ [I] with following four steps. γ 2j ≤ .
Let η = min x∈{0,1} n :Ax+a =0 Ax + a 2 2 , thus γ 2j is bounded by δη .
(v) As α i ≤ M i and x ∈ {0, 1} n for each i ∈ [I], let us define new variables y such that y i = α i x, which can be linearized via McCormick inequalities as
Also since γ 2j ≤ δη , thus, let z ij = γ 2j x i , w ikj = γ 2j x i x k for all i, k, j ∈ [I], which also can be linearized via McCormick inequalities as
Thus, we arrive at (46).
The following example illustrates an application of Theorem 9. This example has been studied in [7] , where the authors presented several different heuristic (approximate) algorithms. Instead, we show that the feasible region of this problem can be approximated almost exactly as a mixed integer second order conic program (SOCP). Thus, any mixed integer SOCP approach could be used to solve it.
Example 3.
(multi-dimensional binary knapsack problem) Consider a variant of Example 1 where x ∈ {0, 1} n , i.e. x j = 1 if jth item being picked, 0 otherwise. Suppose that we know the mean of weight vector of each knapsack and its second moment, thus P is defined as
where Ξ = R n×I and ξ i =ξ i + µ i . Without loss of generality, we assume that
Now the entire distributionally robust multi-dimensional knapsack problem is formulated as
. By Theorem 9, we must have
where
for each i ∈ [I] with δ the smallest eigenvalue of matrices {Σ j } j∈ [I] , η = min x∈{0,1} n :x =0 x 2 2 = 1.
Numerical illustration
In this section, we present a numerical study to illustrate the strength of proposed formulation (51) corresponding to the multidimensional knapsack problem in Example 3. The instances are constructed form the problem set mk-20-10 in [19] . The instances in this set are named 1-4-multi-N -i, where N ∈ {100, 500, 1000, 3000} denotes sample size of the weight vector and there are 5 different instances for each sample size (i.e., i ∈ {1, 2, 3, 4, 5}). Each instance has 20 decision variables and 10 knapsack constraints, i.e, n = 20, I = 10. We compute µ, σ of the weight vector for each knapsack as the sample mean and covariance from the provided data. Our first approach is to solve the mixed integer SOCP (51) exactly. We notice that the explicit upper bounds of α, γ 2 could be quite loose. Hence, instead, we enhance these bounds by maximizing these variables over the continuous relaxation of (51).
We compare our approach with the heuristic one proposed in [7] . The authors formulate to maximize c x over set Z C ∩ {0, 1} n in (12) as the following mixed integer nonconvex program Σ j , γ 2j ≥ (1 − )β,
λ + j∈ [I] t 0j ≤ β, 
The solution approach is summarized below. First of all, given an α, solve the continuous relaxation of (52) with α fixed, which is an SDP. Let x be the corresponding optimal solution. Then, fix x = x, change the objective function to max λ − j∈[I] Σ j , γ 2j (i.e., maximize the largest probability) and solve the corresponding continuous relaxation problem with optimal solution α. In the next step, let α = α, and iterate. This procedure terminates whenever the values of α and x no longer changes. Suppose, at the end of this procedure, α = α, x = x. In general, x ∈ [0, 1] n is not binary. So the final step is randomized rounding, i.e. treat x i ∈ {0, 1} as a Bernoulli random variable with probability x i for each i ∈ [n], generate a samplex, then check the feasibility ofx to (52). This step could repeat multiple times until finding several candidate solutions (e.g., 5 solutions) and of course, choosing the best one as the output. We use commercial solver CPLEX for the first approach, while CVX for the second approach. The results are listed in Table 1 . We use v SOCP , t SOCP to denote the objective value and the total running time of first approach (including big-M strengthening time), while use v H , t H , gap for the objective value, the total running time and the optimality gap of the second approach (the heuristic one). All instances were executed on a laptop with a 2.67 GHz processor and 4GB RAM, while CPLEX 12.5.1 and CVX 2.1 were used with their default settings.
In Table 1 , we observe that the solution time of both methods are in general quite similar, while on average, the exact approach (3463s) takes shorter time than the heuristic one (4268s). If we compare the solution quality, it can be seen that the solution of the heuristic method is quite unpredictable, i.e., for some instances, it finds a very good solution but for others, it does not. The average gap of the heuristic solutions is around 20%. On the other hand, the exact approach can find the optimal solution within an hour and a half for majority of instances (34 over 40 instances). These results demonstrate the effectiveness of the exact approach proposed in this paper.
Conclusion
In this paper, we studied a distributionally robust chance constrained problem (DRCCP) with joint nonlinear uncertain constraints under convex moment ambiguity sets. We identified a number of general sufficient conditions where such a DRCCP can be reformulated as a (mixed integer) convex program. In this work, we assume the uncertain mapping F (x, ξ) is concave in x and convex in ξ. A future direction is to generalize these results to a broader family of uncertain mappings. In addition, a convex moment ambiguity set in general will not converge to the true distribution if more empirical data is available to estimate moments. Therefore, extension to other type of ambiguity sets (e.g., KL divergence [13] or Wasserstein metric [10] based ambiguity set) would be very valuable. Finally, for binary DRCCP, the big-M formulation in Proposition 6 could be very weak in general, thus it is of interest to develop sophisticated solution approaches for solving the corresponding mixed integer convex programs efficiently.
