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Abstract
The advances of social media technologies are significantly changing people’s way of connecting
with each other, sharing information, and understanding the world. Conventionally, stories and reports
from newspapers and magazines provide a primary data source. Nowadays, the emerging social media
sharing websites (e.g., Facebook, YouTube, Twitter, Flickr) enable Web users to share easily their
personal life and express their opinions at any time. With a rapidly increasing number of users in
social media services, the mainstream information source is moving to the Web. There has been a
dramatically fast growth of social media data in both volume and topic diversity, which makes social
event analysis possible. We consider all the user generated contents as social media data, such as
tweets on Twitter, posts on Facebook, images on Flickr, etc. For simplicity of explanation, in this
thesis we note all of them as posts.
The tremendous boost of online social media data enables identification of popular events before
the mainstream media, which can be potentially used in real-time notification of emerging events.
Notifying mobile users of fires and crimes happening nearby is one example. It may also offer oppor-
tunities to governments for timely responses to urgent events at various stages. Furthermore, events
are often not isolated. New events may keep coming up successively as a consequence of an ini-
tial event, whereas the topic focus on the subsequent events may shift due to the event evolvement.
Modelling the implicit relationships among events could help better understand the event evolution
process and predict future events. After an event is identified, it is unnecessary to present all related
posts about the event to the public. Website users usually prefer to view the event with several repre-
sentative posts rather than all of them. A cover with selected posts would help users better understand
and recall the event. This leads to the problem of how to efficiently and effectively find representatives
for events.
The first task in this thesis is identifying social events. Social event identification utilizes social
media data to detect events and plays a critical role in many applications. For example, early warnings
of impending natural disasters or disease are necessary for the safety and security of populations
within the affected areas. Therefore, under a variety of situations, there is a demand to derive an
effective approach to identify events and report to the public. In this task, we propose a novel approach
for identifying events from social media data according to their spatio-temporal context and textual
information. To better capture the extensibility of social events in both spatial and temporal space,
spatio-temporal expansions are employed.
The second task is modelling relationships among events. We observe that different events may
tell different stories under the same topic and narrate the development of a topic together. In other
words, a growing topic is composed of a series of relevant events, and each event is tightly correlated
to its previous events and has influence to its follow-up events. Considering each event as a vertex
and the weight of edges between vertices as the event triggering probability, the event triggering
relationships can be modelled in an adjacent probabilistic matrix, which could be further used to find
significant events and predict future events.
The third task is to find social representatives with the network structure of social media data.
Facing a massive amount of posts talking about the same events, the question is how to represent
those events with a small subset of posts that are most representative. A post relationship graph
can be constructed by connecting similar posts. Highly representative posts will be detected through
network structure analysis. In order to choose event representatives, posts that are linked to a large
number of similar posts are preferred. This technique can be used in all types of networks to detect
representative nodes.
Declaration by Author
This thesis is composed of my original work, and contains no material previously published or
written by another person except where due reference has been made in the text. I have clearly stated
the contribution by others to jointly-authored works that I have included in my thesis.
I have clearly stated the contribution of others to my thesis as a whole, including statistical as-
sistance, survey design, data analysis, significant technical procedures, professional editorial advice,
and any other original research work used or reported in my thesis. The content of my thesis is the
result of work I have carried out since the commencement of my research higher degree candidature
and does not include a substantial part of work that has been submitted to qualify for the award of
any other degree or diploma in any university or other tertiary institution. I have clearly stated which
parts of my thesis, if any, have been submitted to qualify for another award.
I acknowledge that an electronic copy of my thesis must be lodged with the University Library and,
subject to the policy and procedures of The University of Queensland, the thesis be made available
for research and study in accordance with the Copyright Act 1968 unless a period of embargo has
been approved by the Dean of the Graduate School.
I acknowledge that copyright of all material contained in my thesis resides with the copyright
holder(s) of that material. Where appropriate I have obtained copyright permission from the copyright
holder to reproduce material in this thesis.
Publications during candidature
Journal papers:
• Xuefei Li, Hongyun Cai, Zi Huang, Yang Yang and Xiaofang Zhou. “Social Event Identifica-
tion and Ranking on Flickr”. World Wide Web (WWWJ), 18(5): pp. 1219-1245, 2015.
Conference papers:
• Xuefei Li, Hongyun Cai, Zi Huang, Yang Yang and Xiaofang Zhou. “Spatio-temporal Event
Modeling and Ranking”. In Proceedings of 14th International Conference on Web Information
System Engineering (WISE), pp. 361-374, 13-15 October, 2013, Nanjing, China [Best Paper
Award].
• Hongyun Cai, Zi Huang, Xiaofeng Zhu, Qing Zhang and Xuefei Li. “Multi-output Regression
with Tag Correlation Analysis for Effective Image Tagging”. In Proceedings of the 19th Inter-
national Conference on Database Systems for Advanced Applications (DASFAA), pp. 31-46,
21-24 April, 2014, Bali, Indonesia.
• Hongyun Cai, Yang Yang, Xuefei Li and Zi Huang. “What are Popular: Exploring Twitter Fea-
tures for Event Detection, Tracking and Visualization”. In Proceedings of the 23rd Annual ACM
Conference on Multimedia (ACM MM), pp. 89-98, 26-30 October, 2015, Brisbane, Australia.
Under review:
• Xuefei Li, Lijun Chang, Kai Zheng, Zi Huang and Xiaofang Zhou. “Ranking Weighted Clus-
tering Coefficient in Large Dynamic Graphs”, submitted to TKDE 2015.
Publications included in this thesis
Xuefei Li, Hongyun Cai, Zi Huang, Yang Yang and Xiaofang Zhou. “Spatio-temporal Event
Modeling and Ranking”. In Proceedings of 14th International Conference on Web Information System
Engineering (WISE), pp. 361-374, 2013. Incorporated as Chapter 3.
Contributor Statement of contribution
Xuefei Li (Candidate) Designed algorithm (80%)
Discussed problem formalization (70%)
Designed experiments (80%)
Wrote the paper (80%)
Hongyun Cai Designed experiments (20%)
Zi Huang Designed algorithm (20%)
Discussed problem formalization (10%)
Wrote the paper (20%)
Yang Yang Discussed problem formalization (10%)
Xiaofang Zhou Discussed problem formalization (10%)
Xuefei Li, Hongyun Cai, Zi Huang, Yang Yang and Xiaofang Zhou. “Social Event Identification
and Ranking on Flickr”. World Wide Web (WWWJ), 18(5): pp. 1219-1245, 2015. Incorporated as
Chapter 4.
Contributor Statement of contribution
Xuefei Li (Candidate) Designed algorithm (80%)
Discussed problem formalization (70%)
Designed experiments (80%)
Wrote the paper (80%)
Hongyun Cai Designed experiments (20%)
Zi Huang Designed algorithm (20%)
Discussed problem formalization (10%)
Wrote the paper (20%)
Yang Yang Discussed problem formalization (10%)
Xiaofang Zhou Discussed problem formalization (10%)
Xuefei Li, Lijun Chang, Kai Zheng, Zi Huang and Xiaofang Zhou. “Ranking Weighted Clustering
Coefficient in Large Dynamic Graphs”. Under review. Incorporated as Chapter 5.
Contributor Statement of contribution
Xuefei Li (Candidate) Designed algorithm (80%)
Designed experiments (80%)
Wrote the paper (80%)
Lijun Chang Designed experiments (20%)
Revised the paper (10%)
Kai Zheng Revised the paper (10%)
Zi Huang Discussed the experiment design (10%)
Xiaofang Zhou Discussed the algorithm design (10%)
Contributions by others to the thesis
For all the published research work included in this thesis, Dr. Zi Huang, as my principal advisor,
provided very helpful insight in the overall as well as the technical details. She also assisted with both
the refinement of the idea and the pre-submission edition.
For all of the research problems in this thesis, the principal advisor of the author, Dr. Zi Huang, and
the associate advisor Prof. Xiaofang Zhou assisted in providing guidance for problem formulation,
idea refinement as well as reviewing and polishing the presentation.
Ms Hongyun Cai, Dr. Yang Yang, Dr. Lijun Chang and Dr. Kai Zheng participated in conducting
experiments and paper revising.
Statement of parts of the thesis submitted to qualify for the award of another degree
“None”
Acknowledgments
I’ve received great support and encouragement along the journey of my Ph.D. from my family,
friends and colleagues at DKE. It is a pleasure to express my gratitude to all of them in my humble
acknowledgement.
I would like to express my sincerest gratitude and appreciation to my principal advisor, Dr. Zi
Huang, for her supervision and guidance as an advisor and her continuous encouragement and caring
as a friend through the difficult research times. I’ll miss the days when we worked late for deadlines
and went for spicy bbq chicken wings together.
I would also like to express my special appreciation and thanks to my associate advisor, Prof.
Xiaofang Zhou, for his expert advice and suggestions, support and understanding. I appreciate the
times spending holidays together with friends in his house so that I never felt alone as an international
student.
I am sincerely grateful to Prof. Jian Pei and Prof. Jeffrey Yu, for their insightful comments from
rich experience on my work during my visit to their groups. I am very thankful to Prof. Xuemin Lin
for all the critical and useful advice for both research and life. Acknowledge also goes to Prof. Heng
Tao Shen for his valuable advice and constructive comments about my work as well as his unique
humour to always make us happy. I appreciate working with Dr. Mohamed Sharaf as his tutor twice;
his passion for teaching inspires me to work hard and be responsible. I am also delightful for the
interesting lunch talks with Prof. Xue Li. Special thanks go to Dr. Yang Yang, Dr. Kai Zheng and Dr.
Lijun Chang for their constructive advice and help in my work.
I’d like to express my gratitude for the support and friendship provided by other colleagues and
friends. Hongyun Cai and Xiaofeng Zhu, you’ve been the most precious gift to me in Australia, thank
you for always being there for me during all the ups and downs. Xin Huang and Sichen Xu, thank
you for always being the most supportive listener remotely. Sayan Unankard, Jianfeng Wang, Jiping
Wang, Kun Zhao, Qing Xie and Yingying Zhu, I enjoy the days we hang out together and thanks
for helping me practise driving. To office mates Sen Wang, Ling Chen, Wei Wang and Chao Li in
78-636, I’m so lucky to have you around. To all basketball friends, thank you for keeping me healthy
and happy. Collective acknowledgements go to other former and current colleagues at DKE group for
giving me such a wonderful time when working and having fun together.
Finally, to my beloved parents Mindong Li and Xien Li, thank you for raising me up in this
warm family full of support and love, without which I could not have made it this far. To my dearest
grandparents, thank you for always treasuring me as the special and precious kid. To my aunt, uncle
and two cousins in Sydney, thank you for making Australia like home.
Keywords
data mining, social network analysis, spatio-temporal event identification, event modelling, event
tracking, event ranking, top-k query processing, representative search
Australian and New Zealand Standard Research Classifications (ANZSRC)
ANZSRC code: 080609, Information Systems Management, 60%
ANZSRC code: 080604, Database Management, 20%
ANZSRC code: 080109, Pattern Recognition and Data Mining, 20%
Fields of Research (FoR) Classification
FoR code: 0806, Information Systems, 80%
FoR code: 0801, Artificial Intelligence and Image Processing, 20%
Contents
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Framework of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Research Problems and Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.1 Social Event Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2 Social Event Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.3 Event Representative Search . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.4 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.5 Datasets Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.1 Social Event Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.2 Social Event Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.3 Social Event Representative Search . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Literature Review 13
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Event Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Event Identification from Single Source of Data . . . . . . . . . . . . . . . . 14
2.2.2 Event Identification from Multiple Source of Data . . . . . . . . . . . . . . 16
2.3 Social Event Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4 Social Event Representative Search . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 Clustering Coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.2 Triangle Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
CONTENTS
2.4.3 Top-k Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5 Overall Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Social Event Identification 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Problem Formalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2.2 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Event Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.1 Incident Set Initialization and Expansion . . . . . . . . . . . . . . . . . . . 34
3.3.2 Event Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.3 Event Representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.1 Set Up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.2 Results on Event Identification . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Social Event Modelling and Ranking 47
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Problem Formalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.2 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Event Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.1 Event Triggering Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Event Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4.1 Event Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4.2 Impact Refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.4.3 Event Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.5.1 Set Up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.5.2 Results on Event Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
CONTENTS
5 Social Event Representative Search in Large Networks 67
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3 Static Upper Bound Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.3.1 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3.2 Static Upper Bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Incremental Bound Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4.1 Incremental Upper Bound . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4.2 Fast Top-k WCC Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5 Approximate WCC Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.5.1 Flajolet-Martin Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.5.2 FM-based WCC Computation . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.6 Efficient Top-k WCC Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.6.1 Edge Insertion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.6.2 Edge Deletion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.6.3 Monitoring Top-k Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.7 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.7.1 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6 Conclusions and Future Work 99
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.2 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.2.1 Event Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.2.2 Representative Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.3 Scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
CONTENTS
List of Figures
1.1 Posts about Egyptian revolution in social network websites. . . . . . . . . . . . . . 3
1.2 A network example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 A network community example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 A real example of event identification on Flickr data . . . . . . . . . . . . . . . . . . 32
3.2 An overview of the event identification framework . . . . . . . . . . . . . . . . . . . 34
3.3 An example of incident set expansion . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Event coverage under different thresholds without expansions ((a)-(c)) v.s. with ex-
pansion ((d)-(f)) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5 Average coverage comparisons among different event identification methods . . . . . 44
4.1 An overview of the framework of event modelling and ranking . . . . . . . . . . . . 49
4.2 User evaluation system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3 An example of top ten events from London dataset plotted along the timeline accord-
ing to their occurring time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 nDCG comparisons between the adapted self-exciting model, naive method and basic
self-exciting model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5 nDCG comparisons among different event impact initialization methods . . . . . . . 63
4.6 Effectiveness of random walk in event impact refinement . . . . . . . . . . . . . . . 63
5.1 A graph example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2 Degree based upper bound top-k search . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Neighbourhood based upper bound top-k search . . . . . . . . . . . . . . . . . . . . 75
5.4 Incremental upper bound based top-k search . . . . . . . . . . . . . . . . . . . . . . 78
5.5 WCC vs CC comparing degrees of top-k results . . . . . . . . . . . . . . . . . . . . 90
LIST OF FIGURES
5.6 Running time by varying k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.7 Search space by varying k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.8 nDCG comparisons of WCC vs CC . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.9 Case study: London Olympics opening ceremony . . . . . . . . . . . . . . . . . . . 97
List of Tables
3.1 Notations used in event identification . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Efficiency comparisons (minutes) . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1 Notations used in this event modelling . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Time decay illustration by using London dataset (global impact) . . . . . . . . . . . 64
4.3 Time decay illustration by using London dataset (local impact) . . . . . . . . . . . . 64
5.1 Major notations used in this chapter . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2 Dataset statistics (K = 103, M = 106): number of vertices and edges (|V | and |E|),
maximum and average degree (dmax and davg), and the largest WCC (WCCmax) . . . 89
5.3 Top-k structural diversity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.4 Top-k WCC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.5 Graph loading and FM sketches construction time . . . . . . . . . . . . . . . . . . . 91
5.6 Running time comparisons. (k = 100, and Ratiot = DBSt/FMSt) . . . . . . . . . 92
5.7 Search space comparisons. (k = 100, Ratios = DBSs/IBSs) . . . . . . . . . . . . 93
5.8 Error rate (MAE) of FMS by varying k. (F = 500) . . . . . . . . . . . . . . . . . . 95
5.9 Error rate (MAE) of FMS by varying F . (k = 100) . . . . . . . . . . . . . . . . . . 95




An event is commonly regarded as a significant occurrence of a sequence of activities at specific loca-
tions and time with people interactions, which is unusual to normal patterns of behaviour [48]. In this
thesis, we study the problem of multi-faceted analysis of social events including event identification,
representation and monitoring. We introduce the research topics in this chapter including background,
framework, research problems and challenges, our contributions and the thesis organization.
1.1 Background
The advances of social media technologies are significantly changing people’s way of connecting with
each other, sharing information, and understanding the world. Conventionally, stories and reports
from newspapers and magazines provide a primary information source. Nowadays, the emerging
social media sharing websites (e.g., Facebook, YouTube, Twitter, Flickr) enable web users to share
their personal life easily and express their opinions at any time. With a large increasing number of
users in social media services, the mainstream information source is moving to the Web. At present,
there has been a dramatically fast growth of social media data in both volume and topic diversity,
which makes social event analysis possible. We consider all the user generated contents as social
media data, such as tweets on Twitter, posts on Facebook, images on Flickr, etc. For simplicity of
explanation, in this thesis we note all of them as posts.
For illustration, we take the Egyptian revolution [26] as an example. On 25 Jan 2011, a lot of posts
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about the breaking news “Day of Rage” protests erupted in Cairo appeared on social networks, which
attracted active discussions online. Suddenly, Cairo’s Day of Rage became a trending event and tweets
and photos showing people marching on the street were spreading everywhere. As a consequence, in
the following ten days, events about Egyptian government limited Internet access in Egypt quickly
became the focal point, while related posts got many comments and forwards. Mubarak dismissed
his cabinet then became the focus, and different users posted relevant comments and photos about
this topic. Finally, public attention shifted to events about Egyptian government ended blocking of
Internet access and Mubarak resigned. As can be seen from the example, the general interests of
posts from social media websites can accurately reflect the evolution of the events.
The great boost of online social media data enables identification of popular events sometimes
even before the mainstream media, which can be potentially used in real-time notification of emerging
events. It may also offer opportunities to governments for timely responses to urgent events at various
stages. Furthermore, events are often not isolated. New events may keep coming up successively
as a consequence of initial events, whereas the topic focus on the subsequent events may shift due
to the event evolvement. As illustrated in the above example, after the breaking event of “Egyptian
revolution” happened, subsequent events occurred successively. Those following events are both
relevant yet independent to each other because they are related to the same topic but telling different
stories. Modelling the implicit relationships among events could help better understand the event
evolution process and predict future events. After an event is identified, it is unnecessary to present
all related posts about the event to the public. Website users usually prefer to view the event with
several representative posts rather than all of them. A cover with selected posts would help users
better recognize and recall the event. This leads to the problem of how to efficiently and effectively
find representatives for events.
In this thesis, we focus on analyzing events from various types of social media data. As shown
in Figure 1.1, Twitter users posted text tweets and Flickr users uploaded photos to talk about the
Egyptian Revolution. Besides this, the friendship network is also available for many social websites.
All these types of data can be collectively utilized and analyzed in different aspects. Different data
types are represented by different feature vectors. For example, a status in Twitter can be described
by the post timestamp, the <longitude, latitude> pair of the post location, and the term frequency
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FIGURE 1.1: Posts about Egyptian revolution in social network websites.
vector of the text content. Different metrics can be defined on those features to measure the similarity
or relevance among social media data items, which is eventually used for event identification. As
we have discussed above, different events may tell different stories on the same topic and narrate
the development of a topic together (e.g., Egyptian revolution). In other words, a growing topic is
composed of a series of relevant events, and each event is tightly correlated to its previous events
and has influence to its follow-up events. Considering each event as a vertex and the weight of edges
between vertices as the event triggering probability, the event triggering relationships can be modelled
in an adjacent probabilistic matrix, which could be further used to find significant events and predict
future events. Event representative selection is another important task in event analysis. Facing a
large amount of posts talking about the same event, we then have the question of how to represent
those events with a small subset of posts that are most representative. A post relationship graph can
be constructed by connecting similar posts. Highly representative posts could be detected through
network structure analysis. To choose event representatives, posts which are linked to a large number
of similar posts, which are also similar to each other, are preferred. This technique can be used in all
types of networks to detect representative nodes.
The huge popularity of online content sharing websites guarantees a sizeable percentage of social
media content with reliable and rich meta data, which potentially facilitates the tasks in event analysis.
In this thesis, we aim at using online social media data to identify social events, monitor the event
evolvement process, as well as finding event representatives in social networks. Our research has
strong potential to benefit a large variety of business and government decision by leveraging crowd
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intelligence.
1.2 Framework of this Thesis
In this thesis, the workflow of our framework is to address three main tasks in sequence as follows.
The first task is to identify social events using both meta data and user generated content from social
media websites, which is discussed in Chapter 3. After obtaining the detected social events, all these
events are presented in isolation. However, in the real world, many events are subsequent to a series of
previous events. In order to show a whole story, there is a great need to analyze event relationships and
track the event evolvement process over time. This task is discussed in Chapter 4. Finally, although
we have detected events and their relationships in the previous two steps, we still need to find a proper
way to represent them. Each event is described by a set of social media posts, the size of which could
be extremely large. A cover with selected posts would help users better recognize and recall the event.
This leads to the problem of how to select representative posts to describe the event and show to the
public. To solve this problem, we propose to study event representative search, which is to find top
representative nodes within the network, to better describe the network in Chapter 5. Specifically, the
three tasks are listed below.
• Identifying social events using both meta data and user generated content from social media
websites (in Chapter 3).
• Modelling event relationships to track the event evolvement process over time (in Chapter 4).
• Finding event representatives through the network structure of social media data (in Chapter 5).
1.3 Research Problems and Challenges
In this section, we illustrate the research problems studied in this thesis. For each of them, we elabo-
rate the motivation and the formulation of the problem.
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1.3.1 Social Event Identification
Since an event is considered as a significant occurrence of a sequence of activities at specific locations
and time with people interactions, the boundary between event and topic is vague. However, an
essential difference between them is that the event is highly time and location aware while the topic
is a much more general concept and less sensitive to the spatio-temporal constraint. In this context,
events generally have three essential features: time, location and content describing the events.
Different from topic discovery that mainly uses term probability and distribution to identify topics
[17, 42, 106], event identification places more emphasis on anomalous and emerging pattern detection
[72]. In recent years, event identification in the social network has attracted a lot of attention from
different research communities. With the rapid development of Web 2.0, social media has become
a common platform for communication. The unprecedented public access to large streams of real-
time human communication presents a prime opportunity for automated analysis of important events,
their evolving trends, and the corresponding public sentiment [65, 81]. Take the Brisbane flood in
January 2011 as an example. When floods spread through the Brisbane City, numerous images were
uploaded to Flickr, where many of them were associated with time, location and tags. The event of
the Brisbane flood can be precisely identified by analyzing Flickr photos. Thus, it is a promising way
to detect events from social media data by utilizing its associated rich information.
The complexities of event detection pose an array of research challenges, among which how to
incorporate spatio-temporal context and content is the most critical. Some existing work incorporates
temporal or spatial dynamics into event detection [44, 65, 102]. These works extract events or topics
from the predefined geographic area or some fixed topics. Other works combine spatio-temporal and
content information into one similarity metric [15, 76]. They spend a lot of time tuning the coefficient
of each feature and combine them into a overall similarity metric. Our work gives different thresholds
for different features, and selects events from those which satisfy all the feature constraints, which is
more intuitive and meaningful.
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1.3.2 Social Event Modelling
Events are rarely isolated. In many cases, an event is subsequent to a series of previous events. Ob-
served from different fields, a sequence of relevant events may occur after the occurrence of an initial
major event. Discovering and modelling the dynamic event relationships is a complex task, in that
various relationships may exist, e.g., triggering relationship, subordinate relationship and merge/split
relationships. For an event, its evolvement has patterns such as emerge/disappear and grow/decay.
A sequence of relevant events may occur after the occurrence of an initial major event. In this the-
sis, we try to discover the triggering relationship among initial and subsequent events to track event
evolvement because users may be interested in monitoring the completed life cycle of events. For
example, when South Australia bushfire 2015 emerged, it quickly drew large groups of people’s at-
tention. Events describing flaming fire and burnt trees and houses were widely spread through social
networks. Soon after, events titled house reconstruction, donate to the red cross and even thirsty
koala became popular and dominating. Although all the events seem to occur independently, they are
actually tightly correlated and describe the inter-event evolvement. Each event is tightly correlated
to its previous events and has influence to their follow-up events. This phenomenon is similar to the
earthquake in seismology. The subsequent events can be considered as the aftershocks of the initial
earthquake. Each aftershock is not an independent case but triggered by the initial earthquake and
its sibling shocks. While different from aftershocks in earthquakes, subsequent events may have a
higher impact than the initial event. With event relationship analysis, the event impact can be further
calculated. Apparently, accurately measuring the event impact can reflect the sentiment of the public
and facilitate an immediate response to bursting events.
Distinguishing relationships among different events with various metadata is challenging. The
first question is how to integrate different features (i.e., dimensions) into one model. There is no
straightforward way to integrate different representations of events as a large vector on word dictio-
nary, a single timestamp and a pair of location coordinates together. Besides this, how to choose a
model for event triggering relationships is also critical since, unlike other relationships, events have
the property of both being independent and correlated. In addition, finding a good measure to score
each event and recommend high impact ones to the public is also an important problem.








FIGURE 1.2: A network example
1.3.3 Event Representative Search
The identified events consist of a large group of posts. It is in high demand that a cover with se-
lected posts could be chosen to help users better recognize and recall the event. This inspired us to
study the problem of representative search. The problem of finding representative vertices based on
different ranking measures has drawn a great deal of attention. For example, there are works about
finding top-k vertices based on aggregate values [101], structural diversities [46], or closeness central-
ities [53]. Nevertheless, these measures have limitations in supporting real applications that involve
large dynamic graphs.
To better solve the problem of representative search, we propose a new ranking measure, weighted
clustering coefficient (WCC), to rank vertices. WCC is defined based on local clustering coefficient
(CC) [90] while also considering degrees of vertices. CC quantifies how close a vertex v’s neighbours
are to being a clique [99], and is calculated as the number of triangles containing vertex v over the
total number of length-two paths containing v. For example, in Figure 1.2, which is a graph formed
by photos. Each node in this graph is a post of an identified event. If we take all posts to represent this
event, there are too many posts to take a look. Now, we consider selecting a subset of representative
posts, which are most outstanding to stand for the whole posts. The local clustering coefficient of
vertex a is 5
6
, since there are 5 triangles containing a with a maximum possible of 6 length-two paths.
Local clustering coefficient is a popularly used metric in analyzing graphs and has been extensively
studied due to many applications [20, 30, 90].
However, the local clustering coefficient is not suitable for ranking vertices due to preferring ver-
tices with small degrees. For example, a vertex in a single triangle (i.e. vertex that have only two
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neighbours and also an edge between them) has the largest local clustering coefficient. Consider ver-
tex h in Figure 1.2, the local clustering coefficient of vertex h is 1, which is larger than the vertex
a one; however, a is intuitively more important than h. To remedy this, we propose the new WCC
measure, in which both network density (clustering coefficient) and network span (degree) are con-
sidered. Multiplying CC by degree, we have the weighted clustering coefficient of a is 10
3
, which is
larger than weighted clustering coefficient of h as 2. This makes more sense in real-life scenarios.
WCC measures a vertex’s importance by the density and breadth of its neighbourhood subgraph. It
also approximates the average degree density [8, 11] of a vertex’s neighbourhood subgraph. Vertices
which have more neighbours and whose neighbours are densely connected are considered to be more
important.
1.3.4 Challenges
Event detection aims at finding real-world occurrences that unfold over space and time. Several fast-
growing microblogging and online social networking services, such as Flickr, Twitter and Facebook,
provide unprecedentedly valuable user-generated content that can be transformed into actionable and
situational knowledge. However, the massive volume of datasets brings huge challenges. For in-
stance, currently, the messages posted on social medias exceed millions per day, which enable them
to reveal real-world events as they appear. On the other hand, the user-generated contents contain
large amounts of meaningless messages (pointless babbles) [47], advertisements spread by spammers
[21], and so on. Therefore, another challenge we are facing for event detection is to separate the mun-
dane and polluted information from interesting real-world events. Since location and time information
usually don’t cheat, we integrate spatial and temporal data in our detection algorithm. Besides this,
highly scalable and efficient approaches are required for handling and processing the increasingly
large amount of user-generated content data. In addition, different events can differ significantly in
content, number of participants, time periods and locations, which brings a challenging problem of
how to monitor the event evolvement process (e.g., born, expanding, shrinking, dying) using all those
kinds of data. Finally, a successfully detected event may consist of a bunch of posts. How to find
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event representatives in a social network also brings new challenges.
1.3.5 Datasets Selection
In this thesis, all proposed approaches could be applied to the post datasets with timestamps, geo-
locations and user-generated tags. First, we use the Flickr photos as post datasets for testing in
experiments. Obviously, our methods are also workable for post datasets in other social network
services, such as Facebook and Twitter. Note that image features (e.g., SIFT) are not considered in this
thesis; however, our methods can be naturally extended to fit those features. In our experiments, we
use three datasets of real-life Flickr photos on different cities - London, Brisbane and New York. All
extracted Flickr photos are associated with taken time, location and text tags. The details of datasets
can be found in Section 3.4. The Flickr dataset is used in all social event analysis tasks in Chapters 3,
4, and 5. Second, for the social event representative search in Chapter 5, we use intermediate results
from the previous two chapters as well as other nine real-world graph datasets downloaded from the
Stanford Network Analysis Project (SNAP) [61], including social network, community network, and
communication network. We describe all used datasets in detail in Section 5.7. Since we model the
posts and their relationships into graph structure in this task, those additional large graph datasets are
also applied in the effectiveness and efficiency testing. The largest graph Orkut contains 3.1 million
nodes and 117.2 million edges, which is much larger than the Flickr data set used in Chapters 3 and 4.
However, these additional graph datasets do not have timestamps, geo-locations and user-generated
tags, therefore are not suitable for the experiments in Chapters 3 and 4.
1.4 Contributions
In this thesis, we systematically study the problem of social event identification, social event mod-
elling, and social event representative search. We summarize our proposed approaches and contribu-
tions in this section.
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1.4.1 Social Event Identification
In this first task, we first give a formal definition of incidents and events and categorize events into four
different types, which are isolated events, initiative events, subsequent near events and subsequent
far events. After that, we propose an adapted minimum set cover algorithm for event identification
by taking into account the spatio-temporal characteristics as the essential features and the content
information as supplementary to improve the accuracy. We further define set connectivity and set
reachability to perform spatial and temporal expanding of events. Extensive experimental studies
confirm the effectiveness of our approach in modelling and ranking events with consideration of
spatio-temporal and content information.
1.4.2 Social Event Modelling
After events are identified, we further aim to monitor the evolving process of the detected events. We
adapt a self-exciting point process probabilistic model to capture the relationships among social events
in a statistical triggering graph. The probability graph, where each node represents an event, and the
weight of a directed edge between two nodes indicates the triggering probability among events. The
likelihood of self-triggering is also captured in the graph. In this model, each event has both a chance
to be an initial event and subsequent event. We use Kernel Density Estimation (KDE) to estimate the
values of both Poisson background rates and the increased rates in the intensity triggered by previous
events. Besides this, to measure the impact of events to the public, we rank events at a specified
timestamp using random walk analysis. We provide both case study and effectiveness study results of
our approach in the experiments on real-life datasets.
1.4.3 Social Event Representative Search
To better describe identified events, we then propose to study event representative search. At first,
we define a new vertex ranking measure, weighted clustering coefficient (WCC), and elaborate its
importance in real-world applications. We then develop a novel top-k WCC search framework with a
series of upper bounds for vertices’ WCCs to effectively prune the search space. After that, to further
improve the efficiency, we develop a faster approximation algorithm for computing WCC based on the
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Flajolet-Martin (FM) sketch [35]. Finally, efficient top-k WCC monitoring in the frequently updated
dynamic networks is also studied. Extensive efficiency tests are conducted in the experiment.
1.5 Thesis Organization
The remainder of this thesis is organized as follows. In Chapter 2, we review the literature related
to the research topics in this thesis. Chapter 3 focuses on the event identification problem. We
present approaches to identify social events from Flickr photos. Chapter 4 studies the event modelling
and ranking problem. We utilize the statistical model to monitor event evolvements and rank high
impact events. Chapter 5 illustrates the problem of social event representative search in large dynamic
networks. We propose a novel node importance measure, weighted clustering coefficient, give a series
of upper bounds of the measure, and provide both exact and approximate top-k search algorithms.




In this chapter, we provide an overview of the most relevant research problems and techniques in our
thesis.
2.1 Overview
Social media contents have reported everything from daily life stories to latest local and worldwide
events. Those contents reflect real-time events in our life and contain rich social information and tem-
poral attributes. Monitoring and analyzing this rich and continuous flow of user-generated content
can yield unprecedentedly valuable information. As a vibrant research topic, social event detection
attracts numerous techniques from various fields such as data mining, machine learning, natural lan-
guage processing, information extraction and retrieval, and text mining. [10] provides a survey of
event detection techniques for Twitter streams in the literature. Instead of making a complete re-
view of all existing studies, we select representative works to give a perspective on the main research
directions for the reader in this section.
To completely capture social events, we divide the mission into three sequenced sub-tasks as
event detection, event modelling and event representative search. We categorise this section as fol-
lows. Firstly, we introduce the related work on the event detection in Section 2.1 by introducing
various methods that can be used in identifying events from different sources. Secondly, Section 2.2
discusses social event modelling and how to track correlations among topics or events. In Section 2.3,
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related techniques about top-k representative search are provided. Discussions about local clustering
coefficient, triangle counting methods and top-k search techniques are presented.
2.2 Event Detection
Event detection has been extensively studied in recent years. A comprehensive survey work can be
found in [10]. In terms of different angles, the proposed techniques can be classified according to
the source data type (single or multiple), detection task (retrospective or new event detection), and
detection method (supervised or unsupervised). My work uses unsupervised methods to identify
retrospective events on multiple sources of data including geo-tags, time, and textual content. In the
following subsections of this chapter, we discuss several representative works in terms of type of data
source in the literature.
2.2.1 Event Identification from Single Source of Data
In earlier times only single or few source of data were explored for social event identification.
Event Identification Using Textual Feature
In the beginning, events are extracted from news documents through textual similarity, where the
text is the major feature used in the detection. As one of the earliest works on news event detection,
[6] deals with a stream of news stories to detect new events. Basically, it derives a thresholding
model to calculate the text similarity between each incoming story with the previous stories in the
repository. The story will be reported as a new event when its dissimilarity to the old stories is beyond
the threshold. It also incorporates time in the thresholding model by introducing time penalty to the
similarity measure. As event detection is considered as part of the topic detection and tracking (TDT)
problem, many topic models such as Latent Dirichlet Allocation (LDA) [17] and probabilistic latent
semantic analysis (pLSA) [42] are naturally applied to discover the latent topic structures embedded in
the document collection, based on which number of events related to different topics are identified. By
monitoring the topic changes over time, the event evolvement is assumed to be captured [40, 44, 65].
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Location-based Social Event Identification
With an emerging amount of geo-tagged data, a broad study of geographical social networks has been
done in the last decade. Cheng et al. proposed a probabilistic framework for estimating a Twitter
user’s city-level location based on the Twitter messages [24]. They build a classifier to identify tweet
words with local geo scope and return top k cities for each user. However, a sufficient amount of
training data is needed and the time period is not considered. Serdyukov et al. proposed methods for
automatically placing photos uploaded in Flickr on the world map [86]. In this paper, the terms people
use to describe images are used to analyze a particular location. In [82], TwitterStand is proposed to
use 2,000 hand-picked users of Twitter as a seeder to publish news. The system automatically detects
breaking news from the tweets posted by picked users and provides a map interface for reading this
news. Both user location and location information in context are used to locate and extract geographic
content from each news topic.
Furthermore, several studies are undertaken on identifying events of a particular type, such as
forest fire, earthquakes, and swine flu. In [81], they study the real-time interaction of events in Twitter
and proposed an algorithm to monitor tweets and to detect earthquakes. They apply Kalman filtering
and particle filtering to estimate centres of the earthquake and the trajectories of typhoons by using
latitude and longitude of tweet message and the registered location of a user. In [105] Twitter infor-
mation is analyzed during a forest fire; they categorize Twitter users into three types: (1) those who
related to mass media outlets, (2) those who act as the aggregation of information, (3) normal citizens.
In addition, Singh et al. [12] proposed a new way of organizing spatio-temporal micro-blogging data
into social images. They demonstrated the use of simple user-defined bag-of-word models to capture
relevant user interest for any time-window at a given geo-location. A real-time local-event detection
system is proposed in [98]. In that work, local events are detected using geo-tags (latitude and longi-
tude) from micro-blog messages. The place name is extracted from tweets with certain patterns such
as I’m at Time Square. They also search for non-geo-tagged messages that contain landmark names
and allocate geo-tags to the place.
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2.2.2 Event Identification from Multiple Source of Data
In recent years, more and more features have been explored for social event identification.
Multi-feature Event Identification
With the extensive use of social media data recently, non-textual features such as geo-tags, time,
and visual content have been involved in event detection. In [102], a location-driven model and
text-driven model are derived to detect location-based activities from Flickr images. [15] studies
different similarity metrics for both textual and non-textual features contained by the social media data
to facilitate effective event clustering. A variety of techniques for learning multi-feature similarity
metrics for social media document are explored. Utilizing the tag’s usage distribution to detect events
is studied in [79, 23]. Both of them deal with Flickr photos. [23] analyzes the temporal and locational
distributions of tag usage through wavelet-based spatial analysis. Tags with similar spatio-temporal
usage distributions are clustered and assumed to represent an event. [79] uses GPS data from Flickr
images to extract event and place semantics. [87] puts forward a model-based framework GeoFolk,
which combines the textual feature with geographical attributes, to improve content classification and
clustering. [102] introduces a text-location joint model called latent geographical topic analysis by
combining a probabilistic topic model with a Gaussian mixture model to detect geographical topics
as well as to estimate distribution of locations for topic comparisons. Our method comprehensively
considers spatial, temporal and content features to detect general events. Instead of combining those
features to have a general similarity metric, we give different measures to different features in more
intuitive ways and select events that meet all conditions.
Event Identification from Network Structure
Besides the spatio-temporal and textual information, the network structure of the social community is
also considered as an important feature to track the event changing in some work. A statistical model
is designed in [65] to capture the posterior of interest status of an event for popular event tracking.
[81] treats each Twitter user as a sensor and trains a classifier using user provided features to detect
and report earthquakes in Japan. It claims that the proposed method can detect 96% of earthquakes
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reported by Japan Meteorological Agency by monitoring tweets. Recently, [64] proposes a Twitter-
based event detection and analysis system that helps to detect new events, analyze the spatial and
temporal pattern of an event, and identify importance of events. Since the Twitter data is extremely
noisy, the focus of [64] is to crawl useful tweets by generating meaningful searching rules, extract
accurate event locations by considering the locations of both a user and his friends, and taking into
account the tweet spreading trend by observing the number of re-tweet numbers and the number of
favourites. Those aspects work well for particular event detection while our work focuses more on
basic event extraction in which spatio-temporal and content information is sufficient.
Event detection has also been studied in other environments, such as from continuous text streams
[69] and across distributed sources [5]. Our work is different from these work since we have a different
goal of event detection.
Summary
As can be seen above, different features are used to identify events from raw data. It is obvious that the
more information we exploit, the more accurately events will be detected. In our published work, we
use spatial, temporal and text information for analysis. We also use number of event participants and
number of related posts in the event to do event ranking. We compare our event identification work
with the following three existing works: [15], [23] and [76]. In [15], a supervised learning method
is introduced to learn similarity metrics for time, location and text features in event identification.
This method first trains the threshold of each feature using a threshold-based incremental clustering
algorithm and then gets ensemble weights of three features. The overall similarity between two
incidents is finally obtained by combining all three features with a weighted binary vote scheme.
[23] analyze the temporal and spatial distributions of tags by means of discrete wavelet transform
and identify events from related tag clusters. Note that in [23], periodic and aperiodic events are
distinguished but we treat both of them as general events. In [76], a content-similarity graph is first
constructed by pair-wisely comparing images’ content, followed by applying the SCAN approach
[100] to do graph clustering. Each generated subgraph is regarded as an event.
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2.3 Social Event Modelling
Event relationship analysis has been widely studied in the IR community. In [33], dynamic connec-
tions among entities are discovered from an event that can be further consolidated from the discovered
entity dynamic relationship. In [38], it is proposed to trace paths of diffusion and influence through
networks and then infer the networks over which contagions propagate. In this way the optimal net-
work that best explains the observed infection can be identified. In [60], a framework is developed
for tracking short, distinctive phrases that travel relatively intact through on-line text, coupled with
a scalable algorithm to identify and cluster textual variants of such phrases. All these works focus
on relationship analysis among different entities to consolidate or trace events. However, our work
considers the triggering and self-triggering (self-exciting) relationships among events simultaneously
and utilizes such relationships to reinforce each other’s impact on event ranking.
Several works have been proposed to identify topics over time. In [37], Gabrilovich et al. present a
principled method for filtering news stories. They show how the techniques are used to custom-tailor
news-feeds based on information that a user has already reviewed. They propose a novel system,
Newsjunkie, which personalizes the news for users by identifying the novelty of stories in the context
of stories they have already reviewed. The Newsjunkie system employs novelty-analysis algorithms
that represent articles as words and named entities. This algorithm analyses inter-document and intra-
document dynamics by considering how information flows over time from article to article, as well
as within one article. [41] build ThemeRiver, a prototype system that visualizes thematic variations
over time within a large collection of documents. Here, the river flows from left to right through the
timeline. Changes in the thematic strength of temporally associated documents are depicted through
changing width. Currents flowing within the river, the narrows or widens, represent decreases or
increases in the hotness of a topic or a group of topics in the series of documents. The context of
a timeline and its related textual presentation of external events contains the river. However, those
works mainly focus on analyzing text documents.
Other research issues focus on the cascading adoption of stories. [3] study the information propa-
gation. They describe general categories of information epidemics and propose to infer and visualize
the paths specific infections take through the network. Part of the inference is based on the use of
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the historical, repeating patterns of data. A new ranking algorithm, iRank, is proposed for blogs.
Different from traditional ranking methods, iRank focuses on the implicit link structure to find those
articles that initiate these epidemics.
[39] also studies the dynamics of information propagation. They mainly focus on environments of
low-overhead personal publishing, and use a large volume of blogs over time as example domain. The
collection is characterized at two levels. First, they present a macroscopic characterization of topic
propagation through the corpus, formalizing the notion of long-running chatter topics containing re-
cursive topics generated by outside world events. Second, they propose a microscopic characterization
of propagation from individual to individual, employing the theory of infectious diseases to model the
flow.
In [58], they observe that blogs consist of a remarkable artefact of the Web. In most people’s
opinion, they have the following three characteristics: first, they are Web pages with reverse chrono-
logical sequences of dated entries; second, they are always with sidebars of profile information; and
third, they are commonly maintained and published with the help of blog authoring tools. Blogs are
inventive, highly personal, typically read by repeat visitors, and mingle into a network of tight-knit
but active communities. This work names the collection of blogs and all their links as blogspace.
By analyzing the structure and content of millions of blogs around the world, fascinating insights of
blogger behaviour have been unearthed.
A model that generates realistic cascades is build in [62], to help us with link prediction and
outlier detection. As we all know, blogs link to each other, creating a publicly available record of
how information and impact spread through an underlying social network. By aggregating links
from several blogs, they create a directed graph that is used to analyze and discover the patterns of
information propagation in blogspace, and therefore understand the underlying social network.
As we observe, some social events arise independently while many others are triggered by previ-
ous events or influence their subsequent events. Similar scenarios are captured in an earthquake model
in seismology [108], where the outbreak of a foreshock earthquake may be all of a sudden, but is in-
evitable to increase the likelihood of the main shock and some other aftershocks in nearby locations
and time. Another example is a crime model in criminology [71], where burglars may attack some
place randomly but in most cases repeatedly attack nearby targets. Inspired from the above models,
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we believe that events extracted from social networks take place in similar ways with more complex
mutual relationships, and the spatio-temporal context is also important in understanding their trig-
gering relationships. These models explain that subsequent events (e.g., main shock or aftershocks)
are more likely to happen after an initial event (e.g., a foreshock earthquake) occurs. It provides an
intuition for analyzing the triggering relationship among events.
Summary
From literature, we learn that most existing work models the event relationship from a topic evolving
angle by tracking the wave of trends. Besides this, they consider the co-relation of events or topics by
their mutual influence. However, some urgent events can happen independently without signs while
other events are often not isolated. New events may keep coming up successively as a consequence of
an initial event relating to the same topic, whereas the topic focus on the subsequent events may shift
due to the event evolvement. Therefore, in our work, we model the relationship between different
events and we assume events not only get mutual influence but also have a possibility to happen
independently. Besides this, although extensive event modelling works have been proposed in the
literature, there’s no straightforward way to adapt those methods to our problem. The first concern is
about the various types of data source. The representations and similarity functions of temporal data,
spatial data and textual data are different. Therefore how to combine various data sources and define
a new similarity measure is challenging. The second concern is many of the existing methods need
training data to tune the parameters of the model, which is quite time-consuming. In our work, we
treat different features separately and consider giving thresholds to the different data sources, which
tackle both concerns.
2.4 Social Event Representative Search
Large numbers of posts exist in an event detected from previous tasks. How to select a small portion
of them to describe the event raises a new problem. In this section, we discuss related work on the
problem of event representative search, which is to select a subset of posts that could represent an
event. Obviously, a representative post should be a summary of a large body of other posts in this
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event, i.e., each unselected post should be very similar to some of the selected representative posts.
In this thesis, we model the post similarity relationship into a graph. Each post is a node, and an edge
is added between a pair of posts that has a similarity value exceeding a threshold. Therefore, a good
representative post should be similar to many densely linked posts (or a dense community).
Therefore, the social event representative search aims to find vertices that are important and can
represent a community. One example is the representative photos, which can represent a whole event.
There are two key problems of representative search. One problem is how to define the importance
of vertices, and the other is how to find the important vertices fast. Our work first defines a vertex
importance measure, weighted clustering coefficient (WCC), and then proposes efficient algorithms
to process top-k WCC search. There are three aspects of the technique that are closely related to our
work: clustering coefficient, triangle counting and top-k search. We will illustrate the details those
three aspects in the following three subsections.
2.4.1 Clustering Coefficient
In graph theory, the clustering coefficient is a metric that characterizes to which degree nodes in a
graph tend to be clustered together. It is an important property to describe how tight the groups are
knitted in social networks. Just like people always have friends who are also friends with each other,
nodes in the real-world networks tend to create a tighter cluster with denser ties [43] [99]. Clustering
coefficient is a real number between 0 and 1. When there is no cluster in the network, the clustering
coefficient is 0. While the graph consists of one big clique, its clustering coefficient is 1. There are two
categories of clustering coefficient: the global and the local. Global clustering coefficient describes
the clustering degree in the whole network, while local clustering coefficient determines how close a
vertex’s neighbours are to being a clique. We discuss those two categories below.
Global Clustering Coefficient
The global clustering coefficient was first proposed by Luce and Perry [68] in 1949. This measure
describes the degree of clustering in the whole network and can depict both undirected and directed
networks. The global clustering coefficient on directed networks is also called transitivity [97].
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The definition of global clustering coefficient is based on triplets of nodes. A triplet represents
three connected nodes. Triplets connected by two edges are called open triplets whereas the ones
connected by three edges are called closed triplet. It is obvious that a triangle is made up of three
triplets with each one centred on one node. The global clustering coefficient is the fraction of closed
triplets divided by the total number of triplets, or equivalently as 3× number of triangles over the sum
of open triplets and closed triplets in the network. We define global clustering coefficient as below.
Global Clustering Coefficient =
number of closed triplets
number of open triplets + number of closed triplets
(2.1)
Variation of global clustering coefficient are also widely studied to extend the definition to weighted
networks [74, 73, 18], to two-mode networks [107, 34, 92], though we will not discuss those in detail.
Local Clustering Coefficient
Local clustering coefficient is first proposed in [99] to determine whether a graph is a small-world
network. It is defined as the fraction of edges between a vertex’s neighbours divided by the total
number of possible edges, or equivalently as the fraction of triangles divided by the number of length-
two paths, containing a vertex.
The local clustering coefficient of a vertex quantifies how close its neighbours are to being a
clique [99]. More formally, we give the definition of local clustering coefficient as below. For a
vertex v in G, the local clustering coefficient of v is defined as,
Local Clustering Coefficient(v) =

2|{(u,w)|u,w∈N(v),(u,w)∈E}|
d(v)(d(v)−1) , d(v) > 1
0, d(v) ≤ 1
(2.2)
where |{(u,w) | u,w ∈ N(v), (u,w) ∈ E}| represents number of edges between node v’s neighbours
and there could exist a total of d(v)(d(v)− 1)/2 edges between v’s neighbours.
Local clustering coefficient is widely applied in understanding the structure of a variety of net-
works. For example, Wang et al. [96] propose a new method to detect essential proteins based on edge
clustering coefficient in biological networks, thus binding characteristics of edges and nodes effec-
tively. Rubinov el al. [80] measure brain networks by detecting functional segregation. In [22], Chan
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et al. find words having few neighbours who are also neighbours of each other (i.e., with low cluster-
ing coefficient) can be identified more accurately than words having many neighbours connected with
each other (i.e. with high clustering coefficient). In this way, words with a low clustering coefficient
can respond more quickly than words with a high clustering coefficient in a lexical decision task. A
new model of spoken word recognition is proposed based on these findings measured by clustering
coefficient.
Weighted Clustering Coefficient
Based on the definition of local clustering coefficient, nodes with low degree tend to achieve a high
clustering coefficient. This is easy to understand in real world social networks when a person has a
lot of friends; these friends have fewer connections among themselves. This is an expected situation
because the more friends a person has, the more likely they come from many diverse communities,
and the more citations a research paper gets, the more likely it is being cited by papers from more
diverse areas. In this case, a vertex with high local clustering coefficient may form a small clique
with only a few neighbours. For example, a vertex within a single triangle has the largest CC (i.e., 1).
Thus, ranking by local clustering coefficient will bias towards vertices with small degrees.
Soffer et al. [88] thinks the signature of local clustering coefficient decreasing with the vertex
degree is a consequence of degree correlation biases in the clustering coefficient definition. They in-
troduce a definition to use the minimum degree of the node and its neighbour to calculate the potential
total number of triangles the network could form, in which the degree-correlation biases are filtered
out, and provide evidence that the clustering coefficient decays logarithmically with vertex degree
in real networks. However, our goal to find representative vertices of tightly coupled communities
in the real world in the hope to find vertices with both the tightly connected neighbourhood and a
large number of neighbours. Therefore, we define a new ranking measure, called weighted clustering
coefficient (WCC), to find high-ranked vertices not only with large local clustering coefficient but also
forming a large neighbourhood. Therefore, WCC is a variation of local clustering coefficient.
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2.4.2 Triangle Computation
The local clustering coefficient of a node can be computed by counting number of triangles containing
this node, that is to count the number of edges that connect the node’s neighbours. Triangle compu-
tation is a fundamental problem in graph theory. A large quantity of triangles is a significant feature
to distinguish real networks from random networks. It is widely used in analyzing social interac-
tion, protein structure, ecology, communication networks and so on. For example, people connected
in (friends with) Facebook make social triangles; people who write papers together and cite other’s
work make citation triangles. Web servers that exchange messages form communication networks,
and companies that cooperate with each other becomes trading triangles. In this subsection, we’ll
briefly introduce various triangle computation methods.
Triangle Listing
Triangle listing algorithms output each triangle with three nodes in the network and have been widely
studied in literature [25, 84, 59]. The listing process requires at least one operation per triangle. The
worst case running time of triangle listing is O(n3) in terms of number of nodes n, or O(m1.5) in
term of number of edges m. There are two types of algorithms for triangle listing: node-iterator
and edge-iterator. Node-iterator algorithm [7] traverses over all nodes and checks for existing edges
between any pair of the node’s neighbours. Edge-iterator algorithm [13, 50] traverses over all edges
and compares the adjacency lists of the two incident nodes. The running time of the two methods
is asymptotically equivalent. I/O efficient triangle listing approaches have raised attention in recent
years [27, 45] when large graphs cannot fit into main memory.
Triangle Counting
Triangle counting algorithms output number of triangles for each node. It is a well studied prob-
lem [29, 94, 9, 57, 75]. Itai et al. [50] first propose an algorithm for both triangle counting and listing
in O(m1.5) time, which is optimal in the worst case. Then, Alon et al. [7] propose an algorithm with
O(m1.41) time complexity using fast matrix multiplication techniques to find connecting edges be-
tween any three nodes [31, 104]. Later on, triangle counting and listing in streaming environments









FIGURE 2.1: A network community example
are initiated by Bar-Yossef et al [12] and improvements are given subsequently [19, 14, 4, 54, 52].
Approximate methods are also proposed for triangle counting [83, 85] by sampling random edges of
the graph. These algorithms are extremely accurate, although the random sampling requires the entire
graph to be present. Besides this, enumeration of triangles are also studied in disk environments [27],
and distributed environments [91, 93].
The techniques for counting triangles can be utilized to compute WCCs of all vertices in a graph.
However, this will result in a straightforward exhausted approach. The goal of top-k WCC search is
to minimize the number of WCC computations for vertices by pruning a large portion of vertices in
conducting top-k WCC search.
2.4.3 Top-k Search
Ranking query answers is an important test in information systems, and there are a variety of rank-
ing techniques. In many real applications, especially search engines, users care more about the most
relevant query answers than the huge answer space. This leads to the extensive study of efficiently
processing top-k queries. The goal of top-k query processing is to find k objects with highest scores
based on a pre-defined scoring function. A comprehensive survey of top-k query processing tech-
niques can be found in [49]. A commonly used framework for this problem is to examine objects in
a heuristic order and prune objects based on their upper bounds.
A lot of work has been done for top-k related query processing, such as keyword search [70, 77],
preference top-k search [103], durable top-k search [95], top-k,m search [67], cosine-based top-k
search [56], and diversified top-k queries [78, 36]. Nevertheless, these techniques are not targeted at
computing top-k vertices in a graph.
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The problem of finding top-k vertices based on different ranking measures has been studied re-
cently; for example, finding top-k vertices based on aggregate values [101], based on structural diver-
sities [46], or based on closeness centralities [53]. However, due to different ranking measures, these
techniques cannot be applied to our problem. Moreover, efficiently monitoring top-k vertices is not
studied in [53, 101].
Summary
The most related works about ranking top-k vertices are [46], which studies top-k structure diversity
search; [101], which discusses top-k aggregation query; and [53], which focuses on top-k closeness
centrality search. To illustrate the difference between our work and the others, we use a star-like
graph such that each leaf of the star consists of a clique with 4 nodes as an example (see Figure 2.1).
The structural diversity [4] of a node is the number of connected components in the subgraph induced
by its immediate neighbours. If we query top-1 structural diversity node in Figure 2.1, [46] will
choose the star center S coloured in blue. In [101], aggregate values are computed for vertices in a
vertex-weighted graph and vertices are ranked solely based on the aggregate values. If equal weight
is assigned to each node, [101] will also choose the center S as top-1 result since it is purely based
on the sum of neighbour weights. Closeness centrality [53] of a vertex represents how close it is to
other vertices on average. Computing the exact closeness centralities for vertices is time-consuming.
For undirected graphs, [53] is actually looking for top-1 centroids, which is also the star center of the
example. However, in our definition of weighted clustering coefficient, we aim to find representative
nodes in local communities. Our algorithm will output leaf nodes in red (e.g., node t) in Figure 2.1
in top-1 query. Node t is tightly connected with other nodes in community C1, who are also tightly
connected with each other.
2.5 Overall Summary
This thesis focused on event detection, modelling, and representative search from social media ser-
vice, Flickr. Our work uses unsupervised methods to identify retrospective events on multiple sources
of data including geo-tags, time, and textual content. We first discuss several representative works
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in terms of type of data source in the literature and compare three most similar works, focus on spa-
tial, temporal and context information. We then review a series of works focusing on topic evolving.
Those works only consider mutual influence of events or topics as co-relation. However, our work
assumes that events have the possibility of both occur independently and be triggered by previous
events. Finally, in order to find representative posts to describe events, we build a post graph within
the events and propose a node importance measure to do representative searches. We compare the
existing works and techniques in literature that deal with top-k nodes ranking. Different node impor-
tance measures are compared based on the example graph.
Despite the large numbers of research work on social events, there are still some remaining fields
to be improved. First of all, it would be more robust to integrate and combine event information
from multiple social services, such as Flicker, Facebook, Twitter and Youtube at the same time. Sec-
ondly, most current methods are based on English language. In addition to trivial non-alphanumeric
words and stop-words, the non-English words are also filtered out. However, depending on the event
location, the context may contain completely non-English languages or mixed languages. Accurate
translation of all non-English contexts would improve the amount of identified events. Besides this,
most existing supervised event detection methods assume a static environment, which has limitations
in continuously evolving environments. Incremental learning techniques are in need and necessary.
Moreover, performance evaluation of different methods becomes a major issue in event detection and
the ground-truth results are hard to obtain in real data, which are continuous flows of user-generated
content. Overall, efforts are still needed to achieve highly efficient and reliable event detection sys-
tems, to get more accurate summarizing and detection algorithms, develop better feature extraction
techniques, propose improved techniques to integrate and analyze multiple-source information (social





Event identification involves the detection of significant occurrences as they happen. These events
can be serious affairs, e.g., Germanwings Airbus A320 crashed into the French Alps, or local events,
e.g. a robbery in a nearby shopping mall. Social event identification utilizes social media data to
detect events, and it plays a critical role in many applications. One example is early warnings of
impending natural disasters or diseases, which is crucial for the safety and security of populations
within the affected areas. Therefore, under a variety of situations, it is in high demand to derive
an effective approach to identifying events and report to the public. In this chapter, we propose
a novel approach for identifying events from social media data according to their spatio-temporal
context and textual information. To better capture the extensibility of social events in both spatial and
temporal space, spatio-temporal expansions are employed. The efficiency and effectiveness of our
proposed algorithms, as well as the optimized expansion techniques, are verified with an extensive set
of experiments on real-life Flickr datasets.
We organize the rest of the chapter as follows. Section 3.2 provides the problem definition and in-
troduces the overall framework. We describe the event identification technique and its spatio-temporal
expansion analysis in Section 3.3. Experimental results are shown in Section 3.4 followed by the con-
clusion in Section 3.5.
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TABLE 3.1: Notations used in event identification
Description
di={ti, li, ci} The i-th incident, with its
time, location and content
θt, θl, θc The threshold of time, loca-
tion, and content for grouping
similar incidents
Ei={Ti, Li, Ci, Ni} The i-th event, with its time,
location, content and the
number of incidents
n, N The total number of incidents,
and events
3.2 Problem Formalization
As social media has become a common platform for online communication, the amount of user-
generated content has been increasing rapidly to an unprecedented level. Analyzing such data is a
significant way to reflect event emergence from the perspective of the public. In this section, we
formally define the problem of event identification.
3.2.1 Definitions
Event is generally defined as something that occurs in a certain place at a certain time [15]. Although
[23] distinguishes periodic and aperiodic events while [76] differentiate landmarks from events, we
only consider the general case of event in this work. Some notations used in this paper are listed in
Table 5.1.
Definition 3.1 (Incident). An incident is defined as a spatio-temporal object. It is denoted as di =
{ti, li, ci}, where ti and li are the time and location spot where the incident di takes place respectively,
and ci is the content describing the incident.
Given a set of incidents D = {d1, d2, · · · , dn} and three predefined thresholds θt, θl and θc on
incident time, location, and content relevance respectively, we define incidents similarity and event
below.
Definition 3.2 (Incidents Similarity). Given a set of incidents D = {d1, d2, · · · , dn}, ∀di, dj ∈ D, we
define that two incidents di, dj are similar and denoted as di ↔ dj iff the difference of di and dj in
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temporal, spatial and content properties are respectively not greater than three given thresholds θt,
θl and θc, i.e. |ti − tj| ≤ θt, |li − lj| ≤ θl and |ci − cj| ≤ θc.
Definition 3.3 (Event). An event is defined as a group of incidents that share similar temporal, spatial
and content properties. Thus, an event Ei can be characterized as Ei = {Ti, Li, Ci, Ni, Ui}, where Ti
and Li are the time and location information of all the incidents in Ei, Ci represents the combination
of the content from all the incidents in Ei, Ni stands for the total number of incidents in Ei and Ui
represents number of users or participants.
According to the above definitions, event is a quite general concept, and each event Ei is repre-
sented by five major features including time, location, content, the number of incidents contained and
the number of users involved. And features including time, location and content can be represented in
different ways. For example, an event’s time can be represented as the earliest of all the incidents’ time
stamps, or the time probability distribution of all the incidents’ time stamps in the event. Similarly, an
event’s location can be represented as the centroid of all the incidents’ locations, or the coverage of all
the incidents’ locations in the event. An event’s content can also be represented by simply combining
all the texts into a single bag-of-word vector, or using the topic distribution model. It is expected that
sophisticated representations can better describe events and capture the relationships among events.
Overlapping events commonly exist in real-life applications, and an incident may be present in
several events. For example, two social events, the SIGMOD conference and PODS conference, are
always in the same place and at the same time, meanwhile these two events hold some common
participators. The photo (an incident) uploaded by a participator may belong to both events. Such
photos include group photos of famous scientists (attending both conferences), local views and so on.
In our case study of identifying events and their relationship from Flickr data, we set the earliest
incident time stamp as event’s time, the centroid of all incidents’ location as location, and the com-
bined bag-of-word vector as content to simplify the problem. This representation has interpretable
meaning and can well illustrate the event triggering relationship. Referring to Figure 3.1, each Flickr
photo is considered as an incident associated with taken time, location, and tags. By considering these
three properties, a collection of photos in the example is grouped into two events, where one event is
summarized as the Brisbane floods and the other one is about the cleaning-up after the floods. It was
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reported by the Bureau of Meteorology that the Brisbane River peaked on Jan 13, 2011. Our example
clearly shows the difference between two events from the tags. We give the following example to
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FIGURE 3.1: A real example of event identification on Flickr data
Example 3.1. We extract from Flickr a collection of n photos D = {d1, d2, · · · , dn}, each of which
is associated with the taken time, location and user-generated tags. Each photo can be considered as
an incident denoted as di = {ti, li, ci}, where ti is the taken time, li is the geo-location of the photo,
and ci is the set of tags attached to the photo. The photos taken within the same time period, close
places and with relevant tags are assumed to illustrate a certain event. Assume an event Ei consists
of a collection of photos D′ ⊆ D. It is denoted as Ei = {Ti, Li, Ci, Ni}, where Ti represents the taken
time information of all the photos in D′, Li represents the location information of all the photos in D′,
Ci =
⋃
dk∈D′ ck, and Ni = |D′|.
In different applications, the time, location and content can be represented in different formats
with different attributes. In the above example, the location of the photo is the geo-location, i.e., a
pair of latitude and longitude, and content is the set of tags. Obviously, the visual features can also be
used as part of the content to describe the photo. To represent the time and location information for
the whole event, one way is to use the time and location distributions of all the incidents in the event.
In general, events can be categorized into four different types:
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• Isolated events: the events of this type are independent and isolated from others. There are not
any followers, such as a private family party.
• Initiative events: the events are independent from the previous events in the timeline. Similar to
the foreshock in seismology, this type of event usually causes a series of events consequently,
such as the Brisbane floods shown in Figure 3.1.
• Subsequent near events: the events are the subsequences of the previous events and happen near
the previous place of occurrence. This type of event is similar to the aftershocks in seismology,
which are normally triggered by the initial earthquake in the same place. One example is the
cleaning-up activities after floods shown in Figure 3.1.
• Subsequent far events: the events are the subsequences of the previous events and happen
far from the place of previous occurrence but are included via spatial expanding. Just like
earthquakes in one place can lead to aftershocks in other nearby places, protest in one place
may cause broad protests in many other places.
Isolated events can be considered as a special case of initiative events, since both of them are
history independent. In this chapter, we focus on discovering general events without respect to their
categories. However, since events are not isolated, those different properties of events can be further
utilized to model relationships among themselves and to facilitate further analysis.
3.2.2 Framework
Take Flickr data as our case study. We aim to identify social events from the user uploaded Flickr
photos. We extracted those user generated photos from Flickr API online. Identifying events from
the social media is the foundation work of any further event analysis. Thus, in the chapter, we focus
on the event generation based on the Flickr photos, which are so-called incidents. Each photo is
associated with its taken time, geo-tag (i.e., latitude and longitude) and some user-provided text tags.
An adapted maximum coverage algorithm is applied to discover similar incidents, which are further
summarized as events.








FIGURE 3.2: An overview of the event identification framework
3.3 Event Identification
In this section, a novel approach is derived to efficiently and effectively represent events in the spatio-
temporal space with consideration of content information. Set expansion techniques are used to cap-
ture the spatial and temporal extension of events.
3.3.1 Incident Set Initialization and Expansion
With a vast number of incidents taking place every day, it is impractical and meaningless to consider
each of them as an individual event. A primary work is to find similar incidents and group them
together to form an event as defined in Definition 2. By analyzing the social media data, we have
observed the following three phenomena, each of which is explained by an example, where Flickr
photos are considered as incidents here.
• The incidents that occur within the same short time period and in close regions have high
possibility to be related to the same event. For example, Flickr photos taken around Westminster
Abbey in London on 29 Apr 2011 are most likely relevant to the Royal Wedding.
• Some incidents are relevant though they are relatively far from each other in spatio-temporal
space. For example, the annual bicycle race Tour de France typically has 21 days of racing and
covers 3,200 kilometres. Photos about this event are usually taken in quite different times and
regions.
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• Even with highly similar spatio-temporal properties, some incidents belong to different events.
For example, while some people uploaded Brisbane flood photos onto Flickr in middle January
2011, others also uploaded birthday party pictures taken near the flood affected areas at the
same time.
According to the Definition 1, spatial, temporal and content are three major characteristics of an
incident. However, grouping incidents into events taking into account all three aspects is not easy
work. One straightforward idea is to find similarity metrics to combine three features and then do
clustering based on the similarity value [15]. This method will generate several coefficients to tune,
which is time-consuming. Another intuition is to do spatial-temporal clustering (e.g., ST-DBSCAN
[16]) first, and partition each cluster into sub-clusters based on content information. However, ignor-
ing content feature at the beginning will cause false density connectedness, and the partition will lead
to many small and unrepresentative clusters. Our goal of event identification is to partition all inci-
dents into representative sets (events) so that incidents in one set strictly satisfy constraints from three
features, maximum number of incidents are covered by one set and minimum number of sets is dis-
covered. We would also like to extend the event boundary in spatio-temporal space so that relatively
far away relevant incidents can be grouped together. Based on the observations above, we propose
an adapted minimum set cover algorithm for event identification by taking into account the spatio-
temporal characteristics as the basic features and the content information as supplementary to improve
the accuracy. This algorithm has the flexibility to extend the event boundary in spatio-temporal space
so that relatively far away relevant incidents can also be grouped together.
Given a set of incidents D = {d1, d2, · · · , dn}, ∀di, dj ∈ D(i, j ∈ [1, n]), we define di ↔ dj iff
they are simultaneously within three thresholds θt, θl and θc from three features, respectively. And a
minimum set cover of D is defined as to find minimum number of partitions D1,D2, · · · ,Dk, k ≤ n
of D, such that ∀i ∈ [1, k] (1) Di ⊆ D, (2)
⋃
i=1,2,··· ,k Di = D, (3) ∀dm, dn ∈ Di, dm ↔ dn.
Set Initialization and Expansion
According to the definition, an event is a group of similar incidents. With the definition of incidents
similarity, for each incident di ∈ D, we collect all similar incidents to di into a set, which can be
represented as Si = {dl|dl ↔ di, dl ∈ D}. Hence, the set Si covers di and all incidents similar to di.
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Our general idea of event identification is to find events to cover all incidents D. It can also be treated
as to find minimum sets to cover all incidents We give the formulation of minimum set cover problem
as follows.
The problem of minimum set cover ofD is defined as to find the minimum k sets Sp1 ,Sp2 , · · · ,Spk ,
such that ∀1 ≤ i ≤ k, 1 ≤ pi ≤ n (1) Spi ⊆ D, (2)
⋃
i=1,2,··· ,k Spi = D. Obviously, an incident is
possible to be covered by one or more sets, which means that |Si∩Sj| ≥ 0, i, j = 1..n. By considering
the overlapping between two sets, we define the set connectivity and reachability below.
Definition 3.4 (Set Connectivity). Given two sets Si and Sj , 1 ≤ i, j ≤ n, they are connected if there
exists a bridging dk ∈ D such that dk ∈ Si and dk ∈ Sj .
Definition 3.5 (Set Reachability). Set Si and set Sj are reachable, if there exists {Sk0 , ...,Skr}, Sk0 =
Si and Skr = Sj , such that Skl−1 and Skl are connected for all 1 ≤ l ≤ r.
To allow for spatial and temporal flexibility, we use set reachability to define spatial and temporal
expanding as follows, based on which the expanded incident sets are generated. A strict constraint
is applied in the spatial/temporal expansion so that content dissimilarity for any two incidents to be
grouped together must not be greater than θc. It is because that from the perspective of semantics,
compared with the spatial and temporal information, the content information has greater potential to
distinguish one incident from another in event identification.
Definition 3.6 (temporal expanding). Given a set Si for di, 1 ≤ i ≤ n, it can be temporally expanded
by including a number of reachable sets Sk1 ,...,SkZ , 1 ≤ kz ≤ n, z = 1..Z where the spatial distance
between di and any incident from S′ = (
⋃Z
z=1 Skz) ∪ Si satisfies θl.
Definition 3.7 (spatial expanding). Given a set Si for di, 1 ≤ i ≤ n, it can be spatially expanded by
including a number of reachable sets Sk1 ,...,SkZ , 1 ≤ kz ≤ n, z = 1..Z where the temporal distance
between di and any incident from S′′ = (
⋃Z
z=1 Skz) ∪ Si satisfies θt.
As illustrated in Figure 3.3, there are eight incidents in the spatio-temporal space1. Suppose the
content difference between any two of them is smaller than the threshold θc. The time and location
thresholds are denoted as θt and θl separately. The incidents bounded by the black box or the red box
1We simply consider location or time as a dimension.




















FIGURE 3.3: An example of incident set expansion
are belonging to the temporally expanded set S′3 or the spatially expanded set S′′3 of the incident d3.
The black en-dashed line and red em-dashed line indicate the location and temporal threshold θl and
θt. Without the temporal expanding, the incident d3 will form the set S3 by including incidents d2, d3,
d4 and d5. However, by applying temporal expanding, the incidents d1 will also be involved where d2
is the bridging incident. Thus, S′3 = {d1, d2, d3, d4, d5} according to the property of set reachability.
Similarly, S3 can be spatially expanded to S′′3 = {d2, d3, d4, d5, d6, d7, d8}. For d3, the size of S′′3 is
larger than S′3. Thus, S′′3 will be selected as the maximally expanded set for d3.
For each incident di, its initial set Si can be expanded in the spatio-temporal space to include
more relevant incidents via transitive connectivity. With spatial or temporal expanding, incidents
across different locations or time stamps can still be grouped together. The incident, whose spatially
expanded set is larger than its temporally expanded set, is assumed to be involved in a spatial spreading
event, such as a firework show taken at different parks in a city but at the same time. In contrast, it
is involved in a temporal spreading event, such as the Olympic opening ceremony running across 6
hours at the same venue. Temporal and spatial expanding is proposed to avoid splitting a complete
event into several pieces due to the location or time threshold.
The details of the incident set expansion is described in Algorithm 1 (lines 1-9). The expanded
incident sets will be used to identify events in the next step.
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Algorithm 1: Event Identification
Input : Incidents D, θt, θl, and θc
Output: Events E
/* Initialization & Expansion */
1 for each incident di do
2 Find all incidents within thresholds of θt, θl and θc to form Si;
3 Count the number of incidents covered by Si ;
4 for each incident set Si do
5 S′i = Maximally expanded Si via temporal expanding;
6 S′′i = Maximally expanded Si via spatial expanding;
7 Si = max{S′i, S′′i };
/* Event Generation */
8 N = 0;
9 while exists any incident set do
10 Find the largest set Sk;
11 N + +;
12 Return Sk as a new event EN ;
13 Remove Sk from the set list;
14 Remove the incidents ∈ Sk from any other remaining sets;
3.3.2 Event Generation
Given the expanded incident sets {Si}, i = 1..n, we aim to find the minimal number of sets to
cover all incidents, where each set is considered as an event. This objective can be transferred into a
minimum set cover problem. Thus, the basic idea of our algorithm is to repeatedly select the current
largest set to generate a new event and remove the incidents belonging to this set from any other
sets until no set is left. The idea is straightforward and outlined in Algorithm 1 (lines 8-14). The
proposed algorithm is greedy in nature, and it has approximation ratio of (1 + ln r), where r is the
cardinality of the largest set [28]. Traditionally, other heuristic methods such as clustering are often
used to identify events [76, 15]. However, when three completely different types of features (i.e.,
spatial, temporal and content features in our case) are considered, there is no intuitive way to combine
the similarities from them in the clustering process since they have different similarity metrics that
produce incomparable results. Thus they cannot be combined arbitrarily. In contrast, our method
considers the three features separately and sets different thresholds to each feature respectively. With
different settings of the thresholds, different events could be generated. The method is simple with a
time complexity of O(n2) in the worst case. Discussions on parameter tuning and scalability will be
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given in the experiments.
3.3.3 Event Representation
After all the events are identified, each event Ei is represented by four major features including time,
location, content and the number of incidents contained, which are denoted as Ti, Li, Ci, and Ni
respectively. In our case study of identifying events from Flickr data, we also record the user ID for
each photo, which is used to count the number of unique users participating in an event.
The event features including time, location and content can be represented in different ways. For
example, an event’s time can be represented as the earliest or median of all the incidents’ time stamps,
or the time probability distribution of all the incidents’ time stamps in the event. Similarly, an event’s
location can be represented as the centroid of all the incidents’ locations, or the location probability
distribution of all the incidents’ locations in the event. An event’s content can also be represented
by simply combining all the texts into a single bag-of-word vector, or using the topic distribution
model. It is expected that sophisticated representations can better describe events and capture the
relationships among events.
3.4 Experiments
In this section, we present an extensive experimental result to show the effectiveness and efficiency
of our proposed event identification algorithms.
3.4.1 Set Up
Datasets
Three real-life datasets are used in our experiments. All these datasets are extracted from Flickr
by applying Flickr search API. There are two types of APIs for us to fetch photos. One returns a
sample of all public photos according to the user-defined search criteria on taken place and taken
time of photos. The other one returns all photos from a Flickr group, such as “Brisbanites: Brisbane
Photos”. We choose to use the first type of API to extract photos from specific places. All extracted
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Flickr photos are associated with taken time, location and text tags. All the text tags are pre-processed
by removing stop words, splitting compound words, stemming, etc.
London dataset. We extract 29,682 photos from Flickr, which were taken between July 1, 2012
to September 15, 2012, within the region bounding box from (longitude: -0.557, latitude: 51.283) to
(longitude: 0.327, latitude: 51.686). It covers the greater London area.
Brisbane dataset. A total number of 11,330 photos taken between January 1, 2011 to May 1,
2013 are extracted from the online group Brisbanites: Brisbane Photos.
New York dataset. By setting the search bounding box as (longitude: -74.5, latitude: 40) to
(longitude: -73.5, latitude: 41.2) and the time interval as 1 Jan, 2011 to 1 May, 2013, we collect
372,357 photos taken in New York City and its neighbouring areas.
The proposed algorithms are applied to the above three datasets to identify events.
Data Fitting and Distance Functions
Given the above three datasets, we need to fit them into our model. Taken time, location and text tags
are three key features for Flickr photos; how to measure the similarity among photos according to
these textual and non-textual features is essential for event identification. Given two incidents (i.e.,
photos) di and dj , their time distance is computed as |ti − tj|. Their location distance is measured by
their geographical distance. By representing an incident’s tags in the vector space model, the content
distance between two incidents can be measured by the cosine distance function.
Since user generated tags extracted from Flickr are rather noisy, several pre-processing works have
been done on these tags. We first split long words into small ones according to entries in Wikipedia
thesaurus2. Then we delete stop words according to entries in Wikipedia stop words list3. We also
manually generate a stop word list with some common used words such as city names (e.g., London,
New York or NY, Brisbane), country names (e.g., British, Britain, USA, Australia etc.) and camera
information (e.g., Canon, Nikon, iPhone etc). Tags with low frequency are also deleted. Finally, we
do stemming on the remain tags. We acknowledge that even after this pre-filtering process, there are




tag photos with emotion words such as “XDDD, orz, etc.”, which have no actual meaning. Those
kinds of words are present in very low frequency and barely affect the final result significantly.
Ground Truth Generation
The ground truth of event identification is generated manually in this work. We manually identify
all events for London, Brisbane and New York datasets. Note that it is extremely labor-consuming
to manually view the photos one by one for event detection. Thus, a convenient computer-aided
program is developed to group the similar photos together according to their taken time and location
constraints. These initial clusters are used as event candidates, which are further refined manually to
generate real-life events. Based on the grouping results, we further select 60 event names and match
the group of photos to the events. The events containing fewer than ten photos uploaded from a single
user are removed from the event list.
Performance Indicators
Event coverage is used as performance indication for event identification work. This indicator is used
to measure the effectiveness of the event identification algorithm. For each ground truth event and its
best matched event returned from the algorithm, its coverage is defined as the ratio of the size of the
overlapped incidents to the size of the union of incidents in two events. The averaged coverage over
all the ground truth events is used as the final indicator to indicate the effectiveness of the algorithm.
Note that every event identified by the algorithm can only be matched at most once with the ground
truth events. Obviously, the bigger the value of event coverage, the more effective the algorithm is to
identify events and assign incidents to correct events.
Compared methods
We compare our event identification work with three existing works [15], [23] and [76]. In [15], a su-
pervised learning method is introduced to learn similarity metrics for time, location and text features
in event identification. This method first trains the threshold of each feature using a threshold-based
incremental clustering algorithm and then gets ensemble weights of three features. The overall simi-
larity between two incidents is finally obtained by combining all three features with a weighted binary
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vote scheme. [23] analyse the temporal and spatial distributions of tags by means of discrete wavelet
transform and identify events from related tag clusters. Note that in [23], periodic and aperiodic
events are distinguished but we treat both of them as general events. In [76], a content-similarity
graph is first constructed by pair-wisely comparing images’ content, followed by applying the SCAN
approach [100] to do graph clustering. Each generated subgraph is regarded as an event. In this paper,
we use incremental clustering, wavelet-based clustering and graph clustering to refer to the method
in [15], [23] and [100] respectively.
3.4.2 Results on Event Identification
In our event identification algorithm, we have three parameters θt, θl and θc to tune. Our preliminary
results on textual content only show that a content distance smaller than 0.8 can find high quality
events from the perspective of semantics. Therefore, we fix θc = 0.2 and tune θt and θl in this
experiment. Threshold determination is really challenging for event identification in practice. There
is no single global threshold which can be used to accurately detect all the possible events, because
different events may have different granularity in either space or time, or both. Different events are
likely mixed in the dataset. Obviously, a larger threshold results in more general events (with the risk
of grouping unrelated small events into the same big events), while a smaller threshold produces more
specific events (with the risk of dividing an event into many small over-specific events). Different
users may have interest in different event types. Those who focus on large global events may provide
larger thresholds while others who care about local events may provide relatively small thresholds.
Depending on the user’s requirements, different thresholds can be provided to generate events at
different granularities. We illustrate the event identification result based on different thresholds in
different datasets. Here, given the ground truth, we aim to tune the thresholds such that events can be
identified as many as possible.
Figure 3.4 (a)-(c) shows the effects of θt and θl on event coverage without spatial or temporal
expansion, and Figure 3.4 (d)-(f) shows the results with spatial and temporal expansions. It is obvious
that different θt and θl values lead to different results. It is noticed that events in London and New
York typically span shorter time periods and smaller location ranges than events in Brisbane. One
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(a) London (b) Brisbane
(c) New York (d) London
(e) Brisbane (f) New York
FIGURE 3.4: Event coverage under different thresholds without expansions ((a)-(c)) v.s. with expansion
((d)-(f))
reason is that there are a much smaller number of photos in the Brisbane dataset which also have
a longer time range than the other two datasets. Thus, there are less events which potentially last
longer in larger area in the Brisbane dataset. Comparing (a)-(c) with (d)-(f) in Figure 3.4, it is clear
that the identification algorithm with spatial and temporal expansions improves the base algorithm
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(a) London (b) Brisbane (c) New York
FIGURE 3.5: Average coverage comparisons among different event identification methods
significantly on all three datasets. This confirms that proper expansions can better capture the event in
both spatial and temporal dimensions. Based on the results in Figure 3.4 (d)-(f), for London dataset,
we set θt=2 hours and θl=1 km. For New York dataset, we set θt=1 hour and θl=2 km. As for Brisbane
dataset, we set θt=4 hours and θl=4 km.
The comparisons of average coverage among different methods are illustrated in Figure 3.5. We
select top 10, 30, 50 largest events from ground truth and compare them with generated events from
three methods. As can be seen, our method outperforms the other three methods consistently. Incre-
mental clustering in [15] applies supervised learning which relies on the prior knowledge of ground
truth. However, it is still outperformed by our method. One main reason we believe is that the en-
forced similarity combination from three different features using a voting scheme may not work very
well. Three features have completely different properties. It is not intuitive to combine them in a
sensible way. However, our method deals with different features individually by providing different
thresholds to them, according to their own properties. This shows that it might not be necessary to
combine the evidences from different features as a single indicator, when they are not comparable at
all. Wavelet-based clustering in [23] analyses spatial and temporal distribution of tag usage to identify
events. Since the periodic events do not match the definition of events in our method, it has relatively
lower coverage value. Graph clustering in [76] performs worst since the information on location and
time is not fully utilized in recognizing events.
We have also compared the scalability of different methods on different sizes of Flickr datasets,
as shown in Table 3.2. Incremental clustering in [15] is a supervised learning method which has the
time complexity of O(n3). Although both our method and graph clustering in [76] have the time
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TABLE 3.2: Efficiency comparisons (minutes)
Size of dataset 20k 50k 150k 300k
Our method 0.5 0.8 1.5 6.9
Graph clustering in [76] 3.3 7.1 18 58
Wavelet-based clustering in [23] 4.1 10.4 29 73
Incremental clustering in [15] 288 812 - -
complexity of O(n2), graph clustering in [76] involves a similarity graph construction process which
is more expensive than our method. The wavelet-based clustering in [23] has the time complexity of
O(n2tag) where ntag is the total number of tags. Since one photo usually has more than one tag, ntag
is generally larger than n. From Table 3.2, we can see that our method achieves the best performance
on efficiency. It is able to identify events from large-scale datasets in few minutes. On the contrary,
incremental clustering in [15] takes hours to run on a 50K dataset. We cannot finish the algorithm on
datasets with larger data sizes than 50K in reasonable time.
3.5 Summary
In this chapter, we propose a novel approach for event identification. We propose an adapted minimum
set cover algorithm for event identification by taking into account the spatio-temporal characteristics
as the basic feature and the content information as supplementary to improve the accuracy. We further
define set connectivity and set reachability to perform spatial and temporal expanding of events. Our
experimental results verify the effectiveness of our method.
For now we have identified all social events consisting of incidents from social media websites.
This is the first and most important step of the overall purpose. However, all these events are pre-
sented as isolated, and not linked together to tell a whole story. Analyzing event relationships and
tracking event evolvement process (born, expanding, shrinking, dying) over time are still needed. In
the following, we will address the event modelling and ranking problem.
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Chapter 4
Social Event Modelling and Ranking
4.1 Introduction
After events are identified in Chapter 3, we observe that a growing topic is composed of a series
of relevant events and each event is tightly correlated to its previous events and has influence on its
follow-up events. The phenomena of different events participating in the evolvement of the same
story leads us to study the relationships among events.
Events are rarely isolated. In many cases, an event is subsequent to a series of previous events.
For example, when South Australia bushfire 2015 emerged, it quickly draw large groups of people’s
attention. Photos with flaming fire and burnt trees and houses were widely spread through social net-
works. Soon after, photos titled with house reconstruction, donate to the red cross and even thirsty
koala became popular and dominating. Although all the events seem to occur independently, they are
actually tightly correlated. Generally, subsequent events are triggered by some previous events. At
the same time, they can also affect the occurrence of the future events. Discovering the triggering
relationship among initial and subsequent events is a very interesting problem to understand the event
evolvement from social media data, which has not been well studied in literature. In this chapter,
we propose to study the problem of event modelling and ranking based on the identified events from
Chapter 3. To capture the correlation among events, we model the triggering relationships among
events by a triggering probability graph, where each node represents an event and the weight of a
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TABLE 4.1: Notations used in this event modelling
Description
θt, θl, θc The threshold of time, loca-
tion, and content
Ei={Ti, Li, Ci, Ni} The i-th event, with its time,
location, content and the
number of incidents
n, N The total number of incidents,
and events
Ii The impact of Ei
directed edge between two nodes indicates the triggering probability. To effectively compute the trig-
gering probability, we adapt the self-exciting point process model which is a type of random process
to capture the triggering relationships among events utilizing the spatio-temporal and content data of
events. As a step further, we define the event impact and estimate it via random walk based on the
event relationships. Finally, events are ranked at different time stamps and displayed in public. Ex-
tensive experimental results on real-life datasets demonstrate promising performance of our proposal
in modelling and ranking events.
We organize the rest of the chapter as follows. Section 4.2 provides the problem definition and
introduces the overall framework. We present event modelling approaches in Section 4.3 and event
ranking methods in Section 4.4. Experimental results are shown in Section 4.5 followed by the con-
clusion in Section 4.6.
4.2 Problem Formalization
In this section, we define the problem of analyzing event relationships, which will also be used to cal-
culate the importance of events. A framework of event modelling and ranking will also be introduced.
Some notations used in this paper are listed in Table 4.1.
4.2.1 Definitions
Generally, we categorized events into four different categories: isolated events, initiative events, sub-
sequent near events and subsequent far events. Since both isolated events and initiative events are
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history independent, isolated events can be considered as a special case of initiative events. As we
have formally defined the events and their categories, it is important to discover event relationships
to facilitate further analysis. In many cases, events are not isolated. To quantitatively indicate the
relationship between events, we define the event relationship below.
Definition 4.1 (Event Relationship). The relationship among events is illustrated by conditional prob-
ability matrix P , which indicates the triggering relationship between any pair of events. Given a set
of N events, Pi,i indicates how possible Ei is an initiative event and Pj,i stands for the probability of
Ei being triggered by Ej .
We present details of event representation in section 4.1.3. Apparently, Ej must occur before Ei
to achieve a non-negative Pj,i. Otherwise, Pj,i = 0. The detailed algorithm for relationship matrix
computation will be discussed in Section 4.
After events are detected and their triggering relationship is obtained, we can discover the follow-
up relationship among a series of events. Since a growing topic is composed of a sequence of relevant
events, each event is tightly correlated to its previous events and has influence to its follow-up events.
Finally, we define event impact and impact refinement in Section 5 based on characteristics of events.
Ranking result is obtained from impact. Event impact consists of several factors, such as the impact































































FIGURE 4.1: An overview of the framework of event modelling and ranking
Take Flickr data as the case study. We aim to analyze the detected events’ relationships to calculate
event impact. As illustrated in Figure 4.1, there are three major tasks in our work, including event
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triggering relationship analysis (step 1), event impact calculation (step 2) and event ranking at a
certain time point (step 3).
Identifying events from the social media is the zero step of any further event analysis. This part
of the work is discussed in Chapter 3. In the first step, we derive a generalized self-exciting point
process model (see Section 4.3) to capture the triggering relationship among events, based on which a
probability graph is constructed for the event impact calculation in step two. In this statistical model,
we estimate the probability of an event being independent or triggered by the events occurring earlier.
To achieve a precise measurement of the event impact, we assign an initial impact to each event by
taking into account the number of its containing photos, the number of users participating in it, and
the degree of its spread in time and space. Meanwhile, a random walk algorithm is conducted on the
constructed graph to refine the impact value. Obviously, the event impact calculated in step two is a
global impact through the entire observing time period without the consideration of time decay. At
a certain time point t, the impact of an event will change due to time decay. Thus, in step three, we
calculate the local impact of each event according to the given t. For example, assume E3 occurs
earlier than E6. Though the global impact of E3 is higher than E6, at the moment E6 occurs, the local
impact of E3 decays. In other words, as time goes by, once influential events are fading off to the
public.
4.3 Event Modeling
In this section, a novel model is derived to represent events in the spatio-temporal space with consid-
eration of content information. This model is used to reveal the triggering relationships among events,
before which the event identification is performed first.
4.3.1 Event Triggering Analysis
After all the events have been obtained, the next step is to analyze their triggering relationships so
that their evolvements can be easily tracked and event importance can be computed. As mentioned
in Section 3.1, the events can be divided into four different types. Some events arise independently
while many others are triggered by previous events or influence their subsequent events. One typical
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example is the earthquake model in seismology [108] where the outbreak of a foreshock earthquake is
inevitable to increase the likelihood of the main shock and some other aftershocks in nearby locations
and time, and another example is the crime model in criminology [71] where burglars may repeatedly
attack nearby targets. Inspired from the above event models, we believe that events extracted from
social networks take place in similar ways with more complex mutual relationships, and the spatio-
temporal context is important in understanding their triggering relationships. Here we use the above
models to explain that subsequent events (e.g., mainshock or aftershocks) are more likely to happen
after an initial event (e.g., a foreshock earthquake) occurs. This provides an intuition for analyzing
the triggering relationship among events.
Basic Self-exciting Point Process
A point processN(t) is a type of random process which counts the number of events and the time that
these events occur in a given time interval t. It is generally characterized via its conditional intensity
λ(t). The intensity λ(t) can be defined as the limiting expected rate of the accumulation of points




Compared with the simple point process model described in Equation 1, the self-exciting point
process model [71] is a more appropriate way to model the event evolvement, because it also considers
the emergence of the historical independent events. In other words, the self-exciting model also takes
into account the case that an event occurs spontaneously, i.e., events can take place self-reliantly
according to a stationary Poisson process η(t). Every event is possible to enhance the possibility of
its following events’ emergence, and the kernel function φ(∆t) models the enhanced chance which
spreads in time. The intensity function λ(t) of the self-exciting point process model is defined as
follows [71]:
Definition 4.2 (Self-exciting Point Process).
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where ti is the occurrence time of the i-th event, η(t) is a Poisson background rate of the event
occuring at t, φ is the memory kernel function indicating the increase rate in the intensity triggered
by previous events at ti (ti < t), and λ(t) is the conditional intensity of a point process.
By considering earthquakes in a specific area as events, λ(t) is the probability that an earthquake
occurs at the time point t given the historical earthquake occurrences up to time t (i.e., η(t)). φ(t− ti)
is the kernel that measures the influence incurred by the i-th earthquake.
Naturally, the self-exciting point process can also be used to model social events’ evolvements.
Different from earthquakes and crimes, social events in our work also have content information such
as text descriptions, visual features, and so on, which can be used to achieve more effective modeling.
Adapted Self-exciting Model for Social Events
Here we adapt the self-exciting point process to utilize the spatio-temporal context and content for
social event relationship analysis.
For each event Ei={Ti, Li, Ci, Ni}, we define its integrated intensity λ(Ei) as:




where ηt(), ηl(), and ηc() are the Poisson background rates of the event Ei occurring at time Ti, in
location Li, and with content Ci respectively. φ is the memory kernel function indicating the increase
rate in the intensity triggered by previous events before Ti. ∆Ti, ∆Li and ∆Ci are the distances
betweenEi and its previous eventEj along the temporal, spatial, and content dimensions respectively.
They are normalized for direct combination. We defer the discussion on distance functions to the
experiment section.
In the above adapted model, the first component ηt()ηl()ηc() can be understood as the opportunity
for the event to self-occur, and the second component φ indicates the probability of the event being
triggered by previous events.
When calculating the intensity of each event, we aim to model the relationships between events by
the event relationship matrix P , as defined in Definition 3. For a specific event Ei, it has a probability
Pi,i of being a history independent event and Pj,i indicating the probability of Ei being trigged by
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Ej . For event Ei, its total sum of Pi,i and Pj,i should add up to 1. For example, if Pi,i =1, then Ei is
self-triggered and it is an isolated event or initiative event.










To compute P based on the adapted self-exciting point process model, the events need to be
separated into two groups: background (or history independent) events Eb corresponding to the first
component, and triggered events E− Eb corresponding to the second component in the model. Here
we apply the stochastic declustering method [108] to separate events, estimate ηt, ηl, ηc, and φ, and
update P iteratively until convergence is achieved. The scheme is sketched in Algorithm 2.
We first provide an initial guess for P = 0.5 (line 1) assuming that there are equal probability
for self-exciting process and mutual triggering process. With this initial guess, we use an expectation
maximization (EM) algorithm to finalize P . While P is changed from the last iteration, the following
E-step and M-step are repeated (lines 2-8). In the E-step, a threshold on Pi,i is firstly generated using
Monte Carlo method, and the events whose Pi,i values in P are greater than the threshold will be
added into Eb and the rest belong to E−Eb (line 4). Based on Eb and E−Eb, ηt, ηl, ηc and φ for each
event are then estimated using the Variable Bandwidth Kernel Density Estimation (VBKDE) (line 5).
In the M-step, P is updated from ηt, ηl, ηc, and φ using Equations 4 and 5. These steps are repeated
until P remains unchanged.
We use Kernel Density Estimation (KDE) to estimate the values of both Poisson background rates
and the increase rate in the intensity triggered by previous events. Kernel density estimation is a
non-parametric estimation way to estimate the probability distribution of a random variable [71]. The
quality of KDE depends mainly on its bandwidth. Small values of bandwidth lead to very spiky
estimates with small bias and large variance while large values of bandwidth lead to small variance
and large bias which will cause over-smoothing. Therefore choosing appropriate bandwidth is very
important. Since the memberships of background events Eb and triggered events E − Eb change in
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Algorithm 2: P Estimation
Input : E
Output: P
1 Initialize P ;
2 while P is changed from last iteration do
3 E-step:
4 Generate Eb and E− Eb using Monte Carlo method and Pi,i;
5 Estimate ηt, ηl, ηc, and φ from P , Eb and E−Eb using VBKDE (Variable Bandwidth Kernel
Density Estimation);
6 M-step:
7 Update P from ηt, ηl, ηc, and φ using Equations 4 and 5 ;
each iteration, a fixed bandwidth will thus lead to the problem of over-smoothing or under-smoothing
at different iterations. To address this problem, we also choose Variable Bandwidth KDE as in [71]
which is outlined in Algorithm 3.
Algorithm 3: VBKDE
Input : P , Eb and E− Eb
Output: Estimated ηt, ηl, ηc, and φ for each Event
1 Scale inter-event distance to have unit variance and zero mean along temporal, spatial, and
content dimensions respectively;
2 Compute bandwidths based on scaled data in three dimensions;
3 Transfer scaled data back to the original scales;
4 Estimate ηt, ηl, ηc, and φ for each event using Gaussian Kernel.
In the above VBKDE, the first three steps are used to generate the bandwidths for three dimen-
sions. The inter-event distances on different dimensions could be computed differently since different
applications may have different types of data to represent temporal, spatial and content information.
We will present the distance functions for the tested datasets in the experiment section. For each
event, the distance of its k-th nearest neighbor is regarded as the bandwidth for that event. In the
fourth step, the Gaussian kernel is used to estimate the values of ηt, ηl, ηc, and φ. For example, φ for
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where M is the number of triggered events in E−Eb, Dj is the bandwidth of event Ej in E−Eb, and
σt is the standard deviation of inter-event distance on time.
The time complexity of computing P based on the adapted self-exciting point process model is
O(iter × N2), where iter is the number of iterations. Based on the fact that people will only care
about the top 10 or top 100 events in a ranking, and will not pay attention to events ranked in, like
number 1357, events of very small initial impact are ignored and less than 10% of all events remain.
This leads to a rather small N.
From the generated matrix P , a triggering probability graph can be constructed, where each node
represents an event, and the directed edge from one event Ej to another event Ei represents the
probability of Ei being triggered by Ej . Recall the three types of events. Subgraphs with single nodes
represent isolated events. Nodes with outgoing links but without incoming links are initiative events,
and nodes with incoming links are subsequent events. By visualizing the graph, event relationships
and their evolvements along a time line can be easily monitored. With such a graph, events can also
be ranked according to their impact to the public so that the most important events can be identified
and recommended earlier.
In this chapter, we adapt spatial, temporal and text content information to the self-exciting model
to monitor the intensity of social events. Note that our model can also be naturally extended to use
photo contents to detect and model events. For example, we may use scale invariant feature transform
(SIFT) to describe the visual content of photos and compute the distance between the SIFT vectors.
Certainly, there will be problems like how to scale multiple features. We will investigate this problem
in our future work.
4.4 Event Ranking
In this section, we rank the events from the triggering probability graph represented by P . Firstly, we
define the event impact.
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4.4.1 Event Impact
Numerous new events occur continuously in the world. Some of them have significant impacts to
the society while some others fade away quickly with not much effect. Take the events discovered
from the Flickr images as examples. A small group of photos about a kid’s birthday party has a lower
impact than a group of photos about a natural disaster. Accurately measuring the impact of events
can reflect the sentiment of the public dynamically and facilitate an immediate response to emerging
events.
We consider several factors in determining the event impact. Firstly, it is observed that if an event
has major impact to the society, it usually draws high attention from lots of people, reflected by the
number of photos uploaded for the event and the number of users who upload the photos. The more
photos related to the event and the more unique users participating in the event, the more impact an
event can gain. Secondly, it is highly expected that events spreading over larger regions and lasting
longer can affect the public in greater spatial and temporal scales. Therefore, here we use four factors
to define the event impact as below.
Definition 4.3 (Event Impact). Given an event Ei, its impact denoted as I(Ei) is computed as:





where Ni is the number of incidents in the event, Nui is the number of unique users participating in
the event, ρli and ρ
t
i are the area and the period covered by all the incidents in the event respectively.
α1 + α2 + α3 + α4=1. They are the coefficients of the linear combination. Logarithmic function is
used on the number of incidents to avoid the effect of large number of photos uploaded by a single
user.
Obviously, the above four factors are not directly comparable. We have to normalize all of them
before they can be combined. They are normalized by dividing by the maximum values among all
the events on each individual factors respectively. The weights of different factors will be empirically
tuned in the experiments.
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4.4.2 Impact Refinement
Based on the definition of event impact, an initial impact value for each event can be computed
straightforwardly. However, such a way does not consider the relationships among events, especially
the triggering relationships. In order to calculate the event impact more effectively by taking into
account the event relationships, we propose to apply random walk on the triggering probability graph
to refine the initial impact of each event. The underlying idea is that events with high impact may
increase the impact of their subsequent or previous events. The mutual reinforcement relationship
from previous events to subsequent events and from subsequent events to previous events can be
presented as an iterative random walk process.
Note that the original triggering probability graph represented by matrix P is directed since it only
shows the triggering probability from previous events to subsequent events. To reflect the reinforce-
ment from subsequent events to previous events in computing the event impact, we simply remove
the direction to make the graph un-directional. We assume that important events should also have
previous important events to trigger them.




Ik−1(j)Pji + (1− β)I(Ei) (4.8)
where I(Ei) is the initial impact of Ei and β is a weight parameter belongs to (0, 1). When the event
impact converges, the global event impact can be generated.
4.4.3 Event Ranking
The global event impact reflects the importance of an event in the whole graph. However, the impact
of an event at a particular time point could be different. It is usual that the impact of an event decays
as time goes by. Given an event, to calculate its current impact to the society is critical. By taking
into account the time decay effect on event impact, we derive the following formula to calculate the
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local impact of event Ei at a given time point t.
Iˆt(Ei)=
 Ik(Ei)× (1− Sigmoid(t− ti)), t ≥ ti0, t < ti (4.9)
Where k is the last number of iteration and the sigmoid function is Sigmoid(t) = 1
1+e−t . 1-Sigmoid(t−
ti) is adopted to model the time decay. Given a time point t, the events identified from the social media
data will be ranked according to their Iˆt values.
In the whole event ranking process, computation of P takes most of the time, because its com-
plexity as O(iter×N2) is high, where iter is the number of iterations and N is the number of events.
The total running time for the final event ranking on the tested datasets with thousands of events in
our experiments typically takes about 4-5 minutes to complete. To speed up the process, a small
threshold on the difference of P s in two iterations can be used to terminate the Algorithm 2 earlier,
without noticeable effect on the results.
4.5 Experiments
In this section, we perform extensive experiments to verify the effectiveness of the proposed event
relationship modelling and event ranking methods on real Flickr data. All the experiments are imple-
mented on a PC with Windows 7, Intel(R) Core(TM) i7-2600 CPU, and 8GB of RAM.
4.5.1 Set Up
Datasets
Three real-life datasets extracted from Flickr are used in our experiments. All extracted Flickr photos
are associated with taken time, location and text tags. Events are first identified using techniques in
Chapter 3 and represented with five features, which are happening time, location, textual description,
number of incidents contained in the event and number of users whose photos are included in the
events. The problem of event relationship tracking utilizes the first three features while the problem
of event ranking utilizes all five features. For integrity, we still list the original datasets below.
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London dataset. We extract 29,682 photos from Flickr, which were taken between July 1, 2012
to September 15, 2012, within the region bounding box from (longitude: -0.557, latitude: 51.283) to
(longitude: 0.327, latitude: 51.686). It covers the greater London area.
Brisbane dataset. A total number of 11,330 photos taken between January 1, 2011 to May 1,
2013 are extracted from the online group Brisbanites: Brisbane Photos.
New York dataset. By setting the search bounding box as (longitude: -74.5, latitude: 40) to
(longitude: -73.5, latitude: 41.2) and the time interval as 1 Jan, 2011 to 1 May, 2013, we collect
372,357 photos taken in New York City and its neighboring areas.
Our proposed algorithms are applied to the above three datasets to model the event relationship
and also calculate their impacts for event ranking.
Data Fitting and Distance Functions
To measure the distance between two events, in this paper we use a relatively simple event repre-
sentation. The median of all the incidents’ time stamps in an event is taken as the event’s time, and
the centroid of all the incidents’ locations in an event is taken as the event location. An event con-
tent is constructed by combining all the tags from the member incidents, and the content distance is
also measured by the cosine distance function in the vector space model. There exist other means
for representative time and location selection. Take time selection as an example, for an event like
the Olympic Opening Ceremony, we can choose either the starting or ending time as the event time.
However, it gives rather reasonable results in our experiments by choosing the median time as event
time. We leave sophisticated event representation models and more complex distance functions to be
studied in our future work.
Ground Truth Generation
The ground truth is generated for event ranking in this work. A web system is developed to collect the
crowd intelligence for event ranking ground truth generation. Each event is represented by its most
frequent tags and four photos that are randomly selected to depict the event. Users are required to
give an impact rating to each event from five levels, 5 to 1, indicating the decreasing importance of
the event. The final impact of each event is calculated by averaging the rates from 40 users. Figure
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FIGURE 4.2: User evaluation system.
4.2 shows the interface of our user evaluation system.
Performance Indicators
Normalized Discounted Cumulative Gain (nDCG) [51]. nDCG is used to evaluate the event rank-
ing performance. It uses a graded relevance scale of events (5 levels in our experiments) in the result
list, and measures the gain of an event based on its position in the result list. The gain is accumulated
from the top of the result list to the bottom with the gain of each result discounted at lower ranks.
Compared methods
Event Ranking. Due to the lack of existing work on event ranking, we evaluate the proposed frame-
work in the way of replacing our proposal in each step by one or several baseline algorithms and
study their differences on performance. The effect of event triggering relationship analysis, the effect
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of event impact initialization for random walk and the effect of random walk itself are quantitatively
analyzed.
4.5.2 Results on Event Ranking
Effect of Event Relationship Generation
To evaluate the effectiveness of the adapted self-exciting model, we design a naive algorithm that does
not consider the probability that an event occurs independently, i.e., the first component in the adapted
self-exciting model. We also apply the basic self-exciting model to individual features respectively
to generate relationships for comparison. The global ranking results of the adapted self-exciting
model, the naive algorithm, and basic self-exciting model are compared in Figure 4.4, where the x-
axis indicates the number of top ranked results and y-axis indicates the nDCG value. We can see
that the adapted self-exciting model outperforms the naive method and basic self-exciting models
significantly, which implies that, first, there are many isolated events and initiative events that cannot
be properly identified by the naive method. Second, using three features simultaneously performs
better than using a single feature only. Notice that the nDCG lines for Brisbane dataset go down as
the number of returned events increases. This is mainly because there are not many significant events
in Brisbane dataset. Except for the top few events, it is actually a bit random for users to indicate
clearly the ranks for less important events. To have a better understanding of the event triggering
relationship, a real example extracted from London dataset is shown in Figure 4.3, where top ten
events are displayed, with their triggering relationships indicated. As can be seen from the figure,
top ten events (E1 to E10) from London dataset are plotted along the timeline according to their
occurring time. Each arrow indicates the triggering relationship from one event to another, where the
corresponding triggering probability is also shown. The events with a self-triggering probability of 1
are initiative or isolated events, such as Shard light show and Madonna concert.
Effect of Event Impact Initialization
We investigate four different ways to initialize the event impact for the global impact computation in
random walk: 1) set equal initial impact to all events; 2) use the relative number of photos to reflect


























FIGURE 4.3: An example of top ten events from London dataset plotted along the timeline according to their
occurring time
(a) London (b) Brisbane (c) New York
FIGURE 4.4: nDCG comparisons between the adapted self-exciting model, naive method and basic self-
exciting model
its impact; 3) use the number of users participating in an event to reflect its impact; and 4) combine
four factors as we defined in Equation 7 where we set α1 = 0.3, α2 = 0.5, α3 = 0.1 and α4 = 0.1
based on preliminary results. Figure 4.5 compares their results. We can see that our method achieves
the highest nDCG scores among all different settings. Interestingly, the number of users plays a much
more important role than the number of photos related to the event in reflecting the event impact. An
event with a larger number of photos may not necessarily generate huge impact if the number of users
is very small. In some cases, one user may upload many photos about his own life, which may have
not much impact to the public. It is confirmed that an event becomes important when a lot of people
pay attention to it. Initializing all events with the same impact is not a good choice in ranking events.
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(a) London (b) Brisbane (c) New York
FIGURE 4.5: nDCG comparisons among different event impact initialization methods
Effect of Random Walk
We use random walk to refine the event impact via events reinforcement among each other. The
effectiveness of random walk for impact refinement is depicted in Figure 4.6. As we can see, random
walk running through the event relationships improves the ranking performance by up to 5%, which
is quite significant in retrieval.
(a) London (b) Brisbane (c) New York
FIGURE 4.6: Effectiveness of random walk in event impact refinement
Effect of Time Decay
In the last experiment, we also look at the effect of time decay in ranking events. As it is really difficult
to obtain ground truth for event ranking at different time stamps, we use a real example generated by
our method to show the clear differences for event ranking with time decay in Table 4.2 and Table
4.3. Each event is represented by a collection of most representative tags. It is also associated with
its occurring date. Each column of the table contains a list of top ten ranked events at different time
points. The events in Table 4.2 are ranked by their global impact while the events in 4.3 are ranked by
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their local impact on 13 Aug and 11 Sep respectively. As we can see, Olympic ceremony is ranked
the first based on the global impact (the first column). However, when September arrives, it is ranked
the third (the third column), due to the time decay. This makes sense since people start to look at
other important events such as the supercar race and the Paralympic Games opening ceremony after
the Olympic Games finish.
TABLE 4.2: Time decay illustration by using London dataset (global impact)
Ranked by Global Impact
olympic, opening, ceremony (27 Jul)
shard, laser, light, night (05 Jul)
paralympic, opening, ceremony (29 Aug)
cycling, olympic, road, trial (1 Aug)
olympic, park, game, handball (12 Aug)
hyde, madonna, concert, park (27 Jul)
supercar, chelsea, auto, legends (2 Sep)
public, telephone, britain, icon (21 Jun)
marathon, women, run, square (5 Aug)
olympic, close, ceremony, firework(12 Aug)
TABLE 4.3: Time decay illustration by using London dataset (local impact)
Ranked by Local Impact on 13/08/12 Ranked by Local Impact on 11/09/12
olympic, opening, ceremony (27 Jul) supercar, chelsea, auto, legends (2 Sep)
shard, laser, light, night (05 Jul) paralympic, opening, ceremony (29 Aug)
olympic, park, game, handball (12 Aug) olympic, opening, ceremony (27 Jul)
olympic, close, ceremony, firework(12 Aug) shard, laser, light, night (05 Jul)
thames, river, millennium, bridge (12 Aug) cycling, olympic, road, trial (1 Aug)
olympic, freestyle, wrestle, medal (12 Aug) olympic, park, game, handball (12 Aug)
volleyball, olympic, beach (12 Aug) hyde, madonna, concert, park (27 Jul)
cycling, olympic, road, trial (1 Aug) public, telephone, britain, icon (21 Jun)
mascot, olympic, stroll, wenlock (10 Aug) marathon, women, run, square (5 Aug)
olympic, wembley, stadium, football (5 Aug) olympic, close, ceremony, firework(12 Aug)
4.6 Summary
In this chapter, we propose a novel framework for event modelling and ranking. Most of the current
works focus on event detection and do not consider the event relationships and the impact of events.
Besides, existing works about topic evolving consider the co-relation of events or topics by their mu-
tual influence. However, some urgent events can happen independently without signs while other
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events are often not isolated. Our approach tackles these issues by effectively analyzing the event
relationships with an adapted self-exciting point process model, which considers both initial events
and triggered events. We also study event ranking using random walk. We consider each event as a
vertex and the weight of edges between vertices as the event triggering probability; the event trigger-
ing relationships can be modelled in an adjacent probabilistic matrix, which could be further used to
find significant events and predict future events. Our experimental results verify the effectiveness of
our method.
Finally, after figuring out all events and their relationship, we need to present the events and show
them to the users. Each event is described by a large number of social media posts. A cover with a
few selected posts would help users better recognize and recall the event, which is the next task to be
solved in Chapter 5.
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Chapter 5
Social Event Representative Search in Large
Networks
5.1 Introduction
In the event identification and modelling works discussed in Chapter 3 and Chapter 4, each event is
described by a set of social media posts. However, a cover with selected posts would help users better
recognize and recall the event. This leads to the problem of how to select representative posts to
describe the event and show to the public. To solve this problem, we propose to study representative
search, which is to find top representative nodes within the network to better describe the network.
Efficiently searching top-k representative vertices is crucial for understanding the structure of
large dynamic networks and has many other applications. One example is that, when cascades of
power network failures happen, key nodes with large numbers of inter-connected neighbours should
be given high priority to repair [90]. It can also benefit online social network based business, since
advertisements should be posted to those leading users who will help spread the information faster
in their communities [55]. Recent studies show that small communities formed by vertices with high
local clustering coefficient and their neighbours can achieve enhanced information propagation speed
as well as disease transmission speed. However, local clustering coefficient, which measures the
cliquishness of a vertex in a local neighbourhood, prefers vertices with small degrees. A typical ex-
ample is a three vertices triangle (a clique). In this work, we propose a new ranking measure, weighted
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clustering coefficient (WCC) of vertices, by integrating both local clustering coefficient and degree.
WCC not only inherits the properties of local clustering coefficient but also approximately measures
the density (i.e., average degree) of its neighbourhood subgraph. Thus, vertices with higher WCC are
more representative. In this chapter, we study efficient computing and monitoring top-k vertices based
on WCC over large dynamic networks. We propose a series of heuristic upper bounds for WCC to
prune a large portion of disqualifying vertices in the search space. We also develop an approximation
algorithm by utilizing Flajolet-Martin sketch to trade acceptable accuracy for enhanced efficiency.
A fast incremental algorithm dealing with frequent updates in dynamic graphs is explored as well.
Extensive experimental results on a variety of real-life graph datasets demonstrate the efficiency and
effectiveness of our approaches.
The rest of the chapter is organized as follows. Section 5.2 provides necessary background and
formally defines the problem. Section 5.3 proposes the static upper bound based top-k WCC search.
A more efficient algorithm based on the incremental upper bound and improved WCC computation
is developed in Section 5.4. We propose an approximation algorithm for computing WCC based
on Flajolet-Martin (FM) sketch in Section 5.5, and discuss efficient top-k WCC monitoring in Sec-
tion 5.6, followed by extensive experimental studies in a large set of real-life network data in Sec-
tion 5.7. We conclude the chapter in Section 5.8.
5.2 Problem Statement
Social media data can be represented as graphs. For example, Figure 1.2 shows a Flickr image graph
where vertices represent images and edges represent whether links between images share common
metadata. In this chapter, we focus on an undirected and unweighted graph G = (V,E), where V
is the set of vertices and E is the set of edges. We denote the number of vertices and the number of
edges in G by n = |V | and m = |E|, respectively. We denote the set of neighbours of a vertex v by
N(v) = {u ∈ V | (v, u) ∈ E}, and denote the degree of v by d(v) = |N(v)|.
Based on the local clustering coefficient definition in Chapter 2, a vertex with high local clustering
coefficient may form a small clique with only a few neighbours. For example, a vertex with two
neighbours and also an edge between the two neighbours has the highest CC (i.e., 1). Thus, ranking








FIGURE 5.1: A graph example
by local clustering coefficient will bias towards vertices with small degrees. However, our goal is to
find representative vertices of tightly coupled communities in the real world. Therefore, we define a
new ranking measure, called weighted clustering coefficient (WCC), to find high-ranked vertices not
only with large local clustering coefficient but also forming large neighbourhood, as follows.
Definition 5.1 (weighted clustering coefficient). The weighted clustering coefficient WCC(v) of a




d(v)−1 , d(v) > 1
0, d(v) ≤ 1
(5.1)
Without loss of generality, we only consider vertices with degrees at least 2 in the rest of the
chapter. We define the top-k search problem as follows.
Problem Statement. Given a graph G and an integer k, we aim to find a set of k vertices in G with
the highest WCCs. Denote the problem as top-k WCC search.
Example 5.1. Consider the graph in Figure 5.1. Suppose that k = 1, the result of top-k WCC search
is vertex a. We can see that d(a) = 4, and there are total 5 edges between a’s neighbours (i.e., (b, c),




. Similarly, the WCCS of other vertices
can be computed as WCC(b) = 2, WCC(c) = 3, WCC(d) = 2.5, WCC(e) = 2.8, WCC(f) = 2,
WCC(g) = 2, WCC(h) = 2 and WCC(i) = 0. Therefore, vertex a has the highest WCC.
In viewing that real-world graphs continuous change, in this chapter, we also study the problem
of monitoring top-k vertices in G with highest WCCs when G dynamically changes. Denote the
problem as top-k WCC monitoring.
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TABLE 5.1: Major notations used in this chapter
Notation Description
G = (V,E) An undirected and unweighted
graph G
n,m The number of vertices and edges in
G
N(v) The set of neighbours of vertex v ∈
V
d(v) The degree of vertex v ∈ V
CC(v) The local clustering coefficient of
vertex v ∈ V
WCC(v) The weighted clustering coefficient
of vertex v ∈ V
∆(v),∆(u, v) The number of triangles containing
vertex v ∈ V or edge (u, v) ∈ E
UBN(v) The neighbourhood based bound
for vertex v ∈ V
UBI(v) The incremental upper bound for
vertex v ∈ V
Major notations used in this chapter are listed in Table 5.1. In the rest of the chapter, we assume
that a graph is stored in the form of adjacency lists and each vertex has a unique ID. We also assume
m ∈ Ω(n) for convenience. Similar assumptions can be found in existing works such as [46, 59].
5.3 Static Upper Bound Approach
Using the existing triangle counting techniques, we can compute the weighted clustering coefficient
WCC(v) of a vertex v by counting the number of triangles containing v (or equivalently the number
of edges between vertices in N(v)). Therefore, the straightforward approach for top-k WCC search
would be iterating over each vertex, computing its WCC, and keeping the top-k vertices, which is ob-
viously time-consuming. In this chapter, we propose a novel top-k search approach to compute WCCs
of vertices in a heuristic order based on their upper bounds, in which way many unpromising vertices
are pruned by their upper bounds without computing the exact WCCs. We present the framework of
our approach and two static upper bounds in the following two subsections, respectively.
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5.3.1 Framework
The general idea of our framework is to compute WCCs for vertices with higher upper bounds first,
which are more likely to be in the top-k result. Therefore, we assume that an upper bound UB(v) is
computed for each vertex v, and will propose two upper bounds in the following subsection.
The framework of our top-k search approach is shown in Algorithm 4. We use a minimum priority
queue [32], R, to keep the top-k vertices. Firstly, at preprocessing step (Lines 1-5), we compute upper
bounds UB(v) for vertices (Line 4), and maintain the vertex in descending order of its upper bound
(Line 5). Then, we iteratively process vertices according to the sorted order (Lines 6-10). When
processing a vertex v, we first check whether the remaining unprocessed vertices can be pruned safely
(Lines 7-8); that is, the upper bounds of WCCs of the unprocessed vertices are no larger than the WCC
of the currently k-th highest ranked vertex in R. This is because WCCs of all unprocessed vertices
are no larger than UB(v) of the currently processing vertex v. If not all remaining vertices (including
v) can be safely pruned, we compute the exact WCC(v) of v through procedure ComputeWCC and
update R with v and WCC(v) (Lines 9-10). R is updated as follows: if the size of R is less than k,
we add v intoR; otherwise, we replace the vertex having the lowest WCC inR with v if v has a higher
WCC. The vertices in R is the set of correct top-k vertices with highest WCCs when the algorithm
terminates (Line 11).
A naive approach for computing WCC based on triangle counting is shown in procedure ComputeWCC
in Algorithm 4. For each of v’s neighbours, u, it computes the intersection of the adjacency lists of v
and u, which is the number of triangles containing v and u. Then, the sum of these triangle counts,
representing 2 times the number of triangles containing v (i.e., 2 × ∆(v)), divided by (d(v) − 1) is
the WCC of vertex v. Note that, each triangle is counted twice.
Theorem 1. Given a graph G = (V,E) and any upper bound function, Algorithm 4 correctly com-
putes top-k vertices with highest WCCs in O(
∑
v∈V (d(v))
2 + n log k) ⊆ O(nm) time (excluding the
time complexity of preprocessing), and O(m) space.
Proof. The correctness of Algorithm 4 directly follows from the above discussions.
Regarding time complexity, firstly, let’s consider the procedure ComputeWCC. For a vertex v with
degree d(v), it computes WCC(v) in O((d(v))2) time by assuming that checking whether w ∈ N(u)
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Algorithm 4: Top-k WCC Search
Input : G = (V,E), the top-k value k
Output: Top-k vertices R
1 R←− ∅;
2 foreach v ∈ V do
3 WCC(v)←− −1;
4 compute UB(v);
5 maintain v in V in descending order based on UB(v);
6 foreach v ∈ V in descending upper bound order do
7 if |R| = k and UB(v) ≤ minu∈RWCC(u) then
8 break;
9 WCC(v)←− ComputeWCC(G, v);
10 update R with vertex v and WCC(v);
11 return R;
12 Procedure ComputeWCC(G, v)
13 ∆←− 0;
14 if d(v) ≤ 1 then
15 return 0;
16 foreach u ∈ N(v) do
17 foreach w ∈ N(v) do
18 if w ∈ N(u) then
19 ∆←− ∆ + 1 ;
20 return ∆
d(v)−1 ;
can be done in O(1) time by a hash table implementation [32]. Therefore, the total time complexity




time complexity for maintaining the top-k vertices in R is at most O(n log k), since both deleting an
element from and inserting an element into a minimum priority queue of size k takes O(log k) time.
Thus, the time complexity of Algorithm 4, excluding the time to compute upper bounds and the time to
sort vertices (i.e., Lines 4-5), isO(
∑
v∈V (d(v))




n log k) ⊆ O(∑v∈V d(v)dmax + n log n) ⊆ O(dmaxm+ n log n) ⊆ O(nm).
Regarding space complexity, as graph storage takes O(m+n) space and minimum priority queue
R takes O(k) space, Algorithm 4 takes O(m+ n+ k) = O(m) space.
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5.3.2 Static Upper Bounds
In this section, we propose two static upper bounds for WCCs of vertices; that is, the upper bounds
are computed at the beginning and then remain unchanged.
Degree based Upper Bound. We first propose a simple degree based upper bound as illustrated in
the lemma below.
Lemma 5.1. For any vertex v in V , WCC(v) ≤ d(v) holds.
The correctness of Lemma 5.1 is obvious. Computing degree based upper bounds for vertices at
Line 4 of Algorithm 4 takes O(n) time by assuming that degrees of vertices are stored in the graph
representation, and sorting vertices at Line 5 of Algorithm 4 also takes O(n) time using bin-sort [32]
since degrees of vertices are integers in the range from 0 to n.
Proof. From Definition 5.1, WCC(v) = d(v) × CC(v), and based on the definition of Local Clus-
tering Coefficient, CC(v) ≤ 1, thus WCC(v) ≤ d(v) holds
FIGURE 5.2: Degree based upper bound top-k search
Example 5.2. Consider the graph in Figure 5.1 and k = 1, the running process is illustrated in
Figure 5.2. Firstly, we get the upper bounds (i.e., degrees) of vertices in descending order, which is e,
c, d, a, b, f, g, h, i. Then, we compute WCCs for vertices according to the sorted order, and terminate
the computation before computing WCC(f). This is because that the WCCs of all unprocessed
vertices are upper bounded by d(f) = 3 while the current R contains vertex a with WCC(a) = 3.3;
thus, all unprocessed vertices will not lead to a higher WCC. In this example, we avoid computing
WCCs for four vertices, f, g, h, and i.
Neighbourhood based Upper Bound. In degree based upper bound, we only consider the degree of
a vertex v. Here, we propose a new upper bound by considering also the degrees of v’s neighbours.
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Intuitively, the number of triangles containing both vertex v and vertex u ∈ N(v), ∆(u, v), cannot
exceed the number of common vertices adjacent to both u and v; thus ∆(u, v) ≤ min{d(u)−1, d(v)−
1}. Note that, 2 × ∆(v) = ∑u∈N(v) ∆(u, v) and WCC(v) = 2×∆(v)d(v)−1 . Therefore, we have the
following neighbourhood based upper bound of WCC.




the upper bound by UBN(v).
Proof. Let’s consider a vertex v and one of its neighbours u ∈ N(v). The possible number of triangles
containing both v and u will be the number of common neighbours of v and u; that is the intersection
size between N(v) and N(w), which is at most min{d(v), d(u)} − 1. Since vertex w ∈ N(v) and
v ∈ N(w), we apply −1 to represent the number of neighbours excluding the specified neighbour.
Thus, the number of triangles that edge (v, w) can form is bounded by min{d(v), d(w)} − 1.
From the above discussions, for a vertex v with d(v) > 1, we have
WCC(v) =








u∈N(v) (min{d(v), d(u)} − 1)
d(v)− 1
Obviously, the upper bound in Lemma 5.2 is tighter than the one presented in Lemma 5.1 because∑
u∈N(v)(min{d(v), d(u)}−1) ≤
∑
u∈N(v)(d(v)−1) = d(v)(d(v)−1). For example, consider vertex
e in Figure 5.1. d(e) = 6 and the degrees of vertex e’s neighbors are d(a) = 4, d(b) = 4, d(c) = 5,







3.4. We can see that the neighbourhood based upper bound 3.4 is much tighter (i.e., smaller) than the
degree based upper bound 6 in Lemma 5.1.
Therefore, we can use this tighter upper bound in Algorithm 4 to achieve faster running time by
conducting less number of WCC computations. The time complexities of using this upper bound are
as follows: computing the neighborhood based upper bound for all vertices takes O(m) time, and
sorting vertices based on their upper bounds takes O(n log n) time.
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FIGURE 5.3: Neighbourhood based upper bound top-k search
Example 5.3. Reconsider the graph in Figure 5.1 and k = 1, the running process of neighbourhood
based upper bound top-k search is illustrated in Figure 5.3. We first compute the neighbourhood
based upper bounds for vertices as shown in the second row in Figure 5.3, and sort vertices in de-
scending order of their upper bounds, which is a, c, d, e, b, f, g, h, i. Then, we compute WCCs for
vertices according to the sorted order and terminate the computation before computing WCC(b).
This is because the WCCs of all unprocessed vertices are upper bounded by UBN(b) = 3 while the
current R contains vertex a with WCC(a) = 3.3; thus, all unprocessed vertices will not lead to a
higher WCC. In this example, we avoid computing WCCs for five vertices, b, f, g, h, and i.
5.4 Incremental Bound Approach
In the static upper bound approach, 1) we compute upper bounds for vertices at the initialization
step and then use these upper bounds during running the algorithm, and 2) the WCCs of vertices are
computed independently. However, as the algorithm proceeds, we may be able to compute tighter
upper bounds since more information becomes available, and we may also be able to share informa-
tion when computing WCCs for different vertices, thus save the computational cost. Therefore, we
address these issues in this section. First, we propose a new incremental upper bound which provides
tighter upper bounds than the ones presented in Section 5.3.2. Then, we propose a new framework
based on the incremental upper bound, and also a new, fast algorithm for computing WCCs of vertices
by sharing information.
5.4.1 Incremental Upper Bound
Note that WCC(v) = 2×∆(v)
d(v)−1 and 2 × ∆(v) =
∑
u∈N(v) ∆(u, v). Thus, ∆(u, v) is shared between
WCC(v) and WCC(u). If we record the ∆(u, v) value when it is computed for the first time, then
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we can reuse the recorded value when needed without recomputing it. Therefore, we can replace
min{d(v), d(u)} − 1 with ∆(u, v) in the neighborhood based upper bound (i.e., in Lemma 5.2) for
all recorded ∆(u, v) values, and get a tighter upper bound which is the incremental upper bound as
follows.
Lemma 5.3. For any vertex v in V , letC denote the subset ofN(v) whose WCCs have been computed
(i.e., ∆(u, v) has been computed and stored for each u ∈ C). WCC(v) can be upper bounded by
UBI(v) =
∑




Proof. The correctness directly follows from the above discussions and the proof of Lemma 5.2.
Example 5.4. Consider vertex d in Figure 5.1 and assume that WCCs of vertex a and vertex c have





= 2.75. Comparing to UBN(d) = 3.5, we can
see that the incremental upper bound 2.75 is much smaller than the neighbourhood based upper
bound 3.5.
We call UBI(v) incremental upper bound because it will get refined and become tighter incre-
mentally when more neighbours of v have their WCCs computed. As an extreme case, for a vertex
v whose neighbours’ WCCs have all been computed, UBI(v) will be the exact WCC(v); that is,
UBI(v) = WCC(v).
5.4.2 Fast Top-k WCC Search
Framework. As the upper bound proposed in Section 5.4.1 dynamically changes, we cannot preorder
all vertices in G based on the incremental upper bound as done in Algorithm 4. Thus, we propose a
new framework for top-k WCC search based on incremental upper bound.
The framework is shown in Algorithm 5. Here, R is the same as that in Algorithm 4, which
stores the top-k vertices. Since the WCC upper bounds of vertices dynamically change, we use a
maximum priority queue [32], H , to maintain the relative ordering of vertices based on their upper
bounds. H contains vertices in G whose WCCs have not been computed, and the key of a vertex v
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Algorithm 5: Fast Top-k WCC Search
Input : G = (V,E), the top-k value k
Output: Top-k vertices R
1 R←− ∅; H ←− ∅;
2 foreach v ∈ V do
3 WCC(v)←− −1;
4 compute UBI(v);
5 UB(v)←− UBI(v); add (v, UB(v)) to H;
6 while H 6= ∅ do
7 retrieve the vertex v with maximum key, UB(v), from H;
8 if |R| = k and UB(v) ≤ minu∈RWCC(u) then
9 break;
10 if UBI(v) < UB(v) then
11 UB(v)←− UBI(v); add (v, UB(v)) to H;
12 else
13 WCC(v)←− FastWCC(G, v);
14 update R with vertex v and WCC(v);
15 return R;
in H is its upper bound UB(v). Initially, UBI(v) is computed for each vertex v in G, which is equal
to UBN(v), and all vertices together with their upper bounds are added to H (Lines 4-5). Then, the
algorithm iteratively retrieves the vertex v with maximum upper bound UB(v) from H (Line 7), and
terminates if UB(v) is no better than the WCC of the current k-th vertex in R (Lines 8-9). v is added
to H again with a new upper bound UBI(v) if UBI(v) < UB(v) (Lines 10-11); that is, the currently
computed incremental upper bound is less than the upper bound stored in H . Otherwise, WCC(v) is
computed through procedure FastWCC which also updates UBI(u) for u ∈ N(v) (Line 13), and R
is updated with vertex v (Line 14). The updating of R is similar to that in Algorithm 4.
Note that, unlike Algorithm 4, in Algorithm 5 each vertex v here has two upper bounds, UBI(v)
and UB(v), where UB(v) (≥ UBI(v)) is the copy of UBI(v) stored in H and is not updated when
UBI(v) is updated in the procedure FastWCC.
Fast WCC Computing and UBI Maintenance. We propose a more efficient way, FastWCC, to
compute WCC by sharing information, in which we also update the incremental upper bounds UBI
for vertices. That is, we store the number of triangles containing an edge (u, v), ∆(u, v), after it
is computed. Thus, we can directly utilize ∆(u, v) in computing WCC(v) or WCC(u) without
78 REPRESENTATIVE SEARCH IN LARGE SOCIAL NETWORKS
(a) Initialization (b) Round 1, pop a
(c) Round 2, pop c (d) Round 3, pop d, push d
(e) Round 4, pop e (f) Round 5, pop b, terminate
FIGURE 5.4: Incremental upper bound based top-k search
recomputing it, and we also utilize ∆(u, v) in updating UBI(v) or UBI(u). As we need to intersect
two lists, N(v) and N(u), in computing ∆(u, v), we propose a more effective way to conduct this.
Specifically, we check for each element in the shorter list whether it is also in the other list; this
reduces the time complexity which shall be illustrated in Theorem 2;
Algorithm 6: FastWCC(G, V )
Input : G = (V,E), vertex v
Output: WCC(v)
1 ∆←− 0;
2 if d(v) ≤ 1 then
3 return 0;
4 foreach u ∈ N(v) do
5 if ∆(u, v) has not been computed then
6 assume w.l.o.g., |N(v)| ≤ |N(u)| ;
7 ∆(u, v)←− 0 ;
8 foreach w ∈ N(v) do
9 if w ∈ N(u) then
10 ∆(u, v)←− ∆(u, v) + 1 ;
11 ∆←− ∆ + ∆(u, v) ;
12 if WCC(u) = −1 then
13 UBI(u)←− UBI(u) + ∆(u,v)−min{d(v),d(u)}+1d(u)−1 ;
14 return ∆
d(v)−1 ;
The pseudo code of FastWCC is shown in Algorithm 6. For each neighbour u of v, if ∆(u, v)
is already computed, we directly use it in computing ∆ (Line 11), where ∆ is two times the number
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of triangles containing v; otherwise, we intersect N(v) with N(u) by checking each element in the
shorter list whether it is also in the longer list (Lines 6-10). After computing ∆(u, v), if WCC(u) has
not been computed (i.e., u is in H), we update the incremental upper bound UBI(u) of u (Line 13).
UBI(u) is updated by ∆(u, v) as follows,
UBI(u)←− UB′I(u) +
∆(u, v)−min{d(v), d(u)}+ 1
d(u)− 1 ,
where UB′I(u) denotes the upper bound before updating, and UBI(u) denotes the new upper bound.
Lemma 5.4. The upper bound UBI(u) of u is correctly updated at Line 13 of Algorithm 6, and it is
non-increasing.
Proof. First, we can see that when updating UBI(u) by ∆(u, v),
min{d(v),d(u)}−1
d(u)−1 must be used in
computing UBI(u) before the updating, since ∆(u, v) is not known at that time. Thus, after the
updating, UBI(u) still upper bounds WCC(u).
Second, it is obvious that ∆(u, v) ≤ min{d(v), d(u)} − 1. Thus, UBI(u) is non-increasing after
updating.
Example 5.5. Reconsider the graph in Figure 5.1 and k = 1, the running process of incremental
upper bound based top-k search is demonstrated in Figure 5.4. Firstly, we compute UBI(v) as
UBN(v) for each vertex v in G and initialize H to contain all vertices, as shown in Figure 5.4(a). In
round 1, vertex a, which has the largest upper bound, is popped from H (the entries deleted from H
are indicated as shadowed columns). WCC(a) is computed which leads to the updating of UBI(b),
UBI(d), UBI(c), UBI(e), where UBI(c) and UBI(e) remains the same after updating. Vertex a is
added to R since |R| = 0. In round 2, vertex c is popped because it has the largest key value in
H . WCC(c) is computed, and UBI(b) and UBI(d) are updated again since ∆(c, b) and ∆(c, d)
are computed (while UBI(e) and UBI(g) remain the same after the updating since the degree based
bound is tight on these edges). In round 3, vertex d is popped, and it is added to H again together
with the new upper bound UBI(d) since UB(d) > UBI(d). In round 4, vertex e is popped from H;
WCC(e) is computed, and UBI(b) and UBI(d) are updated accordingly. In the last round, vertex b
is popped, and the algorithm terminates since |R| = 1 and UB(b) < WCC(a). By using incremental
upper bound, we save six WCC computations.
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Implementation and Complexity Analysis. In Algorithm 5, we need to maintain upper bounds for
vertices in H and retrieve the vertex with maximum upper bound from H . Thus, we implement the
maximum priority queue H using a binary heap [32]. For a vertex v with d(v) neighbours, the upper
bound of v will be updated at most d(v) times, one for each adjacent edge of v. Thus, there are at most∑
v∈V d(v) = O(m) updates of upper bounds for vertices in H . Also, there are at most O(n) insert
operations (at Line 5) and delete-max operations (at Line 7) on H . Each of the above operations can
be implemented in O(log n) time. Thus, the total time complexity of maintaining H is O(m log n).
Another time-critical component of Algorithm 5 is computing WCCs of vertices through pro-
cedure FastWCC. We assume that the adjacency lists of vertices are stored in a hash table [32],
which can be constructed in O(m) total time. Therefore, checking whether w is in N(u) at Line 9
(equivalently, whether there is an edge (u,w) in G) can be done in O(1) time. Then, the time com-
plexity of computing ∆(u, v) at Lines 6-10 of Algorithm 6 is O(min{d(v), d(u)}) since we only
iterate through neighbours of the vertex with smaller degree between v and u. Therefore, the total




In addition, the time complexity of maintaining top-k vertices in R is O(n log k), the same as that
in Algorithm 4.
Theorem 2. Given a graph G = (V,E) and an integer k, Algorithm 5 correctly computes top-k
vertices with highest WCCs in O(
∑
(u,v)∈E min{d(u), d(v)}+m log n+n log k) ⊆ O(m1.5) time and
O(m) space.
Proof. The correctness of Algorithm 5 directly follows from the correctness of Algorithm 4 and
Lemma 5.4.
Regarding the time complexity, there are three components in Algorithm 5: maintaining H , com-
puting WCCs of vertices, and maintaining R. Thus, the total time complexity of Algorithm 5 is
O(m log n +
∑
(u,v)∈E min{d(u), d(v)} + n log k) following from the above discussions. In the fol-
lowing, we first prove that O(
∑
(u,v)∈E min{d(u), d(v)}) ⊆ O(m1.5), and then prove the theorem.
Let N+(v) denote the set of neighbours of v that have degrees no less than the degree of v; that
is, N+(v) = {u | u ∈ N(v), d(u) ≥ d(v)}. Then, for each (u, v) ∈ E, min{d(v), d(u)} = d(v)
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if u ∈ N+(v) and min{d(v), d(u)} = d(u) if v ∈ N+(u). Thus, ∑(u,v)∈E min{d(u), d(v)} ≤∑
v∈V
∑
u∈N+(v) min{d(u), d(v)} =
∑
v∈V d(v) × |N+(v)|. We now prove by contradiction that
|N+(v)| ≤ 2√m, ∀v ∈ V . Suppose there is a vertex v with |N+(v)| > 2√m, then obviously,
d(v) ≥ |N+(v)| > 2√m. Besides, we have ∑u∈V d(u) ≥ ∑u∈N(v) d(u) ≥ ∑u∈N+(v) d(u) ≥
|N+(v)|×d(v) > 2√m×2√m = 4m, which contradicts that∑u∈V d(u) = 2m. Thus,∑v∈V d(v)×
|N+(v)| ≤∑v∈V d(v)× 2√m = O(m1.5).
Overall, since O(m1.5 +m log n+ n log k) ⊆ O(m1.5), Algorithm 5 performs top-k WCC search
in O(m1.5) time. Meanwhile, because the graph storage takes O(m+n) space, and each of R, H and
UBI takes O(n) space, the space complexity of Algorithm 5 is O(m+ n) ⊆ O(m).
Corollary 5.1. The time complexity in Theorem 2 is lower than that in Theorem 1.
Proof. For each edge (u, v) ∈ E, Algorithm 4 takesO(d(v)+d(u)) time to compute the number of tri-






(u,v)∈E (d(u) + d(v))) =O(
∑
(u,v)∈E (max{d(u), d(v)}+ min{d(u), d(v)})),
which is obviously larger than O(
∑
(u,v)∈E min{d(u), d(v)}) in the time complexity proved in Theo-
rem 2.
In many real-life graphs, such as social networks, the degree distribution follows a power-law
distribution; that is, there are big differences among degrees of vertices. Thus, Algorithm 5 performs
much better than Algorithm 4 over such power-law graphs, as demonstrated by our experiments in
Section 5.7.
Optimization. In Algorithm 5, as long as not all remaining vertices can be pruned at Line 8, we
compute the exact WCC of the next vertex with highest upper bound using Algorithm 6 at Line 13.
However, in many cases, the upper bound computed for a vertex may be very loose, and the vertex
may be able to be pruned by a tighter upper bound. Our scheme of incremental upper bound makes
computing a tighter upper bound possible. Thus, instead of directly computing the exact WCC of v,
we compute the upper bound UBI(v) of v progressively, until v can be pruned or UBI(v) is equal to
WCC(v), as follows.
The general idea is that, when computing WCC(v) in Algorithm 6, we update the upper bound
UBI(v) similar to the updating of UBI(u) at Line 13 for each newly computed ∆(u, v). Once the
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currently computed UBI(v) is not larger than the WCC of the currently k-th highest ranked vertex in
R (similar to the situation at Line 8 of Algorithm 5), we can prune v, add v with the new upper bound
UBI(v) into H , and terminate the computation of WCC(v). It is easy to verify that this optimization
will not affect the correctness of the algorithm but improve the efficiency of query processing.
For example, consider round 2 in Example 5.5, we need to compute WCC(c). However, with
this optimization, after examining only two neighours of c, vertex c can be safely pruned as follows.
Assume the neighours of c are examined in the order of e, d, a, b, g, based on their degrees, in
Algorithm 6. After examining vertex d, UBI(c) is updated to 3.3; thus c can be safely pruned since
WCC(a) = 3.3 is already computed.
5.5 Approximate WCC Computation
From Theorem 1 and Theorem 2, we can see that computing WCCs of vertices is the most time-
consuming part in a top-k WCC search. Furthermore, the performance bottleneck of computing
WCCs lies in counting triangles containing a vertex v; more specifically, lies in counting triangles
containing an edge (u, v) (i.e., computing ∆(u, v)). In this section, we propose a fast approximation
algorithm based on Flajolet-Martin (FM) sketch [35] to achieve fast counting triangles containing an
edge (u, v), thus fast computing WCC of a vertex.
5.5.1 Flajolet-Martin Algorithm
The algorithm based on FM sketch in [35] is a bitmap based probabilistic counting algorithm to
estimate the number of distinct elements in a large set of data elements. Given a set S of data elements
and a bitmapB of length L with all L bits initialized to 0, a hash function h() is designed to hash each
element s ∈ S to an integer in [0, L− 1] such that the probability that h(s) is equal to i, P (h(s) = i),
is 1
2i+1
. Formally, an FM sketch on S is a bitmap B of length L defined as,
fm = {B | ∀0 ≤ i ≤ L− 1, B[i] = 1 ⇐⇒ ∃s ∈ S, h(s) = i}.
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To improve the accuracy of FM sketch, F copies of FM sketches are constructed by F independently
generated hash functions h(). We denote FM(S) = {fm1, fm2, . . . , fmF} as the set of F FM
sketches generated over S. Each element s ∈ S is hashed into each of these F FM sketches.
Let min(fm) denote the least significant bit (i.e., starting from position 0 to position L − 1) of a
bitmap B in an FM sketch fm that has value 0; if all bits are 1, then min(fm) is defined as L. The











where ϕ is usually chosen as 0.775351 according to the analysis in [35]. Actually, the error between
the estimated value and the exact value can be bounded, as shown in the lemma below.
Lemma 5.5. [66] Let n be the exact number of unique elements in S, and A = unique(FM(S)) be
the corresponding estimated number obtained from FM sketch based on Equation 5.2. For a given
δ ∈ (0, 1) and F , if L = O(log n+ logF + log δ−1), then the difference between A and n is less than





5.5.2 FM-based WCC Computation
In computing the number of triangles containing both u and v (i.e., ∆(u, v)) in Algorithm 6, we need
to intersect the neighbors of u and v (i.e., N(u) ∩N(v)), which is time-consuming when both N(u)
and N(v) are large. We propose to estimate the intersection of N(u) and N(v) using FM sketches
when both are large. However, FM sketches cannot be directly used for estimating the number of
distinct elements in the intersection of two sets. Nevertheless, FM sketch can be used for estimating
the number of distinct elements in the union of two sets, and |N(u) ∩ N(v)| = |N(u)| + |N(v)| −
|N(u)∪N(v)|. Thus, we can first estimate |N(u)∪N(v)|, and then get an estimation of |N(u)∩N(v)|.
Note that the FM sketch of the union of two sets S1 and S2, fm(S1∪S2), can be directly obtained
from fm(S1) and fm(S2) by merging fm(S1) and fm(S2), where fm(S1) and fm(S2) are FM
sketches of S1 and S2, respectively. With the same L and the same set of F hashing functions, the
merging of two FM sketches can be implemented by bitwise-OR operation (denoted by ∨) [66]. Thus,
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∆(u, v) can be computed using the following equation,
|N(v) ∩N(u)| = |N(v)|+ |N(u)| − |N(v) ∪N(u)|
= |N(v)|+ |N(u)| − unique (FM (N(v) ∪N(u)))
= |N(v)|+ |N(u)| − unique (FM (N(v)) ∨ FM (N(u)))









Algorithm 7: ApproximateWCC(G, v)
Input : G = (V,E), query vertex v, FM sketches
Output: WCC(v)
1 ∆←− 0;
2 if d(v) ≤ 1 then
3 return 0;
4 for u ∈ N(v) do
5 if ∆(u, v) has not been computed then
6 if |N(v)| ≤ F or |N(u)| ≤ F then
7 assume w.l.o.g., |N(v)| ≤ |N(u)| ;
8 ∆(u, v)←− 0 ;
9 for w ∈ N(v) do
10 if w ∈ N(u) then
11 ∆(u, v)←− ∆(u, v) + 1 ;
12 else
13 compute ∆(u, v) using Equation 5.3;
14 ∆←− ∆ + ∆(u, v) ;
15 if WCC(u) = −1 then
16 UBI(u)←− UBI(u) + ∆(u,v)−min{d(v),d(u)}+1d(u)−1 ;
17 return ∆
d(v)−1 ;
The pseudocode of computing WCC(v) using FM sketches is shown in Algorithm 7, which is
similar to Algorithm 6. The only exception is that, when computing ∆(u, v) with both |N(v)| and
|N(u)| larger than F , we compute an approximate value of ∆(u, v) using Equation 5.3 (Line 13).
Note that the reason for using the value F to differentiate two approaches for triangle counting (i.e.,
Lines 7-11 and Line 13) is that in power-law graphs (which is the case in most of our datasets), a large
portion of vertices have very few neighbours. Thus, the length F of FM sketches may be much larger
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than the number of neighbours of vertices with small degrees, and using FM sketches on adjacency
lists of such vertices with small degrees will cost unnecessary extra memory space and computation
time. Moreover, if a vertex has a small number of neighbours, it is already efficient to compute the
exact WCC using Algorithm 6. In this light, we only pre-compute FM sketches for vertices that have
more than F neighbours, thus save storage space.
Theorem 3. Given a graph G = (V,E) and an integer k, Algorithm 5, by invoking Algorithm 7 to
compute WCC(v), performs top-k WCC search in O(mF + n log k) time and O(m) space.
Proof. As discussed above, by invoking Algorithm 7, the only difference from Algorithm 5 is how
to compute ∆(u, v) (i.e., |N(u) ∩ N(v)|). We discuss the cost of computing |N(u) ∩ N(v)| in two
cases. (1) If |N(v)| ≤ F or |N(u)| ≤ F , Algorithm 7 computes |N(u) ∩ N(v)| in the same way as
Algorithm 6 does. Based on Theorem 2, it takes O(min{d(u), d(v)}) ⊆ O(F ) time. (2) Otherwise,
|N(v)| > F and |N(u)| > F , and computing |N(u)∩N(v)| takes O(F ) time by using Equation 5.3.
In addition, maintaining top-k vertices in R takes O(n log k) time. Thus, Algorithm 5 by invoking
Algorithm 7 takes O(
∑
(u,v)∈E F + n log k) ⊆ O(mF + n log k) time.
Regarding the space complexity, the adjacency list of a vertex v ∈ V with |N(v)| > F is hashed
into F FM sketches, and thus takes O(F ) space, which is smaller than the size of the adjacency
list. Therefore, the total size of FM sketches is O(m). The whole graph consumes O(m) space. In
summary, the space complexity of Algorithm 5 by invoking Algorithm 7 is O(m).
Corollary 5.2. The time complexity in Theorem 3 is lower than that in Theorem 2.
5.6 Efficient Top-k WCC Monitoring
In this section, we study top-k WCC monitoring when graphs are dynamically updated. A naive
approach is conducting top-k WCC search from scratch using the techniques discussed in previous
sections. However, this is time-consuming. Therefore, we propose efficient techniques to monitor the
top-k results.
The updating of a graph can be vertex/edge insertion/deletion. For vertex insertion/deletion, we
consider only isolated vertices; otherwise, we can decompose a vertex insertion/deletion into a series
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of edge insertions/deletions following/followed by an isolated-vertex insertion/deletion. When an
isolated vertex is inserted or deleted, the WCCs of vertices and the top-k results are not affected.
Thus, without loss of generality, we only consider edge insertion and edge deletion in the following.
5.6.1 Edge Insertion
When a new edge (u, v) is inserted between u and v, the WCCs of the following three categories of
vertices need to be updated, while the WCCs of other vertices remain the same.
(1) WCC of vertex v. The insertion of edge (u, v) adds one new neighbour u to v. Thus, the newly
formed triangles containing u and v should also be included inWCC(v). Let ∆(v) denote the number
of triangles containing v before the updating. Recall that WCC(v) = 2∆(v)
d(v)−1 , where d(v) is also the
degree of v before updating; thus, 2∆(v) = WCC(v)(d(v) − 1). Now the new WCC of v after




. Therefore, the WCC of v can be
updated by computing |N(u) ∩N(v)|.
(2) WCC of vertex u. The WCC of vertex u can be updated in a similar way to the updating of the
WCC of vertex v when inserting (u, v).
(3) WCCs of vertices inN(u)∩N(v). The insertion of edge (u, v) also forms new triangles containing
vertices in N(u)∩N(v), thus affects WCCs of vertices in N(u)∩N(v). For each vertex w ∈ N(u)∩
N(v), the insertion of edge (u, v) will add one new triangle containing w (i.e., one more edge is added
between the neighbours of w). Therefore, the WCC of vertex w is updated as WCC(w) + 2
d(w)−1 .
5.6.2 Edge Deletion
Analogously, the deletion of edge (u, v) will affect the WCCs of the following tree categories of
vertices.
(1) WCC of vertex v. The deletion of edge (u, v) will remove |N(v) ∩ N(u)| triangles containing v,




to the case when inserting (u, v).
(2) WCC of vertex u. The WCC of vertex u can be updated in a similar way to the updating of the
WCC of vertex v when deleting (u, v).
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(3) WCCs of vertices in N(u) ∩ N(v). The deletion of edge (u, v) also deletes triangles containing
vertices in N(u) ∩ N(v), thus affecting WCCs of vertices in N(u) ∩ N(v). For each vertex w ∈
N(u)∩N(v), the deletion of edge (u, v) will delete one triangle containing w (i.e, one edge is deleted
between the neighbors of w). Thus, the WCC of vertex w is updated as WCC(w)− 2
d(w)−1 .
5.6.3 Monitoring Top-k Results
The top-k results will be affected when the graph is dynamically updated. We discuss how to effi-
ciently monitor top-k results in the following. For presentation simplicity, we only discuss monitoring
top-k results of the incremental upper bound based approach in Algorithm 5, while other approaches
can be similarly adapted. Recall that, in our algorithm, some of the vertices have their WCCs com-
puted (i.e., WCC(v) 6= −1), while other vertices only have upper bounds and are stored in H (a
maximum priority queue).
Edge insertion and deletion also affect the upper bound UBI of vertices, which can be updated in
a similar way to the updating of WCCs as discussed above. For example, the insertion (or deletion)
of edge (u, v) adds (or removes) one neighbour of v, and adds (or removes) |N(u) ∩N(v)| triangles
containing v. The upper bound of v is updated as UBI(v)(d(v)−1)+2|N(u)∩N(v)|
d(v)
for inserting (u, v) and
as UBI(v)(d(v)−1)−2|N(u)∩N(v)|
d(v)−2 for deleting (u, v). For each vertex w ∈ N(u) ∩N(v), the insertion (or
deletion) of edge (u, v) will add (or remove) one triangle containing w; thus we update the upper
bound for vertex w as UBI(w) + 2d(w)−1 for inserting (u, v) and as UBI(w) − 2d(w)−1 for deleting
(u, v).
Based on updating the WCCs and upper bounds of vertices, we can monitor the top-k results
by maintaining H as in Algorithm 5 and also using a balanced binary search tree [32] to maintain
vertices whose WCCs have been computed. Thus, when the graph is updated, we first update the
affected WCCs and UBIs as discussed above, then initialize R to contain the top-k vertices in the
binary search tree, and then run Lines 6-14 of Algorithm 5 with the initialized R and H to compute
the top-k vertices.
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5.7 Experiments
We conduct extensive performance studies to evaluate the efficiency and effectiveness of our ap-
proaches in this section. The following four algorithms are implemented:
• DBS: the Degree Bound top-k Search (i.e., Algorithm 4 with upper bound d(v)).
• NBS: the Neighbourhood Bound top-k Search (i.e., Algorithm 4 with upper bound UBN(v)).
• IBS: Incremental Bound top-k Search (i.e., Algorithm 5 by invoking Algorithm 6).
• FMS: FM-based top-k Search (i.e., Algorithm 5 by invoking Algorithm 7).
All algorithms are implemented in C++ and all experiments are conducted on a PC with 3.30GHz
CPU and 32GB memory running Windows 7 OS.
Datasets. We use intermediate results from the previous two chapters as well as nine real-world
datasets downloaded from the Stanford Network Analysis Project (SNAP) [61], including social net-
work, community network, and communication network. All graphs are considered as undirected.
Statistics of the datasets from SNAP are listed in Table 5.2, while details of the datasets are pre-
sented below. High Energy Physics Phenomenology collaboration network (HepPh) represents
authors as vertices and co-author relationships as edges. Epinions social network (Epinions) is a
who-trust-whom online social network of a general consumer review site (Epinions.com), in which
a vertex represents a user and an edge represents a trust relationship. Flickr image relationships
(Flickr) represents images as vertices and forms edges if links between images share common meta-
data from Flickr. Pokec social network (Pokec) is the most popular online social network in Slovakia,
in which vertices represent users and edges represent friendships. Autonomous systems by Skitter
(Skitter) describes internet topology graphs where sources and destinations constitute vertices and
hops form edges. In Wikipedia Talk network (WikiTalk), nodes represent Wikipedia users and an edge
represents one user who edited a talk page of another user at least once. YouTube online social net-
work (YouTube) represents YouTube users as vertices and friendships as edges. Orkut social network
(Orkut) (www.orkut.com) is also an online social network where a vertex represents a user and an
edge represents friend relationship. LiveJournal social network (LiveJournal) is an online blogging
community where members represent vertices and friendships represent edges.
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TABLE 5.2: Dataset statistics (K = 103, M = 106): number of vertices and edges (|V | and |E|), maximum
and average degree (dmax and davg), and the largest WCC (WCCmax)
Dataset |V | |E| dmax davg WCCmax
HepPh 12.0K 237.0K 491 19.7 238
Epinions 75.9K 508.8K 3044 10.7 63.9
Flickr 105.9K 2.3M 5425 43.7 580.5
Pokec 1.6M 30.6M 14854 27.3 43.8
Skitter 1.7M 11.1M 35455 13.1 101.4
WikiTalk 2.4M 5.0M 100029 3.9 104.2
YouTube 1.1M 3.0M 28754 5.3 41.7
Orkut 3.1M 117.2M 33313 76.3 173.7
LiveJournal 4.0M 34.7M 14815 17.3 385.8
Performance Indicators. We evaluate both efficiency and effectiveness of our approaches.
Efficiency. We evaluate two metrics below regarding efficiency.
• Running time records the total running time of algorithms. We repeat each testing 5 times and
report the average running time which is measured in seconds.
• Search space records the total number of vertices whose WCCs have been computed in an
algorithm, which measures the effectiveness of pruning.
Effectiveness. We use Mean Absolute Error (MAE) to evaluate the effectiveness of FMS. MAE mea-







where k is the number of vertices to be returned, and Rai and Rei are the WCCs of the approximate
and exact top-i-th vertex, respectively.
5.7.1 Experimental Results
Eval-I: WCC against CC. The comparisons of the degree of top-k WCC result with top-k CC result
are shown in Figure 5.5. Since all nine datasets show similar results, we select four of them for
illustration. The degrees of top-100 WCC result are shown in black line, and degrees of top-100 CC
result are presented in red line. As can be seen, most top-100 CC return vertices with the same low


















































































FIGURE 5.5: WCC vs CC comparing degrees of top-k results
degree, while most top-100 WCC vertices get higher degree. For example, in WikiTalk dataset, most
top CC vertices have degree less than 10 while top WCC vertices have degree from 102 to 104. This
motivates us to rank vertices by WCCs where important vertices are successfully distinguished from
each other based on their importance values defined by WCC.
TABLE 5.3: Top-k structural diversity
Structural diversities of #(distinct values
Dataset top-5 vertices in top-100 result)
HepPh 15 9 9 8 8 7
Epinions 10 9 7 7 7 6
Flickr 13 12 12 8 8 6
Pokec 247 181 153 140 131 42
Skitter 149 141 135 124 113 55
WikiTalk 25 18 16 16 14 13
YouTube 123 49 33 32 30 23
Orkut 484 400 347 274 274 67
LiveJ 417 390 351 324 271 60
Eval-II: WCC against Structural Diversity. The work in [46] is the state of the art for searching
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TABLE 5.4: Top-k WCC
Dataset WCC of top-5 vertices #(distinct)
HepPh 238 238 238 238 238 56
Epinions 63.9 59.5 57.6 56.8 55.5 100
Flickr 580.5 579.9 579.1 577.6 576.0 81
Pokec 43.8 42.6 41.1 40.7 40.5 99
Skitter 101.4 99.8 94.9 94.6 93.8 100
WikiTalk 104.3 97.1 85.9 81.7 77.1 100
YouTube 41.7 39.3 38.7 37.1 34.9 100
Orkut 173.7 170.0 164.9 164.4 162.4 100
LiveJ 385.8 385.6 385.5 385.5 385.4 55
and monitoring top-k vertices by structural diversity. However, in many graphs, the largest value of
structural diversity may be very small compared to the size of the graphs, and all structural diversities
are integers. Thus, structural diversity may not be appropriate for differentiating vertices. The results
of computing top-k vertices by structural diversity [46] with the component size threshold t = 2 are
shown in Table 5.3. The structural diversities of the top-5 vertices are illustrated in columns 2–6,
which shows that the largest value of structural diversity is very small, especially on Epinions, Flickr,
and WikiTalk. The last column of Table 5.3 shows the number of distinct structural diversities of the
top-100 vertices. As can be seen, there are very few distinct structural diversities with many vertices
having the same structural diversity. For example, for each of the first two datasets (i.e., rows 2–3), the
number of distinct values of the top-100 vertices are less than 10. This motivates us to rank vertices by
WCCs, and the results are illustrated in Table 5.4. We can see that almost all vertices are successfully
distinguished from each other based on their importance values defined by WCC. In our definition,
WCCs of vertices are real values; thus, they are different.
TABLE 5.5: Graph loading and FM sketches construction time
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Eval-III: Efficiency Testing. The time to load graphs to main memory and the time to offline con-
struct FM sketches are listed in Table 5.5, where F = 500. We can see that constructing FM sketches
does not take much extra time.
The running time and search space comparisons of the nine datasets are listed in Table 5.6 below.
We repeat the running time tests for all datasets 30 times and report the average results. Search spaces
of the algorithms do not change for each run.
TABLE 5.6: Running time comparisons. (k = 100, and Ratiot = DBSt/FMSt)
Dataset DBS NBS IBS FMS Ratiot
HepPh 0.64 0.46 0.27 0.27 2.37
Epinions 3.25 2.79 1.92 1.832 1.77
Flickr 36.15 17.77 10.34 5.078 7.12
Pokec 93.98 88.467 50.43 8.762 10.73
Skitter 39.21 24.87 11.9 9.991 3.92
WikiTalk 62.03 50.00 27.13 4.368 14.20
YouTube 16.87 13.18 5.52 5.441 3.10
Orkut 2090.87 1712.02 858.79 452.824 4.61
LiveJournal 44.45 5.75 5.46 4.324 10.28
Running Time. The running time of the four algorithms is shown in Table 5.6. The FM-based approx-
imation algorithm FMS runs fastest, which confirms Corollary 5.2 (i.e., the approximation algorithm
achieves the lowest time complexity). As expected, among the three exact algorithms, IBS performs
the best and DBS performs the worst; this confirms the effectiveness of the two upper bounds pro-
posed in Lemma 5.2 and Lemma 5.3, respectively. All algorithms take the longest time on Orkut due
to its largest size and highest average degree. The column indicated by Ratiot illustrates the ratio
of the running time between the slowest algorithm (i.e., DBS) and the fastest algorithm (i.e., FMS).
Particularly, FMS runs 14 times faster than DBS on WikiTalk.
Search Space. Table 5.7 presents the search space comparisons among the four algorithms. We can
see that IBS saves most WCC computations, which verifies Lemma 5.3 that incremental upper bound
is tighter than both neighbourhood based and degree based upper bounds. Although FMS has more
WCC computations than IBS, it still performs better because the WCC computation in FMS is much
faster. The column indicated by Ratios shows the ratio of the number of WCC computations between
DBS and IBS. We can see that in the best scenario (i.e., on Skitter), the number of WCC computations
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TABLE 5.7: Search space comparisons. (k = 100, Ratios = DBSs/IBSs)
Dataset DBS NBS IBS FMS Ratios
HepPh 251 246 142 142 1.76
Epinions 4864 3129 1259 3356 4.88
Flickr 1689 19931 8747 25408 4.38
Pokec 487637 9840 3805 10843 3.65
Skitter 38036 6355 2292 10287 10.37
WikiTalk 12522 609 279 1330 6.43
YouTube 40586 362833 128696 343458 4.74
Orkut 629519 267595 92558 298988 6.93
LiveJournal 6834 648 415 930 24.78





































































FIGURE 5.6: Running time by varying k
Varying k. We evaluate the running time and search space of the four algorithms by varying k and
show the results on four graphs due to limit of space, where k varies from 10 to 5000. Figure 5.6(a)-
(d) illustrate the running time. We can see that across all k values, FMS performs the best and DBS
performs the worst, and their performance gap becomes larger when the average degree of the graph
is larger (e.g., Orkut and Pokec). In addition, when k increases, the running time of FMS and IBS

















































































































FIGURE 5.7: Search space by varying k
remains stable while that of DBS and NBS increase dramatically.
Figure 5.7(a)-(d) depicts the search space of the four algorithms. We can see that IBS always has
the least amount of search space and DBS always has the most amount of search space, while the
search space of FMS is in-between IBS and NBS.
Eval-IV: Effectiveness of FMS. The effectiveness of FMS on the seven graphs by varying k is
presented in Table 5.8 by showing Mean Absolute Error (MAE), where F = 500. We set the sketch
length L = 32 bits (i.e., 4 bytes, or one word), because such a sketch can represent a maximum set
of size 232, which is large enough for all the graphs tested in the experiments. The WCC of a top-k
vertex computed by IBS is regarded as the ground truth while the WCC of a top-k vertex computed
by FMS is considered as the approximate value. We report the error rate (MAE) on the seven graphs
by varying k. We can see that the top-k results obtained by FMS on most of the graphs have an MAE
lower than 0.1. This confirms that the FM-based WCC computing algorithm can achieve a good
approximation of the exact WCCs.
We also compare error rate (MAE) by varying F in Table 5.9, where k is fixed at 100. We can see
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TABLE 5.8: Error rate (MAE) of FMS by varying k. (F = 500)
Dataset k=10 k=50 k=100 k=500 k=1000 k=5000
HepPh 0.000 0.000 0.000 0.000 0.000 0.000
Epinions 0.054 0.045 0.048 0.061 0.051 0.119
Flickr 0.117 0.058 0.092 0.068 0.058 0.064
Pokec 0.060 0.053 0.035 0.049 0.092 0.110
Skitter 0.082 0.085 0.085 0.079 0.068 0.038
WikiTalk 0.000 0.000 0.021 0.023 0.039 0.096
YouTube 0.000 0.000 0.011 0.034 0.003 0.004
Orkut 0.246 0.133 0.106 0.079 0.081 0.074
LiveJournal 0.100 0.102 0.105 0.109 0.111 0.056
TABLE 5.9: Error rate (MAE) of FMS by varying F . (k = 100)
Dataset F=100 F=200 F=300 F=400 F=500 F=600
HepPh 0.115 0.143 0.094 0.032 0.000 0.000
Epinions 0.686 0.355 0.194 0.105 0.048 0.026
Flickr 0.617 0.204 0.134 0.105 0.092 0.005
Pokec 0.131 0.071 0.047 0.038 0.035 0.005
Skitter 0.473 0.188 0.162 0.108 0.085 0.064
WikiTalk 1.917 1.262 0.854 0.604 0.021 0.015
YouTube 0.623 0.331 0.178 0.119 0.011 0.009
Orkut 1.120 0.332 0.166 0.121 0.106 0.103
LiveJournal 1.343 0.907 0.420 0.170 0.105 0.002
that the larger F is, the more accurate the approximation result is, but also the more time it takes to
compute the top-k vertices.
Eval-V: Top-k WCC Monitoring. We evaluate the time to monitor top-k vertices in dynamic graphs
with edge insertion and deletion. For each graph, we randomly generate 20K edges for insertion and
20K edges for deletion, and maintain the top-k vertices after each updating. Table 5.10 shows the
updating time for both inserting 20K edges and deleting 20K edges. We run the monitoring algorithm
repeatedly for 5 times, and report the average running time for 20K insertions and 20K deletions. In
such a way, the average monitoring time for inserting or deleting 1 edge is estimated.
From Table 5.10 we can see that our monitoring algorithm is extremely efficient compared to
conducting top-k WCC search from scratch after each updating. Our monitoring algorithm only
takes 1 millisecond to insert/delete 20K edges on small graphs, and the slowest update time is 109
milliseconds which is still very efficient. The monitoring time for insertion and deletion of edges is
almost the same.
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TABLE 5.10: Time to monitor top-k vertices (in milliseconds).(k = 100)
Dataset
Insert Delete Insert Delete From
1 edge 20K edges scratch
HepPh 0.00005 0.00005 1 1 170
Epinions 0.00005 0.00005 1 1 1770
Flickr 0.00045 0.00075 9 15 8780
Pokec 0.0031 0.0038 62 78 48850
Skitter 0.00235 0.00315 47 63 11030
WikiTalk 0.0039 0.0039 78 78 25100
YouTube 0.00155 0.0016 31 32 5270
Orkut 0.0047 0.0047 94 94 826990
LiveJournal 0.00545 0.00545 109 109 5430
Eval-VI:Representativeness of WCC search result. We evaluate the representativeness of top-
k WCC search result vs. top-k CC search result using Normalized Discounted Cumulative Gain
(nDCG). nDCG uses a graded relevance scale of photos (5 levels in our experiments) in the result
list, and measures the gain of an event based on its position in the result list. The gain is accumulated
from the top of the result list to the bottom with the gain of each result discounted at lower ranks.
Graphs are constructed within the extracted events from Chapter 3 where each photo is considered as
a vertex, and two vertices have a connected edge if they share common meta data. From Figure 5.8
we can see that top-k WCC search achieves higher nDCG value than CC in all three events, which
means the WCC search results are more representative. A case study shown in Figure 5.9 shows the
top-8 representative posts of the event London Olympics Opening Ceremony. We can see all results
based on WCC show representative photos about the Olympic Opening Ceremony while results based














































(c) Chelsea Car Race
FIGURE 5.8: nDCG comparisons of WCC vs CC
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Representative result based on WCC Representative result based on CC
FIGURE 5.9: Case study: London Olympics opening ceremony
5.8 Summary
To solve the problem of finding representatives for events, in this chapter, we focus on the task of
social event representative search. We define a new ranking measure, weighted clustering coefficient
(WCC), for ranking vertices in large graphs. We propose an efficient top-k WCC search framework
with tight upper bounds for pruning the search space. Both exact and approximate WCC comput-
ing methods are developed for fast WCC computation and incremental bound adjustment. We also
discuss how to efficiently monitor top-k results when the graph is dynamically updated. Extensive
experiments are conducted on nine real-life graphs, which demonstrates the effectiveness of the pro-
posed upper bounds and the efficiency of WCC computation methods.
As future work, we plan to investigate faster WCC computation algorithms by developing more
advanced triangle counting approaches towards our problem scenario, and to leverage the power of
parallelism on modern architectures.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
In this thesis, we focus on analyzing social events from social media data. We present several novel
models and efficient techniques to manage the data. The mission of this thesis is to identify the so-
cial event occurrence and development, and use representative posts to express them. We divide the
mission into three sub-tasks. In the first step, we develop approaches to identify social events in
Chapter 3. In the second step, in order to model relationships among events, we develop statistical
models to capture the event evolvement process and recommend important events in Chapter 4. Fi-
nally, based on the network structure, we propose a vertex importance measure and find social event
representatives in Chapter 5.
In Chapter 1, we give a global introduction of the thesis. At first, we introduce the research back-
ground of social media networks. After that, we present the three research problems discussed in the
thesis and the challenges we are facing. Finally, we summarize the achieved results and contributions
in the thesis.
In Chapter 2, we present a comprehensive literature review on the research topics that are related
to our work. We divide the literature review into three sections. In the first part, we review the related
work about event identification by categorizing them according to the type of data being used. In
the second part, social event relationship analysis methods are discussed. Finally, we summarize
techniques related to social event representative search.
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In Chapter 3, we propose a novel approach to identify events from social media data. In this task,
both user-generated social content like text description and system generated meta data like time and
location information are considered and fused to identify events. To better capture the expansion
property of social events, spatial and temporal expansions of initial detected events are employed. We
verify the efficiency and effectiveness of our proposed algorithms as well as the optimized expansion
techniques by an extensive set of experiments on real-life social media datasets.
In Chapter 4, we propose to study the problem of event modelling. To capture the correlation
among events, we build an event triggering relationship probability matrix to model the influence
from previous events to subsequent events. Each cell in the matrix represents an event and the prob-
ability of the cell at row i column j represents triggering probability from event i to event j. To ef-
fectively compute the influence probability, we adapt the self-exciting point process model to capture
the relationships among events using spatial, temporal and content information. As a step further, we
define the event impact and refine the impact via random walk though the probability matrix. Events
can be ranked at different time stamps, and we report the top ranked events to users in a grading
system. Extensive experimental results on real-life datasets demonstrate the promising performance
of our proposal in modelling and ranking events.
In Chapter 5, we study the problem of social event representative search. Specifically, this chap-
ter is about efficient computing and monitoring top-k vertices based on the weighted clustering co-
efficient over large dynamic social networks. We first define a novel vertex importance measure,
weighted clustering coefficient (WCC). Next, a series of heuristic upper bounds for WCC are de-
veloped to prune a large portion of disqualified vertices in the search space. In addition, we utilize
Flajolet-Martin sketch to develop an approximation algorithm to trade acceptable accuracy for en-
hanced efficiency. Efficient incremental algorithms dealing with frequent updates in dynamic net-
works are studied as well. The advantages of the proposed algorithms have been verified by extensive
experimental results on a variety of real-life graph datasets.
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6.2 Future Directions
This thesis studies event detection, modelling, and representative search from social media service,
Flickr. However, the investigation on the social event analysis in social networks is still far from an
end - there are still some fields left to be improved.
The first direction is to build a more robust system to integrate event information from multiple so-
cial services sources, such as Flicker, Instagram, Facebook, Twitter and YouTube at the same time.
Secondly, most existing supervised event detection methods assume a static environment, which has
limitation a in continuously evolving environment. Incremental learning techniques are needed and
necessary. Moreover, performance evaluation of different methods becomes a major issue in event
detection and the ground-truth results are hard to obtain in real data, which are continuous flows of
user-generated content. It will be of great help if there are labeled standard datasets provided for
researchers to explore. If will also save a lot of data collection time. Finally, efforts are still needed
to achieve highly efficient and reliable event detection systems, to get more accurate summarizing
and detection algorithms, develop better feature extraction techniques, propose improved techniques
to integrate and analyze multiple-source information (social and traditional media) and multiple lan-
guages, and develop visualization systems for the approaches.
6.2.1 Event Organization
Even though the event identification, modelling and representation in social media have been studied
in this thesis, one related and important topic, organizing events, is not considered. Generally, the
social event organization is to assign a set of events for a group of users, which are densely connected
in social networks and sharing similar event interests. The problem is to find an assignment of users
to events that maximizes the total utility, which is practically useful. In real-world life, the event
organization has become more and more popular, which brings forth the platforms as Meetup [1] and
Plancast [2]. People use these platforms to organize different kinds of events in a wide local area. In
the literature, organizing events[63] only works for one single assignment at one time, which would
be very interesting and promising to study for the extension problem of finding multiple assignments
at different times to optimize the total utility and meanwhile maximize the event diversity of users.
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6.2.2 Representative Search
The clustering coefficient used in this work quantifies how well connected are the neighbours of
a vertex in a graph. In real networks, the clustering coefficient decreases with the vertex degree,
which is caused by degree-correlation biases in the clustering coefficient definition. [89] gives one
more definition of local clustering coefficient, which avoids degree-correlation biases. Moreover, [89]
shows that the new clustering coefficient is constant or decays logarithmically with vertex degree in
real networks. It would be interesting to extend the proposed new clustering coefficient definition to
our top-k event representative search problem as future work.
6.2.3 Scalability
Furthermore, we intend to increase the scalability of our existing event analysis techniques by in-
cluding summarizing and sampling, by developing I/O efficient solutions instead of memory-based
approaches, or by exploiting existing solutions under distributed computing environments in the near
future.
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