In addition to its utility in terrestrial-based applications, Automated Planning and Scheduling (P&S) has had a growing impact on space exploration. Such applications require an influx of new technologies to improve performance while not comprimising safety. As a result, a reliable method to rapidly assess the effectiveness of new P&S algorithms would be desirable to ensure the fulfillment of of all software requirements. This paper introduces RoBen, a missionindependent benchmarking tool that provides a standard framework for the evaluation and comparison of P&S algorithms. RoBen considers metrics derived from the model (the system on which the P&S algorithm will operate) as well as user input (e.g., desired problem complexity) to automatically generate relevant problems for quality assessment. A thorough description of the algorithms and metrics used in RoBen is provided, along with the preliminary test results of a P&S algorithm solving RoBen-generated problems.
space missions. The complexity of these missions requires the infusion of new technologies in order to maximize performance while preserving the safety of the spacecraft. One of these technologies is Automated Planning and Scheduling (P&S), which gives the system the ability to make decisions about the actions to execute while considering its status and the changes in the environment. A number of missions from NASA and ESA have been equipped with different levels of on-board autonomy [12, 13, 6 , 1] providing a great improvement in terms of cost savings, science return and safety, among other benefits [4, 7] .
A relevant problem when introducing innovation is the assessment of the new technologies in order to provide adequate confidence to the customer that the software satisfies its requirements [9] . This is particularly important in the case of future missions where real test-cases may not be available to prove the adequacy of new solutions [14] . The development and introduction of these new concepts should be supported by ad-hoc methodologies and techniques to measure the final expected performance of the system.
In particular, this paper focuses on the assurance of software product quality, while program processes and implementation are not within the scope of this study. We have identified Functionality [8] as the characteristic to be measured, more precisely the Efficiency of the product. For this sub-characteristic, we have identified a number of metrics that can be classified in two different groups:
• Problem complexity metrics that analyse the complexity of the generated problem.
• Performance metrics that focus on the performance of the P&S algorithm.
It is worth remarking that problem complexity metrics are crucial to deeply understand the results obtained by using the performance metrics. In fact, good performance results are valuable only when obtained on (very) complex problem instances. Problem complexity metrics can be further divided between:
• Static metrics that only consider the problem input and initial values (e.g., resource availabilities) to calculate the complexity.
• Dynamic metrics that also consider the estimated behavior of the system during the plan execution.
For example, dynamic metrics can consider the resources available at the specific time each individual task should be executed, the initial amount, the expected consumption for each task already executed, and the expected amount of resources generated during execution. This paper presents a new mission-independent benchmarking tool called RoBen, which is currently under development. The main objectives of RoBen are to provide a standard framework to evaluate and compare automated planning tools as well as to help future operators validate alternative plans. In particular, RoBen will automatically generate problems to evaluate the quality of P&S algorithms for rover scenarios.
A set of metrics assembled for use with RoBen is introduced in the paper. While the performance of software products has been widely studied, problem complexity in real scenarios such as space robotics remains quite immature and dependant on the specific characteristics of the mission and/or planning tools. Therefore, a combination of metrics both novel and borrowed from the literature [8, 11, 5] have been used to improve the results.
Finally, we present some preliminary results with different autonomously generated problems evaluated by a general purpose planner developed at ESA. 
MODELLING LANGUAGES
The problem generated via RoBen is based on the DDL3 (Domain Description Language) and the associated PDL (Problem Domain Description) [10] . This language is used in the area of AI Timeline Planning and in particular by the APSI planner [2] , which is a timeline planning framework that uses Component-Based formalism.
A problem in DDL3/PDL is decomposed into components. Examples of components in the rover scenario might be simple elements (e.g., the camera of a rover), complex elements (e.g., the Figure 2 : Automaton describing the state transitions of the camera on-board a rover locomotion system composed of wheels, motors, etc), or external elements (e.g., a rock on the surface). The process of representing a planning domain/problem is then composed of the following steps:
1. Modelling (components): The P&S problem is modelled by identifying the set of relevant features called components. A component is represented in DDL3 as a finite automaton (Figure 2) containing the valid state transitions. Each component has an associated timeline that represents the evolution of the state of the component over time, limited by a time horizon. Decisions are posted along the timeline of the components either as ValueChoices over the set of values of the state variable, or as consumption/production activities on a resource.
Synchronizing components (Domain

AUTONOMOUS ROVER PROBLEM
A planetary rover scenario will be used throughout the paper as an ongoing example. It is comprised of a rover equipped with a pan-tilt unit (PTU), a stereo camera (mounted on top of the PTU) and an antenna. The rover is able to autonomously navigate the environment, move the PTU, and take pictures and communicate images to a remote orbiter that is not visible for some periods.
To obtain a timeline-based specification of our robotic domain, we consider each of the above elements as a Component, each with its own automaton that contains a number of ValueChoices that represent the states of the automaton. The states can be described as follows:
• Navigation: Can be in a certain position (At(x, y)) or moving to a certain destination (GoingTo(x, y)).
• PTU: Can assume a PointingAt(pan, tilt) value if pointing in a certain direction, or a MovingTo(pan, tilt) value when it is moving.
• Camera: Can take a picture of a given object in a position <x, y> by requesting a <pan, tilt> for the PTU and a file location in the onboard memory (TakingPicture(file-id, x, y, pan, tilt)). Assumes the value CamIdle() if in an idle state.
• Antenna: Can be transmitting a given file (Communicating(fileid)) or can be idle (CommIdle()).
• Orbiter Visibility: Indicates the visibility of the orbiter. Its possible values (Visible or Not-Visible) represent external constraints for the P&S problem. In particular, these values represent contingent communication opportunities for the rover.
The rover must obey some operative rules for safety reasons. The following constraints must hold during the overall mission:
• While the robot is moving the PTU must be in the safe position.
• The robotic platform can take a picture only if the robot is stationary, is in one of the requested locations, and the PTU is pointing in the correct direction.
• Once a picture has been taken, the rover must send the picture to the base station.
• While communicating, the rover must be stationary.
• While communicating, the orbiter must be visible.
The system also has a set of synchronisations between ValueChoices:
• PointingAt(0, 0) value must occur during a GoingTo(x, y) value (C1).
• At(x, y) and PointingAt(pan, tilt) values must occur during a TakingPicture(pic, x, y, pan, tilt) value (C2).
• Communicating(pic) must occur after a TakingPicture(pic, x, y, pan, tilt) (C3).
• At(x, y) value must occur during a Communicating(file) (C4).
• Visible value must occur during a Communicating(file) (C5). 
AUTOMATIC PROBLEM GENERATION
The process of generating an automated problem consists of three main steps: extracting relevant information from the model, calculating the number of occurrences of each ValueChoice using linear programming, and generating the problem in the proper format. The following inputs are required to complete these steps:
• A formal model of the system (M )
• The desired resource complexity (T (R) user )
• The desired time complexity (T (t) user )
• Constraints supplied by the user, specifically:
-The maximum number of occurrences for each ValueChoice (V The model represents the system for which the plan will be generated. Several pieces of information are extracted from the model, including its components, component decisions, synchronisations, etc. An inclusive list of these elements are described in Section 4.1. A model of the domain described in Section 3 is used to evaluate RoBen.
The desired resource complexity is given in the range [0, +∞), where 0 represents the trivial problem, 1 represents full resource consumption, and T (R) > 1 represents overconsumption of the resources. The time complexity is also given in the range [0, +∞), where 0 represents the trivial problem (no goals are assigned), 1 represents full use of the available time, and T (t) > 1 represents the assignment of goals whose total time requirement exceeds the available time.
The user can specify constraints that limit the maximum number of occurrences for each ValueChoice in order to generate more realistic problems. Using the model presented in (3) as an example, the user might specify the following constraint:
In this example, the user wanted to prevent the generation of problems in which the rover being stuck at location could be specified as a goal. Additionally, the user must specify the average execution time for each stable ValueChoice. The worst-case scenario is considered where it is assumed that the execution of any ValueChoice in a component requires the execution of all other ValuesChoices in that component (i.e., cyclic transitions). As a result, the average execution time of each non-trivial ValueChoice is the same for ValueChoices in the same component. In this context, non-stable ValueChoices are called transitional ValueChoices. These are ValueChoices whose average execution time cannot be described and generally has no upper limit. For example, a trivial ValueChoice in the model presented in Section 3 is Camera.Idle(). Although a transition within the component Camera may require Idle() to be executed, it should not be considered when calculating the average execution time of the ValueChoices in Camera.
Finally, the user must specify the average resource consumption of the ValueChoices. This is to ensure that the number of occurences of the ValueChoices assigned in the generated problem do not consume more resources than are allocated by the resource complexity. The average resource consumption is considered when specifying this constraint, which is described in greater detail in Section 4.2.
The following sections described the three main steps of the automatic problem generator.
Model Analysis
The analysis of the model consists of two steps: extraction of the model information and an analysis of the synchronisations among the ValuesChoices. The following elements are extracted from the model:
• An automaton for each component showing the transitions among its ValueChoices.
• The resources (consummable and reusable) used by the ValueChoices.
• The synchronisations of ValueChoices among different components.
• The horizon time (H).
In order to consider the fact that the execution time of a ValueChoice increases if it has synchronisations that must also be executed, the propagated time of each stable ValueChoice (V prop i,j ) must be calculated. Because the synchronisations among the ValueChoices may contain cycles, an upper limit on the number times the propagated time of a ValueChoice is updated is taken as the size of the cycle. This value is depicted asV up i,j and is calculated using the Tarjan graph cycle algorithm [3] . A description of the algorithm used to calculate the propagated time of every stable ValueChoice is shown in Algorithm 4.1. 
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while update_list = ∅ do 6:
if synchronisations(Vi,j) = ∅ then 8:
UpdatePropagationTime(v) 9:
for allVi,j ∈V − {v} do 10:
update_list.add(Vi,j)
12: procedure UPDATEPROPAGATIONTIME(Vi,j) 13: for all v ∈ synchronisations(Vi,j) do 14:V 
ValueChoice Occurrence Assignment
The automata describing the model of the timeline system can be transformed to a non-deterministic Turing machine. By taking this into consideration, an analysis of the time-complexity (T (t)) of the model can be performed, which is equal to 2 O(t(n)) [15] . For the model, the length of the chain is equal to the time required to execute a set of goals, divided by the time to the horizon in order to make it proportional to the available time. This formulation is shown in (2) .
where H is the time until the horizon is reached (defined in the model).
The number of times each value of each component must be executed in the generated problem (i.e., V x i,j for every value in every component) was calculated using integer linear programming (ILP). The goal of this approach was to maximise the total propagated time required by the assigned V x i,j , subject to constraints derived from the desired value complexity (T (t) user ) and desired resource complexity (T (R) user ) input by the user. The special case of ILP is required over standard linear programming (LP) because all V x i,j must belong to the set of natural numbers (N). The formulation of the ILP is shown in (3)-(5).
Maximise:
Subject to:
. . .
Where:
The value complexity constraints in (4) are a reconfiguration of (2) for each component. These constraints prevent the value complexity of each component (T (t) prob i ) from exceeding the desired value complexity input by the user (T (t) user ). The overall value complexity of the generated problem is simply taken as
which is the average complexity over all the components. The resource complexity constraints in (5) prevent the assignment ofV
that would cause overconsumption for any resource, which is the product of the desired resource complexity input by the user and the maximum capacity of each resource, as defined in the model. The ILP was solved using the open source GNU Linear Programming Kit (GLPK) 1 . This solver uses an optimized version of the branch and bound method. The output of the solver is passed to the problem generator described in Section 4.3.
Problem Generation
The output of the ILP system is used to generate the problem in PDL. Each of the occurrences of each ValueChoice, adds a goal to the file and the parameter values are filled in invoking the special procedures. The following paragraph shows a goal generated by RoBen consisting of taking a picture. g20 <goal> Camera.camera. TakingPicture(?file  _id1 The initial conditions of the system are also represented in the PDL file via facts that, in opposition to goals, do not need to be justified by the planner. Therefore, RoBen establishes as initial conditions default values chosen from the domain. The PDL file, together with the DDL represent the inputs to be passed to the planner.
PROBLEM EVALUATION
In order to validate the heuristic, T (t)
prob can be compared with the performance of a planner to understand whether an increasing value of T (t)
prob also represents a more complex search space with less solutions. Increasing this value represents a higher number of goals that should reduce the potential number of solutions. We are also interested in understanding the relation between T (t)
prob and the final percentage of time demanded for each timeline. We have performed several tests using the APSI planner [2] , consisting on the generation of problems with increasing T (t) prob in the range [0.1 − 1], limiting the execution time to 30 minutes for the rover domain presented in Section 3.
The constraints defined for the system are:
• One constraint of type (4) Table 1 . It is important to remark that the error shown is inherent to the linear programing. The fact that the ILP tries to allocate an integer number of tasks that consumes a total time smaller or equal than the maximum time available (the Horizon) limits the number of solutions. This constraint becomes critical in case the time required by a ValueChoice is close to the Horizon time or T (t) user is too small. An example of the last situation can be observed in the table for T (t) user = 0.1. The ILP is not able to generate a problem close to this complexity because the allocation of one single Vi,j for almost all components makes T (t) prob > T (t) user . Figure 4 represents the number of goals and variables relative to each of the problems generated. The results of the executions displayed in Figure 5 show an increasing complexity in terms of time required by APPlanner to solve the problem directly related to the increase of T (t)
prob . Notice that the planner was not able to find a solution for T (t) prob = 0.9 and T (t) prob = 1 in less that 30 minutes. Early analysis of these results lead us to think that the heuristic based on T (t) produce problems with appropriate complexities. input, generates sets of problems which can be used to evaluate the quality of P&S algorithms.
CONCLUSIONS AND FUTURE WORK
Regarding the results obtained, it is important to remark that it turned out to be a difficult enterprise to generate actual valid plans due to hidden incongruencies in constraints that were preventing the planner in finding a solution. After some tuning of the PDLs, it was possible to find solutions, but it requires some knowledge of the domain that has not yet been automated. It was also difficult to evaluate the results provided by the planner apart from the execution time. Due to the fact that the planner is generating flexible timelines and that the execution of some Vi,j cannot be estimated, like it happens for most of theṼ ValueChoices, it is difficult to compare the plan with T (t)
prob . Presently, the analysis is focused on the planning time, but random assigments of execution times to all the Vi,j in the domain might provide new indicators. However, they must be added carefully in order to avoid incongruencies or 0-solution search spaces.
Future work will consider different alternative evolutions of RoBen. A first direction is to introduce further metrics in order to evaluate the completeness of a benchmark set. In other words, given a domain model, the objective is to verify that all the aspects in the domain are covered and stressed (i.e., according to a set of requirements). Regarding the domain language, the results obtained so far can lead to further evolution of the modeling languages. In fact, as a side effect of the empirical evaluation, we noticed some limitations (and possible extensions) of DDL3 and PDL. As an example, it would be convenient to add semantic information, at least in the domain language, to provide meta-information about states and constraints such as average execution time, type of state (error, stable or transitional), etc.
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