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Landau–Ginzburg/Calabi–Yau correspondence for
quintic three-folds via symplectic transformations
Alessandro Chiodo and Yongbin Ruan
Abstract
We compute the recently introduced Fan–Jarvis–Ruan–Witten theory of W -curves in genus zero
for quintic polynomials in five variables and we show that it matches the Gromov–Witten genus-zero
theory of the quintic three-fold via a symplectic transformation. More specifically, we show that the
J-function encoding the Fan–Jarvis–Ruan–Witten theory on the A-side equals via a mirror map the
I-function embodying the period integrals at the Gepner point on the B-side. This identification in-
scribes the physical Landau–Ginzburg/Calabi–Yau correspondence within the enumerative geometry
of moduli of curves, matches the genus-zero invariants computed by the physicists Huang, Klemm, and
Quackenbush at the Gepner point, and yields via Givental’s quantization a prediction on the relation
between the full higher genus potential of the quintic three-fold and that of Fan–Jarvis–Ruan–Witten
theory.
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1 Introduction
During the last twenty years, mirror symmetry has been one of the most inspirational problems arising
from physics. There are various formulations of mirror symmetry and each one is important in its own
way. The most classical version proposes a conjectural duality in the context of Calabi–Yau (CY) complete
intersections of toric varieties, which interchanges quantum cohomology with the Yukawa coupling of the
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variation of the Hodge structure. In particular, it yields a striking prediction of the genus-zero Gromov–
Witten invariants encoding the enumerative geometry of stable maps from curves to these CY manifolds.
The most famous example is the quintic three-fold defined by a single degree-five homogeneous polynomial
W = x51 + x
5
2 + x
5
3 + x
5
4 + x
5
5,
for which the genus zero predictions have been completely proven [Gi96a] [LLY97].
In the early days of mirror symmetry, physicists noticed that the defining equations of CY hyper-
surfaces or complete intersections—such as the above quintic polynomial—appear naturally in another
context; namely, the Landau–Ginzburg (LG) singularity model. The argument has been made on physical
grounds [VW89] [Wi93b] that there should be a Landau–Ginzburg/Calabi–Yau (LG/CY) correspondence
connecting CY geometry to the LG singularity model. In this context, CY manifolds are considered from
the point of view of Gromov–Witten theory; this correspondence would therefore inevitably yield new
predictions on Gromov–Witten invariants and is likely to greatly simplify their calculation (it is generally
believed that the LG singularity model is easier to compute). Here, we should mention that in Gromov–
Witten theory several general methods have been recently found [LR01] [MP06] and can in principle
determine Gromov–Witten invariants in a wide range of cases. These methods, however, are hard to
put into practice both when calculating a single invariant and when one needs to effectively compute
the full higher genus Gromov–Witten theory. The genus-one theory has been computed only recently by
A. Zinger after a great deal of hard work [Zi09]. Computations in higher genera are out of mathemati-
cians’ reach for the moment. There is a physical method put forward by Huang–Klemm–Quackenbush
[HKQ]. They worked in the B-model, i.e. on the complex moduli space of the mirror quintic three-fold,
and provided the A-model predictions from mirror symmetry: their computations interestingly combines
the potential at the “large complex structure point” (mirror of the Calabi–Yau quintic) with the “Gepner
point” potential. The regularity of the latter yields predictions for the quintic three-fold up to g = 51.
Unlike the “large complex structure point” the invariants encoded by this “Gepner point” potential lack
a mirror geometrical interpretation in terms of enumerative geometry of curves.
In this current unsatisfactory state of affairs, a natural idea is to push through the LG/CY correspon-
dence in enumerative geometry of curves and use the computational power of the LG singularity model
as an effective method for determining the higher genus Gromov–Witten invariants of the quintic three-
fold. At first sight, it seems surprising that this idea has escaped attention for twenty years; however,
a brief investigation reveals that the problem is far more subtle than one might expect. To begin with,
the LG/CY correspondence is a physical statement concerning conformal field theory and lower energy
effective theories: it does not directly imply an explicit geometric prediction. At a more fundamental
level, Gromov–Witten theory embodies all the relevant information on the CY-side, whereas it is not
clear which theory plays the same role on the LG-side. Identifying such a counterpart to Gromov–Witten
theory is the first step towards establishing a geometric LG/CY correspondence and is likely to be inter-
esting in its own right. For instance, in a different context, the LG/CY correspondence led to identify
matrix factorization as the LG counterpart of the derived category of complexes of coherent sheaves of
CY varieties [HW04] [Or04] [Ko].
In [FJR1, FJR2, FJR3], a candidate quantum theory of singularities has been constructed. The
formulation of this theory is very different from Gromov–Witten theory. Naively, Gromov–Witten theory
can be thought of as solving the Cauchy–Riemann equation ∂f = 0 for the map f : Σ → XW , where
Σ is a compact Riemann surface and XW is the weighted projective hypersurface {W = 0}. In many
ways, the difficulty and the interest of the computation of Gromov–Witten invariants comes from the
fact that XW is a nonlinear space. On the other hand, the polynomial W in N variables in the LG
singularity model is treated as a holomorphic function on CN . Since there are no nontrivial holomorphic
maps from a compact Riemann surface to CN , we run into difficulty at a much more fundamental level.
The solution comes from regarding singularities from a rather different point of view. In the early 90’s,
Witten conjectured [Wi91] and Kontsevich proved [Ko92] that the intersection theory of Deligne and
Mumford’s moduli of curves is governed by the KdV integrable hierarchy—i.e. the integrable system
corresponding to the A1-singularity. Witten also pursued the generalization of Deligne–Mumford spaces
to new moduli spaces governed by integrable hierarchies attached to other singularities. To this end, he
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proposed, among other approaches, a remarkable partial differential equation of the form
∂sj + ∂jW (s1, · · · , sN ) = 0,
where W is a quasihomogeneous polynomial and ∂jW stands for the partial derivative with respect to
the jth variable. A comprehensive moduli theory of the above Witten equation has been established by
Fan, Jarvis, and Ruan [FJR1, FJR2, FJR3]. Besides extending Witten’s 90’s conjecture (see [FSZ] for
An-singularities and [FJR1] for all simple singularities), one outcome of Fan–Jarvis–Ruan–Witten theory
is that it plays the role of Gromov–Witten theory on the LG-side for any quasihomogeneous singularity.
In this perspective, the Witten equation should be viewed as the counterpart in the LG-model to the
Cauchy–Riemann equation: we replace a linear equation on a nonlinear target with a nonlinear equation
on a linear target.
With the LG-counterpart of Gromov–Witten theory understood, there are two remaining issues: (i)
Is this LG-side really easier to compute? (ii) What is the precise mathematical statement for the LG/CY
correspondence in terms of Gromov–Witten theory? For (i), there is ample evidence that this is indeed
the case. For example, Fan, Jarvis, and Ruan computed their theory for ADE-singularities, thereby
establishing Witten’s original conjecture claiming that the theory is governed by the ADE-hierarchies.
For (ii), motivated by a similar conjecture for crepant resolution of orbifolds [CoR] and [CIT09], a natural
conjecture [Ru] can be formulated in terms of Givental’s Lagrangian cones and quantization. In this paper
we state it for the quintic three-fold and we establish it in genus zero via a symplectic transformation. We
achieve this, by computing Fan–Jarvis–Ruan–Witten theory for the quintic polynomial singularity {W =
0}; the result supplies a geometrical interpretation in terms of enumerative geometry of curves of Huang,
Klemm, and Quackenbush’s genus-zero potential at the “Gepner point” (Remark 4.2.2). Furthermore,
the formula for the symplectic transformation U, makes the higher genus statement explicit, for g ≥ 0
the correspondence is expected to be carried out via Givental’s quantization of U.
1.1 The main result
The LG/CY correspondence concerns quasihomogeneous, or weighted homogeneous, polynomials W in
N variables:
∃c1, . . . , cN , d > 0 | W (λ
c1x1, . . . , λ
cNxN ) = λ
dW (x1, . . . , xN ) ∀λ ∈ C. (1)
The geometric object considered on the CY side is a Calabi–Yau hypersurface inside the weighted pro-
jective space P(c1, . . . , cN ). On the LG-side, we regard W as the equation of an isolated singularity in
the affine space CN . In this paper, we focus on the Fermat quintic polynomial x51 + x
5
2 + x
5
3 + x
5
4 + x
5
5.
The Fan–Jarvis–Ruan–Witten genus-zero invariants of the W -singularity (LG side)
〈τa1(φh1), . . . , τan−1(φhn−1), τan(φhn)〉
FJRW
0,n
and the Gromov–Witten genus-zero invariants of the W -hypersurface (CY side)
〈τa1(ϕh1), . . . , τan−1(ϕhn−1), τan(ϕhn)〉
GW
0,n,δ
are intersection numbers defined (see (15) and (16)) for any (a1, . . . , an) ∈ N
n and for any entry of the
state spaces of the two theories: HFJRW = ⊕hφhC and HGW = ⊕hϕhC. These two sets of numbers arise
from two entirely different problems of enumerative geometry of curves. The definition of the Gromov–
Witten invariants 〈 〉GW is well known: the essential ingredient is the moduli space of stable maps to the
Calabi–Yau variety. The Fan–Jarvis–Ruan–Witten invariants 〈 〉FJRW have been recently introduced
[FJR1] and are based on a generalization of Witten’s moduli space parametrizing d-spin curves: curves
equipped with a line bundle L, which is a dth root of the cotangent bundle1 (i.e. L⊗d = ω). The general
moduli problem considered in [FJR1] is as follows: for W satisfying (1), we endow the curve with N
line bundles L1, . . . , LN which are dth roots of ω
⊗c1 , . . . , ω⊗cN (the line bundles satisfy further relations
1For marked curves we should rather refer to the log-canonical bundle obtained by twisting the dualizing sheaf at the
markings.
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in terms of W ; namely for each monomial xm11 . . . x
mN
N of W we require L
⊗m1
1 ⊗ · · · ⊗ L
⊗mN
N
∼= ω). We
specify this definition in Section 2 in the case of the Fermat quintic polynomial.
The two sets of invariants can be incorporated into the Fan–Jarvis–Ruan–Witten partition function
and into the Gromov–Witten partition function, which, by standard techniques, can be reconstructed from
the generating functions of the one-point descendants: the invariants with not more than one entry τa(φh)
and τa(ϕh) having a 6= 0: 〈τ0(φh1), . . . , τ0(φhn−1), τa(φhn)〉
FJRW and 〈τ0(ϕh1), . . . , τ0(ϕhn−1), τa(ϕhn)〉
GW.
In other words, the two theories are determined by the J-functions
JFJRW(
∑
ht
h
0φh, z) = zφ0 +
∑
h
th0φh +
∑
n≥0
(h1,...,hn)
∑
ǫ,k
th10 · · · t
hn
0
n!zk+1
〈τ0(φh1), . . . , τ0(φhn), τk(φǫ)〉
FJRW
0,n+1φ
ǫ, (2)
JGW(
∑
ht
h
0ϕh, z) = zϕ0 +
∑
h
th0ϕh +
∑
n≥0
δ≥0
(h1,...,hn)
∑
ǫ,k
th10 · · · t
hn
0
n!zk+1
〈τ0(ϕh1), . . . , τ0(ϕhn), τk(ϕǫ)〉
GW
0,n+1,δϕ
ǫ, (3)
which can be regarded as terms of HFJRW((z
−1)) and HGW((z
−1)), i.e. Laurent series with coefficients
in HFJRW and HGW.
The LG/CY correspondence claims that the two J-functions can be determined from each other. The
correspondence relies on an isomorphism at the level of state spaces HFJRW and HGW on which the two
J-functions are defined. In fact, the state space HGW, the Chen–Ruan cohomology of the hypersurface,
and the state space HFJRW, an orbifold-type Milnor ring HFJRW(W ) (see equation (6)), are isomorphic
for all weighted CY hypersurfaces [ChR]. In this paper we only need the quintic three-fold case, where
the isomorphism can be easily shown, see Example 2.1.3. In fact, for W = x51 + x
5
2 + x
5
3 + x
5
4 + x
5
5,
further simplifications occur: for dimension reasons (see Sections 2.3 and 3.1), the two J-functions can
be uniquely determined by their restrictions to two lines lying in the degree-2 part of the respective state
spaces identified via the above isomorphism: the line t10φ1 and the line t
1
0ϕ1. In this way, the restriction
takes the form of a one parameter function. In Fan–Jarvis–Ruan–Witten theory, we have
JFJRW(t
1
0φ1, z) = zφ0 + t
1
0φ1 +
∑
n≥0
∑
ǫ,k
(t10)
n
n!zk+1
〈τ0(φ1), . . . , τ0(φ1), τk(φǫ)〉
FJRW
0,n+1φ
ǫ.
The analogue one-parameter expression for the J-function also holds on the line t10ϕ1 in Gromov-Witten
theory; we refer to the discussion in Section 3.1, in particular Remarks 3.1.2 and 3.1.3, where we illustrate
how in this case the parameter t10 only appears in the form q = exp(t
1
0).
On the CY side, Givental’s mirror symmetry theorem [Gi96a] for the quintic three-fold sets an equiv-
alence between the above J-function and the HGW((z
−1))-valued I-function
IGW(q, z) =
∑
d≥0
zqH/z+d
∏5d
k=1(5H + kz)∏d
k=1(H + kz)
5
,
where H is the cohomology class corresponding to the hyperplane section, qH/z should be read as the
expansion exp(H log(q)/z) in the cohomology ring, and q = exp(t10) parametrizes the line Cϕ1 as already
mentioned (it is usually regarded as a parameter centred at the “large complex structure point” of the
complex moduli space of the quintic three-fold). Expanded in the variable H , the I-function assembles
the period integrals spanning the space of solutions of Picard–Fuchs equation[
Dq
4 − 5q
4∏
m=1
(5Dq +mz)
]
IGW = 0
(
for Dq = zq
∂
∂q
)
.
(These period integrals were first systematically studied in this context by Candelas, De La Ossa, Green,
and Parkes in [CDGP91].) Via an explicit change of variables
log q′ =
gGW(q)
fGW(q)
(with gGW and fGW C-valued and fGW invertible)
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the A-model of the quintic (i.e. JGW), matches the B-model of the quintic (i.e. IGW), via a mirror map
IGW(q, z)
fGW(q)
= JGW (q
′, z) . (4)
The above explicit relation between IGW and JGW determines JGW only on the one-parameter space
Cϕ1; however, this determines entirely the J-function above via tautological relations as discussed in
Remark 3.1.3 and in the proof of Corollary 4.2.4.
We provide the same picture on the LG side (a direct consequence of Thm. 4.1.6, and Rem. 4.2.1-2).
Theorem 1.1.1. Consider the HFJRW((z
−1))-valued function (where [a]n = a(a+ 1) . . . (a+ n− 1))
IFJRW(t, z) = z
∑
k=1,2,3,4
1
Γ(k)
∑
l≥0
([k5 ]l)
5 tk+5l
[k]5l zk−1
φk−1,
whose four summands span the solution space of the Picard–Fuchs equation[
Dt
4 − 55t−5
4∏
m=1
(Dt −mz)
]
IFJRW = 0
(
for Dt = zt
∂
∂t
)
and coincide with the period integrals at the Gepner point computed by Huang, Klemm, and Quackenbush
[HKQ]. The above I-function and the J-function of FJRW-theory are related by an explicit change of
variables (mirror map)
t′ =
gFJRW(t)
fFJRW(t)
(with gFJRW and fFJRW C-valued and fFJRW invertible)
satisfying
IFJRW(t, z)
fFJRW(t)
= JFJRW(t
′, z).
The Picard–Fuchs equation in the above statement coincides with that of the quintic three-fold for
q = t−5. After the identification q = t−5 of the coordinate patch at t = 0 with the coordinate patch at
q =∞, the two I-functions are solutions of the same Picard–Fuchs equation. Since IGW and IFJRW take
values in two isomorphic state spaces, we can compute the analytic continuation of IGW and obtain two
different bases spanning the space of solutions of the same Picard–Fuchs equation. Therefore, in Section
4, we have the following corollary.
Corollary 4.2.4. There is a C[z, z−1]-valued degree-preserving symplectic transformation U mapping
IFJRW to the analytic continuation of IGW near t = 0. This proves the genus-zero LG/CY correspondence
(Conjecture 3.2.1,(1)).
We have explicitly computed U using the Mellin–Barnes method for analytic continuation, (53). In
this way, in the case of the quintic three-fold, the higher genus LG/CY correspondence assumes an explicit
form. Indeed, in the terms of the second part of Conjecture 3.2.1, the quantization Û is a differential
operator which we expect to yield the full higher genus Gromov–Witten partition function when applied
to the full higher genus Fan–Jarvis–Ruan–Witten partition function.
1.2 Organization of the paper
The rest of the paper is organized in three sections: on FJRW theory (Sect. 2), on the LG/CY conjecture
(Sect. 3), and on its proof in genus zero (Sect. 4). In the appendix, we recall known facts about orbifold
curves used in section 2.
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2 Fan–Jarvis–Ruan–Witten theory
We recall the theory for the Fermat quintic polynomial in three steps: the state space, the moduli space,
and the enumerative geometry.
2.1 The state space associated to the Fermat quintic singularity
We treat the singularity {(x1, . . . , x5) ∈ C
5 |W (x1, . . . , x5) = 0} where W is the Fermat quintic polyno-
mial in five variables
W (x1, . . . , x5) = x
5
1 + x
5
2 + x
5
3 + x
5
4 + x
5
5. (5)
We consider a natural symmetry group attached to W (and to any other quasihomogenous polynomial,
see [FJR1]): the group of diagonal symmetries GW ; we have
GW = µ5 ×µ5 × µ5 × µ5 ×µ5 ⊂ U(1)
5,
which contains the cyclic order-5 subgroup generated by
JW := (exp(2πi1/5), . . . , exp(2πi1/5)) ∈ (C
×)5
(we omit the subscript W if no ambiguity can arise)2.
FJRW theory is an analogue of Gromov–Witten theory attached to a pair (W,H), where H ⊆ GW
contains J . The state space is a bigraded vector space of the form HFJRW(W,H) =
⊕
γ∈H Hγ . We will
define the summands for the Fermat quintic polynomial and for the group 〈J〉; the general setup may be
found in [FJR1]. Let (C5)γ denote the linear space which is fixed by γ, and let Nγ be its dimension. Let
Wγ be W |(C5)γ and let W
+∞
γ denote (ℜWγ)
−1 (]ρ,+∞[) for ρ≫ 0. We have
HFJRW(W, 〈J〉) =
⊕
γ∈〈J〉
Hγ , where Hγ = H
Nγ ((C5)γ ,W
+∞
γ ;C)
〈J〉, (6)
and H∗( )〈J〉 stands for the subspace of 〈J〉-invariant elements (we may regard the natural 〈J〉-action
as a monodromy action). As in Chen–Ruan cohomology, we should introduce a twist with respect
to the standard bidgegree of the forms in H. Recall that a diagonal action µ on CM of eigenvalues
exp(2πih1), . . . , exp(2πihM ) (with hj ∈ [0, 1[) is said to be of age
age(µ) =
∑
1≤j≤Mhj ∈ Q.
For a class α ∈ Hγ , we shift the bidegree by (age(γ)− 1, age(γ)− 1). In this way the total degree is
degW (α) = deg(α) + 2 age(γ)− 2. (7)
The state space HFJRW(W, 〈J〉) carries a natural Poincare´ pairing ( , )FJRW, see [FJR1].
2In the general theory, applying to any quasihomogeneous polynomial, GW is a finite abelian subgroup of U(1)
N and
the exponents defining J are given by 2pii times the charges q1, . . . , qN of the variables satisfying λW (x1, . . . , xN ) =
W (λq1x1, . . . , λqN xN ).)
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Notation 2.1.1. We will usually write HFJRW(W ) omitting the group, because we usually refer to the
state space of W with respect to 〈J〉.
Remark 2.1.2. In the geometric LG/CY correspondence, we consider a CY hypersurface XW = {W = 0}
inside the weighted projective stack P(c1, . . . , cN ). The state space on the CY-side is the Chen–Ruan
cohomology of the stack XW . In general, there exists a degree-preserving vector space isomorphism
between HFJRW(W ) and the Chen–Ruan cohomology of the weighted projective CY hypersurface of
equation W = 0, see [ChR]. In this paper we only need the case of the quintic polynomial, which we
analyze in the following example.
Example 2.1.3. For the Fermat quintic polynomial and the cyclic group G = 〈J〉 of order 5, let us
compute, for each element Jm = (e2πim/5, . . . , e2πim/5) with m = 0, . . . , 4, the space HJm and the degree
of its elements. The degree is even if and only if m does not vanish.
Let m 6= 0. The index age(e2πim/5, . . . , e2πim/5) equals m. Therefore, for γ = Jm all the elements of
Hγ have degree 2m−2. The group Hγ in all these cases has a single generator because C
5
γ equals {0}; we
denote by e(Jm) ∈ HJm its generator, which can be regarded as the constant function 1 on C
5
γ . In this
way we obtain four elements of degree 0, 2, 4 and 6, which correspond to the generators of H0(XW ;C),
H2(XW ;C), H
4(XW ;C), and H
6(XW ;C).
Let m = 0. We have HJ0 = H
5(C5,W+∞;C)〈J〉, which is isomorphic to the degree-3 cohomology
group of XW (by the theory of the Milnor fibre, see for instance [ChR]). By definition, the total degree
of the elements of HJ0 is 3.
∀α ∈ HJ0 e(J) ∈ HJ e(J
2) ∈ HJ2 e(J
3) ∈ HJ3 e(J
4) ∈ HJ4
deg 3 0 2 4 6
. (8)
Therefore, we have a degree-preserving vector space isomorphism
HFJRW(W ) ∼= H
∗(XW ;C) (9)
compatible with Poincare´ pairings on both sides. The left hand side does not have any natural multi-
plication in the classical sense. FJRW theory builds upon the above isomorphism (9) and provides a
quantum multiplication which turns the vector space isomorphism into a quantum ring isomorphism.
2.2 The moduli space associated to the Fermat quintic singularity
FJRW theory is a theory of curves equipped with roots of the log-canonical line bundle and its powers.
The study of moduli of roots requires the notion of orbifold curves (Appendix A summarizes the standard
results on this type of curves needed in this paper).
The moduli stack. In FJRW theory, a moduli functor is attached to any quasihomogenous nondegen-
erate polynomialW as mentioned in Section 1.1. In this paper we focus on the Fermat quintic polynomial
and the setup is much simpler. The moduli functor classifies 5-stable curves (i.e. orbifold curves with
order five cyclic stabilizers at markings and nodes, see Definition A.0.1), equipped with five fifth roots
of the log-canonical line bundle: L1, L2, L3, L4, L5 satisfying (Lj)
⊗5 ∼= ωlog all j. We write Wg,n,GW for
this moduli functor; we have
Wg,n,GW = R5 ×Mg,n,5 R5 ×Mg,n,5 R5 ×Mg,n,5 R5 ×Mg,n,5 R5,
i.e. an e´tale cover of the moduli stack of 5-stable curves Mg,n,5 (the stack of 5th roots R5 of ωlog is
defined in the most natural way: 5-stable curves with a line bundle whose 5th tensor power is isomorphic
to ωlog—see Appendix A, (54)).
The marking’s type. The definition of Wg,n,GW as the fibred product of five copies of R5, allows us
to generalize the notion of type of a marking already defined in the literature for markings of spin curves,
i.e. for the stack R5. The stack R5 is the disjoint union
R5 =
⊔
0≤Θ1,...,Θn<1
R5(e
2πiΘ1 , . . . , e2πiΘn)), (10)
7
where
R5(e
2πiΘ1 , . . . , e2πiΘn) ={
(C;σ1, . . . , σn;L;ϕ) | ϕ : L
⊗5 ∼−−→ (ωlog) and Θi = multσi L ∈ [0, 1[ ∀i
}
.
The index multσi L is determined by the local indices of the universal 5th root L at the ith marking
σi. More explicitly, the local picture of L over C at the ith marking σi is parametrized by the pairs
(x, λ) ∈ C2, where x varies along the curve and λ varies along the fibre of the line bundle. The stabilizer
µ5 at the marking acts as (x, λ) 7→ (exp(2πi/5)x, exp(2πiΘi)λ). In this way, the local picture provides
an explicit definition of Θ1, . . . ,Θn.
As a straightforward consequence, we get a decomposition of the stackWg,n,GW into several connected
components obtained via pullback of the fibred products of the components of type (10) for the moduli
stacks R5. We restate this decomposition in the following definition.
Definition 2.2.1. Fix n multiindices with five entries γi = (e
2πiΘi1 , . . . , e2πiΘ
i
5) ∈ U(1)5 for i equal to
1, . . . , n, j = 1, . . . , 5, and Θij ∈ [0, 1[. Then W (γ1, . . . , γn)g,n,GW is the stack of objects of Wg,n,GW
satisfying the relation Θij = multσi Lj, where Θ
i
j is the jth entry of γi.
Proposition 2.2.2. Let n > 0. The stack Wg,n,〈J〉 is the disjoint union
Wg,n,GW =
⊔
γ1,...,γn∈U(1)5
W (γ1, . . . , γn)g,n,GW .
The stack W (γ1, . . . , γn)g,n,GW is nonempty if and only if{
γi = (e
2πiΘi1 , . . . , e2πiΘ
i
5) ∈ GW i = 1, . . . , n;
1
5 (2g − 2 + n)−
∑n
i=1Θ
i
j ∈ Z j = 1, . . . , 5.
(11)
As a consequence, its degree as an e´tale cover of the stack of 5-stable curves equals |GW |
2g/55.
Proof. The proof is an immediate consequence of [FJR1, Rem. 2.2.14] and of the torsor structure of the
category of 5th roots, see [Ch08a].
Notation 2.2.3 (markings of Ramond and Neveu–Schwartz type). All the objects of the moduli stack
W (γ1, · · · , γn)g,n,GW have n markings whose local indices are γ1, . . . , γn. This allows us to introduce the
notion of marking of Neveu–Schwarz (NS) type and Ramond (R) type.
A marking with local index γ = (e2πiΘ1 , . . . , e2πiΘN ) is
{
NS if e2πiΘj 6= 1 ∀j (⇔ (C5)γ = {0}),
R otherwise.
Example 2.2.4. We consider for example 3-pointed genus-0 curves equipped with five 5th roots of ωlog ∼=
O(−2 + 3 markings) ∼= O(1). Let us consider a case where all these roots are isomorphic to each other
and have local index ξ25 at each marking. Note that this case occurs by Proposition 2.2.2 and that each
marking is of NS type. Similarly, the stack of 5-pointed genus-0 curves equipped with five isomorphic
5th roots of ωlog ∼= O(−2 + 5 markings) = O(3) of type ξ
0
5 = 1 at the first marking and ξ
2
5 at the four
remaining markings is nonempty by equation (11) of Proposition 2.2.2. Here, the first marking is of R
type whereas the remaining markings are NS as before.
The substack with respect to a group H. In perfect analogy with the state space HFJRW(W,H) of
the previous subsection, the moduli stacks are attached to each pair (W,H) with H containing J = ξ5I
and included in GW . We refer to [FJR1] for a general definition of Wg,n,H , an open and closed substack
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of Wg,n,GW . In this paper, we focus on the case where H = 〈J〉, where W is identified as the image of
the natural map
R5 →Wg,n,GW
(C;L) 7→ (C; (L,L, L, L, L)).
The stack Wg,n,〈J〉 fits in the following diagram
R5 ։ Wg,n,〈J〉 →֒ Wg,n,GW . (12)
The surjective morphism R5 → Wg,n,〈J〉 is locally isomorphic to Bµ5 → B(µ5)
5.
Remark 2.2.5. As in Proposition 2.2.2, for n > 0, we have
Wg,n,〈J〉 =
⊔
γ1,...,γn∈〈J〉
W (γ1, . . . , γn)g,n,〈J〉,
where γi ∈ 〈J〉 is the local index at the ith marked point.
2.3 The enumerative geometry of the Fermat quintic singularity
In this section we develop the enumerative geometry of Wg,n,〈J〉: we consider tautological classes and we
focus on the FJRW invariants.
Tautological classes. We recall that the moduli stacks Wg,n,〈J〉 are equipped with the classes ψi:
ψi ∈ H
2(Wg,n,〈J〉) for i = 1, . . . , n.
There are many ways to define these classes, the most straightforward (following [AGV08, §8.3]) is to
consider the first Chern class of the bundle whose fibre at a point is the cotangent line to the corresponding
coarse curve at the ith marked point. We can also define the kappa classes; simply set
κh = π∗(c1(ωlog)
h+1) ∈ H2h(Wg,n,〈J〉) for h ≥ 0,
where π is the universal curve Cg,n → Wg,n,〈J〉. If we identify each stack Wg,n+1(γ1, . . . , γn, 1) to the
universal curve π : C →Wg,n,〈J〉(γ1, . . . , γn), then we can express κh as π∗(ψ
h+1
n+1).
Let us write the degree-2h term of the Chern character as
chh(Rπ∗L) ∈ H
2h(Wg,n,〈J〉),
where L is the universal 5th root of the log-canonical bundle of the universal curve of Wg,n,〈J〉. Indeed,
we can express this cohomological class in terms of psi classes and kappa classes.
The statement requires further analysis of the boundary locus ∂Wg,n,〈J〉, the substack of Wg,n,〈J〉
representing singular curves. The normalization N(∂Wg,n,〈J〉) of this locus can be regarded as the stack
parametrizing pairs (objects of Wg,n,〈J〉, nodes) in the universal curve. Finally, we consider the double
e´tale cover S of this normalization; namely, the moduli space of triples of the form (objects of Wg,n,〈J〉,
node, a branch of the node). The stack S is naturally equipped with two line bundles whose fibres are
the cotangent lines to the chosen branch of the coarse curve. We write
ψ, ψ′ ∈ H2(S)
for the respective first Chern classes. Note that in this notation we privilege the coarse curve because
in this way the classes ψ, ψ′ are more easily related to the classes ψi introduced above. Recall, see
for example [CZ, §2.2], that a 5th root of ωlog at a node of a 5-stable curve determines local indices
a, b ∈ [0, 1[ such that a + b ∈ Z in one-to-one correspondence with the branches of the node. In this
way on S, which naturally maps to Wg,n,〈J〉, the local index attached to the chosen branch determines a
natural decomposition into open and closed substacks and natural restriction morphisms
S =
⊔
Θ=0,1/5,...,4/5
SΘ, jΘ : SΘ →Wg,n,〈J〉.
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Proposition 2.3.1. Let chh be the degree-2h term of the restriction of the Chern character to the stack
W (γ1, . . . , γn)g,n,〈J〉, where γi = (e
2πiΘi1 , . . . , e2πiΘ
i
5) for Θij ∈ [0, 1[
5. We have
chh(Rπ∗L) =
Bh+1(
1
5 )
(h+ 1)!
κh −
n∑
i=1
Bh+1(Θ
i
j)
(h+ 1)!
ψhi +
5
2
∑
0≤Θ<1
Bh+1(Θ)
(h+ 1)!
(jΘ)∗
( ∑
a+a′=h−1
ψa(−ψ′)a
′
)
.
Proof. This is an immediate consequence of the main result of [Ch08b].
The FJRW invariants of (x51 + x
5
2 + x
5
3 + x
5
4 + x
5
5). The FJRW invariants are defined in [FJR1] for
any choice of nonnegative integers a1, . . . , an (associated to powers of psi classes ψ
a1
1 , . . . , ψ
an
1 ) and any
choice of elements α1, . . . , αn ∈ HFJRW(W,H); we will simply write
〈τa1 (α1), . . . , τan(αn)〉
FJRW
g,n
omitting W and H , because from now on we only consider the quintic polynomial W and the group
H = 〈J〉. As in GW theory the definition of the invariants is given by taking the cap product of a virtual
fundamental cycle with the above mentioned cohomology classes. In FJRW theory, the virtual cycle is
[W (γ1, . . . , γn)]
vir
g,n,H (with γi such that αi ∈ Hγi), defined on the moduli stack W (γ1, . . . , γn)g,n,H . (We
simply write [W ]virg,n,H when we refer to the entire stack Wg,n,H .)
For any genus g ≥ 0, this virtual cycle is first capped with α1, . . . , αn ∈ HFJRW(W,H), yielding
3 a
cycle of real dimension 2n −
∑
j deg(αj), and then with powers of psi classes ψ
a1
1 , . . . , ψ
an
n , yielding a
zero-dimensional cycle if and only if
2n−
∑
j
deg(αj)− 2
∑
j
aj = 0. (13)
By the string equation (see [FJR1, Thm. 4.2.8]) each invariant containing one entry τa(α) with a = 0
and α = e(J) (see notation of Example 2.1.3) can be expressed in terms of the remaining invariants
unless it is of the form 〈τ0(e(J)), τ0(α2), . . . , τ0(αn)〉
FJRW
g,n . The latter invariant vanishes for (g, n) 6=
(0, 3) and equals (α2, α3)FJRW otherwise (see [FJR1, Thm. 4.2.2.(C4b)]). This completely reduces the
problem to computing FJRW invariants 〈τa1(α1), . . . , τan(αn)〉
FJRW
g,n with deg(αj) ≥ 2 or aj ≥ 1 for all j.
Furthermore, (13) implies that either α = e(J2) and a = 0, or α = e(J) and a = 1.
Remark 2.3.2. The discussion above yields the following two properties for the generating function
of all FJRW invariants of the form 〈τa1(α1), . . . , τan(αn)〉
FJRW
g,n with deg(α1), . . . , deg(αn) ∈ 2Z (i.e.
α1, . . . , αn ∈ H
ev
FJRW(W )). First, this class of invariants spans the entire FJRW theory and, second, it
embodies a self-contained theory. More precisely, we have the following statements.
1. The invariants with only even degree insertions span the entire FJRW theory. This means that
the state space HFJRW(W ) (equipped with its nondegenerate inner Poincare´ pairing) and the set
of invariants with only even degree insertions allow us to express all the remaining invariants via
the string equation.
2. Furthermore these invariants can be singled out and form a self-contained theory. This means that
the restriction of the J-function from (2)
JFJRW : t 7→ JFJRW(t, z) ∈ HFJRW(W )((z
−1))
to the even degree entries inHevFJRW((z
−1)) is equal to the J-function defined by the same expression
(2) with φǫ running only in H
ev
FJRW(W ). This amounts to say that, in FJRW theory, if all entries
but one are of the form τ0(α) with α ∈ H
ev
FJRW(W ), then the remaining entry τk(φǫ) necessarily
satisfies φǫ ∈ H
ev
FJRW(W ) or yields a vanishing invariant. This claim follows immediately from (13).
3See formula of the degree “r” in [FJR1, Defn. 4.1.5.(1)]; notice that “cˆ” equals 3 for the quintic polynomial by [FJR1,
eq.(42)]
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This explains why in the next section we will deal with J-functions and Lagrangian cones only for even
degree insertions. Indeed, a parallel argument, also based on a dimension count, holds for GW theory of
the quintic three-fold; see Remark 3.1.3.
Remark 2.3.3. For genus-zero invariants, the case where all insertions τa(α) satisfy deg(α) ∈ 2Z (or, in
other words, the case where all insertions are of NS type) can be further detailed: for m1, . . . ,mn ∈
{1, . . . , 4}, by [FJR1, Defn. 4.1.1.(5a)], the virtual cycle [W (Jm1 , . . . , Jmn)]virg,n,G is Poincare´ dual to
ctop((R
1π∗L)
∨)5. More precisely, let L be the universal line bundle on the universal curve of (A4)0,n = R5
mapping to W0,n,〈J〉. The notation (A4)g,n is a special case of the notation Wg,n,〈JW 〉 with W = x
5, i.e.
the polynomial attached to the A4-singularity; we omit the group in the notation, because there is no
ambiguity for A4-singularities. Then, for m1, . . . ,mn ∈ {1, . . . , 4}, we have
〈τa1(φm1−1), . . . , τan(φmn−1)〉
FJRW
0,n = 5
(
n∏
i=1
ψaii ∪ ctop((R
1π∗L)
∨)5
)
∩ [A4(J
m1 , . . . , Jmn)]0,n. (14)
The fact that the above higher direct image is a vector bundle is well known (see [Wi93a]), but we recall
it for clarity. It is enough to show that L has no global sections on every geometric fiber of π. If the fibre
is smooth (hence reducible) this follows from the fact that the pushforward p∗L via the map forgetting
the stabilizers at the markings has negative degree on the fibre. For a reducible fibre C this happens
because on each irreducible component Z the degree dZ of p∗L is less than the number of points meeting
the rest of the fibre minus 1:
dZ < #(Z ∩C \ Z)− 1.
Notice that this holds only because we have m1, . . . ,mn > 0 and g = 0. We finally point out that the vir-
tual cycle above is simply the self-intersection of five copies of the 5-spin virtual cycle [A4(J
m
1 , . . . , J
mn)]virg,n
in A4(J
m
1 , . . . , J
mn)g,n.
3 LG/CY-correspondence for the quintic three-fold
The FJRW theory of the quintic singularity is definitely different from the GW theory of the quintic
three-fold, but it also fits in Givental’s formalism. We recall the construction and we state the LG/CY
conjecture for the quintic three-fold.
3.1 Givental’s formalism for GW and FJRW theory
The genus-zero invariants of both theories are encoded by two Lagrangian cones, LGW and LFJRW, inside
two symplectic vector spaces, (VGW,ΩGW) and (VFJRW,ΩFJRW). The two symplectic vector spaces also
allow us to state the conjectural correspondence in higher genera. By Remark 2.3.2, we focus on the even
degree part both in GW theory and in the FJRW theory. We recall the two settings simultaneously by
using the subscript W, which can be read as GW or FJRW.
The symplectic vector spaces. We define the vector space VW and its symplectic form ΩW.
The elements of the vector space VW are the Laurent series with values in a state space HW
VW = HW ⊗ C((z
−1)).
In FJRW theory the state space is normally the entire space HFJRW(W ); however, as already mentioned,
we can focus on even-degree entries of HFJRW(W ) and H
∗(XW ;C) (see Remark (2.3.2)). Therefore, in
view of the computation of the FJRW potential we can restrict to the even-degree part
HFJRW = H
ev
FJRW(W ) =
3⊕
h=0
e(Jh+1)C,
11
with nondegenerate inner product ( , )FJRW (recall from equation (8) that the only element of odd degree
are those of HJ0). Similarly, in GW theory, the state space HW will be the even degree cohomology ring
of the variety XW , which is generated by the hyperplane section H :
HGW = H
ev(XW ;C) =
3⊕
h=0
[Hh]C,
with a natural nondegenerate inner product induced by Poincare´ duality; we denote it by ( , )GW. We
express the basis of HW as Φ0, . . . ,Φ3 and the dual basis Φ
0, . . . ,Φ3 as
Φh =

ϕh = [H
h] in GW theory,
φh = e(J
h+1) in FJRW theory,
Φh =

ϕh = 5−1[H3−h] in GW theory,
φh = e(J4−h) in FJRW theory.
Clearly (Φh,Φ
k)W = δh,k.
Convention 3.1.1. When we write Φk or Φ
k for an integer k lying outside the above range, we mean Φh
for h = 5{k5}, where { } is the fractional part.
The vector space VW is equipped with the symplectic form
ΩW(f1, f2) = Resz=0(f1(−z), f2(z))W.
In this way VW is polarized as VW = V
+
W ⊕ V
−
W, with V
+
W = HW ⊗ C[z] and V
−
W = z
−1HW ⊗ C[[z
−1]],
and can be regarded as the total cotangent space of V+W. The points of VW are parametrized by Darboux
coordinates {qha , pl,j} and can be written as
∑
a≥0
3∑
h=0
qhaΦhz
a +
∑
l≥0
3∑
j=0
pl,jΦ
j(−z)−1−l.
The potentials. We review the definitions of the potentials encoding the invariants of the two theories.
In FJRW theory, the invariants are the intersection numbers
〈τa1(φh1), . . . , τan(φhn)〉
FJRW
g,n =
1
5g−1
n∏
i=1
ψaii ∩
[
W
(
Jh1+1, . . . , Jhn+1
)]vir
g,n,〈J〉
, (15)
see Section 2.3 and equation (14) for g = 0. In GW theory, the invariants are the intersection numbers
〈τa1(ϕh1), . . . , τan(ϕhn)〉
GW
g,n,δ =
n∏
i=1
ev∗i (ϕhi)ψ
aj
i ∩ [XW ]
vir
g,n,δ. (16)
The generating functions are respectively
FgFJRW =
∑
a1,...,an
h1,...,hn
〈τa1(φh1), . . . , τan(φhn)〉
FJRW
g,n
th1a1 · · · t
hn
an
n!
(17)
and
FgGW =
∑
a1,...,an
h1,...,hn
∑
δ≥0
〈τa1(ϕh1), . . . , τan(ϕhn)〉
GW
g,n,δ
th1a1 · · · t
hn
an
n!
Qδ. (18)
In this way, both theories yield a power series
FgW =
∑
a1,...,an
h1,...,hn
∑
δ≥0
〈τa1(Φh1), . . . , τan(Φhn)〉
W
g,n,δ
th1a1 · · · t
hn
an
n!
Qδ
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in the variables tia (for FJRW theory the contribution of the terms δ > 0 is set to zero, whereas 〈 〉
W
g,n,0
should be read as 〈 〉FJRWg,n ).
We can also define the partition function
DW = exp
(∑
g≥0~
g−1FgW
)
. (19)
Remark 3.1.2. By the divisor axiom, Q and t10 are related. In fact, they appear together in the form
Qet
1
0 . Now, we assume that FGW converges when |Qe
t10 | is sufficiently small and set Q = 1 and q = et
1
0 .
Therefore, the variable Q will be omitted starting from the next paragraph. This can be achieved in
the region where we have ℜ(t10) ≪ 0 (a similar and more detailed discussion can be found in [Co, “The
divisor equation”, p.6]).
The Lagrangian cones. Let us focus on the genus-zero potential F0W. The dilaton shift
qha =
{
t01 − 1 if (a, h) = (1, 0)
tha otherwise.
makes F0W into a power series in the Darboux coordinates q
h
a . Now we can define LW as
LW := {p = dqF
0
W} ⊂ VW.
With respect to the symplectic form ΩW, the subvariety LW is a Lagrangian cone whose tangent spaces
satisfy the geometric condition zT = LW ∩ T at any point (this happens because both potentials satisfy
the equations SE, DE and TRR of [Gi04]; in FJRW theory, this is guaranteed by [FJR1, Thm. 4.2.8] and
will be also observed later as a consequence of Proposition 4.1.5).
Every point of LW can be written as follows
−zΦ0 +
∑
0≤h≤3
a≥0
thaΦhz
a +
∑
n≥0
δ≥0
∑
0≤h1,...,hn≤3
a1,...,an≥0
∑
0≤ǫ≤3
k≥0
th1a1 · · · t
hn
an
n!(−z)k+1
〈τa1(Φh1), . . . , τan(Φhn), τk(Φǫ)〉
W
0,n+1,δΦ
ǫ,
where the term −zΦ0 performs the dilaton shift. Setting a and ai to zero, we obtain the points of the
form
− zΦ0 +
∑
0≤h≤3
th0Φh +
∑
n≥0
δ≥0
∑
0≤h1,...,hn≤3
∑
0≤ǫ≤3
k≥0
th10 · · · t
hn
0
n!(−z)k+1
〈τ0(Φh1), . . . , τ0(Φhn), τk(Φǫ)〉
W
0,n+1,δΦ
ǫ, (20)
which define a locus which uniquely determines the rest of the points of LW (via multiplication by
exp(α/z) for any α ∈ C—i.e. via the string equation—and via the divisor equation in GW theory). We
define the J-function
t =
3∑
h=0
th0Φh 7→ JW(t, z)
from the state space HW to the symplectic vector space VW so that JW(t,−z) equals the expression (20).
In this way for t00, t
1
0, t
2
0, t
3
0 varying in C the family JW(t =
∑3
h=0 t
h
0Φh,−z) varies in LW. In fact, this is
the only family of elements of LW of the form −z +
∑3
h=0 t
h
0 + O(z
−1).
Reconstructing Givental’s Lagrangian cone from the small J-function. It is well known that
the genus-zero GW-theory can be reconstructed from the big J-function t 7→ JGW(t, z) via the tauto-
logical equations SE, DE and TRR. Here, big means that t takes value in the entire state space. More
precisely, Givental’s Lagrangian cone can be reconstructed from knowing that it contains the image of
t 7→ JGW(t,−z) for t ∈ HGW (the big J-function)—a special family of elements on the cone LGW. The
fact that XW is a Calabi–Yau quintic three-fold allows further reduction: Givental’s Langrangian cone
can be reconstructed from the so called small J-function, where small means that t takes values only in
H2(XW ;C) = [H ]C ⊂ HGW. We detail the arguments on both sides in the following remarks.
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Remark 3.1.3. Recall that the virtual cycle is n-dimensional: therefore GW invariants vanish unless we
have
2n = 2
∑n
i=1ai +
∑n
i=1 deg(ϕhi).
(notice that this is precisely the same constraint as (13) on the FJRW side). This condition, together with
the string equation eliminating τ0(H
0) insertions, allows us to reduce the computation to the invariants
whose entries are of the form τ1(H
0) or τ0(H
1). In this way the generating function FGW is determined
by its restriction to the parameters t01 and t
1
0. We can further use the dilaton equation and the divisor
equation to eliminate τ1(H
0), τ0(H
1) as well and to express everything in terms of the invariant 〈 〉0,n,δ.
More specifically, as mentioned in Remark 3.1.2, the divisor axiom tells us that t10 appears in FGW in
the form et
1
0 ; so, the entire GW potential is determined by a one parameter function in the parameter
q = et
1
0 .
Remark 3.1.4. The same holds for FJRW theory. As we already argued in Remark 2.3.2 we can express
FFJRW in terms of its restriction on the parameters t
0
1 and t
1
0. We can use the dilaton equation to
eliminate t01. We are left with a single parameter t
1
0; the difference here is that we can not eliminate t
1
0
since there is no divisor equation (this is compensated by the absence in the theory of FJRW invariants
〈. . . 〉FJRWg,n of the parameter specifying the degree of the stable map appearing in the theory of GW
invariants 〈 . . . 〉GWg,n,δ).
3.2 The conjecture
The following conjecture can be regarded as a geometric version of the physical Landau–Ginzburg/Calabi–
Yau correspondence [VW89] [Wi93b]. A precise mathematical conjecture is proposed by the second
author [Ru] and applies to a much more general category including Calabi–Yau complete intersections
inside weighted projective spaces. In order to keep the notation simple, we review the conjecture for the
case of quintic three-folds. The formalism is analogous to the conjecture of [CoR] and [CIT09] on crepant
resolutions of orbifolds and uses Givental’s quantization from [Gi04], which is naturally defined in the
above symplectic spaces VFJRW and VGW.
Conjecture 3.2.1. Consider the Lagrangian cones LFJRW and LGW.
(1) There is a degree-preserving C[z, z−1]-valued linear symplectic isomorphism
U : VFJRW → VGW
and a choice of analytic continuation of LFJRW and LGW such that U(LFJRW) = LGW.
(2) Up to an overall constant, the total potential functions up to a choice of analytic continuation are
related by quantization of U; i.e.
DGW = Û(DFJRW).
Remark 3.2.2. For the readers familiar with the crepant resolution conjecture [CoR] and [CIT09], an
important difference here is the lack of monodromy condition.
By [CoR], a direct consequence of the first part of the above conjecture is the following isomorphism
between quantum rings.
Corollary 3.2.3. For an explicit specialization of the variable q determined by U, the quantum ring of
XW is isomorphic to the quantum ring of the singularity {W = 0}.
We refer readers to [CoR] for the derivation of the above isomorphism.
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4 The correspondence for the quintic three-fold in genus zero
4.1 Determining the Lagrangian cone of FJRW theory
The twisted Lagrangian cone. This section introduces a symplectic space Vtw and a Lagrangian
cone Ltw, which approximate the symplectic space VFJRW and the Lagrangian cone LFJRW. This will
ultimately allow us to determine the function JFJRW and the entire Lagrangian cone LFJRW. A similar
story, with a different symplectic space Vtw, holds on the Gromov–Witten side, see [Gi96a], [Gi96b]
and the systematic treatment of twisted potentials in [CG07]. The definition of Vtw is based on two
observations: Lemma 4.1.1 and Lemma 4.1.2.
First, the generating function F0FJRW defined on space {t
h
a ∈ C | a ≥ 0, 0 ≤ h ≤ 3} (i.e. on the space
V+FJRW), can be extended the space {t
h
a ∈ C | a ≥ 0, 0 ≤ h ≤ 4}: we simply set 〈τa1(φh1), . . . , τan(φhn)〉
FJRW
0,n =
0 as soon as hj = 4 for some j. Equation (14) expressing the FJRW invariants in terms of intersections
of cycles in (A4)0,n generalizes to this setting; we need to slightly modify the moduli functor. For
m1, . . . ,mn ∈ {1, . . . , 5}, consider the stack A˜4
(
m1
5 , . . . ,
mn
5
)
g,n
classifying genus-g n-pointed 5-stable
curves equipped with 5th roots
A˜4
(
m1
5 , . . . ,
mn
5
)
g,n
:=
{
(C; (σi)
n
i=1;T ;ϕ) | ϕ : T
⊗5 ∼−−→ ωlog(−Dm) and multσi(T ) = 0 ∀i
}
, (21)
where Dm is the linear combination m1D1 + · · ·+mnDn of the integer divisors Di corresponding to the
markings σi.
Lemma 4.1.1. Let h1, . . . , hn ∈ {0, . . . , 4}. Let π be the universal family and T be the universal root of
the moduli functor A˜4
(
h1+1
5 , . . . ,
hn+1
5
)
0,n
. Then, R1π∗T is locally free and π∗T vanishes. Furthermore,
we have
〈τa1(φh1), . . . , τan(φhn)〉
FJRW
0,n = 5
n∏
i=1
ψaii ctop((R
1π∗T )
∨)5 ∩
[
A˜4
(
h1+1
5 , . . . ,
hn+1
5
)]
0,n
. (22)
Proof. Let us compare the definition of A˜4 and that of A4 first. For m1, . . . ,mn ranging in [0, 4] the
moduli stack A˜4
(
m1
5 , . . . ,
mn
5
)
0,n
are canonically isomorphic to the moduli stacks A4(J
m1 , . . . , Jmn)0,n
(an easy consequence of Lemma A.0.3 and the fact that there is a natural equivalence between 5th roots
of two line bundles whenever they differ by O(−5Di) for some i). It is crucial however, to observe that
the universal objects differ: under the identification between the moduli stacks we may relate the two
universal 5th roots T and L on the same orbifold curve (C;σ1, . . . , σn) as follows
T = p∗L ⊗O(−
∑
i|mi=5
Di), (23)
where p is the morphism forgetting the stabilizer at each marking.
With this comparison understood, we already know that the claim is true if all entries h1, . . . , hn differ
from 4. In order to prove the rest of the claim it is enough to show that ctop((R
1π∗T )
∨) vanishes as soon
as hi0 = 4 for some i0 ∈ {1, . . . , n}. Consider the integer divisor corresponding to the i0th marking Di0
and the exact sequence
0→ T → T (Di0)→ T (Di0)|Di0
→ 0.
We may regard the restriction T (Di0 )|Di0
∼= L|Di0
as a 5th root of ωlog|Di0
∼= ODi0 ; i.e. a line bundle
with trivial first Chern class in rational cohomology
c1(π∗(T (Di0)|Di0
)) = 0. (24)
Notice that the restriction of T to every fibre of the universal curve has no global sections. Indeed, the
same argument of Remark 2.3.3 applies: on a smooth fibre the degree is negative, whereas on a reducible
fibre C we observe that the degree of T on an irreducible component Z is less than #(Z ∩C \ Z)− 1. By
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a simple induction argument on the number of components, this implies that there are no nonzero global
sections on the fibres of π; hence, R1π∗T is a vector bundle and π∗T vanishes.
We further notice that the same holds for T (Di0). In fact, for T , the above induction applies by
iteratively removing tails (rational irreducible components attached to the rest of the fibre at a single
point). For this argument it is crucial to observe that dZ < #(Z ∩ C \ Z) − 1 simply reads dZ < 0 on
a tail. On the other hand, for T (Di0), it may well happen that the component carrying the i0th point
does not satisfy dZ < #(Z ∩ C \ Z) − 1 because of the twisting at Di0 ; however, we can still apply the
induction argument by starting from a different tail (reducible curves of genus zero have at least two
tails).
By the vanishing of π∗T and π∗T (Di0), we now have the following exact sequence of vector bundles
0→ π∗T (Di0)|Di0
→ R1π∗T → R
1π∗T (Di0)→ 0,
which immediately yields ctop(R
1π∗T ) = 0 via (24) as required.
The second observation allows us to set a relation between the well known intersections
∏
i ψ
ai
i and the
numbers (22). Since the two numbers differ because of the class ctop((R
1π∗T )
∨)5, we now define a class in-
terpolating the fundamental class [A˜4(
h1+1
5 , . . . ,
hn+1
5 )]0,n and ctop((R
1π∗T )
∨)5∩[A˜4(
h1+1
5 , . . . ,
hn+1
5 )]0,n.
Lemma 4.1.2. For any choice of complex parameters sd with d ≥ 0 define on the K theory ring the
cohomology class
K0(X)→ H
∗(X ;C)
x 7→ exp (
∑
dsdchd(x)) .
The above class is multiplicative for any sd with d ≥ 0. For sd = 0 ∀d we get the fundamental class,
whereas for
sd =

−5 ln(λ) d = 0,
5(d− 1)!
λd
d > 0.
(25)
the multiplicative class is related to the equivariant Euler class as follows
exp (
∑
dsdchd(−[V ])) = eC×(V
∨)5,
where V is a C×-equivariant vector bundle V equipped with the natural action of λ ∈ C× scaling the fibres
by multiplication. In particular the nonequivariant limit limλ→0 yields ctop(V
∨)5.
Proof. For any vector bundle V equipped with the C×-action scaling the fibre; the C×-equivariant Euler
class can be expressed in terms of the nonequivariant Chern character as follows4 :
eC×(V ) = exp
(
ln(λ)ch0(V ) +
∑
d>0(−1)
d−1 (d− 1)!
λd
chd(V )
)
.
Finally, we can show that, with the above parameters sd, we have
eC×(V
∨)5 = exp
(
5 ln(λ)ch0(V
∨) +
∑
d>05(−1)
d−1 (d− 1)!
λd
chd(V
∨)
)
= exp
(
−5 ln(λ)ch0(−[V ]
∨) +
∑
d>05
(d− 1)!
λd
chd(−[V ])
)
= exp (
∑
dsdchd(−[V ])) ,
4The above relation can be easily checked on a line bundle and extends to any vector bundle by the splitting principle;
for any line bundle L with C× acting by multiplication along the fibres, we can express the C×-equivariant Euler class in
terms of the nonequivariant first Chern class λ+ c1(L) and ultimately as
λ+ c1(L) = λ
(
1 +
c1(L)
λ
)
= λ exp
(
ln
(
1 +
c1(L)
λ
))
= λ exp
(∑
d>0(−1)
d−1 c1(L)
d
λdd
)
= exp
(
ln(λ)ch0(L) +
∑
d>0(−1)
d−1 (d − 1)!
λd
chd(L)
)
.
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where the relations chd(−V ) = −chd(V ) and chd(V
∨) = (−1)dch(V ) have been employed.
The two previous observations (Lemmata 4.1.1 and 4.1.2) justify the introduction of a fifth generator
for the state space, the definition of the intersection numbers over the moduli stacks of A˜4-curves, and
the definition of the state space over an extended ground ring C[λ] ⊗ C[[s0, s1, . . . ]]. We start from the
twisted symplectic space.
The twisted symplectic vector space Vtw is formed by Laurent series over a modified state space. We
have
Vtw = Htw ⊗ C((z
−1)),
where the state space is modified by adding a new element φ4 to the base
Htw = φ0R⊕ φ1R⊕ φ2R ⊕ φ3R⊕ φ4R
and by working on the extended ground ring
R = H∗
C×
(pt;C)[[s0, s1, . . . ]]
of power series in infinitely many variables s0, s1, . . . with values in the ring of C
×-equivariant cohomol-
ogy of a point. We regard H∗
C×
(pt;C) as C[λ]; so we can identify R with C[λ] ⊗ C[[s0, s1, . . . ]]. The
nondegenerate inner product ( , )FJRW is extended to Htw by setting
(φ4, φh)tw =
{
exp(−s0) for h = 4
0 otherwise
(this choice allows us to use the invariants defined below at (27) to form a Lagrangian cone Ltw, see in
particular Proposition 4.1.5 and the role played by this pairing in the second part of the proof). In this
way we get a dual basis φ0, . . . , φ4 as soon as we set
φ4 = exp(s0)φ4. (26)
We extend Convention 3.1.1 to these extended bases: φh+5k = φh for all k.
The symplectic form making Vtw into a symplectic vector space is
Ωtw(f1, f2) = Resz=0(f1(−z), f2(z))tw.
Again, Vtw equals the total cotangent space T
∗V+tw, where V
+
tw is defined as Htw ⊗ C[z]. The Darboux
coordinates are again {qha , pl,j}, but this time h and j vary in [0, 4]. In view of an approximation of FJRW
invariants
〈τa1(φh1), . . . , τan(φhn)〉
tw
0,n := 5
∫
A˜4(h1+15 ,...,
hn+1
5 )0,n
n∏
i=1
ψaii ∪ exp
∑
d≥0
sdchd(Rπ∗T )
 , (27)
where we point out that the integral is taken on the standard fundamental cycle of A˜4
(
h1+1
5 , . . . ,
hn+1
5
)
0,n
.
The definitions of F0W, DW, and LW of §3.1 generalize word for word and yield the twisted potential F
0
tw,
the partition function Dtw and the locus
Ltw ⊂ Vtw.
In Proposition 4.1.5, we prove that this locus is a Lagrangian cone; let us first remark two special cases
of the construction.
Remark 4.1.3 (the untwisted cone). If we set sd = 0 for all d ≥ 0, then we get the untwisted symplec-
tic vector space Vun of Laurent series over the state space Hun :=
⊕4
h=0 φhR with φ
4 = φ4 by (26).
Correspondingly, we get the cone Lun encoding the intersection numbers
〈τa1(φh1), . . . , τan(φhn)〉
un
0,n = 5
∫
A˜4(h1+15 ,...,
hn+1
5 )0,n
n∏
i=1
ψaii .
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It is easy to prove by carrying out the calculation directly on M0,n that these numbers equal( ∑
i ai
a1, . . . , an
)
(28)
as soon as n − 3 =
∑
i ai and the following selection rule guaranteeing A˜4
(
h1+1
5 , . . . ,
hn+1
5
)
0,n
6= ∅ is
satisfied
2 +
∑
ihi ∈ 5Z (29)
(the factor 5 in the definition of 〈 〉tw is canceled by the degree computation [A˜4 : M0,n] = 1/5). The
untwisted cone is a Lagrangian cone whose tangent spaces satisfy the geometric condition zT = LW ∩ T
at any point (this happens because the equations SE, DE and TRR of [Gi04] can be easily deduced from
the analogue equations on M0,n).
Remark 4.1.4 (the Lagrangian cone LFJRW). Let us set sd as in (25). In this way we have φ4 = λ
5φ4. By
Lemma 4.1.1 the higher direct image −Rπ∗T is represented by the locally free sheaf R
1π∗T . By Lemma
4.1.2 we have
exp (
∑
dsdchd(Rπ∗T )) = exp
(∑
dsdchd(−R
1π∗T )
)
= eC×((R
1π∗T )
∨)5.
Therefore the nonequivariant limit limλ→0 of the twisted invariants 〈τa1(φh1), . . . , τan(φhn)〉
tw
0,n is the
intersection number
5
∫
A˜4(h1+15 ,...,
hn+1
5 )0,n
n∏
i=1
ψaii ∪ (ctop(R
1π∗T ))
5.
As a consequence of Lemma 4.1.1 we have
lim
λ→0
(
F0tw|sd=sd
)
= F0FJRW (30)
when sd are the parameters sd fixed as in (25). Indeed, if all entries hi are different from 4 the identification
with the numbers 〈τa1(φh1), . . . , τan(φhn)〉
FJRW
0,n is immediate, whereas if hi = 4 for some i the limit of
the twisted invariant 〈τa1(φh1), . . . , τan(φhn)〉
tw
0,n vanishes.
In this way we conclude that the Lagrangian cone LFJRW can be realized as the nonequivariant limit
(for λ→ 0) of Ltw in the {φ
i}-frame with the parameters sd set to the above values.
The following proposition shows that the entire Lagrangian cone Ltw can be reconstructed from Lun.
Proposition 4.1.5. Consider the symplectic transformation ∆: Vun → Vtw given by the direct sum
∆ =
4⊕
i=0
exp
∑
d≥0
sd
Bd+1
(
i+1
5
)
(d+ 1)!
zd
 . (31)
We have
Ltw = ∆(Lun). (32)
Proof. The claim is proven in [CZ], but in a slightly different setting: in [CZ] both the twisted and
the untwisted cone correspond to intersection numbers over Witten’s top Chern class cvirW (h). With a
diagram, we can summarize the main theorem of [CZ] as∏
i
ψaii ∩ c
vir
W (h)
un/tw
−→
∏
i
ψaii exp (
∑
dsdchd(Rπ∗T )) ∩ c
vir
W (h),
where the numbers appearing on the left hand side are those encoded in the untwisted Lagrangian cone
of [CZ], whereas the number on the right hand side are those encoded in the twisted Lagrangian cone of
[CZ]. In genus zero, the cycle cW (h) is simply the Poincare´ dual of the top Chern class ctop((R
1π∗T )
∨)
on the moduli stack A˜4(
h1+1
5 , . . . ,
hn+1
5 )0,n. As we illustrated in Lemma 4.1.1 this class vanishes as soon
as one of the entries of h equals 4.
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The present statement claims that the operator ∆ sets the relation between following untwisted and
twisted invariants ∏
i
ψaii
un/tw
−→
∏
i
ψaii exp (
∑
dsdchd(Rπ∗T )) .
Exactly as in [CZ] the quantization of the operator ∆ yields a differential operator relating the higher
genus partition functions Dun and Dtw: ∆̂(Dun) = Dtw. This implies the desired claim ∆(Lun) = Ltw;
indeed, after passing to the quasi-classical limit ~ → 0, applying the operator ∆ to Dun corresponds to
transforming the Lagrangian submanifold Lun by the (unquantized) operator ∆.
In one respect the passage from these untwisted to these twisted invariants is simpler compared to
[CZ]: it involves the factorization properties of the fundamental cycle, which are much easier to prove
than those of Witten’s top Chern class. We state the crucial factorization property for the fundamental
cycle. Fix a subset I ⊆ [n] := {1, . . . , n} and l between 0 and g. Consider the following substack Sl,I of
the stack S introduced in Section 2.3: the objects are triples of the form (A˜4-curve, node, a choice of a
branch of the node) where the node divides the curve into two subcurves and the curve corresponding to
the chosen branch has genus l and marking set I. Let q ∈ {0, . . . , 4} be equivalent to 2l − 2 −
∑
i∈Ihi
mod 5. Write q′ for the index in {0, . . . , 4} satisfying q+ q′ = 3 mod 5; write I ′ for [n] \ I; let hH be the
multiindex (hi | i ∈ H) for any set H ⊆ [n]. There exist natural morphisms
A˜4
(
hI+1
5 ,
q+1
5
)
l,#I+1
× A˜4
(
hI′+1
5 ,
q′+1
5
)
g−l,#I′+1
µl,I
←−−−− Sl,I
jl,I
−−−→ A˜4
(
h+1
5
)
g,n
,
where jl,I is simply the morphism forgetting the node and µI is obtained by normalizing the curve at
the node and pulling back. Here, we should notice that the case when q = q′ = 4 is special: after pulling
back we should apply to the line bundles obtained on each component the functor E 7→ E ⊗O(−D) where
D is the integer divisor associated to the point lifting the node; in this way we obtain an object of the
product
A˜4
(
hI+1
5 ,
q+1
5
)
l,#I+1
× A˜4
(
hI′+1
5 ,
q′+1
5
)
g−l,#I′+1
with q = q′ = 4.
We can finally state the required factorization property for the fundamental classes. We have
µl,I∗j
∗
l,I
[
A˜4(
h+1
5 )
]
g,n
= µl,I∗[Sl,I ] =
[
A˜4
(
hI+1
5 ,
q+1
5
)]
l,#I+1,5
×
[
A˜4
(
hI′+1
5 ,
q′+1
5
)]
g−l,#I′+1,5
.
The crucial fact is that the degree of µI equals one
5. Similarly, and precisely as in [CZ], we can define
the substack Sirr,q of S whose objects are triples (A˜4-curve, node, a choice of a branch of the node) where
the node is nonseparating and the local index at the chosen branch is (q + 1)/5. We have
µirr,q∗j
∗
irr,q
[
A˜4(
h+1
5 )
]
g,n
= µirr,q∗[Sirr,q] =
[
A˜4
(
hI+1
5 ,
q+1
5 ,
q′+1
5
)]
g−1,n+2,5
.
The above description extends word for word the description of factorization properties of Witten’s
top Chern class given in [CZ]. There is one point, however, where the presence of Witten’s top Chern
class simplifies things in [CZ]: since the cycle cW (h) vanishes as soon as one of the entries of h equals
4, in [CZ] we did not need to carry out the calculation outside the range [0, 3]. We need to go through
the argument focusing on this situation. This will allow us to illustrate how the claim essentially follows
from Proposition 2.3.1. Indeed, the quantization of ⊕4i=0Bl+1
(
i+1
5
)
zl/(l+ 1)! is the differential operator
Pl =
Bl+1(
1
5 )
(l + 1)!
∂
∂t0l+1
−
∑
a≥0
0≤h≤4
Bl+1(
h+1
5 )
(l + 1)!
tha
∂
∂tha+l
+
~
2
∑
a+a′=l−1
0≤h,h′≤4
(−1)a
′
gh,h
′Bl+1(
h+1
5 )
(l + 1)!
∂2
∂tha∂t
h′
a′
; (33)
5The stabilizers on the generic points of both sides are isomorphic to µ5×µ5: on the right-hand side the two generators act
by rotating the fibres of each A˜4-structure, whereas on the left-hand side one generator rotates the fibres of the A˜4-structure
and the other operates on the curve by means of an automorphism acting locally as (x, y) 7→ (ξ5x, y) and commonly named
the “ghost” automorphism. See discussion of “µl,I” in [CZ, p.10] for a proof.
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notice that the upper indices h and h′ range in [0, 4] and we used the convention (gh,h
′
) = (gh,h′)
−1 for
(gh,h′) = ( , )tw. Therefore, we need to show that ∂Dtw/∂sl equals PlDtw; which is Proposition 2.3.1
and can be proven as in [CZ] with a minor modification when gh,h
′
= g4,4. There the following equations
(34) and (35) are involved.
Notice first that for l = 0 the third summand is not involved and the above statement simply says
that the insertion of ch0(Rπ∗L) is equivalent to the multiplication by(
−
1
2
+
1
5
)
(2g − 2 + n)−
n∑
i=1
(
−
1
2
+
hi + 1
5
)
= −g + 1 +
1
5
(2g − 2 + n)−
n∑
i=1
hi + 1
5
.
This is indeed the multiplicity of ch0 by Riemann–Roch.
For l > 0, the third summand is involved. Notice, however, that the coefficient gh,h
′
appearing there
is different from zero only if (h, h′) equals (0, 3), (1, 2), (2, 1), (3, 0), or (4, 4). Therefore, the only new
contribution with respect to [CZ] occurs for (h, h′) = (4, 4). The desired formula follows as in [CZ,
Prop. 4.3.1, Step 3 and 4] using the following geometric property. The higher direct image in K-theory
of a line bundle L on a family of curves C → X having a node n : X → C differs from the higher direct
image of the pullback of L on the family Cν → X obtained by normalization at the node n. The difference
is precisely the K-class −n∗L: in our situation L is the 5th root of ω and ch(−n∗L) = −1. Summarizing,
whenever I ⊆ [n] and l ∈ {0, . . . , g} satisfy 2l− 2−
∑
i∈I hi ≡ 4 mod 5, we have
µl,I∗j
∗
l,I(chd) =
{
(chd × 1) + (1× chd) if d > 0
(ch0 × 1) + (1 × ch0) + (1 × 1) if d = 0,
(where we write chd for chd(Rπ∗T )) and, therefore,
µl,I∗j
∗
l,I(exp(
∑
dsdchd)) = exp(s0) exp(
∑
dsd[chd × 1]) exp(
∑
dsd[1× chd]). (34)
The appearance of the factor exp(s0) matches the new boundary contribution of (33): indeed, g
4,4 equals
exp(s0). The analogous relation holds for the morphisms µirr,4 and jirr,4:
µirr,4∗j
∗
irr,4(exp(
∑
dsdchd)) = exp(s0) exp(
∑
dsdchd). (35)
A family on the FJRW Lagrangian cone. In this section, we exhibit a family of the form
IFJRW(t, z) ∈ f(t)z +HFJRW[[z
−1]] with f(t) ∈ HFJRW
such that IFJRW(t,−z) belongs to the Lagrangian cone LFJRW. We will use it to determine the entire
Lagrangian cone LFJRW. In the next statement the Pochhammer symbols [a]n = a(a+ 1) . . . (a+ n− 1)
have been used.
Theorem 4.1.6. Let
IFJRW(t, z) = z
∑
k=1,2,3,4
ωFJRWk (t)
1
zk−1
φ4−k with ωFJRWk (t) =
1
Γ(k)
∑
l≥0
([k5 ]l)
5
[k]5l
tk+5l.
The family C ∋ t 7→ IFJRW(t,−z) lies on the Lagrangian cone LFJRW.
Proof. We proceed as follows:
1. Using the above explicit presentation (20) of Jun, we get a function taking values in Lun.
2. We operate on Jun with a transformation which sends it to a new function taking values in Lun.
3. We apply ∆ to this function; we get a function Itw(t, z) taking values on Ltw.
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4. By setting s0, s1, . . . as in Lemma 4.1.2 and by taking the limit (λ→ 0), we get IFJRW.
Step 1. We recall the definition of the J-function for the untwisted cone
Jun(
∑
0≤h≤4t
h
0 ,−z) = −zφ0 +
∑
0≤h≤4t
h
0φh+∑
0≤h1,...,hn≤4
k≥0
th10 · · · t
hn
0
n!(−z)k+1
〈τ0(φh1), . . . , τ0(φhn), τk(φe(h)n+1)〉
un
0,n+1φ
e(h)n+1,
where the following notation has been used.
Notation 4.1.7. Any multiindex with n integer entries h ∈ [0, 4]n can be completed
e(h) =
(
h1, . . . , hn, 5
{
−2− |h|
5
})
;
so that e(h) is a multiindex satisfying |e(h)| ≡ −2 mod 5 (the same selection rule of (29)).
In the expression above, two multiindices h that coincide after a permutation yield the same contri-
bution. It makes sense to sum with multiplicities over all nonnegative multiindices (k0, . . . , k4) choosing
a representant for all permutations of the multiindex
h(k) = (0, . . . , 0︸ ︷︷ ︸
k0
, 1, . . . , 1︸ ︷︷ ︸
k1
, . . . , 4, . . . , 4︸ ︷︷ ︸
k4
).
The multiplicities are provided by the multinomial coefficients (k0 + · · ·+ k4)!/(k0! . . . k4!). Now we can
rewrite Jun(t, z) as
Jun(t, z) =
∑
k0,...,k4≥0
Jkun(t, z),
Jkun(t, z) =
∑
l≥0
(t00)
k0 . . . (t40)
k4
zl+1k0! . . . k4!
〈τ0(φ0), . . . , τ0(φ0)︸ ︷︷ ︸
k0
, . . . , τ0(φ4), . . . , τ0(φ4)︸ ︷︷ ︸
k4
, τk(φe(k)n+1)〉
un
0,n+1φ
e(k)n+1,
where, by a slight abuse of notation, we wrote e(k) rather than e(h(k)). Using (28) and the fact that
φh = φ
3−h for all h (we are in the untwisted state space Hun) we get
Jun(t,−z) = z
∑
k0,...,k4≥0
1
z|k|
(t00)
k0 . . . (t40)
k4
k0! . . . k4!
φ∑ iki . (36)
Indeed, we have
∫
ψl = δl,dim/5, where dim is the dimension of the moduli stack A˜4, i.e. |k| − 2.
Step 2. We derive from Jun a class of functions taking values in Lun.
Notation 4.1.8 (the functions s(x) and Gy(x, z)). In C[y, x, z, z
−1][[s0, s1, . . . ]], we define
Gy(x, z) =
∑
m,l≥0
sl+m−1
Bm(y)
m!
xl
l!
zm−1, (37)
with s−1 = 0. By the definition of Bernoulli polynomials one gets
Gy(x, z) = G0(x+ yz, z), (38)
G0(x+ z, z) = G0(x, z) + s(x), (39)
where s(x) is given by
s(x) =
∑
d≥0
sd
xd
d!
.
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Notation 4.1.9 (the dilation vector fields Di). For i = 0, . . . , 4 we write
Di = t
i
0
∂
∂ti0
, (40)
for the vector field on the state space Hun = {t
0
0φ0 + t
1
0φ1 + t
2
0φ2 + t
3
0φ3 + t
4
0φ4} attached to t
i
0.
The vector field Di naturally operates on Jun. It is easy to check (using (36)) that
DiJ
k
un = kiJ
k
un.
In the following lemma we operate on Jun by means of the vector field
∇ =
4∑
i=0
i
5
Di.
Lemma 4.1.10. The family t 7→ exp(−G 1
5
(z∇, z))Jun(t,−z) lies on Lun.
Proof. The proof of [CCIT09, p.11] extends word for word. The only difference is that here G 1
5
(z∇, z)
replaces G0(z∇, z); therefore, the coefficient Bm
(
1
5
)
should replace Bm(0) in the definition of the operator
Pi(z∇, z) =
∑i+1
m=0
1
m!(i+1−m)!z
mBm(0)(z∇)
i+1−m used there.
For clarity, we go through the generalization step by step. Note that exp(−G 1
5
(z∇, z))Jun(τ,−z)
depends on the variables {s0, s1, . . . }; therefore we write
Js(τ,−z) = exp(−G 1
5
(z∇, z))Jun(τ,−z).
Remark that we can write the point Js(τ,−z) as
h = −z +
∑
k≥0
tkz
k +
∑
j≥0
pj
(−z)j+1
,
where tk is just a parameter varying in the state space Hun, which we can write in terms of parameters
tki in the ground ring R as tk =
∑
k≥0 t
k
i φi. The claim of the lemma is h ∈ Lun. More explicitly we want
to show that the variables pk are expressed in terms of the previous variables as follows
pj =
∑
n≥0
∑
0≤i1,...,in≤4
a1,...,an≥0
∑
0≤ǫ≤4
th1a1 . . . t
hn
an
n!
〈
τa1(φh1 ), . . . , τan(φhn), τj(φe(h)n+1)
〉un
0,n+1
φe(h)n+1 . (41)
The idea of [CCIT09] is to define
Ej(h) = pj −
∑
n≥0
∑
0≤i1,...,in≤4
a1,...,an≥0
∑
0≤ǫ≤4
th1a1 . . . t
hn
an
n!
〈
τa1(φh1), . . . , τan(φhn), τj(φe(h)n+1)
〉un
0,n+1
φe(h)n+1 .
and to prove that for any j the composition Ej ◦ Js vanishes.
The claim is evident when we set s0 = s1 = · · · = 0, so we can proceed by induction: we define the
degree of the variable sk to be k + 1 and we proceed by induction on the degree. Namely we show that
Ej(Js(τ,−z)) vanishes up to degree n =⇒
∂
∂si
Ej(Js(τ,−z)) vanishes up to degree n.
The condition on the left hand side above simply means that we can adjust Js(τ,−z) by adding terms
as follows
J˜s(τ,−z) = Js(τ,−z) + Y (42)
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so that the degree of Y in the variables s1, s2, . . . is greater than n and Ej(J˜s(τ,−z)) vanishes. (More pre-
cisely let us project Js(τ,−z) to [Js(τ,−z)]+ ∈ V
+
un and decompose Js(τ,−z) as [Js(τ,−z)]−+[Js(τ,−z)]+.
We remark that in order to match the desired vanishing condition we only need to modify the term
[Js(τ,−z)]−.)
Let us focus on ∂∂siEj(Js(τ,−z)). By the chain rule, we have
∂
∂si
Ej(Js(τ,−z)) = dJs(τ,−z)Ej
(
∂
∂si
Js(τ,−z)
)
.
By the definition of G 1
5
(x, z)), we have
∂
∂si
Ej(Js(τ,−z)) = dJs(τ,−z)Ej
(
z−1PiJs(τ,−z)
)
, (43)
where
Pi =
i+1∑
m=0
1
m!(i+ 1−m)!
zmBm
(
1
5
)
(z∇)i+1−m.
Note that the right hand side of (43) coincides with
dJ˜s(τ,−z)Ej
(
z−1PiJ˜s(τ,−z)
)
, (44)
up to degree n in the variables sk.
We need to show that ∂∂siEj(J˜s(τ,−z)) vanishes. Recall that the point J˜s(τ,−z) lies on Lun. We
want to show that PiJ˜s(τ,−z) is a point in zT , where T is the tangent space of Lun at J˜s(τ,−z). Recall
that T and Lun satisfy Givental’s property
zT = Lun ∩ T.
Notice that Pi is a linear combination λ0z
i+1 + λ1z
i(z∇) + · · ·+ λi+1(z∇)
i+1; so we can prove the claim
term by term. First, consider the (possibly iterated) multiplication by z. By the string equation, we can
regard J˜s(τ,−z) ∈ Lun as a point of T ; hence, the multiplication by z sends T to itself (zT ⊂ T ) and we
have zi+1(T ) ⊂ zT . Second, by the definition of ∇, by operating by z∇ on J˜s(τ,−z) we obtain a point
of zT . In fact, by zT = Lun ∩T , this point lies on T (see [CCIT09, Corollary B.7]) and on Lun; therefore
by applying again z∇ we still land in zT . This allows us to iterate this argument and finally show that
PiJ˜s(τ,−z) belongs to zT ; therefore the term between brackets in the right hand side of (43) belongs to
T . We conclude that (44), and so ∂∂siEj(J˜s(τ,−z)) vanishes; hence we have proven that
∂
∂si
Ej(Js(τ,−z))
vanishes up to degree n.
Step 3. We apply to the function t 7→ exp(−G 1
5
(z∇, z))Jun(t,−z) the symplectic transformation
∆: Vun → Vtw from Proposition 4.1.5. Write Jun(t,−z) as the sum over the multiindices k of the terms
Jkun(t,−z). Then we can write the family of Lemma 4.1.10 as
t 7→ exp(−G 1
5
(z∇, z))Jun(t,−z) =
∑
k
exp
(
−G 1
5
(∑4
i=0 iki
5
z, z
))
Jkun(t,−z).
By (38), the above expression equals
∑
k
exp
(
−G0
(
1 +
∑4
i=0 iki
5
z, z
))
Jkun(t,−z). (45)
By applying the operator from Proposition 4.1.5
∆ =
4⊕
i=0
exp
∑
d≥0
sd
Bd+1
(
i+1
5
)
(d+ 1)!
zd
 (38)= 4⊕
i=0
exp
(
G0
(
i+ 1
5
z, z
))
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to (45) we get
∑
k
exp
(
G0
((
1
5
+
{∑
iki
5
})
z, z
)
−G0
(
1 +
∑
iki
5
z, z
))
Jkun(t,−z).
The relation s(x) = G0(x + z, z)−G0(x, z) yields
∑
k
exp
− ∑
0≤m<⌊
∑
iki/5⌋
s
(
1
5
z +
{∑
iki
5
}
z +mz
)Jkun(t,−z).
In this way, Step 2 and Proposition 4.1.5 imply the following lemma.
Lemma 4.1.11. Let Mk(z) be the modification function
Mk(z) = exp
− ∑
0≤m<⌊
∑
iki/5⌋
s
(
−
1
5
z −
{∑
iki
5
}
z −mz
) .
Define Itw(t, z) as the sum
Itw(t, z) =
∑
k
Mk(z)J
k
un(t, z).
Then, the family t 7→ Itw(t,−z) lies on Ltw.
Step 4. As we pointed out in Remark 4.1.4 the Lagrangian cone LFJRW can be realized from Ltw.
This can be done by setting the parameters s0, s1, . . . as in (25) and by taking the nonequivariant limit.
First, observe that Mk(z) assumes a simple form under the conditions (25). We have
Mk(z) = exp
− ∑
0≤m<⌊
∑
iki/5⌋
s
(
−
1
5
z −
{∑
iki
5
}
z −mz
)
=
∏
0≤m<⌊
∑
iki/5⌋
exp
−s0 −∑
d>0
sd
(
− 15z −
{∑ iki
5
}
z −mz
)d
d!

=
∏
0≤m<⌊
∑
iki/5⌋
exp
5 ln(λ) +∑
d>0
5(−1)d−1
1
d
(
1
5z +
{∑ iki
5
}
z +mz
λ
)d
=
∏
0≤m<⌊
∑
iki/5⌋
(
λ exp
(
ln
(
1 +
1
5z +
{∑ iki
5
}
z +mz
λ
)))5
=
∏
0≤m<⌊
∑
iki/5⌋
(
λ+
1
5
z +
{∑ iki
5
}
z +mz
)5
=
∏
0≤b<
∑
iki/5
{b}={
∑
iki/5}
(
λ+
1
5
z + bz
)5
.
By using the formula for Jkun(t, z) we deduce that∑
k0,...,k4≥0
∏
0≤b<
∑
iki/5
{b}={
∑
iki/5}
(
λ−
1
5
z − bz
)5
1
(−z)|k|−1
(t00)
k0 . . . (t40)
k4
k0! . . . k4!
φ∑ iki
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lies on the cone Ltw when the parameters sd are fixed as above. In particular, if t ranges over {t
i
0 = 0 |
i 6= 1} = {(0, t, 0, 0, 0)} ⊂ Htw, we have
Itw(t,−z) =
∑
k≥0
∏
0≤b<k/5
{b}=〈k/5〉
(
λ−
1
5
z − bz
)5
1
(−z)k−1
tk
k!
φk.
Recall that φ0 = φ
3, φ1 = φ
2, φ2 = φ
1, φ3 = φ
0, and φ4 = exp(−s0)φ
4 = λ5φ4; therefore, in order to
compute the twisted invariants we write Itw in the form
Itw(t,−z) = ω1φ
3 + ω2φ
2 + ω3φ
1 + ω4φ
0 + λ5ω5φ
4,
and the fifth term vanishes for λ→ 0. We have∏
0≤b<k/5
{b}=〈k/5〉
(
−
1
5
z − bz
)5
=
Γ
(
k+1
5
)
Γ({k+15 })
(−z)5⌊k/5⌋.
In this way
− z
∑
0≤k 6≡4
(
Γ
(
k+1
5
)
Γ({k+15 })
)5
1
(−z)k−5⌊k/5⌋
tk
k!
φ3−k (46)
lies on LFJRW for any value of t. Note that, since LFJRW is a cone, if we modify the above expression by
multiplying by t, then we still get a family of elements of LFJRW. In this way, shifting by one the variable
k and expressing the Γ-functions in terms of the Pochhammer symbols by [a]n = Γ(a + n)/Γ(a), we get
the I-function of the statement.
4.2 Relating the I-functions of FJRW theory and GW theory
Remark 4.2.1 (Proof of Theorem 1.1.1). The functions ωFJRWk in the statement of the theorem form a well
known basis of the solution space of the Picard–Fuchs equation in the variable t: [Dt
4−55t−5
∏4
m=1(Dt−
mz)]f = 0. As mentioned in the introduction the entire calculation of IFJRW is parallel to Givental’s
calculation [Gi96a] of IGW for the quintic three-fold XW . There, we get
IGW(q, z) =
∑
d≥0
zqH/z+d
∏5d
k=1(5H + kz)∏d
k=1(H + kz)
5
, (47)
which (by H4 = 0) is a solution of the same equation in the variable q: [Dq
4−5q
∏4
m=1(5Dq+mz)]f = 0.
By expanding IGW in the variable H , we obtain the four period integrals spanning the solution space
IGW = ω
GW
1 z + ω
GW
2 H + ω
GW
3
1
z
H2 + ωGW4
1
z2
H3. (48)
This implies Theorem 1.1.1 stated in the introduction.
Remark 4.2.2. The I-functions IGW and IFJRW may be regarded as multivalued functions
6 in the variables
q and t5 (from this point of view, the parameter H should be considered as a complex variable). In the
literature, the function IGW is regarded as a solution of the Picard–Fuchs equation in the sense that it
satisfies the equation up to order 4 in the variableH and the first four terms of the Taylor expansion yield a
basis of the solution space of the differential equation. The picture at a neighbourhood of t = 0 is simpler:
the elements of the basis ωFJRWk , k = 1, . . . , 4 admit the explicit expression given in Theorem 4.1.6 and
assemble into a regular function in the variable t. In this respect, Theorem 1.1.1 is the interpretation in
terms of enumerative geometry of curves of a well known analytic picture.
6The multivaluedness comes from the factor qH/z, which should be read as exp(H log(q)/z).
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String theory provides another geometric interpretation of the same analytic picture. As mentioned in
the introduction there is a physical interpretation of the Landau–Ginzburg/Calabi–Yau correspondence in
terms of period integrals. In the framework of mirror symmetry, this is usually referred to as the B-model
picture and it reflects information on the A-model which is only partly understood and incorporates,
in particular, the GW theory of the quintic three-fold. From this B-model interpretation, in [HKQ],
Huang, Klemm, and Quackenbush built upon physical grounds new predictions in higher genera. Near
q = 0, the B-model higher genus potential is determined up to g = 51 and is expected to match the
(A-model) higher genus GW invariants of the quintic three-fold. Near t = 0, the B-model higher genus
potential is explicitly determined in low genus (see [HKQ, §3.4]); FJRW theory supplies the A-model
geometrical interpretation of these invariants usually referred to as the “Gepner point potential” in the
physical literature (in [HKQ] the Gepner point is called “orbifold point” Forb due to the fact that the
point t = 0 is actually an orbifold point with stabilizer of order 5). The functions ωFJRW of Theorem
4.1.6 match [HKQ, 3.57] up to a constant factor (due to the fact that the period integrals have been
rescaled in [HKQ, (3.64-66)]7). As we now illustrate, the genus-zero formulae of [HKQ, §3.4] are matched
by our IFJRW formula. It would be an extremely interesting problem to compute the higher genus FJRW
theory to match [HKQ] Gepner point potential.
Remark 4.2.3 (intersection numbers). We derive intersection numbers in Givental’s formalism. The
function IFJRW(t, z) of the statement of the theorem above can be modified by multiplication by any
function taking values in the ground ring. We already used this property in the last step of the proof to
get IFJRW from (46). We can expand (46) in the variable z and get the four function ω
FJRW
k :
ωFJRW1 (t)φ
3z + ωFJRW2 (t)φ
2 + ωFJRW3 (t)φ
1z−1 + ωFJRW4 (t)φ
0z−2 (49)
with ωFJRW1 invertible; therefore, we can multiply (46) by 1/ω
FJRW
1 and get a function lying on the cone
LFJRW. In fact, by φk = φ
3−k, we have
JFJRW
(
ωFJRW2
ωFJRW1
(t)φ1,−z
)
= −zφ0 +
ωFJRW2
ωFJRW1
(t)φ1 −
ωFJRW3
ωFJRW1
(t)φ2z
−1 +
ωFJRW4
ωFJRW1
(t)φ3z
−2; (50)
indeed the J-function JFJRW(
∑
h τhφh,−z) is characterized by being on the cone LFJRW and admitting
an expression of the form −φ0 +
∑
h τhφh + O(−1). If we write τ for (ω
FJRW
2 /ω
FJRW
1 )(t) we can regard
the above expression as the value of JFJRW(τφ1,−z).
We can invert the relation τ = (ωFJRW2 /ω
FJRW
1 )(t) explicitly in low degree
t = τ −
13
1125000
τ6 −
31991
97453125000000
τ11 −
294146129
9976763671875000000000
τ16 +O(τ21),
plug it into (ωFJRW2 /ω
FJRW
1 )(t), and get the coefficient of z
−1 in JFJRW(τφ1, z) in low degree in the
variable τ :
1
2
τ2 +
1
393750
τ7 +
239
1559250000000
τ12 +
6904357
452279953125000000000
τ17 +O
(
τ22
)
.
By the definition (20) of JFJRW, the above power series coincides with the power series
∑
h≥0
〈
5h+3︷ ︸︸ ︷
τ0(φ1) . . . τ0(φ1)〉
FJRW
0,5h+3
5h+ 2!
τ5h+2;
therefore, we get
n 3 8 13 18
〈τ0(φ1) . . . τ0(φ1)〉
FJRW
0,n
1
5
8
3125
5736
390625
1325636544
1220703125
.
7We are grateful to Klemm for explaining this to us.
26
After the identification s = t/5 and multiplication by 5 (due to the rescaling of the period integrals in
[HKQ]), the generating function
1
5
t3
3!
+
8
3125
t8
8!
+
5736
390625
t13
13!
+
1325636544
1220703125
t18
18!
+ . . .
matches the genus-zero potential F 0orb near t = 0 computed at page 21 of [HKQ].
A similar calculation yields the coefficient of z−2 in JFJRW(τφ1, z) in low degree:
1
6
τ3 +
1
525000
τ8 +
239
1842750000000
τ13 +
6904357
508814947265625000000
τ18 +O
(
τ23
)
which coincides by (20) with the generating function of the invariants 〈τ0(φ1) . . . τ0(φ1)τ1(φ0)〉
FJRW
0,5h+4. In
this way we get
n 4 9 14 19
〈τ0(φ1) . . . τ0(φ1)τ1(φ0)〉
FJRW
0,n
1
5
48
3125
63096
390625
21210184704
1220703125
,
but these values can be easily deduced from the previous table via the dilaton equation8.
As expected (see Remark 3.1.3) we only find nonvanishing numbers 〈 〉FJRW with insertions of type
τ0(φ1) and τ1(φ0) (the reader may also refer to equation (8) which describes how for 5-pointed curves
with 4 points with local index J2 we necessarily have a Ramond markings on the fifth marking—hence,
a vanishing invariant).
Carel Faber’s computer programme for computation with tautological classes together with the for-
mula of Proposition 2.3.1 also allowed us to compute explicitly the first coefficients of the above lists.
Clearly, this algorithm is definitely less efficient than the one illustrated above. Indeed, in this respect,
Givental’s quantization may be regarded as a setup embodying the GRR algorithm used by Faber’s
computer programme.
Corollary 4.2.4. There is a C[z, z−1]-valued degree-preserving symplectic transformation U mapping
IFJRW to the analytic continuation of IGW near t = 0. This proves the genus-zero LG/CY correspondence
(Conjecture 3.2.1,(1)).
Proof. The genus-zero LG/CY correspondence states that the entire Lagrangian cones match after an-
alytic continuation. Notice that both Lagrangian cones LFJRW and LGW are uniquely determined by
IFJRW and IGW. This happens because they both are determined by means of tautological relations
starting from the J-functions (20) which are uniquely deduced from IFJRW and IGW (this reconstruction
property holds only for the quintic polynomial and is a consequence of (13)).
We only need to analytically continue the function IGW near t = 0 and derive the change of basis
matrix. By the formula z−l
∏l
k=1(x+ kz) = Γ(1 +
x
z + l)/Γ(1 +
x
z ), we rewrite I as
IGW(q, z) = zq
H/z
∑
d≥0
qd
Γ(1 + 5Hz + 5d)
Γ(1 + 5Hz )
Γ(1 + Hz )
5
Γ(1 + Hz + d)
5
; (51)
hence, we have
IGW(q, z) = zq
H/z Γ(1 +
H
z )
5
Γ(1 + 5Hz )
∑
d≥0
qd
Γ(1 + 5Hz + 5d)
Γ(1 + Hz + d)
5
,
= zqH/z
Γ(1 + Hz )
5
Γ(1 + 5Hz )
∑
d≥0
1
2πi
Ress=d
1
e2πis − 1
Γ(1 + 5Hz + 5s)
Γ(1 + Hz + s)
5
qs.
8The value corresponding to n in the first table coincides with that corresponding to n + 1 in the second table after
multiplication by 2g − 2 + n = n− 2 (dilaton equation).
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Consider the contour integral
zqH/z
Γ(1 + Hz )
5
Γ(1 + 5Hz )
∫
C
1
e2πis − 1
Γ(1 + 5Hz + 5s)
Γ(1 + Hz + s)
5
qs, (52)
where the C is curve shown below. By [Ho, Lem. 3.3], the integral (52) is defined and analytic throughout
r
0
r
1
r
-1
r
-2
r
-3
r
-4
rrrrrrrrrrrrrrrrrrrrrrr
❄
Figure 1: the contour of integration.
the region |arg(−q)| < π. For |q| < 1/55, we can close the contour to the right; then (52) equals (51).
For |q| > 1/55, we can close the contour to the left; then (52) is the sum of residues at
s = −1− l, l ≥ 0 and s = −
H
z
−
m
5
, m ≥ 1.
The residues at s = −1 − l vanish as they are multiples of H4 = 0. Thus the analytic continuation of
IGW(q, z) is given by evaluating the remaining residues. Since we have
Ress=−H
z
−m
5
Γ
(
1 + 5
H
z
+ 5s
)
= −
1
5
(−1)m
Γ(m)
,
we get
I ′GW(q, z) =
z
5
Γ5(1 + Hz )
Γ(1 + 5Hz )
∑
0<m 6≡0
(−1)m
(2πi)ξm
e−2πi
H
z − ξm
q−
m
5
Γ(m)Γ(1 − m5 )
5
, where ξ = e
2pii
5 .
Note that in the above equation we have omitted the terms corresponding to m ∈ 5Z, because in
these cases the residues vanish. In terms of the coordinate t, which satisfies t5 = q−1, we have (using
Γ(x)Γ(1 − x) = π/ sin(πx))
I ′GW(t, z) =
z
5
Γ5(1 + Hz )
Γ(1 + 5Hz )
∑
0<m 6≡0
(−1)m
(2πi)ξm
e−2πi
H
z − ξm
tm
Γ(m)Γ5(1− m5 )
=
z
5
Γ5(1 + Hz )
Γ(1 + 5Hz )
∑
0<m 6≡0
(−1)m
(2πi)ξm
e−2πi
H
z − ξm
tm
Γ5(m5 )
Γ(m)
π5
sin5(m5 π)
=
z
5
Γ5(1 + Hz )
Γ(1 + 5Hz )
∑
k=1,2,3,4
(−1)k
(2πi)ξk
e−2πi
H
z − ξk
1
Γ5(k5 )Γ
5(1− k5 )
∑
l≥0
tk+5l
Γ5(k+5l5 )
Γ(k + 5l)
=
z
5
Γ5(1 + Hz )
Γ(1 + 5Hz )
∑
k=1,2,3,4
(−1)k
Γ5(1− k5 )
(2πi)ξk
e−2πi
H
z − ξk
∑
l≥0
(
Γ(k+5l5 )
Γ(k5 )
)5
tk+5l
Γ(k + 5l)
=
z
5
Γ5(1 + Hz )
Γ(1 + 5Hz )
∑
k=1,2,3,4
(−1)k
Γ5(1− k5 )
(2πi)ξk
e−2πi
H
z − ξk
ωFJRWk .
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The Taylor expansions of the functions
g(ρ) =
ξk
e−2πiρ − ξk
and f(ρ) =
Γ5(1 + ρ)
Γ(1 + 5ρ)
read
g(ρ) =
ξk
1− ξk
+
ξk
(1− ξk)2
(2πi)ρ+
ξk(1 + ξk)
2(1− ξk)3
(2πi)2ρ2 +
ξk(1 + 4ξk + ξ2k)
6(1− ξk)4
(2πi)3ρ3 +O(ρ4).
and
f(ρ) = 1 + C(2πi)2ρ2 − E(2πi)3ρ3 +O(ρ4),
where C = 5/12 and E = −ζ(3)40/(2πi)3 (with ζ(3) equal to Ape´ry’s constant) are related to the intersec-
tion theory of the quintic three-fold (C = c2(XW )[H ]/ deg(W )24 and E = ζ(3)χ(XW )/ deg(W )(2πi)
3).
In this way, by expanding I ′GW in the variable H , we get ω˜
GW
1 , ω˜
GW
2 , ω˜
GW
3 , ω˜
GW
4 , the analytic contin-
uations of ωGW1 , ω
GW
2 , ω
GW
3 , ω
GW
4 from (47). After identifying φ
k with ϕk = [H ]/5, the change of basis
matrix from ωFJRW1 , ω
FJRW
2 , ω
FJRW
3 , ω
FJRW
4 to ω˜
GW
1 , ω˜
GW
2 , ω˜
GW
3 , ω˜
GW
4 is defined column by column as
U =

(−1)k(2πi)
Γ5( 5−k
5
)
ξk
1−ξk
zk−1
(−1)k(2πi)2
Γ5( 5−k
5
)
ξk
(1−ξk)2
zk−2 k = 1, 2, 3, 4
(−1)k(2πi)3
Γ5( 5−k
5
)
(
ξk(1+ξk)
2(1−ξk)3
+ C ξ
k
(1−ξk)
)
zk−3
(−1)k(2πi)4
Γ5( 5−k
5
)
(
ξk(1+4ξk+ξ2k)
6(1−ξk)4
+ C ξ
k
(1−ξk)2
− E ξ
k
1−ξk
)
zk−4
 , where ξ = e
2pii
5 . (53)
Clearly U is degree-preserving with deg z = 2. It can be easily seen via a direct computation that U is
symplectic (i.e. we have U∗(−z)U(z) = 1)9.
A Orbifold curves and roots
We recall that an orbifold curve is a 1-dimensional stack of Deligne–Mumford type with nodes as sin-
gularities, a finite number of ordered markings, and possibly nontrivial stabilizers only at the markings
and at the nodes. The action on a local parameter z at the markings is given by z 7→ ξlz (for l ∈ Z≥1),
whereas the action on a node {xy = 0} is (x, y) 7→ (ξkx, ξ
−1
k y) (for k ∈ Z≥1). Such a curve C is naturally
equipped with a (locally free) sheaf of logarithmic differentials ωlog; i.e. the sheaf of sections of the
relative dualizing sheaf ω possibly with poles of order 1 at the markings. It is natural to refer to ωlog
rather than ω, because it corresponds to the pullback of the sheaf of logarithmic differentials from the
coarse curve. Above, k and l denote two orders of stabilizers. It is automatic for a Deligne–Mumford
stack-theoretic curve to have cyclic stabilizers; however, in the above expression for the local action at
a node, we require that the product of the factors multiplying x and y is 1 (this insures that orbifold
curves can be smoothed). An orbifold curve with n markings is called an n-pointed orbifold curve; the
above definition naturally extends to the notion of “family of orbifold curves over the base scheme X”
(or simply “orbifold curve over X”): these are flat morphisms C → X of relative dimension one from
a Deligne–Mumford stack C to X for which we extend the local descriptions given above (we refer the
reader to [AV02, Defn. 4.1.2]).
Note that two stabilizers arising in an orbifold curve may have different orders; this feature prevents
the moduli stack of orbifold curves from being separated (see e.g. [Ch08a]) and motivates the following
definition imposing a stability condition yielding a proper (and separated) stack.
Definition A.0.1. For any positive integer d, a d-stable n-pointed genus-g curve is a proper and geo-
metrically connected orbifold curve C of genus g with n distinct smooth markings σ1, . . . , σn such that
9Choosing a suitable basis on GW side, [HKQ] shows that this transformation can be defined entirely inside Sp(4,Q(ξ)).
See also Iritani [Ir] where a formalism based on Grothendieck–Riemann–Roch for orbifolds is proposed (this uses the above
interpretation of C and E in terms of intersection theory).
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1. the corresponding coarse n-pointed curve is stable;
2. all stabilizers (at the nodes and at the markings) have order d.
The moduli stack Mg,n,d classifying n-pointed genus-g d-stable curves is proper and smooth and has
dimension 3g − 3 + n. (It differs from the moduli stack of Deligne–Mumford stable curves only because
of the stabilizers over the normal crossings boundary divisor, see the discussion in [Ch08a, Thm. 4.1.6].)
The moduli functor of dth roots via the above notion of d-stable curve is straightforward. For any
nonnegative integer d, the category Rd of dth roots of ωlog over genus-g n-pointed d-stable curves, is
fibred over Mg,n,d
Rd →Mg,n,d (54)
and it is formed by the following objects: a d-stable curve, (C → X, σ1 . . . , σn ∈ C) equipped with a line
bundle L→ C and an isomorphism of line bundles over C
ϕ : L⊗d → ωlog.
Amorphism from (C′ → X ′;σ′1, . . . , σ
′
n ∈ C
′;L′;ϕ′) to (C′′ → X ′′;σ′′1 , . . . , σ
′′
n ∈ C
′′;L′′, ϕ′′) is a morphism
α between the d-stable curves and an isomorphism of line bundles ρ : L′ → α∗L′′ compatible with ϕ′ and
ϕ′′; i.e. we have α∗ϕ′′ ◦ ρ⊗d = ϕ′. The above category is a proper moduli stack, and the above map
Rd →Mg,n,d is an e´tale cover of Mg,n,d. If n = 0, we have Rd 6= ∅ if and only if d divides 2g − 2. For
n > 0, the stack is always nonempty and the fibre overMg,n,d is the union of d
2g−1+n copies of Bµd; i.e.
the above morphism has degree d2g−2+n.
Remark A.0.2. On a d-stable curve C, we often need to twist line bundles by divisors supported on the
markings. For a marking σ which has stabilizer G of order d it is convenient to denote by (1/d)D the
divisor BG →֒ C of degree 1/d and to write D for the pullback of the underlying point on the coarse
curve. We refer to D as the integer divisor corresponding to a marking. This is a good spot to recall the
following well known fact, which uses this convention.
Lemma A.0.3. Let C be a d-stable curve (over C) and let M be a line bundle pulled back from the coarse
space ( e.g. ωlog and its tensor powers). There is an equivalence between two categories of dth roots L on
d-stable curves:
{L | L⊗d ∼=M} ←→⊔
0≤E<d
∑
n
i=1
Di
{L | L⊗d ∼=M(−E) and the stabilizers at the markings act trivially on L},
where the union on the right hand side ranges over all divisors E which are linear combinations of integer
divisors Di corresponding to the markings with multiplicities in {0, . . . , d− 1}.
In particular as soon as n is positive or d divides 2g − 2 we have Rd 6= ∅. Furthermore, in these
cases Rd → Mg,n,d is proper and e´tale. The fibres of these morphisms to Mg,n,d are all isomorphic to
a zero-dimensional stack given by d2g−1+n copies of Bµd if n > 0 and d
2g copies of Bµd if n = 0 and
2g − 2 ∈ dZ.
Proof. The correspondence is given by the functor L 7→ p∗p∗L where p is the map forgetting the stabilizers
along the markings. The claim follows easily from [Ch08a]: the morphism Rd → Mg,n,d is proper and
all fibres are isomorphic. A direct analysis of the fibre over a point representing a smooth curve yields
the result.
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