A refined single-valued/interval neutrosophic set is very suitable for the expression and application of decision-making problems with both attributes and sub-attributes since it is described by its refined truth, indeterminacy, and falsity degrees. However, existing refined single-valued/interval neutrosophic similarity measures and their decision-making methods are scarcely studied in existing literature and cannot deal with this decision-making problem with the weights of both attributes and sub-attributes in a refined interval and/or single-valued neutrosophic setting. To solve the issue, this paper firstly introduces a refined simplified neutrosophic set (RSNS), which contains the refined single-valued neutrosophic set (RSVNS) and refined interval neutrosophic set (RINS), and then proposes vector similarity measures of RSNSs based on the Jaccard, Dice, and cosine measures of simplified neutrosophic sets in vector space, and the weighted Jaccard, Dice, and cosine measures of RSNSs by considering weights of both basic elements and sub-elements in RSNS. Further, a decision-making method with the weights of both attributes and sub-attributes is developed based on the weighted Jaccard, Dice, and cosine measures of RSNSs under RSNS (RINS and/or RSVNS) environments. The ranking order of all the alternatives and the best one can be determined by one of weighted vector similarity measures between each alternative and the ideal solution (ideal alternative). Finally, an actual example on the selecting problem of construction projects illustrates the application and effectiveness of the proposed method.
Introduction
Since fuzzy set theory was introduced by Zadeh [1] in 1965, it has been successfully applied to decision-making areas, and fuzzy decision-making has become a research focal point since then. With the increasing complexity of decision-making problems in actual applications, the fuzzy set is not suitable for fuzzy expression, which involves the membership degree and non-membership degree. Hence, an intuitionistic fuzzy set (IFS) [2] and an interval-valued IFS [3] were introduced as the generalization of fuzzy set and applied to decision-making problems. However, the incomplete, indeterminate, and inconsistent problems in real life cannot be explained by means of the IFS and interval-valued IFS. Therefore, Smarandache [4] proposed the concept of a neutrosophic set from a philosophical point of view, which consists of the truth, indeterminacy, and falsity memership functions, denoted by T, I, F, to represent incomplete, indeterminate, and inconsistent information in the real world. Since the truth, indeterminacy, and falsity membership degrees of T, I, F sub-attribute weights based on one of three vector similarity measures under refined simplified (interval and/or single-value) neutrosophic environments. In Section 6, an actual example on the selection problem of construction projects is provided as the multiple attribute decision-making problem with both attribute weights and sub-attribute weights to illustrate the application and effectiveness of the proposed method. Finally, conclusions and future research are contained in Section 7.
Basic Concepts of SNSs and Vector Similarity Measures of SNSs
In 1995, Smarandache [4] proposed a concept of neutrosophic sets from a philosophical point of view, which is a part of neutrosophy and extends the concepts of fuzzy sets, interval valued fuzzy sets, IFSs, and interval valued IFSs. A neutrosophic set is characterized independently by the truth, indeterminacy and falsity membership functions, which lie in a real standard interval [0, 1] or a nonstandard interval ] − 0, 1 + [. For convenient science and engineering applications, we need to constrain them in the real standard interval [0, 1] from a science and engineering point of view. Thus, Ye [7, 8] introduced the concept of SNS as a simplified form/subclass of the neutrosophic set.
A SNS A in a universe of discourse X is characterized by its truth, indeterminacy, and falsity membership functions T A (x), I A (x), and F A (x), which is denoted as A = { x, T A (x), I A (x), For convenient expression, a basic element x, T A (x), I A (x), F A (x) in A is simply denoted as a simplified neutrosophic number (SNN) a = <T a , I a , F a >, where a contains a single-value neutrosophic number (SVNN) for T a , I a , F a ∈ [0, 1] and an interval neutrosophic number (INN) for T a , I a , F a ⊆ [0, 1] .
Assume that two SNSs are A ={a 1 , a 2 , . . . , a n } and B ={b 1 , b 2 , . . . , b n }, where a j = <T aj , I aj , F aj > and b j = <T bj , I bj , F bj > for j = 1, 2, . . . , n are two collections of SNNs. Based on the Jaccard, Dice, and cosine measures between two vectors, Ye [8] presented the their similarity measures between SNSs (SVNSs and INSs) A and B in vector space, respectively, as follows:
(1) Three vector similarity measures between A and B for SVNSs:
(2) Three vector similarity measures between A and B for INSs:
2 infT aj infT bj + infI aj infI bj + infF aj infF bj + supT aj supT bj + supI aj supI bj + supF aj supF bj
Clearly, Equations (1)- (3) are special cases of Equations (4)- (6) Then, the Jaccard, Dice, and cosine measures M k (A, B) (k = J, D, C) contains the following properties [8] :
i.e., T aj , = T bj , I aj = I bj , and F aj = F bj for j = 1, 2, . . . , n.
Refined Simplified Neutrosophic Sets
As the concept of SNS [7, 8] , a SNS A in a universe of discourse X is denoted as
where the values of its truth, indeterminacy, and falsity membership functions T A (x), I A (x) and F A (x) for x∈ X are single-value and/or interval values in [0, 1] . Then, SNS contain INS and/or SVNS.
If the components
, ..., I A (x r ), and F A (x 1 ), F A (x 2 ), ..., F A (x r ), respectively, for x∈ X, x = {x 1 , x 2 , ..., x r }, and a positive integer r, then they can be constructed as RSNS by the refinement of SNS, which is defined below. Definition 1. Let X be a universe of discourse, then a RSNS A in X can be defined as Then, the RSNS A contains the following two concepts:
∈ [0, 1] in A for x∈ X and x j ∈ x (j =1, 2, . . . , r) are considered as single/exact values in [0, 1], then A reduces to RSVNS [22] , which satisfies the condition 0
. . , r) are considered as interval values in [0, 1], then A reduces to RINS [23] , which satisfies the condition 0 ≤ supT
Particularly when the lower and upper limits of
A for x ∈ X and x j ∈ x (j = 1, 2, . . . , r) are equal, the RINS A reduces to the RSVNS A. Clearly, RSVNS is a special case of RINS. If some lower and upper limits of
in RINS are equal, then it can be denoted as a special interval (equal interval of the lower and upper limits)
Hence, RINS can contain RINS and/or SVNS information (hybrid information of both).
For convenient expression, a basic element <x, (T A (x 1 ), T A (x 2 ), ..., T A (x r )), (I A (x 1 ), I A (x 2 ), ..., I A (x r )), (F A (x 1 ), F A (x 2 ), ..., F A (x r ))> in A is simply denoted as a = <(T a1 , T a2 , . . . , T ar ), (I a1 , I a2 , . . . , I ar ), (F a1 , F a2 , . . . , F ar )>, which is called a refined simplified neutrosophic number (RSNN).
Let two RSNNs be a = <(T a1 , T a2 , . . . , T ar ), (I a1 , I a2 , . . . , I ar ), (F a1 , F a2 , . . . , F ar )> and b = <(T b1 , T b2 , . . . , T br ), (I b1 , I b2 , . . . , I br ), (F b1 , F b2 , . . . , F br )> for T aj , T bj , I aj , I bj , F aj , F bj ∈ [0, 1] (j = 1, 2, . . . , r). Then, there are the following relations between a and b:
(1) Containment: a ⊆ b, if and only if T aj ≤ T bj , I aj ≥ I bj , F aj ≥ F bj for j = 1, 2, . . . , r;
(2) Equality: a = b, if and only if a ⊆ b and b ⊆ a, i.e., T aj = T bj , I aj = I bj , F aj = F bj for j = 1, 2, . . . , r; (3) Union:
Then, there are the following relations of a and b:
(2) Equality: a = b, if and only if a ⊆ b and b ⊆ a, i.e., inf T aj = inf T bj , sup T aj = sup T bj , inf I aj = inf I bj , sup I aj = sup I bj , inf F aj = inf F bj , and sup F aj = sup F bj for j = 1, 2, . . . , r;
(3) Union:
Vector Similarity Measures of RSNSs
Based on the Jaccard, Dice, and cosine measures between SNSs in vector space [8] , this section proposes the three vector similarity measures between RSNSs.
Definition 2.
Let two RSNSs be A ={a 1 , a 2 , . . . , a n } and B ={b 1 , b 2 , . . . , b n }, where a j = (T a j 1 , T a j 2 , . . . , T a j r j ), (I a j 1 , I a j 2 , . . . , I a j r j ), (F a j 1 , F a j 2 , . . . , F a j r j ) and 1, 2 , . . . , n; k = 1, 2, . . . , r j ). Then, the Jaccard, Dice, and cosine measures between A and B are defined, respectively, as follows:
(1) Three vector similarity measures between A and B for RSVNSs:
(2) Three vector similarity measures between A and B for RINSs:
Clearly, Equations (7)- (9) are special cases of Equations (10)- (12) when the upper and lower limits of the interval numbers for
. . , n; k = 1, 2, . . . , r j ) are equal. Especially when k = 1, Equations (7)- (12) are reduced to Equations (1)- (6) .
Based on the properties of the Jaccard, Dice, and cosine measures of SNSs [8] , it is obvious that the Jaccard, Dice, and cosine measures of RSNSs for R s (A, B) (s = J, D, C) also contain the following properties (P1)-(P3):
. . , n and k = 1, 2, ..., r j .
When we consider the weights of different elements and sub-elements in RSNS, the weight of elements a j and b j (j = 1, 2, . . . , n) in the RSNSs A and B is given as w j ∈ [0, 1] with ∑ n j=1 w j = 1 and the weight of the refined components (sub-elements) T a j k , I a j k , F a j k and T b j k , I b j k , F b j k (k = 1, 2, . . . , r j ) in a j = (T a j 1 , T a j 2 , . . . , T a j r j ), (I a j 1 , I a j 2 , . . . , I a j r j ), (F a j 1 , F a j 2 , . . . , F a j r j ) and k=1 ω k = 1, the weighted Jaccard, Dice, and cosine measures between A and B are presented, respectively, as follows:
(1) Three weighted vector similarity measures between A and B for RSVNSs:
(2) Three weighted vector similarity measures between A and B for RINSs:
Clearly, Equations (13)-(15) are special cases of Equations (16)- (18) when the upper and lower limits of the interval numbers for T a j k , I a j k , F a j k ,T b j k , I b j k , F b j k ⊆ [0, 1] (j = 1, 2, . . . , n; k = 1, 2, . . . , r j ) are equal. Especially when each w j = 1/n and ω k = 1/r j (j = 1, 2, . . . , n; k = 1, 2, . . . , r j ), Equations (13)- (18) are reduced to Equations (7)- (12) .
Obviously, the weighted Jaccard, Dice, and cosine measures of RSNSs for R Ws (A, B) (s = J, D, C) also satisfies the following properties (P1)-(P3):
Decision-Making Method Using the Vector Similarity Measures
In a decision-making problem with multiple attributes and sub-attributes, assume that A = {A 1 , A 2 , . . . , A m } is a set of m alternatives, which needs to satisfies a set of n attributes B = {b 1 , b 2 , . . . , b n }, where b j (j = 1, 2, . . . , n) may be refined/split into a set of r j sub-attributes b j = b j1 , b j2 , . . . , b jr j (j = 1, 2, . . . , n). If the decision-maker provides the suitability evaluation values of attributes b j = b j1 , b j2 , . . . , b jr j (j =1, 2, ..., n) on the alternative A i (i = 1, 2, . . . , m) by using RSNS:
For convenient expression, each basic element in the RSNS A i is represented by RSNN: a ij = (T a ij 1 , T a ij 2 ,. . ., T a ij r j ),(I a ij 1 , I a ij 2 ,. . . , I a ij r j ),(F a ij 1 , F a ij 2 ,. . . , F a ij r j ) for i = 1, 2, . . . , m and j = 1, 2, . . . , n. Hence, we can construct the refined simplified neutrosophic decision matrix M(a ij ) m×n , as shown in Table 1 . When the weights of each attribute b j (j = 1, 2, . . . , n) and its sub-attributes are considered as having different importance, the weight vector of the attributes is given by W = (w 1 , w 2 , . . . , w n ) with w j ∈ [0, 1] and ∑ n j=1 w j = 1 and the weight vector for each sub-attribute set b j1 , b j2 , . . . , b jr j is given as ω j = ω j1 , ω j2 , . . . , ω jr j (j = 1, 2, . . . , n) with ω jk ∈ [0, 1] and ∑ r j k=1 ω jk = 1. Thus, the decision steps are described as follows:
Step 1: We determine the ideal solution (ideal RSNN) from the refined simplified neutrosophic decision matrix M(a ij ) m×n as follows:
for RINN, (20) which is constructed as the ideal alternative A * = a * 1 , a * 2 , . . . , a * n .
Step 2: The similarity measure between each alternative A i (i = 1, 2, . . . , m) and the ideal alternative A * can be calculated by using one of Equations (13) 
Illustrative Example on the Selection of Construction Projects
In this section, we apply the proposed decision-making method to the selection of construction projects adapted from [23] .
Some construction company wants to select one of potential construction projects. The company provides four potential construction projects as their set A = {A 1 , A 2 , A 3 , A 4 }. To select the best one of them, experts or decision-makers need to make a decision of these construction projects corresponding to three attributes and their seven sub-attributes, which are described as follows: In the following, we use the proposed decision-making method for solving the decision-making problem of construction projects under RSVNN and/or RINN environments to show the applications and effectiveness of the proposed decision-making method.
Under RSVNN environment, experts or decision-makers are required to evaluate the four possible alternatives under the above three attributes including seven sub-attributes by suitability judgments, which are described by RSVNN a ij = (T a ij 1 , T a ij 2 , . . . , T a ij r j ), (I a ij 1 , I a ij 2 , . . . , I a ij r j ), (F a ij 1 , F a ij 2 , . . . , F a ij r j ) for T a ij 1 , T a ij 2 , . . . , T a ij r j ∈ [0, 1], I a ij 1 , I a ij 2 , . . . , I a ij r j ∈ [0, 1], and F a ij 1 , F a ij 2 , . . . , F a ij r j ∈ [0, 1] (i = 1, 2, 3, 4 ; j = 1, 2, 3; r 1 = 2, r 2 = 3, r 3 = 2). Thus, we can construct the following refined simplified neutrosophic decision matrix M(a ij ) 4×3 , which is shown in Table 2 . Table 2 . Defined simplified neutrosophic decision matrix M(a ij ) 4×3 under refined single-valued neutrosophic set (RSVNS) environment. Under RSVNS environment, the proposed decision-making method is applied to the selection problem of the construction projects. The decision steps are described as follows:
Step 1: By Equation ( Table 3 .
Step 3: In Table 3 , since all the measure values are R Ws (A 2 , A * ) > R Ws (A 4 , A * ) > R Ws (A 3 , A * ) > R Ws (A 1 , A * ) for s = J, D, C, all the ranking orders of the four alternatives are A 2 A 4 A 3 A 1 . Hence, the alternative A 2 is the best choice among all the construction projects. 
Under RINS environment, on the other hand, experts or decision-makers are required to evaluate the four possible alternatives under the above three attributes including seven sub-attributes by suitability judgments, which are described by RINN a ij = ( 1, 2, 3, 4 ; j = 1, 2, 3; r 1 = 2, r 2 = 3, r 3 = 2). Thus, we can construct the following refined simplified neutrosophic decision matrix M(a ij ) 4×3 , which is shown in Table 4 . Under RINS environment, the proposed decision-making method is applied to the selection problem of the construction projects. The decision steps are described as follows:
Step 1: By Equation (20) Table 5 .
Step 3: In Table 5 , since all the measure values are R Ws (A 2 , A * ) > R Ws (A 4 , A * ) > R Ws (A 3 , A * ) > R Ws (A 1 , A * ) for s = J, D, C, all the ranking orders of the four alternatives are A 2 A 4 A 3 A 1 . Hence, the alternative A 2 is the best choice among all the construction projects. For convenient comparison with existing related method [23] , the decision results based on the cosine function without considering sub-attribute weights in the literature [23] are also indicated in Tables 3 and 5 . Obviously, all the ranking orders are identical, which indicate the feasibility and effectiveness of the developed decision-making method based on the proposed measures R Ws for s = J, D, C. However, the existing related decision-making methods with RSVNSs and RINSs [22, 23] cannot deal with such a decision-making problem with both attribute weights and sub-attribute weights in this paper. Although the same computational complexity in decision-making algorithms is shown by comparison of the method of this study with the related methods introduced in [22, 23] , the developed method in this study extends the methods in [22, 23] and is more feasible and more general than the existing related decision-making methods [22, 23] . It is obvious that the new developed decision-making method in a RSNS (RINS and/or SVNS) setting is superior to the existing related methods in a RINS or SVNS setting [22, 23] .
Compared with traditional decision-making approaches without sub-attributes [7] [8] [9] [10] [11] [12] [13] [19] [20] [21] , the decision-making approach proposed in this study can deal with decision-making problems with both attributes and sub-attributes; while traditional decision-making approaches [7] [8] [9] [10] [11] [12] [13] [19] [20] [21] cannot deal with such a decision-making problem with both attributes and sub-attributes. Hence, the proposed decision-making approach is superior to traditional ones [7] [8] [9] [10] [11] [12] [13] [19] [20] [21] .
However, the study in this paper provides new three vector measures and their decision-making method as the main contributions due to no study of existing literature on the vector similarity measures and decision-making methods with RSNSs (RSVNSs and/or RINSs). Clearly, the main advantages of this study are that it can solve decision-making problems with the weights of both attributes and sub-attributes, which all existing methods cannot deal with, and extend existing similarity measures and decision-making methods.
To analyze the sensitivities of the proposed approach, let us change the RINS of the alternative A 4 into the RSNS A Table 6 . The results of Table 6 demonstrate the ranking orders based on R WJ (A i , A * ) and R WD (A i , A * ) are the same, but their decision-making method can change the previous ranking orders and show some difference between two alternatives A 3 and A 4 ; while the best one is still A 2 . Clearly, the decision-making approach based on the Jaccard and Dice measures shows some sensitivity in this case. However, the ranking order based on R WC (A i , A * ) still keeps the previous ranking order, and then the decision-making approach based on the cosine measure shows some robustness/insensitivity in this case.
In actual decision-making problems, decision-makers can select one of three vector measures of RSNSs to apply it to multiple attribute decision-making problems with weights of attributes and sub-attributes according to their preference and actual requirements.
Conclusions
This paper introduced RSNSs, including the concepts of RSVNSs and RINSs, and proposed the vector similarity measures of RSNSs, including the Jaccard, Dice, and cosine measures between RSNSs (RSVNSs and RINSs) in vector space. It then presented the weighted Jaccard, Dice, and cosine measures between RSNSs (RSVNSs and RINSs) by considering the weights of basic elements in RSNSs and the weights of sub-elements (the refined weights) in each RSNN. Further, we established a decision-making method based on the weighted Jaccard/Dice/cosine measures of RSNSs (RSVNSs and RINSs) to deal with multiple attribute decision-making problems with both attribute weights and sub-attribute weights under RSNS (RINS and/or RSVNS) environments. In the decision-making process, through the Jaccard/Dice/cosine measures between each alternative and the ideal alternative, the ranking order of all alternatives and the best one can be determined based on the measure values. Finally, an actual example on the decision-making problem of construction projects with RSNS (RSVNS and/or RINS) information is provided to demonstrate the application and effectiveness of the proposed method. The proposed approach is very suitable for actual applications in decision-making problems with weights of both attributes and sub-attributes under RSNS (RINS and/or RSVNS) environments, and provides a new decision-making method. In the future, we shall further extend the proposed method to group decision-making, clustering analysis, medical diagnosis, fault diagnosis, and so forth.
