We investigate the emergent open dynamics of a quantum system that undergoes rapid repeated unitary interactions with a sequence of ancillary systems. We study in detail how decoherence appears as a subleading effect when a quantum system is bombarded by a quick succession of ancillas. In the most general case, these ancillas are a) taken from an ensemble of quantum systems of different dimensions, b) prepared in different states, and c) interacting with the system through different Hamiltonians. We derive an upper bound on decoherence rates in this regime, and show how a rich variety of phenomena in open dynamics (such as projection, thermalization, purification, and dephasing) can emerge out of our general model of repeated interaction. Furthermore, we show a fundamental link between the strength of the leading order dissipation and the intrinsic "unpredictability" in the system-ancilla interaction. We also discuss how these results encompass and extend results obtained with other earlier models of repeated interaction.
I. INTRODUCTION
The dynamics of open quantum systems, i.e., of systems interacting with an environment, forms the basis of numerous active areas of research. For instance, understanding and controlling open quantum systems is essential to the development of quantum technologies, such as quantum computers, simulators, and sensors, in which the decohering effects of the environment must be suppressed (or, in some schemes, exploited). Open dynamics are also central to more foundational questions such as the quantum measurement problem: whether the formalism of projective measurements must be postulated or whether it emerges naturally from the complex interplay of a quantum system, a detector, and an environment.
The generic picture of open quantum dynamics involves a quantum system coupled to an environment, which is treated quantum-mechanically. Together, the system and environment are typically assumed to evolve unitarily. Due to our inability to directly characterize the environment, we must average over its possible states in order to describe the dynamics of the system. This averaging typically yields non-unitary system dynamics, which can display a multitude of complex features not found in closed systems; for instance, non-Markovianity, i.e., evolution which is non-local in time due to memory effects in the environment. While the nature of the environment and its coupling to the system are typically unknown in practice, it can be illuminating to examine particular models for environments which couple in a simple manner to the system.
One such model of open quantum dynamics involves an environment that is composed of numerous independent ancillas which interact with the system one at a time, in succession. In other words, the model consists of a system which couples to a single ancilla for some fixed time, δt, after which the ancilla is discarded and the system proceeds to interact with a fresh ancilla. This setup, known as a Repeated Interaction System or a Collision Model [1] [2] [3] [4] [5] , has received significant attention of late, as it describes non-trivial open dynamics while remaining relatively amenable to analytical treatment. In particular, it has provided insight into very diverse phenomena, ranging from decoherence and related effects [6] [7] [8] [9] and quantum thermodynamics [10] [11] [12] [13] [14] [15] [16] to the measurement problem (due to its close relation with the quantum Zeno effect, see [17] and references therein) and even gravitational decoherence [18] [19] [20] .
In this paper, we focus on a Repeated Interaction System where the duration of each system-ancilla interaction, δt, is small as compared to the characteristic timescales of the overall dynamics. Moreover, we allow the coupling strength between the system and each ancilla to be finite and non-vanishing. This regime is of timely relevance, as several authors have recently observed [21] [22] [23] in it a surprising phenomenon: namely, that the reduced dynamics of the system is unitary to leading order in δt-in sharp contrast to the typical behavior of open quantum systems. What is more, this leading-order unitary system dynamics does not generally commute with the free dynamics of the system. In particular, in [23] , it was shown how this phenomenon could yield rapid quantum control, while Zanardi and Campos Venuti analyzed its emergence in great generality [21, 22] , and also characterized the subleading-order dynamics of the system in this regime [24] . In this paper, we build upon the formalism of [23] , generalizing it in three main ways: (i) we allow for different types of ancillas (which may have different dimensions) randomly picked from a known distribution in each cycle, (ii) we consider system-ancilla couplings which can vary randomly from one cycle to the next, and (iii) we de-scribe the resulting system dynamics to all orders in δt, focusing on the leading order dissipative effects. In this context, we note concurrent work [25] investigating the types of dynamics that can emerge from a model of repeated interactions of a system with a set of ancillas. Our results are commensurate with these, albeit from a different perspective. Whereas the emphasis in Ref. [25] is on the continuum limit and the general considerations under which an effective classical interaction emerges between two subsystems (thinking of gravity-inspired decoherence models), we are concerned with understanding how thermalization, purification, and dephasing can emerge from finite-frequency repeated interaction effects.
This paper is divided into five sections: Section II introduces the model and Section III describes the resulting reduced dynamics of the system. Section IV discusses the relation between the present work and previous results, while Section V contains a detailed error analysis of the approximations employed. Finally, Section VI presents illustrative examples, in terms of two-level systems and ancillas, of the results developed in previous section.
II. MODEL
We seek to model the effective dynamics of a quantum system which undergoes repeated interactions with a series of ancillary systems. If the ancillas are identical, a very simple example of such a setup could be repeated interaction of the system with a probe which is reset between repetitions. Another example could be the repeated bombardment of a quantum system by a medium of identical constituents.
In a general setup, the ancillas that are repeatedly interacting with the system will not be identical. Therefore, we would like to include the possibility that the target quantum system repeatedly interacts with a variety of ancillary systems allowing the nature and state of the ancillas, as well as the form and strength of the interaction, to change with every repetition.
With such a general setup in mind, we assume there are different types of ancillas which interact with the target system differently. We assign a distinct label k to every individual type of ancilla. We assume the k-th type of ancilla interacts with the target system unitarily for a fixed amount of time δt.
In [23] , it was assumed that all the ancillas and interactions were identical in every repetition. Here we generalize that setup by assuming that at every repetition of the system-ancilla interaction, with probability p k , the system interacts with an ancilla of the k-th type.
In an interaction with a type k ancilla, the system, S, encounters an ancilla, A k , in the state ρ A k . The joint system then evolves under a Hamiltonian of the form,
for a fixed time δt, where we have normalized the time dependence of each cycle for mathematical convenience.
Note, we also assume that these Hamiltonians are independent of δt except through the ratio t δt. Thus, after this interaction, the joint system has evolved by the unitary operator which is generated by this Hamiltonian:
Following the interaction, the ancilla is discarded. If the system, S, is hit by a single ancilla of the k-th type then S would get updated by the map
However, as stated above, the ancilla which the system interacts with is selected randomly from an ensemble of different types of ancillas. In any interaction, the probability that S interacts with an ancilla of the type k is p k , so the system is effectively updated by the averaged map given bȳ
For example, if all of the ancillas are in the same state (thus, A k = A and ρ A k = ρ A ) but there are still several type of Hamiltonians that the joint system could evolve under, then the effective update map for a single interaction is
This is the partial trace of a mixed-unitary channel acting on the joint state.
Another example is if all of the ancillas live in the same Hilbert space (A k = A) and all the Hamiltonians associated with these ancillas are identical (so that U k,δt (δt) = U δt (δt)) then the effective update map for a single interaction becomes
This is just an interaction with an ancilla known to be in the stateρ A = ∑ k p k ρ A k . By the Stinespring dilation theorem [26] , any quantum channel acting on the system Hilbert space can be written in this form for suitable choices ofρ A and U δt (δt). Thereforeφ(δt) can in general be any channel acting on the system. In our setup, the target system, S, repeatedly interacts with ancillas so that its state is updated over many interactions by repeated application ofφ(δt). Thus, if the system is initially in the state ρ S (0) and undergoes n interactions then the system will be in the state
Thus, only knowing the discrete state update operator φ δt and the initial system state ρ S (0), we know the state of the system at the discrete time points t = n δt. For times, τ , between n δt and (n + 1) δt we can interpolate the state of the system as
for some interpolation scheme Ω δt (τ ) with
such that the interpolated dynamics exactly matches the discrete dynamics after each interactions. In general, there is no unique choice of such an interpolation scheme. However, as we will show, if we restrict our attention to Markovian interpolation schemes then we find a unique solution to (9) .
The most general form for the time evolution operator of Markovian dynamics is
where L δt is a time independent Liouvillian superoperator.
Noting that since Ω δt (n δt) = Ω δt (δt) n , any Markovian interpolation scheme which satisfies (9) after the first interaction (n = 1) will automatically satisfy (9) after every interaction (i.e., for every n). Thus, we need only require
Givenφ(δt), (11) has a unique solution for L δt (upon choosing a branch). We can formally solve (11) to find this unique (up to choosing a branch cut) effective Liouvillian as
This effective Liouvillian plays the role of the generator of time translations for the interpolation scheme (10). Thus we have the master equation,
We are particularly interested in repeated interactions in the regime of rapid successive interactions. To this end, in the rest of this section, we expand the master equation (13) as a formal series in δt.
As discussed above, for each type of interaction, k, the corresponding Hamiltonian, H k (t δt), generates a unitary evolution operator, U k,δt (t) by which the joint system evolves during the interaction. Thus, at the end of an interaction the joint system has evolved by the unitary, U k,δt (δt). For small enough δt, we can formally take a Dyson expansion of this unitary operator yielding the following power series in δt:
where U k,0 = 1 and for n ≥ 1 we have,
Next, using (14) , we can expand the discrete single interaction update map (4) as a series in δt as:
where in Appendix A we show,
To small orders in δt we have,
Finally, using the the expansion (16), we can expand the effective Liouvillian defined in (12) as a series in δt as,
where in Appendix A we find a recursive definition for L M for all M . For small orders of δt we find
Therefore, the master equation (13) associated with the Markovian interpolation scheme (10) is expanded as a series in δt as,
III. EXPLICIT MASTER EQUATION
The most general system-ancilla Hamiltonian whose free components are time-independent can be written as,
that is, as the sum of two local time-independent terms and a possibly time-dependent interaction term.
Note that as stated in (1), we only consider time dependence through the dimensionless ratio ξ = t δt. Additionally, we assume that except through this ratio the Hamiltonians are δt independent. Taking this form for the system-ancilla Hamiltonians into the series (15) and (17) we can find the explicit form for the coefficient maps (20) and (21) . We give the form of these coefficients as well as their interpretations in the following subsections.
A. Zeroth Order Effective Liouvillian
As it was first shown in [23] , and as can be seen in Appendix B, to zeroth order the evolution is entirely unitary. Namely,
where the effective Hamiltonian H
eff is given by
That is, the free system Hamiltonian plus a new contribution to the dynamics coming from the repeated interactions. Specifically, H (0) takes the following form:
where
and
In other words, the contribution to the dynamics from the repeated interaction results from H SA k averaged over the duration of the interaction, then traced out over the ancillas' subspaces (weighted by each ancilla's state ρ A k ), and finally taking into account all possible choices for interaction type with their respective weights p k . This result of unitary evolution is perhaps surprising given that in a general interaction the target system and the ancilla will become entangled and therefore the target system will become mixed once the ancilla is traced out. This may seem at odds with the fact that unitary evolution cannot map pure states to mixed states. However (25) shows that the system and ancilla do not become entangled to leading order in δt: the ancillas do push the system but if δt is small enough the ancillas do not have time to entangle with it [23] . Of course, this apparent contradiction is resolved at higher orders in δt where dissipative effects emerge, as we will see in Section III B 2.
B. First Order Effective Louvillian
In this paper, we extend the result of [23] to include the dissipative effects coming from the fact that the interaction generates entanglement between the system and the ancillas as well as from the uncertainty about which particular type of ancilla was chosen from the statistical ensemble. To do so we compute the first order contribution in the effective dynamics (23) . As we show in Appendix C, the first order contribution to the effective system dynamics includes both a subleading Hamiltonian correction as well as the leading order dissipative effects:
Notice that if the nontrivial part of the zeroth order unitary dynamics, (27) , vanishes (for example if
, then the first non-trivial contribution to the system's effective generator appears only at first order in δt. In this case, the leading-order dynamics would contain a dissipative component.
First Order Hamiltonian Dynamics
As we show in Appendix C, the effective Hamiltonian coming from the first order dynamics can be written as the sum of three terms,
with
As with the zeroth order Hamiltonian (27) , these contributions consist of: a) integrating over time; b) tracing over the ancillas' subspaces weighted by the ancillas' states ρ A k ; and c) averaging over all possible choices of ancillas with weights p k . One can gain some insight into the physical meaning of H by thinking of the commutator
as the time evolution of the operator X with respects to the Hamiltonian H SA k as in a sort of interaction picture. Notice that, in contrast to [23] , we allow for the interaction Hamiltonian to not commute with itself at different times which leads to nontrivial effects in the first order dynamics.
First Order Dissipative Dynamics
Unlike in zeroth order Liouvillian (25) , the first order Liouvillian (30) contains dissipative effects. As we show in Appendix C, the dissipative part of (30) takes the form,
where H (0) and G 0 are defined in (27) and (28) respectively.
Unlike the unitary part of the dynamics, which preserve the purity of S, the dissipative terms can in general either increase or decrease the system's purity. For any Markovian master equations a necessary and sufficient condition for strictly non-increasing purity is D[I] = 0 [27, 28] . In general, we do not have D[I] = 0. Thus rapid repeated interactions with ancillas may generally either increase or decrease the purity of the bombarded system.
To help in the interpretation of the leading order dissipative term, we define the superoperator C k which acts on system-ancilla states of the form ρ SA k as
Namely, it takes as input a system-ancilla density matrix and returns the time-evolved density matrix through the corresponding time averaged interaction Hamltonian G 0 (H SA k ). Using (39) we can rewrite (38) as
where the "variance" Var(C k ) is defined as
We use ⟪C k ⟫ to denote the application of the superoperator
In other words, the "average" ⟪C k ⟫ takes as input a system-ancilla density matrix, applies the corresponding C k , takes the partial trace over the A k ancillary systems, performs a weighted sum over all types of ancillas, and then attaches a fresh ancilla to the resulting reduced state.
We show in Appendix C that we can interpret this "variance" as how much, on average, a superoperator C k does not commute with the averaged superoperator ⟪C k ⟫ since
Note that even if there is only one type of ancilla (that is, if p k = δ k,1 ) we do not have Var(C k ) = 0 because even then C 1 ≠ ⟪C 1 ⟫, as can be readily seen from (42). Thus the dissipation includes contributions from our uncertainty about the ancilla state, as well as from which ancilla was chosen from a statistical ensemble, and what type of interaction the system underwent.
In sections III D, III E, and VI we see explicit examples of this interpretation of the leading order dissipative effects.
C. First Order Master Equation
From (13), (25) and (30) we can write the interpolated master equation as
where E is the largest energy scale relavant to our dynamics. For example if the system and ancillas are qubits then these energy scales would be the free energy of the qubits ̵ hω S , ̵ hω A k and the coupling strengths ̵ hJ k so that
For the rest of the paper we truncate the dynamics at this order.
D. Lindblad Form
For any Markovian master equation, we can find operators H, F n and positive numbers Γ n such that:
where H is a self-adjoint operator and
A master equation written in the form (45) is said to be in Lindblad form [29] . L(X)[ρ] is called the Lindblad superoperator, Γ n are called decoherence rates and F n are called decoherence modes.
From (44), we can directly see that
where the dissipative part of the dynamics (38) can be written in the form of equation (45) as
as shown in Appendix D.
In writing (48) we have made use of several definitions. First, we have written the spectral decomposition of each ρ A k as
Second, we defined the probability vector q with dimen-
this is the probability of meeting a type k ancilla and finding it to be in the pure state α k ⟩. We then defined the N × N matrix Q with components Q ij ∶= q i δ ij − q i q j . We interpret this matrix as the symmetric bilinear form associated with the variance, since associating a vector of outcomes X to the the probability vector q we see that the variance of X is var(X) = X T QX. This is an example of the fundamental relationship between the leading order dissipation and the uncertainty about the ancillary systems claimed in Section III B 2.
Noting that this matrix is real and symmetric, we have denoted its eigenvalues and eigenvectors as γ m and v m respectively, where the components of the m-th eigenvector are v m,(k,α k ) . In Appendix D, we show the eigenvalues are real, non-negative, and bounded as 0 ≤ γ m ≤ 1.
Finally, we define
Thus the A m decoherence modes are linear combinations of the diagonal blocks of all of the interaction Hamiltonians with respects to some eigenvector of Q. Note that since the diagonal blocks of a Hermitian matrix are Hermitian, the A m decoherence modes are Hermitian. Additionally, from (48), we see the decoherence rates of these modes are proportional to their corresponding eigenvalue of Q. Further inspection of (48) indicates the existence of another type of decoherence mode: each off-diagonal block of every interaction Hamiltonian, H SA k , appears as a decoherence mode. The decoherence rates of these modes are proportional to the probability that the ancilla is of type k and is found in state α k ⟩.
We note that this is not the canonical form of the Lindblad equation. As mentioned above, the decoherence modes in (48) are formed from subblocks of the interaction Hamiltonians. In general, these will not be orthogonal to each other or traceless, however, for any particular choice of the H SA k 's the canonical Lindblad form can be found from (48) by diagonalizing the modes against each other and then rediagonalizing the Lindblad form.
Decoherence rates
In this section, we derive an upper bound for all the decoherence rates associated with the leading order dissipation.
The decoherence rate for the n-th mode in (48), including the δt 2 factor outside of D in (44), is
where E n is the energy scale associated with the n-th decoherence mode and P n is either one of the q i probabilities or an eigenvalue of Q, γ m ∈ [0, 1]. As mentioned above, the decoherence modes in (48) are in general not orthogonal, and so we expect them to interfere with each other. We would have the fastest decoherence rate if all of the decoherence modes constructively interfered. The most extreme this interference can be is if all the decoherence modes are identical, in which case the decoherence rate is
which we can upper-bound as
where E = max(E n ). We can compute ∑ n P n by separating the P n 's into those which come from the q (k,α k ) modes and those which come from the γ m modes. Doing this we find
is the dimensionality of the k-th type of ancilla and ⟨M k ⟩ = ∑ k p k M k is the average effective dimension of the ancillas. Thus we have a bound on any decoherence rate, Γ, as
Thus, at leading order, longer, stronger interactions with higher dimensional ancillas can cause the fastest decoherence. On the other hand, rapid, weak interactions with a single type of pure qubit cannot cause fast decoherence. Noting that the q 2 factor is bounded by 1 we see that this upper bound scales as δt E 2 ⟨M k ⟩. We also note that since the bound on the rate of decoherence scales linearly with δt, the bound on the decoherence due to a single interaction of duration δt scales quadratically as δt 2 E 2 ⟨M k ⟩. Specifically, this means that for small δt, two interactions of a duration δt 2 can at most produce half the decoherence that is possible with one interaction of length δt.
Using (55) we can lower-bound the coherence time τ associated with any decoherence channel as
E. Example: simple time dependent switching function
To see an explicit example of (44), let us consider a single type of interaction with a single type of ancilla. Namely, we choose the interaction Hamiltonian to be
That is, we couple an observable of the system, J S , with an observable of the ancilla, J A , via a time dependent switching function. As we show in Appendix E, from (26), (31), and (38) we then have
where H S and H A are the free system and ancilla Hamiltonians respectively as in (24);
are weighted averages of the switching function; ⟨J A ⟩ is the average with respects to the initial ancilla state ρ A k as defined in (29), and ∆
is the variance of the ancilla observable J A . Note that the weighted averages of the switching function are not independent since g 2 = g 1 + g 0 2.
We note that the dissipative term (59) is already written in Lindblad form as defined in (45). We see that there is only one decoherence mode J S with a decoherence rate
where J S is some scale associated with J S . We can again see the connection between dissipation and variance discussed in Section III B 2. Here we see that the decoherence rate is proportional to ∆ 2 J A , the variance of the ancilla observable J A . Thus the rate of dissipation is exactly related to the amount of information we are ignoring by tracking only the system.
We will see specific applications of this form of interaction in Sections IV A, VI A, and VI B.
IV. RELATIONSHIP WITH OTHER REPEATED INTERACTION MODELS
In this section we situate the present results within the existing literature.
A. Caves-Milburn Repeated Measurement Model
Caves and Milburn [20] considered a system S with one degree of freedom. Let X S be its position and P S its canonically conjugate momentum. They investigated the dynamics of such a system when its position is repeatedly measured through an interaction with a series of identically prepared probe systems, A, where each individual system-probe Hamiltonian is
where P A is the probe's linear momentum operator. The probe's position is assumed to be in a stationary pure Gaussian distribution. The system evolves under its free Hamiltonian H S except for a series of "delta kicks" at times t = nδt. The probes are assumed to have no free dynamics, so they do not evolve, except at the precise time their respective "delta kick". The unitary for a single interaction is
The effect of the interaction on each probe's position is roughly a translation in space by ⟨X S ⟩, thus making a rough record of the system position. Since each probe is assumed to be stationary, ⟨P A ⟩ = 0, the effect of its interaction with the system is roughly to widen the system's momentum distribution ⟨P S 2 ⟩ by a quantity ⟨P A 2 ⟩ = ̵ h 2 2σ, where σ is the spatial spread of the probe's state.
Critically, in the limit of δt → 0 the impact of a single interaction, (65), does not vanish. This is because the average coupling strength in (64) strengthens as the interaction shortens. Therefore the limit of continuous measurement in this model (δt → 0), as stated, is singular. In order to overcome this singularity, the authors of [20] weaken the effect of each interaction by taking σ to get larger as δt goes to zero. This implies that the positions of the probes become more uncertain as they scan the system more frequently. Therefore, as we approach the limit, the probe states are no longer perfect indicators of the system's position, making the "measurement" weak.
In the limits δt → 0 and σ → ∞ keeping their product constant (i.e. δt σ = const.), the master equation for the system becomes [20] 
Comparing (66) with (44), (57), (58), and (59), one may wonder, in what way the weak measurement formalism of [20] is similar to the repeated interaction scheme developed in this paper. At first sight the key difference between the two scenarios is that in our setting the coupling strength is finite, and remains so even in the limit of infinitely frequent interactions. We can nevertheless recover the dynamics in (66) as a particular case of our general formalism by taking an interaction with a single type of ancilla of the form described in Section III E and introducing a time scale τ controlling the strength of the interaction in the following way:
The inclusion of the δt τ factor weakens the interaction as δt → 0. As in (64), the system's position X S is coupled to the ancillas momentum P A through a delta coupling. The ancilla has no free dynamics (H A = 0) and is in a stationary pure spatial Gaussian distribution so that ⟨P A ⟩ = 0 and ⟨P A 2 ⟩ = ̵ h 2 2σ where σ is the spatial spread of the probe's state.
Using these assumptions about the ancilla states we greatly simplify the master equation. Specifically, we see that the zeroth order Hamiltonian (57) reduces to the system Hamiltonian since ⟨P A ⟩ = 0. Furthermore the first order Hamiltonian contribution to the dynamics (58) vanishes since ⟨P A ⟩ = 0 and H A = 0. Thus all of the nontrivial contributions to the unitary dynamics have disappeared.
Finally the dissipative part (59) reduces to
since g 0 = 1, and ∆
. Again, as discussed in Section III B 2, we see that the rate of dissipation is proportional to the uncertainty of the relevant ancilla observable, here momentum.
With all these particularizations considered, the master equation (44) becomes
We note (69) is of the same form as (66). If we make the interaction strength parameter scale as τ ∼ δt, mimicking the delta strength in (64), then the dissipative prefactor becomes (4δtσ) −1 , reproducing exact the result by Caves and Milburn in [20] as a particular case of the general equation (44).
B. Zanardi-Campos Venuti dissipation-projected dynamics
In a series of recent papers [21, 22, 24] , Zanardi et al. examined the effects of adiabatic control in strongly dissipative quantum systems. In particular, they considered a system which evolves according to the Lindblad equation
where L 0 is the system's free Liouvillian and L 1 is a perturbation which plays the role of a control/driving term. The authors examined in particular the dynamics of system states in ker[L 0 ] (i.e., states which remain fixed during evolution by L 0 ) under (70). In the special case where L 1 vanishes with time (as O(1 t) in [21, 22] and as O(1 √ t) in [24] ), they found that the dynamics within ker[L 0 ] were well described by an effective Liouvillian P 0 L 1 P 0 up to an error that vanishes as t → ∞, where P 0 is a projector onto ker[L 0 ]. Notably, when
, when the driving is Hamiltonian, this effective dynamics within ker[L 0 ] is unitary [30] .
While [21, 22, 24] are not directly concerned with repeated interaction systems, the highly general results they present can be specialized to describe a quantum system undergoing a series of identical interactions with a succession of identical ancillas. In particular, the authors consider as an example the case where the system is bipartite and composed of a "small system" S as well as a bath B. They suppose that L 0 acts trivially on S but describes a strongly dissipative dynamics on B with a unique steady-state ρ B . The overall generator L 0 + L 1 then describes a dynamics wherein S evolves non-trivially while B feels a strong constant pull towards the state ρ B . Intuitively, this scenario resembles that of a repeated interaction system in which S interacts identically with a sequence of ancillas, each prepared in the state ρ B ; the difference being that B is drawn to ρ B via dissipation here, rather than being periodically replaced with a fresh copy.
This intuitive connection is formalized in [22] , where the authors show that the effective dynamics within ker[L 0 ] is well described by (e In [24] the authors extend their analysis to describe the subleading-order effective dynamics within ker[L 0 ] under (70). In particular, they solve for the effective generator in the case where P 0 L 1 P 0 = 0, and find it to scale as L 1 2 . Whereas their leading-order effective generator describes a unitary dynamics when L 1 is Hamiltonian, their subleading-order generator contains both Hamiltonian and dissipative terms; in agreement with the behavior displayed by L 0 and L 1 [see Eq. (12)] in the present work.
The results developed in [21, 22, 24] are noteworthy both for their great generality and for their timely relevance to a number of areas in the field of quantum information. However, the focus of these papers is rather different than the present one. In particular, Zanardi et al. were concerned with very general driven-dissipative systems where dim(ker[L 0 ]) > 1 and L 1 → 0 at an appropriate rate as t → ∞ (in the spirit of the adiabatic theorem). In contrast, we focus here on a specific physical setting: that of a repeated interaction system. However, we analyze aspects of this setting which have no analogue in [21, 22, 24] : for instance, the effects of non-identical ancillas and non-identical interaction Hamiltonians, effective dynamics beyond subleading order (i.e., L 2 , L 3 , . . . ), and mid-cycle non-Markovian effects (see Section V A). Moreover, we do not limit ourselves to cases in which the overall system-ancilla Hamiltonian vanishes with large t. Given the parallels between the present work and that of Zanardi et al., we believe that our results are complementary to theirs, and that they may provide insights that lead to extensions of [21, 22, 24] ; for instance, in describing the effective dynamics within ker[L 0 ] to higher orders.
C. Other Investigations of Repeated Interaction Systems
There exist a number of other studies on repeated interaction systems in a variety of contexts. Among them:
• Refs. [1] [2] [3] [4] [5] study the mathematical underpinnings of such models, with a focus on ancillas which are prepared in thermal states of the same temperature.
• Refs. [6] [7] [8] [9] consider a qubit system interacting identically with a series of identical ancillas. They examine various types of system-ancilla couplings and determine which kinds lead to decoherence and which lead to thermalization (or more generally, homogenization).
• Refs. [10] [11] [12] [13] [14] [15] [16] use repeated interaction systems as a tool to study quantum thermodynamics. In particular, they examine the steady-state towards which the system is asymptotically drawn in the long-time limit.
• Other authors have used repeated interaction systems to study a wide range of phenomena. For instance, in Ref. [31] the authors use such a model to describe the behavior of force carriers. Their scheme is comprised of cycles whose effect on the system does not vanish as the cycle becomes infinitesimally short-effectively invoking an infiniteenergy term in the dynamics, in the spirit of [5, 20, 25] .
V. ERROR ANALYSIS
In this section we analyze the degree to which the effective Liouvillian L δt accurately describes the dynamics of a system interacting with a succession of ancillas. There are two distinct sources of discrepancy between the L δt -generated effective dynamics and the full open dynamics of the system: (i) "stroboscopic error", which is important over short timescales [of order O(δt)], and (ii) "truncation error", which is important over long timescales [of order O(t)].
A. Stroboscopic Error
The system's effective Liouvillian L δt is derived by coarse-graining the impact of individual cycles to arrive at a smooth "average" dynamics. Since ancillas are discarded after they interact with the system, information from the system is irreversibly lost to the environment (i.e., the collection of ancillas), yielding an effective system evolution that is Markovian on timescales much longer than a single cycle. The true dynamics of the system, however, is not exactly Markovian. Rather, during each cycle, information from the system can flow to an ancilla and then back into the system, creating nonMarkovian dynamics on short timescales of order O(δt). In other words, the duration of each cycle, δt, is the characteristic timescale of the environment's effective memory.
During each cycle, the system's true dynamics will deviate slightly from the L δt -predicted evolution, only to come back into agreement with the latter again at the end of the cycle. We refer to this effect as "stroboscopic error", due to close analogy with the error that arises from simulating a Hamiltonian stroboscopically using Trotter's formula [32] . As one might expect, the degree to which non-Markovian effects temporarily cause the system to deviate from the L δt -predicted evolution scales with the cycle duration: sufficiently short cycles render the environment effectively memoryless to a good approximation.
We quantify the magnitude of stroboscopic error by extending the approach used in [23] , taking each interaction and each ancilla to be identical for simplicity. In particular, we consider the state of S at the end of the n th cycle, ρ S (t n ), where t n = nδt. We then compute the system's state during cycle n + 1, at a time t n + τ (where 0 < τ < δt), in two different ways. First, using the full S-A evolution and tracing out A to obtain the exact system state ρ (ex) S (t n + τ ). Then, evolving the system by L δt , effectively ignoring non-Markovian effects, and denoting the result as ρ (eff) S (t n + τ ). To quantify magnitude of stroboscopic error, we examine the difference ρ (ex)
(t n + τ ), which describes the deviation between the exact and effective system dynamics. Expressing the result in powers of δt, we have
where we have maximized over τ . Here, ⋅ = Tr ⋅ denotes the trace norm (which we have assumed to take on finite values), and H SA max ∶= max 0<ξ<1 H SA (ξ) . The calculation is straightforward but lengthy, and is presented in Appendix F. Observe that to leading order in δt, the magnitude of stroboscopic error depends linearly on the S-A coupling strength, as found in [23] .
To O(δt), however, stroboscopic error depends not only on the interaction Hamiltonian, but it also scales nontrivially with the free Hamiltonians of S and A. As the previous intuition suggested, we find stroboscopic error to vanish as the cycle duration δt becomes short.
B. Truncation Error
As discussed above, the interpolation described by Eq. (13) ensures agreement between the exact and L δt -generated dynamics of the system at the end of each cycle when using the full expression for L δt [see Eq. (12)]. However, if the system-ancilla interactions occur in sufficiently rapid succession, i.e., if δt is sufficiently short, it is reasonable (and highly convenient) to truncate L δt to a finite order in δt. In particular, the master equation in (45) arises from approximating L δt as
We refer to the deviation between the exact system dynamics under repeated interactions and that generated by (74) at cycle endpoints as "truncation error". In particular, truncating L δt to O(δt) as above produces after one cycle a truncation error that goes as
where E is the largest relevant energy scale of the systemancilla dynamics, as defined in III C. In other words, the effect on the system of a single cycle is well-described by the approximation in Eq. (74) provided δt is not unreasonably large.
In contrast with the stroboscopic error, however, truncation error accumulates with t instead of vanishing at the end of each cycle. Concretely, after n cycles, the deviation between the exact system dynamics and that generated by (74) scales as O(n E
VI. GENERAL REPEATED QUBIT-QUBIT INTERACTION
In this section, we illustrate the results of this paper with three simple examples of physical interest [33, 34] . We consider the case where the system and ancillas are all qubits. The most general Hamiltonian of the form (24) for two interacting qubits is
where σ S and σ A k are the system and ancillas Pauli vectors, ω S , ω A k ∈ R 3 and J k (ξ) is a 3 × 3 matrix. For notational convenience let us introduce the Bloch vectors R k corresponding to the ancilla states ρ A k defined as
We will use Einstein's summation notation with row vectors having subscripts and column vectors having superscripts. The indices k and l are reserved for the indices of the ancilla types and are always explicitly summed over. Greek indices will be taken to run from 1 to 3. Additionally, where necessary, we introduce { ⋅ } around objects to separate the Hilbert space/interaction type labels from the vector labels. We show in Appendix G that directly from equations (44), (27) , (32) , and (38), one finds the following master equation for the system's effective dynamics under repeated interactions:
where we define the objects in (78) below. The leading order unitary contribution to the dynamics is described by ω 
where {R k } α represent the α-th component of the row vector R k , {J k (ξ)} α β represents the (α, β) entry of the 3 × 3 matrix J k (ξ), and where G 0 is the unweighted time average, defined in (28).
The first (subleading) order correction to the unitary dynamics is ω
where the components of each vector are given by
where {ω A k } α represents the α-th component of the column vector ω A k and G 1 , G 2 , and G 3 are the time averages defined in (35) , (36) , and (37), respectively.
The leading order dissipative effects are given by the terms
(83) and
It is convenient to represent the state of the system with its Bloch vector:
The dynamics (78) can be equivalently recast in terms of the system's Bloch vector as
In Eq. (86) the entries of the matrix B are given by
T , and the symbol '×' is the regular vector cross product.
In view of Eq. (86), we can understand the unitary part of the dynamics as a rotation of the system's Bloch vector about the axis given by ω
eff . Notice that we can recast the cross product as ω × a = Ω a where Ω is a 3 × 3 antisymmetric matrix. Thus the unitary part of the dynamics can be thought of as a linear antisymmetric transformation of the system's Bloch vector.
Additionally, in (86), we have the dissipative terms B and b. We note that B is a symmetric matrix, hence it does not contribute to the unitary dynamics. Finally, notice that dissipative part of the dynamics also gives rise to an affine contribution to the dynamics on the Bloch sphere. Note, however, that B and b are not independent of each other.
We now invoke a result from [27] which states that dissipative dynamics with D[I] = 0, where I describes the maximally mixed state, cannot increase the purity of a quantum system. The Bloch vector of the maximally mixed state is a = 0, thus any linear transformation on a will not increase its purity. Therefore, we can interpret B as the part of the dissipation which decreases purity and the affine term b as that which can potentially increase the purity.
Next we present a few relevant concrete examples of the kinds of dynamics that (86) can generate. We see several types of behaviour relating to different fundamental phenomena. These include projection, evolution toward the maximally mixed state, as well as attraction to a fixed point of arbitrary purity.
A. ZZ coupling
Let us consider a qubit, S, repeatedly interacting with a series of identically prepared qubits, A, via a time dependent ZZ coupling. The Hamiltonian for this interaction is
From (78), we find that the system's density matrix evolves as
where ω = ω S + J 0 ⟨σ A,z ⟩ and Γ = 2 δt 1 − ⟨σ A,z ⟩ 2 J 0 2 , and
terms vanish because J(t δt) only has non-vanishing zz components. Equivalently, from (86), the trajectory of the system's Bloch vector is given by
We can solve these equations, with initial conditions a(0) = (a x0 , a y0 , a z0 ) T to find
Thus the Bloch vector maintains a constant z component and the x and y components rotate around the z axis at a rate 2ω while decaying exponentially at a rate Γ, as shown in Fig. 1 a) . The decoherence rate for this projection is
As discussed in Section III B 2, the dissipative terms can be understood in terms of uncertainty. The decoherence rate is proportional to the uncertainty of the ancillas' z component, ∆ In subfigure a) qubits interact via a ZZ coupling. The result is that system qubit is projected onto the ω eff axis; b) qubits interact via an XX coupling. The result is that the system qubit is completely dephased; c) qubits interact via a σ ⋅ σ coupling. The result is that system qubit is thermalized to the same purity as the ancillas; d) qubits interact via a σ ⋅ σ coupling. The system qubit begins mixed and is fully purified by the interaction.
are certain about the z polarization of the ancilla then there is no decoherence. If we are maximally uncertain about the z polarization of the ancilla (say the ancilla is x-polarized or maximally mixed) the decoherence is strongest.
In sum, the decoherence of the system S introduced by the interaction (87) can be understood as a projection onto the z axis of the Bloch sphere. The dephasing time of this decoherence channel is
B. XX coupling
Next, let us consider a qubit, S, repeatedly interacting with a series of identically prepared qubits, A, via a time dependent XX coupling. The Hamiltonian for this interaction is
Using (78), we then find that the system's density matrix evolves as
Equivalently, from (86), we can rewrite the dynamics of the system in terms of its Bloch vector as
x . The ω S terms are the system's free evolution which rotates the Bloch vector around the z axis. The ω x terms are the corrections to the unitary dynamics which cause some rotation about the x axis. Finally the Γ terms capture the decoherence caused by the repeated interaction which serve to exponentially suppress the y and z components.
We note that both the leading (zeroth) order and subleading corrections to the unitary dynamics are rotations around the x direction. Roughly speaking, the leading order correction comes from the ancillas Bloch vector having some x component which the system senses through the XX coupling. The subleading correction comes from the ancillas y component rotating into the x direction during the interaction due to the ancillas' local dynamics.
If the ancillas are not fully polarized in the x direction, together these effects cause any initial system state to become maximally mixed as shown in Fig. 1 b) . The y and z components are suppressed directly by the Γ term, while the x component rotates into the y and z directions and is thereby also suppressed.
Again we see that, as discussed in Section III B 2, dissipation in this setting can be understood in terms of uncertainty. Concretely, the decoherence rate for this example, Γ, is proportional to the uncertainty of the ancillas x component, ∆ 2 σ A,x = 1 − ⟨σ A,x ⟩ 2 . Therefore, if we are certain about the x polarization of the ancilla then there is no decoherence. If we are maximally uncertain about the x polarization of the ancillas (say the ancillas are z-polarized or maximally mixed) the decoherence is the fastest.
C. Isotropic spin coupling (σ ⋅ σ)
Finally, let us consider a qubit, S, repeatedly interacting with a series of identically prepared qubits, A, via a time dependent σ ⋅ σ coupling. The Hamiltonian for this interaction is
We recall from (78) that the system's density matrix evolves as
For the specific interaction (102), the leading order unitary dynamics is described by
That is, it goes as the free evolution of the system plus a contribution from the repeated interactions, which points in the direction of each ancillas initial Bloch vector.
The first (subleading) order correction to the unitary dynamics is
The leading order dissipative effects are given by
Using (86), we can write the system's dynamics in terms of its Bloch vector. Doing this, we find
where ω
eff and ω (1) eff are defined in (104) and (105) respectively and where
As discussed above, the first term in (108) corresponds to the effective unitary evolution of the system, whereas the effect of the B matrix is to reduce system's purity. These two effects combine with the affine term b to produce a fixed point that could be anywhere near the ω
eff axis, depending on the initial state of the ancilla.
For example, if we take the ancillas Bloch vector to be R = Rẑ, then we find the Bloch vector dynamics to be
where ω = ω S + J 0 R,
The ω terms captures the unitary part of the dynamics and serves to rotate the system's Bloch vector around the z axis. The Γ terms exponentially suppress the x and y components to 0, and drive the z component towards a z = R. Note that there is some base decoherence rate Γ 1 suppressing all of the components of the Bloch vector as well as an additional decoherence rate Γ 2 , which suppresses the the x and y components and is proportional to the variance of the ancillas z polarization, ∆ 2 σ A,z = 1−R 2 . This additional decoherence in the x and y components comes from uncertainty about the ancillas' z polarization.
We solve these equations with initial conditions a(0) = (a x0 , a y0 , a z0 )
T to find
The end result of this dynamics is that the system is "thermalized" with the ancilla, i.e., the system's purity at the fixed point of this dynamics becomes the same as the ancillas'. We see this behavior in Fig. 1 c) . Note that if the ancillas are eigenstates of σ A,z , the repeated interaction serves to drive the system to a fixed point which is pure as in Fig. 1 d) .
Note that these examples of qubit-qubit interactions are just particular cases of our general formalism, which can be applied to a wide variety of different systems. For example, it was shown in [23] that this kind of formalism can be applied to infinite dimensional quantum systems such as a harmonic oscillator repeatedly coupled to qubits. Furthermore, this formalism is particularly well suited to analyze more complex relevant situations such as, for instance, the light-matter interaction [35] , entanglement farming [36] , and gravitational decoherence [20, 25, 37] .
VII. CONCLUSION
In this paper, we studied the emergent open dynamics of a quantum system which undergoes repeated unitary interactions (of duration δt) with a sequence of ancillary systems. We extended previous results (see [23] ) in the following ways:
• We fully determined the leading order (in δt) dissipative effects. We also characterized the first subleading corrections to unitary dynamics that arise when we deviate from the limit δt → 0, which formed the basis of the scheme presented in [23] .
• We found the effective master equation (in Lindblad form) describing the emergent dynamics of the system incorporating the effects induced by the repeated interactions with the ancillas. We characterize the decoherence rates of this emergent open dynamics. We also found an upper bound to the decoherence rates and studied how it scales with the effective dimension of the ancillary systems.
• We relaxed the restriction in [23] that the ancillas repeatedly interacting with the system be identical. Instead, we allow, in general, the ancillas to be taken from an ensemble of different types of ancillas. Namely, these ancillas can now be quantum systems of different dimensions, can be prepared in different states, and can interact with the system through different Hamiltonians.
Remarkably, we found that the strength of the dissipative part of the dynamics is intrinsically linked with the fundamental "unpredictability" in the system-ancilla interaction. This unpredictability can come from a) quantum uncertainty in the observable through which the ancilla is coupled to the system b) classical uncertainty (mixedness) in the state of the ancilla or, in the general case where the ancillas are randomly chosen from a statistical ensemble, c) classical uncertainty as to which type of ancilla are chosen at every particular iteration of the repeated interaction. In the particular case of qubitqubit interactions, we showed how the strength of the dissipation is proportional to the variance ∆ 2 σi in the ancilla state, where σ i is the observable of the ancilla that we couple to the system. We compared our findings with existing results in the literature. In particular, (i) we showed how our formalism could be adapted to include, as a special case, the results of [20] , (ii) we discussed the relation between the present work and [21, 22, 24] , extending a special case of their results to higher orders in δt, and (iii) we situated our results within the existing literature on repeated interaction systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] .
We analyzed several examples wherein the system and the ancillas are qubits. We showed the rich variety of phenomena that can arise from different types of couplings even between low-dimensional systems. In particular, we considered transverse, longitudinal and isotropic system-ancilla couplings, and observed that the system's dynamics gives rise to effective projection, depolarization, themalization of the system with the ancillas, and purification of the system through the repeated interactions. The characterization of more general conditions under which the repeated interaction can purify is an interesting topic in its own right and will be reported elsewhere.
The results presented in this paper have potental application in numerous settings. Most immediately, they could be used to describe the effective dynamics of a particle scattering through media, which, in turn, could enable one to characterize the medium in question through its effective impact on a probe system. Similarly, our results could provide insight into the process of decoherence, complementing existing results involving repeated interaction systems in other regimes [2, 4, 5, 10, 12, [14] [15] [16] , and in the field of quantum thermodynamics [38] .
This work significantly extends the formalism that was developed in [23] for the purpose of coherent quantum control. The present extensions allow not only for a better understanding of errors that may arise in such control schemes, but paves the way for non-unitary control, which could be used for dissipative state preparation and for Lindblad simulation. Finally, our results may provide insight into the quantum measurement problem [17] , and even into the quantum nature of gravity through gravitational decoherence phenomena [18] [19] [20] 25] .
Appendix A: Derivation of Formal Power Series
In this appendix, we derive the series expansions (16) and (19) from Section II. We expandφ(δt), defined in (4), as a formal series in powers of δt. Using the expansion (14) for U δt,k (δt), we havē
as claimed in (16), where
as claimed in (17) . Next, we find a recursive definition of the coefficients for the expansion of L δt claimed in (19) . We note that the problem of solving for L j is closely related to that of converting between Dyson and Magnus series [39] . Recall, in Section II, we defined L δt as the unique (up to choosing a branch cut) Liouvillian superoperator satisfying (11), namely exp(δt L δt ) =φ(δt).
To summarize our calculation, we will first formally expand L δt as a series in δt as L δt = L 0 +δt L 1 +δt 2 L 2 +. . . . Then, using this expression, we will expand (11) as a series in δt and require it to match order by order with the expansion forφ(δt) given by (16) . This gives a recursive definition for the coefficients of L δt .
First, we expand Ω δt (t), defined in (10), as a series in both δt and t as
We can expand this further using a multinomial expansion. Keeping in mind that the L j operators do not commute, we get
where the set Z n ≥0 contains the non-negative integer vectors of dimension n. In (A4), each β in the sum corresponds to a way of picking one term from each of the n sums in (A3). For example, n = 4 and β = (0, 1, 0, 3) corresponds to the term
In order to collect terms with the same powers of δt in (A4), we define J β = ∑ n i=1 β i and regroup the sum over all β's into a sum over J and a sum over β's with J β = J as
The set of β's with J β = J are exactly the weak compositions of J of length n which we denote by C w (J, n), that is, the ordered lists of nonnegative integers of length n which sum to J. For example, C w (3, 2) are all the ways of writing 3 as the sum of two non-negative integers:
And C w (2, 3) are all the ways of writing 2 as the sum of three non-negative integers:
(1, 1, 0), (1, 0, 1), (0, 1, 1)}.
Adopting this notation and evaluating (A6) at t = δt we find
Thus we have expanded the left hand side of (11) as a series in δt. Now we require this to match order by order with the expansion ofφ(δt) given in (16) . They automatically match at zeroth order, and for M ≥ 1 we requireφ
Next, we turn this relationship into a recursive definition for L M . Separating the n = 1 term from the sum isolates an L M −1 term since C w (M −1, 1) = {(M −1)}. Explicitly, we havē
Solving this for L M −1 we find
Finally, to simplify, we change M → M + 1 and shift the index n by one, yielding
This is the recursive definition for L M claimed in Eq. (19) . It is easily seen to be recursive, since n ≥ 1 implies all β ∈ C w (M − n, n + 1) have
Thus right hand side of (A13) only contains L m 's with
Next, we compute L m for small m. Taking M = 0 in (A13) we get an empty sum over n and thus L 0 =φ 1 as claimed in Eq. (20) . Taking M = 1 in (A13) we get
as claimed in Eq. (21) . Finally, taking M = 2 in (A13) we get
as claimed in Eq. (22) .
Appendix B: Derivation of L0
In this appendix, we calculate L 0 using the general form of Hamiltonians given in (24) . Using (20) and (17) we calculate
where we have used that U k,1 , defined in (15), is antihermitian. We have also defined
Thus,we have confirmed that L 0 is of the form claimed in (25) , meaning that to zeroth order the evolution is completely unitary.
Now we convert H (0)
eff into the form claimed in (26) . First, we calculate U k,1 defined in (15) as
where G 0 (X) = ∫ 1 0 X(ξ) dξ, as defined in (28) . Using this we can simplify H
eff as
where (27) . Note that we have dropped the term proportional to the identity, and used ⟨X⟩ k ∶= Tr A k ρ A k X as defined in (29) .
Thus, we have confirmed that the effective Hamiltonian at leading order is the free system Hamiltonian, H S , plus a contribution from the repeated interactions, H (0) , as claimed in (26) .
Appendix C: Derivation of L1
In this appendix, we calculate L 1 , as defined in (21) . The calculation proceeds as follows: 1. First, we separate U k,2 , defined in (15) , into U k,1 2 2 plus a remainder. We then use this decomposition of U k,2 to calculateφ 2 , defined in (17).
2. Then, recalling that L 1 =φ 2 −φ 1 2 2, we separate this expression forφ 2 intoφ 1 2 2 plus additional terms, which we identify as the Hamiltonian and dissipative terms claimed in (30) .
3. Finally, we rewrite these Hamiltonian and dissipative parts in the forms claimed in (31) and (38).
Derivation ofφ2
As mentioned above, we first seek to rewrite U k,2 , defined in (15) , as
We compute
where we recall from (15) that
To summarize the lengthy calculation in words: we have symmetrized over the dummy variables ξ 1 and ξ 2 and then manipulated the resultant terms to match each other in both integrand and order of integration. Specifically, in one term we switched the order of the operators H k (ξ 1 ) and H k (ξ 2 ) at the cost of adding a commutator term, we then changed the order of integration to match the other term. Combining these two integrals, we recognize the result as the product U 2 k,1 .
Thus we have rewritten U k,2 in the form (C1), where
We note that U k,1 is antihermitian such that U k,1 2 is Hermitian, whereas u k,2 is antihermitian. Thus, we have
Using this form for U k,2 , we can findφ 2 , defined in (17), as
Separation of L1
Next, we seek to find an expression for L 1 =φ 2 − φ 1 2 2 separated into Hamiltonian and dissipative parts as claimed in (30) . In order to do this we expand the double U k,1 commutator inφ 2 given by (C6). We then collect the terms which are manifestly Hamiltonian as well as those which make upφ 1 2 2.
To begin, we recall that from (B3) we have
Thus by linearity the double commutator in (C6) involves picking pairs of these three terms. We analyze each of these possible combinations in turn, beginning with all those involving H A k . If we pick 1 ⊗ H A k in the outer commutator then the double commutator vanishes, since
due to cyclic property of partial trace, that is, the fact that
for arbitrary operators X and Y on A k and S-A k respectively. Likewise, the terms with H S ⊗1 in the outer commutator and 1 ⊗ H A k in the inner commutator vanish
since the trace can freely move through the H S commutator and vanishes at the H A k commutator by the aforementioned cyclic property of partial trace. However, the term with G 0 (H SA k ) in the outer commutator and 1 ⊗ H A k in the inner commutator does not vanish. We find,
Thus, we have examined all terms involving H A k and found that all but one vanish. Next, we handle all the remaining terms involving H S . If we pick the terms with H S ⊗ 1 in both the inner and outer commutators, we find
since ρ A k has unit trace and ∑ k p k = 1. On the other hand, if we pick the term with H S ⊗ 1 in the outer commutator and G 0 (H SA k ) in the inner commutator, we find
where we recall (27) . Finally, if we pick the term with G 0 (H SA k ) in the outer commutator and H S ⊗ 1 in the inner commutator, we find
where we have again recalled from (27) that
Thus, in full we havē
The first two terms are both single commutators and so they can be combined together into a Hamiltonian term. Additionally, from (20) and (25) we see that the next three terms almost have the form of 1 2φ
they are missing only the term
, ⋅ ] 2. Using these observations, we havē
Finally, recalling from (21) that L 1 =φ 2 −φ 1 2 2, we have
Thus we have confirmed the form of L 1 claimed in Eq. (30).
Simplifying H (1) eff
In Appendix C 2, we showed that the unitary part of (30) takes the form (C17), namely
where from (C3) we have
Recall that our Hamiltonian is given by (24) as
In this subsection we will drop the 1's for convenience and define an aggregate free Hamiltonian
Thus we can expand u k,2 as
We can simplify the first two terms as
where G 1 (X(ξ)) ∶= ∫ 1 0
(ξ − 1 2)X(ξ) dξ as in (35) .
Additionally, defining
eff is thus
The other term in H
eff can be rewritten as
This follows quickly from the aforementioned cyclic property of partial trace and is analogous to the identity for the full trace,
Finally, combining (C27) and (C28), we get
as claimed in (31), where
as claimed in Eqs. (32) , (33) , and (34).
Simplifying D[ ⋅ ]
In Appendix C 2, we showed that the dissipative part of (30) takes the form (C19), namely
as claimed in (38) , where H (0) and G 0 are defined in (27) and (28) respectively.
Here, we seek to rewrite D in the form claimed in (40). In order to do this we define
as in (39) , and
as in (42). We can immediately rewrite the second term in (C33) as
Similarly, we can rewrite each H (0) commutator in the first term of (C33) as
Thus we can express the double commutator as
In the above calculation, we temporarily switched the order of the system and the ancilla in the tensor product for convenience. We also used the result ⟪⟪C k ⟫⟫ = ⟪C k ⟫ which is proven later in this section.
Thus, combining (C38) and (C36), we arrive at
In order to interpret this "variance" we must first prove some properties of the average ⟪ ⋅ ⟫. Firstly, as claimed above,
Secondly, we show
so that ⟪C k X⟫ = ⟪C k ⟫X. Specifically, this means
Note, however, that ⟪X C k ⟫ ≠ X⟪C k ⟫. Finally, we show,
Thus, we can interpret
As an aside, naively, we might think to interpret the variance as
However, a simple computation shows this expression to vanish:
Appendix D: Derivation of Lindblad Form
In this section, we convert the dissipative part of the dynamics (44) to the Lindblad form shown in (45). From (44) we see that
The dissipative part of (44) takes the form (38) , namely
where H (0) and G 0 are defined in (27) and (28) respectively. To put this into Lindblad form, we begin by attempting to rewrite (D2) in the form
for some operators F n and G and some positive numbers c n . Once we have our dissipative part in this form (D3), we can convert it into Lindblad form (45) by the following argument: First, note that, since the dynamics are trace preserving, we have Tr S D[ρ S ] = 0 for every ρ S . Thus
Since the holds for every ρ S , we must have
Thus, we can rewrite
ρ S F † n F n 2 is the Lindblad superoperator. From (D3) we can read off the decoherence modes F n and, including the δt 2 factor in front of D in (44), the decoherence rates Γ n = δt c n 2. Thus, we seek to write each of the two terms in (D2) in the form (D3).
First, we rewrite the second term in (D2) as
where we have used the identity
the linearity of partial trace, and defined
and use this to rewrite
for any Hermitian H. Finally, using (D10) we can rewrite (D7) as
where we have defined the probability vector q with dimension N = ∑ k dim(A k ) and components q (k,α k ) = p k λ α k . Thus we have written the second term in (D2) in the form (D3). Next, we rewrite the first term in (D2) in the form (D3). Using the identity (D8), we have
is Hermitian. From equations (D2) and (D12) we naively read off a decoherence mode as H (0) with decoherence rate
, where H (0) is some energy scale associated with H (0) . However, this is incorrect as decoherence rates must be positive. Thus there must be interference between the terms in (D11) and (D12). To identify this interference, we rewrite H (0) as
Such that,
Finally, combining (D2), (D11), (D12) and, (D15) we find
To manifest the interference discussed earlier, we transfer the terms with α k = β k from the first sum to the second sum. This yields,
In (D16), the first term is written in the form required by (D3), however the second term needs to be diagonalized. Defining the N × N matrix Q with components Q ij = q i δ ij −q i q j and the operators
In order to cast this in the form (D3) we need to find Q's eigenvalues and eigenvectors. We now prove several properties of Q by associating it with a statistical variance. If we associate a vector of outcomes X to the the probability vector q, we can compute the variance of X as
Since the variance is always nonnegative, Q is positive semidefinite. Moreover, noting that Tr(Q) = ∑ i q i − q i 2 = 1 − q 2 ≤ 1, we see that Q's eigenvalue are bounded by 1 for every q.
We proceed to diagonalize (D17). We denote the eigenvectors of Q as v m with components v m,i and the eigenvalues as γ m . Using these we can rewrite Q = U ΓU † where Γ = Diag(γ m ) and U is the unitary matrix constructed from taking the eigenvectors as its columns. In components this is written as Q ij = ∑ m v m,i γ m v m,j * . Using this we diagonalize (D17) as
Thus having the second term in (D16) written in the form of (D3), we can put (D2) in Lindblad form as described above. Doing so, we find
as claimed in (48).
Appendix E: Derivation of Master equation for Product Interaction
In this section, we find the explicit form for (44), assuming all ancillas to be identical for simplicity (thus p k = δ k,0 , and so we can drop the sum over k). We assume the interaction Hamiltonian to have the factorable form
To describe the effective system dynamics, we first need to compute (26) , (31) , and (38) . Using (27) and (E1), and recalling (29) , namely, that ⟨X⟩ = Tr A (ρ A X), we have
Thus, using (26) , we arrive at (57):
To compute H
(1) eff we recall (31), namely:
Using (32) and (E1), we have
dξ. Using (33) , and (E1) we have
where g 2 = G 2 g(ξ) = ∫ 1 0 ξg(ξ)dξ. Using (34) , and (E1) we have
in other words, the interaction Hamiltonian now commutes with itself at all times. Combining (31), (E5), (E6) and (E7), we find
as claimed in (58). Finally we compute the dissipative part. Using (E2) we have as the first term of (38)
The second term of (38) is
Putting these together, we get
where ∆ 2 J A = ⟨J A 2 ⟩ − ⟨J A ⟩ 2 . This comfirms the claim in (59).
Appendix F: Derivation of Stroboscopic Error Magnitude
In this section we present a derivation of Eq. (71). To begin, consider a superoperator-valued function A(t). Using the trace norm and the operator norm it induces throughout, we have for 0 < x < 1 that 
To simplify later notation, we define an operator Γ which acts on superoperator-valued maps as
The left-hand side of Eq. (F5) can now be written in the compact form (ΓA)(x) . Let us make some more preliminary observations:
• It is simple to show that if L = −
• Similarly, if L is a superoperator on S-A and L red ∶= Tr A [L( ⋅ ⊗ ρ A )] is a superoperator on S, then L red ≤ L . This follows immediately from the contractivity of the partial trace under the trace norm [32] .
• The operator norm induced by the trace norm is submultiplicative, i.e., L 1 L 2 ≤ L 1 L 2 for superoperators L 1 and L 2 . This is a general property of induced norms.
We now derive the main result concerning stroboscopic error. Using the notation employed in the main text, we have that
where we've used L(t
, ⋅ ], the Liouvillian corresponding to the total S-A Hamiltonian. We decompose this Liouvillian superoperator into free parts on S and A, as well as an interaction term, as L(t ′ ) = L S + L A + L SA (t ′ ), following Eq. (24) . Expanding (F7) in powers of τ yields ρ (ex) S (t n + τ ) = ρ S (t n )
where we define superoperators Ξ j as indicated in the expression above. On the other hand, the L δt -generated dynamics gives ρ (eff) S (t n + τ ) = e L δt τ ρ S (t n ) (F9) ) ρ S (t n ).
. To characterize the magnitude of stroboscopic error, we subtract Eqs. (F8) and (F9) and collect powers of δt and τ . In particular, we extract the τ and δt -dependence from all terms in the form of a prefactor δt α τ β , and collect terms having the same value of α + β. The physical justification for this approach comes from the fact that we seek here to describe dynamics on timescales of order O(δt), and so τ and δt must be comparable in magnitude. Concretely, we have that ρ (ex) S (t n + τ ) − ρ 
We characterize here the stroboscobic error to order O(δt 2 ). While lengthy, it is straightforward to extend this procedure to higher orders.
Inserting into the expression above the decomposition of L into system, ancilla and interaction terms, one finds that the leading-order component of (F10) goes as
Using Eq. (F5) and our other preliminary observations, it follows immediately that the leading-order term, Eq. (F11), scales as
where H SA max ∶= max 0<τ <δt H SA (τ ) . Similarly, the subleading order terms in (F10) go as
and { ⋅ , ⋅ } denotes an anti-commutator. Thus, subleading order contribution to stroboscopic error is bounded in norm as
One arrives immediately at Eq. (71) by combining (F12) and (F15), and maximizing over τ ∈ (0, δt).
To proceed with the calculation we make use of the identity Using (G13), we have
where we have made use of
as well as (G4) and the fact that Tr A k (ρ A k ) = 1. The term proportional to the identity does not contribute to the dynamics and can be dropped. Thus, reintroducing braces, we have
as in (84). Thus we have confirmed all the terms in (78), yielding the master equation eff σ S , ρ S (t) (G30)
Next, we translate the qubit master equation (78) in terms of the system's Bloch vector a = Tr S ρ S σ S .
The dynamics of the system's Bloch vector is described by
which we compute term by term beginning with unitary part:
Tr S − i ω eff ⋅ σ S , a(t) ⋅ σ S σ S = Tr S (ω eff × a(t)) ⋅ σ S σ S = 2ω eff × a(t).
Next, we calculate the effect of the affine part of the dynamics on the system Bloch vector:
where b = D 0 T .
Finally, the last part of the dynamics gives
where B 
