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INTRINSIC ERGODICITY FOR FACTORS OF (−β)-SHIFTS
MAO SHINODA AND KENICHIRO YAMAMOTO
Abstract. We show that every subshift factor of a (−β)-shift is in-
trinsically ergodic, when β ≥ 1+
√
5
2
and the (−β)-expansion of 1 is not
periodic with odd period. Moreover, the unique measure of maximal
entropy satisfies a certain Gibbs property. This is an application of the
technique established by Climenhaga and Thompson to prove intrinsic
ergodicity beyond specification. We also prove that there exists a sub-
shift factor of a (−β)-shift which is not intrinsically ergodic in the cases
other than the above.
1. Introduction
The β-transformations and associated β-shifts were introduced by
Re´nyi [17] to study expansions with non-integer bases β > 1. More
precisely, a β-transformation Tβ : [0, 1)→ [0, 1) is defined by
Tβ(x) := βx− bβxc
for every x ∈ [0, 1) where bξc denotes the largest integer no more than
ξ and a β-shift Σβ is a subshift consisting of β-expansions induced
by a β-transformation. Dynamical properties of Tβ and Σβ are very
important from viewpoints of ergodic theory and number theory, so for
over half a century, they have been intensively studied by many authors
[7, 13, 15, 16, 17, 18, 19, 20].
Recently, to investigate expansions with “negative” non-integer bases,
Ito and Sadahiro [12] introduced (−β)-transformations and associated
(−β)-shifts. For a real number β > 1, a (−β)-transformation T−β :
(0, 1]→ (0, 1] is a natural modification of Tβ defined by
(1.1) T−β(x) = −βx+ bβxc+ 1
for every x ∈ (0, 1]. Not being the same form of (−β)-transformations
studied by Ito and Sadahiro, it topologically conjugates with the orig-
inal one (see [14, §1] for details). Similar to the case of β-shifts, a
(−β)-shift Σ−β is a subshift consisting of (−β)-expansions induced by
a (−β)-transformation. While the definition of Σ−β is similar to that
of Σβ, dynamical properties of Σβ are different from that of Σ−β. For
example,
• it is clear that the number of fixed points of Σ−β is strictly
greater than that of Σβ for any β > 1;
• it is well-known that Σβ is topologically mixing for all β > 1,
but we can easily find β > 1 so that Σ−β is not transitive;
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• we can find β > 1 so that Σβ is sofic but Σ−β is not sofic (see
[14] for instance).
Hence it is worth investigating problems considered for β-shifts in the
case of (−β)-shifts. Recently, dynamical properties of (−β)-shifts are
also studied by many authors from viewpoints of ergodic theory and
number theory [9, 10, 11, 12, 14].
In this paper we investigate uniqueness of measures of maximal en-
tropy for factors of (−β)-shifts. Dynamical systems with unique mea-
sures of maximal entropy are called intrinsically ergodic. It is a funda-
mental problem to study intrinsic ergodicity at the interface of ergodic
theory and topological dynamics. Dynamical systems with specifica-
tion is intrinsically ergodic and it is preserved for their factors [1]. On
the other hand, there are also many dynamical systems without speci-
fication, including β-shifts and (−β)-shifts for Lebesgue almost β > 1
[3], but less is known intrinsic ergodicity for systems beyond specifi-
cation and their factors. The present paper is largely motivated by
results of Climenhaga and Thompson [6]. In the context of symbolic
system, they established a new technique to decide intrinsic ergodicity
beyond specification (See Section 2 for details). As an application they
study β-shifts and give a positive answer to the open problem posed
by Thomsen in [2, Problem 28.2]: every subshift factor of a β-shift
is intrinsically ergodic. Moreover, the unique measure of maximal en-
tropy is the weak*-limit of Dirac measures providing equivalent weights
across periodic measures. On the other hand, while intrinsic ergodic-
ity for (−β)-shifts is studied by Liao and Steiner [14], that for factors
of (−β)-shifts were not known. So it is natural to ask whether one
can apply Climenhaga and Thompson’s technique to (−β)-shifts. Our
main results are following.
Theorem A. Let (Σ−β, σ) be a (−β)-shift and d−β(1) be a (−β)-
expansion of 1 (see §3 for definitions).
(1) Suppose that β ≥ 1+
√
5
2
and d−β(1) is not periodic with odd
period. Then every subshift factor of (Σ−β, σ) is intrinsically
ergodic. Moreover, the unique measure satisfies the Gibbs prop-
erty on some G ⊂ L(Σ−β) (see Definition 2.2) and is the weak*
limit of {µn} with the form
(1.2) µn =
1
#Per(n)
∑
x∈Per(n)
δx
where Per(n) = {x ∈ Σ−β : σnx = x}.
(2) Suppose that either 1 < β < 1+
√
5
2
or d−β(1) is periodic with odd
period. Then there exists a subshift factor of (Σ−β, σ) which is
not intrinsically ergodic.
Remark 1.1. Theorem A (1) states that not only intrinsic ergodicity
for factors of (−β)-shifts, but also certain Gibbs property of the unique
INTRINSIC ERGODICITY FOR FACTORS OF (−β)-SHIFTS 3
measure of maximal entropy. These are new results. For (−β)-shifts
(not factors), the intrinsic ergodicity was already known but even in
this case, our result gives more information on the unique measure:
for the unique measure, the Gibbs property and representation of the
unique measure as a limit of periodic orbit measure are new results.
Remark 1.2. Theorem A is derived from Theorem B stated in the end
of §3. Theorem B states that most of (−β)-shifts satisfy some weak
version of specification, called “non-uniform specification” with small
obstructions to specification in [4]. Recently, for a class of subshifts
with non-uniform specification, under some additional conditions, sev-
eral authors prove various dynamical properties such as the uniqueness
of equilibrium states for every Ho¨lder potentials [5, 7], exponentially
mixing property of equilibrium states [4], and large deviations [8]. One
remaining interesting question is to understand which dynamical prop-
erties hold for (−β)-shifts and their factors.
2. Preliminaries
Let A be a finite set and AN the set of all one-sided infinite sequences
on the alphabet A with the standard metric d(x, y) = 2−t(x,y), where
t(x, y) = min{k ∈ N : xk 6= yk}. Then the shift map σ : AN → AN
defined by σ(x)i = xi+1 is a continuous map. If a compact subset
X ⊂ AN satisfies σ(X) ⊂ X, then X is called a subshift. For a finite
sequence w ∈ ⋃n≥1An, denote w∞ := ww · · · ∈ AN the periodic infinite
sequence and by [w] := {x ∈ X : x1 · · ·x|w| = w} the cylinder set for
w, where |w| denotes the length of w. The language L(X) is defined
by
L(X) :=
{
w ∈
⋃
n≥1
An : [w] 6= ∅
}
.
For a collection D ⊂ L(X), we define the entropy of D by
h(D) := lim sup
n→∞
1
n
log ]Dn,
where Dn := {w ∈ D : |w| = n}, and write htop(X) := h(L(X)). The
entropy of an invariant measure µ is given by
h(µ) := lim
n→∞
1
n
∑
w∈Ln(X)
−µ[w] log µ[w].
Then well-known variational principle [21, Theorem 8.6] implies that
htop(X) = sup{h(µ) : µ is invariant}.
An invariant measure which attains this supremum is called a measure
of maximal entropy. If such a measure exists and unique, then we say
that (X, σ) is intrinsically ergodic.
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As we said before, we use Climenhaga and Thompson’s technique
found in [6, 7] to prove Theorem A. Before stating their results, we
give definitions and notations which are appeared in them. We start
with definitions of “non-uniform” version of specification and Gibbs
property.
Definition 2.1 ((Per)-Specification). Let L be a language and con-
sider a subset G ⊂ L. We say that G has (Per)-specification with gap
size t ∈ N if
• for all m ∈ N and w1, . . . , wm ∈ G, there exist v1, . . . , vm−1 ∈ L
such that x := w1v1w2v2 · · · vm−1wm ∈ L and |vi| = t for all i
and
• the cylinder [x] contains a periodic point of period exactly |x|+t.
Definition 2.2 (Gibbs property). Let X be a subshift and G ⊂ L(X).
An invariant measure µ satisfies the Gibbs property on G if there exists
constants K > 1 such that
µ([w]) ≤ Ke−nhtop(X)
for every w ∈ L(X)n and n ∈ N and
µ([w]) ≥ K−1e−nhtop(X)
for every w ∈ Gn and n ∈ N.
For collections of words A,B ⊂ L(X), denote
AB := {vw ∈ L(X) : v ∈ A, w ∈ B}.
For a decomposition L(X) = AB of the language and M ∈ N, we set
A(M) := {vw ∈ L(X) : v ∈ A, w ∈ B, |w| ≤M}.
Now we state two results found in [6, 7].
Theorem 2.3. ([7, Theorem C, Remarks 2.1 and 2.3]) Let (X, σ) be
a subshift whose language L(X) admits a decomposition L(X) = GCs,
and suppose that the following conditions are satisfied:
(I) G(M) has (Per)-specification for every M ∈ N;
(II) h(Cs) < htop(X, σ).
Then (X, σ) is intrinsically ergodic. Moreover, the unique measure sat-
isfies the Gibbs property on G and the sequence of probability measures
(1.2) converges to the unique measure of maximal entropy.
Theorem 2.4. ([6, Corollary 2.3],[7, §§3.4]) Let (X, σ) be a shift space
whose language admits a decomposition GC satisfying (I), (II), and let
(X˜, σ) be a subshift factor of (X, σ) such that htop(X˜, σ) > h(Cs).
Then X˜ is intrinsically ergodic. Moreover, the unique measure satisfies
the Gibbs property on some G˜ ⊂ L(X˜) and the sequence of probability
measures (1.2) converges to the unique measure of maximal entropy
for (X˜, σ).
INTRINSIC ERGODICITY FOR FACTORS OF (−β)-SHIFTS 5
3. (−β)-shifts
Let β > 1 and T−β be the (−β)-transformation on (0, 1] defined by
(1.1). For the notational simplicity, we set A := {1, 2, · · · , bβc + 1}.
Let I1 := (0,
1
β
), Ii := [
i−1
β
) for 2 ≤ i ≤ bβc, and Ibβc+1 := [ bβcβ , 1]. For
x ∈ (0, 1], we define a one-sided sequence d−β(x) ∈ AN by (d−β(x))i = j
iff T i−1−β (x) ∈ Ij holds. Then we have
x =
−(d−β(x))1
−β +
−(d−β(x))2
(−β)2 +
−(d−β(x))3
(−β)3 + · · · .
We call d−β(x) a (−β)-expansion of x. Now, we define
Σ−β := cl({d−β(x) ∈ AN : x ∈ (0, 1]}).
Then it is easy to see that Σ−β is a subshift of AN. We call (Σ−β, σ) a
(−β)-shift. All (−β)-shifts are characterized by the alternating order.
The alternating order ≺ is defined by x ≺ y if there exists i ∈ N such
that xk = yk for all 1 ≤ k ≤ i − 1 and (−1)i(yi − xi) < 0. Denote by
x  y if x = y or x ≺ y. In [12], Ito and Sadahiro proved the following
characterization of (−β)-shifts.
Proposition 3.1. [12, Theorem 11] Let (Σ−β, σ) be a (−β)-shift.
(1) If d−β(1) is not periodic with odd period, then
Σ−β = {x ∈ AN : σk(x)  d−β(1), n ≥ 0}.
(2) If d−β(1) = b1b2 · · · is periodic with odd period n, then
Σ−β = {x ∈ AN : (1b1 · · · bn−1(bn − 1))∞  σk(x)  d−β(1), n ≥ 0}.
Now we state Theorem B, which plays an important role to prove
Theorem A as we mentioned in Remark 1.2.
Theorem B. Let (Σ−β, σ) be a (−β)-shift. Suppose that β ≥ 1+
√
5
2
and
d−β(1) is not periodic with odd period. Then for any  > 0, the language
L(Σ−β) of Σ−β admits a decomposition L(Σ−β) = GCs, satisfying the
following properties:
(I) G(M) has (Per)-specification for every M ∈ N;
(II) h(Cs,) ≤ .
We give a proof of Theorem B in §5.
4. Graph presentation of (−β)-shifts
Let A = {1, . . . , b}. A one-sided sequence b = b1b2 · · · ∈ AN is said
to be an alternately shift maximal sequence if b1 = b and b is greater
than or equal to, any of its shifted images in the alternate order, that
is, for each n ≥ 1, bnbn+1 · · ·  b. For an alternately shift maximal
sequence b, we set Σb := {x ∈ AN : σk(x)  b, k ≥ 0}. Then we can
easily check that
• Σb is a subshift;
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• w ∈ L(Σb) if and only if wi · · ·w|w|  b1 · · · b|w|−i+1 for each
1 ≤ i ≤ |w|.
• If d−β(1) is not periodic with odd period, then Σd−β(1) = Σ−β
(see Proposition 3.1 (1) for instance).
The aim of this section is to construct a countable labelled directed
graph, which presents Σb and prove its several properties.
A directed graph G is a pair (V,E) where V and E are disjoint, finite
or countable sets, together with two maps i : E → V and t : E → V .
The set V is called the set of vertices and E is called that of edges.
The maps i and t assign to each edge e ∈ E some pair of vertices (α, β)
where e starts at vertex i(e) = α and terminates at vertex t(e) = β.
For n ≥ 1, we set En(G) := {e1 · · · en ∈ En : t(ei) = i(ei+1), 1 ≤
i ≤ n − 1} and EN(G) = {e1e2 · · · ∈ EN : t(ei) = i(ei+1), i ≥ 1}.
For a finite set A, a function ϕ : E → A is a labelling of edges of G by
symbols from the alphabet A. We call the pair (G,ϕ) a labelled directed
graph. For e1e2 · · · ∈ EN(G), we define the labelled walk of e1e2 · · · by
ϕ∞(e1e2 · · · ) = ϕ(e1)ϕ(e2) · · · ∈ AN. A finite sequence w ∈ An is said to
be finite labelled path (in (G,ϕ)) if there exists e1 · · · en ∈ En(G) such
that w = ϕ(e1) · · ·ϕ(en). Similarly, we say that a one-sided infinite
sequence x ∈ AN an infinite labelled path if there exists e1e2 · · ·EN(G)
such that x = ϕ∞(e1e2 · · · ). Finally, we set AN(G) = cl(ϕ∞(EN(G))).
Clearly, AN(G) is a subshift. We say that (G,ϕ) is a presentation of a
subshift X if X = AN(G) holds.
In what follows we will construct a countable labelled directed graph
(Gb, ϕ), which is a presentation of Σb. For w ∈ L(Σb), we set k(w) :=
max{k ≥ 1 : w|w|−k+1 · · ·w|w| = b1 · · · bk} if such k ≥ 1 exists and
k(w) := 0 otherwise. We also define Fw := {x ∈ Σb : wx ∈ Σb} the
follower set of w ∈ L(Σb). It is easy to see that Fw is compact.
Lemma 4.1. Let w,w ∈ L(Σb). If k(w) = k(w′), then we have Fw =
Fw
′
.
Proof. We set k := k(w) = k(w′). Without loss of generality, we may
assume that k ≥ 1. Then we have w|w|−k+1 · · ·w|w| = w′|w′|−k+1 · · ·w′|w′| =
b1 · · · bk, and w′i · · ·w′|w′| 6= b1 · · · b|ω′|−i+1 for all 1 ≤ i ≤ |ω′| − k.
Let x ∈ Fw. Since wx ∈ Σb, we have σ|w′|−k(w′x) = b1 · · · bkx =
σ|w|−k(wx) ∈ Σb. This implies that σn(w′x)  b for n ≥ |w′| − k.
Since w′i · · ·w′|w′| 6= b1 · · · b|ω′|−i+1 for all 1 ≤ i ≤ |ω′| − k, we have
σn(w′x) = w′n+1 · · ·w′|w′|x ≺ b for 0 ≤ n ≤ |w′| − k − 1. Thus we have
w′x ∈ Σb, which implies that Fw ⊂ Fw′ . Fw′ ⊂ Fw can be shown
similarly, and so we have Fw = Fw
′
. 
Now, we define a countable labelled directed graph (Gb, ϕ) as follows.
Let V = {V0, V1, V2, . . .} be a set of vertices. There is an edge from Vi to
Vj whenever there exist w ∈ L(Σb) and a ∈ A such that wa ∈ L(Σb),
k(w) = i and k(wa) = j, and this edge is labelled with the symbol a.
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The following proposition is clear by the definition of (Gb, ϕ) and so
we omit the proof.
Proposition 4.2. Let (Gb, ϕ) be as above.
(1) Let w ∈ L(Σb) with k(w) = k. Then we have
Fw = {x ∈ AN : x is an infinite labelled path started at Vk}.
(2) We have Σb = {x ∈ AN : x is an infinite labelled path}
= {x ∈ AN : x is an infinite labelled path started at V0}.
(3) We have L(Σb) = {w : w is a finite labelled path}
= {w : w is a finite labelled path started at V0}.
(4) There is an edge from Vi to Vj which is labelled with the symbol
a ∈ A if and only if either
• j = i+ 1 and a = bi+1 (i ≥ 0);
• i is odd, bi+1+1 ≤ a ≤ b, b1 · · · bia ∈ L(Σb) and k(b1 · · · bia) = j;
• i is even, 1 ≤ a ≤ bi+1−1, b1 · · · bia ∈ L(Σb) and k(b1 · · · bka) =
j.
The situation is sketched in Figure 1 for b = 3232133 · · · . The
3 2 3 2 1 3 3 ・・・
1,2 3
2
1,2
3
V V V V V V V1 20 3 4 5 6
Figure 1. A graph (Gb, ϕ) for b = 3232133 · · · .
following proposition plays a key role to prove Theorem B in §5.
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Proposition 4.3. Let (Gb, ϕ) be as above. For L ≥ 1, we set
C(L) :=
{
bLw
∣∣∣∣ w is a finite path started at VLand never visits V0, V1, . . . , VL−1
}
.
Then for any  > 0, there exists an L ≥ 1 such that h(C(L)) ≤  holds.
Proof. Let  > 0 and take an integer N ≥ 1 so large that 2
N
log b +
2
N
logN ≤  holds. First, we prove the following lemma.
Lemma 4.4. There exists L ≥ 1 such that for any k ≥ L,
{e ∈ E : i(e) = Vk, t(e) = Vj, 0 ≤ k − j ≤ N} = ∅.
Proof. By contradiction, assume that for any L ≥ 1, we can find k ≥ L
such that
{e ∈ E : i(e) = Vk, t(e) = Vj, 0 ≤ k − j ≤ N} 6= ∅.
Then we can find a strictly increasing sequence {ki}i≥1 such that for
any i ≥ 1, ki+1 − ki > N and
{e ∈ E : i(e) = Vki , t(e) = Vj, 0 ≤ ki − j ≤ N} 6= ∅
hold. So there exist {ei}i≥1 ⊂ E and {ji}i≥1 ⊂ N such that for any
i ≥ 1, i(ei) = Vki , t(ei) = Vji and 0 ≤ ki − ji ≤ N hold. Thus, we
can find i and i′ such that i > i′ and ki − ji = ki′ − ji′ . Note that
ji ≥ ki − N > ki′ ≥ ji′ . Since i(ep) = Vkp and t(ep) = Vjp for p = i, i′,
by the definition of the graph Gb, we have
bki−ji+2 · · · bkiϕ(ei) = b1 · · · bji and
bki′−ji′+2 · · · bki′ϕ(ei′) = b1 · · · bji′ .
Therefore, we have
bki′+1 6= ϕ(ei′) = bji′ = bji′+ki−ji+1 = bki′+1,
which is a contradiction. 
It follows from Lemma 4.4 that we can find L ≥ 1 such that for any
k ≥ L,
(4.1) {e ∈ E : i(e) = Vk, t(e) = Vj, 0 ≤ k − j ≤ N} = ∅
holds. In what follows we will show that h(C(L)) ≤ . We set
V ′ := {VL−1, VL, VL+1, . . .}, E ′ := {e ∈ E : i(e) ∈ V ′, t(e) ∈ V ′\{VL−1}}
and define a subgraph G′ = (V ′, E ′) of Gb. For the notational simplic-
ity, we set Wi := VL+i−2 (i ≥ 1). Let A = (aij) be a adjacency matrix
of G′, that is, aij = ]{e ∈ E ′ : i(e) = Wi, t(e) = Wj}. We denote by
An = (a
(n)
ij ) for n ≥ 1 and set a(n)i :=
∑∞
j=1 a
(n)
ij . Then it is easy to
see that a
(n)
1 = ]C(L)n . Thus, to prove the proposition, it is sufficient to
show that
lim sup
n→∞
1
n
log a
(n)
1 ≤ .
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By the equation (4.1) and the definition of the graph Gb, the adjacency
matrix A and a
(n)
i satisfies the following properties.
• aij ∈ {0, 1} for any i, j ≥ 1.
• ai,i+1 = 1 for any i ≥ 1.
• j 6= i+ 1 and i−N < j, then aij = 0.
• a(1)i = 1 for 1 ≤ i ≤ N and a(1)i ≤ b for any i ≥ 1.
• a(n)i ≤ a(n+1)i for any n ≥ 1 and i ≥ 1.
Thus, for any n ≥ 1, we have the following estimates of a(n+1)i .
• If 1 ≤ i ≤ N , then a(n+1)i ≤ a(n)i+1.
• If i ≥ N + 1, then we can find (s1, . . . , si−N) ∈ {0, 1}i−N such
that ]{1 ≤ j ≤ i−N : sj = 1} ≤ b− 1 and
a
(n+1)
i ≤
(
i−N∑
j=1
sja
(n)
j
)
+ a
(n)
i+1.
In what follows we will estimate a
(qN+1)
1 for q ≥ 2.
(Step 1) a
(2N+1)
1 ≤ bN .
a
(2N+1)
1
≤ a(2N)2 ≤ · · · ≤ a(N+1)N+1
≤ a(N)1 + a(N)N+2
≤ 1 + a(N)N+2
≤ 1 + (a(N−1)1 + a(N−1)2 ) + a(N−1)N+3
≤ (1 + 2) + a(N−1)N+3
≤ · · ·
≤ (b− 1)b
2
+ a
(N−b+2)
N+b
≤ (b− 1)b
2
+
(
b∑
j=1
sja
(N−b+1)
j
)
+ a
(N−b+1)
N+b+1
(for some (s1, . . . , sb) ∈ {0, 1}b with ]{1 ≤ j ≤ b : sj = 1} ≤ b− 1)
≤ (b− 1)b
2
+ (b− 1) + a(N−b+1)N+b+1
≤ (b− 1)b
2
+ 2(b− 1) + a(N−b)N+b+2
≤ · · ·
≤ (b− 1)b
2
+ (N − b+ 1)(b− 1) + a(1)2N+1
≤ (b− 1)b
2
+ (N − b+ 1)(b− 1) + b
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≤ bN.
By the above estimation, we also have a
(2N+2−i)
i ≤ bN for any N + 1 ≤
i ≤ 2N + 1.
(Step 2) a
(3N+1)
1 ≤ b3N3.
a
(3N+1)
1
≤ a(3N)2 ≤ · · · ≤ a(2N+1)N+1
≤ a(2N)1 + a(2N)N+2
≤ bN + a(N)N+2
≤ bN + (a(2N−1)1 + a(2N−1)2 ) + a(2N−1)N+3
≤ (1 + 2)bN + a(2N−1)N+3
≤ · · ·
≤ (b− 1)b
2N
2
+ a
(2N−b+2)
N+b
≤ (b− 1)b
2N
2
+
(
b∑
j=1
sja
(2N−b+1)
j
)
+ a
(2N−b+1)
N+b+1
(for some (s1, . . . , sb) ∈ {0, 1}b with ]{1 ≤ j ≤ b : sj = 1} ≤ b− 1)
≤ (b− 1)b
2N
2
+ (b− 1)bN + a(2N−b+1)N+b+1
≤ (b− 1)b
2N
2
+ 2(b− 1)bN + a(2N−b)N+b+2
≤ · · ·
≤ (b− 1)b
2N
2
+ (N − b+ 1)(b− 1)bN + a(N+1)2N+1 .
Then,
a
(N+1)
2N+1
≤
(
N+1∑
j=1
tja
(N)
j
)
+ a
(N)
2N+2
(for some (t1, . . . , tN+1) ∈ {0, 1}b with ]{1 ≤ j ≤ b : tj = 1} ≤ b− 1)
≤ (b− 1)bN + a(N)2N+2
≤ 2(b− 1)bN + a(N−1)2N+3
≤ · · ·
≤ (b− 1)bN2 + a(1)3N+1
≤ (b− 1)bN2 + b
≤ b2N2.
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Therefore, we have
a
(3N+1)
1 ≤
(b− 1)b2N
2
+ (N − b+ 1)(b− 1)bN + b2N2 ≤ b3N3.
By above estimations, we also have
a
(3N+2−i)
i ≤
{
b3N3 (N + 1 ≤ i ≤ 2N);
b2N2 (2N + 1 ≤ i ≤ 3N).
Using this procedure inductively, we have
a
(qN+1)
1 ≤ b2q−3N2q−3 for any q ≥ 2.
Fix any n ≥ N . Then we can find q ≥ 1 and 0 ≤ r ≤ N − 1 such that
n = qN + r. Since n ≤ (q + 1)N + 1, we have
a
(n)
1 ≤ a(q+1)N+11 ≤ b2q−1N2q−1.
Therefore, we have
1
n
log a
(n)
1 ≤
1
n
log b2q−1 +
1
n
logN2q−1
≤ 2
N
log b+
2
N
logN
≤ ,
which proves the proposition. 
5. Proof of Theorem B
Throughout of this section, let β ≥ 1+
√
5
2
and d−β(1) is not periodic
with odd period. Let T−β : (0, 1] → (0, 1] be a (−β)-transformation.
We extend T−β to [0, 1] by
T−β(x) =
{
T−β(x) (x ∈ (0, 1]);
1 (x = 0).
Then it is known that T−β is locally eventually onto in the following
sense.
Lemma 5.1. ([14, Theorem 2.2]) For any interval I ⊂ [0, 1] of positive
length, we can find an integer n > 0 such that T n−β(I) = (0, 1].
We define a map Ψ: Σ−β → [0, 1] by {Ψ(x)} =
⋂∞
n=0 T
−n
−β (cl(Ixn+1)).
Since d−β(1) is not periodic with odd period, Ψ satisfies the following
properties.
• Ψ is continuous, surjective, and Ψ ◦ σ = T−β ◦Ψ.
• Ψ−1{x} is a singleton for every x ∈ [0, 1] \⋃∞n=0 T−n−β ({1})
• For any w ∈ L(Σ−β), Ψ([w]) is a closed interval with positive
length.
Lemma 5.2. (Σ−β, σ) is topologically mixing.
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Proof. Let v, w ∈ L(Σ−β). Then Ψ([v]) and Ψ([w]) is an interval of
positive length. It follows from Lemma 5.1 that there is N > 0 such
that Ψ(σn([v])) = T n−β(Ψ([v])) = (0, 1] for any n ≥ N , which implies
that Ψ(σn([v]))∩Ψ([w]) is an interval of positive length. Note that the
inverse image of a point by Ψ is a singleton except at most countable
set. So we have σn([v]) ∩ [w] 6= ∅, which proves the lemma. 
In the rest of this section, denote b = d−β(1), and let (Gb, ϕ) be a
labelled directed graph as in §4. We denote V = {V0, V1, . . .} the set of
vertices and E the set of edges.
Lemma 5.3. Suppose that d−β(1) is not eventually periodic. Then for
any i ≥ 1, we can find a finite path from Vi to V0.
Proof. Since Ψ([b1 · · · bi]) is an interval with positive length, it follows
from Lemma 5.1 that there is an integer n > 0 such that Ψ(σn([b1 · · · bi])) =
(0, 1]. Thus, we have Ψ(1∞) ∈ Ψ(σn([b1 · · · bi])). Since Ψ is injective at
1∞, we have 1∞ ∈ σn([b1 · · · bi]). So we can find v ∈ Ln−i(Σ−β) such
that b1 · · · biv1∞ ∈ Σ−β. Since k(b1 · · · bi) = i, by the definition of Gb,
there exists an infinite path e1e2 · · · ∈ EN such that i(e1) = Vi and
ϕ∞(e1e2 · · · ) = v1∞.
Thus, it is sufficient to show that there exists an integer j ≥ 1 such
that t(ej) = V0. By contradiction, assume that t(ej) 6= V0 for any
j ≥ 1. Since d−β(1) is not eventually periodic, we can find k ≥ i such
that bk 6= 1. Note that ϕ(ej) = 1 for any j ≥ n + 1. Thus for each
j ≥ 1, we can find an integer 1 ≤ i(j) ≤ k so that t(ej) = Vi(j) holds.
Hence we have 1 ≤ k(v12k) ≤ k, which implies that b1 = 1. This is a
contradiction. 
In what follows we will prove Theorem B.
(Case 1) d−β(1) is eventually periodic.
In this case, it follows from [12, Theorem 12] that (Σ−β, σ) is sofic.
Thus, it follows from Lemma 5.2 that L(Σ−β) has (Per)-specification.
Hence the conclusion of Theorem B is trivial.
(Case 2) d−β(1) is not eventually periodic.
Take any  > 0. By Proposition 4.3, we can find L > 0 such that
h(C(L)) ≤ . Here we set
C(L) :=
{
bLw
∣∣∣∣ w is a finite path started at VLand never visits V0, V1, . . . , VL−1
}
.
Now, we define
G(L) :=
{
w
∣∣∣∣ w is a finite path started at V0and ended at Vi for some 0 ≤ i ≤ L− 1
}
and set G := G(L) and Cs, := C(L). Clearly, we have L(Σ−β) = GCs,
and h(Cs,) ≤ . Finally, we prove that G(M) has (Per)-specification
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for every M ∈ N. By Lemma 5.3, we can define
tM := max{length of shortest path from Vi to V0 : 0 ≤ i ≤M+L−1}.
Let m ∈ N and w1, . . . , wm ∈ G(M). Then for each 1 ≤ i ≤ n,
wi is a finite labelled path started at V0 and ended at Vki for some
0 ≤ ki ≤ M + L − 1. Thus by the definition of tM , we can find a
finite labelled path ui started at Vki and ended at V0 so that |ui| ≤ tM
holds. If we set vi := ui1tM−|u
i|, then it is easy to see that |vi| = tM
and wivi is a finite labelled path started at V0 and ended at V0. Thus
we have (w1v1w2v2 · · ·wmvm)∞ ∈ Σ−β, which implies that G(M) has
(Per)-specification. Theorem B is proved.
Remark 5.4. It is known that β-shifts Σβ also can be presented by
a countable labelled directed graph. In this case, a decomposition
of language L(Σβ) = G(1)C(1) satisfies h(C(1)) = 0 [6, §§3.1] and so
Theorem 2.4 can be applicable to factors of β-shifts. In contrast, in
the case of (−β)-shifts, the entropy of C(1) is large for most of βs, and it
seems to be hard to find L so that h(C(L)) = 0, which makes the proof
of Theorem A difficult. This difficulty comes from the complexity of
the graph presentation of (−β)-shifts (see Figure 1). The novelty of
this paper is to overcome this difficulty by showing limL→∞ h(C(L)) = 0
(Proposition 4.3), which allows us to use Theorem 2.4 to factors of
(−β)-shifts.
6. Proof of Theorem A
(1) Suppose that β ≥ 1+
√
5
2
and d−β(1) is not periodic with odd period.
Let (X, σ) be a subshift factor of (Σ−β, σ).
(Case 1) htop(X, σ) = 0.
It follows from [6, Propositions 2.2 and 2.4] that X comprises a single
periodic orbit and so (X, σ) is intrinsically ergodic.
(Case 2) htop(X, σ) > 0.
Take  > 0 so small that  < htop(X, σ) holds. Then it follows from
Theorem B that L(Σ−β) admits a decomposition L(Σ−β) = GCs, sat-
isfying
(I) G(M) has (Per)-specification for every M ∈ N;
(II) h(Cs,) ≤  < htop(X, σ);
Thus it follows from Theorem 2.4 that (X, σ) is intrinsically ergodic.
(2) Suppose that either 1 < β < 1+
√
5
2
or d−β(1) is periodic with odd
period. Let X := {1∞} ∪ {1n2∞ : n ≥ 1} ∪ {2∞}. Then it is easy to
see that (X, σ) is a subshift with zero topological entropy, and has ex-
actly two ergodic measures of maximal entropy δ1∞ , δ2∞ . In particular,
(X, σ) is not intrinsically ergodic. So it is sufficient to show that there
is a continuous surjection pi : Σ−β → X such that pi ◦ σ = σ ◦ pi holds.
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(Case 1) 1 < β < 1+
√
5
2
.
Since β < 1+
√
5
2
, we have d−β(1) < d−β′(1) = 21∞. Here we set
β′ := 1+
√
5
2
. So d−β(1) is of the form “21k2 · · · ” for some even number
k. We note that k ≥ 2 (see [14, Proof of Proposition 3.5] for instance).
Let n := k + 1. Recall that w ∈ L(Σ−β) if and only if
wi · · ·w|w| ≤ b1 · · · b|w|−i+1 (1 ≤ i ≤ |w|).
Thus, we have
(6.1) w1n 6∈ L(Σ−β) whenever w 6= 1|w|.
We define a block map Φ: Ln(Σ−β)→ {1, 2} as
Φ(w) =
{
1 (w = 1n);
2 (otherwise),
and define pi : Σ−β → X by
(pi(x))k := Φ(xk · · ·xk+n−1) (k ≥ 1).
First, we show that pi is well-defined, that is, pi(x) ∈ X for any x ∈ Σ−β.
If pi(x) = 1∞, then clearly pi(x) ∈ X. Assume pi(x) 6= 1∞ and let k ≥ 1
be a minimum integer so that (pi(x))k = 2. Then it is sufficient to show
that (pi(x))j = 2 for any j ≥ k+ 1. Since (pi(x))k = 2, by the definition
of a block map, we have xk · · ·xn−k+1 6= 1n. Now, by contradiction,
assume that (pi(x))j = 1 for some j ≥ k + 1. Then xj · · ·xn+j−1 = 1n.
This together with xk · · ·xn−k+1 6= 1n implies that xk · · · xj−1 6= 1j−k.
Thus, by the equation (6.1), we have xk · · · xj−1xj · · ·xn+j−1 /∈ L(Σ−β),
which is contradiction. Therefore pi : Σ−β → X is well-defined.
Clearly pi is a continuous and satisfies pi ◦σ = σ ◦pi. Finally, we show
that pi is surjective. As we proved above, (pi(x))k = 2 implies that
(pi(x))j = 2 for any j ≥ k. Since pi(d−β(1))1 = pi(1n−1d−β(1)) = 2, we
have pi(d−β(1)) = 2∞ and pi(1k+nd−β(1)) = 1k2∞ for any k ≥ 1. These
together with pi(1∞) = 1∞ imply that pi is surjective.
(Case 2) d−β(1) is periodic with odd period n.
First, we recall that
Σ−β = {x : (1b1 · · · bn−1(bn − 1))∞  σk(x)  d−β(1), k ≥ 1},
(see Proposition 3.1). We claim that [bi · · · bi+3n−1] = {(bi · · · bi+n−1)∞}
for 1 ≤ i ≤ n. By contradiction, assume that there exists x ∈
[bi · · · bi+3n−1] so that x 6= (bi · · · bi+n−1)∞. Then we have y := σn−i+1(x) ∈
[b1 · · · b2n] and y 6= (b1 · · · bn)∞. Let k > 2n be a smallest number so
that yk 6= bk holds. It follows from y ≺ d−β(1) that (−1)k(bk− yk) < 0.
Since n is a odd number, we have (−1)k−n(bk−n−yk) > 0, which implies
that σn(y)  d−β(1). This contradicts with σn(y) ∈ Σ−β. We define a
block map Φ: L3n(Σ−β)→ {1, 2} as
Φ(w) =
{
2 (w = bi · · · bi+3n−1, 1 ≤ i ≤ n);
1 (otherwise),
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and define pi : Σ−β → X by
(pi(x))k := Φ(xk · · ·xk+3n−1) (k ≥ 1).
In what follows we will show that pi is a factor map. First, we show
that (pi(x))k = 2 for some k ≥ 1 implies that (pi(x))j = 2 for j ≥ k.
Assume (pi(x))k = 2. Then there exists 1 ≤ i ≤ n such that
xk · · ·xk+3n−1 = bi · · · bi+3n−1.
Hence xkxk+1 · · · ∈ [bi · · · bi+3n−1] = {(bi · · · bi+n−1)∞} and we have
(pi(x))j = 2. Therefore, pi is well-defined. It is clear that pi is continuous
and pi ◦ σ = σ ◦ pi.
Finally, we prove the surjectivity of pi. It is easy to see that pi(1∞) =
1∞ and pi(d−β(1)) = 2∞. Fix k ≥ 1. It is enough to show that there
exists x ∈ Σ−β such that pi(x) = 1k2∞. Note that bn 6= 1. Indeed, since
T n−β(1) = 1, we have T
n−1
−β (1) =
p
β
for some 1 ≤ p ≤ bβc. This implies
that bn 6= 1 by the definition of β-expansions. We claim that for all
j ≥ 1 and 1 ≤ i ≤ n
(6.2) 1jb1 · · · b3n−j 6= bi · · · bi+3n−1.
By contradiction, assume that 1jb1 · · · b3n−j = bi · · · bi+3n−1. Then we
have 1jd−β ∈ [bi · · · bi+3n−1] = (bi · · · bi+n−1)∞. Hence we have bn = 1,
which is a contradiction. By the equation (6.2), we have pi(1kd−β(1)) =
1k2∞. Therefore, pi is surjective.
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