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In this paper we present a robust, efficient and accurate finite element method for solving reaction-diffusion systems on stationary spheroidal surfaces (these are surfaces which are deformations of the sphere such as ellipsoids, dumbbells, and heart-shaped surfaces) with potential applications in the areas of developmental biology, cancer research, wound healing, tissue regeneration, and cell motility among many others where such models are routinely used. Our method is inspired by the radially projected finite element method introduced in [39] . (Hence the name "projected" finite element method.) The advantages of the projected finite element method are that it is easy to implement and that it provides a conforming finite element discretization which is "logically" rectangular. To demonstrate the robustness, applicability and generality of this numerical method, we present solutions of reaction-diffusion systems on various spheroidal surfaces. We show that the method presented in this paper preserves positivity of the solutions of reaction-diffusion equations which is not generally true for Galerkin type methods. We conclude that surface geometry plays a pivotal role in pattern formation. For a fixed set of model parameter values, different surfaces give rise to different pattern generation sequences of either spots or stripes or a combination (observed as circular spot-stripe patterns). These results clearly demonstrate the need for detailed theoretical analytical studies to elucidate how surface geometry and curvature influence pattern formation on complex surfaces. 
Introduction
For many centuries, the problem of pattern formation has fascinated experimentalists and theoreticians alike. Despite this long standing interest, understanding how patterns form on real biological surfaces and how surface geometry and curvature influence patterning remains largely an unchartered research area with numerous unanswered questions [41, 53] . Several studies have shown that reaction-diffusion equations (RDEs) can be used for describing gross patterning behavior in developmental biology [41] . The majority of studies for pattern formation by RDEs to date have simply studied RDEs on planar domains [34, 36, 37, 41, 45] . Although this is perfectly justifiable in some biological species such as butterfly patterns [47] , and stingrays [2] , it is not for many species such as snakes, eel, fish, and leopards [41] where surface geometry and curvature play a crucial role in the emergence and orientation of patterns on biologically realistic surfaces. Other examples where surface geometry and curvature play a key role in pattern formation are sea shells [38] , zebra stripes [40, 41] , lady beetles [30] , repeated structures in skin organ formation [49] , zebra fish [43] and pomacanthus fish [26] .
In the area of numerical analysis, there are various methods for approximating solutions of partial differential equations posed on surfaces. Examples include (but not limited to) the method of lines [7] , surface finite element methods on triangulated surfaces [1, 15, 16, 18, 19] , implicit finite element methods using level set descriptions of the surfaces [17, 18, 42, 48] , diffuse interface methods of which phase-fields are an example [5, 10, 20] , particle methods using level set descriptions of the surface [13, 23, 25, 29] and closest-point methods [32, 33] . In all these methods the continuous surface is approximated by a discrete surface thereby introducing a geometrical error. In most of these studies (except for the closest point method), the numerical methods are designed to treat models on moving surfaces or interfaces or moving manifolds. In this article, we are dealing with stationary surfaces and evolving surfaces are the subject of our current studies. A key issue is how the surface description is encoded into the numerical method. For the surface finite elements, the surface is approximated by a triangulated surface. The geometrical description of the surface is encoded through the knowledge of the vertices of the triangulation. A geometrical error is introduced in carrying out the surface triangulation. On the other hand, numerical methods based on implicit surfaces require the knowledge of the level set function that defines the surface geometry [19] . A key difference between these methods and the projected finite element method (PFEM) is that the latter does not suffer from the geometric error since the surface is not approximated but described exactly, however, this is at the expense of requiring a map that generates the surface.
The PFEM proposed in this article is inspired by the radially projected finite element method which was used to compute approximate numerical solutions for partial differential equations on stationary spheroidal surfaces such as spheres, ellipsoids, and tori [39, 52] . The PFEM gives a geometrically exact discretization of spheroidal surfaces (the geometry is not approximated, but represented exactly). This is attractive for numerical simulations since the resulting finite element discretization is conforming and is "logically rectangular." The PFEM is easy to implement and incorporate into existing finite element codes.
Our article is structured as follows. Reaction-diffusion systems defined on arbitrary spheroidal surfaces are formulated in Section 2. Within this framework we state preliminaries and introduce the notation for surface gradients to be used throughout the paper. We present the PFEM in Section 3 and demonstrate how the method is used to generate the surface mesh triangulation describing the continuous surface. Furthermore, we develop and analyze the PFEM used to approximate solutions of RDEs on various spheroidal surfaces. Section 4 is devoted to numerical simulations where we validate our theoretical error analysis as well as demonstrate the diversity of patterns obtained on surfaces. Finally, in Section 5 we conclude and discuss our findings and lay down foundations for future research.
Model equations on stationary spheroidal surfaces
Let S be a closed, compact, smooth, hypersurface in R N+1 . Let n denote the unit outer normal to S, and let U be any open subset of R N+1 containing S, then for any function u which is differentiable in U , we define the tangential gradient on S by,
where · denotes the dot product and ∇ denotes the gradient in R N+1 . The tangential gradient is the projection of the gradient onto the tangent plane, thus ∇ S u · n = 0. The Laplace-Beltrami operator on the surface S is defined to be the tangential divergence of the tangential gradient
For notational simplicity, let us denote the partial time-derivative of u by
In this study, we restrict u = (u, v) T to be a vector of only two chemical species resident on the surface S. Extensions to multi-species will be conducted in future studies. The evolution equations for reaction-diffusion on stationary surfaces can be readily obtained from the law of mass conservation and these, in non-dimensional form, are of the form [37, 41] 
where u and v only interact through the nonlinear reaction terms f (u, v) and g (u, v) in the absence of cross-diffusion.
In (1) , d > 1 is the non-dimensionalized diffusion coefficient and γ is a positive scaling parameter [41] . Since we are dealing with stationary surfaces, the nonlinear reaction kinetics, f (u, v) and g(u, v) can be, either a pure, or cross activator-inhibitor mechanism where u and v represent the activator and inhibitor respectively [11, 40] . For illustrative purposes we consider the activator-depleted substrate model [22, 44, 46] also known as the Brusselator model whose reaction kinetics are given by
where a and b are positive parameters. Other plausible reactions such as the Gierer-Meinhardt [22] , Thomas [50] , or BVPM [2] kinetics can be easily incorporated into our framework.
Projected finite element method for reaction-diffusion systems

Preliminaries
In order to derive a weak formulation of the system (1), we first define the function spaces in which we seek solutions of the system. For the reader's convenience we give brief definitions of the Sobolev spaces and their norms occurring in this paper. We use the standard notation for Lebesgue and Sobolev spaces defined on the surface S (see [24] for further details).
In particular for α = (α 1 , α 2 , α 3 ) ∈ N 3 , a multi-index with |α| = α 1 + α 2 + α 3 , the Lebesque and Sobolev spaces are defined, respectively, as
where ∂ α S is the tangential α partial derivative. Note that unlike the regular derivatives, higher order tangential derivatives do not commute. We use the convention that W
We also use the common convention that H m (S) = W m,2 (S), and make use of the H m (S) semi-norm defined by 
, then the Euclidean and maximum norms are
Weak formulation of the reaction-diffusion system
We now derive a weak formulation of (1). Let ω, ν ∈ H 1 (S) be test functions. Multiplying (1) by ω and ν and integrating over the surface S, we get the following weak formulation:
for all (ω, ν) ∈ H a.e. t > 0. In the above, we have exploited the fact that we are working on a closed surface (with no boundary). In the case that this is open (the surface has a boundary), homogeneous Neumann boundary conditions (zeroflux) are prescribed and identical equations are obtained.
To approximate solutions of (3) we apply the Galerkin finite element method (which consists of defining a similar problem on a finite dimensional subspace). Our problem now consists of constructing a finite dimensional subspace X of H.
We construct the space X using projection operators.
Projection operators and surface mesh generation
The radial projection introduced in [39] is used not only to generate a quality mesh on the sphere, but also to define a conforming finite element method with optimal convergence rates. In this paper, we introduce projection operators to generate the mesh on closed surfaces which are the deformation of the sphere such as (but not limited to) ellipsoids, cylinders, dumbbells and heart-shaped surfaces. In Section 3.3, we show that the finite element spaces constructed by projection operators yield methods which have optimal convergence rates.
First, let us define the radial projection [39] .
Definition 1.
Let B denote a surface of a cube with side length 2l, and let S r be a sphere with radius r. We denote the radial projection from B onto S r by P R . It is defined by
Remark 1. The radial projection P R and its inverse P −1 R are Lipschitz continuous [39, 52] .
The following example shows how the radial projection can be modified to generate a mesh on a cylindrical surface. Consider a cylinder with spherical caps given by
Let B be the rectangular box with bottom face at z = −2 and top face at z = 2 and whose top and bottom faces are given by the square Fig. 1 ). The radial projection from B onto the cylinder with spherical caps is:
where x = (0, 0, 1) and r = 1 and b = 1. A mesh on the rectangular box and mesh generated by the radial projection P R (x) on the cylinder with spherical caps are shown in Fig. 1 . Next, we define the projection operators which we use to introduce the projected finite element method.
Definition 2 (Projection operator).
Let T be a Lipschitz continuous mapping from sphere with radius r, S r , to the surface S, whose inverse T −1 : S → S r is also Lipschitz continuous. Namely, there exist constants c and C such that
where x 1 , x 2 ∈ S r and y 1 , y 2 ∈ S. The projection operator P(x) is defined by composing radial projection P R with the Lipschitz continuous mapping T . That is, P : Clearly, the projection operator is also Lipschitz continuous, since it is composed of Lipschitz continuous mappings. The surfaces and meshes generated on closed surfaces such as ellipsoid, dumbbell, heart-shaped surface (and many more) using projection operators are given in Fig. 2 . In the following examples, we explicitly give the projection operator P(x) used to construct the surfaces plotted in Fig. 2 .
Ellipsoid
Let S be the ellipsoid whose equation is given by
Dumbbell
Similarly for a dumbbell, the projection operator P(x) is constructed by composing the radial projection with the following Lipschitz continuous mapping:
Heart-shaped surface
Let S be a heart-shaped surface given by the equation
Then the Lipschitz continuous mapping, T , from the sphere onto the heart-shaped surface is given by T (x) = (x 1 + x 2 3 , x 2 , x 3 ). As shown in Fig. 2 , various closed surfaces can be constructed by composing the radial projection, P R , with a Lispchitz continuous mapping T . The following mappings are used for generating the surfaces and meshes for the additional surfaces shown in Fig. 2 .
1 + 5x 3 3 , x 2 + 1 + 5x 3 3 , x 3 , for Surface III.
Surface mesh generation
be a triangulation of the surface S. A family of triangulation is said to be shape regular if there exists a constant κ > 0 such that for each T i ∈ T h we have Hence, there exist constants c and C such that
We use the radial projection to generate a mesh on the sphere S r in the following way:
be a shape regular triangulation of the box B, then a triangulation T
of the sphere S r is given by T
proved in [39, 52] that the triangulation T S r h generated by the radial projection, P R is shape regular.
We use the projection operator to generate a mesh on the surface S in a similar way.
is a shape regular triangulation of the box B, then a triangulation
of the surface S is given by T h = P(K h ). We denote a planar triangle by K i and the corresponding surface triangle by T i . That is for any x ∈ K i , we have P (x) = y where y ∈ T i .
In Proposition 1 we prove that the meshes constructed by the projection operators are also shape regular.
be a shape regular triangulation of the box B and let T h = {T
be the triangulation of the surface
S such that T h = P(K h ). Then T h is a shape regular triangulation of the surface S.
Proof. Let y 1 and y 2 be two points on the surface triangle T i such that h T i = d( y 1 , y 2 ). From (7), we obtain, d( y 1 , y 2 ) < C y 1 − y 2 . Suppose that x 1 and x 2 are on the corresponding planar triangle K i and that y 1 = P(x 1 ) and y 2 = P(x 2 ). Since the projection operator is Lipschitz continuous, there exists a constant c 1 such that
Let x 0 be the center of the inscribed circle in planar triangle K i and set y 0 = P(x 0 ). Let c 2 be the Lipschitz constant of the inverse projection operator P −1 , then
Note that the quality of the mesh depends on the Lipschitz constant of the projection operator P and its inverse, Fig. 2 for example).
Space and time-discretizations
Before we introduce the finite dimensional subspace X of the product space H, let us first define the finite dimensional
be the triangulation of the surface of the cube B, then we define the finite element
We then define,
be the basis of
We are now ready to define the semi-discrete weak formulation:
for all (ω h , ν h ) ∈ X a.e. t > 0.
We obtain the approximate solution of (3) in two steps. First, we discretize in space and get a semi-discrete problem. To obtain a fully discrete problem, we then discretize in time. In the semi-discrete problem (9), we approximate the solu-
) ∈ X . We approximate the time derivative by the backward Euler difference quotient and denote by ∂ the following finite difference operator:
Employing this difference approximation yields an implicit method resulting in a system of nonlinear algebraic equations.
So, the fully discrete weak formulation is:
, ω h ) (10) and (11) for all (ω h , ν h ) ∈ X . That is given the approximate solution at time k, we obtain an approximation to the solution at time k + 1 by solving the nonlinear system given by equations (10) and (11).
Remark 3. The resulting system of nonlinear algebraic equations is solved by use of the Picard iteration. Alternatively, Newton's method can be used at the expense of computing derivatives. We consider this method in future studies. One could also use a modified backward Euler method as proposed by Madzvamuse [35] .
Using the Picard iteration, an approximate solution of (10) and (11) can be obtained by performing several iterations in the following way: (13) for all (ω h , ν h ) ∈ X , where ū (14) where M is the mass matrix with components M ij = (ϕ j , ϕ i ), Ḡ is the stiffness matrix with
, system (14) can be rewritten as is the diffusivity tensor with diffusion constants on the diagonal.
Implementation of the projected finite element method and its approximation properties
Implementing projected finite element method
The projected finite element method provides exact triangulation of the surface and this leads to a conforming finite element discretization. All the computations are done on the surface of the cube which is embedded in R 3 , hence the projected finite element method yields a "logically" rectangular discretization. We choose the term "logically" rectangular to describe the projected finite element discretization since all the nodes at the surface of the cube are the vertices of a lattice (see Fig. 3 ). We start with a uniform triangulation of the surface of the cube B (see Fig. 3 ). Let K denote a planar triangle on the surface of the cube. Note that the triangles are flat but embedded in R 3 . Thus, the nodes {η i }
of the planar triangle K
be the linear basis functions for the planar triangle K , which satisfy φ i η j = δ ij where δ ij = 0 if i= j,
For notational convenience let a point on x ∈ K be represented by
, and a point y on the surface triangle T be represented by y = (y 1 , y 2 , y 3 ). Thus the projection operator P will project the planar triangle K onto the surface triangle T , P(x) = y where
The inverse projection maps the surface triangle T onto the planar triangle
In all our computations, we take a cube whose x ∞ = 1, which is the unit circle with respect to the infinity norm. We denote the faces of the cube by Face 1, Face 2, . . . , Face 6 . We project the surface of the cube onto the surface, S by the projection operator, P. For example, the projection operator from the surface of the cube onto the heart-shaped surface (as shown in Fig. 2 ) is as the following
Clearly, the projection operator P(x) in (16) is not one-to-one. But, restricted to each face the projection operator is one-toone and onto. Hence the inverse P −1 is well defined. The inverse of the projection operator in (16) restricted to each face of the cube is given by
The basis functions on the surface triangle, T are constructed by where φ i are the linear basis functions on the planar triangle K with P(K ) = T (see (8)). Note that the basis functions on surface triangles are not linear, but rational functions. In Fig. 4 (a) , a linear basis function on Face 1 of the cube is plotted.
In Fig. 4 (b) the corresponding basis function and the projection of the Face 1 onto the heart-shaped surface by (16) are shown.
Components of the mass matrix M ij = (ϕ j , ϕ i ) are computed on the planar triangles by use of change of variables in the following way
by change of variables J is the Jacobian of the projection operator P : B → S which is given by
To compute the components of the stiffness matrix Ḡ , we again use a transformation of variables. The tangential derivatives of the basis functions are by definition equal to
where n = n( y 1 , y 2 , y 3 ) is the normal to the surface S and ∇ϕ i = ( 
Since the basis functions on the surface triangle are constructed by composing the linear basis functions of the planar triangle with the inverse projection, we have
T is the transpose of Jacobian of the inverse projection P −1 : S → B. Note that since the inverse projection is different for each face of the cube, the matrix ← − J T is computed based on the location of the planar triangle on the cube. For instance, the transposed Jacobian of the inverse projection of heart-shaped surface, P −1
We then compute the components of the stiffness matrix in the following waȳ
In the above, we have used the definition of the tangential derivative and change of variables appropriately. Thus all the integrals are computed exactly on the surface of the cube B. Since the projected finite element method is based on mapping a three dimensional cube onto the surface S, we transform the surface gradients ∇ S ϕ i to the surface of the cube by
Note that the transformation of the tangential derivative to the surface of the cube is equivalent to the definition of the surface gradient in classic differential geometry in the following way. If we restrict the projection operator to the faces of the cube, then it can be considered as a mapping from a unit square in two dimensions to a surface in three dimensions. For example, for the case of heart-shaped surface, if we restrict the projection operator to Face 1, then the projection operator is equivalent to the following map from the unit square, denoted by Û , in R 2 to a portion of the heart-shaped surface, denoted by Ŝ , in R 3 (see Fig. 4 (b))
That is the surface Ŝ is parametrized by X :Û →Ŝ. Let T (Ŝ) denote the tangent space to the surface Ŝ at a given point. The parametrization X defines a basis
Then the first fundamental form of the surface Ŝ is given by
where du 1 and du 2 are the differentials with respect to u 1 and u 2 and
Let ĥ be a real-valued function defined on the unit square ĥ :Û → R, then h =ĥ •X −1 is a real valued function defined on the surface Ŝ , h :Ŝ → R. The tangential derivative of h in local coordinates is then given by [12] 
where g =
E F F G
and g −1 is the inverse of g. It can be shown that the transformation of the tangential gradient to the surface of the cube as given in (20) is equivalent to (21).
Numerical integration
We use a 13-point Gaussian quadrature rule to approximate integrals on the planar triangles K [14] . The 13-point quadrature rule used in the computations is as follows; (22) where ω i are the weight of the quadrature rule. This quadrature rule is exact for polynomials of degree 7 [14] . The integral over the surface S is computed in the following way (23) where N e is the number of surface triangles.
Approximation properties
The following lemma (Lemma 1) has been proved for the radial projection P R in [39] . In this paper, we will demonstrate the proof for the projection operator P(x) = (T • P R ) (x). Let U be an open subset of R N+1 which contains the surface S and B, we then extend a function u : S → R to the open subset U and denote the extension as û : U → R. We define the extension û with the following properties u( y) =û( y) and ∇ S u( y) = ∇û( y), ∀ y ∈ S. (24) That is, we extend u defined on the surface S to an open subset U of R N+1 such that the extension û is constant in the normal direction to the surface S, and varies only along the surface. ( 
Lemma 1. Let u : S → R and û : U → R be the extension of u as defined in (24) let K be a planar triangle on B and let T be a surface triangle on S, which is obtained by T = P(K ), then there exist constants c > 0 and C
> 0 such that (i) c û L 2 (K ) ≤ u L 2 (T ) ≤ C û L 2 (K ) , (ii) c û H 1 (K ) ≤ u H 1 (T ) ≤ C û H 1 (K ) ,
implying the equivalence of norms), and (iii
) |û| H 2 (K ) ≤ c u H 2 (T ) (iv) c ∇û L 2 (K ) ≤ ∇ S u L 2 (T ) ≤ C ∇û L 2 (K ) .
Proof. (i) Let
− →
J be the Jacobian of the projection operator P(x), and ← − J be the Jacobian of the inverse projection operator P −1 (x). Since the projection operator P and its inverse P −1 are Lipschitz continuous, there exist constants c and C such that
.
(iv) Note that for any x ∈ K , we have P (x) = y where y ∈ T . Thus by the chain rule we have
(ii) Consequence of (i) and (iv).
(iii) Taking gradient of ∇û(
Therefore, for some constant c, we have |û|
Next, we show some approximation properties of the space χ . Define the piecewise interpolant I h u ∈ χ of a function
are the nodes of the triangulation T h .
Proposition 2. For any function u defined on a surface triangle T , in which T
= P (K ), we have û| K = u • P| K .
Then the restriction of the interpolation to the planar triangle K is I Kû = (I h u • P) | K , where I K is the piecewise linear interpolation of û on the planar triangle K .
Proof. Let {ϕ
be the projected finite element basis functions associated with the surface triangle T , and let {η i }
be the vertices of the surface triangle T . Since T = P(K ), we have η i = P η i }, i = 1, 2, 3, where
are the vertices of
be the linear finite element basis functions of the planar triangle K , then by definition we
Composing both sides with P, we get
The following estimates are well known consequences of the Bramble Hilbert lemma (see [3, 4, 8, 27] , for details)
and 
and Proof. We only prove inequality (28) , since the proof of inequality (29) is similar. Since for any u defined on the surface triangle T , we have that û| K = u • P| K , using Lemma 1 we get that
. (26) we get that
by Lemma 1
Remark 4. Note that Theorem 1 is a result of the fact that the projection operator P and its inverse P −1 are Lipschitz continuous. Clearly the interpolant I h u is well defined for continuous functions, since it uses the nodal values of the function u.
Since u ∈ H 2 (S), u is continuous on S by Sobolev embedding theorem [24] . Note also that u • P| K is in H 2 (K ) whenever u ∈ H 2 (S) (by Lemma 1), and thus u • P| K is also continuous on K .
Let R h : H 1 (S) → χ be the so-called Ritz projection of H 1 (S) onto χ , which is defined as the orthogonal projection with respect to the L
The following estimates for the Ritz projection are a consequence of Theorem 1.
Theorem 2. Let u ∈ H
2 (S) and R h u ∈ χ be the Ritz projection defined in (30) , then
and
We show that the nonlinear reaction terms
introducing the concept of invariant sets for ordinary differential equations (ODEs) [31] . Consider the following system of ODEs
Let I ⊂ R 2 be a convex region with boundary ∂I and let n be the unit outward pointing normal vector at (u, v) ∈ ∂I (see Fig. 5 ). The region I is invariant if for any initial conditions in I solutions of (33) 
. On D A the outward normal n = (−1, 0) , u = u 1 , and 0
Thus if the initial condition (u(0), v(0)) of the system (33) is in the convex region I, then the solution remains in I for all t > 0. We now turn our attention to the model equation (1) and prove that the convex region I of Lemma 2 is also an invariant region for (1) . The following theorem can be found in [9] .
Theorem 3. Suppose I is a closed convex region with Lipschitz boundary ∂I and n
where n is the outward normal to ∂I. If (u, v) satisfies (1) 
Since the solution (u, v) of (1) 
Proof. Since (u 1 , v 1 ) and (u 2 , v 2 ) are solutions of (1) and remain in the invariant set I, we have |u i | < λ, and |v i | < λ, i = 1, 2. It follows then that
Similar analysis yields
Next we derive estimates for the convergence rates of the semi-discrete weak formulation (9) . In the following theorem, we suppose that the solutions of the continuous problem are sufficiently smooth, and that they have the regularity implicitly assumed by the presence of the norms on the right hand side of the following inequality. (u, v) be the solution of (1) and let (u h , v h ) ∈ X be the solution of (9) , then
Theorem 4. Let
Proof. The proof follows the steps as in [51] . 2
Preservation of the invariant region
Next, we show that the Galerkin approximation constructed using the projection operator can be modified to have the property that I 1 (a subset of I) is also an invariant region for the approximate solutions. We prove only for the case of a unit sphere. This invariance property is not true in general for the finite element method. The standard Galerkin finite element method does not satisfy the maximum principle. We can however modify the method so that it satisfies a maximum principle by using a lumped mass quadrature rule to approximate the L 2 -inner product in χ [51] .
be the vertices of the planar triangle K , then the lumped mass quadrature rule q K (û) is defined as follows
Using a lumped mass quadrature formula, the mass matrix becomes a diagonal matrix, with the diagonal entry in each row equal to the sum of the entries in the corresponding row of the standard mass matrix M . 
We show that Ḡ ij ≤ 0, when i = j. Tangential derivatives of the basis functions are the projection of the gradient on to the tangent plane (see (18)). Thus, 
The proof of the following theorem is inspired by the results in [21] . Proof. Let M denote the lumped mass matrix, and let Ḡ denote the stiffness matrix with positive diagonal entries and non-positive off diagonal entries. We consider the following method in the matrix form
),
where
) denotes a vector whose jth component is (a − u k+1 h
Let u 1 have the following representation in terms of the finite element basis functions
). 
Then (36) can be rewritten as 
Remark 6. When computing the solutions of (38) with the method (35) using Picard iteration (and a lumped mass matrix), we obtain identical convergence rates to those shown in Table 1 (for the standard mass matrix), as such these results are not shown.
Numerical experiments
Parallel computing: Experiment 1
All experiments were performed using Matlab and its Parallel Computing Toolbox. The Picard iteration (15) is carried out, adaptively, several times at each time level. Note that the size of the matrix (M + DG + M u ) −1 increases as the mesh is refined. The finite element method is computationally very intensive. However several steps of the method can be Table 1 Observed errors corresponding to system (38) . Here j denotes the refinement level, h denotes the diameter of the largest spherical triangle measured using the geodesic distance formula (39) , n denotes the number of spherical triangles. For parallel computations we use a computer with the following configuration: Mac Pro with two 2.4 GHz Quad-Core Intel Xeon "Westmere" processors, the computer has 8 cores, thus the parallel code is run using 8 Matlab workers. For comparison, we ran the serial code and plotted the execution times for the various grids in Fig. 6. 
Convergence rates: Experiment 2
In this experiment we verify the convergence rates proved in Theorem 4. We show that an approximate solution obtained by the method described in this paper converges to an "exact" solution as h → 0. We construct an "exact" solution in the following way. Let (u, v) = (x 1 , x 2 ) be the exact solution of the following elliptic system x 2 ) is the exact solution of (37) . Let S denote the unit sphere, and let (u h , v h ) ∈ X be the approximate solution of the following reaction-diffusion system 
In Table 1 
Since the triangulation on the sphere is exact and consists of spherical triangles, we use geodesic distance to measure the mesh size h. The geodesic distance between two points x 1 and x 2 on the unit sphere is the arc length of the great circle connecting them
Picard iteration: Experiment 3
To approximate the solution at time level k + 1, we apply the Picard iteration (15) . For all the computations presented in this paper, the iteration is stopped (at iteration number N k ) when the following convergence criterion are satisfied
where l = 0, 1, · · · , N k . The above constitutes an adaptive Picard iteration in that N k is determined by the above stopping criteria. Parameter values used are given in Table 2 . This experiment is carried out on a coarse and on a fine mesh. For the coarse mesh, we take h = 0.9553 with 48 spherical triangles, and for the fine mesh we take h = 0.0882 with 12 288 spherical triangles. The time level versus the number of Picard iterations required to reach the stopping criteria is plotted in Fig. 7 . As the time level increases the number of Picard iterations decrease. This is what we expect since the approximate solutions are converging closer and closer to the (steady) exact solution as time increases; requiring less and less Picard iterates in order to satisfy the stopping criteria. In this example we use PFEM to approximate the solution of (1). It must be noted that in the case of a sphere, the PFEM reduces to the radially projected finite element method with the mapping equivalent to the identity. We take S to be the unit sphere and use the parameter values given in Table 2 corresponding to Experiment 4 where n is the number of spherical triangles in the discretization and h is the diameter of the largest triangle measured using the geodesic distance formula (39) . Initial conditions prescribed are random perturbations around the uniform steady state. This choice of parameters for a, b and γ is known to satisfy the necessary conditions for diffusion driven instability on fixed domains [35] . The necessary conditions for Turing instability are derived by linear stability analysis and are given in [41] . Turing instability occurs when a uniform steady state which is linearly stable in the absence of diffusion, goes unstable when diffusion is added to the system. These conditions are necessary but not sufficient. For instance, one of the necessary conditions is that the chemicals diffuse at different rates. We impose further restrictions and make one of the chemicals diffuse at a much faster rate than the other. We observe the formation of spot patterns emerging from the random perturbations; these in turn evolve to form stripes as time increases. During the evolution process the spatial pattern converges to a spatially inhomogeneous steady state formed of stripes. It can be observed that since the sphere has uniform curvature, patterns are uniformly distributed.
Cylinder: Experiment 5
Next we consider surface S, a cylinder with spherical caps defined by
The radial projection P R from the surface of the rectangular box B onto cylinder S is given in (5).
The cylinder has non-uniform curvature and therefore patterns obtained are not uniformly distributed as is the case for the sphere (see Fig. 9 ).
Ellipsoid: Experiment 6
Next consider the ellipsoidal surface S whose equation is given by x Table 2 Experiment 6. Fig. 10 exhibits pattern formation on an ellipsoidal surface. We observe a combination of circular stripes and spots evolving over time to converge to spot patterns. Again surface geometry seems to play a crucial role in the patterns formed. Here, the non-uniform distribution of spot patterns is more pronounced due to the form of the surface geometry. It is clear that non-uniform patterns form depending on the curvature. Therefore we conjecture that geometrical complexities (as those observed in nature) play a crucial role in the formation of patterns (see Fig. 11 for some examples).
The effect of varying γ on pattern formation: Experiment 7
Next we explore the effects of varying the parameter γ on patterns formed on arbitrary spheroidal surfaces (see Fig. 11 ). We vary γ (γ = 10, 29, 60, 200) and keep all other parameter values fixed as in Table 2 [35] . The rationale is to demonstrate the role of surface geometry on pattern formation. On planar stationary domains it can be shown that γ is proportional to the square of the length scale of the domain [41] . For example, doubling the value of γ implies doubling the domain size. This translate to an increase in pattern complexity. The same phenomena is observed on surfaces as well.
Increasing γ for each particular surface results in more complex patterns being formed (see Fig. 11 ). However, each surface has different patterns for a fixed value of γ .
Remark 7.
We note that the spatially inhomogeneous steady states observed for the different surfaces depend crucially on the initial conditions as well as the model parameter values. Depending on the symmetry properties of the surfaces, symmetrical solutions can also be observed (results not shown).
Conclusion, discussion and future research strands
Modeling, analysis and simulation of reaction-diffusion systems on arbitrary surfaces is a young and emerging research area with numerous applications in developmental biology, cancer research, wound healing, cell motility and bio-medical engineering. In this paper we proposed and used for the first time the projected finite element method (PFEM) to solve complex nonlinear reaction-diffusion systems on stationary surfaces. The development of the numerical methodology gives us a platform to carry out detailed biological and biomedical research where models are posed on surfaces (which could potentially change continuously in time -part of our ongoing research).
It must be noted however that in some practical situations the analytic description of the surface will not be available. For the case when there is no analytic description of the surface, the surface can be approximated, for instance by splines. And then one can construct approximate projection operators. In this case, the PFE method will no longer be confirming. This forms part of our current studies.
In this article we have obtained convergence results for the PFEM and have shown that solutions converge accurately to real physical solutions as the mesh size is refined. In order to speed up computations we have employed parallel computing; it is now possible to obtain solutions in a couple of hours rather than weeks as is the case when using a single processor. We treated nonlinear reaction-kinetics differently from the way these were previously handled. We proposed and implemented an adaptive Picard iteration. On stationary surfaces we demonstrated computationally that for a given accuracy only a small number of Picard iterations are needed, and that this number goes down over time, as the solution approaches a steady state. As time increases a single Picard iteration becomes sufficient thereby speeding up computations. At the initial stages of the computations approximately 5 Picard iterations are required for accuracy of 10 −4 .
We emphasize that:
• Surface geometry plays a crucial role in pattern formation. Unlike one-or two-dimensional studies where surface geometrical properties cannot be taken into account, solving reaction-diffusion equations on different surfaces for a set of fixed parameter values results in different pattern transitions and convergence to spatially inhomogeneous solutions. This raises theoretical questions about the role of surface geometry (and curvature) on pattern formation and is the subject of our current studies. • As for planar domains, variations in γ result in the emergence of complex patterns which depend on the type of the surface under consideration.
• We have proved that a subset of the invariant region for the solutions of the partial differential system is also an invariant region for the finite element solution.
• The PFEM presented in this paper differs from the other methods in the literature by (i) exact discretization of the spheroidal surfaces and (ii) by constructing a conforming finite element method.
In developmental and biomedicine it is clear that patterns form during growth development [41, 26] . This raises a host of questions on modeling, analysis, numerical analysis, and simulations of partial differential equations (of which reaction-diffusion systems are an example) on arbitrary evolving surfaces. In this article we have set the foundation to tackle the following problems:
• Extend the PFEM to approximate solutions of complex systems of partial differential equations on continuously evolving spheroidal surfaces.
• Carry out detailed numerical analysis (a priori and a posteriori error estimates) of systems of partial differential equations where surface evolution is unknown and is modeled from biological, biochemical, or bio-mechanical experiments.
• Ultimately we would like to study the role of surface geometry from theoretical and computational points of view.
Results in this article clearly demonstrate that surface geometry plays a key role in pattern formation. Preliminary studies by Venkataraman et al., [54] on parr mark pattern formation in the Amago Trout show that curvature could play a pivotal role in determining the pattern selection mechanism during growth development.
• Finally, the generality, applicability, accuracy and efficiency of the projected finite element method makes it possible tackle biological and biomedical application where surface evolution and geometry are crucial properties.
