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Abstract
The specification of Gaussian processes is discussed in the context of missing and/or
asynchronous data for financial asset returns. The need for modeling asset returns
from a multivariate perspective with the capability of handling missing data is ad-
dressed. An algorithm which incorporates all available price information is developed
and applied to the estimation of process parameters of daily foreign exchange rate
returns. The algorithm is an extension of the EM algorithm for independent and
identically distributed multivariate normal samples; it accommodates aggregate re-
turns over periods of more than one day which are generated by missing prices. An
analysis of the resulting estimates, when compared to estimation based on the sub-
sample of non-missing data, indicates that the algorithm can significantly affect the
values of the parameter estimates, their efficiency, and inferences regarding portfolios
of currencies. The applicability of the estimation methodology to processing asyn-
chronous data is highlighted and tested with the foreign exchange rate data. The
results indicate that the new estimates have better predictive power than complete
subsample estimates.
Thesis Supervisor: Peter J. Kempthorne
Title: Principal Research Scientist, Sloan School of Management
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Chapter 1
Introduction and Summary
This thesis addresses the specification of stochastic process models for financial asset
returns in the context of missing or asynchronous data. We model financial asset
returns with a multivariate perspective and assume that the available data arise from
sampling a Gaussian process. Some of the data may be incomplete however. To
estimate the parameters of the Gaussian process we assume that the missing data
are either missing at random or that the process generating the missing values is
"ignorable" with respect to specifying the Gaussian process.
Chapter 2 presents the motivation for the thesis. We discuss the importance of a
multivariate perspective in model specification of financial asset returns and address
why one must be concerned with missing data in such a framework. A review of
previous work on this issue is also presented.
Chapter 3 begins with a review the EM algorithm of Dempster et al. [5] and in
particular, the EM algorithm for data sampled from a multivariate normal population.
We then discuss extending the algorithm to estimating parameters of asset returns
when prices rather than returns are sampled.
Two implementations of an algorithm to estimate sample means, variances, and
correlations of returns are presented. The implementations are motivated by the EM
algorithm for the case of an incomplete sample of independent, identically distributed
multivariate normal data. An interesting feature of asset returns in the presence of
missing data is aggregation over time; this complicates the implementations. In
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terms of exploiting additional sample information via the likelihood function, both
implementations improve upon sample statistics based on the subsample of the data
that is complete. The two implementations differ in the degree to which they exploit
sample price information that is not captured in the subsample of non-missing returns.
In Chapter 4 we turn to the application of the methodology to data consisting of
daily returns of spot foreign exchange rates over a four and a half year period. We
begin with a description of the foreign exchange data and present some diagnostics
of the distribution of missing items in the currency data. We examine how well the
data satisfy the assumption of multivariate normality. An analysis of the parameter
estimates generated by the implementations is presented. Specifically, we study the
impact of applying the algorithm to generate four-week and eight-week estimates of
means, variances, and correlations as the historic four-week or eight-week window
shifts across the four and a half years of data. A means of comparing the efficiency
of the various estimates for a particular point in time is provided. We evaluate the
various estimates and their differences in the context of a portfolio of currencies and
finally, present the results of an asynchronous application.
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Problem Motivation and Context
The field of quantitative finance faces significant challenge due to three recent trends:
the globalization of capital markets, the proliferation of increasingly high-speed, low-
cost, reliable computing power, and the sophistication of data distribution networks.
Globalization of capital markets is a natural outgrowth of a perception of the
world as a smaller place. The world is linked via satellite, fax, phone, and video
communications. One can visit almost any place in the world quickly and easily.
Also, investors look to less mature markets overseas to find unexploited inefficiencies
as well as for portfolio diversification.
The growing use of powerful computers has hastened the disappearance of large,
easily found, lasting inefficiencies in financial markets. Investors now seek to exploit
smaller and more fleeting inefficiencies. The increased availability of historical as well
as real-time data has quickened the pace at which new information is incorporated
into asset prices. To maintain any competitive advantage, systematic processes must
be in place to enable decision making at the pace at which new information arrives.
A global perspective requires a multivariate approach to data analysis. Due to
market linkages, asset prices in individual markets do not move independently from
those in other markets. The economic forces acting on one market have a correspond-
ing impact on the others.
Computer power and data availability necessitate a means of dealing with financial
data, both "clean" and otherwise. Humans will not be able to manually "fix","clean",
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or replace data at the rate it becomes available. One can imagine many scenarios
where portions of a multivariate observation will be unavailable. For example, the
data feed from a certain part of the world may go down due to technical problems or
an act of God, or financial markets may close unexpectedly due to political or secial
events. Also, prices in real-time systems may be revised in an asynchronous manner
resulting in incomplete observations at certain points in time. Any systematic process
to evaluate data must have in place methods to deal with incomplete data to be at
all effective.
Therefore, methods for dealing with missing or asynchronous data in a multivari-
ate context are important now and will be of increasing importance as these trends
accelerate. Only with such methods in place will investors be able to best estimate
parameters of financial asset processes.
We find it useful to distinguish the difference between two analysis objectives,
estimation and prediction. In estimation, the goal is to measure or identify, ex post,
the parameters of a stochastic process from data generated by the process. We do
not observe the parameters directly. Prediction is the attempt to determine future
values of the parameters and/or future values of the process by way of some rule or
method.
Generally, to determine a prediction rule, a relationship is found historically be-
tween estimates at a point in time and future values (with respect to that point in
time) of the parameters. The assumption is then made that such a relationship will
hold in the future. Thus a means of estimation is usually necessary before attempting
prediction.
Good estimation techniques are valuable aside from their usefulness in developing
prediction methods. Multi-dimensional Gaussian processes are traditionally assumed
for mean-variance evaluation of risks in equity and currency markets. The estimation
of the parameters of such processes is necessary to evaluate experienced risk in the
mean-variance context. The performance of an investment must be measured relative
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to the amount of risk borne by that investment. Certainly, plan sponsors evaluate
their money managers not only by the returns the managers achieve but also by how
well the managers manage risk; the sponsor would find it unacceptable for a manager
to extend the level of risk much beyond that which is expected, even if extraordinary
returns were achieved. We find that measures of experienced risk in this context
depend upon the manner in which missing data is treated.
Traditional mean-variance analysis usually assumes that historical estimates are
good predictors of future parameters. Thus, good estimates are desirable in that
they are used to compare the attractiveness of one potential investment relative to
another. Many derivative instruments (e.g. options) are priced based upon estimates
of the risk inherent in the underlying assets. When the capital asset pricing model is
used to predict expected returns, the asset 13's are often based on historical estimates
of asset covariance with the market and market variance.
In many cases, missing data will not be an issue. If the frequency of the returns is
low, i.e. weekly or longer, then complete data will most likely be available. However,
with a movement towards process-driven real-time analysis and intra-day trading,
missing data is an issue that must be addressed if the best possible historical estimates
are desired. A good methodology for dealing with the missing data, at the minimum,
gives a decision maker more information and may thus provide some competetive
edge.
Orchard and Woodbury [16] 1972 present an approach for dealing with missing
data and give a method for maximum likelihood estimates of parameters from in-
complete data from a multivariate Pormal population. They name their method the
Missing Information Principai. A historical development and literature review of the
missing data problem to date in 1972 can be found in their paper.
Beale and Little [2] in 1974 derive Orchard and Woodbury's Missing Information
Principle but emphasize that the effect of the principle is to replace a maximization
problem by a fixed point problem. They also present an alternative derivation of
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the estimators, which does not assume multivariate normality, as an iterated form of
Buck's [3] method.
Dempster, Laird, and Rubin [5] provide a general approach to iterative computa-
tion of maximum likelihood estimates from incomplete data. They call their algorithm
the EM algorithm because it consists of two steps at each iteration: an expectation
step followed by a maximization step. They apply the EM algorithm to more general
families of distibutions and review several applications, including the multivariate
normal case. See Chapter 3 for a description of the EM algorithm.
Efforts to calculate the exact likelihood function of an ARMA (autoregressive,
moving average) process with missing data are presented by Jones [10] 1980 and Ljung
[13], [14] 1989. Jones extends the method of calculating the exact likelihood function
based on Akaike's Markovian representation and Kalman recursive estimation to the
case of missing observations for stationary models. Ljung derives an expression for
the likelihood function of the parameters in an ARMA model when some values are
missing for stationary as well as nonstationary models. These approaches are limited
to univariate time series data.
Our goal is to address the missing data problem in financial time series from a
multivariate perspective; we pursue extensions of the Beale and Little/EM algorithm.
Even if we restrict ourselves to the assumption of a multi-dimensional Gaussian return
process, the EM algorithm can not be applied directly because of the transformation
of the missing pattern in asset prices to asset returns. One missing price will lead to
two missing daily returns. On the day of a missing price, there will be a correspond-
ing missing daily return. Unless there is another missing price on the day following
this missing price, a two-day aggregate return will be observed, not a daily return.
The two-day aggregate return contains information about the two missing daily re-
turns. The EM algorithm as applied to an i.i.d. Gaussian sample with missing data
does not fully exploit the available information in observed aggregate returns. The
implementations presented in this thesis make use of the information available in the
observed aggregate returns.
Chapter 3
Methodology
The methodology used in this thesis for estimating population parameters in the
presence of missing data is motivated by the EM algorithm. In this chapter we
present the EM algorithm at a general level and then discuss the algorithm for the
specific case of incomplete samples of i. i. d. multivariate normal (MVN) data. We then
present the modifications made to the MVN algorithm for our problem of estimating
the parameters of asset returns when prices rather than returns are the sampled data.
Two versions of the algorithm are described.
3.1 Missing Data in Prices versus Returns
The problem of missing data for asset returns is interesting because of the transfor-
mation of the sampled prices (or exchange rates for currencies) into returns. While
we sample prices, it is the daily returns that we seek to model. The structure of
missing data in the returns time series is complicated by their transformation from
prices. Before turning to a description of the EM algorithm, let us consider the effect
of missing data in a daily price series on the corresponding series of daily returns.
To describe the problem, we define some notation. Let
* k be the number of assets
* i = 1,2,..., n index the daily observations
e pi be a column vector of the k prices on day i
Chapter 3. Methodology
* P = [P1 , P2, ... , Pn]' be the n by k array of the time series of observations of pS.
We wish to study the daily returns to the k assets when we have missing data. Thus,
we assume that P is not fully observed. We introduce Q, the augmented price series.
We define augmented price data as the original price series augmented with the last
observed price whenever a price is missing. Therefore we will have values for all
observations in the data set, but by construction of the augmented price series, we
know that equal consecutive prices imply missing values'. Let
* qi be a k column vector of augmented price data for day i (the manner in which
our currency data exists).
* Q = [q,, q2, ..., qn]' be the n by k array of the time series of observations of qj.
* ri be the column vector of daily returns for the k assets on day i assuming that
the asset prices were fully observed on day i and day i - 1.
Now ri is a function of "complete" observations pi and pi-I and is what we wish
to model. We may only partially observe ri. We assume that the fully observed
ri are independent and identically distributed Nk(p , E) random variables.
Sxi = log( 3 i) = log(qi) - log(qi_. ) be the generated vector of returns.
Note that the returns as defined are continuously compounded returns rather
than simple returns.
* X = [x 1, x 2, ... , x,]' be the n by k array of the time series of generated returns.
We claim that X will consist of observed daily returns, null returns (those = 0),
and aggregate returns. We refer to X as the generated returns to distinguish it
from the daily returns to be modeled. Those items in xi that are either unobserved or
aggregate returns are considered "missing" in the sense that they are not observations
1Since all assets trade at discrete price levels there is positive probability of having the same closing price
on consecutive trading days. However, for daily exchange rates and stock indexes, the empirical probabilities
of these events are negligible.
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of the daily returns we are attempting to model. To see how these "missing" values
come about and to clarify the notation, consider the following example.
Example 3.1.1 Assume we have a one-asset case with four price observations. The
price at time t = 2 is unavailable ( * indicating a missing value).
PA PI log(qi/qo) log(p /*) *
SPi 22 log(q2/qi) log(pl/pI) 0
P= ,Q= ,X=
P3 P3 X3 log(q3/q 2) log(p3/pl) r2 + r3
P4 P4 X4 log(q4/q3) log(p4/p3) r4
Given P with p2 missing, q2 in our data set Q, will contain the last observed
pi. The last observed pi is pi in this example so q2 has been set to pl. Taking Q
and generating the return vector X, we see that we have three non-daily returns in
X. The first return xl is missing because we don't have the price at time 0 = i - 1;
since the return series is a function of the ratios of successive prices, it will always be
one element shorter than the price series. The second return x2 is missing because
in Q there was no difference between q2 and ql. If the price of observation i is not
available (missing from P), the return in X is zero and thus we consider generated
returns which are equal to zero as unobserved. The third generated return x3 is an
aggregate return consisting of the sum of r2 and r3 . Since xa is not equal to r3 , we
refer to x3 as "missing" or as a two-period aggregate return. We do note, however,
that while x2 is missing and contains no information, x3 is an aggregate return and
contains information with respect to the values of the unobserved r2 and r3. Thus the
problem of one missing price is compounded into two "missing" returns possessing
different amounts of information.
Our implementations of the EM algorithm will make use of the information inher-
ent in the observed aggregate returns.
Similarly, it can be seen that two consecutive missing values in P will lead to
three "missing" values in X: two zero returns and one aggregate return consisting
of the sum of three daily returns. And for any number m of consecutive missing
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observations in P, m + 1 non-daily return observations are generated in X: m zero
returns and one aggregate return.
The problem expands when a multivariate case is considered. Unless the missing
values in the prices occur simultaneously across assets, the number of observations
which are incomplete in at least one asset will be larger than the number in each
asset considered individually. For an illustration of how the missing data problem in
the foreign exchange data expands when considered in a multivariate context, see the
discussion in Section 4.1.2 concerning Table 4.1.
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3.2 The EM Algorithm
Dempster, Laird, and Rubin [5] demonstrate the "EM algorithm" as a general method
of iteratively computing maximum likelihood estimates from incomplete data. They
call it the "EM algorithm" since each iteration is made up of two steps - an expectation
step followed by a maximization step.
Let
* x = (x', x2,..., x)' be the complete data
* y = (y',y',...., y')' be the data actually available
Since we assume that the data available, y, is incomplete, y is a function of x.
* 4 be the set of unknown parameters
* T(x) be the set of sufficient statistics for 4 based upon complete data
The EM algorithm amounts to (i) estimating the sufficient statistics T(x) and (ii)
finding an estimate of ,4 given the estimate of T(x). These two steps are iterated
until the estimates of 4, converge. An initial estimate of P is necessary to begin the
algorithm.
The E Step
If we denote the estimate of 4 at the kth iteration as Vk, then the expectation step,
called the E Step, finds the expectation of the complete data sufficient statistics T(x)
given the incomplete data y and the current estimate tk:
E Step: Tk = E[T(x) I y, k] (3.1)
The M Step
In the maximization step, called the M Step, we update the current estimate of C.
If the sampling is from an exponential family, tk+l is set to the maximum likelihood
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estimate of 4 given the current estimated set of sufficient statistics Tk:
M Step: Determine 4 k+1 as the solution to E[T(x) I 4] = Tk (3.2)
Dempster et al. [5] have shown that 4 k will eventually converge to the maximum
likelihood estimate of 4 based upon the incomplete data.
3.3 The EM Algorithm for Multivariate Normal Data
For the case of an i.i.d. incomplete sample from a multivariate normal (MVN) pop-
ulation, the EM algorithm will produce maximum likelihood estimates of the mean
and covariance matrix given the incomplete data. Beal and Little [2] and Orchard
and Woodbury [16] showed these results for the MVN case prior to the general proof
of the EM algorithm by Dempster et al.
We now review the details of the EM algorithm for i.i.d. multivariate normal
samples. This algorithm is extended to the case of an incomplete sample of asset
returns to incorporate the information available in aggregate returns in Sections 3.5
and 3.6. We introduce notation here that will be used in describing the algorithm
extension in Sections 3.5 and 3.6.
For the case of a multivariate normal distribution, the unknown parameters to be
estimated are 4 = (p, E) and sufficient statistics are T(x) = (R, S) where x is the
sample mean and S is the sample covariance matrix. For ease of implementation,
alternative sufficient statistics T(x) = (tl, T2) = (C=L xi, =1 xixý) are used here.
To describe the algorithm for the MVN case, we introduce the following notation.
* Xi(o) is the the observed part of xi
* xi(u) is the unobserved part of xi
o yj = [xi(o), xi(,)]' with mean Ai and covariance matrix Ei, where yi, pi and Ej
are appropriate permutations of xi, i and TE (the permutation is dependent
upon i).
Chapter 3. Methodology
We illustrate these constructs with the following example.
Example 3.3.1 Suppose we have an observation from N4 (p, E) and the second
and fourth elements are unobserved.
x, = [Zxi(1), *, x(3), .]'
Then, since the first and third elements are observed,
xi(o) = [z (1), x(3)]'
And, since the second and fourth elements are unobserved,
xi(u) = [zi(2), xz(4)]' = [*, *]'
Note that the notation "(o)" and "(u)" is meaningful only with respect to an
observation x;.
See Examples 3.5.1 and 3.5.2 in Section 3.5 for futher clarification of this nota-
tion and examples of p i and Ei.
The EM algorithm for incomplete MVN samples uses the following property of
multivariate normal vectors: 2
Suppose y -, Nk(p, E) and let
X(o) I(o)oo Io
where x(o) and IA4 (o) are ko x 1 vectors, x(u) and (u) are ku x 1 vectors, Eoo is ko x ko,
Eo is ko x ku, and Eu is k, x ku (ko + ku = k).
Then, the conditional distribution of x(u), given x(o), is multivariate normal of dimen-
sion k, with
mean vector = IP(u) + EoEo0 o-'[x(o) - t(o0)] (3.3)
and
covariance matrix = ~E, - EUo•oo-l l•o (3.4)
2This property is generally well known and is proven in most multivariate statistics books. For example,
see Johnson and Wichern [9] pp 131-132.
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The E Step for the MVN Case
The above property of MVN random vectors is used in the expectation step of the EM
algorithm to find the expected values of the sufficient statistics given the conditioning
set Ak where Ak is composed of the observed values of x and the current estimates of
the parameters, c4 k. We also define Aý to be the set of the observed values of xi, xi(o)
and the current estimates of the parameters, 41 k
Consider the expected value of the first sufficient statistic tl = E=j x, given Ak
E[tll Ak ] = E[ xiIAk
-
E[xi Ak]
i=1
= EE[xi Aik]
i=1
Since E[xi(o) I Af] = Xi(o), solving for E[tl I Ak] amounts to finding the conditional
expectations of the unobserved variables, xi(,) for i = 1,..., n, "filling" them into the
matrix of observations, and computing t. as though the filled in data were a complete
sample.
We can use equation (3.3) to find the estimate of xi(.) at the kth iteration.
xk() = E[xi(u) J A] = E[xi(,) I xi(o), k, k] = u) + k2o{X2oo i [Xi( ) - I'()] (3.5)
We thus fill in the missing values xi(u) with their expectations xiju) and solve for the
conditional expectation of ta.
To find the conditional expectation of the second sufficient statistic T2 , we cannot
simply take the sample covariance of the filled in data because T2 = E•!= xix= is not
linear, like tl, in the data values. We need to find the expectation of T2 given the
observed values and the current estimates of the parameters.
E[T 2 I Ak] = E[Yxix~ | Ak]
i=1
= E[xix A ]
i=1
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We can find E[T 2 I A'] by calculating the contribution by observation, E[xix
AAf], and summing over all observations. We define the following three terms to be
used in expressing E[xix I Af]. Let
1. (xq(u)xi(u)')k = E[xi(u)xi(u)' I A k]
2. (xi(o)xi(u)')k = E[xi(o)xi(,)' Af]
3. (Xi(o)Xio)') k = E[x1 (o)xi(o)' I Ak ]
Consider the first term:
(xi()xi(,)')k = E[xi(,)xi()' I A]
= cov(x,() I Aý) + (E[xie() I Aý])(E[x,(u) I A/])'
= cov(xi(,) I xi(o), Ik, k)
+(E[xi(u) i(o),k, Ik])(E[xi(u) I xi(o), A k (6)
The covariance part of equation (3.6) is given in equation (3.4). The second part of
equation (3.6) is the cross-product of the conditional expectations of the unobserved
portions of xi which have been previously defined in equation (3.5). Then, combining
the covariance and cross-product, we have
= (Eku _EkoJk 4lk O (3.7)
Now consider the second term:
(Xi(o)Xi,(u))k = E[xi(o)xi(•,' I Ak]
= Xi(o)E[x:,) I Aý]
= xi(o)E[x,(,) I Xi(o)I, k, Ek]
= (X))(X(uk)
Where xki) has been defined in equation (3.5).
And finally, setting x(,o)k = xi(o) and (xi(o)xi(o)')k = (Xi(o)Xi(o)') from the available
observations, all three of the terms of E[xix I Atf] have been defined.
3.6)
(3.8)
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Recall that y; is xi permuted so that the observed variables are grouped together
and the unobserved variables are grouped together. yi = (x'(o), x (,)'. The three
terms we have just defined are blocks of the matrix E[yy! I Af].
(x i(o
~
x i ( ) ' ) k i(x Xi ())()') k
E[yiy I Af] =
E(Xi(xi(o)k I (Xi()xi(u)I)k
The rows and columns of E[yiy I Afl need to be permuted back to their original
location in xi to get E[xix I Af], which we will denote by (xixi')k. We do this for
each observation xi and sum over all observations to generate E[T 2 I Ak].
It can be seen by inspecting the expressions for each of the blocks of E[yiyý I Ak]
that E[T 2 I Ak] is T 2 evaluated on the filled in data with an adjustment term for the
elements in (xi(U)xi(u)')k. From equation (3.6) we can see that the adjustment term
is the conditional covariance of the missing elements, conditioned on the observed
elements and the current parameter estimates.
Thus, estimation of the sufficient statistics T(x) at the kth iteration of the E Step
is accomplished by setting
Tk = E[t, T 2 I Ak] = xW ix = ( Tk )
(i=1
The M Step for the MVN Case
The maximum likelihood estimates of D for the complete data are
A t, T2 A,
-= - and E = - - tip.
n n
Since the maximization step of the EM algorithm sets the estimates of the parameters
to the maximum likelihood estimates given the current estimated set of sufficient
statistics Tk, we have
4k+1 = (Pk+1 Jk+1) =(Q 2-(k)(jAk)I(n
The procedure is then repeated until we find no significant change in the estimates
of t between successive iterations.
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The algorithm requires an initial value of Vo. For VO we use the maximum like-
lihood estimates of the parameters based upon the subsample of the data which is
complete.
3.4 The Implementation for Asset Returns
We wish to extend the EM algorithm for an i.i.d. sample of multivariate normal
random variables (hereafter referred to as the MVN EM algorithm) to our problem
of estimation of population parameters for asset returns. We assume that we have an
incomplete sample of i.i.d. multivariate normal returns. Our implementation differs
from the MVN EM algorithm in that we wish to utilize the information inherent in
observed aggregate returns for better estimates of the parameters.
Our implementation thus differs in the E Step, where the conditional expectations
of the sufficient statistics are taken. The difference is in the definition of the condi-
tioning set Ai. Above, Ai was defined to be the observed values of xi and the current
parameter estimates 9k. Our implementations define Ai to be the observed values
of xi, the current parameter estimates 4 k, and the observed aggregate returns which
contain information about the missing values.
Version 0 and Version 1 differ in which aggregate returns are included in the
conditioning set Ai. Thus they differ in the degree to which the implicit partial
likelihood is close to the full likelihood. Version 1 uses more conditioning information
than Version 0 and thus the implicit likelihood will be closer to full likelihood than
for Version 0. However, Version 0 is simpler to implement and an understanding of
Version 0 facilitates an understanding of Version 1.
The M Step of our implemetations is identical to that for the MVN EM algorithm
once the conditional expectations of x (o) and (xi(o)xi(o)')k have been determined in
the E Step.
In the following two Sections, we define the conditioning set Ai for each version.
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3.5 Version 0
Notation and Terminology
We define the following terminology to identify the different types of observations.
* A complete observation consists of daily returns for all assets.
* An incomplete observation contains something other than a daily return for at
least one of the assets. The term incomplete does not indicate whether the non-
daily components of the observation are missing or aggregate. The following
three types of observations are all incomplete observations.
* A partial observation consists of at least one missing value with no aggregate
returns.
* A complete aggregate observation consists of at least one aggregate return with
no missing values.
* A partial aggregate observation consists of missing values and aggregate returns.
We define notation, in a manner similar to Seber [18] pp. 514-516, to account for
the various types of observations.
* Xi(o) denote the elements of xi which are observed with dimension ki(o)
* Xi(m) denote the elements of xi which are missing with dimension ki(m)
* xi(a2) denote the 2-period aggregate elements of xi with dimension ki(,,)
* xi(,,) denote the 3-period aggregate elements of xi with dimension ki(a3)
* xi(aM) denote the M-period aggregate elements of xi with dimension ki(,M)
where M is the maximum number of periods for which an aggregate return is
observed.
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Then, using these structures, define
* xi(a) = [Xý(])', x:(a 3), ., Xf(qq)]' the aggregate portion of xi with dimension ki(a).
Clearly, ki(a) = Ejf 2 ki(ai) and k = kei() + ki(m) + ki(a).
* Xi(ao) be the observed and aggregate portion of xi with dimension ki(ao).
x(ao) = [x'(a) I X(o)].
We define an analogous structure to the partially-observed daily return vector r.
* ri(o) = Xi(o) since Xi(o) is the portion of x which is made up of daily returns.
* ri(u) is the portion of ri that is not observed in x.
That is, the corresponding elements in x are missing or aggregate returns.
r p= [r'(m)n rri(a2) ri (a3) I t(aM)i
* xip and rip equal xi and ri, respectively, permuted in the manner below.
xi i()
[ Xi(ao)
Xi(m)
Xi(a 2)"
Xi(a3)
Xi(aM)
L Xi(o) -
rip = --
Ir £(o)
Sri(m)
ri(a2)
ri(a3)
.ri(aM).
* pi and ij are the analogous permutations of p and E
pending upon i).
(the permutation de-
To clarify the terminology and notation, consider the following examples.
ri(a2) + ri-1(. 2)
ri(a3) + ri-l(a3) + ri-2(a3)
ri(aM) + ri-l(aM) + ... + ri-(M-
ri(o)
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Example 3.5.1 Suppose we have four assets. First consider a complete observation.
Then
The observed portion of xi, xi(o) = xi and ki(o) = k = 4
The aggregate and missing portion of xi, xi(a) and xi(m) do not existki(.) = ki(,m) = 0
Since no permutation is necessary, xi, = xj, Pi = p, and Ei = E
Example 3.5.2 Now consider a partial observation. Let
xi =
xi)1
xi(2
xi(3
xil(4)
rjr1)
r: 33
Then
The observed portion of xi, xi(o) =
xi4
and ki(o) = 3
The aggregate portion of xi, xi(a) does not exist; ki(a) = 0
The missing portion of xi, xi(m) = [xi(2)] and ki(m) = 1
Thus the permuted vectors xi, xi, = xi(m)
xi(3)
xi(2)
E(1, 1) E(1,3) E(1, 4) E(1,2)
E(3,1) E(3,3) E(3,4) E (3,2)
E(4,1) E(4,3) E(4,4) E(4,2)
S(2,1) E(2,3) E (2,4) I (2, 2)
14(o)
1, (M) p(2)41
IA c(2)fic ~ )
EOO Emmo
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Example 3.5.3 Consider a complete aggregate four-asset observation where we ob-
serve two-period aggregate returns in the second and third assets. Then
r
r,(1)
ri(2) + ri-,(2)
ri(3) + r,_ 1(3)
r,(4)
xi(o) xi(l)
x= (4)
xi(a2) = x(2)1
L xi\3) J
We could use the subscript (a2 ) to define a portion of another vector. For example,
ri-l(a 2) would refer to the one-period returns of assets two and three in observation
rii-(2)
ri-1(a2) r(3)
Description of Version 0
In Version 0 of the implementation of the EM algorithm, the E-step proceeds through
the observations sequentially, replacing missing and aggregate returns with their con-
ditional expectations. The expectations are conditioned on all information available
in the current observation and on the current estimates of the model parameters. In-
formation available in previous or future observations is not used in this version. This
will not produce the maximum-likelihood estimates of the mean and covariance since
we know that for any missing and aggregate returns, relevant information is available
in other observations. However, it will be interesting to see how different the Version
0 estimates are from the estimates which simply discard incomplete observations.
Let z be the generated returns augmented such that anything other than a daily
return is replaced by a conditional expectation. We call z the corrected data at
iteration j. z is generated during the E-step of the algorithm. Then, for this version,
Z(0o) = Xi(o) = ri(o)
=(m) E[ri() I i(o)Xi(a), E[ri(m) Iri(o), X(a),p7 , I
Xi =
xi(1)
xi(2)
x,(3)
xi(4)
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Z,-(.) = E[ri(.) I x,(o) xi(a),pof, E] = E[r,(a)I i(o), xi(a),I4, I
As stated earlier, we condition only on information available in the current observation
and the current estimates of the parameters. In terms of the notation of the previous
discussion of the EM algorithm, Aj for Version 0 contains the the observed values of
xi, the current parameter estimates, and the additional information in xi(a). It is the
inclusion of xi(a) in Aj which makes this implementation different from the standard
MVN EM algorithm.
As we saw in Section 3.3, we also need E[rir I Af] to calculate the conditional
expectation of the quadratic sufficient statistic T2. Let
(zizý) j = E[zizj I r,(o), x(o), ,Xp, EJ]
In order to find zi(m),' ), and (zizi) j we construct a vector wi which is multi-
variate normal and for which we can determine its mean and covariance. Once this
is done, we can find •(.), and (zizi)j in exactly the same manner as was done
in Section 3.3.
We define the random vector w to be a vector comprised of the unobserved portions
of ri, ri(,), and the non-missing portion of xi, xi(,,). Recall that xi(ao) is made up of
the observed aggregate returns in xi and the observed daily returns in xi. Let
ri(m)
ri(a3)
[wE1 r(1) ri(aM)
W [i(ao)J ri(a2) + ri-1(a2)
ri(a3) + ri-l(a3) + ri-2(a3)
ri(aM) + ri-l(aM) + ... + ri-(M-1)(aM)
ri(o)J
Hence we observe w2 in xi(,,) and do not observe wl by definition.
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Proposition 3.5.1 The joint distribution of w is multivariate normal with mean ,
and covariance matriz Ew where
lsw =
" # (,,)"0A(m), )
P(a2)
IA(a3)
LA (aM).
2#s(a2)
3 (a3)
MI (aM)
A (O)
If we partition E,, by the observed and unobserved portions of w, then,
with
EMM ma2 IE-ma3 .. IEmaM
a2m a2 a 2  a2a3 I .. I. aM
ca~m eg3G2~cr I ~~1UrI I 3M I3a3a
2.i *. i
aC g ' -. aa I I ... I EGMGM
Ema2Zma3 I I Emam mo
I I I
a2a2 Ea 2a 3 I I aM IEa 2 0
Eaga2 I 3 E I I a3aM i Ea30
E I E I i
WItl)
11~w2 I
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"U02W =
i I I IE
I I ... I I a E 30
EoaM2 I 1 oaa3 I.. IM aM EM
Proof of Proposition 3.5.1
Normality of w:
By assumption, the daily return vectors are independent observations of k-dimensional
multivariate normal random vectors. We write ri - Nk(p, ~). Since rip is defined
to be ri permuted so that the types of observations (missing, two-period aggregate,
... , M-period aggregate, daily returns) are grouped, and p and E are permuted
analogously into p, and E•, then r,p - Nk(p, ,i). [rip r(i-,)p I r(i-(M-1))p
is also multivariate normal since each component is multivariate normal and by as-
sumption the components are independent. Since the elements of w are comprised
of linear combinations of the elements of [rip, r(i-1)p, ... i r(i-(M-1))p], it follows that
w 0 N2pki(o)-ki(m) (Aw, E•). See Appendix A for derivations of pL,, E,. 0
Note that we have defined w, Ip, and E, as though an observation will contain
every type of non-daily return. While it is possible, it is unlikely in the data series
we have studied. The portions of w, ps, and E, corresponding to types of non-
daily returns not contained in the current observation will be null. Example 3.5.4
demonstrates this.
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Example 3.5.4 We continue with Example 3.5.3. Since the current observation con-
tains daily returns in the first and fourth assets and two-period returns in the second
and third assets, the vectors subscripted with anything other than "(o)" or "(a 2)"
will be null.
w 1 Fri(u)
w-=- - I--l-
w2J igo)
ri(m)"
ri(o 2)
ri( 83)
r,(aM)j
Xi(a2)
Xi(a3 )
Xi(aM)
Xi( ) J
-rSXi(o) j
We now have in w an incomplete observation of a multivariate normal vector with a
known mean and covariance matrix. w is incomplete because we have, by definition,
an observed portion w 2 and an unobserved portion wl. With w we can calculate
Zi(m)J (), and (zjiz)J. The expected values of the sufficient statistics (tl, T2) are
calculated from z (), z(a), and (zijz) j in the same manner as in Section 3.3.
The M Step is identical to that for the MVN EM algorithm.
[rl 3 )Jl,ý
[ 4;J. , ]
-* ,
----
F
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3.6 Version 1
Additional Notation
To describe Version 1 of our implementation of the EM algorithm, additional notation
is required. As previously defined, let the subscripts (o), (a2 ), (a3),..., (aM), and (m)
identify the observed, two-period aggregate, three-period aggregate, ... , max-period
aggregate, and missing portions, respectively, of the current observation, xi. We need
analogous structures for the previous observation xi-1 and the one-period forward
observation xi+x. Let
* xi-1(o,) denote the observed elements of xi- 1
* xi-1(mi) denote the missing elements of xi-1
* xi_1(a) denote the 2-period aggregate elements of xi-1
* Xi-l(al) denote the 3-period aggregate elements of xi-l
* xi-_1(a) denote the M-period aggregate elements of xi-1 where M is the maxi-
mum number of periods for which an aggregate return is observed.
x* i-1(ar) = [xi_2(aI), x_1(GI), ..., ,Xl(a~i)]' the aggregate portion of xi-i
* xi-l, be the permuted vector xi-_ such that xi-l = [xil(o,), x-l(a'), xi-l(m')]
* xi-i(ao,) be the aggregate and observed portion of xi-1.
x~i-(aJoo) = [x1-1(an) x -1(o,) -
Similarly, we use the subscripts (o"), (a"), (a"),..., (a" ), and (m") to identify the
observed, two-period aggregate, three-period aggregate, ... , max-period aggregate,
and missing portions, respectively, of xi+i. Also, we will use xi+l(a,,o,,) to denote the
aggregate and observed portion of xi+1.
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Example 3.6.1 To clarify the subscript notation, consider the following example.
Let xi(a2 )= [xi(1),xi(3),xi(4)] and xi+l(a,) = [xi+1(2),xi+i(4)]. Then
Ea = co( i r xi+(2), 
xi+3(4)
r, 4)J
. coy .[ri+j(2) + rj(2), ri+j(4) + rj(4)] co r I [r,(2),r3(4)]
Scov = (co [r,(3
Yi 41 (sri4
E(1,2) E(1, 4)
E= (3,2) E(3,4)
E(4,2) E(4,4)
Description of Version 1
For Version 1 of the implementation, the E-step proceeds through the observations
sequentially, replacing missing and aggregate values of x with the conditional expec-
tations of r. Version 1 differs from Version 0 in that information available in imme-
diately surrounding observations is used to condition the expectations of x. Version
0 conditions only on the information available in the current observation. Thus, the
expectations of x are conditioned on all information available in the current obser-
vation, the previous observation, and the observation one period forward (when such
conditioning observations are available).
Let z be the generated returns augmented such that anything other than a daily
return is replaced by a conditional expectation. We call z the corrected data at
iteration j. z is constructed during the E-step of the algorithm. Then for Version 1,
Z(o) = xi(o) = ri(o)
z(m) = E[ri(m) I Xi(o), xi(a), xi_, x+ 1 , p/, E] = E[ri(m) I ri(o), xi(a), xi-1 , xi+ 1, P , Efl
zi(a) = E[ri() I xi(o), i(a), i-, x i+,i, 'E] E[ri(a) I ri(o), Xi(a), Xi-1, xi+l, Pi, 7 E
(zi, zý)' = E[zi, ziI xi(o), xi(.), xi- 1, xi+1, I41, E4]
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In the notation of Section 3.3 the conditioning set for the E Step, Aik, is
Xi(O), Xi(a), Xi-1, xi+1, t is t Et
Since the majority of aggregate observations observed are two-period, this im-
plementation will be close to the maximum-likelihood implementation. While the
conditional expectations will be conditioned on all relevent information for most of
the observations, the estimates will fail in being maximum-likelihood when there is
information about missing items (in the current observation) in observations either
previous or forward more than one period. This will be the case when
* the current observation contains an aggregate return of more than two-periods
* the surrounding observations are incomplete to some extent
* the missing values in the current observation are not succeeded by a two-period
or three-period aggregate return
We proceed, as in Version 0, by constructing a random vector, w, with a multivari-
ate normal distribution. We will observe a realization of a portion of this vector, w 2,
for each observation. To find the conditional expectation of the unobserved portion
of the vector wl, we will need the mean s, and covariance matrix E,. With these
defined, the EM algorithm for MVN can be applied.
Let
W1 Xi(ao)
w=-- --
W2 Xi+l(ao , )
w 2 is observed in xi(ao), xi-l(aol) ,and xi+1(a,,o,,) and w1 is not observed.
Proposition 3.6.1 The joint distribution of w is multivariate normal with mean IuA
and covariance matrix E,.
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See Appendix A for the definition of p• and E, and a proof of Proposition 3.6.1.
As in Version 0, we have defined w, p., and E, as though each observation will
contain every type of non-daily return. In practice, many of the components of w,
jw,, and E, will be null.
We now have in w an incomplete observation of a multivariate normal vector with
a known mean and covariance matrix. The EM algorithm for incomplete observations
in a multivariate normal context can be applied to estimate p and E, the mean and
covariance of r.
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An Application to Foreign Exchange Returns
In this Chapter we apply the extended EM algorithm for asset returns with missing
data to daily foreign exchange returns and present an analysis of the results.
4.1 The FX Dataset
Our currency data consists of daily nominal spot foreign exchange (FX) rates for
thirty currencies with the U.S. Dollar from January 1986 through July 19901. The
rates were recorded at local markets at closing time. The term price will be used
synonymously with rate because the exchange rates can be thought of as the price of
a currency.The missing values in this data set are due to holidays or market closures.
For an exploratory statistical analysis of this data for three of the currencies
(German Mark, Yen, and French Franc) see Kempthorne et al. [12].
4.1.1 Reconstructing the Missing Data
An objection to this study has been that values for the missing items are really
available in the market: while the rate may not be available from whatever the
data source we have, it may possibly be derived from some other asset trading in
market. For example, if the British Pound/U.S. $ exchange rate is unavailable, but
the British Pound/Yen and the Yen/U.S. $ exchange rates are available, the no-
1This data was provided by Bankers Trust via the International Financial Services Research Center at
M.I.T.
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arbitrage exchange rate of the British Pound/U.S. $ must be the product of the British
Pound/Yen and the Yen/U.S. $ rates for there to be no arbitrage opportunities. While
it is agreed that this may be possible in many cases, and may be a worthwhile method
for pricing a particular financial contract, the issue of missing data must be addressed
in attempting to develop any systematic method of estimation and/or prediction. We
are attempting to devise a methodology for dealing with missing data that does not
require manual intervention. Certainly, if we are in a real-time situation, manual
intervention will not be a feasible solution.
Regardless of whether the missing data could possibly be reconstructed by looking
to other sources, the methodology being developed to analyze such data is important
in the many contexts mentioned in Chapter 2.
In Section 4.2 we discuss the assumptions inherent in treating the unavailability
of prices due to holidays as missing data.
4.1.2 The Distribution of the Missing Data
To appreciate the significance of the problem of missing data, we first address the
distribution of missing items in the currency data.
Let us begin by considering the univariate time series for each currency. Figure 4.1
displays the fraction of observations missing for each of the thirty currencies in the
FX data set. Of the 30 currencies, there are 23 for which the percentage of missing
observations is between .5% and 21.5%. For five of the currencies, Saudi Riyal, Korea
Won, Taiwan Dollar, Turkish Lira, Indonesian Rupiah, and Thai Bhat, the data is
poor. We will not attempt to analyze the daily returns to these five currencies.
Note that the numbers displayed in Figure 4.1 are just the number of missing
observations in exchange rates. There can possibly be as many aggregate returns as
missing returns because the observation following a missing return is an aggregate
return if the missing return is not followed by another missing return; the number of
non-daily return observations can be up to twice that which is graphed. Considering
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only the univariate series, and if every missing return is followed by an aggregate
return, then 10% of the observations, at a minimum, could be non-daily returns.
This number corresponds to twice the percentage missing for the currency with the
minimum percentage missing (French Franc). At a maximum, 43% of the observations
could be non-daily returns. This number corresponds to twice the percentage missing
for the Hong Kong $ which has the maximum percentage missing (excluding the five
currencies for which the data is very poor).
nnnlFnmnnFllinF nnfl -I
Figure 4.1: Number of Missing Daily Returns by Currency
For each of the first ten currencies, Figures 4.2 and 4.3 display the time series of
exchange rates. Along the time axis of each graph, there are vertical marks indicating
a missing observation. We can see from the missing indicators that the missing price
problem is spread throughout the time span.
To get a sense of how the problem expands as we look at the data in a multivariate
sense, some statistics are collected in Table 4.1. For the first five currencies (British
Pound, German Mark, Yen, Swiss Franc, and French Franc), the second five (Italian
-2s
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Lira, Austrian Schilling, Australian Dollar, Belgian Franc,and Canadian Dollar), and
all ten, the number of observations containing each type of non-daily return (in at least
one of the currencies) is listed. The number of incomplete observations is displayed
in the last row of the table. Alongside each number we include what the percentage
of the total number of observations the number is.
Type of Return Currencies1-5 Currencies 6-10 Currencies 1-10
Number (%) Number () Number (%)
Missing 172 (14.5) 267 (22.6) 355 (30.0)
2 Period Agg. 146 (12.4) 215 (18.2) 291 (24.6)
3 Period Agg. 14 (1.2) 27 (2.3) 38 (3.2)
4 Period Agg. 3 (0.2) 5 (0.4) 5 (0.4)
5 Period Agg. 0 1 (0.1) 1 (0.1)
6 Period Agg. 0 2 (0.2) 2 (0.2)
Any Period Agg
or Missing 318 (26.9) 462 (39.1) 594 (50.2)
Table 4.1: Summary of Incomplete Multivariate Currency Return Observations in
the First Ten Currencies
These numbers indicate that simply ignoring the incomplete observations and
taking sample statistics on the subsample of the data which is complete could result
in reducing the data set by over 50% in the case of all ten currencies. Using the
complete subsample will not result in the best estimates, in a maximum likelihood
sense, since partial information in the discarded observations is not reflected in the
estimates. Even when looking at a smaller subset of the currencies, first five or second
five for example, it can be seen from Table 4.1 that the reduction in data is 27% or
40% respectively, which is certainly significant.
We also observe from Table 4.1 that most of the aggregate returns observed are
two period returns. This implies that most of the missing prices occur one at a
time; observations with missing prices occcuring sequentially result in a longer than
two-period aggregate return. The maximum-period aggregate return observed is a
six-period return. Recall that in Section 3.6 three missing data configurations were
described which would result in a partial likelihood estimate rather than a maximum
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likelihood estimate. Two of the three configurations will never occur if there are no
aggregate returns of more than two periods observed during the horizon over which
the parameters are being estimated. Then, since over the four-week and eight-week
horizons, we rarely observe aggregate returns of more than two periods, the estimated
parameters over these time frames will rarely be partial likelihood estimates rather
than maximum likelihood estimates due to aggregate returns.
The numbers in Table 4.1 were calculated over the entire time span of the data.
If the currency return generating process is not stationary, we may wish to estimate
parameters over shorter time frames2 . Four- and eight-week periods are isolated in
Table 4.2.
In Table 4.2 we present the average and maximum number of observations contain-
ing each type of non-daily return over four- and eight-week periods for four currencies
of interest (British Pound, German Mark, Yen, and French Franc). We do not present
the minimum number of observations containing each type of non-daily return since
there are four-week and eight-week periods over the four years that our data spans
which are complete. Thus the minimums will be zero for all types of non-daily obser-
vations. The final row lists the number of incomplete observations. These values are
generated by moving windows of four and eight weeks in length over the entire time
frame.
We can see from Table 4.2 that the problem persists for smaller time periods. On
average, for a four-week period, 21% of the observations are incomplete. For the four-
week period beginning March 6, 1986, over 50% of the observations are incomplete.
By attempting to make estimates based on the complete subsample for four-week
periods, we can do as poorly as to go from an already small twenty observations
to only nine observations. The numbers are only slightly better for the eight-week
periods. The average numbers of incomplete observations are about the same and
the period with maximum incomplete observations has 42% incomplete observations.
2See Hsieh [8] for a study where statistical tests reject time-invariant return distributions in favor of
time-varying models.
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Table 4.2: Summary of Incomplete Multivariate Currency Return
the Four Currencies over Four and Eight Week Periods
Observations in
The numbers in Table 4.2 agree with the apparent spread of the missing values
along the time axis in Figures 4.2 and 4.3.
Four Week Periods Eight Week Periods
Type of Return Average Maximum Average Maximum
Mar 6,86 Feb 6,86
Num. (%) Num. (%) Num. (%) Num. (%)
Missing 2.33 (11.7) 6 (30) 4.64 (11.6) 9 (22.5)
2 Period Agg. 1.84 (9.2) 4 (20) 3.74 (9.4) 7 (17.5)
3 Period Agg. 0.17 (0.9) 1 (5) 0.37 (0.9) 1 (2.5)
4 Period Agg. 0.03 (0.2) 0 0.06 (0.2) 0
5 Period Agg. 0 0 0 0
6 Period Agg. 0 0 0 0
Any Period Agg
or Missing 4.24 (21.2) 11 (55) 8.54 (21.4) 17 (42.5)
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4.2 Assumption of Multivariate Normality
The methodology presented in this thesis to deal with the problem of parameter
estimation when there is missing data makes the assumption that underlying the
incomplete data is a random sample from a multivariate normal distribution consisting
of i.i.d. observations.
In Appendix B we test our assumption of univariate and multivariate normality
over four-week and eight-week periods. While it is documented in the literature that
daily currency returns are not normally distributed, the data is not inconsistent with
such an assumption over short time frames.
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4.3 Analysis of Parameter Estimates from the Extended EM Algorithm
We would like to know what effect, on average, the implementations of the EM
Algorithm have on the parameter estimates for daily currency returns. Statistics have
been generated for both Version 0 and Version 1 estimates to measure the average
change from the complete subsample parameter estimates over four-week and eight-
week periods. In Section 4.4 we will look at the parameter estimates for a particular
four-week period, dbut here we are attempting to quantify the change in the estimates
on average for a typical four- or eight-week period within the time frame of the data.
In Table 4.3, we present statistics of the difference between the EM estimates
and sample estimates calculated on the complete subsample of the data. The values
are obtained by generating EM and complete subsample estimates over sequential
non-overlapping four-week and eight-week periods covering the entire span of the
data. Absolute differences and absolute percentage differences in mean, variance,
and correlation are calculated by currency (or currency pairs for correlations) for each
four-week and eight-week period. These values are then summed across currencies
resulting in time series of currency-aggregate differences. The numbers in Table 4.3
are the average values of these time series. Table 4.3 provides the definition of each
statistic. In the definitions, we denote the type of parameter estimate with a subscript;
a subscript of 0 indicates the complete subsample estimate and a subscript of EM
indicates the EM estimate.
This process was performed twice for both the four-week periods and the eight-
week periods. Since we are looking at non-overlapping periods, the values will change
depending upon which observation is used as the starting observation. Thus, in
order to determine the sensitivity of the measures to the starting point, we moved
the starting point to halfway through what was the previous previous first period
and regenerated the measures. For the four-week periods, then, we generated the
numbers once with the first period starting at the first observation and once with
the first period starting at the eleventh observation. For the eight-week periods, we
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generated the numbers once with the first period starting at the first observation and
once with the first period starting at the twenty first observation.
The four currencies used to generate these values were the Pound, Yen, German
Mark, and French Franc. Note that the values in Table 4.3 are averaged over the
number of periods but are summed over the number of currencies. For example, the
percentage difference in variances (PDVAR) is the sum of the four average (over time)
percentage differences by currency. Thus, the average percentage difference in vari-
ance for one currency is PDVAR divided by the number of currencies. Similarly, the
difference in correlations (DCOR) is the absolute difference in correlations averaged
over time and summed over currency pairs. There are six possible unique currency
pairs in this case of four currencies. Thus, if we want average change per currency
pair, we would divide by six.
From Table 4.3, we can see that on average the estimates obtained using the EM
algorithm are different from the estimates obtained using the subsample of the data
which is completely observed. Note that the percentage differences for the means
(PDMU) and correlations (PDCOR) are not easily interpretable since the values of
the means and correlations can be very close to zero. For both the four-week and
eight-week cases, the average change in mean values (DMU) was larger for Version 1
than for Version 0 of the implementation. This is encouraging in the sense that the
estimate which uses the most information from the data appears to be most different
from the complete subsample estimate. We see the same behavior in the difference
and percent difference in variances (DVAR and PDVAR), as well as for the difference
in correlations (DCOR). Note that the scale of DMU, DVAR, PDVAR, and DCOR
appears to be consistent independent of the start observation.
We thus have seen some change in the four-week and eight-week parameter es-
timates on average over the time span of the data. We also expect that the EM
estimates will be more efficient than the complete subsample estimates since more
observations are incorporated into the EM estimates. However, since the additional
observations are incomplete, the standard estimates of sampling variability cannot
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Four Week Estimates
DMU PDMU DVAR PDVAR DCOR PDCOR
start = 1 Version 0 0.538 8.231 1.068 0.371 0.371 2.411
Version 1 0.613 8.526 1.271 0.431 0.413 4.468
start = 11 Version 0 0.506 16.098 1.445 0.444 0.348 6.992
Version 1 0.622 6446.392 1.620 0.496 0.380 2.023
Eight Week Estimates
DMU PDMU DVAR PDVAR DCOR PDCOR
start = 1 Version 0 0.384 539.523 1.172 0.346 0.267 1.068
Version 1 0.452 4866.459 1.334 0.392 0.315 2.364
start = 21 Version 0 0.393 8.594 1.076 0.332 0.238 0.653
Version 1 0.471 8.703 1.212 0.371 0.270 1.198
n = number of periods k = number of currencies
DMU = Difference in Means
PDMU = Percent Difference in Means
DVAR = Difference in Variances
PDVAR = Percent Difference in Variances
DCOR = Difference in Correlations
= ; 0• I ~o(i) - PEM(i) I
= * `  IO(i)-pEM(i)j
= Ezk=1 Io(i)-,EM(i)
P= -1 ,(i)
= E c1 =i+1 poji)- pEM(ij)
PDCOR = Percent Difference in Correlations
= I iZ l k IPO(i,j--PEMA(ij)I
n 2=1-j=i+l po(i,j)
Table 4.3: Measures of Change in Four and Eight Week EM Parameter Estimates
from Complete Subsample Parameter Estimates
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Table 4.4: Summary of Incomplete Multivariate Currency Return Observations in
Four Currencies over the Four Week Period from October 20, 1989 through November
16, 1989
be used. We discuss a means of measuring the respective efficiency of the EM and
complete subsample estimates and present measures of efficiency for the parameter
estimates of a particular four-week period in Section 4.4.1.
4.4 An Analysis of Estimates from One Four Week Period
We now narrow our focus to one four-week period and examine the parameter esti-
mates generated via the EM implementations as compared to the complete subsample
estimates. The period is October 20, 1989 through November 16, 1989. We chose this
period because the EM implementations produce signifcant change in the estimates as
compared to the complete subsample estimates. The pattern of missing data during
this period is given in Table 4.4.
Note that the significant changes in the parameter estimates are not due solely
to the number of incomplete observations during this period; the missing pattern in
this period is not extraordinary for a four-week period. See the discussion regarding
Table 4.2 in Section 4.1.2 for more on the distribution of incomplete observations in
the foreign exchange data.
Missing Pattern in the Four Week
Period Beginning October 20, 1989
Type of Return Num. (%)
Missing 3 (15)
2 Period Agg. 2 (10)
3 Period Agg. 1 (05)
4 Period Agg. 0
5 Period Agg. 0
6 Period Agg. 0
Any Period Agg
or Missing 5 (25)
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We present the three types of parameter estimates (EM Version 1, EM Version 0,
and complete subsample) of annualized daily returns over this period in Table 4.5.
Table 4.6 lists the difference between the EM parameter estimates and the complete
subsample estimates for each element of the parameters. Table 4.7 gives the statistics
of change as defined in Table 4.3 for this period. From Table 4.7 we can see that the
change in some of the parameter estimates is large when compared to the average
four-week values in Table 4.3. DMU for Versionl is larger than average. DVAR
for both versions is almost twice the average change. And DCOR for both versions
is larger than average. For instance, in Table 4.6 we see a dramatic change in the
estimate of the variance of the Pound return for both version estimates. Also, the
Pound-Yen correlation estimate was different from the complete subsample estimate
by approximately 0.8 and 0.5 for Version 0 and Version 1 estimates respectively.
4.4.1 A Bootstrap Measure of Efficiency
Intuitively, we expect the EM estimates to be more efficient than the estimates based
upon the subsample of the data which is complete. Since the EM estimates use
a larger number of observations, although incomplete observations, we expect the
sampling variability of the estimates to be reduced by the larger sample size.
For the same four-week period, October 20 through November 16, 1989, we ex-
amine the distribution of the complete subsample parameter estimates and the dis-
tribution of the EM Version 1 parameter estimates via a bootstrap method.
For this period, the complete subsample consists of fifteen observations. To gen-
erate bootstrap distributions of the parameter estimates, the following operation is
performed 400 times. We sample from the fifteen observations twenty times with
replacement. The missing pattern of the month is then forced upon the bootstrap
sample. That is, returns which were missing or aggregate in the original data are
created from the bootstrap sample and placed in the bootstrap sample in the appro-
priate locations. Complete subsample (initial) parameter estimates are taken from
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Estimates of the Covariance Matrix
British German French
Method Pound Mark Yen Franc
British Pound 1.696 1.177 0.570 1.269
Initial German Mark 1.177 2.135 1.036 2.034
Yen 0.570 1.036 0.902 1.048
French Franc 1.269 2.034 1.048 1.977
Pritish Pound 3.398 0.604 -0.773 0.718
Version 0 German Mark 0.604 1.943 1.180 1.828
Yen -0.773 1.180 1.631 1.146
French Franc 0.718 1.828 1.146 1.754
British Pound 3.136 0.797 -0.034 0.879
Version 1 German Mark 0.797 1.903 1.118 1.787
Yen -0.034 1.118 1.237 1.083
French Franc 0.879 1.787 1.083 1.712
Estimates of the Correlation Matrix
British German French
Method Pound Mark Yen Franc
British Pound 1.000 0.619 0.461 0.693
Initial German Mark 0.619 1.000 0.747 0.990
Yen 0.461 0.747 1.000 0.785
French Franc 0.693 0.990 0.785 1.000
British Pound 1.000 0.235 -0.328 0.294
Version 0 German Mark 0.235 1.000 0.663 0.990
Yen -0.328 0.663 1.000 0.677
French Franc 0.294 0.990 0.677 1.000
British Pound 1.000 0.326 -0.017 0.380
Version 1 German Mark 0.326 1.000 0.729 0.990
Yen -0.017 0.729 1.000 0.744
French Franc 0.380 0.990 0.744 1.000
Table 4.5: Parameter Estimates Generated by Three Methods over the Four Week
Period from October 20, 1989 through November 16, 1989
Estimates of Means
British German French
Method Pound Mark Yen Franc
Initial -0.2058 -0.2209 0.0112 -0.1482
Version 0 -0.0081 -0.0773 0.0206 -0.0339
Version 1 0.1649 -0.0528 0.1466 -0.0176
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Difference in Estimates of Means
British German French
Method Pound Mark Yen Franc
Version 0 0.198 0.144 0.009 0.114
Version 1 0.371 0.168 0.135 0.131
Difference in Estimates of the Covariance Matrix
British German French
Method Pound Mark Yen Franc
British Pound 1.702 -0.573 -1.343 -0.551
Version 0 German Mark -0.573 -0.192 0.144 -0.207
Yen -1.343 0.144 0.730 0.097
French Franc -0.551 -0.207 0.097 -0.223
British Pound 1.440 -0.380 -0.604 -0.390
Version 1 German Mark -0.380 -0.232 0.082 -0.247
Yen -0.604 0.082 0.335 0.034
French Franc -0.390 -0.247 0.034 -0.264
Estimates of the Correlation Matrix
British German French
Method Pound Mark Yen Franc
British Pound 0.000 -0.384 -0.789 -0.399
Version 0 German Mark -0.384 0.000 -0.084 0.000
Yen -0.789 -0.084 0.000 -0.108
French Franc -0.399 0.000 -0.108 0.000
British Pound 0.000 -0.292 -0.478 -0.314
Version 1 German Mark -0.292 0.000 -0.018 0.000
Yen -0.478 -0.018 0.000 -0.041
French Franc -0.314 0.000 -0.041 0.000
Differences are EM Estimate - Complete Subsample Estimate
Table 4.6: Differences in EM Parameter Estimates from Complete Subsample Param-
eter Estimates by Element over the Four Week Period from October 20, 1989 through
November 16, 1989
Chapter 4. An Application to Foreign Exchange Returns
Measures of Change
DMU PDMU DVAR PDVAR DCOR PDCOR
Version 0 0.465 3.224 2.847 2.016 1.764 3.158
Version 1 0.805 15.569 2.272 1.463 1.144 2.039
Table 4.7: Measures of Change in EM Parameter Estimates from Complete Subsample
Estimates over the Period from October 20, 1989 through November 16, 1989
the complete subsample of the bootstrap sample and EM estimates are generated via
Version 1 of the algorithm.
We present box plots to summarize the distributions of the bootstrap samples
for both the complete subsample estimates and the EM estimates. In a box plot,
the upper and lower quartiles of the data are portrayed by the top and bottom of
a rectangle, with the median being the horizontal line segment within the rectangle.
Dashed lines extend from the ends of the box to the adjacent values which are defined
as follows. First, we define the interquartile range as the range between the upper
and lower quartiles (IQR = Q(.75) - Q(.25)). The upper adjacent value is defined
to be the largest observation that is less than or equal to the upper quartile plus
1.5 x IQR. The lower adjacent value is defined to be the smallest observation that is
greater than or equal to the lower quartile minus 1.5 x IQR. Any observation falling
outside the range of the two adjacent values is called an outside value and is plotted
as an individual point.3
In Figure 4.4 we display box plots of the bootstrap sample of mean estimates for
the currency returns. Both the complete subsample estimates and the EM Version
1 estimates are plotted. In Figure 4.5 we display box plots of the bootstrap sample
of variance estimates. If Figure 4.6 we display box plots of the bootstrap sample of
correlation estimates for all of the unique currency pairs.
From Figure 4.4 we notice that the interquartile range for the Pound and the
Yen mean estimates is visibly smaller for the EM estimates than for the complete
3 Description of the box plot taken from Chambers et al. [4].
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subsample estimates. The interquartile range doesn't appear different for the two
methods of estimation for the two other currencies. We observe that for all of the
currencies, the range of the complete subsample estimates is larger than for the EM
estimates and that there are more outside values. The EM estimates appear to be
more efficient from the box plots.
The box plots of the variance estimates look similar. The Pound, however, has
a larger interquartile range for the EM estimates of variance than for the complete
subsample estimates.
The correlation box plots are interesting because of the large number of low outside
values for both types of estimates. The complete subsample estimates consistently
have more low outside values than the EM estimates. The interquartile ranges also
appear slightly smaller for the EM corrlations than the complete subsample estimates.
In Table 4.9 the standard errors estimated from the bootstrap samples of mean and
variance estimates are presented. In Table 4.8 the standard errors estimated from the
bootstrap samples of correlation estimates are presented. For all of the parameters,
the EM Version 1 parameters have smaller standard errors. It does appear that the
EM estimates are more efficient, to some degree, than the estimates taken on the
complete subsample of the data over this four-week period.
4.4.2 A Portfolio Approach
We now consider the effect of the estimated parameters on a mean-variance analysis
for a portfolio of currencies. For the purposes of this Section, we define a portfolio to
be comprised of holdings in a universe of assets where the sum of the holdings adds
to one. Short positions are allowed.
In Figure 4.7 we present the mean-variance efficient frontiers for portfolios, where
the universe of assets is made up of four currencies (British Pound, German Mark,
Yen, and French Franc). We do not include a risk-free asset in this analysis. See Ap-
pendix C for a discussion on generating the efficient frontiers. The efficient frontiers
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Correlations
Estimation British German French
Method Pound Mark Yen Franc
Initial British Pound NA 0.159 0.231 0.131
EM Version 1 NA 0.140 0.215 0.114
Initial German Mark 0.159 NA 0.121 0.007
EM Version 1 0.140 NA 0.107 0.006
Initial Yen 0.231 0.121 NA 0.107
EM Version 1 0.215 0.107 NA 0.095
Initial French Franc 0.131 0.007 0.107 NA
EM Version 1 0.114 0.006 0.095 NA
bootstrap sample size = 400
Table 4.8: Standard Errors of Bootstrap Estimates of Correlations
bootstrap sample size = 400
Table 4.9: Standard Errors of Bootstrap Estimates of Means and Variances
Means and Variances
Estimation British German French
Parameter Method Pound Mark Yen Franc
Mean Initial 0.349 0.393 0.280 0.383
EM Version 1 0.298 0.342 0.241 0.333
Variance Initial 0.411 0.781 0.206 0.706
EM Version 1 0.379 0.715 0.195 0.645
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Boxplots of Bootstrap Samples of Mean Estimates
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Figure 4.4: Box Plots of Bootstrap Samples of Mean Estimates
are plots of the risk (in terms of variance of return or standard deviation of return)
against expected return for efficient portfolios. An efficient portfolio is defined equiv-
alently to be
* the portfolio with minimum risk for a given level of expected return
* the portfolio with maximum expected return for a given level or risk.
The two left pictures in Figure 4.7 graph the variance of efficient portfolio returns
against the efficient portfolio expected return. The pictures on the right have the
standard deviation of portfolio returns on the x-axis rather than variance. The upper
and lower pictures differ only in the scale of the axes. The Version 1 estimated mean-
variance (mean-standard deviation) locations of the British Pound are plotted on the
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Boxplots of Bootstrap Samples
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Figure 4.5: Box Plots of Bootstrap Samples of Variance Estimates
pictures to aid interpretation.
We have generated the efficient frontiers using the three estimates of the mean
and covariance matrix of annualized daily returns for the four-week period starting
October 20, 1989. See Table 4.5 for the values of the estimates. Figure 4.7 clearly
indicates that the differences among the estimates will affect portfolio inferences.
Consider the lower right picture. The solid line represents the estimated efficient
frontier of currency portfolios using the complete subsample parameter estimates.4
The two dashed lines represent the estimated efficient frontiers generated with the
EM parameter estimates.
4Note that these are estimated efficient frontiers since they are generated with estimated parameters.
The actual efficient frontier is that which corresponds to the unknown population parameters.
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The different shapes of the efficient frontiers in Figure 4.7 highlight two points.
First, the portfolios which we assume to be efficient with respect to one set of param-
eter estimates may not be efficient with respect to another set of estimates. Second,
we may misestimate portfolio properties. For example, assume the Version 1 efficient
frontier is the best estimated efficient frontier. Then, for the range of standard de-
viation values for which the Version 1 efficient frontier is above the the other two
frontiers (approximately 0.95 - 1.6), for a given level of expected portfolio return, the
other parameter estimates overestimate portfolio risk. Conversely, for the same range,
for a given level of portfolio risk, the other parameter estimates will underestimate
the expected portfolio return.
The magnitude of differences we see in parameter estimates generated via these
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three methods are large enough to move the estimated efficient frontiers for portfolios
of currencies significantly. Any portfolio inferences based upon the estimated efficient
frontiers are thus sensitive to the method of parameter estimation.
Variance vs. Standard Deviation vs.
Expected Return Expected Return
a
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0'
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Figure 4.7: Graph of Efficient Frontiers for
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4.5 An Asynchronous Application
We demonstrate how these missing data algorithms can be used in making inferences
from asynchronous data. Consider the hypothetical situation of being sometime be-
tween the closing of the European markets and the closing of the London market. At
this time, the observation of the closing prices of the four currencies (British Pound,
I
I
I
n I
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German Mark, Yen, and French Franc) is incomplete. We wish to use the current
information to predict the Pound return over the current day (which will be known
once there is a closing price for the Pound).
We will use Version 1 EM estimates of the parameters and the closing prices of
the other currencies to calculate the conditional expectation of the Pound return over
the current day. We can evaluate how well the EM conditional expectation of the
return predicts the actual return as compared to a conditional expectation based upon
the complete subsample parameters. Since our assumption of multivariate normality
of daily foreign exchange returns appears to be most reasonable over short time
horizons 5, we will estimate the parameters to be used in the conditional expectations
from the sample of daily returns over the previous four weeks from the current day.
We repeat this procedure for every observation in our data for which a daily
return is observed and evaluate how well the returns are predicted. One of the
benefits of having the EM algorithm in place is the automatic evaluation of conditional
expectations of missing items during the E Step of the algorithm.
Since we assume there is correlation of currency returns across markets, we expect
the conditional expectation of the Pound return, given the returns of the other three
currencies, to be different from the current estimate of the mean Pound return. To
evaluate how much information is gained from the correlation of returns across mar-
kets via conditional expectations, we also evaluate how well the current estimate of
the Pound mean return predicts the actual Pound return.6
Predictive power of the daily Pound returns is measured by two statistics for each
type of predictor: mean error (ME) and mean absolute error (MAE). A comparison
of MAE and ME can determine whether a predictor systematically over- or under-
predicts. We define
1"
ME= - D(Pi - r,)
i=1
SSee Appendix B for tests of multivariate normality.
6 Using the mean return to predict the future returns is equivalent to assuming a univariate random walk
model which has performed well in empirical studies of exchange rates in the 1970's. For details, see Meese
and Rogoff [15].
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Measures of Predictive Power
Predictor Method of Mean Standard Mean Standard
of Estimation Error Deviation Absolute Error Deviation
Conditional Expectation EM -0.066 1.48 1.061 1.03
(-0.937) (21.44)
0 -0.124 1.53 1.101 1.07
(-1.69) (21.44)
Estimate of Mean EM -0.003 1.78 1.324 1.18
(-0.04) (21.44)
0 -0.042 1.83 1.372 1.21
(-0.48) (21.44)
t Statistics in Parentheses
Method of estimation = EM indicates Version 1 parameter estimates
Method of estimatation = 0 indicates complete subsample parameter estimates
Table 4.10: Errors in Prediction of Annualized Daily British Pound Return over the
Period of January, 1986 through February, 1988
1nMAE = - IP i - rd
i=1
where n denotes the total number of observations for which a daily Pound return ri
is observed and Pi the predicted value.
Table 4.10 lists the prediction error for the different methods of prediction for
daily Pound returns (annualized) over the period January, 1986 through February,
1988.
Based upon the values of the ME and MAE, it appears that prediction using
the EM estimates, for both predition methods, is uniformly better than prediction
using the complete subsample estimates because the EM error measures are smaller
than the complete subsample error measures. We also note that another study which
used a simple regression of the returns of the three currencies (German Mark, Yen,
and French Franc) on the returns of the Pound performed worse in ability to predict
than this conditional expectation method using the EM estimates (in terms of MAE)
and better than this conditional expectation method using the complete subsample
estimates.
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However, the t statistics in Table 4.10 indicate that we cannot assume that the
values of ME and MAE are significantly different from zero for most of the methods.
At a confidence level of a = 0.05, we will reject a hypothesis of the ME or MAE being
equal to zero if its value is greater than 1.6457.
For the ME of the conditional expectation prediction using the complete subsample
estimates we reject this hypothesis since the t statistic is greater than 1.645. At at
95% confidence level, the ME is non-zero. Thus, we say that the EM estimates
improve upon the complete subsample estimates in terms of their predictive ability
based upon mean error (ME) measures of prediction. Although the value of the t
statistic is not overwhelmingly larger than the critical value, we remind the reader
that small margins can make a significant difference in the profitability of investments
when large amounts of money are involved.
We note that the British Pound is not as highly correlated with the other three
currencies as, for example, the French Franc is with the German Mark. We would
expect significant results in predicting either of those returns because with stronger
correlation more information is available via a conditional expectation given the ob-
served currencies.
7Values taken from standard t distribution table.
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Proofs of Propositions
A.1 Version 0
Derivations of ip, and E, in Proposition 3.5.1:
1. The Mean Vector ps (Version 0)
E [r i( ) ]
p. = E[w] = [E
LE [xi(ao)]J
2. The Covariance Matrix , (Version 0)
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Let Ei be partitioned by the types of observations as follows.
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Note that the partition of E as above is observation dependent. The partition
will change for each observation depending upon the pattern of missing and
aggregate returns observed.
If we partition E.~ by the unobserved and observed portions of w,then, letting
wl be the unobserved portion and w2 the observed portion, we have
X I w J 1W2]
and
WdI eWI=dbU
as defined above
E I2 = cov(xi(u), Xi(ao))
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A.2 Version 1
Proof of Proposition 3.6.1:
1. Normality
Due to the assumption of multivariate normality of r, then w ^ Np,(~ , ( )
where
Pw = 4p - ki(o) - ki(m) - ki-l(m,) - ki+l(mII).
2. The Mean Vector pj (Version 1)
W =Ew]
E [ri(")]
KP(M)
t• (crs)P (a2)P(a3)
JaQM)-J
SE [ri(u)]
ErE xi(o)
.E [xi-l(a ol)
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E [xil..o)] =
S2  (a')
MI (a)
and E [Xi+(alooN)]
3. The Covariance Matric E, (Version 1)
Consider each of the partition blocks of EC individually.
W* Esw• is the same as ~13 from Version 0.
" EW1W2 = [EWiZi(ao) i EWI~.i-1(oI) EW1Wi+l(IO")])
where
* Ew,i(a.) = ."V2 from Version 0.
* JWli-(.,.') = cov(ri(u), Xi-1(a*oI)) = 0 since we assume independent ob-
servations.
* wlzi+1(,,o,,) = COv(ri(u), Xi+1(a"Io"))
[X+1(a"s) I X~il(a") Xi+l(a") r3+l( 01)]
2 2 (all)
MIA (a#)
= cov
ri(a2)
ri(a 3)
ri(aM)
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W2W2 i-,l-od)2i(oo) "i- (ao,),i-l(ao'd) i-1(arod)Xi+l(ao,,)
.i+I(alo")o i(*o) i+I(aIIdI').Xi-I(IoId )  Ii+ 4•I, ol)-T-I(a oI)j
First, consider the diagonal blocks:
* iao)i(ao) = E2w2 from Version 0.
E2 ._i-I(ao,_)i-I(aot) = EI,21 2 from Version 0 where the permutation is de-
fined by the structure of the i - 1 h observation of x. That is, for
example, replace Eoo with Joo, etc.
•E x+l(aPI),o,)i+l(IIoI) = EW 2 1 from Version 0 where the permutation is
defined by the structure of the i + 1 th observation of x.
Now consider the upper-triangular off-diagonal blocks:
* EZi(o)zi-,(loo) = coU(Xi(ao), Xi-1(a'o'))
I
[Xi..l(ai) I .. Ir...l(GI) I
k-1
Xi(ak) = ri-j(ak) and xi-_(a) =
j=o
for k, 1' = 2,..., M
j=1
then
COv(xi(ak),xi-,(,a)) = min((k - 1), l')Eak,a;
cov(xi(o), xi-l(o,) = cov(ri(o), ri-l(o,)) = 0
or
cov(xi(o), Xi-_(a;) = cov(ri(o), Z ri-j(a;)) =-
j=1
k-1
cov(y ri-j(ak), ri.-(o,)) =
j=o
0 for 1' = 2,..., M
Eak,o, for k = 2,..., M
Ea2,a2 Ea ,a3
2Ea3,a:
2'2a4,a2 I 3Ea4,a'
2EamCI, I 3E,
o I
I II ... I
I I
I ... I
I I
I ... I
Ea2,a'M
2Ea,,
3a 4 ,aMm
I . II *I
'a ,aI a ,a
010... 0
* E o)z+la,"dP) = COV(Xi(ao), Xi+1(all"ot))
[,+, ,) I ...+1 ' I ,i+l(o ,) I Xi+1(o,,)]
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= covI
Since
COV(Xi(ak), Xi-l(o')) =
Thus,
E,,2 tO'
IEa4,oi
IEa4 ,oi
0.
- co'
Xi(a 2)
Xi(aM)
-xi(o)
I~3a
J
- -
k-1 j"-1
xi(ak) = ri-ji() and Xi+l(a. ) = E ri+l(a)
j=O j=O
for k, 1" = 2,..., M
then
cov(xi(Ga), xi+l(a,)) = min(k, (r" - 1))"ak,,.a
COV(Xi(o), Xi+l(o1)) = cov(ri(o), ri+l(o)0) = 0
!1-1
cov(xi(o), Xi+l(al) = cov(ri(o), E ri+l-j(af')) = o,a, for 1" = 2,.
j=O
COV(Xi(ak), Xi+l(o1)) =
k-i
cov( r(E i-j(k), ri+l(k-)) = 0 for k = 2,...
j=o
Thus,
Ea2,ar' i 2EaMa
Ea3," i 2Ma 3,a
E 3 ,a'I 2EJ3,a;'
2 E.I
Mz~a
4E3,allI .. m
I I I
• I " I
O
i0
Io
Eam,e4' I 2 EJamga3' I ... I M~am,4I 0
*o,a2 I E-o,ag 'I -.-.- I I 01
Note that this block has the same form as the transpose of E,(ao)-il(al, )
where i(ao) is replaced by i + 1(a"o") and i - 1(a'o') is replaced by
i(ao).
* 
_i--(.,.,)(i+,(X.o.) = .ov(Xil(,o,), Xi+l(,',oI))
Xi-l(a')
Xi-l(al)
Xi-l(al,)
[Xi+l(a4) I
= ri. (a) and x.
* 1ri+1(aL) I Xi+l(oll)
ill-,
j=0
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Since
= cov
Since
Ex 1 (offal#d'o) =
i I
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for k', l" = 2,..., M
then
cov(xi-_l(.), xi+l(a,l)) = min(k', (1" - 2))Ea,a,
COv(Xil(o,), Xi+l(o,,) = cov(ril(o,), ri+l(o,)) = 0
l"-1
cov(xi-l(o,), xi+t(',)) = cov(ri-l(o,), 1 ri+l-j(al')) = min(1, (l"-2))EO',a', for l" = 2,
j=O
k'
cov(xi-l(a), Xi+l(o")) = cov(E ri-j(a'), ri+l(o0 )) = 0 for k' = 2,..., M
kj=1
Thus,
o Ea2a:2Ea',a"': .. 2Ea2O',al I 0
0 Ea3,all 2Ea~ial I ... I 10
o I ,Jai ii2Ea ,"'  1
0 Eoi,a0 ' I l'al... I al 0
3 4 , m
The lower-triangular off-diagonal blocks are transposes of the appro-
priate upper-triangular off-diagonal blocks since E,,2, is a symmetric
matrix. We have thus defined E,, block-by-block.
Exi-I~alol)2i+l( 4allol )
• . ° . _
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Tests of Assumptions
B.1 Test of Univariate Normality
If the daily currency returns are independent and identically distributed multivariate
normal random variables over the entire observation period, then the returns of each
individual currency are independent and identically distributed univariate normal
random variables. We begin by looking at histograms of the returns by currency for
four currencies (British Pound, German Mark, Yen, and French Franc) over the four
and a half year observation period. In Figures B.1 and B.2 we present the histograms
of the subsets of the generated returns that are daily returns; the zero returns and the
aggregate returns are not included. It is this data that we assume to be a sample from
a normal distribution. In order to aid the interpretation of the histograms, a normal
curve has been superimposed on each histogram. The sample mean and standard
deviation were used to generate the normal curve.
Below each of the histograms, we plot a quantile-quantile (Q-Q) plot. This is a
plot of the sample quantile versus the quantile one would expect to observe if the data
were normally distributed. Departures from normality are indicated by deviations of
the Q-Q plot from a straight line. A measure of the straightness of the Q-Q plot is the
correlation coefficient of the points in the plot. The correlation coefficient, r, and the
number of observations, n, can be found on each Q-Q plot. A formal hypothesis test
of normality can be performed using these correlation coefficients. The critical points
for rejection of the assumption of normality depend upon the size of the sample and
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Sample Size Significance levels a
n .01 .05 .10
10 .880 .918 .935
15 .911 .938 .951
20 .929 .950 .960
25 .941 .958 .966
30 .949 .964 .971
40 .960 .972 .977
50 .966 .976 .981
60 .971 .980 .984
75 .976 .984 .987
100 .981 .986 .989
150 .987 .991 .992
200 .990 .993 .994
Table B.1: Critical Points for the Q-Q Plot Correlation Coefficient Test of Normality
From Johnson and Wichern [9] page 151
the significance level and can be found in Table B.1.
The graphs in Figures B.1 and B.2 display nearly symmetric and leptokurtic (long
tailed) distributions for all of the currency returns. This is typical for financial returns
and is documented for currency returns (for example see Hsieh [8]). We also observe
more of a cluster at the mean than would be expected if the returns were realizations
from normal distributions. At a significance level of 0.05, we reject the hypothe-
sis of normality for all four currencies based upon the test of Q-Q plot correlation
coefficients1.
A common explanation for the leptokurtic feature of the returns distribution is
that the returns process is time-varying. The returns may be normally distributed but
over shorter periods of time and with time-varying parameters. To test this possibility,
we generated the Q-Q plot correlation coefficients over shorter non-overlapping time
periods. We cut the time frame of the entire series (over four years) into equal length
'Although the critical points are not available for a sample size of 587 in Table B.1, we can determine
from the critical points for a sample size of 200 that we reject the hypothesis of normality with a = 0.05. The
critical point for n = 200 and a = 0.05 is 0.993. Clearly, as the sample size grows, for a given significance
level, the critical points are closer to one. Thus we know that the critical point for n = 587 and a = 0.05
is greater than 0.993, the critical point for n = 200. Since the sample correlation coefficients for all four
currencies are less than or equal to 0.993, we reject.
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Histograms and QQPlots of Daily Currency Returns over Entire Period
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Figure B.1: Histograms and Q-Q Plots of Daily Returns over Entire Observation
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Histograms and QQPlots of Daily Currency Returns over Entire Period
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Table B.2: Percentage of Sub-Periods which Reject Q-Q Plot
Test of Normality at a 95% Confidence Level
Correlation Coefficient
sub-periods and calculated Q-Q plot correlation coefficients for each of the shorter
sub-periods. In Table B.2 we present the percentage of sub-periods for which the
assumption of normality is rejected at a significance level of 0.05.
The assumption of univariate normality appears to be most reasonable for periods
of four weeks. As the length of the sub-periods grows, the assumption of normality is
less consistent with the data. These results support the assumption of time-varying
returns processes.
Percentage of Periods which Reject Stationary MVN
No. Weeks No. Obs. No. No. Reject % Reject
Currency Per Period Per Period Periods at 95% at 95%
Pound 117 587 1 1 100%
32 160 3 1 33.3%
16 80 7 4 57.1%
8 40 14 3 21.4%
4 20 29 3 10.3%
German 117 587 1 1 100%
Mark 32 160 3 2 66.7%
16 80 7 3 42.9%
8 40 14 4 28.6%
4 20 29 2 6.9%
Yen 117 587 1 1 100%
32 160 3 2 66.7%
16 80 7 3 42.9%
8 40 14 4 28.6%
4 20 29 5 17.2%
French 117 587 1 1 100%
Franc 32 160 3 3 100.0%
16 80 7 4 57.1%
8 40 14 5 35.7%
4 20 29 2 6.9%
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B.2 Chi-Square Test of Multivariate Normality
We performed a test of multivariate normality for the same four currencies. This test
can be performed on any number of currencies.
If the daily returns ri are multivariate normal, ri , Np(p, ), then
bj = (r, - p)'E-'(r_ - A ) 2 X
the chi-square distribution with p degrees of freedom. If we let
d= (r - F)'S-' (r - F)
where F is the sample mean and S is the sample covariance matrix, then the squared
generalized distances, d,, should behave approximately like a chi-square random vari-
able. Although d2 for i = 1,2, ... , n are not independent and not exactly chi-square
distributed, a Q-Q plot of the sorted d2 against appropriate quantiles of the chi-
square distribution can indicate departures from multivariate normality. If the data
are multivariate normal, the plot should resemble a straight line.
In order to assess the assumption of multivariate normality over periods of lengths
four weeks and eight weeks (approximately one and two months respectively) the cor-
relation coefficients of the Q-Q plots of the squared generalized distances, d, were
generated. To approximate the distribution of these correlation coefficients, a Monte
Carlo simulation (with eighty repetitions) was performed where such correlation co-
efficients for random multivariate normal samples were calculated. This was done
once for a sample size of twenty, corresponding to a four-week period, and once for
a sample size of forty, corresponding to an eight-week period. The resulting Monte
Carlo cumulative distribution functions for the correlation coefficients are presented
in Figures B.3 and B.4.
Hypothesis tests were then performed for consecutive four and eight-week periods
over the time span of our time series. Since we used non-overlapping sub-periods, the
hypothesis test results are somewhat dependent upon the starting point of the first
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sub-period of our test. In order to test the sensitivity of our results to the starting
point, the procedure was repeated with different starting points. For the four-week
periods, the second start was at observation eight (this was the largest observation
that resulted in the same number of sub-periods as when the start was the first
observation). For the eight-week periods, the second start was at 21 which is the
previous starting observation shifted by four weeks.
Tables B.3 and B.4 present the results of these tests. The hypothesis of mul-
tivariate normality is not rejected for the four-week periods at the 90% confidence
level in all instances but one. We reject for none of the four-week periods with a
start at observation one and we reject for only two of the periods when the start is
at observation eight. The results do not appear to be very sensitive to the starting
observation.
The results for the eight-week periods suggest that the i.i.d. multivariate normal
assumption fails at the 90% confidence level for these longer periods. We reject the
hypothesis of multivariate normality for six of the fourteen eight-week periods with
a starting observation at one. We reject seven times with the starting observation at
twenty one. Again, the starting observation does not affect the results of the tests
significantly.
Consistent with an assumption of a Gaussian process with parameters that are
slowly time-varying, the results of the chi-square test for consistency with stationary
multivariate normality degrade as the length of the period grows. In Table B.5, we
present the results of the chi-square test performed on periods of varying lengths.
We looked at 29 four-week periods, 14 eight week periods2 , 7 sixteen week periods, 3
thirty-two week periods, and the one entire 117 week period. While we have a fairly
low percent rejection of 3.4% at a confidence level of 90% for periods of four weeks,
the percent rejection grows with the length of the period to 100% for longer periods
regardless of the confidence level.
2The fractional number of rejected periods for periods of length four weeks and eight weeks is due to
averaging the results of tests with different starting observations.
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Four Week Periods
Period
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
Total Periods Rejected 0
Start = 8
Correlation
Coefficient Reject
Start = 1
Correlation
Coefficient Reject
0.995 N
0.976 N
0.977 N
0.986 N
0.977 N
0.953 N
0.955 N
0.983 N
0.994 N
0.973 N
0.991 N
0.991 N
0.981 N
0.981 N
0.983 N
0.998 N
0.975 N
0.980 N
0.982 N
0.977 N
0.994 N
0.980 N
0.991 N
0.976 N
0.963 N
0.958 N
0.952 N
0.990 N
0.971 N
2
Table B.3: Correlation Coefficients of Sorted Squared Generalized Distances of Daily
Returns with Chi-Square Percentiles over One Month Periods and the Results of
Hypothesis Tests of Multivariate Normality at 90% Confidence Level
0.959 N
0.973 N
0.981 N
0.977 N
0.915 Y
0.993 N
0.989 N
0.981 N
0.966 N
0.985 N
0.988 N
0.985 N
0.982 N
0.972 N
0.973 N
0.988 N
0.979 N
0.965 N
0.954 N
0.974 N
0.975 N
0.965 N
0.989 N
0.989 N
0.958 N
0.968 N
0.941 Y
0.987 N
0.973 N
2
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Eight Week Periods
Start = 1 Start = 21
Correlation Correlation
Period Coefficient Reject Coefficient Reject
1 0.903 Y 0.902 Y
2 0.991 N 0.985 N
3 0.973 N 0.995 N
4 0.993 N 0.988 N
5 0.986 N 0.985 N
6 0.997 N 0.952 Y
7 0.947 Y 0.932 Y
8 0.992 N 0.959 Y
9 0.930 Y 0.988 N
10 0.948 Y 0.929 Y
11 0.996 N 0.984 N
12 0.946 Y 0.968 Y
13 0.941 Y 0.902 Y
14 0.992 N 0.982 N
Total Periods Rejected 6 7
Table B.4: Correlation Coefficients of Sorted Squared Generalized Distances of Daily
Returns with Chi-Square Percentiles over Two Month Periods and the Results of a
Hypothesis Test of Multivariate Normality at 90% Confidence Level
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Table B.5: Percentage of Sub-Periods which Reject Chi-Square Test of Normality at
90% and 95% Confidence Levels
For the sake of brevity, the Monte Carlo CDF's and the correlation coefficients for
each of the longer time periods are not presented; they were generated exactly as those
above. In addition to the fact that greater percentages of the sub-periods were rejected
when considering longer sub-periods, the magnitude of the correlation coefficients
over the longer sub-periods was much smaller than the magnitude of the correlation
coefficients over shorter sub-periods. While all of the correlation coefficients for the
four and eight-week periods were greater than 0.9, many of the correlation coefficients
for the longer time periods were less than 0.8. Hence, we strongly reject an assumption
of multivariate normality with constant parameters over the longer periods.
Percentage of Periods which Reject MVN
No. Weeks No. Obs. No. No. Reject % Reject No. Reject % Reject
Per Period Per Period Periods at 90% at 90% at 95% at 95%
117 587 1 1 100.0% 1 100.0%
32 160 3 3 100.0% 3 100.0%
16 80 7 5 71.4% 5 71.4%
8 40 14 6.5 46.4% 5.5 39.3%
4 20 29 1 3.4% 0.5 1.7%
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Monte Carlo CDF of Correlation Coefficients
of Squared Generalized Distances of MVN Random Samples and Chi-Square Percentiles
0.90 0.92 0.94 0.96 0.96
Sorted Correlation Coefficients
Figure B.3: Monte Carlo CDF for n=20
Monte Carlo CDF of Correlation Coefficients
of Squared Generalized Distances of MVN Random Samples and Chi-Square Percentiles
0.94 0.95 0.96 0.97 0.98 0.99
Sorted Correlation Coefficients
1.00
Figure B.4: Monte Carlo CDF for n=40
n=20 p.4
p for 90% , 0.951
p for 95% . 0.937
n-40 p.4
p at 90% = 0.970
p at 95% - 0.957
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Appendix C
Generating the Efficient Frontier
The mean-variance efficient frontier is defined as all pairs of portfolio expected re-
turn and variance which are eficien, in the sense that for a given level of return,
the variance is minimized. Or, equivalently, the problem can be stated as maximiz-
ing expected return for a given level of risk. The problem is usually specified as
a quadratic program, that is, minimizing porfolio risk, a quadratic function of the
portfolio weights, subject to a constraint on the expected return. This optimization
problem can be solved on most computers with readily available optimization rou-
tines. Here we show a method of constructing the efficient frontier without using
optimization routines.
To restate the problem: we wish to construct a portfolio which minimizes risk
(defined here as the variance of the portfolio) while constraining the expected return
of the portfolio to a given value.
Let
* w = vector of portfolio weights
* E = covariance matrix of asset returns
* p = vector of asset expected returns
* at = portfolio variance
* 1 = vector of ones
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Then the problem can be written
min = w''w
subject to
w'I = rp expected return constraint
w'1 = 1 portfolio constraint
Proposition C.0.1 For a given feasible level of portfolio variance, k, the associated
portfolio expected return, r* on the mean-variance efficient frontier is
r * +E 1- A ]t -11)2 1 - kl-(C.1)E-11 -1 ('E 11) (pE-11)2 - p_'E-'1 E-111
Proposition C.0.2 A given level of variance, k, is a feasible level of variance if
1k >
Proof of Proposition C.0.2: This follows directly from Proposition C.0.1. Since the
denominator under the square root in equation (C.1), (tp'-'1)2 - p'_ -t 1 1''E- 1,
is always negative by the Schwarz inequality 1, the numerator 1 - kl'E-1 1 must also
be less than or equal to zero to have real solutions. 0
Derivation of Proposition C.0.1: The minimization problem can solved via the
Lagrange Method; we rewrite the problem
min a, = w'Ew - 2AX(w'p - r,) - 2A2(w'1 - 1)
Taking the partial derivatives and setting to zero, we have
= 2Ew - 2A,1  - 2A21 = 0 (C.2)OwOa2= 
-2(w'p 
- r)= 0 (C.3)
= -2(w'1 
- 1)= 0 (C.4)
0A2
'Do you want the gory details?
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We proceed by finding values of A1 and As which satisfy equations (C.2) and (C.4)
for a given level of risk. Using equation (C.3), we then find the maximum value of
portfolio expected return, rp, for these values of A1 and A2. The resulting risk-return
pair is a point on the efficient frontier.
From equation (C.2)
w = E-1(Al/ + A21) (C.5)
Pre-multiplying equation (C.2) by w' we find an expression for portfolio variance.
2 W'= W
= [E-(Alp + A2 1)]'E[E-1(Ap + 1A2 1)]
= (A,' + A2 1')E-1 (AI, + A2 1)
= A12'E-'I + 2AIA 2 '1E-'1 + Al1'E-'1 (C.6)
With the following constants defined,
Sc 11 = p'IE-pl
a C12 = #'Z-11
* c22 = I'E
- 1 1
equation (C.6) can be re-written as
0 = 111 + 2cI12A1A 2 + c22 •2  (C.7)
For a constant value of aP2 = k, it can be seen that equation (C.7) is an ellipse in A1
and A2. Now combining equations (C.2) and (C.4)
w'1 = [-' 1(A1 + A2 1)]'1
= (A1 #' -+ A2 1')E- 11
= Al'E-11 + A21'E- 11
- c12 A1+ c22 A2 = 1 (C.8)
This is a straight line in A1 and A2 .
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If k is a feasible level of portfolio risk, we can solve for the pair(s) (A1,A2) for which
the line (C.8) intersects the ellipse (C.7). Solving for A2 in equation (C.7)
A2  - 1 1  ( - 2 2 ) c22k (C.9)
c22
and from equation (C.8)
Az = - 2 A1 + (C.10)
C2 2  C22
Equating equations (C.9) and (C.10) we can solve for possible optimal value(s) of A1
-± 1 - c2 2k
S2 
- C11c22
and substituting back into equation (C.10) we can find possible optimal value(s) of
A2
The portfolio expected return at these values of A1 and A2 can be found from
equations (C.3) and (C.5).
r = Wil
= [E- 1 (AmI + A21)]'IA
= (A1 '1 + A A21')E - 1
= clA 1 + c12A2  (C.11)
The maximum value of portfolio expected return, r*, is thus the larger of the at most
two values from the optimal (A1, A2) pair(s).
r±  = cuA-+-ci2A4
= C11 k + C1 2 (- c 12 •' + )
-C12 + C (c12)2
C22 C2 2
r - C12 C 1 1
C22  C22 )
C12 A+· (c12)2 (C.12)C22 C22
(C.13)
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Then clearly,
r= +c1- ()'A (C.14)
C22 
C22
and substituting the values of the constants c11, c12 , and c22 back into equation (C.14),
we have the expression for r* as presented in Proposition C.0.1. q.e.d.
Of course it must be kept in mind that we are using estimates of p and E and
hence are generating an estimated efficient frontier. In Section 4.4.2 we show the
effect of different estimates of p and E on the efficient frontier for portfolios of four
currencies.
To illustrate the procedure described above, we present graphically how one op-
timal pair (k, r*) is found for the results presented in Section 4.4.2. In Figure C.1
the ellipse specified by equation (C.7) and the line specified by equation (C.8) are
graphed. The EM Version 1 estimates discussed in Section C were used to determine
the values of the constants cl, c12, C22 . The variance k = 1.19. The two optimal
(Al, A2) pairs are graphed and the values of portfolio expected return (from equation
(C.12)) associated with them labeled. For this level of variance, we see that the port-
folio expected return is higher at At than at A1-. We thus have defined the point
(of = 1.19, r* = .34) on Figure 4.7.
ambd"e
Figure C.1: Optimal Lambda Pairs for Point on Efficient Frontier
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