ABSTRACT: The investigation of impacts of a changed climate on social and natural systems usually requires daily meteorological data on a spatial scale of about 1 to 100 km2. Even the strongest tools for the estimation of the changes in future climate, the Global Climate Models (GCMs), are not yet able to provide regional scenarios of climate change at this resolution. Presently, GCMs operate at spatial resolutions of several hundred kilometers -far too coarse for most regional analyses. Therefore, 'downscaling' approaches are needed in order to transform GCM climate change scenarios to appropriate scales for climate impact investigations. A statistical approach is developed based on the relationships between variations in regional climate and changes in large-scale circulation over the North Atlantic Ocean and Europe. Using the well-known classification scheme of circulation types, the European 'Grosswetterlagen', a conditional climatology for different large-scale air flow patterns was calculated using long daily meteorological data sets at 3 weather stations in Germany. The coupling of flow direction and climate at a site of interest varies with season and with c~rculation pattern. Even a single weather type produces relationships that are highly variable. A possible explanation could be the interaction of changes in mean duration time, preceding patterns or ~h d r d~t e r i~t i~ weather conditions caused by the weather type. To account for this natural variabil~ty an approach has been developed of stochastically modelling the linkage between daily weather type and regional daily weather Using long observed time series of daily surface air temperatures and precipitation, the model was calibrated and validated. Comparison of observed and simulated data demonstrated the ability of the model to adequately explain the statistical structure of the daily time series at 3 German sites. Possible applications of this model include sensitivity studies, downscaling of GCM output and investigation of the frequency and duration of extreme events.
INTRODUCTION
In recent years, public concern about possible human-induced climate changes has increased, emphasizing the social and economic consequences of changed climatic conditions. Some efforts have been made recently to estimate the economic costs of climate change by using computer models of different natural and social systems (Mintzer 1992) . Most of the systems being investigated are modelled at spatial resolutions of about 1 to 100 km2. Investigation of possible impacts of future climate change requires regional climate change scenarios at appropriate spatial scales.
The strongest tools for estimating future climate, 3-dimensional coupled Global Climate Models (GCMs), are presently able to calculate atmospheric processes at a spatial resolution of several hundred kilometers, much too coarse to be used as input data in climate impact models. Moreover, the response of regional climate to global climate change is very likely to be highly inhomogeneous and cannot be assessed directly using GCMs. The estimation of regional climate changes using large-scale climate change data has been approached using downscaling techniques. Several methodologies have been developed recently, distinguishable as empirical, semi-empirical and dynamic approaches (Wigley et al. 1990 , Giorgi & Mearns 1991 . While dynamic approaches are followed by embedding high-resolution models for a limited area of interest into a GCM (Giorgi et al. 1990 ), the semi-empirical approaches generally use statistical techniques to relate observed large-scale and regional climate (Karl et al. 1990 , Storch et al. 1991 .
Compared with observed climate, GCMs are able to more reliably simulate large-scale features of circulation in the upper atmosphere than those of surface variables such as temperature or precipitation (Houghton 1991) . It is well known that in middle latitudes, regional climate is linked to the mean conditions of large-scale general circulation. Hence, changes in the frequency and the sequences of weather types and the climatic character of advected air masses will affect regional climate (Mika 1993) .
In order to construct consistent scenarios of climate change at the required spatial resolution, large-scale circulation changes are linked to regional climate changes using statistical models. Following this general concept, several authors have developed methods to couple large-scale circulation indicated by different circulation parameters and regional climate in different regions of the world (Hay et al. 1992 , Bogardi et al. 1993 , Brinkmann 1993 . Statistical approaches also include stochastic modelling to simulate local climate variability (Bardossy & Plathe 1991 , Woo 1992 .
There are also problems associated with inappropriate temporal scales between GCM results and the data requirements of the climate impact models. The GCMs, created to investigate large-scale global variations in climate, often provide climate change scenarios at coarse time intervals, such as monthly or seasonally. However, investigations of climate impact require scenarios of changed 'weather', i.e. scenarios based on daily data. In some circumstances stochastic models can be used to simulate daily meteorological data for a region of interest by disaggregating monthly data (Woo 1992) and also to provide probabilities of different extreme events under changed climate conditions. This is especially important in regard to the socio-economic impacts of climate change because it has been suggested that variations in the probability and the duration of extreme events are more important than changing mean conditions (Waggoner 1989 , Katz & Brown 1992 .
The coupling of several stochastic models to generate synthetic but consistent time series of several weather variables with certain statistical properties is called a weather generator (BAHC 1993) . A main point of cr~ticism of this technique is that the relationships on whlch the statistical model is based might change as climate changes. This may occur as the characteristic meteorological conditions of the air masses related to certain weather types are modified.
This paper introduces an approach of generating daily meteorological data at a point using statistical relationships between large-scale circulation parameters and climate variables at a given site. The statistical relationships between circulation over Europe, indicated by the 'Grosswetterlagen' (GWL) over Europe (Hess & Brezowsky 1976) , and the climate at the investigated points are generally significant. This IS true even though the changing frequency distribution of the GWL observed during the last 100 yr is not suitable to satisfactorily explain the climate changes examined in the past. This is partly due to the high day-today variability of the weather related to similar large-scale air flow directions. In addition to the meteorological characteristics of air masses associated with certain weather types, the interaction of several additional components may affect daily weather. For instance, surface air temperature is correlated with the duration of the weather type, especially if the circulation pattern is linked with clear sky conditions. Moreover, temperature on the current day depends on the conditions of the previous day, and hence on the sequence of weather types. Finally, long-term variations in the characteristic meteorological features associated with a single weather type were investigated.
The method of stochastic modelling was selected to simulate sequences of daily meteorological variables at a given site conditioned on the sequence of weather types. After introducing the methodology of classifying weather types and the stochastic model, a synoptic climatology conditioned on weather type is developed. Using daily time series of 3 German weather stations, this synoptic climatology is employed to calibrate the model. Finally, some results of model validation are shown, followed by some conclusions concerning possible causes of the high natural variability of the discovered relationships.
CLASSIFICATION OF WEATHER TYPES
In the last few years investigation of changes in atmospheric circulation conditions using classified parameters of the general circulation has found growing application in climate research, especially in relation to the downscaling problem (Hay et al. 1992 , Bogardi et al. 1993 , Brinkmann 1993 . The procedure of classifying the GWL over Europe is based on the location of steering pressure centers, the path of the frontal zone, and the type of rotation, cyclonic or anticyclonic. Generally based on surface pressure maps in the first half of the century, the development of aerology in the 1940s forced a modification of the classification method to a stronger emphasis on flow direction at the height of 500 hPa. The last edition of the GWL catalogue (Gerstengarbe & Werner 1993 ) distinguished atmospheric circulation into 29 different pressure patterns and 1 undetermined type (Table l ) , resulting in a time series of daily classified GWL from 1 January 1881 to 31 December 1992. 
Simulation of daily precipitation
A vast number of approaches to simulating the precipitation process have been documented in the literature. An excellent review has been given by Waymire & Gupta (1981) . Most models distinguish between the occurrence and the amount of rainfall on days with precipitation, which are simulated separately. This concept is also used in the model in this paper. In recent literature some more complex models can be found simulating precipitation as a single process using power transformation techniques (Bardossy & Plathe 1991) .
To find a good compromise between simplicity in estimating model parameters and adequacy of the model, a first-order Markov chain was chosen to simulate the occurrence of rainfall. An inDespite the long record, the frequency of some dicator series of a discrete random variable Y(t) is cre-GWL is too low for statistical investigation. Therefore, ated by classifying the days into dry and wet days. If subtypes were clustered into weather types by ignorthe daily rainfall amount h exceeds a certain threshold ing the classification of cyclonic and anticyclonic (in this case 0.2 mm) the day is wet; otherwise it is dry. types, following the suggestion of Gerstengarbe & 0 h $ 0.2 mm Werner (1993) ( Table 1) . This leads to the distinction Indicator series
of 10 major types (weather types), mainly distinguished by the direction of air flow and the position The random variable Y(t) is assumed to possess the of the steering pressure centers. During the long hisproperties of a Markov-l chain. That is, the probability tory of classifying circulation into GWL, there have of rain on day t is dependent only on the state of the been several modifications to the definitions of the previous day t -l . The Markov-l process is fully classes and also of the person responsible for the described by 4 transition probabilities p'k,,, which are classification. Despite the disadvantages of this subcalculated conditioned by the weather type A(t) = a'. jective classification method, the time series can be seen as homogeneous in the statistical sense (Bardossy & Caspary 1990) Then the transition matrix can be calculated for each weather type a'
To match seasonal variations, the conditioned probabilities of rain are separately calculated for each month. Compared with a unj.formly distributed random number w (0 < o < 1) the day is classified as either wet or dry following Eq. (4a) or (4b) respectively. In the case of changing weather types, no persistence is applied and the unconditioned probability of rain regarding the weather type a' is used (Eq. 4a), while the occurrence of precipitation is assumed to depend on the previous day if the weather type remains the same (Eq. 4b)
If a day is determined to be wet, the daily rainfall amount is fitted by a 2-parameter Gamma distribution, also conditioned by the weather type a'.
The parameters of the Gamma distribution are calculated using the momentum method where f' describes the mean and S' the standard deviation of the daily rainfall amount in the case of occurrence of weather type a'.
Simulation of daily temperatures
The model of surface air temperature is mainly based on the approach of Richardson (1981) , who developed a multivariate autoregressive model of first order to simulate daily time series of meteorological variables. The parameters of the model were conditioned by the precipitation state of the day (wet or dry). This concept has been modified, conditioning the parameters by the weather types instead of the precipitation.
Daily surface air temperature is considered to be a stochastic variable aggregated by the interaction of different components. The model of daily temperature T(t) is created by linearly adding the effects of the seasonal cycle C(t), a temperature anomaly D'(t) and a random term qi(t), the latter 2 depending on the occurrence of the weather type a'.
The seasonal cycle of the temperature series C(t) was expressed by calculating the daily mean for each day over the period of investigation. In a next step the seasonal cycle was removed by computing the daily departures from this long-term daily mean. The remaining time series with a mean value of zero shows a sequence of short-term cold and warm waves, which are assumed to be caused by the sequence of the weather types. These oscillations are modelled using the synoptic climatology conditioned on the weather types to be explained in the following section.
Besides the effects of the seasonal cycle and the sequences of different weather types, the persistence of surface air temperature and the correlations between the modelled values have to be taken into account in order to generate consistent time series of several daily meteorological variables. A multivariate autoregressive model of first order (Eq. 8a) was applied to model the random term qi(t) in Eq. (7).
An anomaly x;(t) of parameter j at day t is simulated by the linear combination of 2 parts: (1) a part caused by the influence of the anomaly of the previous day ~j ( t -l), and (2) a random part e,(t), which is normally distributed with a mean of zero and a variance of unity.
The model is of first order because only the temperature anomaly of the previous day t -l is taken into account.
The matrices A, and Bi, both varying with time (t) and with the weather types (i), are calculated to conserve the serial and the cross correlation of the observed time series in the new sequences. If the weather type a' remains the same on successive days the m.ode1 parameters are conditioned by that pattern, otherwise, the unconditioned correlation coefficients are used to calculate the matrices A and B.
To preserve the variability of the process, the random term qi(t) is calculated by scaling the random anomaly ~j ( t ) with the conditioned standard deviation oj(t).
The use of a multivariate approach implies the assumption of normally distributed variables. Applying Eqs. (7) and (8b), a time series of the residuals ~) ( t ) was created by removing both the seasonal cycle and standardising the remaining daily anomalies using the statistical parameters conditioned by the weather types a'.
This procedure is illustrated in Fig. 1 In the upper panel the seasonal cycle of the long-term daily mean of the daily maximum temperature is shown overlying a series of actual daily values. In the middle panel the resulting time series of the daily anomalies sequences of short-term cold and warm waves is illustrated together with the mean temperature anomalies caused by the weather types according to the conditional synoptic climatology. It can be seen that only a part of the day to day variance in the time series can be explained due to sequence of different air masses associated with different weather types. In the lower panel the time -mean temperature anomaly mnd~boned on G M 10 00 l "*l standard~zed temperature anomaly agricultural crops, are much more sensitive to the passing of certain thresholds than to changes in the mean conditions (Mearns et al. 1984 , Wang et al. 1992 . Ice days: T , , ,
A SYNOPTIC CLIMATOLOGY OF THE WEATHER TYPES
< 0 "C The thermal character of a weather type is largely dominated by its accompanying air masses. The meteorological features of the air masses are mainly related to their source regions, although a transformation of these mean characteristics can take place on the track from the source to Central Europe. This transformation is one of the reasons for the high variability of the daily temperature values usually related to a certain weather type. The temperature anomalies Dj(t) are calculated as follows: the seasonal cycle of the daily variables was removed by calculating the deviations from the longterm daily mean values. The remaining departures from the mean have been conditioned by the weather types a' and averaged for every month of the year. where Dj(t) is the monthly averaged daily anomaly of parameter j conditioned by weather type a', ?;,k(t) is the daily value of parameter j on day t, C,(t) is the long-time daily mean of parameter j on day t, and N'(t) is the absolute frequency of weather type a'.
As can be seen in Fig. 2 , even the monthly averaged mean temperature anomalies linked to a single weather type show a seasonal cycle caused by the seasonal variations of the thermal properties of the communicating air masses.
The mean temperature conditions, associated with westerly air flow (westerlies, see Table l ) , that occurred are strongly influenced by the thermal stability of the North Atlantic Ocean. Therefore, the seasonal cycle of the temperature conditioned by the westerlies can be described as maritime with negative temperature anomalies in summer and positive ones in winter. If the air has come from an easterly direction (easterlies, see Table 1 ) the seasonal cycle of the monthly mean temperature anomalies is characterised by a pronounced amplitude. At all 3 stations under eastern air flow there are strong negative temperature anomalies in winter and strong positive temperature deviations in summer. In most of the cases these weather types are related to the extreme temperature events (days with the lowest minimum and highest maximum temperatures respectively) of the year. By comparing the 3 stations, some regional peculiarities are also revealed. While larger regional temperature differences have been observed if the air has come from the southwest, the monthly means are quite uniform at all stations under easterly airflow. The influence of the ocean seems to become weaker with growing distance from the coast. Usually the summer temperatures at Munich, situated near the Alps, are higher under weather types associated with maritime air masses (W, SW, N) than at Hamburg and Potsdam which are closer to the coast. As is seen in Table 3 , the daily temperature residuals remaining after standardising the series according to Eq. (10) are normally distributed with zero mean and standard deviation of unity and hence no longer dependent either on time or on the weather type. Thus, they can be expressed by a standard Gaussian distribution, which is also indicated by the high significance levels of the KolmogorovSmirnov test. The high values of serial correlation in the remaining time series suggest that the procedure of standardizing is not suitable to account for the persistence of the temperature, which therefore has to be included in the model.
Precipitation
The mean precipitation process is described by the rainfall occurrence process and the distribution of daily rainfall amounts on a wet day. The rainfall occurrence is simulated using a first-order Markov chain with 4 transition probabilities fully describing the model (see Eq. 2). These probabilities p;,Jt) can quite easily be estimated by the frequencies of the days according to the character of the transition and conditioned by the weather type and the month of the year.
The mean rainfall amount on a wet day is estimated by the momentum method (Eq. 12) using the absolute n~onthly rainfall amount RJ(t) and the total number of wet days Ni(t) conditioned by the weather types. The distribution of the daily rainfall amount is strongly skewed, rejecting the assumption of a Gaussian model. Using the nonparametric KolmogorovSmirnov test all samples of rainfall amounts conditioned on the weather type have been checked against the hypothesis of following a 2-parameter Gamma distribution. In 90 O/o of all cases this assumption cannot be rejected at a significance level of p < 0.10 ( Table 4 ) . Samples with a number of cases lower than 20 were not included in the test. All distributions significantly deviating from the assumption of following a Gamma distribution are indicated (bold: p I 0.05; italic: p 1 0 . 1 0 ) As illustrated in Fig. 3 , the parameters of the precipitation process possess a seasonal cycle which also varies with the weather types. In general, the highest mean daily rainfall amounts on a wet day can be observed in summer for all weather types. That is obviously caused by the relationship be-VERIFICATION OF THE MODEL tween the rnaxunum pressure of water vapor and air temperature. The daily rainfall amounts occurring Using the observed data sets of the 3 German weather under westerlies, which are mainly related to frontal stations (see Table 2 ), the model was applied to the precipitation, are much smaller in summer than those record of the GWL over Europe. To ensure indepenof the weather type Northeast, mainly caused by condence in evaluating the model, the data records were vective precipitation.
divided into 2 parts. The first part of the meteorological time series was used to calibrate the model a parameters and the second part was used L to prove the ability of the model to simulate the observed climate. Fig. 4a shows the frequency distributions of the observed and the simulated daily maximum temperature in Hamburg in January during the period 1954 to 1991. Despite the differ- tive than positive extremes as an effect of temperature persistence. Fig. 4b illustrates the comparison of modelled and observed daily rainfall in January for Hamburg for the same period. The simulated series reproduces the behaviour of the observed sample, as well for the numbers of dry (h 5 0.2 mm) and wet days. Looking at Fig. 5 it becomes obvious that the statistics of the extremes are also well described by the model. During each year of simulation the highest daily value of the modelled and the observed values was stored for every parameter simulated. To compare the annual maximum of the daily maximum temperature is compared for the simulated and the observed values corresponding to the period 1954 to 1991 in Hamburg. Although there are some deviations in the lower part of the sample, the annual maxima show a good agreement. Looking at the annual maxima of the daily rainfall amount (Fig. 5b) , the disagreements seem to occur more in the upper tail of the distribution. Nevertheless, the comparison delivers satisfying results, keeping in mind the simplicity of the model.
An important question is whether the model is able to simulate the serial correlation observed in the instrumental records, since particularly long periods of dry or wet days, causing droughts or floods, can strongly affect natural systems. In Fig. 6 the relative frequencies of the duration of periods with wet and dry days are compared for the observed and simulated series in January in Hamburg. The model slightly overestimates the very short durations of 1 d and is not able to simulate the very extreme durations. Generally the model is better at simulating wet periods than long dry periods. While the relative frequency of the duration of hot days is reproduced quite well, the model does not perform as well in simulating the distribution of the duration of ice periods. The relative frequency of periods with only 1 ice day is largely overestimated by the model, while periods with extreme durations of 20 d cannot be simulated with this approach. This is an indication that modelling the 'memory' of the atmosphere by a firstorder Markov chain might be not adequate to simulate the real process of temperature persistence, especially in winter. Unfortunately the samples conditioned on the weather types are in generally too small to apply models of higher order.
One advantage of the simulation approach is the possibility of easily checking the sensitivity of the simulated daily meteorological variables against changes in different input parameters. The parameters to be modified, such as the frequency distribution of the weather types, will be changed in an arbitrary but reasonable way to investigate several circulation states. This could constitute a first step towards producing scenarios of regional climate change on the basis of daily values. Other parameters of general circulation might be the subject of changes in the future, because historical variations have already been observed. For instance, the linkage between circulation and climate at a point of interest does not necessarily have to be stationary. On the contrary, even the mean meteorological conditions caused by a single weather type at a location can change, as illustrated in Fig. 8 for the 3 German stations. There is evidence that the air masses accompanying the easterlies (Table 1) have become warmer in summer (upper panel, Fig. 8 ) during the most recent decades. Starting with the beginning of the 1960s the observed averaged daily mean temperature anomaly under the weather type East has increased by almost 3 K. However, the westerlies tend to be associated with cooler air masses at all 3 sites For instance, at Munich the daily mean temperatures coupled with zonal flow have decreased by about 1.5 K, causing negative temperature anomalies since 1980. The mean daily precipitation on wet days has undergone long-term changes as well, although with a larger spatial variability, e.g. for easterlies and westerlies in summer (Fig 9) . While the precipitation associated with easterlies has tended to become heavier at Munich during the last 50 yr, the mean daily rainfall amount under easterlies has decreased at Hamburg and no changes could be detected in Potsdam. The precipitation coupled with westerlies shows a much lower temporal variability, although a slight long-term increase of the mean daily rainfall amount on wet days is visible at Munich. As shown in Fig. 10 , the seasonal mean duration of the weather types also has changed during the period of observations, e.g. easterlies tend to last longer in summer during recent decades. The easterlies are usually associated with blocking situations over the North Atlantic, often causing clear sky conditions in Central Europe. Depending on the duration of the weather type, the daily meteorological variables are determined more and more by local radiation conditions than by the properties of the advected air mass. The overlapping of the long-term variations of these various parameters, such as the frequency distribution, duration time and characteristic meteorological features of the weather types, might be a reason for the high variability in the relationships between largescale circulation and local climate. For instance, the regional climatic effect of increasing frequency of easterlies in summer on the local climate can be amplified by a simultaneous increase of the duration time of this weather type and the temperature of its accompanying air masses.
In separate investigations the model might possibly quantify the influence of these different components, which in nature are in complex interaction.
CONCLUSIONS
This model applies the statistical relationships between large-scale circulation conditions and climate at single stations to stochastically generate synthetic and consistent time series of daily meteorological variables. Using this stochastic approach, future changes in the large-scale circulation, e.g. simulated by GCMs, can be interpolated for climate impact assessments of smaller scales (region, point). This seems to be important in filling the gap between the coarse resolution of the GCM scenarios and the data requirements of climate impact models. To estimate socio-economic consequences of a changing climate, not only the mean conditions but also the variations in the probability and the duration of extreme events (floods, droughts, etc.) have to be taken into account. Climate-sensitive systems such as agricultural crops react in a highly non-linear way to climate changes (Chmielewski 1992) . That is, if certain thresholds are passed, certain interactions occur in order to reach a new equilibrium. The impacts of climate changes with regard to these thresholds can only be mitigated if climate scenarios are provided at an appropriate temporal scale. Most of the natural systems modelled for climate impact assessments require climate scenarios on a daily scale that reflect the entire distribution of the meteorological input variables. Stochastic models might provide a tool to refine the monthly or seasonal temporal resolution of the GCM scenarios to shorter time scales in order to permit investigations of impacts due to changes in the probability and duration of extreme events, if the mean conditions are altered due to climate change. By arbitrarily changing the parameters of the large-scale circulation in a reasonable manner, the sensitivity of the regional climate to the variations of different components can be studied. Using the weather generator, climate impact models can be provided with regional climate change scenarios based on daily values which reflect different states of the general circulation.
