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Introduction
We know in outline how marine 87 Sr/ 86 Sr has changed through Phanerozoic time ( fig. 1 ; for reviews, see McArthur 1994; Veizer et al. 1997 Veizer et al. , 1999 . The 87 Sr/ 86 Sr record can be used to date and correlate marine sediments (Hess et al. 1989; McArthur et al. 1992 McArthur et al. , 1993a Gale et al. 1995; Sugarman et al. 1995; Dingle et al. 1997; Dingle and Lavelle 1998; Crame et al. 1999) , estimate the duration of stratigraphic gaps (Miller et al. 1988) , underpin speculation about major geochemical cycles (Kump 1989; Berner and Rye 1991; Godderis and Francois 1995; Derry and France-Lanord 1996) , estimate the duration of biozones (McArthur et al. 1993a (McArthur et al. , 2000b and stages (Weedon and Jenkyns 1999) , and distinguish between marine and nonmarine environments (Schmitz et al. 1991; PoyatoAriza et al. 1998) .
When assigning numerical ages to sediments or estimating the duration of a biozone or a sedimentary gap, the task is both easier and less prone to error if one can convert quickly and easily from 87 Sr/ 86 Sr to numerical age. Howarth and McArthur (1997) compiled 87 Sr/ 86 Sr data and fitted to them a where their color alteration index is no greater than 1 (e.g., Martin and Macdougall 1995) or where data would be so sparse without them as to compromise the curve fitting (Bertram et al. 1992; Ruppel et al. 1996; Qing et al. 1998 by means of an interlaboratory comparison or through independent analytical testing of data from published sources. Although residual bias exists after normalization to standards (Hodell and Woodruff 1994; McArthur 1994; Martin et al. 1999) , our procedures attempt to minimize it. The data used to compute V3 of the LOWESS curve differ from those used for V2 in the following respects: (1) Unlike V1 and V2, V3 includes data for the interval 206 Ma (base of the Jurassic) to 509 Ma (base of the Late Cambrian); data for older intervals . (7) We revert to the practice, used for V1, of relying almost exclusively on Farrell et al. (1995) for data in the period 0-7 Ma because their data scatter less than do alternative data, because we have independently quantified the interlaboratory bias applicable to Farrell et al.'s data (table 1) , and because the normalizer for the University of Florida data is uncertain to ‫500000.0ע‬ (Hodell and Woodruff 1994; Martin et al. 1999) . (8) For the reasons given in item 7, and because we prefer modern data to pioneering older data, the following data, which were used in V2, are no longer used: Hess et al. (1986 , 1989 ), Beets (1992 , and for ages !6 Ma, Hodell et al. (1989 Hodell et al. ( , 1990 Hodell et al. ( , 1991 O. G. Podlaha (pers. comm., 1997); and Oslick et al. (1994) for ages !16 Ma, since we prefer the less scattered data from the University of Florida in the interval 6-10 Ma.
Numerical Calibration
The V3 fitted model ( fig. 1 ) uses the time scales of Shackleton et al. (1995; 0-6.4 Ma), Berggren et al. (1995; 6.4-70 Ma, based on Cande and Kent 1995), Obradovich (1993; 70-98.5 Ma), Gradstein et al. (1995; 98.5-206 Ma) , and Young and Laurie (1996; 206-509 Ma) . Where original data (table 1) were reported to other time scales, the numerical ages have been converted using one of three methods: (1) the chart of Wei (1994; with corrections) for the period 0-7 Ma; (2) the formula of Wei (1994) and the temporally nearest pair of numerically dated stratigraphic tie-points accepted as good by the authors of the time scales to which we convert (e.g., in the Jurassic, the tie-points were the stage boundary ages of Gradstein et al. 1995); and (3) for the Triassic and older periods, biostratigraphical ages were converted to numerical ages using the time scale charts of Young and Laurie (1996) , in all cases by reference to the finest biostratigraphic subdivisions given in the original publications, which were used to convert ages on a sample-by-sample basis. Table 2 gives the most important of the fixed time-ties. Calibration of the Phanerozoic time scale continues apace, and some of the ages used may already be outdated, but we have refrained from using new reported ages that have not yet gained widespread acceptance.
The LOWESS Fit
Details of how the LOWESS fit is derived are given in Howarth and McArthur (1997) ; we give here a brief nontechnical summary for those not conversant with the method. Values of 87 Sr/ 86 Sr were plotted on the Y-axis of a scatterplot against numerical age on the X-axis. A window incorporating a chosen fraction of the age data, for example, 0.05 (i.e., 5%), was centered on a given datum. All data within the window were assigned weights that varied smoothly from unity, for the point with an x value at the window center, to zero for points at the limits. Values of 87 Sr/ 86 Sr within the window were then fitted as a quadratic function of numerical age using weighted least squares regression. Residuals (i.e., predicted 87 Sr/
86
Sr minus actual 87 Sr/ 86 Sr) were calculated for each point in the window and used to assign new weights to each datum (data points with large residuals were downweighted), and the regression was repeated. This process was repeated until a final best-fit curve was obtained, and this final regression fit was used to calculate a single 
Discussion
The LOWESS fit is shown in figure 1 . The halfwidth of the 95% confidence interval on the estimated 87 Sr/ 86 Sr is plotted as a function of numerical age in figure 2a and the rate of change with time of the fit in figure 2b . The half-width of the confidence interval in figure 2a reflects both the density of data and the quality of analytical measurement and sample preservation. From 0 to 7 Ma and from 65 to 90 Ma (Late Cretaceous), the half-width is about 0.000004, and it is nearly as low (0.000005) in the late Pliensbachian and early Toarcian due to the high density of data in these intervals. From 7 Ma, it steadily worsens with age to be ‫210000.0ע‬ in the early Paleocene, where data are sparse. It is between 0.000007 and 0.000010 for much of the Jurassic and Cretaceous. Triassic data are very sparse and scattered; consequently, the half-width is between 0.000030 and 0.000140 for this interval. Data for the Permian are irregularly distributed in time, and the two data sets for this interval (Denison et al. 1994; Martin and Macdougall 1995) are a little discordant due to difficulties of temporal calibration and the effects of diagenetic overprint, so the half-width for the period is high, between 0.000032 and 0.000045. For most of the remaining Phanerozoic, the half-width hovers between 0.000015 and 0.000020, with brief excursions to higher values as a result of scarcity of data in the Fammenian (354-364 Ma) and in the Early Devonian (Emsian-Pragian-Lochkovian, 385-410 Ma). Figure 2b shows that the rate at which 87 Sr/ 86 Sr changes with time has mostly been !0.000050/ m.yr. Apparently higher rates in the Permo-Triassic probably reflect problems with age calibration, low sample density, and diagenetic overprinting. Sr of a level is known. This was shown by Jones et al. (1994b) , who reported 28 analyses of 12 belemnites from one bedding plane in the Pliensbachian Jamesoni zone of Dorset, United Kingdom. The Sr is known; that is given by the formula
where is the th percentile of
the Student t distribution with ( ) degrees of n Ϫ 1 freedom, n is the number of measurements (28), and s.d. is the standard deviation. Choosing a 95% level of confidence gives a value for a of 0.05 and a value of 2.373 for t (for , and so 27 degrees of freen p 28 dom); the uncertainty on the mean is then ‫.9200000.0ע‬ The t factor corrects for the fact that the sample size is finite. Such correction is preferable to taking the uncertainty on the mean as equal to twice the standard error of the mean, irrespective of n. Thus, replicate measurement reduced uncertainty to as little as one-tenth that reported by some laboratories for a singlet measurement. In many cases, the uncertainty in measurement of 87 Sr/ 86 Sr, not sample preservation, limits the temporal and stratigraphic resolution of SIS. It remains to be seen whether this situation persists when analytical precision improves a further order of magnitude, to 0.000002 for a singlet measurement, and the standard error of the mean correspondingly decreases to about 0.0000002.
The stratigraphic resolution of SIS approaches that of ammonite biostratigraphy in upper Pliensbachian and lower Toarcian (Jurassic) rocks of the United Kingdom (McArthur et al. 2000b) ; in the Toarcian exaratum subzone, it surpasses it. In Antarctica, in parts of the Neogene (Dingle et al. 1997; Dingle and Lavelle 1998) and the Late Cretaceous (Crame et al. 1999; McArthur et al. 2000a) Sr values can be obtained to ‫300000.0ע‬ (Jones et al. 1994b; Crame et al. 1999; McArthur et al. 2000a McArthur et al. , 2000b , but 87 Sr/
86
Sr values for EN-1 and NIST 987 differ between laboratories by more than 0.000003 (McArthur 1994) and this problem persists. Interlaboratory bias must be quantified to better than this degree of uncertainty if SIS is to realize its full potential, and this can be done only by undertaking interlaboratory intercalibrations. In two calibrations of EN-1 against NIST 987, carried out at the Radiogenic Isotope Laboratory, Royal Holloway University of London, the two standards were alternated within a turret and run sequentially and repetitively, on two occasions, to give the data in table 3.
The fact that analytical uncertainties as low as ‫300000.0ע‬ can be obtained focuses attention on the values quoted for standards. Clemens et al. (1993 Clemens et al. ( , 1995 give a value of 0.710257 for SRM 987, and their data for the time interval 0-100 ka give a mean of 0.709180 for modern marine Sr, so their data can be normalized to that used for our curve by subtracting a value between 0.000009 and 0.000005. The difference is equal to the uncertainty in replicate measurement of 87 Sr/ 86 Sr; our unpublished data suggest that 0.000009 is the preferred normalizer (table 1) . Hodell et al. (1989 Hodell et al. ( , 1990 Hodell et al. ( , 1991 report standards at 0.709172 and 0.710235. It is therefore unclear whether normalization should involve adding 0.000003 or 0.000013 to their data; indeed, independent analysis (J. M. McArthur, unpub. data) suggest that 0.000018 would be the best figure. Results from a third laboratory give standard values of 0.709150 and 0.710240; hence, either 0.000025 or 0.000008 could be used to normalize the data from this laboratory to our LOWESS data; the difference of 0.000017 between these numbers is five times larger than the best attainable analytical precision. These observations suggest that improved accuracy and precision of measurement will do much to increase the impact and utility of SIS. One step to achieving these aims would be for laboratories engaged in SIS to participate in regular interlaboratory trials that generate data similar to that in table 3.
Details of the LOWESS Fit
Some details of the database and fit require comment. First, the 87 Sr/ 86 Sr curve for the Paleogene shows sufficient slope to be potentially useful for dating ( fig. 3) Sr curve is defined well enough to have confidence limits of ‫,400000.0ע‬ the quality achieved for late Neogene , Late Cretaceous (McArthur et al. 1993a) , and Early Jurassic times (Pliensbachian-Toarcian; McArthur et al. 2000b) .
Second, between 22 and 24 Ma, data scatter by up to 0.000180 ( fig. 4) . The scatter probably results from diagenesis in carbonate sequences, which was particularly prevalent at that time due to the abundance of discoasters that are readily overgrown with diagenetic calcite (W. Wise, pers. comm., 1998) . Data in figure 4 were obtained by analysis of foraminifera. When using foraminifera, workers have relied on visual inspection and physical (rather than chemical) cleaning to remove contaminant phases. While physical cleaning is necessary, the best data come from samples for which acid leaching has removed the surface alteration and secondary calcite (McArthur 1994; Bailey et al. 2000; Reinhardt et al. 2000) . Third, around 230-245 Ma (in the Triassic; fig.  1e ) the LOWESS fit is unreliable due to the paucity of data (this is the only part of our calibration curve where this occurs). Furthermore, in the early Permian, a number of points at 285-288 Ma plot high ( fig. 1f) , and we speculate that these data may have been affected by diagenetic processes. We note also that the sharpest and greatest change in Ar dates show that some Permian boundary samples used for our fit are too young by several million years (R. Denison, pers. comm., 2000) . Similarly, the curve from 480 to 500 is mostly constructed from samples from the Ar- buckle Limestone (Gao 1990) , and assigning numerical ages to that unit proved difficult; the odd shape of the curve in this interval may indicate that the age model we have used is not adequate.
Finally, figure 1 reveals a paucity of data for many intervals of time (most of the Kimmeridgian and Berriasian, the late Albian to Coniacian, much of the Jurassic, the early Triassic, the Namurian and Westphalian, the lower Devonian, etc.). This lack of data is reflected in the large (10.000015) halfwidth of the confidence interval on the mean for the LOWESS fit (fig. 2a) ; to substantially reduce this uncertainty will require some 5-10 accurate and precise 87 Sr/ 86 Sr values per biozone.
Uses for the Fit
When assigning numerical ages to sediments or estimating the duration of a biozone or a hiatus in sedimentation, the task is made both easier and less prone to error by using the look-up Sr profiling. In assigning errors, the uncertainties on numerical age given by the table are minimal values that take no formal account of uncertainties in the ages assigned to data used to generate the fit, since to assign uncertainties in numerical age to each datum in our database (3366 of them) would be both subjective and difficult. Nevertheless, where our data for any given time are drawn from more than one source, each with its own age model (mostly Neogene data), the LOW-ESS ages conflate age uncertainties that arise from the use of different sample sites and age models.
Many biostratigraphers prefer to work with bio- Berggren et al. (1995) , this equates to the lower part of Chron C5Dr, to the lowermost part of zone NN4 of the calcareous nannofossil zonation of Martini (1971) , the middle of zone N6 of the planktonic foraminiferal zonation of Blow (1969) , and so on.
The LOWESS fit also highlights some oddities in the shape of the marine 87 Sr/ 86 Sr curve for the lower Paleozoic, suggesting that the current ability to assign numerical ages to sediments has some shortcomings in this interval. For example, figure 1g Sr from 191.8-192.6 Ma (Davoei zone) in data of Jones et al. (1994b) . Time scale of Gradstein et al. (1995) . Normalized to NIST 987 of 0.710248. Lines are 95% upper and lower confidence limits on LOWESS fit. Sr across the Bajocian-Bathonian boundary in the data of Jones et al. (1994a; closed circles) and M. Engkilde (pers. comm. 1998; open squares) . Time scale of Gradstein et al. (1995) . Normalized to NIST 987 of 0.710248. Lines are 95% upper and lower confidence limits on the LOWESS fit.
shows sharp inflections in the Giventian and the late Emsian. We believe that these inflections suggest inaccuracies in the time scale used both by ourselves (Young and Laurie 1996) and by Veizer et al. (1999; Harland et al. 1990 ) rather than truly representing the evolution of marine 87 Sr/ 86 Sr through those times. Our fit may suggest intervals for which age revisions are needed.
At a more detailed level, oddities can also be seen in the Jurassic part of the curve (figs. 6, 7). Figure  6 shows both data and the LOWESS fit for the Bajocian-Bathonian boundary interval. A ca. 3-m.yr. plateau across the boundary is defined by the belemnite data of Jones et al. (1994a) and M. Engkilde (pers. comm., 1998) . Furthermore, the Pliensbachian (Jurassic) data of Jones et al. (1994b) also show a plateau ( fig. 7 ) of ca. 1 m.yr. within the Davoei zone of the Pliensbachian (lower Jurassic), defined by samples from localities that are 450 km apart (Yorkshire and Dorset coasts, United Kingdom) and have different lithologies. Jurassic ages were assigned by these authors largely by interpolating time between stage boundaries on the assumption that all zones (or subzones) within a stage are of equal duration (Gradstein et al. 1995) . This procedure was used (since no better method for general use exists) even though it is probably wrong. Indeed, the duration of the ammonite zone in the late Pliensbachian and early Toarcian differed by a factor of between 4 (Pá lfy and Smith 1998) and 30 (McArthur et al. 2000b) .
Samples from oolitic, shallow-water limestones (Great Oolite and Inferior Oolite) of the United Kingdom define the plateau across the BajocianBathonian boundary, while samples above and below the plateau were from other lithologies in the United Kingdom. We speculate that this plateau is an artifact of the fact that zone durations were shorter during deposition of boundary strata than at other times. Similarly, had the Davoei zone been much shorter in duration than adjacent zones, its plateau would shrink or disappear. We speculate that it was much shorter, since ammonite zones of the late Pliensbachian and early Toarcian differ in duration of up to a factor of 30 (McArthur et al. 2000b) . A shortened Davoei zone is also consistent with the suggestion that 87 Sr/ 86 Sr changed linearly with time through the Pliensbachian (Weedon and Jenkyns 1999) .
The LOWESS Sr from 800 Ma to today. Data from references in table 1 and Derry et al. (1989 Derry et al. ( , 1992 Derry et al. ( , 1994 , Asmerom et al. (1991) , Kaufman et al. (1993 Kaufman et al. ( , 1996 , and Jabobsen and Kaufman (1999) . b, Sediment flux through time from Floegel et al. (2000) . Sr of, fluids active in off-axis, low-temperature, hydrothermal systems. The 87 Sr/ 86 Sr of riverine Sr and its flux through time will depend on rock type and weathering rates and may be impossible to reconstruct. Despite these uncertainties, attempts have been made to explain and model the variation in marine 87 Sr/ 86 Sr through time, but without much success. Nevertheless, the trends in figure 1 must reflect geological events, and we need to establish the scale at which the 87 Sr/
Controls of the

86
Sr record can be linked to them.
The largest changes of marine 87 Sr/
Sr through time may be explicable. Although Precambrian data (Derry et al. 1989 (Derry et al. , 1992 (Derry et al. , 1994 Asmerom et al. 1991; Kaufman et al. 1993 Kaufman et al. , 1996 Jabobsen and Kaufman 1999) are not in our LOWESS fit because of uncertainties over age assignment, these data ( fig. 8a) Sr increases, albeit through several reversals, to reach today's high of 0.709175. This trend has some parallels with the variation of sediment flux through Phanerozoic time ( fig. 8b , as inferred by Floegel et al. 2000) . Sediment flux peaked in early Paleozoic times and is nearly as high today, while the early to middle Mesozoic was a time not only of minimum sediment flux but also of minimum 87 Sr/ 86 Sr ( fig. 8a, 8b ). This similarity supports the suggestion of Montañ ez et al. (2000, and references fig. 4) , to the consequences of enhanced weathering and/or unroofing of radiogenic rocks of the HimalayanTibetan uplift (Harris 1995 and many others before), to enhanced weathering associated with developing glaciation (Armstrong 1971; Miller et al. 1991; Zachos et al. 1999) , or both operating together with decreased sea-floor volcanism (Mead and Hodell 1995 Sr (Quade et al. 1997; Chesley et al. 2000) . Furthermore, the increase in marine 87 Sr/ 86 Sr, starting at about 38 Ma and pronounced by 35 Ma (fig.  1b) , may have occurred before the major phase of Himalayan uplift in the Miocene (Harrison et al. 1992) . Zachos et al. (1999) link the Late Eoceneto-recent rise in 87 Sr/
Sr with the development of Sr record of times of severe volcanism and times of mass extinction. Volcanism represented by the eruption of continental flood basalts (CFBs), plus (submarine) Ontong Java Plateau and (mixed) Kerguelan Plateau, with times (mostly from Courtillot et al. 1996 Courtillot et al. , 1999 marked as vertical solid lines with bolder lines for the three most voluminous CFBs. Mass extinction "events" (from Sepkoski 1993 Sepkoski , 1994 are marked by vertical broken lines. Fitting artifacts in the early Triassic have been removed from the curve to show the probable real trend in the interval. Ages of CFBs in Ma: Columbia River, 17; EthiopianYemen, 30; Greenland, 60; Deccan, 65; Madagascar, 88; Kerguelen Plateau, 110; Otong Java Plateau, 125, 92 (Phinney et al. 1999); Parana-Etendeka, 132; KarooFarrar, 184; Central Atlantic Margin, 200 (Marzoli et al. 1999); Siberian, 250; Emeishan, 258. ice sheets on Antarctica (temporary in the Late Eocene, permanent in the Oligocene; see also Armstrong 1971; Mead and Hodell 1995 Sr/ 86 Sr record at about 15 Ma. This change of slope coincides with a major positive shift in the marine oxygen isotope record and with a major expansion of ice volume (Miller et al. 1987; Lear et al. 2000) . If, as Zachos et al. (1999) imply (there is some uncertainty in age estimates), this ice expansion also coincided with a transition from wet-based ice sheets to cold, dry-based ice sheets and so to lessened (but still high) amounts of chemical weathering in Antarctica, the break in slope of the Sr curve and the eruptions of major (mostly) continental flood basalts (CFBs) at 17, 65, 92, 110?, 125, 184?, 200?, 250, and 258 Ma (Courtillot et al. 1996, 1999;  fig. 9 ), although some inflections in the curve do not coincide with eruptions of CFBs (e.g., at 40, 45, 53, 100?, 160, and 177 Ma) and several episodes of such volcanism (30, 60, and 132 Ma) do not coincide with inflections in the curve. In view of the uncertainty of putting numerical ages on both Sr isotope data and flood basalt eruption (to say nothing of estimating the duration of eruptive flow), such conclusions are necessarily tentative. When better numerical ages can be established for some parts of the Sr isotope curve and for some episodes of flood basalt emplacement, events that fail to coincide may do so (and events that coincide now may no longer do so). Two such age revisions deserve mention: if the Triassic-Jurassic boundary, placed at 205.7 Ma in the time scale we use (Gradstein et al. 1995) , is reduced to about 200 Ma, as seems warranted by new age constraints on the boundary (Pá lfy et al. 1998), then the inflection at the T-J boundary would coincide with the eruption of the Central Atlantic Margin flood basalts, dated at 200 Ma (Courtillot et al. 1999; Marzoli et al. 1999;  fig. 9a ). Furthermore, if the numerical age of the Pliensbachian-Toarcian boundary, 189.6 in our compilation, were revised to about 184 Ma, as suggested by , the minimum in the 87 Sr/ 86 Sr curve at the P-T boundary ( fig. 1d ; McArthur et al. 2000b ) would coincide exactly with the time of 184 Ma for the eruption of the KarooFarrar CFBs (Duncan et al. 1997; Courtillot et al. 1999) . On the present time scale, 184 Ma corresponds to an inflection point in the late Toarcian part of the Sr curve, after which a poorly dated plateau possibly occupies much of late ToarcianAalenian time ( fig. 1d) . Finally, of the three largest CFB eruptions (Deccan, Siberia, Central Atlantic Margin), the two youngest (after adjusting to newest age determinations) mark abrupt downturns in the 87 Sr/ 86 Sr curve, at 65 Ma and 201 Ma, and the third (250 Ma) appears to coincide with the arrest of the most dramatic rise in 87 Sr/ 86 Sr known, which was in the earliest Triassic (R. Denison, pers. comm., 2000) but is poorly dated. Courtillot et al. (1996) present a case for a coincidence of flood-basalt eruption and mass extinction. There is also some correspondence between major extinctions and major inflections in the 87 Sr/
Sr curve ( fig. 9b ). As the latter must reflect major geological, and probably climatological, upheavals in Earth history, the strength of the apparent coincidences needs to be examined. To do so properly is beyond the scope of this work, so we confine ourselves to two observations. First, some of the inflections in the 87 Sr/ 86 Sr curve are either poorly defined (end-Cenomanian, end-Triassic, Carboniferous) or poorly dated or both. Second, many extinction "events" were actually rather drawn-out affairs (Sepkoski 1993 (Sepkoski , 1994 ; the Permian extinctions, for example, while culminating in the Tatarian, were spread over the preceding two stages as well. When the 87 
Sr/ 86
Sr record is better defined, the link between its shape and the extinction record and CFBs should be examined more closely.
Conclusions
Strontium isotope stratigraphy continues to evolve as a valuable tool to date and correlate marine sediments, but its power to do both is far from being fully realized. It is possible now to achieve a temporal and stratigraphic resolution close to an order of magnitude better than that commonly reported. Nevertheless, in some instances the method has, even now, provided better dating and correlation than has biostratigraphy or magnetostratigraphy. Analytical measurement is a bigger constraint on the method than is often realized, and we believe that once this issue has been fully addressed, the method will take its place alongside biostratigraphy, magnetostratigraphy, and direct dating (such as Ar/Ar) as one of the four essential tools of the stratigrapher. Given that measurement of an 87 Sr/
86
Sr value to ‫300000.0ע‬ is now possible, it is clear that a great deal of improvement needs to be made to most of the Phanerozoic 87 Sr/ 86 Sr curve if SIS is to realize its true potential for dating and correlating rocks.
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