Abstract-A simple accurate technique is described for measuring the equivalent rms input noise of A/D converters. Noise can typically be measured with 10-percent accuracy in 1 s, and the method has successfully been applied to converters with up to 16 bits of resolution. The measurements are made at input voltages corresponding to the test converter's decision levels, where the effects of noise are most pronounced. A feedback loop incorporating the unit under test locates and locks onto these levels. The method utilizes a theoretical relationship between the input noise and an expected number of counts derived digitally from the feedback loop response. A low-noise wideband operational amplifier is the only critical component required.
INTRODUCTION
T HE speed and accuracy limits of high performance A/D 1 converters are frequently determined by inherent noise. Thus excess noise can often render higher conversion rates or higher resolution useless. Consequently, in the selection of converters for higher performance data acquisition systems, carefuf attention should be paid to their noise properties. A new technique is described here which makes possible quantitative objective noise measurements of A/D converters without requiring standards or other complex expensive equipment.
Unfortunately, several factors complicate the measurement of A/D converter noise. The noise cannot be measured directly as with many instruments but must be inferred from the response. Furthermore, the relationship between noise and response is complicated by the quantization process, because the effects of noise are more pronounced for input values near the decision levels represented by code transitions. Finally, these transition levels are not uniformly spaced in a real converter but are subject to local (differential) nonlinearity errors, which, in some measurements, are misinterpreted as noise. As treated in this work, the term "noise" is independent of this so-called "quantization noise," which produces systematic rather than random errors, and can in principle be reduced to negligible proportion by choosing a higher resolution converter.
A number of noise measurement techniques have been applied to A/D converters: I) For the converter manufacturer, direct noise measurement data on the component parts, e.g., voltage reference, internal D/A converter network, analog comparator, and buffer amplifier, can be combined to estimate the overall equivalent input noise [ 1] , [2] . This method With a noiseless A/D converter in the feedback loop, the input voltage change, once locking has occurred, will reverse its slope after each conversion, describing a triangular waveform with AV peak-to-peak amplitude, as in Fig. 3(a) . The addition of random noise of rms value a-at the A/D input causes a corresponding change in the feedback response, as shown in Fig. 3 
(b)-(d).
The input voltage now follows a "random walk" about the transition level, reversing its slope with decreasing frequency (and straying farther from the transition level) as the noise level increases. If, at the given sampling rate, the successive values of noise are uncorrelated and follow a Gaussian distribution, the statistics of the random walk can be calculated in terms of the rms noise level.
An easily measured statistical parameter has been selected which can form the basis for an equivalent noise measurement made in terms of the voltage AV. In particular, the probability p of occurrence of a slope reversal following a conversion is easily measured with digital circuitry and can be related to noise level as described next. Since AV provides the reference voltage for the measurement of noise value a, it is convenient to express p in terms of the ratio a/AV.
It can be shown that the successive values of the sampled input voltage describe a discrete Markov chain for which, after each conversion, two possible moves exist, up by A V or down by AV. The probability associated with each move is determined by both the displacement from the A/D transition level and the probability that noise of the opposite polarity will exceed this magnitude. For each level (quantized in increments of AV) above and below the transition level, the probabilities can be calculated for moves to the next higher and lower states during the next clock period, based on the assumed noise properties. The move probabilities form a matrix from which the frequency with which each level is occupied can be determined. The probability of a slope reversal occurring is then the summation over all levels of the products of the probability of occupying each level and the probability of returning to that level in two moves. (For details, see the Appendix.) Note that for levels farther than a few ar from the transition level, the occupancy probabilities approach zero, so that only a relatively small number of levels need be considered to approximate the relation between slope reversal probability and the noise level.
A plot of the ratio a/AV versus the calculated reversal probability p is given in Fig. 4 
MEASUREMENT PRECISION
The measurement time using this technique is determined by the clock rate and sample size n. While the former may be set to any value within the limitations imposed by the hardware and the unit under test, the latter is selected to give the desired precision.
The estimator of p is (n -m)/n, and its standard deviation is at most (p.q/n)' /2, where q = 1-p (see Appendix). For any value of p, choosing n = 104 gives a relative standard deviation (RSD) of at most 0.5 percent for the estimate of p. Because do/dpI is greater than unity, the uncertainty in a in greater:
for a = 1.0, the RSD of the estimate of a is less than 4 percent. This RSD is approximately proportional to a. Exact formulas are given in the Appendix. A suitable measurement of a with a 10-kHz clock rate will take 1 s.
Ll MITATIONS Potential error sources for this measurement technique fall into two categories: hardware limitations and deviations of the actual noise characteristics from the ideal model. Predominant errors of the first type include finite noise contributed by the integrating amplifier and mismatch error between the positive and negative rates of change of the voltage excursions AV. The noise gain characteristic of an integrating amplifier reduces to a minimum the effects of amplifier noise (for which the noise gain is nearly unity) and attenuates input noise components of frequencyf to the integrator by the factor 1 /27rfRC. These conditions are, therefore, generally more favorable than those for other amplifier configurations as, for example, might be used in a D/A converter output. Mismatch errors in AV result primarily from offset voltage in the integrating amplifier, assuming some care has been taken to match input voltages + V and -V. An offset voltage V,s causes a mismatch error of 2 V,/IV. Since the feedback loop maintains the ideal converter's input voltage within AV of the transition level, for a mismatch error e one reversal will be lost for every 2/e clock periods. It is offered, without proof, that the mismatch error, at worst, subtracts one half its value from the measured probability p. The equivalent effect on a can be found by applying the relationship between a/AV and p, given earlier.
Deviations of the noise characteristics from the ideal model are a potentially more serious problem. Three types of deviation thought to be most likely to occur will be considered: hysteresis, alternating codes, and nonrandom noise. Both hysteresis and alternating codes can result from stray feedback mechanisms between digital and analog portions of the converter circuit and are most significant at major transitions. In the case of hysteresis, threshold levels defining a zone within which no code changes occur, are created on either side of the transition level. To produce an output code change, the input voltage must cross the zone, a condition which can render the noise algorithm useless if the size of the zone is significant with respect to AV. Fortunately, a built-in test exists for this condition and has been verified through computer simulation. Regardless of a, the measured probability p will fall below 50 percent, the theoretical minimum value, when the interval between the thresholds exceeds AV. Hysteresis can, therefore, be detected and measured by varying A V to find the point at which p = 0.5. Alternating codes create the opposite effect. In this case, the threshold levels define a zone within which the output codes reverse with 100 percent probability. For AV less than the threshold separation, the input voltage will remain within the zone, reversing each clock period unless noise is sufficient to exceed a threshold. Therefore, the noise will appear immeasurably small. Potential measurement errors due to either of these effects are best avoided by simply avoiding noise measurements at the major transitions.
Finally, lack of randomness of the sampled converter noise might occur, for example, if sufficient 1/F noise predominates. The probability curve of Fig. 4 Table I 
APPENDIX
This appendix presents details on the use of Markov chains in determining the relationship between the probability of a reversal and the noise level a and the precision of estimates of oa obtained by this technique.
The sampled noise-free input voltage is confined to a set of equally spaced levels, with spacing denoted by AV. By a linear transformation of this voltage, we can (without loss of generality) define a variable y which takes on only integer values. Now let y(t) be the (transformed) input voltage at the tth sample, for t = 1,2,3, .... In the absence of noise, y(t) will alternate between 0 and 1, so that every step will be a reversal. On the other hand, when noise is present the value of y will wander farther, in a probabilistic manner, as depicted in Fig.  3 . Let N(t) be the instantaneous converter noise level, expressed in units of AV, i.e., N(t) is (l /AV) times the actual noise level. Then, for given y(t), y(t + 1) will equal y(t) + 1 if N(t) is less than d -y(t), because then y(t) + N(t) will be less than the threshold d. Correspondingly, y(t + 1) will be y(t) -1 if N(t) is greater than d -y(t). Since it is assumed that successive values of N(t) are uncorrelated and identically distributed, the probability of a step up (or down) depends on the current value ofy and not on t. Thus the behavior of y(t)
can be described by a set of "transition probabilities" Pij, where P,1 represents the probability of a transition from "state" i to "state" j, i.e., Puj = Pr(y(t + 1) = jly(t) = i).
Computer programs exist for finding such eigenvectors. However, in the case at hand, the solution can be found more simply by taking advantage of the fact that P,1 = 0 unless I i -j = 1. Equation ( 
In the particular case at hand, it is easily seen that Pij = 0 for
i -]j # 1, so that the structure of the so-called "transition matrix" P = (Pi>) is quite simple: all entries are zero except those bordering the main diagonal. (Theoretically, the dimension of P is infinite; but practically, any state which is far enough away from d can be ignored, since the noise is unlikely to exceed several times its rms value.) As y(t) is defined here, it is in fact a (discrete-valued homogeneous) Markov chain. Such probabilistic processes have been studied extensively [7] . The next few paragraphs treat y(t) from that point of view and derive results which can be used to calculate the probability of reversal as a function of the noise level.
This y(t) is a discrete-valued function of discrete "time" t (t = 1,2, . . .). The possible values of y(t), which are called the states, are labeled by the integers. -2,-1,0,1,2 .... Let pW) represent the conditional probability that y(t + k) =j, given that y(t) = i, for any t. For PQ}) write simply Pi>. Let P denote the matrix of P,1. Furthermore, let 0 = (0,) denote a vector of so-called steady-state probabilities. The term steady-state means that if the state at time t, y(t), is chosen at random according to the probabilities 0i, then the probability of being in any particular state j at any later time is 6i.
Mathematically, this implies that 0 is a left eigenvector of the matrix P, with the corresponding eigenvalue equal to unity, i.e., 0 satisfies the equation
(A2) (By induction, then, 0'pk = (0'p)pk-=... = 0'.) An expression for the probability of a reversal can be obtained as follows:
A reversal will occur at time t, if and only ify(t -1) = y(t + 1). The probability of going from state i to state j in two steps is denoted by pP7), and is the i,jth entry in the matrix p(2) = P-P. To see this, simply note that by definition
is the sum over all k of the probability of going from i to k and then from k to j; there is no other route from i to] in two steps;
and these routes are mutually exclusive, so that their probabilities can be added. Thus the probability of a reversal at t, p(t), is given by 
IoiAvJ~/AV J kOc/AV) C/AV ) Also, bi = 4((i -d)/(r/AV)), so that (A6) and (A7) can be used to compute 0. The computation begins effectively at 0o, and proceeds in both directions; it need not be carried out beyond IiI = 4'/AV, or IiI = 4, whichever is larger, since the remaining 6i are less than 1 0-7.
By definition, the range of d is (0,1). However, since N(t) has a symmetric distribution, the probability of reversal for where is the corresponding estimate of p. Now, if the probability of a reversal were the same for each conversion and the conversions were independent trials, then the variance of pi would be the well-known formula (pq/n). In the case at hand, however, the value ofy(t) wanders about the threshold level, and the probability of a reversal at t depends on the value y(t -1). The technique measures an average p: in fact, the value measured is an estimate of P* = E OiPP2
The variance o
The variance of such an estimate is [8] var ( Note that by changing AV, a suitable RSD of 'a can always be found, provided a suitable value of n has been chosen, for example, n = l04.
