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Abstract
Stochastic differential equations (SDEs) are popular tools to analyse time series data in
many areas, such as mathematical finance, physics, and biology. They provide a mechanistic
description of the phenomeon of interest, and their parameters often have a clear interpreta-
tion. These advantages come at the cost of requiring a relatively simple model specification.
We propose a flexible model for SDEs with time-varying dynamics where the parameters of
the process are non-parametric functions of covariates, similar to generalized additive models.
Combining the SDEs and non-parametric approaches allows for the SDE to capture more de-
tailed, non-stationary, features of the data-generating process. We present a computationally
efficient method of approximate inference, where the SDE parameters can vary according to
fixed covariate effects, random effects, or basis-penalty smoothing splines. We demonstrate the
versatility and utility of this approach with three applications in ecology, where there is often a
modelling trade-off between interpretability and flexibility.
1 Introduction
Stochastic differential equations (SDEs) describe the evolution of a system that involves stochastic
noise (Allen, 2007). In this paper, we present a general approach to improving the flexibility of
such models. To introduce this method, we focus on the most popular form of SDE,
dZt = µ(Zt, t) dt+σ(Zt, t) dWt, Z0 = z0, (1)
where (Wt) is a Wiener process, and z0 is a known initial condition. The terms of the equation
describe the evolution of the process (Zt)t≥0: the drift µmeasures the expected change in the process
over an infinitesimal time interval, and the diffusion σ captures variability. In most applications,
the drift and diffusion are chosen as simple parametric functions, and the objective is to estimate
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their parameters and obtain a mechanistic description of the system. SDEs have, for example, been
applied in mathematical finance to study asset pricing (Aı¨t-Sahalia, 1996), in biology to describe
population dynamics (Dennis et al., 1991), and in epidemiology to predict the spread of diseases
(Allen and Van den Driessche, 2006). Equation 1 includes Brownian motion, geometric Brownian
motion, and the Ornstein-Uhlenbeck process as special cases.
SDEs are used to formulate a (simplified) description of a stochastic system, and the challenge
is to build models flexible enough to reflect features of the system within the assumed structure
of Equation 1. For this purpose, there has been interest in specifying SDEs with time-varying
dynamics. In particular, regime-switching models have been developed, where a process switches
between a finite number of SDEs, often based on an underlying continuous-time Markov chain (Mao
and Yuan, 2006). These models combine the convenience of simple parametric models with the
flexibility provided by multiple regimes, and have for example been used to describe the movement
of animals switching between different behavioural states (Blackwell, 2003), or the time-varying
dynamics of oil prices (Liechty and Roberts, 2001). Another common approach is to specify the
parameters of a SDE as continuous-valued random processes (e.g. Duan et al., 2009). For example,
in stochastic volatility models, the variance parameter of the diffusion function is itself specified as a
diffusion process to account for temporal heterogeneity in the variability (Aı¨t-Sahalia and Kimmel,
2007). Other approaches have been developed to model the drift and diffusion of SDEs as non-
parametric functions of time or of the value of the process Zt, for example using Gaussian processes
(Archambeau et al., 2007; Ruttor et al., 2013) or orthogonal Legendre polynomials (Rajabzadeh
et al., 2016).
We propose a general approach where the parameters of a SDE are specified as basis-penalty
smoothing splines, similar to generalized additive models (GAMs; Wood, 2017). This allows for a
rich class of models including linear covariate effects, factor variables, independent random effects,
and smooth (non-parametric) covariate effects. It stands in contrast to the regime-switching models
where parameters are piecewise constant rather than smooth. It also generalises the models where
parameters are specified as Gaussian processes, given the equivalent interpretation of Gaussian
processes and smoothing splines (Wood, 2017, Section 5.8.2).
We illustrate the potential of this new framework using three case studies from ecology. SDEs
have great theoretical and practical appeal for the analysis of ecological data, because their continuous-
time formulation does not depend on the sampling resolution of the data. Inferences from these
models can therefore be compared across studies with different sampling schemes, and they can
be fitted to data collected at irregular time intervals (e.g. Michelot and Blackwell, 2019). Despite
their advantages, continuous-time models have been underutilised in this field, in part because
they have lacked flexibility to specify time-varying dynamics and covariate effects, or have re-
quired computationally-costly model fitting procedures. The three case studies illustrate the utility
of the new model over existing parametric approaches and highlight its flexibility and computa-
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tional convenience. In the supplementary materials, we give implementation details, a simula-
tion study, another case study from finance, and the source code to reproduce all analyses pre-
sented in the paper. The method that we describe is implemented in an R package, available at
github.com/TheoMichelot/smoothSDE.
2 Varying-coefficient stochastic differential equations
2.1 Model formulation
We consider a stochastic process (Zt) defined by
dZt = µ(Zt,θt) dt+ σ(Zt,θt) dWt, (2)
where the drift µ and diffusion σ depend on a time-varying parameter vector θt. We assume that
µ and σ are known functions of Zt and θt; they determine the type of stochastic process (e.g.,
Brownian motion, Ornstein-Uhlenbeck process). The parameter θt depends on time through its
relationship with J temporal covariates x1t, x2t, . . . , xJt, and we write each component θt of θt as
h(θt) = β0 + f1(x1t) + f2(x2t) + · · ·+ fJ(xJt),
where h is a link function, β0 is an intercept parameter and, for j = 1, . . . , J , fj could be a linear
effect of a covariate, an independent random effect, or a smooth function. In the simplest case, the
covariate could be x1t = t, to express that the dynamics of the process depend on time. For smooth
functions or random effects, we employ the basis-penalty approach (Wood, 2017), and write the
functions as linear combinations of basis functions {ψjk},
fj(x) =
mj∑
k=1
βjkψjk(x), (3)
where several standard bases could be considered, e.g., cubic splines, thin plate regression splines,
or B-splines. We will refer to this model as a varying-coefficient stochastic differential equation, as
an analogy with the varying-coefficient models of Hastie and Tibshirani (1993).
2.2 Model fitting
We consider n observations (z1, z2, . . . , zn) from the process (Zt), collected at (possibly irregular)
times t1 < t2 < · · · < tn. The problem of inference is to estimate the relationship between the
parameters θt governing the drift and diffusion of the process and the underlying covariates. The
method that we present here is based on (1) the likelihood of the observations under the SDE
model, and (2) a penalty added to the likelihood to control the roughness of non-parametric terms
in θt.
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2.2.1 Likelihood
Diffusion processes are Markovian, so the likelihood of n observations can be obtained as the
product of the likelihoods of the individual transitions,
L = [Zt1 = z1, . . . , Ztn = zn] = [Zt1 = z1]
n−1∏
i=1
[Zti+1 = zi+1|Zti = zi], (4)
where [·] is the probability density function. We assume that the first value z1 is deterministic,
such that [Zt1 = z1] = 1.
Evaluating the likelihood requires computation of the transition density [Zti+1 |Zti ] of the pro-
cess. For many common processes, such as Brownian motion, geometric Brownian motion, and the
Ornstein-Uhlenbeck process, this transition density has an analytical expression. In such cases, the
transition density of the corresponding varying-coefficient process can be approximated by assum-
ing that the parameter θt is fixed over each time interval of observation. Then, the time-varying
parameter θi = θti can be substituted into the transition density of the standard process. How-
ever, the SDE given in Equation 2 does not have a general closed-form transition density. More
generally, we can then use the Euler-Maruyama discretization, and approximate the transition den-
sity [Zti+1 |Zti = zi] by the pdf of a normal distribution with mean zi + µ(zi,θi)∆i and variance
σ(zi,θi)
2∆i, where ∆i = ti+1 − ti. This approximation assumes that the drift and diffusion terms
of the equation are constant over each interval [ti, ti+1) between two observations. We present the
coefficient-varying versions of several common diffusion processes in Appendix A, and give their
approximate transition densities. Substituting the approximate transition density into Equation 4
yields the approximate likelihood for the full data set.
This method of inference is not exact, because it uses the transition density of the time-
discretized diffusion process. The Euler-Maruyama discretization has the advantage of being widely
applicable and easy to implement, but the accuracy of the estimation will decrease for longer time
intervals between observations. To mitigate the effects of this approximation, we could include
additional time points in the time series of observed data, corresponding to “missing” observations,
and integrate over them, e.g., using either Markov chain Monte Carlo methods or the Laplace
approximation (Elerian et al., 2001; Albertsen, 2019). Adding these missing values to the grid of
observations leads to a finer time resolution, and improves the accuracy of the approximation, such
that the error can, in theory, be made arbitrarily small.
The process (Zt) might sometimes not be observed directly, in which case the problem of
inference is slightly different. This can be viewed as a state-space model, where the state equation
is given by the transition density [Zti+1 |Zti ] (e.g., obtained using the Euler approximation), and
the observation equation is the density [Z˜ti |Zti ], where Z˜ti denotes the observations. The diffusion
process of interest is a latent process in the model, and it must be marginalised over to obtain the
likelihood of the observed data. In the case of a Gaussian linear state-space model, the Kalman
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filter can be implemented, with time-varying parameters, and the likelihood obtained as a by-
product. For an overview of state-space modelling see, for example, Durbin and Koopman (2012).
One example of a latent-state SDE is the velocity Ornstein-Uhlenbeck model described by Johnson
et al. (2008), where the observed process (location) is the integral of a diffusion process (velocity).
Non-Gaussian state-space models can also be accommodated using Markov chain Monte Carlo
or the Laplace approximation to marginalise over the state process, as suggested for example by
Albertsen et al. (2015). We present two examples of state-space SDE models in Section 3.
2.2.2 Smoothing penalty
Within the basis-penalty approach of GAMs, the roughness of the smoothing splines can be pe-
nalised in the likelihood, to obtain smooth relationships between the parameter θt and the covari-
ates. The penalised log-likelihood is
lp = log(L)−
∑
j
λjβ
T
j Sjβj , (5)
where L is the unpenalised likelihood given in Equation 4, βj is the vector of basis coefficients, Sj is
the smoothing matrix associated with the chosen penalty, and λj is a smoothness parameter for the
j-th smooth term in θt (Wahba, 1990). Sj is a matrix of known coefficients, and it is constructed
such that βTj Sjβj measures the roughness (wiggliness) of the corresponding smooth term (Wood,
2017). The penalised log-likelihood can then be used to perform maximum likelihood estimation,
or Bayesian inference can be performed if the penalty is viewed as an improper prior on the basis
coefficients.
In Equation 5, the penalised log-likelihood is expressed in terms of the degrees of smoothness
λ = (λ1, λ2, . . . ) of the smoothing splines. In most applications, λ is unknown, and it must be
estimated from the data. Here, we consider the marginal likelihood approach, i.e., we treat the
basis coefficients β of the splines as random effects, and integrate them out of the likelihood. This
yields the marginal likelihood of the smoothness parameters λ and other fixed parameters α,
[z1:n|α,λ] =
∫
[z1:n|α,β][β|λ]dβ, (6)
where [z1:n|α,β] is the unpenalized likelihood given in Equation 4, and [β|λ] is the density of a
multivariate normal distribution with mean zero and block-diagonal precision matrix. Each block
of the precision matrix corresponds to the penalty for the basis coefficients of one smoothing spline,
and it can be written λjSj . As with standard GAMs, various basis-penalty smooths could be used.
In the applications of Section 3, we considered thin plate regression splines, which are optimal in
the sense defined by Wood (2003), with a shrinkage penalty to ensure that the smooth terms shrink
to zero when the penalty tends to infinity (Marra and Wood, 2011).
5
2.2.3 Implementation
The marginal likelihood can be implemented in the R package TMB, which uses the Laplace
approximation to integrate over the random effects (Kristensen et al., 2016), and the design matrices
for the basis functions and the penalty matrices can be computed with the R package mgcv (Wood,
2017). A numerical optimiser (e.g., optim or nlminb) can then be used to minimise the marginal
likelihood, and obtain estimates of the parameters (in particular, the smoothness parameter λ).
We can obtain predicted values for the random effects, analogous to best linear unbiased predictors
in linear mixed effect models, as well as the joint precision matrix of fixed and random effects for
uncertainty quantification.
Implementing this method with TMB makes it relatively simple to include other random effects
in the model. It is often the case, e.g. in animal movement or financial time series modelling, that
the data are gathered from multiple instances of the SDE (multiple animals, stocks, etc.) and one
wishes to fit a model that borrows strength across these instances while also allowing for inter-
individual variation. The case of i.i.d. normal random effects is easily handled, as it is just another
form of a basis-penalty smoother, where the penalty matrix is the identity matrix (Wood, 2017,
Section 7.7).
We describe the details of the implementation of this method, using mgcv and TMB, in Ap-
pendix B. We ran simulation experiments to investigate the performance of the proposed approach
to recover the relationship between the SDE parameters and the covariates, under several model
formulations. In those simulations, we thinned the simulated data to irregular time intervals, to
mimic a real data set, and the method performed well in all scenarios (Appendix C). We also per-
formed a simulation experiment to check the coverage of confidence intervals derived for θt using
the precision matrix given by TMB, and found that they correctly represented the uncertainty in
the estimates (Appendix C).
2.3 Model selection and model checking
In this framework, it might be useful to discriminate between competing model formulations, e.g.
different forms of the drift and diffusion terms. The problem of model selection in models involving
basis-penalty smooths is relatively understudied outside standard GAMs; here, we suggest using
the Akaike Information Criterion (AIC) with the marginal (log-)likelihood defined in Equation 6.
The standard AIC, for which the penalty uses the number of fixed effects in the model, has been
shown to be overly conservative, i.e., to favour models that are too simple (Greven and Kneib,
2010). We use the corrected AIC proposed by Wood et al. (2016), and replace the number of fixed
parameters by the number of effective degrees of freedom.
For a chosen formulation, we propose a simple diagnostic to investigate goodness-of-fit in
varying-coefficient SDE models. Based on the Euler-Maruyama discretization of the process, a
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natural choice for model residuals i is
i =
zi+1 − (zi + µ(zi,θi)∆i)
σ(zi,θi)
√
∆i
,
for i = 1, . . . , n− 1, using the notation of Section 2.2.1. Under the assumptions of the model (and
of the discretization), the residuals should follow a standard normal distribution. In the analysis
of Section 3.1, we use quantile-quantile plots of the residuals to investigate lack of fit.
3 Illustrative examples
In this section, we present three analyses based on ecological data, to illustrate different applications
of the models presented in Section 2. We stress, however, that the varying-coefficient approach is
general to SDE modelling, and our focus is chosen only because we are most familiar with these
ecological problems. To further demonstrate the generality of the method, we also provide the
analysis of a financial data set of oil prices in Appendix D.
3.1 Diving behaviour of beaked whales
Beaked whales are air-breathing mammals that routinely dive to depths in excess of 1km for periods
of over an hour. Animal-borne telemetry tags allow study of their diving behaviour (Johnson and
Tyack, 2003; DeRuiter et al., 2013). Here we consider data collected from high-resolution tags that
include accelerometer and magnetometer sensors (“DTAGs”; Johnson and Tyack, 2003), attached
to four Cuvier’s beaked whales (Ziphius cavirostris). In general, beaked whales display two different
types of dives, with different physiological functions: deep dives and shallow dives. The structures
of deep and shallow dives are very distinct, and would require separate models. Here, we focused
on shallow dives, and also excluded sections of the data where the animals were at the sea surface
(depth < 15m). The data set comprised 73 shallow dives from the four animals, with a median
duration of 23 minutes. Several different sets of variables can be derived from DTAG data, and
we computed the Euler angles (pitch, roll, and heading), which describe the posture of the animal
in the water (Johnson and Tyack, 2003). The pitch measures the angle between the whale’s main
body axis and the horizontal, the roll is the angle around the whale’s main body axis, and the
bearing is the angle in the horizontal plane. The sampling rate of the raw data varied between 5Hz
and 25Hz, and we subsampled them to a regular 30-sec resolution, to reduce the computational
cost while keeping a sufficiently fine resolution to detect behavioural changes over each dive. This
resulted in a total of 3338 observations for each variable.
Visual inspection of the data suggested that shallow dives all had a similar structure, with
different phases of each dive displaying different levels of activity. Our aim was therefore to char-
acterise the typical behaviour of beaked whales, as measured by their postural dynamics, during
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the different diving phases (e.g., descent, ascent, bottom). We modelled each variable, pitch, roll,
and heading, with a Brownian motion process (with drift), defined by
dZt = rt dt+st dWt,
where rt and st are parameters for the drift and diffusion, respectively. To investigate the time-
varying behaviour of beaked whales, we specified the SDE parameters as smooth functions of the
proportion of time through the dive xt ∈ [0, 1]. We treated the dives as independent, and included
random intercepts for the dive in rt and st, to account for variability between individuals and
between dives. In summary, there were six time-varying parameters (rt and st for each of the three
data variables), each modelled as
h(i)(θ
(i)
t ) = γ
(i)
dt
+ f (i)(xt)
γ
(i)
j ∼ N(µ(i)γ , (σ(i)γ )2),
where i ∈ {1, . . . , 6} is the parameter index, dt ∈ {1, 2, . . . , nd} is the dive index at time t, h(i)
is a link function (identity for rt and log for st), f
(i) is a basis-penalty smooth, and µ
(i)
γ and σ
(i)
γ
are unknown hyper-parameters. Model fitting took 5 min on a 2GHz Intel i5 CPU. The estimated
relationships between the SDE parameters and the proportion of time through the dive are shown
in Figure 1.
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Figure 1: Estimates of the drift (rt, top row) and diffusion (st, bottom row) parameters as functions of
the proportion of time through the dive, in the beaked whale analysis. The three columns correspond to
the three modelled variables: pitch (left), roll (middle), and heading (right). The black lines are the mean
estimates, and the grey shaded areas are 95% confidence bands. All estimates were obtained with the mean
random effect intercept µ
(i)
γ .
The estimated drift parameter rt for pitch was positive over the whole dive, suggesting that
pitch tended to increase during a typical dive. This is consistent with the observed convex shape of
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the dives: pitch increases between the descent and bottom phases, and again between the bottom
and ascent phases. The estimated drift of the roll and heading processes was close to zero, and did
not seem to be affected by the phase of the dive, suggesting that there were no particular trends
in those variables. All three diffusion parameters st suggested that there was more variability
at the start and end of each dive, i.e. during ascent and descent, than when the whale was at
the bottom. This variability can be viewed as a proxy for the level of activity: more variability
suggests more frequent postural changes. Variability in pitch was low during the bottom phase,
which may be associated with gliding motion, whereas it was high during descent and ascent,
suggesting continued stroking or “stroke-and-glide” motion. These changes in the pitch diffusion
parameter showed how whales alternate between different swimming styles over each dive, which
can been linked to energetic efficiency in response to drag forces and buoyancy (Miller et al., 2004;
Lo´pez et al., 2015). Roll displayed highest variability during the ascent phase, and the diffusion
parameter for heading was much higher during the final phase of the dive, just before the whales
surfaced again, corresponding to more directional changes in the horizontal plane. These postural
changes may have several functions, such as locating predators before surfacing (when the whales
are most vulnerable), socialising with conspecifics, and orienting to sea currents.
Quantile-quantile plots of the residuals against the standard normal distribution are shown in
Figure 2. The residuals are heavy-tailed, suggesting that the process noise was not adequately
captured by the normal distribution assumed by the SDE model. This could possibly be improved
if the transition density was specified as a heavy-tailed distribution, e.g. a generalized Student’s t
distribution. For example, Albertsen et al. (2015) suggested a generalized t distribution to model
non-Gaussian error in animal tracking data, also using TMB for model fitting. Future research
could investigate whether that approach would be applicable here.
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Figure 2: Quantile-quantile plots of the residuals against the standard normal distribution, for the beaked
whale analysis.
Most existing analyses of DTAG data have been based on dive-by-dive summary statistics of
activity (e.g., dive duration, maximum depth), and have looked at broad behavioural patterns (e.g.,
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DeRuiter et al., 2013; Quick et al., 2017). This contrasts with our approach, where the behaviour
of beaked whales is modelled at a fine time resolution over each dive, and the dives are treated as
realisations of an underlying random process. Using varying-coefficient SDEs, we could therefore
estimate a more detailed description of the within-dive activity of whales. As another alternative,
discrete-time regime-switching models have been proposed to analyse data of this kind (i.e., hidden
Markov models; Isojunno and Miller, 2015; Leos-Barajas et al., 2017), and a similar continuous-time
approach could be implemented. In that setting, the states of the latent process would represent
discrete regimes of activity. For high-resolution data, however, we believe that it is more realistic
to model the animal’s behaviour as changing smoothly in time (rather than switching between
discrete states). The method that we use also makes it straightforward to investigate the effects of
covariates (if available), and to include random effects to capture differences between individuals.
3.2 Linking elephant movement to environmental conditions
In this example, we illustrate the utility of varying-coefficient SDEs to analyse animal movement
data, using the trajectory of an African elephant (Loxodonta africana) presented by Wall et al.
(2014b), and available on the Movebank data repository (Wall et al., 2014a). We restricted the
analysis to a period of five months, from May to September 2009, to avoid seasonal effects. The data
set consisted of a bivariate time series of 3652 Easting-Northing locations, and also included the air
temperature measured by the tag, at a time resolution of 1 hour (with a few missing observations).
We used a varying-coefficient version of the continuous-time correlated random walk model
presented by Johnson et al. (2008); the original model has been used extensively to analyse animal
location data. In this model, the velocity Vt of the animal is formulated as a varying-coefficient
Ornstein-Uhlenbeck process,
dVt = −rtVt dt+st dWt,
where the parameters rt and st can be linked to the speed and sinuosity of the movement. The
model can be written as a state-space model, where Vt is a latent process, and the observed process
is the location of the animal, obtained as Zt = Z0 +
∫ t
0 Vs ds. As described in Section 2.2.1, we
implemented the likelihood using a Kalman filter with time-varying parameters. To investigate
the effects of environmental conditions on the elephant’s behaviour, we estimated the parameters
rt and st of the velocity process as functions of the air temperature. For interpretation, we then
derived the parameter νt =
√
pist/(2
√
rt), described by Gurarie et al. (2017) as a measure of the
speed of movement of the animal. Model fitting took about 8 min on a 2GHz Intel i5 CPU.
Figure 3 shows estimates of the speed parameter νt as a function of temperature. A small value
of νt corresponds to slow movement, encompassing behaviours with little activity (e.g., resting),
and a large value corresponds to more active behaviours (e.g., exploration, transit). The speed
parameter was highest at low temperatures (20-30 degrees), and decreased for higher temperatures,
10
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Figure 3: Results of the elephant analysis. Estimates of the speed parameter νt =
√
pist/(2
√
rt), as a
function of temperature. The black line is the mean estimate, and the grey shaded area is a 95% confidence
band.
with a very steep decline above 40 degrees. This is consistent with what is known of the species:
elephants are very sensitive to heat, and spend much of their time resting or waiting in the shade
during periods of high temperatures (Mole et al., 2016). Our non-parametric approach illuminated
the non-linear relationship between the temperature and the speed of movement of this elephant.
Continuous-time models based on SDEs have been popular for analysing animal tracking data.
In that area of research they have, for example, been used to model animal behaviour (Blackwell,
1997), the effects of environmental features on movement decisions (Preisler et al., 2004; Michelot
et al., 2019), and the emergence of home ranges (Dunn and Gipson, 1977; Fleming et al., 2014).
Several approaches have been developed to allow for time-varying dynamics in the movement, in
particular based on regime-switching models where the latent state represents the behaviour of the
animal (Blackwell, 1997; Michelot and Blackwell, 2019). However, discrete behavioural states may
lack the flexibility to capture the wide range of behaviours that animals display. In addition, it has
been difficult to include general covariate effects in that context, and inference has typically required
computationally-costly custom algorithms (Blackwell et al., 2016). The method that we propose to
include factor covariates, linear or smooth effects of continuous covariates, and random effects in
SDE models is an important step forward to link animal movement behaviour to environmental and
individual-specific conditions. Preisler et al. (2004) and Russell et al. (2018) presented application-
specific methods to define smooth relationships between movement parameters and environmental
covariates in SDEs. The approach presented in this paper is a generalisation of their work to a
wider class of SDEs, where any parameters can be specified using basis-penalty smooths.
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3.3 Body condition of elephant seals
We considered a study of body condition of elephant seals described by Schick et al. (2013), where
the authors modelled body fat content over time, and how it was affected by environmental condi-
tions. We used the data set published by Pirotta et al. (2019), which includes information about
drift dives of 26 Northern elephant seals (Mirounga angustirostris). The goal of the study was to
investigate the dynamics of the body fat content of seals during migratory foraging trips, which
last several months. Animals’ body fat content cannot be observed directly when they are at sea.
However, using animal-borne telemetry tags fitted with depth sensors, we can measure the rate at
which seals drift vertically in the water column during non-active dives (“drift dives”; Biuw et al.,
2003). This drift rate is linked to the percentage of body fat, because fat content affects buoyancy.
A natural modelling approach, proposed by Schick et al. (2013), is therefore to treat the body fat
content as a latent process in a state-space model, and estimate how it changes during a foraging
trip from the drift rate observations.
We formulated a continuous-time analogue of the model of Schick et al. (2013), and defined the
body fat content Lt as a Brownian motion with time-varying drift, i.e., dLt = rt dt+σ dWt. The
time-varying parameter rt measured the daily rate of change of the lipid content, with larger values
indicating faster accumulation of fat mass. We combined the above SDE with the observation
equation proposed by Schick et al. (2013) to obtain the following state-space model formulation
Observation process Di ∼ N
(
α1 + α2
Li
Ri
,
τ2
hi
)
State process Li+1 ∼ N(Li + ri∆i, σ2∆i)
where Di is the mean drift rate on day i, Li is the lipid content on day i, Ri is the non-lipid content
on day i, hi is the number of drift dives observed on day i, and α1, α2 and τ are parameters of the
observation process. We followed Schick et al. (2013) in assuming a constant diffusion parameter
σ, and investigated the effects of two covariates on the lipid change rate rt of the process: (1)
surface transit per day, and (2) distance to the Ao Nuevo colony where the animals were tagged.
We chose these covariates to link fat gains (i.e., foraging behaviour) to movement patterns and
geographical location. In preliminary analyses, we included two other covariates that Schick et al.
(2013) considered (body fat proportion at departure, and daily number of drift dives), but found
no evidence of an effect. We included a random normal intercept in rt to account for differences
between individual seals.
We implemented the likelihood of this model with the Kalman filter, and estimated the effects of
the covariates on the drift parameter using the method described in Section 2. Schick et al. (2013)
fitted their state-space model within a Bayesian framework, and they used informative priors for τ2
and σ2, based on biological knowledge. We included the same prior distributions as multiplicative
terms in the likelihood, therefore performing maximum posterior estimation for those parameters.
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Model fitting took about 5 min on a 2GHz Intel i5 CPU.
Results are shown in Figure 4. The lipid gain rate rt was estimated to decrease with daily
transit distance, which is consistent with the findings of Schick et al. (2013). This suggests that
lipid gains are low when seals are travelling at high speeds, and that foraging is characterized by
less horizontal movement. We also found that lipid gains increased with distance to the colony, in
particular between 0 and 2000km. This indicates that animals must travel a considerable distance
from their breeding colony to find foraging grounds that are rich enough for them to start gaining
fat. Figure 4 shows a map of the movement tracks of the seals, coloured by the predicted value of
rt, which highlights portions of the trips with high lipid gains. Our results provide a mechanistic
justification for the assumption often made in elephant seal studies that slow horizontal movement
at sea is associated with foraging behaviour (e.g., Michelot et al., 2017; Jonsen et al., 2019).
This application exemplifies how SDEs can be built as alternatives to existing discrete-time
models, such as the state-space model of Schick et al. (2013). Unlike discrete-time models, our
proposed formulation does not depend on the temporal resolution of the data, and it can be
applied to data collected at irregular intervals. Another difference with Schick et al. (2013) is that
we implemented the Kalman algorithm and Laplace approximation (with TMB) to integrate over
latent components of the model, whereas they used computationally-costly Markov chain Monte
Carlo methods.
4 Discussion
In this paper, we have focused on a univariate diffusion process (Zt), and suggested using indepen-
dent diffusion processes for each dimension in the case of multivariate data (e.g., the three postural
angles in Section 3.1). The proposed method could similarly be applied to the N -dimensional diffu-
sion process (Zt) defined by the equation dZt = µ(Zt,θt)dt+σ(Zt,θt)dWt, where µ(Zt,θt) ∈ RN ,
Wt ∈ RN , and σ(Zt,θt) ∈ RN×N . In this case, the drift µ and diffusion σ might be functions
of several time-varying parameters. We can use the Euler-Maruyama discretization to obtain the
(approximate) transition density as a multivariate normal distribution, and estimate the model
parameters as in Section 2. A simulation study may be required to investigate identifiability in
such models, when a large number of time-varying parameters must be estimated jointly.
The model presented for the time-varying parameters of SDEs relies on the general method-
ology of generalized additive models (GAMs), which has been greatly extended beyond the basic
formulation presented herein. In particular, an interesting direction for future research will be the
implementation of hierarchical GAMs (Pedersen et al., 2019) in this framework. In hierarchical
GAMs, the smooth relationship between response and covariates can vary across groups, while
retaining some common features (related to shape and degree of smoothness). This extension could
be applied to investigate inter-individual differences in ecological analyses, with more nuance than
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Figure 4: Results of elephant seal body condition study. (A) Estimated relationship between lipid gain
parameter rt and two covariates: daily transit distance (left), and distance to colony (right). The black lines
are mean estimates, and the grey shaded areas are 95% confidence bands. Each estimate was obtained by
fixing the other covariate to its mean. (B) Elephant seal movement tracks, coloured by predicted value of
rt. This figure appears in color in the electronic version of this article.
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the simple random-intercept model mentioned in Section 2.2.3. For example, we could define the
response of several animals to an environmental covariate with functions comprising a population-
level mean component and individual-level components measuring the individual deviations from
the mean.
The parameters of a varying-coefficient SDE are specified using basis-penalty smooths, and
we therefore assume a smooth relationship between parameters and covariates. There is some
flexibility in this formulation, because the smoothness parameter is estimated from the data, but
it may not always be appropriate. In particular, if the relationship involves abrupt changes (e.g.,
discontinuities), then it may not be well captured by a smooth function, and regime-switching mod-
els may be preferable. We could also consider integrating regime switches into varying-coefficient
SDEs, i.e., defining each SDE parameter by several smooths between which the process switches
through time. This model can be viewed as a continuous-time hidden Markov model where the
state-dependent observation distribution is given by the transition density of the SDE, and the
approximate likelihood of this model could be obtained using existing methodology.
We suggested using the R package TMB to implement the (marginal) likelihood of the model,
and to integrate over random effects using the Laplace approximation. TMB also uses automatic
differentiation to evaluate the gradient of the log-likelihood, which improves computational speed
(Kristensen et al., 2016). This fast implementation has a downside: to build the gradient function,
TMB needs to create the “computational graph” of the likelihood, i.e., its representation in terms of
elementary functions (for which the analytical gradient is known). In our experience, the construc-
tion of this graph can be memory-intensive for large data sets or complex model formulations, and
may not be feasible on standard desktop computers. In those cases, high-performance computing
systems with more memory may be required.
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Appendix A Special cases with applications in ecology and finance
The specification of the functions µ and σ in the SDE determines the type of diffusion process
(Equation 2 of the paper). In practice, this choice depends on the characteristics of the observed
process. In this section, we propose several choices of µ and σ, corresponding to varying-coefficient
variants of standard diffusion processes, and possible applications to the analysis of animal move-
ment and other ecological data. In all the examples that we consider here, the drift function µ and
the diffusion function σ each depend on only one time-varying parameter, i.e. µ(Zt,θt) = µ(Zt, θ
(1)
t )
and σ(Zt,θt) = σ(Zt, θ
(2)
t ), where θt = (θ
(1)
t , θ
(2)
t ). We denote rt = θ
(1)
t and st = θ
(2)
t for simplicity.
Brownian motion with drift The simplest model is the Brownian motion (with drift), where
µ(Zt,θt) = rt and σ(Zt,θt) = st. Here, rt and st are time-varying drift and diffusion parameters for
the process, respectively. Based on the Euler-Maruyama discretization, the approximate transition
density of this process is
[Zt+∆ = zt+∆|Zt = zt] = φ(zt+∆; zt + rt∆, s2t∆),
where φ(x; m, v) is the pdf of the normal distribution with mean m and variance v.
Geometric Brownian motion The process Zt is called geometric Brownian motion if log(Zt)
follows a Brownian motion with drift. The varying-coefficient geometric Brownian motion is a
diffusion process with µ(Zt,θt) = rtZt and σ(Zt,θt) = stZt. Geometric Brownian motion is a
popular choice to model population growth in ecology, where Zt is the population size at time t,
and rt is the growth rate (Dennis et al., 1991), which could be modelled as a function of covariates
in the framework that we present.
This process is also used in finance to describe asset prices under the Black-Scholes model. In
addition, stochastic volatility models are typically based on geometric Brownian motion, where the
variance parameter s2t is modelled with an SDE (Aı¨t-Sahalia and Kimmel, 2007). The varying-
coefficient model introduced here is an alternative approach to specify a process with time-varying
volatility.
The standard geometric Brownian motion has a closed form transition density, and so we can
obtain the transition density of the varying-coefficient process by substituting rt and st for the SDE
parameters,
[Zt+∆ = zt+∆|Zt = zt] = 1√
2pi∆
1
zt+∆st
exp
[
−
{
log(zt+∆)− log(zt)− (rt − 0.5s2t )∆
}2
2s2t∆
]
.
Ornstein-Uhlenbeck (OU) The varying-coefficient OU process is obtained with µ(Zt,θt) =
rt(ζ − Zt) and σ(Zt,θt) = st. It is mean-reverting, i.e. it tends to revert to its mean value ζ with
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a rate measured by rt and diffusion measured by st. The standard OU process was proposed by
Uhlenbeck and Ornstein (1930) to describe the velocity of a particle subject to friction, and it has
also been proposed as a model for interest rates in finance (Vasicek, 1977). Figure S1 shows a
realisation from the varying-coefficient OU process, to illustrate how time-varying parameters can
induce time-varying dynamics. The approximate transition density of the varying-coefficient OU
process is
[Zt+∆ = zt+∆|Zt = zt] = φ
{
zt+∆; ζ + e
−rt∆(zt − ζ), s
2
t
2rt
(1− e−2rt∆)
}
.
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Figure S1: Simulated example for the time-varying Ornstein-Uhlenbeck process with mean ζ = 0, showing
the reversion parameter rt (left), the diffusion parameter st (middle) and the simulated process Zt (right).
Dunn and Gipson (1977) suggested the bivariate OU process as a model of movement for animals
displaying home range behaviour: in two dimensions, mean reversion is analogous to attraction to
a point in space, such as the centre of an animal’s home range. The long-term distribution of
the OU process is Gaussian, and can be derived in closed form. In that context, rt and st can
be linked to the size of the home range, and the strength of attraction to a central location. In
practice, Vt and Zt are usually two-dimensional (representing Easting and Northing), but it is most
common to assume that the process is isotropic, i.e. the same process describes the movement in
both dimensions. Blackwell (1997) argued that the OU process may often be too simplistic to
model the movement of animals, and proposed a mixture model, where an animal switches between
discrete behaviours through time, each associated with an OU process. In the framework presented
here, rt and st are specified as flexible functions of covariates, as described in Section 2 of the
manuscript, and the dynamics of the OU process can therefore change smoothly over time and
space. The number of time-varying parameters in the model is not limited to two (rt and st), and
the centre of attraction ζ could in principle also be formulated as a function of covariates.
The OU process is also a popular model for the velocity of a moving animal, as proposed by
Johnson et al. (2008). In the varying-coefficient variant of this model, the velocity Vt is specified
as dVt = rt(ζ − Vt)dt + stdWt, and the location Zt of the animal is obtained as the integral
Zt = Z0 +
∫ t
0 Vsds, where Z0 is the initial location. Here, the two parameters rt and st can be
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linked to the speed and persistence of the movement, and ζ is usually set to zero to indicate that
there is no systematic bias in the velocity. Several approaches have been developed to allow for
time-varying dynamics in the velocity OU model. In particular, Michelot and Blackwell (2019)
presented a state-switching formulation, where an animal transitions between different velocity
OU processes through time, characterised by different movement characteristics. Russell et al.
(2018) used a time-varying term for the centre of attraction ζ, to include covariate effects on the
direction of movement of the animal. The model presented here generalises that approach to the
case where any parameter of the velocity process can be written as a GAM of spatiotemporal (or
other) covariates.
Potential-based models In ecology, diffusion processes have also been used to study the re-
sponse of animals to their environment. For this purpose, the drift of the process can be specified
as a function of the gradient of a “potential” function H, which measures habitat suitability over
space (Preisler et al., 2004). In that model, we have µ(Zt,θt) = −∇H(Zt,θt), where∇ is the spatial
gradient operator. Preisler et al. (2004) estimated H with smoothing splines of spatial covariates,
using methodology similar to that presented in this paper. Within the framework that we propose,
their model could be extended to include non-spatial covariates, and to investigate covariate effects
on the diffusion parameter of the process (which they assumed constant).
Appendix B Implementation
B.1 Model matrices using mgcv
The mgcv R package can be used to define the design matrices (including basis functions) and the
penalty matrix for basis-penalty smooths, with the function gam (Wood, 2017). As an example,
consider the data frame shown below, where ‘ID’ is the time series identifier, ‘Z’ is the response
variable, and ‘x1’ and ‘x2’ are two covariates.
## ID Z x1 x2
## 1 1 -1.06520105 1.139137 -0.3088276
## 2 1 -1.36064381 2.159093 -0.1593682
## 3 1 -1.04660349 2.610276 -0.6394209
## 4 1 0.35250424 1.830601 -0.7986991
## 5 1 -0.07465397 1.905763 0.4524077
## 6 1 -0.91468379 2.124810 0.3858297
Then, consider that Z is to be modelled with a varying-coefficient SDE, where the relationship
of each SDE parameter with the covariates is specified by the following formula,
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# Formula for SDE parameter, using mgcv syntax for smooth
# terms and random effects
form <- ~ x1 + s(x2, k = 5, bs = "ts") + s(ID, bs = "re")
i.e. x1 has a linear effect, x2 has a smooth effect modelled using thin-plate regression splines,
and a random normal intercept is included for ID. (See the documentation of mgcv for additional
detail on the syntax.) The design matrices can then be derived as follows,
# Create smooth object using mgcv
smooth <- gam(formula = update(form, dummy ~ .),
data = cbind(dummy = 1, data),
fit = FALSE)
# Design matrix
X <- smooth$X
# Number of non-smooth model terms (i.e. fixed effects)
nsdf <- smooth$nsdf
# Design matrix for fixed effects
X_fe <- X[, 1:nsdf, drop = FALSE]
# Design matrix for random effects (including smooth model terms)
X_re <- X[, -(1:nsdf), drop = FALSE]
The design matrix for the fixed effects is
head(X_fe)
## (Intercept) x1
## 1 1 1.139137
## 2 1 2.159093
## 3 1 2.610276
## 4 1 1.830601
## 5 1 1.905763
## 6 1 2.124810
and the design matrix for the random effects is
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head(X_re)
## ID1 ID2 ID3 ID4
## 1 -0.2064242 0.6333093 0.4155266 -0.12492927 1 0 0 0
## 2 -0.1186081 0.6690554 0.4211488 -0.06103063 1 0 0 0
## 3 -0.3930194 0.5225471 0.3865907 -0.26626842 1 0 0 0
## 4 -0.4775210 0.4553437 0.3648461 -0.33436490 1 0 0 0
## 5 0.2464654 0.7122938 0.3947111 0.20052304 1 0 0 0
## 6 0.2071078 0.7157652 0.4013989 0.17205880 1 0 0 0
where the first four columns correspond to the four basis functions for x2, and the four last
columns are dummy indicator variables for ID. Then, the linear predictor for the SDE parameter
is
lp <- X_fe %*% coeff_fe + X_re %*% coeff_re
where coeff fe and coeff re are the coefficients for the fixed effects and the random effects,
respectively. The SDE parameter (at each time point) is then obtained by applying the inverse link
function to this linear predictor.
Similarly, the penalty matrix for the smooth terms can be extracted from the GAM object,
S <- smooth$S
B.2 Laplace approximation using TMB
The model fitting procedure proposed in the paper requires the evaluation of the marginal likeli-
hood, where the random effects (including basis coefficients for smooth terms) have been integrated
out. We suggest using the R package Template Model Builder (TMB) to implement the marginal
likelihood, based on the Laplace approximation Kristensen et al. (2016). Here, we broadly explain
how TMB can be used to evaluate the objective function (i.e., the negative log-likelihood) of the
model, and to obtain point and uncertainty estimates for the model parameters.
The joint log-likelihood must first be written in C++, following the TMB syntax (for examples,
see kaskr.github.io/adcomp/examples.html). For our model, it has two main components:
1. the joint log-likelihood of the fixed and random effect parameters, given by the sum of the
log-pdf of the observed transitions, log[Zi+1|Zi], e.g. obtained using the Euler-Maruyama
discretization of the process. This part requires the SDE parameters on a time grid, which
can be computed based on the model matrices provided by mgcv, as described in Appendix
B.1.
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2. the log-pdf of the basis coefficients (and other random effects) given the smoothness param-
eter, log[β|λ], obtained as the log of a multivariate normal pdf with block-diagonal precision
matrix, where the i-th block is λiSi. The smoothness matrix Si is provided by mgcv, as
described in Appendix B.1.
The C++ function takes the following arguments as data:
• times of observations (t1, . . . , tn);
• observations (z1, . . . , zn)
• design matrix for fixed effects (X fe in Appendix B.1), provided by mgcv;
• design matrix for random effects (X re in Appendix B.1), provided by mgcv;
• smoothness matrix (S in Appendix B.1), provided by mgcv;
and the following arguments as parameters:
• coefficients for fixed effects (coeff fe in Appendix B.1);
• coefficients for random effects (coeff re in Appendix B.1);
• smoothness parameters λ.
The objective function (and its gradient) can then be defined in R with the TMB function
MakeADFun applied to the joint negative log-likelihood, using the argument ‘random’ to specify
that the basis coefficients coeff re should be treated as random effects. It can then be passed to
a numerical optimiser, e.g. optim or nlm, to perform maximum likelihood estimation of the fixed
effect parameters. After optimisation, the function sdreport can be used to obtain estimates of
the random effect parameters, as well as a joint precision matrix for the fixed and random effects.
Posterior samples of all model parameters can be generated from a multivariate normal distribution,
where the covariance matrix is the inverse of this precision matrix.
B.3 Package smoothSDE
This method is implemented in the R package smoothSDE, available at github.com/TheoMichelot/
smoothSDE. The package provides functions for model fitting, uncertainty estimation, model check-
ing, and model plots, and we hope that it will greatly facilitate the application of varying-coefficient
SDEs. Here, we present the code required to fit the varying-coefficient model applied to the elephant
data set from Wall et al. (2014b), in Section 3.2 of the main text, to showcase its use.
First, we download the data from the Movebank data repository, and create a data frame with
columns for ID, time (as numeric), response variables (here, easting and northing), and covariates
(here, temperature),
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# Load package and set seed for reproducibility
library(smoothSDE)
set.seed(58652)
# Load data and keep relevant columns
URL <- paste0("https://www.datarepository.movebank.org/bitstream/handle/",
"10255/move.373/Elliptical%20Time-Density%20Model%20%28Wall%",
"20et%20al.%202014%29%20African%20Elephant%20Dataset%20%",
"28Source-Save%20the%20Elephants%29.csv")
raw <- read.csv(url(URL))
keep_cols <- c(11, 13, 14, 17, 6)
raw_cols <- raw[, keep_cols]
colnames(raw_cols) <- c("ID", "x", "y", "date", "temp")
# Only keep five months to eliminate seasonal effects
track <- subset(raw_cols, ID == unique(ID)[1])
track$date <- as.POSIXlt(track$date, tz = "GMT")
track$time <- as.numeric(track$date - min(track$date))/3600
keep_rows <- which(track$date > as.POSIXct("2009-05-01 00:00:00") &
track$date < as.POSIXct("2009-09-30 23:59:59"))
track <- track[keep_rows,]
# Convert to km
track$x <- track$x/1000
track$y <- track$y/1000
# Data set including ID, time, responses (x, y), and covariate (temp)
head(track)
## ID x y date temp time
## 9696 Salif Keita 574.4644 1673.388 2009-05-01 07:00:00 30 9710
## 9697 Salif Keita 574.5073 1673.422 2009-05-01 08:00:00 32 9711
## 9698 Salif Keita 574.7125 1673.368 2009-05-01 09:00:00 38 9712
## 9699 Salif Keita 575.6217 1673.252 2009-05-01 10:00:00 41 9713
## 9700 Salif Keita 576.6164 1673.513 2009-05-01 11:00:00 43 9714
## 9701 Salif Keita 576.6212 1673.575 2009-05-01 12:00:00 42 9715
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For this analysis, we use the velocity Ornstein-Uhlenbeck model (also called continuous-time
correlated random walk, “CTCRW”), which has two parameters: ‘beta’ (mean reversion parameter)
and ‘sigma’ (variance parameter), defined in Johnson et al. (2008). We define formulas for the SDE
parameters to express covariate dependence, using the syntax from mgcv for smooth terms and
random effects. Both parameters are specified as functions of the temperature covariate, using
thin-plate regression splines,
# Model formulas for CTCRW parameters
formulas <- list(beta = ~ s(temp, k = 10, bs = "ts"),
sigma = ~ s(temp, k = 10, bs = "ts"))
We then create the SDE as an object, which encapsulates the data and model formulas,
# Type of SDE model: continuous-time correlated random walk
type <- "CTCRW"
# Create SDE model object
my_sde <- SDE$new(formulas = formulas, data = track, type = type,
response = c("x", "y"))
# Fit model
my_sde$fit()
After model fitting, estimates of the SDE parameters, and posterior samples, can be plotted as
functions of the covariates,
my_sde$plot_par("temp", n_post = 100)
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Appendix C Simulation study
We ran simulations for two different model formulations, to investigate the performance of the
inference method presented in Section 3 of the manuscript.
Scenario 1 We considered a Brownian motion with drift, where the parameters rt (drift) and
st (diffusion) were functions of a covariate x1t. We generated the covariate as Brownian motion
(with zero drift) over the time period of the simulations, and then scaled it to [0, 1]. For a choice of
functions rt and st (shown in Figure S2), we ran 50 simulations. For each, we simulated 10
5 data
points at a fine time resolution (∆ = 0.01) to make sure that the discretization error of simulation
was negligible. We then downsampled the time series by keeping 2000 observations at random,
to assess the performance of the method to recover the model parameters from data collected at
irregular time intervals. We fitted the model to each downsampled data set, and derived estimates
of rt and st. Figure S2 shows the true rt and st and the 50 estimates as functions of the covariate
x1t. The splines generally fitted the true functions well, although most of them did not capture
the detailed oscillations in the drift parameter rt over the lower end of the covariate range. This
is because the smoothness of the true function varied over the covariate range (less smooth for low
values, more smooth for high values), and the estimated smoothness can therefore be viewed as an
average. This could be addressed with adaptive smoothing, i.e. by letting the degree of smoothness
vary across values of the covariate (Wood, 2017, Section 5.3).
Scenario 2 In the second scenario, we assessed the performance of maximum likelihood estimation
in the case where the diffusion process is not directly observed, and the Kalman filter needs to be
implemented, as described in Section 2.2.1. We simulated 50 trajectories from the velocity OU
model presented in Appendix A, following the same procedure as in the first scenario to obtain
irregular observations. The parameters rt and st used in the simulations were functions of one
covariate, like in the previous scenario. We implemented the Kalman filter, to make inference
about the parameters of the latent velocity process, based on the simulated observations. Figure
S2 shows the results from the 50 simulations. The smoothness and general shape of both parameters
rt and st were recovered in all experiments.
Confidence interval coverage We ran another set of simulations to assess the coverage of Wald
confidence intervals obtained using the joint precision matrix given by TMB (using sdreport as
described in Appendix B.2). We simulated data from a varying-coefficient Brownian motion with
drift, using the same drift and diffusion functions as in Scenario 1. Then, we fitted the model using
TMB, and generated 1000 posterior samples for rt and st on a grid over the covariate range. We
derived pointwise 95% confidence intervals on that grid, and checked whether they included the
true value. We repeated this experiment 1000 times, and derived the proportions of confidence
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Simulation 2: velocity Ornstein−Uhlenbeck
Figure S2: Results of simulation scenario 1 (top row) and scenario 2 (bottom row). The red lines are the
50 estimated drift parameters rt and diffusion parameters st as functions of the covariate x1, and the black
lines are the true functions.
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intervals that included the true value. Average coverage over the covariate range was 95.3% for rt
and 96.7% for st, close to the expected 95%.
Appendix D Application to oil prices
This application involves the analysis of a time series of oil prices, inspired by Garc´ıa et al. (2017).
We downloaded daily prices on WTI crude oil between 2 January 1986 and 30 March 2020 from
the US Energy Information Administration website (eia.gov/dnav/pet/pet_pri_spt_s1_d.htm,
accessed on 31 March 2020), and derived the log-returns as Ri = log(Pi+1/Pi) for day i, where Pi
is the price of a barrel of crude oil. There were occasional missing values in this daily time series
(easily accommodated in this continuous-time framework), resulting in a total of 8628 data points.
We then fitted a varying-coefficinet Brownian motion with drift to the log-returns Ri, where the
drift and diffusion coefficients were specified as functions of the process value Ri. Model fitting
took around 2 min on a 2GHz Intel i5 CPU.
Estimates of the drift parameter rt and diffusion parameter st are shown as functions of the
log-returns in Figure S3. Similarly to Garc´ıa et al. (2017), we found that the drift rt was negative
for positive log-returns, and positive for negative log-returns, i.e., the process was attracted to
zero. The diffusion parameter st increased with the absolute value of the log-returns, meaning that
the process was more volatile when it took large (positive or negative) values. Based on a similar
observation, Garc´ıa et al. (2017) suggested that st may be expressed as a quadratic function of the
log-returns. Interestingly, our results indicate that this may be inappropriate, because the rate of
increase of st decreases below −0.07 and above 0.07.
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Figure S3: Results of crude oil price analysis, showing the drift parameter rt and diffusion parameter st
as functions of the log-returns. The black lines are the mean estimates, and the grey shaded areas are 95%
confidence bands.
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