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Linear operators A,, A, of a vector space V certainly must commute if 
they have a representation 
A 1 = T-l(B1 @ 1) T, 
(1) 
A, = T-l(l @ Bz)T. 
Here Bj is a linear operator of a vector space WY, and T is a linear iso- 
morphism of V onto a subspace of WI @ W, invariant under both B, @ 1 
and 1 @ B2. Call this a “representation by tensor products.” This paper 
concerns the converse question : Do commuting operators always have 
such a representation ? 
For simplicity, I never treat sets of more than two commuting opera- 
tors 
THEOREM 1. Every commuting pair has a representatioga by tensor 
products. 
THEOI~EM 2. Every commuting pair on a finite dimensional vector 
space has a finite dimensional representation by tensor products. 
In the proofs I will use indeterminates ;1i, A,, and these symbols are 
always to be read as indeterminates, never as numbers. The pair Ai, Aa 
may be abbreviated A. Let Pj denote the vector space of all polynomials 
in the indeterminate Aj. Similarly let P denote the vector space of all 
polynomials in Ai, 1,; it is naturally isomorphic to P, @ P,. 
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Assume that the given vector space V is a tensor product Vi @s V. 
This is of course not a restriction; if nothing else, we can take Vr to be 
one-dimensional, then V is isomorphic to I/‘, @ V. 
For Theorem 1, we will take Wj (i = 1, 2) to be .Y(Pj, VT), the vector 
space of linear transformations of Pj into Vj. To define Bj, require that, 
for every Zen E dip(P,, Vj), By takes $(A,) E Pj to ZJ(~,$@,)) E Vj. Identify 
W, @ W2 with the isomorphic space W of linear transformations of P 
into V. 
Now the definition of the desired mapping T: V -+ W is as follows. 
For every $(lL) E P, and every x E V, (Tx)p(A,, A,) shall be the following 
element of V: $(A,, A,)%. 
Indeed, it is evident that T is linear and 1 : 1. It remains to prove 
Eqs. (l), which is easy. Thus, to prove TA, = (B, @ l)T, we take 
arbitrary x E V and@(A) E P and observe that by definitions ((B, @ 1) TX) . 
P(k &) = (T~(&I% 2,)) = AlHA,, 4x = (T(A,~)I% 4.). 
This proves Theorem 1, but starting from finite dimensional V it 
produces infinite dimensional W. However, we can get Theorem 2 by 
making suitable modifications. Let 
be (i = 1, 2) a polynomial such that yj(Aj) = 0. Define Qj as the quotient 
space Pj/yj(Aj)Pj. Because multiplication by lj is an operator on Pj 
under which P)~(AJP~ is invariant, it defines also an operator on Qj. 
A suitable Wj is 9(Qj, Vj) (which may be regarded as a finite dimen- 
sional subspace of the previous choice, S(P+ V,)). As to Bj, require as 
before that for w E 3(Qj, Vi), Bjw takes $(A$) E Qj to ~(n&(n~)) E Vj. 
Identify WI @ W, with the naturally isomorphic space W of linear 
transformations of Q = P/(pl(ll)P + p&)P) into V. 
The previous definition of T: V + W by (TML &) = $(A,> 4x 
still works if we interpret $J as an element of Q. Indeed, suppose $(A) E P 
is a representative of the zero of Q, i.e., p(1) = pr(1&(n) + ~~~~(&)r(il); 
it does indeed follow that $(A,, A,)x = 0 as required, because vj(/li) = 0. 
The proof of (1) still applies. 
Let us see how we have done on the dimensionalities. We can, of 
course, take mj < dim V; also dim Wj = mj dim Vj, dim V = (dim V,) * 
(dim V,). Therefore dim(W, @ W,) < (dim V)3. Question: May not 
a different construction give Theorem 2 with a lower bound in terms of 
dim V, even with a lower order of growth as a function of dim V? 
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The description I have given of the Bj may explain that they do 
what is wanted of them, but it does not show what they are. Let me 
exhibit B, in case Vi is spanned by a single vector xi. Refer Z(P,, Vi) 
to the basis whose kth member is the transformation taking AkP1 to xi 
and taking every other 3ii to 0. Then the B, of the proof of Theorem 1 
is the “backward shift” 
0 1 0 0 
0 0 1 0 
i ..I 0001 0 0 0 0 
For Theorem 2, the first ml members of the basis above suffice to span 
WI, and B, is 
- 0 1 0 . . 0 
0 Cl 1 
_- =10 - x11 - %2 ..' I9 1 - ~l,m,-1 
the companion matrix of the polynomial cpi. If Vi is not one-dimensional, 
the same two matrices represent the respective operators, but each 
matrix entry must be interpreted as a scalar multiplication on a space 
isomorphic to Vi. 
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