Abstract. The main result in this paper is the investigation of an explicit expression of the condition number of the truncated least squares solution of Ax = b. The result is derived using the notion of the Fréchet derivative together with the product norm [αA, βb] F , with α, β > 0, for the data space and the 2-norm for the solution. We also derive a lower and an upper bounds to estimate the condition number for the general case. Finally, we carry out numerical experiments and compare our results with respect to a finite difference approach.
1. Introduction. Perturbation analysis is the study of the sensitivity of the solution to perturbations in the data of a given problem. The concept of condition number allows to assess the sensitivity of the solution. Sensitivity and conditioning theory has been applied to many fundamental problems of linear algebra such as linear systems, linear least squares, or eigenvalue problems [2, 6, 11, 19] . We want to extend the approach to the so-called Truncated Singular Value Decomposition (TSVD) solution to linear least squares problems. TSVD solution arises in a wide variety of applications in science, technology and engineering. In inverse problems, for example, the TSVD can be considered as a regularization technique for ill-conditioned matrices with well-determined numerical rank; see [8, 9, 20] . Applications of TSVD solution in this area include computational tomography, image deblurring, digital signal processing, geophysical inversion in seismology, for example. Let us also mention that some numerical solutions of partial differential equations may require techniques such as TSVD; see [15] . The fundamentals of TSVD are summarized as follows.
Let A ∈ ℜ n×p , n ≥ p, has rank r ≤ p. The Singular Value Decomposition (SVD) of A is
where U = [u 1 , . . . , u n ] ∈ ℜ n×n and V = [v 1 , . . . , v p ] ∈ ℜ p×p are orthonormal matrices, and Σ = diag (σ 1 , . . . , σ p ), with
The nonnegative numbers σ k , k = 1, . . . , p, are referred to as the singular values of A. The column vectors u 1 , . . . , u n , and v 1 , . . . , v p , are the left and the right singular vectors of A, respectively. The method of choice for computing SVD for dense matrices was proposed by Golub and Reinsch ([5] ). A description of this method may be found in many classical textbooks; see [6, p. 253] and [2, p. 81] , for example. We consider the least-squares problem min x∈ℜ p Ax − b 2 whose solution writes
An approximation of the vector x opt can be given by the truncated quantity
for some r < r. This is called a truncated singular value solution whereas the integer r is referred to as a truncation parameter. From the numerical point of view, the idea behind this truncation is to avoid dividing by small singular values in the exact solution, since such operation is known to be unstable; see [9, p. 49] . A statistical interpretation of a TSVD solution relies on the notion of filtering noise from the solution [2, p. 100] .
It is the purpose of this paper to investigate the exact expression of the condition number of the TSVD solution (1.1) when A and b are perturbed. The paper is organized as follows. In Section 2, we give recall the definition of the definition of the condition number and some results of Kronecker product which are useful in Section 3, where we establish the expression of the exact condition number of the TSVD solution. We also derive upper and lower bounds of this quantity and perform a numerical test to validate our analysis by comparing with results of a finite difference approach. A brief conclusion ends the paper.
2. Definition of the condition number and some useful results. In this section, we give the definition of the condition number of a mapping, the Kronecker product and the vec-function, and we present a result on the first-order perturbation expansions of singular values and vectors. All these notions are useful for the mathematical development of the subsequent sections.
2.1. The condition number of a mapping. Consider a mapping φ : D → S : d → s, where D, the data space, and S, the solution space, are two Banach spaces equipped with norms • D and • S , respectively. From a general point of view, the condition number (see [4, 3, 12] ) of φ at d 0 is given by
Suppose now that φ is a Fréchet differentiable mapping (see [17, 
it is possible to show that from (2.1) that
So, computing the condition number of φ requires an explicit expression for the norm |φ
Consider now the particular case of the mapping
where data consist in the pair (A, b) and where the solution is x opt . To compute the condition number of the mapping (2.4), Gratton [7] and Arioli et al [1] use the so-called product norm for the data space, defined as the Frobenius norm of the weighted augmented matrix [αA, βb] , with α,
whereas they use the vector Euclidean norm • 2 for the solution space. See also [21] where Wei and Diao use the same formalism to investigate the condition number for the Drazin inverse and the Drazin-inverse solution of singular linear system. We make the same choice of norms to establish the condition number of the TSVD solution.
So, now we go back to (1.1) and let
Suppose that E is a perturbation in A, to which correspond perturbations δu k , δv k and δσ k in u k , v k and σ k , respectively. Assume also that f is a perturbation in b. Thus, our goal amounts to finding the value of
where the variation
is obtained using the chain rule of differentiation of the map φ r (A, b) defined by (2.5).
The
Kronecker product and the vec-function. We recall the definition of the right Kronecker product and the vec-function.
If A = [a ij ] ∈ ℜ n×p and B ∈ ℜ m×q are rectangular matrices, whatever their dimensions be, their right Kronecker product is defined as
It is straightforward to show that (A ⊗ B)
formed by stacking the columns of E into one long column vector (see [14, p. 409] ). Some results on the Kronecker product and the vec-function are given in the Appendix. We now address the question of the first order perturbation of SVD of a matrix.
First-order perturbation expansion of singular values decomposition.
The next theorem (see [16] ) is an alternative version to Theorem 3.4 in [18] 1 , re-organized in a way that seems to be more tractable for our purpose. We first need to define matrices
Theorem 2.1. Let σ k , k = 1, . . . , p, be a simple singular value of A associated with normalized left and right singular vectors u k and v k . Let alsoσ k ,ũ k andṽ k be the corresponding quantities for the perturbed matrixÃ = A + E. Theñ
with
where [16] and Theorem 3.4 in [18] for the proof.
3. The expression of the condition number of the truncated-SVD solution. Now we are equipped to turn back to the mapping (2.5) and its linearized perturbation (2.7) induced by (E, f ). Recall that its condition number is given by (2.6). To deal with the maximization problem in (2.6), we notice that
So, the next goal is to express φ ′ r (A, b).(E, f ) as the application of a linear operator to α vec(E) β f observing that the condition number κ φ r (A, b) will thus amount to the 2-norm of this linear operator.
Preliminary results. Let us define the
such that (2.7) can be written as
Then, we consider the vector
and we define matrices
and vectors
We use the above quantities to state the following proposition. Proposition 3.1. The vector δM E b may be rewriting as
Proof. See the appendix for the proof. Because the vector δM E b is linear in E, it may then be rewritten as M vec(E), for some M ∈ ℜ p×np as we show below. The next step is to find such a matrix M . Proposition 3.2. Let matrix δM E be defined as in (3.2). Then
Proof. See the appendix for the proof. Following the result of Proposition 3.2, Expression (3.3) becomes
where M is defined in Proposition 3.2.
The exact condition number. Let us recall the following definitions
where the σ k 's are the singular values of A. In the next we will be concerned with the matrix M M T . We assume that A has no multiple singular value. Let us exhibit the decomposition of M M T on the base of
Lemma 3.3. Let Λ, Λ, and Γ be defined by 3.5, 3.6 and 3.7, respectively. Then matrix M M T can be written in the following block form:
Proof. See the appendix for the proof of the first part. The proof of the second part (the consequence) is immediate.
We can now give the exact expression of the condition number of φ r (A, b). Proposition 3.4. Consider the definitions in Lemma 3.3 and in addition recall that Σ = diag(σ 1 , . . . , σ p ). Then the exact condition number of φ r (A, b) is given by
Proof. From the definition of κ φ r (A, b) in (2.6) and the expression of φ r in (3.4), one easily deduces that
Since V Σ −2 V T is diagonal and according to the result of Lemma 3.3, we have
We conclude the proof using the similarity property between LL T and H. Before going further in our investigation, let us point out the fact that a result in [7] , when r = p (we assume that A is a full rank matrix), appears to be a particular case of the results above. In fact, in this case, H = 1
for t = 1, . . . , p. This immediately implies the result in [7] which is
where A † denotes the Moore-Penrose inverse (see [13, p. 421]) of A, and x, the solution of the linear lest-squares problem associated to A and b.
Now, looking at the general result of Theorem 3.5, we see that the quantities (scalars) involved in the computation of the condition number κ φ r (A, b) are the singular values σ k of A and the components θ k of b along singular vector u k . It follows that two main observations can be made. First, we notice that small singular values σ i such that σ i ≤ σ r will rise the condition number if their are not associated to small values of θ i . Secondly, it can be seen that the presence small gaps σ i − σ j will also increase the condition number if they are not associated to small value of θ i or θ j .
Upper and lower bounds for the condition number. Matrix LL
T is of order p × p. Computing its largest eigenvalue may be achieved using standard eigenvalue procedures like the power method or the Lanczos algorithm. We mention here a possible use of the Gershgorin circle, see [13, Theorem 8.1.22] , to obtain an estimate of κ φ r (A, b) where p is large. We recall this theorem in the following.
Theorem 3.5.
Proof. See [13, Theorem 8.1.22] for the proof.
Numerical illustrations.
We now describe a comparative numerical tests carried out in MATLAB. We took four pairs (A, b) from the REGULARIZATION TOOLS package 2 by P. C. Hansen [10] . These test problems are referred to as 'deriv2', 'heat', 'parallax', and 'shaw', respectively. They correspond to problems of
• the computation of the second order derivative, • the inverse heat equation,
• the stellar parallax problem with real observations, • a one-dimensional image restoration model, respectively.
To validate the expression of the exact condition number, we use the numerical derivative code 3 authored by John D'Errico and named 'jacobianest.m' of an analytically supplied function f : z → x to estimate the corresponding Jacobian at a given particular point z. The code 'jacobianest.m' uses a centered finite differences approach with Romberg extrapolation to improve the estimates to 6-th order. For our purpose, we have to formally recast φ r(A,b) as f : z = vec([A, b]) → x r prior the use of 'jacobianest.m', and then compute the 2-norm of the estimated Jacobian. Note that in all tests we set α = β = 1. (A, b) using the expression developed in this paper, the finite difference estimate value using 'jacobianest', an upper and a lower estimates for four problems. Table 3 .1 displays the exact condition, an estimate of the condition number produced with 'jacobianest.m', and an upper and a lower bounds. Values of n, p and r are also supplied. The results show how the derived expression of the exact condition fits the finite difference estimate. We also see that the upper bound is sharp for the selected pairs (A,b) whereas the lower bound is very pessimistic.
Conclusion.
We solved the problem of the determination of a closed formula for the condition number of the truncated singular value solution of an ill-posed problem, that relies on a singular value decomposition of the problem. We anticipate that the presented formula will therefore stimulate research work in several directions. Finding good estimates of the condition number using iterative techniques would, for instance, be of crucial relevance for large scale problems. On the theoretical side, we also believe that the condition number may bring new insight into the problem of the detection of the truncation index of the singular value decomposition, and and it will be the topic of future research to explore this issue on practical problems.
appendix.

Somme results on the Kronecker product and the vec-function.
Suppose that A, B, and X are any matrices such that AXB exists, then
The next result shows how are related vec(E) and vec(E T ). Let E ∈ ℜ n×p . Then
where P (n, p) = P (p, n) T = P (p, n) −1 ∈ ℜ np×np is a permutation matrix defined by
with each L i,j ∈ ℜ p×p has entry 1 in position i, j and all other entries are zero. In particular
Consequently, for any vector y, one has vec(y T ) = vec(y) = y. Now, let positive integers m, n, p, and q be given and let P (p, m) ∈ ℜ p×m and P (n, q) ∈ ℜ n×q denote permutation matrices defined by (5.1). Then, for all A ∈ ℜ m×n and B ∈ ℜ p×q , the following holds
or, equivalently
5.2. Proof for Proposition 3.1. We replace δu k , δv k , and δσ k with respective formulas given in Theorem 2.1 in the relation above to get
Grouping the respective terms in E T and E yields
If we further reorder terms we get
as required.
Proof for Proposition 3.2. Let matrix δM E be defined as in (3.2). Then let us show that
Because δM E b is a column vector, it is invariant under the vec-function. Thus using the distributivity property of the vec function, we have
According to Property 5.1, the following holds
Remembering the fact that vec(E T ) = P (n, p) vec (E), with P as defined by (5.1), we come to
Equation (5.3) allows us to further transform the right hand side as
Since Relation (5.2) shows that P (1, n) = I n , we arrive to
which concludes the proof.
Proof for Lemma 3.3. Consider
and its transpose
We will evaluate M M T = T 1 + T 2 + T 3 + T 4 + T 5 + T 6 , where terms T j , j = 1, . . . , 6 are defined as follows. First observe that for all t, k, we have δ tk π t k = 0 and π t k = −π k t . Now, for j = 1, 2, 3, we have
If j = 1, we get
If j = 2, we get
If j = 3, we get
For j = 4, 5, 6, we have
If j = 4, we get
Let us group unsymmetric rank-one matrices (from T 1 , T 2 , T 4 , and T 5 ) together and change index i in k for convenience (without affecting the result) to respectively get
A careful comparison of the above terms shows that each term appears twice. Hence
which simplifies in
or, equivalently, 
