Computer Simulation Studies of Oxide and Oxyhalide Catalysts. by Ilett, Douglas John.
Computer Simulation Studies of 
Oxide and f
Oxyhalide Catalysts
by
Douglas John Ilett
A thesis submitted in partial fulfilment 
of the requirements for the degree of 
Doctor of Philosophy in the 
Faculty of Science
Department of Chemistry, 
University of Surrey. November 1994
ProQuest Number: 11012643
All rights reserved
INFORMATION TO ALL USERS 
The qua lity  of this reproduction  is d e p e n d e n t upon the qua lity  of the copy subm itted.
In the unlikely e ve n t that the au tho r did not send a co m p le te  m anuscrip t 
and there are missing pages, these will be no ted . Also, if m ateria l had to be rem oved,
a no te  will ind ica te  the de le tion .
uest
ProQuest 11012643
Published by ProQuest LLC(2018). C opyrigh t of the Dissertation is held by the Author.
All rights reserved.
This work is protected aga inst unauthorized copying under Title 17, United States C o de
M icroform  Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 4 81 06 - 1346
Abstract
This thesis describes the role of computer simulation techniques in modelling the structural 
and defect properties of solid oxidation catalysts for the conversion of methane. In particular, 
attention is focused on oxide and oxyhalide materials, namely La2 0 3, LaOCl and BiOCl, 
which are active catalysts for the oxidative coupling of methane reaction.
The interatomic potentials correctly reproduce the crystal structures of these materials. 
Simulations of La2 0 3  find anion Frenkel disorder to be the predominant intrinsic defect with 
negligible deviation from ideal stoichiometry, in accord with the known properties of the 
pure oxide. The highest solubility, for a range of dopants, is calculated for Sr which is 
consistent with experimental studies of the promoted catalyst. A low activation energy for 
oxygen vacancy migration suggests fast diffusion through the bulk and to the surface. We 
suggest that the catalytic activity is linked to an oxidation reaction in which oxygen holes are 
created from the annihilation of anion vacancies by molecular oxygen. Surface simulations 
have been performed and include the important effect of surface relaxation. The results 
predict that the {0 0 1 } and {0 1 1 } surfaces would dominate the equilibrium crystal 
morphology, which is consistent with the available electron microscopy data. The formation 
of O' and 0 22' peroxide species, which are believed to be responsible for methane activation 
and surface segregation effects, are examined in some detail.
Defect calculations on LaOCl and BiOCl find Schottky-like disorder to be the predominant 
intrinsic defect, with ion transport governed by Cl" vacancy migration. The {001} surface is 
predicted to dominate the crystal morphology of LaOCl and BiOCl, leading to flat, 'plate­
like' crystals, in accord with observation. The formation of both oxide and chloride species, 
as possible active sites, is investigated. The examination of the Bi0  5 La0  5OCl solid solution 
predicts Schottky-like disorder to be less favourable than in the pure materials; this result, 
and the lower Cl' mobility, may be critical factors for the increased stability but lower 
catalytic performance of the mixed system.
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Introduction
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1.1 Introduction
Natural gas, which primarily contains methane, is currently in abundant supply, with world 
reserves in excess of 101 4  m 3  [1-3]. At the current rate of consumption, these gas supplies are 
expected to last for another 60 years. It is, therefore, no surprise that in recent years there has 
been a large interest in the increased utilisation of this vast energy source.
One particular problem associated with natural gas is that many of the major sources are in 
remote locations such as Siberia and the Middle East. Transportation costs for gaseous 
methane is relatively high, and liquification is not easily achieved. Indeed in many cases, 
especially where natural gas is more of a by-product associated with crude oil, the gas is 
simply flared, as it cannot be used where it is produced and it is uneconomical to pipe it 
elsewhere. In addition to wasting a valuable resource, this practice is becoming an 
increasingly unpopular option due to the impact on global warming with carbon dioxide 
emission. Consequently the conversion of natural gas supplies into a liquid fuel would 
dramatically reduce the cost of transport over long distances.
The ready availability of methane also makes it desirable to use as a feedstock for the direct 
production of chemicals and synthetic fuels. However, methane is chemically unreactive, 
possessing a high C-H bond energy (440 kJmok1) and surprisingly good stability even at 
high temperatures [2]. Conversion is therefore necessary to produce a more suitable starting 
material.
A number of processes have been pursued for the conversion of methane, including the 
direct oxidation to methanol. However, since the pioneering work of Keller and Bhasin [4], 
and the subsequent studies of Li doped MgO by Wang and Lunsford [5], the majority of 
research has centred around the oxidative coupling o f methane (OCM) reaction. This reaction 
involves passing methane and oxygen over a suitable catalyst at temperature in excess of 
600°C, to produce C2  hydrocarbons (mainly ethane, with some ethene):
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CH4— C2 hydrocarbons c-d
The ethane produced is not itself an especially valuable product but it can relatively easily be 
converted to ethene (the other main product of the reaction) which is highly useful to the 
chemical industry.
The reaction mechanism for the OCM reaction is still unclear, although current research 
suggests that the prime function of the catalyst surface is to activate methane via the 
abstraction of hydrogen to produce methyl radicals. These radicals are then released into the 
gas phase, where they further react (or couple) to produce the C2  hydrocarbons [6].
A number of oxide catalysts can be used for this reaction and, as noted by Hutchings [7], the 
products produced are generally the same for each i.e. C2 H6, C2 H4, CO, C 02, H2  and H20  
(with small amounts of higher hydrocarbons). The studies have demonstrated that the 
selectivity towards C2  products varies considerably with catalyst type. The work has largely 
focused on evaluating this C2  selectivity and activity as a function of both reactor conditions 
and of catalyst preparation technique, which has been extremely useful in screening 
numerous oxide materials. In particular, catalysts based on rare earth oxides [8-11] 
(especially Sr doped La2 0 3), and oxychlorides such as BiOCl [12,13] have resulted in some 
of the highest C2  yields so far reported.
In spite of the large research effort, the active site for hydrogen abstraction is still a matter of 
considerable debate. The observed inactivity of OCM catalysts in the absence of gaseous 
oxygen (or oxygen containing gases), and the diffusion of 0 2  into and through Sr doped 
La2 0 3  catalysts [7,14,15] has suggested the important role of lattice oxygen sites. This has 
led to much speculation as to the nature of these oxygen species as possible active sites. EPR 
studies of Wang and Lunsford /^p rov ide  strong evidence that O' species are the hydrogen
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abstraction sites in the Li doped MgO catalyst. Other possible sites such as 0 2‘ superoxide 
and 0 22" peroxide have also received attention [16-18], with the latter observed by XPS 
studies on the surface of pure and Ba doped La2 0 3  catalysts [19].
Despite the various studies referred to above, limited attention has been given to the 
importance of the defect chemistry and surface structures of oxide and oxyhalide catalysts to 
their mode of operation. In part this may be due to the fact that for many ceramic materials, 
high-quality experimental data for solid surfaces at the atomic level are difficult to obtain. 
For over a decade, computer simulation techniques, based upon accurate interatomic 
potentials, have proved to be especially valuable for investigating the microscopic bulk and 
surface properties of polar solids [20-25]. These techniques have been applied to a rich 
variety of inorganic material such as silver halides [26-28], spinel oxides [29-31], high Tc 
superconductors [32-38] and zeolites [39-41]. In this thesis we explore, by atomistic 
techniques, the solid state and surface chemistry of important catalyst systems, namely 
La2 0 3, BiOCl and LaOCl, with the aim of gaining deeper insight into the role of defects and 
surface structures in methane activation.
We start in Chapter 2 by outlining the theoretical methods employed, including the 
summation and energy minimisation procedures which are readily incorporated into modem 
computer codes. The methods are all based on a classical Bom model approach to the 
cohesion of the solid, with analytical functions to represent the short-range interactions and 
the shell model of Dick and Overhauser [42] to describe the polarisability of the ions.
The short-range functions include a number of variable parameters assigned to the relevant 
ion-ion interactions. Chapter 3 discusses the type of potential functions used and the 
procedures adopted to derive the parameters. This is of central importance to our studies 
since, to a large extent, the accuracy of the simulations is dependant upon the quality of the 
interatomic potentials used.
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Point defects and oxygen ion migration in bulk La2 0 3  are examined in Chapter 4, which 
includes Schottky and Frenkel disorder, together with the effects of non-stoichiometry. In 
addition, we investigate the effects of incorporating aliovalent dopants (particularly alkaline 
earth ions), which has been shown to dramatically improve catalytic performance.
The study of 1 ^ 0 3  is continued in Chapter 5, where we explore the crystal morphology and 
defect chemistry at the surface of La2 0 3  with the aim of gaining deeper insights into the role 
of oxygen defects in methane activation. This includes an examination of oxygen hole 
centres and their formation from the incorporation of molecular oxygen into the lattice.
Chapter 6 deals with the segregation of impurities in doped La2 0 3  systems and the possible 
effects on the crystal morphology. In particular, surface coverages of (dopant-O') species, 
which are suggested as active sites for hydrogen abstraction, are investigated.
In Chapter 7 we focus on the LaOCl and BiOCl catalysts, first examining point defects and 
ion migration pathways in these materials. We then investigate the properties of a 1:1 solid 
solution (Bi0  5 La0  5 OCI) which exhibits good catalytic performance with an increased 
stability over the pure BiOCl material. Finally in this chapter, we predict the effects of 
aliovalent dopant substitution of the cation site. In the last chapter, the surface properties of 
the LaOCl and BiOCl systems are examined, and the possible active sites in these catalysts 
are discussed. A study of the predominant crystal faces and surface structures is included.
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2.1 Introduction
The computer simulation techniques used in this thesis are based upon the classical pair 
potential description of interatomic forces, which are well suited to exploring solid state 
properties at the atomic level. More detailed accounts are given in the reports of Norgett, 
Catlow and Mackrodt [43-46]. These techniques are readily incorporated into advanced 
computer codes: perfect and defective lattice calculations were performed using the 
CASCADE code [47]; surface simulations involved the use of the MIDAS code [48,49] for 
perfect surfaces and the CHAOS code [50] for defective surfaces.
The reliability of such theoretical methods has been demonstrated by studies of a diverse 
range of polar solids including alkaline earth metal oxides [51-53], zeolites [39-41] and 
oxide superconductors [32-38]. Such techniques have a number of advantages over other 
approaches. In particular, polarisation and relaxation effects around lattice defects are 
included. In addition, the relatively simple description of ions is computationally 
economical, allowing the description of comparatively large crystal lattices.
2.2 Born Model
The simulations are all formulated within the framework of the Bom model, in which the 
crystal is considered to be composed of discrete ions with integral ionic charges. The energy 
of a perfect crystal can be then be described in terms of the forces acting between the 
individual component ions. These forces can be partitioned into long-range Coulombic 
forces and short-range forces, and the overall cohesive (lattice) energy can then be written as 
shown:
i,j hj * J
(2.1)
Chapter 2 Simulation Methods 8
The first term describes the Coulombic interactions between each ion pair in the lattice; for 
each pair, ions i and j have charges q; and qj respectively and are separated by a distance ry. 
Ions are generally assigned formal charges, although partial charge models may be instigated 
in certain circumstances. In this manner, the Coulombic term is usually predefined for a 
given system by the charges on the component ions, and commonly dominates the cohesive 
energy of the ionic lattice.
The second term represents the short-range interactions between ion pairs which can be 
divided into repulsive and attractive parts. Repulsions between neighbouring ions arises 
from the overlap of electron clouds. The reasons for this are twofold. Firstly, as ions are 
pushed together, the electron density between the nuclei falls. This results in less shielding 
of each nucleus and, therefore, a net increase in the Coulombic repulsion between the nuclei. 
Secondly, the Pauli exclusion principle [54] requires the excess electron charge density 
within the overlapping electron clouds, to occupy orthogonal orbitals. If we consider the 
localised molecular orbital description, these orthogonal orbitals can only be formed by 
mixing in contributions from unoccupied orbitals. If the ionic species considered are closed 
shell, the unoccupied orbitals are of considerably higher energy. This results in the 
orthogonal orbitals of the interacting species being destabilised with respect to the isolated 
species.
The short-range attractive interaction is of Van der Waals type which occur because electron 
clouds in close proximity undergo concerted, correlated motions leading to instantaneous 
dipoles. The magnitude of this phenomena is dependant upon the polarisability of the 
electron cloud. These forces are, therefore, particularly important in large, polarisable 
species such as anions.
For systems which are predominantly ionic, two-body pair potentials adequately describe the 
short-range interactions. Materials with appreciable covalent character may, however, 
require the inclusion of more directional bonding terms. The use of three-body terms, for
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example, have been successfully applied in studies of Si0 2  [55], zeolites [39-41,56] and 
La2 Cu0 4  [57]. The interatomic potentials and their parameterisation are described in detail 
within Chapter 3.
2.3 Perfect Lattice
Static simulation of the perfect lattice is used to calculate the lattice energy and physical 
properties of the material. Relaxation of the crystal is performed using energy minimisation 
techniques. Lattice energies are then calculated from the sum of the long-range Coulombic 
and short-range forces for each ion pair over the whole lattice (see equation 2 .1 ). 
Calculations of the first and second derivatives of the energy with respect to atomic 
coordinates yield information required to determine other crystal properties such as elastic 
and dielectric constants.
2.3.1 Ewald Summation
Unfortunately, the calculation of lattice energy using equation 2.1 is not as simple as first 
appears. The direct summation of the Coulombic contribution is difficult due to the slow 
convergence of the 1/r term. Whilst the short-range interactions are negligible beyond a few 
lattice spacings and can therefore be terminated by a cut-off criterion, the Coulombic 
contribution is still significant at much larger distances. Convergence of this term is 
improved using a technique developed by Ewald [58]. Good descriptions of this technique 
are provided by Kittel [59] and Tosi [60].
The Ewald method replaces the slowly converging summation by two summations: one in 
real space and the other in reciprocal space, both of which converge rapidly. The first 
summation corresponds to a Gaussian distribution of charge centred at each lattice site, 
whilst the second corresponds to a lattice of point charges superimposed with a Gaussian 
distribution of opposite sign to the first. Thus, when summation takes place, the Gaussian
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distributions cancel each other; their presence being purely to create smoothly varying 
functions which converge rapidly.
The r 1 Coulombic summation can be expressed in integral form as,
t=Arexp(-rv )dt (2.2)
r 7 r 2 Jo
where t is the half-height width. This can then be separated into the two terms described 
previously, by splitting the integral at point r|,
-  = -^r { P ex p (-r 2 t2)dt + f exp(-r 2 t 2)dti (2.3)
r n J Jo Jti
where r| is a variable parameter chosen to maximise the efficiency of the convergence.
Catlow and Norgett [43] have shown the optimum value for r| is given by,
S^7U3 ^
V3
(2.4)
where s is the number of species (cores and shells) in the unit cell, and V is the unit cell 
volume.
The first term of equation 2.3 is then Fourier transformed and summed in reciprocal space to 
give,
(2.5)
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where G is the reciprocal lattice vector which gives the Fourier transform the required
periodicity, and V is the volume of the unit cell. Equation 2.5 converges rapidly as G
increases.
The second term of equation 2.3 is evaluated in real space,
\  f°exp(-r 2 t 2)dt = -4 -  f°exp(-u2)du (2 .6 )
n 2 n 7 i 2r nr
= -erfc(r]r) (2.7)
r
where u = rt and erfc(r ) is the complimentary error function which is related to the standard 
error function by:
erfc(r) = 1  -  erfc(r) (2 .8 )
The total Coulombic contribution to the lattice energy therefore becomes:
^  qiQj 4ti ^  exp(-G /4r|2) ^  ^  erfc^rj)L  1  = T 7  2 , ------- ^ --------• L, W  j^PC-iG. ru) + 2_,qiqj --------J—  (2.9)
u  h  v  s  G  i j  u  r i j
This summation is rapidly convergent with respect to increasing G and r. Therefore, by 
using the Ewald transformation it is possible to efficiently calculate the Coulomb sums.
2.4 Lattice Minimisation and the Calculation of Physical Properties
The minimisation of the lattice energy involves adjusting the structural parameters of the 
model until a minimum energy configuration is attained. This minimisation of energy with
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respect to atomic coordinates can be performed under either constant volume or constant 
pressure conditions. In the former case, only the internal coordinates of the unit cell are 
allowed to vary, whilst constant pressure relaxations allow both the internal coordinates and 
the dimensions of the unit cell to change. All results within this thesis are obtained using 
constant pressure calculations, although constant volume minimisations have been used in 
the preliminary work to assess the strains on the unit cell.
The simplest type of minimisation method involves a complete search of the parameter space 
until the minimum is located. This is an inefficient method and only feasible for systems 
containing a limited number of ions. Gradient techniques are more commonly used, which 
involve the use of the calculated first derivatives of the energy function with respect to the 
ionic coordinates. The coordinates are then adjusted iteratively to locate the minimum. The 
mathematics of one such technique used in the present work, the Newton-Raphson method, 
is described as follows, where convergence is greatly accelerated by making use of the 
second, in addition to the first derivatives.
We can define the lattice energy (U) of a new set of ion coordinates (r') which have changed 
from an initial set (r) as,
f/(r ')  = t/(r)  + / . 8  + | 5 7’.IT.5 (2 . 1 0 )
where 8  is a (3N+6) dimension strain vector consisting of 3N internal components, Sr (the x, 
y, z displacements of the ions), and six bulk strain components, 8 s; g is a vector of the first 
derivatives of the lattice energy with respect to the ion displacements and the strain 
components:
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The matrix W contains the corresponding second derivatives:
! 82U d2U '
W = dr.r dr.E  
d2U 82U
\dE .r d E .E j
For simplification we will rewrite this equation as:
W =
W *  W e e )
E is the symmetric strain matrix formed from the components of 5s:
r 5s, y 8 e6 —5s ^2  5
E = —8s2 6 5e2 — 8s2 4
—SsV 2 5 — 8 f2  4 Ss3 j
In this way, the set of coordinates r' are related to the set r by:
r '=  E(r + $r)
2.4.1 Constant volume minimisation
Minimisation of the lattice energy to constant volume removes the strain in 
coordinates, so that at equilibrium,
dU 
35 r
=  0
(2 .12)
(2.13)
(2.14)
(2.15)
the ion
(2.16)
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i.e. g = 0. Neglecting the bulk strain components of vectors g and 5, the combination of 
equations 2 . 1 0  and 2.16 gives,
0 = g + Wrr.dr (2.17)
so that the optimum displacement of an ion at point r from equilibrium is:
& = -(Wrry l.g  (2.18)
If the energy of the system was perfectly harmonic with respect to the strain, direct solution 
of equation 2.18 would yield the value of r (and hence the lattice energy) at the minimum. 
However, this is not generally the case and so equation 2.18 must be solved by an iterative 
procedure:
In the (k+l)th iteration, the new coordinate positions are given by,
r u \  =  rk ~ S k - H k  (2-19)
where.
H k = ( K ) - k '  (2.20)
Hk is commonly known as the Hessian matrix.
The main drawbacks with this method, especially for systems containing large numbers of 
ions, are the time to invert the 3N x 3N matrix W and the storage of a potentially large 
vector. The time required for the inversion of the W matrix is commonly reduced by using an 
approximate method to update the W matrix at each iteration. Explicit recalculation of the W 
matrix is then only occasionally performed. One such way of estimating the next iteration
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step can be obtained from the approximation of Fletcher and Powell [61], which updates the 
matrix according to the expression,
fl*+i = H t  + — H k ' 5 g ' 5 g  H k  (2.21)
* + 1  * 8rT.Sg 5gT.Hk.Sg
where 8 r = rk + 1  - rk and 5g = gk + 1  - gk. Hence, only the forces, g, have to be recalculated at 
each step. The second problem concerning storage of the 3N x 3N matrix is partially 
overcome by using symmetry constraints. Essentially, only those matrix elements that 
belong to symmetry independent sites are calculated. Leslie [62] has developed an efficient 
symmetry adapted algorithm that greatly reduces the amount of memory needed to store the 
transformed matrix and is incorporated into the CASCADE code.
2.4.2 Constant pressure minimisation
Constant pressure calculations require the energy of the system to be minimised with respect 
to the ion coordinates, as for the constant volume case, but in addition, the bulk strains acting 
on the cell are removed. This is achieved by adjusting the lattice vectors during the 
minimisation procedure.
The bulk strains are defined such that they transform every vector r in the lattice to r',
r '= (I  + E).r (2 .2 2 )
where I is the identity matrix and E is the strain matrix defined earlier in equation 2.14. The 
strains are calculated assuming that the strain is proportional to the stress on the crystal (i.e. 
Hooke's law), with a constant of proportionality given by the elastic compliance tensor 
(which is the inverse of the elastic constant tensor). The stress is the first derivative of the 
lattice energy with respect to strain and therefore the bulk strains (5s) are,
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8 s = — .C-' (2.23)
58c
where C is the elastic constant matrix. The elastic constants are defined as the second 
derivatives of the lattice energy with respect to strain, normalised to the cell volume, and 
given by,
C = y (W EE-W Er.W-'.WrE) (2.24)
where V is the volume of the unit cell. Equation 2.23 may now be substituted into equation 
2.22 to give the new lattice vectors and coordinates. Removal of bulk and basis strains is 
achieved via a two-step process within each iterative step, by first performing a constant 
volume minimisation and then minimising with respect to the cell vectors.
2.4.3 Dielectric constants
Dielectric constant matrices are obtained as follows [43]. At equilibrium, the net forces 
acting on each ion is zero (i.e. g = 0 ) and therefore, in the presence of an external field sext, 
the lattice energy is given by,
U(r) = t / ( r 0) + * 8 r .»P.8 - q r .Z r \e l ,  (2.25)
where r° is the zero field configuration, qT is a vector of N dimensions which contains the
ionic charges, and a  implies the summation is over all components. Using equation 2.14, this
can be expanded to give:
U(r') = U(r<,) + ±5rT.Wrr.5r + 5e.WEr.5r + ±Ss.WEEM - q T.5r't .e l, (2.26)
Applying the equilibrium condition, d\J/dbr = 0, to the differential of equation 2.26 and 
multiplying by the inverse matrix W~\ yields:
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5r“ =-[K;'-K^T HK'F-t-eZ (2.27)
The electric displacement field D is defined by:
D‘ = e l , + y q T.5r« (2.28)
Substitution of equation 2.27 into equation 2.28 gives:
D* =<XI + y g TW r; T - g - s 2 - y q T.[W;\WrEM T  (2.30)
Thus from the definition,
L + I > %  (2-31)
P /
the dielectric tensor kaP tensor is given by:
k°» =§a* + y q T .q (2-32)
2.5 Defect Simulations
Once a suitable potential model has been derived for the perfect lattice, the investigation of 
the defective lattice can proceed. The inclusion of defects within an ionic lattice often causes 
large perturbations of the surrounding ions. Calculation of defect energies therefore requires 
a reliable description of this relaxation. Since many defects are charged, the relaxation field 
is often extensive, arising mainly from long-range Coulombic forces. In addition, the ions 
closest to the defect provide a shielding effect to more distant ions. Thus, relaxation is
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greatest in the region immediately surrounding the defect and has far less effect as the 
distance from the defect increases. This makes it possible to treat the relaxation of ions 
around a defect using a 'two-region strategy'.
Defect
Region I \ Region Ha Region Tib ►
\_______ \___________  (Extends to Infinity)
Fig 2.1 Schematic of the two-region strategy used for the calculation of defect
energies in the bulk.
This methodology divides the crystal surrounding the defect into two regions as illustrated in 
Fig. 2.1. The inner region I, typically containing 100 ions, is simulated using specific 
interatomic potentials. The more distant ions in region II (which theoretically extend to 
infinity), undergo far less perturbation, and are treated by approximate methods based on 
continuum theories. The work in this thesis is based on the widely used Mott-Littleton 
approximation [63,64]. This assumes the displacement of region II ions is essentially a 
dielectric response to the effective charge of the defect. A simple result of the continuum 
dielectric theory can then be used, which gives the polarisation P of the crystal, per unit cell, 
at a distance r from the defect as,
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(2.33)
where V is the unit cell volume, q is the effective charge of the defect and c0  is the 
permittivity of free space.
In practice, it is necessary to subdivide region II into an 'interface' region Ha and an outer
the Mott-Littleton approach, but they react to the displacements of the region I ions, and 
hence the response of region Ha ions are calculated explicitly. The positions of ions in region 
lib are calculated assuming that the crystal responds only to the net charges on the defect. In 
this manner, the interface region Ha provides a buffer between regions I and lib, producing a 
smoother convergence during minimisation. As discussed earlier, the electrostatic effect of 
region lib ions on the ions in regions I and Ha is accounted for atomistically by the Ewald 
method.
Following the division of the crystal into the two regions, the total defect formation energy 
may now be expressed as:
where the energy Ej is a function of the ionic coordinates x (and dipole moments) of the ions 
solely within region I, E3  depends solely on the displacements y of the ions within region II, 
and E2 (x,y) is the energy arising from the interaction between the two regions. Exact 
evaluation of E3  is not possible as region II extends to infinity. However, if a large enough 
region I size is used in defect calculations, only small displacements will occur in the 
innermost ions in region Ila. This allows E3  to be treated as a harmonic function of the 
displacement y,
region lib [46]. Ions within region Ila are displaced according to the forces determined by
E = £, (x) + E2 ( x ,  y) + E3 (y) (2.34)
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E3(y) = jyAy (2.35)
where A is a force constant matrix. If the equilibrium condition, (dE/dy)x = 0, with respect to 
the displacement y is imposed, the following relationship is obtained:
ii) Direct evaluation of the displacements within region Ila by the Mott-Littleton 
method.
iii) Calculation of Ej(x) by explicit summation.
iv) Explicit calculation of E2  and corresponding derivatives for region Ila ions.
derivatives).
An important point to note is that the calculation of defect energy is based on the assumption 
that the region sizes used are sufficiently large. Adequate region sizes may be established by 
increasing their size until the convergence of defect energies occurs.
2.6 Surface Simulations
(2.36)
This allows the removal of any explicit dependence of the defect energy on E3. The total 
defect energy can now be found by the following procedure:
i) Energy minimisation of Region I to yield the equilibrium values of x.
v) Calculation of displacements in Region lib (which are used to calculate E2  and
Both perfect and defective surfaces are amenable to simulation studies. The techniques used 
for bulk simulations can be transferred directly to surface calculations with only minor
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modifications. However, a number of differences arise in the implementation of these 
techniques.
2.6.1 Perfect surfaces
Whilst bulk calculations are based around a crystal lattice that extends to infinity in three 
dimensions, formation of a surface requires termination of the crystal in one direction. 
Surface simulations, therefore, consider the crystal as a stack of planes which are periodic in 
two dimensions. In addition, relaxation of ions as a result of their proximity to the surface 
region must also be considered.
Region A
Region B
Fig 2.2 Schematic to illustrate the regions used for calculations of the surface.
As a starting point, the unrelaxed surface is considered as a simple termination of the relaxed 
bulk. The stack of planes which form the surface are then divided into two regions, A and B, 
as shown in Fig. 2.2. The top of region A is the free surface. Ions in region A are relaxed 
explicitly, whilst ions in region B are held fixed relative to each other. Note that region B is 
required to provide the necessary potential field to ensure the potential of an ion at the
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bottom of region A is correctly calculated. Since the surface energy is defined relative to the 
bulk energy, a method is also required to place the surface under bulk conditions. This is 
achieved by placing a second mirror image of the stack of surface planes on top of the free 
surface to produce a bulk or 'block' configuration. This can then be used in the calculation of 
the surface energy.
Finally, the Ewald summation described previously in Section 2.3.1 is replaced by a similar 
method developed by Parry [65-67]. This takes into account the effects of the surface region 
in the summation of the Coulombic energy.
The surface energy per unit area (Ey) is calculated using the following equation,
E - \ E hx  s  2 b£ t = L  j , (237)Arean=l
where Es is the energy of the free surface and Eb is the energy of the block i.e. the bulk 
material. It should also be noted that relaxation at the surface is performed at constant area, 
i.e. no net dilation of ions in the surface region is permitted.
2.6.2 Defective surfaces
The incorporation of defects within the surface region is treated using a similar two-region 
strategy to that adopted for the bulk. One important addition is the inclusion of procedures to 
deal with the modification of interplanqr spacings in the surface region. The regions are now 
hemispherical in shape for defects (e.g. vacancies) on the surface as shown in Fig. 2.3, but of 
course, for defects which penetrate towards the bulk, the spherical model is approached. The 
starting point for these calculations is the relaxed structure of the perfect surface. It is 
therefore important to ensure that region A used for the perfect surface is large enough to 
incorporate regions I and Ila for the defect calculations.
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Defect
1
Region A
Region B
Fig 2.3 Schematic to illustrate the hemispherical region used for calculation of
defects at surfaces.
2.7 Crystal Morphology
For small crystals grown under equilibrium conditions, the morphology of the crystallite can 
be directly related to the relative energetics of the component crystal faces. This is a 
consequence of the tendency of the growing crystal to minimise the total surface energy at a 
given volume [68].
It was originally proposed by Wulff [69] that for a particular face, the surface normal from a 
given position within the crystal interior is proportional to the surface energy, i.e.,
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E,=Xk,  (2.38)
where Ej is the surface normal energy for the surface i, X is a constant depending on the 
absolute size of the crystal, and k; is a surface normal vector for the given crystal face to a 
point within the crystal. Thus, the most stable crystal faces will tend to dominate the crystal 
morphology.
The relative surface energetics for a variety of crystal surfaces can be obtained from the 
surface simulations discussed in the previous section. These can then be used to obtain the 
relative surface normal lengths using the Wulff theorem. Consideration of the known crystal 
symmetry and surface normal lengths (under equilibrium conditions) is then sufficient to 
define the morphology of the crystallite. This methodology is incorporated into the GEM 
crystal morphology code [70], which includes a computer graphics interface for visualisation 
of the crystal habit. One major advantage of this approach over other techniques, such as the 
Hartman-Perdok periodic bond chain method [71], is that the important effect of surface 
relaxation can be included. Mackrodt and co-workers [72] have shown that this lattice 
relaxation is an essential prerequisite in the prediction of correct morphologies for a-Al20 3 
and a-Fe20 3 systems. Recent work [73, 74] has shown the value of these techniques in the 
investigation of the specific modification of crystal morphology in the presence of additives; 
a process of paramount importance to a wide variety of technological processes.
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3.1 Introduction
The basis of any computer simulation technique is the specification of a potential model, i.e. 
a description in mathematical terms (either numerical or analytical) of the energy of the 
system as a function of particle coordinates. Most simulation studies of inorganic solids have 
been concerned with strongly polar materials. For this reason, ionic model potentials have 
received the greatest attention. In this chapter we describe the main features of the 
interatomic potentials used in the present studies of oxide and oxyhalide catalysts. It has 
become increasingly clear that the quality of the potentials is seen as the major factor in 
controlling the accuracy of defect simulations.
3.1.1 Two-body interactions
Two-body, central-force models are used which dominate the short-range forces of ionic 
solids [44J, with the contribution from higher order terms generally omitted. Several 
potential forms exist to represent these interactions. For molecular systems the most widely 
used function is the Lennard-Jones potential,
where the first term represents the Pauli repulsion and the second the Van der Waals 
attraction. A and C are variable parameters which are dependant on the species considered. 
However, for more ionic systems, the r 12 term of the Lennard-Jones potential is replaced by 
an exponential repulsive term to give the Buckingham potential,
O(r^) = A exp ( - r  / p ) - C / r 6 (3.2)
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where A and p depend respectively on the size and hardness of the ions considered. The 
attractive C/r6 term takes account of Van der Waals interactions as before. For species with 
low polarisabilities, especially the smaller cations, this attractive term is often omitted, 
reducing the function to the form referred to as the Bom-Mayer potential.
More covalent interactions within the ionic lattice require the use of the Morse potential,
<l>( )^ = A { l-e x p [-p (r -r e)]}2 (3.3)
where De is the dissociation energy of the pair, re is the equilibrium bond length and p is a 
variable parameter which can be determined from spectroscopic data. Potentials of this form 
have been successfully applied to studies of protons in a-NaOH [75] and 0 22' centres in 
La2Cu04 [76].
3.1.2 Three-body interactions
Crystal lattices with increasing deviation from ionic bonding may require the addition of a 
three-body term between specified ion triplets. This provides a degree of directionality 
associated with covalent bonds. This bond bending term takes the form of a simple harmonic 
function,
<I)( ^ )  = i* i(0 -0 o )2 (3-4)
where 0 - 90 is the deviation from an 'ideal' equilibrium angle 0o and kb is the harmonic force
constant. As noted in Section 2.2, three-body potentials of this form have been successfully
applied to a range of inorganic compounds including studies of a-quartz [77,78].
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3.2 Ionic Polarisability
Numerous studies have employed rigid-ion models for the calculation of perfect and 
defective lattices. The simplicity of such models makes them especially popular for dynamic 
simulations, where computational resources prevents the use of more complex ion 
descriptions. The neglect of the electronic polarisation does, however, limit the accuracy of 
lattice calculations, particularly those involving defects [44]. Furthermore, the rigid-ion 
model implies the high frequency dielectric constant is unity, and the calculation of this 
property together with optical phonon modes is not possible.
3.2.1 Point polarisable ion model
One of the simplest approaches to ion polarisability is through the application of the point 
polarisable model [79]. This assumes that in response to an electric field, each point ion 
develops a dipole moment p, which is proportional to the effective field E. The ionic 
polarisability a  can then be represented as:
p = cc E  (3.5)
Whilst this model works well for simple molecular systems, the omission of the coupling of 
short-range forces with the polarisation effects leads to poor results with ionic lattices.
3.2.2 Shell model
A much more effective way of including ionic polarisability is to use the shell model, 
originally developed by Dick and Overhauser [42]. This involves replacing each rigid ion, 
by a massive core of charge X surrounded by a massless shell of charge Y.
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Massive core 
Massless shell
Fig 3.1 Shell model.
The two species are then connected by a harmonic spring of force constant k (shown in Fig. 
3.1), and the polarisation of the ion can occur through displacement of the shell relative to 
the core. The formal charge of the ion is then X+Y, and the polarisability of the free ion is 
given by:
a  = Y (3.6)
Coupling between the short-range forces and the ion polarisability is achieved by allowing 
the short-range potentials to interact between shell species only. Fig. 3.2 shows the 
interactions between a pair of ions.
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 <------ ► Coulombic Interaction Q  Shell
 <----- >  Short-range Interaction , —
 -> Spring Constant Core
Fig 3.2 Schematic to illustrate the coupling between ions.
It should be noted that Coulombic interactions take place between all species, except 
between the core and shell of the same ion. In addition, the temptation to attach a physical 
significance to this model should be avoided. It is, for example, invalid to assume the shells 
represent an accurate description of the valence electrons since shell charges may often have 
positive values. Values of Y and k, which are generally treated as variable parameters, are 
obtained by fitting to optical phonon frequencies and dielectric constants.
3.3 Derivation of Short-Range Potential Parameters
The potential functions discussed in the previous sections include variable parameters which 
characterise the short-range ion pair interactions and the ionic polarisabilities. Accurate 
evaluation of these parameters is essential in correctly reproducing the characteristics of the 
material. There are two main methods used to determine these parameters. The first is known
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as empirical fitting and involves adjusting the potential parameters until the best agreement 
between calculated and experimental crystal properties is obtained. The alternative is to use 
quantum mechanical techniques.
3.3.1 Empirical fitting
Empirical fitting is normally achieved by using perfect lattice simulation routines in 
conjunction with least squares fitting routines. A fine example is the GULP code written by 
Gale [80]. It is usual to include physical properties of the crystal such as elastic and 
dielectric data, although fitting is often performed using only the crystal lattice parameters 
and ion coordinates if other data are unavailable.
Empirically derived potential models can yield very good agreement between experimental 
and calculated crystal properties, and this method is widely used for oxide and halide 
systems (e.g. [81-84]). However, one inherent weakness in potentials produced in this way is 
that only information on the potential at interionic spacings close to those in the perfect 
lattice is extracted. The use of these potentials for ion separations which widely differ from 
perfect lattice values e.g. for interstitial ions, relies on the analytical form of the potential 
function correctly reproducing the interionic forces over a considerable range. This problem 
is less acute for low symmetry materials where the complexity of the structure provides a 
rich source of information since a given pair interaction is effectively sampled at several 
interionic separations in the perfect lattice.
3.3.2 Non-empirical derivation
Non-empirical methods generally employ quantum mechanical techniques to determine the 
interaction energy between ions as a function of separation. Ab initio Hartree-Fock 
calculations [75,85,86] are currently restricted by the considerable computational expense 
they require, especially for heavier ions. A more common approach is to use methods which 
employ 'electron gas' approximations [87,88]. These techniques require far less
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computational resource but do not consider such effects as electron dispersion or the 
distortion of electron charge clouds caused by overlap. The electron gas method, therefore 
works well for classical ionic materials although less accuracy is often obtained for the 
interactions of more polarisable or partially covalent species. These techniques have two 
main advantages over the empirical methods. First, interatomic potentials can be derived 
from electron gas calculations, in principle, for any ion-ion interaction, whereas empirical 
parameterisation depends upon the availability of experimental data. However, it should be 
noted that at present there are no theoretical methods available for the calculation of shell 
model parameters. Secondly, theoretically derived potentials are valid over a wide range of 
intemuclear distances.
3.3.3 Shifted electron gas
Non-empirical methods are particularly useful when experimental data for a material is 
lacking. The mixing of empirical and non-empirically derived potentials does not, however, 
lead to reliable models in the majority of cases [89]. Electron gas derived potentials are, 
nevertheless, useful starting points for empirical fitting. They also provide an accurate 
measurement of the difference between potential functions. This provides the basis for a 
technique known as shifted electron gas, where the calculated difference between electron 
gas functions is used to adjust an empirically derived function. This method was used to 
derive a short-range interaction between La3+ and hydroxide oxygen ions (O'1-4263) for proton 
incorporation into La20 3 (Chapter 5). Empirical fitting could not be used since experimental 
data is unavailable for the positioning of protons in La20 3. Electron gas potentials were first 
derived for La3+...02- and La3+. . .0 M263 and fitted to the Buckingham potential. The 
difference between the two electron-gas curves was then used to adjust a La3+...02_ 
Buckingham potential taken from a study of LaMn03 [90] to give the final shifted electron 
gas potential for La3+...CH-4263. In this way, the difference in the short-range force as a result 
of the charge of the hydroxide oxygen was taken into account.
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4.1 Introduction
Rare earth metal sesquioxides rank among the most active and selective catalysts for the 
oxidative coupling of methane to form higher hydrocarbon products (mainly ethane and 
ethene) [7-11,14-17,19,91-103], a process of considerable importance in utilising the large 
reserves of natural gas. In particular, La20 3 doped with Sr exhibits the highest activity and 
has the added advantage of good stability at reaction conditions [10,14,15].
The issue of the reaction mechanism is still unclear, but is thought to involve hydrogen-atom 
abstraction from methane by O' hole centres to generate methyl radicals followed by gas 
phase recombination. The participation of other oxygen centres such as the 0 22' peroxide 
species in the direct formation of ethene has also been proposed [17,94,104,105]. More 
recently a few studies [14,15,99] have emphasised the relationship between the catalytic 
activity and the defect structure of pure and doped La20 3. For example, isotope exchange 
experiments [14,15] provide evidence that facile oxygen diffusion within the bulk and to the 
surface plays a major role in the oxidative coupling reaction, and that Sr doping increases 
such oxygen mobility by increasing the number of O2- vacancies.
The numerous investigations on the rare-earth oxide catalysts have largely focused on testing 
studies of selectivity/activity behaviour to identify the most effective catalysts. It is clear 
however, that solid-state properties such as the precise role of structural defects and dopants, 
the energetics of oxygen ion diffusion, as well as the nature of redox reactions leading to the 
formation of electron hole (O') centres are not well established and are crucial to the proper 
understanding of the catalytic properties of the La20 3 system. To our knowledge these 
studies are the first detailed survey of the La20 3 catalyst employing simulation methods.
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4.1.1 Potentials for La20 3
La20 3 crystallises into the hexagonal structure (space group P3m l) [106-108] with the 
unusual seven-coordination of the cation (Fig. 4.1). The unit cell consists of one independent 
La ion and two independent O atoms. The La and 0(1) form double hexagonal layers of 
alternating La and O and these layers are held together by 0(2).
0 (2) 0 (2)
0 (2) 0 (2)
0 (1)
0 (1)
0 (1)
0 (1)
0 (1)0 (2) 0 (2)
0 (2) 0 (2)
Fig. 4.1 Schematic to show the hexagonal structure of La20 3 (after ref. [107]). Arrows 
indicate possible pathways for oxygen vacancy migration.
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The potential parameters for La20 3 are derived from electron gas methods and were recently 
applied to pressure simulations of La2Cu04 [109], Integral ionic charges are presumed, i.e. 
3+ for La and 2- for O, which enables a simple definition of hole states (O') and the useful 
concept of isovalent or aliovalent dopant substitution. Details of the potential and shell 
model parameters used in this study are given in Table 4.1.
Table 4.1 Interatomic potentials for La20 3.
(a) Short-range: V(r) = A exp( - r / p) -  C/r 6
Interaction A (eV) P(A) C (eV A6)
La3+...La3+ 85791.74 0.22030 6.8630
La3+...02_ 5700.52 0.29885 38.9365
o 2 ...o2- 576.94 0.33536 0.0
La3+...0‘ 5700.52 0.29885 38.9365
0 2-...0' 576.94 0.33536 0.0
(b) Shell modela
Species Y (e) k (eV A'2)
La3+ -6.00 460.0
o 2- -2.50 27.0
o- -1.50 27.0
a Y and k are the shell charge and spring constant, respectively.
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Table 4.2 Calculated and observed interatomic separations (A).
Separation rexp t*calc |A|
La...0(1) 2.371 2.378 0.007
La...0(1) 2.451 2.335 0.116
La... 0(2) 2.720 2.724 0.004
0 (1 )—0(1) 2.886 2.791 0.094
0(1)—0(2) 3.147 3.173 0.026
La...La 3.865 3.799 0.066
Table 4.3 Calculated properties of the perfect crystal.
Property La20 3
Lattice Energy (eV per formula unit_1) -130.53
a (A) 3.887 (3.938)a
c(A) 6.059 (6.128)a
Elastic constants (1011 dyn cm-2)
C„ 32.02
^12 15.20
Ci3 12.06
^33 22.38
C4 4 11.45
C66 8.41
Relative permittivities
<80> 18.3
<Soo> 3.9
a Observed values [108] in parentheses.
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A comparison between calculated and experimental interatomic separations, presented in 
Table 4.2, indicates that the deviation is generally small. This clearly shows that the 
potentials for La20 3 correctly reproduce the complex hexagonal structure, without 
employing empirical fitting procedures. One of the largest errors is in the 0(1)-0(1) distance 
which may lead to some uncertainty in the calculated migration profiles. The lattice energy, 
elastic and dielectric constants for the perfect crystal have also been calculated and reported 
in Table 4.3. The lattice energy is in accord with the calculated literature value of -129.06 eV 
per formula un itA [110]. Work by Mahalingam and co-workers [111] have found values of 
18 and 3.42 respectively for the static and high frequency relative permittivities of 
amorphous La20 3 films. Our calculated values are also consistent with experimental static 
permittivities of 15.7 and 16.2 for the other rare earth oxides Gd20 3 and Lu20 3 respectively 
[112].
4.2 Intrinsic Atomic Defects
Calculations were first performed on the energies of isolated point defects (vacancies and 
interstitials) which are given in Table 4.4. In all cases, the lattice ions surrounding the defect 
are allowed to relax in the energy minimisation procedure. For vacancies, the energy 
corresponds to removing a lattice ion from the perfect crystal to infinity; likewise, the 
interstitial energy corresponds to introducing an ion from infinity into the perfect crystal.
The oxygen vacancy energies clearly indicate that it is more favourable to form vacancies in 
the four-coordinate 0(1) rather than the octahedral 0(2) position. For the interstitial ions, 
various sites in the structure were considered. The most favourable position is located 
between adjacent La layers and at the edge of a 'cage' which has eight-fold coordination with 
respect to oxygen.
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Table 4.4 Calculated energies of isolated point defects3.
Defect E (eV)
Vacancies
lanthanum (VLa") 48.64
oxygen (1) (V0~) 16.66
oxygen(2) (V0~) 17.71
Interstitials'1
lanthanum (La"*) -34.16
oxygen (0{) -11.51
aRegion I contains 250 ions. b Interstitial site at (0.32, 0.56, 0.5) in lattice units.
Table 4.5 Calculated formation energies of Frenkel and Schottky disorder.
Type E (eV) per defect
Frenkel
La3+ 7.24
o 2- 2.57
Schottky 3.34
The individual point defect energies are then combined to give formation energies for 
Frenkel and Schottky disorder (reported in Table 4.5). The La and O Frenkel defects can be 
represented by the following reactions using Kroger-Vink notation:
(i) L a J .-> V '+ L a T  (4.1)
(ii) o : - > v 0- + o ; (4.2)
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Similarly the Schottky defect can be expressed as:
(iii) 2LaL + 30^ 2 + 3V„~ + La20 3 (4.3)
Full convergence of the isolated defect energies was ensured by using a region 1 size of 250 
ions. As the variation of Schottky energy with region 1 size illustrates (Fig. 4.2), any further 
expansion in region 1 yields little change in calculated energy. In terms of computational 
considerations, this allows the defects to be studied with less demand on memory and CPU 
time than a region 1 of 600 ions. It is also noted that identical inner regions are used in all 
the calculations and ensures that any errors arising from the Mott-Littleton strategy will be 
largely self-cancelling quantities.
>D
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om
4.2
4 -
3.8 -
3.6 -
3.4 -
3.2 -
♦  ♦
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No. of ions in region 1
Fig. 4.2 Variation in Schottky energy with number of ions in region 1.
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From examination of the calculated energies in Table 4.5 it is clear that the simulations 
predict that the predominant mode of intrinsic disorder is of the oxygen Frenkel type. This 
result accords well with work of Anshits et al. [99] and Kofstad [113] who postulated that 
oxygen Frenkel defects would dominate in pure La20 3. Hence, ionic conduction will be 
undoubtedly controlled by the diffusion of oxygen defects, although the magnitude of the 
Frenkel energy suggests that the defect concentration will be low in the pure material. It is 
interesting to note that the hexagonal A-type structure of La20 3 is closely related to the cubic 
C-type of other rare-earth metal sesquioxides which, in turn, is derived from the fluorite 
structure [106,107]. Therefore, oxygen vacancies and interstitials might reasonably be 
expected in La20 3 since anion Frenkel disorder is commonly observed in fluorite-structured 
oxides [113].
4.2.1 Electronic defects
Our approach to the investigation of electronic defects follows that used for transition metal 
oxides [51-53] and subsequently the oxide superconductors [39-41,114,115]. Calculations 
were performed on the O' substitutional which is the model for the hole centre in La20 3 and 
on the La2+ substitutional, a model for the defect electron. Short-range interactions for the 
hole and electron states are assumed the same as for the perfect lattice species. The change in 
Coulombic forces are effected by altering the shell charge of the ions by the appropriate 
amount. Two types of calculation were carried out in each case: first a conventional 
calculation in which the lattice was fully relaxed around the defect species (referred to as a 
'thermal' calculation); the resulting energy corresponds to a small polaron. In the second type 
only the shells were relaxed (referred to as an 'optical' calculation) which, as discussed 
elsewhere [51-53], provides a model for the large polaron. Therefore, in the small polaron 
picture the electronic defect is localised and self-trapped by its own polarisation field; in 
contrast, the large polaron is delocalised with no contribution from lattice distortion.
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Table 4.6 (a) Calculated lattice energy changes (eV) for electronic defects.
Defect Small polarona Large polarona
O' (1) hole (h*) 15.30 18.36
O '(2) hole (h#) 14.12 15.98
La2+ electron (e') 24.71 25.86
(b) Atomic and bandwidth energiesb.
Term Energy (eV)
F c n i,3 19.18
F d -1.47
Eea>2d 8.75
D / 5.16
0  bandwidth ca. 5
La bandwidth ca. 2
a Small and large polaron energies refer to 'thermal' and 'optical' calculations respectively. 
b O bandwidths from ref. [115] and La bandwidth from ref. [116]. c Ei 3 is the third 
ionisation potential of lanthanum. d Eea l and Eea 2 are the first and second electron affinities 
of oxygen.e De is dissociation energy of an 0 2 molecule.
The lattice energy changes for the O' and La2+ species are reported in Table 4.6 together with 
various atomic and bandwidth terms. To estimate the small polaron energy, the appropriate 
ionisation energy or electron affinity is added to the lattice energy term. For the large 
polaron energy we also include half the bandwidth which approximates to the kinetic energy 
of the delocalised species. The resulting energies (given in Table 4.7) show first that the O' 
hole is a large polaron state on the 0(2) site; for electrons, on the other hand, we predict
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small polarons. By combining the two energies we obtain an estimate of 10 eV for the band 
gap which accords with the La20 3 material being a wide-gap insulator [116]. Of course, 
there are uncertainties in the relative energies which are due largely to uncertainties in the 
bandwidth contributions. Nevertheless, these results are consistent with the type of electronic 
species found in the MgO catalyst and the band gap characteristics of related sesquioxides 
[117].
Table 4.7 Formation energies for electronic defects (eV).
Defect Small polaron Large polaron
O' (1) hole (IT) 6.55 7.11
O' (2) hole (IT) 5.37 4.73
La2+ electron (e') 5.53 5.68
In addition to intrinsic disorder of the Frenkel and Schottky type there is also the question of 
whether there is any deviation from the stoichoimetric composition. The following defect 
models might be expected under both oxidising and reducing atmospheres leading to a 
degree of non stoichiometry:
(i) oxidation to form holes (O') with oxygen interstitial compensation (which produces an 
oxygen excess compound):
i 0 2(g )-> 0 ;'+ 2 h - (4.4)
(ii) oxidation to form holes (O') with cation vacancy compensation (metal deficient 
compound):
2 0 2 ( g )  +  3 L a La f  V La +  +  3 L a 2 0 3 (4.5)
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(iii) reduction to form electron states (La2+) with oxygen vacancy compensation (oxygen 
deficient compound):
O: -» V“ + { 0 2 (g) + 2e (4.6)
(iv) reduction to form electron states (La2+) with cation interstitial compensation (metal-
excess compound):
\  La20 3 -> f  La”* + j 0 2 (g) + 2e (4.7)
The energies of these reactions are listed in Table 4.8 and are derived using relevant defect
and intra-atomic energy terms (Tables 4.4 and 4.7).
Table 4.8 Calculated energies of redox reactions.
Redox process E (eV)
Oxidation
reaction (4.4) 7.81
reaction (4.5) 8.24
Reduction
reaction (4.6) 17.87
reaction (4.7) 21.95
Owing to the uncertainties in the free ion terms, we must be cautious in giving detailed 
interpretations. Nevertheless, the high positive values for all the oxidation and reduction 
reactions suggests that deviation from ideal stoichiometry is not significant in La20 3 in 
agreement with the known properties of the material [99,113]. In particular, the oxide is
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extremely resistant to reduction. Our results therefore confirm that metal centres having 
variable oxidation states are not a prerequisite for methane oxidative coupling [94].
4.3 Oxygen Ion Migration
It is well established that solid state diffusion, allowing the flow of oxygen from the gaseous 
phase (present as one of the reactants) into and through the bulk lattice, is of central 
importance to the mode of operation of certain oxidation catalysts. However, only a few 
studies [14,15,118,119] have focused on oxygen diffusion in the La20 3 system. Early 
conductivity measurements of Etsell and Flengas [118] obtained an activation energy of 17.1 
kcal mob1 (0.74 eV) for CaO doped La20 3, which they attribute to the motion of 0 2~ ions 
through either a vacancy or interstitial mechanism. Milne et al. [119] have reported 
conductivity measurements as a function of SrO and CaO doping and obtained an activation 
energy of 0.6-0.7 eV for the undoped limit. More recently, isotope exchange studies of 
Kalenik and Wolf [14,15] have shown that lattice oxygen plays a major role during the 
oxidative coupling of methane; they also determined oxygen self diffusion coefficients (D0) 
for the pure and promoted catalyst with the 1% Sr/La20 3 system exhibiting the highest value.
Despite the evident implications for the catalytic process, the precise nature of the migration 
mechanism or pathway controlling ion transport is still uncertain. Atomistic modelling can 
greatly enhance our understanding of this problem by evaluating the activation energies for 
various defect mechanisms.
For the hexagonal A-type structure of La20 3 (Fig 4.1) there are a number of possible 
migration mechanisms. Since the formation energy of the 0(1) vacancy is significantly more 
favourable than the 0(2) position, we will focus our attention on the 0(1) sublattice for 
vacancy migration. Of the five mechanisms we have identified, two involve 0 2~ vacancies 
and the other three are concerned with O2- interstitials. The two vacancy mechanisms are 
associated with interlayer (A) and intralayer (B) migration between neighbouring 0(1) sites
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(see Fig. 4.1); the three interstitial migration mechanisms relate to the direct pathway 
between the most favoured interstitial sites, and two interstitialcy or 'knock on' mechanisms. 
The latter involves the migrating ion displacing a neighbouring lattice ion into the adjacent 
interstitial position. The importance of such interstitial mechanisms has been demonstrated 
by previous studies on fluorite structured compounds.
INITIAL SADDLE-POINT FINAL
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O MIGRATING ION
Fig. 4.3 Schematic to illustrate the activation energy for ion migration via the vacancy 
mechanism.
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The migration energies were evaluated by a detailed search of the potential energy surface 
along the diffusion path. In this way the saddle point configuration can be identified from 
which the energy barrier to migration is derived. This is illustrated in Fig. 4.3 for an ion 
migrating via the vacancy mechanism. The ion has an initial configuration of energy (E}), 
travels across a saddle point of maximum energy (Es), to a final position of energy (Ef). The 
activation energy (Eg) for the process is the difference between the saddle point energy, and 
the initial and final energies. A migration profile for the interlayer oxygen vacancy migration 
in bulk La20 3 is illustrated in Fig. 4.4.
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Fig. 4.4 Energy profile for oxygen vacancy migration via the interlayer (A) 
mechanism.
It is clear from the numerous simulation studies of oxides that electron gas (non empirical) 
potentials are particularly reliable in modelling the potential energy at separations widely
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different from perfect lattice values. The resulting activation energies for oxygen vacancy 
and interstitial mechanisms are reported in Table 4.9.
Examination of the results indicates that interlayer (A) vacancy migration clearly emerges as 
the lowest energy path with an activation energy of 0.63 eV (and at least 1.4 eV more 
favourable than the other mechanisms considered). Interestingly, the corresponding 
interatomic separation of 2.89 A is the shortest 0 -0  distance in the structure. This result is 
consistent with isotope exchange experiments which show fast oxygen diffusion [14,15]. 
Moreover, the calculated activation energy is in good agreement with the observed values 
from ionic conductivity measurements [118,119]. It is also clear that all the interstitial 
mechanisms have high energy barriers (Table 4.9), which implies that they would have a 
negligible contribution to oxygen transport.
Table 4.9 Calculated activation energies for oxygen ion migration.
Mechanism Direction Ea (eV)
Vacancy
0 (1 )^ 0 (1 ) interlayer (A) 0.63
0 ( 1 )->0( 1) intralayer (B) 4.79
Interstitial
direct 2.10
interstitialcy collinear 2.05
interstitialcy non-collinear 3.08
To conclude, oxygen diffusion is predicted to be dominated by vacancies but restricted to 
interlayer migration between 0(1) sites. In view of this type of motion, anisotropic ion 
conductivity is expected for single crystal La20 3. Furthermore, the low activation energy will 
permit facile oxygen vacancy migration (which effects transport of lattice O2-) through the
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bulk and to the catalyst surface. As discussed further in this chapter, such high oxygen 
mobility will certainly have a major practical influence on methane activation.
4.4 Dopant Substitution
Numerous experimental studies have shown that the addition of alkali and alkaline earth 
metal dopants (especially Sr2+) to La20 3 is effective in promoting oxidative coupling of 
methane. A wide range of catalytic activities and selectivities are exhibited which have yet to 
be optimised.
Our simulation approach is based on assessing the energetics of dissolution of such 
aliovalent ions and the nature of the charge compensating defects in which we neglect defect 
entropy terms. The most favourable mode of dopant incorporation into the host matrix for 
the alkali metal and alkaline earth metal ions is as a substitutional ion at a La3+ site with 
charge compensating oxygen vacancies. This can be represented by the following defect 
equations:
(i) alkali metal:
iM 20  + LaL -> M l  + V " + La20 3 (4.8)
(ii) alkaline-earth metal:
MO + LaL -» M'^ +y V" + iL a 20 3 (4.9)
The energies of solution are then evaluated by combining appropriate defect and cohesive 
energy terms. For example, the energy of the reaction for the incorporation of alkaline earth 
metal ions can be expressed as:
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Esol = E sub+i E v + i U L(La20 3) - U L(M0) (4.10)
where Esub is the dopant substitutional energy, Ev is the oxygen vacancy energy and UL is the 
lattice energy.
The interatomic potentials for the dopant species are exactly those of the corresponding 
binary metal oxides [83,84] which have been successfully applied to recent studies 
[35,57,114] of impurities in La2Cu04 and YBa2Cu30 7. The resulting energies of solution for 
a series of alkali metal and alkaline earth metal ions are presented in Table 4.10 and are also 
plotted vs. ion radius [120] in Fig. 4.5.
Table 4.10 Energies of solution for alkali metal and alkaline earth metal dopants with 
oxygen vacancy compensation (reactions 4.8 and 4.9).
M UL (eV)a Esoi (eV) per dopant
Li+ -29.98 4.78
Na+ -24.75 3.82
K+ -22.18 4.47
Rb+ -21.18 5.09
Mg2+ -41.29 3.94
Ca2+ -36.10 2.30
Sr2+ -33.42 1.71
Ba2+ -33.74 4.93
a Lattice energies from ref. [83,84].
Two points emerge from these results. First, the lower solution energies for alkaline earth 
metal ions suggests a higher solubility range than the alkali metals. The calculations 
therefore predict that alkaline earth metal doped La20 3 would show greater activity which is
Chapter 4 Defect Chemistry and Ion Migration in La20 3 51
consistent with observation. We recognise, however, the difficulty in assessing the relative 
activity/selectivity properties of the promoted catalyst since a diverse range of reaction 
conditions have been employed. The lower solubility of Li+ and Na+ may be explained in 
terms of ion size 'mismatch' with La3+ (shown in Fig. 4.5) and, hence, they cannot be so 
readily accommodated in the lattice. In view of these high solution energies it is possible that 
the catalytic properties are associated with exsolved Li20  and Na20 , but modified by 
interaction with the La20 3 host. Indeed, it is believed that the role of Li and Na is to poison 
the catalyst surface for total oxidation reactions [11].
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Fig. 4.5 Calculated energies of solution as a function of ion radius for alkali metal and 
alkaline earth metal dopants. (Note that the La3+ radius is 1.06 A.).
Secondly, the most favourable solution energy and hence the highest solubility is predicted 
for Sr. This is clearly illustrated in Fig. 4.5 which reveals a degree of correlation between the 
calculated solution energy and the size of the dopant ion, with a minimum at Sr2+ (close to 
the La3+ radius of 1.06 A). Our results accord well with experimental studies which have
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demonstrated how the addition of Sr leads to the highest activity for a range of dopants 
[10,14,15,94]. We are aware, however, that the solution energy for Sr is endothermic which 
suggests limited solubility in the host oxide at high temperatures unless additional 
stabilisation occurs. Studies by Etsell and Flengas [118], for example, have found that a 
maximum of 16 mole percent CaO can be dissolved into the La20 3 even at temperatures as 
high as 1600°C.
We note that an alternative compensation mechanism involving cation interstitials was also 
considered, but resulted in solution energies that were less favourable by at least 3 eV. This 
confirms the view that the majority defects created by incorporating these dopant ions will 
be oxygen vacancies (particularly at low oxygen partial pressures). Moreover, even for small 
additions of SrO the dopant controlled vacancy concentration will far exceed that arising 
from thermal disorder and thereby enhance the oxygen mobility. Indeed, recent studies by 
Kalenik [121] have shown that the temperature at which 0 2 gaseous exchange begins in the 
oxidative coupling reaction is around 100°C lower in 1% Sr/La20 3 than in the case of the 
unpromoted catalyst. We therefore conclude that the net flux of oxygen through the doped 
solid (and to the surface) will be high.
We now turn our attention to other dopant species. The energies for the incorporation of 
trivalent rare earth ions into the La20 3 lattice, by straightforward substitution of lanthanum 
ions, again shows a correlation with dopant ion size. The trends with dopant radii indicate 
the sensitivity of the interatomic potentials to small changes in ion size. Using potentials 
from Lewis [83,84], the plot (Fig. 4.6) of calculated solution energies (Table 4.11) versus 
ion radius [120] shows a steady increase in solubility as the substituted ion radius 
approaches that of the host lanthanum. This is in accord with previous simulation studies 
investigating the substitution of these trivalent rare earth ions for Ba2+ in the YBa2Cu30 7 
superconductor [35,36].
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Table 4.11 Energies of solution for trivalent rare earth metal dopants.
M UL (eV)a Eg0] (eV) per dopant
Lu3+ -137.55 1.51
Yb3+ -136.76 1.45
Ho3+ -134.79 1.23
Gd3+ -132.16 1.02
Eu3+ -131.56 0.97
Nd3+ -129.22 0.82
afrom Lewis [83,84].
2
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Fig. 4.6 Calculated energies of solution as a function of ion radius for trivalent rare 
earth metal dopants. (Note that the La3+ radius is 1.06 A.).
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Trivalent rare earth ion substitution for lanthanum in La20 3 does not produce any oxygen 
vacancy charge compensating defects. The divalent, first row transition metal ions are, 
however, found to be incorporated into the La20 3 lattice according to equation (4.9), in the 
same manner as the alkaline earth metal ions. Unfortunately, the solution energies for the 
transition metal ions (Table 4.12 and Fig. 4.7) are relatively high and consequently they are 
expected to have low solubility in La20 3.
These calculations demonstrate their qualitative importance in predicting the most 
favourable dopant substitution and thus provide a useful guide to dopant behaviour.
Table 4.12 Energies of solution for divalent transition metal dopants with oxygen 
vacancy compensation (reaction 4.9).
M UL (eV)a Esoi (eV) per dopant
Ti2+ -40.6 3.16
y2+ -41.6 3.34
Cr2+ -40.8 3.22
Mn2+ -38.5 2.71
Fe2+ -39.6 3.00
Co2+ -40.0 3.05
Ni2+ -41.6 3.45
Zn2+ -39.8 2.98
a Lattice energies from [83,84].
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Fig. 4.7 Calculated energies of solution as a function of ion radius for divalent 
transition metal dopants.
4.5 Defect Clusters
The previous calculations of solution and formation energetics for defects in La20 3 have 
assumed that the defects created exist independently of each other, i.e. at infinite dilution in 
the La20 3 lattice. It is, however, well established that clustering can take place between 
defect species, especially those of opposite charge, leading to a stabilisation or binding 
energy. This is largely a result of the attractive Coulombic forces and elastic strain terms. 
Favourable clustering will lead to a reduction in the formation energy of the component 
defects. In the case of aliovalent dopant ion solution, clustering between dopant ions and 
their charge-compensating defects is well known. Here, stabilisation of the dopant ions by 
the binding energy effectively reduces the solution energy by this term. Examples include a 
range of trivalent dopant-oxygen vacancy clusters in Ce02 [122], (dopant-magnesium
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vacancy) dimers in the Cr3+/MgO system [123] and (dopant-oxygen interstitial) aggregates 
in the Fe and A1 doped YBa2Cu30 7 [114].
Clustering may also reduce the mobility of participating ions. This is particularly important 
if small, mobile defects become attracted to larger, relatively slow moving ions. Ion 
migration is now hindered so that the mobile species may be effectively trapped. As would 
be expected, such clustering phenomena become more important as the concentrations of 
participating defects increases, as is observed in oxygen ion conductors such as Y20 3/Ce02 
[124].
The simulation approach is based on the calculation of cluster binding energies with respect 
to their constituent defects e.g. for (alkali metal-oxygen vacancy) clusters, the binding 
energy (Ebind) is the difference between the cluster energy E(LiLa"V0##) and the sum of the 
isolated defects:
Ebi„d =E(Li'LaV0" ) - X E ( L C )  + E(V0“ ) (4 .n )
The binding energies for (dopant-oxygen vacancy) clusters in bulk La20 3 are presented in 
Tables 4.13 and 4.14 for alkali and alkaline earth dopants respectively. These are comprised 
of 0(1) type oxygen vacancies. Our sign convention is such that a negative value indicates a 
bound species. Numerous cluster configurations were examined, and only the binding 
energies for the most favourable are shown. It was apparent that larger binding energies were 
observed in cluster configurations where the vacancies were surrounded by the dopant ions. 
The larger aggregates containing eight dopant ions, for example, favoured a configuration 
with the four oxygen vacancies sandwiched between two dopant layers, rather than a more 
linear arrangement.
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Table 4.13 Calculated binding energies of (dopant-oxygen vacancy) clusters for alkali 
metal dopants.
Pair cluster Eb (eV per defect)
( L W ) -0.59
(NaLa"V0") -0.70
(KLa'V0” ) -0.71
(RbLa"V„“ ) -0.71
A number of points emerge from these results. First, all the (dopant-oxygen vacancy) 
clusters are calculated to be bound, suggesting that the defect structure of doped La20 3 
would be dominated by such aggregates. This in accord with EXAFS studies by Chadwick 
and co-workers [125] of 10 and 20 mole percent Sr doped La20 3, which indicate that 
(2SrLa'V0**) clusters are formed. Interestingly, their simulation studies predict a similar 
binding energy of -0.41 eV per defect for the (2SrLaV0##) cluster. Consequently, a reduction 
in the energies of solution calculated for the alkali and alkaline earth metal ions, presented in 
Section 4.4, would therefore be expected. In particular, the solution energy for Sr 
substitution is further lowered, approaching zero. Although the binding energies for the 
alkali metal ion clusters are greater then calculated for corresponding alkaline earth metal ion 
clusters, the magnitudes are still insufficient to create favourable incorporation given the 
high solution energies for alkali metal incorporation. It should be noted that clusters and 
isolated defects are always in equilibrium, with a distribution of bound and isolated species.
Second, a correlation between ion size and binding energy is observed for the dimer and 
trimer clusters, with an increase in the binding energy with dopant ion radius. This is a 
similar result to studies of a range of trivalent dopant-oxygen vacancies in Ce02 [122,124], 
although in the ceria work a decrease in binding energy is finally observed when dopants 
much larger than the host ion are considered.
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Table 4.14 Calculated binding energies of (dopant-oxygen vacancy) clusters for alkaline
earth metal dopants.
Cluster Eb (eV per defect)
Dimers
(MgLa'V0‘7 -0.35
(CaLa'v ; y -0.41
(SrLav ; y -0.41
(BaLa'V0*y -0.46
Trimers
(2MgLa'V0") -0.47
(2CaLa'V0") -0.50
(2SrLa'V0~) -0.51
(2BaLa’V0") -0.54
Larger clusters
(4SrLa'2V0") -0.91
(4CaLa'2V0") -0.90
(8SrLa'4V0~) -1.05
(8CaLa'4V") -0.99
Finally, an interesting point to emerge from the binding energies of calcium and strontium 
clusters, is the preference for the formation of larger clusters. This is shown by the 
significant increase in the binding energy per dopant for Ca and Sr containing clusters 
composed of eight dopant ions, compared to the dimers. The EXAFS studies of Chadwick et 
al. do, however, predict PS^Vq**) clusters to dominate in the Sr doped La20 3 at the 
concentrations they considered, although it is noted that larger and more complex clusters 
are not to be ruled out.
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Our results provide an explanation for experimental observations. Early conductivity 
measurements by Etsell and Flengas [118] have shown the minimum activation energy for 
ionic conduction in calcium doped La20 3 to occur in samples doped with ~1% w/w CaO. 
The isotopic transient techniques of Kalenic and Wolf [14] show a maximum oxygen self 
diffusion coefficient (D0) in 1% w/w Sr doped La20 3. The decrease in oxygen mobility at 
higher dopant concentrations can be explained in terms of clustering between the dopant and 
vacancies, causing a reduction in oxygen ion mobility. Similar effects have been observed in 
other materials, including yttria doped Ce02 systems [126,127], and doped Z r02 [124]. 
High dopant ion concentrations might therefore be expected to have a detrimental effect on 
catalytic performance by restricting the flux of oxygen through the La20 3 lattice.
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5.1 Introduction
In the previous chapter we have concentrated on the bulk properties of La20 3. Real 
materials, however, terminate at external surfaces. In solid state chemistry, and the area of 
heterogeneous catalysis in particular, understanding the different properties of the surface 
regions compared with the bulk are a vital part of any study of the properties of the material. 
Despite various experimental studies, limited attention has been given so far to the 
importance of the structure and defect chemistry of the surfaces of La20 3 in the catalyst's 
mode of operation [14,15,99,128,129]. In part this may be due to the fact that, in common 
with many ceramic materials, high-quality experimental data for oxide surfaces at the atomic 
level are difficult to obtain. For over a decade, computer simulation techniques, based upon 
accurate interatomic potentials, have proved to be especially valuable for investigating the 
microscopic surface properties of polar solids [20,22-24].
On the question of the reaction mechanism in the oxidative coupling of methane, it has 
become generally accepted that methane undergoes activation at the solid surface with the 
generation of methyl radicals that subsequently couple in the gas-phase. Various 
spectroscopic studies have demonstrated that the active sites in the Li/MgO catalyst are O' 
hole species which are stabilised by the formation of (Li+0 ‘) centres, and facilitate hydrogen 
atom abstraction from methane [5-7,94,130]. These studies also report that the majority of 
the O' centres are located in the bulk of the material. However, the issue of active sites for 
rare earth metal sesquioxides is not as clear, although the participation of O', 0 2' superoxide 
and 0 22' peroxide species has been proposed [8,16,17,93].
There is a growing consensus to suggest that 0 22' peroxide ions are either directly or 
indirectly responsible for methane activation on rare earth oxide [18]. For example, x-ray 
photoelectron spectroscopy (XPS) experiments [19] have demonstrated that 0 22' ions are 
present on the surface of Ba/La20 3 catalysts, although it is not clear whether the highly
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dispersed Ba02 is itself active. From kinetic studies, Otsuka et al. [8] suggest that diatomic 
oxygen species such as 0 22" are the active sites on rare earth oxide catalysts. They also show 
that simple peroxides {e.g. Na20 2, Ba02) react with methane to produce C2 hydrocarbons 
below 400°C in the absence of gaseous oxygen. More recently, Lunsford et al. demonstrated 
by in situ Raman spectroscopy [18] and by XPS [131] that 0 22' ions were present on 
Ba/MgO catalysts at temperatures up to 800°C. However, there is also evidence for 0 2' 
superoxide ions on La20 3 but only at room temperature and not at reaction conditions 
[17,128,132-134].
In this chapter we explore, by atomistic techniques, the surface morphology and the defect 
chemistry at La20 3 surfaces with the aim of gaining deeper insight into the role of oxygen 
defects in methane activation. This includes an examination of oxygen hole centres and their 
formation by the incorporation of molecular oxygen into the lattice.
5.2 Surface Structures and Crystal Morphology
We first modelled three low-index surfaces, {001}, {011} and {121}, all of which showed 
favourable stability with respect to other surfaces. All three surfaces consist of a symmetrical 
stacking sequence of five charged planes O-La-O-La-O with oxygen atoms at the exposed 
surface. The main differences between them are in their interplanar spacing and the number 
of ions on each plane. The surface energies were then calculated, being defined as the 
difference in lattice energy per unit area at the surface compared with that in the bulk. Since 
previous simulation studies have shown these types of calculations to be sensitive to the 
interatomic potentials, we employed a second potential model {Appendix A), in addition to 
the main model described earlier (Section 4.1.1). The second model was derived from the 
electron-gas potentials of Butler et al. and have been used successfully to study dopant 
clustering in Ce02 [122] and the La2Cu04 superconductor [57]. The calculated surface 
energies are given in Table 5.1 for both unrelaxed and relaxed structures.
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Table 5.1 Calculated surface energies (Jnr2) of low-index surfaces of La20 3 before 
relaxation (bulk termination) and after relaxation.
Surface plane Model 1 Model 2
unrelaxed relaxed unrelaxed relaxed
{001} 1.89 1.43 1.05 0.89
{011} 1.43 0.94 1.29 0.98
{121} 2.34 1.16 2.09 1.35
Two main points emerge from the results. First, the surface energies corresponding to the 
fully relaxed structures are lower than those for the unrelaxed structures. The relaxed energy 
is lower than the unrelaxed energy by 24, 34, and 50% (model 1) and by 15, 24 and 36% 
(model 2) for the {001}, {011} and {121} surfaces respectively. For model 1, the significant 
variation in relaxation between each surface results in a different predicted order of surface 
stability compared to the unrelaxed surfaces. Similar effects have been noted in other studies, 
including morphology predictions of a-Al20 3 and a-Fe20 3 [72]. The greater relaxation for 
the {121} surface could be due to the high strain in the surface region that has relatively 
narrow spacings between planes. Second, there is some disagreement over the most stable 
surface. The results from model 1 indicate the {011} surface as the most stable, with model 2 
predicting the {001} surface (albeit only slightly more stable than the {011} surface). The 
relaxed structures for the {001} and {011} surfaces are shown in Figures 5.1 and 5.2 
(produced using the code from Appendix B).
The difference in the surface energies for the {001} plane, between the two potential models, 
is thought to occur as a result of the difference in the calculated unit cell c parameters. This 
accounts for the large change in the relative stability of the {001} surface, since this surface 
cleaves the maximum La-0 bonds upon formation.
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O  -  Lanthanum 
Q  -  Oxygen
Fig. 5.1 {001} surface of La20 3 after relaxation (viewed from the side and above).
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Q -  Lanthanum 
Q  -  Oxygen
Fig. 5.2 {011} surface of La20 3 after relaxation (viewed from the side and above).
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Experimental surface energies, which are difficult to measure, are unavailable for La20 3 but 
those that exist for other oxide materials are in this range [22,23]. In general, we find that 
surfaces exposing a layer entirely of La3+ ions are relatively unstable with equilibrium 
surface energies in excess of 2 Jnr2. Direct comparison with experimental findings is not 
straight forward on account of difficulties in surface analysis and the effects of preparation 
conditions and impurity segregation.
These calculations clearly demonstrate that relaxation of the lattice ions has an important 
effect on surface stability. Hence, deductions of catalytic reactivity based on ideal (non­
relaxed) surfaces may be seriously flawed. Since the surfaces that were considered consist 
entirely of atoms of one type, there is no rumpling on relaxation; the structural change that 
does occur involves a net decrease in the interplanar spacing of the surface region. 
Relaxation of this sort will help to stabilise the surface region by possibly reducing the 
electrostatic repulsion between like-ions.
Using the crystal growth techniques embodied in the GEM software package [70], it is 
possible to predict morphology of single crystal La20 3 based on the relaxed surface energies 
calculated. Using the full range of surface energies, both models suggest the {011} surface to 
dominate the crystal, despite the low surface energy calculated for the {001} surface by 
model 2. An example of the predicted morphology for La20 3 (model 1) is shown in Fig. 5.3.
HREM  studies [129] indicate that hexagonal La20 3 mainly exhibits the {001} face. Our 
calculations from model 1 predict over 70% of the total surface area is {011} with a 2% 
{001} contribution. With model 2, the {001} contribution rises to 14% of the total surface 
area. Further experiments to probe for evidence of the {011} surface, as our calculations 
predict, would be of considerable interest.
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Fig. 5.3 Different orientations of single crystal La20 3 (predicted using model 1).
The {011} face is therefore calculated to dominate the low-temperature crystal morphology 
in the absence of dopants or surface irregularities, with lesser contributions from the {121} 
and {001} surfaces. The calculations on oxygen hole species in the remainder of our study 
will therefore focus on these three surfaces, and will employ model 1 to be consistent with 
previous bulk calculations.
5.3 Surface Hole Species
As noted earlier, the mechanism for the oxidative coupling of methane is a matter of 
considerable debate, although oxygen hole species are thought to play a major role. The 
mechanism of hole formation is, therefore, a fundamental part of the catalytic process.
To render alkaline earth metal doped La20 3 catalytically active, it is necessary to treat the 
material with gaseous oxygen (cofed with methane). In terms of defect chemistry this leads 
to the oxidation (or 'filling') of oxygen vacancies by molecular oxygen with consequent 
formation of hole states. This oxidation may be expressed as,
Y>” + 2  0 2(g) -» 0* + 2h’ (5.1)
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where, in Kroger-Vink notation, V0** represents a doubly-charged oxygen vacancy, 0 0x a O2' 
lattice ion and 2h* the small polaron species (being either 2 0 ' or 0 22'). We note that the 
oxygen vacancies are already present as charge-compensating defects to lower valent dopant 
ions (e.g. Sr2+) and, to a lesser extent, as a result of intrinsic Frenkel disorder. Calculations in 
this area are amenable by our methods and are particularly useful in clarifying the energetics 
of the separate steps to form oxygen holes. The energy of the oxidation reaction can be 
expressed as,
Eox= - E v+ iD e + Ea + E l, (5.2)
where Ev is the oxygen vacancy energy, De is the dissociation energy of molecular oxygen, 
Ea is the sum of the first and second electron affinities of oxygen and Eh is the energy to 
create either 2 0 ' or 0 22'. We note that this process is consistent with spectroscopic studies of 
Lunsford and co-workers [9,16] who proposed that the active oxygen species is derived from 
the reaction of molecular 0 2 with La20 3. Before evaluating this mode of oxygen 
incorporation, we first consider the nature of the oxygen species formed.
5.3.1 O' species
We recall that calculations in the bulk La20 3 show the large polaron O' centres to be 
favoured on the 0(2) site. Similar calculations at the surfaces of La20 3 show the large 
polaron model to be unfavourable and predict small polarons as the more stable species. We 
are aware, however, that the electronic structure at the surface may be different from that in 
the bulk and that bandwidth data used for bulk calculations are not necessarily transferable to 
the surface calculations. Large polarons at the surfaces cannot be ruled out, but will not be 
considered in any of the following work in this chapter.
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The lattice energy changes and formation energies of small polaron O' species in the bulk 
and at the surfaces of La20 3 are shown in Table 5.2. For the surfaces, the energies for both 
the outermost 0(1) oxygen layer and the second 0(2) oxygen layer are presented.
Table 5.2 Lattice energy changes and formation energies for isolated O' species in the 
bulk and at the {001}, {011} and {121} surfaces of La20 3.
(a) Lattice energy changes.
Lattice site Energy (eV)
0(1) site 0(2) site
bulk 15.30 14.12
{001} 12.82 14.05
{011} 12.49 12.91
{121} 13.05 NCa
(b) Formation energies.
Lattice site Energy (eV)
0(1) site 0(2) site
bulk 6.55 5.37
{001} 4.07 5.30
{011} 3.74 4.16
{121} 4.30 NCa
a Non-converging.
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The formation energies indicate that isolated oxygen holes are more favourable at the 
surfaces than in the bulk La20 3, in particular at the {011} surface. It is also apparent that, for 
the surfaces, the outermost 0(1) site is now favoured over the 0(2) site in contrast to the 
bulk.
5.3.2 0 22' peroxide species
The peroxide species can be regarded as a dimer of O' ions i.e. an O' - O' entity. Our 
simulation approach thus involves exploring the interaction between O' ions and testing 
whether there is any possibility of coupling to form peroxide species. For this task our 
calculation procedures are well suited as they model accurately the Coulomb and 
polarisation energies, which are the predominant terms in any localised coupling process.
In our treatment of the peroxide anion, a Morse function was allowed to act between the 
component O' ions. The parameters, which were taken from data for the isoelectronic F2 
molecule [109], are given in Table 5.3. A number of pair configurations were studied, 
located at nearest neighbour and next-nearest neighbour anion sites, with the O' - O' 
separations ranging from 3.9 A to 7.2 A. These peroxide ions can be viewed as 'non- 
classical' through-bond species as discussed by Kharas and Lunsford [135] and are 
analogous to bipolarons in the high temperature superconducting oxides [136]. Binding (or 
association) energies for the most favourable 0 22' configurations with respect to isolated O' 
ions are presented in Table 5.3; the sign convention is such that a positive sign indicates an 
energetically unfavourable process. We note that calculations involving peroxide formation 
at the {121} surface were non-converging, indicating instability of the species.
Examination of the results in Table 5.3 reveals two main points. First, appreciable stability is 
calculated for a pair configuration of 0(2) holes at the {011} surface. This suggests that the 
formation of such peroxide species might be expected. It should, however, be noted that this 
favourable binding energy is with respect to the constituent 0(2) holes. We recall that
Chapter 5 Surface Structures and Oxygen Holes on La20 3 71
calculations from Table 5.2 predict the most favourable O' species at the {011} surface to be 
of the 0(1) type. Consequently, the formation of 0(1) holes at the {011} surface will remain 
as isolated O" species, but 0(2) holes will preferentially bind to form 0 22" peroxy species.
Table 5.3 Interatomic potential and energies of peroxide ion formation.
(a) Morse potential: 0 (jv ) = De {l -  exp[-p(r -  re )]}2
Interaction De (eV) (3 (A*1) re (A)
0 \ . .0 ' 1.64065 2.911 1.435
(b) Binding (Association) energies in the bulk and at the {001} and {011} surfaces of La20 3.
Pair
configuration
Total pair 
energy (eV)
O'...O' separation
(A)a
Binding energy 
(eV)b
bulk 0(2)...0(2) 28.34 3.92 0.10
0(2)...0(2) 28.34 6.13 0.11
{001} 0(1)...0(1) 26.00 3.92 0.36
0(1)...0(1) 25.77 6.82 0.13
{011} 0(2)...0(2) 25.18 3.93 -0.64
0(2)...0(2) 26.04 7.20 0.22
a Interatomic separation after relaxation. b Negative value indicates configuration is bound.
Second, we calculate that all the hole pairs in the bulk and on the {001} surface are unbound, 
although with only small positive energies. However, we do find that the polarisation energy 
of about 2 eV strongly favours coupling, and it may be that screening effects, which are not 
adequately included in our treatment, could reduce the Coulomb repulsion and result in
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stable peroxide species. In any case, the small energy differences between these hole species 
suggests a finely balanced equilibrium between the bound and unbound states. Interestingly, 
the total pair energies suggest that it is easier to form hole species on the {011} surface and 
hence this face would be more active. The most stable pair configuration is situated on 
nearest neighbour sites with a separation of 3.9 A after relaxation. This distance is consistent 
with the 0 -0  contacts of about 3 A found for 0 22' in the BaPb03 methane coupling catalyst 
[135].
We note there is some uncertainty in the calculated energies arising from the choice of 
potential parameters. Even so, identical calculations were performed with an alternative 
Morse potential for the O' - O' interaction derived from quantum mechanical calculations 
[137]\ these simulations yielded good quantitative agreement with the values in Table 5.3 
which lends support to the results presented here. Ultimately, it will be necessary to employ 
quantum mechanical methods to calculate the stability of hole states in La20 3. The merit of 
our simulation approach is that it includes detailed estimates of lattice distortion and 
Coulomb energies, which are difficult to make from other sources.
Our calculations thus support the formation of peroxide species on the La20 3 catalyst. The 
driving force for peroxide stability is the coupling between the polarisation fields of the O' 
species which is greater than the Coulombic repulsion. We therefore speculate that such 0 22' 
centres could provide plausible models for the catalytically active site in which C-H bond 
cleavage in methane would occur homolytically to produce methyl radicals directly.
As discussed previously [19,131], the characterisation of the active site is complicated by 
the possible interconversion between the different oxygen species. It has been postulated that 
the active sites for methane activation on La20 3 may be O" entities produced by 
decomposition of 0 22', although there is no direct evidence as yet for the presence of O'. 
Further experiments to probe for evidence of O' and 0 22' on La20 3, perhaps by in situ Raman 
or XPS spectroscopy, would be of considerable interest.
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5.3.3 Incorporation of molecular oxygen
The energetics for the incorporation of molecular oxygen, discussed in Section 5.3, is now 
examined. We recall that the oxidation reaction can be represented by the following 
equation:
XT + y O2  (g) O* + 2h‘ (5.3)
The energies of this oxidation reaction, involving the formation of both O' and 0 22' were 
evaluated in the bulk and at the surfaces and are reported in Table 5.4.
Table 5.4 Energies of the oxidation reaction (oxygen vacancy to hole) in the bulk and at
the {001}, {011} and {121} surfaces ofLa20 3.
Lattice site Eox (eV per hole)
V "v 0 at 0(1) site V ••v 0 at 0(2) site
O' 0 22' O' 0 22-
bulk 1.97 2.02 1.44 1.49
{001} 1.15 1.21 0.58 0.65
{011} 1.04 1.15 0.42 0.51
{121} NCa NCa 1.09 NCa
a Non-converging.
It is important to note that the relaxed surface structures were used for the calculation of the 
isolated defects. Two sets of energies are listed for the oxidation reaction, involving the two 
non-equivalent oxygen sites in La20 3. Bulk and surface calculations predict the formation of 
oxygen ion vacancies to be more energetically favourable at 0(1) sites. Conversely,
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annihilation of 0(1) oxygen ion vacancies is less energetically favourable than 0(2) 
vacancies. Both types of oxygen vacancies are expected to occur in La20 3 since the 
difference in energy between vacancies on the two oxygen sites suggests an equilibrium 
distribution of both vacancy types, albeit with a much lower concentration of 0(2) 
vacancies.
The results indicate three main points. First, the energies of oxidation are more favourable on 
the surface than in the bulk, suggesting it is easier to incorporate oxygen at the surface. 
Diffusion experiments [14,15,99] and our previous calculations [138,139] have already 
demonstrated that doping La20 3 with Sr provides a labile source of oxygen vacancies.
Secondly, the lowest oxidation energy is for the {011} surface with the creation of O' 
species. This behaviour implies that this highly stable surface on La20 3 is the most active. 
The differences in oxidation energies for all types of hole species on the {001} and {011} 
surfaces are, however, very small, suggesting both surfaces to be active for the oxidative 
coupling of methane with an equilibrium distribution of O' and 0 22' species. Finally, the 
relatively small energies for the formation of hole species indicate that the partial pressure of 
reactant oxygen may be an important factor in the relative rates of this step in the catalytic 
cycle. This result is in accord with isotope experiments [14,15] which find significant gas- 
solid oxygen exchange and that lattice oxygen plays a major role in methane activation.
While we have included all of the important terms we should note that there are uncertainties 
in the absolute values due to the free ion energies employed. Nevertheless, our concern here 
is to understand how hole species may form; for this task our simulation methods have 
proved to be reliable. It is possible that the entropic contribution of 0 2(g) to the total free 
energy will make this reaction less favourable at high temperatures. However, our result is 
consistent with experimental findings which suggest that holes predominate at high oxygen 
partial pressures (>0.1 kPa). Indeed, a majority of the catalytic studies are carried out with
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oxygen partial pressures in excess of 5 kPa. Entropic effects need to be included in our 
calculations to derive a quantitative relationship between the oxygen partial pressure and the 
defect concentrations. This is obviously a topic for further study.
The calculations have thus helped to clarify the key energetic terms controlling the formation 
of oxygen hole centres in doped La20 3. A significant result is the process to create active 
species using reactant gaseous oxygen is most favourable at the stable {011} surface. As a 
comparison, it is interesting to note that analogous studies [53] o f the oxidation reaction to 
form O’ in Li/MgO found a highly exothermic energy of -1.1 eV per hole. Therefore in 
qualitative terms our results for La20 3 suggest a much less favourable formation of O' 
species. Indeed, this is consistent with the clear detection of O’ on Li/MgO but not on La20 3 
catalysts.
It is therefore possible that the catalytic activity of doped La20 3 is correlated with its ability 
to (re)generate reactive oxygen hole centres (O’) from oxygen vacancies at the surface; the 
oxygen vacancies are initially formed by doping with low-valent ions (e.g. Sr2+) while the 
existence of the hole species is sustained by the presence of gaseous 0 2 (as the oxidant) in 
the reactant stream.
5.4 Dopant - Hole Clusters
In addition to isolated O’ and 0 22- states, defect complexes comprised of nearest neighbour 
(dopant-O') species have been linked to possible active sites. Results for the formation of 
such complexes in bulk La20 3 are reported in Table 5.5 which gives the binding energies for 
complexes containing alkali metal and alkaline earth metal dopants. The results reveal that in 
all cases the complexes are bound which is not too surprising in view of their opposite 
effective charges. In any event this suggests that the O' species are stabilised by the 
formation of (dopant-O') entities, in accord with studies of alkali metal trapped holes in the 
alkaline earth oxides [52] (e.g. the (Li+0 ') centres in doped MgO [5,6]). The binding energy
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for clusters in the bulk is shown to decrease as the dopant ion size increases, with 
appreciable binding energy for Li+ containing species. It should be noted that such 
interactions do not necessarily preclude the presence of isolated species since clusters will be 
in equilibrium with single defects.
Table 5.5 Calculated binding energies of (dopant-hole) centres in bulk La20 3.
Centre3 Eb (eV)
alkali metal
04 ."o„*) -0.77
(NaLa"00-) -0.70
o
o
-0.58
(RbLa"O0*) -0.53
alkaline earth metal
(MgLa’0 0-) -0.56
(CaLa'0 0*) -0.44
(SrLa'0 0*) -0.30
(BaLa’0 0-) -0.20
a O" at 0(2) position.
Both experiment and our calculations have shown greater solubility for alkaline earth 
dopants, particularly Sr and Ca. The formation of trapped hole species for the alkaline earth 
metal ions at the {001} and {011} surfaces are shown in Table 5.6. Formation of these 
species at the {121} surface was found to be unstable. Once again, most of the complexes 
are found to be bound, with the exception of (Mg-CT) species. Interestingly, only a slight 
correlation between ion size and binding energy is apparent, with complexes comprised of Sr 
and Ba favoured.
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Table 5.6 Calculated binding energies of (dopant-hole) centres at the {001} and {011} 
surfaces of La20 3.
Centre3 Eb (eV)
{001} {011}
(MgLa'0 0-) 1.42 0.40
(CaLa'0 0-) -0.47 -0.46
(SrLa'(V ) -0.42 -0.53
(BaLa'0 0-) -0.49 -0.58
a O’ at 0(2) position.
The formation of dopant-hole species at the surfaces and in the bulk of La20 3 is shown to be 
energetically favourable. The incorporation of dopant ions into the La20 3 lattice is therefore 
expected to be enhanced by an oxidising atmosphere. The dopant hole species produced are 
suggested as stable active sites for the oxidative coupling of methane.
5.5 Proton Defects
Oxides exposed to atmospheres containing water vapour or other hydrogen containing gases 
may dissolve significant concentrations of hydrogen. Pure La20 3 is known to be hygroscopic 
and readily forms hydrate phases on exposure to air at room temperature, with a maximum 
weight gain being close to 15% of the total weight [119]. At temperatures below 600°C in a 
wet 0 2 atmosphere, La20 3 appears to become a pure proton conductor [140]. Interestingly 
doped La20 3 systems have been found to be much more stable taking almost twice as long to 
saturate [119,128].
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The dissolved hydrogen is thought to be present primarily as substitutional hydroxide 
groups, (OH)0* [140-142]. In the case of La20 3, incoming water molecules may occupy 
oxygen vacancy sites, with the generation of hydroxy ions according to the reaction:
0 0 + V " + H 20 -> 2 (0 H ) ; (5.4)
The consumption of oxygen vacancies by the incorporation of such defects would compete 
with the proposed mechanism of oxygen hole (active site) formation discussed in Section 
5.3. Thus it is proposed that catalytic activity would be inhibited in moist atmospheres or 
with catalysts not fully dried.
The solution energy of protons into the La20 3 lattice, according to equation (1), can be 
calculated as follows,
ESOi„ = 2[E(OH) + De (OH)] -  E( V " ) -  Ept (5.5)
where E(V0**) is the energy required to create an oxygen vacancy, E(OH) is the energy 
required to replace a lattice oxygen with an OH group and Ept is the gas-phase proton 
transfer energy. The latter term refers to transferring a hydrogen from H20  to the lattice 
oxygen (at infinity) to produce two OH groups. The subtraction of the hydroxide 
dissociation energy De(OH) {i.e. the Morse 'A' parameter) from E(OH), is required for this 
molecular species as a result of the way in which the defect calculation deals with the Morse 
potential: CASCADE incorporates Morse potentials with the energy offset from the 
conventional spectroscopic definition, which defines the energy zero at the minimum.
The O-H interaction is modelled as a rigid-ion system, with a Morse potential acting 
between the two ions (Table 5.7). The charge distribution of 0 (OH) = -1.4263 and H = 
+0.4263 is taken from the ab initio study of a-NaOH [75]. The short-range interaction 
between lattice oxygen ions and hydroxide oxygen ions is assumed to be the same as that
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between lattice oxygen ions. The short-range interaction between the lanthanum and 
hydroxide oxygen ions (Table 5.7) was derived from a La3+-0 2_ interaction used in the study 
of the LaMn03 perovskite [90].
Table 5.7 Interatomic potentials for the incorporation of protons in La20 3.
(a) Morse potential: ®(r~) = De{l -  exp[~P(r - re)]}2
Interaction De (eV) P (A-1) re (A)
H...O(0h) 7.0525 2.1986 0.9485
(b) Short-range: V(r) = A ex p (-r/p )- -C /r6
Interaction A (eV) p (A) C (eV A6)
La...O(OH) 1544.05 0.3447 0.0
O...H 311.97 0.3500 0.0
The energies for the substitution of a lattice oxygen with an OH group (which represents 
proton incorporation) and the relaxed O-H separation are shown in Table 5.8. A number of 
configurations for the proton exist. Here, we consider the four most favourable orientations, 
illustrated in Fig. 5.4. A complete description of these orientations, including the coordinates 
for the initial proton positions, is given in Appendix C.
O-H groups were positioned with an initial separation of 0.92 A and allowed to fully relax 
with the surrounding lattice. The final relaxed separations were slightly greater than this 
value, deviating from the initial position by a maximum of 0.18 A. The hydroxide 
substitution energies indicate that protons are preferentially incorporated at the 0(2) site, 
with an orientation position (iii).
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Table 5.8 Calculated solution energies for the incorporation of hydrogen defects into
bulk La20 3.
Proton position 
0 (oh) type Orientation3
O-H relaxed 
separation (A)
E0H(eV)
0(1) (i) 0.96 8.37
0(1) (11) 0.96 8.25
0(2) (Hi) 0.95 7.58
0(2) (iv) 0.95 7.62
a A complete description of the proton orientations is given in Appendix C.
0 (1)
0 (2)
Fig. 5.4 Schematic showing the favourable proton orientations in bulk La20 3.
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The energies for the incorporation of H20  into the bulk La20 3 lattice, via equation 5.4, are 
presented in Table 5.9. As the equation indicates, H20  is incorporated into the La20 3 by 
decomposition into H and OH species and, consequently, a number of possible combinations 
of oxygen sites can be involved. We have considered 0(1) and 0(2) sites since the oxygen 
ion vacancies (for the OH incorporation) may exist at both sites.
Table 5.9 Calculated solution energies for the incorporation of hydrogen defects into 
bulk La20 3.
OH site H site Esoln (eV per O-H)
0(1) 0(1) 2.11
0(1) 0(2) 1.77
0(2) 0(1) 1.24
0(2) 0(2) 0.90
The calculated solution energies show incorporation of protons at the 0(2) site in bulk La20 3 
is favoured, with an energy of 0.90 eV per O-H group. Interestingly, Etsell and Flengas 
[118] comment that one of the reasons for the hygroscopic nature of La20 3 is the weak 
bonding between these 0(2) layers.
In conclusion, hydrogen ion incorporation from H20  by oxygen vacancy annihilation is 
found to be energetically more likely than O" production in bulk La20 3, suggesting the need 
for dry catalytic conditions for methane coupling.
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6.1 Introduction
The incorporation of alkaline earth metal dopants (especially Sr2+) into the La20 3 bulk has 
been calculated to be favourable. The oxygen ion vacancies that are produced as charge 
compensating defects have been suggested to act as precursors to the formation of active 
sites. Specifically, the filling of these vacancies by molecular oxygen is proposed as the 
mechanism for the creation of the O" or 0 22’active species. Results from the previous chapter 
indicate an additional stabilisation of these hole species by clustering with dopant ions. This 
produces trapped hole species, which are expected to act as hydrogen abstractors from 
methane, in a similar manner to that proposed for (Li+0 ') centres in the Li+ doped MgO 
material [5-7,94,130]. Since hydrogen abstraction occurs at the catalyst surface, the 
concentration of active sites at the La20 3 surface is an important factor in catalytic activity.
Cation dopants are known to segregate at the surfaces of ceramic oxides [22,23,73,74,143- 
145]. However, quantitative data are sparse, and the relationship between surface structure 
and segregation behaviour is not well established. This is particularly true for catalytic 
systems, although some progress is being made in this area. Early modelling work by 
Colboum [143] showed a strong tendency for the surface segregation of Ca2+ ions in MgO, 
and more recently Cao and co-workers [145] found similar results for Sr2+ in MgO. Both 
studies predict an increased surface to bulk ratio of dopants, with a large reduction in the 
bulk concentration of the impurities.
It is now widely recognised that, to a large extent, segregation of impurities also governs the 
transport and mechanical properties of materials. The role of impurities at the surfaces of 
MgO, A120 3 and Cr20 3 for example, is known to critically affect a number of practical 
processes including sintering [145]. The role that the surface segregation of dopants plays in 
determining the overall crystal morphology is of particular importance in the field of 
catalysis. Our results in Chapter 5 and other studies have shown the importance of surface 
relaxation effects in the accurate prediction of relative surface stabilities [68,72,146]. The
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influence that impurity segregation has on the surface stabilities, therefore, plays a major 
role in establishing the catalyst shape of impure systems. Oliver, Parker and Mackrodt [147], 
for example, explain the unusual NiO crystal morphology (one of the few cubic structures 
which does not form cubic crystals) as a result of the stabilisation of the {111} surface by 
hole segregation. Possibilities therefore exist for the 'design' of catalysts, with the addition of 
particular dopants leading to catalysts with an increased area of active surfaces.
6.2 Isolated Defects
Surface segregation of impurities results from the variation of the defect energy as it 
penetrates from the surface into the bulk of the crystal. The driving force for surface 
segregation is provided by the reduction in elastic strain of the lattice associated with defects 
or dopants [22,23,143]. Figs. 6.1, 6.2 and 6.3 show the calculated variation of the energy as 
a function of depth beneath the surface for three defects, namely an isolated oxygen vacancy, 
oxygen hole (small polaron) and Sr2+ substitutional, respectively. Both the {001} and {011} 
surfaces of La20 3 are considered. The results for the oxygen species are complicated by the 
two non-equivalent oxygen sites in the crystal, but the plots clearly show that both types of 
oxygen defect have a preference for the outermost surface layer. The Sr2+ dopant shows 
similar tendencies, although at the {011} surface there is a slight preference for occupancy 
of the second La layer. Such defects would thus be expected to preferentially accumulate in 
the outer surface region at low surface concentrations [148].
In all cases the defect energies quickly converge to the bulk values (indicated by the straight 
lines on the plots) providing a steep barrier to penetration. This is not entirely unexpected 
since both surfaces exhibit surface relaxation effects mainly in the uppermost five layers. 
Hence it is this region which provides the different environment necessary for a change in 
defect energy. Similar results, suggesting defect energies at the surface quickly approach 
bulk values, have been obtained for other metal oxide catalysts [143] and also for the silver 
halides [26].
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Fig. 6.3 Isolated Sr2+ dopant energy as a function of depth (a) {001} (b) {011}. 
Hashed line indicates the bulk Sr substitutional energy.
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6.3 Heats of Segregation
Isolated defect energies as a function of bulk penetration provide an idea of the region in 
which defects would prefer to exist at infinite dilution. If defect segregation at higher 
concentrations is considered, the interaction of defects with each other must be taken into 
account. The heat of segregation (Ah) for different defect concentrations shows the 
preference the defect has at a given configuration and concentration compared with that in 
the bulk at the dilute solution limit. Langmuir behaviour assumes no interaction between 
defect species and predicts a linear relationship between the heat of segregation and the 
defect concentration [22,54]. In some systems this is true, but charged defects will nearly 
always undergo mutual attraction/repulsion and therefore deviate from this behaviour 
[22,145].
It is possible to calculate the heat of segregation of isolated and bound species at crystal 
surfaces using the MIDAS code [48,49]. The definition of the segregation energy employed 
in our work is based upon the difference in enthalpy between the defect in the bulk and at the 
surface. In other words, the enthalpy of segregation is determined by the substitution energy 
of the defect in the bulk relative to the energy per impurity defect at the relaxed surface. This 
is calculated for concentrations of defect up to that required to form a complete monolayer at 
the surface. Such high concentrations in the surface region are, of course, quite possible even 
in systems with the lowest bulk dopant levels, given the ratio of bulk to surface sites in 
solids.
We first examined the heat of segregation (Ah) of the isovalent rare earth ions Eu3+, Nd3+ and 
Gd3+ at the {001} surface of La20 3, as a preliminary study to the more complex case of 
aliovalent dopants. The results from Table 6.1 are plotted in Fig. 6.4 as the heat of 
segregation as a function of surface coverage.
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Table 6.1 Calculated heat of segregation (Ah/eV) of trivalent rare earth ions at {001} 
surface of La20 3.
Coverage Eu Nd Gd
0.0 -0.86 -0.86 -0.88
0.25 3.49 3.52 3.76
0.50 1.52 1.47 1.52
0.75 1.05 0.88 1.09
1.00 0.79 0.58 0.85
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Fig. 6.4 Calculated heat of segregation of rare earth ions at the {001} surface as a 
function of surface coverage.
Segregation of the rare earth ions up to a coverage of about 5% is predicted to be favourable 
at the {001} surface of La20 3. A large barrier to further segregation, peaking at 25% 
coverage, suggests only low coverages of such impurities. The segregation energies suggest 
all three dopants will segregate toward the {001} surface at low coverage, which is reflected
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in the values of Ah(0%) of about -1 eV. The calculations therefore predict {001} surface 
enrichment by Eu3+, Nd3+ and Gd3+. It should also be noted at this point, that a favourable 
segregation energy for a given concentration of defects does not necessarily mean that 
defects will exist in that region at that concentration. Barriers such as migration or binding 
terms may prevent such states from occurring.
Instead of being constant, the variation of Ah with coverage is found to be highly nonlinear. 
This is due to steric interactions between segregating ions as discussed earlier. As Fig. 6.4 
shows, Ah is calculated to rise sharply from the zero-coverage values to maxima at a quarter 
cation site occupancy, then decrease at higher dopant coverage. The maximum values of Ah 
are approximately 3 eV for all dopants. Comparisons with experiment are indirect because 
no reports exist of the observed segregation of rare earth dopants at La20 3 surfaces. Indeed, 
the objectives of this work are to provide quantitative results where these are lacking, and to 
prompt experimental studies in this area.
In principle, the segregation of aliovalent dopants is more troublesome to deal with than 
isovalent dopants, for the charge compensating defects need to be taken into account. 
Segregation of dimers composed of divalent dopants and oxygen holes, which have been 
proposed as active sites, are now considered. The results (shown in Table 6.2) were obtained 
by placing the dopant species in the outer two layers of both the {001} and {011} surfaces. 
A number of configurations within these two layers are available for cases of less than a full 
monolayer coverage, although the low energy configuration is reported in all cases.
Plots of the heats of segregation as a function of surface coverage in Fig. 6.5 show a 
deviation from the linear relationship predicted by Langmuir theory at both surfaces. At low 
surface coverage, the strain introduced into the bulk lattice is relieved by removing the 
defect pair to surface sites, i.e. Ah represents the elastic strain energy in the bulk which is 
relieved by the outward relaxation at the surface. As the coverage increases to 25%, the 
steric repulsion at the surface leads to an increase in Ah.
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Table 6.2 Calculated heat of segregation (Ah/eV) of (MLa0 0*) clusters, as a function of 
fractional surface coverage, at the {001} and {011} surfaces.
Surface Coverage (MgLa'0 0#) (CaLa’0 0-) (SrLa'CV) (BaLa'0 0‘)
{001}
0.00 -1.74 -1.92 -2.17 -3.16
0.25 2.13 2.46 2.35 1.41
0.50 0.87 0.31 0.14 -0.37
0.75 0.40 -0.51 -0.76 -1.29
1.00 0.59 -0.77 -0.11 -1.58
{011}
0.00 -1.40 -1.22 -1.43 -2.11
0.25 5.01 4.67 4.46 3.87
0.50 2.03 1.46 1.10 0.42
0.75 NCa 0.42 0.11 -0.52
1.00 0.19 -0.08 -0.41 -1.07
a Non-converging value.
The results indicate that such clusters will preferentially segregate to both the {001} and the 
{011} surfaces; this is predicted to occur when the equilibrium surface coverage does not 
exceed approximately 13% and 7% respectively (Fig. 6.6 shows this more clearly for Sr 
containing dimers). Similar trends are obtained in all cases, with high energy barriers to 
segregation peaking at 25% coverage. We note that this type of segregation behaviour has 
been found in a previous study of alkaline earth metal dopants in MgO [23].
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Fig. 6.6 Calculated heat of segregation of (SrLa0 0*) at the {001} and {011} surfaces 
ofLa20 3.
At high surface coverages, the segregation energy once again becomes favourable. However, 
it is uncertain whether such coverages would exist as the hexagonal La20 3 phase or as some 
other type of exsolved layer at the surface. We note that studies of Le Van et al. [128], have 
shown solutions of ~10% Sr to be soluble in La20 3 without evidence of a SrO phase forming 
as a surface layer. More detailed studies in this area, perhaps using XPS techniques, would 
be of considerable interest. Indeed, there has been relatively little systematic experimental 
work directed toward the study of dopant behaviour at oxide surfaces.
Another topic for further study would be the calculation of segregation energies for very low 
surface coverages of 1 or 2%. We should also note that the vibrational entropic contribution 
to the free energy of segregation is ignored in our calculations. Nevertheless, detailed 
numerical work on Ca segregated MgO shows that the entropic contribution is indeed 
negligible [23],
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6.4 Predicted Morphologies of Doped Systems
Segregation of defects to the surface region of doped La20 3 systems has been found to be 
favourable up to low surface coverages. Such defect coverages may cause modifications in 
the free energy of particular surfaces. Large changes in surface energies may, therefore, 
result from dopant segregation during sintering. This in turn will affect crystal morphology 
since the crystal will preferentially exist in a form which best minimises the surface free 
energy. The shape of the catalyst particles is believed to influence selectivities in the 
oxidative coupling reaction. In the case of La20 3, better selectivities have been correlated to 
thinner platelet morphologies which exhibit mainly the {001} face of the hexagonal 
structure. Moreover, it has been suggested that one of the main roles of Sr is to preserve this 
favourable shape during catalysis [128], Results from the previous section suggest that 
(MLa0 0#) clusters might form at {001} and {011} surfaces, especially when the doped 
catalyst is prepared in an oxidising atmosphere.
The calculated surface energies for a 25% monolayer coverage of alkaline earth metals and 
oxygen holes are shown in Table 6.3. We note that our calculations in Section 6.3 have 
shown that segregation of dopants to the surfaces at this concentration is unlikely to occur. 
This is, however, the lowest finite concentration we are able to examine with current 
resources and as such represents the limiting case. We should also note that these energies 
have different reference points relative to each other and to the pure system. Comparisons 
can, however, be made between the relative stabilities of surfaces for each system; for pure 
La20 3 the surface stability decreases in the following order: {011} > {121}> {012}> {110} 
~{122} > {001}. The results in Table 6.3 show a large decrease in the surface energies of the 
{001} and {011} surfaces for the doped systems. In particular, the {001} stability is 
predicted to increase dramatically. Our calculations are consistent with experimental studies 
that indicate the importance of the {001} face to catalytic performance in doped samples
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Table 6.3 Calculated surface energies (Ey/Jnr1) for coverages of 25% (MLa0 0*).
Surface (MgLa0 0*) (CaLa0 0*) (SrLaO(/) (BaLa’0 0*)
{001} 0.64 0.74 0.70 0.42
{011} 0.73 0.69 0.65 0.57
{121} 1.06 0.98 1.00 0.98
{012} 1.03 1.01 1.00 0.92
{110} NCa 1.11 1.05 1.01
{122} NCa 1.28 1.54 1.29
a Non-converging value
Table 6.4 Calculated surface energies (Ey/Jm-1) for coverages of 100% (MLa0 0*).
Surface Pure (MgLa'0 0*) (CaLa'0 0*) (SrLa'Oc (BaLa'0 0#)
{001} 1.43 0.71 -0.92 -1.33 -1.89
{011} 0.94 1.94 -0.05 -0.24 -0.63
{121} 1.15 1.14 0.77 0.70 0.48
{012} 1.27 0.65 0.32 0.21 -0.06
{110} 1.37 0.49 0.77 NCa 0.63
{122} 1.37 NCa 0.62 0.61 0.41
a Non-converging value.
At full monolayer coverages, some negative surface energies are calculated (Table 6.4). If 
we were considering a pure system this would clearly be unrealistic. The negative values, 
however, predict that at the concentration considered, the doped surface will be more stable 
than the doped bulk. In other words, the negative surface energies indicate that dopants in 
the bulk would prefer to exist at the surface. This is simply the same conclusion as that
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provided by the calculated heats of segregation. We note that negative surface energies have 
been calculated for alkaline earth metal ion coverages on MgO [23]. Once again, there is a 
large increase in the relative stability of the {001} and {011} surfaces.
The results for both 25% and 100% surface coverages of (dopant-oxygen hole) centres 
predict an increase in the relative stability of the {001} and {011} active surfaces. This 
suggests that these surfaces will have an increased contribution to the crystal morphology in 
systems doped with the alkaline earth metals. As before, the corresponding surface energies 
can then be used to predict crystal morphologies.
Calculated morphologies for La20 3 with 25% monolayer coverages of dopants are shown in 
Fig. 6.7. Interestingly, only the {001} and {011} surfaces are predicted to occur in the 
crystal morphology of systems with a 25% surface coverage of (MLa 0 0*). The proportions of 
these two surfaces are shown in Table 6.5, for each of the alkaline earth metal dopants 
considered. The results again highlight the increase in stability of the {001} surface in doped 
La20 3 relative to the pure material.
Table 6.5 Percentage (%) of total crystal area covered by {001} and {011} planes for 
25% coverages of (MLa0 0*).
Pure Mg Ca Sr Ba
{001} 2.2 19.5 12.1 12.2 24.8
{011} 70.8 80.5 87.9 87.8 75.2
Prediction of the crystal morphology for 100% surface coverages by (MLa0 0*) defects is 
hindered by the negative energies produced. However, the Mg2+ system is shown in Fig. 6.8. 
Other surfaces such as the {110} and {012} now begin to play a part, leading to the more 
elongated structure.
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Fig. 6.8 Predicted morphology for La20 3 with 100% (MgLa0 0-) surface coverage.
We must be cautious in drawing detailed conclusions from these results, given the preference 
shown earlier for much lower surface concentrations of (dopant-oxygen hole) species. 
However, the formation of trapped holes at the surfaces of La20 3 does appear to increase the 
area of the active {001} .and {011} surfaces, in addition to providing accessible active sites 
for the abstraction of hydrogen.
A similar study was undertaken to look at the morphology of La20 3 with a surface coverage 
of alkaline earth metal dopants with oxygen vacancies as charge compensating defects. The 
surface energies for a quarter monolayer coverage with respect to oxygen vacancies are 
shown in Table 6.6. Note that higher concentrations of oxygen vacancy defects could not be 
considered since this would lead to major restructuring at the surfaces. An increase in the 
relative stability of {001} and {011} surfaces is once again observed, with the exception of 
the Mg system.
The predicted crystal morphologies are shown in Fig 6.9, for which only the {001} and 
{011} surfaces are predicted to occur in the proportions shown in Table 6.7.
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Table 6.6 Calculated surface energies (Ey/Jnr1) for coverages of 25% by (2MLaV 0**).
Surface (2MgLa’V0- ) (2CaLaV0*#) (2SrLaV 0~) (2BaLa’V0~)
{001} 1.75 0.53 0.41 -0.01
{011} 0.69 0.61 0.57 0.69
{121} 2.96 0.85 1.01 1.02
{012} 12.46 0.97 0.84 0.70
{110} 3.62 1.39 1.11 1.09
{122} 2.16 1.61 1.67 1.16
Table 6.7 Percentage (%) of total crystal area of {001} and {011} faces for surface 
coverages of 25%
Surface Mg Ca Sr
{001} 0.0 17.3 24.3
{011} 100.0 82.7 75.7
Interestingly, a relatively large {001} area is predicted in the case of the Sr doped system. 
Experimental studies to compare the catalytic abilities and morphologies of Sr doped 
catalysts prepared in oxidising and reducing atmospheres would therefore be of interest in 
establishing the role of {001} and {011} surfaces in the oxidative coupling of methane.
It is difficult to draw any overall conclusions from the crystal morphology results bearing in 
mind the limiting case which this study is considering. However, it does appear that surface 
enrichment with the alkaline earth metals and their charge compensating defects tends to 
produce crystals which favour the active {001} and {011} surfaces. This preliminary study 
has shown a number of areas of interest for further examination.
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Fig. 6.9 Predicted morphology for La20 3 with 25% surface coverage by (2MLa V0#*).
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7.1 Introduction
A large number of metal oxides have been shown to be active and selective for the oxidative 
coupling of methane. More recently attention has focused on chlorine containing catalysts 
after a number of studies have shown these to be particularly efficient at converting methane 
to higher hydrocarbons by the oxidative coupling process [11-13,149-160].
Research into the role of chlorine in the OCM falls into three broad areas. The first is 
concerned with the effects of the addition of small quantities of chlorine (or chlorine 
containing gaseous compounds) into the feed stream. For example, studies by Sugyama et al. 
[152] have shown that the addition of trichloromethane to the reactant stream in the OCM by 
La20 3, Pr6On and Sm20 3 improves their catalytic performance. The formation of the 
corresponding oxychloride at the surface of each oxide is thought to be an important factor. 
Similarly, work by Burch et a l [149] has found that the promotion of M n02, Li/MgO and 
Sm20 3 with dichloromethane produces high C2 selectivities, but note that in these cases the 
influence of the chlorine promoter is very short lived.
The second area of study relates to chloride promoted or supported catalysts. Early work by 
Burch et a l [11] found that the addition of alkali metal chlorides to MgO, M n02, La20 3 and 
Sm20 3 increased C2 selectivity. Work by Khan and co-workers [155,156] have shown the 
benefits of certain oxychloride and chloride catalysts supported on Li2C 03/Mg0, while 
Otsuka et a l [157] found LiCl/Sm20 3 systems to yield good results. More recently, studies 
of the addition of chloride ions to Li/MgO systems by Lunsford et a l [158] conclude that 
significant increases in the rate of conversion of C2H6 occur at certain Cl/Li ratios producing 
exceptionally large C2H4/C2H6 ratios.
The final area of interest is of catalysts with intrinsic chloride content. Williams et al. [13] 
show that the oxychlorides BiOCl, LaOCl and SmOCl, exhibit varying degrees of catalytic
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performance. Burch and co-workers have examined SmOCl, Sm20 3 and SmCl3 and 
concluded that the role of chlorine may be, "...rather more complex than previously 
believed". Furthermore, Thomas et al. [12] identify a potentially large family of oxidative 
coupling catalysts for methane conversion, derived from bismuth oxyhalides.
The recent literature, however, indicates there is much uncertainty as to the role of chlorine 
in these systems. Although these reactions are still generally thought to occur by hydrogen 
abstraction to produce methyl radicals [13,159], there is considerable debate as to whether 
the reaction occurs mainly via a heterogeneous surface reaction and/or as a result of chlorine 
containing radicals released by the catalyst into the gas phase (chlorine being well known to 
effect the dehydrogenation of C2H6 in the gas phase). Indeed, it is still unclear whether 
chlorine is directly involved in the OCM reaction at all, or whether selectivity is increased 
by the blocking of total oxidation sites [149-151]. Moreover, most of the studies on chloride 
containing catalysts have been aimed at attaining high conversions and selectivities to C2 
products, with little emphasis on defect chemistry, ion transport or surface characterisation.
In this study we concentrate on two catalysts which have intrinsic chloride content, namely 
the oxychlorides of lanthanum and bismuth. BiOCl itself has been shown to produce 
relatively high methane conversions and C2 selectivities, although the structural and catalytic 
stability under operating conditions is poor [13,155,156], The isostructural LaOCl, whilst 
exhibiting inferior catalytic performance, does not suffer these stability problems to such an 
extent. It has been shown that substitution of bismuth with lanthanum to produce solid 
solutions o f B i j .^ O C l  improves stability [13,160]. This enhanced durability is however at 
the expense of catalytic performance. The reasons behind these structure/activity 
relationships is crucial to fully understanding the mode of operation of these oxychloride 
catalysts. To our knowledge, this will be the first detailed study of either LaOCl or BiOCl 
using computer simulation techniques.
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7.1.1 Structure
Both LaOCl and BiOCl crystallise into the PbFCl type (matlockite) structure (space group 
P4/nmm) shown in Fig. 7.1 [161-163]. The structure is tetragonal with layers normal to the 
c-axis, consisting of close packed oxide ion planes separated by the cation and two adjacent 
chloride planes. A common feature of the PbFCl type structures is the relatively easy 
cleavage along the (001) plane. This is associated with the weak bonding between the two 
adjacent chloride ion planes (labelled I and II).
Fig. 7.1 Schematic showing the matlockite crystal structure of BiOCl and LaOCl.
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7.1.2 Potentials
The potential parameters are based on previous studies of BaFCl, LaOBr and La2 Cu0 4  
[57,164,165]. Potentials for the bismuth interactions were initially assumed to correspond to 
the lanthanum interactions. This was a reasonable starting point given the similar oxidation 
state and ionic radii of the two ions (La3+=T.06 A, Bi3+=1.02 A). It should be noted that 
attempts at transferring the Bi3+...02- potential from a study of the Ba1.xKxB i03 system [166] 
produced a slightly inferior starting structure and was not therefore used. Integral ionic 
charges are presumed i.e. 3+ for La and Bi, -2 for O and -1 for Cl.
Empirical fitting using the GULP code [80] was employed to refine the potentials. Details of 
the final potential and shell model parameters are give in Table 7.1. A comparison between 
the calculated and experimental interatomic separations for LaOCl and BiOCl, presented in 
Tables 7.2 & 7.3 respectively, indicates that the deviations are generally small. This clearly 
shows that both potential models correctly reproduce the layered oxychloride structures.
In both oxychlorides much of the discrepancy arises from the problems in modelling the 
double chloride layer. This discrepancy is slightly more marked in the BiOCl system, 
although in this case the differences are probably indicative of the problems involved in 
modelling ions with lone-pair effects. The three-body term, which was used to model the 
covalency within the double halide layer in previous studies of LaOBr [164], was found to 
be advantageous for LaOCl {Appendix D). However, three-body terms are not, at present, 
featured in the CHAOS surface defect code and this model was therefore not used. It is noted 
that incorporating a similar term into the BiOCl model had a negligible effect.
The lattice energy, elastic and dielectric constants for the relaxed structures have been 
calculated and are reported in Table 7.4. Corresponding experimental data for direct 
comparison are unavailable, although our elastic and dielectric properties are consistent with 
previous simulation work on the isostructural LaOBr [164] and PbFCl [167] compounds.
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The absence of any negative values for calculated physical constants and phonon dispersion 
curves offers further evidence for the stability of both models.
Table 7.1 Interatomic potentials for LaOCl and BiOCl.
(a) Short-range V(r) = A exp(-r/p) - C/r6
Interaction A (eV) p(A) C(eV A6)
La3+...La3+ 24244.50 0.25867 0.0
La3+...02- 1644.98 0.36593 0.0
La3+...C1' 29882.70 0.26779 174.9
Bi3+...Bi3+ 24244.50 0.32840 0.0
Bi3+...02- 1644.98 0.34349 0.0
Bi3+...Cf 29882.70 0.26664 174.9
0 2\ . .0 2- 22764.30 0.14900 205.17
o 2-...cr 342.87 0.39424 0.0
cr ...cr 1227.20 0.39806 172.0
(b) Shell modela
Species Y (e) k (eV A'2)
La3+ -0.25 145.0
Bi3+ -0.25 145.0
o 2- -2.389 42.0
0 ’ -1.389 42.0
c r -2.519 29.38
a Y and k are the shell charge and spring constant, respectively.
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Table 7.2 Calculated and observed interatomic separations in LaOCl (A).
Species **exp *calc |A|
La...O 2.396 2.384 0.013
La...Cl (x4) 3.184 3.207 0.023
La...Cl (xl) 3.146 3.140 0.006
0 ...0 2.913 2.913 0.000
O...C1 3.249 3.271 0.022
C1...C1 3.455 3.424 0.031
*[161,162]
Table 7.3 Calculated and observed interatomic separations in BiOCl (A).
Species *exp *"calc |A|
Bi...O 2.314 2.267 0.047
BL..C1 (x4) 3.071 3.141 0.070
Bi...Cl (xl) 3.500 3.519 0.019
0 ...0 2.751 2.749 0.002
O...C1 3.260 3.316 0.056
C1...C1 3.484 3.399 0.085
*[162]
Chapter 7 Defect Structure and Ion Transport in LaOCl and BiOCl 108
Table 7.4 Calculated properties of the perfect crystal.
Property LaOCl BiOCl
Lattice Energy (eV per formula unit_1) -56.90 -59.79
a (A) 4.120 (4.119)a 3.888 (3.891)b
c(A) 6.881 (6.883)a 7.371 (7.369)b
Elastic constants (1011 dyn cm-2)
C„ 18.43 23.64
c 12 2.67 3.89
C,3 8.16 6.03
c33 14.48 3.54
c44 3.21 3.93
C66 5.30 6.80
Relative permittivities
<E0> 9.11 11.0
A8COV 2.35 2.43
a,b Observed values in parentheses a [161],h [162].
7.2 Intrinsic Disorder
The calculated energies of isolated point defects (vacancies and interstitials) for both 
oxychloride systems are presented in Table 7.5. Various sites were considered for the 
interstitial ions. The most favourable position was found to be in the unit cell face, between 
two metal and two chlorine ions shown in Fig. 7.2.
Relaxation of interstitial ions placed at this position is found to take place in the z direction 
only. The individual point defect energies are then combined to give the calculated Frenkel 
and Schottky energies reported in Table 7.6.
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Table 7.5 Calculated energies of isolated point defects.
Defect E (eV per defect)a
LaOCl BiOCl
Vacancies
metal (VM,n) 45.33 42.77
oxygen (V0“ ) 18.93 22.35
chlorine (Vcl*) 2.97 3.18
Interstitials15
metal (M***) -24.90 -23.58
oxygen (O}") -10.37 -10.51®
chloride (Cl;') 2.24 3.29
a Region I contains 250 ions. b Interstitial site at (0.00, 0.00, 0.50) in lattice units. 
0 Estimate using fixed interstitial.
Cl
t
z
interstitial
M
Fig. 7.2 Schematic to illustrate the interstitial ion position in the oxychlorides.
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Table 7.6 Calculated formation energies for Frenkel and Schottky disorder.
Type E (eV per defect)
LaOCl BiOCl
Frenkel
M3+ 10.21 9.59
o 2- 4.28 5.92
c r 2.61 3.24
Schottky-like
MOC1 3.36 2.84
m 20 3 4.46 2.67
m ci3 2.31 0.93
From these results it can be seen that for the LaOCl system, LaCl3 Schottky-like disorder is 
calculated to have the lowest formation energy and is thus predicted to be the predominant 
mode of intrinsic disorder. Such disorder would give rise to a slight deviation from 
stoichiometry, leading to a structure with excess oxygen. The magnitude of the defect energy 
does, however, suggest that the concentration of such defects will be low in the pure 
material. Analysis of the overall energetics of each process suggests chloride Frenkel 
disorder will also play a role to a lesser degree. Chloride defects (interstitials or vacancies) 
are, therefore, expected to control ion conduction in the pure LaOCl system.
Results for BiOCl clearly predict BiCl3 Schottky-like disorder as the predominant mode of 
intrinsic disorder. The relatively low energy suggests a high concentration of bismuth and 
chloride vacancies in the pure material. This is an interesting result in light of recent 
experimental studies which show BiOCl decomposes at elevated temperatures (>700°C) 
releasing chlorine species [13,155]. Early work by Arppe [168] and continued by Sillen 
[169] shows loss of BiCl3 as the cause, producing a new Bi24O31Cl10 phase. It would appear
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reasonable to suggest, therefore, that the structural instability arises from the formation of 
large numbers of bismuth and chloride vacancies by the BiCl3 Schottky-like mechanism.
We therefore conclude that ion vacancies will be the dominant intrinsic defects in BiOCl and 
LaOCl. This is consistent with previous simulation studies of PbFCl and LaOBr which also 
predict metal halide Schottky-like disorder in the pure systems. The high concentration of 
such defects in BiOCl, which shows greater catalytic activity, suggests these vacancies may 
be key precursors to the formation of active sites.
7.2.1 Electronic defects
Calculations were performed using La2+ and Bi2+ substitutionals as models for defect 
electrons. Hole states were modelled as O' substitutionals although, in the case of BiOCl, 
attention was also paid to the possibility of higher bismuth oxidation states i.e. Bi4+ and Bi5+. 
Results in all cases refer to small polaron calculations, in which the lattice is fully relaxed 
around the defect species. Lack of bandwidth data for both oxychlorides prevents the 
examination of possible large polaron models for hole states. Short-range interactions for the 
hole and electron states are assumed the same as for the normal charge state species. The 
change in Coulombic forces are modelled by altering the shell charge of the ions by the 
appropriate amount.
The lattice energy changes for the electronic defects are presented in Table 7.7 and their 
formation energies in Table 7.8, calculated using the intra-atomic energy terms in Table 
7.9(b). Bismuth ions with an oxidation state of Bi5+ were found to be unstable and are 
therefore expected to play a minor role in the chemistry of BiOCl. The hole formation 
energies clearly shows the preference for the O" species as the hole state in BiOCl rather 
than the Bi4+ species.
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Table 7.7 Calculated lattice energy changes for electronic defects.
Defect E (eV per defect)
LaOCl BiOCl
o- c o 15.34 16.73a
M4+ (IT) -32.03 -31.79a
M2+ (e') 22.85 22.64
a Estimate using fixed interstitial at respective ion site.
Table 7.8 Formation energies of electronic defects.
Defect E (eV per defect)
LaOCl BiOCl
O' (IT) 6.59 7.98
M4+ (IT) N/Aa 13.51
M2+ (e') 3.68 -2.92
a Not available - no literature value available for the 4th ionisation energy of lanthanum.
The question of non-stoichiometry is addressed by assuming that the following defect 
models might reasonably be expected under oxidising or reducing atmospheres:
(i) oxidation to form holes (O') with oxygen interstitial compensation (which produces an 
oxygen excess compound):
{ o 2(g )-> o :+ 2 h -  (7.1)
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(ii) oxidation to form holes (O’) with cation vacancy compensation (metal deficient 
compound):
l 0 2(g) + f M ^ ^ | v ; + 2 h '  + lM 20 3 (7-2)
(iii) reduction to form electron states (M2+) with oxygen vacancy compensation (oxygen 
deficient compound):
O: -> V " + j 0 2 (g) + 2e (7.3)
(iv) reduction to form electron states (M2+) with chlorine vacancy compensation (chlorine 
deficient compound):
Clci Vj, + 1 Cl2 (g) + e’ (7.4)
(v) reduction to form electron states (M2+) with metal interstitial ion compensation (metal
excess compound):
MOC1 -> M‘## + i  0 2 + j  Cl2 (g) + 3e' (7.5)
The energy calculated for each of these reactions is shown in Table 7.9(a). These are derived
using the relevant defect energies from Table 7.5 and the intra-atomic energy terms listed in 
Table 7.9(b).
High positive values are calculated for all of the redox reactions which suggests both 
oxychlorides are resistant to oxidation and reduction. This is consistent with the known 
properties of these materials. The most favourable energy of 2.62 eV is calculated for BiOCl 
via the reduction process (7.4). In general, therefore, we confirm that variable valence metal 
ions are not an important feature of these oxychloride catalysts.
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Table 7.9 (a) Calculated energies of redox reactions (eV).
Redox process E(eV)
LaOCl BiOCl
Oxidation 53* • II o 53* • II o
reaction (7.1) 12.67 15.31
reaction (7.2) 11.87 7.92
Reduction e' = La2+ e* = Bi2+
reaction (7.3) 16.41 6.65
reaction (7.4) 9.00 2.62
reaction (7.5) 28.27 12.70
(b) Atomic energy terms.
Atom Terma Energy (eV)
0 Eea,l -1.47
Eea,2 8.75
De 5.16
Cl Eea,i -3.62
De 2.51
La E U 19.18
Bi E i , 3 25.56
E i , 4 45.30
a Eea l and Eea2 are first and second electron affinities; Ei3 and Ei4 are third and fourth 
ionisation potentials; De is dissociation energy of the diatomic molecule [110].
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7.3 Ion Transport
The layered nature of the oxychloride structures suggests that anisotropic electrical and 
transport properties might be expected. Experimental measurements of the ionic conductivity 
observed in PbFCl show a high, anisotropic anion mobility [163,167]. In addition, recent 
simulation studies of the isostructural LaOBr predict a diffusion pathway associated with an 
interplanar bromide vacancy migration, perpendicular to the c-axis [164].
m
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cr
Fig. 7.3 Crystal structure of PbFCl, showing the possible mechanisms for anion 
vacancy migration (after ref. [163]).
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Our approach has been to evaluate the activation energies of the various anion migration 
mechanisms, the results of which are listed in Table 7.10. The possible mechanisms for 
anion migration in the PbFCl structure have been examined by Halff and Schoonman [163] 
and are illustrated in Fig. 7.3. Three oxide vacancy (labelled ma, mb, mc) and four chloride 
vacancy mechanisms (labelled ml9 m2, m3, m4) are considered. Ions migrating by the 
interstitial mechanism are assumed to migrate from their relaxed position at (0.0, 0.0, -0.5) 
via the saddle point position (at the centre of the rhombohedral 'window' composed of two 
metal and two chlorine ions) shown in Fig. 7.4. The interstitialcy mechanism is similar to the 
interstitial mechanism but in the case of the former, the interstitial ion 'knocks on' a lattice 
ion into the interstitial site in the adjoining unit cell.
Fig. 7.4 Schematic representation of the saddle point position for direct interstitial 
migration.
Examination of the calculated activation energies for anion migration (Table 7.10) reveals 
that the lowest energy barriers of about 0.4 eV are associated with the interplanar chloride 
vacancy mechanism (m^. Unfortunately, experimental data are unavailable for both
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oxychlorides. The magnitude of the activation energies are, however, in accord with values 
for other isostructural compounds including BaFX (X = Cl, Br) [170], LaOF [171] and 
PbFCl [167]. In addition, earlier simulation studies of LaOBr [164] find bromide ion 
migration to occur via a similar pathway with an almost identical energy barrier.
Table 7.10 Calculated activation energies for anion migration.
Mechanism Ea(eV)
LaOCl BiOCl
0  vacancy
m a 1.30 0.60
mb 6.74a NCb
mc 4.21 NCb
Cl vacancy
mi 0.41 0.47
m2 2.26 3.64
m 3 8.49 8.42
m4 1.59 NCb
Interstitial
0 NCb NCb
Cl 2.18a 1.53
Interstitialcy
Cl 3.70 4.78
a Non-converging Saddle point unstable with present model; value shown is obtained using
L
bond bending model (see Appendix D). Non-converging - saddle point unstable.
In the case of BiOCl, oxygen ion vacancy diffusion via the intraplanar mechanism (m j has a 
similar low energy barrier. In both systems the metal chloride Schottky-like disorder is
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predicted as the most favourable intrinsic defect, making the concentrations of thermally 
generated oxide vacancies negligible compared with that of chloride vacancies. Diffusion 
associated with the chloride vacancy mechanism (nij) will, therefore, predominate in both 
pure crystals. Oxide vacancy conduction will only become important in BiOCl if extrinsic 
factors, giving rise to oxygen ion vacancies, become significant.
It is not entirely unexpected that the nij mechanism is favoured over the other chloride 
vacancy mechanisms, since this involves the shortest Cl-Cl distance. Interestingly, 
comparison between LaOCl and BiOCl shows a similar relaxed Cl-Cl distance of 3.42 A and 
3.40 A respectively. Interionic oxygen distances for the ma reaction mechanism do, however, 
show a larger difference in migration distance i.e. 2.91 A and 2.75 A for LaOCl and BiOCl 
respectively, and this appears to be reflected in the different activation energies of 1.30 eV 
(LaOCl) and 0.60 eV (BiOCl). Mechanisms m4 and mc, which lead to antisite disorder and 
ion conductivity in the c direction, are generally shown to be unfavourable in the BiOCl 
system. Vacancy migration via the m4 mechanism is feasible in LaOCl, although a relatively 
high energy barrier to this mechanism exists. The relatively high activation energies clearly 
indicate that interstitial ions are predicted to have low mobility.
In summary, we predict the chloride ion vacancies to be the most mobile species in both 
LaOCl and BiOCl. These are shown to diffuse through the bulk by an interplanar mechanism 
involving a zig-zag motion between the two adjacent chloride planes. Anisotropic ionic 
conductivity is therefore expected in pure single crystals of both materials.
7.4 Dopant Substitution
The incorporation of foreign ions into solid catalyst lattices, whether as dopants or as 
impurities during preparation, is known in many cases to radically alter their solid state 
properties (as discussed earlier); such promoters being widely used in industry to increase 
yields. In general, however, the choice of dopant ions as catalytic promoters is rather
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arbitrary since the mode of incorporation, and therefore the exact effect of the dopant ions, is 
very difficult to determine experimentally. Nevertheless, the ways in which promoters or 
inhibitors change the properties of catalysts often gives an insight into their mode of 
operation, as we have shown from previous work on La20 3. It is therefore important to 
examine possible extrinsic effects. We are unaware of any experimental studies detailing the 
effects of dopant incorporation for these newly discovered catalysts and so the results in this 
section are of a predictive nature.
Aliovalent doping with alkali and alkaline earth metals has been shown to be effective in 
promoting a wide range of catalysts for the oxidative coupling of methane. Here we assess 
the solution energies and the mode of incorporation of a range of these ions into the 
oxychlorides, neglecting defect entropy terms. The interatomic potentials for the dopant 
species are those of the corresponding binary metal oxides and metal chlorides which have 
been successfully applied to recent studies of impurities in La2Cu04 [57], YBa2Cu30 7 
[33,35] and La20 3 [138,139]. The more favourable ways in which alkaline and alkaline 
earth metal ions might dissolve into the LaOCl and BiOCl lattices are shown in equations 
(7.6) through (7.11). Doping with chlorides [172] as well as oxides [83,84] are considered, 
and the resulting solution energies calculated for the most favourable mechanisms are listed 
in Table 7.11. We note that dopant incorporation is found to occur exclusively by 
substitution at the host metal ion site since dopant interstitial ion solution was found to be 
very unfavourable.
Defect equations for the incorporation of alkali metal dopant ions (A = Li, Na, K, Rb) into 
the oxychlorides (M = La, Bi):
(i) i a 2O + M ^ - » A > V 0“ + i M2O3 (7.6)
(ii) i a 2o  + m xm ^ a 'm + i v 0" + v -, + m o c i (7.7)
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Table 7.11 Calculated energies of solution for alkali metal and alkaline earth metal 
dopants.
LaOCl BiOCl
Dopant ion Mechanism Esoin(eV per dopant) Mechanism Esoin (eV Per dopant)
A
Li+ (7.8) 4.50 (7.6) 1.88
Na+ (7.7) 4.19 (7.6) 0.05
K+ (7.7) 3.65 (7.6) -0.75
Rb+ (7.7) 3.49 (7.6) -0.98
E
Mg2+ (7.11) -2.49 (7.11) -4.67
Ca2+ (7.11) 0.51 (7.9)/(7.11) -1.52/-1.56
Sr2+ (7.10) 1.37 (7.9) -2.78
(iii) AC1+ M XU -+ A m + 2 Vq + LaCl3 (7.8)
Defect equations for the incorporation of alkaline earth metal dopant ions (E = Mg, Ca, Sr) 
into the oxychlorides (M = La, Bi):
(iv) EO + -» Em + 1 V0"  + i  M20 3 (7.9)
(v) EO + —» EM + Vq + MOC1 (7.10)
(vi) EC12 +M£j —> Em + V-, +MC13 (7.11)
A number of points emerge from these results. For both systems the alkaline earth metals 
ions are calculated to be more soluble in the oxychlorides than the alkali metal ions. This is
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in accord with work on La20 3 in Chapter 4 where we suggest ion 'mismatch' as the most 
probable cause. Interestingly, both types of dopant ion are predicted to have a relatively high 
solubility in BiOCl. This is not entirely unexpected given the diverse range of compositions 
derived from bismuth oxyhalides [12]. Indeed, Zhou and co-workers comment that lattice 
sites normally occupied by Bi3+ ions in layered oxyhalides may be tenanted by a variety of 
alkali metal and alkaline earth metal ions, especially in the MCaBi04Cl6 (M = Li, Na) family 
of catalysts [160]. In contrast, the relative lack of diversity shown in such LaOCl based 
compounds is consistent with the high barriers to solubility for all the dopants except the 
smallest alkaline earth metal ions.
The mode of incorporation of the aliovalent dopants into the oxychloride lattices takes place 
in a number of ways. The alkaline earth metal ions are predicted to dissolve into LaOCl to 
produce chloride vacancies as charge compensating defects. In BiOCl, Mg2+ is predicted to 
increase the chlorine vacancy concentration, but as we move up the series to Sr2+, oxygen ion 
vacancy compensation dominates. In contrast, alkali metal ion substitution produces only 
oxygen vacancies in BiOCl. These results clearly suggest that by careful choice of dopant, 
the concentration of either oxygen or chlorine ion vacancies could be controlled in these 
catalysts. Experimental studies dealing with dopant phenomena and their effects on catalytic 
activity and selectivity would, therefore, be of considerable interest.
7.5 Solid Solutions of B i^ L a^ C l
As stated earlier, experimental work has shown that the instability suffered by the BiOCl 
catalyst at high temperatures can be greatly reduced by the partial substitution of Bi3+ ions 
with La3+ [160]. These solid solutions, of general formula B i^ L a ^ C l, do however exhibit 
diminished catalytic performance compared with the parent BiOCl catalyst, although their 
enhanced durability makes them better catalysts overall [13].
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A partial characterisation of the Bi0 5La0 5OCl structure is given by Williams et al. [13], but 
the degree of cation ordering is still unclear. Indeed, they remark that it is not generally 
feasible to obtain evidence for superlattice ordering in these types of solid solutions simply 
from x-ray diffractograms and that even selected area electron diffraction produces no clear 
result [160]. Computer simulation allows us to compare different models of the possible 
structures of Bi0 5La0 5OCl by energy minimisation procedures.
7.5.1 Dilute Limit
Isolated dopant substitution is first considered, which corresponds to dilute concentrations. 
The incorporation of Bi3+ in LaOCl and La3+ in BiOCl ions can occur via a number of 
mechanisms depending on the dopant compound. The following defect equations (7.12 
through 7.17) detail the possible solution pathways involved in doping the oxychlorides with 
the corresponding oxide, chloride or oxychloride:
Incorporation of Bi3+ ions into host LaOCl:
(i) BiOCl + La*a -> LaOCl + Bi*a (7.12)
(ii) 2 + LaLa (7.13)
(hi) BiCl3+La*a ->LaCl3+Bi*a (7.14)
Incorporation of La3+ ions into host BiOCl:
(iv) LaOCl + Bigj BiOCl + La^ (7.15)
(v) yLa20 3 +Big; —» jB i20 3 +LaJj (7.16)
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(vi) LaCl3 + Bi*j -> BiCl3 + La*j (7.17)
A number of points emerge from the calculated solution energies listed in Table 7.12. With 
the exception of process (7.13), all the mechanisms of solution considered here are 
calculated to be exothermic. This suggests incorporation of La3+ or Bi3+ ions into LaOCl or 
BiOCl respectively will take place readily. This is consistent with the existence of the 
B i^ L a /lC l solid solutions over a wide composition range, and may in part be explained by 
the similar ionic radii of the two trivalent ions (La3+= 1.06 A, Bi3+= 1.02 A). The use of the 
chloride or oxide to introduce lanthanum ions into the BiOCl host lattice is more favourable 
than using the oxychloride. This would, however, result in production of a mixed phase or 
exsolved layer which would obviously be undesirable in most applications.
Table 7.12 Energies of solution of La3+ and Bi3+ ions in LaOCl and BiOCl.
Solution mechanism Esoi (eV per dopant)
LaOCl host
reaction (7.12) -1.36
reaction (7.13) 2.79
reaction (7.14) -0.66
BiOCl host
reaction (7.15) -1.44
reaction (7.16) -5.59
reaction (7.17) -2.13
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7.5.2 Solid Solutions
The previous calculations refer to solution energetics at the dilute limit. We now consider the 
1:1 solid solution (Bi0 5La0 5OCl) and examine possible lattice changes and ion ordering.
■i o
Model A Model B
La3+ . #  La3+,Bi 3+
Bi3+ La3+,B i3+
0 2‘
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Fig. 7.5 Schematic to illustrate the cation ordering in the alternating (Model A) and 
mixed (Model B) models for Bi0 5La0 5OCl.
As a starting point to our investigation, we consider four models for the distribution of 
lanthanum and bismuth ions in the Bi0 5La0 5OCl structure, shown in Fig. 7.5. First, model 
(A) has alternating layers of metal ions with each layer composed solely of one metal ion 
type. Second, the mixed layer model (B) equally distributes both ion types on each layer. 
Finally, we consider variants of model (A), shown in Fig. 7.6. Model (C) has metal ion 
layers of the same type sandwiching the oxygen layers whilst model (D) has the metal ion 
layers sandwiching the chloride layers. We note that the initial starting crystal structure 
chosen (either LaOCl or BiOCl) was found to make no difference to the final relaxed 
Bi0 5La0 5OCl structure in any of the models.
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Model C Model D
Fig 7.6 Schematic to illustrate the cation ordering in the double-oxide (Model C) and
double-chloride (Model D) models for Bi0 5La0 5OCl.
Table 7.13 Calculated and observed interatomic separations (A) for Bi0 5La0 5OCl.
Layered model (A) Mixed model (B)
Species rexp Laic |A| Laic |A|
La...O 2.379 2.403 0.024 2.439 0.060
Bi...O 2.316 2.210 0.107 2.170 0.147
La...Cl (x4) 3.115 3.084 0.031 3.067 0.048
La...Cl (xl) 3.296 3.113 0.183 3.332 0.036
Bi...Cl (x4) 3.167 3.262 0.095 3.245 0.078
Bi...Cl (xl) 3.416 3.532 0.116 3.457 0.041
C1...C1 (x4) 3.998 3.985 0.013 3.936 0.062
C1...C1 (x4) 3.457 3.381 0.076 3.372 0.085
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Both the alternating (A) and the mixed layer (B) models were calculated to have almost 
identical energetic stability. The double layer models (C) and (D) were, however, shown to 
be less stable and are not therefore expected to occur to any great extent. The results indicate 
that an equal distribution of the metal ions over the crystal is favoured, with less stable 
structures produced if adjacent blocks of the same type of ions occur. It should be noted that 
model (A) fulfils this criterion, despite the apparent segregation of one cation type per layer. 
In fact, the interlayer cation separations across the oxygen divide are shorter than the 
intralayer distances, leading to a high degree of metal ion mixing.
Table 7.14 Calculated perfect lattice properties of Bi0 5La0 5OCl.
Property Layered (A) Mixed (B)
Lattice Energy (eV per formula unit_1) -58.75 -58.74
a (A) 3.985 3.915 (4.005)
b(A ) 3.985 3.955 (4.005)
C(A) 7.064 7.257 (7.125)
Elastic constants (1011 dyn cm*2)
C„ 21.48 17.48
^12 2.12 2.28
^13 6.58 6.31
C-33 9.90 5.61
C44 3.18 4.46
C66 5.93 5.57
Relative permittivities
<e0> 9.67 8.96
<Sco> 2.41 2.40
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The calculated interatomic separations for the alternating (A) and mixed layer (B) models are 
presented in Table 7.13 as well as those observed experimentally for the system [13]. 
Comparison shows, in general, good correlation for both models. The calculated properties 
of the perfect crystal for Bi0 5La0 5OCl are presented in Table 7.14. The lattice energies and 
lattice parameters are intermediate between the two end members of the series. Examination 
of the relaxed structure for the mixed model (B) showed the crystal to distort slightly from 
the tetragonal structure, resulting in an angle of p = 89.95°. A similar effect has been 
observed in Bi0 75La025 OCl from careful measurement of the diffraction patterns. However, 
no such effect has been reported in the 1:1 solution. Furthermore, defect calculations proved 
unstable in the mixed model (B), suggesting a slight instability in the structure.
Table 7.15 Calculated energies of isolated point defects in layered Bi0 5La0 5OCl.
Defect E (eV per defect)
Vacancies
La3+ (VLa"') 43.47
Bi3+ (VBi") 46.33
0 2 -  (V0- ) 20.65
Cl" (VCi*) (near Bi) 2.71
Cl' (Vcl*) (near La) 3.26
Interstitials
La3+ ( L a f ) NC
Bi3+ (Bij—) NC
0 2 - (Of) NC
Cl- (Cl,) 2.78
Our results point towards the layered model (A) as the most probable structure for 
Bi0 5La0 5OCl. With the ordering of lanthanum and bismuth ions in this structure, the double
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chloride layers (I and II) now become crystallographically non-equivalent. This is shown in 
Table 7.15 by the different energies for the creation of chloride vacancies in the layered 
structure (model A).
The calculated formation energies for Frenkel and Schottky disorder (Table 7.16) display 
some interesting trends. Schottky disorder, involving the loss of the metal chloride, is still 
predicted as the most favourable mode of intrinsic disorder, in accord with the calculated 
properties for the end members of the B i^ L a ^ C l series. The results indicate a preference 
for BiCl3 formation rather than LaCl3, suggesting a tendency for the solid to revert to LaOCl.
Table 7.16 Calculated formation energies for Frenkel, Schottky and Schottky-like 
disorder in layered Bio^La^OCl.
Type E (eV per defect)
Frenkel
La3+ NC
Bi3+ NC
o 2- NC
ci- 5.49
Schottky
®io.sLao.5^^ 3.17
LaOCl 3.31
BiOCl 2.35
La20 3 4.75
Bi20 3 3.08
LaCl3 1.65
BiCl3 1.46
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The BiCl3 Schottky disorder is now 0.5 eV per defect greater than pure BiOCl. This explains 
the increased stability of the Bi^La/DCl solid solutions over undoped BiOCl which we 
attributed to the loss of BiCl3 via the Schottky-like process in Section 7.2. Frenkel energies 
are still calculated to be unfavourable which further suggests that interstitials do not play an 
important role in the defect chemistry of the Bi^La/DCl family of compounds.
7.5.3 Ion Migration
We now turn our attention to ion migration in the Bi0 5La0 5OCl system, concentrating here 
on the most favourable mechanisms (shown in Table 7.17). Both oxygen and chlorine ion 
vacancy migration are found to have higher energy barriers than in the pure BiOCl system. 
Interestingly, whilst the magnitude of oxygen vacancy migration (m j is intermediate 
between the two end members of the series, the Cl vacancy migration (mj) is now 0.3 eV 
less favourable than that in either BiOCl or LaOCl. Since chlorine ion vacancies are 
predicted to be the predominant intrinsic defects responsible for ion migration, a reduction of 
the ion conductivity would therefore be expected in the Bi0 5La0 5OCl system. This suggests 
that the change in catalytic performance from the relatively poor LaOCl, through the 
intermediate Bi0 5La0 5OCl, to the active BiOCl, is related to the change in chlorine ion 
mobility within the lattice.
Table 7.17 Calculated activation energies for anion vacancy migration in Bi0 5La0 5OCl.
Mechanism Ea (eV)
0  vacancy (ma) 0.79
Cl vacancy (m{) 0.77
LaOCl suffers from a low concentration of intrinsic chloride vacancies and therefore has a 
low flux of chlorine ions in the pure material. BiOCl, in contrast, has such a high
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concentration of intrinsic defects that the structural stability is affected (as discussed in 
Section 7.2). Bi0 5La0 5OCl would seem the ideal choice as a catalyst, but it has a lower 
chloride mobility. One possible area for further investigation is, therefore, the doping of 
LaOCl with alkaline earth metal ions to create a larger concentration of mobile chlorine ion 
vacancies in the lattice.
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8.1 Introduction
To extend the scope of the bulk simulations of LaOCl and BiOCl, the structure and defect 
chemistry of the surfaces are investigated. This is an important area of study since, in 
addition to being the region for active site formation for the oxidative coupling of methane, 
the surface stability of chlorine-containing catalysts is believed to have a major effect on 
their efficiency and durability. Studies of the catalytic performance of a range of distinct 
monophasic solids derived from the bismuth oxyhalides, have led to suggestions that 
enhanced performance is obtained in structures with no single layer of surface chloride ions, 
i.e. where the chloride ions are not too labile [12]. However, work by Khan and Ruckenstein 
[155,156] has found that a number of supported BiOCl catalysts remain active and selective 
despite a significant decrease in the surface chloride concentration during the catalytic 
reaction.
The precise role of chlorine in LaOCl and BiOCl is still uncertain, as discussed in detail in 
the previous chapter. Even assuming that the reaction takes place on the catalyst surface, a 
number of possible sites are feasible for the abstraction of hydrogen. Apart from XPS studies 
of the BiOCl based catalysts [155,156], few attempts have been made to characterise the 
surface structure and crystal morphology of these catalysts. In an attempt to promote the 
understanding of the mode of operation of these catalysts, we apply surface simulation 
techniques to the LaOCl and BiOCl systems.
8.2 Surface Energies and Crystal Morphology
We first modelled a range of low index surfaces for LaOCl and BiOCl. The calculated 
surface energies for the most favourable surfaces are shown in Tables 8.1 and 8.2, where we 
note that the {011} surface was found to be unstable for LaOCl.
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Table 8.1 Calculated surface energies (Jnr2) for pure LaOCl.
Surface Unrelaxed Relaxed A%
{001} 0.51 0.40 -22.8
{010} 2.03 1.11 -45.3
Table 8.2 Calculated surface energies (Jnr2) for pure BiOCl.
Surface Unrelaxed Relaxed A%
{001} 0.18 0.14 -24.1
{010} 2.50 1.76 -29.6
{011} 3.45 1.69 -51.1
The relaxed structure of the {001} surface is shown in Fig. 8.1 for BiOCl and consists of a 
symmetrical stacking sequence of five charged planes Cl-Bi-O-Bi-Cl with chloride ions at 
the outermost surface. The relaxed {001} surface for LaOCl is almost identical, with slightly 
closer interplaner distances as expected from the smaller c parameter of the unit cell. The 
{010} surfaces undergo rumpling during relaxation and is accompanied by lateral movement 
in the outermost layer, with a much more pronounced effect in the BiOCl system. As Fig. 8.2 
shows, the BiOCl surfaces are initially composed of stoichiometric layers of M, O and Cl 
atoms (see lowest layer of top picture). Relaxation causes the oxygen ions to protrude and 
the chloride ions to retract, and thus for BiOCl the stacking sequence becomes O-Bi-Cl-Cl- 
Bi in the surface region. The relaxed {011} surface of BiOCl, shown in Fig 8.3, exhibits a 
more step-like character, with the unrelaxed stacking sequence of Bi-O-Cl-Cl-O-Bi changing 
to O-Bi-Cl-Cl-O-Bi for the uppermost layers.
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Fig. 8.1 Relaxed {001}surface of BiOCl (viewed from the side and above).
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Fig. 8.2 Relaxed {010} surface of BiOCl (viewed from the side and above).
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Fig. 8.3 Relaxed {011}surface of BiOCl (viewed from the side and above).
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Two main points emerge from the results. First, the surface energies corresponding to the 
fully relaxed structures are lower than those for the unrelaxed structures, as found for 
previous surface studies. This emphasises the importance of including relaxation effects 
when considering the surface structure of these layered compounds. Secondly, the {001} 
surfaces show significant stability for both LaOCl and BiOCl. This is not entirely surprising 
since a common feature of the PbFCl type structures is the relatively easy cleavage along the 
{001} plane, between the two chloride layers. Indeed, for both the La and Bi structures the 
magnitude of the surface relaxation at the {001} surface is relatively small, suggesting 
minimal structural disruption upon cleavage and hence a lower surface energy.
Fig. 8.4 Calculated single crystal morphologies a) BiOCl b) LaOCl.
Use of the GEM code to predict surface morphology for the LaOCl and BiOCl crystals 
yields the results shown in Fig. 8.4 and detailed in Table 8.3. The {001} surface is predicted 
to dominate the single crystal morphology of pure BiOCl, producing flat, plate-like crystals. 
This is in good agreement with experimental studies by Khan et al. [155] whose scanning 
electron micrographs show a similar morphology for the pure BiOCl. LaOCl is also observed 
to crystallise as tetragonal leaflets [169]. An increased {010} area is predicted for the LaOCl 
system resulting in more three dimensional, block-like crystals. The results from the 
morphology calculations also suggest that the loss of chlorine from LaOCl and BiOCl, 
observed at elevated temperatures [13], would occur preferentially from the {010} crystal 
surfaces. This is rationalised by considering the predominant pathway for chloride ion
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migration in LaOCl and BiOCl which has been calculated to occur perpendicular to the 
{010} surface, along the double chloride layers (see Chapter 7). Interlayer transport of 
chloride ions along a pathway perpendicular to the {001} surface is calculated to be far less 
favourable.
Table 8.3 Calculated surface area coverage for planes of pure LaOCl and BiOCl.
Surface Area (% total)
{001}
{010}
BiOCl LaOCl
86.5 58.3
13.5 41.7
8.3 Defects at Surfaces
Since the {001} surface is predicted to dominate the crystal morphology, our study of 
defects at the surface of BiOCl and LaOCl will focus on this surface. We note, however, that 
all defects at the {010} surface were found to be unstable. The calculated defect energies for 
isolated vacancy defects at the {001} surfaces of LaOCl and BiOCl are shown in Table 8.4 
with the bulk values included for comparison. The creation of cation vacancies was found to 
introduce structural instabilities, suggesting the loss of surface metal ions does not occur to 
any great extent without major restructuring.
Table 8.4 Calculated defect energies (eV) for isolated vacancies at oxychloride surfaces.
Defect LaOCl BiOCl
bulk {001} bulk {001}
••O> 18.93 19.28 22.35 22.98
VCi- 2.97 3.36 3.18 3.72
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Table 8.5 Calculated defect energies (eV) for oxygen hole species (O") in the bulk and 
at the {001} surfaces of LaOCl and BiOCl.
LaOCl BiOCl
bulk 15.34 16.73
{001} 15.40 16.88
Both oxygen and chlorine ion vacancies are found to preferentially exist in the bulk of 
BiOCl and LaOCl, suggesting a tendency for these species to segregate to the interior of the 
catalysts. This is in contrast to the surface segregation of defects predicted for the La20 3 
system (Chapters 5 & 6).
The possibility of electronic defects at the {001} surface of LaOCl and BiOCl is now 
examined. The defect energies for oxygen hole species at the {001} surfaces, which have 
been suggested as the active site for hydrogen abstraction [5-7,94,130], are listed in Table 
8.5. The bulk values are also included for comparison. The energies quoted for oxygen hole 
species are based on the small polaron model, using the relevant potentials and charge 
distribution methods described previously in Chapter 7. The oxidation or reduction of 
cations at the {001} surface was found to cause instabilities in the surface. Indeed, such sites 
have already been calculated as unlikely to play a major role in these oxychloride materials 
(Section 7.2.1).
Table 8.6 Formation energies (eV) for oxygen hole species (O”) in the bulk and at the 
{001} surfaces of LaOCl and BiOCl.
LaOCl BiOCl
bulk 6.59 7.98
{001} 6.65 8.13
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Table 8.7 Binding energies (eV) for oxygen hole dimers (0 22') in the bulk and at the 
{001} surfaces of LaOCl and BiOCl.
LaOCl BiOCl
bulk 0.46 NCa
{001} 0.51 0.91
a Non-converging.
The formation energies for the oxygen hole species are shown in Table 8.6. From these 
results it can be concluded that oxygen hole formation is favoured in the bulk of both 
catalysts. In addition, hole formation is predicted to occur more readily in the LaOCl 
material.
Binding energies for 0 22' peroxy species are shown in Table 8.7 using the same approach 
detailed previously for the 0 22' in La20 3 (Section 5.3.2). The results show positive values for 
the peroxide ion for both the bulk and {001} surface, suggesting isolated oxygen hole 
species have greater stability. The energy to form oxygen holes via the filling of oxygen 
vacancies by molecular oxygen (equation 8.1) is detailed in Table 8.8.
V0" + i 0 2 - ^ + 2 h -  (8.1)
Table 8.8 Energies of the oxidation reaction (oxygen to hole) in the bulk and at the 
{001} surfaces LaOCl and BiOCl (eV per hole).
LaOCl BiOCl
bulk 2.06 1.74
{001} 1.94 1.57
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It is noted that the incorporation of oxygen into chlorine vacancies was found to be highly 
unfavourable.
The energy to create O" holes from the incorporation of molecular oxygen is calculated to be 
endothermic and greater than that calculated for the La20 3 system. We have already shown 
that any O" species created are not predicted to bind to form peroxy species to any great 
extent, preferring to exist as isolated holes. Furthermore, the population of oxygen vacancies 
required for the creation of holes are not expected in significant concentrations in either the 
pure or doped oxyhalide catalysts.
Other types of active site in the LaOCl and BiOCl catalysts were also investigated. However, 
our calculations find no evidence for the oxidation or reduction of Bi3+ or La3+. Furthermore, 
hole formation at chlorine ions (including the creation of Vk centres [173]) is unlikely to 
occur at reaction temperatures due to prohibitively high energies of at least 8 eV, although 
active site formation with chloride vacancies cannot be ruled out.
There are several possibilities to explain the catalytic performance of the oxychlorides in 
light of our results. Firstly, structural effects are likely to play an important role in these 
layered catalysts. As discussed in Chapter 7, oxygen ion diffusion is predicted to occur 
predominantly via an intralayer pathway. High barriers to migration exist for interlayer ion 
migration between the bulk and the {001} surface. Defects formed on LaOCl and BiOCl 
may be effectively trapped at the {001} surface so that migration of the holes into the bulk, 
where they are inactive towards gaseous methane, is far less likely to occur. This may 
explain the increased activity of BiOCl compared with LaOCl, since BiOCl is predicted to 
have an increased {001} surface area and a lower hole formation energy, as well as a much 
higher barrier to ion migration perpendicular to the {001} plane. Interestingly, the work 
carried out by Thomas and co-workers [12], which examined a range of layered catalysts 
derived from BiOCl, concludes that better catalytic performance is obtained from structures 
with, "..no single layer of chloride ions". One main feature of these structures with high
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catalytic performance is the large interplaner distances between oxygen layers, suggesting 
substantial barriers to bulk penetration by surface O' species.
Secondly, our treatment of the Bi ion may be inadequate. As mentioned earlier, lone pair 
electronic effects have proved problematic in a number of previous simulation studies of Bi- 
containing materials, such as the bismuth cuprate superconductors [174], which have led to 
instabilities in defect calculations. The inclusion of electronic effects into our calculations 
may, therefore, alter the hole formation energies for the BiOCl case. Embedded quantum 
mechanical cluster calculations to further examine hole states would obviously be of interest.
Finally, in all our surface calculations, we have assumed planar surfaces. Real surfaces 
contain irregularities (e.g. steps, kinks and ledges) and it has frequently been suggested that 
these are implicated in processes such as catalysis (see for example work by Mackrodt et al. 
[22]). For example, a recent study by Lewis and Catlow [175] on chlorine doped MgO and 
Li/MgO systems find chloride ions to be preferentially situated at low-coordination step sites 
at the surface. Such irregularities may well affect hole formation in the BiOCl and LaOCl 
systems and this is an area for further study.
In summary, we have shown the {001} surface of these oxychloride catalysts to dominate 
their crystal morphologies. However, the question of active site formation and the role of 
chlorine in these catalysts remains a matter of speculation and is not easily resolved by our 
simulation studies. It is clear that Cl' ions either create new centres or modify the existing 
oxygen hole centres, as discussed by Lunsford et al. [158].
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Table A .l Interatomic potentials for La20 3 (Model 2). 
(a) Short-range V(r) = A exp( - r /p) -  C/r6
Interaction A (eV) P (A) C (eV A6)
La3+...02- 1644.98 0.36196 0.0
o 2-...o2- 22764.3 0.1490 75.0
(b) Shell modela
Species Y (e) k (eV A'2)
La3+ -0.25 145.0
o 2- -2.389 42.0
a Y and k are the shell charge and spring constant, respectively.
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APPENDIX B
PROGRAM SURFACE
PROGRAM TO GENERATE AN INSIGHTII COMPATABLE .xtl FILE OF A 
RELAXED MIDAS SURFACE (a,b,c COORDINATES USING PI SYMMETRY)
INTEGER MAXATOM, MAXLINE, I, J, K, NUMLAYERS, WHERE(10,2), 
+COUNT, ERROR, EXPAND, LAYER, X, M, L 
REAL VECT(3,3), BASE(20,3), TEMP(4,3), LATCON, A, B, C, MAXX, MAXY, 
+MAXZ
CHARACTER FNAME* 12, XTLNAME*12, SLV*20, SLINE*20, RIC*20, 
+LINE*80, CORE(2,2)*2, LABEL(20)*2 
PARAMETER(MAXATOM=3, MAXLINE=6000, SLV=' surface lattice',
+RIC- leaving min', LATCON=6.128, EXPAND=4, ALPHA=90.0, BETA=90.0, 
GAMMA=120.0)
CORE=ARRAY HOLDS MIDAS NUMBER (x,l) AND ATOM NAME (x,2) 
e.g '2' and 'O' AS LOOKUP TABLE 
VECT=ARRAY HOLDS SURFACE LATTICE VECTOR 
BASE=ARRAY HOLDS RELAXED MIDAS LAYER COORDINATE 
LABEL=ARRAY HOLDS EACH LAYER'S ATOM LABEL e.g 'O' OR 'La'
TEMP(10,x) and EXPAND DEAL WITH THE EXPANSION OF THE BASE 
ARRAY TO PRODUCE FINAL COORDS AND ARE SET TO MAKE A 4x4 
FOR EACH LAYER
COMMON /XXX/ WHERE
SET UP CORE TO CONTAIN THE MIDAS NUMBER AND CORRESPONDING 
ELEMENT
C O R E (l,l)-l '
CORE(l,2)-La'
CORE(2,l)='2'
C0RE(2,2)='0'
PRINT*,'Enter MIDAS filename '
READ'(A)',FNAME
PRINT*,'Enter number of layers for surface region'
READ*,NUMLAYERS
PRINT*,'Enter filename for .xtl file (Include .xtl extension if required)' 
READ'(A)',XTLNAME
READ SURFACE LATTICE VECTORS AND COORDINATES
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OPEN (UNIT=3 ,FILE=FN AME)
ERROR=l
DO 10 I=1,MAXLINE
READ(3,101 ,END=10)SLINE 
IF(SLINE.EQ.SLV) THEN
PRINT*,'Found surface lattice vectors'
C EXTRACT VECTORS
DO 15 J=l,2
READ(3,105)LINE 
CALL PARSE(LINE,3)
C
C CONVERT CHARACTER TO FLOATING POINT NUMBER 
C
DO 20 K=l,3
CALL CTOR(LINE,K,VECT(J,K))
VECT (J,K)=AB S (VECT (J,K))
20 CONTINUE
15 CONTINUE
ERROR=0 
X=I
GOTO 1 
ENDIF 
10 CONTINUE 
101 FORMAT(A20)
105 FORMAT(A80)
1 IF(ERROR.EQ. 1 )THEN
PRINT*,'Surface lattice vectors not found in MIDAS file' 
CLOSE(UNIT=3)
STOP
ENDIF
C FIND AND READ RELAXED MIDAS COORDS AND ATOM LABEL 
ERROR=l
DO 301=1 ,MAXLINE-X
READ(3,101 ,END=3 0)SLINE 
IF(SLINE.EQ.RIC) THEN
PRINT*,'Found relaxed MIDAS coordinates'
C ADVANCE FILE TO COORDINATE LIST
DO 40 K=l,17
READ(3,101 ,END=30)SLINE 
40 CONTINUE
COUNT=0 
MAXX=0.0 
MAXY=0.0 
MAXZ=0.0
DO 60 J= 1 ,NUML AYERS *2 
READ(3,105)LINE 
CALL PARSE(LINE,5)
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C CHECK CORE LAYER ONLY IS USED AND SKIP SHEL LAYERS 
C
DO 70 L=l,MAXATOM
IF (LINE( WHERE(2,1): WHERE(2,2)+1)
+ .EQ.CORE(L,l))THEN
COUNT=COUNT+l
C
C READ LABEL AND COORDS IN IF LAYER IS CORE ATOM
C
LABEL(COUNT)=CORE(L,2)
DO 80 M=3,5
CALL CTOR(LINE,M,BASE(COUNT,M2))
C
C FIND LARGEST X,Y,Z VALUES
C
IF(M.EQ.3)THEN
IF(B ASE(COUNT,M-2). GT.M AXX) THEN 
MAXX=BASE(COUNT,M-2)
ENDIF
ELSEIF(M.EQ.4)THEN
IF(B ASE(COUNT,M-2). GT. MAXY) THEN 
MAXY=BASE(COUNT,M-2)
ENDIF
ELSE
IF(BASE(COUNT,M-2).GT.MAXZ) THEN 
MAXZ=BASE(COUNT,M-2)
ENDIF
ENDIF
80 CONTINUE
ENDIF
70 CONTINUE
60 CONTINUE
ERROR=0 
ENDIF 
30 CONTINUE
M AXX=M AXX* L AT CON
M AX Y=(M AX Y+(EXP AND-1) * VECT(1,2))* L ATC ON 
M AXZ=(M AXZ+(EXP AND-1) * VECT(2,3)) * L ATCON 
IF(ERROR.EQ.l) THEN
PRINT*,'Relaxed coordinates not found in MIDAS file'
CLOSE(UNIT=3)
STOP
ENDIF
C
C CREATE .xtl FILE 
C
OPEN(UNIT=4,FILE=XTLNAME)
C WRITE .XTL HEADER
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WRITE(4,107)FNAME
WRITE(4,109)MAXX,MAXY,MAXZ, ALPHA,BETA,GAMMA 
WRITE(4,111)
DO 350 LAYER=1,NUMLAYERS 
DO 310 J=0,EXPAND-1 
DO 300 K=l,3
TEMP(J,K)=B ASE(LAYER,K)+(J* VECT (1 ,K))
300 CONTINUE
310 CONTINUE
DO 320 L=0,EXPAND-1
DO 340 M=0,EXPAND-1
WRITE(4,103)LABEL(LAYER),LATCON/MAXX* (TEMP(L, 1 )+ 
+ M* VECT (2,1 )),L ATCON/MAXY* (TEMP (L,2)+ M*VECT(2,2)),
+ LATCON/MAXZ*(TEMP(L,3)+M*VECT(2,3))
340 CONTINUE
320 CONTINUE
350 CONTINUE
103 F ORM AT (A2,2X,F 10.5,2X,F 10.5,2X,F 10.5)
107 FORMAT('Title Relaxed Surface from MIDAS file : ',A)
109 F ORM AT ('CELL',2X,F 6.3,2X,F 6.3,2X,F 6.3,2X,F 6.2,2X,F 6.2,2X,F 6.2)
111 FORMAT('Symmetry Number 1 Label PI',/,'Atoms',/,'Name
+X Y Z')
CLOSE(UNIT=3)
CLOSE(UNIT=4)
END
q  ************** m a in  PROGRAM END ***********
C
C SUBROUTINE TO FIND START AND END OF MAXWORD 'WORDS'
C IN A 80 CHARACTER LINE AND PLACE THE POSITIONS IN
C WHERE(WORD NO.,l=START 2=END)
C
SUBROUTINE PARSE(LINE,MAXWORD)
INTEGER FLAG, N, MAXWORD, WHERE(10,2)
CHARACTER LINE* 80
C
COMMON /XXX/ WHERE
C
N=1
FLAG=1
110 IF(N.LE.80) THEN 
C
C FIND START OF WORD 
C
IF(LINE(N:N).NE.' ')THEN 
WHERE(FL AG, 1 )=N 
130 N=N+1
Appendix B______________________________________________________________ 148
C
C CHECK IF END OF LINE REACHED 
C
IF(N.GT.80)THEN
WHERE(FLAG,2)=80 
GOTO 150 
ENDIF
C
C FIND END OF WORD 
C
IF(LINE(N:N).EQ.' ’)THEN 
WHERE(FL AG,2)=N -1
C
C FLAG HOLDS NUMBER OF WORDS FOUND
C
IF(FLAG.GE.MAXWORD)THEN 
GOTO 150 
ENDIF
FLAG=FLAG+1
ELSE
GOTO 130 
ENDIF 
ENDIF 
N=N+1 
GOTO 110 
ENDIF 
150 CONTINUE 
RETURN 
END
C
C SUBROUTINE TO CONVERT CHARACTER NUMBER 
C INTO A REAL FLOATING POINT NUMBER
C
SUBROUTINE CTOR(LINE,P,RNUM)
C
REAL RNUM, POWER
INTEGER WHERE(10,2), P, K, MINUS, POINT, X 
CHARACTER LINE* 80
C
COMMON /XXX/ WHERE
C
COUNT=WHERE(P, 1)
MINUS=0
IF(LINE(WHERE(P,1):WHERE(P,1)).EQ.'-')THEN
MINUS=1
WHERE(P, 1 )=WHERE(P, 1 )+l 
ENDIF
DO 170 X=WHERE(P,1),WHERE(P,2)
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IF(LINE(X:X).EQ.'.')THEN 
POINT=X 
GOTO 180 
ENDIF 
170 CONTINUE
PRINT *,'NO DECIMAL POINT FOUND IN COORDINATE'
C
C ADD POSITIVE POWERS OF 10 NUMBER BY NUMBER
C
180 POWER=0 
RNUM=0
DO 190 K=POINT-1,WHERE(P, 1),-1
RNUM=RNUM+((ICHAR(LINE(K:K))-48)* 10* *POWER)
PO WER=PO WER+1 
190 CONTINUE 
POWER=l
C
C ADD NEGATIVE POWERS OF 10 NUMBER BY NUMBER 
C
DO 200 K=POINT+l,WHERE(P,2)
RNUM=RNUM+((ICHAR(LINE(K:K))-48)*(1/10* *POWER)) 
PO WER=PO WER+1 
200 CONTINUE
IF(MINUS.EQ.l) THEN 
RNUM=-RNUM 
ENDIF 
RETURN 
END
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The following tables give a more detailed description of the energetically favourable proton 
orientations in bulk La20 3. Coordinates quoted are orthogonalised, and normalised in the z 
direction.
Table C .l Initial unrelaxed O-H positions for favourable proton configurations.
Position3 Ion X y z
(i) 0(1) 0.3213 0.1855 0.3550
H 0.3213 0.3252 0.4096
(ii) 0(1) 0.3213 0.1855 0.3550
H 0.3213 0.1855 0.2050
(hi) 0(2) 0.0000 0.0000 0.0000
H 0.0000 0.0000 0.1500
(iv) 0(2) 0.0000 0.0000 0.0000
H 0.1299 0.0750 0.0000
aSee Fig. 5.4.
In orientation (i), the proton is directed towards the most favourable interstitial position; in 
the centre of the large 'cage'. Position (ii) has the O-H bond parallel to the c-axis, in a four­
fold, pyramidal coordination with the surrounding oxygen ions. The third configuration also 
has the O-H bond parallel to the c-axis, with the proton directed towards the favourable 
interstitial position. Finally, position (iv) orientates the proton parallel to the 0(2) sublattice, 
in the four-fold, pyramidal coordination with the surrounding oxygen ions.
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Table D.l Interatomic potentials for LaOCl.
(a) Short-range V(r) = A exp(-r/p)  -  C/r6
Interaction A(eV) p(A) C(eV A6)
La3+...La3+ 24244.50 0.25867 0.0
La3+...02‘ 1644.98 0.36196 0.0
La3+...C1" 29882.70 0.26965 174.9
0 2-...02- 22764.30 0.14900 75.0
o 2-...cr 342.87 0.39424 0.0
cr ...cr 1227.20 0.37456 172.0
(b) Three-body about O-Cl LC111 triad.
Central atom kb (eV rad"2) 0O (degrees)
C l1 3.0 92.18
(c) Shell modela
Species Y(e) k (eV A"2)
La3+ -0.25 145.0
o 2- -2.389 42.0
c r -2.519 29.38
a Y and k are the shell charge and spring constant, respectively.
Appendix E Vanadyl Pyrophosphate 152
APPENDIX E: Vanadyl Pyrophosphate
E .l Introduction
The highly selective oxidation of n-butane over vanadium phosphorous oxide (V-P-O) 
catalysts is a major industrial route to maleic anhydride, an important chemical used in the 
manufacture of polyester resins, agrochemicals and pharmaceuticals [176,177].
The reaction is a 14 electron oxidation involving the abstraction of eight hydrogen atoms and 
an insertion of three oxygen atoms. Reliance on this route is expected to increase as 
environmental restrictions on the alternative use of benzene as a feedstock become more 
stringent. Furthermore, the development and optimisation of the V-P-0 catalysts for the 
oxidation of C5 and higher organics are becoming increasingly important. These oxide 
catalysts have thus stimulated considerable research activity in both industry and academia 
[177-199].
In common with other heterogeneous catalysts, experimental data for these oxides at the 
atomic level are difficult to obtain. It is now widely agreed that vanadyl pyrophosphate, 
(V0)2p20 7, is the active catalytic phase [178,188,191-193]. However, controversy exists on 
several important issues relating to the details of reaction mechanisms, the structure of active 
surfaces, the dynamics of oxygen migration, the role of V4+ or V5+, and the relationship 
between atomic P:V ratios and catalytic selectivity.
Elucidating the precise reaction pathway for maleic anhydride production over vanadyl 
pyrophosphate has been hampered by a number of factors. For example, the phase of the
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catalyst is known to be highly dependant upon the preparation method, and the catalyst 
properties vary until it has been fully equilibrated in the reactant stream [199]. Also, due to 
the fast kinetics, detection of intermediate products has proved extremely difficult.
The aim of this study is to apply the solid state simulation techniques described earlier in 
Chapters 2 and 3 to the complex vanadyl pyrophosphate structure in the hope of obtaining a 
suitable potential model. This would allow the investigation of active surfaces and oxygen 
migration pathways. This is the first simulation of this type on the V-P-0 system.
E.2 Crystal Structure
Vanadyl pyrophosphate crystallises into the orthorhombic Pca2j system [200,201], with a 
large unit cell containing 104 ion positions. We note that a number of errors are present in 
the original structural study. First, the space group of (V0)2P20 7 as published by Gorbunova 
and Linde [200,201], is Pb21a and not Pca2j as stated. In order to convert to the more 
standard Pca2j setting, the b and c unit cell parameters, and coordinates from the paper, 
must be transposed. In addition, a transcription error has occurred in the c-coordinate of the 
0 18 position [202], which should read 0.2132 and not 0.3132. Finally, three of the 
interatomic separations are incorrect:
0 3 - Ox separation is 2.818 A
0 7 - 0 16 separation is 2.956 A
0 13 - 0 16 separation is 2.693 A
The corrected asymmetric unit for (V0)2P20 7 with space group setting Pca2j and unit cell 
parameters a = 7.725, b = 9.573, c = 16.576 is shown:
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x/a y/b z/c
Vx 0 . 2 1 8 9 0 . 0 0 6 9 0 . 6 7 9 0
V2 0 . 2 2 0 5 0 . 5 0 0 3 0 . 4 2 9 5
V3 0 . 1 9 6 7 0 . 5 0 1 9 0 . 1 1 7 7
V4 0 . 1 9 6 8 0 . 9 9 7 2 0 . 3 6 8 1
Pi 0 . 2 9 7 0 0 . 7 0 6 4 0 . 2 7 6 5
p2 0 . 3 0 1 8 0 . 2 1 0 0 0 . 5 1 9 6
p3 0 . 3 0 4 2 0 . 2 9 7 6 0 . 7 7 5 7
p4 0 . 3 0 8 8 0 . 7 9 4 1 0 . 0 2 0 6
Ox 0 . 9 9 9 0 0 . 0 4 0 3 0 . 6 8 2 6
0 2 0 . 4 9 9 3 0 . 4 8 7 1 0 . 9 3 3 2
0 3 0 . 2 0 8 0 0 . 1 3 9 5 0 . 0 9 9 1
0 4 0 . 1 9 9 6 0 . 8 5 8 2 0 . 6 0 1 4
0 5 0 . 2 2 0 2 0 . 8 6 9 3 0 . 7 7 3 5
0 6 0 . 2 5 0 3 0 . 3 6 7 1 0 . 5 2 5 6
0 7 0 . 2 2 7 8 0 . 1 3 5 9 0 . 2 7 3 6
0 8 0 . 2 3 5 8 0 . 3 5 9 2 0 . 6 9 7 9
0 9 0 . 2 7 9 5 0 . 6 5 2 9 0 . 8 5 3 0
O10 0 . 2 8 7 8 0 . 8 6 7 5 0 . 4 5 2 7
On 0 . 2 5 3 7 0 . 6 3 7 6 0 . 0 2 3 1
Oi2 0 . 2 7 0 5 0 . 3 6 2 0 0 . 3 4 9 2
O13 0 . 4 9 9 8 0 . 0 3 3 8 0 . 3 6 6 1
HO 0 . 2 1 9 4 0 . 6 466 0 . 1 9 9 6
0 15 0 . 4 9 9 2 0 . 5 1 1 4 0 . 1 1 8 4
0 H 0 . 2 9 9 7 0 . 1 4 2 7 0 . 9 5 1 4
O17 0 . 5 0 3 6 0 . 3 2 4 4 0 . 7 7 7 6
O H 00 0 . 4 9 6 5 0 . 2 1 3 2 0 . 4 9 1 2
Appendix E  Vanadyl Pyrophosphate 155
A  -  Oxygen
+  -  Phosphorous 
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Fig. E .l Structure of vanadyl pyrophosphate (V0)2P20 7.
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(VO)2P20 7 has the layered structure shown in Fig. E.l. The layers consist of pairs of edge 
sharing vanadium oxygen octahedra (Fig. E.2), linked together in the plane by 
pyrophosphate units (Fig. E.3). The planes are themselves joined together through the axial 
oxygens of the edge sharing octahedra, resulting in columns of V and O ions in the crystal, 
and by the P-O-P bonds of the pyrophosphate units.
O
O
Fig. E.2 Schematic to illustrate the idealised configuration of pairs of edge sharing 
vanadium/oxygen octahedra.
i v
2_XX >
. V a n r
XX XX XX
▲ P20 74’ units
XX (V O )24+ units
3X
Fig. E.3 Schematic to illustrate the structure of (V0)2P20 7 (viewed along the a-axis).
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Vanadium site disorder produces a relatively large tetragonal distortion of the surrounding 
oxygen octahedra (Fig. E.4), such that the octahedra can be considered as more of a square 
based pyramid, with one short V=0 bond [203]. This description is in accord with Hartree- 
Fock calculations performed on V20 5 which find the V-0D bond intermediate between a 
single and double bond, whilst the four remaining V-0 bonds are essentially ionic [204]. 
The vanadyl interlayer bonding can then be described as a weak Lewis acid - Lewis base 
interaction i.e. V=0...V=0 [191].
O O
V V
v
V
o
V
o
Fig. E.4 Schematic to illustrate the vanadium site disorder across the pyramidally 
distorted octahedral basal plane.
E.3 Potential Derivation
An initial rigid-ion potential model was constructed for (V0)2P20 7 using integral charges i.e. 
V4+, p5+; o 2- (Table E.l). The interaction between V4+ and 0 D ions comprises a two-range 
potential, with the double-bond described by a Morse function. Ideally, a single function 
would be used to describe the short-range interionic forces between V4+ and 0 D ions. 
However, this approach proved inadequate to describe the distorted vanadium/oxygen
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octahedra, as found for recent simulation studies of V20 5 [205]. The differentiation of 
interlayer oxygens bridging the phosphorous units was tested, but this approach made 
negligible difference to the model.
Table E .l Initial potential model for (VO)2P20 7. 
(a) Short-range: V(r) = A exp(-r/p) -  C /r6
Interaction A(eV) P(A) C (eV A6) Range (A)
v 4+...o2- 460.012 0.32715 0.0 0.0 - 20.0a
v 4+...o d2- 460.012 0.32715 0.0 1.9 - 20.0a
P5+...02‘ 6198.06 0.21095 0.0 0.0 - 20.0b
0 2-...02- 22764.3 0.149 27.063 0.0 - 20.0°
0 2-...0d2- 22764.3 0.149 27.063 0.0 - 20.0C
0  2- 0  2- u D ...wD 22764.3 0.149 27.063 0.0 - 20.0C
aElectron-gas [206]. b Taylor [207]. cCatlow [208].
(b) Morse potential: ®(ry) = De{ l - exp[-P(r - o i l 2
Interaction1 De (eV) P (A-i) re (A) Range (A)
v 4+...o d2- 6.496 1.7875 1.629 0.0- 1.9
d Derived from Raman data [195]. Note 0 D describes the axial, double bonded vanadyl 
oxygen (V=0D).
Empirical fitting to the crystal structure was then performed in an attempt to remove the 
large structural strains present in the initial model. The most promising rigid-ion potential 
model to emerge is shown in Table E.2.
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Table E.2 Final rigid-ion model for (VO)2P20 7.
(a) Short-range: V(r) = A exp( - r / p) -  C /r 6
Interaction A (eV) p(A) C (eV A6) Range (A)
v 4+...o 2- 460.012 0.33152 4.15407 0.0 - 20.0
v 4+...c y - 460.012 0.33152 4.15407 1.9-20.0
P5+...02‘ 4309.1 0.2462 0.16090 0.0 - 20.0
02-...02- 26448.5 0.18855 10.616 0.0 - 20.0
0 2-...0d2- 397.969 0.4753 27.063 0.0 - 20.0
0  2- 0  2- 22764.3 0.149 27.063 0.0 - 20.0
(b) Morse potential: 0>(r,) =/>.{!■- e x p [ -p ( r - r e)]}2
Interaction De (eV) P (A-1) r e  (A) Range (A)
v 4+...oD2- 3.25996 1.0267 2.42708 0.0- 1.9
Table E.3 Final shell model for (V0)2P20 7.
(a) Short-range: V(r) = A exp(-r/p) -  C/r 6
Interaction A (eV) P (A) C (eV A6) Range (A)
v 4+...o2- 139.5014 0.4728 4.1541 0.0 - 20.0
v 4+...o d2- 460.0123 0.33152 4.1541 1.9-20.0
p 5+...o 2- 4309.100 0.2462 0.1609 0.0 - 20.0
o 2-...o2- 26448.50 0.18855 10.616 0.0 - 20.0
o 2-...oD2- 397.9689 0.4753 27.063 0.0 - 20.0
0  2- 0  2- 
W D  • • • U D 22764.3 0.149 27.063 0.0 - 20.0
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(b) Morse potential: O (r^) = De{ 1 - exp[~P(r - re)]}2
Interaction De (eV) P (A-1) re (A) Range (A)
v 4+...od2- 3.97443 1.01266 2.42708 0.0- 1.9
(c) Shell modela.
Species Y (e) k (eV A'2)
o 2-
O 2-U D
-2.389 18.4113 
-2.389 18.4113
a Y and k are the shell charge and spring constant, respectively.
The incorporation of the shell model for the oxygen ions (with Y = -2.389, and k = 42.0), 
followed by substantial empirical fitting produced the potential model shown in Table E.3.
In general, we calculate large strains (bulk and basis) of greater than 5%. Extensive studies 
to incorporate three-body angle dependant terms failed to further reduce these strains within 
either the rigid-ion or shell model structures. Similarly, the application of two different 
partial charge models, the first with V2+, P3-4+ and CH-2, and the second with V4+, P3+, O2- and 
no charge for the double bonded vanadyl oxygen, yielded little improvement.
E.4 Vanadium Pentoxide
The studies in the previous section have demonstrated substantial difficulties in obtaining a 
potential model to reproduce the complex (VO)2P20 7 structure. In an attempt to simplify the 
problem, we also examined V20 5. This compound has similar structural features to 
(V0)2P20 7, with vanadium and oxygen atoms arranged in sheets of square pyramids each 
with one V=0 bond (Fig. E.5).
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^  -  Oxygen 
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Fig. E.5 Structure of vanadium pentoxide (V20 5).
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The starting point for this study is the recent work undertaken on V20 5 by Dietrich et al. 
[205], where we use their potential model 'C' and the refined structure from Enj albert et al. 
[209]. It should be noted that a slight error is present in the potential model from the 
Dietrich paper; the upper range for the V-Oj \ potential should be 1.99-10.0 and not 1.99- 
3.0.
The potential model of Dietrich reproduces the layered V20 5 structure with a reasonable 
degree of accuracy, exhibiting good agreement between experimental and calculated 
interatomic distances and lattice parameters. High internal basis strains before relaxation do, 
however, suggest some problems with the equilibrium structure. Closer examination reveals 
difficulties in reproducing the intralayer V-0 angles. Dietrich et al. attribute this to the 
Buckingham potential used to describe the V-0 repulsions of the four square base oxygens 
of each V/O pyramid. This leads to a gathering of V-0 predicted distances around a mean 
value instead of producing the experimentally observed 1.779 A to 2.017 A range. Separate 
potentials for each V-0 interaction is suggested as one solution to this problem.
There is a considerable amount of covalent character within the V20 5 crystal and this is at 
the heart of the problem in defining the model within the ionic framework. Further empirical 
fitting failed to improve upon the Dietrich model. Similarly, the incorporation of numerous 
combinations of three-body terms, a reduced charge model (V5+, O 24 and 0 D-1-4) and a 
partial charge model (V3-5+, O 1-4 and 0 D-1-4) produced no major improvement.
In conclusion, the studies of (V0)2P20 7 and V20 5 highlight the problems involved in 
modelling highly distorted oxide structures with significant covalent character, especially 
where the deviation is mainly a result of electronic effects. Future studies should investigate 
the derivation of potentials from ab initio calculations and the use of alternative force-fields.
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Atomistic computer simulation techniques are used to model the surface structures and surface defects of 
La2 0 3 , an active catalyst for the oxidative coupling of methane. The simulation approach is based upon 
energy minimization methods and includes the important effect of surface relaxation. The structure of the 
surface is, therefore, not considered simply as a termination of the bulk lattice. The calculations predict that 
the {001} and {011} surfaces would dominate the equilibrium crystal morphology, which is consistent with 
the available electron microscopy data. The formation of O- and 0 22- peroxide species, which are believed 
to be responsible for methane activation, are examined in some detail. Various pair configurations for O- —O- 
are considered both in the bulk and at the surface. Finally, we calculate the energetics of the gas—solid 
reaction to create such oxygen hole centers which involves the incorporation of molecular 0 2 into the lattice 
at oxygen vacancy sites.
Introduction
Several studies of the oxidative coupling of methane over 
rare earth oxides1-13 have reported La2 0 3  to be a particularly 
effective catalyst, with the catalytic performance enhanced by 
the addition of Sr or other alkaline-earth dopants. It is believed 
that the incorporation of such dopant ions increases the oxygen 
defect (vacancy) concentration and defect mobility, which is 
assumed to be necessary for promoting catalytic activity.8’14 
These studies have largely focused on evaluating the activity 
and C2 selectivity as a function of reactor conditions and have 
been extremely useful for screening numerous oxide materials.
On the question of reaction mechanism, it has become 
generally accepted that methane undergoes activation at the solid 
surface with the generation of methyl radicals that subsequently 
couple in the gas phase. There is strong evidence that O- 
species are the active sites for H abstraction in the Li-doped 
MgO catalyst.15 However, the nature of the active species for 
La2 0 3  is still uncertain but believed to be either the O- , 0 2- 
superoxide, or 0 22- peroxide anions.
Despite these various studies, limited attention has been given 
to the importance of the structure and defect chemistry of the 
surfaces of La2Os in the catalyst’s mode of operation.8,123,16 In 
part, this may be due to the fact that, in common with many 
ceramic materials, high-quality experimental data for oxide 
surfaces at the atomic level are difficult to obtain. For over a 
decade or so, computer simulation techniques, based upon 
accurate interatomic potentials, have proved to be especially 
valuable for investigating the microscopic bulk and surface 
properties of polar solids.17-19 These techniques have been 
applied to a rich variety of inorganic material such as silver 
halides,20 spinel oxides,21 and high-7} superconductors.22-24 In 
this paper we explore, by atomistic techniques, the defect 
chemistry at La2C>3 surfaces with the aim of gaining deeper 
insights into the role of oxygen defects in methane activation.
In our own previous work on La2C>3 we have studied in some 
detail the defect structure and oxygen ion migration in the bulk
* To whom correspondence should be addressed.
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of the material;14 the simulations reproduced the crystal structure 
and successfully predicted the activation energy for oxygen 
diffusion as well as the effects of doping with alkaline-earth 
ions. Here we extend the scope of this earlier work by focusing 
on surface structure and surface defects. This includes an 
examination of oxygen hole centers and their formation from 
incorporating molecular oxygen into the lattice.
Simulation Methods
Extensive discussions of the simulation techniques have been 
given previously17-19 and will only be outlined here. In addition 
to numerous bulk studies, these techniques have been applied 
to analogous surface studies of other oxide catalysts.18,25
The simulations are based on a Bom model representation 
of the polar solid with the interatomic forces represented by 
effective pair potentials. These include a long-range Coulombic 
interaction and a short-range term to model the repulsions and 
van der Waals forces between electron-charge clouds. It should 
be emphasized, as discussed previously,26 that employing the 
Bom model does not necessarily mean that the electron 
distribution corresponds to a fully ionic system and that the 
general validity of the potential model is assessed mainly by 
its ability to reproduce observed crystal properties.
Ionic polarizability is treated by the shell model,27 which 
represents each ion in terms of a massive core coupled by a 
harmonic spring to a massless shell. Despite the simple 
mechanical representation of the ionic dipole, shell model 
potentials have been shown to correctly simulate elastic and 
lattice dynamical properties of solids and are crucial for reliable 
defect calculations. In the present investigation the same 
interatomic potentials and shell model parameters are used as 
in our previous study in which the observed hexagonal structure 
of La2C>3 was correctly reproduced.22
The procedure for modelling solid surfaces takes a finite stack 
of layers of the structure suitably orientated to terminate at the 
free surface required. When applied to perfect surfaces, which 
have planar 2D periodicity, accurate summation procedures28 
are used to evaluate the long-range Coulomb terms of the surface
0022-3654/94/2098-9637$04.50/0 © 1994 American Chemical Society
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TABLE 1: Calculated Surface Energies of Low-index
Surfaces of La20 3 before Relaxation (Bulk Termination) and 
after Relaxation
surface energy (J m-2)
surface plane unrelaxed relaxed
{001} 1.05 0.89
{011} 1.29 0.98
{121} 2.09 1.35
energy (embodied in the MIDAS program29). In order for the 
calculations to converge, the repeating layers must be electroni­
cally neutral and have no orthogonal dipole moment.
An important feature of the technique is the explicit treatment 
of the relaxation of ion positions at the crystal surface. The 
structure of the surface is, therefore, not considered simply as 
a termination of the bulk lattice, since ions in the planes will 
move above or below the notional surface plane (i.e., rumpling 
may occur). This is treated by dividing the stack of planes into 
two blocks or regions. The ions in region A closest to the 
surface are allowed to relax explicitly to the energy minimum. 
In contrast, ions further into the bulk (region B) are fixed at 
the crystal lattice sites, although the blocks may relax as a unit 
to permit gross dilation. The final relaxed positions gives the 
surface structure, with the corresponding surface energy. We 
should note that the simulations reported here relate to planar 
surfaces and to internal energies at 0 K.
Defect energies are calculated with respect to the fully relaxed 
surface using established Mott—Littleton methodology30 (imple­
mented in the CHAOS code31): the surface defect lies within a 
hemispherical region (containing typically 100—200 ions) which 
is relaxed to equilibrium, whereas the response of the remainder 
of the crystal is treated using macroscopic dielectric theory. As 
discussed previously,18,19 the energies of charged surface defects 
are generally corrected by a dipole potential term which arises 
from the lattice relaxation at surfaces. We should note that in 
addition to these simulation methods there have been recent 
studies of catalyst surfaces using the theoretical approaches of 
molecular mechanics32 and molecular dynamics.33
Results and Discussion
Surface Structures and Relaxation. La2C>3 adopts the 
A-type structure of rare-earth oxides with one La ion and two 
nonequivalent oxygen atoms in the unit cell. The La and 0(1) 
form double hexagonal layers which are held together by 0(2). 
We first modeled three low-index surfaces, {001}, {011}, and 
{121}, all of which showed favorable stability with respect to 
other surfaces. All three surfaces consist of a symmetrical 
stacking sequence of five charged planes O—La—O—La—O with 
oxygen atoms at the exposed surface. The main differences 
between them are in their interplanar spacings and the number 
of ions on each plane. The surface energies were then 
calculated, being defined as the difference in lattice energy per 
unit area at the surface compared with that in the bulk. The 
resulting energies are given in Table 1 for both unrelaxed and 
relaxed structures.
Two main points emerge from the results. First, the surface 
energies corresponding to the fully relaxed structures are lower 
than those for the unrelaxed structures. The relaxed energy is 
lower than the unrelaxed energy by 15, 24, and 36% for the 
{001}, {011}, and {121} surfaces, respectively. The greater 
relaxation for the {121} surface could be due to the high strain 
in the surface region that has relatively narrow spacings between 
planes. Second, the {001} surface is found to be the most stable, 
with a slightly lower surface energy than the {011} surface. 
The {001} and {011} faces are therefore predicted to dominate
0  -  Lanthanum
^  -  Oxygen
0  -  Lanthanum 
Q  -  Oxygen
Figure 1. La203  surfaces after relaxation (viewed from the side and 
above): (a, upper) {001} surface, (b, lower) {011} surface.
the low-temperature crystal morphology in the absence of 
dopants or surface irregularities. The calculations on oxygen 
hole species in the remainder of our study will therefore focus 
on these two surfaces. The relaxed structures for these two 
favored surfaces are shown in Figure 1.
Experimental surface energies, which are difficult to measure, 
are unavailable for La2C>3 , but those that exist for other oxide 
materials are in this range.18 In general, we find that surfaces 
exposing a layer entirely of La3+ ions are relatively unstable 
with equilibrium surface energies in excess of 2 J m-2. Direct 
comparison with experimental findings is not straightforward
Surface Structures of La203
TABLE 2: Potential Parameters and Energies of Peroxide 
Ion Formation
(a) Morse Potential: V(r) = De{l — exp[— /3(r — re)]}2
interaction £>e (eV) p  (A"1) re (A)
1011O 1.64065 2.911 1.435
(b) Binding (Association) Energies
0 ~0 separation (A)fl binding energy (eV)fc
bulk 3.92 0.10
6.13 0.11
{001} surface 3.92 0.36
6.82 0.13
{011} surface 3.93 -0.64
7.20 0.22
a Interatomic separation after relaxation. h Negative value indicates
configuration is bound.
on account of difficulties in surface analysis and the effects of 
preparation conditions and impurity segregation. Nevertheless, 
our results are consistent with HREM studies16 which indicate 
that hexagonal La2C>3 mainly exhibits the {001} face. Further 
experiments to probe for evidence of the {011} surface, as our 
calculations predict, would be of significant interest.
These calculations clearly demonstrate that relaxation of the 
lattice ions has an important effect on surface structure. Hence, 
deductions of catalytic reactivity based on ideal (nonrelaxed) 
surfaces may be seriously flawed. Since the surfaces that were 
considered consist entirely of atoms of one type, there is no 
rumpling on relaxation; the structural change that does occur 
involves a net contraction in the interplanar spacing of the 
surface region (shown in Figure 1). Relaxations of this sort 
will help to stabilize the surface region by possibly reducing 
the electrostatic repulsion between like ions.
O22- Peroxide Ion Formation. The nature of the active 
oxygen species on La2 0 3  is still a subject of much debate. There 
is a growing consensus to suggest that O22- peroxide ions are 
either directly or indirectly responsible for methane activation 
on rare-earth oxides.34 For example, X-ray photoelectron 
spectroscopy (XPS) experiments7 have demonstrated that O22- 
ions are present on the surface of Ba/La2C>3 catalysts, although 
it is not clear whether the highly dispersed BaC>2 is itself active. 
From kinetic studies, Otsuka et al.2 suggest that diatomic oxygen 
species such as C>22_ are the active sites on rare-earth oxide 
catalysts. They also show that simple peroxides (e.g., Na202, 
Ba0 2 ) react with methane to produce C2 hydrocarbons below 
400 °C in the absence of gaseous oxygen. More recently, 
Lunsford et al. demonstrated by in situ Raman spectroscopy34 
and by XPS35 that C>22_ ions were present on Ba/MgO catalysts 
at temperatures up to 800 °C. However, there is also evidence 
for 0 2 ~ superoxide ions on La2C>3, but only at room temperature 
and not at reaction conditions.12
In an attempt to gain further insights into this problem, we 
have investigated the energetics of peroxide ion formation. The 
peroxide species can be regarded as a dimer of O- ions, i.e., a 
CT-CT entity. Our simulation approach thus involves explor­
ing the interaction between O- ions and to test whether there 
is any possibility of coupling to form peroxide species. For 
this task our calculation procedures are well-suited as they model 
accurately the Coulomb and polarization energies, which are 
the predominant terms in any localized coupling process.
In our treatment of the peroxide anion, a Morse function was 
allowed to act between the component O- ions. The parameters, 
which were taken from data for the isoelectronic F2 molecule, 
are given in Table 2. Our previous study14 found the formation 
energy of the O hole on the octahedral 0(2) position signifi­
cantly more favorable than on the four-coordinate 0(1); we will
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therefore focus our attention on the 0(2) sublattice for peroxide 
ion formation. A number of pair configurations were studied, 
located at nearest-neighbor and next-nearest-neighbor anion sites 
with the CP-CP separations ranging from 3.9 to 7.2 A. These 
peroxide ions can be viewed as “nonclassical” through-bond 
species as discussed by Kharas and Lunsford36 and are analogous 
to bipolarons in the high-temperature superconducting oxides.37 
Binding (or association) energies for the C>22_ configurations 
with respect to isolated 0 “ ions are presented in Table 2; our 
sign convention is such that a positive sign indicates an 
energetically unfavorable process.
Examination of the results reveal two main points. First, 
appreciable stability is calculated for a pair configuration on 
the {011} surface. This suggests that the formation of such 
peroxide species might be expected. Second, we calculate that 
all the hole pairs in the bulk and on the {001} surface are 
unbound, although with only small positive energies. However, 
we do find that the polarization energy of about 2 eV strongly 
favors coupling, and it may be that screening effects, which 
are not adequately included in our treatment, could reduce the 
Coulomb repulsion and result in stable peroxide species. 
Interestingly, our results suggest that it is easier to form C>22_ 
on the {011} surface and hence this surface would be more 
active. The corresponding pair configuration is situated on 
nearest-neighbor sites with a separation of 3.9 A after relaxation. 
This distance is consistent with the 0 —0 contacts of about 3 A 
found for O22- in the BaPb0 3  methane coupling catalyst.36
We note there is some uncertainty in the calculated energies 
arising from the choice of potential parameters. Even so, 
identical calculations were performed with an alternative Morse 
potential for the CP—CP interaction derived from quantum 
mechanical calculations;38 these simulations yielded good 
quantitative agreement with the values in Table 2, which lends 
support to the results presented here. Ultimately, it will be 
necessary to employ quantum mechanical methods to calculate 
the stability of hole states in La2C>3 . The merit of our simulation 
approach is that it includes detailed estimates of lattice distortion 
and Coulomb energies, which are difficult to make from other 
sources.
Our calculations thus support the formation of peroxide 
species on the La2 0 3  catalyst. The driving force for peroxide 
stability is the coupling between the polarization fields of the 
CP species which is greater than the Coulombic repulsion. We 
therefore speculate that such C>22~ centers could provide 
plausible models for the catalytically active site in which C—H 
bond cleavage in methane would occur homolytically to produce 
methyl radicals directly.
As discussed previously,7,35 the characterization of the active 
site is complicated by the possible interconversion between the 
different oxygen species. It has been postulated that the active 
sites for methane activation on La2 0 3  may be O- entities 
produced by decomposition of (p2-, although there is no direct 
evidence as yet for the presence of CP. Further experiments 
to probe for evidence of O- and O22- on La2C>3 , perhaps by in 
situ Raman or XPS spectroscopy, would be of considerable 
interest.
Oxidation Reaction (Vacancy to Hole). A number of 
studies1,8 have proposed that the active oxygen center is 
generated by the interaction of gaseous O2 (present in the 
reactant stream) with the solid oxide. In terms of defect 
chemistry this takes place, we believe, by the filling of oxygen 
vacancies by molecular oxygen (as the oxidant) to form hole 
species. This “oxidation” reaction involves the dissociation of 
O2 and can be written as
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V „ " + '/A (e, - < V  +  2h- (1)
where, in Kroger—Vink notation, V0** represents a doubly- 
charged oxygen vacancy, 0 0x a O2- lattice ion, and 2h* the small 
polaron species (being either 20“ or O22-). We note that the 
oxygen vacancies are already present as charge-compensating 
defects to lower valent dopant ions (e.g., Sr2+). Calculations 
in this area are amenable by our methods and are particularly 
useful in clarifying the energetics of the separate steps to form 
oxygen holes. The energy of the oxidation reaction can be 
expressed as
E0X =  ~ E v + l/2De +  EA + Eh (2)
where Ev is the oxygen vacancy energy, De is the dissociation 
energy of molecular oxygen, £A is the sum of the first and 
second electron affinities of oxygen, and Eh is the energy to 
create either 20“ or C>22_. Using this approach, we evaluated 
the energies of oxidation to form both 0 “ and C>22_ in the bulk 
and at the surfaces which are reported in Table 3. It is important 
to note that the relaxed surface structures were used for the 
calculation of the isolated defects.
The results indicate three main points. First, the energies of 
oxidation are more favorable on the surface than in the bulk, 
suggesting it is easier to incorporate oxygen at the surface. 
Diffusion experiments8 and our previous calculations14 have 
already demonstrated that doping La2C>3 with Sr provides a labile 
source of oxygen vacancies. Second, the lowest oxidation 
energy is for the {011} surface with the creation of C>22_ 
peroxide species. This behavior implies that this highly stable 
surface on La2 0 3  is the most active. Finally, the relatively small 
energies indicate that the partial pressure of reactant oxygen 
may be an important factor in the relative rates of this step in 
the catalytic cycle. These results are in accord with isotope 
experiments8 which find significant gas—solid oxygen exchange 
and that lattice oxygen plays a major role in methane activation. 
While we have included all of the important terms we should 
note, however, that there are uncertainties in the absolute values 
due to the free ion energies employed. Nevertheless, our 
concern here is to understand how hole species may form; for 
this task our simulation methods have proved to be reliable.
The calculations have thus helped to clarify the key energetic 
terms controlling the formation of oxygen hole centers in doped 
La2C>3 . A significant result is the process to create active species 
using reactant gaseous oxygen is most favorable at the stable 
{011} surface. As a comparison, it is interesting to note that 
analogous studies2513 of the oxidation reaction to form 0~ in 
Li/MgO found a highly exothermic energy of —1.1 eV/hole. 
Therefore, in qualitative terms our results for La2C>3 suggest a 
much less favorable formation of O- species. Indeed, this is 
consistent with the clear detection of O- on Li/MgO but not 
on La2 0 3  catalysts.
Conclusions
We have demonstrated how computer simulation techniques 
can be used to examine the surface properties of the La2 0 3  
catalyst and provide useful information on structure, defects and 
hole formation. Our discussion has drawn attention to three 
main features.
1. The {001} and {011} surfaces emerge as the most stable, 
and we would therefore expect these surfaces to play an 
important catalytic role. This result is consistent with the 
available surface profile images from electron microscopy 
studies. The calculations clearly demonstrate the importance 
of modeling surface relaxation.
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TABLE 3: Energies of the Oxidation Reaction (Oxygen 
Vacancy to Hole) in Doped La2 0 3
Eox (eV/hole)
lattice site O- Ch2-
bulk 1.44 1.49 '
{001} surface 0.58 0.65
{011} surface 0.42 0.10
2. The calculated binding energies indicate the possible 
formation of C>22_ peroxide species especially on the {011} 
surface. The 0 _~0“ configuration is analogous to the peroxide 
species observed in the BaPb0 3  catalyst. This center is believed 
to be either directly or indirectly responsible for methane 
activation on La2C>3 .
3. The calculations provide useful insights into key energetic 
terms controlling the formation of oxygen hole centers, in which 
reactant O2 is incorporated into the lattice at oxygen vacancy 
sites (according to reaction 1). The most favorable energy is 
for the {011} surface with the creation of C>22~ peroxide species. 
It is therefore possible that the catalytic activity of doped La2C>3 
is correlated with its ability to (re)generate reactive oxygen hole 
centers from oxygen vacancies at the surface; the oxygen 
vacancies are initially formed by doping with low-valent ions 
(e.g., Sr2+) while the existence of the hole species is maintained 
by the presence of gaseous O2 in the reactant stream.
The present studies will be extended to encompass the surface 
segregation of dopants and the problem of carbonate formation.
i.if
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Defect structure and oxygen migration in the La20 3 catalyst
M.S. Islam and D.J. Ilett
Department o f  Chemistry, University o f  Surrey, Guildford GU2 5 XH, UK
Calculations on the defect chemistry of lanthanum oxide using atomistic modelling techniques are presented. Attention is 
focused on the energetics of oxidation/reduction reactions that may lead to nonstoichiometry, the mechanisms of oxygen ion 
migration and the substitution of cation dopants. In addition, we comment on the creation of oxygen hole centres (both in the 
bulk and at the surface) which are believed to facilitate H-atom abstraction from methane.
1. Introduction
Studies of the oxidative coupling of methane to C2 
hydrocarbons over rare earth sesquioxides have re­
ported La20 3 to be a particularly active and selective 
catalyst, as well as having good stability [1-6]. The 
catalytic performance of the pure oxide can be sig­
nificantly enhanced by the addition of alkaline-earth 
dopants. These studies have largely involved the de­
termination of end-product yields (product selectiv­
ity) and activity, which have been extremely useful 
for screening numerous catalytic materials as a func­
tion of reactor conditions. More recently, a few stud­
ies have emphasized the relationship between the 
catalytic activity and the defect structure of pure and 
doped La20 3. For example, isotope exchange exper­
iments [4] provide evidence that facile oxygen ion 
diffusion within the bulk and to the surface plays a 
major role in the oxidative coupling reaction. De­
spite these studies the precise relationship between 
the solid state defect structure and the catalytic prop­
erties of La20 3 is not well established, and is crucial 
to the proper understanding of its mode of opera­
tion. In an attempt to clarify these issues we have 
applied established computer modelling techniques 
to La20 3, which are well suited to exploring solid state 
ionics at the microscopic level, and have been suc­
cessfully applied to a range of materials including 
fluorite oxides [7] and cuprate superconductors [8].
2. Atomistic simulation methods
Our account here is brief as more detailed reviews 
of the simulation techniques and their application to 
solid state materials are given elsewhere [9,10]. Two 
types of calculation are involved: first calculations of 
the cohesive properties of perfect lattice structures 
using energy minimization methods. Secondly, cal­
culations of defect formation and migration energies 
are performed; these use a generalized Mott-Little- 
ton procedure in which the ions in an inner region 
around the defect are relaxed explicitly, while the re­
mainder of the crystal is treated by a continuum 
approach.
Both types of calculation are based on the use of 
the Bom model of the polar solid and require the 
specification of interionic potential parameters. The 
shell model is generally used to describe the effect of 
ionic polarisability. The potentials for La20 3 were 
derived from electron-gas methods which accurately 
reproduced the observed hexagonal stmcture (shown 
in fig. 1) and were recently applied to pressure sim­
ulations of La2Cu04 [11]. Details of all the poten­
tial and shell model parameters are given by Ilett and 
Islam [12].
3. Results and discussion
3.1. Intrinsic defects
Calculations were first carried out on the energies 
of isolated point defects (vacancies and interstitials)
0167-2738/94/$ 07.00 © 1994 Elsevier Science B.V. All rights reserved.
M.S. Islam, D.J. Ilett/La203 catalyst 55
0 ( 2 ) 0 ( 2 )
0 ( 2 )0 (2 )
0 (1 )
0 ( 2 ) :0 ( 2 )
0 ( 2 )0 ( 2 )
Fig. 1. Hexagonal structure of La203. Arrows indicate possible 
pathways for oxygen vacancy migration.
Table 1
Calculated formation energies of Frenkel and Schottky disorder 
in La203.
Type Defect equilibrium E
(eV/defect)
Frenkel
La3+ Lau=VJ" +Lai" 7.24
02~ Og=Vo+Or 2.57
Schottky 2La& + 30q = 2VJ" + 3Vq +La203 3.34
which are combined to give the Frenkel and Schottky 
energies presented in table 1. From examination of 
the calculated energies it is clear that the simulations 
predict that the predominant mode of intrinsic dis­
order is that of the oxygen Frenkel type, although the 
magnitude of the Frenkel energy suggests that the de­
fect concentration will be relatively low in the pure 
material. This result accords well with work of An- 
shitsetal. [6] and Kofstad [13] who postulated that 
oxygen Frenkel defects would dominate in pure 
La20 3.
It is worth noting that the A-type structure of La20 3 
is closely related to the cubic C-type of other rare 
earth sesquioxides which, in turn, is derived from
the fluorite structure [14]. Therefore, such intrinsic 
defects might reasonably be expected in La20 3 since 
anion Frenkel disorder is commonly observed in 
fluorite oxides [13].
An important aspect of certain oxidation catalysts 
(for example, ceria) is their nonstoichiometry which 
often allows the reversible addition and removal of 
oxygen. We have therefore considered various redox 
reactions in La20 3 that may lead to deviations from 
ideal stoichiometry. For oxidation we can have,
± 0 2 ( g ) ^ 0 f  +  2 h *  ( E O
to give an oxygen-excess material; or alternatively
| 0 2(g) +  §La&->iVi"+2h-+!La20 3 (E2)
to give a metal deficient material. Similarly for re­
duction we can have
02->Vo + K>2(g)+2e' (E3)
to give an oxygen-deficient material; or
5La20 3->fLai + 5 0 2(g)+2e', (^4).
to give a metal-excess material. The energies of these 
reactions are listed in table 2. Owing to the uncer­
tainties in the free ion terms, we must be cautious in 
giving detailed interpretations. Nevertheless, the high 
positive values for all the reactions suggest that de­
viation from ideal stoichiometry is not significant in 
La20 3 in agreement with the known properties of the 
material [13]. These calculations on intrinsic dis­
order have shown that in practice defect populations 
in La20 3 will be largely due to compensation for do­
pant promoters.
Table 2
Calculated energetics of oxidation and reduction in pure La2Q3.
Redox process E
(eV)
Oxidation
El 7.81
E2 8.24
Reduction
E3 17.87
E4 21.95
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3.2. Cation dopants
Several studies have shown that the incorporation 
of alkaline-earth dopants (especially Sr) increases 
the catalytic performance of La20 3. It is thought that 
this is possibly due to a corresponding increase in the 
point defect concentration. Our approach to cation 
dopants is based on calculating the energetics of dis­
solution of such aliovalent ions into the host matrix. 
The most favourable mode of dopant incorporation 
is as a substitutional ion with compensating oxygen 
vacancies.
MO+La& =M L  + 2 Vo + 3La20 3 .
The resulting energies of solution for a series of 
alkali and alkaline earth ions are presented in table
3. The most favourable solution energy and hence 
the highest solubility is predicted for Sr. Our results 
accord well with experimental studies which have 
demonstrated how the addition of Sr leads to the 
highest activity of a range of dopants. It is concluded 
that the creation of compensating oxygen vacancies 
by the low levels of Sr promoter is important to the 
catalytic properties owing to the increase in oxygen 
mobility.
It is well known that interactions between alio­
valent dopant ions and their charge-compensating 
defects can lead to their association into distinct 
clusters. Our preliminary work has considered sim­
ple dimers comprised of nearest-neighbour dopant 
substitutionals and oxygen vacancies. Binding ener-
Table 3
Energies of solution for alkali and alkaline earth dopants with 
oxygen vacancy compensation.
Dopant ion £ s o l
(eV/dopant)
jM^O ~f La*. —>Mlb+Vo "I" iLa203 
Li+ 4.78
Na+ 3.82
K+ 4.47
Rb+ 5.09
MO+La^  —vMJj, +1 Vq + lLa203 
Mg2+ 3.94
Ca2+ 2.30
Sr2+ 1.71
Ba2+ 4.93
gies have been calculated by comparing the energy of 
the cluster with that of the component (isolated) de­
fects. For example, we have deduced a value of —0.8 
eV for (SrLV o) which suggests a greater tendency 
to clustering at high dopant levels! Similar clustering 
(association) effects have been reported for dopants 
in Ce02 [7] and perovskite-structured oxides [17].
3.3. Oxygen migration mechanisms
It is believed that oxygen migration through the 
bulk of oxide catalysts is of central importance in a 
number of oxidation processes. However, despite the 
evident implications for the catalytic process, the 
precise nature of the migration mechanism control­
ling ion transport in La20 3 is still uncertain. Atom­
istic modelling can greatly enhance our understand­
ing of this problem by evaluating the migration 
energies for various defect mechanisms.
Since the formation energy of the 0 (1 )  vacancy 
is significantly more favourable than the 0 (2 )  po­
sition, we will focus our attention on the 0 (  1) sub­
lattice for vacancy migration. Of the five mecha­
nisms we have identified, two involve O2- vacancies 
and the other three are concerned with O2- inter­
stitials. The migration energies were evaluated by a 
detailed search of the potential energy surface along 
the diffusion path. In this way the saddle-point can 
be located from which the migration energy is 
derived.
Examination of the resulting energies in table 4 in­
dicates that interlayer vacancy migration (shown in 
fig. 1) clearly emerges as the lowest energy path with 
an activation energy of 0.63 eV. This result is con­
sistent with isotope exchange experiments of Ka­
lenik and Wolf [4] which show fast oxygen diffu-
Table 4
Calculated migration energies for oxygen ion transport.
Mechanism E a
(eV)
Vacancy
0(1)-0(1) (intralayer) 4.79
0(1)-0(1) (interlayer) 0.63
Interstitial
Direct 2.10
Interstitialcy (collinear) 2.05
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sion. Moreover, the calculated activation energy is in 
good agreement with the observed values from ionic 
conductivity measurements [15,16]. This result 
clearly suggests that oxygen transport through the 
bulk and to the catalyst surface will be facile.
However, the dopant-vacancy associates, briefly 
discussed above, will inevitably effect oxygen ion 
transport at high dopant concentrations by trapping 
the migrating vacancies. In fact, the ionic conduc­
tivity studies [15,16] show a maximum in conduc­
tivity versus dopant concentration; for the Sr doped 
system this occurs at about 1% Sr/La20 3. The results 
therefore emphasize the importance of clustering 
(association) effects and the need to optimize oxy­
gen ion transport through appropriate choice of do­
pant levels.
3.4. Hole centres at surfaces
It is believed that O-  hole centres in Li promoted 
MgO are the active sites for methane coupling by 
functioning as H-atom abstractors [18]. However, 
the issue of the active site for rare earth sesquioxides 
is not as clear, although the participation of O-  and 
0 2-  peroxide species has been proposed [ 1,5 ]. Cal­
culations in this area can be useful in clarifying the 
nature of the redox reaction controlling the forma­
tion of O-  holes in the doped oxide.
In this work, we first modelled two low index 
(001) and (O il) surfaces, with the relaxed struc­
tures used for the calculation of isolated defects. We 
have then evaluated the energies of oxidation of ox­
ygen vacancies to create 0 “ holes by gaseous oxygen 
in the doped oxide. This reaction may be written as
Vo + K>2(g )= O g + 2 h \
where h* is an electron hole modelled as a substi­
tutional 0 “ . The oxidation energies are reported in 
table 5 for the bulk and the surfaces.
The results indicate two main points. First, the 
energies of oxidation are more favourable on the sur­
face than in the bulk, suggesting that it is easier to 
incorporate oxygen at the surface. Diffusion studies 
and our calculations have already demonstrated that 
the oxygen vacancies consumed in this reaction will 
be readily replenished by facile oxygen migration. 
Secondly, the relatively small oxidation energies in­
dicate that the equilibrium could be displaced by
Table 5
Energies of the oxidation reaction (oxygen vacancy to hole) in 
doped La203.
Lattice site E ox
(eV)
Bulk 0.80
(001) surface 0.58
(Oil) surface 0.41
changes in oxygen partial pressure. This result is 
consistent with experimental findings [ 6,16 ] which 
suggest that holes and p-type conductivity predom­
inate at high oxygen partial pressure. However, while 
we have included all of the important terms, we 
should note that there are uncertainties due to the 
free ion energies employed. Furthermore, in calcu­
lating the oxidation energy at the surfaces we have 
used the value for the small polaron (self-trapped) 
O-  species. If there is greater stability for the large 
polaron then our calculated energy of oxidation will 
be more favourable. Such work is currently in 
progress.
In conclusion, we have illustrated how established 
atomistic simulation techniques can provide a useful 
way of investigating the defect chemistry of La20 3, 
that is related to its heterogeneous catalytic prop­
erties. The results emphasize the importance of do­
pant substitution to promote the increase in mobile 
oxygen defects (vacancies) and the need to under­
stand the redox reactions at the active surface. Fur­
ther studies will investigate surface structures and 
dopant segregation in greater detail and will extend 
our work to the intriguing problem of protonic de­
fects in La20 3.
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Role of Structural Defects and Oxygen Ion Migration in the Catalytic 
Activity of La20 3
Douglas J. Ilett and M. Saiful Islam*
Department o f Chemistry , University of Surrey , Guildford, UK GU2 5XH
A to m is t ic  c o m p u t e r  s im u la t io n  t e c h n iq u e s  a r e  u s e d  to  in v e s t ig a t e  t h e  r o le  o f  k e y  d e f e c t  a n d  t r a n s p o r t  p r o p e r t ie s  
o f L a 20 3 th a t  m a y  b e  in v o lv e d  in  t h e  c a ta ly t ic  a c tiv ity . T h e  t h e o r e t ic a l  t e c h n iq u e s  a r e  b a s e d  u p o n  e f f ic ie n t  
e n e r g y  m in im iz a t io n  p r o c e d u r e s  a n d  M o tt-L it t le to n  m e t h o d o lo g y  fo r  a c c u r a t e  d e f e c t  m o d e l l in g .  T h e  in t e r a to m ic  
p o t e n t ia ls  fo r  L a 20 3 c o r r e c t ly  r e p r o d u c e  th e  h e x a g o n a l  s tr u c tu r e . A n io n  F r e n k e l d i s o r d e r  i s  fo u n d  to  b e  th e  
p r e d o m in a n t  in t r in s ic  d e fe c t  w ith  n e g l ig ib l e  d e v ia t io n  fro m  id e a l  s t o ic h io m e t r y ,  in a c c o r d  w ith  t h e  k n o w n  p r o p e r ­
t i e s  o f  t h e  p u r e  m a t e r ia l .  T h e  h ig h e s t  s o lu b il i ty ,  fo r  a  r a n g e  o f d o p a n t s ,  i s  c a lc u la t e d  fo r  S r  w h ic h  w o u ld  i n c r e a s e  
th e  o x y g e n  v a c a n c y  c o n c e n tr a t io n ;  th is  is  c o n s i s t e n t  w ith  e x p e r im e n t a l  s t u d i e s  o f  th e  p r o m o t e d  c a t a ly s t .  A  lo w  
a c t iv a t io n  fo r  O 2 -  v a c a n c y  m ig r a t io n  s u g g e s t s  fa s t  d if fu s io n  th r o u g h  t h e  b u lk  a n d  to  th e  s u r f a c e .  W e  s u g g e s t  th a t  
th e  c a t a ly t i c  a c t iv it y  is  lin k ed  to  a n  o x id a t io n  r e a c t io n  in w h ic h  o x y g e n - h o l e  c e n t r e s  a r e  c r e a t e d  fr o m  t h e  a n n ih i­
la tio n  o f  o x y g e n  v a c a n c i e s  b y  r e a c ta n t  g a s - p h a s e  o x y g e n .  F u r th e r m o r e , c a lc u la t e d  b in d in g  e n e r g i e s  in d ic a t e  th e  
p o s s i b l e  fo r m a t io n  o f  s t a b le  ( d o p a n t - O - ) c e n t r e s .
Rare-earth-metal sesquioxides rank among the most active 
and selective catalysts for the oxidative coupling of methane 
to form higher hydrocarbon products (mainly ethane and 
ethene),1-14 a process of considerable importance in utilizing 
the large reserves of natural gas. In particular, La20 3 doped 
with Sr exhibits the highest activity and has the added advan­
tage of good stability at reaction conditions.
The issue of the reaction mechanism is still unclear, but is 
thought to involve hydrogen-atom abstraction from methane 
by O- hole centres to generate methyl radicals followed by 
gas-phase recombination. The participation of other oxygen 
centres such as the Of- peroxide species in the direct forma­
tion of ethene has also been proposed.5-12,14 More recently, a 
few studies9-13 have emphasized the relationship between the 
catalytic activity and the defect structure of pure and doped 
La20 3. For example, isotope exchange experiments13 
provide evidence that facile oxygen ion diffusion within the 
bulk and to the surface plays a major role in the oxidative 
coupling reaction* and that Sr doping increases such oxygen 
mobility by increasing the number of O2 “ vacancies.
The numerous investigations on the rare-earth-metal oxide 
catalysts have largely focused on testing studies of selectivity/ 
activity behaviour to identify the most effective catalysts. It is 
clear, however, that solid-state properties such as the precise 
role of structural defects and dopants, the energetics of 
oxygen ion diffusion, as well as the nature of redox reactions 
leading to the formation of electron hole (O-) centres are not 
well established and are crucial to the proper understanding 
of the catalytic properties of the La20 3 system.
In an attempt to clarify these issues we apply computer 
simulation techniques which are well suited to exploring 
solid-state properties at the atomic level. The reliability of 
such theoretical methods has been demonstrated by studies 
of a diverse range of polar solids including alkaline-earth- 
metal oxides,15 zeolites16 and oxide superconductors.17 The 
present simulations of the La20 3 bulk are a useful prelimi­
nary to more complex simulations of the surface which are 
currently being undertaken.
Simulation Methods
The simulations are formulated within the framework of the 
Bom model, the main features of which are the nature of the 
interatomic potentials and the modelling of perfect and defec­
tive lattices. The present account of these widely used tech­
niques (embodied in the CASCADE code18) will be brief 
since comprehensive reviews are given elsewhere.19
The effective potentials describing the interatomic forces 
are represented by ionic, pair-wise potentials of the form
W =  I ^  +  Z 0 , A . v )  (1)
O' O' 0
which includes a long-range Coulombic interaction, and a 
short-range term to model the repulsions and van der Waals 
attractions between electron charge clouds. The latter short- 
range term is typically described by an analytical function of 
the Buckingham form:
4>ij(rij) = A tJ exp(-rtj/pij) -  C-Jru (2)
Ionic polarisation is treated by the shell model20 which 
represents each ion in terms of a massless shell (simulating 
the valence shell electrons) and a core, coupled by a har­
monic spring. The development of a dipole moment is 
effected by the displacement of the shell relative to the core.
The static simulation of the perfect lattice gives the crystal 
structure and the lattice energy, which employs efficient 
energy minimization methods based on a Newton-Raphson 
{i.e. second derivative) procedure. Having attained the 
minimum energy structure, subsequent calculations of the 
second derivatives of the energy with respect to atomic coor­
dinates yield information required to determine elastic and 
dielectric properties.
The defect energies are calculated within the context of the 
Mott-Littleton approach19-21 in which the ions in an inner 
region immediately around the defect are relaxed explicitly 
until they experience no net forces. In contrast, in the more 
distant regions of the crystal, the forces are relatively weak 
and are treated by methods based on continuum theories. 
There is now ample evidence that given reliable interatomic 
potentials and a sufficiently large inner region these methods 
can produce accurate values for defect formation, migration 
and interaction energies.
Potentials for La20 3
La20 3 crystallizes into a hexagonal structure (space group 
P3ml)22 with an unusual seven-coordination of the cation 
(Fig. 1). The unit cell consists of one independent La ion and 
two independent O atoms. The La and 0(1) form double hex­
agonal layers of alternating La and O and these layers are
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Fig. 1 Hexagonal structure of La203 (after ref. 22). Arrows indicate 
possible pathways for oxygen vacancy migration.
held together by 0(2). The potential parameters for La20 3 
are derived from electron-gas methods and were recently 
applied to pressure simulations23 of La2Cu04. Integral ionic 
charges are presumed, i.e. 3+ for La and 2— for O, which 
enables a simple definition of hole states (as O- ) and the 
useful concept of isovalent or aliovalent dopant substitution. 
Details of the potential and shell model parameters used in 
this study are given in Table 1.
A comparison between calculated and experimental inter­
atomic separations, presented in Table 2, indicates that the 
deviation is generally small. This clearly shows that the 
potentials for La20 3 correctly reproduce the complex hex­
agonal structure, without employing empirical fitting pro-
Table 1 Interatomic potentials for La2Q3
(a) Short-range: V(r) = A exp{ —r/p) -  C/r6
interaction A/cV p/A C/eV A-6
La3+--La3+ 85791.74 0.22030 6.8630
La3+- • -O2- 5700.52 0.29885 38.9365
o 2~ - o 2" 576.94 0.33536 0.0
La3+-Cr 5700.52 0.29885 38.9365
o2~ - o - 576.94 0.33536 0.0
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Table 3 Calculated properties of the perfect crystal
property La203
lattice energy/eV formula unit"1 -130.53
a (A) 3.887 (3.938)”
c (A) 6.059 (6.128)”
elastic constants/1011 dyn cm-2
C11 32.02
C12 15.20
C13 12.06
C33 22.38
C44 11.45
C66 8.41
relative permittivities
<£0> 18.3
< o 3.9
“ Observed values22 in parentheses.
cedures. One of the largest errors is in the 0(1)-0(1) distance 
which may lead to some uncertainty in the calculated migra­
tion profiles. The lattice energy, elastic and dielectric con­
stants for the perfect crystal have also been calculated and 
reported in Table 3. Unfortunately, corresponding experi­
mental data for comparison are unavailable although our cal­
culated static relative permittivity is consistent with 
experimental values24 of 15.7 and 16.2 for Gd2Oa and Lu20 3 
respectively. To our knowledge these studies are the first 
detailed survey of the La20 3 catalyst employing simulation 
methods.
Results and Discussion 
Intrinsic Atomic Defects
Calculations were first performed on the energies of isolated 
point defects (vacancies and interstitials) which are given in 
Table 4(a). In all cases, the lattice ions surrounding the defect 
are allowed to relax in the energy minimization procedure. 
For vacancies the energy corresponds to removing a lattice 
ion from the perfect crystal to infinity; likewise, the intersti­
tial energy corresponds to introducing an ion from infinity 
into the perfect crystal.
The oxygen vacancy energies clearly indicate that it is 
more favourable to form vacancies in the four-coordinate 
0(1) rather than octahedral 0(2) positions. For the intersti­
tial ions, various sites in the structure were considered. The 
most favourable position is located between adjacent La
(b) Shell model”
species Y/c /c/eV A-2
La3 + -6.00 460.0
O2" -2.50 27.0
O" -1.50 27.0
” Y  and k are the shell charge and spring constant, respectively.
Table 2 Calculated and observed interatomic separations/A
separation r (expt) r (calc) |A|
La-O(l) 2.371 2.378 0.007
La-0(1) 2.451 2.335 0.116
La-0(2) 2.720 2.724 0.004
0(1)-0(1) 2.886 2.791 0.094
0(l)-0(2) 3.147 3.173 0.026
La-La 3.865 3.799 0.066
Table 4 (a) Calculated energies of isolated point defects”
defect £/eV
La3+ vacancy (V£J 48.64
O2- (1) vacancy (Vq ) 16.66
O2- (2) vacancy (V'0‘) 17.71
La3+ interstitial (LaJ*’)fr -34.16
O2- interstitial (0")f> -11.51
(b) Calculated formation energies of Frenkel and Schottky disorder
type E/eW per defect
Frenkel
La3 + 7.24
O2" 2.57
Schottky 3.34
” Region I contains 250 ions. b Interstitial site at (0.32, 0.56, 0.5) in 
lattice units.
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layers and at the centre of a ‘cage’ which has eight-fold coor­
dination with respect to oxygen.
The individual point defect energies are then combined to 
give formation energies for Frenkel and Schottky disorder 
[reported in Table 4(h)]. The La and O Frenkel defects can 
be represented by the following reactions using Kroger-Vink 
notation:
L a£.-K £ + Laj" (I)
O S-Fo + Or (II)
and similarly the Schottky defect can be expressed as:
2La£, + 3Ox0 -► 2V£ + 3Vo + La20 3 (III)
From examination of the calculated energies in Table 4(h) 
it is clear that the simulations predict that the predominant 
mode of intrinsic defect is of the oxygen Frenkel type. This 
result accords well with work of Anshits et al.9 and Kofstad25 
who postulated that oxygen Frenkel defects would dominate 
in pure La20 3. Hence, ionic conduction will be undoubtedly 
controlled by the diffusion of oxygen defects, although the 
magnitude of the Frenkel energy suggests that the defect con­
centration will be very low in the pure material. It is inter­
esting to note that the hexagonal ;A-type structure of La20 3 
is closely related to the cubic C-type of other rare-earth-metal 
sesquioxides which, in turn, is derived from the fluorite 
structure.22 Therefore, oxygen vacancies and interstitials 
might reasonably be expected in La20 3 since anion Frenkel
disorder is commonly observed in fluorite-structured
oxides.25
Electronic Defects
Our approach to the investigation of electronic defects 
follows that used for transition metal oxides15 and subse­
quently the oxide superconductors.17’26 Calculations were 
performed on the O- substitutional which is the model for 
the hole centre in La20 3 and on the La2+ substitutional a 
model for the defect electron. Two types of calculation were 
carried out in each case: first a conventional calculation in 
which the lattice was fully relaxed around the defect species 
(referred to as a ‘thermal’ calculation); the resulting energy 
corresponds to the small polaron. In the second type only the 
shells were relaxed (referred to as an ‘optical’ calculation) 
which, as discussed previously,15 provides a model for the 
large polaron. Therefore, in the small polaron picture the 
electronic defect is localized and self-trapped by its own 
polarization field; in contrast, the large polaron is delocalized 
with no contribution from lattice distortion.
The lattice energy changes for the O- and La2+ species are 
reported in Table 5 together with various atomic and band- 
widths terms. To estimate the small polaron energy the 
appropriate ionization energy or electron affinity is added to 
the lattice energy term. For the large polaron energy we also 
include half the bandwidth which approximates to the kinetic 
energy of the delocalized species. The resulting energies (given 
in Table 6) show first that the O" hole is a large polaron 
state on the 0(2) site; for electrons, on the other hand, we 
predict small polarons. By combining the two energies we 
obtain an estimate of 10 eV for the band gap which accords 
with the La20 3 material being a wide-gap insulator.27 Of 
course, there are uncertainties in the relative energies which 
are due largely to uncertainties in the bandwidth contribu­
tions. Nevertheless, these results are consistent with the type 
of electronic species found in the MgO catalyst and the band 
gap characteristics of related sesquioxides.27
In addition to intrinsic disorder of the Frenkel and 
Schottky type there is also the question of whether there is
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Table 5 (a) Calculated lattice energy changes/eV for electronic 
defects
defect small polaron® large polaron®
0 “ (1) hole (h*) 15.30 18.36
0 “ (2) hole (h‘) 14.12 15.98
La2+ electron (e') 24.71 25.86
(b) Atomic and bandwidth energies*
term energy/eV
£.-.3C 19.18-1.47
F 4e*. 2 8.75
D / 5.16O bandwidth ca. 5
La bandwidth ca. 2
* Small- and large-polaron energies refer to ‘thermal’ and ‘optical’ 
calculations respectively. b O bandwidths from ref. 26 and La band­
width from ref. 27. c E t 3 is the third ionization potential of La. 
4 Ect , and Eet 2 are the first and second electron affinities of oxygen. 
' Dc is the dissociation energy of an Oz molecule.
any deviation from the stoichiometric composition. The fol­
lowing defect models might be expected under both oxidizing 
and reducing atmospheres leading to a degree of non­
stoichiometry:
(i) oxidation to form holes (O- ) with oxygen interstitial 
compensation (which produces an oxygen-excess compound):
i 0 2(g) -  O'f + 2h* (IV)
(ii) oxidation to form holes (O- ) with cation vacancy com­
pensation (metal-deficient compound):
i 0 2(g) + |La£, -  |V~ + 2h* + iLa20 3 (V)
(iii) reduction to form electron states (La[J with oxygen 
vacancy compensation (oxygen-deficient compound):
O g -V o +K>2(g) + 2e' (VI)
(iv) reduction to form electron states (La[J with cation 
interstitial compensation (metal-excess compound):
iLa20 3 -  §La[" + *02(g) + 2e' (VII)
The energies of these reactions are listed in Table 7, and are 
derived using relevant defect energies (Table 4) and intra- 
atomic energy terms (given in Table 5). Owing to the uncer­
tainties in the free ion terms, we must be cautious in giving 
detailed interpretations. Nevertheless, the high positive values 
for all the oxidation and reduction reactions suggests that 
deviation from ideal stoichiometry is not significant in La20 3 
in agreement with the known properties of the material.9,25 
In particular, the oxide is extremely resistant to reduction. 
Our results therefore confirm that metal centres having vari­
able oxidation states are not a prerequisite for methane oxi­
dative coupling.5
Table 6 Formation energies for electronic defect/eV
defect small polaron large polaron
O” (1) hole (h‘) 6.55 7.11
CT (2) hole (h‘) 5.37 4.73
La2+ electron (e] 5.53 5.68
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Table 7 Calculated energies of redox reactions
redox process £/eV
oxidation
reaction (IV) 7.81
reaction (V) . 8.24
reduction
reaction (VI) 17.87
reaction (VII) 21.95
Oxygen Migration
It is well established that solid-state diffusion, allowing the 
flow of oxygen from the gaseous phase (present as one of the 
reactants) into and through the bulk lattice, is of central 
importance to the mode of operation of certain oxidation 
catalysts. However, only a few studies13,28,29 have focused on 
oxygen diffusion in the La20 3 system. Early conductivity 
measurements of Etsell and Flengas28 obtained an activation 
energy of 17.1 kcal mol-1 (0.74 eV) for CaO doped La20 3, 
which they attribute to the motion of O2- ions through 
either a vacancy or interstitial mechanism. Milne et al.29 have 
reported conductivity measurements as a function of SrO and 
CaO doping and obtained an activation energy of 0.6-0.7 eV 
for the undoped limit. More recently, isotope exchange 
studies of Kalenik and Wolf13 have shown that lattice oxygen 
plays a major role during the oxidative coupling of methane; 
they also determined oxygen self-diffusion coefficients (D0) for 
the pure and promoted catalyst with the 1% Sr/La20 3 
system exhibiting the highest value.
Despite the evident implications for the catalytic process, 
the precise nature of the migration mechanism or pathway 
controlling ion transport is still uncertain. Atomistic model­
ling can greatly enhance our understanding of this problem 
by evaluating the activation energies for various defect mech­
anisms.
For the hexagonal A-type structure of La20 3 there are a 
number of possible migration mechanisms. Since the forma­
tion energy of the 0(1) vacancy is significantly more favour­
able than the 0(2) position, we will focus our attention on the 
0(1) sublattice for vacancy migration. Of the five mechanisms 
we have identified, two involve O2- vacancies and the other 
three are concerned with O2- interstitials. The two vacancy 
mechanisms are associated with intralayer and interlayer 
migration between neighbouring 0(1) sites; the three intersti­
tial migration mechanisms relate to the direct pathway 
between the most favoured interstitial sites, and two intersti- 
tialcy or ‘knock-on’ mechanisms. The latter involves the 
migrating ion displacing a neighbouring lattice ion into the 
adjacent interstitial position. The importance of such intersti- 
tialcy mechanisms has been demonstrated by previous studies 
on fluorite-structured compounds.
The migration energies were evaluated by a detailed search 
of the potential-energy surface along the diffusion path. In 
this way the saddle-point configuration can be identified from 
which the energy barrier to migration is derived. It is clear 
from the numerous simulation studies of oxides that electron- 
gas (non-empirical) potentials are particularly reliable in 
modelling the potential energy at separations widely different 
from perfect-lattice values. The resulting activation energies 
for oxygen vacancy and interstitial mechanisms are reported 
in Table 8.
Examination of the results indicates that interlayer vacancy 
migration clearly emerges as the lowest-energy path with an 
activation energy of 0.63 eV (and at least 1.4 eV more favour­
able than the other mechanisms considered). Interestingly, the 
corresponding interatomic separation of 2.89 A is the shortest 
0 -0  distance in the structure. This result is consistent with
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Table 8 Calculated activation energies for oxygen ion migration
mechanism direction E JcV
vacancy
oohxi) intralayer 4.79
0(1)-0{1) interlayer 0.63
interstitial
direct 2.10
interstitialcy collinear 2.05
interstitialcy non-collinear 3.08
isotope exchange experiments13 which show fast oxygen dif­
fusion. Moreover, the calculated activation energy is in good 
agreement with the observed values from ionic conductivity 
measurements.28,29 It is also clear that all the interstitial 
mechanisms have high energy barriers (Table 8), which 
implies that they would have a negligible contribution to 
oxygen transport.
To conclude, oxygen diffusion is predicted to be dominated 
by vacancies but restricted to interlayer migration between 
0(1) sites. In view of this type of motion, anisotropic ion con­
ductivity is expected for single crystal La20 3. Furthermore, 
the low activation energy will permit facile oxygen vacancy 
migration (which effects transport of lattice O2-) through the 
bulk and to the catalyst surface. As is discussed further 
below, such high oxygen mobility will certainly have a major 
practical influence on methane activation.
Dopant Substitution
Numerous experimental studies have shown that the addition 
of alkali-metal and alkaline-earth-metal dopants (especially 
Sr2+) to La20 3 is effective in promoting oxidative coupling 
of methane. A wide range of catalytic activities and selec- 
tivities are exhibited which have yet to be optimized.
Our simulation approach is based on assessing the ener­
getics of dissolution of such aliovalent ions and the nature of 
the charge-compensating defects in which we neglect defect 
entropy terms. The most straightforward mode of dopant 
incorporation into the host matrix is as a substitutional ion 
at a La3 + site with compensating oxygen vacancies. This can 
be represented by the following defect equations:
alkali metal: ^M20  + La^-U M'  ^+ Vq + |La20 3 (VIII)
alkaline-earth metal:
MO + La^ -  ML + iV*0* + iLa20 3 (IX)
The energies of solution are then evaluated by combining 
appropriate defect and cohesive energy terms. For example, 
the energy of reaction (IX) can be expressed as:
£So. = £sub + K  + i l /L(La20 3) -  l/JMO) (3)
where £sub is the dopant substitutional energy, £v is the 
oxygen vacancy energy and UL is the lattice energy. We note 
that the entropy change and hence the temperature depen­
dence can be obtained computationally and is currently being 
investigated.
The interatomic potentials for the dopant species are 
exactly those of corresponding binary metal oxides30 which 
have been successfully applied to recent studies17 of impu­
rities in La2 Cu0 4 . and YBa2Cu30 7. The resulting energies of 
solution for a series of alkali-metal and alkaline-earth-metal 
ions are presented in Table 9 and are also plotted vs. ion 
radius in Fig. 2.
Two points emerge from these results. First, the lower solu­
tion energies for alkaline-earth-metal ions suggests a higher
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Table 9 Energies of solution for alkali-metal and alkaline-earth- 
metal dopants with oxygen vacancy compensation (reactions VIII 
and IX)
M U JeV° E J e M  per dopant
Li + -29.98 4.78
Na+ -24.75 3.82
K + -22.18 4.47
Rb + -21.18 5.09
Mg2+ -41.29 3.94
Ca2 + -36.10 2.30
Sr2+ -33.42 1.71
Ba2 + -33.74 4.93
“ Lattice energies from ref. 30.
solubility range than the alkali metals. The calculations 
therefore predict that alkaline-earth-metal doped La20 3 
would show the greater activity which is consistent with 
observation. We recognize, however, the difficulty in assess­
ing the relative activity/selectivity properties of the promoted 
catalyst since a diverse range of reaction conditions have 
been employed. The lower solubility of Li+ and Na+ may be 
explained in terms of the ion size ‘mismatch’ with La3 + 
(shown in Fig. 2) and, hence, they cannot be so readily 
accommodated in the lattice. In view of these high solution 
energies it is possible that the catalytic properties are associ­
ated with exsolved Li20  and Na20, but modified by inter­
action with the La2Oa host. Indeed, it is believed that the 
role of Li and Na is to poison the catalyst surface for total 
oxidation reactions.31 Secondly, the most favourable solution 
energy and hence the highest solubility is predicted for Sr. 
This is clearly illustrated in Fig. 2 which reveals a degree of 
correlation between the calculated solution energy and the 
size of the dopant ion, with a minimum at Sr2+ (close to the 
La3+ radius of 1.06 A). The trends with dopant radius indi­
cate the sensitivity of the interatomic potentials to small 
changes in ion size. Moreover, our results accord well with 
experimental studies which have demonstrated how the addi­
tion of Sr leads to the highest activity for a range of 
dopants.3,5,13
We are aware, however, that the solution energy is endo- 
thermic which suggests limited solubility in the host oxide at 
high temperatures unless additional stabilization occurs. It is
2 -
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Fig. 2 Calculated energies of solution as a function of ion radius for 
alkali-metal and alkaline-earth-metal dopants. (Note that the La3 + 
radius is 1.06 A)
well established that clustering can take place between 
dopant ions and their charge-compensating defects. From a 
preliminary investigation we have calculated a binding 
energy of —0.78 eV for the (Sr^ Vq) pair cluster which will in 
effect reduce the solution energy by this stabilizing term; such 
calculations will form the basis of a subsequent publication. 
In any case, the present calculations demonstrate their qualit­
ative importance in predicting the most favourable dopant 
substitution and thus provide a useful guide to dopant 
behaviour.
We note that an alternative compensation mechanism 
involving cation interstitials was also considered, but resulted 
in solution energies that were less favourable by at least 3 eV. 
This confirms the view that the majority defects created by 
incorporating these dopant ions will be oxygen vacancies 
(particularly at low oxygen pressures). Moreover, even for 
small additions of SrO the dopant-controlled vacancy con­
centration will far exceed that arising from thermal disorder 
and thereby enhance the oxygen mobility. We therefore con­
clude that the net flux of oxygen through the doped solid 
(and to the surface) will be high.
Hole Centres in the Doped Oxide
Various spectroscopic studies5,32 have demonstrated that the 
active sites in the Li/MgO catalyst are O" hole species which 
are stabilized by the formation of (Li + 0 “) centres, and facili­
tate hydrogen-atom abstraction from methane. These studies 
also report that the majority of the O- centres are located in 
the bulk of the material. However, the issue of the active site 
for rare-earth-metal sesquioxides is not as clear, although the 
participation of O- , OJ superoxide and Of- peroxide 
species has been proposed.1,2,14 Calculations in this area can 
be useful in clarifying the nature of the redox reaction, 
together with the key energetic terms controlling the forma­
tion of oxygen holes in the doped oxide.
To render alkaline-earth-metal doped La20 3 catalytically 
active, it is necessary to treat the material with gaseous 
oxygen co-fed with methane. In terms of defect chemistry this 
leads to the oxidation (or ‘filling’) of oxygen vacancies by 
molecular oxygen with consequent formation of hole states. 
This oxidation reaction may be expressed as:
Vo + i 0 2(g)-05 + 2h* (X)
where OJ is an oxygen anion on a normal site and h* is an 
electron hole modelled as a substitutional O- . As is men­
tioned earlier, a large polaron model for O- was found to be 
the most favourable. We note that this process is consistent 
with spectroscopic studies of Lunsford and co-workers2 who 
proposed that the active oxide species is derived from the 
reaction of molecular 0 2 with La20 3.
The calculated energy for the oxidation reaction (X) is 
reported in Table 10 for the two independent oxygen sites. 
The first point to emerge from the results is that the 0(2) 
position is the most likely O- site. We therefore envisage the 
diffusion and filling of 0(1) vacancies will lead to the creation 
of holes on neighbouring 0(2) sites. Such an oxidation 
process involving hole formation at a site adjacent to the 
vacancy has also been proposed for the Li/MgO catalyst.15
Table 10 Energies of oxidation reaction (oxygen vacancy to hole) in 
doped La2Q3
reaction E JeW
Vo + *02(g)->0$ + 2h'
0(1) site 2.63
0(2) site 0.80
3838
Table 11 Calculated binding energies of (dopant-hole) centres
centre® Es/eV*
alkali metal
(LijjOo) -0.77
(Na^ Oo) -0.70
(KLcg -0.58
(RbLO'o) -0.53
alkaline-earth metal
(Mg'uO‘) -0.56
(CauO0) -0.44
(SruO0) -0.30
(Ba'uOo) -0.20
® O at 0(2) position. b Negative value indicates system is bound.
The present calculations predict a small endothermic 
energy at low temperatures although it is possible that other 
types of oxygen species could have higher stability. This 
energy, when compared with the uncertainties in the contrib­
uting free-ion terms, suggests a finely balanced equilibrium 
which could be displaced by changes in oxygen partial pres­
sure. However, the entropic contribution of 0 2(g) to the total 
free energy will make this reaction less favourable at high 
temperatures. Nevertheless, our result is consistent with 
experimental findings9 which suggest that holes predominate 
at high oxygen partial pressures (>0.1 kPa). Indeed, most, if 
not all, of the catalytic studies are carried out with oxygen 
partial pressures in excess of 5 kPa. Entropic effects need to 
be included in our calculations to derive a quantitative 
relationship between the oxygen partial pressure and the 
defect concentrations. This is obviously a topic for further 
study.
In addition to isolated states, calculations were performed 
on (dopant-O- ) complexes comprised of nearest-neighbour 
species which have been linked to possible active sites. The 
results are reported in Table 11 which gives the binding ener­
gies with respect to the component isolated defects. Note that 
we have employed Kroger-Vink notation where, for example, 
(Sr2 + 0 “) is written as (Sr'u Oo). The results reveal that in all 
cases the complexes are bound which is not too surprising in 
view of their opposite effective charges. In any event this sug­
gests that the O- species are stabilised by the formation of 
(dopant-O- ) entities. It should be added that such inter­
actions do not necessarily preclude the presence of isolated 
species since clusters will be in equilibrium with single defects.
Conclusions
The present study has illustrated how computer simulation 
methods can contribute to the understanding of key solid- 
state properties of the La20 3 material that are relevant to its 
catalytic behaviour. Four main features emerge from the 
study:
(1) The anion Frenkel defect consisting of O2- vacancies 
and interstitials, is calculated to be the predominant intrinsic 
disorder albeit at very low concentrations. Deviation from 
ideal stoichiometry is not significant in accord with the 
known properties of the material; the redox reactions 
confirm that cations with variable valence are not a prerequi­
site for oxidative coupling of methane. In practice, therefore, 
defect populations in La20 3 will be largely due to com­
pensation for dopants or impurities.
(2) Oxygen diffusion will be associated with an interlayer 
vacancy mechanism [on the 0(1) sublattice] and hence aniso­
tropic ion transport is anticipated for single crystal La20 3. 
Moreover, the low activation energy suggests that the oxygen 
vacancies consumed in the oxidation reaction will be readily
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replenished by fast diffusion through the bulk and to the 
catalyst surface.
(3) The majority compensating defects created by addition 
of alkaline-earth-metal (or alkali-metal) dopants will be O2- 
vacancies and hence the net flux of oxygen through the doped 
solid will be high. The highest solubility is calculated for Sr 
and will thus be the most effective dopant in producing an 
appreciable vacancy concentration; this is consistent. with 
experimental results which find the highest activity for Sr- 
promoted La20 3.
(4) We suggest that the catalytic activity may be associated 
with the oxidation reaction:
Vo + \ C>2(g) -* Oo + 2h’
in which 0 ~  holes (large polarons) are created from the 
‘filling’ of oxygen vacancies by reactant molecular oxygen, 
for which we calculate a small endothermic energy for the 
low temperature limit. Oxygen hole centres are believed to 
facilitate hydrogen abstraction from methane but other 
species, such as Of- , need to be considered before firm pre­
dictions may be made. In either case, this oxidation reaction 
is consistent with the observed inactivity of the catalyst in the 
absence of gas-phase oxygen.
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