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Variation of Geometric Invariant Theory (VGIT) [DH98, Tha96] studies the structure of the
dependence of a GIT quotient on the choice of linearisation. This structure, and the concomi-
tant wall-crossing picture relating the different quotients when a reductive group acts linearly
on a projective variety (with respect to an ample linearisation), has long been a hallmark of
classical GIT, and has found many diverse applications. In this article we show that under the
conditions of results given in [BDHK16b] for non-reductive linear algebraic group actions on
projective varieties, this structure persists in non-reductive GIT.
In § 1 we review the key points of the classical theory, when a reductive linear algebraic group G
acts on a projective variety X. Mumford’s GIT associates to any linearisation L of this action
with respect to an ample line bundle L a notion of a quotient X//LG (where X//LG is a projec-
tive variety), and the variation of GIT results of Thaddeus [Tha96] and Dolgachev & Hu [DH98]
describe the dependence of X//LG on the linearisation L. In § 2 we give a brief exposition of
how some of the difficulties characteristic of non-reductive GIT may be solved for actions of
linear algebraic groups with graded unipotent radicals as in [BDHK16b] and [BDHK16a]. The
next two sections are dedicated to showing that these results allow us to recover a variation
picture which is very similar to the classical one, in the case where ‘semistability coincides with
stability for the unipotent radical’, in a sense that we will specify later. The major difference
from usual VGIT is the presence, a priori, of an additional parameter: a choice of a suitable
1-parameter subgroup of the group in question.
We then discuss what happens without the simplifying assumption that semistability coin-
cides with stability for the unipotent radical. Essentially the same description can be made
to work, with some slight modifications. Finally, we discuss some illustrative examples, and
indicate some potential applications of our results.
Conventions, Notation and Standing Assumptions
Our ground field is C (or more generally an algebraically closed field of characteristic 0).
Throughout, unless otherwise specified, let X be a irreducible projective variety carrying an
ample line bundle L. When X is acted on by a linear algebraic group, we say that the action
is linear, or linearised, if we have chosen a linearisation: that is, a lift of the action on X to
the total space of L. We will denote linearisations themselves with cursive scripts, i.e. L
is a linearisation with underlying bundle L. Unless otherwise stated, we will denote by G a
reductive linear algebraic group, and by H an arbitrary linear algebraic group, which may be
non-reductive. We fix a Levi factor R of H, so that H = U⋊R where U is the unipotent radical
of H. We will abbreviate ‘one-parameter subgroup’ to ‘1PS’ in places. When given without
qualification, point means closed point and sheaf means coherent sheaf.
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1 Reductive GIT
When a reductive linear algebraic group G acts on a projective variety X, Mumford’s Geometric
Invariant Theory allows us to construct quotients, in the following sense. We need to make a
choice of linearisation L ; that is, an ample line bundle L on X, and a lift of the G action to L.
Then the algebra
∞⊕
n=0
H0(X,L⊗n)G of invariant sections is a finitely generated graded algebra;
we call the associated projective variety
X /
L
G := Proj
∞⊕
n=0
H0(X,L⊗n)G
the GIT quotient of X by G with respect to L . Further, there are open subvarieties
Xs(L ) ⊆ Xss(L ) ⊆ X,
respectively called the stable and semistable loci, such that the inclusion of the invariants
into the algebra of sections induces a good quotient Xss(L ) → X /
L
G, which restricts to a
geometric quotient Xs(L )→ Xs(L )/G onto an open subvariety of the GIT quotient [MFK94].
Remark 1.1. When considering how the choice of linearisation affects the GIT quotient it is
important to note that, since good quotients are in particular categorical, if two linearisations
yield the same semistable locus then their associated quotients are canonically isomorphic.
Thus classical GIT provides us with G-invariant open subvarieties of the variety X and gives
us the best possible quotients of those open subvarieties by the G-action. A crucial feature of
GIT is that those quotients are not too hard to compute: in order to determine the GIT quotient
and its geometric restriction we need only determine the stable and semistable loci, and the
following tells us that these are determined by essentially combinatorial data.
Theorem 1.2. [MFK94] (Hilbert-Mumford Criterion) Let T ⊆ G be a maximal torus,
and choose coordinates that diagonalise the action of T .
1. Stability and semistability for the T -action on X are determined purely combinatorially
as follows. Take x ∈ X and let ∆x ⊂ t∗ be the convex hull of the weights of the T -action
corresponding to nonzero coordinates of x. Then
x ∈ Xss,T (L ) iff 0 ∈ ∆x;
x ∈ Xs,T (L ) iff 0 ∈ ∆x.
2. A point x ∈ X is semistable (resp. stable) for the G action with respect to L iff every
point of G-orbit is semistable (resp. stable) for T . That is, we have
X(s)s,G(L ) =
⋂
g∈G
g ·X(s)s,T (L ).
The study of how the GIT quotient depends on the linearisation, known as Variation of
GIT or VGIT, was initiated by Thaddeus in [Tha96] and by Dolgachev and Hu in [DH98].
Let PicG(X) denote the set of G-linearised line bundles on X up to the natural notion of isomor-
phism. The tensor product of two G-linearised line bundles and the dual of a G-linearised line
bundle both have canonical G-linearisations, and hence this set has an abelian group structure.
The following definition comes from [Tha96].
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Definition 1.3. We say that two linearisations, L1, L2, are G-algebraically equivalent if there
is a connected variety S with points s1,s2 ∈ S, and a linearisation LS of the G-action on S×X
induced from the second factor, such that LS |si
∼= Li for i = 1, 2.
Thaddeus proved in [Tha96] that the semistable locus in X, and hence the GIT quotient
of X by G, is invariant under the equivalence relation of G-algebraic equivalence, so we may
pass to the quotient of PicG(X) by this equivalence relation, denoted NSG(X). It follows from
the Hilbert-Mumford criterion that the GIT quotient is unchanged if one replaces a given G-
linearisation L , of the line bundle L, with the induced linearisation L n on L⊗n for n > 0. So
we may consider the rational vector space NSG(X)⊗Q, which is shown to be finite dimensional.
This is the space of rational linearisations.
Definition 1.4. Let AGQ be the cone in NS
G(X) ⊗ Q which consists of rational linearisation
classes for which the underlying algebraic equivalence class of bundle is ample. Denote by
CG ⊂ AGQ the set of G-effective rational ample linearisations; that is, those linearisations in A
G
Q
for which there is a semistable point in X.
The goal of VGIT is to understand how the quotient changes as we move around in this
parameter space. This is described in [DH98] using a so-called wall-and-chamber structure on
CG; that is, a subdivision of CG into convex chambers by homogeneous walls which are locally
polyhedral of codimension one in CG. If we assume that generic points of X have 0-dimensional
stabilisers, then a linearisation L lies on some wall if it has a strictly semistable point: that
is, there is a point of X that is semistable but not stable with respect to L . A connected
component of the set of linearisations not lying on any wall is a chamber. A cell is a connected
component of the set of points of a given wall W that do not lie on any other wall except those
walls containing the whole of W .
The main features of the dependence may be summarised as follows.
Theorem 1.5. [DH98] Assume that there exists a linearisation such that semistability equals
stability. Then:
1. The wall-and-chamber structure of CG is finite, in the sense that there are only finitely
many chambers, walls and cells, and polyhedral, in the sense that the closure of a chamber
is a rational polyhedral cone in the interior of CG.
2. Two linearisations in the same chamber give the same semistable locus, and hence the
same GIT quotient, while the induced (rational) ample line bundle on the quotient varies
affinely in the chamber. The set of linearisations giving a particular semistable locus is
either a chamber or a union of cells in the same wall.
3. As a wall is crossed, the quotients for the wall and for the chambers on either side are
related by an explicit birational transformation, called a Thaddeus flip.
Remark 1.6. The details of the birational transformation relating the quotients on either side
of a wall will not concern us here. The definition may be found in [Tha96], where it is referred
to simply as a flip.
Example 1.7. A simple example of this structure is that of Gm acting linearly on P
n. Then
CG is the half-plane in Q2, with the direction perpendicular to NS ⊗ Q ∼= Q corresponding
to a choice of rational character. Choosing coordinates x0, .., xn to diagonalise the action, and
letting αi ∈ Z be the weight of xi, we see that the chambers are bounded by rays passing
through (1, αi).
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2 Non-reductive GIT: the Uˆ Theorems
It is well known that many of the good properties of Mumford’s GIT fail in general in the
non-reductive setting. These include finite generation of the algebra of invariant sections, sur-
jectivity of the quotient map, and the Hilbert-Mumford criteria. Recently, however, it has been
shown that these properties hold for non-reductive linear algebraic group actions under special
circumstances which are satisfied in a wide range of interesting applications. Here we present
these results, collectively referred to as the various versions of the Uˆ theorem. We first introduce
some notation.
Definition 2.1. Let H be an arbitrary linear algebraic group. Let U be its unipotent radical.
We say that H has graded unipotent radical if there exists a one-parameter group of automor-
phisms Gm 6 AutH which acts with strictly positive weights on LieU , such that the induced
action on R = H/U is trivial. Such a Gm is called admissible, and we refer to any given fixed
choice as the distinguished Gm. We call an admissible Gm internal if it comes from a subgroup
Gm 6 H, with the automorphism being conjugation, and external otherwise. For the rest of this
section we will assume that we have an internal admissible Gm (but see Remark 2.14 below).
We will write Uˆ = U ⋊ Gm, or, for example, Uˆλ if we wish to emphasise a particular choice of
homomorphism λ : Gm → Aut(H).
Up to conjugacy, we may assume that an internal admissible Gm is chosen from the Lie
algebra z of the centre of R, inside a maximal torus whose Lie algebra we denote by t. Then,
choosing an invariant inner product, the admissible Gm’s are precisely those whose pairings
with all weights of the adjoint representation of t on LieU are strictly positive. This defines a
cone C ⊆ z∨, which we call the admissible cone.
Remark 2.2. We emphasise that so far all of this is intrinsic to the group; it depends neither
on X, nor on the action.
Definition 2.3. Now suppose H acts on X. We say that a linearisation L of an action
of H on X with respect to an ample line bundle L is adapted if the lowest weight of the
action of the distinguished Gm on X is strictly negative, and the rest are strictly positive. Let
V Gmmin be the minimal weight space of the linear representation of the distinguished Gm. Let
XGmmin = X ∩ P(V
Gm
min ), and let X
o,Gm
min be the subvariety consisting of those x ∈ X with at least
one coordinate associated to the minimal weight space being non-zero: that is, the basin of
attraction of XGmmin under the distinguished Gm. We will observe later that if the unipotent
radical U of H is non-trivial and X is irreducible then XGmmin and X
o,Gm
min are in fact independent
of the choice of admissible Gm and so we will use the notation Xmin and X
o
min instead.
Remark 2.4. If a given linearisation is not adapted, we can always twist the linearisation by
a rational character to make it so, provided appropriate characters exist.
Remark 2.5. There is a technical point to be explained here, about the choice of linearisation.
For the proofs of finite generation of invariants given in [BDHK16a, BDHK16b] to work, we
must twist the linearisation by a rational character so that it is not merely adapted, but within
some sufficiently small ε > 0 of the lower wall of the adapted chamber. This can make the
statement of the results that follow somewhat unwieldy, so we adopt the following convention
used in [BDHK16a, BDHK16b]: we say that a linearisation is well-adapted if it is within distance
ε > 0 of the relevant wall. More precisely, when in what follows we say that a property holds for
a well-adapted linearisation, we mean that for any adapted linearisation there exists an ε > 0
such that the relevant property holds after twisting by a rational character so that the adapted
linearisation lies within an open ε-neighbourhood of the lower wall of the adapted chamber.
This will only be relevant for finite generation of invariants; the stable and semistable loci and
the associated quotients require simply that the linearisation should be adapted.
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We are now ready to state the relevant versions of the Uˆ theorems.
Theorem 2.6. [BDHK16b] (Uˆ-theorem when semistability coincides with stability for
the unipotent radical) Let H act on a projective variety X, let Uˆ be formed as above by an
admissible internal Gm, and let L be a well-adapted linearisation with respect to a very ample
line bundle L. Assume that
(∗) StabU (x) = {e} for all x ∈ Xmin.
Then
1. The Uˆ -invariants are finitely generated, and the inclusion of the Uˆ -invariant algebra in-
duces a projective geometric quotient of an open subvariety Xs,Uˆ = Xss,Uˆ of X (the
Uˆ -(semi)stable locus):
Xs,Uˆ → X /
L
Uˆ .
2. Consequently the H-invariants are finitely generated, and the inclusion of the H-invariant
subalgebra induces a good quotient of an open subvariety of X (the H-semistable locus):
Xss,H → X /
L
H,
where X/
L
H is the GIT quotient of X /
L
Uˆ by the induced action of the reductive group
H/Uˆ ∼= R/Gm with respect to the induced linearisation. The good quotient Xss,H →
X /
L
H restricts to a geometric quotient Xs,H → Xs,H/H ⊆ X /
L
H of the H-stable
locus Xs,H .
3. (Non-Reductive Hilbert-Mumford Criterion) x ∈ X is (semi)stable for H if and
only if it is (semi)stable for every 1PS of H. That is, if T denotes any maximal torus of
H, we have
X(s)s,H(L ) =
⋂
h∈H
hX(s)s,T (L ).
Remark 2.7. The condition (∗) holds iff we have StabU (x) = {e} for all x ∈ X
0
min.
If the relevant stabilisers are not trivial for all points in the minimal weight space, we can
proceed by a process analogous to, and indeed a generalisation of, the partial desingularisation
process of [Kir85] for the reductive setting, when a linearisation has strictly semistable points.
Theorem 2.8. [BDHK16b] (Uˆ-theorem giving projective completions) With notation as
in Theorem 2.6, suppose now that (∗) may fail, but we have instead the weaker condition that
(∗∗) StabU (x) = {e} for generic x ∈ Xmin.
Then
1. There exists a sequence of blow-ups of X along H-invariant projective subvarieties resulting
in a projective variety X̂ (with blow-down map π̂ : X̂ → X) for which the conditions of
Theorem 2.6 hold for a suitable linearisation which can be taken to be an arbitrarily small
perturbation L̂ of π̂∗(L ).
2. There exists a further sequence of blow-ups along H-invariant projective subvarieties, re-
sulting in a projective variety X˜ (with blow-down map π˜ : X˜ → X) such that the conditions
of Theorem 2.6 still hold for a suitable linearisation, and such that the quotient given by
that theorem is a geometric quotient of an open subvariety X˜s,H of X˜.
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Remark 2.9. This gives us anH-invariant open subvarietyXs,H ofX with a geometric quotient
by H which is an open subvariety of the projective variety X̂ /
L̂
H (and also of X˜ /
L˜
H). Here
Xs,H is the image under π̂ of the intersection of X̂s,H with the complement of the exceptional
divisor in X̂ .
The centres of the blow-ups used to obtain X̂ from X are determined by the dimensions of
the stabilisers in U of the limits limt→0 x for x ∈ X
0
min. Another characterisation of X
s,Uˆ is as
Xs,Uˆ = {x ∈ π(X˜s,Uˆ ) | dim StabU (lim
t→0
x) = 0}.
There are applications for which all points of X have non-trivial stabilisers in U , but we
would still like to be able to perform quotients. There is a procedure that allows this, yielding
a further version of the Uˆ theorem.
Theorem 2.10. [BDHK16b] (Uˆ-theorem with positive-dimensional stabilisers in U)
Suppose that for the derived series
U > U (1) > ... > U (s) > {e}
of U , we have
(∗ ∗ ∗) ∀j ∈ {1, . . . , s} ∃dj ∈ N such that dimStabU (j)(x) = dj for all x ∈ X
o
min.
Then the conclusions of Theorem 2.6 hold.
Remark 2.11. In fact the theorem may be applied with any series U > U (1) > ... > U (s) > {e}
which is normalised by H and has successive quotients U (j)/U (j+1) abelian, provided that (∗∗∗)
holds.
Finally, we may not have constant-dimensional stabilisers across X0min for any such series.
In this case there is a final version of the Uˆ theorem.
Theorem 2.12. [BDHK16b] (Uˆ-theorem with positive-dimensional stabilisers in U ,
giving projective completions)
There is a sequence of iterated blowups of X along H-invariant closed subvarieties resulting
in π : X̂ → X where X̂ is a projective variety with an induced linear action of H for which
(∗ ∗ ∗) holds for each U (j) in turn, and hence for which the conclusions of Theorem 2.10 hold.
Remark 2.13. As before, this gives us an H-invariant open subvariety of X with a geometric
quotient by H which is open in the projective variety X /
L
H; this subvariety is the image
under π of the intersection of X̂s,H with the complement of the exceptional divisor in X̂ .
In this situation the centres of the blow-ups used to obtain X̂ from X are determined by the
dimensions of the U (j)-stabilisers for x ∈ X0min of the limit limt→0 x. By applying Theorem 2.12
to the closures of the subvarieties where these dimensions take different values, and combining
this with the partial desingularisation construction of [?] for reductive GIT quotients, X can be
stratified so that each stratum is a locally closed H-invariant subvariety of X with a categorical
quotient by the action of H (cf. [BDHK16b] §5). This stratification can be refined further so
that each stratum has a geometric quotient by the action of H.
Remark 2.14. We may use all of these theorems to perform the quotient of X by H using an
external Gm, in the following sense. We apply one of the theorems above with H replaced by
Hˆ = H⋊Gm, and X replaced by X×P
1, linearising the action by tensoring L with O1P(N) for
N ≫ 0. This yields a projective variety, which if semistability equals stability for the unipotent
radical is just (X × P1) / Hˆ, containing an open subvariety which is a geometric quotient of a
certain H-invariant open subset X sˆ,H ⊂ X by H. This approach is of course particularly useful
if no admissible internal Gm exists, for example if H is unipotent.
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3 Change of distinguished Gm
Our investigation of the dependence of the quotient on the linearisation and one-parameter
subgroup grading the unipotent radical begins with the choice of Gm. For now we fix a choice
of ample linearisation L , and observe what happens when we vary the Gm amongst those to
which L is (well) adapted. Throughout this section we assume that the condition (∗) holds
(semistability coincides with stability for the unipotent radical) for the linearisation L . For
simplicity of notation we will also assume that H is connected; this involves no loss of generality
since GIT for finite group actions is independent of the choice of linearisation.
The following is immediate from the Hilbert-Mumford criterion, Theorem 2.6 (3).
Proposition 3.1. X /
L
H is independent of the choice of internal admissible Gm to which L
is (well) adapted.
In the external case, we have no reason to suppose the quotient (X × P1)//Hˆ to be inde-
pendent of the choice of Gm with Hˆ = H ⋊ Gm, since we are quotienting by a group action
that is dependent on that choice. However, we can use an argument very much in the spirit of
[Tha96] to relate the two quotients. The plan is to reduce a change of external Gm to a change
of linearisation for a certain group action on an auxiliary space.
In order to compare the quotients associated to different choices of external Gm, we first
wish to find an abelian group which simultaneously contains every choice of admissible external
Gm up to an appropriate automorphism of X. Then given two choices of admissible external
Gm represented by one-parameter subgroups of this abelian group, we will set up an action
of (Gm)
2 such that the H-quotient with respect to each of these choices of external Gm can
be viewed as a quotient of X × (P1)2 by H ⋊ (Gm)
2 with respect to some linearisation. We
construct such an abelian group as follows.
By assumption H is connected, so the action of H on X yields an homomorphism ϕ :
H → Aut0(X) into the connected component Aut0(X) of the identity in the group Aut(X) of
automorphisms of X. Any admissible Gm must by hypothesis act on X via ψ : Gm → Aut
0
H(X),
where
Aut0H(X) := {g ∈ Aut
0(X) | g normalises ϕ(H) and the induced action on ϕ(H)/ϕ(U) is trivial}.
Moreover the existence of an admissible Gm implies that ϕ|U is injective.
Now Aut0(X) is an algebraic group (see e.g. [Bri17]), and hence so is Aut0H(X), but Aut
0
H(X)
may not be linear. However, by Theorem 1 of [Bri15], there exists a smallest normal subgroup
NX,H E Aut
0
H(X) such that the quotient Aut
0
H(X)/NX,H is affine, and moreoever NX,H is
contained in the centre of Aut0H(X). Choose a maximal torus TX,H of this linear algebraic
group Aut0H(X)/NX,H .
Given any one-parameter subgroup λ : Gm → Aut
0
H(X) of Aut
0
H(X), we can conjugate by
some element of AutH(X) so that λ(Gm) 6 π
−1(TX,H), where π : Aut
0
H(X)→ Aut
0
H(X)/NX,H
is the quotient map. Thus π−1(TX,H) is an abelian subgroup of Aut
o
H(X), such that any
admissible Gm is conjugate to one in π
−1(TX,H) via an element of Aut
o
H(X).
This means that for any admissible one-parameter subgroup λ : Gm → AutH(X), there is an
automorphism α : X → X conjugating λ to µ : Gm → π
−1(TX,H), along which any linearisation
L of the Uˆλ action may be pulled back, so that α induces an isomorphism
X /
L
Uˆλ ∼= X / α∗L Uˆµ.
Finally, we observe that no admissible Gm can lie in NX,H : since the latter is contained in the
centre of Aut0H(X), any Gm it contains would commute with the H-action, and hence have
trivial conjugation action on U . This means that any admissible Gm may, up to automorphism
of the whole picture, be considered to be a subgroup of TX,H .
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We can now investigate the dependence on the choice of external Gm. Consider the action
of Hˆ on X × P1, linearised so as to weight the P1 factor heavily, as in Remark 2.14. We will
show that, under certain circumstances, changing the one-parameter group Gm for the action
of H ⋊Gm on X may equivalently be viewed as changing the linearisation for an action
(H ⋊ (Gm ×Gm))× (X × P
1 × P1)→ X × P1 × P1.
We begin with a linearisation L ′ of the H action on X, with respect to an underlying line
bundle L′. Let Tλ and Tµ be two copies of Gm equipped with actions on X and H, admissible
respectively for linearisations Lλ and Lµ of the actions of Hˆλ := H ⋊ Tλ and Hˆµ := H ⋊ Tµ
on X × P1, with respect to the same underlying bundle L = L′ ⊠ OP1(N), so that the induced
linearisations for the H-action are the same. By the above we may assume that both Gm’s lie
in TX,H and hence commute, so that we get an induced action of their product on X. The goal
is to produce an action of Tλ×Tµ on P
1×P1 and two linearisations Lˆλ and Lˆµ for the resultant
action of H ⋊ (Tλ × Tµ) on X × P
1 × P1, such that we have
(X × P1 × P1) /
Lˆλ
(H ⋊ (Tλ × Tµ)) ∼= (X × P
1) /
Lλ
Hˆλ, (1)
(X × P1 × P1) /
Lˆµ
(H ⋊ (Tλ × Tµ)) ∼= (X × P
1) /
Lµ
Hˆµ. (2)
Having done this, it will only remain to explore the dependence of the quotient on the choice
of linearisation.
Proposition 3.2. Adopt the notation above. Then there are linearisations Lˆλ, Lˆµ of the action
(H × Tλ × Tµ)× (X × P
1 × P1)→ (X × P1 × P1)
which extend the respective linearisations on X × P1 and give isomorphisms (1) and (2).
Proof. Extend the actions of H ⋊ Tλ and H ⋊ Tµ to actions on X ⋊ P1λ ⋊ P
1
µ by declaring
that Tλ acts trivially on P
1
µ and vice-versa. We thus obtain two linearisations of the action of
H ⋊ (Tλ × Tµ) with repect to the line bundle
Lˆ := L⊠ OP1
λ
(N)⊠ OP1µ(N)
on X × P1λ× P
1
µ: one by tensoring Lλ with the pullback of the trivial linearisation on OP1µ , and
the other with the roles of λ and µ reversed. We tensor these together, and call the result L̂ .
Now consider the weight lattice of Tλ × Tµ with respect to this linearisation. Using a Segre
embedding into a projective space X×P1λ×P
1
µ →֒ P
s, we find that for the linearisation decribed
above the weights are arranged in four clusters, each placed at one of the four corners of a
square. Each cluster is a small copy of the weights of X, and the weights in it correspond to
taking the coordinates of X in conjunction with one of the four pairs yizj for i, j = 0, 1, where
(y, z) ∈ P1λ × P
1
µ. Let L̂λ be the twist of L̂ by the Tλ × Tµ-character (0, N + rλ − ε), and let
L̂λ be the twist of L̂ by the character (N + rµ − ε, 0), where rλ and rµ are respectively the
minimal weights on Lλ and Lµ for their distinguished choices of Gm.
Consider the quotient with respect to Lˆλ; the quotient with respect to Lˆµ works in the
same way. By Proposition 3.1, the internal quotient is independent of the choice of 1PS used
to form Uˆ , so we may choose Uˆ to be Uˆλ = U ⋊ Tλ. Then Uˆλ acts trivially on the third factor,
and by our choice of character, the quotient is
(X × P1λ × P
1
µ) / Lˆλ Uˆλ
∼= ((X × P1λ) /Lλ Uˆλ)× P
1
µ.
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We follow this by the residual reductive quotient by R × Tµ, which we may factor as first a
quotient by Tµ, then a quotient by R. We observe that the Tµ quotient is just the first factor
of the product, since the stable (and semistable) locus is
(((X × P1λ) /Lλ Uˆλ)× P
1
µ)
s,Tµ = ((X × P1λ) /Lλ Uˆλ)× (A
1
µ \ {0}).
In addition, the induced linearisation of the R-action on this first factor is equal to (a positive
scalar multiplie of) the R-linearisation induced by Lλ. So we have
((X /
Lλ
Uˆλ)× (P
1
µ)) / (R × Tµ)
∼= (X /Lλ Uˆλ) / R
∼= (X × P1) /Lλ Hˆλ.
This gives us the isomorphism (1); the isomorphism (2) follows in the same way.
Corollary 3.3. Changing between two admissible external Gm’s, for a fixed linearisation well-
adapted to both, is equivalent to a change of linearisation.
4 Change of linearisation
Continuing with our analysis, we now tackle the other half of the question. We continue to
assume that we have semistability coincides with stability for the unipotent radical. Fix an
admissible one-parameter groupGm, internal or external, and consider the space of linearisations
well-adapted to it. The following observation is immediate from Theorem 2.6(3).
Proposition 4.1. Let L1 and L2 be two well-adapted linearisations of the H-action on X,
and suppose that their restrictions to a maximal torus T of H give the same T -semistable locus.
Then Xss,H(L1) = Xss,H(L2), and the quotients X /L1 H and X /L2 H can be canonically
identified.
This gives us part of the story: if we consider the structure of the space of linearisations
for the action of the maximal torus T of H, and identify a linearisation of the H-action with
the linearisation of the T -action that it induces, then by Proposition 4.1, if two linearisations
lie in the same chamber (or more generally are GIT-equivalent for the action of T in the sense
of Dolgachev & Hu), then they must produce the same H-quotient. What we have not yet
determined is how the quotient may change when we cross a wall (or more generally move from
one GIT-equivalence class to another). We consider first the situation when H = Uˆ .
Proposition 4.2. The quotient X /
L
Uˆ is independent of the choice of ample well-adapted
linearisation L.
Proof. Recall that the Uˆ quotient admits a description as the geometric quotient of
Xs,Uˆ = X \ U(X \Xs,Gm)
by Uˆ , where Xs,Uˆ is an open subvariety of X dependent only on the Uˆ -action and the stable
locus for our chosen one parameter group λ : Gm → Uˆ which grades U , and any two choices for
λ are conjugate in Uˆ . It suffices to show that Xs,Gm is independent of the choice of linearisation
L .
One way to argue this is the following (compare Theorem 4.3 of [BB73] on the Białynicki-
Birula stratification). The one-parameter subgroup λ : Gm → Uˆ determines a map of sets
p : X → X defined by
p(x) := lim
t→0
λ(t)x ∈ X
taking each point to its limit under the flow given by the action of λ : Gm → Uˆ , and p(X) = X
Gm
is the fixed point set for the action of λ.
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Let Z1, . . . , Zn be the connected components of X
Gm . By assumption X is irreducible, so
Xmin is the union of those Zj for which p
−1(Zj) is open in X, and X
s,Gm = p−1(Xmin) \Xmin
is independent of L .
In general, two different H-linearisations will induce different linearisations of the residual
R¯ := R/Gm action on X / Uˆ , and hence the two H quotients for change of linearisation will be
related by a reductive VGIT picture applied to X / Uˆ . This allows us to recover, for fixed Gm,
a wall-and-chamber structure to the space of well-adapted linearisations, namely that of the
reductive VGIT applied to the T -action, so that two quotients are related by Thaddeus flips of
X / Uˆ .
5 When semistability does not coincide with stability
So far we have been considering the situation covered by Theorems 2.6 and 2.10 when we can
construct quotients of the variety X (or X ×P1 in the external case) without needing to do the
blow-up process of Theorems 2.8 and 2.12. As described in [BDHK16b], this process begins by
defining
d0 = max{dim StabU (x) | x ∈ X
0,Gm
min },
and then blowing up along the closure in X of
∆0 = {x ∈ X
0,Gm
min | dimStabU (x) = d0}.
Iteratively, one then sets X(0) = X and defines X(j) to be the blow-up along the closure in
X(j−1) of
∆j = {x ∈ X
0,Gm
min | dimStabU (x) = dj},
where
dj = max{dim StabU (x) | x ∈ (Xj)
0,Gm
min }.
This procedure is clearly dependent on the choice of Gm, as written. However, one may describe
it in a different way so that the results above will apply to these sorts of quotients, too. Instead
of blowing up along the loci described, we let
X0 =
⋃
Gm∈C
X0,Gmmin .
This is the set of points in X that are in the basin of attraction to the minimal weight space
for some admissible Gm. Then we can apply the procedure described in [BDHK16b] with
X0,Gmmin replaced by X
0 to achieve a ‘universal’ blow-up, Xˇ , that is not dependent on any choice.
For each admissible one-parameter group Gm in C, there is an open subvariety of Xˇ that is
isomorphic to the open subset (XˆGm)
0,Gm
min ⊂ XˆGm , where the latter is the space obtained from
X by applying the procedure above using X0,Gmmin . All quotients obtained from the blow-up
process using different choices of Gm can be regarded as quotients of the ‘master space’ Xˇ using
different choices of Gm, and hence the quotients are related as already described in the cases
covered by Theorems 2.6 and 2.10.
6 Summary of results
As we have seen, the main difference between the parameter spaces for reductive and non-
reductive GIT is the additional choice of a one-parameter group Gm. This can be chosen from
the admissible cone C ⊂ z in the internal case, or from a corresponding cone C = CX,H in
the external case. Without loss of generality we may assume that semistability coincides with
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stability for the unipotent radical; if not we can work with the universal blow-up described in § 5.
Having made a choice of one-parameter group Gm, we must choose a linearisation well-adapted
to this choice.
Definition 6.1. Given a choice of admissible internal λ : Gm → H, let ∂λ ⊂ C be the set of
linearisations that are well-adapted to λ. Let
∂ =
⋃
λ admissible
∂λ
be the set of linearisations that are well-adapted for some admissible internal Gm.
The set ∂λ is a suitably small open region along the boundary of the intersection of C with
a region bounded by several hyperplanes: one giving the negativity condition for the minimal
weight space for λ : Gm → H (which by Proposition 4.2 is the same for all ample linearisations),
and the others giving the positivity conditions for the other weight spaces. In particular, ∂λ is
the intersection with a convex set of an open neighbourhood of its boundary in C. While this
region evidently depends on the choice of Gm, we can recover ∂ as the union of ∂λ for only
finitely many λ.
We may summarise our results as follows.
Theorem 6.2. (Internal Case) Let X be a projective variety, acted on by a linear algebraic
group H.
1. Suppose that condition (∗) or (∗∗∗) is satisfied. Then the quotient X/
L
H is independent
of the choice of admissible internal Gm, and may be formed using any linearisation L ∈ ∂
which is well-adapted to some admissible Gm. Moreover if two linearisations are GIT-
equivalent for the action of a maximal torus T 6 H then the associated quotients are
isomorphic. Further, any two quotients with respect to different linearisations, which are
both well-adapted for the same one-parameter subgroup, are related by the usual reductive
variation of GIT picture induced via the Uˆ quotient map for the relevant actions of R/Gm
on the quotient X / Uˆ (where X / Uˆ is independent of the choice of linearisation).
2. If we do not have (∗) or (∗ ∗ ∗), then there is a sequence of H-equivariant blow ups of
X along closed H-invariant subvarieties resulting in a variety X˜ such that either (∗) or
(∗ ∗ ∗) holds, as desired, and the results of the first two parts of this Theorem apply.
Note in particular that there are only finitely many possible GIT quotients yielded by the
Uˆ theorems with internal Gm, and we may move between any two of these by a sequence of
changes of linearisation, if necessary changing the Gm to maintain well-adaptedness (though
without changing the quotient). We therefore interpolate between any two H-quotients by a
sequence of ‘vertical’ and ‘horizontal’ moves in C × ∂, giving a sequence of points such that
any two consecutive points have either the linearisation or the one-parameter subgroup Gm in
common.
Theorem 6.3. (External case) Let X be a projective variety, acted on by a linear algebraic
group H. Form the non-reductive GIT quotient
X/ˆH = (X × P1) / Hˆ
with respect to a choice of admissible external Gm 6 AutH and a well-adapted ample lineari-
sation L by letting Hˆ = H ⋊ Gm act on X × P1, linearised with respect to L ⊠ OP1(N) for
N ≫ 0.
1. There is an abelian subgroup π−1(TX,H) of Aut(X) such that any admissible external Gm
is GIT-equivalent to a one-parameter subgroup Gm of π−1(TX,H). Furthermore exter-
nal one-parameter groups Gm yield the same non-reductive quotient X/ˆH for the same
linearisation if they have the same minimal weight space in X.
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2. The dependence of the quotient X/ˆH on the linearisation can be described as in the
previous theorem.
7 Examples and Applications
We conclude with a brief description of some applications, beginning with a concrete example
to illustrate these ideas in practice.
7.1 Points and lines in P2
We consider configurations of points and lines in the projective plane up to an action of a certain
non-reductive subgroup of SL3(C). We take V to be a 2-dimensional complex vector space, and
let
X = P(V )p × P(V ∗)q,
so that a point of X corresponds to a choice of p points and q lines in the projective plane. Our
first choice for the group in question is
H =
{a b c0 d 0
0 0 f
 ∈ SL3(C)
}
,
and the unipotent radical and our chosen maximal torus are, respectively,
U =
{1 b c0 1 0
0 0 1
 ∈ SL3(C)
}
T =
{t 0 00 s 0
0 0 (st)−1
 ∈ SL3(C)
}
.
Note that in this example H is just the semidirect product of a torus and the unipotent part,
so the torus is a quotient group and hence all its characters extend to the whole group H.
The action of H on X is that induced by the natural action on V , and the dual action on V ∗.
Accordingly, the weight polytope is scaled version of the hexagon familiar from the study of the
representation theory of SL3. Take p = 2, q = 1 for concreteness.
Figure 1: Weight diagram and admissible cone for the action of H on (P2)2 × (P2)∗
α1
α2
α3
2α1 − α3
2α1 − α2
2α2 − α3
2α2 − α1
2α3 − α1
2α3 − α2
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The admissible cone, shaded in blue, is larger than the standard positive Weyl chamber in
SL(3), because we do not have the full Borel subgroup, and so we only need positivity with two
roots (cf. [BDHK16b] 7.1). The well-adapted linearisations correspond to the section of the
boundary indicated in black. We observe also that for this H there is a natural choice for the
1PS, given by the solid blue arrow: a universal choice in the sense that any linearisation which
is allowable for some admissible Gm will be allowable for this one. It should be noted that this
does not hold in general. For example, if instead we impose also the additional condition that
b = 0, so that H is the semidirect product of Ga and the maximal torus, the admissible cone is
enlarged and there is no longer a universal choice of 1PS.
7.2 Unstable strata
A final source of applications is the ‘unstable strata’ problem. For this recall the definition of
the Hilbert–Mumford function.
Definition 7.1. Let X ⊂ Pr be a projective scheme, G a reductive linear algebraic group acting
on X. Choosing a linearisation of this action with respect to a very ample line bundle, we may
assume the action is via a representation ϕ : G → GLr+1. Take a 1PS ρ : Gm → G, choose
coordinates to diagonalise the action of ρ, and let w = (w0, .., wr) be its weight vector. For a
point x = [x0 : .. : xr] ∈ X we define the Hilbert-Mumford function to be
µ(x, ρ) = max{−wi | xi 6= 0}.
For our purposes it will be convenient to work with a normalised version.
Definition 7.2. Fix an invariant inner product on the set of 1PS’s of G: that is, take a positive
definite Weyl-invariant integer-valued bilinear form on the set of 1PS’s of any maximal torus T .
Denote by ‖−‖ the associated norm. Then define the normalised Hilbert-Mumford function to
be
M(x, ρ) =
µ(x, ρ)
‖ρ‖
.
Remark 7.3. If the group G is semisimple, for example if G = SLr+1, we have a natural choice
of invariant inner product, i.e. the Killing form.
Definition 7.4. We say that a 1PS ρ : Gm → G is a maximally destabilising one-parameter
subgroup (md1PS) of a point x ∈ X, or that ρ is adapted to x, if M(x, ρ) is minimal amongst
all 1PS’s of G.
Example 7.5. If G = T is a torus diagonalised by coordinates x0, .., xr with weights α0, .., αr,
then the minimal value of the normalised Hilbert-Mumford function for x = [x0 : .. : xr] is the
norm of the closest point to the origin, B(x), of the convex hull of the T -weights in the state
polytope of x, i.e. those wi such that xi 6= 0. There is, up to scaling, a unique maximally
destabilising 1PS for x, namely that obtained by exponentiating B(x).
The following result tells us what to expect more generally.
Proposition 7.6. [Kem78] Let G be a reductive group scheme acting on a projective scheme
X linearly with ample linearisation L . Let x ∈ X be an unstable point. Then
1. There exists ρ : Gm → G which minimises the function M(x,−) amongst all 1PS’s of G.
2. There exists a parabolic subgroup Px of G such that for any λ satisfying (1) we have
Px = P (λ) := {g ∈ G | lim
t→0
λ(t)gλ(t−1) exists in G}.
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3. Any 1PS satisfying (1) is unique up to replacing λ by λn and conjugation by an element
of the subgroup Px.
This enables us to associate to an unstable point a 1PS that is ‘most responsible’ for that
point’s instability, unique in the sense described above. In applications to moduli problems,
these are the subgroups that we think of as somehow best highlighting whatever intrinsic prop-
erty of the object in question makes it moduli-unstable.
We now define the β-stratification associated to a linear action of a reductive linear algebraic
group on a projective variety.
Definition 7.7. Fix a maximal torus T of G acting as above, and a positive Weyl chamber t+
in its Lie algebra. Define the index set for the stratification,
B := {β ∈ t+ | ∃x ∈ Pr s.t. B(x) = β}.
To put it another way, B is the set of points in the positive Weyl chamber that are the
closest point to the origin of the convex hull of some non-empty subset of the T -weights. To
each element of this index set we associate a 1PS.
Definition 7.8. For an element β ∈ B, denote by λβ the 1PS that is given by the weight vector
qβ, where q is the smallest positive rational number giving integral weights.
Now that we have all the combinatorial information we will need, we can begin to show how
this data captures the instability of all points of X. Given β ∈ B \ {0}, let
Hβ = {v ∈ t | v · β = ‖β‖
2},
H+β = {v ∈ t | v · β > ‖β‖
2}
denote respectively the hyperplanes through β meeting it perpendicularly, and the half-space
on the opposite side of this hyperplane from the origin.
Definition 7.9. Following [Kir84], we define
Zβ := {x ∈ X | all weights of x lie on Hβ}
Yβ := {x ∈ X | all weights of x lie in H
+
β and at least one weight lies on Hβ}
The first of these is a closed subvariety of X, and the second is a locally closed subvariety.
Clearly both contain only unstable points for all β ∈ B \ {0}. There is a natural surjective
retraction pβ : Yβ → Zβ, given by taking the limit as t → 0 under λβ. If X is nonsingular the
fibres are just affine spaces, by [BB73].
Definition 7.10. We further define
Y ssβ = {x ∈ Yβ | λβ is adapted to x},
Zssβ = {x ∈ Zβ | λβ is adapted to x},
Sβ = G · Y
ss
β .
Denote by Stabβ the stabiliser of β under the adjoint action of G, and note that Zβ is
invariant under the action of this group. We restrict the linearisation to the action of Stabβ on
Zβ, and twist it by the character −β; this has the effect of shifting the weights by this vector.
Then Zssβ is exactly the semistable locus for the action of Stabβ on Zβ with respect to the
twisted linearisation, and Y ssβ = p
−1
β (Z
ss
β ).
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Definition 7.11. Given β ∈ B, denote by Pβ the parabolic subgroup of G associated to λβ.
Denote by Sβ×
PβG the quotient of Sβ×G by the free action of Pβ given by h·(g, x) := (gh
−1, hx).
Remark 7.12. Though a priori an algebraic space, by [PV94] we know that Sβ ×
Pβ G is in
fact an algebraic variety.
We can now summarise the relevant results of [Kir84] that give the stratification.
Theorem 7.13. [Kir84] Let X be a projective variety, acted on by a reductive linear algebraic
group G, linearly with respect to an ample line bundle L . Then, with notation as above, we
have
1. There is a stratification of X into disjoint locally closed G-invariant subvarieties,
X =
⊔
β∈B
Sβ,
where the open stratum S0 = Xss, and the closure of a stratum Sβ satisfies
Sβ ⊂
⋃
γ s.t.
‖γ‖>‖β‖
Sγ .
2. There is, for every β ∈ B, a G-equivariant isomorphism Sβ ×Pβ G ∼= Y ssβ .
We can try to find, for every β ∈ B, a quotient of (an open subvariety of) the stratum Sβ
by the G-action. By (2) in the theorem above, this is equivalent to the problem of finding a
quotient for the action of Pβ on (an open subvariety of) Y
ss
β .
There is in fact a categorical quotient for the action of Pβ on Y
ss
β given by the reductive
GIT quotient of Zβ by Stabβ, where the linearisation is twisted by β. However this categorical
quotient is very far from being a geometric quotient. If we are to obtain quotients of the correct
dimension, we must prevent points of Y ssβ from being identified with their images under pβ by
making Zssβ unstable. We therefore split each stratum into two pieces: roughly speaking, one
piece corresponds to Zssβ , and one to the open subset of Y
ss
β not in the Pβ sweep of Z
ss
β . The
GIT quotient of Zβ by Stabβ is a categorical quotient of the former, and we can using Theorem
2.6 and its variants to obtain quotients of open subvarieties of the latter.
In particular, given a GIT-formulation of a moduli problem, we can try to interpret the β-
stratification in terms of the intrinsic properties of the objects themselves, and form quotients
of each β-stratum to get moduli spaces of objects of fixed β-type. This applies to some classical
moduli problems with well-known GIT formulations: moduli of semistable sheaves (or complexes
of sheaves) over a projective base, and moduli of stable curves. In each case, one must first
understand the β-stratification, associating to each sheaf or curve its β-type, which says in what
level of the stratification it may be found1; for sheaves, this involves the Harder-Narasimhan
type, which records the Hilbert polynomials of the subquotients in the Harder-Narasimhan fil-
tration (cf. [HK12]). This gives a discrete classification, after which the second task is to apply
§2 to construct moduli spaces of unstable objects with fixed discrete invariants.
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