ABSTRACT: In this work, we report two polarizable molecular mechanics (polMM) force field models for estimating the polarization energy in hybrid quantum mechanical molecular mechanical (QM/MM) calculations. These two models, named the potential of atomic charges (PAC) and potential of atomic dipoles (PAD), are formulated from the ab initio quantum mechanical (QM) response kernels for the prediction of the QM density response to an external molecular mechanical (MM) environment (as described by external point charges). The PAC model is similar to fluctuating charge (FQ) models because the energy depends on external electrostatic potential values at QM atomic sites; the PAD energy depends on external electrostatic field values at QM atomic sites, resembling induced dipole (ID) models. To demonstrate their uses, we apply the PAC and PAD models to 12 small molecules, which are solvated by TIP3P water. The PAC model reproduces the QM/MM polarization energy with a R 2 value of 0.71 for aniline (in 10,000 TIP3P water configurations) and 0.87 or higher for other 11 solute molecules, while the PAD model has a much better performance with R 2 values of 0.98 or higher. The PAC model reproduces reference QM/MM hydration free energies for 12 solute molecules with a RMSD of 0.59 kcal/mol. The PAD model is even more accurate, with a much smaller RMSD of 0.12 kcal/mol, with respect to the reference. This suggests that polarization effects, including both local charge distortion and intramolecular charge transfer, can be well captured by induced dipole type models with proper parametrization.
I. INTRODUCTION
Over the last couple of decades, many polarizable molecular mechanics (polMM) force fields have been developed for molecular and macromolecular simulations. 1−4 In terms of the external perturbation, the polMM force field models fall into three general categories. The fluctuating charge (FQ) and related models belong to the first category, where a system responds to changes in the electrostatic potential at polarizable sites through charge migration within the molecule. 5−22 In the second category, the induced dipole (ID) models 23−37 employ local induced dipoles to respond to changes in the electrostatic f ield at polarizable sites. In the third category, Drude oscillator (DO) models 38−45 attach Drude particles to polarizable atoms to describe instantaneous responses to changes in the environment.
In practice, molecular and macromolecular simulations using polMM force fields mostly employ ID and DO models. It remains not entirely clear how well the ID/DO models can describe the FQ effects, except that, in principle, midpoints of covalent bonds can be included as polarizable sites to account for through-bond charge fluctuation. Conversely, additional sites need to be added to FQ models to account for out-ofplane polarization. While there have been efforts from Stern et al. to combine FQ and ID/DO models, 46 a common theoretical framework has yet to emerge, which unifies these different categories of polMM models. Such a theory would compare different polarization models on the same footing, and provide insight into which model provides the most accurate and concise description of molecular polarizability in different environments.
In this work, such a theoretical framework is introduced in the context of estimating the polarization effect in hybrid quantum mechanical molecular mechanical (QM/MM) calculations. Specifically, by "probing" a quantum mechanical (QM) region with a large number of fixed-point-charge water molecules and modeling the electronic structure responses, we can learn how a molecular system gets polarized by an external electrostatic environment. This detailed knowledge about molecular polarizability then provides a new framework for further polMM force field development.
The first key component of our theoretical framework is a direct use of the ab initio response kernel, namely the energy second derivatives with respect to occupied-virtual orbital rotations, which was also utilized in our recent multiple environment single system QM/MM (MESS-QM/MM) models. 47, 48 Similar response kernels were also used in AtomCondensed Kohn−Sham Density Functional Theory approximated to second order (ACKS2) by Verstraelen et al., 49 and in the fitting of atomic polarizabilities for polarizable force fields by Wang and Yang. 50 The second key component of our framework is to approximate the electrostatic potential of each occupied-virtual molecular orbital pair in two different ways: (a) as a potential of atomic charges (PAC) or (b) as a potential of atomic dipoles (PAD), where all charges or dipoles are located on QM atomic sites.
In this work, a combination of the above two components leads to two polMM-type models, PAC and PAD, for approximating the QM response with respect to multiple molecular mechanical (MM) electrostatic environments and thus for estimating the QM/MM polarization energy. The PAC model involves a response kernel for the perturbation of atomic charges by changes in the external electrostatic embedding potential at atomic sites. 51−53 The PAD model yields distributed polarizabilities, where the diagonal blocks are the generalized atomic polarizabilities and the off-diagonal blocks correspond to the coupling between induced atomic dipole moments. When the coupling between induced atomic dipole moments is neglected from the PAD model, it leads to an "inexpensive" potential of atomic dipoles (IPAD) model. These three models (PAC, PAD, and IPAD) are described in detail in section II. In section III, computational details are presented for their applications to 12 small molecules (water, methanol, ethanol, methanethiol, acetamide, tetrahydrofuran, benzene, phenol, aniline, ethane, n-hexane, and cyclohexane) as these molecules are being solvated in water (described with the TIP3P model 54 ). Results and discussions are presented in section IV, where polMM/MM polarization energies from these three models are compared against fully converged QM/ MM values and MESS-QM/MM values, and hydration free energy results are shown with corrections using each of these models. Concluding remarks are made in section V.
The PAC, PAD, and IPAD models were developed as polMM extensions to our previous MESS-QM/MM models. 47, 48 In hindsight, these new models are closely related to two previously reported theoretical methods: Misquitta and Stone's distributed polarizability method using a constrained density-fitting algorithm 55 and Madjet et al.'s fitting of the transition density as a set of atomic charges or dipoles in their computation of intermolecular Coulomb coupling. 56 The key difference of our PAC/PAD models to Misquitta and Stone's distributed polarizability method is that we represent each occupied-virtual molecular orbital pair as a set of ESP-fitted atomic charges/dipoles rather than as a linear combination of auxiliary basis functions. Of course, our PAD model is also related to many distributed polarizability models 49 ,50,57−66 and other models for describing the electron structure response to an external electrostatic potential. 51−53,67−72 II. THEORY Given an external MM environment of point charges, one can compute the QM/MM permanent electrostatics energy (also known as the vertical interaction energy 67, 73, 74 ),
( 1) where q m and R ⃗ m are the charges and coordinates of each MM point charge. It includes the interaction of MM point charges with both the QM nuclei (A) and gas-phase electron density, ρ
(r⃗ ). As shown in Figure 1 , this MM electrostatic perturbation also polarizes the QM subsystem, which relaxes from its gas-phase electron structure. This leads to an energy stabilization (ΔE P )the QM/MM polarization energy. Within the Kohn−Sham density functional theory (KS-DFT), the electron-structure relaxation takes place through occupiedvirtual orbital rotations.
One can represent the external electrostatic perturbation to the QM subsystem as Figure 1 . A schematic illustration for two QM/MM energy components. ΔE 1 , the QM/MM permanent electrostatics energy, can be either negative or positive (see Figure S4 ). ΔE P , the polarization energy, is always negative and arises from relaxation of the occupied molecular orbitals of the QM subsystem from the gasphase to the MM environment.
where ψ a refer to virtual (unoccupied) molecular orbitals and ψ i occupied molecular orbitals of the QM subsystem. The perturbation matrix in eq 2 contains only the occupied-virtual (OV) block, because the occupied−occupied (OO) and virtual−virtual (VV) blocks lead to unitary transformations within the occupied or virtual molecular orbital spaces that affect neither the electron density nor the system energy. The second order approximation to the QM/MM polarization energy within the KS-DFT framework can be written as
where H −1 is the inverse of the response kernel (second derivatives of energy with respect to occupied-virtual orbital rotations). When the inverse Hessian (H −1 ) in eq 3 is computed within an incomplete subspace, this leads to the MESS-H approximation to the QM/MM polarization energy. 47 If one takes a diagonal approximation to the electronic Hessian, namely using only orbital energy differences, one obtains the GMIPp model for estimating the QM/MM polarization from Gao, Luque, and co-workers. 67, 75, 76 This is equivalent to an extrapolation of the Fock matrix from gas-phase to the MM environment, leading to the MESS-E approximation of the QM/MM polarization energy. 47 The MESS-E model was employed successfully in the computation of QM/MMcorrected hydration free energies. 48 In this work, we demonstrate further approximations to the QM/MM polarization energy in eq 3, leading to a series of computational models shown in Figure 2 . This begins by rewriting the MM electrostatic perturbation in eq 2,
which is a summation over the electrostatic potential from molecular orbital pairs at MM atomic sites
and can be approximated in the following three ways. II.A. Potential of Atomic Charges (PAC) Model. Here we use fitted atomic charges (Q ai A ) to approximate the electrostatic potential of each pair of occupied-virtual molecular orbitals in eq 5:
where A refer to QM atoms and A ⃗ their coordinates. This allows us to approximate the MM electrostatic perturbation as
where ϕ A is simply the MM electrostatic embedding potential at QM atomic sites:
Using a coupling matrix
one obtains the PAC approximation to the second-order QM/ MM polarization energy in eq 3,
To the extent that the PAC polarization energy depends on the MM electrostatic potential, it is related to various fluctuatingcharge descriptions for the molecular polarization.
5−22
Specifically, with a change in the local electrostatic potential at one atomic site (ϕ B ), the "fluctuation" in the atomic charges in the molecule is given by S AB ϕ B values in eq 10.
In other words, with the polarization energy definition in eq 10, the PAC coupling matrix can be written as
which is closely related to the concept of local softness. 77−80 Because of the difference between the linear-response kernel and the local softness (see, for example, eq 21 in ref 80 ), we will call S AB the pseudosoftness supermatrix. II.B. Potential of Atomic Dipoles (PAD) Model. Here the electrostatic potential in eq 5 is approximated using fitted atomic dipoles:
which leads to the following estimation for the MM electrostatic perturbation 
is the MM electrostatic embedding field at QM atomic sites. Using a coupling matrix defined as one obtains the PAD approximation to the QM/MM polarization energy (16) This is closely related to the induced dipole description of the polarization energy. 25−28,30−37 Clearly, the coupling matrix as defined in eq 15 corresponds to distributed polarizabilities: its diagonal blocks are the (anisotropic) atomic polarizabilities, because T BB ·F ⃗ B yields the induced dipole on atom B due to a small change in the electrostatic field at the same site (F ⃗ B ).
There are two ways to interpret the off-diagonal blocks (T AB , A ≠ B). On one hand, we can regard T AB ·F ⃗ B , (A ≠ B) as nonlocal responses, namely induced dipoles at other atomic sites caused by a change in the local electrostatic field at site B.
On the other hand, we can rewrite the PAD energy as
where (T AA )
II.C. Inexpensive Potential of Atomic Dipoles (IPAD) Scheme. Following the inexpensive AMOEBA model, 36 a further approximation can be made to the PAD model, where the off-diagonal terms (i.e., T AB , A ≠ B) in eq 16 are not included.
The IPAD QM/MM polarization energy is
The IPAD model assumes that, upon a local electrostatic field change at atomic site A, an induced dipole is generated only at the same site, while the electron density distortion at all other sites can be ignored. Alternatively, according to eq 17, one can say that the IPAD model neglects the coupling between induced dipoles at different atomic sites.
III. COMPUTATIONAL DETAILS
In this work, 12 solute molecules in Figure 3 were considered: water, methanol, ethanol, methanethiol, acetamide, tetrahydrofuran, benzene, phenol, aniline, ethane, n-hexane, and cyclohexane. This set of molecules, many of which are protein side-chain analogues, were previously studied in QM/MMcorrected hydration free energy calculations. 48 In all calculations, the solute molecules adopted a fixed gas-phase geometry optimized with the ωB97X-D functional 81 and 6-311++G** basis set, 82 using the Q-Chem software package. 83 All computational models (fully converged QM/MM, MESS-H, MESS-E, PAC, PAD, and IPAD) were analyzed using a large number of configurations generated from classical hydration free energy calculations using the CHARMM software package. 84 In these calculations, each solute molecule was constrained to its gas-phase geometry and was solvated in a truncated octahedral box of 1687 TIP3P water molecules. 54 For the computation of hydration free energy at the classical level, we followed our earlier procedure 48 in which 24 λ points were sampled with various scaling factors for the electrostatic and vdW interactions between the solute and solvent molecules. Each λ point consisted of a 1 ns NVT trajectory at 300 K. From the first MM trajectory, configurations were collected at an interval of 100 fs, leading to 10000 configurations for further QM/MM analyses. To study the effect of the correlation length, a longer sampling interval of 1 ps was also employed, with the results presented in the Supporting Information.
For each solute molecule, the ab initio response kernel (H ai,bj ) was computed within a subspace at the B3LYP/6-31G* level of theory 85−87 using the stability analysis 88 module as implemented in Q-Chem. As before, the stability analysis was performed iteratively, 47 with the number of eigenvalues requested being 3.5 times the total number of electrons. Separately, the electrostatic potential of each occupied-virtual molecular pair was fitted as a potential of atomic charges (eq 6) or atomic dipoles (eq 12) following a procedure using singular value decomposition for deriving Merz−Kollman charges. 89, 90 From the fitted charges/dipoles, the gas-phase coupling matrix elements in the PAC, PAD, and IPAD models were computed for each solute molecule according to eqs 9 and 15.
For each of the 10000 configurations for each solute molecule, we computed fully converged QM/MM energy, MESS-H-QM/MM energy, and MESS-E-QM/MM energy. For PAC, PAD, and IPAD calculations, the MM electrostatic embedding potential (eq 8) and MM electrostatic embedding field (eq 14) were computed at all atomic sites in the solute molecule. When combined with the coupling matrices, this yielded the QM/MM polarization energy approximated with the PAC (eq 10), PAD (eq 16), and IPAD (eq 18) models. All these energy values were used in the computation of the QM/ MM correction of the hydration free energies using the nonBoltzmann Bennett (NBB) method. 91, 92 For a comparison to a polarizable force field in wide use, we also performed Drude oscillator calculations 45 on the solute molecules using the CHARMM software package. 84 First, a gasphase Drude oscillator optimization was performed for each solute molecule, and the Drude particle positions were recorded. Then, 1687 TIP3P water molecules were added to the calculation, and the Drude particle positions were reoptimized to minimize the energy. The polarization energy in this mixed Drude/TIP3P calculation was simply the energy difference caused by moving the Drude particles from their gasphase positions to condensed-phase ones. Drude force field parameters are available for all solute molecules except for aniline, whose parameters were empirically transferred from those of phenol and cytosine, and provided in the Supporting Information. For water as a solute molecule, both the 4-site (SMW4) model 40 and the 6-site (SWM6) model 41 were Figure 3 . Twelve solute molecules considered in this work.
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Article employed and the results were very similar. So only the SWM4 results are reported in the next section.
IV. RESULTS AND DISCUSSIONS IV.A. Single-Point Energies. We begin by comparing approximate QM/MM polarization energies using five computational models (MESS-H, MESS-E, PAC, PAD, and IPAD) against the fully converged QM/MM values. The QM region would be one solute molecule described at the B3LYP/ 6-31G* level of theory, and the MM region contains 1687 TIP3P water molecules. For each solute molecule, 10 000 configurations were collected from the classical hydration free energy calculations.
Scatter plots are shown in Figures 4, 5, 6 , 7, and 8, one for each of the five computational models. In those plots, each point indicates one of the 10 000 configurations, with the x-axis corresponding to the reference QM/MM polarization energy computed by fully converging Kohn−Sham SCF equations under each MM environment, and the y-axis values being the estimated QM/MM polarization energies using one of the five computational models. So with the best agreement, all points in a plot should lie perfectly along the diagonal. The R 2 values are shown in these plots, and the mean signed deviations (MSD) and root-mean square deviations (RMSD) are listed in Table 1 .
In our calculations, the reference QM/MM polarization energy (x-axis values) is the largest with acetamide ranging from −8 to 0 kcal/mol, depending on the solvent environment. This reflects that it can be strongly polarized by the solute water molecules. The energy ranges from −6 to 0 kcal/mol for water, methanol, ethanol, tetrahydrofuran, phenol, and anline molecules, about −3 to 0 kcal/mol with methanethiol, benzene, hexane, and cyclohexane. And it becomes even smaller (−1.5 to 0 kcal/mol) for ethane.
1. MESS-H and MESS-E Models. As shown in Figure 4 , the MESS-H model well reproduces the reference QM/MM polarization energy. The R 2 value is found to be 1.0 for all 12 molecules. While points lie nearly perfectly along the diagonal for most molecules, it is noticeable that, for water, methanol, ethanol, and phenol molecules, the QM/MM polarization energies get slightly overestimated (i.e., even more negative). Overall, as shown in Table 1 , its MSD ranges from −0.087 kcal/mol (water) to 0.006 kcal/mol (hexane and cyclohexane). The RSMD value ranges from 0.002 (ethane) to 0.1 kcal/mol (water). This sub-0.1 kcal/mol agreement indicates that, for these neutral molecules, the QM/MM polarization is dominated by the second-order term in eq 3. Namely, hyperpolarizability and higher-order responses can be neglected. This is rather encouraging for the development of PAC, PAD, and IPAD models, because they are further approximations to the MESS-H model.
Within the MESS-E model, an extrapolated Fock matrix is diagonalized to predict the orbital response. As we reported previously, 47, 48 if the MM electrostatic potential in eq 2 is added to the gas-phase Fock matrix without any scaling, it resembles a steepest descent step and thus can lead to an overestimation in the response in the QM electron structure. To correct this systematic error, here we use the same scaling factors listed in Table S13 of our earlier publication. 48 Since an approximate Hessian is employed, the MESS-E model is expected to display larger deviations than the MESS-H model. But, from Figure 5 , it can be seen that the MESS-E model still performs reasonably well with the smallest R 2 values being 0.96 (aniline). In Table 1 , its MSD value is found to be between −0.082 (anline) and 0.061 kcal/mol (benzene), and its RMSD value falls between 0.015 (ethane) and 0.181 kcal/ mol (aniline). With a small deviation (<0.2 kcal/mol) and very low computational costs (one matrix diagonalization and no SCF cycles for each MM configuration), the MESS-E model should be preferable for performing accelerated QM/MM simulations of other solvation processes, ligand−receptor binding, and enzymatic reactions. 2. PAC Model. As a further approximation to the MESS-H model, PAC (and PAD or IPAD) is expected to yield larger deviations from the reference QM/MM polarization energies. As shown in Figure 6 , however, the PAC model yields reasonably good performance for most of the 12 molecules. The R 2 values exceed 0.94 for nine molecules: water, methanol, ethanol, acetamide, tetrahydrofuran, phenol, ethane, hexane, and cyclohexane. It performs less well for methanethiol (R 2 = 0.92) and benzene (R 2 = 0.87). The worst case is aniline with a R 2 value of 0.71. In Table 1 , one observes a significant overestimation of the polarization energy for water (MSD = −0.184 kcal/mol) and aniline (MSD = −0.433 kcal/mol), and a significant underestimation in terms of MSD values for acetamide (0.188 kcal/ mol), benzene (0.219 kcal/mol), and phenol (0.175 kcal/mol), whereas the deviations are smaller than 0.15 kcal/mol for all other molecules. The RMSD values range from 0.059 kcal/mol (ethane) to 0.756 kcal/mol (aniline).
It is not surprising that the PAC model does not perform as well for these planar molecules (aniline, benzene, phenol, acetamide, and water) because, like other fluctuating charge models, it lacks a description for out-of-plane polarization.
3. PAD Model. The PAD model yields noticeably better performance than the PAC model. As shown in Figure 7 , its R 2 value is found to be above 0.98 for all 12 molecules.
The good performance of the PAD model is also evident in Table 1 , where its MSD values range from −0.165 kcal/mol (water) to 0.054 kcal/mol (tetrahydrofuran). Its RMSD value is found to be below 0.15 kcal/mol for all molecules, except for water (0.216 kcal/mol).
The very encouraging performance of the PAD model suggests that the intramolecular charge transfer effect can be recovered, to a large extent, by induced-dipole-type models (such as PAD), even without the inclusion of polarizable midbond points.
4. IPAD Model. The IPAD model, which neglects the offdiagonal blocks of the distributed polarizability tensor in eq 15, leads to slightly better results than PAD for the water molecule: the MSD value improves from −0.165 kcal/mol (PAD) to 0.025 kcal/mol (IPAD), and the RMSD value from 0.216 kcal/ mol (PAD) to 0.089 kcal/mol (IPAD).
For all other molecules, the IPAD model performs less well. As shown in Figure 8 , the QM/MM polarization energy is overestimated for 10 molecules other than water and ethane. And the fitted slopes in Figure 8 suggest that the energy is about twice too large for five molecules: tetrahydrofuran, benzene, phenol, aniline, and cyclohexane. This is not surprising, given the observation that the induced dipole moments from the iAMOEBA model typically get reduced by subsequent self-consistent field or perturbation theory treatments included to account for the interactions between induced dipoles in the AMOEBA model. On the other hand, the IPAD polarization energies do correlate reasonably well with the reference values: the smallest R 2 value is 0.86 (aniline). This compares less favorably than the PAD model (smallest R 2 is 0.98), but more favorably than the PAC model (smallest R 2 is 0.71). This suggests that a scaling of the atomic polarizabilities (T AA in eq 15) can be employed to correct the systematic overestimation from the IPAD model. Attempts along this direction will be pursued in the near future.
5. Drude Oscillator Model. The QM/MM polarization energy as estimated using the Drude oscillator (DO) model are shown in Figure 9 . It is encouraging to see an overall good correlation between the DO and reference values: the best correlation occurs with tetrahydrofuran (R 2 = 0.95), and the smallest R 2 value is still relatively high at 0.59 (aniline). On the other hand, it is clear from Figure 9 that the DO model significantly underestimates the QM/MM polarization energy for five molecules (methanethiol, benzene, phenol, hexane, and cyclohexane), with a less significant systematic deviation for the other eight molecules.
Since most of the atomic polarizabilities employed in our DO calculations come from MP2 calculations using basis sets larger than 6-31G*, it is worthwhile to analyze the basis-set and method/functional dependence of the QM/MM polarization energies. So QM/MM polarization energies were computed for two solute molecules (water and ethanol) with four other density functionals (BLYP, PBE0, M06-2X, and ωB97X-D) and with four larger basis sets (6-311++G**, 6-311++G(3df,3pd), aug-cc-pVDZ, and aug-cc-pVTZ). As shown in the top panels in Figures S1 and S2 , the QM/MM polarization energy is rather insensitive to the choice of density functionals. However, as shown in the lower panels, the QM/MM polarization energy does depend heavily on the size of the basis set. For both molecules, the QM/MM polarization energies become about 10−15% larger with the 6-311++G** basis, and about 50% larger with the 6-311++G(3df,3pd), aug-cc-pVDZ, and aug-ccpVTZ. This is exactly what one would expect, because the computed molecular polarizability becomes larger with increased size of basis sets.
Going back to the DO model, it will uniformly underestimate the polarization energy for all 12 molecules, had the reference QM/MM values been computed with a larger basis. This systematic difference is also expected, because the atomic polarizabilities are usually scaled down in the DO model to damp the interactions associated with induced dipoles.
6. Permanent Electrostatics versus Polarization. As shown in Figure S4 , the QM/MM polarization energies (ΔE P ) for these molecules are several times smaller than the QM/MM permanent electrostatics energy in eq 1.
According to eq 1, MM charges have a first-order contribution to the QM/MM permanent electrostatics energy. For TIP3P molecules, if we denote their distance from the solvent by r, then their contributions to ΔE 1 should decay asymptotically as 1/r 2 if the QM molecule has a net charge, and 1/r 3 for QM molecules with a net gas-phase dipole moment (such as eight of the solute molecules including acetamide and tetrahydrofuran), and 1/r 4 for those with only quadrupole moments in the gas-phase (such as benzene, ethane, hexane, and cyclohexane).
Given that (a) the PAD model was found to well reproduce the QM/MM polarization energy, and (b) the electrostatic field from each TIP3P water decays as 1/r 3 , it might appear that the quadratic formula for the PAD polarization energy in eq 16 would suggest that faraway TIP3P water molecules would have a second-order contribution to the QM/MM polarization energy, which should scale as 1/r 6 and might allow us to impose more aggressive distance cutoffs for the polarization effect than for the permanent electrostatics. This is clearly not true as shown in Figure S5 , where the contributions to both ΔE 1 and ΔE P from TIP3P molecules beyond a cutoff distance from the solute are presented for two randomly selected frames of solvated acetamide and tetrahydrofuran. There, as shown in the right panels, the contributions to the QM/MM polarization energy from those faraway TIP3P water molecules are clearly proportional to their contributions to the QM/MM electrostatics energy (which should scale as 1/ r 3 , because both solute molecules have a permanent dipole moment). In other words, the ΔE P contribution should be pseudo-first-order and also decay as 1/r 3 for faraway water molecules, as a result of their interactions with the induced dipoles on QM atoms due to water molecules in the first few solvation shells.
A more detailed analysis for the decay behavior of QM/MM electrostatics and polarization energies will be presented in another publication in the context of boundary effects for QM/ MM calculations.
IV.B. Hydration Free Energies. The reference QM/MM polarization energy and its approximate values from using four computational models can be employed in the computation of the QM/MM-correction to hydration-free energy for the 12 solute molecules, and the results are collected in Table 2 and Figure 10 . Here the IPAD model is not applied, because proper scaling is needed to correct its tendency to systematically overestimate the QM/MM polarization energy.
As shown in the top panel of Figure 10 , all five models (full QM/MM, MESS-H, MESS-E, PAC, PAD) tend to well reproduce the hydration energy of seven solute molecules: ethanol, methanol, benzene, phenol, ethane, hexane, and cyclohexane. On the other hand, all these models tend to overestimate the hydration free energy for five other molecules (water, methanethiol, acetamide, tetrahydrofuran, and anline). As shown in Table 2 , the overall MSD is −0.63 kcal/mol with full QM/MM, −0.67 kcal/mol with MESS-H, −0.61 kcal/mol with MESS-E, −0.82 kcal/mol with PAC, and −0.69 kcal/mol with PAD. As indicated in our previous publication, 48 this systematic overestimation arises from the incompatibility of the QM/MM electrostatics (using the B3LYP/6-31G* density for the QM region) and the QM/MM vdW parameters in use. The compatibility of QM methods with water models was first reported by Shaw, Woods, and Mulholland. 94 While it would be desirable to improve the QM/MM methodology to overcome this systematic error, our goal of this work is to develop practical approximations to full QM/MM calculations. Therefore, it is more important to compare the computed hydration free energies using approximate energy values against full QM/MM calculations. As shown in the bottom panel of Figure 10 , the MESS-H, MESS-E, and PAD models well reproduce the full QM/MM hydration-free energies. In Table 2 , the MSD value with respect to full QM/MM is shown to be −0.04 kcal/mol for MESS-H, 0.02 kcal/mol for MESS-E, and −0.06 kcal/mol for PAD. The corresponding RMSD values are 0.07 kcal/mol for MESS-H, 0.05 kcal/mol for MESS-E, and 0.12 kcal/mol for PAD. With the PAD model, the largest deviation in the hydration free 
Article energy occurs with water (−8.4 kcal/mol versus the −8.08 kcal/mol theoretical reference value).
The PAC model displays larger deviations, especially for the aniline molecule where the full QM/MM value is −7.42 kcal/ mol and the PAC value is −9.31 kcal/mol. This is a direct result of the systematic overestimation of the QM/MM polarization energy shown in Figure 6 from applying the PAC model to this planar molecule. For the entire set of 12 molecules, the MSD value of the PAC model is −0.19 kcal/mol, and the RMSD value is 0.59 kcal/mol.
Overall, it is very encouraging to see that the PAD model produces hydration free energies within a RMSD of 0.12 kcal/ mol from the reference values. Given the simplicity and apparent deficiency of the PAC model, it is still encouraging to see that it predicts the hydration free energies within a RMSD of 0.59 kcal/mol. 
Article All above hydration free energy results were obtained with a sampling frequency of 100 fs. Since the water configurations might be still correlated with this sampling interval, the NBB correction to the hydration free energy was also computed using a longer sampling interval of 1 ps. As shown in Figure S6 , the error bars become noticeably larger because fewer data points are employed in the sampling. On the other hand, there are no substantial changes in the computed hydration free energy values.
IV.C. Analysis of Coupling Matrices. 1. PAC Model. The PAC coupling matrix in eqs 9 and 11, which we call pseudosoftness, describes the linear response of a molecule to an external electrostatic potential. Its diagonal elements, S AA , measure the tendency for an atom to lose electrons (to its neighboring atoms) with an increase in the local chemical potential at the same atomic site. Their values are shown in Figure 11 for each molecule and also in Figure S3 , where atoms from the 12 molecules are grouped into several types.
The pseudosoftness values for hydroxyl oxygen and hydrogen atoms vary slightly among molecules in this study. At the current level of theory (B3LYP/6-31G*), the oxygen atom in the water molecule has a pseudosoftness of about 4.04, while the hydrogen atoms have a softness of about 1.8. In methanol, the pseudosoftness increases slightly to 4.26 for the oxygen atom, while the value remains around 1.8 for the hydroxyl hydrogen. In ethanol, the pseudosoftness further increases to 4.77 for the oxygen atom, while the value also changes to 1.94 for the hydroxyl hydrogen. In phenol, the pseudosoftness value is 5.50 for the oxygen atom and 2.03 for the hydroxyl hydrogen.
As shown in Figure S3 , the pseudosoftness values vary much more among the carbon atoms. The highest value occurs with methylene (CH 2 ) carbon atoms. In n-hexane, its value ranges from 39.1 to 42.1. The value is similar for cyclohexane (40.8), but lower for tetrahydrofuran (31.7 and 35.8), and even lower for ethanol (24.6) . This, in general, correlates with the amount of partial charges on these atoms. For example, the ethanol methylene carbon atom, which is the least polarizable among this group, has the least negative Mulliken charge of −0.02.
In general, methyl carbon atoms are less polarizable than methylene carbons. The pseudosoftness value for methyl carbons is 26.5 for ethane, 25.5 for hexane, and 24.7 for acetamide. A lower value is found for methanol (19.0), and a higher value is found for ethanol (32.1) and methanethiol (34.5) . This also roughly correlates with atomic charges: the carbon atom in methanol has the least negative Mulliken charge of −0.20, and it is also the least polarizable. On the other end, the Mulliken charge is the highest for the carbon atom in methanethiol, making it the most polarizable.
Most carbon atoms on the benzene ring have a lower pseudosoftness value: 18.9 for benzene carbon atoms, and 18.6−19.8 for carbon atoms in phenol. In aniline, the value goes up slightly to 21.2−24.8 for five carbon atoms not directly bonded to the amine (NH 2 ) group, and it increases dramatically to 42.8 for the carbon atom next to NH 2 .
The off-diagonal elements in the pseudosoftness matrix, S AB (A ≠ B), correspond to the energy associated with intramolecular charge transfer. For two atoms connected through chemical bonds, its value should be negative. Namely, if the potential is raised on one atom, its bonded neighbors are expected to gain some electronic charges. This is indeed what we found for all 12 molecules.
The off-diagonal elements are expected to decay with the distance between the atoms. Since n-hexane is the longest molecule in this study, we divided the coupling between three categories: carbon−carbon, carbon−hydrogen, and hydrogen− hydrogen. In Figure 12 , the values of the pseudosoftness matrix elements are plotted against the atom−atom distances for each of these three categories. A general trend of exponential decay can be observed.
If the potential is raised by the same amount for all atoms in a molecule, it should not cause any intramolecular charge transfer. In terms of the pseudosoftness matrices, this means that the sum of each row (or column), ∑ A S AB , should be zero. This is confirmed in this study, where the sums are mostly below 0.01, and the largest deviation is 0.055 for the methanethiol molecule.
2. PAD model. The atomic polarizabilities from the PAD model are the diagonal blocks (T AA ) of the distributed polarizability matrix in eq 15. They correspond to the dipolar response of each atom with a change in the local electrostatic embedding field. In Figure 13 , the three eigenvectors of the 
Article atomic polarizability matrix were shown as arrows from each non-hydrogen atom, with the length of each arrow proportional to the eigenvalues (principal polarizabilities). The scalar polarizability (average of the three principal polarizabilities) is shown next to each non-hydrogen atom.
From Figure 13 , it can easily be seen that atomic polarizability can be highly nonisotropic for some atoms. For example, the carbon atom in methanethiol is most polarizable along the C−S bond, and less polarizable in two other directions. The carbon atom in benzene is most polarizable along the ring, and least polarizable perpendicular to the ring.
In terms of scalar polarizability, the oxygen atom has relatively small values: 3.59 (water), 4.26 (acetamide), 4.33 (methanol), 4.67 (ethanol), and 5.06 (phenol), all in atomic units. This is comparable to the atomic polarizability for sp 3 oxygen in the range of 2.88 to 5.21 in Table 1 in the recent paper from Wang and Yang. 50 The scalar polarizability of methyl carbon is 7.69 for methanol, 8.24 for ethane, 9.22 for n-hexane, 9.53 for ethanol, and 10.8 for acetamide. But its value jumped to 17.1 for methanethiol (which also displayed the largest value for the pseudosoftness). Compared to methyl carbon atoms, the methylene carbon atoms usually have a higher scalar polarizability: 11.8 for ethanol, 14.2 and 14.9 for n-hexane, 16.9 for cyclohexane, 14.9 and 19.1 for tetrahydrofuran. While the carbon atom in benzene has a similar scalar polarizability of 15.2, the value goes up in phenol (16.0, 16.5, 16.7, 23.6 ) and aniline (15.2, 15.3, 17.4, 25.8) , displaying a clear trend of larger scalar polarizability for carbon atoms closer to the hydroxyl or amine groups. Overall, these atomic polarizability values are slightly higher than the values of 5.00−9.13 for sp 3 carbon atoms and 4.51−13.40 for sp 2 carbon atoms as reported by Wang and Yang.
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The off-diagonal blocks (T AB , A ≠ B) tell us how induced dipoles at different atomic sites get coupled together. And the coupling is expected to decay with the distance. To confirm that, we plot the 2-norm of each off-diagonal block for n-hexane against the atom−atom distances. As shown in Figure 14 , an exponential decay is displayed for all three cases: C−C, C−H, and H−H.
V. CONCLUSIONS
In this work, we have developed two new polarizable-force-field type models to describe the response in the electron structure of 12 solute molecules to external electrostatic perturbations from water solvent molecules. They are named the potential of atomic charges (PAC) model and the potential of atomic dipoles (PAD) model.
Following common polarizable force field models, the electrostatic embedding potential from the water molecules (as represented by the TIP3P model) are approximated by a local Taylor expansion. The PAC model employs a zerothorder Taylor expansion that only uses the electrostatic embedding potential at solute atom positions. The PAD model utilizes only the first-order term in the local Taylor expansion, namely the electrostatic embedding f ield at solute atom positions.
To obtain response kernels to the embedding potential or field, we fit each pair of occupied−unoccupied orbitals as a set of atomic charges (in the PAC model) or a set of atomic dipoles (in the PAD model), and then combine the fitting results with the DFT electron Hessian (also called the orbital Hessian) to obtain the response kernels for the two models: pseudosoftness matrix in the PAC model and distributed polarizability matrix in the PAD model. An inexpensive variation of the PAD model, termed the IPAD model, was also analyzed where the off-diagonal blocks of the distributed polarizability matrix are neglected. For a comparison, Drude/ TIP3P calculations were also performed with the solute molecules described with the Drude oscillator model and the solvent molecules retaining a TIP3P description.
Our main observations are as follows: • The Drude oscillator model produces polarization energies that correlate reasonably well with theoretical reference values, with R 2 values of 0.59−0.96.
In short, we have shown that response kernels in our polarizable-force-field-type models can be derived directly from ab initio electron structurein particular the density functional theory orbital Hessian. Given the simplicity of the PAD model, it is very encouraging to observe its good performance. This suggests that polarization ef fects, including both local charge distortion and intramolecular charge transfer, can be well captured by induced dipole type models with proper parametrization, which is consistent with the findings by Ren and Ponder in 2002. 95 On the other hand, this work has several limitations:
• It might be difficult to improve the performance of the PAC model for planar molecules such as aniline, which displays non-negligible out-of-plane polarizability.
• The fitting of each pair of occupied−unoccupied MOs as a set of atomic charge or dipoles is performed through a least-squares fitting of the electrostatic potential. 89, 90 This procedure is numerically undesirable for large molecules with many buried atoms.
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• In principle, one can represent each pair of occupied− unoccupied MOs as a linear combination of atomic charges and atomic dipoles, for which the ESP fitting might resemble the work by Stern et al. 46 This will allow us to (a) combine a fluctuating-charge-type model and an induced-dipole-type model, which can in principle help improve the PAD model; and (b) build a continuous connection between PAC and PAD models. This has yet to be explored.
• The water solvent molecules are treated using a fixedcharge TIP3P model. We have yet to extend the models to average molecular electrostatic potential (MEP) fitted charges, 100 multipole-preserving charges, 101−103 or multipolar/polarizable representations 35,37,104−107 for the environment atoms.
• A rather small 6-31G* basis is used in this work. In practical calculations, a larger basis set with diffuse functions might be needed to fully describe the polarization effect of the system. While the current procedure for formulating the PAC and PAD response kernels can be applied to larger basis sets without any adaption, its performance there needs to be checked.
• The pseudosoftness and distributed polarizability matrices should also be compared to existing fluctuating charge, induced dipole, and Drude oscillator models. PAC should also be compared against (a) other models for generating the pseudosoftness matrix from Morita and Kato 51, 52 and from Yang and co-workers 53 and (b) the chemical potential equalization model from Field and co-workers. 11, 13 • All 12 molecules in this work are neutral, and the environment contains only water molecules. While our earlier publication 47 included encouraging results for the luciferin−luciferase complex, which is an anion−protein system, we have yet to apply the new PAC and PAD models to ionic systems, other solvents, and macromolecular environments, and to compute ligand− receptor binding energies and enzymatic reaction energies.
• The response kernels were formulated for fixed-geometry solute molecules, and therefore only electron degrees of freedom are accounted. To allow some flexibility in the solute geometry, nuclear degrees of freedom need to be added and coupled to the electron degrees of freedom. While there are several options for handling this, it has yet to be explored.
• The QM/MM polarization energy in this work is strictly a second-order function of the external perturbation. In the PAD model, for example, this means that the "induced dipoles" only interact among themselves, and do not interact with "permanent multipoles" on the solute atoms. It is unclear how this might change with flexible-geometry solute molecules.
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