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Abstract We prove that, given a compact Riemann surface Σ and disjoint
finite sets ∅ 6= E ⊂ Σ and Λ ⊂ Σ, every map Λ→ R3 extends to a complete
conformal minimal immersion Σ \ E → R3 with finite total curvature.
This result opens the door to study optimal hitting problems in the
framework of complete minimal surfaces in R3 with finite total curvature.
To this respect we provide, for each integer r ≥ 1, a set A ⊂ R3 consisting
of 12r + 3 points in an affine plane such that if A is contained in a
complete nonflat orientable immersed minimal surface X : M → R3, then
the absolute value of the total curvature of X is greater than 4pir. In
order to prove this result we obtain an upper bound for the number
of intersections of a complete immersed minimal surface of finite total
curvature in R3 with a straight line not contained in it, in terms of the
total curvature and the Euler characteristic of the surface.
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1. Introduction
Complete minimal surfaces of finite total curvature have been one of the main
focus of interest in the global theory of minimal surfaces in R3; we refer for instance
to [18, 8, 23, 16] for background on the topic. This subject is intimately related to the
one of meromorphic functions and 1-forms on compact Riemann surfaces. Indeed,
if M is an open Riemann surface and X : M → R3 is a complete conformal minimal
immersion with finite total curvature, then there are a compact Riemann surface Σ
and a finite set ∅ 6= E ⊂ Σ such that M is biholomorphic to Σ \E and the exterior
derivative dX of X : Σ \ E → R3, which coincides with its (1, 0)-part ∂X since X
is harmonic, is holomorphic and extends meromorphically to Σ with effective poles
at all points in E (i.e., it can not be finite at any end). In particular, the Gauss
map Σ \ E → S2 of X extends conformally to Σ and, up to composing with the
stereographic projection, is a meromorphic function on Σ. Any orientable complete
minimal surface in R3 of finite total curvature comes in this way (see Osserman [18]).
Polynomial Interpolation is a fundamental subject in mapping theory. Given
disjoint finite sets E 6= ∅ and Λ in a compact Riemann surface Σ, the classical
Riemann-Roch theorem enables to prescribe the values on Λ of a meromorphic
function Σ→ C that is holomorphic in Σ \ E. Our first main result is an analogue
for complete minimal surfaces in R3 with finite total curvature of this result.
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Theorem 1.1. Let Σ be a compact Riemann surface with empty boundary and let
E 6= ∅ and Λ be disjoint finite sets in Σ. Every map Λ→ R3 extends to a complete
conformal minimal immersion Σ \ E → R3 with finite total curvature.
Somewhat surprisingly, no result of this type seems to be available in the
literature, even in the specially simple case when Σ \E = C. Only recently Alarco´n
and Castro-Infantes initiated in [1] the theory of interpolation by conformal minimal
surfaces in Rn, for arbitrary dimension n ≥ 3, but their construction method does
not ensure any control on the total curvature of the interpolating surfaces. We
emphasize that those with finite total curvature form a tiny subset in the space of
all complete conformal minimal immersions Σ \ E → R3 (the fact that this subset
is nonempty for every Σ and E was observed by Pirola in [19]). We also point out
that the finiteness of the set Λ cannot be deleted from the assumptions of Theorem
1.1. For instance, there is no complete nonflat minimal surface in R3 with finite
total curvature and containing the set Z2 × {0} ⊂ R3 (see Corollary 4.5 for more
general sets); this shows that the theorem fails for infinite sets Λ, even under the
natural assumptions that Λ is closed and discrete in Σ \E and that the prescription
of values Λ→ R3 is proper.
We shall obtain Theorem 1.1 as a consequence of a more precise result providing
approximation, interpolation of given finite order, and control on the flux (see
Theorem 3.1). In the last few years, we have witnessed the birth and development
of the approximation theory for minimal surfaces in Rn (n ≥ 3). A crucial
point for this array of results was the observation that the punctured null quadric
A∗ = {z = (z1, . . . , zn) ∈ Cn : z21 + · · · + z2n = 0} \ {0} directing minimal surfaces
in Rn is a complex homogeneous manifold, and hence an Oka manifold (see [3,
Example 4.4]; we refer to La´russon [14] for a brief introduction and to Forstnericˇ
[11] for a complete monograph on Oka theory). In particular, for any open Riemann
surface M , there are many holomorphic maps M → A∗, and hence, up to solving the
period problem, also many conformal minimal immersions M → Rn. The Runge-
Mergelyan theorem for conformal minimal immersions M → Rn (see Alarco´n and
Lo´pez [6, 7] and Alarco´n, Forstnericˇ, and Lo´pez [5, 4]) has given rise to plenty of
applications (see [2] for an up-to-date survey of results in this direction). However,
the holomorphic flexibility of A∗ does not extend to the algebraic category; this
is why the construction methods developed in the above sources do not provide
complete minimal surfaces in Rn with finite total curvature. Only in R3 and
exploiting the spinorial representation for minimal surfaces in that dimension, Lo´pez
[15] was able to prove a Runge-Mergelyan type uniform approximation theorem for
complete minimal surfaces with finite total curvature. The main new ingredient in
our method of proof is the construction of holomorphic sprays of algebraic spinorial
representations of minimal surfaces in R3; this enables us to combine the ideas in
[1] and [15] in order to ensure, simultaneously, approximation and interpolation of
finite order. The use of holomorphic sprays in the study of minimal surfaces in the
Euclidean spaces was introduced by Alarco´n and Forstnericˇ in [3].
Theorem 1.1 opens the door to a new line of research, namely, the study of optimal
hitting problems in the framework of complete minimal surfaces in R3 with finite
total curvature. We now discuss this novel subject.
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Unless otherwise stated, in the remainder we shall only consider surfaces with
empty boundary. Write TC(X) for the total curvature of a complete orientable
immersed minimal surface X : M → R3, and recall that, by the classical Osserman’s
theorem, TC(X) is a nonnegative integer multiple of −4pi (see Section 2.4 or [18]).
Definition 1.2. For any integer r ≥ 1 we denote by Zr the space of all complete
nonflat immersed orientable minimal surfaces X : M → R3 with empty boundary
and |TC(X)| ≤ 4pir. Likewise, for any integer m ≤ 1 we write Zr;m for the subset of
Zr consisting of those surfaces X : M → R3 with the Euler characteristic χ(M) = m.
Recall that, by the Jorge-Meeks formula (2.5) (see [13]), Zr;m 6= ∅ forces
2r +m ≥ 2. Thus
Zr =
⋃
m≤1
Zr;m =
⋃
m∈{2−2r,...,1}
Zr;m.
A simple observation is that, up to homotheties and rigid motions, every complete
minimal surface of finite total curvature contains any given set A ⊂ R3 consisting
of at most 3 points. If the set A consists of 4 points not contained in a plane, it is
not hard to see that there is an Enneper’s surface which contains A. In general, in
view of Theorem 1.1, given a finite set ∅ 6= A ⊂ R3 and an integer m ≤ 1, there is
a large enough integer r ≥ 1 such that A ⊂ X(M) for some immersion X ∈ Zr;m.
Therefore, fixed integers r ≥ 1 and m ≤ 1 with 2r + m ≥ 2, one wonders whether
there exist finite sets A ⊂ R3 which are against the family Zr;m, meaning that A is
contained in the image of no immersion X ∈ Zr;m, and, if such sets exist, what is
the cardinal of the smaller ones. The same questions arise for the bigger family Zr
for any r ≥ 1. The second main result of this paper may be stated as follows.
Theorem 1.3. Let r ≥ 1 be an integer. For any integer m with 2 − 2r ≤ m ≤ 1
there is a set Ar;m ⊂ R3 which is against the family
⋃
k≤mZr;k and consists of
12r + 2m+ 1 points whose affine span is a plane. In particular, the set Ar;1, which
consists of 12r + 3 points, is against the family Zr.
Thus, if X : M → R3 is a complete nonflat orientable immersed minimal surface
with empty boundary and χ(M) ≤ m, and if Ar;m ⊂ X(M), then the total curvature
TC(X) < −4pir. In particular, no complete nonflat orientable immersed minimal
surface X with |TC(X)| ≤ 4pir contains Ar;1.
Notice that in the above theorem we have 13 ≤ 12r + 2m+ 1 ≤ 12r + 3. Recall,
for instance, that Z1 consists precisely of all catenoids and Enneper’s surfaces (see
Osserman [18]); and hence Theorem 1.3 furnishes a set A ⊂ R3, consisting of 15
points, which is contained in no catenoid and in no Enneper’s surface (this particular
number does not seem to be sharp). In general, it remains an open question whether
the bounds 12r + 2m + 1 and 12r + 3 given by Theorem 1.3 are sharp or not;
determining the optimal ones (which, by Theorem 1.1, do exist!) is, likely, a highly
nontrivial task.
Theorem 1.3 is, to the best of the author’s knowledge, the first result of its type
within the theory of minimal surfaces. In order to prove it we shall provide, given a
complete minimal surface X : M → R3 of finite total curvature, an upper bound on
the cardinal of the preimage by X of any affine line in R3 not contained in X(M).
To be precise, we show the following.
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Theorem 1.4. Let X : M → R3 be a complete orientable immersed minimal surface
with finite total curvature and empty boundary. If L ⊂ R3 is a straight line not
contained in X(M), then
#
(
X−1(L)
) ≤ 6Deg(N) + χ(M) = − 3
2pi
TC(X) + χ(M),
where Deg(N) is the degree of the Gauss map N of X.
Despite a bound like the one in Theorem 1.3 was expected, no explicit one is
known in the literature. Hence, from the point of view of the classical theory of
minimal surfaces in R3, this theorem can be viewed as the main result of the present
paper.
Organization of the paper. In Section 2 we state the background which is
required for the well understanding of the rest of the paper. We prove Theorem
1.1 on interpolation in Section 3 and Theorem 1.3 on optimal hitting in Section 4.
2. Preliminaries
We denote i =
√−1 and Z+ = {0, 1, 2, . . .}. Given an integer n ∈ N = {1, 2, 3, . . .}
and K ∈ {R,C}, we denote by | · | the Euclidean norm in Kn.
2.1. Riemann surfaces and spaces of maps. Throughout the paper every
Riemann surface will be considered connected if the contrary is not indicated.
Let M be an open Riemann surface. Given a subset A ⊆ M we denote by
C (A,Kn) the space of continuous functions A→ Kn, by O(A) (respectively, M(A))
the space of functions A → C which are holomorphic (respectively, meromorphic)
on an unspecified open neighborhood of A in M ; functions in O(A) (respectively, in
M(A)) will be called holomorphic (respectively, meromorphic) on A. Likewise, by a
conformal minimal immersion A→ Rn we mean the restriction to A of a conformal
minimal immersion on an open neighborhood of A in M .
A compact subset K in an open Riemann surface M is said to be Runge (also
called holomorphically convex or O(M)-convex) if every continuous function K → C,
holomorphic in the interior K˚, may be approximated uniformly on K by holomorphic
functions on M ; by the Runge-Mergelyan theorem [21, 17, 10] this is equivalent to
that M \K has no relatively compact connected components in M .
Definition 2.1. Let Σ be a compact Riemann surface with possibly non empty
boundary bΣ and E ⊂ Σ \ bΣ be a finite subset. By definition, M := Σ \ E is said
to be a Riemann surface of finite conformal type. If E 6= ∅, the points in E will be
called the topological ends of M .
2.2. Spinorial 1-forms on Riemann surfaces. Let M be a Riemann surface with
empty boundary. For W ⊂ M , we denote by Div(W ) the free commutative group
of countable divisors of W with multiplicative notation, that is to say,
Div(W ) = {
∏
j∈N
q
nj
j : qj ∈W, nj ∈ Z}.
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If D =
∏
j∈N q
nj
j ∈ Div(W ), the set {qj : nj 6= 0} is said to be the support of D (as
usual, q0 = 1 for all q ∈ W ). A divisor ∏j∈N qnjj ∈ Div(W ) is said to be integral if
nj ≥ 0 for all j ∈ N.
We denote by Ω(M) and Ωm(M) the spaces of holomorphic and meromorphic
1-forms on M , respectively. If f ∈M(M) is different from 0, we denote by (f)0 and
(f)∞ the integral divisors of zeros and poles of f in M respectively, and (f) :=
(f)0
(f)∞
the divisor of f in M . Likewise we define the divisors of non-zero meromorphic
1-forms on M ; if M is compact, these divisors have finite support and are called
canonical.
A holomorphic 1-form ω is said to be spinorial if (ω) = D2 for some integral
divisor D ∈ Div(M), equivalently, if the zeros of ω have even order. We denote
by Y(M) the set of holomorphic spinorial 1-forms on M . We say that two 1-forms
ω1 and ω2 in Y(M) are spinorially equivalent, and write ω1 ∼ ω2, if there exists a
function f ∈ M(M) such that ω2 = f2ω1. An equivalence class Θ ∈ Y(M)/∼ is
called a spinorial structure on M .
If M is of finite topology and k := dimZH1(M,Z) is the dimension of the first
homology group of M , there are 2k pairwise distinct spinorial structures on M .
Spinorial structures can be introduced from a topological point of view. Indeed,
take a class Θ in the set of spinorial structures and a 1-form θ ∈ Θ. Consider an
embedded closed curve γ ⊂ M , take an annulus A being a tubular neighborhood
of γ in M , and choose a conformal parameter z : A → {z ∈ C : 1 < |z| < R},
(R > 1). Then set ξΘ(γ) := 0 if
√
θ(z)/dz has a well defined branch on A and
ξΘ(γ) = 1 otherwise. The induced map ξΘ : H1(M,Z)→ Z2 does not depend on the
choice of θ ∈ Θ and defines a group homomorphism. Further, ξΘ1 = ξΘ2 if and only
if Θ1 = Θ2, and so, the set of spinorial structures may be identified with the set
of group morphisms Hom(H1(M,Z),Z2). Furthermore, it is known that the map
ξ : Y(M)∼ → Hom(H1(M,Z),Z2) defined by ξ(Θ) = ξΘ is bijective.
Remark 2.2. If M = Σ \ E where Σ is a compact Riemann surface and E ⊂ Σ is
a non-empty finite subset, any spinorial class Θ ∈ Y(M)/ ∼ contains meromorphic
1-forms on Σ, that is to say, there exists ω ∈ Θ extending meromorphically to Σ.
See [15] for details.
2.3. Spinorial data of a conformal minimal immersion. Let M be an open
Riemann surface and consider X : M → R3 a conformal minimal immersion. Then,
the 1-forms φj := ∂Xj , j = 1, 2, 3, are holomorphic on M and satisfy
∑3
j=1 φ
2
j = 0
and
∑3
j=1 |φj |2 6= 0. The meromorphic function
(2.1) g :=
φ3
φ1 − iφ2
defined on M is the Gauss map of X up to the stereographic projection.The pair
(g, φ3) is called the Weierstrass data of X. The holomorphic 1-forms
(2.2) η1 :=
φ3
g
and η2 := φ3g
are spinorial, spinorially equivalent, and have no common zeros on M . The pair
(η1, η2) defined on (2.2) is said to be the spinorial data associated to the conformal
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minimal immersion X, or simply the spinorial representation of X. Thus, the pair
(η1, η2) determines a unique spinor structure ΘX ∈ Y(M)∼ associated to the conformal
minimal immersion X.
Conversely, if η1 and η2 are two spinorial holomorphic 1-forms on M such that η1
and η2 are spinorially equivalent, |η1|+|η2| never vanishes in M , and the holomorphic
1-forms φ1, φ2, and φ3 defined by
(2.3) Ψ(η1, η2) := (φ1, φ2, φ3) =
(
1
2
(η1 − η2), i
2
(η1 + η2),
√
η1η2
)
have no real periods on M , then for the initial condition X(p0) ∈ R3, the map
X : M → R3 defined by
(2.4) X(p) = X(p0) + <
∫ p
p0
(
φ1, φ2, φ3
)
, p ∈M
is well defined and is a conformal minimal immersion with ΘX the spinorial class
of ηj , j ∈ {1, 2}. Notice that φ3 is well defined up to the sign, hence X up to a
symmetry with respect to a horizontal plane.
2.4. Conformal minimal immersions of finite total curvature. Let M be a
Riemann surface. A conformal minimal immersion X : M → R3 is said to be of total
finite curvature or, acronymously, FTC if
TC(X) :=
∫
M
K ds2 = −
∫
M
|K| ds2 > −∞,
where K denotes the Gauss curvature of the conformal minimal immersion X.
Huber [12] proved that every complete Riemannian surface (M,ds2) with possibly
non empty compact boundary and
∫
M min{K, 0}ds2 > −∞ is of finite conformal
type, see Definition 2.1. This applies for any Riemann surface M with possibly non
empty compact boundary which admits a conformal complete minimal immersion
in R3 with FTC. If X : M → R3 is a complete conformal minimal immersion of
FTC, Osserman [18] proved that the Weierstrass data (g, φ3) of X, hence the 1-
forms φ1, φ2, and φ3, extend meromorphically to the Huber’s compactification Σ of
M (the same holds for the spinorial representation of X, (η1, η2)). Conversely, if
M = Σ\E is a Riemann surface of finite conformal type, X : M → R3 is a conformal
minimal immersion, and the Weierstrass data of X extend meromorphically to the
compactification Σ of M having effective poles (i.e., of positive order) at every end
of M (i.e., point in E), then X is complete and of FTC. In any case, the Gauss map
N : M → S2 of X extends conformally to Σ and, when bM = ∅,
TC(X) = −4piDeg(N),
where Deg(N) is the topological degree of N : Σ→ S2.
The asymptotic behavior of complete minimal surfaces of FTC was studied by
Jorge and Meeks in [13]. They proved that any complete conformal minimal
immersion X : M = Σ \E → R3 of FTC is a proper topological map. Furthermore,
if E = {q1, . . . , qs} ⊂ Σ denotes the set of ends then there exists a Euclidean ball
B(R) = {p ∈ R3 : ‖p‖ < R} of large enough radius R > 0 so that:
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• X−1(R3 \ B(R)) = ⋃sj=1(Dj \ {qj}), where D1, . . . , Ds are pairwise disjoint
closed discs in Σ and Dj contains qj as interior point for all j = 1, . . . , s.
• If aj = N(qj) ∈ S2 denotes the limit normal vector at the end qj ∈ E, Πj :=
{p ∈ R3 : 〈p, aj〉 = 0} is the limit tangent plane at qj , pij : R3 → Πj is the
orthogonal projection, and Ij+1 ≥ 2 is the maximum of the pole orders of the
1-forms {φk : k = 1, 2, 3} at qj , then (pij ◦X)|Dj\{qj} : Dj \ {qj} → Πj \B(R)
is an Ij-sheeted proper sublinear multigraph (covering), j = 1, . . . , s.
In addition, the well known Jorge-Meeks formula holds:
(2.5) 2Deg(N) = −χ(M) +
s∑
j=1
Ij = −χ(Σ) +
s∑
j=1
(Ij + 1).
2.5. Some remarks on planar curves. For any oriented closed curve γ ⊂ R2 and
point p /∈ γ, the winding number wγ(p) ∈ Z of γ with respect to p is the number of
times the curve winds around p. If we set γp :=
γ−p
‖γ−p‖ ⊂ S1 then wγ(p) = wγp(0, 0),
and this number is, up to the identification H1(S1,Z) = Z given by the topological
degree, the homology class [γp] ∈ H1(S1,Z). If γ is sufficiently tame, it is well
known that wγ(p) coincides with the number of positive crossings minus the number
of negative crossings of any (oriented) ray based at p with γ.
A curve γ ⊂ R2 is said to be piecewise regular if it is smooth and the tangent
vector γ′(t) vanishes only on a finite set of points, namely singular points.
We say that a piecewise regular curve γ(t) admits a regular normal field if there
exists a regular smooth map n : γ → S1 such that γ′(t)⊥n(t) := n(γ(t)) for all t.
(Here, regular means that n : γ → S1 is a local diffeomorphism.) In this case, the
turning number or rotation number of γ ≥ 1 is the number of rotations made by
the normal vector n(t) during one traversal of the curve, that is to say, the absolute
value of the degree of n (which coincides with the total curvature of γ divided by 2pi
when γ is regular). Notice that the turning number does not depend on the chosen
regular normal field.
If γ is piecewise regular and admits a regular normal field n, a singular point γ(t0)
of γ is said to be a cusp point if locally around t0 we have
(2.6) γ(t)− γ(t0) = (t− t0)2mβ(t),
where m ∈ N, β(t) is smooth, and β(t0) 6= 0. In this case the curve γ(t) turns back
at t = t0, and any straight line being non orthogonal to n(t0) and not containing
γ(t0) locally intersects γ around γ(t0) either at 0 or 2 points; see equation (2.6).
Proposition 2.3. Let γ(t) be a smooth piecewise regular closed curve in R2
admitting a regular normal field, and denote by tγ the turning number of γ. For
any point p ∈ R2 \ γ we have |wγ(p)| ≤ 2tγ .
As it is shown in Figure 2.1, the bound in this proposition is sharp.
Proof. Let n(t) : γ → S1 be a regular normal field along γ(t), hence a local
diffeomorphism. Call pi0 : R2 → R the orthogonal projection (x, y) 7→ x. Up to
a rigid motion we can suppose that
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Figure 2.1. An oriented planar curve γ with four cusp points,
turning number tγ = 1, and winding number wγ = 2 with respect to
the origin.
• the ray ` := {p + (0, y) : y ≥ 0} intersects γ only at regular points and in a
transversal way.
• n−1({(1, 0), (−1, 0)}) contains no singular point of γ.
Let γ1, . . . , γ2tγ denote the family of connected components of n
−1(S1+) and n−1(S1−)
ordered so that they are laid end to end, where S1+ := {(x, y) ∈ S1 : y ≥ 0} and
S1− := {(x, y) ∈ S1 : y ≤ 0}. Since each γj is piecewise regular, we can split it into
Jordan arcs γj,1 . . . , γj,mj lying end to end and satisfying:
• the endpoints of γj,i are either cusp points or points in the set
n−1({(1, 0), (−1, 0)},
• the interior of γj,i contains no cusp points, i = 1, . . . ,mj .
An arc γj,i is said to be positive if for any interior point γj,i(t) of γj,i , the ordered
basis {(0, 1), γ′j,i(t)} of R2 is positive, or equivalently, if the first coordinate function
(pi0◦γj,i)(t) on γj,i is decreasing. Otherwise γj,i is said to be negative. Obviously, two
consecutive sub-arcs γj,i and γj,i+1 in γj have different character; see (2.6). Since
pi0|γj,i is one to one, then either ` ∩ γj,i is empty or consists of a unique point, and
in the second case the crossing of γj,i with ` is positive if and only if γj,i is positive
(and negative otherwise). By a connectivity argument, if i1 < i2, ` ∩ γj,i1 6= ∅,
` ∩ γj,i2 6= ∅, and ` ∩ γj,i = ∅ for all i1 < i < i2, then γj,i1 and γj,i2 have different
character. Therefore, the number of positive crossings minus the number of negative
crossings of ` with γj is either 0 or 1 or −1. It follows that |wγ(p)| is at most 2tγ ,
which concludes the proof. 
3. Interpolation: proof of Theorem 1.1
Polynomial Approximation is a fundamental subject in complex analysis, which is
naturally linked in a strong way with Polynomial Interpolation. The classical Runge
theorem says that for any compact set K ⊂ C such that C \K is connected, every
holomorphic function f on a neighborhood of K may be approximated, uniformly
on K, by polynomials C → C (see [21]). If in addition we are given a finite
subset Λ ⊂ K, then the approximating polynomials can be chosen to agree with f
everywhere on Λ (see Walsh [22]). Behnke and Stein extended Runge’s theorem to
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the more general framework of meromorphic functions on compact Riemann surfaces
(see [9]); this was later generalized by ensuring, in addition, interpolation of arbitrary
finite order on a finite set. To be precise, Royden proved that for any Σ, E, and
Λ as in Theorem 1.1, given an integer k ≥ 1 and a compact subset K ⊂ Σ \ E
such that Λ ⊂ K and E intersects all connected components of Σ \K, then every
holomorphic function f on a neighborhood of K may be approximated, uniformly
on K, by meromorphic functions F on Σ, being holomorphic in Σ \E, such that the
holomorphic function F − f : K → C has a zero of order at least k at all points in
Λ (see [20, Theorem 10]).
We shall obtain Theorem 1.1 as a consequence of the following more precise result
providing approximation, interpolation of given finite order, and control on the flux,
which can be seen as an analogue for the above mentioned Royden theorem from
[20]. Recall that the flux map of a conformal minimal immersion X : M → R3 of an
open Riemann surface, M , is the group homomorphism FluxX : H1(M,Z)→ R3, of
the first homology group of M with integer coefficients, given by
FluxX(γ) = =
∫
γ
∂X = −i
∫
γ
∂X for any loop γ ⊂M .
Theorem 3.1. Let Σ be a compact Riemann surface with empty boundary, ∅ 6= E ⊂
Σ be a finite set, K ⊂ Σ \ E be a compact set such that every connected component
of Σ \K contains points of E, and Λ ⊂ K be a finite set. Also let X : K → R3 be a
conformal minimal immersion and p : H1(Σ\E,Z)→ R3 be a group homomorphism
such that p(γ) = FluxX(γ) for all loops γ ⊂ K. Then, for any integer k ≥ 0 and any
number  > 0, there is a complete conformal minimal immersion X˜ : Σ \ E → R3
satisfying the following conditions:
(i) X˜ has finite total curvature.
(ii) |X˜(ζ)−X(ζ)| <  for all ζ ∈ K.
(iii) X˜ and X have a contact of order k at every point in Λ, i.e., X˜ = X
everywhere on Λ and, if k ≥ 1, ∂X˜ − ∂X has a zero of order at least k − 1
at every point in Λ.
(iv) Flux
X˜
(γ) = p(γ) for all loops γ ⊂ Σ \ E.
In case Λ = ∅ (i.e., without asking any interpolation property) the above theorem
is already proved in [15]. On the other hand, he crucial novelty of Theorem 3.1 is
condition (i); except for it, the theorem follows from the results in [1].
3.1. Proof of Theorem 3.1. In view of [1, Theorem 1.2 and Proposition 4.3], we
may assume without loss of generality that K is connected and a strong deformation
retract of Σ\E and that X is a nonflat conformal minimal immersion with flux map
p : H1(Σ \ E,Z)→ R3.
Call (φ1, φ2, φ3) the Weierstrass data and (η1, η2) the spinorial representation of
X : K → R3. We need the following lemma.
Lemma 3.2. There exists a meromorphic 1-form θ0 on Σ meeting the following
requirements:
10 A. Alarco´n, I. Castro-Infantes, and F. J. Lo´pez
a) θ0 is a spinorial holomorphic 1-form on Σ \ E.
b) θ0 does not vanish anywhere on K.
c) θ0 is spinorially equivalent to η1, and so to η2, on K.
Proof. Remark 2.2 provides a meromorphic 1-form ω on Σ satisfying a) and c). If
ω meets b) we are done, otherwise fix q0 ∈ E, write (ω|Σ\E) = D20, and fix an
open disk W ⊂ Σ \ (K ∪ E). By [15, Claim 4.1], there is a meromorphic function
h1 : Σ → C such that (h1) = D1D−10 q−a0 for some integral divisor D1 ∈ Div(W )
and a ∈ Z. The 1-form θ0 := h21ω solves the lemma. Indeed, just observe that
(θ0) = D
2
1DE , where DE ∈ Div(E); in particular, (θ0|Σ\E) = D21 ≥ 0 and hence
θ0|Σ\E is holomorphic. 
Fix θ0 a 1-form given by Lemma 3.2. Let uj ∈ O(K) be a function satisfying
(3.1) u2j =
ηj
θ0
, j = 1, 2.
Since X is nonflat, uj : K → C is non-identically zero and the divisor on K
(3.2) (u2j ) = (ηj), j = 1, 2.
Fix p0 ∈ K˚ \ Λ such that uj(p0) 6= 0, j = 1, 2, and write Λ = {p1, . . . , pm}. Take
{γ1, . . . , γl}, l ≥ m, curves in K such that:
• u1 and u2 do not vanish anywhere on γj for all j = 1, . . . , l,
• γj is a smooth Jordan arc joining p0 with pj , j = 1, . . . ,m,
• {γm+1, . . . , γl} are loops in K determining a basis of H1(K,Z), hence of
H1(Σ \ E,Z), and
• γi ∩ γj = {p0} for all i 6= j ∈ {1, . . . , l}.
(Recall that K is a strong deformation retract of Σ \ E.) Write C = ⋃lj=1 γj , and
notice that C ⊂ K is a Runge set in Σ \E which is a strong deformation retract of
Σ \ E as well. Set
(3.3) Spin(K) := {(f1, f2) ∈ O(K)2 : (|f1|+ |f2|)(p) 6= 0, ∀p ∈ K}
and observe that (u1, u2) ∈ Spin(K). Consider the continuous period map P =
(P1, . . . ,Pl) : Spin(K)→ C3l given by
(3.4) Pj(f1, f2) =
∫
γj
(
Φ(f1, f2)− Φ(u1, u2)
) ∈ C3 for all j = 1, . . . , l
where Φ(·, ·) is formally defined by
(3.5) Φ(f1, f2) :=
(
1
2
(f21 − f22 ),
i
2
(f21 + f
2
2 ), f1f2
)
θ0.
Notice that Φ(u1, u2) = (φ1, φ2, φ3) are the Weierstrass data of X.
Let k ∈ N be the integer number in the statement of the theorem.
Lemma 3.3. For any i = 1, 2, 3, there exist hi1, . . . , h
i
l ∈ O(K) with a zero of
multiplicity 2k ∈ N at each point of Λ, such that:
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• The holomorphic map ψ : C3l → O(K)2 defined by
(3.6) ψ(ζ) =
(
(1 +
3∑
i=1
l∑
j=1
ζijh
i
j)u1, (1 + 2
3∑
i=1
l∑
j=1
ζijh
i
j)u2
)
,
where ζ =
(
(ζij)i=1,2,3
)
j=1,...,l
∈ (C3)l, assumes values in Spin(K).
• ψ is a period dominating spinorial spray with core (u1, u2); that is to say,
ψ(0) = (u1, u2) and the map
P ◦ ψ : C3l → C3l
is a submersion at ζ = 0. In particular, there exists a Euclidean ball
V0 ⊂ C3l centered at the origin such that (P ◦ ψ)(V0) ⊂ C3l is a domain
and P ◦ ψ : V0 → (P ◦ ψ)(V0) is a biholomorphism.
Proof. Since X is a nonflat conformal minimal immersion, we may choose for any
j = 1, . . . , l pairwise distinct points pij ∈ γj , i = 1, 2, 3 (different from the endpoints)
such that the vectors
(3.7)
{(
1
2
(u21 − u22),
i
2
(u21 + u
2
2), u1u2
)
(pij)
}
i=1,2,3
are a basis of C3. Next, for any i = 1, 2, 3, we consider continuous functions
hij : C → C such that hij vanishes on C \ γj ; the value of each hij in γj will be
specified later. Notice that, so far, we have defined the functions hij ’s only in C. In
particular, the expression P ◦ ψ makes sense in a natural way; see (3.4).
Thus, the differential of P ◦ ψ = (P1 ◦ ψ, . . . ,Pl ◦ ψ) with respect to ζij is given
for any i = 1, 2, 3 and j = 1, . . . , l by
∂Pm ◦ ψ
∂ζij
∣∣∣∣
ζ=0
(ζ) =

(0, 0, 0) j 6= m∫
γj
hij
(
u21 − 2u22, i(u21 + 2u22), 3u1u2
)
θ0 j = m
for any m = 1, . . . , l.
We claim that we may choose the functions hij so that the vectors
∂Pj◦ψ
∂ζij
∣∣
ζ=0
,
i = 1, 2, 3, expand C3, and so the differential of ψ at ζ = 0 is surjective. Indeed, we
parametrize each curve by γj : [0, 1]→ γj ⊂ K (we identify the image γj([0, 1]) ≡ γj)
and call tij ∈ (0, 1) the point such that γj(tij) = pij for i = 1, 2, 3. Then, take a positive
number τ > 0 small enough such that
[tij − τ, tij + τ ] ⊂ (0, 1) and [ti1j − τ, ti1j + τ ] ∩ [ti2j − τ, ti2j + τ ] = ∅
for any i, i1 6= i2 ∈ {1, 2, 3} and define the function hij such that
(3.8) hij = 0 everywhere on [0, 1] \ [tij − τ, tij + τ ]
and ∫ 1
0
hij(t) dt =
∫ tij+τ
tij−τ
hij(t) dt = 1.
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Therefore, we may ensure that for sufficiently small τ > 0, we have that the integral∫
γj
hij
(
u21 − 2u22, i(u21 + 2u22), 3u1u2
)
θ0
takes approximately the value(
(u21 − 2u22), i(u21 + 2u22), 3u1u2
)
(γj(t
i
j)) θ0(γj(t
i
j), γ˙j(t
i
j)).
Finally, since θ0 does not vanish anywhere on C ⊂ K and the vectors in equation
(3.7) are a basis of C3, then the vectors
{(
u21 − 2u22, i(u21 + 2u22), 3u1u2
)
(pij)
}
i=1,2,3
expand C3 for all j = 1, . . . , l. Indeed, notice that
(1
2
(u21 − u22),
i
2
(u21 + u
2
2), u1u2
)3 −i 0i 3 0
0 0 3
 = (u21 − 2u22, i(u21 + 2u22), 3u1u2).
This shows that P ◦ ψ is a submersion at ζ = 0.
To finish the proof we claim that we may assume that each hij is a holomorphic
function hij : K → C, vanishes at all zeros of u1u2, and has a zero of multiplicity at
least 2k at any point of Λ. Indeed, by Mergelyan Theorem with jet-interpolation
(see [11]) we may approximate each hij by a holomorphic function K → C. Since
each hij vanishes on a neighborhood of Λ in C (see (3.8)), then the approximating
function may be chosen to vanish at all zeros of u1u2 and to have a zero of any
order at any point of Λ (in particular of order 2k). The former and the fact that
(u1, u2) ∈ Spin(K) ensure that the map ψ defined in (3.6) assumes values in Spin(K).
Furthermore, if the approximation is close enough then the corresponding spray is
also period dominating. 
We now prove the following generalization of Royden’s theorem.
Lemma 3.4. Let A ⊂ Σ \ E be a Runge compact subset, let f ∈ M(A) be a
meromorphic function, choose m ∈ N, take an integral divisor D ∈ Div(A), and
fix δ > 0. Then there exists f˜ ∈ M(Σ) ∩ O(Σ \ (A ∪ E)) such that f˜ has a pole of
order greater than or equal to m at all points in E, (f˜ |A − f) ≥ D, and |f˜ − f | < δ
on A.
Proof. Without loss of generality suppose that δ < 1. Denote by r the number
of points in E. By Royden’s Theorem [20, Theorem 10], for each q ∈ E we can
find fq ∈ M(Σ) ∩ O(Σ \ {q}) such that |fq| < δ/2r on A, (fq) ≥ D, and having
a pole of positive order at q. Call f0 =
∑
q∈E fq, and observe that |f0| < δ/2 on
A, (f0|A) ≥ D, and f0 has a pole of positive order at all points of E. Likewise,
Royden’s theorem provides f1 ∈M(Σ)∩O(Σ\ (A∪E)) such that |f −f1| < δ/2 and
(f1|A − f) ≥ D. Label by m0 ∈ N the maximum order of the poles of f1 at points
of E. It suffices to set f˜ := f1 + f
n
0 , where n = m0 +m. 
Fix ρ > 0 to be specified later.
Choose pairwise disjoint compact discs Uq ⊂ Σ \ (K ∪ E), q ∈ supp(θ0|Σ\E),
with q ∈ U˚q; recall that θ0 vanishes nowhere on K, see Lemma 3.2. Set K0 =⋃
q∈supp(θ0)0 Uq and extend u1 to a meromorphic function u1 : K ∪ K0 → C such
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that u21θ0 is holomorphic and vanishes nowhere on K0 (recall that θ0 is spinorial
on Σ \ E). Fix another number ρ′ > 0 which will be specified later. If ρ′ > 0 is
sufficiently small, then Lemma 3.4 applied to the Runge set K ∪ K0, u1, a large
enough integer m ∈ N, D = (u1)2D2kΛ , and ρ′ > 0, where DΛ =
∏
q∈Λ q ∈ Div(K),
provides a meromorphic function u˜1 : Σ → C, holomorphic on Σ \ (E ∪ supp(θ0)0),
satisfying the following properties:
(A.1) (u˜1|K) = (u1|K),
(A.2) u˜1 − u1 has a zero of multiplicity at least 2k at all points of Λ,
(A.3) |u˜1(ζ)− u1(ζ)| < ρ′ for all ζ ∈ K ∪K0, and
(A.4) u˜21θ0 is holomorphic on Σ \ E, vanishes nowhere on K0, and has a pole of
positive order at all points of E.
Notice that in order to ensure (A.1) and (A.2) we are using that ρ′ > 0 is small
enough, and taking into account classical Hurwitz’s theorem. Also, to guarantee
(A.4) we are using (A.3) and the definition of u1 on K0, and assuming that m is
large enough.
Consider the finite set K1 := {p ∈ Σ\K : u˜1(p) = 0} and observe that K1∩E = ∅
(take into account that u˜1 has poles of order at least m ≥ 1 at all points of E), hence
K1 ⊂ Σ\ (K ∪K0∪E). Extend u2 to a meromorphic function u2 : K ∪K0∪K1 → C
satisfying u2 = u1 on K0 and u2 = 1 on K1. As above, Lemma 3.4 provides a
meromorphic function u˜2 : Σ → C, holomorphic on Σ \ (E ∪ supp(θ0)0), satisfying
the following properties:
(B.1) (u˜2|K) = (u2|K),
(B.2) u˜2 − u2 has a zero of multiplicity at least 2k at all points of Λ,
(B.3) |u˜2(ζ)− u2(ζ)| < ρ′ for all ζ ∈ K ∪K0 ∪K1, and
(B.4) u˜22θ0 is holomorphic on Σ \ E, vanishes nowhere on K0 ∪ K1, and has an
effective pole at all points of E.
By (A.1), (A.4), (B.1), (B.3), and (B.4),
(3.9) (u˜21, u˜
2
2)θ0 is holomorphic on Σ \ E and does not assume the value (0, 0),
provided that ρ′ > 0 is sufficiently small. Next, set
(3.10) η˜j := u˜
2
jθ0, j = 1, 2.
Summarizing:
(a) η˜j is holomorphic and spinorial on Σ \ E, j = 1, 2.
(b) The pair (η˜1, η˜2) is spinorially equivalent on Σ \ E; in fact, η˜j is spinorially
equivalent to η1 (and η2) on K, j = 1, 2 (recall that K is a strong deformation
retract of Σ \ E).
(c) η˜j − ηj has a zero of multiplicity at least 2k at all points of Λ.
(d) η˜j has an effective pole at any point of E, j = 1, 2; take into account (A.4) and
(B.4).
(e) |(η˜j−ηj)/θ0| < ρ everywhere on K. For that we use (A.3) and (B.3) and assume
that ρ′ > 0 is chosen sufficiently small.
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(f) (η˜j |K) = (u˜2j |K) = (u2j |K) = (ηj), j = 1, 2, and η˜1 and η˜2 have no common zeros
on Σ \ E.
Let hij : K → C, j = 1, . . . , l, i = 1, 2, 3, be the holomorphic functions given by
Lemma 3.3. Applying Lemma 3.4 once again to A = K, m = 2k, D =
∏
p∈Λ p
2k,
and δ = ρ, we get functions gij ∈M(Σ) ∩ O(Σ \ E), j = 1, . . . , l, i = 1, 2, 3, meeting
the following properties:
(I) |gij(ζ)− hij(ζ)| < ρ for all ζ ∈ K.
(II) gij − hij has a zero of multiplicity at least 2k ∈ N at any point p ∈ Λ ⊂ K.
This is equivalent to that gij has a zero of multiplicity at least 2k ∈ N at any
point p ∈ Λ ⊂ K (see Lemma 3.3).
(III) gij has a zero at any point of (Σ \ E) ∩
(
supp(η˜1) ∪ supp(η˜2)
)
.
(IV) gij has a pole of order at least 2k at any point of E for all j and i.
Replacing in (3.6) the functions hij , u1, and u2 by their corresponding
approximations, namely, gij , u˜1, and u˜2, we get the holomorphic spinorial spray
on K
ψ˜ = (ψ˜1, ψ˜2) : C3l →
(
M(Σ) ∩ O(Σ \ E))2 ∩ Spin(K),
given by
ψ˜(ζ) =
(
(1 +
3∑
i=1
l∑
j=1
ζijg
i
j)u˜1, (1 + 2
3∑
i=1
l∑
j=1
ζijg
i
j)u˜2
)
, ζ ∈ C3l,
with core (u˜1, u˜2). Set
(3.11) (η˜ζ,1, η˜ζ,2) :=
(
(1 +
3∑
i=1
l∑
j=1
ζijg
i
j)
2η˜1, (1 + 2
3∑
i=1
l∑
j=1
ζijg
i
j)
2η˜2
)
and notice that η˜ζ,j = ψ˜j(ζ)
2θ0, j = 1, 2; see (3.10). Moreover:
(A) η˜ζ,j is a spinorial holomorphic 1-form on Σ \ E, i.e., η˜ζ,j ∈ Y(Σ \ E), j = 1, 2.
Furthermore, η˜ζ,1 and η˜ζ,2 are meromorphic on Σ and spinorially equivalent
on Σ \ E and have no common zeros on Σ \ E, and either η˜ζ,1 or η˜ζ,2 has an
effective pole at any point of E; use properties (a), (b), (d), (f), (III), and
equation (3.11). Take into account that, obviously, 1 +
∑3
i=1
∑l
j=1 ζ
i
jg
i
j and
1 + 2
∑3
i=1
∑l
j=1 ζ
i
jg
i
j have no common zeros.
(B) If ρ > 0 is chosen small enough, the period map P˜ : C3l → C3l, P˜(ζ) = P(ψ˜(ζ)),
see (3.4), is period dominating at ζ = 0 in the sense that P˜ is a submersion at
that point; take into account Lemma 3.3. Therefore, there is an Euclidean ball
V ⊂ C3l centered at the origin, and depending on ρ, such that P˜ : V → P˜(V ) is
a biholomorphism; see (e), (3.10), and (I).
(C) Since P˜ approximates P ◦ψ uniformly on compact subsets of C3l as ρ goes to 0,
ψ is period dominating, and P(ψ(0)) = 0, then there is ζρ ∈ V , which goes to
0 as ρ→ 0, such that P˜(ζρ) = 0; take into account (B) and the definition of P˜.
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(D) η˜ζρ,j/θ0 approximates ηj/θ0 uniformly on K as ρ goes to 0. Take into account
(e) and the fact that limρ→0 ζρ = 0; see (C).
(E) η˜ζ,j − ηj has a zero of multiplicity at least 2k at any point of Λ for all ζ ∈ C3l;
see (c) and (II).
By properties (A) and (C), the Weierstrass data Φ˜ζρ := Φ(ψ˜(ζρ)) defined as in
equation (3.5) provides a complete conformal minimal immersion
Xρ(p) = X(p0) + <
∫ p
p0
Φ˜ζρ .
Note that Xρ is well defined since the periods of Φ˜ζρ on K are those of the Weierstrass
data ofX andK is a strong deformation retract of Σ\E. The completeness is ensured
by the fact that either η˜ζ,1 or η˜ζ,2 has an effective pole at any point of E.
We claim that the immersion X˜ := Xρ solves the theorem provided that ρ > 0
is small enough. Indeed, by the aforementioned argument, Xρ has the same flux
map as X; this gives Theorem 3.1-(iv). By property (A), the immersion Xρ is of
finite total curvature, proving condition Theorem 3.1-(i). Condition Theorem 3.1-
(ii) follows from (D) for ρ small enough. Finally, if pj ∈ Λ and γj is the arc in C
joining p0 and pj , then
Xρ(pj) = X(p0) + <
∫ pj
p0
Φ˜ζρ = X(p0) + <
∫
γj
Φ˜ζρ
(C)
=
(C)
= X(p0) + <
∫
γj
Φ(u1, u2) = X(p0) + <
∫ pj
p0
Φ(u1, u2) = X(pj).
Together with (E) we infer Theorem 3.1-(iii).
This completes the proof of Theorem 3.1. Theorem 1.1 is proved.
4. Optimal hitting: proof of Theorem 1.3
Let X : M → R3 be a complete conformal minimal immersion of FTC, where M
is an open Riemann surface. We know that M = Σ \ E, where Σ is a compact
Riemann surface and E ⊂ Σ is a non-empty finite subset. Denote by N : M → S2
the Gauss map of X which is compatible with the orientation on M , and recall that
N extends conformally to Σ.
Before going into the proof of the theorem some preparations are needed.
By definition, a symmetry of X : M = Σ \E → R3 is a rigid motion R : R3 → R3
such that R(X(M)) = X(M). Every symmetry R of X induces a conformal
transformation Ψ: M → M satisfying R ◦ X = X ◦ Ψ. Such a map Ψ could be
either orientation preserving or orientation reversing, and extends to a conformal
automorphism ΨR : Σ → Σ leaving invariant E. By analyticity, any affine line
L ⊂ R3 for which X(M)∩L consists of infinitely many points is contained in X(M).
If L is an affine line and L ⊂ X(M), then Schwartz’s reflection principle implies that
X(M) is invariant under the reflection RL : R3 → R3 about L. Furthermore, RL
has an associated conformal transformation, namely ΨL, with infinitely many fixed
points on Σ (hence antiholomorphic).
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Proposition 4.1. The only complete orientable minimal surfaces of finite total
curvature with an infinite group of symmetries are the planes and the catenoids. In
particular, every complete non-flat minimal surface of finite total curvature contains
at most a finite number of straight lines.
We think that Proposition 4.1 is well-known, we include here a proof since we
have been unable to find a precise reference in the literature.
Proof. LetX : M = Σ\E → R3 be a complete non-flat conformal minimal immersion
of FTC, where Σ is a compact Riemann surface and E ⊂ Σ is a non-empty finite
subset. Since the Gauss curvature K : M → R is non-positive and K(p) → 0 as
p → E, the set C = {p ∈ M : K(p) = minΣK < 0} is non-empty and compact;
recall that K does not vanish everywhere on M since X is nonflat. Call G the
symmetry group of X and notice that G leaves C invariant. Furthermore, G is a
closed subgroup of the Lie group of rigid motions in R3.
If we assume that G is not discrete, then G contains a 1-parametric subgroup,
G0, leaving invariant the compact set X(C). Therefore, G0 consists of rotations,
and so X(M) is the catenoid. This concludes the proof under this assumption.
To finish it remains to show that G is not discrete. Indeed, assume that G is
discrete and recall that, by assumption, G is infinite. Fix an end p ∈ E, and
denote by Gp the subgroup of G consisting of those isometries inducing a conformal
transformation in Σ that fixes p. Clearly Gp 6= ∅ is discrete and infinite as well;
for the latter recall that E is finite and every symmetry in G leaves E invariant.
As above, Gp leaves X(C) invariant, hence its associated group of linear isometries
~Gp is discrete as well. Denote by N : Σ → S2 the extended Gauss map of X,
and observe that every isometry in ~Gp leaves invariant the vectorial direction Lp
generated by N(p). We infer that ~Gp must be a finite group of linear isometries
leaving Lp invariant, and so that Gp must contain either a screw motion or a sliding
symmetry. This contradicts that C is invariant under Gp. 
Proof of Theorem 1.4. If X is flat then the conclusion of the theorem trivially holds.
Assume that X is nonflat. As above we put M = Σ \ E, where Σ is a compact
Riemann surface and E ⊂ Σ is a non-empty finite subset, and call N : Σ → S2 the
extended Gauss map of X compatible with the orientation on M . Since L 6⊂ X(M)
we have that X−1(L) ⊂M is a finite subset, by analyticity.
Denote by G the Grassmanian manifold of all affine lines in R3. By Proposition
4.1, X(M) contains at most finitely many lines in G. Denote by G0 the subset of G
consisting of those affine lines T in R3 which satisfy the following properties:
a) QT := {p ∈M : N(p)⊥T} is compact, and hence T 6⊂ X(M).
b) The Gauss curvature K : M → R of X vanishes nowhere on QT , that is to
say, N is a local diffeomorphism around points of QT .
c) X−1(T ) ∩QT = ∅.
Clearly G0 is open and dense in G. Concerning c), notice that QT only depends on
the direction vector of T .
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Let us show the following reduction.
Claim 4.2. It suffices to prove the theorem under the extra assumption that L ∈ G0.
Proof. Suppose for a moment that under the assumptions a), b), and c) the
conclusion of the theorem holds. By this assumption,
(4.1) #
(
X−1(T )
) ≤ 6Deg(N) + χ(M) holds for every T ∈ G0.
Let us show that the same inequality occurs for an arbitrary L ∈ G with L 6⊂ X(M).
Indeed, choose pairwise disjoint compact neighborhoods Up of each p ∈ X−1(L) ⊂M
in M , and notice that G1 = {T ∈ G0 : T ∩X(Up) 6= ∅ ∀p ∈ X−1(L)} is a non-empty
subset of G whose closure contains L. Since #(X−1(L)) ≤ #(X−1(T )) for all
T ∈ G1, (4.1) implies that #
(
X−1(L)
) ≤ 6Deg(N) + χ(M). 
To complete the proof it therefore remains to prove the theorem assuming that
L ∈ G0. We proceed with that.
Up to a rigid motion, we may suppose that L ∈ G0 is the x3-axis. Write
X = (Xj)j=1,2,3 and call ~e3 = (0, 0, 1). It follows from a), b), and c) that
〈N,~e3〉 6= 0 everywhere on X−1(L), 0 is a regular value of 〈N,~e3〉 : M → R, and
Q := QL = 〈N,~e3〉−1(0) is a compact subset in M = Σ \ E consisting of finitely
many pairwise disjoint regular analytical Jordan curves. We are using for the last
assertion that the degree of N is finite.
Remark 4.3. Notice that the tangent vector of any curve inX(Q) may be parallel to
(0, 0, 1) at some points, and so the projection of the curve into any horizontal plane
could contain cusp points (see Subsec. 2.5). Indeed, by solving suitable Bjo¨rling
problems one can easily construct minimal surfaces in R3 containing closed regular
analytical curves with horizontal Gauss map and vertical tangent vector at some
points (see Figure 4.1). However, by analyticity, the tangent vector in X(Q) is
Figure 4.1. A regular analytic curve c in R3 = R2 × R whose
projection α ⊂ R2 produces a cusp point at the origin.
parallel to (0, 0, 1) at most on finitely many points; otherwise the curve would be a
vertical straight line, hence non-compact.
Let Ω be a connected component of Σ \Q. Obviously bΩ := Ω \ Ω ⊂ Q contains
no point of X−1(L)∪E, by properties a) and c). Write X−1(L)∩Ω = {p1, . . . , ps} ⊂
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Ω \E = Ω \ (Q∪E) and choose pairwise disjoint compact discs D1, . . . , Ds in Ω \E
satisfying the following requirements:
• Dj contains pj as interior point.
• (X1, X2)|Dj is one to one; take into account that the Gauss map of X|Dj is
never horizontal and choose Dj small enough.
Likewise, write E ∩ Ω = {q1, . . . , qr} ⊂ Ω (possibly E ∩ Ω = ∅ and r = 0) and as
above take pairwise disjoint compact discs U1, . . . , Ur in Ω such that
• Uj contains qj as interior point and Uj \ {qj} ⊂ Ω \
⋃s
j=1Dj .
• (X1, X2)|Uj is an Iqj -sheeted multigraph over R2 \ B, where Iqj ≥ 1 and B
is an open Euclidean disc B not depending on j.
Such discs exist by the well-known asymptotic behavior of the ends of complete
minimal surfaces with finite total curvature in R3; see Subsec. 2.4 and Jorge and
Meeks [13].
Let c1, . . . , cm denote the family of pairwise disjoint Jordan curves in Q∩Ω = bΩ.
Denote by dj = bDj := Dj \ D˚j , j = 1, . . . , s, uj = bUj := Uj \ U˚j , j = 1, . . . , r,
where the symbol˚denotes topological interior in Σ. Consider the compact region
in Σ
Ω0 := Ω \
(
(
s⋃
j=1
D˚j) ∪ (
r⋃
j=1
U˚j)
)
,
and observe that Ω0 ⊂M . Introduce the continuous map
f : Ω0 → S1, f(p) := (X1, X2)‖(X1, X2)‖ ,
and consider the induced group morphism between the first homology groups
f∗ : H1(Ω0,Z)→ H1(S1,Z) ≡ Z.
Note that
bΩ0 = (
m⋃
j=1
cj) ∪ (
s⋃
j=1
dj) ∪ (
r⋃
j=1
uj)
and endow the curves c1, . . . , cm, d1, . . . , ds, u1, . . . , ur with the orientation induced
by the region Ω0 ⊂ M . It follows that (
∑m
j=1 cj) + (
∑s
j=1 dj) + (
∑r
j=1 uj) = 0 in
H1(Ω0,Z), and so
(4.2)
s∑
j=1
f∗(dj) = −
r∑
j=1
f∗(uj)−
m∑
j=1
f∗(cj) ∈ Z.
Since (X1, X2)|Dj is one to one, the winding number of f(dj) with respect to
the origin is equal to ±1. Further, since ⋃sj=1Dj ⊂ Ω and the Gauss map of X|Ω
assumes values in a hemisphere, the sign depends on the fixed orientation in Ω0 but
not on j ∈ {1, . . . , s}. In other words, f∗(d1) = . . . = f∗(ds) = ±1, and so
(4.3) |
s∑
j=1
f∗(dj)| = s = #(X−1(L) ∩ Ω).
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Likewise f∗(uj) = ±Iqj for all j ∈ {1, . . . , r}, where the sign does not depend on j,
hence
(4.4) |
r∑
j=1
f∗(uj)| =
r∑
j=1
Iqj .
Let us obtain an estimation of |∑mj=1 f∗(cj)|.
For each j ∈ {1, . . . ,m} consider the closed planar oriented curve αj :=
(X1, X2)(cj).
From Remark 4.3, the analytical curve αj is piecewise regular. Moreover, αj
admits a regular normal field which, up to the identification S1 ≡ S2 ∩ {x3 = 0},
coincides with ±N |cj . Therefore, if we call wj and tj the winding number with
respect to the origin and the turning number of αj , respectively, Proposition 2.3
gives that 2tj ≥ |wj |. Since αj and f(cj) = αj/‖αj‖ have the same winding number
with respect to the origin, then wj = f∗(cj), and so
(4.5) |
m∑
j=1
f∗(cj)| ≤
m∑
j=1
|wj | ≤
m∑
j=1
2tj .
On the other hand, we know that N(Ω) is either the Northern or Southern closed
hemisphere. Furthermore, N |Ω : Ω → N(Ω) is a finite branched covering of degree
Deg(N |Ω) ≤ Deg(N). Since the normal vector field to the planar curve αj is a
regular map that coincides, up to the sign, with N |cj , tj is equal to the topological
degree of N |cj : cj → S1, j = 1, . . . ,m, and
∑m
j=1 tj = Deg(N |Ω). In view of (4.5),
we infer that
(4.6) |
m∑
j=1
f∗(cj)| ≤ 2Deg(N |Ω).
By using equations (4.2), (4.3), (4.4), and (4.6), we get that
#(X−1(L) ∩ Ω) ≤
r∑
j=1
Iqj + 2Deg(N |Ω).
Joining together this information for all components Ω of Σ \Q, and taking into
account that each Jordan curve in Q lies in the boundary of exactly two of these
components, we get that
(4.7) #(X−1(L)) ≤
∑
q∈E
Iq + 4Deg(N).
On the other hand, Jorge-Meeks formula (2.5) says that
∑
q∈E Iq = 2Deg(N)+χ(M),
hence from (4.7), #
(
X−1(L)
) ≤ 6Deg(N) + χ(M). This concludes the proof. 
Proof of Theorem 1.3. Take integers r ≥ 1 and 2− 2r ≤ m ≤ 1.
Choose two non-parallel coplanar affine lines L1 and L2 making an angle of 2pia,
a /∈ Q, at x0 := L1 ∩ L2. Choose Cj ⊂ Lj such that x0 ∈ Cj and
(4.8) #Cj = 6r +m+ 1, j = 1, 2,
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and set Ar;m := C1∪C2. We claim that Ar;m satisfies the conclusion of the theorem.
Indeed, it is clear that #Ar;m = 12r+2m+1. Reason by contradiction and suppose
that there is X : M → R3 in ⋃k≤mZr;k with Ar;m ⊂ X(M) (see Definition 1.2).
In particular, X is nonflat. By (4.8), Theorem 1.4 yields that L1 ∪ L2 ⊂ X(M)
(in particular, X(M) is not a catenoid; the catenoid does not contain any affine
line), hence by Schwarz’s reflection principle X(M) is invariant under the reflection
Rj : R3 → R3 about Lj , j = 1, 2. Since a /∈ Q, the surface X(M) is invariant
under an infinite group of symmetries (the one generated by Rj , j = 1, 2). Since
X is of FTC and X(M) is not a catenoid, Proposition 4.1 implies that X is flat, a
contradiction. 
Corollary 4.4. Let r and m be as in Theorem 1.3. There is a set A∗r;m ⊂ R3,
consisting of 12r + 2m + 2 points, such that if X : M → R3 is a complete
orientable immersed minimal surface with empty boundary and with χ(M) ≤ m
and A∗r;m ⊂ X(M), then the absolute value of the total curvature |TC(X)| > 4pir.
Proof. To construct A∗r;m it suffices to add to Ar;m a point not contained in the
affine plane generated by Ar;m. 
Corollary 4.5. Let F be a family of affine lines in R3 such that the reflections
about the lines in F generate an infinite group of rigid motions. For each L ∈ F
choose an infinite subset AL ⊂ L and set A :=
⋃
L∈F AL. Then, the set A is against
the family of all complete nonflat minimal surfaces in R3 with finite total curvature;
i.e., there is no such surface containing A.
In particular, Z3 is against the mentioned family of surfaces.
Proof. Reason by contradiction and suppose that there is a complete minimal surface
with X : M → R3 such that A ⊂ X(M). By Theorem 1.4, ⋃L∈F L ⊂ X(M), hence
X(M) is invariant by the group of rigid motions generated by the reflections about
these lines. Since the catenoid contains no affine lines, Proposition 4.1 shows that
X is flat, a contradiction. 
It is perhaps worth mentioning that, by the results in [1], there are complete
minimal surfaces in R3 containing a set A as in the corollary. By Corollary 4.5, that
surfaces are of infinite total curvature.
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