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The Robbins-Monro procedure for recursive estimation of a zero point of a 
regression function f is investigated for the case f defined on and with values in 
the space D[O, l] of real-valued functions on [0, l] that are right-continuous and 
have left-hand limits, endowed with Skorohod’s Jr-topology. There are proved 
an a.s. convergence result and an invariance principle where the limit process 
is a Gaussian Markov process with paths in the space of continuous C[O, l]- 
valued functions on [0, 11. At frrst the casef(x) E x, i.e., the case of a martingale 
in D[O, 11, is treated and by this then the general case. An application to an 
initial value problem with only empirically available function values is sketched. 
1. INTRODUCTION 
Let L be a linear space for which L-valued random variables and their expecta- 
tions and also conditional expectations are defined. A zero point 9 of a regression 
function f : L -+ L can be estimated according to the Robbins-Monro recursion 
formula 
with a positive number d and random elements X, , V,, in L where for the 
“random errors” V, in the “measurement” off(X,J the relations 
E(V, ( Xl ,,.,, X,) = 0 as. 
shall hold. 
The case that L is a real separable Hilbert space has been treated by several 
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authors, e.g., Venter [20], Schmetterer [18], Rev&z [17]; in [21] an invariance 
principle for the sequence (X,) in that space has been proved. 
In this paper we investigate the Robbins-Monro process (X,) in the space 
D = DIO, l] of real-valued functions on the interval [0, l] that are right- 
continuous and have left-hand limits, endowed with Skorohod’s Jr-topology [2]. 
Without loss of generality we assume 6 = 0, d = 1. 
In Section 2 we consider the special casef(x) = x, X1 = 0, i.e., the case of a 
martingale xy=, Vj = ?lX,+, in D, and prove under easily applicable conditions 
on I’, a strong law of large numbers and an invariance principle with a Brownian 
motion in C[O, l] C D as the limit process. In the proofs various probabilistic 
arguments of Billingsley [2, Sects. 12, 13, 151 and Kuelbs [12] are combined and 
partially refined. 
In Section 3 where no additional assumptions on V, are made, we treat the 
analogous problems for a rather general function f using the results of Section 2. 
The limit process in the invariance principle is a certain Gaussian Markov 
process with realizations in the space of continuous CIO, l]-valued functions on 
[0, 11. An application to an initial value problem with only empirically available 
real function values is sketched. 
The proofs in Section 3 show that for a Robbins-Monro process in a real 
separable Banach space instead of D results corresponding to those of Section 3 
hold if they hold in the more special martingale case with the analogue to (2.6). 
Thus a strong law of large numbers for martingales in certain Banach spaces 
proved by Hoffmann- Jorgensen and Pisier [9] can be carried over to the general 
Robbins-Monro case. 
2. MARTINGALES IN DIO, l] 
In this section for martingales in D = DIO, l] a strong law of large numbers 
together with an assertion on the speed, of quadratic convergence (Theorem 1) 
and an invariance principle (Theorem 2) are proved. 
Here and in the following section D is endowed with Billingsley’s metric d,, 
which defines convergence in the sense of Skorohod’s Jr-topology and by which 
D becomes aPolish space; convergence in D to a continuous function is equivalent 
to uniform convergence [2, pp. 11 l-l 131. D-valued random variables are always 
defined with respect to the Bore1 u-algebra induced by d,, . 
For the linear space C, = C,[O, l] of continuous D-valued functions 
x, y,... on [0, l] a metric is defined by 
C, is then a Polish space. If here D is replaced by a real separable Banach space 
B, a supremum norm on C, can be defined in a corresponding manner which 
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makes C, a real separable Banach space. For the definition of a Brownian motion 
in B, which is a random element in C, , see Kuelbs [12]. 
Convergence in probability is denoted by -Q , convergence in distribution by 
-9. The supremum norm on D is denoted by // /I, the identity operator on D by I. 
According to [2, p. 1181, for a function x E D and a p E (0, l] a modulus w* is 
defined by 
w*(x, p) := sup min{l x(s) - x(sJ, I x(4 - x(41>, 
where the supremum extends over s, , s, and sa satisfying 
Relations concerning conditional expectations and probabilities are to be under- 
stood in the sense of a.s. validity. 
At first we formulate Theorem 1 and Theorem 2, then prove auxiliary results, 
and finally prove the theorems. 
THEOREM 1. Let be given a sequence of D-valued random variables V, , n E N , 
on a probability space (Q, ?I, P) and an increasing sequence of u-algebras $Jn E ‘%I, 
n E No , with 9l( V,) C & and 
v Jw-,(s) I 511-l) = 0. (2.1) 
SS[O.l] 
Let further exist positive numbers c, /3 such that for all n E N the relations 
v I V?zn(s)I G c9 s 
v E(I Vn(s’) - v,w I Sn-1) d c * (s’ - 4, S<S’ 
v JwJ*(vn 7 P) I Sn-1) < CPO 
DE(O.l] 
hold. Then 







E I/ g1 6 (1 = OW2)* (2.6) 
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Theorem 1 contains as a special case the classical Glivenko-Cantelli theorem 
for i.i.d. random variables uniformly distributed on [0, 11. 
THEOREM 2. Letfor an increasing sequence @j&N0 of u-algebras and a sequence 
( V,JnGN of D-valued random variables the assumptions of Theorem 1 hold. Suppose 
further the existence of a covariance function S: [0, l] x [0, l] + R such that 
(n + co). (2.7) 
Theta the sequence of random elements Y, in C, which are dejked by 
rnt1 
Y,(t, *) := n-1/2 C V, + (nt - [nt])n-‘1” V[ntl+l , t E [O, l] (2.8) 
j=l 
converges in distribution to a Brownian motion Win C[O, l] C D where W(0, .) = 0 
and W(l, .) is a path-continuous Gaussian process with EW( 1, s) = 0 (0 < s < 1) 
and covariande function S. 
Theorem 2 for t = 1 yields the convergence assertion 
w, -1 (2.9) 
in D, especially 
and contains thus as a special case the main part of one of the Kolmogorov- 
Smimov theorems [22, Chap. 4.41. The functional version of Theorem 2 yields, 
e.g., 
Because of a theorem of Skorohod and Dudley [4] on the connection between 
weak and as. convergence (see also Pyke [16]) Theorem 2 implies 
Y, -9, w 
also for the case that Y,, , Ware considered D,-valued random variables in the 
senseof Neuhaus[14]. A result of type (2.9) h as also beenprovedinadifferent way 
by Dudley and Strassen [19] and Jain and Marcus [lo], however for C(K)-valued 
i.i.d. random variables with a rather general metric for the compact space K and 
continuity assumptions which in the case K = [0, l] are of a logarithmic type. 
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In Theorems 1 and 2, also in the theorems of Section 3, Conditions (2.2) and 
(2.4) may be replaced by 
and-compare Billingsley [2, Sects. 12, 13, 15]- 
v E(I VJS”) - V,(s’)l” / V&‘) - v-&)1” 1 gnM1) < c * (s” - s’)(s’ - s), 
s<s’<s” 
where for Theorem 2 the Lindeberg type condition 
has to be added. The proofs in this case are simpler, while conditions (2.2) and 
(2.4), especially in the sharpened version 
v w*(v,, P) < @, 
L=(O.l] 
are more simply applicable and are used in the proofs of the theorems by a 
refinement of Billingsley’s argument [2, Sect. 131 on empirical distribution 
functions. 
For the proofs of the theorems we start with a deterministic lemma. 
LEMMA 1. Let m, n E N and x1 ,..., z, E D. Then 
Proof. Without loss of generality we assume 
For an arbitrary E > 0 there holds 
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for a suitable s* E (0, I]. We choose r’ E (0, l,..., m - l} such that 
and define 
J’ := ]jE{l,..., n> : 1 x9@*) - 2j (;)I < j zj(S*) - z3 (+)I/, 
J” := (l,..., ?I> - J’. 
Now we have 
Letting E -P 0 we obtain the assertion. 1 
The following lemma is the basis for Lemma 3 which plays a central role in the 
proofs of the Theorems 1 and 2. 
LEMMA 2. Let be given natural numbers m, n, positive numbers 19, c** and 
a-algebras5,C~~C...C5,,.LetZi=(2,~ ,..., .Z3,),j~{1,...,?t),bem-dimen- 
&ma1 random vectors with g,-1 - b,-measurability of Zj (!iB, Bore1 u-algebra in 
IP) and 
I z3, I G c*7 E(Zjr I8i-1) = O7 wi” I iYj-I> < c*r, 
E([z3s - z+rl” I 8%1) < c** I s - r I 
for all r, s E (l,..., m}. Then for each a > 1 there exists a K = K(c*, u) such that 
for all p > 0 and 4 E (0, l] the relation 
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Proof. Let u > 1, f~ > 0, E E (0, 11. We set 
zj,: = 0 (j = 1, . . . . n), 
HP: = p-l 2 Zj, (Y = 0, . ..) m) 
$4 
and show that for a suitable I? = Z?(c*, C) there holds 
P[l H, - H, I 3 6, I H, - H, I 3 6 I %I 
< II;-yr - p)“[p-8%” + p-WC**] c** (2.10) 
for~lcE(O,l],p,q,rE~owithO~ppqpyrm.Forsuchp,q,yfixedwe 
set (with indices i, j, K, 1, m E {I ,..., n}) 
Aj := Zig - Zj, , B.j I= Zj, - Zig 9 
Tl := C Aj2Bj2, 
j 
T, := 2 1 AiAjBk2, 
i>max(i.k) 
T4 := 2 c AiAkBkZ, 
i<k 
TB := 4 c A,B,AjB, 
i<l#?C-1 
and define T7 , T8 , Tg by changing the letters A and B in T, , Ts, and T4 . 




p-ET12 > & P] + 81~-~~-~ f E(T,2 ) &J. 
v=2 
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There holds 
+ 162/.~-*c-* -2 c E(Ai2B:AtBi2 1 &) 
i<5 
+ 162~-*E-*n(n - 1)(2~*)~ . c**~(Y - p)” 
< K’E-yY - p)“(cc”w + p-wc**)c** 
for a suitable K’ = K’(c*, u). Similar but tedious computations yield 
E( Z-,” ) &,) < K”c*,u-*n4c* *2(r - 9)” (v = 2,..., 9) 
for a suitable K” = K”(c*), where for T, and T5 the relation 
E ((f A,)I / &) < WZ~(~C*)~ c**(T - p) 
I=1 
is used. Thus (2.10) is proved. 
According to Billingsley [2], Theorem 12.1 with y = 40, ar = 1 and inequality 
(12.5), we obtain from (2.10) twice applied, 
for suitable K”’ = K”‘(c*, o), K = K(c*, u>. 1 
LEMMA 3. Let the assumptions of Theorem 1 be fulfilled with 0 < /3 < 4. Then 
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there exists a constant K* = K*(c, @) such thatfor all 6 E (0, 11, s E [0, I), R E (0, 11, 
p > 1, n E N the relation 
< hi*,-40/&2 [+3 + p-40/Bn101B + @&2] 
holds. Here s + 6 has to be replaced by 1 if it exceeds 1. 
Proof. To simplify writing we treat only the case j; = 0 with Vi(O) = 0 
(j E N). The argument in the general case is the same. 
By Lemma 1 we have 
with 
where we choose 
m = m(n) := 3&K-2 6n” with a := 5//I. 
r This means that we do not let m -+ co for each fixed n as is done in [2, p. 1071. 
There holds 
< ~~K-~/.I,+z’(~c)’ 2 E (W* ( vj 9 $) 1 80) 
j=l 
Setting 




Using Lemma 2 we obtain 
PAI < wk 4(WEo m2[cL-*W + ~-%*16c am-11 16~ Sm-I. 
Further there holds 
Using Lemma 2 once more we have 
P*, ,( qc, u) (;)-“” m2[tts*n” + @+zQ am-l]c am-I. 
Summarizing we obtain the assertion. a 
Now we can prove the theorems formulated at the beginning of this section. 
Proof of Theorem 1. Let 0 < fi < 4 without loss of generality. Instead of 
(2.5) we shall prove the analogous assertion concerning I( 11. There holds 
f $ Vi(O) 3 0 
3=1 
a.s. 
because ( Vn(0)) is a martingale difference sequence and 
= O(1) 
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(see [ll, IV.41). In order to obtain 
a.s., 
it suffices-according to a well-known argument for proving a strong law of 
large numbers for i.i.d. real random variables with finite fourth moment (see 
[13])- to prove 
But this follows from Lemma 3 with S = 0, 6 = 1, K = E, p = n.l 
To prove (2.6) it suffices to prove the analogous relations for V,(O), which is 
obvious, and Vi - V,(O). The latter relation is established by Lemma 3 with 
S = 0, 6 = K = 1, p = xn112 which yields 
P 
[ii 
f (Vi - Vj(0)) // 3 mlf < 3lc*x-* 
j=l 
Proof of Thorem 2. For an arbitrary finite subset J = {sI ,..., sE} of [0, l] let 
HJ denote the Hilbert space of real-valued functions on J with usual square 
norm. The random element 
w, := WJ(.) := (W(*, SJ ,..., W(*, sz)) 
in CH, is a Brownian motion in H,; the l-dimensional random vector W,(l) has 
the covariance matrix with elements S(S,, , s,) @, v ~{l,..., I)). Because of 
Theorem 2 in [21] there holds 
(Yn(., &., Yn(*, 4 --% w, (2.11) 
and therefore 
(Y,(tk > 4)(k,ik(l~..., dXll,... 21 2-+ W(Gc 9 4hk.ikll...., w&)x(1 .. 21 W2) 
for each subset (t, ,..., t,} of [0, 11, especially 
v (Ynk %L Yn(t, %>> -s WJ@). (2.13) 
tqO.l] 
1 The proof with (I : = 2/j3 shows that here (2.2) can be weakened to V. E 1 VR(s)(*s@ < co 
if (2.3) also holds for the fourth power on the left side. 
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Convergence in distribution of (Y,(t, 0)), t E (0, l] yields 
&CO.l] n>o a>0 nsrd 
The relation 
(2.14) 
follows by Lemma 3 with K = d/z, p = nl/r and choosing 
8 ;= & ,w8+ap3’8-5 and no:= [8K *2&w?-4 -2pw3 3 1. 
Using Billingsley’s [2] Theorem 15.5 in the version of p. 137 and noticing that 
W(t, .) is a random element in C[O, l] C I) for each t E [0, l] and that every 
probability measure in C[O, 11 is completely determined by its finite-dimensional 
distributions, we obtain from (2.13)-(2.15) the relation 
with respect to D, 
Next we show for 
h = 2-r the relation 
v Yn(4 *> A W(t, -) (2.16) 
tq%ll 
each E, 6” > 0 the existence of an Y E N such that for 
(2.17) 
holds. For fixed h E (0, 11, n E N we have 
< C P max 
kh<l [ iI\ 
j=$h., n-ljavj 11; CJW < 1 < I@ + 1) 4 + l] > ;I 
{compare Parthasarathy [15, p. 222]) and-with Wj := V, - V;(O)-for the 
summands of the right side 
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For all X E (0, l] and all p, q, Y E N, with 0 < p < q < r d [(k i- l)he] -r 2 - 
[U&z] there holds 
< 9K”2h-W6-4n-8(r - p)” 
by Lemma 3, where 
According to Billingsley [2], Theorem 12.1 with y = 4O/j3 + 2, (Y = 4 arm 
inequality (12.7) which also hold for D-valued random variables and /I jj, we obtain 
< KlS*-80’B-4~-8([(h + 1) hn] + 2 - [Mn])* + P [rnlax 11 n-l/W, 11 > g] 
< K,s*-~‘ez-*(hn + 3)8 
for tt > 12828 8*-2 and suitable ICI = Kr(c, /I). In a similar but simpler way 
we obtain 
p LrnfX Iis&, ~““b’~(0) j 2 g] < K$*+r2(hn + 3)s 
for n > 64%~~ 8*-a and suitable K, = K,(c). Thus we have for each S* E (0, I) 
the relation 
F p[,t,s’ts,h II Y&‘, -1 - Y&“, *)I1 > a*1 I 
< K18*-@“B--4h’ + K26*“‘h + 0 “(h 4 +o). 
From this and the path-continuity oft + Y,(t, .), n E N, relation (2.17) follows. 
Equations (2.16) and (2.17), which also hold if the metric induced by ]j I] is 
replaced by do, yield according to Kuelbs [12, p. 1661 the following statement 
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that is formulated for the sequence of probability measures P, on the Bore1 
u-algebra in Co induced by the random elements Y, : there exis; finitely many 
functions fi ,..., fi in Co such that 
Because Co is a Polish space, we obtain by Parthasarathy [15, p. 491 (compare 
also [12, p. 1661) that (P,,) is tight on Co . 
Let Q be a weak limit of an arbitrary subsequence of (Py,) and 2 be a random 
element in C, with distribution Pz = Q. Because of (2.16) there holds 
v Pz(t,.,(CP, 11) = p,dcP~ 11) = 1. 
tqo.11 
(2.18) 
Pz is determined by the distributions of the random elements (Z(t, , e),..., Z(t,,,, *)) 
in the m-fold product of D with tl ,..., t,,,‘~ [0, 11, m E IV (compare Parthasarathy 
[15, pp. 212,213]). B ecause of (2.18) these distributions are concentrated on the 
m-fold product of C[O, l] and therefore completely determined by the distribu- 
tions of the m * l-dimensional random vectors 
Wk > Sihk.ik~l,.... rnbdl...., 11 with s, ,..., SZE [O, 11, ZE N. 
Now we use (2.12) and obtain Pz = P, and thus the assertion of the theorem. m 
3. THE ROBBINS-MONRO PROCESS IN DIO, 11 
In the following the Robbins-Monro procedure with random variables in D is 
treated. A result on a.s. convergence (Theorem 3) and an invariance principle 
(Theorem 4) are proved by using the corresponding more special assertions on 
martingales in Section 2. 
THEOREM 3. Let 
X *- xl - if GL> + ; vn, n+1*-- ?zEN (3.1) 
with a measurable function f  : D -+ D and D-valued random variables XI , V,, on a 
probability space (Q, 9[, P) such that 
v W*(s) I Xl ,**-, &a) = 0. (3.2) 
sqO.l] 
Suppose f (0) = 0 an d, with respect to the supremum norm 1) (1 w D, 
(21) 
8>0 M>l V~(0.8) SD 
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Let further exist positive numbers c, /3 such that for all n E N the relations 
v I ~&)I < C? (2.2) 
v E(I ~n/n(s’) - ~?&)I2 I Xl ,**-, Xn) < c * (s’ - s), (3.3) 
S<S’ 
v E(w*(~n 9 P) I Xl Y.--Y Xn) < CPS (3.4) 
40,ll 
hold. Then 
x,-+0 (n --j co) a.s. (3.5) 
Theorem 3 is an immediate consequence of Theorem 1 and the deterministic 
Lemma 4 below. At first we formulate a simple version of a lemma of Chung 
[3, 5, 61, which is used for proving Lemma 4 and also Theorem 4. 
CHUNG’S LEMMA. If for a sequence (a,,) of nonnegative numbers and fbr two 
positive numbers c, d the relation 
a R+l < 1 - i a, + i ( 1 
for n sujSntly large holds, then 
LEMMA 4. Let L be a normed linear space, f: L -+L and (x,,),,~ , (v,JnsN be 
two sequences in L such that 
and suppose that for s, := q + *.. + v+,-~ (n = 2, 3,...) the rekztkms 







Proof of Lemma 4. 
x, 2 0 (n --+ co). 
For 6 > 0 according to (3.7) there holds 
v Ilf (4 - & II < 8 II x Il. 
XEL 
From (3.6) and the obvious relation 
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for n = 2, 3,... there follows 
X,+1 -?= (1 -~)(s.-~)-~(f(x.)-sx,)+(l 






n(n - 1) 
(3.13) 
(3.14) 
which yields because of (3.8) and (3.9) boundedness of (xJ. We choose an 
arbitrary E with 
0 < E < min{l, (sup II x, 11)-l}, 
72 
define M := l/q and choose 8* E (0,s) according to (3.7). Because of (3.14), 
(3.9), and (3.8) we have 
if II x, II E LO, WI an d n sufficiently large. Because of (3.13) and (3.7) we obtain 
683/8/3-S 
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if Ij x, Ij E [I/M, M]. With 
a, := /y -s,- ,I G * n-l 1) b, := (a* 2 / 1 - 6 1) 3, c :z 6 - 6” 
there holds 
a,,, < max 
I( 1 
1 - f a, + t b, ,3J 
I 
for n sufficiently large. Regarding b, -+ 0 (n -+ co) we obtain by Chung’s lemma 
and therefore by (3.9) the assertion (3.10). 1 
Prproof f Theorem 3. By Theorem 1 we have (2.5) and the a.s. convergence of 
g n(n !- 1) II Vl + ... + vn-1 II, 
which yield the assertion by Lemma 4. 1 
THEOREM 4. For the D-valued random variables X,, , V,, (n E N) let the 
assumptions of Theorem 3 hold. Suppose further that f possesses at 0 a Frtkhet 
derivative A, with respect to the sup-norm /I 1) on D, such that 
III-- All < a (I identity operator),2 
V Ag E C[O, 11. 
Q~c[O,l] 
Let a covariance function S: [0, l] x [O, l] -+ R exist with 
V E 1 ; f E( Vj(s) Vj(s’) 1 Xl ,..., Xj) - S(s, s’) 1 + 0 (n --+ co). 
S.8’ 3=1 
Then the sequence of random elements 2, in the linear space C,[O, l] with sup-norm 
which are dejked by 
G(t, -1 := n-1’a&t1 + (fit - [n(l) n-lla(&]+l - I?&, t E ra 11, 
’ It suffices 11 exp u(--A + @)/I -+ 0 (u + CO), as can be shown by modifying an 
argument in [21]. 
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with R, := nX,,+, converges in distribution to a Gaussian Markov process G with 
G(t, .) = W(t, .) + (I - A) Jo 1, e(1nu)(A-21)W(tu) du 
= e(lntwA) 
I htl 
e(lWL4-I) dW(v) PEP, 11) 
as random elements in C[O, I] C D where W is dejbed as in Theorem 2. 
Because of 
3 V E II W(v, *>I1 < EL+‘~ (3.15) 
E>O uE[O,l] 
(see Femique [7] and Kuelbs [12]) the existence of the integrals in Theorem 4 
with neglection of a set of P-measure zero is guaranteed analogously to [21], 
Remarks 1 and 2, by using the concept of Dunford integral ([23], pp. 225,226). 
The second and the third integral are defined according to the usual definition of 
stochastic integrals in the finite-dimensional case (see, e.g., [l, Chap. 43). That 
they are a.s. equal to the first integral can be verified by considering here jla,z~ 
and JI~,~I for small 6 > 0 as Riemann-Stieltjes-type integrals (compare [l, p, 921) 
and using again the concept of the Dunford integral. 
Theorem 4 especially for t = 1 yields 
?l1’2x,+1 _9, G(1, .) 
in D where (compare [21, Remark 21) the Gaussian process G( 1, .) with paths in 
CIO, l] has zero expectations and a continuous covariance function K: [0, l] x 
[0, l] + R such that the continuous function H: [0, l] x [0, l] + R with 
H(s, s’) := ((A - ;, K(*, d)) (s) 
solves the equations 
especially 
H(s, s’) + H(s’, s) = qs, s’) (s, s’ E 10, 11); 
n”“X,+,(l) 2+ G(l, 1), 
where G(1, 1) is a N(0, K(1)2)-distributed real random variable. The functional 
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version of Theorem 4 yields that for all s E [0, I] the sequence of real random 
variables 
7r3j2 f  hXk+,(s) or n-r/” E X,+,(s) 
k=l k=l 
converges in distribution to the normal random variable ~~o,ll G(t, s) dt resp. 
s [0,1~ t-lG(t, s) dt, the latter integral being defined by stochastic convergence. 
Proof of Theorem 4. At first we consider the special casef(x) 5 Ax, XI = 0. 
We define Y, as in Theorem 2-which concerns the case f(x) SE x, Xl = 0, 
compare (3.12)-and Y,* by 
rnt1 
Y,*(t, .) := ?z-1’2 c v, ) t E [O, 11. 
j=l 
Instead of Y, -@ W which is guaranteed by Theorem 2, we can assume 
Y, --+ W a.s. without loss of generality because of a theorem of Skorohod and 
Dudley [4] on the connection between weak and a.s. convergence (compare 
Pyke [16j), and therefore also 
s;pl, d,(Y,*(t, .I, w(t, -N -+ 0 a-s. 
This is, by arguments as in Billingsley [2, pp. 11 l-1 131 because of the continuity 
of the realizations of W( ., .) in both variables, equivalent to 
t;;~ll II Cl@, .) - Wt, .>I1 -+ 0 a.s. 
Starting from this relation and using (2.6) in Theorem 1, (3.15) and 
with e: = 1 - /I A - I I/ E (3, 11, from the assumption of the theorem, we 
obtain, as in the proof of Theorem 1 in [21], 
and thus 
Z,, ---% G. 
The assertion in the general case is established-again as in the proof of 
Theorem 1 in [21]-by the preceding special result and by the convergence 
II T, II -+ 0 almost in first mean, (3.16) 
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where (compare also Fabian [6j) 
T,, := -n’l”(f(X,J - AX,). 
In order to prove (3.16) we have to modify the proof of Theorem 3 in [21] 
because there a Hilbert space structure is used. As there we use a truncation idea 
of Hodges and Lehmann [8]. Let E E (0,l) be fixed. We choose an 7 > 0 with 
e-2T>+andthena6>OsuchthatI]f(x)-AxIj <~I]X](for][x]] <S. 
Because X, + 0 (n + 00) a.s. (see Theorem 3) there exist an Q’ E ‘$I and an 
n E N such that P(G’) > 1 - 6, X, + 0 (n -+ co) uniformly on Q, 11 Xj(w)/ < S 
(j>N+ l,weS2’). Let 
x; := xN+lx{ll xN+, 11 < a}, 
x;+1:=x;- &Q- ftxia> + & vn+N (n E Iv). 
In Q’ the sequence (X&RI coincides with (Xn+N)neN , which implies 
x;-+o (n --f co) uniformly on sz’. 
From these results and from 
SzE II Xh II = O(l), (3.17) 
there follows 
and thus (3.16). It remains to show (3.17). Arguing as in the proof of Lemma 4, 
but with the operator A instead of SI, we set 
s:, := VI+, + ‘-’ + v,+l+, (n = 2, 3,...) 
H. WALK 
and obtain 
$iII--All (n + N)(n’- 1 + N) ” “’ ” 
< I-Lx i n+N 1 Ii x;- n-:+N “ii 
+ (7 + 11 I - A 11) (n + j,& 1 + N) 11 ‘:, 11 
and thus 
t-217-4 I S’ ‘I 
n n-l+N Y 
+ 0 (;) (n - 1)l’“E 11 S; /j 
for R sufficiently large. Because of 
(n - 1)-1’2E j/ s:, jl = O(1) 
(see Theorem 1) Chung’s lemma yields 
n- :+N %/I = 00) 
and thus (3.17). 1 
Remark. The last part of the proof of Theorem 4 together with the proof of 
Lemma 4 shows that in Theorem 3 the relation nllzE 11 X, 11 = O(1) holds under 
the sharpened assumption that there exist 6, 6’ with 0 < 6’ < 8 - Q such that 
I/f(x) - 6x 11 < 6’ I] x Ij for all x E D. 
Finally we sketch an application. It concerns a Robbins-Monro type procedure 
for an initial value problem written in the formf(x) = 0 with!: D -+ D defined 
by 
f(x) := x(a) - a, - o’ h(s, x(s)) ds, 
s 
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where a, E IR, h: [0, l] x R -+ R bounded with the existence of &(s, y), 
sup I Us, r)l < 19 
S.Y 
resp., & and continuity of h, . It is assumed that the function values of h are only 
empirically available with measurement errors given by Us, in the Monte Carlo 
method below for estimating the integral. Denote by 9 the unique solution of 
f(x) = 0. We use the precedure given by (3.1). To define V, let the real random 
variables U,, and Us,, 12 E N, be independent, also from (XI ,..., XJ, with 
equidistribution of U,, in [0, 11, identical distribution of the Us, with U,, 
bounded and EU,, = 0. Define now V, by 
Then the conditions of Theorem 3, resp., Theorem 4 are fulfilled for the 
sequence (X, - 8) instead of (X,) where the covariance function S equals the 
covariance function of V, under the condition X, = 8. The term 4 in the above 
condition may be replaced by 1, if 1 /n in (3.1) is replaced by d/n with d sufficiently 
large. 
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