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ABSTRACT The group of Howard Petty has claimed exotic metabolic wave phenomena together with mutually phase-coupled
NAD(P)H- and calcium-oscillations in human neutrophils. At least parts of these phenomena are highly doubtful due to extensive
failure of reproducibility by several other groups and hints that unreliable data from the Petty lab are involved in publications
concerning circular calcium waves. The aim of our theoretical spatiotemporal modeling approach is to propose a possible and
plausible biochemical mechanism which would, in principle, be able to explain metabolic oscillations and wave phenomena in
neutrophils. Our modeling suggests the possibility of a calcium-controlled glucose inﬂux as a driving force of metabolic oscilla-
tions and a potential role of polarized cell geometry and differential enzyme distribution for various NAD(P)H wave phenomena.
The modeling results are supposed to stimulate further controversial discussions of such phenomena and potential mechanisms
and experimental efforts to ﬁnally clarify the existence and biochemical basis of any kind of temporal and spatiotemporal patterns
of calcium signals and metabolic dynamics in human neutrophils. Independent of Petty’s observations, they present a general
feasibility study of such phenomena in cells.INTRODUCTION
Human immune cells are classified into different types
according to their functions in adaptive and innate immunity
(1).Whereas cells of adaptive immunity respond in an antigen-
specific way to invading pathogens, cells of innate immunity
recognize molecular components that are conserved among
a large group of microorganisms.
An important cell type of innate immunity is the neutro-
phil, a terminally differentiated peripheral blood cell (2).
Neutrophils are part of the first line of defense against micro-
organisms and usually circulate in the blood stream. They
leave the vascular system at a location of tissue inflammation
after becoming adherent to the vessel wall acquiring a flat
elongated and polarized shape and chemotactically migrate
toward the focus of inflammation within the extracellular
matrix. After recognition by cell surface receptors, the
pathogens are engulfed via phagocytosis and killed by phag-
olysosome formation and production of reactive oxygen
metabolites.
Recently, Petty et al. claimed the observation of self-
organized patterns in terms of spatiotemporal NAD(P)H,
which denotes the sum of nicotinamide adenine dinucleotide
(NADH) and nicotinamide adenine dinucleotide phosphate-
oxidase (NADPH), concentration waves in neutrophils using
fluorescence microscopy (3,4). In addition to these waves,
sinusoidal temporal oscillations of NAD(P)H with periods
of 20 and 10 s have been detected by fluorimetric whole-
cell measurements of NAD(P)H autofluorescence (5).
Interestingly, Petty et al. have observed similar oscillatory
properties for Ca2þ signals. They observe that calcium
spikes occur with the same frequency and a constant phase
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show an increase in frequency from ~20s to a 10 s period
after activation of neutrophils with proinflammatory stimuli
like fMLP or cytokines (6,7) while retaining their phase
locking.
In addition to the oscillations, ‘‘high-speed-fluorescence-
microscopy’’ (8) results from the Petty group show
NAD(P)H-waves in the nonactivated state being ignited
exclusively at the rear of the cell (uropod) propagating unidi-
rectionally toward the front (lamellipodium) with a velocity
of ~15–50 mm/s (see Fig. 1 and (3,4,9)). Each wave is anni-
hilated after reaching the cell front and a new wave starts at
the rear. After proinflammatory stimulation, two NAD(P)H
waves are observed propagating in opposite directions.
These are reflected at the front and the rear end of the cell,
respectively, and do not affect each other when colliding in
the middle of the cell body.
Further high-speed imaging observations by the Petty
group suggest that oscillatory calcium spikes also correspond
to spatiotemporal events. During each spike, a submembrane
calcium wave with a velocity of ~150–180 mm/s starts at the
lamellipodium, propagates around the perimeter of the cell,
and is annihilated after returning to the lamellipodium (10).
However, the existence of such waves is highly doubtful
because of extensive failure to reproduce them (11,12) and
(M. M. Davis and A. Weiss, Howard Hughes Medical Insti-
tute, personal communication, 2008).
The direction of cell polarization and migration seems to
correspond to the direction of NAD(P)H wave propagation,
which is perturbed on the timescale of milliseconds after
asymmetric application of a chemoattractant locally to the
cell membrane perpendicular to the original direction of
wave propagation (3). The wave direction is then quickly
adjusted toward the site of attractant binding to cell surface
doi: 10.1016/j.bpj.2008.09.044
418 Slaby and LebiedzFIGURE 1 Spatiotemporal measurements of NAD(P)H
wave propagation using high speed microscopy in adherent
polarized neutrophils. A time series of NAD(P)H fluores-
cence images is shown. The cell leading edge of the cell
is oriented toward the top of each frame, the uropod is
near the bottom. Time interval of 100-ms interval between
micrographs. (Image taken with permission from Petty and
Kindzelskii (3), where it appears in color. Copyright (2001)
National Academy of Sciences, Washington, DC.)receptors. Therefore, possible directional wave propagation
in neutrophils might be interpreted as a potential signaling
mechanism involved in direction finding issues during
chemotactic movement. In general, mechanisms for the
transfer of extracellular anisotropic information into asym-
metric intracellular patterns could be central for spatial signal
processing.
The described exotic-wave phenomena are mechanisti-
cally unclear; however, provided phenomena of that type
exist, they might represent an important signaling route
used by the cell to translate spatially nonuniform extracel-
lular signals like chemoattractant concentration gradients
into asymmetric intracellular signals.
To stimulate an effort for full elucidation, we use mathe-
matical modeling to analyze a potential underlying mecha-
nism, which, in principle, could explain the observed
spatiotemporal patterns and would have to be experimentally
validated. In particular, we shed some light on the potential
phase coupling between calcium signaling and metabolic
dynamics. We highlight the importance of an integrative
modeling approach taking into account experimental data
from both purely temporal and spatiotemporal measurements
and explaining a variety of dynamic phenomena simulta-
neously at the system level. This is at the core of systems
biology research and a fundamental understanding of
signaling andmetabolic dynamics needs studies in both space
and time. Modeling with ordinary differential equations
(ODE) assuming a continuously stirred spatially homoge-
neous reactor is not sufficient for the system studied here,
because the resulting phenomena Petty et al. claim, e.g., oscil-
lations, regarded from a purely temporal perspective in
a whole cell average, would have to be mechanistically
consistent with the observed spatiotemporal dynamics.
Therefore, we develop for the first time an integrated spatio-
temporalmodeling framework for complexwave propagation
and oscillation phenomena observed by Petty in neutrophils
and show how such phenomena, waves and oscillations,
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demonstrate that, assuming the wave phenomena are real,
an ODE model for the NAD(P)H oscillations published
recently (13) is inadequate and has to be modified and
extended to a spatial model for a systems approach to the
phenomena. This is because it neither attempts to describe
the coupling between calcium and metabolism nor the simul-
taneous existence of NAD(P)H oscillations and spatial waves
observed by Petty. Our spatiotemporal model can explain
both aspects consistently. It is of reaction-diffusion type and
based on glycolysis which is known to be the main metabolic
energy source of neutrophils. Themainmodeling result is that
NAD(P)H waves could arise from glycolysis and the
NAD(P)H oscillations might be driven by calcium-controlled
glucose influx feedback-coupled to metabolism via cyclic
ADP ribose (cADPR) synthesis from NADþ and cADPR-
gated calcium entry from intracellular stores.
Based on the assumption of glucose influx control by
calcium we provide a plausible mechanism potentially ex-
plaining unidirectional wave propagation by geometric
considerations in accordance with the morphology of a polar-
ized neutrophil. Finally, we present a potential explanation for
wave crossing and boundary reflection behavior based on
a heterogeneous glycolytic enzyme distribution found exper-
imentally. We underpin all our hypotheses with evidence
from published experimental findings in the context of meta-
bolic regulation and its relation to calcium signaling in
activated and nonactivated neutrophils. All modeling results
and hypotheses we derive are largely consistent with experi-
mental knowledge published so far for the system under study
and are capable of explaining spatiotemporal metabolic
dynamics of the type observed in high-speed imaging exper-
iments by the Petty group, which are, however, highly contro-
versial. Our modeling study calls for a final experimental
clarification by the scientific community of the existence
and a mechanistic elucidation of any kind of such dynamic
phenomena claimed by Petty et al.
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Kinetic modeling of glycolysis
and calcium signaling
It has been discussed in the literature that the main energy
source of neutrophils is anaerobic glycolysis (14). Studies
from the Petty group using metabolic inhibitors show disap-
pearance of NAD(P)H autofluorescence waves (3). There-
fore, we rely on modeling the upper part of glycolysis
according to the model by Kummer et al. (13). Our model
is based on that of Kummer et al., with some crucial modifi-
cations and extensions that will be pointed out below.
Increased hexose-monophosphate-shunt (HMS) activity
after proinflammatory stimulation of neutrophils has been
found, and its contribution to metabolic dynamics in partic-
ular, in the activated state, has been confirmed in inhibitor
studies (15). As in Kummer et al. (13), we use a simple linear
first-order rate expression khms[G6P] modeling the consump-
tion of glucose-6-phosphate in the HMS and the correspond-
ing NADPH production. NADPH contributes strongly
(~50%) to the NAD(p)H signal, when simulating an activated
state of the neutrophil. In simulation results considering the
nonactivated states, NADPH contributes only less (~1%) to
the signal.
The reactions catalyzed by hexokinase (HK) and fructose-
bisphosphate aldolase (FBA) aremodeled using one-substrate
Michaelis-Menten terms. The glyceraldehyde-3-phosphate-
dehydrogenase (GAPDH) step is modeled by Michaelis-
Menten kinetics for two substrates; irreversibility and a
constant concentration of phosphate are assumed, which are
strong but reasonable simplifications, because the GAPDH-
reaction has only a limited influence on the overall system
dynamics, as shown in Kummer et al. (13). We assume
a constant total concentration of the sum of NADH and its
oxidized form NADþ incorporating mass conservation of
[NADH]þ[NADþ] into the model. For both NADH and
NADPH, the simple linear reaction terms kNADH[NADH]
and kNADPH[NADPH] are used tomodel cellular consumption
of these metabolites.
The reaction catalyzed by the extensively regulated
enzyme phosphofructokinase (PFK) is modeled as inWester-
mark and Lansner (16), using a term suggested in Hofmeyr
and Cornish-Bowden (17) for an irreversible reaction with
product activation. InWestermark and Lansner (16), a satura-
tion of phosphofructokinase with respect to adenosine
triphosphate is assumed, which is another regulatory metabo-
lite of glycolysis.
In contrast to Kummer et al. (13), we assume fast equilib-
rium for the glucose-phosphate-isomerase reaction (GPI) as
in Westermark and Lansner (16) and model this reaction
only implicitly, since it is assumed that the GPI-step is revers-
ible displaying high activity (18,19). The parameter vgpi
denotes the corresponding equilibrium conversion constant.
In addition to that, we make some changes to parameter
values (see Table 3) compared to the Kummer model.We further include a calcium-signaling module using
a qualitative model proposed by Li and Rinzel (20). The
model is based on IP3 channel gating behavior. Using a
timescale separation argument, the calcium dynamics can
be described involving only two dynamical variables—the
intracellular calcium concentration [Ca2þ] and the fraction
of channels not inactivated by calcium. The calcium flux
from the ER into the cytoplasm includes IP3-induced
channel gating, calcium-induced calcium release, and trans-
port of calcium into the ER via SERCA-pumps. This is
motivated by the experimental observation that the system
seems to play an active role in inflammatory calcium
signaling (21–23). Therefore, we focus on this key regula-
tory step of calcium signaling in neutrophils. Additional
calcium fluxes through the plasma membrane may also be
involved, but for a qualitative description of intracellular
calcium dynamics, we focus on this core mechanism. For
a coupling of the calcium model to the glycolysis model,
we propose a production of the ryanodine receptor acti-
vating substance cyclic ADP ribose (cADPR), which is
synthesized from NADþ, and extend the Li-Rinzel model
by an additional calcium influx via ryanodine receptors
which are activated by cADPR. Involvement of cADPR in
calcium mobilization and its importance for cellular func-
tions like chemotaxis has been demonstrated for neutrophils
(24,25). We model cADPR production using mass action
kinetics with a production term kcadp[NAD]
þ and a cellular
consumption kcadpc [cADPR] and the activation of ryanodine
receptors using a Hill-type equation (see Table 2).
The Ca2þ-driven glucose influx is modeled using
a constant influx ‘‘in’’ and a Ca2þ-dependent term
Vin[Ca
2þ]/(Kin þ [Ca2þ]). This assumption is motivated by
the knowledge that glucose transport in neutrophils is
dynamically regulated (26) and the fact that calcium seems
to be involved in this regulation (27). Tables 1–5 contain
all used reaction terms, corresponding parameter values,
and initial conditions, and provide the full differential equa-
tion model we used.
TABLE 1 Rate equations for the glycolysis model
Reaction number Name Kinetics
R1 HK
Vhk ½Glc
Khk þ ½Glc
R2 PFK
Vpfk ½F6Ph
½F6PhþKh
pfk
ð1þðkx ½FBPÞhx Þ
1þahðkx ½FBPÞhx
h ¼ hpfk  s ½FBPKfbaþ½FBP
R3 FBA
Vfba ½FBP
Kfbaþ½FBP
R4 GAPDH
Vgapdh ½GAP½NADþ
KigapKnadþKgap ½NADþ þKnad ½GAP þ½GAP ½NADþ
Note that HK is glucokinase; PFK is phosphofructokinase; FBA is fructose-
bisphosphate aldolase; and GAPDH is glyceraldehyde-3-phosphate-
dehydrogenase.
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For modeling the spatiotemporal behavior, we assume a
reaction diffusion mechanism
TABLE 2 Rate equations for the calcium model
Reaction
number Species Kinetics
R5 [Ca2þ] fi
V i

Lþ PIP3R ½IP3 
3 ½Ca2þ3h3
ð½IP3þKiÞ3ð½Ca2þþKaÞ3 þ
VRyR ½cADPR3
½cADPR3þK3
RyR


½Ca2þER  ½Ca2þÞ  fiVið
VSERCA½Ca2þ2
½Ca2þ2þK2
SERCA

R6 h A(Kd  ([Ca2þ] þ Kd)h)
[Ca2þER]
½Ca2þT½Ca2þ
sh
TABLE 3 Parameter values—rate constants for the glycolysis
model
Kinetic parameter Parameter value
Vhk 250 mmol/s
vGPI 3.5
Kpfk 2000 mmol
hx 2.5
a 5
s 1.5
Vgapdh 7000 mmol/s
Knad 50 mmol
kNADH 5 s
1
kNADPH 5 s
1
fi 0.01 pL/s
L 0.37 pL/s
Ki 1 amol
VRyR 16 amol/s
VSERCA 400 amol/s
A 0.8
sh 0.185
[IP3] 0.4 mmol
kcadpc 35 s
1
Vin 18 mmol/s
khms 0.01 s
1
Khk 47 mmol
Vpfk 8000 mmol/s
kx 10
Kfba 5 mmol
hpfk 2.5
Vfba 400 mmol/s
Kigap 3210 mmol
Kgap 98 mmol
csum 5000 mmol
GLCin 100 mmol/s
V i 4 pL
PIP3R 26,640 amol/s
Ka 0.4 amol
KRyR 0.1 amol
KSERCA 0.2 amol
Kd 0.4 amol
Ca2þT 4 mmol
kcadp 0.003 s
1
in 16 mmol
Kin 1 mmol
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vt
¼ fGLYCOðuÞ þ DDu in U: (1)
Here, u denotes the vector of model variables (glycolytic
metabolites) according to the kinetic modeling of glycolysis
as in Kummer et al. (13) and fGLYCO(u), the corresponding
kinetic model described in the previous section. D is a diag-
onal matrix containing diffusion constants, U is the
geometric domain describing the neutrophil, and Du denotes
the Laplacian operator.
We assume zero flux von-Neumann boundary conditions
for all species except for glucose which is transported into
the cell over the plasma membrane,
vu
v~n
¼ 0 on vU; (2)
where vu=v~n denotes the normal derivative to the boundary
vU.
Because we study the effect of glucose influx on the wave
and oscillation phenomena, we model it in this case consid-
ering unidirectionality of wave propagation based on
geometry (see below) explicitly as
v½GLC
v~n
¼ GLCin on vU: (3)
In all other scenarios, we consider glucose as (inhomoge-
neous) parameter (see below) to reduce model dimensions
for computation. Values used for corresponding simulations
are given in the captions.
TABLE 4 General initial conditions for the numerical
simulations of the glycolysis model; differing values are given
in the article
Species Initial value
[G6P] 200 mmol
[FBP] 0.01 mmol
[GAP] 10 mmol
[NADH] 10 mmol
[NADPH] 1 mmol
[Ca2þ] 0.2 mmol
[h] 0.9 mmol
[cADPR] 1 mmol
[GLC] 30 mmol
TABLE 5 Differential equations of the kinetic model; usage of
the corresponding equations is explained in the article
Species Right-hand side f(u)
[GLC] R1
[G6P] R1-R2
[FBP] R2-R3
[GAP] 2 R3-R4
[NADH] R4-kNADH[NADH]
[NADPH] 2$khms[G6P]  kNADPH[NADPH]
[cADPR] kcadp½NADþ kcadpc ½cADPR

[Ca2þ] R5
[h] R6
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Given the fact that the model is rather qualitative or at most
semiquantitative in nature because most parameters are
undetermined in vivo for neutrophils, Kummer et al. (13)
studied the robustness of the model by varying the individual
parameter values. They found that many parameters have
only limited effect on the model dynamics, and since we
use mostly the same parameter values or values which are
in the robustness range of their sensitivity analysis, similar
robustness is also observed for our model.
For estimation of the unknown diffusion coefficients in
living neutrophils, we use the Stokes-Einstein equation
(28) for Newtonian fluids as a rough approximation
D ¼ kBT
6phr
(4)
with the Boltzmann constant kB, absolute temperature T,
viscosity h, and particle radius r. Choosing an absolute
temperature of 310 K, e.g., 37C, viscosity of h ¼ 11 mPa
s (29), and an approximated molecular radius r ¼ 400 pm
for the glycolytic metabolites, we obtain an approximation
of the diffusion coefficient of Dz50mm2=s. The approxi-
mated molecular radius is estimated assuming a hexagon
and determined calculating the radius of the circle cutting
all edges via simple geometric considerations and known
length of C-C and C-H bonds (28). This is probably an over-
estimation, since this value neglects the reversible binding of
metabolites to other intracellular components and percola-
tion through the numerous intracellular structures in terms
of molecular crowding. Therefore, we assume a diffusion
coefficient D ¼ 2mm2=s for all glycolytic species involved
in the model which are quite similar in chemical structure
and molecular size. (We note that the assumption of equal
diffusion coefficient for all species—among them the single-
and double-phosphorylated species—is a strong simplifica-
tion. For our purpose of qualitative modeling and principal
study of the observed spatiotemporal dynamics in neutro-
phils, however, this is an adequate first step and the only one
feasible, taking into consideration the lack of quantitative
in vivo data on reaction kinetics and diffusive transport.) The
modeling results are insensitive with respect to the numer-
ical values of the diffusion coefficients within the range
of factor of 5. Since the local concentrations of the glyco-
lytic enzymes are assumed to be constant on the timescale
of the observed phenomena, for these diffusive transport
is not considered.
NUMERICAL METHODS
Computational modeling and simulation were done using several software
packages. For simulation of the standard reaction-diffusion problem (1),
we approximated the Laplacian operator using second-order finite differ-
ences and solved the discretized partial differential equation using the
extrapolation integrator LIMEX (30). We assumed a rectangular domain
U ¼ [0, 20]  [0, 7] and discretized in space with an equally distributedgrid with a grid point spacingDx¼ 0.25 mm. Visualizations were done using
plotting functions implemented in MATLAB (The MathWorks, Natick,
MA, www.mathworks.com).
For the computation in the realistic neutrophil geometry, we used the
finite element library GASCOIGNE (31) with automatic grid generation
using quadrilateral elements which has been developed for a posteriori
error-controlled adaptive finite element simulations (32) in the Rannacher
group at IWR Heidelberg, Germany. The visualization of the results were
done using the visualization toolbox VISUSIMPLE (33). All computations
were performed on PC with Intel Pentium IV, 3.6 GHz CPU, and 1 Gigabyte
RAM.
RESULTS
In the following, we demonstrate that numerical simulations
of our comprehensive model yield results consistent with
most dynamic phenomena claimed by the Petty group
based on fluorescence imaging observations. Therefore,
provided some of the phenomena are real, the mechanism
we propose could explain them at the systems’ level with
plausible and well-accepted biochemical concepts. Indepen-
dent of the Petty observations, our study analyses the poten-
tial existence of such phenomena at the level of general
feasibility.
Glycolysis model is capable of explaining
NAD(P)H wave propagation
In Fig. 2, snapshots of numerical simulation results for the
NAD(P)H wave propagation based on our glycolysis model
are shown. For simplicity, we first assume a rectangular
domain describing the shape of an adherent neutrophil and
neglect the extension in z direction by projecting the neutro-
phil to the xy plane. Concerning the phenomenon of unidi-
rectional wave propagation observed experimentally, this is
a valid two-dimensional approximation for the moment
and is further justified considering the flat elongated shape
of an adherent neutrophil which is on average ~20 mm
long, 7 mm wide, and 1–2 mm high (9).
For the ignition of glycolytic waves, a slightly increased
glucose influx in the middle of the left boundary is applied.
The presented simulation results show nearly the same wave
properties, e.g., shape, velocity, and wave length, as the
properties experimentally observed by Petty et al. (see
Fig. 1). Waves have a longitudinal shape, always starting
at the rear and propagating to the front of the cell with
a velocity of ~27 mm/s, fully in the range of experimental
results. After reaching the front of the cell wave, annihilation
is observed and a new wave starts at the rear (see Fig. 2).
We conclude that glycolysis and its enzyme kinetics might
give rise to NAD(P)H wave dynamics in neutrophils.
However, in our model simulations we have ignited the
waves artificially applying an increased glucose influx at
a triggering point on the boundary. In the following, we re-
move this artificial boundary condition by considering
a typical geometry of an adherent, polarized neutrophil.
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FIGURE 2 Snapshots of spatiotemporal simulation results for NAD(P)H wave propagation in neutrophils. Periodic wave trains with characteristics
matching the experimentally observed ones. Initial conditions are provided in Table 4. We use [GLC] ¼ 70 mmol in the middle of the left boundary,
[GLC] ¼ 5 mmol elsewhere. The simulations were performed using the code LIMEX (30).
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FIGURE 3 (a) Schematic view of a polarized, adherent
neutrophil in a realistic geometry. The arrow marks the
direction of polarization and migration. The front end is
called the lamellipodium, while the rear end is called the
uropod. (b) Visualization of intracellular glucose concen-
tration caused by an uniform glucose influx in an asymmet-
rical geometry. Darker colors correspond to higher glucose
concentration. The asymmetric glucose concentration initi-
ates unidirectional metabolic wave propagation always
starting at the rear (left-hand side). (c) Numerical simula-
tion of unidirectional NAD(P)H wave propagation ignited
by an asymmetric glucose concentration. A time series in
steps of 0.2 s is shown. Solid representation corresponds to low, shaded representation to high NAD(P)H concentrations. For simulation we use the initial
concentration [GLC] ¼ 30 mmol. All other initial conditions are given in Table 4. The simulation were performed using the finite element toolbox
GASCOIGNE (31).
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unidirectional wave propagation
To model a more realistic planar geometry (see Fig. 3 a), we
consider a cell shape of an adherent polarized neutrophil with
a wider front (lamellipodium) and a thinner rear (uropod).
We assume, in contrast to the previous section, a uniform influx
of glucose over the whole cell boundary and assume here
glucose as diffusive with a diffusion constant DGLC ¼
20mm2=s and initial condition [GLC]init¼ 30mmol. As a result
of the asymmetric geometry of a polarized neutrophil, a higher
glucose influx per volume is observed at the rear compared to
the front (see Fig. 3 b), which results in autonomous triggering
of unidirectionally propagatingNAD(P)Hwaves (see Fig. 3 c).
This interpretation might be supported by experimental
results. In spherical neutrophils, at the moment of adherence,
spherical waves are observed by Petty et al. that are ignited at
the point of adherence (34) and these only evolve to unidirec-
tionally propagating longitudinal waves when the cell
acquires the flat elongated and polarized shape. Our modeling
result is important, since it provides novel insight. It demon-
strates that the complexity of both ignition and unidirectional-
ity of suchNAD(P)Hwaves could be explained on the basis of
very simple considerations, which concern cell geometry
taking glucose membrane transport as a central regulatory
process into account and coupling it to the dynamics of
the glycolysis pathway. Independent of the Petty
observations in neutrophils, such interplay between spatial
effects and nonlinear enzyme kinetics may be an important
general tool for the cell to generate a variety of different
responses by utilizing one and the same metabolic or
signaling pathway.
Enzyme translocation to the cell periphery upon
activation may underlie NAD(P)H wave crossing
and reﬂection
After activation of neutrophils with proinflammatory stimuli,
Petty et al. observe two counter-propagating NAD(P)H-
waves (3) which show the distinct characteristic behavior
described in the introduction (boundary reflection and wavecrossing). To investigate the possibility of such complex
wave dynamics in the activated state, we consider intensity
profile quantifications of the wave collision scenario which
is available from experimental data published by Petty et al.
After splitting of a single wave into two waves, they find
a decrease by a factor of 2 in NAD(P)H fluorescence intensity
(3), and during collision of the counter-propagating waves
in the middle of the cell, the intensity profiles of both waves
sum up.
Theoretical and experimental studies in other systems
exhibiting chemical waves demonstrate the possible occur-
rence of wave splitting and reflection (35–37), but a splitting
of intensities (wave amplitudes) is highly unusual. There-
fore, we propose that such NAD(P)H wave crossing and
reflection phenomena might be due to a three-dimensional
effect with the waves passing each other in different planes
in vertical direction. In Fig. 4 a, an approximation of the
three-dimensional geometry of an adherent neutrophil is
shown. For speedup of computations, exploiting a left-right
symmetry, we use a cutting plane schematized in Fig. 4
a reducing our computational domain to two spatial dimen-
sions. In activated neutrophils, enzyme translocation to the
cell periphery has been found by Petty et al., e.g., for phos-
phofructokinase and hexokinase (15,38,39). We model this
assuming a domain Uo of width Dh ¼ 0.5 at the cell
boundary with increased relative enzymes activity and an
inner domain Ui with relatively decreased enzyme activity
FIGURE 4 (a) Approximation of the three-dimensional geometry of a
neutrophil with a total length of 20 mm, width of 7 mm, and height of
3 mm using polygons. Within the neutrophil the cutting plane is visualized
(see text for details), which is used as a two-dimensional computational
domain. (b) Visualization of the modeled enzyme translocation to the
periphery after neutrophil activation with proinflammatory stimuli. Darker
color corresponds to increased relative enzymes activity.
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424 Slaby and LebiedzFIGURE 5 Numerical simulation of wave crossing
caused by enzyme translocation observed in activated
neutrophils. A time series in steps of 0.05 s is shown. Solid
representation corresponds to low, shaded representation to
high NAD(P)H concentrations. For simulation we use
[GLC] ¼ 4 mmol. Initial conditions for crossing initiation
in Uo are [G6P] ¼ 50 mmol and [FBP] ¼ 0.1 mmol (see
text for details). All other initial conditions are given in
Table 4. The simulation were performed using the finite
element toolbox GASCOIGNE (31).modeled using a decreased Vpfk ¼ 1000 mmol/s and Vhk ¼
100 mmol/s (see Fig. 4 b). We artificially initiate asymmetric
wave propagation using increased initial concentration of
metabolites in the middle of Uo (see Fig. 5 legend).
In Fig. 5, simulation results demonstrate wave crossing
and reflection phenomena. It can be seen that both waves
propagate near the membrane around the perimeter of the
cell in a counterclockwise direction. When looking at the
scenario from above or below through a microscope, this
would appear as wave crossing and wave reflection behavior
experimentally observed by Petty et al. The corresponding
splitting of intensities (amplitudes) in our model simulations
is shown in Fig. 6.
Dynamically regulated glucose inﬂux could
explain NAD(P)H oscillations consistent with wave
propagation
Since temporal oscillations of NAD(P)H are observed in
fluorimetric whole-cell measurements by Petty et al., we
consider a potential mechanism giving rise to such oscilla-
tions in addition to the wave phenomena. The timescale of
the oscillations (20 s period in the nonactivated and 10 s in
the activated state) is different from the wave dynamics
(~600 ms for crossing a cell of 20-mm length). Integrating
wave intensities from our numerical simulations over the
whole cell does not result in temporal oscillations with
comparable periods.
However, in a previous article, we demonstrated how to
analyze possible cellular signaling routes using mathematical
optimal control techniques (40), which have turned out to be
useful for studying self-organized dynamics and pattern
formation in biological systems (41–43). We applied this
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NAD(P)H-oscillations on dynamically varying input stimuli,
among them a periodic glucose influx (40). We found that
a periodic forcing of the glucose influx results in the exper-
imentally observed harmonic oscillations of NAD(P)H.
Interestingly, as a result of the mathematical solution of
our model-based optimal control problem, the periodic
glucose influx rate and the induced NAD(P)H oscillations
have a specific phase difference. This is the same phase shift
observed experimentally between NAD(P)H and Ca2þ (5) by
Petty et al., inspiring us to suggest a possible regulatory link
among NAD(P)H-production, Ca2þ-signaling, and glucose
membrane transport.
Observations by Petty et al. show that the phase difference
between calcium and NAD(P)H oscillations remains constant
over time, even after activation and switching from a 20 s to
a 10 s period, a phenomenon which is called phase-locking.
This would strongly support the hypothesis of a direct mutual
coupling between both oscillators. Kummer et al. (13)
hypothesized that metabolism might be able to drive Ca2þ
oscillations, but they do not say how. Our modeling results
provide additional evidence for a potential driving of metab-
olism by calcium-induced and dynamically regulated glucose
influx, possibly via calcium activation of glucose transporters
(GLUT) in the plasma membrane. This regulation may
include translocation of glucose transporters to the membrane
(44) or their activation by (for example) phosphorylation,
which has been observed in monocyte-macrophage cell lines
(45), and this will cause a further phase delay between both
oscillators and could result in the experimentally observed
phase shift. This hypothesis and the mutual coupling of
metabolism and calcium signaling will be discussed in detail
in the next section.
FIGURE 6 Intensity profiles obtained looking at the wave-crossing results presented in Fig. 5 from a vertical perspective. These profiles coincide with
experimental observations (Fig. 2 in (3)).
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dynamics through cADPR could explain switching
between different oscillation periods upon
neutrophil activation
It has been claimed that neutrophil activation by chemoattrac-
tants or proinflammatory cytokines is linked to an activation
of the hexose-monophosphate shunt (HMS) (see (13–15,46)
and references therein)). To analyze whether such an activa-
tion mechanism would be able to explain a period switching
in calcium and NAD(P)H oscillations observed experimen-
tally (13), we added a calcium model to our spatiotemporal
model of glycolysis.
It has been discussed that cADPR-gated calcium entry
plays an important role during neutrophil chemotaxis (24).
cADPR is synthesized from NADþ by the enzyme CD38
and is known to trigger calcium release from intracellular
stores (47,48). Incorporating this into our model (see
Modeling), we find, in addition to an underlying wave prop-
agation, a switching behavior of the oscillation period uponactivation of the HMS in numerical simulation (see Fig. 7)
and therefore propose a potential feedback-coupling mecha-
nism between calcium and metabolic dynamics. This mech-
anism contains, as key ingredients, the calcium-controlled
glucose influx and a calcium ER-channel gating controlled
by cADPR synthesized from NADþ—which are plausible
assumptions based on literature knowledge (47,49,50).
The details of its regulation are not known right now.
Perhaps a calcium binding and activation of enzymes respon-
sible for phosphorylation or other regulations of GLUT
translocation and activity might be involved. A more detailed
investigation of the interplay of calcium and glucose transport
proposed inour theoretical studymaybepart of future research.
Using the fully coupled model, temporal oscillations
together with spatiotemporal wave dynamics can simulta-
neously be explained. In Fig. 7 of Kummer et al. (13) showing
simultaneous NAD(P)H and calcium oscillations and its
period switching after activation, it can be seen that an activa-
tion signal may only be transmitted after crossing a minimum
of the NAD(P)H oscillation. Because of the fact that in
Biophysical Journal 96(2) 417–428
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concentration ismaximal, this results in an increasing cADPR
concentration followed by a stimulated calcium efflux from
the intracellular stores in our model. Finally, increased
calcium concentration activates glucose transport and thereby
results in a mutual stabilization of both oscillators. During
neutrophil activation, which includes an activation of the
HMS, a decreased substrate flux through the glycolysis
pathway results in an accelerated increase of NADþ concen-
tration. This stimulates faster cADPR production and
a calcium efflux via ryanodine receptors is forced. Using
a calcium-dependent glucose influx, a feedback coupling on
the metabolism stabilizes both oscillators and a frequency
increase is observed.
SUMMARY AND DISCUSSION
In our study, we have applied spatiotemporal modeling to
propose a possible biochemical mechanism which, in prin-
ciple, could explain controversial metabolic wave and oscilla-
tion phenomena in neutrophils and their coupling to calcium
signaling claimed by Petty et al. on the basis of high-speed
fluorescence imaging observations. For this purpose, we
adapted and modified a previously published glycolysis
model (13) and extended it to include diffusive transport of
glycolytic metabolites as well as regulated glucose transport
over the plasma membrane. The model of Kummer et al.
assumes the oscillations of NAD(P)H to be caused by auton-
omous oscillatory dynamics of the glycolysis pathway. They
FIGURE 7 Simultaneous NAD(P)H and Ca2þ oscillations resulting from
integration over the whole cell in each time point of the numerical simulation.
This is a result of the underlyingNAD(P)Hwave propagation with oscillating
amplitudes driven by Ca2þ-activated periodic glucose influx into the cell (see
text). At t¼ 100 the HMS is switched on from khms¼ 0.01 to khms¼ 2. After
t ¼ 100, the HMS becomes activated, and NADPH also contributes strongly
to the NAD(P)H signal (~50%). Dashed lines correspond to Ca2þ oscilla-
tions. Initial conditions are given in Table 4 and we use [GLC] ¼ 80 mmol
in the middle of the left boundary for triggering of the waves.
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observed range of a 20-s period (nonactivated state) and
10-s period (activated state). However, they do not make an
attempt to explain the coexistence of NAD(P)H-oscillations,
metabolic waves and phase-locked calcium oscillations.
Adding diffusion terms to the Kummer model does not yield
the coexistence of any of these phenomena. Therefore, the
Kummer model is not consistent with the holistic system
behavior. We demonstrate that our model is capable of
producing NAD(P)Hwaves with nearly the same characteris-
tics (e.g., shape, velocity, andwave length) as those published
by the Petty group.According to our spatiotemporalmodeling
results in a realistic cell morphology, we show that the initia-
tion of NAD(P)H-waves at the uropod could be explained by
geometric reasoning. Assuming a spatially uniform glucose
influx over the plasma membrane, in our numerical simula-
tions unidirectionally propagating NAD(P)H waves occur
starting at the rear obviously caused by a higher glucose per
volume influx at the thinner end than at the wider front of
the cell. Our model is consistent with most experimental
observations published by Petty et al., e.g., boundary reflec-
tion andwave-crossing behavior in activated neutrophils after
incorporating enzyme translocation to the cell periphery upon
proinflammatory activation.
Wehypothesize a periodic glucose influxpotentially driving
the metabolic oscillation and a feedback-coupling to calcium
signaling via cADPR synthesis from NADþ and cADPR
gating of calcium entry from intracellular stores. We demon-
strate that, assuming activation of the hexose-monophosphate
shunt, thismechanismswould be able to explain a switching of
oscillation periods of both NAD(P)H and calcium from ~20 s
to 10 s as claimed by Petty et al. after proinflammatory activa-
tion of neutrophils. The assumption of a forcing of glucose
influx by calcium is further motivated by the knowledge that
glucose transport in neutrophils, as related to the activation
state, is dynamically regulated (26), and the fact that calcium
seems to be involved in this regulation (27).
We concluded from these results that a plausible under-
lying mechanism could be a Ca2þ-dependent periodic activa-
tion of glucose transport over the plasma membrane. Its
regulationmay rely on fusion of intracellular vesicles contain-
ing GLUT transporters with the plasma membrane (44) or
phosphorylation of glucose transporters GLUT (45).
A dependence on calcium of the regulation of glucose
membrane transport in neutrophils activated by chemotactic
peptides has been concluded from an experimental study
(51) where the authors apply a calcium ionophore, which
increases the permeability of biological membranes with
high selectivity for divalent cations like calcium (52). Since
neutrophil activation also corresponds to changes in meta-
bolic activity (13–15), this further confirms an effect of
calcium signaling on metabolism via regulation of glucose
membrane transport.
Facilitated transport of glucose across the plasma
membrane is known to be an important part of the regulation
NAP(P)H-Waves in Neutrophils? 427of metabolic activity. Therefore, it has been studied in detail
(see (53) for a review of metabolic regulation of glucose
transport). Interestingly, in activated neutrophils increased
glucose levels are measured experimentally (26,44) and
thus glucose transport rate seems to be regulated with respect
to the state of activation. Glucose transport into cells is medi-
ated by a family of homologous glycoprotein molecules,
called GLUT. In neutrophils, the glucose transporter
GLUT1 is found (44). For these GLUT1, a dependence of
the glucose transport rate on calcium has been found (53).
A calcium-dependent increase of glucose uptake via the
glucose transporter GLUT1 has been observed in a human
megakaryocytic cell line (54), rat liver cell line (55), and
rat epithelial cells (56) via a yet unknown mechanism.
Independent from the Petty results, oscillatory processes
in neutrophils have also been observed by other groups.
The first report about oscillatory behavior in neutrophils by
Ja¨ger et al. (57) states oscillations in membrane potential.
Calcium oscillations with an ~10 s periodicity applying
proinflammatory agents have been measured by several
groups (58–61). Periodic behavior in filamentous actin
content has been found (62–64), and respiratory burst (65)
and cellular shape change (66,67) has been experimentally
observed.
Our spatiotemporal modeling study will hopefully stimu-
late comprehensive experimental efforts to fully reveal
the existence and a potentially underlying mechanism of
any kind of wave and oscillation phenomena in neutrophils
and promote their mechanistic elucidation.
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