Report, are incorporated into the strategic plans of universities which are subsequently used by administrators to distribute and redistribute scarce resources. Students examine these rankings when applying to graduate programs, and better students apply primarily to more highly ranked departments, thereby perpetuating the rankings of the top programs. No doubt rankings also have more subtle and indirect effects on the resources and quality of graduate programs. It is not farfetched to expect that department rankings could influence peer review of research proposals for funding, or manuscripts submitted to journals for review and publication.
Given the importance and impact of rankings, anyone using them must remember that all approaches to ranking have some limitations. For example, when evaluating the NRC rankings people frequently forget that rankings are based upon mailback survey responses provided by a relatively small number of evaluators for a given field. While the overall sample in the NRC study is some 8,000 respondents, only 208 individuals provided the evaluations of political science programs. This sample of 208 respondents (produced by a response rate of only 55%) has an overall sampling error of roughly ::!:: 7.1 %. Given this large sampling er-704 ror, it is statistically impossible to differentiate the rank ordering of many schools because the mean scores used to assign the ranks are not significantly different from one another.' In short, reputational rankings suggest more difference between one school and another than is warranted by the data.
As has been previously argued (Klingemann 1986 ), reputational rankings may not reflect the best criteria for judging the academic and scholarly quality of the various departments rated. As the analysis pieces in the June 1996 PS demonstrate, while reputational rankings have some relationship to the quality of scholarly output, they are dominated by the size of faculty, the number of Ph.D.'s produced and the reputation of the university (Jackman and Siverson 1996; Katz and Eagles 1996; Lowry and Silver 1996) . Even the NRC report itself acknowledges that "reputational measures provide only one tool for reviewing the relative standing of doctoral programs in a field" (NRC 1995, 23 ).
An Alternative Approach
Previous work has suggested that more objective measures can be used as alternatives to reputational surveys. Two more objective measures that are recommended include number of publications and citations (Robey 1982 preferred the number of articles published; Klingemann 1986 used citations). The NRC should be commended for their 1995 report which presented additional information that goes beyond the reputational rankings, such as data on the number of publications and citations per department. Those interested in a somewhat more objective ranking system can use the NRC information to determine such a ranking.
Nevertheless, every evaluation approach has some limitation. Welch and Hibbing (1983) have persuasively argued that the sheer number of publications is too crude an indicator of a department's productivity or quality because it fails to consider the quality of the publisher. As several authors have previously suggested, the number of articles published should be weighted by the prestige of the journal if the number of publications is to be used as an indicator of program quality (Garand 1990 , Christenson & Sigelman 1985 . Unfortunately, the NRC count of publications does not weight for journal quality. Moreover, the number of publications per department was counted for only the period 1988-92, a very limited period of time (NRC 1995, 25 and Appendix L, 312).
The NRC report, however, goes beyond the sheer number of publications by reporting information on the number of citations that those publications received. Again, this is a step in the right direction for the citation count indicates the extent to which others in the profession see the scholarly output of a program as substantively important. Moreover, the approach that the NRC used in compiling the citation information from the data provided by the Institute of Scientific Information (lSI) appears quite sound. A detailed description of the NRC approach to compiling the citation data is provided in Appendix G, page 143, of the NRC report. Briefly, NRC used the list of faculty members provided by each university to locate, by last name, Zip Code, and program substantive area (political science as opposed to sociology, anthropology or any other field), the articles produced by each department between 1988 and 1992 and the number of citations these same publications produced during the 1988-1992 period (NRC 1995, 25 and 312) .
On the surface, the NRC compilation of citations appears above reproach. The combination of last name, Zip Code, and substantive field appears to solve the problem of misattribution of citations to an author because there is more than one individual with the same last name and first initials. Yet the rather narrow field designation used by NRC may result in undercounting citations for individuals who publish in interdisciplinary areas. Moreover, faculty lists could be incomplete, a problem noted by others (Magner 1995 , Fenton 1995 . Also, the fact that the University of Houston is listed in the NRC report (Appendix, as having no citations should have alerted someone at the NRC to the possibility that a problem existed in data reporting.2 That this obvious error did not set off alarms raises questions and points to limitations.
Perhaps even more important than these shortcomings is the limited timeframe used for the citation counts. Normally, there is a lag time in citations. It takes time for the profession to read a publication and then incorporate the research into later work through citation or a more direct response to the work. The time period between 1988 and 1992 is a rather limited one and thus may not reflect the enduring quality of the research, but rather what is most topical at the time."
Despite these limitations, our purpose is not to critique the NRC report. Rather, we applaud the NRC's efforts to provide more objective data for evaluating graduate programs. We follow in the footsteps of Hans-Dieter Klingemann who, ten years ago, also presented an alternative to the 1982 NRC ranking. Klingemann's (1986) Department Rankings: An Alternative Approach the quality of the publication. Moreover, since we seek to chart change in the profession rather than merely rank departments, we take a broader historical approach to the publications and citations by examining these over the 40-year period from 1954-1994. scription of our data collection of APSR publications and citations and the pitfalls we encountered, see our earlier article on the APSR Hall of Fame (Miller, Tien, and Peebler 1996) . For our first report, we collected citation data on all authors with two or more publications, and 28% of authors with one publication. For this project, we collected citations data for the remaining authors in the data set (the total number of authors is 1,628). 4 We also collected biographical information on the authors. We wanted to know what year the authors completed their Ph.D.'s, the schools that granted their degrees, the authors' institutional affiliation when the APSR article was published, and where the authors currently work if the publication occurred between 1974 and 1994 6 We were able to collect biographical data on 74% of the authors (765 authors) publishing in the 1974 to 1994 period, and 65% (444 authors) from the earlier period using this extensive search process.? Since we sought to evaluate political science departments, we excluded authors from other disciplines and those not working in political science departments. H Some basic frequencies from these data provide a fascinating portrait of the discipline. Table 1 breaks down the number of departments by raw number of faculty members published in APSR for both twenty year periods. Between 1974 and 1994, a total of 206 different departments had faculty publishing in APSR, a 49% increase from the 138 departments publishing in the previous twenty year period. Despite this increase in the number of departments publishing in APSR, the distributions of departments by the number of APSR published faculty for the two twenty-year periods are similar. Roughly 25% of the departments with APSR published faculty in both periods have five or more faculty members with publications in APSR (see Table 1 ). Approximately 45% of departments with APSR published faculty in both periods have only one faculty member with a publication in the field's leading journal. Yet the increase in the size of political science departments in recent years has apparently brought an accompanying increase in the percentage of departments with 10 or more APSR authors (this percentage was 4.9% and 9.9% of departments in the earlier and more recent 20 years respectively). Nevertheless, a majority of political science departments around the country still have only one or two faculty members who have ever published in APSR. Thus, as the number of authors publishing in APSR rises, it is clear that this increase in authors does not occur only among the schools that previously had a relatively larger number of faculty publishing in APSR.
The Data

Performance Evaluated Through Publications and Citations
We evaluated departments by the performance of current faculty as indicated by the number of publications in APSR. First, we ranked departments by the raw number of faculty members in each department with any publications in the APSR. Departments with more than two APSR authors in 1994 are listed in the left half of Table 2 , while the right half lists departments with more than one APSR author for 1973. The University of Michigan leads the way with 23 faculty members publishing in APSR between 1974 and 1994. However, the differences among the top departments are relatively small-the fourth through seventh ranked departments are only six members short of tying Michigan. What is even more noteworthy than Michigan's lead in both twenty year time periods, is the dramatic change that occurred in UCLA's rank. UCLA ranked second with 21 current faculty having published in APSR during the more recent twenty years, whereas only three UCLA faculty had published in APSR as of 1973, though faculty size was roughly the same in both periods (see Table 2 ). Michigan State and the University of Maryland also experienced dramatic increases in the number of faculty publishing in APSR (they went from 2 faculty in 1973 to 16 and 13 respectively in 1994, again with almost no change in faculty size). On the other hand, some departments dropped significantly. For example, the number of Columbia University faculty publishing in APSR dropped from a rank of 10 in 1973 to 49 in 1994, despite a 26% increase in the size of the faculty (see Table 2 ). Due to the departure of some very productive faculty (such as Burnham and Hibbs), MIT also experienced marked decline in the number of authors publishing in APSR, and thus is absent from the set of schools in Table 2 for 1994.
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Total number of publications attributed to each department can also be used in ranking departments (listed under 'APSR Articles' in Table  2 ).9 Using this measure changes rankings by shifting the order for many of the top ten schools, but there is very little movement in or out of the top ten (see Table 3 for the ranked list of the top 25 based on the number of articles). Indiana and UC San Diego drop from the top 10 list as determined by the number of authors, to be replaced among the top 10 by Rochester and North Carolina (see Table 3 ). Given the relative stability in the top 10 when ranked by either the number of APSR authors or the number of articles, it may be that this ranking reflects no more than the size of the faculty. Yet looking down the list in Table 2 , it is evident that some smaller departments produce more articles than some larger departments.
To measure the relative productivity of APSR authors from different departments, we also provide in Table 2 a measure of productivity for each department: the average number of articles produced by each APSR author (the number of articles divided by the number of authors). Rochester, despite its relatively small faculty size, had the most productive authors in 1973 and remained so in 1994 (P = 3.86 in 1973 and 5.33 in 1994, see Table 2 ). Other highly pro-ductive authors in 1994 were found at Stanford, California Institute of Technology, and UC Santa Barbara. Many programs saw an increase in the productivity level of their APSR authors over the 20-year period, but the University of Wisconsin at Madison was a noticeable exception (they fell from P = 3.15, second highest in 1973, to a relatively low P = 2.00 in 1994). Also, while the Wisconsin faculty size increased significantly between 1973 and 1994, their number of publications dropped by 40% (see Table 2 ).
To determine if the productivity measure is an accurate portrayal of the number of APSR articles produced by each author in the department rather than just a few outstanding individuals, we calculated a Gini coefficient for each department based on publications. The Gini coefficient indicates the extent to which a distribution deviates from a perfectly uniform distribution which would be obtained if all authors in a department produced the same number of publications (see Lambert 1989 for a detailed explanation). As explained by Jackman and Siverson (1996) , a Gini coefficient "reflect [s] variations across programs in the degree to which overall productivity for individual programs stems from the activity of a minority of faculty members within them." The Gini coefficient as computed here is bounded between zero and one, where zero indicates that all authors are contributing an equal number of articles. The larger Gini coefficients in Table 2 indicate that many of the APSR publications from a department are coming from a minority of the APSR authors. to For example, the University of California at Santa Barbara has one of the highest Gini coefficients in the list, with a value of .52, that resulted from one author publishing 11 articles, another author has two articles, while the two remaining authors contributed one article each.
The Gini coefficients in Table 2 for most schools, including the top schools (as determined by the number of APSR authors), are relatively small. These low coefficients indicate that most authors within a department are contributing roughly comparable numbers of publications. Of
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Department Rankings: An Alternative Approach course, it must be remembered that the distribution for the number of published articles for each department excludes those faculty who have zero APSR publications, thereby limiting the extent to which the distributions can be skewed. I I Among the 25 schools with the largest number of APSR articles (see Table 3 ), two schools stand out as having the lowest Gini coefficients in Table 2 versity) in the most recent period. Departments receiving high coefficients may be somewhat less balanced in strength as the high coefficients indicate that most of the publications are coming from one or two individuals.
Evaluating departments on the basis of citations provides yet another way of assessing program performance. The extent to which a department is able to publish in the field's most prestigious journal provides some measure of the scholarly quality of the work produced by the faculty. Assessments based on citations, on the other hand, reflect the acknowledgment of intellectual importance through the use of the departments' research by others. A significant number of citations over a period of time demonstrates an established track record for a department thereby indicating that the overall research of the department has made an enduring contribution to the discipline. Recent publications are more likely to give emphasis to novel ideas that may, or may not, eventually find acceptance among others in the discipline.
Rankings based on the number of publications and the number of citations may be correlated, but these two indicators may not necessarily produce the same ranking of departments. The citation rankings of Table 3 show a somewhat different list of departments from the APSR article rankings-four departments that were absent from the publications rankings appear in the top 25 citations rankings (UC Irvine, American University, Cornell and Duke). Many of these additions are due in large part to single individuals who have high citation counts. For example, Cornell (with 16 articles) did not make the top 25 based on the number of articles, but they are ranked 20th based on citations because Ted Lowi has over three thousand citations himself (the next highest person at Cornell had 450 citations ).
Given that the NRC report had the University of Houston listed with very few publications (only 8 total publications for the 1988-1992 period for the entire department), and no citations, it is noteworthy where Houston ranks in Table 3 . Based on the number of APSR articles, Houston ranks 17th, although they do fall to 23rd when only citations are used for the ranking. Nonetheless, it is quite clear that Houston is among the top 25 departments when the number of publications and citations are the relevant criteria for ranking departments.
Comparing the Gini coefficients for citations presented in Table 3 with those from Table 2 is also quite revealing about most of these top ranked departments. The relatively large values for the coefficients in Table 3 , as compared with the lower values in Table 2 , demonstrate that, while most departments have a number of authors contributing APSR articles, they have only one or two individuals who are getting cited frequently. Thus, it appears that getting published in APSR is easier than making a significant impact on the discipline. A department like Ohio State, on the other hand, has a relatively low Gini for both publications and citations, thereby indicating considerable uniformity across the faculty in both productivity and peer recognition.
In our previous paper on the ulty that rate highly on these measures because individuals become identified with their departments over time. We also argue that rankings of departments based on the combination of these two indicators should be more valid and reliable than rankings based on only one of these measures. 13 Table 3 also lists the top 25 departments according to the PVI. All the schools listed in the PVI top 25 appeared somewhere in the rankings by number of APSR articles or citations. The final ranking in Table 3 simply adjusts the PVI ranking from the previous column for the faculty size of each department. Some notable shifts occur when faculty size is controlled. For example, the University of Wisconsin, Texas, and Cornell drop out of the top 25 because they have relatively large faculty. Washington University in St. Louis, because of a relatively small faculty, makes the final top 25. Similarly, Stony Brook comes back into the final listing although it did not make the PVI top 25 prior to controlling for faculty size.
Many of the departments that appear in the top 25 as determined by the PVI list in Table 3 have been recognized as highly productive departments for some time. Yet a comparison of the Table 3 Table  4 though all are among the most productive departments in Table 3 . A number of departments also disappeared from the top 25 over the twenty years between 1973 and 1994. Among those schools listed in Table  4 , but not in Table 3 , are Hawaii, Syracuse, Brandeis, Georgia and Johns Hopkins. The shift in the ranking, whether up or down, was generally due to turnover in faculty.
Performance Evaluated Through Teaching
One responsibility of faculty is to teach. One aspect of this responsibility is to train graduate students in the profession. Evaluating the quality of graduate programs, then, should include an assessment of creativity and scholarship produced by graduates of each department. The NRC report acknowledges that evaluating scholarly accomplishments of graduates should be an important component of assessing the quality of education provided by those programs (NRC 1995,26 ). Yet this is missing from both the 1982 and 1995 NRC reports.
Because we collected information on the school from which all authors in APSR for the past 40 years received their Ph.D., we are able to evaluate the effectiveness of departments in preparing research scholars. Table 5 presents the ranking of departments by the number of their Ph.D.'s publishing in APSR, and the number of APSR articles these graduates produced (Table 5 is restricted to departments with at least two APSR authors). As the data in Table  5 Table 5 ).
The Gini coefficients presented in Table 5 reveal that the level of publications among the recent graduates is more uniform than it has been among those getting their Ph.D. before 1974. A number of schools produced some "stars" (as determined by the number of APSR publications) in the earlier period as noted by their relatively higher Gini coefficients (see for example the coefficients for Michigan, North Carolina, Rochester, Iowa and the University • Schools such as Hawaii and MIT might be absent from this column because of missing data on faculty size. However, they may have been excluded even if we had the data. PVII(F+G) = Professional Visibility Index controlling for faculty size and graduate program size.
• Schools might be absent from this column because of missing data on faculty or graduate program size. However, they may have been excluded even if we had the. data.
in the leading journal and citation counts, it is possible to directly compare these objective rankings with the NRC reputational rankings. Table 7 presents this comparison for the top 50 departments. In many respects, the reputational and objective rankings are similar. Only two departments ranked in the NRC top 25 (MIT and the University of Washington) do not appear in the objective listing using the faculty PVI, and one of these schools (Washington) enters the list when the combined faculty and graduate PVI is used for the rankings in the third column of Table 7 . Among the second 25 departments, there are nine in the NRC ranking that do not appear in the objective rankingalthough, again, one of those (Wisconsin at Milwaukee) appears in the objective listing that uses the combined faculty and graduate PVI (see Table 7 ). Overall, 78% of the NRC top 50 departments are the same as those listed in the more objectively based ratings. Moreover, the correlation between the NRC reputational ranking, for the 98 departments included in the NRC report, and the faculty PVI is very significant (r = .60), thus indicating much similarity in the two types of rankings. Despite the general similarity in the reputational and objective rankings, there are noteworthy discrepancies between the two rankings. Clearly some departments rate much higher in the reputational listing than in the objective listing-for example, MIT, Chicago, Wisconsin, Duke, Cornell and Columbia (see Table 7 ). Some other departments receive a lower ranking on the basis of reputation than they deserve according to objective indicators-for example, Cal Tech, Maryland, Michigan State, or Houston. In most cases, these latter departments are programs that have experienced an improvement productivity levels in recent years, so their reputation may not yet reflect this improvement.
Perhaps the reason why reputation lags behind objective indicators and why reputation may be relatively stable over time, is that reputational rankings are largely influenced by factors that are fairly obvious to those doing the ranking. For example, the larger the department the 714 more visible that department is to the profession as a whole. Larger departments send more faculty to conferences, publish more articles, and produce more graduate students. This does not mean that large departments lack quality. After all, when we controlled for faculty size in Table 3 , the rank ordering among the top departments changed relatively little. Yet if reputational rankings are partially a reflection of what is most apparent, then we would expect that reputational rank is more a reflection of the number of publications than a reflection of citations, because citations are less visible than are publications. Indeed, this is exactly what we find when we regress rep uta tiona I ranking on the number of APSR publications and the number of citations controlling for faculty size. The regression explains 70% of the variance (adjusted R squared) in the NRC reputational ranking, with the following Beta coefficients and T values for the three independent variables: In short, while reputational rankings reflect the scholarly quality of the faculty, they are based on obvious indicators of that quality rather than more subtle indicators. The size of a department and the number of publications produced by a department makes that department more visible, but the number of citations or the quality of the graduates add little to reputational rankings.
Collaboration by Department Rank
Collaboration has been increasing in the profession during the past 40 years. Between 1954 and 1960 only 10% of the articles in APSR were co-authored, whereas half of APSR articles published from 1989 to 1994 were co-authored. Over the entire 40 year period between 1954 and 1994 some 30% of all APSR articles were co-authored (our data set has 580 co-authored articles). In the earlier years, most of these co-authored articles were written by collaborators at the same university. Between 1954 and 1963, only 36% of collaborators were at different schools; however, between 1964 and 1983 this figure rose to 60%, and from 1984 to 1994, 70% of co-authored APSR articles involved collaborators from different schools. Over the entire 40 year period, 63% of all co-authored articles involved collaborators from different universities. In short, when collaboration occurs it is far more likely to be between different universities rather than within the same school.
While the extent of collaboration does not vary significantly across departments of different rank, the pattern of collaboration does change for schools of different scholarly rank. Departments in the highest quartiles, as determined by the number of APSR publications and citation counts, are somewhat more likely to have collaboration among members of the same department than are lower ranked departments (for example, 41 % of collaborators are within the same department among the highest ranked departments as compared with 31 % among the schools in the lowest quartile). Moreover, when collaboration occurs between departments, it tends to be between departments of a similar rank. Among the top ranked departments, 79% of collaboration was with a department of the same rank or only one quartile lower (62% in the same quartile, 17% in the second highest quartile). Similarly, among the lowest ranked schools, 56% of collaboration occurred with a school of the same rank and another 14% was with a department in the next highest rank.
If collaboration reflects an attempt to share resources, it is clearly not benefiting the lesser ranked departments. Higher-ranked departments appear to have more research resources at their disposal. It would be reasonable, therefore, if faculty at lower-ranked departments collaborated with faculty from higherranked departments to increase the resources at their disposal, but such collaboration is rare. Given this outcome, cross-department collaboration appears to be motivated by something other than an effort to share resources; more likely, collaboration reflects a similarity of substantive interests and methodological expertise among the collaborators. Regardless of the motivation for cross-department collaboration, the pattern of collaboration by rank of departments suggests that collaboration, in general, does not provide a mechanism for improving the relative ranking of lower ranked departments. Rather, given the pattern with which cross-department collaboration occurs, collaboration is far more likely to maintain the rank order of departments than to change that order.
Conclusion
There is a substantial relationship between reputational rankings of the quality of departments and more objective indicators of department quality. Particularly important is the number of publications that departments have in the leading journals. Less substantial, but still important, are the number of citations produced by the department faculty and the quality of the research conducted by the graduates of the department. But despite the overlap in reputational and objective ratings, enough difference remains between the two approaches to warrant using both the objective rankings and the reputational rankings.
The NRC has moved in the right direction by adding more objective data to their report. Despite the limitations in the NRC publication and citation data, there is significant correlation between their objective measures and those reported here (the correlation between the NRC number of publications and the number of APSR articles is .66 and the two sets of citation counts are correlated at .71). To improve the validity of their objective measures in future reports, the NRC should weight the number of publications by journal quality, utilize a longer time period for citations, and check the accuracy of data.
The comparison of objective measures of program quality over the past 40 years demonstrates that departments can increase program effectiveness, and, in turn, benefit 716 reputational standing. Similarly, the quality of graduate programs can be drastically changed by the departure of very productive faculty members. The ranking by objective measures for both current faculty and graduates should be a useful list for any department hiring new faculty in the future.
Finally, we had thought that collaborative research and publishing might be a mechanism for improving the quality of scholarship among lower ranked departments. If collaboration occurred between departments of differing rank, schools of lower-rank would benefit through sharing in the greater resources of the higher-ranked departments, thus improving the visibility and quality of the initially lower-ranked departments. The results demonstrate, however, that there is little collaboration across departments of differing rank. As collaboration in political science increases, it does not change either the reputational or objective rankings of departments.
Notes
*This effort has been, perhaps more than anything else, an exercise in data set construction. We wish to thank those individuals whose countless hours of data collection, rechecking, coding and entry have made this article possible: Megan Lutz, Graham Fuller, Michelle Ucci, Scott Fitzgerald, Jeremy Johnson and Chris Hipschen. We also wish to thank Chia-Hsing Lu for technical assistance, Karen Mazaika for editorial assistance and Peggy Swails for secretarial assistance.
1. The NRC is certainly aware of the sampling error issue. They do present the mean ratings of departments within confidence intervals, but this information appears in an appendix to the report (for Political Science see Appendix, Figure Q -36, pages 688-89 in the report). However, a closer look at Figure  Q36 reveals that only 10 broad categories of ratings can be differentiated when statistical significance is taken into consideration. Statistically speaking, the ranking of schools that fall into the 10 different broad categories of ratings can be differentiated from one another, but schools falling into the same broad category cannot be statistically differentiated. Figure Q36 does confirm that Harvard receives a statistically higher reputational rating than the remaining schools. Beyond that clear difference, however, it is statistically impossible to precisely differentiate the rankings among various subsets of schools. For example, due to sampling error, it is statistically impossible to differentiate among the following six schools for the second place rankingBerkeley, Yale, Michigan, Stanford, Chicago and Princeton. Despite the imprecision that arises from the large sampling error, the NRC reports mean ratings with two decimal places, thereby implying more precision than the data warrant.
2. Neither lSI nor NRC could give us an explanation for the erroneous reporting of the Houston citation and publication data. We were told by NRC, however, that they did not have the resources to check the accuracy of any of the citation and publication counts data presented in their report. Moreover, NRC did not check for misspelled names, a possibility that can arise on either the lists of faculty that came from the included universities or in the citation data base.
3. The time period from which the NRC selected publication counts and citations is somewhat confusing in their report. On page 143, the NRC report refers to the lSI publications and citations data set for the period 1981 to 1992. Yet, on pages 25 and 312, the NRC report refers only to publications during the 1988-1992 period. Again, NRC confirmed that only publications for the 1988-1992 period were used in the count of publications and citations.
4. As indicated in our earlier report, sometimes it is difficult to determine from the individuals name which citations actually belong to the individual. This occurs for such common names as Brown, Jones and Smith. Given that the Social Science Index lists authors by last name and then by first initial, and on occasion middle initial, and given that there are a number of individuals in the social sciences that have the same last name, we spent a good deal of time checking and rechecking the citation counts for authors with common names. In a small number of cases we were still not confident that we could properly allocate the citations to the right individuals, so we eliminated those individuals from the analysis and presentations that utilize citation counts. The five names with which we had problems were as follows: C. Brown, R. Brown, W. Dixon, E. Jones and J. Smith. In most cases, these names would have fallen out of our analyses because they do not meet other criteria (such as a minimum number of publications or a clear cut department affiliation). Nevertheless, we apologize to individuals with these names and initials if they feel slighted by exclusion from the departmental evaluations. The same apology goes to any department that may have a faculty member with one of these names and initials.
Moreover, the reader should be aware of the updated Table 6 from our earlier PS article (March 1996, p. 80) Dissertations from 1861 to present are in the database.
7. The authors on whom we were unable to locate biographical data fall into four major categories: they are either from other disciplines, from foreign universities, from nonacademic institutions, or they have recently retired. The reason for the larger percentage of missing data on biographical information for the earlier twenty-year period is because during that time, fewer authors were members of the APSA and more of them appeared to be from outside the United States.
8. For example, we identified a total of sixty-three authors from DAO that received their Ph.D.'s in other disciplines. Our data also showed a total of 42 authors listed at non-academic institutions (e.g., Brookings Institution) in 1994 or 1973.
9. A school receives credit for a publication when a faculty member publishes in the APSR, regardless of whether it was a singleauthored or multi-authored article. Thus, if a team of four collaborators are all from the same school that school gets credit for four publications.
10. The equation for the Gini coefficient is,
.L], where N equals the number of APSR authors in the department, XN is the highest number of APSR publications in a department and Xl is the smallest, and J.L equals the mean number of APSR publications in the department. 11. The purpose here was to determine to what extent the APSR publications were uniformly distributed across the authors who had contributed to the Review rather than determining to what extent the articles were distributed across all the members of each department. If we included all members of each department who have no APSR publications, the coefficients would be much higher. The coefficient values are also surpressed by the fact that very few individuals in the profession publish five or more APSR articles. As a result of how difficult it is to publish in the Review, few departments will ever have a highly skewed distribution for the number of APSR publications contributed by those who published at least once in the Review, hence Gini coefficients for the number of articles in the APSR should be relatively low.
12. The PVI is calculated by multiplying publications by citations and then dividing by 1,000.
13. It might be argued that the PVI, as we calculated it (number of APSR articles times the number of citations), is dominated by the weight of the citations. To examine this possibility we produced another ranking after setting publication counts equal to citation counts and adding the two numbers together. Setting publications equal to citations was accomplished by dividing the mean number of citations by the mean number of publications, then multiplying the number of publications times the resulting number (185.64). The new ranking with equally weighted publication and citation counts is virtually the same as our original ranking, no doubt because number of publications and number of citations are correlated.
14. The number of APSR articles for the faculty comes from Tables 3 and 4. The number of articles produced by the graduates of a department comes from Table 5 . To compute the number of citations used to calculate the PVI in Table 6 , add the number of articles from Tables 3 (or 4 depending on the time period) and 5, then divide the PVI value in Table 6 (after multiplying by 1000) by the number of articles. For example, to calculate the combined number of citations for Harvard, add 43 articles from Table 3 for 1994  and 44 articles from Table 5 for a total of 87 articles. Multiply the Table 6 PVI (3661.24) by 1000 and divide by 87 for a total of 42,083 citations. Interested readers can write the senior author to request these values and the PVI values for the fuller set of schools included in the data.
