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Abstract—The recent GRAPH-BERT model introduces a new
approach to learning graph representations merely based on the
attention mechanism. GRAPH-BERT provides an opportunity for
transferring pre-trained models and learned graph representa-
tions across different tasks within the same graph dataset. In this
paper, we will further investigate the graph-to-graph transfer of a
universal GRAPH-BERT for graph representation learning across
different graph datasets, and our proposed model is also referred
to as the “G5” for simplicity. Many challenges exist in learning
G5 to adapt the distinct input and output configurations for
each graph data source, as well as the information distributions
differences. G5 introduces a pluggable model architecture: (a)
each data source will be pre-processed with a unique input
representation learning component; (b) each output application
task will also have a specific functional component; and (c) all
such diverse input and output components will all be conjuncted
with a universal GRAPH-BERT core component via an input
size unification layer and an output representation fusion layer,
respectively.
The G5 model removes the last obstacle for cross-graph
representation learning and transfer. For the graph sources
with very sparse training data, the G5 model pre-trained on
other graphs can still be utilized for representation learning
with necessary fine-tuning. What’s more, the architecture of
G5 also allows us to learn a supervised functional classifier for
data sources without any training data at all. Such a problem
is also named as the Apocalypse Learning task in this paper.
Two different label reasoning strategies, i.e., Cross-Source Clas-
sification Consistency Maximization (CCCM) and Cross-Source
Dynamic Routing (CDR), are introduced in this paper to address
the problem. The preliminary experimental results on several
benchmark graph datasets can demonstrate the effectiveness of
G5 on graph-to-graph transfer and representation learning.
Index Terms—Graph-Bert; Representation Learning; Apoca-
lypse Learning; Transfer Learning; Graph Mining; Data Mining
I. INTRODUCTION
A brand new graph neural network named GRAPH-BERT
(Graph based BERT) is introduced in [35] for graph data rep-
resentation learning. Different from conventional graph neural
networks [11], [29], [13], [26], [14], via linkless subgraph
batching, GRAPH-BERT redefines the conventional graph rep-
resentation learning problem as the target node instance repre-
sentation learning within individual learning context instead.
One of the great advantages of such a new learning setting
is that GRAPH-BERT can effectively get rid of many common
learning effectiveness and efficiency problems, e.g., suspended
animation [34] and hard to parallelize, with the existing graph
neural networks. Also it enables the pre-training and fine-
tuning of GRAPH-BERT across different learning tasks on
the same graph dataset, which has transformative impacts on
building functional model pipelines for graph learning.
In this paper, we will further explore the transfer of GRAPH-
BERT across different graph datasets, which still remains
a great challenge and an open problem by this context so
far. To be more precise, we propose to learn GRAPH-BERT
with multiple different graph datasets, which have totally
different properties, e.g., graph sizes, graph structures, input
feature space and output label space. What’s more, the learned
GRAPH-BERT on one or several source graph dataset(s) can
be further transferred as the pre-trained model for other graph
dataset(s) suffering from the lack of training data. For each of
these graph data datasets, multiple different application tasks
can also be studied concurrently, which may or may not have
correlations with each other.
To address such a problem, a novel learning model, i.e.,
G5, will be introduced in this paper, where the five Gs corre-
spond to the “graph-to-graph transfer of a universal GRAPH-
BERT for graph representation learning across different graph
datasets”. G5 effectively extends the GRAPH-BERT model for
the cross-graph representation learning, which brings about
lots of new challenges and new opportunities at the same time.
On the one hand, to learn the G5 model, we may need
to explore many great challenges in handling the different
graph property differences and the different objectives of
diverse learning tasks. To be more specific, G5 introduces
a pluggable model architecture: (a) each data source will
be pre-learned with a unique input component for data pre-
processing; (b) each output application task will also have
a specific functional component for computing the output;
and (c) all such diverse input and output components will be
conjuncted with a universal GRAPH-BERT core component
in G5 via an input size unification layer [33] and an output
representation fusion layer [35], respectively.
On the other hand, in addition to building the functional
model pipelines across graphs for representation learning, a
successfully learned G5 will also allow us to explore some
new yet challenging problems. Besides the model transfer to
graph sources with limited training data, the architecture of
G5 also allows us to learn a supervised functional classifier
for certain graph sources without any training data at all,
which is also named as the Apocalypse Learning (AL) problem
formally in this paper. It should be easy to identify that the
apocalypse learning task is different from the well-studied
zero-shot learning task [25]. Here, we would like to further
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clearly illustrate their differences: (1) apocalypse learning is
for multi-dataset but zero-shot learning focuses on one dataset;
(2) apocalypse learning uses no training data in the target
data source but zero-shot learning uses training data; and (3)
apocalypse learning requires no prior knowledge but zero-shot
learning usually needs to know prior class representations or
correlations in advance.
We summarize our contributions in this paper as follows:
• A Universal GNN: We introduce a new graph neural
network model in this paper for multi-graph concurrent
representation learning. To adapt the diverse input and
output configuration distinctions, as well as the graph
information distributions differences, G5 introduces a
pluggable model architecture which can be tied up with
many different input and output components. All such
diverse input and output components will be conjuncted
with a universal GRAPH-BERT core component in G5 via
the input size unification layer and output representation
fusion layer, respectively.
• Pre-Train & Transfer & Fine-Tune: To learn various
application task objectives, G5 will be pre-trained on
multiple graphs in a hybrid manner with multiple differ-
ent learning tasks, which also define the output compo-
nent pool involving various supervised and unsupervised
learning tasks. Meanwhile, a pre-trained G5 can also be
transferred and applied to new graph data sources either
directly or with necessary fine-tuning in a similarly hybrid
manner. There is no specific correlation requirements on
these fine-tuning tasks, which can be totally different
from those pre-training tasks on the source graph(s)
actually.
• Apocalypse Learning: Besides investigating the model
transfer to graph sources with limited training data, in
this paper, we also introduce a new learning problem, i.e.,
apocalypse learning, which aims to build a classifier on
certain target graph source without any training data at all.
Based on the learning results of the hybrid tasks on other
graph datasets, G5 introduces two different strategies, i.e.,
Cross-Source Classification Consistency Maximization
(CCCM) and Cross-Source Dynamic Routing (CDR), to
reason for the labels in the target graph source in this
paper.
The remaining parts of this paper are organized as follows.
Definitions of several important terminologies and the formu-
lation of the studied problem will be provided in Section II.
Detailed information about the G5 model will be introduced
in Section III, and the two reasoning strategies to address the
apocalypse learning problem will be discussed in Section IV.
The effectiveness of G5 will be tested in Section V. Finally,
we will introduce the related work in Section VI and conclude
this paper in Section VII.
II. NOTATIONS, TERMINOLOGY DEFINITION AND
PROBLEM FORMULATION
In this section, we will first introduce the notations used in
this paper. After that, we will provide the definitions of several
important terminologies and the studied problem.
A. Notations
In the sequel of this paper, we will use the lower case letters
(e.g., x) to represent scalars or mappings, lower case bold
letters (e.g., x) to denote column vectors, bold-face upper case
letters (e.g., X) to denote matrices, and upper case calligraphic
letters (e.g., X ) to denote sets or high-order tensors. Given a
matrix X, we denote X(i, :) and X(:, j) as its ith row and jth
column, respectively. The (ith, jth) entry of matrix X can be
denoted as either X(i, j). We use X> and x> to represent the
transpose of matrix X and vector x. For vector x, we represent
its Lp-norm as ‖x‖p = (
∑
i |x(i)|p)
1
p . The Frobenius-norm
of matrix X is represented as ‖X‖F = (
∑
i,j |X(i, j)|2)
1
2 .
The element-wise product of vectors x and y of the same
dimension is represented as x ⊗ y, whose concatenation is
represented as x unionsq y.
B. Terminology Definitions
Several terminologies will be used in this paper to present
the proposed method, which include graph, multi-source graph
set and linkless subgraph.
DEFINITION 1. (Graph): Formally, we can represent the
studied graph data as G = (V, E , w, x, y), where V and
E denote the sets of nodes and links, respectively. Mapping
w : E → R projects links to their weights; whereas mappings
x : V → X and y : V → Y can project the nodes to their raw
features and labels, respectively.
Given a graph G, its size can be represented by the number
of involved nodes, i.e., |V|. Notations X and Y used in the
above definition denote the feature space and label space,
respectively. In this paper, they can also be represented as
X = Rdx and Y = Rdy (with dimensions dx and dy) for
simplicity. For node vi, we can also simplify its raw feature
and label vector representations as xi = x(vi) ∈ Rdx×1
and yi = y(vi) ∈ Rdy×1. In this paper, we are studying
the transfer of GRAPH-BERT across multiple graphs, and the
studied graphs can be denoted as the multi-source graph set
as follows.
DEFINITION 2. (Multi-Source Graph Set): Formally, we can
represent the set of n different input graphs that we are
studying in this paper as G = {G(1), G(2), · · · , G(n)}, among
which some of them may have very limited or even no training
data (i.e., labeled nodes). All these n input graphs can have
different properties, e.g., graph sizes, graph structures, node
feature space and label space.
Given a node, e.g., v(m)i ∈ V(m), in graph G(m) ∈ G, based
on the approach introduced in [35], we will be able to sample
a unique linkless sub-graph for it involving node vi and its
surrounding node context.
DEFINITION 3. (Linkless Subgraph): Given an input graph
G(m), we can denote the sampled linkless subgraph for each
node v(m)i in the graph as g
(m)
i = (V(m)i , ∅). Here, the node set
V(m)i = {v(m)i }∪Γ(v(m)i , k(m)) covers both vi and its top k(m)
intimate nearby nodes, and the link set is empty. Furthermore,
the batch of linkless subgraphs sampled for all the nodes in
graph G(m) can be denoted as G(m) =
{
g
(m)
i
}
v
(m)
i ∈V(m)
.
Therefore, for all the graphs covered in G, we can represent
their sampled subgraph batches as
{G(1),G(2), · · · ,G(n)}. Ac-
cording to the experimental studies provided in [35], different
graphs may have different optimal parameters to control the
sampled subgraph size, e.g., k(m) for graph G(m). Therefore,
the subgraphs sampled in batch G(l) will usually have different
sizes from those in G(m),∀l,m ∈ {1, 2, · · · , n} ∧ l 6= m.
C. Problem Formulation
Based on the above terminology definitions, we can define
the problem studied in this paper as follows:
Problem Statement: Formally, given the multi-source graph
set G = {G(1), G(2), · · · , G(n)} with n different graphs,
we aim to learn a shared representation learning mapping
f :
⋃n
m=1 V(m) → Rdh to learn the representations of
nodes in all these n graphs concurrently. Such learned node
representations will be further utilized in various downstream
application tasks for either pre-training or fine-tuning the
model. Furthermore, depending on the learning settings, the
mapping pre-trained based on some graphs can also be further
transferred to the other graphs with limited even no supervision
information directly or with necessary fine-tuning. In this way,
it can hopefully help address the labeled data sparsity problem
or even the apocalypse learning problem for some input graph
datasets.
III. THE PROPOSED METHOD
In this section, we will introduce the G5 model architecture
in detail.
A. The Key Challenges
As introduced in Section II-B, for the multi-source input
graphs G, a batch of linkless subgraphs can be sampled from
them for target node representation learning. To enable the
concurrent learning of the G5 model with all these n graphs
in G, several important differences among these graph datasets
cannot be ignored:
• Input Space Difference: For any two nodes from two
different graphs, their raw features can be very different
in (1) data types: their feature vectors can be in totally
different data types, e.g., image, text, or tags; (2) feature
length: the vectors can also have different length; (3)
feature domain: for the features of the same type and have
the same dimensions, they may also from totally different
domains and carry different information, e.g., medical
images vs traffic images; and (4) feature distribution: for
the identical features in different graph sources, they may
follow distinct distributions.
• Model Configuration Difference: In addition to the
input feature space differences aforementioned, there may
also exist a lot of model configuration differences in
the favored GRAPH-BERT component in G5 by different
graph datasets. For instance, according to [35], the sam-
pled subgraph size parameter k may affect the learning
performance of GRAPH-BERT a lot; whereas different
graph datasets may also prefer different parameter ks,
which may lead to different model configurations.
• Output Space Difference: Meanwhile, for the down-
stream application tasks to be studied in G5 on the
same/different graph datasets, they tend to have different
output space actually, which may cast certain task ori-
ented requirements on the representation learning process.
For instance, the node raw feature reconstruction and
graph structure recovery tasks actually focus more on
embedding node attributes and graph structures into the
learned representations, respectively; whereas the node
classification aims at learning a classifer to project nodes
to the label space instead.
To handle these above differences properly, as illustrated
in Figure 1, we design the G5 model with a pluggable
architecture containing several key parts: (1) pluggable input
dataset-wise processing components, (2) input size unification
interlayer, (3) the universal GRAPH-BERT model shared across
graphs, (4) representation fusion interlayer, (5) pluggable task-
wise output components for each dataset, and (6) reasoning
component for apocalypse learning. For each input graph data,
it will have a unique input component to handle its initial
embeddings based on their unique subgraph batches, which
will accommodate the input feature space differences and
information distribution differences for G5. Meanwhile, each
graph dataset will have several output components as multiple
pre-train/fine-tune tasks will be studied concurrently, which
can handle the output space difference problem. The input size
unification interlayer introduced in this paper can effectively
accommodate the configures of diverse inputs from different
datasets prior to feeding them into the universal GRAPH-
BERT model; whereas the representation fusion interlayer will
aggregate the learned representations to generate the fused
representations for the output components.
The G5 model will be effectively pre-trained based on
the graph datasets with sufficient supervision information,
which can be further transferred to the graph datasets lacking
enough labeled data with fine-tuning. Furthermore, if certain
fine-tuning task on the target graph dataset doesn’t contain
any supervision information, the apocalypse learning based
component will be used for label reasoning. In this section,
we will introduce the first five components in G5, except the
reasoning component for apocalypse learning, which will be
introduced in the next Section IV in detail.
B. Input Accommodation Component
For presentation simplicity, in this part, we will first ignore
the script index for the graphs in the notations. Formally,
given the sampled subgraph batch from an input graph G,
for the target nodes vi together with their learning context
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Fig. 1. The Architecture of the G5 Model.
(with k nodes), according to [35], we can represent its initial
embedding vector as
h
(0)
i = Aggregate
(
exi , e
r
i , e
p
i , e
d
i
)
, (1)
where exi , e
r
i , e
p
i and e
d
i ∈ R(k+1)de×1 denote the embedding
vectors based on the raw features, WL based roles, relative
positions and the hop based distance as introduced in [35],
respectively. In the notation, k denotes the subgraph sampling
parameter, and de is the raw embedding feature vector dimen-
sion in the graph. The Aggregate(·) function will effectively
aggregate the input vectors together, which can be defined in
different ways. In this paper, we will follow the previous work,
and just define it as the simple vector summation.
It is easy to know that the raw embedding feature dimension,
i.e., de, in the graph datasets can be different form each
other. Also the initial embedding features can lie in different
feature spaces for different graph datasets. Therefore, instead
of directly feeding vector h(0)i to the universal GRAPH-BERT
model, to accommodate the input feature space, G5 introduces
an input component for each graph dataset based on the graph-
transformer to project the inputs to a shared feature space of
dimension dh as follows:
H
(0)
i =
[
h
(0)
i ,h
(0)
i,1 , · · · ,h(0)i,k
]>
,
H
(l)
i = G-Transformer
(
H
(l−1)
i
)
,∀l ∈ {1, 2, · · · , D},
(2)
where D denotes the input component depth and the nodes in
set {vi,1, vi,2, · · · , vi,k} = Γ(vi, k) denotes the learning con-
text of vi in its sampled subgraph. Notation G-Transformer(·)
denotes the graph-transformer layers consisting of both the
transformer and graph residual terms as introduced in [35],
which will also be defined in the following Equation (4)
in detail. Formally, the finally learned representation matrix
H
(D)
i ∈ R(k+1)×dh for the subgraph gi will be the represen-
tation input of the subgraph to the follow-up universal GRAPH-
BERT model.
According to the above descriptions, we can accommodate
the input representations for all the sampled subgraphs from
all the input graphs, i.e., G = {G(1), G(2), · · · , G(n)}. For
instance, by adding the graph index superscript into the
notations, we can represent such learned nodes’ represen-
tations from graph G(m) as
{
H
(m,D(m))
i
}
v
(m)
i ∈V(m)
, where
H
(m,D(m))
i ∈ R(k
(m)+1)×dh . Here, we may need to add a
remark: the input components for the different graphs in G
will not share the weight parameters, and they can also be
in different depths (i.e., D(m)) depending on their unique
requirements.
C. Input Size Unification Interlayer
According to the previous subsection, for the input feature
dimension, feature domain and distribution differences, they
can be effectively handled with the input components con-
sisting of several graph-transformer layers. Meanwhile, it is
easy to observe that the accommodated input representations
for subgraphs from different graph source still have different
configurations, since the subgraph size parameter used in them
are usually different, i.e., k(l) 6= k(m) for G(l), G(m) ∈ G.
Therefore, prior to feeding them to the universal GRAPH-
BERT model, we introduce one more layer to accommodate
the input subgraph representation sizes from different graph
datasets, which is called the input size unification interlayer.
There exist different input size unification approaches that can
be used, e.g., full-input strategy, padding/pruning strategy and
segment shifting strategy as introduced in [33]. We can take
the padding/pruning strategy as an example to introduce here,
but the other two strategies can be used as well depending on
the specific learning settings.
Formally, we can denote the dimension of the inputs
for the universal GRAPH-BERT model (to be introduced in
the next subsection) as R(k+1)×dh , where the parameter
k without superscript denotes the objective subgraph node
context size desired by the universal GRAPH-BERT model.
Meanwhile, depending on the input subgraph representations
and their subgraph size parameters k(m) for graph G(m),
the padding/pruning strategy based size unification layer will
handle them as follows:
• Pruning: If k(m) > k, the input has more feature entries
than that the universal GRAPH-BERT model can handle.
Therefore, the size unification layer will prune the last
k(m)−k vector entries from the input, which correspond
to the context nodes less relevant to the target node.
• No Action: If k(m) = k, the inputs can be handled by
the universal GRAPH-BERT directly and no action is
necessary to be performed at the size unification layer.
• Padding: If k(m) < k, necessary dummy vectors will be
needed to be padded to the inputs to increase the involved
subgraph node number from k(m) to k. We will use the
zero padding for simplicity in this paper, which will not
dramatically affect the learning results according to [33]
but can introduce more learning time costs.
Formally, given the input representation matrix H(m,D
(m))
i
learned for subgraph g(m)i from graph G
(m), we can denote
its size-unified output representations as
Z
(m,0)
i = Unify
(
H
(m,D(m))
i
)
∈ R(k+1)×dh . (3)
Similar operators can be applied to all the remaining subgraphs
sampled from all these n input graph datasets.
D. Universal GRAPH-BERT
The universal GRAPH-BERT model is shared for all the
input graph datasets, which can learn the representations
based on the inputs iteratively with several layers. Here, we
can denote the inputs to GRAPH-BERT from the input size
unification layer as Z(0) ∈ R(k+1)×dh without indicating its
node index or the graph index in the subscript/superscript.
The representation learning component in GRAPH-BERT also
contains several layers of the graph-transformers. Formally, at
the lth layer, we can represent the learned representation as
follows:
Z(l) = G-Transformer
(
Z(l−1)
)
= softmax
(
Q(l)(K(l))>√
dh
)
V(l) + G-Res
(
Z(l−1),X
)
,
(4)
where 
Q(l) = Z(l−1)W(l)Q ,
K(l) = Z(l−1)W(l)K ,
V(l) = Z(l−1)W(l)V .
(5)
In the above equation, W(l)Q ,W
(l)
K ,W
(l)
K ∈ Rdh×dh denote the
involved variables in the lth layer. In this paper, to simplify
the presentation and notations, the hidden representations at
different layers in the universal GRAPH-BERT are assumed
to have the identical dimension dh by default. Notation
G-Res
(
Z(l−1),X
)
defines the graph residual term introduced
in [34], and X is the raw features of all nodes in the subgraph.
For both the shared universal GRAPH-BERT component and
the individual graph input components introduced in Sec-
tion III-B, we will use the “graph-raw” residual term in
this paper by default. The universal GRAPH-BERT component
involved in G5 will contain D layers, and we can denote the
output by the Dth layer as Z(D) ∈ R(k+1)×dh .
E. Output Representation Fusion Interlayer
As illustrated in Figure 1, one more fusion layer is stacked
on the universal GRAPH-BERT model to fuse such learned
representations to define the ultimate representation vector of
the target node, which can be denoted as:
z = Fusion
(
Z(D)
)
=
1
k + 1
k+1∑
i=1
Z(D)(i, :). (6)
Many advanced fusion strategies can also be used here, e.g.,
fusion with further node selections or weighted fusion based
on certain attention scores. However, in this paper, we will
not explore them and a simple averaging function can be used
here to define the above fusion component across all the nodes
in the sampled subgraphs. Based on the above descriptions,
by bringing the node and graph index subscript/superscript
back, we can represent the outputted representations of all
the nodes in graph G(m) by the universal GRAPH-BERT
component as
{
z
(m)
i
}
v
(m)
i ∈V(m)
, which will be fed to the
following functional components to study various downstream
application tasks.
F. Output Application Components
To learn such representations together with the model
variables, necessary optimization objective function will be
needed. In this paper, we introduce a hybrid learning task
combo by following [35], which covers unsupervised node at-
tribute reconstruction, unsupervised graph structure recovery
and supervised node classification.
• Node Attribute Reconstruction: Based on the learned
node representations, via several fully connected layers
(with necessary activation functions), we will be able to
project the learned representation vectors to their raw
features, i.e., the node raw attribute reconstruction. By
minimizing the difference between nodes’ original raw
attributes versus the reconstructed ones, we will be able
to learn the G5 model.
• Graph Structure Recovery: Given any two nodes from
the same graph, based on their learned representations,
via either fully connected layers or simple similarity
metrics, we will be able to project the node pair rep-
resentation vectors to their corresponding link labels or
similarity scores. Also by minimizing the differences
between such learned link scores versus the graph link
ground truth, G5 can also be effectively learned.
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y¯
(m)
i
<latexit sha1_base64="qDd+wl0JHNg+lJsrGpsGJmsN8Ak=">AAACA3icbVDL SsNAFJ34rPUVdaebYCvUTUm60WXRjcsK9gFNDJPppB06MwkzEyGEgBt/xY0LRdz6E+78GydtFtp64MLhnHu5954gpkQq2/42VlbX1jc2K1vV7Z3dvX3z4LAno0Qg3E URjcQggBJTwnFXEUXxIBYYsoDifjC9Lvz+AxaSRPxOpTH2GBxzEhIElZZ887juBlBkLoNqEoRZmuc+uc8a7Dyv+2bNbtozWMvEKUkNlOj45pc7ilDCMFeIQimHjh0r L4NCEURxXnUTiWOIpnCMh5pyyLD0stkPuXWmlZEVRkIXV9ZM/T2RQSZlygLdWdwqF71C/M8bJiq89DLC40RhjuaLwoRaKrKKQKwRERgpmmoCkSD6VgtNoIBI6diqOg Rn8eVl0ms1Hbvp3LZq7asyjgo4AaegARxwAdrgBnRAFyDwCJ7BK3gznowX4934mLeuGOXMEfgD4/MHzqGXmQ==</latexit><latexit sha1_base64="qDd+wl0JHNg+lJsrGpsGJmsN8Ak=">AAACA3icbVDL SsNAFJ34rPUVdaebYCvUTUm60WXRjcsK9gFNDJPppB06MwkzEyGEgBt/xY0LRdz6E+78GydtFtp64MLhnHu5954gpkQq2/42VlbX1jc2K1vV7Z3dvX3z4LAno0Qg3E URjcQggBJTwnFXEUXxIBYYsoDifjC9Lvz+AxaSRPxOpTH2GBxzEhIElZZ887juBlBkLoNqEoRZmuc+uc8a7Dyv+2bNbtozWMvEKUkNlOj45pc7ilDCMFeIQimHjh0r L4NCEURxXnUTiWOIpnCMh5pyyLD0stkPuXWmlZEVRkIXV9ZM/T2RQSZlygLdWdwqF71C/M8bJiq89DLC40RhjuaLwoRaKrKKQKwRERgpmmoCkSD6VgtNoIBI6diqOg Rn8eVl0ms1Hbvp3LZq7asyjgo4AaegARxwAdrgBnRAFyDwCJ7BK3gznowX4934mLeuGOXMEfgD4/MHzqGXmQ==</latexit><latexit sha1_base64="qDd+wl0JHNg+lJsrGpsGJmsN8Ak=">AAACA3icbVDL SsNAFJ34rPUVdaebYCvUTUm60WXRjcsK9gFNDJPppB06MwkzEyGEgBt/xY0LRdz6E+78GydtFtp64MLhnHu5954gpkQq2/42VlbX1jc2K1vV7Z3dvX3z4LAno0Qg3E URjcQggBJTwnFXEUXxIBYYsoDifjC9Lvz+AxaSRPxOpTH2GBxzEhIElZZ887juBlBkLoNqEoRZmuc+uc8a7Dyv+2bNbtozWMvEKUkNlOj45pc7ilDCMFeIQimHjh0r L4NCEURxXnUTiWOIpnCMh5pyyLD0stkPuXWmlZEVRkIXV9ZM/T2RQSZlygLdWdwqF71C/M8bJiq89DLC40RhjuaLwoRaKrKKQKwRERgpmmoCkSD6VgtNoIBI6diqOg Rn8eVl0ms1Hbvp3LZq7asyjgo4AaegARxwAdrgBnRAFyDwCJ7BK3gznowX4934mLeuGOXMEfgD4/MHzqGXmQ==</latexit><latexit sha1_base64="qDd+wl0JHNg+lJsrGpsGJmsN8Ak=">AAACA3icbVDL SsNAFJ34rPUVdaebYCvUTUm60WXRjcsK9gFNDJPppB06MwkzEyGEgBt/xY0LRdz6E+78GydtFtp64MLhnHu5954gpkQq2/42VlbX1jc2K1vV7Z3dvX3z4LAno0Qg3E URjcQggBJTwnFXEUXxIBYYsoDifjC9Lvz+AxaSRPxOpTH2GBxzEhIElZZ887juBlBkLoNqEoRZmuc+uc8a7Dyv+2bNbtozWMvEKUkNlOj45pc7ilDCMFeIQimHjh0r L4NCEURxXnUTiWOIpnCMh5pyyLD0stkPuXWmlZEVRkIXV9ZM/T2RQSZlygLdWdwqF71C/M8bJiq89DLC40RhjuaLwoRaKrKKQKwRERgpmmoCkSD6VgtNoIBI6diqOg Rn8eVl0ms1Hbvp3LZq7asyjgo4AaegARxwAdrgBnRAFyDwCJ7BK3gznowX4934mLeuGOXMEfgD4/MHzqGXmQ==</latexit>
y¯
(l)
i
<latexit sha1_base64="bUyLrUedjPoC9ESasG1bRhWSJWM=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5cV7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz 6E+78GydtFtp64MLhnHu59x4/ZlQqy/o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96Xfj9ByIkjfidSmPihmjMaUAxUlryzOO64yOROSFSEz/I0jz36H3WYOd53TNrVtOaAS4TuyQ1UKLjmV/OKMJJSLjCDEk5tK1YuRkSimJG8qqTSBIjPEVjMtSUo5BIN5v9kMMzrYxgEAldXMGZ+nsiQ6GUaejrzuJ WuegV4n/eMFHBpZtRHieKcDxfFCQMqggWgcARFQQrlmqCsKD6VognSCCsdGxVHYK9+PIy6bWattW0b1u19lUZRwWcgFPQADa4AG1wAzqgCzB4BM/gFbwZT8aL8W58zFtXjHLmCPyB8fkDzRqXmA==</latexit><latexit sha1_base64="bUyLrUedjPoC9ESasG1bRhWSJWM=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5cV7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz 6E+78GydtFtp64MLhnHu59x4/ZlQqy/o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96Xfj9ByIkjfidSmPihmjMaUAxUlryzOO64yOROSFSEz/I0jz36H3WYOd53TNrVtOaAS4TuyQ1UKLjmV/OKMJJSLjCDEk5tK1YuRkSimJG8qqTSBIjPEVjMtSUo5BIN5v9kMMzrYxgEAldXMGZ+nsiQ6GUaejrzuJ WuegV4n/eMFHBpZtRHieKcDxfFCQMqggWgcARFQQrlmqCsKD6VognSCCsdGxVHYK9+PIy6bWattW0b1u19lUZRwWcgFPQADa4AG1wAzqgCzB4BM/gFbwZT8aL8W58zFtXjHLmCPyB8fkDzRqXmA==</latexit><latexit sha1_base64="bUyLrUedjPoC9ESasG1bRhWSJWM=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5cV7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz 6E+78GydtFtp64MLhnHu59x4/ZlQqy/o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96Xfj9ByIkjfidSmPihmjMaUAxUlryzOO64yOROSFSEz/I0jz36H3WYOd53TNrVtOaAS4TuyQ1UKLjmV/OKMJJSLjCDEk5tK1YuRkSimJG8qqTSBIjPEVjMtSUo5BIN5v9kMMzrYxgEAldXMGZ+nsiQ6GUaejrzuJ WuegV4n/eMFHBpZtRHieKcDxfFCQMqggWgcARFQQrlmqCsKD6VognSCCsdGxVHYK9+PIy6bWattW0b1u19lUZRwWcgFPQADa4AG1wAzqgCzB4BM/gFbwZT8aL8W58zFtXjHLmCPyB8fkDzRqXmA==</latexit><latexit sha1_base64="bUyLrUedjPoC9ESasG1bRhWSJWM=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5cV7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz 6E+78GydtFtp64MLhnHu59x4/ZlQqy/o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96Xfj9ByIkjfidSmPihmjMaUAxUlryzOO64yOROSFSEz/I0jz36H3WYOd53TNrVtOaAS4TuyQ1UKLjmV/OKMJJSLjCDEk5tK1YuRkSimJG8qqTSBIjPEVjMtSUo5BIN5v9kMMzrYxgEAldXMGZ+nsiQ6GUaejrzuJ WuegV4n/eMFHBpZtRHieKcDxfFCQMqggWgcARFQQrlmqCsKD6VognSCCsdGxVHYK9+PIy6bWattW0b1u19lUZRwWcgFPQADa4AG1wAzqgCzB4BM/gFbwZT8aL8W58zFtXjHLmCPyB8fkDzRqXmA==</latexit>
yˆ
(l)
i
<latexit sha1_base64="9Buk3CHYJAbJwPrrLt+UoD8p1ss=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5cV7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz 6E+78GydtFtp64MLhnHu59x4/ZlQqy/o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96Xfj9ByIkjfidSmPihmjMaUAxUlryzOO6M0Eqc0KkJn6QpXnu0fuswc7zumfWrKY1A1wmdklqoETHM7+cUYSTkHCFGZJyaFuxcjMkFMWM5FUnkSRGeIrGZKgpRyGRbjb7IYdnWhnBIBK6uIIz9fdEhkIp09DXncW tctErxP+8YaKCSzejPE4U4Xi+KEgYVBEsAoEjKghWLNUEYUH1rRBPkEBY6diqOgR78eVl0ms1batp37Zq7asyjgo4AaegAWxwAdrgBnRAF2DwCJ7BK3gznowX4934mLeuGOXMEfgD4/MH2e6XoA==</latexit><latexit sha1_base64="9Buk3CHYJAbJwPrrLt+UoD8p1ss=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5cV7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz 6E+78GydtFtp64MLhnHu59x4/ZlQqy/o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96Xfj9ByIkjfidSmPihmjMaUAxUlryzOO6M0Eqc0KkJn6QpXnu0fuswc7zumfWrKY1A1wmdklqoETHM7+cUYSTkHCFGZJyaFuxcjMkFMWM5FUnkSRGeIrGZKgpRyGRbjb7IYdnWhnBIBK6uIIz9fdEhkIp09DXncW tctErxP+8YaKCSzejPE4U4Xi+KEgYVBEsAoEjKghWLNUEYUH1rRBPkEBY6diqOgR78eVl0ms1batp37Zq7asyjgo4AaegAWxwAdrgBnRAF2DwCJ7BK3gznowX4934mLeuGOXMEfgD4/MH2e6XoA==</latexit><latexit sha1_base64="9Buk3CHYJAbJwPrrLt+UoD8p1ss=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5cV7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz 6E+78GydtFtp64MLhnHu59x4/ZlQqy/o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96Xfj9ByIkjfidSmPihmjMaUAxUlryzOO6M0Eqc0KkJn6QpXnu0fuswc7zumfWrKY1A1wmdklqoETHM7+cUYSTkHCFGZJyaFuxcjMkFMWM5FUnkSRGeIrGZKgpRyGRbjb7IYdnWhnBIBK6uIIz9fdEhkIp09DXncW tctErxP+8YaKCSzejPE4U4Xi+KEgYVBEsAoEjKghWLNUEYUH1rRBPkEBY6diqOgR78eVl0ms1batp37Zq7asyjgo4AaegAWxwAdrgBnRAF2DwCJ7BK3gznowX4934mLeuGOXMEfgD4/MH2e6XoA==</latexit><latexit sha1_base64="9Buk3CHYJAbJwPrrLt+UoD8p1ss=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5cV7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz 6E+78GydtFtp64MLhnHu59x4/ZlQqy/o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96Xfj9ByIkjfidSmPihmjMaUAxUlryzOO6M0Eqc0KkJn6QpXnu0fuswc7zumfWrKY1A1wmdklqoETHM7+cUYSTkHCFGZJyaFuxcjMkFMWM5FUnkSRGeIrGZKgpRyGRbjb7IYdnWhnBIBK6uIIz9fdEhkIp09DXncW tctErxP+8YaKCSzejPE4U4Xi+KEgYVBEsAoEjKghWLNUEYUH1rRBPkEBY6diqOgR78eVl0ms1batp37Zq7asyjgo4AaegAWxwAdrgBnRAF2DwCJ7BK3gznowX4934mLeuGOXMEfgD4/MH2e6XoA==</latexit>
vsyˆ
(q)
i
<latexit sha1_base64="xyKc2DJRU+T+SPvpidgIQ0d4jUM=">AAACA3icbVC7 TsMwFHXKq5RXgA0WixapLFXSBcYKFsYi0YfUhMhxndaq4wTbQaqiSCz8CgsDCLHyE2z8DU6bAVqOdKWjc+7Vvff4MaNSWda3UVpZXVvfKG9WtrZ3dvfM/YOujBKBSQ dHLBJ9H0nCKCcdRRUj/VgQFPqM9PzJVe73HoiQNOK3ahoTN0QjTgOKkdKSZx7VnDFSqRMiNfaDdJplHr1L6/dnWc0zq1bDmgEuE7sgVVCg7ZlfzjDCSUi4wgxJObCt WLkpEopiRrKKk0gSIzxBIzLQlKOQSDed/ZDBU60MYRAJXVzBmfp7IkWhlNPQ1535rXLRy8X/vEGiggs3pTxOFOF4vihIGFQRzAOBQyoIVmyqCcKC6lshHiOBsNKxVX QI9uLLy6TbbNhWw75pVluXRRxlcAxOQB3Y4By0wDVogw7A4BE8g1fwZjwZL8a78TFvLRnFzCH4A+PzB+GRl6U=</latexit><latexit sha1_base64="xyKc2DJRU+T+SPvpidgIQ0d4jUM=">AAACA3icbVC7 TsMwFHXKq5RXgA0WixapLFXSBcYKFsYi0YfUhMhxndaq4wTbQaqiSCz8CgsDCLHyE2z8DU6bAVqOdKWjc+7Vvff4MaNSWda3UVpZXVvfKG9WtrZ3dvfM/YOujBKBSQ dHLBJ9H0nCKCcdRRUj/VgQFPqM9PzJVe73HoiQNOK3ahoTN0QjTgOKkdKSZx7VnDFSqRMiNfaDdJplHr1L6/dnWc0zq1bDmgEuE7sgVVCg7ZlfzjDCSUi4wgxJObCt WLkpEopiRrKKk0gSIzxBIzLQlKOQSDed/ZDBU60MYRAJXVzBmfp7IkWhlNPQ1535rXLRy8X/vEGiggs3pTxOFOF4vihIGFQRzAOBQyoIVmyqCcKC6lshHiOBsNKxVX QI9uLLy6TbbNhWw75pVluXRRxlcAxOQB3Y4By0wDVogw7A4BE8g1fwZjwZL8a78TFvLRnFzCH4A+PzB+GRl6U=</latexit><latexit sha1_base64="xyKc2DJRU+T+SPvpidgIQ0d4jUM=">AAACA3icbVC7 TsMwFHXKq5RXgA0WixapLFXSBcYKFsYi0YfUhMhxndaq4wTbQaqiSCz8CgsDCLHyE2z8DU6bAVqOdKWjc+7Vvff4MaNSWda3UVpZXVvfKG9WtrZ3dvfM/YOujBKBSQ dHLBJ9H0nCKCcdRRUj/VgQFPqM9PzJVe73HoiQNOK3ahoTN0QjTgOKkdKSZx7VnDFSqRMiNfaDdJplHr1L6/dnWc0zq1bDmgEuE7sgVVCg7ZlfzjDCSUi4wgxJObCt WLkpEopiRrKKk0gSIzxBIzLQlKOQSDed/ZDBU60MYRAJXVzBmfp7IkWhlNPQ1535rXLRy8X/vEGiggs3pTxOFOF4vihIGFQRzAOBQyoIVmyqCcKC6lshHiOBsNKxVX QI9uLLy6TbbNhWw75pVluXRRxlcAxOQB3Y4By0wDVogw7A4BE8g1fwZjwZL8a78TFvLRnFzCH4A+PzB+GRl6U=</latexit><latexit sha1_base64="xyKc2DJRU+T+SPvpidgIQ0d4jUM=">AAACA3icbVC7 TsMwFHXKq5RXgA0WixapLFXSBcYKFsYi0YfUhMhxndaq4wTbQaqiSCz8CgsDCLHyE2z8DU6bAVqOdKWjc+7Vvff4MaNSWda3UVpZXVvfKG9WtrZ3dvfM/YOujBKBSQ dHLBJ9H0nCKCcdRRUj/VgQFPqM9PzJVe73HoiQNOK3ahoTN0QjTgOKkdKSZx7VnDFSqRMiNfaDdJplHr1L6/dnWc0zq1bDmgEuE7sgVVCg7ZlfzjDCSUi4wgxJObCt WLkpEopiRrKKk0gSIzxBIzLQlKOQSDed/ZDBU60MYRAJXVzBmfp7IkWhlNPQ1535rXLRy8X/vEGiggs3pTxOFOF4vihIGFQRzAOBQyoIVmyqCcKC6lshHiOBsNKxVX QI9uLLy6TbbNhWw75pVluXRRxlcAxOQB3Y4By0wDVogw7A4BE8g1fwZjwZL8a78TFvLRnFzCH4A+PzB+GRl6U=</latexit>
vsyˆ
(p)
i
<latexit sha1_base64="wpK+CikRuQ 47mT46SFee3xC7r5w=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5c V7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz6E+78GydtFtp64MLhnHu59x4/ZlQqy/ o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96X fj9ByIkjfidSmPihmjMaUAxUlryzOO6M0Eqc0KkJn6QpXnu0fusEZ/ndc+sWU1r BrhM7JLUQImOZ345owgnIeEKMyTl0LZi5WZIKIoZyatOIkmM8BSNyVBTjkIi3Wz 2Qw7PtDKCQSR0cQVn6u+JDIVSpqGvO4tb5aJXiP95w0QFl25GeZwowvF8UZAwqC JYBAJHVBCsWKoJwoLqWyGeIIGw0rFVdQj24svLpNdq2lbTvm3V2ldlHBVwAk5BA9 jgArTBDeiALsDgETyDV/BmPBkvxrvxMW9dMcqZI/AHxucP4AqXpA==</latexit ><latexit sha1_base64="wpK+CikRuQ 47mT46SFee3xC7r5w=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5c V7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz6E+78GydtFtp64MLhnHu59x4/ZlQqy/ o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96X fj9ByIkjfidSmPihmjMaUAxUlryzOO6M0Eqc0KkJn6QpXnu0fusEZ/ndc+sWU1r BrhM7JLUQImOZ345owgnIeEKMyTl0LZi5WZIKIoZyatOIkmM8BSNyVBTjkIi3Wz 2Qw7PtDKCQSR0cQVn6u+JDIVSpqGvO4tb5aJXiP95w0QFl25GeZwowvF8UZAwqC JYBAJHVBCsWKoJwoLqWyGeIIGw0rFVdQj24svLpNdq2lbTvm3V2ldlHBVwAk5BA9 jgArTBDeiALsDgETyDV/BmPBkvxrvxMW9dMcqZI/AHxucP4AqXpA==</latexit ><latexit sha1_base64="wpK+CikRuQ 47mT46SFee3xC7r5w=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5c V7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz6E+78GydtFtp64MLhnHu59x4/ZlQqy/ o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96X fj9ByIkjfidSmPihmjMaUAxUlryzOO6M0Eqc0KkJn6QpXnu0fusEZ/ndc+sWU1r BrhM7JLUQImOZ345owgnIeEKMyTl0LZi5WZIKIoZyatOIkmM8BSNyVBTjkIi3Wz 2Qw7PtDKCQSR0cQVn6u+JDIVSpqGvO4tb5aJXiP95w0QFl25GeZwowvF8UZAwqC JYBAJHVBCsWKoJwoLqWyGeIIGw0rFVdQj24svLpNdq2lbTvm3V2ldlHBVwAk5BA9 jgArTBDeiALsDgETyDV/BmPBkvxrvxMW9dMcqZI/AHxucP4AqXpA==</latexit ><latexit sha1_base64="wpK+CikRuQ 47mT46SFee3xC7r5w=">AAACA3icbVDLSsNAFJ34rPUVdaebwVaom5J0o8uiG5c V7AOaGCbTSTt0MgkzEyGEgBt/xY0LRdz6E+78GydtFtp64MLhnHu59x4/ZlQqy/ o2VlbX1jc2K1vV7Z3dvX3z4LAno0Rg0sURi8TAR5IwyklXUcXIIBYEhT4jfX96X fj9ByIkjfidSmPihmjMaUAxUlryzOO6M0Eqc0KkJn6QpXnu0fusEZ/ndc+sWU1r BrhM7JLUQImOZ345owgnIeEKMyTl0LZi5WZIKIoZyatOIkmM8BSNyVBTjkIi3Wz 2Qw7PtDKCQSR0cQVn6u+JDIVSpqGvO4tb5aJXiP95w0QFl25GeZwowvF8UZAwqC JYBAJHVBCsWKoJwoLqWyGeIIGw0rFVdQj24svLpNdq2lbTvm3V2ldlHBVwAk5BA9 jgArTBDeiALsDgETyDV/BmPBkvxrvxMW9dMcqZI/AHxucP4AqXpA==</latexit >
vs
G(p)
<latexit sha1_base64="vcCCwlj1ET hufXx3UK2xfmPxu9U=">AAAB8HicbVA9TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaIm JfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777e TW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh6pToA15UzSpmGG006sKBYBp+1gfD3z2 09UaRbJezOJqS/wULKQEWys9FC+eUwr8fm03C+W3Ko7B1olXkZKkKHRL371BhFJ BJWGcKx113Nj46dYGUY4nRZ6iaYxJmM8pF1LJRZU++n84Ck6s8oAhZGyJQ2aq78 nUiy0nojAdgpsRnrZm4n/ed3EhJd+ymScGCrJYlGYcGQiNPseDZiixPCJJZgoZm 9FZIQVJsZmVLAheMsvr5JWreq5Ve+uVqpfZXHk4QROoQIeXEAdbqEBTSAg4Ble4c 1Rzovz7nwsWnNONnMMf+B8/gBlX494</latexit><latexit sha1_base64="vcCCwlj1ET hufXx3UK2xfmPxu9U=">AAAB8HicbVA9TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaIm JfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777e TW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh6pToA15UzSpmGG006sKBYBp+1gfD3z2 09UaRbJezOJqS/wULKQEWys9FC+eUwr8fm03C+W3Ko7B1olXkZKkKHRL371BhFJ BJWGcKx113Nj46dYGUY4nRZ6iaYxJmM8pF1LJRZU++n84Ck6s8oAhZGyJQ2aq78 nUiy0nojAdgpsRnrZm4n/ed3EhJd+ymScGCrJYlGYcGQiNPseDZiixPCJJZgoZm 9FZIQVJsZmVLAheMsvr5JWreq5Ve+uVqpfZXHk4QROoQIeXEAdbqEBTSAg4Ble4c 1Rzovz7nwsWnNONnMMf+B8/gBlX494</latexit><latexit sha1_base64="vcCCwlj1ET hufXx3UK2xfmPxu9U=">AAAB8HicbVA9TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaIm JfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777e TW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh6pToA15UzSpmGG006sKBYBp+1gfD3z2 09UaRbJezOJqS/wULKQEWys9FC+eUwr8fm03C+W3Ko7B1olXkZKkKHRL371BhFJ BJWGcKx113Nj46dYGUY4nRZ6iaYxJmM8pF1LJRZU++n84Ck6s8oAhZGyJQ2aq78 nUiy0nojAdgpsRnrZm4n/ed3EhJd+ymScGCrJYlGYcGQiNPseDZiixPCJJZgoZm 9FZIQVJsZmVLAheMsvr5JWreq5Ve+uVqpfZXHk4QROoQIeXEAdbqEBTSAg4Ble4c 1Rzovz7nwsWnNONnMMf+B8/gBlX494</latexit><latexit sha1_base64="vcCCwlj1ET hufXx3UK2xfmPxu9U=">AAAB8HicbVA9TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaIm JfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777e TW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh6pToA15UzSpmGG006sKBYBp+1gfD3z2 09UaRbJezOJqS/wULKQEWys9FC+eUwr8fm03C+W3Ko7B1olXkZKkKHRL371BhFJ BJWGcKx113Nj46dYGUY4nRZ6iaYxJmM8pF1LJRZU++n84Ck6s8oAhZGyJQ2aq78 nUiy0nojAdgpsRnrZm4n/ed3EhJd+ymScGCrJYlGYcGQiNPseDZiixPCJJZgoZm 9FZIQVJsZmVLAheMsvr5JWreq5Ve+uVqpfZXHk4QROoQIeXEAdbqEBTSAg4Ble4c 1Rzovz7nwsWnNONnMMf+B8/gBlX494</latexit>
G(q)
<latexit sha1_base64="K+3RQiQ8UqfK5kKvlK8Q6P5M08U=">AAAB8HicbVA9 TwJBEJ3zE/ELtbTZCCbYkDsaLYkWWmIiHwZOsrfswYbdvXN3z4Rc+BU2Fhpj68+x89+4wBUKvmSSl/dmMjMviDnTxnW/nZXVtfWNzdxWfntnd2+/cHDY1FGiCG2QiE eqHWBNOZO0YZjhtB0rikXAaSsYXU391hNVmkXyzoxj6gs8kCxkBBsr3ZeuH9Ly49mk1CsU3Yo7A1omXkaKkKHeK3x1+xFJBJWGcKx1x3Nj46dYGUY4neS7iaYxJiM8 oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhBd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmlLcheIsvL5NmteK5Fe+2Wq xdZnHk4BhOoAwenEMNbqAODSAg4Ble4c1Rzovz7nzMW1ecbOYI/sD5/AFm5o95</latexit><latexit sha1_base64="K+3RQiQ8UqfK5kKvlK8Q6P5M08U=">AAAB8HicbVA9 TwJBEJ3zE/ELtbTZCCbYkDsaLYkWWmIiHwZOsrfswYbdvXN3z4Rc+BU2Fhpj68+x89+4wBUKvmSSl/dmMjMviDnTxnW/nZXVtfWNzdxWfntnd2+/cHDY1FGiCG2QiE eqHWBNOZO0YZjhtB0rikXAaSsYXU391hNVmkXyzoxj6gs8kCxkBBsr3ZeuH9Ly49mk1CsU3Yo7A1omXkaKkKHeK3x1+xFJBJWGcKx1x3Nj46dYGUY4neS7iaYxJiM8 oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhBd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmlLcheIsvL5NmteK5Fe+2Wq xdZnHk4BhOoAwenEMNbqAODSAg4Ble4c1Rzovz7nzMW1ecbOYI/sD5/AFm5o95</latexit><latexit sha1_base64="K+3RQiQ8UqfK5kKvlK8Q6P5M08U=">AAAB8HicbVA9 TwJBEJ3zE/ELtbTZCCbYkDsaLYkWWmIiHwZOsrfswYbdvXN3z4Rc+BU2Fhpj68+x89+4wBUKvmSSl/dmMjMviDnTxnW/nZXVtfWNzdxWfntnd2+/cHDY1FGiCG2QiE eqHWBNOZO0YZjhtB0rikXAaSsYXU391hNVmkXyzoxj6gs8kCxkBBsr3ZeuH9Ly49mk1CsU3Yo7A1omXkaKkKHeK3x1+xFJBJWGcKx1x3Nj46dYGUY4neS7iaYxJiM8 oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhBd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmlLcheIsvL5NmteK5Fe+2Wq xdZnHk4BhOoAwenEMNbqAODSAg4Ble4c1Rzovz7nzMW1ecbOYI/sD5/AFm5o95</latexit><latexit sha1_base64="K+3RQiQ8UqfK5kKvlK8Q6P5M08U=">AAAB8HicbVA9 TwJBEJ3zE/ELtbTZCCbYkDsaLYkWWmIiHwZOsrfswYbdvXN3z4Rc+BU2Fhpj68+x89+4wBUKvmSSl/dmMjMviDnTxnW/nZXVtfWNzdxWfntnd2+/cHDY1FGiCG2QiE eqHWBNOZO0YZjhtB0rikXAaSsYXU391hNVmkXyzoxj6gs8kCxkBBsr3ZeuH9Ly49mk1CsU3Yo7A1omXkaKkKHeK3x1+xFJBJWGcKx1x3Nj46dYGUY4neS7iaYxJiM8 oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhBd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmlLcheIsvL5NmteK5Fe+2Wq xdZnHk4BhOoAwenEMNbqAODSAg4Ble4c1Rzovz7nzMW1ecbOYI/sD5/AFm5o95</latexit>
G(m)
<latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit><latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit><latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDN SgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0gjsilzl5j nmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6d k7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLg hI4BXevYn35n2suqp569LO4I+8zx84xIo4</latexit><latexit sha1_base64="6mgTV1O8TAL4CfafPlwUTRyJFa0=">AAAB5XicbZBL TwIxFIXv4AsRFd26aQQT3JAZN7o0caFLTORhYCSdcoGGtjNpOyZkwq9w40Jj/Evu/DeWx0LBkzT5ck6b3nuiRHBjff/by21sbm3v5HcLe8X9g8PSUbFp4lQzbLBYxL odUYOCK2xYbgW2E41URgJb0fhmlreeURseqwc7STCUdKj4gDNqnfVYuX3KqvJ8WumVyn7Nn4usQ7CEMixV75W+uv2YpRKVZYIa0wn8xIYZ1ZYzgdNCNzWYUDamQ+w4 VFSiCbP5wFNy5pw+GcTaHWXJ3P39IqPSmImM3E1J7cisZjPzv6yT2sFVmHGVpBYVW3w0SAWxMZltT/pcI7Ni4oAyzd2shI2opsy6jgquhGB15XVoXtQCvxbc+5CHEz iFKgRwCddwB3VoAAMJL/AG7572Xr2PRV05b9nbMfyR9/kDMuuOHA==</latexit><latexit sha1_base64="6mgTV1O8TAL4CfafPlwUTRyJFa0=">AAAB5XicbZBL TwIxFIXv4AsRFd26aQQT3JAZN7o0caFLTORhYCSdcoGGtjNpOyZkwq9w40Jj/Evu/DeWx0LBkzT5ck6b3nuiRHBjff/by21sbm3v5HcLe8X9g8PSUbFp4lQzbLBYxL odUYOCK2xYbgW2E41URgJb0fhmlreeURseqwc7STCUdKj4gDNqnfVYuX3KqvJ8WumVyn7Nn4usQ7CEMixV75W+uv2YpRKVZYIa0wn8xIYZ1ZYzgdNCNzWYUDamQ+w4 VFSiCbP5wFNy5pw+GcTaHWXJ3P39IqPSmImM3E1J7cisZjPzv6yT2sFVmHGVpBYVW3w0SAWxMZltT/pcI7Ni4oAyzd2shI2opsy6jgquhGB15XVoXtQCvxbc+5CHEz iFKgRwCddwB3VoAAMJL/AG7572Xr2PRV05b9nbMfyR9/kDMuuOHA==</latexit><latexit sha1_base64="ieH5gh6cruB9615LJWzq5kCmYTM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqnfnlu pXWRx5OIFTqIAHF1CHW2hAEwgIeIZXeHOU8+K8Ox+L1pyTzRzDHzifP2Aqj3M=</latexit><latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit><latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit><latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit><latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit><latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit><latexit sha1_base64="fvarR3cVGzWN+J99TG32xkIzVkM=">AAAB8HicbVA9 TwJBEJ3DL8Qv1NJmI5hgQ+5otCRaaImJfBg4yd6yBxt29y67eybkwq+wsdAYW3+Onf/GBa5Q8CWTvLw3k5l5QcyZNq777eTW1jc2t/LbhZ3dvf2D4uFRS0eJIrRJIh 6pToA15UzSpmGG006sKBYBp+1gfD3z209UaRbJezOJqS/wULKQEWys9FC+eUwr4nxa7hdLbtWdA60SLyMlyNDoF796g4gkgkpDONa667mx8VOsDCOcTgu9RNMYkzEe 0q6lEguq/XR+8BSdWWWAwkjZkgbN1d8TKRZaT0RgOwU2I73szcT/vG5iwks/ZTJODJVksShMODIRmn2PBkxRYvjEEkwUs7ciMsIKE2MzKtgQvOWXV0mrVvXcqndXK9 WvsjjycAKnUAEPLqAOt9CAJhAQ8Ayv8OYo58V5dz4WrTknmzmGP3A+fwBgyo91</latexit>
G(l)
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Fig. 2. The reasoning process based on CCCM.
• Node Classification: In some cases, the nodes are also
attached with labels denoting their categories or certain
properties. Based on the nodes’ representations, we can
effectively project them to their desired labels via the
fully connected layers (with necessary activation func-
tions). By comparing such learned nodes’ labels versus
the node ground truth label vectors, we will be able to
learn the G5 model.
Considering that different graph datasets and different appli-
cation tasks may require different learning parameter settings,
instead of summing all the loss terms together to optimize,
we introduce an iterative training mechanism for G5 with
the hybrid application tasks on all these multi-source graph
inputs. To be more specific, for each graph source and in each
iteration, we will train G5 with a number epochs on the node
classification task, and then on graph structure recovery task
with several epochs, and finally a certain number epochs on
the node classification task (the specific epoch numbers are
different for different graph dataset, which will be introduced
in Section V-A in detail). Such an iterative training process
will continue for several rounds on the graph source until
there exist no dramatic changes as we shift between different
learning tasks. After such a process, the G5 model can be
transferred and applied to certain graph sources for necessary
fine-tuning.
IV. G5 BASED APOCALYPSE LEARNING
In this section, we will study a special and novel learning
task, i.e., the apocalypse learning problem, which aims at
learning a classifier without using any labeled data. Such an
open problem is intractable before, but the G5 model actually
provides us with the opportunity to explore it in this paper. In
this part, we will introduce two different learning strategies,
i.e., Cross-Source Classification Consistency Maximization
(CCCM) and Cross-Source Dynamic Routing (CDR), to reason
for the potential labels for the nodes in an input graph lacking
supervision information, respectively.
A. Reasoning Strategy # 1: CCCM
One approach proposed in this paper for the potential label
reasoning for nodes in graph without supervision information
is called the cross-source classification consistency maximiza-
tion (CCCM). Formally, as illustrated in Figure 2, let’s take
one of the target graph G(m) as an example, which contains no
node labels, and we are studying the node classification task
based on it. Given the pre-trained G5 model with several other
graph datasets (containing supervised application functional
components), via necessary fine-tuning with the other unsu-
pervised learning tasks on G(m), e.g., node attribute recon-
struction and graph structure recovery, we can still learn the
representations of the nodes in the graph with G5, which can
be representations as
{
z
(m)
i
}
v
(m)
i ∈V(m)
. Furthermore, for node
v
(m)
i with representation z
(m)
i , via several fully connected
layers, we can represent the node’s label to be
y¯
(m)
i = softmax
(
FC(m)
(
z
(m)
i
))
. (7)
According to the previous descriptions, with the input pro-
cessing components for each datasets, the learned node rep-
resentations from different graphs will lie in identical feature
spaces actually. Based on such an intuition, via the learned G5
models on the other graph datasets like G(l), given the node
representation z(m)i , we can also define their inferred labels
by G5 directly as
{
y¯
(l)
i
}n
l=1∧l 6=m
, where
y¯
(l)
i = softmax
(
FC(l)
(
z
(m)
i
))
. (8)
Meanwhile, based on the inferred label vector y¯(m)i , we
propose to project it to the other graph datasets via several
FC layers, and the projected label vectors in the other datasets
can be denoted as
{
yˆ
(l)
i
}n
l=1∧l 6=m
, where
yˆ
(l)
i = softmax
(
FC(m→l)
(
y¯
(m)
i
))
. (9)
In this paper, we assume that its learned class labels
should carry consistent information across all these different
graphs, since they are learned within the identical framework.
Therefore, to learn the nodes label vectors in graph G(m) as
well as the involved fully connected layers, we propose to
minimize the below classification consistency loss term:
min
∑
v
(m)
i ∈V(m)
n∑
l=1∧l 6=m
∥∥∥y¯(l)i − yˆ(l)i ∥∥∥
2
. (10)
B. Reasoning Strategy # 2: CDR
The CCCM approach may need to learn several fully
connected layers for the node label reasoning based on the
classification result consistency assumption across graphs for
common representation inputs. Here, in this part, we will intro-
duce another reasoning approach based on the dynamic routing
algorithm instead, which works very differently. Formally, for
any node v(m)i in graph G
(m), we can denote its representation
in G(m) as vectors z(m)i . Furthermore, by feeding z
(m)
i as the
input for classifiers in other graph sources, we can represent
their learned label vectors as
{
y¯
(l)
i
}n
l=1∧l 6=m
, respectively. The
cross-source dynamic routing (CDR) approach reasons nodes’
labels in G(m) iteratively as follows:
ci = softmax (bi) ,
u
(l→m)
i = W
(l→m)y¯(l)i ,
si =
∑
l ci(l)u
(l→m)
i ,
vi =
‖si‖2
1+‖si‖2
si
‖si‖ ,
bi(l) = bi(l) + v
>
i u
(l→m)
i .
(11)
where W(l→m) ∈ Rd(m)y ×d(l)y denotes the label vector di-
mension adjustment variable between graphs G(l) and G(m).
Formally, the vector vi outputted by such a process will rep-
resent the reasoned label vector of node v(m)i . By minimizing
its difference with the inferred label by G5, i.e., as defined
in Equation (7), we will be able to represent the introduced
reasoning loss function as follows:
min
∑
v
(m)
i ∈V(m)
∥∥∥y¯(m)i − vi∥∥∥
2
. (12)
More information about the experimental studies of these
two apocalypse learning oriented reasoning strategies will be
provided in the following section in detail.
V. EXPERIMENTS
To test the effectiveness of G5 on graph representation
learning, in this section, we will report some preliminary
experimental results of G5 that we obtain on three real-world
benchmark graph datasets. More experimental results will be
provided in the followup updated version of this paper as well.
A. Dataset and Learning Settings
The graph benchmark datasets used in the experiments in-
clude Cora, Citeseer and Pubmed [31], which are used in most
of the recent state-of-the-art graph neural network research
works [11], [29], [13], [26], [14], [34]. For fair comparison, the
experimental settings, e.g., train/validation/test set partition,
will be identical as these existing research papers as well.
Based on the input graph data, we will first pre-compute the
node intimacy scores, based on which subgraph batches will
be sampled subject to the subgraph size k for each dataset.
In addition, we will also pre-compute the node pairwise hop
distance and WL node codes. In this paper, we aim to examine
the transfer of the universal GRAPH-BERT across different
graph datasets based on the G5 framework. Considering that
different datasets will have different learning settings, instead
of summing the loss functions of all the datasets, we propose
to train G5 with multiple graph datasets iteratively. To be more
specific, the pre-training of G5 will last for several iterations.
In each iteration, we will train the corresponding components
in G5 with Cora, Citeseer and Pubmed sequentially subject to
their unique parameter settings shown as follows. The default
evaluation metric used in the experiments is Accuracy.
TABLE I
LEARNING PERFORMANCE OF G5 COMPARED AGAINST EXISTING
BASELINE METHODS ON NODE CLASSIFICATION. THE RESULTS OF G5
REPORTED HERE DENOTES THE BEST OBSERVED SCORES OBTAINED ON
EACH DATASET IN THE ISOLATED MODE.
Methods Datasets (Accuracy)
Cora Citeseer Pubmed
LP ([38]) 0.680 0.453 0.630
ICA ([16]) 0.751 0.691 0.739
ManiReg ([2]) 0.595 0.601 0.707
SemiEmb ([30]) 0.590 0.596 0.711
DeepWalk ([22]) 0.672 0.432 0.653
Planetoid ([31]) 0.757 0.647 0.772
MoNet ([20]) 0.817 - 0.788
GCN ([11]) 0.815 0.703 0.790
GAT ([29]) 0.830 0.725 0.790
LOOPYNET ([32]) 0.826 0.716 0.792
GRAPH-BERT ([35]) 0.843 0.712 0.793
G5 (isolated) 0.841 0.715 0.789(k = 7) (k = 5) (k = 30)
Default Parameter Settings: If not clearly specified, the
results reported in this paper are based on the following
parameter settings of G5: subgraph size: k = 7 (Cora), k = 5
(Citeseer), k = 30 (Pubmed); hidden size: 32; attention head
number: 2; hidden layer number: D = 2; learning rate:
0.01 (Cora) and 0.001 (Citeseer) and 0.001 (Pubmed); weight
decay: 5e−4; intermediate size: 32; hidden dropout rate: 0.5;
attention dropout rate: 0.3; graph residual term: graph-raw;
optimizer: Adam; training epoch: 150 (Cora), 500 (Pubmed),
2000 (Citeseer). For the universal GRAPH-BERT, we evaluate
the learning performance by changing its parameter k with
different values from {5, 7, 15, 30} in the experiments, where
5, 7, 30 are the optimal parameters for these three datasets,
respectively, and value 15 can balance among all the datasets.
Experiment Organization: We intend to use the experiments
to answer several questions that readers may have in mind:
• Q1: Can G5 still work well for isolated graph input?
• Q2: Can G5 be applicable to multiple graph inputs, which
all have abundant training data actually?
• Q3: How will the pre-trained G5 perform when being
transferred to target graphs lacking enough training data?
• Q4: How is the learning performance of two reasoning
strategies in G5 on addressing the apocalypse learning
task?
The following experiments will be designed to address these
above above questions specifically.
B. Isolated G5 on Node Classification
Prior to showing the learning performance of G5 across
multiple graph datasets, we will first provide the learning
results of G5 on node classification based on each graph
dataset in an isolated learning mode in Table I. The isolated
version of G5 is very similar to GRAPH-BERT studied in [35]
actually, except that G5 will have two more graph-transformer
layers (i.e., the input processing component for each dataset)
besides the shared universal GRAPH-BERT component. To
TABLE II
LEARNING PERFORMANCE OF G5 WITH A MIXED PRE-TRAINING FOR
NODE CLASSIFICATION ON MULTIPLE INPUT GRAPH DATASETS.
PARAMETER k DENOTES THE INPUT PORTAL SIZE OF THE UNIVERSAL
GRAPH-BERT COMPONENT.
Input Graphs & k Datasets (Accuracy)
Graphs k Cora Citeseer Pubmed
Cora & Citeseer
5 0.834 0.707 −
7 0.835 0.717 −
15 0.828 0.702 −
30 0.822 0.698 −
Cora & Pubmed
5 0.832 − 0.772
7 0.828 − 0.766
15 0.829 − 0.782
30 0.816 − 0.791
Citeseer & Pubmed
5 − 0.705 0.772
7 − 0.702 0.773
15 − 0.683 0.787
30 − 0.675 0.782
make the comparison more complete, in addition to GRAPH-
BERT [35], we also provide the learning results of several
classic graph classification methods, e.g., LP [38], ICA [16],
ManiReg [2], SemiEmb [30], recent graph embedding meth-
ods, DeepWalk [22], Planetoid [31], MoNet [20], and the
latest graph representation learning approaches, e.g., GCN
[11], GAT [29], LOOPYNET [32]. According to the results,
the scores achieved by G5 are very close to those of GRAPH-
BERT, which are much higher than the scores obtained by the
other baseline methods.
C. Results of G5 on Mixed Graph Input
In Table II, we provide the learning results of G5 learned
with multiple graph inputs. To be more specific, given the input
graphs, we will pre-train G5 with the hybrid application tasks
on these graph datasets. Such pre-trained G5 model will be
further fine-tuned on each graph for the node classification
task. For each graph, the parameter k of its input pre-
processing component is assigned with the default parameter
as introduced before. Meanwhile, for the universal GRAPH-
BERT involved in G5, we change its input size parameter k
with values in {5, 7, 15, 30}, where 5, 7 and 30 are the optimal
parameter k for Citeseer, Cora and Pubmed, respectively, and
value 15 balances among these optimal parameters.
According to the results, we observe that training G5
concurrently with multiple input graphs and hybrid application
tasks will have some minor impacts on its performance on
the node classification task. In some cases, compared with
Table I, there are some drops of the scores, e.g., G5 on Cora.
Meanwhile, in some other cases, the learning performance
of G5 can also be very good, which are highlighted in the
table. What’s more, parameter k of the universal GRAPH-
BERT model does have an impact on the performance of
G5, where Cora and Citeseer favor small k, whereas Pubmed
prefers larger k instead. To achieve the balanced performance,
we will set k = 15 for the following studies on G5 transfer
across different graph datasets.
D. Transfer of G5 to Sparsely Labeled Graph
In Table III, we provide the learning results of G5 on graphs
with sparse labels. To be more specific, we will pre-train
G5 on the source graphs with the hybrid application tasks
and transfer the pre-trained model to the target graph(s) for
evaluation. Since we focus on the graphs with sparse labels,
a small portion of the labeled data are sampled from the
target graph for model fine-tuning, where the sampling ratio
changes with value in {5%,10%, · · · ,50%}. Meanwhile, for
comparison completeness, we also provide the results of G5
without pre-training in the table, where the parameter k of
the universal component is assigned with the optimal values
favored by the graph datasets. According to the results, in
most of the cases, G5 with pre-training can out-perform that
without pre-training consistently.
E. Reasoning of G5 for Apocalypse Learning
In Table IV, we provide the learning results of G5 based
on the apocalypse learning settings, where the target graph has
no labeled data at all. All the existing graph neural networks
will fail to work in such a learning setting. To enable G5
can work to address the node classification problem on the
target graph, we pre-train G5 on the source graphs to learn
the universal GRAPH-BERT component shared across graphs.
Furthermore, such pre-trained G5 will be further fine-tuned on
the target graph with the unsupervised learning tasks, i.e., node
attribute reconstruction and graph recovery, so as to learn the
input component for the target graph in G5. Based on the
CCCM and CDR reasoning strategies, G5 will still be able
to reason for the potential labels for the nodes in the target
graph. For comparison, we also provide the results of random
guess in the table, and the scores achieved by G5 with these
two reasoning strategies are both much higher than random
guess.
VI. RELATED WORK
Several interesting research topics are related to this paper,
which include graph neural network and BERT.
Graph Neural Network: In addition to the graph convolu-
tional neural network [11] and its derived variants [29], [26],
[14], many great research works on graph neural networks
have been witnessed in recent years for graph representation
learning [1], [36], [8], [37]. Many existing graph neural
network models will suffer from performance problems with
deep architectures. In [34], [13], [26], [7], the authors explore
to build deep graph neural networks with residual learning,
dilated convolutions, and recurrent network, respectively. In
[35], the authors introduce a new type of graph neural network
based on graph transformer and BERT, i.e., the GRAPH-BERT
model. Different from the node representation learning [11],
[29], GNNs proposed for the graph representation learning aim
at learning the representation for the entire graph instead [21].
To handle the graph node permutation invariant challenge,
solutions based various techniques, e.g., attention [3], [18],
pooling [18], [24], [9], capsule net [17], Weisfeiler-Lehman
kernel [12] and sub-graph pattern learning and matching
TABLE III
LEARNING PERFORMANCE OF G5 WITH MODEL TRANSFER. THE SOURCE GRAPHS ARE FOR G5 PRE-TRAINING, AND THE TARGET GRAPH ARE USED FOR
G5 EVALUATION WITH NECESSARY FINE-TUNING. WE FOCUS ON STUDYING THE EFFECTIVENESS OF G5 TRANSFER TO THE TARGET GRAPH WITH
SPARSE TRAINING DATA, WHERE THE TRAINING DATA SAMPLING RATIO DENOTES THE PERCENTAGE OF TRAINING DATA USED FOR MODEL
FINE-TUNING. FOR COMPARISON, WE ALSO ILLUSTRATE THE LEARNING PERFORMANCE OF G5 WITHOUT PRE-TRAINING AT ALL IN THE TABLE.
Source Graph(s) & Target Graph & k Training Data Sampling Ratio (Accuracy)
Source(s) Target k 5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
Cora Citeseer 15 0.418 0.569 0.541 0.546 0.557 0.600 0.593 0.607 0.623 0.661Pubmed 15 0.530 0.649 0.669 0.692 0.692 0.687 0.692 0.697 0.710 0.743
Citeseer Cora 15 0.262 0.420 0.546 0.619 0.684 0.662 0.706 0.727 0.729 0.748Pubmed 15 0.524 0.692 0.697 0.682 0.723 0.717 0.736 0.744 0.740 0.741
Pubmed Cora 15 0.317 0.405 0.551 0.559 0.740 0.753 0.747 0.759 0.804 0.805Citeseer 15 0.362 0.583 0.553 0.553 0.643 0.626 0.624 0.620 0.616 0.667
Cora & Citeseer Pubmed 15 0.501 0.662 0.643 0.658 0.655 0.667 0.664 0.670 0.659 0.672
Cora & Pubmed Citeseer 15 0.368 0.571 0.584 0.573 0.572 0.586 0.584 0.590 0.595 0.698
Citeseer & Pubmed Cora 15 0.300 0.456 0.544 0.662 0.746 0.765 0.778 0.769 0.787 0.784
None (No Pre-train)
Cora 7 0.299 0.404 0.480 0.574 0.701 0.688 0.706 0.768 0.777 0.794
Citeseer 5 0.341 0.567 0.541 0.553 0.558 0.580 0.583 0.582 0.598 0.637
Pubmed 30 0.485 0.630 0.638 0.617 0.604 0.608 0.608 0.572 0.599 0.641
TABLE IV
REASONING PERFORMANCE OF G5 WITH DIFFERENT STRATEGIES FOR
APOCALYPSE LEARNING (“RANDOM”: RANDOM GUESS).
Source & Target Graph(s) Reaning Strategies
Source(s) Target CCCM CDR Random
Cora Citeseer 0.280 0.312 0.167Pubmed 0.551 0.544 0.333
Citeseer Cora 0.323 0.358 0.143Pubmed 0.505 0.515 0.333
Pubmed Cora 0.342 0.304 0.143Citeseer 0.323 0.331 0.167
Cora & Citeseer Pubmed 0.516 0.519 0.333
Cora & Pubmed Citeseer 0.318 0.332 0.167
Citeseer & Pubmed Cora 0.327 0.319 0.143
[19], have been proposed. To apply GRAPH-BERT on graph
instance modeling and handle diverse graph instance sizes,
[33] proposes several different graph instance size unification
approaches.
BERT: TRANSFORMER [28] and BERT [5] based models
have almost dominated NLP and related research areas in
recent years due to their great representation learning power.
Prior to that, the main-stream sequence transduction models
in NLP are mostly based on complex recurrent [6], [4] or
convolutional neural networks [10]. However, as introduced in
[28], the inherently sequential nature precludes parallelization
within training examples. To address such a problem, a brand
new representation learning model solely based on attention
mechanisms, i.e., the TRANSFORMER, is introduced in [28],
which dispense with recurrence and convolutions entirely.
Based on TRANSFORMER, [5] further introduces BERT for
deep language understanding, which obtains new state-of-
the-art results on eleven natural language processing tasks.
By extending TRANSFORMER and BERT, many new BERT
based models, e.g., T5 [23], ERNIE [27] and RoBERTa [15],
can even out-perform the human beings on almost all NLP
benchmark datasets.
VII. CONCLUSION
In this paper, we have studied the graph-to-graph transfer
of a universal GRAPH-BERT for graph representation learning
across different graph datasets. To address the problem, we
introduce a new learning model named G5, whose pluggable
architecture containing several key parts, i.e., (1) pluggable
input dataset-wise components, (2) input size unification in-
terlayer, (3) the universal Graph-Bert model shared across
graphs, (4) representation fusion interlayer; (5) pluggable task-
wise output components for each dataset, and (6) reason-
ing component for apocalypse learning. Furthermore, based
on the G5 model, we also investigate a special and novel
learning task, i.e., the apocalypse learning problem, which
aims at learning a classifier without using any labeled data.
Two different reasoning strategies, i.e., CCCM and CDR, are
proposed to reason for the potential labels for the nodes. To
test the effectiveness of G5, some preliminary experiments
have been done on real-world graph datasets and the results
also demonstrate the effectiveness of both G5 and these two
proposed reasoning strategies.
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