A Lagrangian-Particle-Tracking-Method (LPTM) has been developed to determine the influence of dead water zones on the transport characteristics in natural rivers. Hereby, the local processes at single dead water zones have been investigated with the help of laboratory experiments. The resulting information, such as storage time, velocity distribution, and distribution of the diffusivity has been implemented into the LPTM. The method has been tested by comparing the results of the simulation with analytical solutions to the one-dimensional advection-diffusion equation. It could be shown that in the presence of large dead water zones at the river banks, an equilibrium between longitudinal shear and transverse diffusion can be reached if the morphologic conditions do not change. The simulations are leading asymptotically to a Gaussian distribution of the cross sectional averaged concentration in longitudinal direction. The transport velocity resulting from LPTM corresponds to the transport velocity predicted by the one-dimensional dead-zone-model only for certain geometrical conditions, which correspond to a fixed exchange coefficient. The transverse distribution of tracer material is influenced by the presence of dead water zones.
Introduction
The prediction of pollutant transport in rivers is important for the appropriate management of water resources. In rivers with strong morphological heterogeneities, the prediction is difficult and needs to be improved. The River-Rhine-Alarm-Model (Spreafico and van Mazijk 1993) has been developed by the "International Commission for the Hydrology of the River Rhine" (CHR) and the "International Commission for the Protection of the Rhine" (ICPR). For this kind of predictive model, much effort and expense must be spent on calibration by means of extensive in-situ tracer measurements (van Mazijk 2002) . In the case of the River Rhine Alarm Model, which uses a one-dimensional analytical approximation for the travel time and concentration curve, a dispersion coefficient and a lag coefficient have to be calibrated. The model works well for cases of similar hydrological situations. However, variations in discharge, and thus, changes in water surface levels, lead to increased errors if the same calibrated parameters are used for different hydrological situations. Insufficient knowledge about the relation of river morphology and transport processes are the reason for these uncertainties. Hence, predictive methods that are appropriate for variable flows and therefore morphological conditions are needed.
In the present work we focus on the influence of dead water zones, such as groin fields, on the dispersive mass transport in the far field of pollutant releases. Longitudinal dispersion in rivers that can be treated as shallow waters is controlled by two processes. First, the longitudinal stretching due to the horizontal depth averaged velocity shear, and second, transverse homogenization by turbulent diffusion (Fischer et al. 1979) . Therefore, detailed velocity and concentration measurements have been performed in the laboratory in order to determine typical flow patterns and local mass transport phenomena. Direct measurements of dispersion coefficients are problematic because the dispersive character of a transport phenomena reaches its final behavior only after a very long travel time (Fischer et al. 1979) , which is determined by the width of the flow and the intensity of the transverse turbulent diffusion. In most cases laboratory flumes are much too short, to examine longitudinal dispersion in the far field. To address this problem, laboratory and numerical experiments have been combined in such a way that the effect of local phenomena that have been measured, are translated into the behavior of tracer clouds in the far field with the help of Lagrangian-Particle-Tracking-Method (LPTM).
The flow measurements have been performed in a laboratory flume (20m long, 1.8m wide) with an adjustable bottom slope. Groins were places on one side of the channel. With the help of Particle-ImageVelocimetry (PIV) measurements, mean flow velocity profiles as well as the distribution of the turbulent flow properties across the channel cross section were obtained. Due to the fact that the flow in this system is very shallow (channel width / water depth ≈ 30), the velocity information at the water surface is sufficient, to describe the mean behavior of the flow. Therefore the PIV measurements have been performed at the water surface, using floating particles that are homogeneously distributed with the help of a particle dispenser .
Concentration measurements were performed at a single groin field in order to determine exchange rates between groin field and main stream. These measurements are similar to the experiments presented by Uijttewaal et al. (2001) . The results, obtained from these measurements are now used in the LPTM, to simulate tracer clouds in the far field of the tracer source.
2 Method and Validation A Lagrangian-Particle-Tracking-Method (LPTM) has been developed, to analyze the influence of morphologic heterogeneities on the mass transport in natural rivers. It represents a random walk problem (Sullivan 1971) based on statistical mechanical transport theories presented by Taylor (1921) . The behavior of discrete particles under the influence of advection in longitudinal direction and of transverse diffusion is determined in a two-dimensional domain. The idea is to initiate a cloud of particles that is advected within a known mean flow profile. This advective movement is superimposed by a random movement in transverse direction representing turbulent diffusion.
The characteristic transport parameters, like dispersion coefficient, transport velocity and skewness coefficient, can be determined by analyzing the statistics of such a particle cloud. The influences of groin fields are included with the help of extra boundary conditions that represent the mean retention time of particles in the area of dead water zones. Herewith, this method represents the key to transfer experimental results, obtained in a short flume (short, with respect to the length of the advective zone) at a single groin field to a system of many groin fields. In other words, the influence of different groin field geometries on the mass transport, especially on the dispersion, in the far field of a pollutant spill can be predicted.
The essential part of such a simulation is the tracking of a sufficient large number of discrete particles, whose displacements are governed by the following principle:
Where x old , y old and x new ,y new are the spatial locations at times t and t + ∆t respectively, and D y is a diffusion coefficient. The function u(y) denotes the mean flow velocity in relation to the position in transverse direction. The random movement of each particle lies in the properties of Z. In this case, Z is a normal distributed variate with a mean quantity of zero and a variance equal to one. Thus the spreading in transverse direction y is scaled with 2D y t describing the standard deviation of mass displacement, which has been defined for a Fickian type of diffusion (Hathhorn 1997) . Consequently, in every time step, a particle moves convectively in x-direction depending on the velocity profile and does a positive or negative diffusive step in transverse direction.
The reason why there is no diffusive step in the xdirection needed (Eq. 1), can be explained by the fact, that turbulent diffusion and longitudinal diffusion are additive processes (Aris 1959) , which means that the final dispersion coefficient can be adjusted by adding the turbulent diffusion coefficient. Fischer et al. (1979) showed that in natural rivers the coefficient of longitudinal dispersion E L lies within the range of 30 < D L /(u h) < 3000, while the longitudinal turbulent diffusion coefficient D x is considerably smaller, approximately D x ≈ (0.6u h). Thus, turbulent diffusion in longitudinal direction can be neglected in this approach.
A problem in performing LPTM-simulations is given by the fact that in flows with inhomogeneous turbulent diffusion coefficients, particles segregate into regions of low diffusivity. The reason for that can be explained by looking at the governing equations. In the stochastic model there is no relation between particles moving from regions with high diffusivity in regions with low diffusivity, which should be the case in order to satisfy continuity. That means that the probability of a particle to move from a region of high diffusivity to a region of low diffusivity is higher than vice versa. Thus, an extra advection term in y-direction has to be included, to achieve consistency with the governing advection-diffusion-equation. This extra term is called the noise-induced drift component (Dunsbergen 1994) , and can be determined as follows. First it has to be decided if the deterministic step is done first during every time step, or the stochastic jump, which is known as the Itô-Stratonovich dilemma (van Kampen 1981 ). In the current work the Itô interpretation has been chosen, which means, that the deterministic step is performed before the stochastic jump. Dunsbergen (1994) showed, that in this case, the noiseinduced drift component ∆y n can be derived as follows
If Eq. 2 is extended with the given expression for the noise-induced drift component (Eq. 3), it can be stated that the problem is described consistently with the advection-diffusion-equation.
Of particular importance are the boundaries of our calculation domain and how they act on the particles. The inflow and outflow boundaries do not affect the particles as in our case the domain has an infinite length. In y-direction we can find two possibilities for the boundaries. If we analyze the effect of vertical shear on dispersion, we have the water surface as well as the channel bottom. In case of horizontal shear the boundaries represent the channel banks. For both situations the boundaries act as reflective walls. This means, that particles which would cross the upper or lower boundary at a certain time step are reflected into the calculation domain ( Fig. 1 ).
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x,y new Figure 1 : Schematic visualization of a particle trying to cross a reflective boundary in one time step
One important issue of this work is to determine the influence of dead water zones given by groin fields (Fig. 2) on the mean transport characteristics of a tracer cloud. A particle that enters a dead water zone does not move on average in x-direction, if we presume that the longitudinal extension of the dead water zone is small compared to the length of the modeled river section. The particle remains in the dead water zone for a certain period, which is called the retention time T a , and after that period it gets back on average into the main stream.
In this approach we make the assumption, that the influence of dead water zones can be captured globally by the retention time T a , which can be implemented using a modified boundary condition (Fig. 3) . Thus, the channels walls have to act as a transientadhesion boundary, which means that particles that reach such a boundary are fixed to that position until T a has passed. The outcome of a LPTM-simulation are x and ypositions of every single particle at different time steps, that can be used to retrieve different information about the transport characteristics. The onedimensional longitudinal dispersion coefficient D L , which is a measure of the spatially averaged spreading rate of a tracer cloud, can be determined by calculating the change of the longitudinal variance of the particle distribution as follows
A second result will be the skewness G t of the particle cloud, which can be used as an indicator for the length of the advective zone, in order to define when it is acceptable to apply the Taylor solution to a pollutant transport problem. Also, the transport velocity C t of the tracer cloud, defined as the velocity of the center of mass, can be determined using this approach. In the case of regular channel flow with ordinary reflective boundary conditions C is equal to the mean velocity.
The method has been validated with the help of different analytical solutions of the advection-diffusionequation, by comparing the dispersion coefficients, obtained from LPTM-simulations are compared with the predicted dispersion coefficients from analytical solutions. As an example, the analytical result given by Elder (1959) is compared to the results obtained by LPTM-simulations.
In the case that has been described by Elder, a homogeneous flow is assumed in an infinitely wide channel. The velocity profile over the vertical is described by the logarithmic law
where u is the shear velocity, given by τ o /ρ, h is the water depth and κ is the von Karman constant 0.41. The distribution of the diffusivity is determined by the velocity gradient leading to
By inserting Eq. 5 and 6 into the analytical expression found by Taylor(1954) 
the following expression for D L can be found by evaluating the three integrals
To adjust the diffusive-noise drift component, which has been described above, for the varying diffusivity in space, it has to be derived by the differentiation of Eq. 6, leading to homogeneously distributed over the river cross section at x = 0. The boundary conditions for this simulation are summarized in Tab. 1. In Fig. 4 and Fig. 5 the particle cloud and the distribution of the particles in longitudinal direction are visualized after the first and the last time step of the simulation. In Fig. 4 the velocity profile is clearly visible after the first time step because the diffusive step in transverse direction is small compared to the advective step in x-direction. It can be seen that the initial distribution of the particles in longitudinal direction is strongly negatively skewed, with a strong rising limb and the typical tailing. In Fig. 5 the particles are homogeneously distributed over the water depth. The velocity distribution has been smeared out. The particle distribution in longitudinal direction is close to a Gaussian distribution.
In Fig. 6 the evolution of the longitudinal dispersion coefficient and of the skewness G t is plotted. This D L -curve shows, that the equilibrium between longitudinal stretching and transverse diffusion, which corresponds to a linear growth of the tracer cloud is reached after approximately 12 water depths. At this distance, D L has reached its final value, which is close to the analytical prediction by Elder (Eq. 8) with a value of 5.86. The D L curve has been smoothed, in order to show the mean behavior of the tracer cloud. Without filtering an increased scatter could be observed, due to the increasing error that is produced by determining the standard deviation σ (Eq. 4) that gets larger with increasing width of the tracer cloud.
APPLICATION AND RESULTS
In this section the LPTM is applied to different flow fields, that have been investigated in the laboratory in order to determine the influence of river heterogeneities on the mass transport properties of a river. Three different cases will be analyzed in detail. First the behavior of the dispersive character of pure channel flow without the influence of groin fields. In a second step groin fields are implemented, and finally the influence of different residence times on the transport characteristics is determined.
Straight Open Channel Flow
A LPTM-simulation has been performed, in order to analyze transport phenomena in regular channels without groin fields. Therefore the measured velocity distribution has been approximated with an analytical function, that can be seen in Fig. 7 (i) . The diffusion coefficient in this case has been chosen to be constant over the whole river cross section, with a value according to Fischer et al. (1979) for regular channels
In Tab. 2 the properties of the flow and the settings of the LPTM-simulation for the case of pure channel flow are listed.
In that case the evolution of skewness and dispersion coefficient is in principle very similar to Elder's case, shown in Fig. 6 . The equilibrium between longitudinal stretching and transverse diffusion, where the dispersion coefficient does not change any more is reached after 800 times the channel's half width. The final value of D L /(u h) is 175, and is therefore 30 times larger than in Elder's case. Figure 7 : Result of LPTM-simulation with pure channel flow, after first time step. i) Particle position according to the fitted velocity profile and the measured velocities taken from the experiment; ii) particle density in longitudinal direction.
Channel Flow with Groin Fields
The influence of groin fields is simulated with the transient-adhesion boundary condition (Sec. 2), that represents the mean residence time of a particle in the groin field. These mean residence times have been measured in this study with two different approaches. Concentration measurements have been performed, where concentration decay in a single groin field has been tracked with digital video analysis. Starting with a known homogeneous concentration in the groin field and zero concentration in the main stream an exponential decay could be observed, leading to a typical time scale T a describing the mean residence time. These experiments are in principle analogous to the measurements that have been performed by Lehmann (1999) . An improvement could be achieved by the development of a multi-port injection device, that is able to produce reproducible homogeneous concentration fields as initial condition for the concentration measurement (Kurzke et al. 2002) . Another possibility to determine the residence times is given by using the velocity fields for the determination of the mass exchange rate between groin field and main stream (Kurzke et al. 2002) .
In order to determine the influence of groin fields, a LPTM-simulation has been performed with the same flow properties as in the described case above (Tab. 2). The difference is the transient-adhesion boundary condition at the channel wall. This simulation represents groin fields, where the ratio between the width W of a groin field divided by the length L is 0.4 (Fig.  2) . These conditions correspond to laboratory measurements with a groin field length 1.25 m and a width of 0.5m. As the water depth in the groin field and the main stream is the same, the ratio between the cross sectional area of the dead water zone and the main stream is 0.5. The mean residence time T a of a tracer particle has been set to 90 seconds, which corresponds to the measured dimensionless exchange coefficient
where W is the width of the groin field and U represents the mean flow velocity in the main channel.
In the case of channel flow with groin fields the velocity profile is slightly changed compared to the pure channel flow, because in the presence of groin fields the velocity profile has to represent the mixing layer between groin field and main stream and can be approximated with a tanh function, where the velocity is greater than 0 at y = 0 (Fig. 2) .
The distribution of the diffusivity in that case is not constant over the channel cross section. Turbulence measurements showed, that the velocity fluctuations in the region of the mixing layer between groin field and main channel are much stronger than in the undisturbed main channel. Therefore the diffusivity given by Eq. 10 is amplified in the region of the mixing layer, proportional to the increasing transverse velocity fluctuations. This has been done, by fitting a gaussian curve to the transverse rms-values of the channel flow, such, that the diffusivity in the mixing layer is three times larger than in the main channel . In Fig. 8 the LPTM-simulation with groin fields is visualized after 200 time steps. The main difference with respect to pure channel flow are particle clouds that travel far behind the main tracer cloud, which is an phenomena, that can also be seen in the laboratory flume. These small particle clouds arise by the effect of the dead water zones. Particles that have crossed the lower boundary layer during the simulation, remain at the same x-position for the mean residence time T a . After T a has elapsed the particles get back to the flow. The mean distance between those clouds corresponds to the mean residence time T a .
The final stage of mixing in the case with groins shows again, that after a long period the tracer cloud gets close to gaussian distribution in longitudinal direction Fig. 9 . Interesting properties of this simulation are also the evolution of the dispersion coefficient and of the skewness, that are visualized in Fig. 10 . The final value of D L /(u h) is in that case approximately 24.800 which is of a factor 140 higher than in the case of pure channel flow, and about ten times higher than the expected values for natural rivers without groin fields . This can be explained by the ratio between the cross sectional area of the dead water zone and the cross sectional area of the main channel, which is 0.5 for the experiment and rather high compared to natural rivers.
The equilibrium between longitudinal stretching and transverse diffusion is achieved after approximately 800 times the channel width (Fig. 10) , which means that the advective zone has the same length compared to the case of pure channel flow.
In Elder's case and in the case of pure channel flow, the transport velocity c, which is defined as the translation velocity of the center of mass of the tracer cloud, is always the mean flow velocity in the chan- nel. In case of the groin field flow the transport velocity decreases during the travel of the tracer cloud until an equilibrium between the particles in the dead water zones and in the main channel is established as seen in Fig. 11 . In this simulation the transport velocity does not change further after the tracer cloud has travelled approximately 1000 times the channel half width. The final transport velocity is 64% of the mean flow velocity in the main channel. The transport velocity in the far field of transport process, according to the one-dimensional dead-zonemodel (Valentine and Wood 1979; van Mazijk 2002) can be determined with the ratio between the cross sectional area of the dead water zone and the cross sectional area of the main stream as follows
with A s = cross sectional area of the main stream and A d the cross sectional area of the dead water zone. In the presented case this relation would lead to a value of 67% of the mean flow velocity, which is very close to the result of the LPTM-simulation. Looking at the particle distribution in transverse direction of the river cross section, it can be stated that the initial homogeneous distribution (Fig. 12, i) does not shift to any direction in the case of pure channel flow. This behavior changes under the influence of groin fields (Fig. 12, ii, iii, iv). The particle distribution during the LPTM-simulation shifts towards the dead water zones. In the final stage of mixing (Fig.  12, iv) almost 40% of the tracer material is distributed in the region of the dead water zones. The remaining 60% of the material is travelling in the main stream.
Groin Fields with Different Exchange Behavior
The dimensionless exchange coefficient k (Eq. 11), can be found in the literature to be in the order 0.02 ± 0.01 (Valentine and Wood 1979; Uijttewaal et al. 2001) , with no clear dependency to the shape of the dead water zone. With our laboratory experiments, it could be shown, that k varies with the width to length ratio of the groin fields within the range of 0.015 − 0.035. Hereby, the longest groin fields (W/L = 0.3) are leading to the highest k-values and the shortest groin fields (W/L = 3.5) correspond to the lowest k-value (Weitbrecht and Jirka 2001) . In all cases the groin field width W was constant. According to Eq. 12 the transport velocity should always be the same in that case. In order to demonstrate the influence of the changing k-values two more LPTMsimulations have been performed, where the mean residence time has been set to 73 respectively 129 seconds. That means, the k-value has been changed from 0.028 to 0.020 and 0.035, respectively. In Tab. 3 the results of the simulations with changing k-values are summarized. It can be seen that the dimensionless dispersion coefficient D L /(u h) is directly proportional to the residence time T a . The longer the residence time, the higher the stretching rate of the tracer cloud.
It can be seen that the influence of the different k-values on the transport velocities is at maximum 10% for the presented configuration. According to these simulations, the results of the one-dimensional dead-zone-model mentioned above predicts the transport velocity correctly, for a k-value of about 0.035, which corresponds to groin fields with an aspect ratio of about W/L = 0.33.
An equilibrium between longitudinal stretching and transverse diffusion is reached in all cases after approximately 800 times the channel's half width B. That indicates that the dominant time scale is not T a , but, the diffusive time scale B 2 /(2D y ) that describes the time needed for a particle to cross B. If we determine the length x/B that corresponds to this time, we get x B = cB 2D = 750
which fits very well to the observed behavior of the particle clouds during the LPTM-simulations.
CONCLUSIONS
The combined approach, using laboratory experiments and the LPTM makes is possible to determine transport characteristics, in the far field of a pollutant spill in shallow , strongly two-dimensional river flows. Detailed velocity and concentration measurements to determine local flow and transport phenomena in the presence of groin fields, can be translated via the LPTM, into transport velocities, longitudinal dispersion and skewness coefficients of the cross sectional averaged pollutant cloud in the far field. This information can be used for the improved predictability of one-dimensional alarm-models, in order to reduce the need of calibration with tracer experiments. The fact, that the transverse tracer distribution is influenced by the presence of dead water zones should be taken into account for the planning of future field experiments, and for the interpretation of existing data.
The computationally simple two-dimensional approach allows for studying near field effects as well. Point releases of contaminants near one of the banks and not fully mixed states are impossible to predict with a one-dimensional approach. The same holds for strongly varying flow geometries with confluences, weirs, bends etc.
