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Abstract
Given a topological type for surfaces of negative Euler charac-
teristic, uniform bounds are developed for derivatives of solutions of
the 2-dimensional constant negative curvature equation and the Weil-
Petersson metric for the Teichmu¨ller and moduli spaces. The depen-
dence of the bounds on the geometry of the underlying Riemann sur-
face is studied. The comparisons between the C0, C2,α and L2 norms
for harmonic Beltrami differentials are analyzed. Uniform bounds are
given for the covariant derivatives of the Weil-Petersson curvature ten-
sor in terms of the systoles of the underlying Riemann surfaces and the
projections of the differentiation directions onto pinching directions.
The main analysis combines Schauder and potential theory estimates
with the analytic implicit function theorem.
1 Introduction.
For a compact Riemann surface possibly with punctures, uniformized by
the hyperbolic plane, the Bers embedding represents Teichmu¨ller space as
a bounded domain in complex number space. The Bers embedding of Te-
ichmu¨ller space is defined by lifting a quasiconformal homeomorphism of
Riemann surfaces to have domain the upper half plane H, extending by a
conformal map of the lower half plane L to a homeomorphism of C, and com-
puting the Schwarzian derivative on L [Ber70]. The Schwarzian derivative
depends only on the boundary values of the quasiconformal homeomorphism,
the equivalence class in Teichmu¨ller space. The embedding maps into the
space of holomorphic quadratic differentials for the complex conjugate of the
base Riemann surface with the supremum norm relative to the hyperbolic
metric. For the given norm, the embedding has a special uniform property
∗2010 Mathematics Subject Classification Primary: 32G15, 30F60.
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- the image contains the ball of radius 1/2 and is contained in the ball of
radius 3/2 [Leh87].
The Bers embedding has a close relationship to the Weil-Petersson met-
ric. A local coordinate at the origin for a Ka¨hler metric is ω-normal provided
the metric has all vanishing pure-z and pure-z¯ derivatives at the origin.
Provided it exists, the ω-normal coordinate with a given tangent frame at
an initial point is unique. The Bers embedding is ω-normal for the Weil-
Petersson metric [Wlp90a, Theorem 4.5]. We now extend the earlier analysis
to show that the Weil-Petersson metric has a uniform property in the Bers
embedding. The uniform property is a generalization of the radius 12 and
3
2 results. The range of the Bers embedding also has the description as the
space of harmonic Beltrami differentials. We do not consider the dependence
of estimates on topological type.
Theorem. For an initial L2-orthonormal basis of harmonic Beltrami dif-
ferentials, the derivatives of the Weil-Petersson metric tensor at the origin
of the Bers embedding are uniformly bounded depending only on the differ-
entiation order.
Weil-Petersson displacement is calibrated by the L2-metric for harmonic
Beltrami differentials, while the Bers embedding is calibrated by the supre-
mum norm. We find that the magnitude of derivatives of the Weil-Petersson
metric is given solely by the comparison of L2 and supremum norms. In
[Wlp08, Corollary 11], we found that the comparison of the two norms is
given in terms of the projection onto the gradients of the small geodesic-
length functions; see Definition 10 and Lemma 11 below. The maximal
value for the comparison is systole−1/2, for systole the smallest geodesic-
length. The minimal value for the comparison is an absolute constant. In
particular for compact subsets of the moduli space of Riemann surfaces and
for tangent directions parallel to the compactification divisor of the moduli
space, the L2 and supremum norms are uniformly comparable.
Corollary. A kth derivative of the Weil-Petersson metric tensor is bounded
by systole−k/2. The covariant derivatives of Weil-Petersson curvature are
uniformly bounded on compact subsets of the moduli space and for directions
parallel to the compactification divisor of the moduli space.
The expansions for the Weil-Petersson covariant derivative of geodesic-
length [Wlp08, Theorem 4.7] and curvature [Wlp12, Theorem 15] show that
the bounds are optimal for the first and second derivatives.
The main quantities to analyze are the variation of the hyperbolic metric
and the variation of the projection onto harmonic Beltrami differentials.
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Defining equations for the quantities are given in terms of the Laplacian and
the implicit function theorem is applied for each equation. Initial inversion
of the linearized defining equations is given by Green’s operators. For the
variation of the hyperbolic metric, inversion in the appropriate Banach space
is given by applying the C2,α Schauder estimates. For the projection onto
harmonic Beltrami differentials, Sobolev space estimates are applied.
The present estimates should be generally qualitatively optimal. Strength-
ening the uniform boundedness of derivatives of the metric in the Bers em-
bedding would involve explicit constants or applying specific information
about tangent directions. The integrand for the Weil-Petersson metric is
the product of projections of harmonic Beltrami differentials and the recip-
rocal of the hyperbolic metric. We estimate the projections in the Sobolev
space H1 ⊂ L2 and the hyperbolic metric in Ck,α ⊂ C0. The total integrand
is estimated in a subspace of L1, the optimal space for bounding an integral.
Curvature is given by the second derivative of the metric and the present
bound is systole−1 in the direction of gradients of small geodesic-lengths and
uniform boundedness parallel to the compactification divisor. These state-
ments are generally optimal by the curvature expansion of [Wlp12, Theorem
15].
Bounds for Weil-Petersson curvature were first derived in the work of
Trapani [Tra92]. Detailed analysis of curvature and comparisons to other
metrics were presented in the work of Liu-Sun-Yau, including considering
the fourth derivative of the metric by considering the negative Ricci form
as a metric and computing its Ricci curvature [LSY04]. Huang was the first
to consider the dependence of curvature on the tangent direction [Hua07].
Expansions for the Riemann curvature tensor were developed in [Wlp08].
In the work of Burns-Masur-Wilkinson [BMW12, Chapter 5], the Bers em-
bedding, comparisons of metrics and McMullen’s quasi Fuchsian reciprocity
were applied to show that the kth derivative of the Weil-Petersson metric
tensor is bounded as systole−k. In [BMMW15, BMMW16], the authors use
the present estimates for norms in establishing at most polynomial mixing
for non-exceptional moduli spaces and exponential mixing for exceptional
moduli spaces for the Weil-Petersson geodesic flow.
It is my pleasure to thank Rafe Mazzeo for his assistance.
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2 Spaces of differentials, Teichmu¨ller space and
the Weil-Petersson metric.
We review several matters, closely following the exposition and notation of
[Wlp90a]. The first is the description of symmetric tensors on a surface; the
discussion covers Banach spaces of sections, their invariant derivatives, and
the harmonic Beltrami differentials. The second matter is the description
of the tangent and cotangent spaces of Teichmu¨ller space, as well as the
definition of the Weil-Petersson metric. We also set our conventions for
differentiating functions defined on Banach spaces.
The first matter is symmetric tensors on a Riemann surface. Start with
a compact Riemann surface R possibly with punctures, uniformized by the
hyperbolic plane; a goal of the present work is to extend the original con-
siderations of [Wlp90a] to the case of surfaces with punctures. Consider the
canonical bundle κ of the underlying compact surface R¯. If {(Uβ , zβ)} is
an atlas for R¯ and σ a section of κ with local expression σβ on Uβ, then
σβ dzβ/dzγ = σγ on the overlap Uβ ∩ Uγ . Fix a square root κ
1/2 of the
canonical bundle of R¯. For p, q and r integers, let S(p, q) be the space of
measurable sections of κp/2 ⊗ κ¯q/2 and S(r) = S(r,−r). Example spaces
are Beltrami differentials, the bounded sections in S(−2, 2), holomorphic
quadratic differentials with at most simple poles at punctures, sections of
S(4, 0), and the R-hyperbolic metric Λ, a section of S(2, 2).
Most of our attention will be spent on the spaces S(r) since, for σ ∈
S(2p, 2q) and Λ the hyperbolic metric, σ ⊗ Λ−(p+q)/2 ∈ S(p − q). A basic
feature of σ ∈ S(r) is that its absolute value |σ| is a function on R. Metric
(essentially the covariant) derivatives Kr : S(r)→ S(r+1) and Lr : S(r)→
S(r−1) are defined as follows. For a local coordinate z and Λ = (λ(z)|dz|)2,
then Kr = λ
r−1(∂/∂z)λ−r and Lr = λ
−r−1(∂/∂z¯)λr. The operators have a
number of formal properties: Kr = L−r and Dr = 4Lr+1Kr + r(r + 1) =
4Kr−1Lr + r(r − 1) is the ∂¯-Laplacian on S(r).
If we choose an atlas {(Uβ , zβ)} with charts designated at each puncture,
then we can define for each non negative integer k and each fractional index
α, 0 < α < 1, a Ck,α norm ‖ ‖k,α for sections of S(r) in terms of the K∗ and
L∗ derivatives and the Ho¨lder estimates relative to the charts and distance at
most unity. Denote by Sk,α(r) the Banach space of C
k,α S(r)-differentials.
We also consider the C0 norm ‖ ‖0 and corresponding Banach space for
bounded sections of S(r). We further consider the Banach spaces of L1, L2
and L∞ sections relative to the hyperbolic area element.
The hyperbolic metric Λ in a neighborhood of a puncture is isometric
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to ((|z| log |z|)−1|dz|)2 in a neighborhood of the origin. A meromorphic
quadratic differential in a neighborhood of the origin with poles possible only
at the origin is locally in L1, L∞, Ck,α or the kth Sobolev space only if the
pole has order at most one. The harmonic Beltrami differentials BHarm(R)
are the sections σ ∈ S(−2) with σ = Λ−1 ⊗ q¯ for q a holomorphic quadratic
differential on R with at most simple poles at punctures. Since BHarm(R) is
finite dimensional, the various norms are equivalent for a given surface. In
Section 5, we consider the dependence of norm comparison on the surface.
In Lemma 9, we show that the Ck,α norm is bounded by the supremum norm
independent of the surface. The kernel of K−2 on smooth S(−2) sections
consists of sections with the form σ = Λ−1 ⊗ q¯ for q holomorphic on the
complement of the punctures. Consequently the kernel of K−2 in L
1, L∞,
Ck,α or the kth Sobolev space is precisely the space BHarm(R).
We will also be interested in the Hilbert space structure for S(r) given by
the Hermitian product 〈µ, ν〉 =
∫
R µν¯Λ for Λ the R-hyperbolic area element.
The orthogonal projection onto the harmonic differentials P : L2∩S(−2)→
BHarm(R) will be basic to our considerations. On the subspace L
∞, the
projection can be given as an integral operator [Ahl61]. For our purposes,
the description of P simply as the orthogonal projection onto the kernel of
K−2 is sufficient. Our main consideration in Section 4 is the variation of the
projection P .
The next matter is to describe the tangent and cotangent space of the
Teichmu¨ller space T (R) at the point R. The complex cotangent space is
isomorphic to Q(R), the space of holomorphic quadratic differentials with
at most simple poles at punctures. To describe the complex tangent space,
first consider B(R) = S2,α(−2), the space of C
2,α Beltrami differentials (this
Banach space is required for our considerations) and also consider the pairing
B(R) × Q(R) → C given by (µ,ϕ) =
∫
R µϕ. Now for N(R) = Q(R)
⊥ the
quotient B(R)/N(R) is isomorphic to the complex tangent space of T (R) at
R and the induced pairing B(R)/N(R)×Q(R)→ C is the tangent-cotangent
pairing [Ahl61].
In fact the kernel of the harmonic projection P on B(R) is precisely
N(R), thus P : B(R)→ BHarm(R) induces an isomorphism P : B(R)/N(R)→
BHarm(R). In particular the tangent space of T (R) at R is isomorphic to
BHarm(R), the space of harmonic Beltrami differentials vanishing at punc-
tures.
The Weil-Petersson hermitian metric for Teichmu¨ller space is simply
〈µ, ν〉 =
∫
R
µν¯Λ for µ, ν ∈ BHarm(R).
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An important matter for understanding the manifold structure of T (R) is
the description of a local coordinate chart and the associated coordinate vec-
tor fields. The basic consideration is to parameterize the local deformations
of R. Start with an atlas for R, {(Uβ , zβ)}, zβ : Uβ → C and a Beltrami
differential µ, with supremum norm ‖µ‖0 < 1. Let µβ be the local represen-
tation of µ on zβ(Uβ) and fβ a homeomorphism solution of fβ,z¯ = µβfβ,z
on zβ(Uβ), then {(Uβ , fβ ◦ zβ)} is an atlas for a new surface R
µ. Now to
parameterize a neighborhood of R in T (R): choose µ1, . . . , µn giving a basis
for B(R)/N(R), then for t = (t1, . . . , tn) small µ = µ(t) =
∑n
j=1 tjµj satis-
fies ‖µ(t)‖0 < 1 and R
µ = Rµ(t) is a deformation of R; t is a holomorphic
coordinate for a neighborhood of R.
Lemma 1. [Ahl61] Notation as above. The coordinate vector field ∂/∂tj is
given at the point t by the Beltrami differential Lµ(t)µj = L
µµj ∈ B(R
µ)
where
Lµµj =
(
µj
1− |µ|2
fβ,z
fβ,z
)
◦ (fβ)
−1 on Uβ.
The result of the lemma is summarized in the following diagram of qua-
siconformal maps and Beltrami coefficients.
Rµ
fǫL
µµj
Rµ+ǫµj
R
fµ
fµ+ǫµj
Thus for µ = µ(t), Pµ the Rµ harmonic Beltrami projector and Λµ the Rµ
hyperbolic area element, the Weil-Petersson metric tensor is locally given as
gij¯(t) = 〈P
µLµµi, P
µLµµj〉
µ =
∫
Rµ
PµLµµi PµLµµj Λ
µ, [Ahl61]. (1)
3 The variation of the hyperbolic area element.
In the work of Ahlfors and Bers [AB60], the solution of the Beltrami equation
is given in terms of the special potential theory operators
Pg(z) =
1
2πi
∫
g(ζ)
( 1
ζ − z
−
1
ζ
)
dζdζ¯ and Tg(z) =
1
2πi
∫
g(ζ)− g(z)
(ζ − z)2
dζdζ¯,
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with (Pg)z¯ = g and (Pg)z = Tg. The operators are bounded in terms of L
p
norms, p > 2. We consider an alternative approach to the Beltrami equation
through the prescribed curvature equation. The bounds on solutions are
given in terms of Ck,α and L2 norms. The bounds are obtained by combining
the interior Schauder estimates, estimates for the Green’s operator (D−2)−1
and the implicit function theorem. The resulting bounds are independent
of the Riemann surface.
We take up the approach and notation of [Wlp90b, Chapter 5] and
[Wlp90a, Section 3] for the variation of the hyperbolic metric. Let R be
a compact Riemann surface possibly with punctures with local coordinate
z = x + iy, hyperbolic area element Λ = λ(z)2dxdy and µ a Beltrami dif-
ferential with ‖µ‖0 < 1. Let f
µ be the quasiconformal homeomorphism
with Beltrami differential µ, and fµ : R → Rµ. The fµ pullback of the Rµ
hyperbolic element Λµ is given simply as
(fµ)∗Λµ = e2hΛ, where D∗h − C∗ = e
2h,
where D and C are the Laplacian and curvature of the J-pushforward of Λ
on Rµ and D∗ is the pullback of D and C∗ = C ◦ f
µ, with
D∗ = 4λ
−2
(
(1 + |µ|2)A
∂2
∂z∂z¯
+ 2ℜ
(
(∂(µ)A)
∂
∂z
− A
∂
∂z
(µ
∂
∂z
)
))
,
and
C∗ = −
1
2
D∗ log(λ
2A) + 4λ−2ℜ
(
− ∂(µ)(µ¯µzA) + µ¯(µz)
2A + µzz
)
for A = (1− |µ|2)−1, ∂(µ) =
∂
∂z
− µ¯
∂
∂z¯
and ∂(µ) =
∂
∂z¯
− µ
∂
∂z
.
The operator D∗ is the pullback Laplacian on functions; C∗ is the curvature
of the pullback metric and h is the solution of the prescribed curvature −1
equation. Harmonic Beltrami differentials vanish at cusps and consequently
for µ harmonic the curvature C∗ limits to −1 at punctures. For µ also small,
the curvature C∗ is strictly negative and in this case the prescribed curvature
equation D∗h − C∗ = e
2h has a unique complete metric solution.
Lemma 2. [Wlp90a, Lemma 3.1] The solution h ∈ S2,α(0) of D∗h − C∗ =
e2h is a real analytic function of µ ∈ S2,α(−2) for µ small. Each derivative
of h with respect to µ at the origin is uniformly bounded in terms of C2,α
norms independent of the surface.
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Proof. The argument is an application of the analytic implicit function the-
orem [Ber77, Section 3.3]. Consider first the map of Banach spaces F :
S2,α(−2)×S2,α(−2)×S2,α(0)→ S0,α(0) given by F (µ, µ¯, h) = D∗h−C∗−e
2h.
The above formulas provide that the map is real analytic. To obtain a com-
plex analytic map, complexify by replacing µ¯ with an independent variable
ρ ∈ S2,α(2). Now F : S2,α(−2) × S2,α(2) × S2,α(0) → S0,α(0) given by
F (µ, ρ, h) is complex analytic.
We are interested in F in a neighborhood of the origin; at the origin
D∗ is the R-hyperbolic Laplacian on functions, the curvature is C∗ = −1
and F (0, 0, 0) = 0. The differential of F at (0, 0, 0) in the variable h is the
linear map Fh : S2,α(0) → S0,α(0), h → (D − 2)h. We now use a standard
argument to show that the map Fh is invertible.
A particular solution f of (D−2)f = (D−2)h for h ∈ S2,α(0) is given by
integrating (D−2)h against an appropriate Green’s function on the universal
cover H [Fay77, pg. 155, the first example]. The (non automorphic) Green’s
function G has a logarithmic pole and is integrable on the universal cover.
In particular f =
∫
H
G(D − 2)hΛ is a C2 solution of (D − 2)f = (D − 2)h
and |f | ≤ ‖(D − 2)h‖0
∫
H
|G|Λ. By the standard argument the function
f is invariant under the uniformization group of R. It now follows that
(f − h) is a bounded function in the kernel of (D − 2). It follows either by
the maximum principle for R with the barrier function ℑz for the puncture
H/〈z 7→ z+1〉 or by the analysis of [Wlp92, I, Lemma 4.5] that (f −h) = 0.
In particular |h| ≤ C‖(D − 2)h‖0 with a universal constant.
By the interior Schauder estimate ‖h‖2,α ≤ C(‖h‖0 + ‖(D − 2)h‖0,α)
[GT01] and combining with the above estimate yields ‖h‖2,α ≤ C‖(D −
2)h‖0,α. The operator Fh is invertible and the equation D∗h−C∗ = e
2h has
a solution for µ small.
The function h is defined by a fixed equation with uniformly bounded
quantities. The derivatives of C∗ and D∗ are uniformly C
0,α bounded as
claimed. We proceed by induction on the derivative order of h. The deriva-
tive equation is (D − 2)h(r) = τ , where τ is a combination of derivative
terms of order less than r in h and a derivative of C∗. We apply the in-
duction hypothesis to find that τ is uniformly bounded in C0,α. By the
above Green’s function argument, we obtain a C0 bound for h(r) and by the
interior Schauder estimate we obtain the desired C2,α bound on h(r).
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4 Variation of the harmonic Beltrami projector.
Our considerations also involve the potential theory for the Hilbert and
Sobolev spaces of sections. In particular for µ, ν ∈ S(r), the Hermitian
pairing ∫
R
µνΛ
provides the subspace L2(r) ⊂ S(r) of square-integrable sections with a
Hilbert space structure. The standard integration by parts formulas
〈Krµ, ν〉 = −〈µ,Lr+1ν〉 and 〈Lrµ, η〉 = −〈µ,Kr−1η〉
for smooth µ ∈ S(r), ν ∈ S(r + 1) and η ∈ S(r − 1) with µν and µη having
compact support, provide for defining the weak K∗ and L∗ derivatives. For
example, µ ∈ S(r) has weak Kr derivative ψ ∈ S(r + 1) provided for all
smooth sections φ ∈ S(r + 1) with compact support
〈µ,Lr+1φ〉 = −〈ψ, φ〉.
Given the context, we write Krµ = ψ. Higher order weak derivatives are
defined by compositions of differentiations with the total order being the
count of operators.
Definition 3. For k a positive integer, the Sobolev space Hk(r) ⊂ S(r)
consists of sections with L2 weak K∗ and L∗ derivatives up to total order k.
The L2(r) products provide a Hilbert space structure for Hk(r). For
example, µ ∈ H2(−1) has norm squared
〈µ, µ〉+ 〈K−1µ,K−1µ〉+ 〈L−1µ,L−1µ〉+
〈K0K−1µ,K0K−1µ〉+ 〈L0K−1µ,L0K−1µ〉+ 〈L−2L−1µ,L−2L−1µ〉
(noting the commutation rule L0K−1 = K−2L−1 +
1
2).
A completely general property is that smooth sections with compact
support are dense in the Sobolev spaces. Our considerations for the variation
of the harmonic Beltrami projector P will involve uniform bounds for the
Green’s operator (D−1 − 2)
−1.
Lemma 4. For r = −1, 0, 1, the operator (Dr − 2) has an inverse that is
an isomorphism from L2(r) to H2(r). The inverse is bounded independent
of the surface.
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Proof. We consider the case r = −1; the three cases are similar. The first
step is to show that the norm 〈f, f〉+〈D−1f,D−1f〉 is uniformly equivalent to
the standard norm on H2(−1). The issue is to bound the derivatives of order
at most two in terms of only the norm of the section and its Laplacian. Begin
with considering smooth sections with compact support and the formulas
〈L−1φ,L−1φ〉 = −〈K−2L−1φ, φ〉 = −〈(D−1 − 2)φ, φ〉
and
〈K−1φ,K−1φ〉 = −〈L0K−1φ, φ〉 = −〈D−1φ, φ〉.
It follows that the norms of L−1φ and K−1φ are uniformly bounded by
the norms of φ and D−1φ. Next by further integrations by parts and the
commutation rule KrLr+1 = Lr+2Kr+1 +
r+1
2 , we have the formulas
〈K0K−1φ,K0K−1φ〉 = −〈L1K0K−1φ,K−1φ〉 =
− 〈K−1L0K−1φ, φ〉 = 〈L0K−1φ,L0K−1φ〉
and
〈L−2L−1φ,L−2L−1φ〉 = −〈K−3L−2L−1φ,L−1φ〉 =
〈(L−1K−2 − 1)L−1φ,L−1φ〉 = 〈L−1φ,L−1φ〉+ 〈K−2L−1φ,K−2L−1φ〉.
It follows that the norms of K0K−1φ and L−2L−1φ are uniformly bounded
by the norms of φ and (D−1− 2)φ. We have that the norm squared 〈φ, φ〉+
〈D−1φ,D−1φ〉 is uniformly comparable to the standard norm squared on
H2(−1).
The Green’s operator for (D−1 − 2) is the unique bounded operator
G : L2(−1) → L2(−1) satisfying (D−1 − 2) ◦ G = Id on L
2(−1). Fay
gives the construction of the operator in his first example of [Fay77, pg.
155]. The restriction r = −1, 0, 1 comes from the consideration of the poles
of the resolvent. The relation (D−1 − 2) ◦ G = Id provides that G is a
bounded operator to the L2(−1) subspace with norm 〈f, f〉+〈D−1f,D−1f〉.
The norm is comparable to the Sobolev norm; G : L2(−1) → H2(−1) is a
bounded operator. It only remains to show that G is an isomorphism. It is
equivalent to show that the bounded operator (D−1−2) : H
2(−1)→ L2(−1)
is an isomorphism. For φ a smooth section with compact support, since
D−1 − 2 = 4L0K−1 − 2 then
〈(D−1−2)φ, (D−1−2)φ〉 = 4〈φ, φ〉−16ℜ〈L0K−1φ, φ〉+16〈L0K−1φ,L0K−1φ〉
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and since −〈L0K−1φ, φ〉 = 〈K−1φ,K−1φ〉 then
4〈φ, φ〉 ≤ 〈(D−1 − 2)φ, (D−1 − 2)φ〉
and consequently (D−1 − 2) is an isomorphism. The inequality and the
relation (D−1−2)◦G = Id combine to provide that (D−1−2)
−1 is uniformly
bounded from L2(−1) to H2(−1).
An application is a uniform bound for the solution of the potential equa-
tion K−2f = g.
Lemma 5. The equation K−2f = g has a unique solution f ∈ H
1(−2) with
f ⊥ BHarm(R) and norm uniformly bounded by the norm of g ∈ L
2(−1).
Proof. We apply the Green’s operator for (D−1 − 2) = 4K−2L−1 to find a
particular solution F ∈ H2(−1) such that K−2L−1F = g. The norm of F
is uniformly bounded by the norm of g. The quantity 4L−1F is the desired
solution of the equation.
The next consideration is change of variables. We follow [Wlp90a, Chap-
ter 4]. Let µ be a harmonic Beltrami differential and let Λµ be the Rµ
hyperbolic metric. Let z be a local coordinate on R, w a local coordinate
on Rµ and w = f(z) a local representation of the quasiconformal home-
omorphism with differential µ. We write η(w) ∈ S(r)µ for a (r/2,−r/2)
symmetric tensor on Rµ, and f∗r η for its pullback η(f)f
r/2
z /f
r/2
z ∈ S(r) (we
fixed a square root of the R canonical bundle; by continuity for µ small, we
have a square root for the Rµ canonical bundle and for fz). Let ∂(µ) be the
local coordinate operator ∂∂z − µ¯
∂
∂z¯ .
Lemma 6. [Wlp90a, Lemma 4.1] For η ∈ S(r)µ a tensor on Rµ, the pullback
of the operator Kµr on Rµ is given as
f∗r+1(K
µ
r η) = (1− |µ|
2)−1/2
(
(f∗Λµ)(r−1)/2)∂(µ)((f∗Λµ)−r/2f∗r η)
+
r
2
(f∗Λµ)−1/2f∗r η ∂(µ) log((fz)
2(1− |µ|2))
)
.
The pullback of the operator can be expressed in terms of the oper-
ators Kr and Lr and an order zero operator by substituting the relation
f∗Λµ = e2hΛ, to express the pullback metric in terms of the base met-
ric. The pullback is a first-order differential operator with coefficients the
pullback hyperbolic metric and its first derivative as well as the quantity
log((fz)
2(1 − |µ|2)) and its first derivative. Lemma 2 provides uniform
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C2,α bounds for the µ-derivatives of the pullback hyperbolic metric. Earle
studied the Ck+1,α variation of normalized solutions of the Beltrami equa-
tion for Ck,α, k > 0 Beltrami differentials [Ear75]. His Theorem 2 pro-
vides analytic dependence and uniform C2,α bounds for the µ-derivatives
of log((fz)
2(1 − |µ|2)). In summary, the pullback Kµr depends analytically
on µ and there are uniform bounds in terms of the C2,α norm of µ for the
µ-derivatives of the coefficients.
The principal step to analyzing Weil-Petersson variation is to character-
ize the Rµ harmonic representatives of the coordinate vector fields Lµµj; see
Lemma 1 and the description of the harmonic Beltrami projection. A first-
order variation direct calculation was provided in Theorem 2.9 of [Wlp86].
Now our approach is to give defining equations and apply the analytic im-
plicit function theorem. This is the approach of Lemma 4.3 of [Wlp90a].
We seek families {ωµj }
n
j=1, for n the Teichmu¨ller space dimension, of
Beltrami differentials H1(−2) such that
Lµωµj ∈ BHarm(R
µ),
the Lµ images are Rµ harmonic Beltrami differentials. Equivalently the Kµ−2
derivatives vanish
Kµ−2L
µωµj = 0.
Provided with the existence of the families {Lµωµj }, we apply an induc-
tion argument to show that the µ-derivatives are appropriately bounded.
We then apply the Gram-Schmidt procedure to obtain an Rµ orthonormal
frame. The harmonic Beltrami projection is given in terms of the orthonor-
mal frame. We use the C2,α and L2 potential theory bounds to appropriately
bound the µ-derivatives of the families {Lµωµj }. The bounds will carry over
to the harmonic Beltrami projection and the Weil-Petersson product.
We specialize and begin with an orthonormal basis {µj}
n
j=1 forBHarm(R).
The families {ωµj }
n
j=1 of Beltrami differentials B(R) will satisfy
〈ωµj , µk〉 = δjk (2)
and
f∗−1K
µ
−2L
µωµj = 0. (3)
Lemma 7. [Wlp90a, Lemma 4.3] There exist Beltrami differentials ωµj ∈
S2,α(−2), j = 1, . . . , n, depending analytically on µ ∈ BHarm(R)∩S2,α(−2),
such that for µ small, {ωµj }
n
j=1 satisfy equations (2) and (3). In particular
the differentials Lµωµj are harmonic on R
µ. The quantities Lµωµj varying
in H1(−2) have uniformly bounded derivatives at the origin as functions of
µ ∈ BHarm(R) ∩ S2,α(−2).
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Proof. We first consider that the map
F : (ωj , µ) −→
(
〈ωj , µk〉, f
∗
−1K
µ
−2L
µωj
)
from H1(−2)n × S2,α(−2) to C
n2 × L2(−1)n is real analytic for µ small.
The inner products are constant in µ. As discussed above, the pullback
operator f∗−1K
µ
−2 has coefficients real analytic in C
1,α for µ in S2,α(−2).
The evaluation f∗−1K
µ
−2L
µωj is the sum of ωj and its first derivatives with
coefficients varying real analytically in C1,α. The evaluation is real analytic
in L2(−1) since ωj ∈ H
1(−2). The map F = F (ωj , µ, µ¯) is complex linear
in ωj and real analytic in µ. If we replace µ¯ by the independent variable ρ,
the resulting map will be complex analytic.
To apply the analytic implicit function theorem, it remains to check the
differential of F in (ωj) at the origin µ = ρ = 0. The differential is the map
(ω) → (〈ω, µk〉,K−2ω) from H
1(−2) to Cn × L2(−1). The inner products
provide an invertible map from BHarm(R) to C
n and, by Lemma 5, K−2 is
an invertible map from H1(−2)∩BHarm(R)
⊥ to L2(−1). The differential of
F is invertible. The frame {ωµj }
n
j=1 exists by the analytic implicit function
theorem applied to the equation F (ωj , µ, µ¯) = 0, [Ber77, Section 3.3].
We now bound the µ derivatives of ωµj by induction. We write ‖ ‖C2,α ,
‖ ‖L2 and ‖ ‖Hk for the C
2,α, the square-integrable and the Sobolev k-norms
for sections S(r). For a quantity Q, depending analytically on µ, we write
Q(k) for any of its kth derivatives; our considerations apply equally for real
and complex derivatives. The induction statement is that for each non neg-
ative integer k, there is a positive constant Ck, independent of the surface,
such that ‖(ωµj )
(k)‖H1 ≤ Ck‖µ‖
k
C2,α . For k = 0, equations (2) and (3) pro-
vide that (ωµj )
(0) = µj with µj an orthonormal basis element of BHarm(R).
By an integration by parts ‖µj‖
2
H1 = 2‖µj‖
2
L2 and the first estimate is estab-
lished. We have from the equations in general that (ωµj )
(k+1) ⊥ BHarm(R)
and for the µ derivative evaluated at zero,
(f∗−1K
µ
−2L
µωµj )
(k+1) = K−2(ω
µ
j )
(k+1)+
k+1∑
p=1
(
k + 1
p
)
(f∗−1K
µ
−2L
µ)(p)(ωµj )
(k+1−p) = 0.
As already observed, (f∗−1K
µ
−2L
µ)(p) is a first-order differential operator with
coefficients uniformly bounded in C1,α by C ′‖µ‖p
C2,α
. By the induction,
the variational term (ωµj )
(k+1−p) has norm uniformly bounded in H1 as
‖(ωµj )
(k+1−p)‖H1 ≤ C
′′‖µ‖k+1−p
C2,α
. It follows that the above sum is uniformly
bounded in L2 by ‖µ‖k+1
C2,α
. By Lemma 5, we conclude that (ωµj )
(k+1) is
uniformly bounded in H1 by ‖µ‖k+1
C2,α
, as desired.
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We are ready to bound the harmonic Beltrami projections of the coor-
dinate vector fields (see Lemma 1).
Theorem 8. Let {µj}
n
j=1 be an orthonormal basis for BHarm(R). The
harmonic Beltrami projection of the coordinate vector fields Lµωµj varying
in L2(Rµ) have uniformly bounded derivatives at the origin as functions
of µ ∈ BHarm(R) ∩ S2,α(−2). In particular the pullbacks f
∗
−2L
µωµj vary
with uniformly bounded derivatives in L2(R). The Weil-Petersson coordi-
nate pairings gjk(µ) = 〈P
µLµµj , P
µLµµk〉
µ are real analytic with uniformly
bounded derivatives at the origin as functions of µ ∈ BHarm(R) ∩ S2,α(−2).
Proof. The key is the behavior of the projection Pµ. Begin with the Beltrami
differentials specified in Lemma 7 and apply the Gram-Schmidt process for
the pairing 〈 , 〉µ, to obtain an orthonormal basis. The orthonormal basis
is a linear transform of the original basis and the operator Lµ is linear;
the new basis has the form {Lµω˜µj }
n
j=1. Each new basis vector ω˜
µ
j is a
rational linear expression in the inner products 〈Lµωµp , Lµω
µ
q 〉µ and a linear
combination of the Lµωµk . The pairings have initial values δpq. Since the
Beltrami differentials {Lµω˜µj }
n
j=1 are orthonormal and R
µ harmonic, the
projection Pµ is simply given as Pµ(ν) =
∑n
j=1〈ν, L
µω˜µj 〉
µLµω˜µj and the
Weil-Petersson coordinate pairing is given as gjk(µ) = 〈P
µLµµj, P
µLµµk〉
µ.
The desired uniform bounds for the derivatives follow provided we show
that Lµωµj varying in L
2(Rµ), f∗−2L
µωµj varying in L
2(R), 〈Lµωµj , L
µωµk 〉
µ
and 〈Lµµj, L
µωµk 〉
µ each have uniformly bounded derivatives at the origin
as functions of µ ∈ BHarm(R) ∩ S2,α(−2).
We consider the bounds. The pullback maps f∗−2 provide trivializations
for the Hilbert bundle L2∩Sµ(−2). For the first two quantities it suffices to
show that f∗−2L
µωµj = (1− |µ|
2)−1ωµj varies appropriately in L
2(R)∩S(−2)
for µ small. This statement follows immediately from Lemma 7. For the
integrals use the quasiconformal map fµ to pullback integration to R. We
have the integrals
〈Lµωµj , L
µωµk 〉
µ =
∫
R
(1− |µ|2)−2ωµj ω
µ
k (f
µ)∗Λµ
and
〈Lµµj, L
µωµk 〉
µ =
∫
R
(1− |µ|2)−2µjω
µ
k (f
µ)∗Λµ.
By Lemmas 2 and 7, the integrals are real analytic and have uniformly
bounded derivatives at the origin as functions of µ ∈ BHarm(R)∩ S2,α(−2).
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We do not expect the quantities Lµωµj varying in S2,α(−2) to be uni-
formly bounded, since the recursion for the terms (Lµωµj )
(k) begins with µj
which by Lemma 11 below is not bounded in S2,α(−2) independent of the
surface.
5 Comparing norms for harmonic Beltrami differ-
entials.
We relate the C0, C2,α, L2 and Hk norms for harmonic Beltrami differen-
tials. We consider the C0 and C2,α norms below and then review our direct
comparison of the C0 and L2 norms from [Wlp12, Corollary 11]. The L2
and Sobolev k-norms are related by integration by parts.
Lemma 9. Given a non negative integer k and 0 < α < 1, there is a positive
constant Ck,α such that the norms of a harmonic Beltrami differential satisfy
‖µ‖0 ≤ ‖µ‖k,α ≤ Ck,α‖µ‖0.
Proof. The first inequality is immediate. We introduce a cover of the surface
and reduce the matter to uniform bounds for standard coordinate discs and
punctured discs. A cover of the surface is given by uniformizing punctured
discs {0 < |z| ≤ 3/4} with hyperbolic metric ρ−1|dz|2 for ρ = (|z| log |z|)2
and by uniformizing discs {|z| ≤ 3/4} with hyperbolic metric ρ−1|dz|2 for
ρ = (1− |z|)2/4. A union of radius 1/2 discs and punctured discs covers the
surface.
We first compare the norms for a disc. The C0 norm of a harmonic
Beltrami differential ϕρ on a disc bounds the holomorphic function ϕ on
the radius 3/4 circle. By the Cauchy Integral Formula the derivative of ϕ
of each order is bounded on the radius 1/2 disc by the bound for ϕ on the
circle of radius 3/4. Now the differentiation operators are Kr = ρ
r+1
2
∂
∂zρ
−r
2
and Kr = L−r. An order k derivative of ϕρ is a sum of products of the
derivatives of ϕ and ρ. Each derivative of ϕρ is uniformly bounded on the
radius 1/2 disc in terms of the bound for the radius 3/4 circle. The derivative
bounds are also used to bound the Ho¨lder α-quotient. The Ck,α norm for
the radius 1/2 disc is uniformly bounded.
We start with observations for the punctured disc. The quadratic dif-
ferential ϕ can have a simple pole at the origin and the nth derivative
of ρ has magnitude O(|z|−nρ), since the maximal term is the nth deriva-
tive of the logarithm. Since the differentiation operator Lr has homo-
geneity exponent 1/2 in the quantity ρ, we observe that L−n · · ·L−2(ϕρ)
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is a sum of monomials each with a net exponent n+12 in ρ and unit ex-
ponent in ϕ; each monomial includes n − 1 derivatives. Each derivative
increases the magnitude by multiplying by |z|−1; so the pth derivative of ϕ
has magnitude bounded by |ϕz−p| and the pth derivative of ρ has magni-
tude bounded by |ρz−p|. Combining all the considerations it follows that
L−n · · ·L−2(ϕρ) is uniformly pointwise bounded on the radius 1/2 punctured
disc by |z|| log |z||n+1max|z|=3/4 |ϕρ|, a quantity vanishing at the puncture.
We also consider Kr derivatives. The quantity ϕρ is annihilated by K−2 and
the commutation rules provide that the Kn−1 derivative of L−n · · ·L−2(ϕρ)
is a set multiple of L−n+1 · · ·L−2(ϕρ). In summary, the derivatives of ϕρ on
a punctured disc of radius 1/2 are bounded by the maximum of the quantity
of the radius 3/4 circle. Again the derivative bounds can be used to bound
the Ho¨lder α-quotient. The Ck,α norm on a punctured disc is uniformly
bounded by the maximum on the circle of radius 3/4.
A point of the Teichmu¨ller space T (R) represents a Riemann surface R
and the equivalence class of an isomorphism of the fundamental group of
a reference surface. For a free homotopy class [α] of a non trivial, non pe-
ripheral closed curve on the reference surface, the geodesic-length ℓα(R) is
the length of the unique closed geodesic on R in the corresponding free ho-
motopy class. Associated to the geodesic-length are the differential dℓα and
the root-length gradient λα = grad ℓ
1/2
α [Wlp08, Wlp12]. For a pants decom-
position, a maximal collection {αj}
3g−3+n
j=1 of simple, disjoint geodesics, the
root-length gradients {λαj = grad ℓ
1/2
αj }
3g−3+n
j=1 form a basis for BHarm(R)
[Wlp82, Theorem 3.7]. For ℓα, ℓβ small, the geodesics α, β are simple, dis-
joint and the gradients (2π)1/2λα, (2π)
1/2λβ are approximately unit length
and approximately orthogonal; in particular
〈λα, λβ〉 =
δαβ
2π
+ O(ℓαℓ
2
β) (4)
for ℓα ≤ ℓβ ≤ c, the Kronecker delta and the O constant depending on c
[Wlp08, Lemma 3.12]. For c0 sufficiently small, the set σ = {α | ℓα ≤ c0} of
short geodesics consists of simple, disjoint geodesics with {(2π)−1/2λα}α∈σ
approximately an orthonormal collection. In particular µ ∈ BHarm(R) has
a unique representation
µ =
∑
α∈σ
aαλα + µ0 with µ0 ⊥ λα, α ∈ σ
and 2πaα ≈ 〈µ, λα〉. To describe the C
0 to L2 norm comparison we introduce
an invariant.
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Definition 10. For short geodesics σ and a harmonic Beltrami differential
µ, define
Comp(µ) =
maxα∈σ |〈µ, λα〉|ℓ
−1/2
α + ‖µ0‖L2
‖µ‖L2
.
The maximal value of the invariant is systole−1/2, for systole the smallest
geodesic-length. The following norm comparison is established in [Wlp12,
Corollary 11].
Lemma 11. Setup as above. Let σ be the geodesics of length at most c0.
For c0 sufficiently small, there are positive constants c
′, c′′ such that for a
harmonic Beltrami differential
c′Comp(µ) ≤
‖µ‖0
‖µ‖L2
≤ c′′ Comp(µ).
Proof. We sketch the earlier considerations [Wlp12]. The substantial masses
of the Beltrami differentials λα and µ0 are almost disjoint. By Corollary 9
the root-length gradient has magnitude O(ℓ
3/2
α ) on the complement of the α-
collar and has maximal magnitude 2/(πℓ
1/2
α ) on α. The orthogonality µ0 ⊥
λα and expansion Proposition 7 for a collar provide that |µ0| is uniformly
bounded in terms of ‖µ0‖L2 and is small on the σ collars; trivially ‖µ0‖L2
is bounded by ‖µ0‖0. It follows for c0 sufficiently small, that the maxima
of |〈µ, λα〉λα| and |µ0| can be considered separately. The desired conclusion
follows from the description of the individual Beltrami differentials.
There is a simple application of the lemma to bounding the derivative
of the Riemann period matrix with respect to the Weil-Petersson metric.
Recall a compact Riemann surface R of genus g has a canonical homology
basis {αj , βj}
g
j=1 with intersection numbers satisfying αj · βk = δjk. The
space of holomorphic one-forms has the Hodge inner product with norm
‖ω‖2H =
i
2
∫
R
ω ∧ ω, ω ∈ Ω(R).
There is a corresponding canonical basis {ωk}
g
k=1 of Ω(R) specified by the
condition ∫
aj
ωk = δjk
and the Riemann period matrix is defined by
Πjk =
∫
bj
ωk.
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For ω ∈ Ω(R), with a-periods the column vector (aj) and b-periods the
column vector (bj), the periods are related as
(bj) =
(
Πjk
)
(ak).
Rauch established the variational formula for a Beltrami differential
dΠjk[µ] =
∫
R
ωjωkµ, [Rau59].
We immediately have the inequality
∣∣dΠjk[µ]∣∣ ≤ c ‖ωj‖H‖ωk‖HComp(µ)
for a L2 unit-norm harmonic Beltrami differential, the bound for Weil-
Petersson displacement.
6 Applications.
We now put the derivative bounds of Theorem 8 in context with the Bers
embedding and Weil-Petersson covariant derivatives. We begin by review-
ing the direct relation between harmonic Beltrami differentials, the Bers
embedding and the Weil-Petersson metric.
Start with the uniformization H/Γ of the Riemann surface R. Let B(Γ)
be the L∞ Banach space of Γ-invariant Beltrami differentials on H and
M(Γ) ⊂ B(Γ) its open unit ball. Given ν ∈ M(Γ), extend the differential
by zero on the lower half plane L. There exists a homeomorphism solution
W ν of the equationWz¯ = νWz on the complex plane C [AB60]. The mapW
ν
is holomorphic on the lower half plane; the map is unique provided it fixes 0
and 1. A most important feature is that Γν =W ν ◦Γ◦ (W ν)−1 is a Kleinian
group and the map W ν is Γ− Γν-equivariant. In particular W ν(H)/Γν is a
Riemann surface and W ν gives a homotopy class of a map R → Rν . The
map W ν as an element of an appropriate Banach space depends complex
analytically on ν ∈ M(Γ). An equivalence relation on M(Γ) is defined as:
µ ∼ ν provided W ν|R = W
µ|R. The quotient M(Γ)/ ∼ is the Teichmu¨ller
space of R.
The Schwarzian derivative of a locally injective conformal map f(z) is
the quantity {f, z} = (f ′′′/f ′) − (3/2)(f ′′/f ′)2 . The group equivariance of
the mapW ν provides that {W ν , z}|L is a Γ invariant holomorphic quadratic
differential. The quotient L/Γ is the conjugate Riemann surface R¯. The
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map M(Γ) → Q(R¯) factors through the projection to equivalence classes
and gives rise to an injection of Teichmu¨ller space, the Bers embedding,
T (R)→ Q(R¯) given by the mapping ν/ ∼ → {W ν , z},
[Ber70]. The image is a bounded domain.
The range space of the Bers embedding can be provided with the supre-
mum metric: for ϕ ∈ Q(R¯), ‖ϕ‖0 = max |ϕ|Λ
−1 for Λ the hyperbolic area
element. The classical necessary and sufficient conditions for a conformal
injection provide that the Bers embedding contains the ‖ ‖0-ball of radius
1/2 and is contained in the ‖ ‖0-ball of radius 3/2, [Leh87]. Ahlfors-Weill
described a section of the Bers embedding [AW62]. For ψ ∈ Q(R¯) with
‖ψ‖0 < 1/2, then {W
−2ψ(z¯)Λ−1 , z} = ψ - the harmonic Beltrami differential
−2ψ(z¯)Λ−1 ∈ M(Γ) maps to the quadratic differential ψ by the Bers em-
bedding. Accordingly, we can also consider the Bers embedding as mapping
to the space of harmonic Beltrami differentials with norm ‖ ‖0.
A manifold local coordinate z ∈ Cn is k-normal for a Ka¨hler metric g,
provided the power series expansion in z of g has vanishing pure-z and pure-
z¯ terms for total homogeneity terms at most k. A coordinate is ω-normal
provided it is k-normal for all positive integers k. The hyperbolic metric for
a disc is ω-normal. Given a Ka¨hler metric g, a tangent frame F at a point p,
then provided it exists, the ω-normal coordinate z with z(p) = 0 and initial
frame F is unique [Gil95].
The main theorem of [Wlp90a, Theorem 4.5] and the above Theorem 8
are combined to the following. The norm ‖ ‖0 provides a displacement scale
for derivatives.
Theorem 12. The Bers embedding provides ω-normal coordinates for the
Weil-Petersson metric. For an initial orthonormal basis of harmonic Bel-
trami differentials, the derivatives of the Weil-Petersson metric tensor at
the origin of the embedding are uniformly bounded depending only on the
differentiation order.
We follow Bochner’s approach [Boc47] and present formulas in terms of
the complexification of the tangent space. Bochner observed for a Ka¨hler
metric
ds2 = 2gαβdtαdtβ
that the standard formulas simplify (as always repeated indices are summed).
The Christoffel symbols for the covariant derivative involve only unmixed
components
Γαβγ = g
ασ ∂gσβ
∂tγ
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and the components of the curvature tensor are
Rαβγδ =
∂2gαβ
∂tγ∂tδ
− gρσ
∂gρβ
∂tδ
∂gσα
∂tγ
.
The Ka¨hler condition provides the symmetries
Rαβγδ = Rγβαδ = Rαδγβ .
We continue to assume that the initial tangent frame is orthonormal. The
formulas for a general frame are obtained by applying linear transforma-
tions. The final bounds are presented in terms of the Definition 10 norm
comparison.
Theorem 13. For each non negative integer m, and each non negative multi
index k = (k1, . . . , kn), there are positive constants Cm and Ck as follows.
Let {µα}
n
α=1 be an orthonormal basis for BHarm(R). For t = (t1, . . . , tn)
small, let µ =
∑n
α=1 tαµα and gαβ(µ) = 〈P
µLµµα, P
µLµµβ〉
µ be the Weil-
Petersson pairing for the local coordinate t. The initial derivatives of the
metric are bounded as
∣∣∣( ∂
∂t1
)k1
· · ·
( ∂
∂tn
)kn
gαβ(0)
∣∣∣ ≤ Ck Comp(µ1)k1 · · ·Comp(µn)kn for all α, β.
For elements ν1, . . . , νm ∈ BHarm(R), the covariant derivatives of curvature
are bounded as∣∣∣Dν1 · · ·DνmRαβγδ
∣∣∣ ≤ CmComp(µγ)Comp(µδ)Comp(ν1) · · ·Comp(νm).
Proof. Coordinate derivatives are homogeneous in the involved tangent vec-
tors. The coordinate derivative bounds follow from Theorem 8 by scaling
the tangent vectors to unit Weil-Petersson length. The scaling is bounded by
Lemma 11. For the second set of bounds it is enough to consider evaluation
for coordinate vector fields since the curvature and its covariant derivatives
are tensors. For a q-covariant tensor T, vector fields V1, . . . , Vq and vector
v, the covariant derivative is
DvT(V1, . . . , Vq) =
v(T(V1, . . . , Vq)) − T(DvV1, . . . , Vq) − · · · − T(V1, . . . , Vq−1,DvVq).
Each covariant derivative of curvature is a fixed polynomial in the coordi-
nate derivatives of the metric tensor. The conclusion now follows from the
coordinate derivative estimate.
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The above provides for the general boundedness of Weil-Petersson cur-
vature and its covariant derivatives parallel to the compactification divisor
of the moduli space of Riemann surfaces. Neighborhoods of the compactifi-
cation divisor are described by collections of disjoint simple geodesics having
small geodesic-lengths. Consider such a collection of geodesics σ and a neigh-
borhood where the geodesic-lengths ℓα, α ∈ σ are small. In the augmented
Teichmu¨ller space T , the locus {ℓα = 0 | α ∈ σ} defines a boundary prod-
uct of lower dimensional Teichmu¨ller spaces T (σ) [Wlp08, Section 4.1]. A
relative length basis for a point of T (σ) is a collection τ of free homotopy
classes, disjoint from the elements of σ, such that the geodesic-length func-
tions ℓβ, β ∈ τ provide local coordinates for a neighborhood of the point
on T (σ) [Wlp08, Definition 4.1]. In a neighborhood of the point in T , the
gradients {grad ℓ
1/2
α , i grad ℓ
1/2
α , grad ℓ
1/2
β }α∈σ,β∈τ provide a R-frame for the
tangent bundle. It follows from the inner product expansion (4), that for
ℓβ ≤ c, β ∈ τ , there is a constant c
′ such that Comp(grad ℓβ) ≤ c
′, β ∈ τ .
From the theorem, the Weil-Petersson metric and its derivatives are bounded
for all tangents in the span of the relative length basis gradients.
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