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Povzetek
Naslov: Evolucijska optimizacija geometrije profila letalskega krila
V diplomski nalogi je obravnavana hevristicˇna optimizacija geometrije pro-
fila krila prostoletecˇih modelov letal kategorije F1A. Preveriti zˇelimo ali je
mogocˇe s pomocˇjo hevristicˇne optimizacije generirati profil, ki bi bil boljˇsi
od tistih, ki so trenutno v uporabi. V ta namen je bila razvita programska
resˇitev, ki ima implementirane optimizacijske algoritme diferencialna evolu-
cija (DE), metoda roja delcev (PSO) ter metoda ognjemeta (FA). Profili, ki
so trenutno v uporabi, se imenujejo profili LDA (low-drag airfoil) in so bili
razviti na podlagi znanja ter izkusˇenj. Profili LDA lahko dosegajo visoko
hitrost v fazi pridobivanja viˇsine, a nekoliko slabsˇe prosto letijo v primerjavi
s predhodniki. S pomocˇjo hevristicˇnih optimizacijskih metod poskusˇamo pri-
dobiti tak profil, ki bi lahko obe nalogi opravljal dovolj dobro.
Vsi trije algoritmi so bili implementirani v programskem jeziku java, s pomocˇjo
programske knjizˇnice JMetal, ki jo je bilo potrebno ustrezno prilagoditi.
Najvecˇja sprememba je nacˇin predstavitve osebkov. V nasˇem primeru je pro-
fil letalskega krila predstavljen s parom Be´zierjevih krivulj, ena za zgornjo in
druga za spodnjo polovico krila. Tak nacˇin predstavitve nam da veliko kon-
trole in svobode za ceno morebitnih nepravilnih oblik (zaradi nakljucˇnosti).
Zato je potrebno pri generiranju profilov paziti tudi na konstrukcijske omeji-
tve (pretanki ali predebeli profili, itd.). Profile ocenjujemo s pomocˇjo Xfoil [3]
programa, ki preracˇuna karakteristike profila. Izkazalo se je, da uposˇtevanje
le enega kriterija kakovosti ni dovolj, zato bi bilo smiselno uposˇtevati sˇe druge
parametre in implementirati vecˇkriterijski razlicˇici algoritmov.
Kljucˇne besede: hevristicˇna optimizacija, diferencialna evolucija, optimi-
zacija z metodo ognjemeta, optimizacija z rojem delcev, profil letalskega
krila.
Abstract
Title: Evolutionary optimization of aerofoil profile
This thesis deals with the heuristic optimization of an F1A free flight airfoil.
The goal is to generate an airfoil that is better than the ones currently in use.
We implemented three optimization algorithms, differential evolution (DE),
Firework algorithm (FA) and Particle swarm optimization (PSO). Currently
used airfoils, called LDA (Low-drag airfoil) are able to obtain high speed in
the phase of climbing but in the free flight phase they fly poorly compared
to their predecessors. With the help of optimization methods we aim to find
an airfoil that performs both tasks well.
All heuristic algorithms were developed in java programming language us-
ing a customized JMetal library. Each airfoil is presented with two Be´zier
curves, one for the upper and one for the lower half of the foil. This kind of
presentation gives us more freedom and control, but it comes at a price - the
software may generate irregular shapes due to randomness. That is why it is
important to pay attention to structural constraints (i.e. airfoil thickness).
Airfoils are evaluated using Xfoil [3] which calculates the characteristics of
an airfoil. Our experiments show that L/D ratio is not a good indicator of
airfoil quality and one has to take into account other parameters as well. A
multi-objective criteria function would therefore be advisable.
Keywords: heuristic optimization, differential evolution, firework algorithm,
particle swarm optimization, airfoil.

Poglavje 1
Uvod
Letalsko krilo je najpomembnejˇsa nosilna povrsˇina letala. Ta ustvarja silo,
ki nasprotuje sili tezˇnosti in omogocˇa, da letalo leti. Obicˇajno je, da krilu
posvecˇamo najvecˇ pozornosti, kajti od oblike in lastnosti krila so odvisne tudi
znacˇilnosti celotnega letala. Pri oblikovanju krila se najprej osredotocˇimo na
dvodimenzionalno obliko preseka krila oz. profila, sˇele nato dodamo tretjo
dimenzijo in uposˇtevamo dejavnike vzdolzˇ krila. Preden zacˇnemo oblikovati
profil je potrebno razmisliti, v kaksˇnih razmerah bo letalo letelo in katere se-
gmente leta zˇelimo izpopolniti (npr. planiranje, vzpenjanje, najviˇsjo hitrost,
itd.), definirati moramo cilje, ki jih zˇelimo dosecˇi. Nato zacˇrtamo zacˇetno
obliko profila in jo testiramo. Profil lahko testiramo v vetrovniku ali, v nasˇem
primeru, s pomocˇjo racˇunalniˇske simulacije. V kolikor nismo zadovoljni z re-
zultati, obliko popravimo in ponovno testiramo. Postopek ponavljamo dokler
ne pridemo do oblike, ki zadosti zadanim ciljem. Tak postopek je dolgotrajen
in drag, poleg tega potrebujemo ekipo strokovnjakov s podrocˇja letalstva oz.
aerodinamike, ki imajo izkusˇnje z oblikovanjem letalskih profilov. Lahko pa
tudi iz zbirke obstojecˇih profilov izberemo takega ki najbolj ustreza nasˇim
potrebam. Ampak to je dalecˇ od optimalne resˇitve.
V raziskavi se bom posvetil krilom prostoletecˇih modelov letal kategorije F1A.
Razlog za to so dolgoletne izkusˇnje s tekmovalnim modelarstvom. Vprasˇanje,
na katerega skusˇamo odgovoriti je: ali je mogocˇe s hevristicˇnimi optimiza-
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cijskimi metodami razviti profil, ki bi bil konkurencˇen profilom razvitim na
podlagi znanja in izkusˇenj.
Za krila F1A modelov je znacˇilna nizka hitrost letenja ter zmozˇnost dosega-
nja visoke hitrosti v vzpenjanju. Idealen profil bi bil torej sposoben dobro
leteti pri nizkih hitrostih in razviti visoke hitrosti v fazi vzpenjanja, kar sta
nasprotujocˇa si cilja, zato bomo s pomocˇjo optimizacijskih metod poskusili
dobiti dobro kompromisno resˇitev. V ta namen je bila izdelana programska
resˇitev, ki vsebuje hevristicˇno optimizacijo.
Hevristicˇna optimizacija je metoda resˇevanja tezˇkih optimizacijskih proble-
mov. Vsi trije obravnavani algoritmi upravljajo s populacijo mozˇnih resˇitev,
ki so na zacˇetku enakomerno razprsˇeni po preiskovalnem prostoru. Tekom
optimizacije se resˇitve skoncentrirajo okoli vrhov kriterijske funkcije. Hevri-
sticˇni optimizacijski algoritmi ne zagotavljajo, da bo najdena resˇitev opti-
malna. Iskanje usmerjamo s pomocˇjo operatorjev kot so krizˇanje, mutacija
in selekcija. Pogosta tezˇava pri optimiranju so lokalni optimumi, ki otezˇujejo
iskanje optimalne resˇitve. Tej tezˇavi se izognemo z dobro nastavljenimi pa-
rametri optimizacijskega algoritma. Primerne nastavitve dolocˇimo s siste-
maticˇnim poskusˇanjem. Oba algoritma sta stohasticˇna, kar pomeni, da je
populacija na zacˇetku nakljucˇno generirana in z vsakim zagonom dobimo
drugacˇne resˇitve. Zato je potrebno vecˇkrat zagnati algoritem z istimi para-
metri, da lahko dolocˇimo povprecˇno uspesˇnost.
Izbira predstavitve osebkov in podatkovnih struktur je pri nasˇi optimizaciji
kljucˇnega pomena. Od tega je odvisna racˇunska zahtevnost algoritma. V
nasˇem primeru moramo geometrijo profila matematicˇno opisati oz. para-
metrizirati. Profil predstavimo s parom Be´zierjevih krivulj, eno za zgornjo
in drugo za spodnjo polovico profila. Be´zierjevo krivuljo dolocˇa mnozˇica
kontrolnih tocˇk, ki so osebki optimizacijskega algoritma. Kontrolne tocˇke so
shranjene v enodimenzionalnem polju tako, da je na i-tem mestu shranjena x
koordinata in na i+1 mestu y koordinata. Tak nacˇin predstavitve nam da vecˇ
kontrole in svobode kot metoda PARSEC [9] za ceno morebitnih nepravilnih
oblik (zaradi nakljucˇnosti), zato je potrebno pri generiranju profilov paziti
3tudi na konstrukcijske omejitve (pretanki ali predebeli profili, itd.). Profile
ocenjujemo s pomocˇjo Xfoil programa, ki preracˇuna karakteristike profila.
Pomemben dejavnik pri optimizaciji je izbira kriterijske funkcije. Ta oce-
njuje kakovost resˇitve. V primeru optimizacije geometrije profila je kriterijska
funkcija razmerje L/D (ang.: lift-to-drag ratio) oz. razmerje med vzgonom
in uporom. Ta nam pove, kaksˇne so zmogljivosti profila. Razmerje L/D se
izracˇuna med koeficientom vzgona in koeficientom upora, ki ju dolocˇi pro-
gram Xfoil.
V 2. poglavju je podrobneje opisana kategorija prostoletecˇih modelov le-
tal F1A. Preden pricˇnemo z optimizacijo profilov moramo spoznati osnovne
principe letenja, zato v 3. poglavju predstavimo aerodinamiko. V 4. po-
glavju je opisano podrocˇje optimizacije. V 5. poglavju predstavimo zasnovo
nasˇe programske resˇitve. V 6. poglavju pa analiziramo uporabljene algo-
ritme in nekatere profile. V zadnjem poglavju povzamemo narejeno delo in
predstavimo ideje za izboljˇsave.
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Poglavje 2
Prostoletecˇi modeli letal F1A
V kategorijo prostoletecˇih jadralnih modelov letal spadajo modeli, ki ne po-
trebujejo zunanjega upravljanja v fazi prostega letenja (npr. radijsko vode-
nje) in nimajo nikakrsˇnega pogona. Edina oblika kontrole v fazi pred prostim
letenjem je s pomocˇjo 50 metrov dolge vlecˇne vrvice. Modeli, ki nimajo po-
gona, izkoriˇscˇajo dviganje toplega zraka t.i. termiko. Za letenje F1A modelov
sta potrebna dva, pomocˇnik in tekmovalec. Pomocˇnik na zacˇetku pridrzˇi mo-
del nad glavo, tekmovalec pa stoji 50 metrov stran z vrvico v roki, ki je zapeta
za vlecˇno kljuko na modelu. S kratkim zaletom tekmovalec model spravi v
zrak in ga s pomocˇjo vrvice upravlja. To fazo imenujemo krozˇenje, v njej
tekmovalec iˇscˇe podrocˇje, kjer je najvecˇja termicˇna aktivnost. Termicˇne ste-
bre zaznava z opazovanjem obnasˇanja modela. Potem ko tekmovalec najde
primeren kraj, nastopi faza odklopa. V tej fazi tekmovalec spusti model ne-
koliko nizˇje in s sˇprintom pospesˇi model, ki lahko dosezˇe hitrost 35 m/s. Ko
je model skoraj nad glavo tekmovalec s hitrim zamahom roke navzdol od-
pne vlecˇno kljuko in model se s pomocˇjo mikrokrmilnika postavi vertikalno.
Z visoko hitrostjo se model pricˇne vertikalno vzpenjati. Na ta nacˇin lahko
pridobimo do 50 metrov dodatne viˇsine. Potem mikrokrmilnik, s primernim
pomikom stabilizacijskih povrsˇin, poskrbi, da model iz vertikalnega preide
ponovno v horizontalni polozˇaj. Od tu dalje prosto leti brez kontrole in je
prepusˇcˇen zracˇnim tokovom. Za doseganje tako visokih hitrosti mora biti
5
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Slika 2.1: Model kategorije F1A z zapeto vlecˇno vrvico v fazi krozˇenja (Foto:
R. Koglot).
celoten model dovolj trden in imeti primerno obliko profila. Zato so sodobna
krila in trupi zgrajeni iz karbonskih vlaken. Po dolocˇenem cˇasu nastopi sˇe
faza determalizacije. V tej fazi prisilimo model v pristanek. Z dvigom repa
model izgubi hitrost in pricˇne kontrolirano (v spirali) padati proti tlom. V
kolikor model med letenjem ne uide iz termicˇnega stebra, lahko v treh mi-
nutah dosezˇe viˇsino tudi do 200 metrov in lahko pristane vecˇ kilometrov od
mesta odklopa. Zato so modeli opremljeni z radijskimi oddajniki in GPS
napravami. V trupu modela se nahaja mikrokrmilniˇsko vezje oz. timer,
servomotorji in vlecˇna kljuka, na katero zapnemo vlecˇno vrvico. Timer pre-
mika stabilizacijske povrsˇine ob vnaprej dolocˇenih cˇasovnih intervalih ali ob
aktivaciji mikrostikal (preko vlecˇne kljuke). V rednem delu tekmovanja se
opravi sedem turnusov oz. letov. Cilj tekmovalca v posameznem turnusu je
odleteti maksimalni cˇas, ki je obicˇajno 3 minute, a se lahko spreminja glede
na razmere na tekmovaliˇscˇu. Cˇe ima po sedmih turnusih vecˇ tekmovalcev
enak rezultat, se izvede t.i. fly-off, ko se povecˇa maksimalni cˇas. Fly-off se
obicˇajno izvede nekoliko pozneje v popoldnevu in tako postane tezˇje dosecˇi
maksimalen cˇas, saj je takrat manj termicˇne aktivnosti [7].
Razpetina kril varira med 2.20 m in 2.50 m. Za njih je znacˇilna izredna sta-
7bilnost v prostem letu pri nizkih hitrostih in zmozˇnost doseganja visokih
hitrosti.
Omejitve po FAI pravilniku [6]:
• najvecˇja dovoljena povrsˇina nosilnih povrsˇin: 34 dm2,
• dolzˇina vlecˇne vrvice: 50 m (obtezˇena na 5 kg),
• najmanjˇsa dovoljena tezˇa: 410 g,
• nosilne povrsˇine se ne smejo premikati (vrteti ali mahati),
• lahko se spreminja samo ukrivljenost profila in vpadni kot krila.
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Poglavje 3
Aerodinamika
Da bi lahko optimizirali geometrijo profilov, moramo najprej razumeti, zakaj
sploh letala letijo.V tem poglavju se bomo posvetili osnovam aerodinamike.
3.1 Sestavni deli letala
Ena izmed nosilnih povrsˇin na letalu so krila. Krila omogocˇajo letalu, da leti,
saj proizvajajo silo, ki nasprotuje gravitacijski sili, t.i. silo vzgona (usmerjena
je pravokotno navzgor na smer letenja). Ta nastaja ob premikanju letala skozi
zrak. Hkrati nastaja tudi sila upora, ki je usmerjena nasprotno smeri letenja.
Da bi letalo uspesˇno letelo, se mora letalo premikati z dovolj veliko hitrostjo,
da bo sila vzgona vecˇja od gravitacijske sile (pri cˇim manjˇsi sili upora). Po-
leg krila letalo uporablja t.i. stabilizacijske povrsˇine. Te opravljajo nalogo
stabilizacije in krmiljenja. Krilo se obicˇajno nahaja na prednjem delu letala
oz. pred tezˇiˇscˇem. To pomeni, da ima zaradi vzgona skoncentriranega na
prednjem delu letala (t.i. nos), letalo tezˇnjo dvigovanja prednjega dela le-
tala. Da bi letalo doseglo stabilnost po precˇni osi (vodoravni let) mora sila
vzgona viˇsinskega krmila (rep) postavljenega na zadnjem koncu letala, delo-
vati navzdol (v nasprotni smeri kot krilo). Poleg repa imamo tudi smerni oz.
vertikalni stabilizator, ki obracˇa letalo po vertikalni osi. Letalo ima mozˇnost
tudi nagibanja oz. prevracˇanja po vzdolzˇni osi s pomocˇjo zakrilc. Slednje se
9
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nahajajo pri zadnjem robu krila.
3.2 Vzgon
Vzgon je sila, ki nastane, ko kapljevina (v nasˇem primeru zrak) tecˇe mimo
telesa. Sila je pravokotna na tok. Vzgon na krilu nastane zaradi razlike v
tlaku na zgornji in spodnji strani krila. Na zgornji strani krila je manjˇsi
tlak (celo podtlak) kot na spodnji strani, kar pomeni, da je rezultanta sil
usmerjena navzgor. Kolicˇina vzgona je odvisna od:
• oblike profila,
• hitrosti in gostote kapljevine (v nasˇem primeru zraka),
• dolzˇine profila ali povrsˇine krila,
• vpadnega kota profila na tok zraka.
Teorij, ki razlagajo, zakaj pride do razlike v tlaku med zgornjo in spodnjo
ploskvijo, je vecˇ. Bralec jih najde v [15].
3.3 Laminarni in turbulentni tok
Ugotovili smo, kako nastane sila, ki drzˇi letalo v zraku, nismo pa sˇe spoznali
kaj se dogaja s tokom ob stiku s povrsˇino profila. Preden tok dosezˇe profil je
laminaren (cˇe ne uposˇtevamo turbulence v ozracˇju). To pomeni, da tok tecˇe
enakomerno v ”plasteh”, brez motenj. Ko se tok priblizˇa povrsˇini profila, del
toka, ki je najbljizˇji povrsˇini, upocˇasni zaradi trenja. Blizˇje kot smo povrsˇini
profila, manjˇsa je hitrost toka. Izkazˇe se, da je hitrost toka na povrsˇini profila
enaka nicˇ, kar je posledica viskoznosti kapljevine. To obmocˇje imenujemo
mejna plast in deluje kot zracˇni upor, saj (aerodinamicˇno gledano) povecˇa
efektivno debelino profila.
• Laminarni tok: Laminarna mejna plast proizvaja najmanj upora, zato
si zˇelimo, da bi tak tok obstajal po celotni dolzˇini profila. Za laminarno
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mejno plast je znacˇilno, da hitrost plasti enakomerno pada, bolj kot se
priblizˇujemo povrsˇini profila. Hkrati velja opomniti, da laminarni tok
zaradi majhne energije ni stabilen in slej ko prej postane turbulenten.
• Turbulentni tok: Ta nastane, ko se mejna plast locˇi od povrsˇine in
nastanejo vrtinci. Do locˇitve pride, ko se plast toka, ki je najblizˇja
povrsˇini profila, zacˇne pomikati v nasprotno smer. To se zgodi, ko tok
pride iz obmocˇja nizkega v obmocˇje visokega staticˇnega tlaka, kar pov-
zrocˇi zmanjˇsanje hitrosti toka. Na profilu se to zgodi na neki razdalji
za najviˇsjo tocˇko ukrivljenosti. Slika 3.1 prikazuje sˇtiri profile hitro-
sti pri tranziciji iz laminarnega v turbulentni tok. Pusˇcˇice prikazujejo
smer premikanja zraka, njihova dolzˇina pa hitrost. Iz profilov hitrosti
je razvidno, da hitrost pada blizˇje kot smo povrsˇini krila. Pri zadnjem
profilu hitrosti se smer premikanja zraka obrne, kar povzrocˇi odcepi-
tev od povrsˇine, povecˇanje debeline mejne plasti in kasneje prehod v
turbulentni tok.
Sedaj lahko definiramo, kaksˇen je idealen profil:
• ima dovolj velik koeficient vzgona,
• ima cˇim nizˇji koeficient upora,
• ima cˇim manjˇso mejno plast,
• ima mejno plast, ki poteka od zacˇetka do konca krila.
Slika 3.1: Profili hitrosti mejne plasti [19].
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Hevristicˇna optimizacija
Optimizacija je postopek, ki skusˇa najti maksimalno ali minimalno vrednost
neke kriterijske funkcije (znotraj danega obmocˇja). Hevristicˇno optimizacijo
obicˇajno uporabljamo v primeru, ko imamo problem, ki ga je prakticˇno ne-
mogocˇe tocˇno resˇiti v doglednem cˇasu in se moramo zadovoljiti s priblizˇkom
prave resˇitve. Optimizacijo definirajmo za primer minimizacije:
Minimiziraj: f0(x)
ob uposˇtevanju: gi(x) i = 1, ...n
− x ∈Rn(vektor) vrednosti spremenljivk
− f0(x) kriterijska funkcija, ki jo minimiziramo
− g1(x), ..., gn(x) omejitve
Spremenljivka x lahko predstavlja npr. stanje vrednostnih papirjev, opra-
vilo znotraj urnika, premik kontrolne povrsˇine pri letalu, nacˇrt oz. obliko
(naprave, vezja, ...). Kriterijska funkcija je lahko npr. dobicˇek, oddaljenost
od zˇeljene vrednosti, poraba goriva, kombinacija cene, tezˇe, mocˇi itd.
Definicijsko obmocˇje kriterijske funkcije je obicˇajno dodatno omejeno z mnozˇi-
co omejitev. Veljavno obmocˇje imenujemo preiskovalni prostor. V preiskoval-
nem prostoru se nahaja mnozˇica dopustnih resˇitev, ki izpolnjujejo omejitve.
Tipicˇno je ta prostor prevelik, da bi ga lahko izcˇrpno preiskali. Optimalna
13
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Slika 4.1: Preiskovalni prostor z globalnim in lokalnimi ekstremi [10].
resˇitev je tista dopustna resˇitev, ki minimizira oz. maksimizira dano krite-
rijsko funkcijo. Pri postopku optimizacije skusˇamo najti globalni ekstrem
funkcije. Pri tem nas lahko ovirajo sˇtevilni lokalni ekstremi, ki postopek
optimizacije zapeljejo v napacˇno smer (slika 4.1). Iz tega sledi, da hevri-
sticˇni optimizacijski algoritmi ne zagotavljajo optimalnih resˇitev. Kriterijska
funkcija je lahko tudi sestavljena iz vecˇ komponent.
min F (x) = min(f1(x), f2(x), ..., fn(x))
Tako optimiranje imenujemo vecˇkriterijska optimizacija. Pogosto pri vecˇkrite-
rijski optimizaciji nastopajo nasprotujocˇi si cilji. To pomeni, da ne moremo
izboljˇsati posamezne komponente, ne da bi poslabsˇali vsaj eno od ostalih
komponent. V takem primeru moramo najti kompromis. Vecˇkriterijska op-
timizacija vrne nabor t.i. pareto-optimalnih resˇitev. Resˇitev je pareto op-
timalna, cˇe pareto napredek ni mogocˇ. Pareto napredek je definiran kot
sprememba, ki izboljˇsa vsaj eno resˇitev, ne da bi poslabsˇala ostale. Koncˇno
resˇitev izbere strokovnjak iz domene glede na nek dodatni kriterij (izkusˇnje,
preference, itd.).
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4.1 Diferencialna evolucija
Diferencialna evolucija je stohasticˇni preiskovalni algoritem, ki je bil razvit za
preiskovanje v zveznem prostoru. Razvila sta ga Rainer Storn in Ken Price
leta 1995 [13]. Algoritem DE odlikujejo enostavnost implementacije, odlicˇne
performance v primerjavi z ostalimi sorodnimi metodami, majhno sˇtevilo
kontrolnih parametrov ter nizka prostorska kompleksnost, kar omogocˇa delo-
vanje tudi pri visoko dimenzionalnih problemih.
Pri algoritmu DE na kromosome gledamo kot na D-dimenzionalne vektorje
realnih sˇtevil, kjer ima vrednost vsakega gena dolocˇeno spodnjo in zgornjo
mejo. Za razliko od ostalih evolucijskih metod algoritem DE uporablja mu-
tacijo kot glavno orodje za generiranje potomcev. Ta deluje na principu
utezˇene razlike osebkov. Krizˇanje opravlja delo obicˇajne mutacije, ki spre-
minja posamezne nakljucˇno dolocˇene gene.
Inicializacija
Najprej moramo generirati nakljucˇno zacˇetno populacijo. Zacˇetna popula-
cija bo vsebovala NP D-dimenzionalnih kromosomov. Sˇtevilo generacije
oznacˇimo z G = 0, 1, ..., Gmax. Notacija i-tega vektorja [4]
−→
X i,G = [x1,i,G, x2,i,G, x3,i,G, ..., xD,i,G]
Vrednost vsakega gena je omejena. Obicˇajno so te vrednosti povezane z
vrednostmi, ki so naravno omejene (npr. dolzˇina in tezˇa ne morata biti
negativni). Spodnjo mejo genov lahko zapiˇsemo kot:
−→
Xmin = {x1,min, x2,min, x3,min, . . . , xD,min}.
Podobno lahko zapiˇsemo sˇe zgornjo mejo:
−→
Xmax = {x1,max, x2,max, x3,max, . . . , xD,max}.
Definiramo postopek generiranja nakljucˇne populacije (sˇtevilo generacije je
0) [4].
xj,i,0 = xj,min + randi,j[0, 1] ∗ (xj,max − xj,min),
16 POGLAVJE 4. HEVRISTICˇNA OPTIMIZACIJA
Slika 4.2: Graficˇni prikaz mutacije.
kjer randi,j[0, 1] vrne nakljucˇno sˇtevilo med 0 in 1 iz enakomerne porazdelitve.
Mutacija
Operator mutacije generira preizkusni vektor ui za vsak vektor v popula-
ciji tako, da mutira ciljni vektor xi1 z utezˇeno razliko. Preizkusni vektor bo
kasneje uporabljen pri postopku krizˇanja. Za vsak ciljni vektor xi1 , iz popu-
lacije nakljucˇno izberemo dva vektorja xi2 in xi3 . Preizkusni vektor dobimo
po formuli [4]
ui = xi1 + F ∗ (xi2 − xi3)
kjer i 6= i1 6= i2 6= i3 in F ∈ [0,∞] je utezˇ, ki uravnava razliko med vektorjema
xi2 in xi3 . Slika 4.2 prikazuje postopek mutacije ciljnega vektorja.
Krizˇanje
Operator krizˇanja vrsˇi diskretno rekombinacijo med preizkusnim vektorjem
ui in starsˇem xi. Potomca oznacˇimo z x
′
i. Krizˇanje je definirano s pravi-
lom [4]:
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x′ij =
uij cˇe j ∈ J ,xij sicer
kjer se xij nanasˇa na j-ti element vektorja xi in je J mnozˇica mest (kazalcev),
kjer bomo vrsˇili krizˇanje. Potomca uvrstimo v novo populacijo, cˇe je boljˇsi
od starsˇa, v nasprotnem primeru ohranimo starsˇa.
4.2 Inteligenca roja
Inteligenca roja (ang.: swarm inteligence - SI) se zgleduje po naravi, kjer se
dolocˇene zˇivali zdruzˇijo v jate oz. roje. Posamezna ptica bo prej priˇsla do
hrane, cˇe sodeluje v skupnem iskanju z drugimi pticami, kjer vsaka sporocˇa
okoliˇskim pticam svoje najdbe. Kljub temu, da so posamezniki znotraj roja
preprosti, je socialna interakcija lahko kompleksna. Bistvo podobnih algorit-
mov SI je modeliranje enostavnega obnasˇanja osebkov ter njihove interakcije
z okoljem in sosednjimi osebki. Tako dobimo kompleksne vedenjske vzorce,
s katerimi lahko resˇimo razlicˇne probleme [4]. Za razliko od evolucijskih
algoritmov, kjer se informacije iz generacije v generacijo prenasˇajo preko
genetskega zapisa, se tukaj informacije prenasˇajo s pomocˇjo komunikacije.
Osebki komunicirajo med seboj, da bi dosegli skupni cilj.
4.2.1 Metoda roja delcev
Metoda roja delcev (ang.: Particle swarm optimization - PSO) je tipicˇni
predstavnik inteligence roja. Algoritem PSO vzdrzˇuje populacijo delcev, kjer
vsak delec predstavlja mozˇno resˇitev. Delec je vektor v vecˇdimenzionalnem
prostoru in ta se premika s pomocˇjo vektorja hitrosti, ki se spreminja v vsaki
iteraciji. Spodnji izraz definira polozˇaj i-tega delca v naslednjem cˇasovnem
kraku [4]:
xi(t+ 1) = xi(t) + vi(t+ 1),
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kjer je xi(t) trenutni polozˇaj i-tega delca in je vi(t+ 1) hitrost istega delca v
naslednjem cˇasovnem koraku. Potek optimizacije nadzoruje smer in velikost
hitrosti delcev. Hitrost je sestavljena iz dveh komponent. Prva, kognitivna
komponenta, predstavlja izkusˇnje posameznega delca, ki kazˇe na najboljˇse
obiskano mesto do tega trenutka. Druga komponenta je t.i. socialna kompo-
nenta, ki kazˇe na najboljˇse najdeno mesto delcev v okolici. Da ne bi priˇslo
do prevelike spremembe smeri, vsak delec tezˇi k prej obiskani lokaciji. To si
lahko predstavljamo kot vztrajnost delca.
Glede na to, kako se posamezen delec povezuje z okoliˇskimi delci, razlikujemo
dve razlicˇici PSO algoritma.
Globalni PSO
Pri globalni razlicˇici algoritma vsi delci komunicirajo med seboj. Informacija,
ki jo posamezen delec dobi od celotnega roja, je globalno najboljˇsa lokacija
do sedaj. Obicˇajno se okolico za vsak delec dolocˇi glede na vrstni red v
podatkovni strukturi, saj je veliko hitreje kot dolocˇitev grucˇe glede na lokacijo
v preiskovalnem prostoru. Za dolocˇitev okolice oz. grucˇ glede na lokacijo je
potrebno izracˇunati medsebojno Evklidsko razdaljo med vsemi pari delcev.
Hitrost za i-ti delec dobimo s spodnjim izrazom.
vij(t+ 1) = vij(t) + c1r1j(t)[yij(t)− xij(t)] + c2r2j(t)[yˆj(t)− xij(t)]
vij(t + 1) je j-ta vrednost i-tega vektorja hitrosti v naslednjem cˇasovnem
koraku. Izraz je razdeljen na tri cˇlene. Prvi cˇlen vij(t) predstavlja trenu-
tno vrednost hitrosti, drugi kognitivno in tretji socialno komponento. Pri
kognitivni komponenti yij(t) je najboljˇsa lokacija i-tega delca do sedaj, pri
socialni yˆj(t) pa globano najboljˇsa lokacija celotnega roja najdena do sedaj.
Konstanti c1 in c2 dolocˇata vpliv posamezne komponente, r1j(t) in r2j(t) pa
sta nakljucˇni vrednosti med 0 in 1, ki dodajata nakljucˇni sˇum in se spremi-
njata z vsako iteracijo.
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Lokalni PSO
Pri lokalni razlicˇici PSO algoritma se delec povezuje z nekaj sosednjimi delci
tako, da tvori socialno mrezˇo v obliki sklenjenega kroga. V grucˇah si delci
delijo znanje o blizˇnji okolici preiskovalnega prostora. Grucˇe se lahko med
seboj prekrivajo, kar omogocˇa prenos informacije med grucˇami in posledicˇno
konvergenco delcev v eno tocˇko. Enacˇba za izracˇun hitrosti delca ostane
enaka, le yˆj(t) sedaj predstavlja najboljˇso najdeno lokacijo do sedaj s strani
sosednjih delcev, ki so del okolice.
4.3 Metoda ognjemeta
Metoda ognjemeta (ang.: Fireworks algorithm - FA) simulira obnasˇanje isker
pri eksploziji ognjemeta. Pri algoritmu FA se na zacˇetku nakljucˇno dolocˇi
zacˇetne lokacije ognjemetov. Nato te tocˇke eksplodiramo in iskre zapolnijo
preiskovalni prostor okoli ognjemeta. Sˇtevilo isker in amplituda eksplozije se
dolocˇa glede na strategijo. Eksplozija je glavno orodje preiskovanja, zato je
pomembno, da je dobro nacˇrtovana. Po evalvaciji isker in ognjemetov sledi
selekcija. V novo generacijo najprej posˇljemo najboljˇsi osebek iz trenutne
populacije (elitizem). Preostale osebke izberemo glede na njihovo medse-
bojno oddaljenost. Postopek eksplodiranja ognjemetov ponavljamo dokler
ne najdemo optimalne resˇiteve.
Eksplozija ognjemetov
Eksplozija ognjemetov je glavni mehanizem preiskovanja in generiranja novih
osebkov. Najprej je potrebno dolocˇiti dva parametra. Prvi je sˇtevilo isker,
ki jih eksplozija generira [16].
Si = S ∗ Ymax − f(xi) + N∑
i=1
(Ymax − f(xi)) + 
.
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Si predstavlja sˇtevilo isker za i-ti ognjemet (1 ≤ i ≤ N ). Konstanta S
uravnava koncˇno sˇtevilo isker. Cˇe je nasˇ cilj najti minimum funkcije, Ymax
predstavlja najslabsˇo vrednost kriterijske funkcije, Ymin pa najboljˇso; f(xi)
predstavlja vrednost kriterijske funkcije osebka xi. Vrednost  preprecˇuje, da
bi imenovalec postal nicˇ, obicˇajno ga nastavimo na majhno vrednost. Nato
je potrebno dolocˇiti amplitudo isker. To dolocˇimo z izrazom [16]:
Ai = A ∗ f(xi)− Ymin + N∑
i=1
(f(xi)− Ymin) + 
Ai predstavlja amplitudo i-te eksplozije, konstanta A pa uravnava koncˇno
amplitudo. V primeru minimizacije Ymin predstavlja najboljˇso vrednost kri-
terijske funkcije in, tako kot v prejˇsjni formuli,  preprecˇuje, da imenovalec
postane 0. Po eksploziji ognjemeta se lahko zgodi, da nekatere iskre uidejo
iz preiskovalnega prostora. V takem primeru opravimo preslikavo, ki iskre
preslika nazaj v preiskovalni prostor. To storimo z izrazom [16]:
xi = xmin + |xi| mod (xmax − xmin),
kjer xi predstavlja i-to iskro, xmax in xmin pa predstavljata zgornjo in spodnjo
mejo preiskovalnega prostora.
Mutacija
Pogleg eksplozije uporabimo tudi poseben operator, ki doda nekaj nakljucˇnega
sˇuma, da ohranimo diverziteto. Sˇum dodamo tako, da nekatere iskre na-
kljucˇno zamaknemo. Nakljucˇna sˇtevila generiramo po Gaussovi porazdelitvi.
Obstojecˇe iskre zamaknemo po formuli [16]:
xjk = x
j
k ∗ g,
kjer xjk predstavlja j-to koordinato k-te iskre. Parameter g je nakljucˇna spre-
menljivka iz Gaussove porazdelitve s povprecˇjem in standardnim odklonom
1.
g = N(1,1)
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4.3.1 Selekcija
Algoritem FA uporablja koncept elitizma. To pomeni, da najboljˇsi osebek
v trenutni populaciji prezˇivi v naslednjo generacijo. Ostalih N − 1 osebkov
izbiramo na podlagi medsebojne razdalje. Splosˇna oblika formule za razdaljo
je definirana kot [16]:
R(xi) =
∑
j∈K
d(xi, xj),
kjer sta xi in xj razlicˇna osebka (i 6= j), K je mnozˇica vseh osebkov in
d(xi, xj) predstavlja razdaljo. V posˇtev pridejo sˇtevilne mere razdalje. Na
primer: evklidska, manhattanska in kosinusna razdalja. Katero izberemo,
je odvisno od narave problema. Algoritem FA obicˇajno uporablja evklidsko
razdaljo za d-dimenzionalne osebke.
d(xi, xj) = |f(xi)− f(xj)| =
√
(xi1 − xj1)2 + (xi2 + xj2)2 + . . .+ (xid + xjd)2
Vsak osebek opremimo sˇe z verjetnostjo izbire. Osebki, ki so bolj oddaljeni,
imajo vecˇjo verjetnost izbire. Na ta nacˇin preprecˇimo prezgodnjo konver-
genco, saj se izogibamo osebkov iz gostih grucˇ. Za izracˇun verjetnosti upo-
rabimo izbiranje z ruletnim kolesom [16].
p(xi) =
R(xi)∑
j∈K R(xi)
,
kjer je
R(xi) =
∑
j∈K
d(xi, xj) =
∑
j∈K
|xi − xj|
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Poglavje 5
Zasnova programske resˇitve
Nasˇa programska resˇitev za optimizacijo profilov letalskih kril je napisana v
programskem jeziku Java. Airfoil Optimizer uporablja algortime diferenci-
alne evolucije [13], metodo roja delcev [4] ter metoda ognjemeta [16]. Med
razvojem je bila uporabljena objektno orientirana javanska knjizˇnica JMe-
tal [11], ki ponuja vrsto implementacij enokriterijskih in vecˇkriterijskih op-
timizacijskih algoritmov, ustreznih operatorjev in podpornih razredov. Al-
goritma DE in PSO iz knjizˇnice je bilo potrebno prilagoditi za potrebe op-
timizacije profilov. Algoritem FA ni del JMetal knjizˇnice, zato je ta bil
implementiran samostojno. Programska resˇitev je bila napisana po arhitek-
turnem vzorcu MVC (Model-View-Controller), ki locˇi uporabniˇski vmesnik
(prezentacijo) od procesiranja oz. logike. Poleg tega je bil uporabljen tudi
vzorec opazovalca (Observer design pattern). Pri MVC se model spreminja
ob uporabnikovi interakciji z uporabniˇskim vmesnikom. V nasˇem primeru
se model spreminja tudi med izvajanjem optimizacijskih algoritmov (brez
uporabnikove interakcije). Pri vzorcu opazovalca model dobi seznam razre-
dov, ki predstavljajo dele uporabniˇskega vmesnika in, ob spremembi modela`,
klicˇejo funkcijo, ki skrbi za ponoven izris uporabniˇskega vmesnika. Program-
sko resˇitev je mocˇ zaganjati iz ukazne vrstice brez prikazovanja uporabniˇskega
vmesnika. S pomocˇjo argumentov iz ukazne vrstice lahko to funkcionalnost
izkoristimo za avtomatizirano zaganjanje oz. testiranje programske resˇitve.
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Na sliki 5.1 je prikazan uporabniˇski vmesnik programa Airfoil optimizer.
Slika 5.1: Uporabniˇski vmesnik.
Preden zazˇenemo optimizacijski algoritem je potrebno nastaviti parametre
algoritma kot so: velikost populacije, verjetnost krizˇanja ter mutacije. Pri-
merne vrednosti parametrov je potrebno dolocˇiti s predhodnim testiranjem.
V prvem koraku programska resˇitev generira populacijo resˇitev z nakljucˇnimi
vrednostmi spremenljivk. Resˇitev je del zacˇetne populacije, v kolikor ima vre-
dnost ocenitvene funkcije oz. razmerje L/D vsaj 40. S pomocˇjo spodnje meje
odstranimo dele preiskovalnega prostora, ki niso obetavni. Sedaj nastopi
glavni del algoritma. Algoritem DE omogocˇa vecˇ nacˇinov izvajanja selekcije,
krizˇanja in mutacije. Uporabljen je bil nacˇin DE/rand/1/bin, saj velja za
najuspesˇnejˇsega. Rand pomeni, da so kandidati za krizˇanje izbrani nakljucˇno,
sˇtevilo 1 pomeni, da krizˇanje generira samo enega potomca in bin predsta-
vlja nacˇin mutacije. Starsˇa mutiramo tako, da na nakljucˇno dolocˇenih mestih
zamenjamo vrednost spremenljivke z vrednostjo spremenljivke potomca. Za
algoritem PSO smo uporabili globalno razlicˇico algoritma, algoritem FA pa
uporablja princip elitizma, kjer je najboljˇsi osebek vedno del nove populacije.
Nato sledi evalvacija vseh potomcev s pomocˇjo XFoil programa. Trenutno
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najboljˇso resˇitev tudi prikazˇemo. Na koncu sledi sˇe sestava nove populacije.
V populacijo nove generacije gredo vsi tisti potomci, ki so boljˇsi od svojih
starsˇev. V kolikor je potomec slabsˇi od starsˇa slednji prezˇivi. To omogocˇa,
da povprecˇna vrednost ocenitvene funkcije raste oz. ostane enaka. Postopek
ponavljamo dokler se povprecˇna vrednost ocenitvene funkcije ne spreminja
vecˇ. Na sliki 5.2 je prikazan postopek optimizacije.
Nastavitev
parametrov
Generiranje
nakljucˇne
populacije
Evalvacija
resˇitev - Xfoil
Selekcija,
krizˇanje,
mutacija
Vizualizacija
najboljˇse
resˇitve
Ustavitveni
kriterij
Stop
da
ne
Slika 5.2: Diagram poteka programske resˇitve.
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5.1 Predstavitev profila
Eden najpomembnejˇsih korakov pri implementaciji optimizacijskih algorit-
mov je dolocˇitev primerne predstavitve osebkov in primerne podatkovne
strukture. Zˇelimo imeti cˇim manj spremenljivk, a hkrati mora predstavi-
tev omogocˇati generiranje sˇiroke palete profilov. Najbolj pogosta nacˇina
parametrizacije sta PARSEC in Be´zierjeve krivulje. Prva metoda dolocˇa 11
geometricˇnih karakteristik profila, ki enolicˇno dolocˇajo obliko profila. To so:
polmer prednjega roba, debelina zgornje in spodnje polovice, lokacija najvecˇje
ukrivljenosti za spodnjo in zgornjo polovico, ukrivljenost spodnje in zgora-
nje polovice profila, lokacija zadnjega roba, velikost vrzeli pri zadnjem robu,
smer zadnjega roba in velikost klina pri zadnjem robu (slika 5.3). V drugem
primeru pa lahko uporabimo dve Be´zierjevi krivulji kot prikazuje slika 5.4.
Ena za zgornjo, druga za spodnjo polovico. Dobra lastnost PARSEC metode
je, da so generirani profili vedno veljavne oblike, ampak ne omogocˇajo veliko
fleksibilnosti. Po drugi strani Be´zierjeve krivulje omogocˇajo veliko fleksibil-
nosti in kontrolo po poljubno velikih segmentih, ampak lahko se zgodi, da
algoritem generira tako slab profil, da Xfoil program ne uspe preracˇunati
kvalitete.
Slika 5.3: PARSEC parametrizacija [9].
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Slika 5.4: Primer predstavitve profila z Be´zierjevimi krivuljami [14].
Kljub temu smo uporabili dve Be´zierjevi krivulji, ki imata po 7 kontrolnih
tocˇk. Vsaka se lahko pomika po obeh oseh znotraj dolocˇenega obmocˇja. Samo
zacˇetna in zadnja sta fiksni, da se dolzˇina profila ne spreminja (vsi profili so
nastavljeni na dolzˇino 150 mm). Vsaka tocˇka je shranjena v enodimenzional-
nem polju, pri cˇemer je na m-tem mestu x in na m+ 1 mestu y komponenta
tocˇke. Skupno nasˇo podatkovno strukturo sestavlja 28 komponent, vsaka
ima svojo zgornjo in spodnjo mejo.
5.1.1 Be´zierjeve krivulje
Odkril jih je Paul de Casteljau (po njem se imenuje de Casteljau algoritem),
Pierre Be´zier jih je uporabil pri oblikovanju avtomobilov v tovarni Renault.
Danes jih uporabljamo v racˇunalniˇski grafiki in tipografiji.
Be´zierjeva krivulja je parametricˇna krivulja za risanje gladkih krivulj. Sesta-
vljena je iz vecˇ Bersteinovih polinomov [18]. Krivulja je definirana z mnozˇico
kontrolnih tocˇk (P0, ...Pn) [17]. Bersteinovi polinomi so definirani kot:
bi,n(t) =
(
n
i
)
(1− t)n−iti, i = 0, . . . , n.
Po zgornji definiciji zapiˇsimo Be´zierjeve krivulje:
• prve stopnje
B(t) = (1− t)P0 + tP1, 0 ≤ t ≤ 1,
• druge stopnje
B(t) = (1− t)2P0 + 2(1− t)tP1 + t2P2, 0 ≤ t ≤ 1,
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• tretje stopnje
B(t) = (1− t)3P0 + 3t(1− t)2P1 + 3t2(1− t)P2 + t3P3, 0 < t < 1.
Splosˇna oblika Be´zierjeve krivulje stopnje n, kjer Pi predstavlja i-to kontrolno
tocˇko je:
B(t) =
n∑
i=0
bi,n(t)Pi.
5.2 Diskretizacija profila
Slika 5.5: Vizualizacija profila.
V poglavju o predstavitvi osebkov smo ugotovili, da je profil predstavljen
kot sosledje koordinat kontrolnih tocˇk, ki definirajo Be´zierjevo krivuljo. Cˇe
zˇelimo resˇitev oceniti s pomocˇjo Xfoil programa, mu moramo posredovati
koordinate tocˇk na krivulji. Torej moramo krivuljo diskretizirati. V nasˇem
primeru imamo opravka z Be´zierjevo krivuljo sˇeste stopnje. Da bi se izognili
racˇunanju s polinomi viˇsjih stopenj, lahko krivuljo poenostavimo z linearno
kombinacijo kvadratnih Be´zierjevih krivulj. Tako dobimo sˇest kvadraticˇnih
Be´zerjevih krivulj, ki so lazˇje izracˇunljive, saj imamo opravka s polinomi
druge stopnje. V spodnjem algoritmu so tocˇke predstavljene kot objekti tipa
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Point, kjer hranimo x in y koordinate. Krivulja je razdeljena na intervale
dolzˇine 0,05, x in y komponento tocˇke pa dobimo z uporabo zgoraj navedene
formule za Be´zierjevo krivuljo druge stopnje. Programska resˇitev omogocˇa
tudi vizualizacijo najboljˇsega profila v populaciji. Izvirno krivuljo smo pri-
morani razdeliti na vecˇ krivulj nizˇje stopnje, ker v programskem jeziku java
ne obstaja metoda, ki bi lahko izrisovala Be´zierjeve krivulje viˇsjih stopenj.
Java ima implementirane metode za risanje Be´zierjeve krivulje druge in tretje
stopnje. Krivuljo razdelimo tako, da izracˇunamo sredinsko tocˇko med drugo
in tretjo kontrolno tocˇko. Sedaj imamo Be´zierjovo krivuljo druge stopnje, ki
poteka med zacˇetno, drugo in sredinsko tocˇko. Nato sredinska tocˇko postane
nova zacˇetna tocˇka in ponovno izracˇunamo sredinsko tocˇko med naslednjima
dvema tocˇkama. S pomocˇjo sredinske tocˇke poskrbimo, da je spoj krivulj gla-
dek, krivulja je zvezna. Prednost take delitve je tudi vecˇja kontrola krivulje
po segmentih.
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Input: inputArray - seznam objektov tipa Point
Output: outputArray - seznam tocˇk na krivulji
1: s ← array[0] - zacˇetna tocˇka
2: outputArray ← s
3: len ← array.length - dolzˇina seznama
4: for i = 1 to len− 2 do
5: Pridobi prvo in drugo kontrolno tocˇko
6: cp1 ← inputArray[i]
7: cp2 ← inputArray[i+ 1]
8: Izracˇunaj sredinsko tocˇko med cp1 in cp2
9: midPoint.x ← (cp2.x −cp1.x)/2
10: midPoint.y ← (cp2.y −cp1.y)/2
11: outputArray ← cp1
12: outputArray ← midPoint
13: Izracˇunamo tocˇke na krivulji
14: for t = 0.0 to 1.0 do
15: newPoint.x = (1− t)2s+ 2(1− t)tcp1 + t2MidPoint.x
16: newPoint.y = (1− t)2s+ 2(1− t)tcp1 + t2MidPoint.y
17: outputArray ← newPoint
18: t← t+ 0.05
19: end for
20: Sredinska tocˇka je sedaj nova zacˇetna tocˇka
21: s← midPoint
22: end for
23: Sˇe zadnja krivulja
24: cp1 ← array[len-2]
25: cp2 ← array[len-1]
26: for t = 0 to 1 do
27: newPoint.x← (1− t)2s+ 2(1− t)tcp1.x+ t2cp2.x
28: newPoint.y ← (1− t)2s+ 2(1− t)tcp1.y + t2cp2.y
29: outputArray ← newPoint
30: t← t+ 0.05
31: end for
32: return outputArray
Slika 5.6: Postopek diskretizacije profila.
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Ukaz Pomen
PLOP Meni za grafiko
G Ne prikazuj graf. vmesnika
Nova vrstica - pojdi nazaj
LOAD /airfoil.dat Nalozˇi profil
testAirfoil ime profila
PANE Zgladij profil
OPER Oper meni
VISC 1.0e5 Racˇunamo za viskozni tok, gostota kapljevine
Re 20408.685 Nastavimo Reynoldsovo sˇtevilo
M 0.0058 Hitrost toka v Mach-ih
PACC Ukaz za shranjevanje rezultatov
/polar.txt Ime datoteke
Nova vrstica - pojdi nazaj
ALFA 2.5 Nastavimo upadni kot
! Cˇe ne konvergira naredimo sˇe eno iteracijo
PACC Konec shranjevanja
QUIT Zakjucˇimo
Tabela 5.1: Seznam ukazov v vhodni datoteki.
5.3 Ocenjevanje resˇitev
Optimizacijski algoritem v vsaki iteraciji preveri kakovost resˇitev trenutne
populacije. Ocena se poda na osnovi t.i. ocenitvene funkcije. Ta nam pove,
kako dalecˇ smo od popolne resˇitve. Cilj optimizacijskega algoritma je maksi-
mizacija te funkcije. Izracˇun karakteristik profila je dokaj zapleteno opravilo,
zato je to delo prepusˇcˇeno odprtokodnemu programu Xfoil. Xfoil je interak-
tivni konzolni program za oblikovanje in analizo profilov. Xfoil omogocˇa
izvajanje s pomocˇjo vhodne datoteke z ukazi. To je prikladno, saj lahko
izvajanje avtomatiziramo. Za avtomatizacijo procesa evalvacije je potrebno
sestaviti vhodno datoteko (tabela 5.1), ki ima nanizane Xfoil ukaze ter da-
toteko z x in y koordinatami. Nato v skriptnem jeziku lupine operacijskega
sistema napiˇsemo kratko skripto, ki zazˇene Xfoil program in na vhod poda
datoteko z ukazi. Slednjo lahko brez tezˇav programsko zazˇenemo.
32 POGLAVJE 5. ZASNOVA PROGRAMSKE RESˇITVE
Xfoil preracˇunane vrednosti shrani v izhodno datoteko. Iz nje preberemo
vrednosti koeficienta vzgona in upora. Ti dve vrednosti lahko zdruzˇimo v
razmerje L/D (lift-to-drag ratio). To je nasˇa ocenitvena funkcija in nasˇ cilj
je maksimizirati to vrednost.
Koeficient vzgona Cl za presek krila temelji na dvodimenzionalnem zracˇnem
toku po krilu neskoncˇne dolzˇine (zanemarimo dejavnike vzdolzˇ krila koncˇne
dolzˇine). Definiran je kot razmerje med silo vzgona l (na enoto dolzˇine raz-
pona) ter produktom dinamicˇnega pritiska in dolzˇine profila c. Dinamicˇni
pritisk je definiran kot produkt med gostoto kapljevine ρ in kvadratom hi-
trosti v [21].
Cl =
l
1
2
ρv2c
Koeficient upora je definiran kot razmerje med silo upora in produktom med
dinamicˇnim pritiskom in povrsˇino. V nasˇem primeru A predstavlja povrsˇino
prednjega dela profila [20].
Cd =
Fd
A1
2
ρv2
Oba koeficienta lahko zapiˇsemo kot razmerje L/D:
L/D =
Cl
Cd
.
Programu Xfoil je potrebno dolocˇiti parametre, ki jih uporablja pri preracˇuna-
vanju karakteristik profila. To so Reynoldsovo in Machovo sˇtevilo ter vpadni
kot profila. Parametri so bili nastavljeni tako, da odrazˇajo pogoje in rezˇim le-
tenja letalskih prostoletecˇih modelov kategorije F1A. Za njih je znacˇilna nizka
hitrost letenja (Mach: 0,0058), viˇsina letenja pa okoli 85 m (povprecˇno), kar
privede do nizkega Reynoldsovega sˇtevila (Re: 46000). Vpadni kot je nasta-
vljen na 2,50 stopinj.
Poglavje 6
Rezultati
6.1 Analiza algoritmov
V tem razdelku so predstavljeni rezultati testiranj implementiranih algorit-
mov. Za vsak algoritem smo najprej poiskali najboljˇso kombinacijo para-
metrov, sledi statisticˇna analiza razmerja L/D (zaustavitveni pogoj je kon-
vergenca) ter sˇtevila potrebnih iteracij. Pridobljene podatke uporabimo pri
testiranju konvergence razmerja L/D ter koeficienta vzgona in upora.
Stohasticˇni algoritmi imajo vrsto parametrov, ki jih je potrebno pravilno
nastaviti, da dobimo dobre rezultate. Pravilna nastavitev parametrov je
odvisna od problema in zahteva kar nekaj sistematicˇnega preizkusˇanja. Za
potrebe preizkusˇanja je bilo potrebno programsko resˇitev dodelati tako, da
bi lahko avtomatizirano preizkusˇali nastavitve parametrov. To razlicˇico pro-
grama lahko zaganjamo v tekstovnem nacˇinu iz ukazne vrstice in s pomocˇjo
argumentov dolocˇimo parametre algoritma. Napisali smo sˇe skripto v je-
ziku ukazne lupine, ki sistematicˇno zaganja aplikacijo z razlicˇnimi argumenti.
Vsi trije algoritmi so stohasticˇni, kar pomeni da z vsakim zagonom dobimo
drugacˇne resˇitve. Zato je potrebno narediti vecˇ zagonov z istimi parametri,
da lahko dolocˇimo uspesˇnost nastavitev.
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Diferencialna evolucija
V Tabeli 6.1 je prikazano razmerje L/D za vse mozˇne kombinacije vrednosti
parametrov pri velikosti populacije 10. Najboljˇsa kombinacija parametrov
je par vrednosti 0,4 in 0,8. Ta vrednost parametrov je bila uporabljena
pri statisticˇni analizi razmerja L/D, pri kateri smo uporabili konvergenco
kot zaustavitveni pogoj. Rezultati so vidni v tabeli 6.2. V tabeli 6.3 so
predstavljeni rezultati analize potrebnega sˇtevila iteracij za popolno konver-
genco. Algoritem konvergira, ko se povprecˇna vrednost kriterijske funkcije
ne spreminja vecˇ. Slika 6.1 prikazuje konvergenco kriterijske funkcije algo-
ritma v odvisnosti od sˇtevila iteracij za 20 zagonov (slika 6.1) in en sam
zagon (slika 6.2). Sliki 6.3 in 6.4 prikazujeta konvergenco keoficienta vzgona
in koeficienta upora.
Verjetnost krizˇanja Verjetnost mutacije razmerje L/D
0,2
0,2 59.47
0,4 57.64
0,6 58.58
0,8 62.44
0,4
0,2 59.88
0,4 60.77
0,6 62.70
0,8 64.66
0,6
0,2 58.96
0,4 62.13
0,6 62.27
0,8 58.58
0,8
0,2 62.67
0,4 63.76
0,6 63.94
0,8 62.18
Tabela 6.1: Testiranje parametrov za algoritem DE.
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Minimalna vrednost 53,57
Mediana 61,58
Maksimalna vrednost 74,51
Povprecˇje 61,12
Deviacija 5,88
Tabela 6.2: Razmerje L/D po 20 zagonih za algoritem DE.
Minimalna vrednost 57
Mediana 134
Maksimalna vrednost 190
Povprecˇje 125
Deviacija 41
Tabela 6.3: Sˇtevilo potrebnih iteracij za algoritem DE.
Slika 6.1: Graf kriterijske funkcije v odvisnosti od sˇtevila iteracij (povprecˇje
20 zagonov).
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Slika 6.2: Graf kriterijske funkcije v odvisnosti od sˇtevila iteracij za en zagon.
Slika 6.3: Graf koeficienta vzgona v odvisnosti od sˇtevila iteracij (20 zago-
nov).
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Slika 6.4: Graf koeficienta upora v odvisnosti od sˇtevila iteracij (20 zagonov).
Metoda roja delcev
V tabeli 6.4 so prikazane vrednosti kriterijske funkcije za kombinacijo vredn-
soti parametrov. Pri nadaljnjem testiranju je bila uporabljena kombinacija
vrednosti 0,9 (kognitivna komponenta) in 0,3 (socialna komponenta) pri ve-
likosti populacije 10. V tabelah 6.5 in 6.6 pa statisticˇni podatki za kriterijsko
funkcijo in sˇtevilo potrebnih iteracij. Sledijo grafi, ki prikazujejo konvergenco
algoritma (slika 6.5 in slika 6.6) ter koeficienta vzgona (slika 6.7) in upora
(slika 6.8).
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Kognitivna komponenta Socialna komponenta Razmerje L/D
0,1
0,1 70,63
0,3 69,85
0,5 66,84
0,7 59,88
0,9 57,82
0,3
0,1 73,01
0,3 69,26
0,5 64,38
0,7 60,36
0,9 62,33
0,5
0,1 78,19
0,3 69,84
0,5 71,33
0,7 60,15
0,9 58,14
0,7
0,1 74,15
0,3 64,89
0,5 64,65
0,7 61,39
0,9 57,44
0,9
0,1 69,11
0,3 77,70
0,5 67,12
0,7 62,50
0,9 60,32
Tabela 6.4: Testiranje parametrov za algoritem PSO.
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Minimalna vrednost 62,64
Mediana 69,98
Maksimalna vrednost 89,92
Povprecˇje 71,81
Deviacija 7,65
Tabela 6.5: Razmerje L/D po 20 zagonih za algoritem PSO.
Minimalna vrednost 240
Mediana 134
Maksimalna vrednost 315
Povprecˇje 273
Deviacija 17
Tabela 6.6: Sˇtevilo potrebnih iteracij za algoritem PSO.
Slika 6.5: Graf kriterijske funkcije v odvisnosti od sˇtevila iteracij (povprecˇje
20 zagonov).
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Slika 6.6: Graf kriterijske funkcije v odvisnosti od sˇtevila iteracij za en zagon.
Slika 6.7: Graf koeficienta vzgona v odvisnosti od sˇtevila iteracij (povprecˇje
20 zagonov).
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Slika 6.8: Graf koeficienta upora v odvisnosti od sˇtevila iteracij (povprecˇje
20 zagonov).
Metoda ognjemeta
Pri metodi ognjemeta sta bila testirana parametra sˇtevilo ognjemetov (ve-
likost populacije) in amplituda eksplozije. Sˇtevilo isker, ki se generirajo pri
eksploziji smo omejili med 2 in 15. V tabeli 6.7 je prikazano testiranje para-
metrov. V tabelah 6.8 in 6.9 so prikazani statisticˇni podatki glede razmerja
L/D in sˇtevila potrebnih iteracij. Sledijo grafi konvergence kriterijske funkcije
(slika 6.9 in slika 6.10) ter koeficienta vzgona (slika 6.11) in upora (slika 6.12).
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Sˇtevilo ognjemetov Amplituda eksplozije Razmerje L/D
5
1 49.5424508725
2 47.904257868
3 47.779510608
15
1 48.9376710264
2 49.3750937152
3 48.3373585113
20
1 48.1516416974
2 44.7974921378
3 44.7753264824
Tabela 6.7: Testiranje parametrov za algoritem FA.
Minimalna vrednost 35,37
Mediana 69,21
Maksimalna vrednost 95,74
Povprecˇje 66.92
Deviacija 14.98
Tabela 6.8: Razmerje L/D po 20 zagonih za algoritem FA.
Minimalna vrednost 157
Mediana 229,5
Maksimalna vrednost 632
Povprecˇje 262,28
Deviacija 111,16
Tabela 6.9: Sˇtevilo potrebnih iteracij za algoritem FA.
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Slika 6.9: Graf kriterijske funkcije v odvisnosti od sˇtevila iteracij (povprecˇje
20 zagonov).
Slika 6.10: Graf kriterijske funkcije v odvisnosti od sˇtevila iteracij za en
zagon.
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Slika 6.11: Graf koeficienta vzgona v odvisnosti od sˇtevila iteracij (povprecˇje
20 zagonov).
Slika 6.12: Graf koeficienta upora v odvisnosti od sˇtevila iteracij (povprecˇje
20 zagonov).
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Na slikah 6.13, 6.14, 6.15 primerjamo konvergenco kriterijske funkcije, koefi-
cienta vzgona in koeficienta upora za vse tri algoritme. Iz slike 6.13 je vidno,
da se je algoritem FA zanesljivo najslabsˇe odrezal. Vzrok za slabsˇe perfor-
manse gre pripisati dejstvu, da algoritem generira profile z dalecˇ najvecˇjim
koeficientom upora (slika 6.15). Visoke vrednosti koeficienta upora (in velika
odstopanja na sliki 6.11 in 6.12) nastanejo, ker je algoritem FA vecˇkrat generi-
ral profile, ki so povsem neprimerni. Poleg tega algoritem FA generira profile
z najmanjˇsim koeficientom vzgona (slika 6.14). Algoritem PSO konvergira
k vecˇjim vrednostim kriterijske funkcije kot algoritem DE, cˇeprav generirata
profile s primerljiv koeficientom upora. Slika 6.13 prikazuje odstopanje krite-
rijske funkcije. S 95% gotovostjo lahko trdimo, da se prava vrednost nahaja
v danem intervalu. Zaradi velikih odklonov v vrednosti kriterijske funkcije
tezˇko recˇemo, da je algoritem PSO bistveno boljˇsi od algoritma DE. V neka-
terih tocˇkah se odstopanja algoritma PSO prekrivajo z odstopanji algoritma
DE. To pomeni, da je v teh tocˇkah algoritem PSO zgolj po nakljucˇju boljˇsi.
Teoreticˇno sta si algoritma podobna.
Slika 6.13: Primerjava konvergence algoritmov za razmerje L/D.
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Slika 6.14: Primerjava konvergence koeficienta vzgona.
Slika 6.15: Primerjava konvergence koeficienta upora.
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6.2 Analiza profilov
Da bi lahko odgovorili na vprasˇanje, ki smo si ga na zacˇetku zastavili, mo-
ramo podrobneje analizirati sˇe dobljene profile. Iz nabora generiranih profi-
lov so bili izbrani tisti profili, ki se po obliki najbolj priblizˇujejo trenutnim
LDA profilom. Izbrani so bili trije profili, ki so poimenovani SB1, SB2 in
SB3. SB2 in SB3 sta bila generirana z algoritmom DE, medtem ko SB1
pa z algoritmom PSO. Algoritem FA ni uspel generirati oblike profila, ki
bi vsaj na videz bila primerna za let. Na sliki 6.16 so prikazani vsi trije
izbrani profili s podatki o debelini, tocˇki najvecˇje debeline, izbocˇenosti in
tocˇko najvecˇje izbocˇenosti. Izbrane profile bomo primerjali z LDA profilom
”Verbitsky BE50 (smoothed)” (v nadaljevanju: BE50), ki trenutno velja za
enega najuspesˇnejih profilov (slika 6.17).
Slika 6.16: Trije najobetavnejˇsi profili.
Podrobno analizo profilov opravimo s programom XFLR5 [1], ki v ozadju
uporablja konzolni program Xfoil. XFLR5 ima, za razliko od Xfoil, upo-
rabniku prijazen uporabniˇski vmesnik, kar omogocˇa hitrejˇse delo, poleg tega
omogocˇa sˇe analizo in vizualizacijo celotnih kril v 3D prostoru. Analizirali
bomo dva aspekta letenja modelov kategorije F1A: planiranje (vodoravni let)
in vzpenjanje (vertikalni let).
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Slika 6.17: Trenutno najuspesˇnejˇsi LDA profil Verbitsky BE50 (smoothed).
Planiranje
V programu XFLR5 je potrebno primerno nastaviti parametre, ki predsta-
vljajo planiranje oz. vodoravni let modela. V programu nastavimo testiranje
tipa 2 (fiksni vzgon), saj je v vodoravnem letu sila vzgona enaka tezˇi modela
in je zato konstantna. Spreminjata se hitrost in vpadni kot krila. Reynold-
sovo sˇtevilo nastavimo na tipicˇno vrednost za modele kategorije F1A, tj.
46000. Na sliki 6.18 (levo) je prikazan graf koeficienta vzgona v odvisnosti
od koeficienta upora pri razlicˇnih vpadnih kotih profila. Ta nam pove, ko-
liko upora proizvede profil pri danem koeficientu vzgona. Zˇelimo si, da je
graf pomaknjen cˇimbolj v levo. Profili so bili analizirani pri vpadnih kotih
z intervala med -2 in 10 stopinj s korakom 0.2 stopinj. Iz grafa profila SB1
so vidne “stopnicˇke”, ki predstavljajo prehode iz laminarnega v turbuletni
tok. Pri profilu BE50 je prisotna samo ena taka “stopnicˇka”. Cˇe nariˇsemo
tangente, ki izhajajo v koordinatnem izhodiˇscˇu, dobimo vrednost koeficienta
vzgona pri najmanjˇsi mozˇni vrednosti koeficienta upora oz. razmerje L/D.
SB1 je v tem pogledu boljˇsi. Na grafu koeficienta vzgona v odvisnosti od
vpadnega kota (desno) lahko odcˇitamo pod koliksˇnim vpadnim kotom mora
profil leteti, da dosezˇe prej dobljeni koeficient vzgona. Iz tega grafa lahko tudi
vidimo, koliksˇen je maksimalni koeficient vzgona, preden se modelu porusˇi
vzgon (nenadno padanje koeficienta vzgona) in pri koliksˇnem vpadnem kotu
se to zgodi. V tem pogledu je boljˇsi BE50.
Najpomembnejˇsi graf je na sliki 6.19. Prikazan je graf |Cl|
3/2
Cd
v odvisnosti
od vpadnega kota. V kategoriji F1A je pomemben cˇas letenja. Da bi model
letel kar najvecˇ cˇasa, mora leteti s hitrostjo, pri kateri je propadanje modela
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Slika 6.18: Graf koeficienta vzgona v odvisnoti od koeficienta upora (levo) in
graf koeficienta vzgona v odvisnosti od vpadnega kota profila (desno).
najmanjˇse (ang.: minimum-sink speed). Hitrost, pri kateri je propadanje
najmanjˇse, se nahaja v tocˇki, kjer je vrednost |Cl|
3/2
Cd
najvecˇja. To je t.i.
power-factor. Zˇelimo si, da je vrh grafa cˇim sˇirsˇi, kar pomeni, da model
lahko leti s sˇiroko paleto vpadnih kotov, preden se hitrost padanja drasticˇno
povecˇa. Iz grafa je razvidno, da ima SB1 precej viˇsji vrh kot BE50, ampak
zaradi ozkega vrha bi model ob vsaki spremebi vpadnega kota letel z veliko
vecˇjim propadanjem. BE50 je kljub vecˇjemu propadanju stabilnejˇsi (sˇirok
vrh), kar pomeni, da bi bil primeren za letenje v turbulentnih in termicˇnih
razmerah. SB1 bi lahko letel samo v zelo mirnih razmerah. Desni graf na
sliki 6.19 pa prikazuje stabilnost modela v fazi krozˇenja (ko je model pripet
na vrvico). Sˇirsˇi vrh grafa pomeni, da je model bolj vodljiv.
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Slika 6.19: Graf |Cl|
3/2
Cd
v odvisnosti od vpadnega kota profila (levo) in graf
razmerja L/D v odvisnoti od vpadnega kota profila (desno).
Vzpenjanje
Takoj po odklopu modela se pricˇne faza vzpenjanja, kjer model leti vertikalno
z visoko hitrostjo (povprecˇno 35 m/s). Tokrat moramo opraviti test tipa 1
(fiksna hitrost). Za to fazo je znacˇilno Reynoldsovo sˇtevilo okoli 300000, pri
koeficientu vzgona 0. Koeficient vzgona mora biti 0 zato, da model potuje
s cˇim manj upora. Nicˇni koeficient upora dosezˇemo s pravilno nastavitvijo
vpadnega kota krila. Slika 6.20 prikazuje vrednost vpadnega kota pri Cl = 0.
Tukaj se bomo posvetili samo profilu SB1, saj se najbolj priblizˇuje profilu
BE50. Profila bomo primerjali glede na kolicˇino upora, ki ga generirata. Iz
slike 6.21 lahko vidimo, da profil SB1 generira manj upora kot BE50 (pri
vpadnem kotu, kjer je koeficient vzgona enak 0). Cd pri SB1 je 0,0144, pri
BE50 pa 0,0166. To pomeni, da bo v fazi vzpenjanja pridobil vecˇ viˇsine.
Izmed analiziranih profilov se je SB1 najbolj priblizˇal uveljavljenemu profilu
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Slika 6.20: Vpadni kot profila pri koeficientu vzgona 0.
Slika 6.21: Koeficient upora pri Cl = 0 (vzpenjanje) za profila SB1 in BE50.
”Verbitsky BE50 (smoothed)”. Z nekaj rocˇnimi popravki oblike je mozˇno
izboljˇsati letalne lastnosti profila SB1, ki bi teoreticˇno prekasˇale profil BE50.
Edina pomankljivost je viˇsina profila SB1, saj je zelo tezˇko zgraditi tako
tanko krilo, ki bi bilo dovolj robustno (problem velikosti vzdolzˇnega nosilca).
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Poglavje 7
Zakljucˇek
V okviru naloge smo na problemu optimizacije profila letalskega krila spo-
znali razlicˇne algoritme ter njihove prednosti in slabosti. V ta namen je bil
razvit program Airfoil optimizer, ki ima implementirane optimizacijske algo-
ritme diferencialna evolucija, metodo roja delcev in metodo ognjemeta. Za
izracˇunavanje lastnosti profilov je bil uporabljen konzolni program Xfoil, za
podrobnejˇso rocˇno analizo pa program XFLR5 [1]. Program se lahko izvaja v
graficˇnem ali v tekstovnem nacˇinu iz ukazne vrstice. V graficˇnem nacˇinu sta
bila implementirana vizualizacija profila in cˇrtni graf za spremljanje napredka
optimizacije. Za slednjega je bila uporabljena knjizˇnica JFreeChart [5]. Teks-
tovni nacˇin izvajanja je namenjen testiranju parametrov oziroma serijskemu
izvajanju programa. Mozˇnost serijskega izvajanja izkoristimo za iskanje naj-
boljˇse kombinacije parametrov algoritma.
Trenutno se vrednosti parametrov dolocˇijo vnaprej in se tekom izvajanja ne
spreminjajo. Testiranju parametrov se lahko popolnoma izognemo, cˇe al-
goritem sam ustrezno popravlja vrednost parametrov tekom izvajanja. V
delu [12] je predstavljen algoritem PLES (ang.: Parameter-less evolutionary
search), kjer ni potrebno nastaviti nobenega parametra, saj se ti iz genera-
cije v generacijo popravljajo glede na potek optimizacije. Potrebno je samo
dolocˇiti nekatere meta-parametre (npr.: sˇtevilo parametrov, natancˇnost itd.),
s katerimi se avtomatsko dolocˇi velikost zacˇetne populacije.
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Po testiranju programske resˇitve je na povrsˇje priplavalo nekaj pomanjklji-
vosti. Izkazˇe se, da uposˇtevanje razmerja vzgona in upora ni dovolj do-
ber pokazatelj kakovosti geometrije profila, saj razmerje L/D favorizira nizˇje
profile, ki imajo nizˇji koeficient upora in tako profili postanejo pretanki za
prakticˇno uporabo. Zaenkrat je sˇe preuranjeno recˇi, ali je mozˇno s hevri-
sticˇnimi optimizacijskimi metodami priti do profila, ki bi bil boljˇsi od trenu-
tno uporabljenih profilov za modele F1A kategorije. Veliko sistematicˇnega
testiranja je sˇe potrebnega za dolocˇitev primernih omejitev posameznih kon-
trolnih tocˇk Be´zirjeve krivulje. Spoznali smo, da bi bilo bolje implementirati
vecˇkriterijske razlicˇice algoritmov, kjer bi optimirali vzgon, upor, tocˇko pre-
hoda iz laminarnega v turbulentni tok in velikost mejne plasti ter uposˇtevali
konstrukcijske omejitve.
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