Abstract Particulate matter (PM) is a major pollutant in and around opencast mine areas. The problem of degradation of air quality due to opencast mine is more severe than those in underground mine. Prediction of dust concentration must be known to implement control strategies and techniques to control air quality degradation in the workplace environment. Limited studies have reported the dispersion profile and travel time of PM between the benches inside the mine. In this paper, PM concentration has been measured and modeled in Malanjkhand Copper Project (MCP), which is one of the deepest opencast copper mines in India. Meteorological parameters (wind speed, temperature, relative humidity) and PM concentration in seven size ranges (i.e., PM 0.23-0.3 , PM 0.3-0.4 , PM 0.4-0.5 , PM 0.5-0.65 , PM 0.65-0.8 , PM 0.8-1 , and PM 1-1.6 ) have been measured for 8 days. The results of the field study provide an understanding of the dispersion of the PM generated due to mining activities. This research work presents an approach to assess the exposure of enhanced level of PM concentration on mine workers and its variation with depth. The correlations study shows that concentration of PM during its travel from source to surface is associated with depth.
Introduction
Generation of huge quantity of particulate matter (PM) during mining activities is a subject of immense concern with regard to human health (Pandey et al. 2014; Dubey et al. 2012) . Earlier studies (Aneja et al. 2012; Hendryx 2009; Tecer et al. 2008; Pless-Mulloli et al. 2001) show that PM from different mining operations contributes to significant adverse effect on human health in the form of black lung, asthma, cardiovascular diseases, and lung cancer. PM generated during mining operations at the workplace (called Bbench^) disperses in the mine by moving to several benches and contributes to the enhanced concentration at different parts of the mine . However, only a few studies have reported detailed information about generation, estimation, and contribution of PM during mining operations (Marrugo-Negrete et al. 2014; Zhang et al. 2013; Chakraborty et al. 2002; Ghose and Majee 2001) . Therefore, the study of dispersion of PM in and around the mine is very important to assess the level and duration of occupational exposure of PM in the opencast mines.
Generally, the dispersion of PM in the opencast mines depends on local meteorology. Wind flow is the prime mover of the PM from one place to the other. The flow in the mine could be turbulent at one place, whereas laminar at other places (Kakosimos et al. 2011) . Richardson (1926) reported wind flow pattern by using tracer studies in the opencast mines. Other studies have used computational fluid dynamics to estimate the wind flow pattern and dispersion of PM inside the mines (Kakosimos et al. 2011; Blocken et al. 2007; Anderson 1995) . Wind direction often changes inside the mine, and thus evaluating the role of wind direction on PM level inside the mine is more challenging. With the rise of air temperature, the warm air rises up and it thus carries the PM emitted along with it, resulting in the reduction of ground level concentration. The upward movement of the air causes more vertical mixing of air in the atmosphere and thus effects better dispersion and lowers the PM concentration in the mine (Masters 1998) . When relative humidity is low, the air is dry and light. Dispersion of PM is more effective in case of dry and light air due to easy vertical mixing (Masters 1998) . The wind flow pattern also depends on mine geometry and depth of the mine (Chowdhary 1977) . Wind velocity is more in shallow mines than in deep mines, and deeper parts of the mine experience poor ventilation than shallow parts (Chowdhary 1977; Peng and Lu 1995) . Particles generated at higher depth disperse in an upward direction, before potentially exiting the pit. Therefore, mining operation at deeper parts of the mine contributes to the enhanced PM concentration at higher benches. Further, while the PM travel from lower part of the mine to upper horizons, not all particles travel at same speed and proportion. A coarse particle with higher settling velocity settles on mine floor faster than a fine particle and therefore may get depleted from the PM plume as it travels higher (Cooper and Alley 2014) . With high mechanization making it possible for the opencast mine to go deeper day by day, dust dispersion study across different horizons in the mine needs attention to assess the workers exposure. However, limited studies have been reported on the dispersion pattern of PM inside the mine with its upward movement from the workplace to the mine boundary .
Air pollution modeling is an approach to assess the concentration in the workplace or the surrounding environment (Colard et al. 2015; Reggente et al. 2014; Guttikunda and Kopakka 2014; Kumar et al. 2011) . Models are used to generally assess particle concentration in a workplace environment under different meteorological conditions, and its outputs are evaluated against the requirements of air quality regulations (Vardoulakis et al. 2003; Viotti et al. 2002; Cohn et al. 2001) . Majority of the models for estimation of the concentration of PM in a workplace environment are of empirical in nature where statistical approaches have been used to develop the model (Lal and Tripathy 2012; Vardoulakis et al. 2003) . However, statistical approaches sometimes under-perform in predicting the PM concentration from different sources (Sharma et al. 2013; Onder and Yigit 2009) . Recently, artificial neural network (ANN) model is being used for predicting the PM concentration . ANN models are capable of fast processing with several input and output variables (Lal and Tripathy 2012; Kakosimos et al. 2011; Bose and Liang 1998; Anderson 1995) . ANN models have been very accurate in many environmental health application areas, especially indoor environment (Skön et al. 2012; Kassomenos et al. 2011 ), air quality forecasting Goyal and Kumar; Alekseev and Seixas 2002) , soil analysis (Juang and Chen 1999), water treatment application (Baxter et al. 2002) , traffic and vehicular pollution (Nagendra and Khare 2004) , and PM concentration prediction from the different sources in the opencast mines (Lal and Tripathy 2012) . Earlier studies reported that ANN-based air quality models give better results than other statistical models Lu et al. 2003; Viotti et al. 2002) . The advantages of ANN model over statistical model are as follows: (i) it does not require detailed physical models, (ii) it is more compact than large experiment data, (iii) it requires few training points to accurately model the standards, (iv) it can be trained with only a few experiment data, and (v) it can be much more accurate than statistical models, when limited experimental data are available. ANN models have some drawbacks. For example, (i) in order to create training sets to obtain ANN models valid for a large range, intensive measurements have to be performed and (ii) these models are very poor outside the range of the training set. These drawbacks can be overcome by implementing prior information into the design of neural networks.
Limited studies are available where ANN model has been used to estimate PM concentration inside an opencast mine and relate it with the local meteorological parameters (Lal and Tripathy 2012) . In this work, ANN models capable of predicting PM concentration with varying meteorological parameter and depth of working are developed. The relevant data is obtained through an extensive field study in Malanjkhand Copper Project (MCP) in India. The study aimed at assessing the contribution of mining to the particle concentration and their dispersion as they travel upward from the source located at deeper part of the mine. The ANN model has been tested against the data obtained from this on-field measurement. The results show significant agreement between the experimental results and the ANN model estimate. An empirical relationship between concentrations of PM and depth is also proposed.
Experimental methodology Study site
The study was conducted in MCP of Hindustan Copper Limited (HCL) of India. MCP is the single largest copper deposit in India constituting nearly 80 % of country's reserve and contributing about 70 % of HCL's copper production. The mine has been developed to a depth of 168 m with average bench height of 12 m. The present pit dimension is 2200 m × 600 m. Surface reduced level (RL; depth or height of a place above a reference datum (usually mean sea level)) at the mine site is 580 m, and the designed ultimate pit depth is 376 mRL (RL expressed in meter). At present, mining is being carried out at 400 and 412 mRL using 4.6-and 9.2-m 3 -capacity electric shovels, 50-and 85-T dumpers, and 165-mm-diameter blast holes. Blast hole drilling and loading and transport of ore at 400 and 412 mRL constitute the source of PM emission. The emission at 412 mRL includes emission from 400 and 412 mRL. Therefore in this study, PM concentration at 412 mRL has been considered as the concentration at the source. Out of 13 benches between 412 and 580 mRL, sampling was carried out on two benches (448 and 460 mRL). In addition, PM concentration and local meteorological data were recorded on surface at 580 mRL ( Fig. 1) . 
Data collection and instrumentation

ANN model
ANN is densely interconnected processing units that utilize parallel computation algorithms. It learns from representative data to simulate special patterns in the dataset without providing special programming modules (Anderson 1995) . This allows ANN to learn and adapt to a continuously changing environment. It can be trained to perform a particular function by tuning the values of the weights (connections) between the elements. The training procedure of ANN is performed so that a particular input leads to a certain target output (Alekseev and Seixas 2002) . The input and output layers of any network have numbers of neurons equal to the number of the inputs and outputs of the system, respectively. The architecture of a multilayer feed-forward neural network have layers between the input and the output layers where a layer represents a set of parallel processing units (or nodes), namely the hidden layer. The main function of the hidden layer is to allow the network to detect and capture the relevant patterns in the data and to perform complex nonlinear mapping between the input and the output variables. The sole role of the input layer of nodes is to relate the external inputs to the neurons of the hidden layer. Hence, the number of input nodes corresponds to the number of input variables. The outputs of the hidden layer are passed to the last (or output) layer, which provides the final output of the network (Baxter et al. 2002; Anderson 1995) . Finding a parsimonious model for accurate prediction is particularly critical, since there is no formal method for determining the appropriate number of hidden nodes prior to training. Therefore, a trial-anderror method is commonly used for network design (ElShafie and Noureldin 2011). One of the most important aspects of ANN models is how well the model generalizes the unseen data. The over-fitting problem occurs when an ANN loses its generalization feature. In other words, it cannot generalize the relations which exist between training inputs and their related outputs to the similar hidden patterns of the unobserved data. In such cases, the performance of neural network is measured through regression plot.
The data to be analyzed through ANN model are divided into three parts: (1) training data, data presented to the network during training of the model and the network is adjusted according to its error; (2) validation data, data used to measure network generalization and to halt training when generalization stops improving; and (3) testing data, data which have no effect on training and therefore it provides an independent measure of network performance during and after training.
To obtain a stable ANN, the total number of network weights and biases cannot exceed the number of training samples. The transfer functions of the hidden layer and output layer neurons are the hyperbolic tangent function and pure identity function, respectively. The error function that has been implemented here is the sum of squares (SOS). The ANN is trained with the help of the error back propagation algorithm. In order to avoid over fitting, the Bayesian framework is used in the training procedure. In this framework, the weights and biases of the network are assumed to be random variables with specified distributions. The regularization parameters are related to the unknown variances associated with these distributions. It can then estimate these parameters using statistical techniques. It minimizes a linear combination of squared errors and weights and then determines the correct combination so as to produce a network that generalizes well. The process is called Bayesian regularization.
There can be different neural network structures possible by using different types of neurons and by connecting them differently. A three-layered architecture, known as neural interpretation diagram (NID), is used to model the concentration of particles (Fig. 2) . The architecture essentially consists of four input neurons such as wind speed, humidity, temperature, and mine depth; the meteorological and mine geometry parameters on which the particle dispersion in the mine primarily depends (Cooper and Alley 2014; Masters 1998; Chowdhary 1977; Peng and Lu 1995) and one output neuron (PM concentration). The rationale for use of an NID is to provide insight into variable importance by visually examining the weights between the layers.
The training algorithm used for ANN is the LevenbergMarquardt (TRAINLM). The TRAINLM was designed to approach second-order training speed without having to compute the Hessian matrix. When the performance function has the form of a sum of squares (as is typical in training feedforward networks), then the Hessian matrix can be approximated as
and, the gradient can be computed as
where J is the Jacobian matrix, which contains first derivatives of the network errors with respect to the weights and biases and e is a vector of network errors. The Jacobian matrix can be computed through a standard back propagation technique that is less complex than computing the Hessian matrix.
The Levenberg-Marquardt algorithm uses this approximation to the Hessian matrix in the following Newton-like update:
When the scalar μ is zero, this is a Newton's method, using the approximate Hessian matrix. When μ is large, this gradient becomes a descent with a small step size. Newton's method is faster and more accurate near an error minimum, and therefore the aim is to shift towards Newton's method as quickly as possible. Thus, μ is decreased after each successful step (reduction in performance function) and is increased only when a tentative step would increase the performance function. In this way, the performance function will be reduced at each iteration of the algorithm.
Results and discussion
Wind speed and wind direction
The highest wind speed of 4.72 m s −1 was recorded at two bottom-most benches (400 and 412 mRL) of the mine. The maximum and average wind speed on the surface was the highest among wind speeds in all locations on both the days. The wind speed profile on 2 days at each measurement location during the study period is shown in Fig. 3 . ) prevailed in the mine. Among all study locations, the highest calm condition (89 and 93 %) was recorded at 448 mRL on both days (Fig. 4) . The wind speed at different parts of the mine depends on aspect ratio (length to depth ratio) of the mine and surface wind speed at the mine (Chowdhary 1977) . The ground-level wind enters the mine and ventilates the top upper part before escaping the mine. Only a part of this airflow with a relatively slower wind speed enters to the deeper parts of the mine and results in poor ventilation. This has resulted in relatively more calm wind conditions (<1 m s −1 ) at 448-and 460-m level. However, with further increase of depth, it changes to complex unsteady flow with recirculation (Chowdhary 1977; Peng and Lu 1995) .
Wind direction varied on different benches as well as between the 2 days of sampling at one bench. The mean wind direction was NE for 5 days, SE for 3 days, and NW for 2 days. On 3 days, wind direction varied widely across all directions. However, on the remaining 7 days, the wind direction variation was limited to 180° (Fig. 5) .
Ambient temperature
At the start of the experiment in the morning, the temperature was~25°C and it increased to~30°C by the end of the experiment at 12:30 p.m.-1:00 p.m. (Fig. 6) . The temperature range is typical of the post monsoon (September to November) temperature profile of the area.
Relative humidity
The relative humidity of air at MCP decreased 10-40 % during the experiment duration. As expected, it showed an inverse relationship with air temperature (Fig. 7) . Low relative humidity at 412 m on day 2 than at other locations can be attributed to local meteorological conditions on that particular day.
PM concentration
The source at 412 mRL was located at a depth of 168 m from the surface (580 mRL). Therefore, the study site is equivalent to a mine where the source is located at a depth of 168 m from the surface and the PM concentrations were measured at 168 m (412 mRL), 132 m (448 mRL), 120 m (460 mRL), and 0 m (580 mRL) depth. In summary, higher wind speed results in better dispersion of the PM and hence the predominant calm condition at 448 and 460 m resulted in poor dispersion and increased background PM concentration, as seen in Fig. 8a . It is important to note that fine particles dominated the background concentration at all locations. The highest background concentration was 8.5 μg m −3 for PM 0.23-0.30 , the smallest among all particle sizes. Earlier studies have also reported low fine particle concentration in mine atmosphere with PM 1-2.5 and PM 1 concentration varying in the range 4-6 μg m −3 and 6-8.5 μg m −3 . Mining activities predominantly generate coarser particles (Aneja et al. 2012; Onder and Yigit 2009; Ghose and Majee 2001) . The fine particle concentration in mine atmosphere is therefore low. The concentration of the particles decreased with increase in size (Fig. 8a) . This can be attributed to low settling velocity that keeps the fine particles airborne for more duration. As expected, the increment was higher near the source and it decreased with increase of distance from source due to settling of coarse particles (Fig. 8b ) Onder and Yigit 2009 
Correlations analysis
Correlation analysis showed significant correlation between PM concentrations at different benches with the depth of the benches. Relationship between average PM concentration and depth has been established through regression analysis using IBM SPSS statistical package (version 20) (Table 1) . R 2 values between 46.7 and 65.3 shows a fairly good relationship between depth and concentration. The decrease in coefficients of x (depth) with reduction in particle size indicates slower settling rate of particles of smaller size, corroborating quicker settling of coarse particles than fine particles. The accuracy of the predictor equations are evaluated against the measured data. Figure 9 shows that the model prediction lies within a factor of 2.5 of the measurement.
PM forecasting
The 7 types of particle concentration measured at MCP have been utilized to train seven networks with each network corresponding to particle concentration of one size. All seven networks successfully achieved the target R ≈ 85 %. Several sets were examined with a maximum of one hidden layer and a maximum of 60 neurons within hidden layer. Therefore, the choice of the number of neurons in the hidden layer is based on two statistical performance indices. The first index is the root-mean-square error (RMSE) and the second index is the maximum error. Hence, once the network weights and biases are initialized during the training process, the weights and biases of the network are iteratively adjusted to minimize the network Fig. 4 Wind speed distribution at MCP performance function mean square error (MSE)-the average squared error between the network outputs and the target outputs.
Importance of input variables
Inputs are connected to the hidden layer via weights. So, the weights that connect variables in an ANN are partially analogous to parameter coefficients in a standard regression model and can be used to describe relationships between variables. The weights dictate the relative influence of information that is processed in the network such that input variables that are not relevant in their correlation with a response variable are suppressed by the weights. The opposite effect is seen for weights assigned to explanatory variables that have strong and positive associations with a response variable. The input variable whose changes affected the output most was the one that had the most relative influence. Hence, the importance of the different variables in the forecasting model was assessed through sensitivity analysis. This test provided an estimation of the relative importance among the inputs of the neural model and explained the response of the model outputs with respect to the inputs. One by one, inputs were varied between its mean ± a user-defined number of standard deviations while all other inputs were fixed at their respective means. In particular, wind speed and temperature interpretation were the most important variables for the PM 0.23 to PM 0.65 whereas depth and humidity were the information most decisive for the PM 0.8 to PM 1.6 .
Prediction of PM concentrations
The neural network developed and tested for this study was able to forecast the particle concentrations at a site. results were obtained from an independent set of particle concentrations from a site and a relative error between the ANN model and the datasets (Fig. 10) . The correlation coefficients (R) between real and forecasted data were very high in all the cases (R = 0.8, 0.85, 0.8, 0.89, 0.69, 0.67, , PM 0.4-0.5 , PM 0.5-0.65 , PM 0.65-0.8 , PM 0.8-1 , and PM 1-1.6 , respectively) (Fig. 11 ). This indicates strong linear relationship between ANN model outputs and the data obtained from the experiment. Other details of network architectures for each particle dataset are shown in Table 2 .
Conclusions
The measurement and modeling of particle concentration at MCP suggest that a good relationship exists between depth and concentration. The predictor equation showing relationship between depth and concentration has been developed. R 2 values up to 0.65 show a fairly good relationship between the depth and concentration with concentration of particles of smaller size decreasing at slower rate than that of bigger particles. This is attributed to the quicker settling of coarse particles than fine particles. The equations predicted the PM concentration within a factor of 2.5 of the measurement, which can be considered as a reasonable accuracy for the complex source-emission relationship in an opencast mine.
A supervised neural network (e.g., multilayer feedforward networks) was used for prediction of fine PM concentration profile inside MCP. This type of network The results are based on the data conducted during post monsoon season. Future studies should aim at evaluating the ANN approach for the PM concentration data over a longer period so that monthly and seasonal variations are modeled. 
