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Resumen
Los sistemas de control modernos son implementados en sistemas microprocesados que se
desempeñan en tiempo real, ejecutando simultáneamente múltiples tareas. Esto provoca que el
rendimiento de la acción de control pueda verse deteriorado por problemas conocidos como: re-
tardos en los tiempo de muestreo/actuación, latencias de entrada/salida y la incertidumbre provo-
cada por el ruido en el sistema. Como resultado, la acción de control es propensa a la degradación
de su rendimiento y no cumple con la demanda de periodicidad.
Existen trabajos realizados para enfrentar esta problemática, pero estos requieren que los re-
tardos de control sean constantes. Estos requerimientos se vuelven difíciles de conseguir debido a
la latencia existente entre la entrada y salida, además del ruido en el sistema.
Contribuyendo a esta problemática se presenta un algoritmo de control, el cual basa su funcio-
namiento en la sincronización de los instantes de actuación para afrontar los retardos de tiempos
y las latencias existentes entre la entrada y salida. Además, incorpora al modelo un filtro de Kalman
para reducir la incertidumbre provocada por el ruido en el sistema. Los resultados obtenidos en
las simulaciones confirman que el modelo propuesto presenta un rendimiento adecuado, frente a
otros modelos de control.
V
Abstract
Modern control systems are implemented in microprocessor systems that perform in real time,
simultaneously executing multiple tasks. This causes the performance of the control action to be
degraded by known problems such as: sample/actuation time delays, input/output latencies and
uncertainty caused by noise in the system. As a result, the control action is prone to performance
degradation and does not meet the periodicity demand.
Work has been done to address this problem, but it requires that the control delays be constant.
These requirements become difficult to achieve due to the latency between input and output, in
addition to the noise in the system.
Contributing to this problem, a control algorithm is presented, which bases its operation on
the synchronization of the actuation instants to cope with the time delays and latencies between
input and output. It also incorporates a Kalman filter to reduce the uncertainty caused by noise in
the system. The results obtained in the simulations confirm that the proposed model presents an
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Introducción
En este capitulo se presenta el planteamiento del problema, el alcance y los objetivos plantea-
dos para resolver el mismo.
Problema
El uso de sistemas controlados por computador tiene un incremento drástico en la vida diaria.
Procesador y microcontroladores son incrustados cada vez más en los dispositivos que se usan
en la cotidianidad. Debido a las restricciones de costo, muchos de estos dispositivos que corren
aplicaciones de control son diseñados con bajo espacio, peso y restricciones de energía.[1]
El desarrollo de algoritmos de control efectivo para varios sistemas dinámicos sigue siendo
relevante para la teoría de control moderna.[2] Durante las últimas décadas, la programación del
tiempo de procesador ha sido un área de investigación muy activa y se han desarrollado varios
métodos y modelos de programación diferentes.[3]
Las características de tiempo real en tareas con comportamiento dinámico, junto con restric-
ciones de costo y recursos, crea nuevos problemas que deben abordarse en el diseño de dichos
sistemas, en diferentes niveles de arquitectura[4]. Algunos investigadores sugieren que se deben
usar nuevas formas de control para distribuir los recursos adecuadamente en base a regulacio-
nes de control orientadas a los recursos como el control disparado por eventos y el control auto-
disparado[5].
Para muchos sistemas de control, el rendimiento depende en gran medida de las variaciones
de retardo en las tareas de control. Dichas variaciones pueden provenir de numerosas fuentes, in-
cluidas la prioridad de las tareas, las variaciones en las cargas de trabajo de las tareas, errores de
medición y las perturbaciones en el entorno físico, y pueden causar un rendimiento del sistema de
control degradado, como una respuesta lenta y un comportamiento erróneo[6]. Además las pro-
piedades de los algoritmos de programación en tiempo real pueden causar respuestas inesperadas
del sistema de control en la implementación de sistemas controlados por procesador en tiempo
real. Después de que una tarea ha sido lanzada, tiene que retazar su inicio de ejecución, la acción
de control también puede ser remplazada o bloqueada al intentar acceder a recursos compartidos
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del procesador, esto significa que los instantes de tiempo de ejecución de la tarea de control no
son equidistas en el tiempo de ejecución[7].
Alcance
En el presente proyecto se considerará un modelo en espacio de estados que represente cual-
quier tipo de planta, donde las matrices de la dinámica se encuentran en función del tiempo de
muestreo y el retardo. Ante esto se propone un modelo que considere que el tiempo de muestreo
no se mida entre tomas de datos de los sensores sino entre puntos de actuación manteniendo
la periodicidad, donde el modelo en espacio de estados discreto depende del tiempo de mues-
treo, de los retardos y el tiempo entre actuación, permitiendo que a pesar de que existan retardos
siempre se tenga un buen desempeño, es decir robustez. Se evaluará el modelo de control con
simulaciones a través de software matemático.
Objetivos
Objetivo General
Diseñar un algoritmo para disminución de degradación del rendimiento en sistemas de con-
trol considerando actuación periódica.
Objetivos Específicos
Proponer un modelo de control para disminución de degradación del rendimiento en siste-
mas de control, basado en la literatura.
Desarrollar un algoritmo para la implementación del modelo de control.
Evaluar el desempeño del método propuesto.
Justificación
Los sistemas de control digital constituyen una gran parte de todos los sistemas en tiempo real.
A pesar de esto, sorprendentemente se ha hecho poco esfuerzo para estudiar su comportamiento
oportuno cuando se implementa como tareas periódicas en su computador. Para muchos siste-
mas ciber-físicos, la coordinación de inteligencia entre el diseño de control y la implementación
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de su computadora correspondiente pueden llevar a su mejor rendimiento de control y/o una re-
ducción de costos. La mayoría de los dispositivos integrados interactúan con el entorno y tienen
especificaciones de calidad exigentes, cuya satisfacción requiere que el sistema reaccione de ma-
nera oportuna a eventos externos y ejecute actividades computacionales dentro de restricciones
de tiempo precisas.
Los sistemas de control basados en computadora utilizan técnicas en tiempo real para resolver
problemas reales de ingeniería en mecatrónica. Los fundamentos teóricos obtenidos se convierten
en las bases del diseño robótico y mecatrónico brindando la capacidad de análisis y razonamiento
matemático para detectar, analizar y resolver problemas de ingeniería que involucren la mecánica,
la microelectrónica, la robótica y biomecánica , desarrollando habilidades para una actualización




En este capítulo se realiza una revisión de la teoría referente al control automático, técnicas de
control y el filtro de Kalman .
1.1. Control automático
Un computador dedicado al control de procesos realiza funciones de control y supervisión. En
este tipo de aplicaciones comparte sus recursos entre un cierto número de funciones de supervi-
sión y control en un tiempo estricto de ejecución (hard-real-time). Con un flujo de otras funciones
las cuales su tiempo de ejecución no es estrictamente crítico(soft-real-time). Donde una distri-
bución estadística de los tiempos de respuesta es aceptable. En determinadas aplicaciones, no
existen trabajos que no sean de tiempo de ejecución estricto y el uso eficiente del computador se
puede lograr mediante una cuidadosa programación de las funciones de control[8].
Aplicando técnicas de control, podemos obtener una eliminación parcial del error en los pro-
cesos y un aumento considerable en la seguridad de los sistemas. Estos son puntos importantes
que destacan la aplicación de las teorías de control en la industria.
A diferencia del control clásico, el procesador es la herramienta principal de un sistema de
control moderno. Este permite afrontar problemas tanto SISO (single-output single-input) y MI-
MO (multiple-input y multiple-output). Dado que su análisis se realiza en la representación en
espacio de estados de un sistema y el principio de realimentación de estados, esta operación per-
mite al controlador mantener actualizado con la información de las variables de estado. Con esta
información realiza correcciones al proceso cuando sea necesario.
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1.2. Tareas de control
En la teoría de control, el muestreo y la actuación se asumen sincrónicos y periódicos, y se
considera un cumplimiento preciso en su implementación. Cuando un algoritmo de control es
ejecutado por una tarea (o por un conjunto de subtareas) en un sistema en tiempo real, esas su-
posiciones no se cumplen. Esto provoca una degradación del rendimiento de control e incluso
inestabilidad. Además, el algoritmo de programación puede restringir al sistema cuando intenta
cumplir con las estrictas restricciones de tiempo que exige la teoría de control, lo que da como
resultado una programación deficiente[9].
Una tarea de control se basa en tres partes principales: lectura de datos desde los sensores,
cálculo del algoritmo de control y transmisión de salida. En la mayoría de los casos, el control se
ejecuta de forma periódica, con un período de muestreo constante determinado por la dinámica
del proceso y los requisitos sobre el rendimiento del lazo cerrado. Las restricciones de tiempo
básicas de una tarea de control se muestran en la Figura 1.1. La primera es el período que debe ser
constante, es decir, sin fluctuación. La segunda restricción involucra la latencia de entrada-salida,
también conocida como retardo de control. Esto debe ser lo más pequeño posible y también sin
fluctuaciones. Desde una perspectiva de control, las fluctuaciones de fase de muestreo y actuación
pueden ser interpretadas como perturbaciones que actúan sobre el sistema de control[3].
Figura 1.1: Restricciones de tiempo.
La latencia que se encuentra en la entrada y salida del sistema disminuye el margen de estabi-
lidad y limita el rendimiento del mismo.
Al utilizar estrategias de control adecuadas que tengan en cuenta estos requerimientos, el ren-
dimiento del sistema puede mejorar drásticamente. Utilizando plenamente las estrategias de di-
seño de control más adecuadas, el algoritmo de programación tendrá en algún momento que pro-
porcionar información para cada instante de la tarea de control. Además, estas estrategias de di-
seño de control proporcionarán nuevas restricciones para cada instancia de la tarea de control, lo




Los algoritmos de control estándar al implementarse como tareas periódicas en tiempo real,
consideran un período de tarea igual al período de muestreo. Las operaciones de muestreo (entra-
da) y actuación (salida) se especifican para que ocurran al principio y al final de cada ejecución de
trabajo[1].
Figura 1.2: Controlador estándar.
El muestreo debe realizarse en el mismo instante de cada período(h), lo que significa un pe-
ríodo de muestreo constante. El cálculo del algoritmo de control debe comenzar y terminar tan
pronto como sea posible después de que la muestra esté disponible. La actuación debe realizarse
inmediatamente después del cálculo del algoritmo, o en un instante fijo después del muestreo, lo
que significa un intervalo de actuación constante (dependiendo de cómo se diseñó el controla-
dor). De esta forma las partes de un bucle de control (muestreo, cálculo, actuación) se consideran
instantáneas, como se muestra en la Figura 1.2.
El modelo en espacio de estados de un sistema lineal invariante en el tiempo, de tiempo con-
tinuo representado en espacio de estados es,
ẋ(t ) = Ax(t )+Bu(t ) (1.1)
y(t ) =C x(t ), (1.2)
donde A ∈ Rnxn y B ∈ Rnxm son matrices que describe la dinámica del sistema y C ∈ Rpxn es la
matriz de salida del sistema. Utilizando técnicas de discretización habituales como,




e A(s)Bd t , (1.4)
se obtiene la representación del sistema en espacio de estados en tiempo discreto,
xk+1 =φ(h)xk +Γ(h)uk (1.5)
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yk =C xk , (1.6)
donde xk son los estados del sistema uk e yk son la entrada y salida del sistema respectivamente.
La señal de control será calculada dentro de cada secuencia de trabajo con una tarea periódica
identificada k, como:
uk = Lxk , (1.7)
donde L ∈R1xn es el estado de realimentación, obtenido por métodos de diseño de control.
Cuando se programa un sistema en tiempo real debido a retardos o latencias introducidas, el
muestreo no puede ser constante. El cálculo del algoritmo de control puede comenzar más tarde
que el instante en el que la muestra está disponible y el cálculo del algoritmo de control puede
no ser instantáneo e incluso tener un tiempo de cálculo variable. En la realidad existen retardos
de muestreo lo cual implica que la separación entre muestras consecutivas no sea constante. Para
evitar la degradación que introducen estos retardos de muestreo, podemos compensar utilizando
estrategias de control más adecuadas como proponen en [9].
1.4. Tarea de control flexible en tiempo real
En [10] presentan un modelo en espacio de estados para tareas de control en tiempo real desti-
nadas a resolver las deficiencias mencionadas anteriormente. Este modelo se basa en predicciones
que implican calcular la señal de control. Utilizando un vector de estados actualizado (estimado)
en el instante de actuación. El cual hace posible eliminar el retardo de tiempo variable entre el
muestreó y la actuación. Además el modelo permite instantes de muestreo irregulares, forzando
al instante de actuación como único punto de sincronización.
Considerando un modelo en espacio de estados de un sistema en tiempo continuo e invariante
en el tiempo con retardo de tiempo τ,
ẋ(t ) = Ax(t )+Bu(t −τ)
y(t ) =C x(t ),
(1.8)
donde el retardo de tiempo τ, puede aparece debido al cálculo del algoritmo de control. Este puede
producir una latencia de entrada/salida.
Se supone que τ es menor o igual que el periodo de muestreo h, de esta forma el modelo del
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sistema en espacio de estados en tiempo discreto esta dado por,
xk+1 =φ(h)xk +φ(h −τ)Γ(τ)uk−1 +Γ(h −τ)uk
y(t ) =C x(t ).
(1.9)
La señal de control para el sistema sera calculada mediante realimentación de estados, utilizando
el vector de estados actualizado en el instante de actuación tk+τ
uk =−Lxk+τ, (1.10)
donde L es el vector de realimentación del estado el cual se puede obtener por medio de una
estrategia de diseño de control, como la técnica de ubicación de polos o el regulador cuadrático
óptimo.
El período de muestreo h es el tiempo transcurrido desde tk+τ hasta tk+1+τ y uk se mantiene
desde tk+τ hasta tk+1+τ. Con esto la nueva dinámica del sistema en lazo cerrado se puede modelar
mediante 1.1
xk+τ =φ(τ)xk +Γ(τ)uk . (1.11)
El modelo de lazo cerrado en tiempo discreto presentado el cual basa su funcionamiento en las
ecuaciones 1.10 y 1.11, elimina los retardos de tiempo utilizando un único punto de sincroniza-
ción (instante de actuación). El muestreo irregular presenta el beneficio principal de eliminar la
degradación introducida por las fluctuaciones. De esta forma logra mejorar el rendimiento de la
acción de control[8].
1.5. Controlador con actualización de la señal de control
El diseño de controladores digitales no debe limitarse al caso más simple con estrategias de
muestreo síncronas, donde la implementación digital debe tener en cuenta el entorno operativo
en tiempo real.
En lugar de aplicar controladores estándar, se puede aplicar un controlador con señal de con-
trol actualizada para tener en cuenta el retraso como proponen en [1]. Al contrario de que el cálcu-
lo de la señal de control con un vector de estado se vuelva obsoleto en el momento en que se aplica
la señal de control, se utiliza un vector de estado actualizado (estimado). Por lo tanto, se calcula la
señal de control en términos del estado estimado.
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Figura 1.3: Controlador con actualización de la señal de control.
1.5.1. Actualización de la señal de control
En lugar de que el cálculo de la señal de control se obtenga a partir de un vector de estado, el
cual se vuelve obsoleto en el momento de aplicar la señal de control. Se aplica un controlador con
una señal de control actualizada para tener en cuenta el retardo. Para esto se utiliza un vector de
estados estimado (actualizado). Por lo tanto la nueva señal de control se calcula en términos del
estado estimado en tk+τ, etiquetado xk+τ como se muestra en la Figura 1.3.
Además xk+τ puede ser calculado usando una muestra xk en cualquier instante de tiempo
tk ∈ (tk−1+τ, tk+τ). De esta forma primero el controlador estimará el estado
xk+τ =φ(τk )xk +Γ(τk )uk−1, (1.12)
donde t = τk y τk se obtiene de,
τk = tk+τ− tk , (1.13)
y el controlador calculará la señal de control con el estado estimado como:
uk = Lxk+τ (1.14)
donde L ∈ R1xn es el estado de realimentación, obtenido por métodos de diseño de control para
las matrices φ(h) y Γ(h).
Al compensar las fluctuaciones de latencia mediante el ajuste de los parámetros de tiempo
en el controlador, se puede mejorar: tanto el rendimiento del control, como la programación del
conjunto de tareas que realiza el computador [1].
1.6. Tarea de control por enfoque de compensación
En [7] propone un algoritmo de control por enfoque de compensación. Donde su intención es
compensar la degradación en la respuesta del sistema de control. Mediante las variaciones de una
respuesta a otra. El modelo propuesto trata de ajustar en cada tiempo de ejecución de la tarea de
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control los parámetros del controlador. Para tener en cuenta tanto la fluctuación en el muestreo
como los retrasos en la actuación.
Los parámetros del controlador deben actualizarse en cada ejecución de la tarea de control de
acuerdo con la fluctuación en el muestreo hk y el retardo en la actuación τk . Para su demostración
se usa un modelo de sistema en tiempo discreto con muestreo irregular, el cual presenta retardos
de tiempo variable,
x(h̄k+1) =φ(hk )x(h̄k )+Γ0(hk ,τk )u(h̄k )+Γ1(hk ,τk )u(h̄k−1)
y(h̄k ) =C x(h̄k )+Du(h̄k ),
(1.15)
la señal de control para el sistema será calculada mediante realimentación de estados. Donde el
vector de realimentación de estados será calculado en el instante hk y el vector de estados actua-
lizado en el instante de actuación h̄k ,






y los términos φ(hk ), Γ0(hkτk ), Γ1(hk ,τk ) estarán dados por
φ(hk ) = e Ahk
Γ0(hk ,τk ) =
∫ hk−τk
0
e A(s)Bd(hk −τk ).





Aplicando este enfoque, la degradación de la respuesta del sistema debido a la fluctuación de los
retardos de tiempo, se elimina como se muestra en la Figura 1.5. Esto se debe a que la acción de
control se calcula con las fluctuaciones reales en cada instancia de la tarea de control.
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Figura 1.4: Respuesta del sistema con degradación [7]
Figura 1.5: Respuesta del sistema con compensación [7].
1.7. Filtro de Kalman
La incertidumbre existente en un sistema de control en lazo cerrado, es provocada en cierta
medida por el ruido en la medición. Los sensores sufren errores en el cálculo de sus lecturas debido
a causas físicas internas como vibración o cambios bruscos de temperatura. Esto causa que su
precisión se vea afectada y se introduzca ruido en el sistema. Afectando al rendimiento del mismo.
Existen métodos de corrección los cuales dependen de las características de las perturbaciones.
Si el rango de frecuencia de las perturbaciones es diferente del ancho de banda de la señal, un
filtrado adecuado en el dominio de la frecuencia elimina las señales no deseadas. Esta etapa suele
ser necesaria pero no es suficiente para eliminar los errores del sensor.
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En [11] se propone el filtro de Kalman para estimar el estado de un sistema dinámico que tiene
incertidumbre en la medición por lo antes mencionado. Para esto el sistema debe describirse en
forma de espacio de estados:
Xk+1 =φk ·Xk +Wk
Zk = H ·Xk +Vk ,
(1.19)
donde Xk se llama vector de estado. Está compuesto por cualquier conjunto de variables sufi-
cientes para describir completamente un sistema dinámico. Zk se llama vector de observación. Se
trata de datos que se pueden conocer mediante mediciones. Wk y Vk son el ruido en el estado del
sistema y la medición respectivamente. φk es la matriz de transición de estado, Hk la matriz de
observación.
El filtro de Kalman basa su funcionamiento en un algoritmo, el cual se ejecuta de forma recur-
siva. El sistema de control en espacio de estados en tiempo discreto, con un tiempo de muestreo
tk . Donde, la combinación óptima de resultados medidos y estimados viene dado por:
X̂k = X̂ k̄ +Kk · (Zk −Hk · X̂ k̄ ), (1.20)
donde X̂ k̄ se denomina la estimación a priori. Kk es la ganancia del filtro de Kalman y se obtiene
de :
Kk = Pk ·H Tk · (Hk ·Pk̄ ·H Tk +Rk )−1, (1.21)
R viene a ser la covariaza del ruido en la medición. La matriz de covarianzas del error Pk se obtiene
de:
Pk = (I −Kk ·Hk ) ·Pk̄ . (1.22)
Dado que el algoritmo de kalman se calcula de forma recursiva, en cada instante de la tarea de
control. Las predicciones para la próxima estimación del estado serán dadas por:
Xk+1 =φk ·Xk
Pk+1̄ =φk ·Pk ·φTk +QK
(1.23)
El modelo del filtro Kalman presentado permite la estimación de los estados en sistemas no linea-
les.
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Figura 1.6: Estimación del filtro de Kalman en una señal con ruido. Señal con ruido (arriba), esti-
mación y referencia (abajo)[11].
Figura 1.7: Estimación aplicando el filtro de Kalman a una señal con ruido. Señal sinusoidal (iz-
quierda), señal escalón (derecha) [11].
El filtro de Kalman es muy adecuado para eliminar la incertidumbre provocada por el error
en los sensores, que es parcial o totalmente aleatorio. El modelo presentado en [11] presenta un
correcto funcionamiento estimando la señal afectada por el ruido. De esta forma la incertidumbre




En este capítulo se desarrolla el modelo de control y el algoritmo que permite su implementa-
ción.
2.1. Descripción del sistema
Analizamos un modelo en espacio de estados que represente cualquier tipo de planta. Se con-
sidera el modelo de espacio de estados un sistema de tiempo discreto invariante en el tiempo
lineal con período de muestreo h[12] ,
xk+1 =Φ(h)xk +Γ(h)uk
yk =C xk ,
(2.1)
donde xk ∈ Rnx1, uk ∈ Rmx1 y yk ∈ Rpx1 son la matriz de estado, entrada y salida respectivamente,
y C ∈Rpxn es la matriz de salida del sistema, las matrices φ(t ) y Γ(t ) están dadas por,




e A(s)Bd t ,
(2.2)
donde A ∈Rnxn y B ∈Rnxm son matrices que describe la dinámica del sistema.
El modelo propuesto en (2.1) se puede modificar para tomar en cuenta un retardo de tiempo
modelando una latencia de entrada/salida que aparece debido al calculo del algoritmo de control.
El modelo entándar que incorpora un retardo de tiempo τ, con τ≤ h es [12]
xs,k+1 =Φ(h)xs,kΦ(h −τ)Γ(τ)uk−1 +Γ(h −τ)uk (2.3)
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El modelo presentado (2.3) se ha tomado a menudo como el modelo de tarea de control estándar
para el diseño y análisis de sistemas de control en tiempo real. Este modelo asume una referencia
de tiempo dada por los instantes de muestreo con un retardo de tiempo fijo desde el muestreo
hasta la actuación (Figura 2.1). Es programada para muestrear y actuar periódicamente[13].
Figura 2.1: Modelo de tarea estándar considerando un retardo de tiempo.
2.2. Modelo de control
Si se analiza un sistema con un modelo de control implementado en tiempo real, la sincroni-
zación exigida por el modelo de control dado por (2.3) a menudo se ve violada. Esto se debe a la
irregularidad entre el muestreo y la actuación que introducen las fluctuaciones de programación.
Para solucionar este problema desde la perspectiva de un modelo de tarea de control, puede
basarse en proporcionar sincronismo en los instantes de actuación, en lugar de los instantes de
muestreo, como lo propone en [1].
Figura 2.2: Modelo de tarea de control.
2.3. Actuación periódica
En [1], el tiempo transcurrido entre instantes de actuación consecutivos denominados tk−1 y
tk como se muestra en la Figura 2.2, es periódico y h = tk − tk−1 es denominado como el período
de actuación. Dentro de este intervalo de tiempo se muestrea el estado del sistema denominado
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xs,k ∈ (tk−1, tk) y se registra el tiempo de muestreo ts,k . La diferencia entre este tiempo y el siguiente
tiempo de actuación es nombrada τk y se calcula como
τk = tk − ts,k , (2.4)
y es usado para estimar el estado en el instante de actuación
x̂k =Φ(τk )xs,k +Γ(τk )uk−1. (2.5)
Con el nuevo estado estimado x̂k la señal de control sera dada por
uk = Lx̂k+τ, (2.6)
donde L es la ganancia de control. La señal de control uk se aplica a la planta por medio de inte-
rrupciones de hardware en cada instante de actuación y se mantiene constante a lo largo de cada
periodo de muestreo. Además no se requiere que las muestras sean periódicas porque τk puede
variar en cada operación de calculo de la acción de control como se muestra en la Figura:2.2.
La Tarea de control con sincronización en los instantes de actuación puede ser implementa-
da sin mayor complejidad. Pero si tomamos en cuenta, que su operación se basa en predicciones
calculadas en base a cada muestra xs,k . Además, conocemos muy bien que los sistemas están al-
terados por ruido y que los sensores en un lazo de control no proporcionan lecturas exactas de las
variables medidas[13]. El rendimiento del sistema se vera deteriorado rápidamente.
2.4. Propuesta del filtro de Kalman aplicado a la actuación perió-
dica
2.4.1. Revisión del filtro de Kalman
El filtro de Kalman en tiempo discreto resuelve el problema de estimar el estado del sistema de
una planta controlada en tiempo discreto. Para implementar el filtro podemos agregar al modelo
expresado por la ecuación 2.1, ruido en el proceso y la medición (wk y vk ).
xk+1 =Φ(h)xk +Γ(h)uk +wk (2.7)
yk =C xk + vk . (2.8)
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El filtro de Kalman aplicado a una planta controlada en tiempo discreto proporciona una estima-
ción óptima de sus estados. La información que usa proviene de dos fuentes: desde mediciones
hechas a través de los sensores y desde estimaciones realizadas usando el modelo del sistema.
Mezcla estos dos recursos de información de manera óptima considerando las descripciones pro-
babilísticas de su exactitud, es decir, la precisión de los sensores y del modelo[14].
La implementación de filtro de Kalman se divide en dos fases: actualización del tiempo (pre-
dicción) y actualización de la medición (corrección).
Fase de predicción
En la fase de predicción, deseamos estimar el siguiente estado del sistema, si hacemos uso de
la ecuación 2.7 la estimación a priori del estado del sistema es
x̂ (̄k+1) =Φx̂(k) +Γu(k), (2.9)
dondeφ y Γ representan la dinámica del sistema, y x̂k es la actual estimación a posterior del estado
de proceso y uk representa la entrada actual. La estimación a priori del error de la covarianza es
P (̄k+1) =ΦP(k)ΦT +Q, (2.10)
donde P(k) es la actual estimación a posteriori del error de la covarianza, y Q es la constante de la
covarianza del ruido en el proceso.
Fase de corrección
Se realiza una estimación a posteriori para ser utilizada en la nueva etapa de predicción. La
próxima ganancia de Kalman estará dada por
K(k+1) =
C P (̄k+1)
(C P (̄k+1)C T +R)
, (2.11)
donde R es la constante de la covarianza del ruido en la medición. La estimación a posteriori del
próximo estado sera
x̂(k+1) = x̂ (̄k+1) +K(k+1)(y(k) −C x̂ (̄k+1)), (2.12)
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donde y(k) es la medición de la salida del sistema como se muestra en la ecuación 2.4.
Para Finalizar la estimación a posteriori del error de covarianza es
P(k+1) = (I −C K(K+1)P (̄k+1)), (2.13)
donde I es la matriz identidad.
Señal de control
Se plantea el calculo de la señal de control por medio de la ley de control para sistemas lineales
en espacio de estados, el cual es la realimentación de los mismos[15].
uk =−Lxk+τ, (2.14)
donde L ∈R1xn es la ganancia de retroalimentación del estado obtenida usando métodos de dise-
ño de control óptimo a partir de las matrices en tiempo discreto φ y Γ.
2.4.2. Filtro de Kalman sobre la actuación periódica
La propuesta de integración del filtro de kalman sobre la actuación periódica se divide en dos
partes.
Primero, la fase de corrección no se puede aplicar, debido a que los valores de las medidas
del proceso solo están disponibles en instante de muestreo y no existen en instantes actuación.
Por lo tanto, desde el muestreo (ts,k ) hasta la actuación (tk ) solo se utiliza la fase de predicción
(2.9)-(2.10) las mismas que se transforma en
x̂ k̄ =Φ(τk )x̂s,k +Γ(τk )uk−1, (2.15)
P k̄ =Φ(τk )Ps,kΦ(τk )T +Q. (2.16)
Segundo, de la actuación (tk ) al próximo muestreo(ts,k+1), se ejecuta la fase de predicción y correc-
ción del filtro. Por lo tanto, si solo aplicamos la fase de predicción del filtro de ts,k a la actuación tk
las ecuaciones (2.9)-(2.10) se redefinen como
x̂ s̄,k+1 =Φ(h −τk+1)x̂ k̄ +Γ(h −τk+1)uk , (2.17)
P s̄,k+1 =Φ(h −τk+1)PkΦ(h −τk+1)T +Q, (2.18)
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a continuación las ecuaciones (2.11),(2.12) y (2.13) de la fase de corrección del filtro se formulan
aplicando la misma teoría como
Ks,k+1 =
C P s̄,k+1
(C P s̄,k+1C T +R)
(2.19)
x̂s,k+1 = x̂ s̄,k+1 +Ks,k+1(ys,k+1) −C x̂ s̄,k+1) (2.20)
Ps,k+1 = (I −C Ks,K+1)P s̄,k+1. (2.21)
Si aplicamos la estimación del estado en el instante de actuación la señal de control estará dada
por
uk =−Lx̂ k̄ . (2.22)
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2.5. Algoritmo de control
El algoritmo de control propuesto se basa en un controlador con señal de control actualizada
como se muestra en la figura 1.3, el cual nos permite una actuación periódica como propone en
[1], además el filtro de Kalman discreto para resolver el problema de estimación del estado y a su
vez filtrar el ruido del sistema como propone en [16].
Pseudocódigo del controlador
Begin
1. uk := read_input()
2. tk := get_time()
3. tk+τ := tk+τ+h
4. τk := tk+τ− tk
5. x̂ s̄,k+1 =Φ(h −τk+1)x̂ k̄ +Γ(h −τk+1)uk
6. P s̄,k+1 =Φ(h −τk+1)PkΦ(h −τk+1)T +Q
7. Ks,k+1 = C P s̄,k+1(C P s̄,k+1C T +R)
8. x̂s,k+1 = x̂ s̄,k+1 +Ks,k+1(ys,k+1) −C x̂ s̄,k+1)
9. Ps,k+1 = (I −C Ks,K+1)P s̄,k+1





En este capítulo, se validará la teoría analizada a través de simulaciones en el software Matlab,
además se analizan los resultados obtenidos para evaluar su funcionamiento.
3.1. Plataforma de Simulación
La simulación se realizó en Simulink, el cual es útil para simular el comportamiento de los
sistemas dinámicos en un entorno gráfico. En el cual el modelo a simular se construye arrastrando
los diferentes bloques que lo constituyen.
Dentro de Simulink, se utiliza el toolbox de True-Time(Figura 3.1), un simulador basado en
matlab/simulink. El cual facilita la simulación de la ejecución de tareas del controlador en kernels
en tiempo real [17].
Figura 3.1: Toolbox Truetime.
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Dentro del toolbox reluce el bloque TrueTime Kernel. Este nos permite crear tareas periódicas
y aperiódicas. En nuestro caso, tareas periódicas, las cuales son creadas por el comando ttCrea-
tePeriodTask. El comando configura un temporizador interno el cual libera periódicamente un
trabajo para realizar una tarea de control.
Se configura los parámetros del bloque del kernel a través de su cuadro de dialogo (Figura 3.2).
Los parámetros principales a configurar:
Nombre de la función init (Name of init function): este parámetro hace referencia al progra-
ma de inicialización con los parámetros del kernel
Número de entradas y salidas analógicas (Number of analog input and outputs)
Figura 3.2: Configuración parámetros del Kernel.
La implementación del sistema y el kernel de TrueTime se puede observar es la siguiente Figu-
ra.
Figura 3.3: Diagrama de bloques del sistema de control.
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3.2. Planta
Para la validación del algoritmo propuesto, se analiza un circuito electrónico estabilizador de
voltaje en la forma RCRC como se muestra en [1], como la planta objetivo de control, donde su

















El control se diseña para mantener un voltaje de salida deseado, que sigue una onda cuadrada en
0V como nivel bajo y 2.4V como nivel alto.
Como se muestra en el algoritmo de control propuesto, se puede lograr sincronización en
los instantes de actuación, en lugar de los instantes de muestreo. El tiempo transcurrido entre
instantes de actuación consecutivos denominas tk−1 y tk es periódico y h = tk − tk−1 se define
como período de actuación. En el intervalo de tiempo tk−1, tk se muestrea el estado del sistema
xk ∈ (tk−1, tk ) y se registra el tiempo de muestreo tk [14].
La diferencia existente entre el tiempo de muestreo y el tiempo de actuación sera (2.4) este
tiempo τk es usado para estimar el estado en el próximo instante de actuación (Apéndice B)
3.3. Diseño del controlador
El filtro de Kalman se diseñó teniendo en cuenta las covarianzas de ruido Qn = E(w ∗w T ) =
2∗ 10−7 y Rn = E(v ∗ vT ) = 8∗ 10−5 donde w y v son la perturbación en la planta y el ruido de
medición, respectivamente [1].
Al no ser posible realizar una realimentación exacta del estado, pues esta se desconoce, la señal
de control dada por uk = −Lxk se remplaza por la realimentación del estado estimada de esta
forma la ley de control por realimentación de estados queda como
uk =−L(τk )xk (3.1)
donde L se calcula en cada instante de ejecución del controlador con el valor de tiempo τk obte-
nido previamente de (2.4). La realimentación de estados (L) se obtiene con la ayuda del comando
acker de matlab el cual resuelve la fórmula de ackerman para determinar la matriz de ganancia de
realimentación del estado L el cual hace uso de las matrices en tiempo discreto φ y Γ y ubica los
polos en lazo cerrado en −1,5±1,5i como se muestra,
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L = acker (Φ,Γ, [z1 z2]), (3.2)
donde z1 y z2 son los polos en lazo cerrado en tiempo discreto.
3.4. Pruebas y análisis de resultados
3.4.1. Respuesta al escalón unitario bajo condiciones ideales
La prueba consiste en someter al sistema a una señal de escalón unitario con un retraso de
0,5s y una amplitud de 2,4v . La Figura 3.4 muestra la respuesta del sistema con una referencia sin
ruido. Se puede observar que el algoritmo de control responde de forma adecuada a la referencia.
Figura 3.4: Respuesta del sistema a una señal de escalón unitario.
3.4.2. Respuesta del sistema ante una señal con ruido
En la Figura 3.5 se puede observar la respuesta del sistema ante una señal con ruido blanco. Se
puede analizar que el algoritmo de control responde de forma adecuada a una señal con pertur-
baciones.
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Figura 3.5: Respuesta del sistema a una señal de escalón unitario con ruido.
Además, se analiza el comportamiento del algoritmo frente a una señal cuadrática. La cual
es proporcionada por un generador de pulsos programable conectada a la entrada analógica del
kernel. Configurada con un retraso de 0,5s, una amplitud de 2,4v en alto, 0v en bajo y un período
de 2s.
La Figura 3.6 muestra la comparación entre la señal con ruido sensada en la planta, con la
señal resultante de aplicar el algoritmo de control propuesto. El cual utiliza el filtro de Kalman que
elimina de forma eficaz la incertidumbre.
Figura 3.6: Respuesta del sistema a una señal con ruido.
La Figura 3.7 se puede observar la señal resultante de someter al sistema a una señal con ruido,
frente a la referencia. Donde presenta una adecuada respuesta al someterse a las condiciones del
sistema. Mostrando, un adecuado comportamiento al mantener las condiciones de diseño.
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Figura 3.7: Referencia en condiciones ideales, frente a la respuesta del sistema a una señal con
ruido.
3.4.3. Evaluación del rendimiento de control
En el sistema propuesto considera variaciones temporales causadas por retardos de tiempo,
en el lazo de control, también se considera que además de incluir retardos de tiempo, contiene
ruido o perturbación en el proceso y ruido en los sensores.
El rendimiento de control es medido por medio de la entrada y salida de la planta a lo lar-





[xT Qe x(t )+uT (t )Re u(t )]d t , (3.3)
donde las matrices de peso Qe y Re son iguales a la identidad.
Para evaluar su rendimiento se realizó simulaciones del sistema con las mismas condiciones.
Se sometió el sistema a un algoritmo de control estándar, donde se considera un muestreo periódi-
co. Además el mismo control estándar junto al filtro de Kalman para eliminar el ruido en la señal,
frente al algoritmo de control propuesto el cual presenta una actuación sincronizada, gracias a
la actualización de la señal de control, que nos permite calcular la diferencia de tiempo entre el
muestreo y la actuación y estimar el próximo vector de estado, todo esto junto al filtro de Kalman
en tiempo discreto para eliminar el ruido en la señal de control.
Los resultados obtenidos por la función de costo en el tiempo de ejecución acumulado se
muestra en la Figura 3.8
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Figura 3.8: Evaluación del rendimiento del algoritmo de control
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Capítulo 4
Conclusiones y trabajo futuro
En este capítulo se muestra algunas conclusiones del presente proyecto y se propone algunas
posibles aplicaciones de este trabajo.
Conclusiones
En este trabajo se ha utilizado el filtro de Kalman como técnica de filtrado el cual cumple
de forma satisfactoria su propósito de eliminar el ruido y las perturbaciones. Además, de los
efectos de estos en la degradación del rendimiento.
El enfoque presentado muestra periodicidad en el período de actuación del lazo de control
en tiempo discreto, eliminando los retardos existentes. Esto permite optimizar el rendimien-
to de la acción de control al existir sincronismo en la fase de actuación.
Se logró demostrar el rendimiento adecuado del algoritmo de control propuesto, donde basa
su funcionamiento en la sincronización de los instantes de actuación, frente a otros modelos
de control estándar el cual presenta la sincronización en el muestreo.
True-Time nos facilita la programación de tareas de control y su ejecución en kernels que
simulan un controlador en tiempo real. De esta forma nos permite evaluar el desempeño de
nuestros supuestos, sin ser implementados en un entorno físico.
28
Trabajo futuro
En el presente trabajo se realizo la implementación del filtro de kalman sobre un sistema con
actuación periódica. Por medio de simulaciones se implementó y demostró el correcto desempe-
ño de la teoría presentada. Como trabajo futuro se plantea la implementación de este trabajo en
un entorno físico, el cual permita corroborar el funcionamiento y desempeño frente a condiciones
físicas reales. Además, evaluar en un sistema de control multitareas en tiempo real el cual ejecute
un conjunto de tareas, implementadas con el algoritmo de control presentado en este trabajo.
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4 %% Datos Tarea Periodica
5 data.exectime = 0.001; % control task execution time
6 starttime = 0.0; % control task start time
7 period = 0.05; % control task period
8 data.h = 0.05; % periodo
9
10 %% Inicializaci n Variables de Datos
11 data.u = 0; % se al de control
12 data.uk = 0; % Se al de referencia
13 data.y = 0; % Salida Anterior
14
15 data.tk_tau=0; % tiempo entre muestras
16 %% Matrices de la Dinamica del Sistema
17 data.A = [0 1 ; -918.27 -90.90]; % matris de transicion de estado
18 data.B = [0;918.27]; % matris de trancision de control
19 data.C = [1 0]; % matris de salida
20 data.D = 0;
21
22 %% Datos Kalman Filter
23 data.Q = 2e-7; %Covarianza del ruido del poceso
24 data.R = 8e-5; % Covarianza del ruido en la medicion
25 data.P = 1e6;
26 data.K = 0;
27 data.X = [0 ; 0];
28
29 %% creacion de tarea periodica








5 %% lectura de entradas
6 data.uk = ttAnalogIn(1); % muetreo estado de la Planta
7 data.y = ttAnalogIn(2); % salida anterior de la planta
8
9 %% Calculo de Tiempos
10 t_k = ttCurrentTime() % obtencion del tiempo de ...
transcurrido
11 data.tk_tau = data.tk_tau + data.h
12 tau_k = data.tk_tau - t_k
13
14 %% Llamada a la senal de control















1 function [data] = control(data,t)
2 %% Espacio de Estados
3 sys = ss(data.A,data.B,data.C,data.D);
4
5 %% Matrices en K
6 % calculo de las matrices de la dinamica del sistema en t
7 [fi, T ]= c2d(sys.A,sys.B,t);
8
9 %% Ubicacion de los polos
10 %**************************************************************************
11 %Ackerman
12 pole1 = -1.5 + 1.5j; % polo 1 en tiempo continuo
13 pole2 = -1.5 - 1.5j; % polo 2 en tiempo continuo
14
15 % pole1 = -103.93 + 87.1j; % polo 1 en tiempo continuo
16 % pole2 = -103.93 - 87.1j; % polo 2 en tiempo continuo
17
18 z1 = exp(pole1*t); % polo 1 en tiempo discreto
19 z2 = exp(pole2*t); % polo 2 en tiempo discreto
20
21 L = acker(fi,T,[z1 z2]);
22 %**************************************************************************
23 %LQR
24 Q = [1 0; 0 1];
25 R = 1;
26 %L = dlqr(fi,T,Q,R);
27
28
29 %% Actualizacion de tiempos
30 % estimacion a priori des estado del sistema
31 data.X = (fi * data.X) + ( T * data.uk);
32 % estimacion a priori de la covarianza
34
33 data.P = (fi * data.P * fi') + data.Q;
34
35 %% Actualizacion de medicion
36 % Ganancia de Kalman
37 data.K= ( data.P * data.C' ) / ( ( data.C * data.P * data.C' ) + data.R);
38 % estimacion del estado a posteriori
39 data.X = data.X + data.K*(data.y - ( data.C * data.X) );
40 %disp(data.X(2,1))
41 % estimacion a posteriori de el error de covarianza
42 data.P = (eye(2) - data.K*data.C)*data.P; % calculo de la se al de salida







2 %% Matrices de la Dinamica del Sistema
3 A = [0 1 ; -918.27 -90.90]; % matris de transicion de estado
4 B = [0;918.27]; % matris de trancision de control
5 C = [1 0]; % matris de salida
6 D = 0;
7
8
9 sys = ss(A,B,C,D);
10
11 %% Datos Kalman Filter
12 Q = 2e-7; %Covarianza del ruido del poceso
13 R = 8e-5; % Covarianza del ruido en la medicion
14 P = 1e6;
15 K = 0;
16 X = [0 ; 0];
17 %% Parametros senal de entrada
18 u = zeros(1,200)
19 uk=1
20 Y = step(sys,1); %senal real
21 h=0.005;
22 %% LQR
23 q=[1 0; 0 1];
24 r=1;
25 %% Bucle de lazo cerrado
26 for k=1:length(Y)
27
28 Ys(k) = Y(k)+0.1*(0.1-rand); % senal con ruido
29
30 %% Matrices en K
31 % calculo de las matrices de la dinamica del sistema en t
32 [fi, T ]= c2d(sys.A,sys.B,h);
36
33 %lqr
34 pole1 = -1.5 + 1.5j; % polo 1 en tiempo continuo
35 pole2 = -1.5 - 1.5j; % polo 2 en tiempo continuo
36
37 z1 = exp(pole1*h); % polo 1 en tiempo discreto
38 z2 = exp(pole2*h); % polo 2 en tiempo discreto
39
40 L = acker(fi,T,[z1 z2]);
41
42 %% Actualizacion de tiempos
43 % estimacion a priori des estado del sistema
44 X = (fi * X) + ( T * uk);
45 % estimacion a priori de la covarianza
46 P = (fi * P * fi') + Q;
47
48 %% Actualizacion de medicion
49 % Ganancia de Kalman
50 K= ( P * C' ) / ( ( C * P * C' ) + R);
51 % estimacion del estado a posteriori
52
53 X = X + K*(Ys(k) - ( C * X) );
54 % estimacion a posteriori de el error de covarianza
55 P = (eye(2) - K*C)*P;
56 % calculo de la se al de salida
57 %
58 %u(k) = C * X;













72 legend('referencia', 'ruido', 'algoritmo de control')
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