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Abstract
This thesis details investigations into the aerodynamic properties of a small, rapidly-
actuated, actively controlled trailing-edge ﬂap and the potential of such a device to
alleviate the unsteady loading experienced by wind turbine blades due to atmospheric
turbulence and the atmospheric boundary layer, although such a device would have
potential applications in other ﬁelds such as rotorcraft.
The main goals of this work were to investigate whether aerodynamic loadings could
in fact be alleviated by the use of a small trailing-edge ﬂap using only measurements of
the unsteady lift on the wing as a control input and to assess such a device's capacity to
reject atmospheric disturbances with both numerical and experimental work, carried
out in the Aeronautics Department at Imperial College London.
The numerical work covered in the thesis comprises the results of linear and non-
linear aerodynamic and control simulations (e.g. PID, LQG controllers) and the results
of computational ﬂuid dynamics (CFD) simulations using the commercial package
FLUENT. The thesis also lays out the results obtained from testing an experimental
prototype in the Hydrodynamics Laboratory in the Aeronautics Department. This
prototype successfully rejected intentionally introduced ﬂow disturbances from the
vortex street of a square block upstream of the wing and the application of control
provided a very signiﬁcant reduction in the unsteady loading experienced by the wing.
The ﬁndings show the potential of this method of load control for the rejection of
unsteady aerodynamic loading by the sole use of measurements of the wing loading
and this has been demonstrated both theoretically and experimentally. The work is
closed with a conclusion and suggestions for future research proposals.
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Chapter 1
Introduction
In Section 1.1 this chapter lays out the aims and objectives of the work, a very brief
introduction to the sources of the unsteady aerodynamic loadings experienced by wind
turbines and how their eﬀects might be reduced. The layout of the remainder of this
thesis is contained in Section 1.2.
1.1 General Introduction
The main goals of this work were to investigate whether unsteady aerodynamic loadings
can be alleviated by the use of a small trailing-edge ﬂap using only measurements of
the unsteady lift on the wing as a control input and to assess such a device's capacity
to reject atmospheric disturbances, speciﬁcally with regard to application on wind
turbines which suﬀer blade fatigue damage as a result of variations in windspeed and
direction. This work was to comprise both numerical and experimental work and to
result in a working prototype.
Streamlined lifting surfaces, such as wind turbine blades, helicopter blades, or
aeroplane wings, which operate in atmospheric conditions, are subjected to unsteady
loadings due to atmospheric turbulence. A means of maintaining a steady, or pre-
scribed blade loading is therefore desirable, not only for reducing fatigue, but also the
extent of periodic vibrations such as those experienced by helicopters. In addition, for
large wind turbines, the relative size of the rotor compared with the thickness of the
atmospheric boundary layer means that they are subjected to a cyclic loading over
each rotation - see Figure 1.1. A complete list of the disturbances experienced by wind
1
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Figure 1.1: Schematic of Wind Turbine in Atmospheric Boundary Layer (Original
Image from [1])
Figure 1.2: Sources of Loading on Wind Turbine Blades [48]
turbines is taken from Leishman [48] and is given in Figure 1.2. These disturbances
give rise to an unsteady ﬂapwise loading that causes fatigue over the long lifetime of
a wind turbine blade, which is typically designed to be 20− 25 years. Two important
components of the loading - atmospheric turbulence and the atmospheric boundary
layer - are brieﬂy considered below.
In the atmospheric boundary layer, the mean wind velocity U is assumed for con-
venience to vary in power law form with height z, as:
U = Uref
(
z
zref
)
(1.1)
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Figure 1.3: Velocity Triangle of Wind Turbine Blade
where Uref is the wind velocity at the reference height zref and  is a variable parameter
depending upon surface roughness (for example,  = 0.16 for ﬂow over open country,
whilst  = 0.40 for a city centre). If the height of the wind turbine hub is h and
the diameter d (note that the ratio h/d is fairly constant for wind turbines) then an
approximate relation between the ratio of the maximum and minimum wind velocity
experienced during rotation through the atmospheric boundary layer and the surface
roughness  is given as:
(
Umax
Umin
)
=
(
h+ d2
h− d2
)
=
(
1 + d2h
1− d2h
)
(1.2)
The Vestas V90− 3.0 [2], which generates 3.0 MW and is one of the largest wind
turbines available on the market, has a diameter of 90m (larger than the wingspan of
a Boeing 747) and a rated wind speed of 14 ms−1 at 16.1 rpm. The Tip-Speed-Ratio
(TSR) is deﬁned as the ratio of the blade tip Utip to the far-ﬁeld wind speed U∞ and
is around 5.1 for this wind turbine. The ratio
(
Umax
Umin
)
in open country, as given by
Equation 1.2, is approximately 1.15.
The majority of the loading is generated near the blade tips and the velocity triangle
at the blade tip (Utip = Ωd2 ) is shown in Figure 1.3, where Ω is the rotational velocity
of the wind turbine. Actuator disc theory, where the turbine is modelled simply as a
pressure drop in a streamtube, shows that the Betz limit (maximum eﬃciency possible)
is 1627 = 0.5926 [25]. For this case, the ﬂow induction factor a, relating the velocity
across the turbine to the far-ﬁeld velocity, where Uturbine = (1 − a)Uwind, is 13 . The
tangential ﬂow induction factor a′ speciﬁes the rotation of the ﬂow across the turbine
due to the wake. This is negligible as it is typically less than 0.01 near the blade
tips [17].
The lift coeﬃcient Cl of a blade section is deﬁned as:
Cl =
L
1
2ρU
2c
(1.3)
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where L is the measured lift force acting on the blade section per metre and ρ and U
are the ﬂuid density and velocity respectively. c is the chord: the distance between
the leading and trailing-edges of the blade section.
A change in wind velocity of 15% at the rated wind speed increases the blade Cl by
around 0.5%. However, the change in incidence of the ﬂow velocity is more signiﬁcant.
Assuming the rate of change of CL with angle of incidence α varies as
dCl
dα ≈ 2pi, at
the rated wind speed, the above change of incidence will increase the Cl from 0.82 to
0.94: a change in loading of around 15%.
In addition to this, the approximate increase/decrease in Cl required to maintain
a constant loading during the largest expected gusts can also be calculated. In open
country, the root-mean-square (RMS) turbulent velocity component is typically 18%
of U∞ at the rated velocity of the Vestas V90− 3.0. Thus in this case, a typical gust,
with peaks of ±3RMS [32] will cause an increase in incidence of 3◦ as well as a slight
increase in the relative velocity experienced by the blade. This increase in relative
velocity is again very small - around 0.5% - because of the high velocity of the blade
compared with that of the ﬂow approaching the turbine. Again, assuming a lift-curve
gradient of 2pi, the approximate change in Cl experienced by the blade is around 0.4.
For a blade with a NACA 0012 section such an increase in Cl can be achieved using a
small trailing-edge ﬂap of just 4% chord deﬂected at 90o [93].
Currently, some wind turbines vary the pitch of the entire blade by rotation in
order to control long period variations in wind velocity. However, this method is too
slow to be used to control atmospheric turbulence and only allows a pitch change of
a few degrees over a period of several seconds, which for the 3MW Vestas turbine is
the order of several hundred chord-lengths of ﬂow. A conventional solution using a
controlled ﬂap deﬂection involves moving a moderately large ﬂap through a small angle
to eﬀect a change in the lift on the blade. Such methods of load control under research
are discussed fully in Chapter 2. A very small trailing-edge ﬂap can be deployed at a
much higher rate because of its lower moment of inertia, which suggests that it could
be used to counter both shorter gusts, as well as acting much more rapidly. Small
trailing-edge ﬂaps have been in use statically on racing cars for several decades [46] as
they are highly eﬀective at augmenting lift. However, in order to achieve similar levels
of lift as a longer ﬂap, it is necessary to deploy smaller ﬂaps through much larger angles.
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In this case, the ﬂow may no longer remain attached, making both the aerodynamics
and lift control for large ﬂap angles and fast deﬂection rates, where separation occurs,
interesting problems.
The generation of noise is of high importance for wind turbines located onshore
near dwellings. A study of the annoyance caused by ﬁve diﬀerent wind turbines by
Persson Waye and Ohrstrom [105] found that the pitch-regulated turbine (also the
largest and most powerful turbine in the study) produced the least annoying sound, as
characterised by `swishing', `whistling' and `lapping' and produced a noticeably more
`even' noise. The dominant source of noise on an aeroplane wing has been found to be
from the ﬂap side-edge and largely dictated by the ﬂap deﬂection angle (see Meadows
et al. [56]), whilst the noise generated by ﬂaps has been found to be independent of
the wing angle of attack in work by Dobrzynski [23]. A semi-empirical acoustic wind
turbine model which gave good agreement with full-scale measurements by Moriarty
and Migliore [59] showed that the interaction between the turbulent boundary layer
and the trailing-edge and the noise due to boundary layer separation were two large
components of the total noise, particularly at lower frequencies. These results stress
the need for consideration of noise in any device for use on a wind turbine involving
ﬂaps and especially separated ﬂow. However, the subject of noise is beyond the scope
of this thesis.
1.2 Thesis Layout
In summary, this thesis addresses the modelling and the practical implementation of
rapidly deployed trailing-edge ﬂaps on an experimental prototype and in both cases
demonstrates their eﬀectiveness at reducing unsteady loading due to ﬂow disturbance.
The work is divided into four main parts and is followed by a conclusion summarising
the research contribution of this thesis as well as suggestions for further work. The
breakdown of each chapter is detailed as follows:
• Chapter 2 comprises a brief literature review of the areas relevant to the study
of this problem: similar devices, relevant analytical, computational and experi-
mental results as well as an introduction to particular techniques appropriate to
the study of this problem
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• Chapter 3 contains the investigation of the inviscid numerical modelling of these
devices, in particular the control methods used and the results obtained
• Chapter 4 details the results of the computational modelling using the commer-
cial CFD package FLUENT
• Chapter 5 discusses the development and testing of an experimental prototype
and the success of the device at achieving load reduction
• Chapter 6 lists the conclusions and research contributions of this thesis as well
as providing suggestions for further work
Chapter 2
Literature Review
This chapter brieﬂy details the results available in the literature relevant to this thesis
and will examine: the disturbances to which wind turbines are subjected; existing
methods of load control using trailing-edge devices; a review of static and dynamically
deployed Gurney ﬂaps - experimentally, computationally and analytically and ﬁnally
the background to some simple control methods.
For a blade in a ﬂuid, it is helpful to deﬁne the lift, drag and moment coeﬃcients
respectively as:
CL =
L
1
2ρU
2S
CD =
D
1
2ρU
2S
CM =
M
1
2ρU
2S c
where L, D and M are the measured lift, drag and moment (about the quarter-chord)
acting on the blade and ρ and U are the ﬂuid density and velocity respectively. c is
the chord - the distance between the leading and trailing-edges of the blade. S is the
area of the blade where S = b c and where b is the span of the blade.
It is also helpful to deﬁne a non-dimensional time, t∗ = Utc giving the time period
T non-dimensionally as T ∗ = UTc in terms of the number of chord lengths of ﬂow.
2.1 Aerodynamic Disturbances
A full breakdown of the aerodynamic loadings experienced by wind turbine blades is
given in Figure 1.2, which is taken from Leishman [48]. The focus of the present work
is on alleviating the unsteady loading on blades due to any aerodynamic disturbance,
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such as atmospheric turbulence or upstream turbine wakes, passing across the wind
turbine. For wind turbines, such disturbances can have reduced frequencies up to the
order of k = 1 [26, 48], where k = ωc2U and where c is the aerofoil chord, U the relative
ﬂow velocity and ω the characteristic frequency of the ﬂow disturbance (rad s−1). Near
the tips of wind turbine blades at the very highest operating wind speeds, the onset
of compressibility eﬀects may also appear marginally (M ∼ 0.3), although operation
under such ﬂow conditions is beyond the scope of this study. The power spectrum of
wind speed shows two peaks: the ﬁrst, a low frequency peak with periods of days; the
second, a higher frequency peak over periods of seconds, which is of interest in the
current work. This spectrum is reproduced in Harris [35] but is originally due to Van
der Hoven [97]. The higher frequency energy peak is at around 1.2 s which, for the
Vestas V90 − 3.0 [2] considered in Chapter 1, is equivalent to around T ∗ = 90 near
the blade tips. Another important contribution to fatigue is the 1/rev cyclic loading
experienced by wind turbine blades as they rotate through the atmospheric boundary
layer. An approximate estimate of the size of the change in loading required can be
calculated from the ﬂapwise bending moment data taken by Schubert [78] for a 48m
diameter rotor. Here, the measured bending moment is clearly dominated by a 1/rev
oscillation. Assuming a TSR of 7 and a NACA 633−218 blade section, with the centre
of lift of the blade acting at 34 span, an estimated CL range is 0.9±0.4. Measurements
of the bending stress of a wind turbine located in mountainous and rough terrain
by Tsuchiya and Inomata [94] suggest that wind speed and stress amplitude are not
correlated as might be expected (at least in hilly terrain): large stresses were measured
over the whole operating range of wind speeds. The frequency spectrum of measured
stress contained peaks at 0.725Hz, 1.450Hz and 2.225Hz. Although details of the
turbine are not given in the paper, it is a 300 kW turbine, which are typically around
30m in diameter. Assuming a TSR of 7 and a rated wind speed of 12ms−1, these peak
stresses would typically occur with non-dimensional periods of around T ∗ = 120, 60
and 40 near the blade tips.
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2.2 Methods of Load Control
There are various ways used to control loads on wind turbines. The power output of
a wind turbine increases with the cube of the wind velocity and once the operating
power output of the wind turbine has been reached (usually at U∞ = 12 − 15ms−1)
it is necessary to regulate the power generated. This is typically done in two ways:
blade stall regulation, or more recently, blade pitch regulation. Stall-regulated wind
turbines limit power output with increasing wind speed by a careful blade design that
progressively stalls, whilst pitch-regulated wind turbines rotate the blade as the wind
speed increases so that the power output remains approximately constant. The latter
design will result in a gradual feathering of the blade as the wind speed increases, so
that it operates at a reasonably constant angle of incidence. For the former design, as
the wind speed increases, the blade tips experience increasing amounts of trailing-edge
separation, reducing the lift generated and regulating the power output. Older wind
turbines use spoilers or conventional ﬂaps to control the loading which are covered in
Sections 2.2.1 and 2.2.2 respectively. Other methods under consideration are circula-
tion control, controlled and ﬂexible blade trailing-edges and microtabs, which are all
covered in Section 2.2.3.
2.2.1 Deployment of Spoilers
This section discusses the use of spoilers, which are ﬂaps deployed on the upper surface
of wings (usually forward of the trailing-edge) in order to separate the ﬂow and reduce
the lift generated by the wing. Choi and Chang [19] computationally investigated the
transient response of a rapidly deployed spoiler using a two-dimensional, compressible
Navier-Stokes ﬂow model. The results were compared with those obtained experimen-
tally by Yeung et al. [112] for a NACA 0012 aerofoil with a 10%c ﬂap located at x
= 0.7c. A dynamic overlaid mesh was used: at each time step, the mesh surround-
ing the spoiler rotates and the two domains are reconnected. The results compared
extremely well for the stationary ﬂap case. A ramp input was applied to the spoiler
under the same conditions as in the previous experiment. Whilst the lift, drag and
moment responses are broadly accurate in both phase and amplitude, there is consid-
erable oscillation due to vortex shedding that is signiﬁcantly greater than those small
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Figure 2.1: Sample Lift Response to Spoiler Deployment [19]
oscillations measured experimentally. The results also agree well with the adverse lift
observed experimentally: the deployment of an upper surface spoiler can actually give
a transient increase in CL, contrary to the desired eﬀect. This type of behaviour results
in the presence of a right-hand-plane (RHP) zero in a linearised model of the dynamics.
A reduced deployment time of T ∗def = 0.5 gives the largest adverse lift overshoot and
the worst oscillatory response of the six cases examined, as shown in Figure 2.1. The
pressure distribution across the aerofoil is given for two diﬀerent deployment rates and
the faster case shows that the initial undershoot seen in the rapid deployment case is
caused by both a decrease in the size of the region of decreased pressure due to the
presence of the vortex generated and also an increased pressure upstream of the device.
Xu and Yeung [110] used a panel and discrete vortex method for unsteady in-
compressible ﬂow, to investigate the eﬀect of rapid spoiler deployment. The panels'
vortex and source strengths are determined by the zero-ﬂow condition at the collo-
cation point and the unsteady separated ﬂow is calculated using the discrete vortex
method: vortex shedding and convection. The model includes a nascent vortex sheet
at each sharp edge for vortex shedding and the splitting of the vortices based on the
distance between them, their nascent vortex sheet and their distance from the trailing
edge. There does not seem to be any justiﬁcation for this empiricism, other than the
qualitative agreement of the results with experiments. The results do not appear to
support the use of this method for modelling this type of separated ﬂow.
Yeung et al. [112] experimentally investigated a method to reduce this adverse
2.2. Methods of Load Control 11
transient eﬀect of rapid spoiler deployment. This method consisted simply of a base-
vented spoiler (i.e. a gap exists between the spoiler and aerofoil surface when deployed)
so that a counter-rotating vortex pair is shed from the tip and the base of the spoiler.
Experiments with varying base-gap height, deﬂection angle and rotation speed were
carried out, with the results appearing to validate the idea. The larger gap heights of
5 − 7% appear to completely eliminate almost all lift and moment overshoot as well
as the worst of the oscillatory behaviour before a steady state is achieved.
2.2.2 Large Flap Trailing-Edge Control Systems
This section discusses control systems using large (> 10%c) trailing-edge ﬂaps in order
to alleviate blade loading. Straub [87] outlines a well developed active control system
for rotorcraft. This was originally conceived for primary, as well as active load control
[88], but is now aimed at vibration and noise reduction and stall alleviation to give
a larger performance envelope. The concept is a large, integral, trailing-edge ﬂap
(around 20% chord), with signiﬁcant (35% of ﬂap chord) nose overhang balance for
control as well as a smaller control tab for in-ﬂight tracking. The nose overhang balance
signiﬁcantly reduces the control moment required and hence the actuator requirements.
The 18%c ﬂap is located with its midpoint at 83% chord, with the much smaller
trim tab located further inboard. Numerical simulations showed a 5dB decrease in
noise for a prescribed ﬂap input of 2o at 4/rev, although it should be noted that the
computational and numerical results compared by Straub and Charles [86] were not
in particularly good agreement with the measured blade ﬂap and lag moments. The
results from Straub [86, 87] for a large trailing-edge ﬂap deﬂected through only a few
degrees show a similar enhancement of lift as the small Gurney ﬂaps/microtabs tested
previously discussed. Moreover, the ﬂow will remain fully attached because of the
small ﬂap angles necessary: noise due to separation may be important in any ﬁnal
application, as discussed in Section 1.1.
Roget and Chopra [74] outline a similar control method for vibration reduction.
This uses a similarly sized ﬂap (20%c) on each blade located at 75% of span and with a
length of 8% of span. The transfer matrix between the blade inputs and the measured
outputs is constantly changing depending upon the rotor thrust, forward velocity,
etc. In order to overcome this problem, system identiﬁcation was performed every 3
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revolutions in order to determine the transfer matrix. The use of the ﬂap reduced
the 1/rev and 4/rev vibrations by around 50%. It was also found that the maximum
ﬂap deﬂection (±6◦) was insuﬃcient to simultanously reduce both vibrations together.
One revolution of the rotor was performed in T = 0.0042s (240 chord lengths of ﬂow).
The time scale of the disturbance rejected was of the order of 60 chord lengths of ﬂow
(T = 0.0167s).
Liu et al. [51] computationally investigated performance enhancement in the pres-
ence of dynamic stall with actively controlled ﬂaps of 25% chord. These spanned 12%
of the blade and were located near the blade tips. The ﬂap deﬂection was no more
than ±4◦ and an oine nonlinear optimisation was performed for power reduction and
for a combination of power and vibration reduction. The former was accompanied by
a signiﬁcant increase in vibration whilst the latter gave smaller reductions in power
but very large reductions in vibration (47 − 70%) when applied to the aerodynamic
model.
Andersen [10] considers the load alleviation on wind turbine blades using a variable
aerofoil geometry. The frequency of ﬂuctuations considered were higher than 1P - that
is to say the period of one revolution of a large wind turbine (∼ 3 s or T ∗ = O(102))
and the maximum deﬂection of the trailing-edge was limited to ±5◦ . This used an
inviscid aerodynamic model developed by Gaunaa [28] for a thin aerofoil undergoing
small deformations of the trailing-edge. The control inputs used were the deﬂections
and torsion of the aerofoil. It was found that the inclusion of derivative control doubled
the eﬃciency of the ﬂaps and the main conclusion of this work was that deformable
trailing-edge aerofoils, such that the ﬂow smoothly left the trailing-edge, were eﬀective
at load alleviation on a wind turbine blade - the maximum reduction in mean normal
force with this type of control was around 75%.
Similar work was published by Buhl et al. [16] using the model developed by Gaunaa
[28] and this showed a substantial improvement (∼ 81% reduction in the standard
deviation of the normal force measured) for the application of proportional control to
a 10% ﬂap moved through a maximum of ±4◦. The maximum normal force reduction
was achieved using a measurement of the aerofoil angle of attack as the input to the
controller. The use of the normal displacement as the measured variable was found
to be less eﬀective, giving around a 55% reduction in the standard deviation of the
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normal force measured.
2.2.3 Other Load Control Methods
There are several other methods used to control aerofoil loading. In rotorcraft, a
leading-edge slat uses high-energy air from the lower surface to control the boundary
layer on the the upper surface, which can increase the maximum CL achieveable, for
a small increase in CD [13]. Bousman [13] also presents results for a rotor ﬁtted with
a variable droop leading-edge. This eliminates the creation of a dynamic stall vortex
by reducing the pressure gradients found near the leading edge. Other load control
methods for rotorcraft described in Yeo [111] include the use of static Gurney ﬂaps,
individual blade pitch control (IBC), massless jets, an actively twisting rotor as well as
large actively controlled trailing-edge ﬂaps, which are described in Section 2.2.2. For
a study at ﬁxed thrust CTσ , where CT is the thust coeﬃcient given by: CT =
T
1
2
ρ(Ωr)2A
and σ is the rotor solidity, the leading-edge slat, the variable droop leading-edge, the
massless jets and the Gurney ﬂap provided no improvement in CLCD . At ﬁxed airspeeds,
these devices did oﬀer improvements in the blade maximum loading capacity. The
reverse was found to be true for IBC, active blade twist and an actively controlled
trailing-edge ﬂap.
Circulation control with jets is another means of altering the loading experienced
by an aerofoil. Trevelyan [92] performed a CFD simulation of a jet ﬂap - a jet applied
normal to the surface near the trailing-edge - giving an increase in CL equivalent to
that of a 1% Gurney ﬂap. This resulted in an extremely similar ﬂow pattern and
suggested that the same mechanism is at work, although without the increase in CD
that accompanies the Gurney ﬂap. However, the use of a jet necessitates a contin-
uous energy input. This is similar to work performed by Tongchitpakdee [91] which
investigated passive methods of wind turbine ﬂow control for performance enhance-
ment below the rated wind speed by using continuous and pulsed jets along with a
comparison with static Gurney ﬂaps. This work found that, although the jets were
more eﬀective at augmenting the lift, torque and hence power produced, the static
Gurney ﬂaps were ultimately just as eﬃcient in terms of power production because
they require no energy input. The use of jets to completely replace control surfaces is
already underway for UAV design - see Cook et al. [21].
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(a) Baseline (b) UWC (c) WTC
Figure 2.2: Special Control Surfaces for Gust Alleviation [60]
The alleviation of gust loading on the aerodynamic and structural model of an
entire aircraft was performed by Moulin and Karpel [60]. This used both open and
closed-loop control to reject sinusoidal gust loadings. The closed-loop control used
the measurements from a wing-tip accelerometer to control three diﬀerent control
surfaces (used separately and not in parallel). In the ﬁrst case, the control surface
used to minimise the gust response were the aeroplane ailerons; in the second instance,
a special control surface mounted underwing (UWC: under-wing control); thirdly, a
special control surface mounted on the wingtip (WTC: wing-tip control). These are
illustrated in Figure 2.2, where the structural (top) and aerodynamic (bottom) models
are illustrated for each case. The results showed that for a sinusoidal gust whose length
was equal to half that of the aircraft fuselage length and whose amplitude was 4% of
the freestream velocity, that the ailerons provided a reduction of around 9% in wing
root bending moment: the wing-tip mounted surfaces provided a 16% reduction. The
peak amplitude of these devices was around 6◦ and most interestingly, the surface area
of the UWC was only 23 of that of the aileron and the WTC only
1
3 .
It is also possible to provide load alleviation using more sophisticated control tech-
niques. For example, Voskuji et al. [101] present a preliminary investigation into
designing an H∞ controller in order to reduce the transient oscillatory pitch link load
by trading-oﬀ handling qualities and structural load alleviation during manoeuvres,
subject to the presence of uncertainties in the plant model used. The use of this
controller in an example (a 2g pull-up) achieved considerable reductions in pitch link
load at the cost of reduced airspeed and a lower ﬂight path angle. The ultimate aim of
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the research is to provide a satisfactory and quantiﬁable compromise between handling
qualities (on the Cooper-Harper rating scale: a scale from 1−10 used by pilots to eval-
uate the handling of an aircraft) and a structural load metric developed to quantify
fatigue damage to the rotor.
2.3 Gurney Flaps
The motivation for this section is that, as discussed in Chapter 1, it is possible to
generate an equivalent lift loading on a blade using a small ﬂap deﬂected through a
large angle as by the use of a large ﬂap deﬂected through a small angle. This section
will cover the results available in the literature for the device known as the Gurney
ﬂap. This is a small ﬂap, usually mounted at 90o to the surface of an aerofoil and ﬁtted
at the trailing-edge, as shown in Figure 2.3. Such ﬂaps of the small sizes investigated
for this project (approximately < 5% chord) at very high angles of ﬂap deployment
angle ( δflap ∼ 45 − 90◦) have been used statically for several decades. The design
of these ﬂaps is attributed to the racing driver/team owner Dan Gurney [46] in the
early 1970s, although the device actually dates back to the early 1930s in work by
Gruschwitz and Schrenk [34]. It was reported by Gurney that this device increased
the cornering speeds as well as the straight line speed of the car to which it was ﬁtted
and when correctly ﬁtted to the front and rear wings of his racing cars produced a
dramatic reduction in lap times.
Liebeck [46] was the ﬁrst to investigate the eﬀect of this device. He hypothesized
two counter-rotating vortices downstream of the ﬂap - see Figure 2.3 - that change the
point of separation and hence the eﬀective camber of the aerofoil, augmenting the lift
and apparently reducing the drag for small enough ﬂaps, even at low CL. However, it
was noted in this paper that this surprising ﬁnal result required more investigation and
indeed no other results in the literature have conﬁrmed such a drag reduction - Gurney
ﬂaps only reduce CD compared with the plain aerofoil for relatively high values of CL
as discussed in Section 2.3.1.1.
A very comprehensive survey paper has been written by Wang et al. on the sub-
sequent development and use of statically deployed Gurney ﬂaps [104] and covers the
aerodynamic eﬀect of their most important parameters, as well as their application to
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Figure 2.3: Liebeck's Hypothesis of Flow Structure around Gurney Flaps [46]
entire aircraft models. The interested reader is referred to this work. There are four
main parameters aﬀecting the lift generated by a Gurney ﬂap: its size, location on the
aerofoil, mounting angle and conﬁguration (including features such as serrated edges,
holes, slits, etc.) and these will be covered in the following sections. The general eﬀect
of a Gurney ﬂap on the CL and CD of an aerofoil is clearly illustrated in Figure 2.4,
which shows its capacity to signiﬁcantly augment the CL obtained over a range of
aerofoil incidences and to increase CLMAX . Figure 2.4 shows the results for the plain
aerofoil (no Gurney ﬂap) as well as for a variety of sizes of Gurney ﬂap from 0.5%
to 4% of aerofoil chord. It also shows the increased CD caused by these devices at
low CL with respect to the plain aerofoil. It is clear from Figure 2.4(a) that there is
also a diminishing return on increasing the size of the Gurney ﬂap with respect to the
aerofoil chord, in terms of the CL achieved.
2.3.1 Experimental Measurements of Gurney Flaps
This section will cover the experimental investigations performed on Gurney ﬂaps at
both high (∼ 106) and low (∼ 104) Reynolds numbers, where Re = ρUcµ . Here, c is the
dimension used for this geometry (typically aerofoil chord or cylinder diameter) and µ
is the dynamic viscosity of the ﬂuid.
2.3.1.1 Higher Reynolds Numbers
An experimental investigation of the eﬀect of Gurney ﬂaps of various sizes (with respect
to the aerofoil chord) was carried out by Storms and Jang [85] in order to investigate
the potential use of these devices to generate high lift for aircraft during take-oﬀ and
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(a) (b)
Figure 2.4: Eﬀect of the Application of a Gurney Flap to an Eppler e423 Section
Aerofoil [41]
landing. The experiments were carried out on a NACA 4412 aerofoil at a Reynolds
number of 1.64×106. The lift coeﬃcient was calculated from the pressure distribution
measured over the wing surface. The 0.5%c ﬂap produced a 13% increase in maximum
CL obtained, whereas the 2%c ﬂap only produced a 32% increase. This clearly demon-
strates that the increases in CL become smaller as the ﬂap size increases: there is a
diminishing return on the size of the Gurney ﬂap (see Figure 2.4). For low CL (below
∼ 1.0), there is a drag penalty associated with these ﬂaps with respect to the clean
aerofoil. However, it was found that at higher CL, the lift-to-drag ratio (L/D) of a
wing with such devices is improved. This is because an equivalent CL can be achieved
at a lower incidence compared with the plain aerofoil and this delays the onset and re-
duces the degree of boundary layer separation and the additional drag associated with
it. In order to allow proposed stowage of the devices in cruise, a 1.25%c split ﬂap was
also tested. A split ﬂap is simply a Gurney ﬂap moved forward of the trailing-edge on
the lower surface. The cases tested here were split ﬂaps moved forward of the trailing
edge by 1 and 1.5 ﬂap lengths. Interestingly, this produced almost identical results
compared with the same ﬂap positioned at the trailing edge and this ﬁnding will be
discussed further in Section 2.4.5.
Jeﬀrey et al. [41] investigated the ﬂow pattern around an aerofoil with a ﬁtted
Gurney ﬂap using Laser Doppler Anemometry (LDA). The time-averaged results found
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a streamline pattern very similar to that proposed in the original paper by Liebeck [46].
Integration of the surface pressures showed that the Gurney ﬂaps actually reduce the
base drag acting on the aerofoil. However, the inclusion of the pressure diﬀerence acting
on the Gurney ﬂap increases the overall drag loading. Thus, whilst the lift generated
on an aerofoil with a ﬁtted Gurney ﬂap acts entirely on the aerofoil, the drag acts on
both the ﬂap and the aerofoil and contributes to the change in CM associated with
these devices: an increase in nose-down pitching moment. A wake analysis showed
that increased ﬂap chord resulted in a decreased frequency of vortex shedding, which
is consistent with vortex shedding from a plate normal to the ﬂow where the shedding
frequency, f , is inversely proportional to the cross-stream size, d of the body. For a
bluﬀ body such as a ﬂat plate aligned normal to the ﬂow, f = SUd , where S is the
Strouhal number, a constant for a speciﬁc body shape at a speciﬁc Reynolds number
and U is the ﬂow velocity. Increased angle of incidence had little eﬀect upon the
frequency of shedding until very high angles of attack - although still pre-stall - were
reached, when the non-dimensional frequency (fc/U∞) is reduced (from 3.2 at α = 8o
to 2.3 at α = 10o).
A time-resolved PIV analysis over a NACA 0015 aerofoil ﬁtted with a Gurney
ﬂap was carried out by Troolin et al. [93]. It was found that there are, in fact, two
distinct modes of shedding: the dominant mode being the von Kármán vortex street
associated with a bluﬀ body as found by Jeﬀrey et al. [41]; the secondary mode caused
by the intermittent ejection into the ﬂow of ﬂuid from the recirculating region directly
upstream of the Gurney ﬂap. This secondary mode becomes more coherent as the
angle of incidence increases and is clearly visible as a second peak in the PDF of the
measured normal velocity at the point directly below the Gurney ﬂap - see Figure 2.5.
The eﬀect of a Gurney ﬂap on the wake vortices has been investigated by Nikolic
[6769] by using tufts ﬁtted to the wing to quantitatively investigate the eﬀect on the
vortices shed. To do this, the Rollup Tightness Factor (RTF ) of a vortex is deﬁned
as N/x, where N is the number of tufts entrained into a single vortex and x the
distance from the trailing-edge to the point of entrainment. As the strength of a
trailing vortex increases, so more tufts will be entrained in a shorter distance. The
RTF is experimentally found to be directly proportional to CL for given ﬂow conditions
and as a measure of the strength of the bound vortex, Γ, would be expected to be so
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Figure 2.5: Normalised Normal Velocity PDF at a Point Directly Below 4% Gurney
Flap at α = 0 [93]
(Γ = ρUL). The RTF is considerably reduced for a wing with a ﬁtted Gurney ﬂap,
suggesting alleviation of the wake vortex strength. The visualisations provided suggest
that the decrease is due largely to an increase in the distance in the entrainment of
the vortices. Measurements showed that there was a large increase in the tip vortex
angular velocity with a full-span Gurney ﬂap ﬁtted (∼ 25%) compared with the plain
wing, suggesting that the tip vortex in fact becomes stronger. However, the CL and
hence the circulation and strength of the vortices shed will be greater for a wing ﬁtted
with a Gurney ﬂap - unfortunately, a comparison at identical CL is not provided.
Wang et al. [103] applied a Gurney ﬂap to a forward-swept wing aircraft model in
order to investigate the eﬀect of the use of these devices on an entire aircraft, rather
than in isolated tests on a wing. Although there is a penalty in CL/CD at low CL for
the case of an isolated wing, the wing is not the only a cause of drag on an aircraft but
is the main source of lift. The entire aircraft model was found to have an improved
CL/CD even at low CL and small angles of attack. However, although the increase in
nose-down CM is noted in the paper, the increase in drag due to the control inputs
that would be required to correct these changes in CM are not considered.
2.3.1.2 Lower Reynolds Numbers
Neuhart and Prendergast [66] carried out an investigation at a Reynolds number of
8500 in a water ﬂume. A visual inspection of the ﬂow for a small (1.5%c), large
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Figure 2.6: Gurney Flap (a) with Filled-in Pressure Side (b)
(4.2%c), serrated (4.2%c) and large (4.2%c) ﬂap with a ﬁlled-in pressure side, showed
that at low aerofoil incidences, the ﬂaps were extremely eﬀective at shifting the point
of separation nearer the trailing edge of the aerofoil. The small ﬂap was the least
eﬀective, having little or no eﬀect beyond α = 0o, followed by the serrated and the two
large ﬂaps. Even so, the ﬂaps had little eﬀect on transition beyond about α = 3o as
they were rendered ineﬀective by the sensitivity of the boundary layer to the adverse
pressure gradient at this low Reynolds number. The ﬂap with a ﬁlled-in pressure side
(as illustrated in Figure 2.6) was less eﬀective at shifting the transition point compared
with that without, which compares well with the results of Troolin et al. [93]. These
PIV results suggested not only the involvement of the region upstream of the ﬂap in
the vortex shedding mode, but also the steady force measurements in this work showed
a reduced CL for an equivalent ﬂap with a ﬁlled-in pressure side.
2.3.1.3 Eﬀect of Gurney Flaps on Oscillating Aerofoil
Gerontakos and Lee [29] perfomed PIV and took pressure measurements on a NACA
0012 aerofoil undergoing periodic pitch oscillations at the 1/4 chord from 7o+4o sin(ωt)
at a reduced frequency (pif c/U∞) of 0.1, with and without a static 5% Gurney ﬂap
ﬁtted at Re = 5.4 × 104. It was found that the addition of the Gurney ﬂap gave
a signiﬁcant increase in the CL obtained, as shown in Figure 2.7. The 5% Gurney
ﬂap also gave a very signiﬁcant increase in the nose-down pitching moment, CM , over
the oscillation cycle: a range of CM ≈ −0.17 : −0.05 compared with a range of
CM ≈ −0.03 : 0.03 for the plain aerofoil. Interestingly, the Gurney ﬂap also induced
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Figure 2.7: Dynamic Load Loops for NACA 0012 Aerofoil [29]
the formation and detachment of a dynamic stall vortex from the leading-edge of the
aerofoil near the amplitude of its pitching motion.
A simulation of this experiment using a Navier-Stokes solver by Tang and Dow-
ell [89] gave reasonably good agreement with the experimental results during oscil-
lation. The model was veriﬁed against the results for static Gurney ﬂaps, which
were in agreement pre-stall. The ﬂow patterns observed downstream of the ﬂap were
in agreement with those observed experimentally by Jeﬀrey [41]. The results for the
dynamic-lift loop of oscillating wing with Gurney ﬂap attached were in good agreement
with the experimental results except at high angles of attack, where experimentally
the appearance of a dynamic stall vortex was observed.
2.3.2 Modiﬁed Gurney Flaps
Li et al. [49] investigated the eﬀect of altering the mounting angle of the Gurney ﬂap.
For the three mounting angles investigated (45o, 60o and 90o) it was found that the
45o ﬂap oﬀered the best CL/CD ratio. However, this also oﬀered the lowest ∆CL for
the ﬂap angles tested. The downstream velocity proﬁles clearly show the eﬀect of the
Gurney ﬂap on the eﬀective aerofoil camber with the velocity proﬁles for the Gurney
ﬂap cases shifted noticeably downward and with much greater retardation of the wake
ﬂow.
Gai and Palfrey [27] investigated the eﬀect of two 5% Gurney ﬂaps, one plain and
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one serrated with 2.5% chord 60o saw-toothed serrations, on aerofoil performance.
The Reynolds number was 1.5×105 (of interest to micro aerial vehicles and helicopter
rotors) and boundary layer transition was induced near the leading edge. These rel-
atively large Gurney ﬂaps more than doubled the aerofoil drag. As expected, the lift
and drag were highest for the plain Gurney ﬂap. Interestingly, the highest CL/CD
for lift coeﬃcients between 0.9 and 1.3 (values of CL that the plain aerofoil could not
produce at any incidence) was with the serrated ﬂap. However, the pitching moment
for the serrated ﬂap was also larger.
The use of periodic, spanwise serrations to improve the performance of Gurney
ﬂaps was patented by Vijgen et al. [99], after work in this area, published later [95],
showed an increase in CL/CD of about 6% could be gained by using serrated 0.015c
Gurney ﬂaps over a more moderate CL range of 0.5− 0.9.
2.3.3 Theoretical Analyses of Gurney Flaps
Four analyses of the eﬀect of Gurney (or similar) ﬂaps on CL and CD have been put
forward in the literature and these are, in order of complexity: ﬁrstly, an analysis of
the experimental results available in the literature; secondly, a conclusion based upon
an analogy of the Gurney ﬂap to a bluﬀ body; thirdly, Theodorsen's original result for
a ﬂapped aerofoil; fourthly, a modiﬁcation of thin aerofoil theory.
In their paper, Giguère et al. [30] presented experimental results for the eﬀect of
the addition of a Gurney ﬂap at a Reynolds number of 250 000 which gave similar
results to those discussed in Section 2.3.1. However, they also analysed the existing
data in the literature to compare a crude estimate of the boundary layer thickness
with the most eﬀective Gurney ﬂap chord. The results showed a range of eﬃcient ﬂap
lengths in terms of boundary layer thicknesses, but the optimum length was found to
be always less than the boundary layer thickness at the trailing-edge.
For a turbulent ﬂow, the boundary layer thickness can be given by [76]:
δ
l
= 0.37
(
U∞l
ν
)− 1
5
(2.1)
Assuming a fully turbulent boundary layer, the trailing-edge ﬂaps studied through-
out in this thesis are always near or less than the estimated thickness of the boundary
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layer. It was also noted in the work by Giguère et al. [30] that the Gurney ﬂap is at
its most eﬃcient when generating a relatively high CL on an aerofoil at relatively low
incidence, signiﬁcantly reducing the pressure drag.
Gai and Palfrey [27] put forward a simple analysis for the mechanism of the Gurney
ﬂap and compared existing data to good eﬀect. By analogizing the ﬂow around the ﬂap
to that around a bluﬀ body and using available data they developed a simple expression
for the increase in circulation at small incidence due to a relatively small (< 5%c)
Gurney ﬂap and found that it was proportional to the length of the ﬂap and by an
appropriate choice of constants, gave results similar to those obtained experimentally.
The ﬁrst analytical result for a ﬂapped aerofoil in unsteady ﬂow was that put for-
ward in 1936 by Theodorsen [90] which develops expressions for CL, CD and CM in
terms of the ﬂap size, the aerofoil chord and motion (in heave and pitch) and the
ﬂow velocity and density. More recently, Leishmann [47] described a practical method
for computing the CL of an aerofoil with arbitrary trailing-edge ﬂap inputs by con-
verting Theodorsen's result (and other results) into a state-space model with the aim
of using it for individual blade control on helicopters to reduce vibrations. Although
this was found to be unsuccessful (because of the signiﬁcant eﬀect of compressibility
on helicopter blades resulting in aerodynamic lag when an oscillatory ﬂap forcing was
applied) it is nonetheless a very useful model for a ﬂapped aerofoil experiencing a ﬂow
disturbance. This topic will be considerably expanded in Chapter 3.
Liu and Montefort [52] developed the most complex analysis of the eﬀect of a
Gurney ﬂap with a thin-aerofoil interpretation incorporating its eﬀect on the ﬂow as
a camber eﬀect. The ﬂow deﬂection due to the ﬂap and not the ﬂap angle itself, is
included in the thin-aerofoil result [37] as an eﬀective camber of the aerofoil near the
trailing-edge described by:
y = − tan δ(x− c)H(x− c)H(c′ − x)
where δ is the ﬂow deﬂection angle, c is the aerofoil chord, l is the length of the deﬂected
camber segment, c′ is the projected chord on the x-axis given by c′ = c + l cos δ and
H is the Heaviside step function where H(a) = 0 for a < 0 and H(a) = 1 for a ≥ 1.
The result is an expression for CL in terms of the ﬂow deﬂection angle, the Reynolds
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number and the non-dimensional ratio of ﬂap chord h to aerofoil chord c which gives
excellent agreement with both experimental and computational results available in the
literature for aerofoils at low incidence and over a range of Reynolds numbers. This
demonstrates the capacity of an appropriately developed inviscid model to capture the
physical mechanism of the Gurney ﬂap.
2.4 CFD
Computational Fluid Dynamics (CFD) involves the solution of numerical models in
order to approximate the mechanics of a ﬂuid around a body of arbitrary geometry.
The Navier-Stokes equations are non-linear partial diﬀerential equations describing
the mass, momentum and energy of the ﬂuid ﬂow in a domain. There are, as yet,
no general analytical solutions for this set of equations and three techniques for their
discretisation and solution are generally used: the Finite-Element Method (FEM); the
Finite-Diﬀerence Method (FDM) and the Finite-Volume Method (FVM).
The FEM solves the Navier-Stokes equations and their boundary conditions by
assuming an approximation of the solution as a set of shape functions prescribed
in terms of independent parameters (such as the element co-ordinates). Its use is
extremely widespread in structural analysis. Unlike the FVM, described below, the
FEM is not conservative over one element - continuity need not be fulﬁlled - but it
is so over several. In ﬂuid dynamics, the use of the FEM is not as widespread as the
FVM, which is attributed mostly to the early development of the FEM for structural
problems, which can be one-dimensional and do not need to consider continuity [114].
The FDM solves the Navier-Stokes equations by approximating their derivatives,
usually based upon Taylor's series expansions. For example:
(
∂u
∂x
)
i,j
= ui+1,j−ui,j∆x −
O (∆x), where the second term is the truncation error. This method requires the use
of a regular, structured grid, which does not lend itself well to problems with complex
geometries, for which some form of geometrical transformation is required.
The FVM approximates the conservative, integral form of the Navier-Stokes equa-
tions and solves for the ﬂuxes of the ﬂow variables crossing the boundaries of the
volumes used to discretise the problem. This is the most commonly used method to
solve problems in ﬂuid dynamics and lends itself extremely well to the use of unstruc-
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tured grids and complex shapes. FLUENT, an established, industrial FV code was
used in the work which follows and the requisite background to this and the FVM is
given in Chapter 4.
A variety of approaches to ﬂuid modelling are available and such models include:
vortex methods - a grid-free model, with the ﬂow modelled as discrete vortices; Reynolds-
Averaged Navier-Stokes (RANS) methods - giving a time-averaged model of the ﬂow
by modelling the turbulence in the ﬂow; unsteady RANS (URANS) - solving the equa-
tions at discrete time steps to capture the unsteady dynamics of the ﬂow. Both RANS
and URANS require closure of the Navier-Stokes equations because the time-averaging
fails to capture instantanous ﬂow ﬂuctuations and adds six unknowns: the Reynolds
stresses. In order to close this set of equations it is usually necessary to model these
in some manner and such turbulence models are detailed further in Chapter 4.
An alternative to these methods is Large Eddy Simulation (LES), which ﬁlters the
Navier-Stokes equations and solves for the large-scale eddies of the ﬂow with sub-grid
scale models to mimic the smaller eddies. The cut-oﬀ point of the ﬁlter is the point
at which the eddy size reaches the order of the scale of the grid elements. An LES
code actually resolves the eddies of the turbulence themselves, rather than simply
modelling the turbulence as in a RANS code, assuming that the smaller eddies have
more universal characteristics than the larger scale eddies and can be modelled in this
manner. Detached Eddy Simulation (DES) is a hybrid of LES and RANS, with the
RANS method used in regions where the turbulence length scale is smaller than the
grid dimensions. Turbulence is a three-dimensional phenomenon and as such, LES,
DES and Direct Numerical Simulation (DNS), which do not use closure models, must
all be performed in three-dimensions, which adds to their computational expense.
Finally, DNS ﬁnds the solution of the Navier-Stokes equations without recourse to
a turbulence model at all. DNS is computationally extremely expensive and only cur-
rently suitable for low Reynolds numbers - the number of cells required for a simulation
is proportional to Re
9
4 [98].
2.4.1 RANS
The Reynolds decomposition of the Navier-Stokes equations is to separate each of
the ﬂow variables, u, ρ, etc. into a time-averaged and a ﬂuctuating component: e.g.
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u(t) = u¯ + u′(t). Substituting these values into the Navier-Stokes equations and
then time-averaging the result gives the RANS equations. The available computing
power necessitated the use of a RANS solver as opposed to, for example, Large-Eddy-
Simulation (LES), which requires signiﬁcantly greater spatial and temporal resolution
than a RANS code. RANS codes have been used to successfully model aerofoils with
attached Gurney ﬂaps and the use of such models has already been discussed in Section
2.4.3. A more detailed description of the RANS methodology is given in Section 4.3.
2.4.2 URANS
URANS is the unsteady RANS solution of the ﬂowﬁeld: a RANS solution obtained at
discrete time steps. Solving time-averaged equations unsteadily can give satisfactory
results because of the separation of timescales in the ﬂow: the time steps used are
signiﬁcantly smaller than the frequencies of the large scale ﬂow disturbances in the
ﬂow such as a vortex street (note that smaller scales are modelled with a turbulence
model). The use of URANS to model a dynamically deﬂecting ﬂap has been performed
by van Dam et al. [96] as discussed in Section 2.4.3. The use of URANS and dynamic
mesh modelling speciﬁcally in FLUENT has been validated against experimental data
in the literature by Rhee and Koutsavdis [72]. This modelled a travelling wave ﬁeld
(both vertical and horizonal gusts) passing across a marine propellor blade section for
which the velocity ﬁeld was known experimentally (by LDA). The computational model
used unstructured dynamic meshing techniques in order to model the problem: the
steady ﬂow calculations matched the appropriate experimental data very well and there
was also excellent agreement for the unsteady simulations. This section is expanded
and discussed in more detail in Section 4.4. The eﬀectiveness of using RANS models
in order to model separation and/or complex geometries is discussed in Iaccarino et
al. [39]. RANS and URANS simulations were performed using FLUENT for a cube
and a surface mounted cube and in both cases the RANS failed to successfully capture
either the expected forces or ﬂow patterns - however, the URANS simulations were
able to do so. This was because all RANS models of such separated ﬂows, by their very
nature, will fail to model the periodic vortex shedding and it was found by Iaccarino
et al. [39] that this resulted in wakes that were much longer than those found by
URANS/LES/experiment.
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2.4.3 Computational Analyses of Gurney Flaps
This section will brieﬂy review a number of the computational analyses of statically
deployed Gurney ﬂaps published in the literature. A numerical investigation of the
eﬀect of diﬀerently sized Gurney ﬂaps was carried out by Jang, Ross and Cummings
[40] and the results were compared with earlier experimental results. An upwind-
diﬀerencing RANS solver (INS2D) with a Baldwin-Barth turbulence model was used.
The boundary layer was assumed to be fully turbulent, which was very similar to the
previous experimental eﬀort and the Reynolds number was identical. The mesh used
for this investigation was of very poor resolution around the Gurney ﬂap compared with
the wake, even though this was the region of interest. The results for the clean aerofoil
are compared with results from another experiment carried out by Wadcock [102].
The post-stall results are very poor. Pre-stall, the pressure distribution around the
aerofoil matches the experimental data excellently. There is good agreement for the
lift increases generated by the diﬀerent-sized Gurney ﬂaps. Also, as noted before
in Section 2.3.1.3, the addition of a Gurney ﬂap increases the nose down pitching
moment. The numerical simulations predict that the point of separation is moved aft
with the addition of a Gurney ﬂap. At α = 4o the separation point is moved from
x/c= 0.925 to x/c = 0.965 for the 0.5%c ﬂap and to x/c= 0.99 for all other ﬂaps. The
Gurney ﬂap eﬀectively changes the trailing edge camber of the aerofoil and reduces
the degree of separation that takes place for a given CL. The streamline patterns aft
of the Gurney ﬂap consist only of a strong clockwise vortex and match neither the
patterns seen experimentally by Jeﬀrey et al. [41] nor the original model hypothesized
by Liebeck [46], which is likely to be due to the coarseness of the mesh.
RANS modelling of the ﬂow around a NACA 0011 and NACA 4412 aerofoils with
Gurney ﬂaps was performed by Singh et al. using the code JUMBO2D, which is a
ﬁnite-volume CFD code using a form of the Baldwin-Lomax model [79]. The main
ﬁndings of this paper were twofold: ﬁrstly, to validate the code against the ﬁndings of
Storms and Jang [85] and Myose et al. [61] discussed previously; secondly to conﬁrm
the hypothesis of Liebeck [46] and the experimental ﬁndings of Jeﬀrey [41]. The
computational results compared extremely well with the experimental ﬁndings pre-
stall. Once the aerofoil had stalled, however, the lift, drag and moment results were
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Figure 2.8: Meshed Wing with Microtabs [55]
no longer in good agreement, as has been found by all of the RANS codes used to
investigate these devices. However, the ﬂow visualisation of the solutions at low aerofoil
incidence do conﬁrm the vortical structure predicted and measured around Gurney
ﬂaps by Liebeck (see Figure 2.3).
Salcedo et al. [75] performed a numerical investigation using the commercial pack-
age FLUENT with the k−ω turbulence model. However, even pre-stall the agreement
with experimental results is fairly poor and this is almost certainly partly due to the
mesh used. Although the near-wall reﬁnement was good, it is clear from the images
provided that the reﬁnement of the mesh in the region around the ﬂap is poor. For
example, a length of one ﬂap-length located at a distance one ﬂap-length downstream
of the ﬂap is meshed with just 4 cells.
The most recent research of Mayda et al. [55] focuses on the deployment of mi-
crotabs on a 3D wing, as shown in Figure 2.8 - the eﬀect of gaps between the deployed
ﬂaps (i.e. a non-solid ﬂap). The computational results for each type of ﬂap were com-
pared to the improvement on the baseline performance by the solid tab. Unsurprisingly,
as the solidity decreases, so the performance also decreases. Most interestingly, for the
applicability of such devices to a wing, the study found little variation in the sectional
normal force as a function of spanwise location for each case. This suggests that,
although there would be a reduction in their eﬀectiveness, a discrete distribution of
separated tabs could be used without causing adverse spanwise loading eﬀects.
Lee and Kroo [45] performed a 3D RANS investigation of the eﬀect of the spanwise
deployment of Gurney ﬂaps and found that, for a given distance between ﬂaps, the CL
increased linearly with respect to the length of the ﬂap. However, this was at much
lower solidities (σmax = 0.375) than the research of Mayda et al. [55]. Interestingly,
despite the low solidity, the lift is similarly distributed fairly widely along the span,
although not as evenly as in Mayda et al.
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Particle Image Velocimetry (PIV) was used by Solovitz and Eaton [81] to investi-
gate the spanwise eﬀect of the deployment of ﬁnite-span trailing edge tabs. The results
showed that the inﬂuence of the deployment of one tab was negligible outside of two
tab spans in the spanwise direction. This suggests that the eﬀects of these and similar
devices (such as tabs located inboard) can be modelled fairly locally. The results of
Lee and Kroo [45] agree well with these ﬁndings as their lift distribution show the lift
remaining fairly constant more than two ﬂap spans from the ﬂap even for low solidities.
2.4.4 Unsteady Deployment of Gurney Flaps
Solovitz and Eaton [81] investigated the eﬀect of rapid Gurney ﬂap deployment at a
blunt trailing-edge using Particle Image Velocimetry (PIV). The 9mm devices (1.5%
chord) were deployed in about 30ms at two diﬀerent dimensionless actuation times.
The ﬁrst was with a non-dimensional actuation time T ∗act of 1.0 and the second with
T ∗act = 0.2. The lower frequency deployment showed quasi-static behaviour throughout
the motion of the ﬂap. The measured downwash angle (from the angle of the average
velocity vector at x/c= 1.06) reached an approximately steady value by T ∗ = 1.1. For
the much higher frequency deployment, the measured downwash angle overshot the
long-term value by about forty percent, suggesting that there would be an overshoot
in the transient lift. For the lower frequency case, the number of vortices shed during
actuation will be much larger, allowing for several smaller vortices to be shed instead
of fewer large ones, reducing the jump in the lift loading. The results show that active
control devices will need to consider the non-linear behaviour of such devices only
for very high actuation speeds (T ∗ ∼ 0.1). The results also suggest that the fastest
actuation response possible may not give the most suitable response, which might have
the additional beneﬁt of reducing the requirements placed upon the actuator.
These devices have also been investigated computationally by Lee and Kroo [45].
This was performed using the same incompressible RANS solver as van Dam et al.
[6265,83,95] and the Spalart-Allmaras turbulence model. It is noted that a negative
aerofoil incidence leads to an increase in the boundary layer thickness, which decreases
the ﬂap eﬀectiveness and vice-versa, as suggested by Giguère et al. [30]. This paper also
illustrates clearly the relationship between the decrease in `ﬂap eﬃciency' (CL/[h/c])
and non-dimensional ﬂap chord (h/c), which is implied elsewhere but never stated and
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which shows the decreasing increase in ∆CL as the length of the ﬂap increases.
However, the unsteady results for an oscillatory ﬂap deployment between the up
and down positions appear to contradict the ﬁndings of Solovitz and Eaton [81]. For
a small, non-dimensional frequency (k = 0.166), there is considerable lift oscillation
due to vortex shedding. This oscillation is of largest magnitude (about a third of
the value of CL) when the ﬂap velocity is small. For k = 1.047, the time history
shows no noticeable oscillatory behaviour and the CL values obtained are about a half
of those for k = 0.166. The experimental results of Solovitz and Eaton [81] suggest
the contrary: that a slower deployment (i.e. smaller reduced frequency) would show
quasi-static behaviour because the ﬂap would shed many more, weaker, vortices over
the same time period.
2.4.5 Microtabs
The ability to move the Gurney ﬂap upstream with little eﬀect on the performance is
the basis for what appears to be the most innovative approach taken to trailing edge
active load control, by van Dam et al. [6265, 83, 95]. The basis of this approach is
to use microtabs: small (around 0.01c) rapidly deployable tabs that emerge normal
to the upper and lower surfaces of the aerofoil in the (approximately) 0.95c region of
the trailing edge. The closer these 1% tabs are located to the trailing edge, the more
eﬀective they become at enhancing the lift obtained. The initial numerical research
[64, 65] suggested that the lift-to-drag ratio (CL/CD) of the trailing-edge ﬂap would
be improved by a move upstream (to 0.98c). CL/CD would only drop below the value
obtained for the ﬂap at the trailing edge when moved upstream of 0.96c. Based on these
results, a 0.01c ﬂap located at 0.95c was tested. The experimental results did not agree
with the CFD prediction because the predicted drag was lower than that measured.
The drag polar for the aerofoil with and without the ﬂaps showed an increase of two
drag counts when the ﬂap was in place.
However, a similar experiment by Li et al. [49] to investigate the eﬀect of location
and mounting angle on Gurney ﬂaps found that mounting one this distance (0.05c)
or further forward of the trailing-edge gave a signiﬁcant increase of eight drag counts
for moderate angles of attack. This result was noted in the article, although without
any further insight into the reasons for it. It is not clear why the two results diﬀer
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so widely. Reattachment of the ﬂow after the ﬂap can probably be ruled out - the
numerical investigation of Standish and van Dam [83] suggested that reattachment of
the ﬂow causes a noticeable drop in the lift, which is not apparent in this case.
Chow and van Dam [20] have developed a dynamic mesh CFD model using the
k − ω turbulence model to investigate a deploying microtab system, which has been
validated against previous results for the unsteady deployment of a spoiler by Yeung et
al. [112] and which give excellent agreement. van Dam et al. [96] have also published
initial results for the unsteady deployment of a 1.5% trailing-edge ﬂap: these results
will be discussed in Section 3.1.
The approach of van Dam et al., similar to that of Storms and Jang [85], oﬀers
several beneﬁts over other active control methods: the actuation forces are much lower
than for large trailing-edge ﬂaps and deployment can be made much faster; all of the
moving parts are stored within the aerofoil itself and space is much less of an issue
because the device is not located at the trailing edge; when the tab is fully retracted,
the aerofoil shape is unchanged.
2.4.6 Lift Mitigation using Microtabs
The reduction, rather than increase, of CL by using a tab deployed on the upper
surface is potentially problematic. Some of the problems with using a rapidly deployed
tab on the upper surface for lift mitigation (i.e. a device similar to a spoiler) with
steady deployment were noted by Standish and van Dam [83]. This paper found that
separation of the boundary layer well before the trailing edge rendered a tab located
there completely ineﬀective.
The use of such devices requires a compromise between lift mitigation and large
increases in CD due to large-scale separation. At high CL, a tab located very near the
trailing edge will become ineﬀectual because it will reside in a separated region and
will therefore be unable to reduce the lift. Conversely, a tab located further upstream
near the start of the pressure recovery region need only be small to have a very large
eﬀect on aerofoil lift because it will generate an extensive separated region. This tab
location will also remain eﬀective at high angles of incidence. However, the large
separated region generated by this tab will cause a correspondingly large increase in
drag. The static results of Standish and van Dam [83] found that a 1% tab, located
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at x/c = 0.8, only mitigated the lift by around 25%. Presumably, a larger tab would
have a greater eﬀect, but these results show that the same tab located at x/c = 0.9
was only about half as eﬀective - this tab also became completely ineﬀective at high
angles of incidence. Lift mitigation under transonic conditions was also investigated for
rotorcraft applications and found that the problem is very similar to that experienced
under subsonic conditions.
Another problem with lift mitigation using rapidly deployed tabs such as these
may be that of transient lift generation which occurs with conventional spoilers which
is discussed in more detail in Section 2.2.1.
2.5 Control Methods
This section brieﬂy discusses simple PID (Proportional-Integral-Derivative) control
and LQG (Linear-Quadratic-Gaussian) control: the application of these control meth-
ods is expanded upon in Section 3.2.1.
2.5.1 Simple Feedback Control
Simple closed-loop control can be an eﬀective way to control a system and one of the
most commonly used ways to achieve this is a PID controller which feeds back sensor
measurements of the system's output in order to achieve a desired set-point, which
in the case of a wind turbine would be a constant blade loading. See, for example,
Aström and Murray [11]. The error signal, e, at time t is deﬁned as:
e(t) = r(t)− y(t) (2.2)
where r is the desired setpoint and y the measured system output. The control, u,
consists of proportional, integral and derivative terms so that:
u(t) = P (t) + I(t) +D(t)
where
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P (t) = KP e(t)
I(t) = KI
∫ t
0
e(t) dt
D(t) = KD
de(t)
dt
(2.3)
where K are the appropriate feedback gains tuned to achieve the optimum control.
The integral gain KI ensures that the plant output achieves the desired set-point in a
steady-state whilst the derivative gain KD allows a simple form of predictive control.
2.5.2 LQG Control
LQG control ﬁnds the solution to the optimal control problem for a process written
in state-space form such as that described in Maciejowski [53], for a continuous-time
process described by:
d~x
dt
= A~x+B~u+G~w
~y = C~x+D~u+ ~v
where ~w and ~v are respectively the process and measurement noise and where both
sets of noise are assumed to have a multivariate Gaussian distribution with zero mean
and covariances W and V respectively. ~x is the vector of system states, ~u is the vector
of system inputs and ~y the vector of system outputs. This process can also be written
with an additional term, H, included in the output from the process noise input, as in
MATLAB [3]:
~y = C~x+D~u+H~w + ~v
However, in the cases examined here, this H term is zero. For this process [53], an
LQG controller can found such that the performance index, J is minimised, where J
is given by:
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Figure 2.9: General System Framework for Robust Control
J = lim
T→∞
E
 T∫
0
[~z(t) ′ Q ~z(t) + ~u(t) ′ R ~u(t) ]dt
 (2.4)
where E is the expectation operator, ~z is the costed variable ~z = M~x and with Q and
R variable matrices such that the ratio of ‖Q‖‖R‖ weights the vector of the costed variable,
z, to the control input energy u. The vector of state-variables in the performance index
can also be replaced by the system output: see Equation 3.32.
2.5.3 Robust Control
The response and stability of a closed-loop system containing a plant subjected to
some bounded modelling uncertainties is not guaranteed as the system parameters
are variable. It is obviously desirable to provide such a guarantee and it is possible
to design a controller that does guarantee robust stability: stability in the event of
expected, speciﬁed uncertainties. It is also possible to design for robust performance:
a guaranteed level of control performance, again in the presence of expected, speciﬁed
uncertainties. Such control techniques are described in Zhou (with Doyle) [108].
An H∞ controller is the result of an optimization in order to minimise the supre-
mum of the maximum singular value σ of the transfer function of the system shown in
Figure 2.9 over all input frequencies, where K is the controller to be designed and P
the plant to be controlled. This means that the worst-case response of the closed-loop
system to an input disturbance (the maximum singular value) is minimised. This con-
dition guarantees stability in the presence of known and bounded uncertainties and
optimises the performance with respect to the expected uncertainties. Such controllers
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are expected to provide improved performance for oﬀ-nominal value plants with re-
spect to, for example, LQG controllers, for which there are no guaranteed stability
margins, as shown by Doyle [24]. More details about robust control design and H∞
control are considered in Section 3.2.3.
2.6 Conclusion
This chapter has detailed the static and dynamic characteristics of small (near) trailing-
edge ﬂaps available in the literature and justiﬁed their suitability for active load control
on blades because of their capacity to rapidly eﬀect large changes in CL, as discussed in
Section 2.3. The modelling of such devices in the literature has also been discussed and
both inviscid models and viscous CFD models have been successfully used to capture
their essential behaviour,as discussed in Sections 2.3.3 and 2.4.3. Brief introductions
to appropriate CFD modelling cases and relevant control methods have been given in
Sections 2.4 and 2.5. Areas will be expanded further as appropriate in Chapters 3, 4
and 5. The results of the literature review show that the static deployment of small
(< 5% chord) trailing-edge ﬂaps is well understood and that investigations into their
dynamic properties are underway by van Dam et al. [96] and Solovitz et al. [80, 81].
However, although control has been used successfully to reject ﬂow disturbances using
large trailing-edge ﬂaps moved through small angles, such as Straub et al. [87] or Buhl
et al. [16], no such eﬀorts have as yet been made for small trailing-edge ﬂaps either
numerically or experimentally.
Chapter 3
Controller Development
This chapter discusses the potential ﬂow modelling of an aerofoil with a small (4%
chord) trailing-edge ﬂap. This modelling was undertaken in order to produce simple
models which could then be used as a basis for the development of controllers to be
tested on the experimental prototype discussed in Chapter 5. The breakdown of this
chapter is in three main parts: ﬁrstly, the development of a high-order potential ﬂow
panel model and a low-order state-space model of a ﬂapped, thin aerofoil in Section
3.1; secondly, the application of various control methods to both models and the results
obtained in Section 3.2; thirdly, Section 3.3 details the addition of structural model
to better match the experimental setup described in Chapter 5. Finally, conclusions
from this chapter are drawn in Section 3.4.
3.1 Inviscid Models
In this section the development and veriﬁcation of two diﬀerent inviscid models is
described: a high-order panel model in Section 3.1.1 and a low-order state-space model
in Section 3.1.2. Inviscid models do not include the eﬀects of separation and therefore
substantially overpredict the lift generated by, for example, a ﬂap deploying through a
large angle. The justiﬁcation for using such models in a problem involving separated
ﬂow is twofold: ﬁrstly, their potential for capturing the main dynamics of the physical
system; secondly, their simplicity. Figure 3.1 shows a comparison between the viscous
CFD simulation of a NACA 0012 aerofoil with a 1% chord ﬂap deployed through 90◦ in
t∗ = 1 performed by van Dam et al. [96] and an inviscid state-space model developed
36
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Figure 3.1: Comparison of CFD model of van Dam et al. [96] and Normalised Results
from Inviscid Model
in this chapter. The ﬂap is deployed with a sinusoidal velocity described by:
δ˙(t) =
δmaxpi
2.Td
sin
(
pi
t
Td
)
0 ≤ t ≤ Td (3.1)
δ˙(t) = 0 t > Td (3.2)
where δmax is the ﬁnal ﬂap angle (in this case 90◦) and Td is the period of the deploy-
ment. The inviscid state-space model result is normalised against the viscous result
at t∗ = 10. After this normalisation, there is excellent agreement between these two
results: the inviscid model eﬀectively captures the dynamics of the system. Note that
there is vortex shedding in the results by van Dam et al. after t∗ ∼ 0.8: the mean
values are shown at discrete points for comparison with the normalised state-space
result. The complete CL trace is shown in Chapter 4 as Figure 4.10.
3.1.1 Panel Model
This subsection details the development of an explicit moving geometry panel method
model, which is subsequently veriﬁed in Section 3.1.1.2. The real system under investi-
gation is a blade at low incidence mounted with a small, rapidly deployed trailing-edge
ﬂap shedding, for small ﬂap deﬂection angles, a continuous vortex sheet from the
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trailing-edge of the ﬂap. As a ﬁrst approximation, it is reasonable to simplify and
model this blade-ﬂap system as a ﬂat plate with attached moving ﬂap using unsteady,
incompressible, potential ﬂow methods described in Katz and Plotkin [42], with the
addition of ﬂap motion. In this type of model, the aerofoil and ﬂap are broken up into
a series of two-dimensional panels and a vortex placed at one-quarter distance along
each panel. The zero-ﬂow normal boundary condition is applied at all the collocation
points, located at three-quarter distance along each panel, as shown in Figure 3.2.
If a ﬂat plate in potential ﬂow is modelled as a single panel, it is reasonable to
locate the panel vortex at the centre of lift of the plate ( c4). Enforcing the boundary
condition of zero normal ﬂow at the collocation point (xc, 1) gives:
−Γ
2pi(xc − c4)
+ U∞α = 0 (3.3)
where U∞ is the freestream velocity, α is the plate angle of incidence and Γ is the
strength of the vortex located at the quarter-chord point. Since the circulation on a
ﬂat plate at incidence is given by Γ = picU∞α, (3.3) can be rewritten as:
−pi cU∞ α
2pi(xc − c4)
+ U∞α = 0 (3.4)
giving xc = 3c4 for the location of the collocation point.
In reality, the unsteady wake consists of the shedding of a continuous vortex sheet
of length ∆S ≈ √U2 +W 2 ∆t with its centre of vorticity as given by (3.5). This
wake is convected in the freestream but also subject to its own self-induced velocity
ﬁeld. This is approximated in this model as a set of vortices shed individually from
the trailing-edge of the ﬂap at each discrete time step, which are convected in the
freestream. For this ﬁrst approximation, the eﬀects of wake roll-up were not included:
for a ﬂat plate at incidence, roll-up in the wake only becomes apparent after the wake
has been convected by the freestream two or three chord lengths [42]. As the ﬂap is
deﬂected, the point from which vortices are shed moves. At each time step the newly
shed wake vortex is placed at the location (x, z) where:
x = xte + 0.5U∆t z = zte + 0.5W∆t (3.5)
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and where the subscript te denotes the position of the trailing-edge of the ﬂap and
(U,W ) is the freestream velocity vector in two-dimensions. The value of 0.5 is chosen
because it is approximately the distance travelled by the new wake vortex, assuming
that it is shed halfway through the timestep. However, the solutions were found to
be insensitive to a wide range of values between 0.1 and 0.9. In order to reduce the
number of system states, the shed vortices were agglomerated in groups of 10 once they
moved beyond 20 chord-lengths from the trailing-edge of the ﬂap. This approximation
maintained the conservation of the circulation of the system (Kelvin's theorem) but
signiﬁcantly simpliﬁed the solution so that the system did not grow in size as rapidly.
3.1.1.1 Formulation of Panel Model
This subsection contains a description of the formulation of the panel model used. For
a series of panels as shown in Figure 3.2, the following condition must be enforced at
each collocation point:
(∇φ+ v) · n = 0
where v is the surface velocity, n is the vector normal to the panel and φ is the velocity
potential.
In two dimensions, the induced velocity at a location (x, z) due to the presence of
a discrete vortex of strength Γj at (xj , zj) is given by:
u
w
 = Γj
2pir2j
 0 1
−1 0
x− xj
z − zj
 (3.6)
where u and w are the x and z-components of the induced velocity and rj is the
distance from (xj , zj) to (x, z). i.e. rj =
√
(x− xj)2 + (z − zj)2
For a series of panels, the vortex strengths (and hence aerofoil loading) can be
calculated at every time step by solving the system of equations below:
A.Γ+ = R (3.7)
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where + denotes a value at the next sample instant
A =

a11 . . . a1f . . . a1N a11W
...
...
...
...
af1 . . . aff . . . afN af1W
...
...
...
...
aN1 . . . aNf . . . aNN aN1W
1 . . . 1 . . . 1 1

(3.8)
For example, a21 is the velocity normal to the collocation point on panel 2 induced
by a unit vortex located on panel 1, which is described by (3.6). The panels on the
plate are numbered from 1 to f − 1 whilst the ﬂap panels are numbered from f to N .
ai1W is the velocity normal to the collocation point on panel i induced by a unit vortex
located at the position of the vortex shed at the current time step (whose value is as yet
unknown). This vortex is shed from the trailing edge of the ﬂap and initally convected
in the freestream as in (3.5). As previously stated, only the ﬂap geometry varies,
therefore only the inﬂuence coeﬃcients involving those points will vary throughout the
simulation (aij where i ≥ f or j ≥ f). The last row in (3.8) represents the Kelvin
condition that the total system circulation is constant. The elements of the vector R
are given by:
Ri = −[U + uw W + ww] · ni(x, z) + [urot wrot] · ni(x, z) (3.9)uw
ww
 is the velocity vector induced at the collocation point of the i'th panel by all of
the known wake vortices and
urot
wrot
 is the rotational velocity vector of the i'th panel.
The position of the ﬂap panels can be changed as time advances based upon the
current ﬂap location, the ﬂap velocity and the ﬂap accleration (assumed constant over
the time step) and the time step length.
A ﬁrst-order approximation of the ﬂap motion is used such that
δ+ = δ + δ˙∆t
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Figure 3.2: Schematic of Panel Model with Flap and Wake
˙δ+ = δ˙ + δ¨∆t (3.10)
where δ is the ﬂap angle, δ˙ is the ﬂap angular velocity and δ¨ is the ﬂap angular
acceleration.
3.1.1.2 Veriﬁcation of Panel Model
The panel model was tested in four ways: for the response of a ﬂat plate at incidence
in a starting ﬂow; for a statically deployed trailing-edge ﬂap; for a ﬂat plate in heave;
for a sinusoidally oscillating trailing-edge ﬂap.
Firstly, the program was run for a static ﬂat plate with a step change in angle of
attack (Wagner's problem). The linearised potential ﬂow analytical solution to this
problem is approximated in Bisplinghoﬀ [12], where Λ is the ratio of CL to the ﬁnal
CL obtained and s is the distance travelled by the ﬂow in semichords. A well known
approximation to this result is:
Λ(s) ≈ 1− 0.165e−0.0455s − 0.335e0.3s (3.11)
where s is the non-dimensional time in semi-chords:
s =
2tU∞
c
. (3.12)
A static ﬂat plate of 1m chord with ten panels was subjected to a step change in
angle of attack of 1o. The time step used for this calculation was such that vortices
were shed with approximately the same spacing as the vortices distributed on the
surface of the plate (distance ∆x). i.e.
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Figure 3.3: Comparison of Panel Model with Wagner Function
∆t =
∆x
U∞
(3.13)
The non-dimensional time t∗ is deﬁned as:
t∗ =
U∞t
c
(3.14)
The program was run until t∗ = 100 (i.e. the wake extended 100 chord lengths).
The diﬀerence between the CL computed by the panel model and the CL obtained by
theoretical analysis of a ﬂat plate (see Houghton [37]) was 0.07%. The development
of CL is shown in Figure 3.3. The disparity between the results for the ﬁrst chord
length of ﬂow is due to the errors associated with the discretisation of the problem
into discrete panels and discrete wake vortices. The vortices shed during the ﬁrst few
timesteps in this case will be the strongest wake vortices and the lift generated on
the blade will therefore be the most sensitive to their discretisation, particularly given
their proximity to the blade during this period. The program was then run with a
statically deployed ﬂap of 0.05c deﬂected at 3o and in an impulsively started ﬂow.
The results were compared with thin aerofoil theory for a ﬂapped aerofoil taken from
Houghton [37]. There was almost perfect agreement between the asymptotic, long-
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Figure 3.4: Panel Model and Thin Aerofoil Theory Comparison at 3o Incidence
time results from the computations and the steady thin aerofoil theory, as shown in
Figure 3.4.
The thin aerofoil theory result, taken from Houghton [37] is:
CL = 2piα+ 2(pi − φ+ sinφ)δ (3.15)
where α is the aerofoil angle of incidence, δ the ﬂap deﬂection angle and φ the param-
eter deﬁned by:
φ = arccos[2F − 1] (3.16)
where F is the ﬂap chord normalised with respect to the aerofoil chord.
Theodorsen's result [90] for general unsteady ﬂows is:
L = −ρb2(vpiα˙+ pih¨− pibaα¨− vT4δ˙ − T1bδ¨)− 2piρvbC(k)[
vα+ h˙+ b(0.5− a)α˙+ T10vδ
pi
+
T11bδ˙
2pi
]
(3.17)
where ρ is the ﬂuid density, b the semichord, v the ﬂow velocity and α and its derivatives
the aerofoil angle of attack and its derivatives with respect to time. h˙ and h¨ are the
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Figure 3.5: Theodoren's Function C(k)
heave velocity and acceleration respectively, a is the distance from the mid-chord to
the aerofoil axis of rotation. As before, δ is the ﬂap angle. C(k) is the complex
Theodorsen function, plotted in Figure 3.5, where C(k) = F (k) + iG(K) and k is the
reduced frequency deﬁned as:
k =
ωb
v
(3.18)
and where ω is the angular frequency of the simple harmonic motion of the ﬂap motion.
T1, T4, T10 and T11 are constants resulting from the integration of velocity poten-
tials. These are deﬁned as:
T1 = −13
√
1− c2(2 + c2) + c. arccos(c) (3.19)
T4 = − arccos(c) + c
√
1− c2 (3.20)
T10 =
√
1− c2 + arccos(c) (3.21)
T11 =
√
1− c2(2− c) + (1− 2c) arccos(c) (3.22)
where c is the chord length. The value at a given time of Theodorsen's function is
calculated from (3.17) using a look-up table of C(k). The real part of (3.17) is the lift
generated in phase with the inputs, whilst the imaginary part is the part of the lift
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Figure 3.6: Panel Model Comparison with Theodorsen's Result in Heave
90◦ out of phase with the inputs.
The panel model was then tested against Theodorsen's result for sinusoidal heave,
with results from the panel model agreeing almost exactly for the heave case once the
wake had fully developed and extended far downstream of the aerofoil, as shown in
Figure 3.6. This case comprised 100 panels, with ∆t = 10−3 s and with U = 10ms−1.
The ﬁnal test was for a sinusoidal ﬂap deﬂection and the results shown in Figure
3.7 are for the sinusoidal ﬂap deﬂection of a 4% ﬂap with an amplitude of 1o and
reduced frequency k = 0.314. This used 208 panels and was run with U = 5ms−1
and ∆t = 10−3. It should be noted that Theodorsen's result is calculated in the
frequency domain, whereas the panel model is started at t∗ = 0 and time-stepped to
an asymptotic condition. By t∗ = 3, the wake has extended far behind the aerofoil
and the panel model matches Theodorsen's result in both magnitude, period and phase
diﬀerence with respect to the ﬂap deﬂection.
3.1.2 Development of Inviscid State-Space Model
This subsection describes the development of a state-space model for the speciﬁc case
of a ﬂapped aerofoil in a turbulent freestream suitable for use in an LQG framework.
A complete state-space model for a ﬂapped aerofoil in inviscid ﬂow was developed by
Leishman [47]. This model was based on existing results by using Duhamel's super-
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Deﬂection
position integral for Wagner's indicial step response (where the Wagner function is
approximately described by exponentials in a form similar to (3.11)) and the indicial
step response due to a ﬂap deﬂection from Theodorsen [90]. For the circulatory part
of the lift (accounting for the inﬂuence of wake shed vorticity) this state-space model
is in the following form, where the ﬁrst two states (f) account for ﬂap motion and the
remaining two (d) for the disturbance input:
z˙f =
 0 1
−f1f2(U/s)2 −(f1 + f2)(U/s)
 zf +
 0
g(δ, δ˙, s, U, e)

CLfc = 2pi
[
(f1f2/2)(U/s)2 (f5f1 + f6f2)(U/s) ] zf + pi g(δ, δ˙, s, U, e)
(3.23)
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z˙d =
 0 1
−f3f4(U/s)2 −(f3 + f4)(U/s)
 zd +
 0
h(w,U)

CLdc = 2pi
[
(f3f4/2)(U/s)2 (f7f3 + f8f4)(U/s) ] zd
zf , zd ∈ <2 (3.24)
where g and h are functions, f1, f2, f5 and f6 are constants used to express the Wagner
function as an exponential approximation as given in Leishman [47], f3, f4, f7 and f8
are constants used to express the Küssner function as an exponential approximation
as given in Leishman [47], c and s are the aerofoil chord and semi-chord respectively
and e is the ﬂap size, relative to the semi-chord. U and w are the ﬂow velocity
and disturbance input velocity, as shown in Figure 3.2. Finally, δ and δ˙ are the ﬂap
displacement and angular velocity respectively as used throughout. This system is
strictly proper.
The non-circulatory parts of the lift are written as:
CLnc =
s
U2
[−UT4(e) δ˙ − bT1(e) δ¨] (3.25)
where T1 and T4 are functions deﬁned in Section 3.1.1.2. The total lift is then calculated
by summing the circulatory and non-circulatory components.
As described subsequently in Section 3.2.1, the physical parameters of the model
chosen were a chord c of 1m (s = 0.5m) and a ﬂow velocity U of 5ms−1 in air (ρ =
1.225 kg m-3). The ﬂap was 4% of the aerofoil chord in size. Considering solely the
components of lift due to ﬂap motion (the two states in Equation 3.23), this gives, for
the circulatory part:
x˙ = Ax+B g(δ, δ˙, s, U, e)
CLc = C x+Dg(δ, δ˙, s, U, e)
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A =
 0.000 1.000
−1.715 −3.738
 B =
 0.000
1.000

C =
[
5.387 6.628
]
D = [3.142]
where g(δ, δ˙, s, U, e) =
[
T 10(e) δ
pi +
T11(e) δ˙c
4piU
]
and where T10 and T11 are functions de-
ﬁned in Section 3.1.1.2
For this work, the state-space model was taken in its original form in Leishman [47]
and modiﬁed with the inclusion of a double integrator to reduce the number of control
inputs from three (δ, δ˙, δ¨) to a single input: the angular acceleration of the ﬂap. Each
integrator is included as:
I(s) =
1
s− k
where k = 10−5. The resulting system is proper: the addition of the double integrator
is not rendering an improper system proper as might be expected, because the lift
comprises both the circulatory and non-circulatory parts: the former calculated from
the ﬂap angle and its ﬁrst derivative and the latter calculated from the ﬁrst and second
derivatives of the ﬂap angle. In any event, all three inputs must be included in any
control model as all contribute to the lift acting on the wing. This gives the transfer
function for the ﬂap system (angular acceleration input, CL output) for the complete
ﬂap model as:
G(s) =
1.328× 10−5s4 + 0.0084s3 + 0.8193s2 + 4.5788s+ 2.6732
s4 + 3.74s3 + 1.72s2 + 3.4× 10−5s+ 1.75× 10−10 (3.26)
This has poles at −3.20, −0.5356 and two at ∼ 0 (due to the double integrator)
and has zeros at −509, −113, −5.25 and −0.66. The very small coeﬃcients in the
denominator of Equation 3.26 are numerical rather than physical and are solely due
to the fact that the double integrators contain the k = 10−5 term.
The original model in Leishman [47] was applied to an aerofoil and ﬂap in a turbu-
lent velocity ﬁeld w. On an aerofoil at zero incidence, this generates unsteady loading
caused by the velocity component of the turbulence normal to the aerofoil (see Figure
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3.2). In this modiﬁed version, the disturbance input was converted into an equivalent
Gaussian noise input n with zero mean and known covariance (3000), by use of the
model for atmospheric turbulence with a von Kármán spectrum described in the US
military standard MIL-F-8785C [58] and illustrated in Figure 3.10. This was used to
produce a synthetic two-dimensional turbulent velocity time series, treated as frozen.
i.e. a turbulence ﬁeld convected unchanged over the aerofoil at the freestream velocity.
It should be noted that although this form of turbulence model construction simply
passes white noise through a series of linear ﬁlters its output does satisfy the continuity
equation because there is only one turbulent velocity component. Although turbulence
is non-Gaussian, this approximation is unlikely to be of signiﬁcance for these results,
which simply require a realistic disturbance input. The covariance of the Gaussian
noise input was chosen such that the lift generated on the aerofoil was large enough
to be of interest: an example of the lift output from a simulation with such an input
is shown in Figure 3.10. For this case, the mean velocity was taken to be 5ms−1 at a
height of 10m. The transfer function of the turbulence model through which the white
noise should be passed is given in [3] as:
Hturb(s) =
k(a+ bs+ cs2)
1 + ds+ es2 + fs3
where k = σ
√(
Q
pi
)
; a = 1; b = 2.7478Q ; c = 0.3398Q2 ; d = 2.9958Q ; e = 1.9754Q2;
f = 0.1539Q3 and where σ = 0.1U20 (the velocity at 20ft/6.096m) and where Q = UL
where L is the turbulence length scale (which for heights of less than 1000m is given
for this model by the altitude) and U is the mean velocity. This resulting form of
the equations - with a Gaussian noise input - is obviously particularly suitable for the
LQG framework.
The resulting state-space model is in the form:
x˙ = Ax+B δ¨ +Gn
CL = C x+D δ¨ +H n
x ∈ <7
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Figure 3.8: Root Locus of Closed-Loop Poles with Proportional Controller
where n is the synthetic turbulence input and the ﬂap angular acceleration δ¨ is the
control input. This model contains only 7 states compared with around 104−105 states
for the panel model. The model is detailed in Appendix B. The root locus between
the control input and the CL output is given in Figure 3.8. The zeros at −509 and
−113 are not shown in Figure 3.8 for clarity. These two zeros are introduced with the
two poles near 0 because of the double integrator into the system: note that as stated
previously this is not solely the introduction of two poles.
The poles of the ﬁnal complete system are at:
−5.5703− 3.2019− 0.6074− 0.5356− 0.2401− 0.0000− 0.0000
The zeros of the ﬁnal complete system are at:
−509.2429;−113.9326;−5.5703;−5.2450;−0.6616;−0.6074;−0.2401
The step response of the unconstrained system to a δ¨ input is obviously one of
CL → ∞ as such an input implies an ever increasing ﬂap angle δ moving with ever
increasing velocity δ˙. The response to a step noise input is shown in Figure 3.9. This
does not follow the Wagner function as might be expected because the step input
is ﬁrst passed through ﬁlters to generate the disturbance velocity input, rather than
being a disturbance velocity input itself.
The gain and phase margins of the system from the noise input to the CL output are
inﬁnite. However the gain and phase margins of the system from the ﬂap acceleration
input δ¨ to the CL output are 47.2dB and −11.6◦ respectively which occur at frequencies
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Figure 3.9: CL Response to Step Noise Input
of 13.6 rad s−1 and 1.13 rad s−1 respectively. The negative phase margin is due to the
instability of the system output for low frequency δ¨ inputs.
3.1.2.1 Veriﬁcation of Low-Order State-Space Model
This model was implemented in MATLAB and the results compared against the Wag-
ner function (Figure 3.11(a)) and Theodorsen's results for an oscillating ﬂap of small
amplitude (Figure 3.11(b)). As would be expected, the model output agreed with the
Wagner function and the sinusoidal ﬂap deﬂection result (10◦ with k = 1.26).
Theodorsen's result assumes a wake shed along the x-axis, whereas the panel model
sheds the wake from the ﬂap trailing-edge, which is then assumed to be convected by
the freestream only. An arbitrary time-varying ﬂap input (of various ﬂap incidences
between ±90◦) was read into both models and the results compared (Figure 3.11(c)).
As would be expected, there is excellent agreement for small ﬂap deﬂections, with larger
discrepancies for larger ﬂap angles because of the diﬀerence in the wake geometry.
3.2 Controller Development
Once the two inviscid models had been developed and veriﬁed as described in Section
3.1, a variety of controllers were tested in order to ﬁnd the most eﬀective types in
order to reject disturbances. This testing comprised two parts: ﬁrstly, in Section
3.2.1, controller development on the low-order state-space model developed in Section
3.2. Controller Development 52
0 5 10 15 20 25 30
−0.8
−0.7
−0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
t*
C L
Figure 3.10: CL Output from Low Order State-Space Model for Gaussian Noise Input
3.1.2; secondly, in Section 3.2.2, the application of the most eﬀective controllers to
the discrete, high-order panel model described in Section 3.1.1, in order to assess their
eﬀectiveness.
3.2.1 Controller Development on Low Order State-Space Model
This subsection contains the development of controllers on the low-order state-space
model described in Section 3.1.2 where the form of the state-space representation with
controller attached and both the maximum ﬂap acceleration and ﬂap angle limited is
shown in Figure 3.12. The physical parameters of the model chosen were a chord c
of 1m and a ﬂow velocity U of 5ms−1 in air (ρ = 1.225 kg m-3). The ﬂap was 4% of
the aerofoil chord in size. The ﬂap angular acceleration was limited to 157 rad s−2,
whilst the displacement was limited to ±pi2 rad using the gain KF shown in Figure 3.12
to provide feedback to the angular acceleration applied such that the maximum ﬂap
angle was not exceeded. These were necessary in order to impose reasonable physical
limits on the model. Diﬀerent controllers were tested on the state-space model; P,
PI, PID, and lead-lag compensation as discussed in the following subsections. These
simulations were for a Gaussian disturbance input whose non-dimensionalised duration
was T ∗ = 100 and whose properties averaged over intervals of several chord-lengths
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Figure 3.11: Tests on Low Order State-Space Model
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closely matched the overall mean and variance of the disturbance.
The results for each controller were compared with the unsteady lift without a
controller using the RMS value:
% Relative CL =
∫ T
0
√
CL(t)2controlled dt∫ T
0
√
C(t)2uncontrolled dt
× 100 (3.27)
The measure of the control energy expenditure used is:
En =
∫ T
0
δ¨2 dt (3.28)
This measure was chosen because the ﬂap angular acceleration δ¨ is proportional to
the torque which is in turn related to the work done by the controller:
∫ θ1
θ2
(Iδ¨) dθ = Iδ˙2 (3.29)
where I is the moment of inertia of the ﬂap and θ is the angle through which the ﬂap
is moved.
In all of the following subsections discussing the use of P, PI, PID, LQG and lead-
lag compensators, the model used is the low-order state-space model.
3.2.1.1 P Controller
A proportional feedback gain was applied to the model and the magnitude of the
gain varied, with the results as shown in Figure 3.13. Increasing the gain obviously
increases the control energy input as shown in Figure 3.13(b), until the actuator is
persistently saturated. Control energy expenditure is discussed further in Section
3.2.1.6. It is evident from Figure 3.13(a) and the root locus plot in Figure 3.8 that
small gains actually increase the unsteady loading because the increase in gain moves
the two poles located on the imaginary axis slightly into the right-half plane, thereby
rendering the system unstable. Further increases in gain result in a stable system and
produce signiﬁcant reductions in the unsteady loading. The critical value of gain above
which the closed-loop system provides load reduction is KP = 159.
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3.2.1.2 PI Controller
A PI controller was applied to the model and the magnitude of the gains varied for
an identical disturbance input. This was done systematically for KP : 0.1 − 100000
and KI : 0.1− 10000 varied by orders of magnitude. However, the addition of integral
control had very little eﬀect on the load reduction obtained beyond that obtained
by the proportional controller. The use of high values of integral gain (KI ∼ 104)
with values of KP at which the closed-loop system would otherwise have been stable,
rendered the system unstable. The results for the PI controller are similar to those
shown for the PID controller in Figure 3.14 and show that the solution is a non-trivial,
non-convex function for the optimisation of the gain.
3.2.1.3 PID Controller
A PID controller was applied to the model. The gains KI = 1 − 10000 and KD =
1 − 10000 were varied by orders of magnitude, whilst the proportional gain KP was
varied between 1 − 10000 in smaller steps and an identical disturbance input was
applied. The results, shown in Figure 3.14, show again the destabilising eﬀect of low
proportional gain (in this case the value of relative CL is denoted simply as 100)
and that the solution is a non-trivial, non-convex function for the optimisation of the
gain. The application of derivative and integral gain (KD = 102, KI = 102) provides
a further decrease in loading from 20.0% to 16.0% (for KP = 104) but more than
doubles the input energy.
3.2.1.4 Lead-Lag Compensator
The phase angle of the system is lead for low frequencies and lag for high frequencies.
A lead-lag compensator of the form was tested:
KLL
(s− z 1)(s− z 2)
(s− p 1)(s− p 2) (3.30)
The gain KLL and the position of the zeros and poles z 1, z 2, p 1, p 2 were varied
systematically over a range of values (10−3 − 10 2) by orders of magnitude as for the
PID controller, subject to | p 1 | > | z 1 | for the lead compensator and | z 2 | > | p 2 |
for the lag compensator. The use of the lead-lag compensator gave a minimum relative
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CL of 59% for KLL = 10 2, z 1 = 10−3, z 2 = 10−1, p 1 = 10−2, p 2 = 10−2.
3.2.1.5 LQG Controller
As it is not possible to measure all of the system states required to successfully model
the system, in order to implement full-state feedback it is necessary to construct an
observer to reconstruct the states from the measured output. In this case, the measured
output is the lift loading (as CL) acting on the blade. The simple Kalman ﬁlter
estimates the current state from the previous state estimate and the current available
measurements and includes an estimate of both the process and measurement noise.
Introductions to the simple Kalman ﬁlter and the extended Kalman ﬁlter for non-linear
systems are given in Welch [106].
An LQG controller can be developed as follows [53] for a continuous-time process
described by:
d~x
dt
= A~x+B~u+G~w
~y = C~x+D~u+ ~v (3.31)
where ~w and ~v are respectively the process and measurement noise. Both sets of noise
are assumed to have a multivariate Gaussian distribution with zero mean and covari-
ances W and V respectively. ~x is the vector of system states, ~u is the vector of system
inputs and ~y the vector of system outputs. For the results in this section, the white
process and measurement noise are described by the normal distribution discussed
in Section 3.1.2 and Section 5.1.1.5 respectively. Given the system of Equation 3.31
with initial conditions ~x(0) = ~c, the optimal control problem consists of choosing an
input such that the performance index J is minimised, where J can be written as in
Equation 2.4 or as given below. For a system in the form of the LQG framework, the
optimisation of this system results in the solution of a Riccatti equation in order to
give the optimal feedback gain, K, where the control signal ~u(t) = K~x(t) and where
~x are the system states reconstructed from the measured output using the Kalman
ﬁlter described earlier in this section. The performance index is in terms of the costed
variable ~z = M~x.
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The performance index J can be more usefully written in terms of the measured
output, rather than the system states (as in Equation 2.4), so that J is minimised,
with J now deﬁned as [3]:
J = lim
T→∞
E
 T∫
0
[~y(t) ′ Q ~y(t) + ~u(t) ′ R ~u(t) ]dt
 (3.32)
′ denotes a transpose. Q and R are a choice of performance indices weighted according
to the relative importance of the expenditure of energy from control inputs (R) and the
relative importance of the error in the costed variable vector (Q). E is the expectation
operator. A variety of diﬀerent values for Q and R were used in order to determine
the value of K, the state feedback gain matrix, with the performance index J deﬁned
as in Equation 3.32 (i.e. weighted with respect to the control input and the measured
output).
It is useful to form a plot of percentage reduction in unsteady lift (compared with
the case for a stationary ﬂap) and the relative energy input for various relative weight-
ings of Q and R. The relative measure of work input was calculated based on a ratio
with the highest work input (see Figure 3.15).
3.2.1.6 Conclusions for State-Space Model Controllers
The various controllers tested on the low-order model suggested that the P, PID and
LQG controllers were the most eﬀective types to test on the nonlinear panel model.
PID control gave the greatest reduction in unsteady loading on the linear model. Two
examples of PID control are given in Figure 3.16. This shows the comparison between
a PID controller with values KP = 10−1, KD = 10−1, KI = 10−1 (marked as `Low
Gains') and KP = 10 5, KD = 10 2, KI = 10 0 (marked as `High Gains'). Note that
proportional gains that would otherwise have destabilised the system do not have such
an eﬀect with the application of derivative and integral control. The result for CL
without a controller is also shown. The `High Gains' case oﬀers the most eﬀective
reduction in CL (16.0%) whilst the `Low Gains' case only reduces the unsteady CLto
53.0%. However, the energy input for the `Low Gains' case is much lower (∼ 570
times). This is evident from the plot of the ﬂap deﬂections for these two cases shown
in Figure 3.16. The LQG controller, with Q/R = 10 5, gives a similar reduction in
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unsteady loading (18.2%) compared with the `High Gains' PID controller, but with a
much smaller energy input (more than an order of magnitude less). The reason for this
considerably smaller energy input is that the ﬂap angular acceleration for the `High
Gains' case is largely saturated over the entire disturbance duration T , whereas the
control input, with this particular LQG controller, is at no point saturated.
3.2.2 Controller Testing on Higher-Order, Non-Linear Panel Model
This subsection contains the application of controllers tested on the low-order state-
space model (as described in Subsection 3.2.2) on the panel model described in Section
3.1.1.
3.2.2.1 PID Implementation on the Panel Model
The PID implementation on the panel model was taken from Astrom and Murray [11].
Here, the controller from Section 2.5.1 has to be discretised, with the approximations
to the discretised form given below.
The control signal, u, contains proportional, derivative and integral terms.
u(tk) = P (tk) + I(tk) +D(tk) (3.33)
where the error term is deﬁned as the diﬀerence between the required output and the
output signal feedback:
e(tk) = r(tk)− y(tk) (3.34)
and the proportional, integral and derivative terms are given by:
P (tk) = kP e(tk)
I(tk) = I(tk−1) + kI .e(tk−1).∆t
D(tk) =
Tf
Tf + ∆t
D(tk−1)− kD
Tf + ∆t
(y(tk)− y(tk−1)) (3.35)
where KP , KI and KD are the proportional, integral and derivative feedback gains
respectively,∆t = ti − ti−1 is the sample interval and Tf is a time constant used in
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the ﬁltered derivative (in order to avoid large control signal variations during high
frequency measurements).
The ﬁltered derivative is generated by replacing the simple derivative term kDs
with kDs1+sTf which is a derivative term for low frequency signals and a proportional
gain term at high signal frequency. The ﬁltering time, Tf is deﬁned as:
Tf =
(kDkP )
N
(3.36)
where N is in the range of 2 to 20 and for this application was chosen arbitrarily to
be 10 and was largely insensitive to variation.
The coeﬃcients for the proportional, integral and derivative controller were not
tuned using the empirical Ziegler-Nichols tuning, as described in Astrom and Murray
[11] and the original paper by Zeigler and Nichols [113]. This is because the system is
unstable for low proportional gains, as can be seen from the root locus plot shown in
Figure 3.8. Instead of this, the approach taken was as previously described in Section
3.2.1.3, where the magnitudes of the PID controller were systematically adjusted to
ﬁnd the optimal solution.
The most eﬀective controllers on the linear state-space model were then imple-
mented on the nonlinear panel model and their eﬀectiveness compared using the iden-
tical disturbance input in each case. The aerofoil load was sampled at 100Hz and
the ﬂap acceleration applied instantaneously (i.e. assuming that there was no time
lag between measurements and application of the control input or even within the
application of the control input itself). The results for the P controller in Figure 3.13
show that there is reasonable agreement between the linear and nonlinear closed-loop
behaviour. There is good qualitative agreement between the two sets of data. The P
controllers are less eﬀective at reducing the unsteady loading on the nonlinear model.
The results for the application of PID were similar, with the most eﬀective of the
PID controllers (KP = 10 4, KD = 10 3, KI = 10 0) tested reducing the unsteady
CL to 31.6%, a small improvement over the most eﬀective P controller (34.0%). This
behaviour is qualitatively similar to that observed on the low-order, linear model.
The LQG controllers tested on the nonlinear model (see Figure 3.15) were less
eﬀective than their equivalent counterparts on the linear model. The LQG controllers
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were also slightly less eﬀective than the P and PID controllers implemented on the
nonlinear model. However, as found with the low-order model controllers, the use of
LQG gave signiﬁcantly more eﬃcient control for a given load reduction than any of the
P and PID controllers tested on the nonlinear model. Notably, the most eﬀective LQG
controller used ﬁfty times less energy than the most eﬀective PID controller tested.
3.2.2.2 Scaling of Gains
For this particular ﬂap size e (relative to the semi-chord s) it is proposed to scale the
gains as follows so that the results are applicable for a diﬀerent ﬂow velocity U and
aerofoil chord c. Thus, a gain ζ used in this work, suitable under one set of conditions
and denoted below by the subscript v, can be generalised for application under other
conditions.
Denoting the non-dimensionalised values as:
CL =
L
1
2ρU
2c
t∗ =
(
U
c
)
t
δ˙∗ =
(
U
c
)
δ˙ δ¨∗ =
(
U
c
)2
δ¨
For a simple proportional controller used in the preceding work, the ﬂap input δ¨
can be written as:
δ¨v = ζvCL
δ¨∗
(
Uv
cv
)2
= ζv
The generalised gain ζg is therefore deﬁned as:
ζg = ζv
(
cv
Uv
)2
(3.37)
which is applicable under other conditions denoted by the subscript p as:
ζp =
(
Up
cp
)2
ζv
(
cv
Uv
)2
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This is illustrated by the following example comparing two diﬀerent systems using
an identical disturbance input CL(t∗). Two systems were used: the ﬁrst was generated
using a value for the freestream velocity of 5ms−1; the second was generated using
a value of freestream velocity of 10ms−1. Assuming an identical chord and simple
proportional controller of value KP for the 5ms−1 model, the appropriate relative
gain for the 10ms−1 model can be calculated (4KP ). As expected for two such linear
systems, with a scaling of the gains, the results in terms of the reduction in the value
of C2L are identical along with identical non-dimensionalised ﬂap energy inputs.
3.2.2.3 Contribution of Flap Components to Lift Generated
It is of interest to examine the proportion of CL generated on the aerofoil by the
ﬂap motion components: δ, δ˙ and δ¨. An analysis of the typical control inputs to the
ﬂap show that the contribution to the lift from the ﬂap angle is by far the largest
contribution and is typically ﬁve to ten times larger than that due to ﬂap velocity or
acceleration: the majority of the change in loading generated by a ﬂap acceleration
input is due to the ﬂap deﬂection angle, rather than the deﬂection rate. However, this
is frequency dependent: at higher frequencies, the ﬂap acceleration and velocity will
become far larger contributors to the lift generated on the aerofoil.
3.2.3 Robust Control Design
Robust control design is the development of a controller for a plant subject to some
bounded modelling uncertainties in order to ensure that the response and stability
of the closed-loop system is guaranteed for the uncertainties speciﬁed, as described
in, for example, Zhou [108] or Green and Limebeer [33]. For example, consider a
closed-loop stable plant P ﬁtted with a feedback controller K. On a Nyquist plot, the
distance from the critical point (−1, 0) to the stable closed-loop transfer function L
is given by | 1 + L |. For an uncertainty ∆ and a controller gain K this means that
| K ∆ |<| 1+L | if the transfer function is not to overlap the critical point. One way to
determine robustness is the use of Monte-Carlo methods. However, this requires a very
large number of samples (and hence calculations) and does not in any case provide a
guarantee that the worst-case response has been found for the prescribed uncertainty.
H∞ control algorithm seeks to ﬁnd an optimal controller which guarantees, for every
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Figure 3.17: Generalised Robust Feedback Controller Conﬁguration
bounded input, a bounded output.
The system shown in Figure 3.17 is described by:
 z
y
 =
 P11 P12
P21 P22
 w
u

u = Ky (3.38)
It is useful to deﬁne the lower linear fractional transformation (LFT ) for the system
as shown in Figure 3.17 (a), which is simply a rearrangement of Equation 3.38:
Fl(P,K) = P11 + P12K(I − P22K)−1P21
An H∞ control algorithm seeks to minimise the ∞-norm of this result subject to
an asymptotically stable value of APK where:
Fl(P,K) =
 APK BPK
CPK DPK

3.2.3.1 Sensitivity of P, PI, PID Controllers to Plant Variation
It is obviously extremely desirable to determine the sensitivity of the heuristically
designed controllers used in the previous section to variations in the plant model used:
speciﬁcally, whether or not the closed-loop system will behave diﬀerently for variations
in its parameters. Uncertainty was added to the model by varying the value of the
freestream velocity used to deﬁne the model. The freestream velocity was deﬁned as
varying from its nominal value of 5ms−1 by ±10%. Despite of this variation, all of the
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controllers tested were stable for all values of the deﬁned uncertainty - when subjected
to a sample disturbance, they provided a load reduction and the closed-loop poles were
all located on the left of the imaginary axis.
3.2.3.2 H∞ Controller Design
The state-space model used in this chapter has two poles at the origin. These poles
are a result of the double integration of the control input δ¨ in order to include the ﬂap
angle and velocity. The plant is therefore a marginally stable system. However, H∞
control design assumes that the nominal system is stable. Kuraoka et al. (1989) [44]
proposed a modiﬁcation of the H∞ control design procedure detailed in Glover and
Doyle (1988) [31] for such a plant, which in their case also contained an integrator.
However, rather than implement this algorithm, it was found to preferable to simply
redeﬁne the system integrators as:
I(s) =
1
s− k
where k = 10−5. This transfer function has an almost identical behaviour to that of
a pure integrator, yet the pole is moved very slightly oﬀ the imaginary axis and this
transformation renders the open-loop transfer function stable.
A program available in MATLAB [3] (hinfsyn) was used to compute the optimal
H∞ controller and after balancing this is given as:
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HA =

0.0009624 0 0 0
0 −0.0009626 −2.046× 10−7 −6.614× 10−8
0 −2.046× 10−7 −0.589 −0.3736
0 −6.614× 10−8 −0.3736 −3.149

HB =

6.526× 104
−2194
−0.2331
−0.07537

HC =
[
73.74 2194 0.2331 0.07537
]
HD =
[
1010
]
The achieved H∞ cost is 0.0078. However, it is clear from this result that even after
balancing, the H∞ controller designed is eﬀectively a very large feedback gain. This is
concomitant with the ﬁndings of Section 3.2.1.1 for a simple proportional controller.
This controller was tested along with a simple proportional controller. It should be
noted at this point that comparing a robust controller with a non-robust controller
requires care: although the performance of such a controller may not be optimal at
the nominal value of the system, it may be a signiﬁcant improvement when coupled
with an oﬀ-design-point plant. The values of the proportional controller tested were
KP = 500, KP = 104 and KP = 105. The controllers were then tested with plants
generated with freestream velocities of 3, 4, 5, 6, 7ms−1. Identical disturbances (in
terms of CL) were used in all of these cases. The smaller gain proportional controller
became unsteady when connected to the plants generated with a freestream velocity
of 6 and 7ms−1. The H∞ controller did not become unstable when connected to these
particular plants and reduced the unsteady loading slightly more than the large gain
proportional controller in all cases with results in all cases similar to those obtained in
Section 3.2.1. It should be noted that actuator saturation in δ¨ or δ was not speciﬁed
in the H∞ control problem yet was implemented in practice. Solutions to actuator
saturated H∞ problems are, however, possible: see Cao et al. [18].
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3.2.4 Control Model Conclusions
In the preceding sections, two diﬀerent inviscid models were developed, veriﬁed against
analytical results and then used to test a variety of controllers suitable for application
on the CFD model and the experimental prototype. This demonstrated that it is
possible to reject ﬂow disturbances using a small trailing-edge ﬂap and that even
a simple proportional feedback controller with a suﬃciently high gain can provide
eﬀective load reduction. With a large disturbance input, the PID controller produced
even larger load reductions than the LQG controller because saturation of the controller
output reduced the eﬀectiveness of the LQG controller. This is a non-trivial problem
to solve because the control involves both the ﬂap angle δ and its derivatives. With
smaller disturbances, the LQG controller was, as expected, more eﬀective. It was also
more eﬃcient, especially for large disturbances, where the energy input
(∫ T
0 δ¨
2 dt
)
was
50 times lower than the PID controller for an equal load reduction. An H∞ controller
was developed which proved eﬀective with models generated over a wide range of
freestream velocities: 5ms−1±40%.
3.3 Addition of Structural Model
Experiments to test the control potential of this device on a blade mounted on a ﬂexible
aluminium sting (see Section 5.1.1.3 and Figure 5.5) did not give results (see Chapter
5.3) which agreed even qualitatively with the ﬁndings presented so far. For example,
experimentally, the use of a proportional controller did not give a load reduction for
any of the gains tested and in fact, actually increased the loading experienced by the
blade. The unexpected behaviour was due either to structural or viscous eﬀects, which
were not accounted for in the previous model.
In the experiment, the blade loading was measured by strain gauges mounted at the
root of the sting and as discussed in Section 5.1.1.3, the ﬂow disturbance was generated
by the vortices shed from a bluﬀ body, of square cross-section, positioned upstream
of the blade. Under these ﬂow conditions, the ﬂexible sting underwent deformation.
This structural motion was investigated by analysing a series of stills taken of the blade
from underneath, such that the relative position of the leading and trailing edges of
the blade could be calculated and estimates of the lift due to these motions suggested
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that the heave component dominated the pitch component, as discussed in Section
3.3.1. For further details on the experimental setup, see Section 5.1.1.3. In order
to incorporate the eﬀect of the structural deformation on the inviscid aerodynamic
model, a ﬁnite-element model of the blade mounted on the ﬂexible aluminium sting
was created as discussed in Section 3.3.2 and coupled with a normalised version of the
state-space model developed in this chapter. A normalised version of the state-space
model is one whose asymptotic output with δ = 90◦ is normalised with respect to the
asymptotic CL with δ = 90◦ of, for example, the experimental model. The results
from this investigation are detailed in Section 5.3.2.
3.3.1 Aerodynamic Loading from Structural Motion
The structural motion of the blade downstream of a disturbance generated by an
upstream bluﬀ body was investigated by analysing a series of stills taken of the blade
from underneath. Note that these stills were taken at separate time intervals and do
not provide a time accurate history of the blade motion. An analysis of these photos
gave the relative position of the leading and trailing edges of the blade calculated to
an accuracy of ±0.05mm. The large number of photographs taken (∼ 120) showed
that the blade moved with a heaving, rather than a twisting motion. A sample of
the results illustrating the leading and trailing-edge motion for a series of 60 photos is
given in Figure 3.18 and it is clear from this ﬁgure that the leading and trailing edges
of the blade generally move in the same direction, although the leading edge generally
deﬂects further than the trailing-edge.
Based upon these results, an estimate of the lift acting on the blade due to its
motion could be performed. The relevant components of Theodorsen's result for the
lift acting on a wing moving in pitch and heave are given by:
L = piρb[h¨+ Uα˙] + 2piρUbC(k)[h˙+ Uα+ b(12 − a)α˙]
Assuming that the largest recorded heave displacement (ho = 3.5 × 10−3m) and
largest pitch angle (αo = 5.0 × 10−3rad) represent the magnitudes of a sinusoidal
variation of period 1s, which was the approximate measured frequency of loading on
the model with an upstream disturbance:
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Figure 3.18: Blade Leading and Trailing-Edge Motion
h = ho sin(2pit)
α = αo sin(2pit)
The relative contribution of each of these components to the lift is given by:
h¨
Uα˙
= 12.0 (3.39)
and
h˙
Uα = 9.0
h˙
b(
1
2−a)α˙
= 60.0 (3.40)
For this reduced frequency (k = 0.318), the real part of C(k) is Re(C(k)) = 0.65.
It is clear from the ratios (3.39) and (3.40) that oscillations in heave are not only the
dominant structural behaviour, but that they also give by far the largest contribution
to any resultant aerodynamic loading.
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1.98N
Applied
Midspan
3.96N
Applied
Midspan
Experimental [FE Model]
Deﬂection 200mm from
Clamped End (mm)
0.40 [0.38]
6.3% Error
0.60 [0.63]
5% Error
Experimental [FE Model]
Deﬂection 300mm from
Clamped End (mm)
0.73 [0.75]
2.7% Error
1.31 [1.30]
0.7% Error
Table 3.2: Comparison of FE Model with Experimentally Measured Deﬂections
3.3.2 Implementation of the Finite-Element Model
The experimental apparatus was modelled as a cantilevered beam with varying struc-
tural properties along its length. For simplicity, a small 36 element model was used
which modelled the blade as a body of very high stiﬀness with respect to the sting to
which it was attached. As described in Appendix A, based upon the beam geometry
and properties, the elements can then be assembled into the structural mass and stiﬀ-
ness matrices and the global load vector. For the cantilevered beam case, boundary
conditions are introduced at the ﬁrst node of the ﬁrst element such that h |x=0= 0 and
h˙ |x=0= 0.
This results in a second-order diﬀerential equation to describe the structure of the
form:
Mh¨+ Ch˙+Kh = P (t) (3.41)
where M is the mass matrix of the structure, C the structural damping and K the
structural stiﬀness, h is the deformation of the structure and P (t) the time-varying
load vector based upon the loading applied to the structure at each element.
In order to verify the FE model, the results were compared with the analytical
solution for the displacement along a uniform beam (and hence also the mode shape)
under both applied uniform and point loadings [57]. The static load displacements of
the model were also compared with those measured for a point load applied at the
mid-span of the blade and again the results were excellent: see Table 3.2.
The natural frequencies of this system are given by fn = 2pi
√
M−1s Ks and even
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for the simple model used, this gave excellent agreement with the natural frequency of
the system calculated from the impulse response of the structure - 7.4Hz for the model
compared with 6.8Hz for the experimental structure. The resonant frequency of the
system was compared with the analytical solution by computing the result of:
fn =
√
min(eig(M−1s Ks))
2pi
and by exciting the structure with oscillatory loadings around this frequency and
verifying the dynamic response. The structural damping was estimated from the rate
of decay of oscillations in the impulse response of the struture compared with the
experimentally measured impulse response.
Given that:
h¨ = M−1[P (t)− Ch˙−Kh]
the structural model can be converted for simplicity into a state-space form with the
state vector ~x =
 d~hdt
~h
 :
 h˙
h¨
 =
 0 I
−M−1K −M−1C
 h
h˙
+
 0
M−1F
CL
CLmeas = θ
(
−XM−1K −XM−1C
) h
h˙
+ θ (XM−1F )CL
where F is a vector which applies the load input, written in terms of CL, on the
element at the mid-span of the blade. In the experiment, the apparatus was calibrated
by applying known loads at the mid-span and measuring the resulting strain near the
root of the sting. A linear relationship was found between the two. The same procedure
was applied to the FE model, with the displacement (strain) of the element in the same
location as the strain gauges in the experiment calibrated against a point loading at
the mid-span. The vector X =
(
0 0 0 . . . 0 1 0 0 0 . . .
)
results in the
output of the displacement of a particular element, in this case near the root of the
sting. The calibration between this displacement and the measured lift acting on
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the mid-span of the blade CLmeas is given by the constant θ. The results of the
implementation of this model and the comparison with the experimental results are
discussed later in Section 5.3.2.
3.4 Conclusions
This chapter has discussed the development of the control models used for controller
design and shown their very signiﬁcant potential for load reduction, particularly the
use of PID and also the more eﬃcient LQG controllers. Section 3.2.3 has discussed
the use of existing methods to develop a robust H∞ controller, whilst Section 3.3 has
discussed the addition of a structural model in order to allow a comparison with the
experimental results in Chapter 5.
Chapter 4
CFD Modelling
4.1 Introduction
This chapter largely encompasses the viscous modelling of an aerofoil with a small
(4% chord) trailing-edge ﬂap as modelled inviscidly in Chapter 3. The motivation for
performing viscous modelling was in order to produce and test a more realistic model
of the aerofoil and ﬂap with respect to the inviscid models discussed in Chapter 3. A
viscous ﬂow over an aerofoil with a trailing-edge ﬂap will have two main diﬀerences
with respect to its inviscid counterpart. Firstly, for an inviscid ﬂuid, the ﬂow will leave
smoothly at the trailing-edge of the ﬂap, irrespective of the ﬂap angle, generating a
higher value of CL than would be possible with the eﬀect of viscosity. In a viscous ﬂuid
with high ﬂap angles, the ﬂow will separate, considerably reducing the lift generated
and as discussed in Section 1.1, this will also generate noise. Secondly, in a viscous
ﬂuid, there will be a boundary layer present on the aerofoil, upstream of the ﬂap which
will render the ﬂap less eﬀective: for high angles of aerofoil incidence, this boundary
layer will separate, rendering the ﬂap very ineﬀective in a downstream, separated region
- see, for example, the results of Standish and van Dam [83].
The CFD code used to investigate this problem was FLUENT, a general purpose
ﬁnite-volume (FV) CFD package produced by Fluent Inc [4]. As discussed in Section
2.4, the FV method allows considerable ﬂexibility in terms of the mesh shape and
location and in addition, FLUENT is capable of modelling a dynamic (temporally
varying) mesh: see Rhee and Koutsavdis [72].
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The breakdown of this chapter and of the approach taken for this modelling was
threefold. Firstly, the inviscid two-dimensional solution over a ﬂat plate with a dynam-
ically deﬂected ﬂap was obtained and compared with the analytical result in Section
4.2 in order to compare both the inviscid model in FLUENT and the previous work
undertaken. Secondly, in Section 4.3, the Reynolds-Averaged Navier Stokes (RANS)
solution was obtained over a range of incidences for a plain aerofoil and one with ﬁtted
with a static Gurney ﬂap. These results were compared with those experimental results
available in the literature. Finally, in Section 4.4, unsteady RANS (URANS) solutions
for an aerofoil with a statically and dynamically deployed ﬂap are detailed. These
results are compared with inviscid solutions obtained using the normalised state-space
model previously described in Section 3.1.2.
4.2 Inviscid Solutions
In this section, FLUENT was used to perform an implicit solution of the Euler equa-
tions using the segregated solver (as described in Section 4.3.1), given below:
∂ρ
∂t
+∇ · (ρ~U) = 0 (4.1)
∂
∂t
(ρ~U) +∇ · (ρ~U ~U) = −∇P (4.2)
where P is the pressure, ~U the ﬂow velocity vector in Cartesian co-ordinates and ρ the
ﬂow density.
Several initial tests were run to provide a basic validation of the FLUENT models,
the ﬁrst being that of a static ﬂat plate at incidence under inviscid ﬂow conditions.
This result agreed almost exactly with potential ﬂow theory after several chord lengths
of ﬂow had passed and any small diﬀerence in the solution as t∗ →∞ can most likely
be attributed to the eﬀects of numerical viscosity. A more interesting case was that of
inviscid ﬂow over a 1m ﬂat plate with a 4% ﬂap sinusoidally oscillating through 8.5◦
at a reduced frequency, k = 0.653. This result agrees with that of Theodorsen's, as
previously described in Section 3.1.1.2. The mesh generated comprised 134 000 cells
and the results from this mesh and Theodorsen's result are compared in Figure 4.1
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Figure 4.1: Comparison Between Inviscid FLUENT and Theodorsen's Result for 8.5◦
Sinusoidal Deﬂection of a 4% Flap at k = 0.653
with Theodorsen's result. Once the ﬂap has been started from rest, both the phase and
magnitude of the response calculated by FLUENT match Theodorsen's result almost
exactly.
4.3 Static Flap Viscous Solutions
For the static viscous solutions, with the Reynolds-averaging approach for modelling
turbulence, the Navier-Stokes equations can be written in Cartesian tensor form fol-
lowing Versteeg [98]:
∂ρ
∂t
+
∂
∂xi
(ρui) = 0 (4.3)
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) = − ∂p
∂xi
+
∂
∂xj
[
µ
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij
∂ul
∂xl
)]
+
∂
∂xj
(−ρu′iu′j)
(4.4)
where ρ is the ﬂow density and u and u′ are the mean and instantaneous velocities
respectively. δij is the Kronecker delta.
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4.3.0.1 Closure Models
In order to successfully solve Equations 4.3 and 4.4, the Reynolds stresses (the ﬁnal
term in Equation 4.4) must be determined. The motivation for turbulence modelling is
the simpliﬁcation of these equations by approximating the computation of the Reynolds
stresses. The Reynolds stresses, ρu′iu
′
j can be modelled in order to close the non-linear
set of Equations (4.4) [107]. Such turbulence models can be grouped into four main
classes (in order of complexity): algebraic models, one-equation models, two-equation
models and second-order closure models.
For the ﬁrst three of these classes, the Boussinesq hypothesis is usually used to
relate the Reynolds stresses to the mean velocity gradients in the ﬂow [107]. Boussinesq
hypothesised that an eddy viscosity can be used to model the momentum transfer due
to eddies in a ﬂuid. The Reynolds stresses are generally calculated as the product of
the eddy viscosity and the mean strain-rate tensor:
−ρu′iu′j = µT
(
∂ui
∂xj
− ∂uj
∂xi
)
Results are given in Schmitt [77] (experimental, DNS and LES) which show the non-
validity of the Boussinesq hypothesis through the anisotropy of the measured/calculated
normal stresses. The justiﬁcation for making this analogy between molecular theory
and turbulent eddies is only justiﬁed by the success of such models at approximating
turbulent ﬂow [107].
Algebraic turbulence models calculate the Reynolds stresses from an algebraic ap-
proximation of the eddy viscosity. For example, Prandtl's mixing length model calcu-
lates the eddy viscosity as µT = ρl2mix|dUdy | where the mixing length lmix is proportional
to the distance from the solid surface. One and two-equation models solve transport
equations describing the production, convection and dissipation of the turbulent kinetic
energy and dissipation rate which are used to compute the eddy viscosity and in turn,
approximate the Reynolds stresses. Note that these governing equations contain con-
stants whose values are determined from experimental data for reduced-order boundary
conditions. The ﬁnal class of models are second-order closure models (Reynolds Stress
models) and these solve transport equations for the Reynolds stresses, requiring (in
two dimensions) the solution of ﬁve additional equations. However, it is still necessary
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to close these extra equations empirically.
The Spalart-Allmaras turbulence model was initially chosen because it has been
used previously in the RANS simulations of aerofoils ﬁtted with static Gurney ﬂaps
(Standish and van Dam [83]). It is also simple and computationally fast: it is a
one-equation turbulence model. In a similar manner to the k −  model, the Spalart-
Allmaras model solves a governing equation for the kinematic eddy viscosity parame-
ter, v˜, as described subsequently in Section 4.3.0.2. The Spalart-Allmaras model does
not include the capability to model transition and so the entire boundary layer was
assumed to be turbulent in this case. This is an equivalent situation to a wing with
surface roughness or trip-strips near the leading-edge such as in the work of Gai and
Palfrey [27]. In addition, for a NACA 0012 aerofoil section, the peak velocity occurs at
approximately 10% chord [9] and after this point at the Reynolds numbers considered
in this work, the adverse pressure gradient will rapidly cause boundary layer transi-
tion. The eﬀect of Reynolds number and turbulence intensity on laminar separation
bubbles and the lift generated on a wing with a NACA 0012 aerofoil section has been
investigated by Huang and Lee [38] as this type of aerofoil section is associated with a
large laminar separation bubble and poor aerodynamic performance at Reynolds num-
bers below ∼ 105. Huang and Lee found that at Reynolds numbers between 55 000
and 137 000, the laminar separation bubble for this aerofoil section is small (1 − 5%
of chord) and the lift characteristics constant for turbulence intensities greater than
0.45, with transition occuring a short distance downstream of the bubble. For smaller
values of turbulence intensities (not considered in this work), the separation bubble is
considerably larger (15-48% of chord).
4.3.0.2 Spalart-Allmaras Model
This model was proposed by Spalart and Allmaras [82] and uses one governing equation
for the kinematic eddy viscosity parameter, v˜.
∂
∂t
(ρv˜) +
∂
∂xi
(ρv˜ui) = Gv +
1
σv˜
[
∂
∂xj
{
(µ+ ρv˜)
∂v˜
∂xj
}
+ Cb2ρ
(
∂v˜
∂xj
)2]
−Cw1ρfw
(
v˜
d
)2
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Rate of + Transport of v˜ =
change of v˜ by convection
Production + Transport of v˜ - Rate of dissipation
of v˜ by turbulent diﬀusion of v˜
where Cb2 is a constant.
The production term Gv is modelled as: Gv = Cb1ρ S˜ v˜ where S˜ = S+ v˜κ2d2 fv2 and
where κ and Cb1 are constants. d is the distance from the wall and S is based upon the
magnitude of the vorticity: S =
√
1
2
(
∂ui
∂xj
− ∂uj∂xi
)
.
(
∂ui
∂xj
− ∂uj∂xi
)
. fv2 is an additional
function dependent upon v˜v . The rate of dissipation is based on a dimensional analysis
which results in a term which is passive in free shear ﬂows (where d δ), contains Cw1,
a constant selected to balance the production and destruction terms, and contains fw,
which is a non-dimensional function of κ, d and S˜ as deﬁned above, used to increase
the rate of decay of the destruction term in the outer region of a ﬂat-plate boundary
layer. Finally, once the governing equation has been solved, the Reynolds stresses can
be computed as: τij = ρv˜fv1
(
∂Ui
∂xj
− ∂Uj∂xi
)
There are two diﬀerent ways of modelling the near-wall region in FLUENT with
the Spalart-Allmaras model. The ﬁrst is to use a coarse mesh near the wall, leaving
the viscosity-aﬀected inner layer unresolved and use semi-empirical wall functions in
order to capture this part of the ﬂow behaviour, using the law of the wall. The second
is to use a reﬁned mesh and resolve the ﬂow up to the wall. It is convenient to deﬁne
a non-dimensional function with which to describe the thickness of the cells adjacent
to a surface: y+ = d
v
1
2
(
∂u
∂y |y=0
) 1
2
. These two diﬀerent approaches are illustrated in
Figure 4.2. Figure 4.2 (a) shows the use of wall functions (typically with y+ > 30)
compared with Figure 4.2 (b) where the ﬂow is resolved up to the wall (typically with
y+ ∼ 1).
4.3.0.3 Reynolds Stress Model
The Reynolds Stress Model (RSM) was used for the later dynamic mesh simulations
because it was found that the Spalart-Allmaras model was unable to predict separation
in a URANS simulation with a dynamically deployed ﬂap. The use of LES has been
found to be more eﬀective at modelling the separated ﬂow around bluﬀ bodies than
RANS [73] although the former was too computationally expensive for this work. A
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Figure 4.2: Modelling of Near-Wall Region
comparison of two-equation models, an RSM model and LES by Xie and Castro [109]
found that although LES performed better than the RANS models, the latter produced
generally comparable results. Of the RANS models tested, the RSM was the superior
model, most accurately capturing the pressure proﬁles around a square body. The
RSM model was also found to be suitable for modelling the separated ﬂow around a
circular cylinder by Starnes [84] with an accurate prediction of the separation point
comparable with experimental measurements. The RSM model in FLUENT calculates
the individual Reynolds stresses using individual transport equations. The Reynolds
stress transport equations are obtained by taking moments of the momentum equation
and then using certain empiricisms to close these equations.
These transport equations can be written as:
∂
∂t
(ρu′iu
′
j) +
∂
∂xk
(ρuku′iu
′
j) = −
∂
∂xk
[
ρ u′iu
′
ju
′
k + p (δkju
′
i + δiku
′
j)
]
+
∂
∂xk
[
µ
∂
∂xk
(u′iu
′
j)
]
− ρ
(
u′iu
′
k
∂uj
∂xk
+ u′ju
′
k
∂ui
∂xk
)
+p
(
∂u′i
∂xj
+
∂u′j
∂xi
)
− 2µ ∂u
′
i
∂xk
∂u′j
∂xk
−2ρΩk(u′ju′mikm + u′iu′mjkm)
where each term can be described as:
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Local Time + Cij = DT,ij
Derivative Convection Turbulent Diﬀusion
+ DL,ij - Pij
Molecular Diﬀusion Stress Production
+ φij - ij
Pressure Strain Dissipation
- Fij
Production by
System Rotation
For the RSM model, the turbulent viscosity is then calculated using the density,
the turbulent kinetic energy k and the dissipation  as:
µT = 0.09ρ
k2

4.3.1 Solution of Equations
The governing equations of the ﬂow were solved in FLUENT using its segregated so-
lution method. Using this method, the u and v momentum equations are solved using
the current values at each face for the pressure and the mass ﬂuxes. Each equation
is linearised implicitly - dependent upon the existing and unknown values from neigh-
bouring cells - and the equations for the entire set of cells are solved instantaneously.
In order to ensure that the results satisfy continuity, a pressure correction method is
used to ensure that the results satisfy continuity because neither the pressure ﬁeld
nor the mass ﬂuxes are known a priori, which means that they must be obtained as
part of the solution. In FLUENT, the SIMPLE algorithm can be used to overcome
this problem by iteratively `correcting' an approximation to the pressure ﬁeld. The
SIMPLE algorithm was proposed by Patankar and Spalding [70]. An initial estimated
pressure ﬁeld is used to calculate the velocity components from the discretised mo-
mentum equations. These are used in turn to calculated a corrected pressure ﬁeld
from the continuity equation. The error from the ﬁrst estimate will result in apparent
net mass sources throughout the ﬂowﬁeld. This iterative procedure is continued until
the apparent net mass sources tend towards zero and the pressure and velocity ﬁelds
tend towards converged values. Under-relaxation is necessary to ensure convergence
such that: Pnew = Pest +αPPcorr, where Pest is the estimated pressure ﬁeld, Pcorr the
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pressure correction on this iteration and αP the pressure under-relaxation factor.
The values of the transported variables at each cell face are obtained from the
values at the cell centres. These values are calculated using a second-order upwind
scheme. This calculates the face value of a given variable, φ from quantities in the cell
`upstream' of the cell, relative to the direction of the normal velocity. Upwind schemes
physically simulate the propagation of ﬂow ﬁeld information in the direction of the
ﬂow. However, such schemes can be shown to induce false diﬀusion if the ﬂow ﬁeld is
not aligned with the mesh - for example, see Versteeg [98].
4.3.2 Steady Viscous Solutions
The second, reﬁned mesh approach was used for all of the computations presented in
this thesis to model the near-wall region because initial tests for an aerofoil showed
that this was found to give results in better agreement with experimental results than
using wall functions.
4.3.2.1 NACA 0012 Results
For the validation of the experimental data for a plain NACA 0012 aerofoil by Abbott
and von Doenhoﬀ [9], it was necessary to use identical input conditions. The experi-
mental data shown is for a model at Re = 3.0× 106 with roughness (i.e. the boundary
layer is tripped near the leading edge). The value of the freestream turbulence inten-
sity was as quoted in Von Doenhoﬀ and Abbott [100] and the value of the turbulence
length scale was taken to be one-quarter of the grid spacing of the turbulence screen in
the wind tunnel. The Spalart-Allmaras model was used as the turbulence model. The
computational results are compared with the experimental results, as shown in Figure
4.3. There is reasonable agreement between the two sets of results pre-stall, although
the experimental and computed values of dCLdα diﬀer, typically due to an inability to
accurately calculate the boundary layer growth towards the trailing-edge. Post-stall,
the results are not in good agreement because of the inability of the turbulence model
to accurately predict separation on the upper surface. This separation causes a sub-
stantial increase in static pressure in the separated region on the upper surface and a
correspondingly large reduction in the CL obtained at high aerofoil incidences.
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Figure 4.3: Comparison of Experimental and Computation Results for NACA 0012 at
Incidence
4.3.2.2 NACA 0012 with Gurney Flap Results
Two-dimensional simulations were performed for a 1m chord blade section with a
NACA 0012 proﬁle and with a 1.5% Gurney ﬂap attached, at a Reynolds number of
2.1 x 106. The mesh parameters were chosen in order to allow a comparison with the
data of Li et al. [49] available in the literature for an experiment with a 1.6m span
wing. The results for the statically deployed Gurney ﬂap simulation and comparison
with the experimental data are shown in Figure 4.4. Pre-stall, there is very good
agreement between the computational and the experimental results available. Post-
stall, the agreement between the two sets of results was poor. This is also true for
most of the computational analyses described in Section 2.4.3.
4.4 Unsteady Viscous Solutions
This FLUENT model was also used for unsteady viscous ﬂow as a URANS simulation.
For these, an iterative time-advancement scheme was used with 10 iterations such that
the residuals dropped by more than three orders of magnitude. Increasing the number
of iterations was not found to have an eﬀect on the solution. The mesh was tested to
ensure an adequate distance between the boundaries of the domain and the aerofoil
by increasing the distance until the results became independent of this distance. This
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Figure 4.4: Comparison of CL for NACA 0012 with 1.5% Gurney Flap at Incidence
with Experimental Results of Li et al. [49]
distance was 20m, or approximately 20 chord lengths (c = 1.04m with a 4% ﬂap) in
all directions. As discussed in Section 2.4.2, the use of such techniques for modelling
complex, unsteady ﬂow-ﬁelds has been found to be eﬀective, for example in Rhee and
Koutsavdis [72] where the simulations of ﬂow around a marine propeller blade section
compared well - in terms of the pressure distributions and velocity proﬁles - with the
existing experimental data by Horwich [36].
4.4.0.3 Modiﬁcation of Conservation Equations for Dynamic Mesh Motion
Within FLUENT, the eﬀect of moving cell boundaries on the ﬂow solution is captured
by including their motion in the equations to be solved. For an arbitrary control
volume, V , with moving boundaries, the integral form of the conservation equation for
a scalar φ is:
∫
V
ρφdV +
∫
∂V
ρφ(~U − ~Ub).d ~A =
∫
∂V
Γ∇φ.d ~A (4.5)
where ~U is the ﬂow velocity vector, ~Ub the velocity of the moving mesh, ρ is the density
of the ﬂuid, Γ the diﬀusion coeﬃcient and Sφ the source term of φ.
The time-derivative term is calculated by a ﬁrst-order, backward diﬀerence formula:
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d
dt
∫
V
ρφdV =
(ρφV )n+1 − (ρφV )n
∆t
(4.6)
Here, the subscripts n and n+ 1 indicate the current and next time step respectively
and where the volume V n+1is calculated from:
V n+1 = V n +
dV
dt
∆t (4.7)
dV
dt is calculated from:
dV
dt
=
∫
∂V
~Ub.d ~A =
nF∑
k
~Ubk
~.Ak (4.8)
where Ak is the area vector of the k
th face and nF is the number of faces on the control
volume.
4.4.0.4 Mesh Motion Methods
Two techniques were used to generate a dynamic mesh for these simulations. Firstly,
the spring-based (smoothing) method was used to generate mesh deformation. In this
approach, a network of linear springs is used to idealise the connections between the
mesh nodes such that node displacement results in a force in the spring according to
Hooke's Law. For equilibrium to be satisﬁed, the total force acting on any individual
node in the network must be zero giving the iterative equation to be satisﬁed as:
∆~xm+1i =
∑ni
j kij∆~x
m
j∑ni
j kij
(4.9)
where kij is the constant of the spring that links nodes i and j, mi the number of
neighbouring nodes and ∆x a node displacement.
Secondly, the large boundary displacements that occured in these simulations (rel-
ative to the local cell sizes) required, in addition to the spring-based smoothing tech-
nique, a re-meshing at every other time step in order to remove cells whose properties
(e.g. skewness) fell below certain requirements and avoid the generation of negative
volumes. Cells marked for remeshing were chosen based on their skewness exceeding
0.7, or a cell side smaller or larger than 5× 10−5 m and 0.015m respectively.
The mesh used to model the unsteady ﬂap deployment was divided into 4 domains
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Figure 4.5: Mesh of NACA 0012 with Gurney Flap
as shown in Figure 4.5. Domain 1 is meshed with unstructured triangular cells, Do-
mains 2 and 3 with structured quadrilateral cells to ensure suﬃcient boundary layer
and wake resolution whilst Domain 4 was meshed with unstructured triangular cells
which were smoothed and remeshed (as described in 4.4.0.3) as the computation pro-
gressed. Moving the cells adjacent to the ﬂap (Domain 3) along with the ﬂap wall
itself as a rigid group enables a very reﬁned mesh to be maintained along the surface
of the ﬂap during mesh motion without coarsening of the mesh in the near-ﬂap re-
gion. The timestep for the URANS simulations was reduced until the measured lift
force became independent of the timestep used: 1 × 10−5 s. Three meshes of varying
degrees of reﬁnement were generated in order to test the independence of the meshes
to this variable. The ﬁrst comprised 55 000 cells, the second 120 000 cells and the
third 290 000. The two coarsest meshes signiﬁcantly overestimated the lift: the most
reﬁned mesh gave the value of CL close to that expected (0.42). It was not possible to
increase the mesh reﬁnement beyond this point due to the limitations of the hardware
used. However, the near-wall regions were meshed such that at zero incidence and a
ﬂow velocity of 5ms−1, the maximum value of y+ along the aerofoil/ﬂap was 1.2, but
was almost invariably < 0.5, giving an extremely ﬁne resolution of the ﬂow in this
region. The cell expansion ratio away from the walls was 1.05. The near-wake region
behind the ﬂap was also ﬁnely meshed as it is important that the shed vortices are
not numerically dissipated immediately after shedding as this would have a signiﬁcant
eﬀect on the lift generated on the aerofoil.
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(a) (b)
Figure 4.6: Streamlines Aft of Gurney Flap (a) and Comparison with Experimental [41]
Results (b)
4.4.0.5 Uniform Flow with Static Flap Deﬂection
The case for a NACA 0012 aerofoil with a 4% Gurney ﬂap at 90◦ was initially modelled
using RANS in order to compare the result with that obtained using URANS. As noted
in Section 2.4.2, the work by Iaccarino et al. [39] found that the use of RANS around
bluﬀ bodies gave an extended and inaccurate wake - the time-averaged result does not
accurately capture a periodic phenomenon. The modelling of a Gurney ﬂap is a similar
problem and the use of RANS will prove particularly problematic for capturing the
behaviour of one creating as large a wake as a 4% ﬂap. The good agreement in the
literature for RANS modelling of static Gurney ﬂaps is largely for those of the order
of 1%c where accurate wake modelling behind the Gurney will be less important to
the lift generated on the wing section because the region is smaller. The RANS model
of this conﬁguration gave a large overprediction in CL of 0.48: the expected result
is around 0.40 − 0.42. However, the structure of the ﬂow aft of the trailing-edge -
the two distinct counter-rotating vortices shown in Figure 2.3 - exhibits the behaviour
predicted by Liebeck [46] and that observed experimentally by Jeﬀrey et al. [41] and
computed numerically by Singh et al. [79], as discussed in Chapter 2. A comparison
between the streamlines of the RANS simulation performed here and the time-averaged
PIV results of Jeﬀrey et al. (also for a 4% ﬂap) is given in Figure 4.6.
The unsteady viscous solution for a statically 4% ﬂap deployed at a 90◦ deﬂection
on an aerofoil at zero incidence were found by using the URANS scheme in FLUENT
as previously described on a mesh of 290 000 cells with the Reynolds Stress turbulence
model. The timestep used for these simulations was ∆t = 1×10−5 s. The ﬂow velocity
4.4. Unsteady Viscous Solutions 89
was 5ms−1 giving a Reynolds number of 330 000. The time-averaged CL acting on the
aerofoil was 0.42. The frequency of the vortex shedding from the ﬂap was 21Hz,
giving a Strouhal number based upon the ﬂap height of 0.17. This compares well
with the work of Troolin et al. [93] which experimentally measured the loading and
vortex shedding frequency of a static 4% Gurney ﬂap ﬁtted to a NACA 0015 wing at a
Reynolds number of 2.2× 105 and found a CL of 0.40 and a Strouhal number of 0.205.
A vorticity plot of approximately one complete cycle of vortex shedding (T ∗ = 0.229)
is given in Figure 4.7. This clearly shows the pattern of vortex shedding from the ﬂap
tip and the underside of the aerofoil as well as the development of the vortex street
behind the blade section.
4.4.0.6 Uniform Flow with Dynamic Flap Deﬂection
A study was then made of a ﬂap dynamically deﬂected during the computation. In this
section, the ﬂap deﬂection time Tdef is non-dimensionalised with respect to the ﬂow
velocity and aerofoil chord T ∗ = UTdefc . The use of URANS is acceptable provided that
the timescale of the disturbance is very much greater than the turbulent timescales.
Therefore, it may be more appropriate to non-dimensionalise this time with respect to
the boundary layer thickness δ near the trailing-edge of the aerofoil: T ∗def/bl =
UTdef
δ .
In these cases, the boundary layer thickness at xc = 0.96 on the surface without the
Gurney ﬂap is around 0.037m for the CFD simulation, which gives T ∗def/bl ≈ 27T ∗def .
With a uniform inﬂow, the ﬂap was deﬂected through 90◦ with a non-dimensional
deployment period of T ∗def = 1 and T
∗
def = 2.5 at a constant angular velocity. The
CL traces for these cases are given in Figure 4.8 and the streamline plots during for
the T ∗def = 1 case are given in Figure 4.9. The CL traces are qualitatively in good
agreement with the numerical work by van Dam et al. [96] for a 1.5% trailing-edge ﬂap,
which show a rapid increase in CL concurrent with increasing ﬂap deﬂection followed
by vortex shedding. The results of van Dam et al. are illustrated in Figure 4.10 for
a ﬂap deployed with a sinusoidal velocity given in Equation 3.1 - the ﬂap deﬂection
is presented normalised on the secondary y-axis by the maximum ﬂap deﬂection as
δflap = δδmax where in this case δmax = 90
◦. For the case with a non-dimensionalised
ﬂap deployment time of 1.0 (T ∗def = 1.0), vortex shedding begins before the end of the
ﬂap deﬂection. This is the case for results presented here. For the ﬂap deployments
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(a) t* = 0 (b) t* = 0.024
(c) t* = 0.048 (d) t* = 0.072
(e) t* = 0.096 (f) t* = 0.120
(g) t* = 0.144 (h) t* = 0.168
(i) t* = 0.192 (j) t* = 0.216
Figure 4.7: Vorticity Plot of Flap Shedding Over Approximately One Cycle (T ∗ =
0.229)
4.5. Conclusion 91
of T ∗def = 0.5 and T
∗
def = 0.25 presented by van Dam et al., the ﬁrst signs of shedding
occur progressively later after the ﬂap motion begins. There is an overshoot for the
fastest ﬂap deployment, which is in agreement with the PIV results of Solovitz and
Eaton [80] for a tab deployed vertically at the trailing-edge. There, the ﬂowﬁeld
visualisation suggested that there would be a lift overshoot for a ﬂap deployment time
of T ∗def = 0.2 because the measured downwash angle was larger than the averaged long-
term value by around forty percent. In the results presented here, there is an overshoot
in the lift for the T ∗def = 1.0 case, most likely because of the (relatively) much larger
ﬂap used (4%c) and the constant, as opposed to sinusoidal, angular velocity of the ﬂap
used by van Dam et al. Deﬂecting a much larger ﬂap in the same non-dimensional time
will, before the onset of vortex shedding, generate larger diﬀerences in pressure. Figure
4.8 also shows a comparison of the CFD results with those from the state-space model
developed in Chapter 3 normalised against the ﬁnal average value of CL achieved.
Figure 3.1 at the start of Chapter 3 showed a comparison between the average result
achieved by van Dam et al. for a deployment time of T ∗def = 1 and the normalised
state-space model. It is clear for the results presented here that there is reasonable
agreement between the CFD model and the normalised state-space model once vortex
shedding has begun. However, in both cases, the CFD model predicts a faster initial
development of CL (note that this is not a faster development of CL than the inviscid
model, but than the normalised inviscid model). One possible reason would be the
size of the ﬂap modelled compared with that of van Dam et al. However, this initial
behaviour was not observed in the experimental results detailed in Chapter 5 and this
will be further discussed in Section 5.2.2.
4.5 Conclusion
This chapter has shown the validation of the models developed in Chapter 3 with the
solution of the Euler equations for a dynamically deployed ﬂap attached to a ﬂat plate
in FLUENT in Section 4.2. The static, viscous solution of an aerofoil with a 1.5%
Gurney ﬂap and the Spalart Allmaras turbulence model has been validated against
experimental results in the literature in Section 4.3.2.2. This work has also shown
the inappropriateness of RANS modelling for Gurney ﬂaps as large as 4% in Section
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Figure 4.8: CL Trace for 90◦ Flap Deﬂections
(a) t∗ = 0.2 (b) t∗ = 0.4
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(e) t∗ = 1.0 (f) t∗ = 1.2
Figure 4.9: Streamline Plots for 90◦ Flap Deﬂection in T ∗def = 1
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Figure 4.10: Development of CL for a 1.5% Trailing-Edge Flap Deployment [96]
4.4.0.5. This is due to the inability of such time-averaged models to accurately capture
the behaviour of the periodic wake. URANS simulations have been performed that
are in reasonable agreement with the data available in the literature for a NACA
0012 aerofoil ﬁtted with a static 4% ﬂap in Section 4.4.0.5. Dynamic ﬂap simulations
have been performed with a 4% ﬂap which are qualitatively in agreement with other
computational results available in the literature and which will be discussed further in
Section 5.2.2.
Chapter 5
Experimental Investigation
This chapter details the experimental investigation of the controlled devices discussed
and developed in the preceding Chapters 2, 3 and 4, as well as their basic hydrodynamic
properties. Section 5.1 will detail the design and conﬁguration of the two experimental
setups used for this work, Section 5.2 will cover the hydrodynamic results obtained,
whilst Section 5.3 will discuss the eﬀectiveness of the experimental prototype at reduc-
ing the eﬀect of ﬂow disturbances. Section 5.4 will draw conclusions from the ﬁndings
of this chapter.
5.1 Experimental Setup
This section discusses the development of the experimental setup used for these in-
vestigations, the experimental apparatus and properties and the blockage corrections
applied. Note that the experimental setup used to perform tests with closed-loop
feedback was slightly diﬀerent from that used to investigate the hydrodynamic charac-
teristics of these devices because the force sensor used in the latter investigations was
no longer available. These diﬀerences are covered at the appropriate point in Section
5.1.1.3.
5.1.1 Physical Constraints
The initial choice of testing in air or water was made for the experimental investigation
assuming the basic design of a blade mounted on a strain-gauged strut. A water-based
experiment was chosen based upon the following reasoning. For a blade of mass mb
94
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Figure 5.1: Strut-Mounted Blade
mounted on a beam of assumed negligible mass, as shown in Figure 5.1, the equation
of motion due to the bending of the beam is given by:
y¨ +
3EI
mbl3
y = 0
ωn =
√
3EI
mbl3
,
where ωn is the angular frequency of the system, y(t) is the beam displacement, l the
distance from the end of the strut to the midspan, E the Young's modulus and I the
second moment of area of the beam.
For a beam, the measured surface strain σs is given by:
σs =
Mh
2EI
where h is the height of the beam and M the applied bending moment.
Assuming that the lift acts midspan, the bending moment is given approximately
by:
M ≈ (12ρU2s c∆CL) l
where ρ and U are the ﬂow density and velocity respectively, ∆CL is the change in lift
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coeﬃcient on the blade and s is the wingspan. This result gives an expression for the
surface strain as:
σs =
ρU2s c l∆CL h
4EI
In order to maximise the resolution of the force measurements for a given strain
gauge the measured surface strain σs should be as large as possible. In order to be able
to make accurate force measurements at high ﬂap deﬂection frequencies, it is desirable
to have as high a resonant frequency for the system as possible: therefore, ωn should
be as large as possible. It is therefore required to maximise the product of σs and ω
2
n
given as:
σsω
2
n =
3ρU2s c h∆CL
4mbl2
Deﬁning the reduced frequency as k = ωc2U :
σsk
2 =
3ρ s c3 h∆CL
16mbl2
It should be noted that a signiﬁcant decrease in the natural frequency of the system
upon its immersion in water is expected because of the `added' or `virtual' mass eﬀect,
which is a result of the acceleration of a solid body in any ﬂuid. The acceleration of
the body also accelerates the ﬂuid surrounding the body, which results in an apparent
addition to the mass of the body. For cases where the density of the body is much
greater than that of the ﬂuid, such as a wooden structure in air, the eﬀect of added
mass is negligible: ρairρmahogany ∼ 0.0024. In water, this is not the case, as the density
ratio is three orders of magnitude higher: ρwaterρmahogany ∼ 2.
The mass of the body can be written very approximately as: mb ≈ ρbτ s c2 + pi4ρ s c2
where τ is the aerofoil thickness-to-chord ratio, ρb is the density of the body and the
second term is due to the added mass of the ﬂuid. For a ﬂat plate accelerating normal to
its plane in potential ﬂow, the added mass is equal to the mass of the ﬂuid contained in
the volume of the cylinder circumscribing the ﬂat plate (i.e. a cylinder with a diameter
equal to the chord of the ﬂat plate) as detailed in Brennan [15].
In water:
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ρ ∼ ρb ∴ mb ≈ pi4 ρ s c
2
=⇒ σsk2 =
(
1
4pi
)
3 c h∆CL
16 l2
(5.1)
In air:
ρ ∼ 10−3ρb ∴ mb ≈ ρb τ s c2
=⇒ σsk2 =
(
ρ
τ ρb
)
3 c h∆CL
16 l2
(5.2)
Comparing (5.1) and (5.2), it is clear that experiments in water allow σs and k
to be maximised for this type of conﬁguration. It is also required that k > 1 in
order to allow measurements at reasonably low frequencies and that σs ∼ 10−3µ in
order to permit measurement of suﬃciently large strains. Additionally, performing the
experiment in water rather than air results in a signiﬁcantly slower ﬂow speed for a
given blade loading (∼ 0.3ms-1 compared with ∼ 20ms-1 in air) which signiﬁcantly
reduces the required frequency range of the feedback controller and speed of the ﬂap
actuator.
5.1.1.1 Experimental Facilities
The choice of water over air required use of the water ﬂume in the Hydrodynamics
Laboratory of the Aeronautics Department of Imperial College London. The ﬂume is
a recirculating design, as shown in Figure 5.2(a), with an 8.4m long working section
(0.6m wide × 0.7m deep cross-section) constructed of glass panels. A honeycomb grill
is ﬁtted upstream of the test section in order to ensure a uniform ﬂow whilst the ﬂow
velocity is measured via a ﬂowmeter, as shown in Figure 5.2(b). With the water depth
(0.61m) used in the experiments which follow, the propeller drive allows a velocity to
be maintained within ±0.002ms−1 up to its maximum speed of 1.0 ms−1.
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(a)
(b)
Figure 5.2: Picture and Schematic of Water Flume [14]
5.1.1.2 Aerofoil and Flap Design
The blade aerofoil proﬁle selected for these experiments was a NACA 0012, similar to
proﬁles used on helicopter rotor blades and for which there are, as has been described
in Section 2.3.1, some time-averaged aerodynamic data when ﬁtted with small trailing-
edge ﬂaps. Wind turbine blades are typically cambered (NACA 63-XXX sections are
commonly used) but for this fundamental work, it was preferable to use a symmetrical
section for which there are data available for comparison in the literature. The blade
was mounted vertically in the tank, as shown in Figure 5.3. This cantilevered arrange-
ment was chosen in preference to a conﬁguration supported at both ends because for
any given blade loading, the measurable strain at the root will be larger than for a
blade built-in at both ends. In addition, it signiﬁcantly simpliﬁed the experimental
design for use in the water ﬂume.
The dimensions of the test blade were 0.3m chord and 0.22m of span. Endplates
were ﬁtted both at the free surface and at the lower end of the span of the blade, in
order to remove the eﬀect of the boundary layer present on the base of the ﬂume, free
surface eﬀects and to ensure that the experiment was as two-dimensional as possible.
The endplates spanned the entire width of the ﬂume (0.6m) and extended 0.75 chord
lengths upstream and downstream of the blade. The leading-edges of the endplates
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Figure 5.3: Schematic of Experimental Apparatus with Load Sensor
were rounded. The dimensions of the wetted area of the blade present in the ﬂume
below the upper endplate were 0.30m × 0.20m, giving it an aspect ratio of 0.67.
The force sensor used to measure the loading on the blade is described in Section
5.1.1.3. The dimensions of the blade were optimised to achieve loadings that would
maximise the resolution of the force measurements but not exceed the limits of the
force sensor, require a ﬂap of reasonable physical size and the ability to reach as high a
reduced frequency k as possible before resonance. It was also necessary to optimise the
ﬂow velocity and chord length in order that the controller and stepper motor would
be able to move the ﬂap through a reasonably large angle in a non-dimensionalised
deﬂection time T ∗def = 1.0 in order to investigate the areas of interest. The blade was
not attached to the lower endplate, as shown in Figure 5.3, in order to maximise the
rolling moment exerted on the force sensor and to minimise vibration transmission
from the ﬂap to the blade (vibration will be discussed shortly in Section 5.1.1.5). The
blade comprised an extremely stiﬀ aluminium honeycomb/carbon-ﬁbre sandwich core
surrounded by mahogany machined into a NACA 0012 section. The wood was treated
to prevent the absorption and ingress of water.
The ﬂap was constructed from SE84LV carbon-ﬁbre plies. Initial analyses were
performed using Laminate Analysis Program (LAP) from SmartCAE [5] to determine
a lay-up that gave adequate torsional and longitudinal stiﬀnesses. The short spanwise
length of the ﬂap (∼ 0.2m) reduced the importance of torsional eﬀects. The ﬂap chord
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Figure 5.4: 4% Chord Flap Geometry (mm)
(12mm) was 4% of the blade chord (300mm) and was machined into an aerofoil shape,
with a sharp trailing edge, as shown in Figure 5.4, where the leading edge is shown
on the left. The ﬂap was mounted independently of the blade in order to minimise
vibration transmission from the stepper motor used to control the ﬂap and mounted
as shown in Figure 5.3. The stepper motor was connected via a universal joint at the
top of the ﬂap and above the water surface. The bottom of the ﬂap was connected
to the endplate via a radial bearing which allowed it to rotate freely. The small gap
(∼ 1mm) between the blade and the ﬂap was sealed in order to both minimise the
vibration transmitted from the ﬂap to the blade whilst ensuring that the ﬂow could
not pass between them, as discussed in Section 5.1.1.5. This meant that the lift acting
on the ﬂap was not included in the measured lift force. As found in Section 3.2.2.3
this has been shown to be relatively insigniﬁcant compared with the lift acting on the
blade (as δ → 90◦, CLflap → 0).
5.1.1.3 Load Measurement and Cross-Coupling
The blade loading was measured in two diﬀerent ways in the results which follow in
the subsequent sections. Firstly, for the hydrodynamic results detailed in Section 5.2,
the force sensor used was a NANO17 force sensor from ATI Industrial Automation,
US. The ranges and resolutions of this force sensor for each force/moment component
are listed in Table 5.1. The blade section was bolted via the central carbon-ﬁbre core
to the force sensor which was used to measure rolling moment as shown in Figure
5.3. The experimental setup is almost symmetrical about the mid-span of the blade,
save for the fact that the blade is not attached to the base endplate. It is therefore
a reasonable assumption that the lift acts at the mid-span of the blade. Using this
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Fx, Fy (∆N) Fz (∆N) Mx, My (∆Nmm) Mz (∆Nmm)
Resolution 1/320 1/320 1/64 1/64
Mass (g) 9.07
Diameter (mm) 17
Height (mm) 15
Table 5.1: Properties of Load Sensor
Figure 5.5: Schematic of Experimental Setup with Strut
assumption enables the lift acting on the blade to be calculated. Further details on
the force sensor used can be found in [6].
Secondly, for the controlled results where the ﬂap is used to minimise the loading, a
strain-gauged strut was used to measure the applied forces. This was because the force
sensor was no longer available for use. A schematic of the setup for this experiment
is shown in Figure 5.5, where the side walls of the water ﬂume have been removed
for clarity and the ﬂow direction is as indicated. The two strain gauges were 5mm
in length and positioned on opposite sides of the strut, 4mm from the root, in order
to measure the bending moment and hence the applied lift loading. These were then
connected in a half bridge, with a ×500 ampliﬁcation and then ﬁltered at 50Hz with
a low-pass ﬁlter in order to remove the high frequency noise present in the laboratory.
The dimensions of the strut were chosen in order to maximise the measurable strains
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Figure 5.6: Cross-Coupling of NANO17
whilst maximising the natural frequency of the system. The strut was made from an
aluminium bar of length 70mm and of constant 6mm × 6mm cross-section except at
the location of the strain gauges where the strut was machined to a 5mm × 5mm cross-
section in order to increase the measured strains and hence improve the resolution of
the measurements.
For both experiments, even if the lift is assumed to act at mid-span, the chordwise
location of the centre of lift is still not known a priori. It was therefore necessary to
ensure that there was minimal cross-coupling between the components of the balance
if the centre of lift were to change location upon ﬂap deployment. To determine if
this was in fact the case, the balance was mounted as in the experimental setup and
a force applied mid-span at a variety of chordwise positions. Assuming that the lift
force acts mid-span, the results, as shown in Figure 5.6, show that the cross-coupling in
rolling moment is negligible for the chordwise positions at which the force was applied:
these varied from aft of mid-span to the quarter chord point. A very similar result for
cross-coupling was found for the strut-mounted conﬁguration.
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5.1.1.4 Eﬀect of Added Mass
A simple calculation to estimate the eﬀect of the added mass on the natural frequency
of the system is detailed below.
ωnat =
√
ksys
msys
(5.3)
where ksys is the eﬀective stiﬀness of the system and msys the eﬀective mass of the
system.
Assuming the stiﬀness of the system remains constant upon immersion in water
and assuming that the added mass is equal to ρWadd where the value of Wadd for an
accelerating body in otherwise stationary ﬂuid is given by:
Wadd = CmV (5.4)
where Cm = 1.0 for a ﬂat plate accelerating in a stationary ﬂuid from Brennan [15].
The blade is assumed to be a ﬂat plate in this simple analysis. V is given by the
volume of the cylinder circumscribing the ﬂat plate (i.e. a cylinder with a diameter
equal to the ﬂat plate chord). Note that ﬂat plates have a very large ﬂuid inertia
despite their negligible volume.
ωnat (in water) =
√
ksys
msys + ρwaterWadd
(5.5)
The major diﬀerence between the two experimental setups used was their resonant
frequencies. The resonant frequency of this system was measured by applying an
impulsive loading and recording the resultant decaying, oscillatory response. The
added mass of the water (14kg) dominates the system mass by a factor of around 14.
Tests in air found the resonant frequency of the entire force sensor system to be 6.8Hz.
This consisted of mounting the experimental rig and measuring the response to an
impulse. Similar tests in the ﬂume freestream gave the resonant frequency as 3.4Hz
for the setup using the force sensor and 1.4Hz for the strut-mounted setup. The latter
has a much lower resonant frequency because of the relatively high ﬂexibility of the
strut compared with the load sensor previously used. The strut could not be made
stiﬀer (in order to raise the natural frequency) because this would have reduced the
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measurable strains. The force sensor previously used was capable of measuring lower
strains whilst providing a system of increased stiﬀness because it uses silicon strain
gauges, which are approximately two orders of magnitude more sensitive than Cu-Al
alloys used in the strain gauges attached to the strut [6].
5.1.1.5 Measurement Noise and Vibration
For the force sensor, the measurement noise was investigated with the ﬂume inactive
and was found to be relatively insigniﬁcant because of the high quality of the shielding,
giving an output whose signal-to-noise ratio (s2 : n2) for a 90o ﬂap deﬂection was
0.000144. In comparison, the output from the strain-gauges had a higher signal-to-
noise ratio of 0.0075 - these were conventional Cu-Al gauges.
A large mass was added to the stepper motor mounting in order to damp the
vibrations produced and transmitted to the sensor/strut, which were also found to
be relatively insigniﬁcant: at most 5% of the CL for a 90o ﬂap deﬂection. As brieﬂy
discussed in Section 5.1.1.2, there was a gap between the ﬂap and the blade in order
to reduce the transmission of vibrations from the stepper motor. This was sealed with
thin, plastic tape in order to prevent ﬂow from passing through it.
5.1.1.6 Eﬀect of Flow Separation
As found by Neuhart and Prendergast [66] and as discussed in Section 2.3.1.2, at
low Reynolds numbers there is the possibility of ﬂow separation from the surface of a
NACA 0012 aerofoil, even at zero incidence. The Reynolds number for this experiment
at U = 0.25ms−1 was 77 000. Lissaman [50] ﬁnds the transitional Reynolds number to
be ∼ 70 000 for an aerofoil. The boundary layers may have been entirely laminar and
therefore it was necessary to investigate the possibility of ﬂow separation forward of
the trailing-edge, which would render the deployment of the ﬂap much less eﬀective.
To this end, dye was introduced into the ﬂow at mid-span and at the leading-edge of
the blade. There were no indications of early separation at Reynolds numbers between
45− 80 000. Trip strips were also attached spanwise on the surface of the blade 15mm
aft of the leading-edge and similarly these were observed to have no signiﬁcant eﬀect
on either the observed ﬂow dynamics or the loading experienced by the blade.
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5.1.1.7 Blockage Correction
The solid section blockage based on frontal area is around 3% for this experiment. The
correction applied to the results was taken from Pope and Rae Jr. [71] and the result
from Wentz quoted in Khoo [43] in order to correct the results for the eﬀect of solid
blockage. It is useful to deﬁne Λ as:
Λ = 1.75τ + 1.875τ2 (5.6)
where τ is the thickness-to-chord ratio of the blade.
The correction for streamline curvature σ (again taken from Pope and Rae Jr. [71])
and calculated using the method of images (only one image pair of image vortices is
considered) is given by
σ =
pi2
48
( c
h
)2
(5.7)
The correction for the solid section blockages is given by:
sb = Λσ
A correction for the eﬀect of the wake blockage wb also taken from [71] was also
applied:
wb =
(c/h)sb
2
Cd (5.8)
Thus, the total correction to take into account blockage for this experimental setup
was
CLc = CLu(1− σ − 2) (5.9)
where the factor of 2 in the  term is due to a Taylor series expansion of the squared,
corrected velocity term and  = sb + wb.
For a blade of the dimensions used in these experiment, these corrections result in
a reduced, corrected lift coeﬃcient, CLc of:
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Figure 5.7: Results for Fixed Flap Deﬂection
CLc = 0.92CLu
It should be noted that the blockage correction calculated above is for steady
ﬂow. In Section 5.2.2 this correction has been used for an unsteady ﬂow (a step ﬂap
deﬂection) because the diﬀerence is expected to be slight and the blockage correction
is, in any case, reasonably small.
5.2 Experimental Results for Static Deployment and Step
Response
5.2.1 Static Deployment of Flap
The ﬂume was run at a Reynolds number of 77 000 for a range of static ﬂap deﬂections.
CL was calculated by time averaging the unsteady force measurement over approxi-
mately 200 chord lengths of ﬂow and the results are presented in Figure 5.7. The result
for the lift coeﬃcient with the ﬂap deﬂected at 90◦ compares extremely well with the
time-averaged force measurements made by Troolin et al. for a NACA 0015 with a 4%
Gurney ﬂap [93].
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Figure 5.8: Experimental Measurement of a 90◦ Step (T ∗def = 1.0)
5.2.2 Hydrodynamic Response to Step Deﬂection of Flap
The results for step deﬂections of δ = 90◦ for two diﬀerent non-dimensionalised deﬂec-
tion times (T ∗def = 1.0 and 2.5) are shown in Figures 5.8 and 5.9. The results here are
also compared with the results from the state-space model for an identical, constant
velocity ﬂap deﬂection and normalised such that the time-averaged CL is identical for
both cases.
The results show that the model is being excited by the freestream and also by
the ﬂap vortices which will be shed (assuming a Strouhal number based upon ﬂap
chord of 0.2 from the results for a NACA 0015 aerofoil with a 4% Gurney ﬂap of
Troolin et al. [93]) at approximately the same frequency as the natural frequency of
the system. It is clear from this comparison with the experimental results that the
normalisation of the simple state-space model provides a very good approximation of
the loading developed on a ﬂapped blade. This approximation was not as good for
the CFD results discussed in Section 4.4.0.6 for a 4% ﬂap which showed a greater
initial rate of increase in CL for a given ﬂap deﬂection than was calculated with the
normalised inviscid state-space model. The use of this normalised state-space model
when coupled with a structural model (developed in Section 3.3) and the comparison
with experimental results with a controller is described further in Section 5.3.1.
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Figure 5.9: Experimental Measurement of a 90◦ Step (T ∗def = 2.5)
5.3 Experimental Results with Controller
5.3.0.1 Controller Implementation
The controller was implemented using a 16-bit National Instruments [7] PCI-6221
DAQ card and is illustrated in Figure 5.10. The control input is the measured CL
from the strain-gauged sting whilst the control output is the stepper motor command.
The output from the pair of strain gauges is ampliﬁed and ﬁltered with a low pass
ﬁlter at 50Hz in order to remove mains and higher frequency noise. The measurement
frequency is 800Hz. Note that the load measurements were not corrected for the eﬀects
of blockage because the objective of this part of the experiment was to minimise the
measured unsteady loading which occurred on the blade.
The stepper motor used to control the motion of the ﬂap was an RS-330-082 which
steps in 1.8◦ increments upon application of a 5V TTL pulse to the motor drive board.
The direction of rotation is controlled by another high or low signal of +5V/0V to the
drive board.
This is not a real-time controller: it is software (LabVIEWTM [7]) timed and there
is therefore some latency in the command timing. In order to minimise the eﬀect of
this, the controller was implemented as shown in Figure 5.10. For example, a train of
TTL pulses with a duty cycle of 5% is output from the computer's PCI card at a set,
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Figure 5.10: Experimental Implementation of Controller
constant frequency of 400Hz in order to direct the stepper motor to take a series of
steps at constant frequency. This pulse train is passed through a monostable vibrator,
which is used to add a small time delay of ∼ 2ms to the pulse train. The delay is
necessary to ensure that the pulse consistently reaches the AND gate shown in Figure
5.10 after the pulse selection voltage (+5V/0V) is set. In conjunction with the AND
gate, setting the pulse selection voltage to +5V allows the pulse to be transmitted and
the motor to step in the direction demanded. Conversely, a pulse selection voltage of 0V
will result in no pulse being transmitted to the motor. This arrangement is necessary
because sending pulses individually on demand introduces signiﬁcant latency into the
system and prevents time-accurate measurements and control demands. Simultaneous
measurement of the pulse train output from the PCI card and the stepper motor
drive board command showed a non-dimensionalised time delay of no more than T ∗ =
2.0× 10−3 being introduced by this method.
The controller input is the measured CL on the blade and the controller output is
the ﬂap angular acceleration δ¨. This is integrated twice in order to give the desired ﬂap
angle. If the demand ﬂap angle is more than 1.8◦ diﬀerent from the current ﬂap angle,
the stepper motor is instructed to step in the appropriate direction. The limits imposed
on the controller demand are: ﬁrstly, that the ﬂap angle δ does not exceed ±90◦;
secondly, that the ﬂap velocity δ˙ demanded does not exceed the maximum velocity
of the stepper motor at this pulse frequency (for this stepper motor, δ˙max = 1.8 ×
fpulse train). If a demand exceeding either of these limits was made by the controller,
the `Pulse Selection' output (see Figure 5.10) was set to 0V and the ﬂap parameters
modiﬁed accordingly. i.e. if the demand δ was +91.8◦ the demand pulse would be
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Figure 5.11: Typical Blade Loading with Upstream Disturbance Present
nulled and the ﬂap deﬂection recorded correctly as δ = 90◦.
5.3.0.2 Disturbance Input
In order to introduce a relatively consistent ﬂow disturbance, a bluﬀ body (in this
case, a square cylinder of 45× 45mm cross-section) was mounted in the ﬂume, 0.4m
upstream of the blade's leading-edge and 0.15m oﬀ the centreline. The body was
moved oﬀ the centreline in order to create a disturbance of the same frequency, but
which generated a reduced loading on the blade compared with that generated by the
body positioned on the centreline. The disturbance input generated a typical loading
on the blade as shown in Figure 5.11 - oscillatory, with a root-mean square value
of
√∫ T
0 C
2
L dt
T = 0.35 and with an approximate range of CL = −0.4 to 0.6 and an
approximate period of T ∗dist ∼ 0.9.
Although vortex shedding is a periodic phenomenon, statistics of the loading gen-
erated on the blade need to be averaged over a large number of chord-lengths of ﬂow
in order to achieve consistent time-averaged results. For all of these experiments, the
results were averaged over t∗ = 300, which was found to give, for the uncontrolled case
with δ = 0◦, a constant cumulative average of
√
C2L. i.e.
∫ T
0
√
CL(t)2dt
T ≈ const.
5.3. Experimental Results with Controller 111
5.3.1 Controlled Results
For all of the results that follow, the reduction in loading is calculated as in Chapter
3 as:
% Relative CL =
∫ T
0
√
CL(t)2controlled dt∫ T
0
√
C(t)2uncontrolled dt
× 100 (5.10)
5.3.1.1 Proportional Controller
A proportional controller was found to be completely ineﬀective at controlling the un-
steady loading with an upstream disturbance present. This was tested over a range
of values (KP ∼ O(101 − 105)) and in most cases the proportional controller actually
generated large increases in the measured loading. This controller was tested simply
in the ﬂume freestream (without an upstream disturbance) and it was found that the
closed-loop system generated an overall increase in loading, with any small pertur-
bation resulting in an oscillation of the ﬂap which in turn excited the system and
increased the loading. The results from Section 3.2.1 suggested that a proportional
controller would be eﬀective at reducing the unsteady loading, but this was not found
to be the case experimentally. As discussed in Section 3.3, it was thought that this
unexpected behaviour was due to the structural ﬂexibility of the system and this point
will be returned to subsequently in Section 5.3.2.
5.3.1.2 PID Controller (4% Flap)
The results in this section are for a 4% ﬂap, with a maximum ﬂap velocity of 720◦s−1.
Whilst a proportional controller did not alleviate the blade loading, the addition of
derivative and integral gain provided very signiﬁcant load reductions with a 4% ﬂap. A
range of PID controllers were tested, systematically, by varying the orders of magnitude
of the relative proportional, integral and derivative gains. These results are shown in
Figure 5.12 forKI = 0; 360; 3600; 36000 and forKP andKD varying over a square grid
of K = 36; 360; 3600; 36000; 72000. Controllers which increase the blade loading are
marked as % Rel CL = 100. It is clear from these results that increasing proportional
feedback causes an increase in the measured loading on the system, whilst the addition
of derivative gain provides substantial reduction in unsteady loading. The minimum
value of relative CL achieved by this size of ﬂap is 35% with KP = KD = 36000; KI =
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3600. Whilst proportional feedback includes a measure of the error of the system from
its setpoint (CL = 0), assuming a continuous output (in this case, the measured value
of CL) the application of derivative feedback to the system includes a form of predictive
control. This is of importance for this structurally ﬂexible system because of the phase
diﬀerence that the structural dynamics induce - see Section 5.3.2. A typical sample
trace for KP = KI = KD = 3600 is given in Figure 5.13.
5.3.1.3 PID Controller (8% Flap)
The results in this section are for a 8% ﬂap shaped similarly to the 4% ﬂap (see Figure
5.4), with a maximum ﬂap velocity of 180s−1. The maximum ﬂap velocity was reduced
to one quarter of the previous value because of the increase in CL possible with the use
of such a ﬂap: for this size of ﬂap deﬂected at 90◦, CLmax ∼ 1.5. Whilst a proportional
controller again did not alleviate the blade loading (in the same manner as for the 4%
ﬂap), the addition of derivative and integral gain provided very signiﬁcant reductions
with the larger 8% ﬂap. A range of PID controllers were tested, systematically, by
varying the orders of magnitude of the proportional, integral and derivative gains.
These results are shown in Figure 5.14 for KI = 0; 360; 3600; 36000 and for KP and
KD varying over a grid of K = 36; 360; 3600; 36000; 72000. Again, it is clear from
these results that increasing proportional feedback destabilises the system, whilst the
addition of derivative gain provides substantial reduction in unsteady loading. The
minimum value of relative CL achieved by the 8% ﬂap is 19% with KD = KI =
36000; KP = 72000. A typical sample trace for KP = KI = KD = 3600 is given in
Figure 5.15.
5.3.2 Comparison Between Coupled Model and Experimental Re-
sults
The most important diﬀerence between the purely aerodynamic system examined in
Chapters 3 and 4 and the experiments described in this chapter are the dynamics
introduced by the structure. A structural model was coupled with the aerodynamic
model as described in Section 3.3. As discussed previously in Section 5.3.1, a simple
proportional feedback controller destabilised the system, whilst a tuned PID controller
provided substantial reductions in the unsteady loading when subjected to an upstream
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(a) KI = 0 (b) KI = 360
(c) KI = 3600 (d) KI = 36000
Figure 5.12: Experimental Load Reduction for PID Controller (4% Flap)
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Figure 5.13: Sample Trace for 4% Flap with KP = KI = KD = 3600
disturbance. However, the results of Section 3.2 found that both types of controller
should provide reductions in loading for a large enough value of proportional gain.
As discussed in Section 3.3, it was thought that this large diﬀerence between the ex-
pected and experimentally measured results was caused by structural vibration eﬀects:
speciﬁcally, those due to the ﬂexibility of the structure in heave. In that section, the
implementation of a structural FE model with the inviscid aerodynamic model was
discussed. The results of this are discussed in the following sections.
5.3.2.1 Control Demand Application
In the experiment with the 4% ﬂap, the control demand (δ¨, the ﬂap acceleration) was
applied using a stepper motor, which moved through discrete steps of either 0◦ or ±1.8◦
at 400Hz. The actual physical implementation of the controller is described in Section
5.3.0.1. Across each timestep, the control demand was integrated to give a ﬂap velocity
and ﬂap displacement. If the magnitude of the ﬂap displacement demanded exceeded
1.8◦ the stepper motor moved one step in the appropriate direction. The physical limits
on the system were the integrals of the control demand: the angular velocity, δ˙, and the
ﬂap displacement, δ, such that the angular velocity became saturated at 400×±1.8◦ =
±720◦s−1 (limited by the maximum rotational speed of the stepper motor) and that
the maximum displacement of the ﬂap did not exceed ±90◦, as described in Section
5.3.0.1.
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(a) KI = 0 (b) KI = 360
(c) KI = 3600 (d) KI = 36000
Figure 5.14: Experimental Load Reduction for PID Controller (8% Flap)
5.3. Experimental Results with Controller 116
0 1 2 3 4 5
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
C L
t*
−30
−20
−10
0
10
20
30
Flap Angle, δ
 (deg)
CL
δ
Figure 5.15: Sample Trace for 8% Flap with KP = KI = KD = 3600
For the state-space model coupled with the structural model, the implementation
was slightly diﬀerent. Here, the control input was again the angular acceleration, δ¨,
which was integrated in order to obtain the ﬂap velocity and displacement. In this
case, the ﬂap velocity and displacement were limited by saturating the control input
in the appropriate direction. For example, if the ﬂap velocity exceeded +720◦s−1 the
control demand became −δ¨sat. The reason for the diﬀerence in application was that
if the ﬂap acceleration in the state-space model is unlimited, or saturates at a very
large value, the control demand can contain large discontinuities, which, owing to the
ﬂap acceleration term in the non-circulatory part of the lift (see Equation 3.17), are
translated into very large discontinuous changes in CL, which in turn destabilise the
system. The value of control input saturation used for this case was calculated from
the experimental limits δsat and δ˙sat as follows:
A sinusoidal variation of ﬂap angle is assumed, such that δ = δsat sin(ωt). With
such a variation of δ, the variation of δ˙ and δ¨ is given simply by
δ˙ = ωδsat cos(ωt) (5.11)
δ¨ = −ω2δsat sin(ωt) (5.12)
A value of ω can be calculated from (5.11) as:
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ω =
δ˙sat
δsat
This results in the control input δ¨ being saturated at:
δ¨sat = ω2δsat
For these simulations, this resulted in the control input being saturated at±5760◦s−2,
which was not the case for the experimental model.
5.3.2.2 Results
A comparison between the experimental results and the state-space/structural model
for an approximately equivalent input are shown in Figure 5.16. This plot shows which
of the values of gains tested achieved a load reduction on the experimental model and
those which augmented the loading. The dashed line shows the values of gain at which
the ﬂap neither increases nor decreases the loading for the computational model. The
controller is more eﬀective at reducing the load on the inviscid state-space model for
all values of gain at which the controller is eﬀective, generally predicting a 10 − 20%
greater reduction in CL than found experimentally, as shown in Figures 5.12 and 5.14.
However, the similarity in the general behaviour suggests that the structural model
has included the most important dynamics in that the state-space/structural model
provides a reduction in loading for similar values of gain as the experimental model.
5.4 Conclusions
In Section 5.2, this chapter has detailed measurements of the characteristics of a low
aspect-ratio (0.67) blade with a NACA 0012 aerofoil proﬁle and ﬁtted with a 4% ﬂap
for static and dynamic ﬂap deﬂections. These results show a behaviour qualitatively
and broadly speaking quantitatively comparable with that calculated by a normalised
version of the state-space model developed in Chapter 3. In Section 5.3, the results for
the same blade mounted on a ﬂexible aluminium strut and with the ﬂap connected to
a feedback controller were presented. Results were also presented for feedback control
with an 8% ﬂap. The results with the 4% and 8% ﬂap showed the eﬀectiveness of the
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Figure 5.16: Comparison Between State-Space Model Coupled with FE Model and
Experimental Results (4% Flap, KI = 3600)
device at signiﬁcantly reducing the unsteady loading experienced by the blade. The
qualitative diﬀerence in the experimental behaviour compared with that predicted
by the inviscid modelling in Section 3.2 has been hypothesised as due to structural
vibration and this has been included with an FE model, detailed in Section 3.3. A
comparison of the experimental and predicted results for this controlled coupled model
in Section 5.3.2 has shown excellent qualitative agreement: the values of gain at which
the experimental model were eﬀective was well predicted by the coupled model.
Chapter 6
Conclusion
This chapter is divided into two sections: ﬁrstly, Section 6.1 lists the conclusions of the
ﬁndings of this thesis and detailing the research contribution made; secondly, Section
6.2 outlines suggestions for further research appropriate to continue the development
of this work.
6.1 Research Contribution
The research contributions of this thesis are summarised in this section by the chapter
in which they are made. In Chapter 3 this work demonstrated computationally the
eﬀectiveness of the use of a small trailing-edge ﬂap to provide large reductions in the
measured loading on a blade experiencing ﬂow disturbances using inviscid models. A
variety of controllers were tested on a nominal model: P, PI PID and LQG. Whilst
the PID and LQG controllers provided the largest reductions in unsteady loading, the
LQG controller was signiﬁcantly more eﬃcient as would be expected for an optimal
controller. This chapter also contained an analysis of the robustness of these control de-
signs - their sensitivity to oﬀ-design conditions and errors in the plant modelling. This
found that an H∞ controller provided excellent load reduction when the nominal value
of the system changed due to variations in mean freestream velocity (5ms−1±40%).
Chapter 4 has detailed a CFD investigation into the behaviour of these ﬂaps. It has
demonstrated that the RANS approach to turbulence modelling is very unsatisfactory
for trailing-edge ﬂaps of the order of 4% chord, despite the good results obtained for
smaller ﬂaps (for example Singh et al. [79]). This is due to the size of the separated
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region and the inability of the time-averaging to capture the nature of the vortex
shedding accurately, as has been shown for bluﬀ bodies by Iaccarino et al. [39]. The
URANS model gave results much closer to those observed experimentally by Troolin et
al. [93] for this size of ﬂap. The dynamic ﬂap deployments qualitatively matched those
of van Dam et al. [96] yet quantitatively did not match the normalised state-space
model to the same degree as those results.
Chapter 5 detailed the experimental investigation performed. The similarity of the
experimental results using the ﬁrst experimental model and those calculated using the
normalised inviscid state-space model demonstrated the validity of using an inviscid
model to provide an approximation of a viscous problem. For the second experimental
model, which consisted of a blade attached to a ﬂexible strain-gauged strut, the RMS
loading was reduced by up to 79% with the use of a PID controller using the measured
strain as a control input and the ﬂap acceleration as the controller output. The cou-
pling of the normalised inviscid state-space model developed in Chapter 3 with an FE
model of the structure qualitatively matched the experimental results obtained.
Both the experimental and computational results of this work have conclusively
demonstrated that in order to successfully use a trailing-edge ﬂap to control the loading
on a blade subjected to ﬂow disturbances with a period of the order of T ∗ ∼ 1, it is
suﬃcient simply to take measurements of the unsteady loading on the blade for use
as the control input. In this way it has been shown possible to provide extremely
substantial reductions in the RMS loading (∼ 79%) in computations (Chapter 3) and
also in practice, as detailed in Chapter 5. Although upstream ﬂow measurements
from the blade (in practice via a 5-hole pitot tube attached to the leading-edge as
described in Maeda and Kawabuchi, 2005 [54]) could provide details of the oncoming
ﬂow velocity, angle of attack and sideslip angle, which may allow for enhanced control,
it has been shown that this is not necessary to provide eﬀective load control.
In addition, a controlled trailing-edge ﬂap has been used experimentally not only to
stabilise the loading on a blade, but on a blade with a low natural frequency subjected
to ﬂow disturbances of the order of this resonance. Despite this, very high levels of load
reduction were achieved. In addition, a low-order state-space model coupled with an
FE model has been used to qualitatively demonstrate the observed behaviour of this
model under PID control and explain the observed instability when simple proportional
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feedback was implemented.
6.2 Future Work
As discussed in Section 2.2, for stall-regulated wind turbines, the blades are necessarily
sometimes required to operate in stalled conditions [48]. The work detailed in this
thesis is for a blade operating at zero degrees angle of attack. Therefore, an extremely
important component of any future work will be to investigate the ability of these
devices to control the loading on a blade at high angles of incidence beyond the onset
of stall, when the ﬂap may be operating in a separated region and therefore may
become ineﬀectual. The results in the literature suggest that these types of ﬂaps can
still eﬀect a change in the lift at high incidences and post-stall - see Jeﬀrey et al. [41]. It
is very unlikely that the dynamics of these devices in such conditions can be captured
by the inviscid state-space model developed in this
In Chapter 3 the inviscid state-space model was coupled with a structural FE
model. The results from this model were presented and compared with experimen-
tal results in Chapter 5. For a given PID controller, the model demonstrated the
instability of the model observed in the experiment. However, although there was
excellent qualitative agreement, the quantitative agreement was relatively poor, due
to the inviscid nature of the computational model: the experimental model did not
achieve as large reductions in the unsteady loading as predicted by the state-space
model. It would therefore be extremely desirable to couple the CFD model devel-
oped in Chapter 4 with the structural model developed in order to better capture the
observed experimental characteristics. However, the computational size of the CFD
model would require signiﬁcant computing power. A comprehensive three-dimensional
CFD investigation along the lines of Mayda et al. [55] is suggested for two reasons:
ﬁrstly, because the agreement between the two-dimensional dynamic mesh deploy-
ment and other results is not excellent; secondly because it has been found for wind
turbines that the use of two-dimensional aerofoil characteristics in three-dimensional
BEM models is insuﬃcient [48]. This is especially important for the deployment of
this type of device as it would certainly be deployed in a ﬁnite span ﬂap near the blade
tips and would not be continuous along the length of the blade. Such investigations
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would require the use of signiﬁcant and parallelised computational resources with such
a model expected to have ∼ 10 7−8 cells. As noted in Section 1.1, the edges of such
ﬂaps are also a signiﬁcant source of noise. The topic of noise was brieﬂy discussed
in that section because the noise generated by the implementation of such devices to
either helicopters or wind turbines will be subject to the strict noise requirements to
which both are subjected and this is another area for future investigation.
An investigation into modelling the actual deployment of these devices onto a
wind turbine could be performed initially by coupling the state-space model developed
in Chapter 3 with a Blade-Element-Momentum (BEM) code such as that detailed
in Eggleston and Stoddard [25] or with a more sophisticated commercial BEM code
such as BladedTM, developed and used by the consultancy Garrad Hassan & Partners
Ltd [8]. Although the expected location of such devices would be nearest the tips
for maximum eﬀectiveness and eﬃciency, it would be necessary to optimize their size,
number, location and energy input in order to achieve an adequate level of load reduc-
tion for the minimum amount of energy expended. The necessity of synchronisation
(or independence) of the control of such devices would need to be considered along
with the necessity to include such levels of complexity required by a given design.
It would be of interest to investigate whether or not the eﬀectiveness of the control
methods used in this work can be enhanced by providing instantaneous data on the
upstream ﬂow disturbances by the use of a pitot-tube mounted on the leading-edge
of the blade. With rapid acquisition and a good aero-structural model of the blade,
it may be possible to use this information to provide a more eﬀective control input
for a controller. In reality, the ﬂow disturbances will not be uniform along the blade
and it may therefore be counterproductive to use ﬂow measurements taken at one
point to control arrays of these devices. Similarly, it may or may not be of use to
use loading information from the preceding blade, although it would be expected that
O(101) chord lengths of ﬂow will have passed across the wind turbine between the
passage of each blade. It would also be desirable to use a real-time data acquisition
system coupled with a servo motor for more precise ﬂap control.
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Appendix A
Implementation of Finite Element
Model
Figure A.1: Uniform Beam Element under Uniform Transverse Loading
For a uniform beam element subjected to a uniform loading fu, as shown in Figure
A.1, the displacement at any point along the length can be described in terms of the
ﬁrst-order shape functions as described in Craig Jr. [22]:
v(x, t) =
4∑
i=1
ψi(t)v(t)
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ψ1(0) = 1 ψ
′
1(0) = ψ1(L) = ψ
′
1(L) = 0
ψ
′
2(0) = 1 ψ2(0) = ψ2(L) = ψ
′
2(L) = 0 (A.1)
ψ3(L) = 1 ψ3(0) = ψ
′
3(0) = ψ
′
3(L) = 0
ψ
′
4(L) = 1 ψ4(0) = ψ
′
4(0) = ψ4(L) = 0
For a beam loaded as shown in Figure A.1, the equilibrium equation is as follows,
along with its general solution for the displacement, v(x, t):
d2
dt2
(
EI
d2v
dt2
)
= 0
v(x) = c1 + c2
(x
L
)
+ c3
(x
L
)2
+ c4
(x
L
)3
(A.2)
Subsitution of the boundary conditions given in (A.1) into the solution for the
beam displacement (A.2) gives the four shape functions as:
ψ1 = 1− 3
(x
L
)2
+ 2
(x
L
)3
ψ2 = x− 2L
(x
L
)2
+ L
(x
L
)3
(A.3)
ψ3 = 3
(x
L
)2 − 2(x
L
)3
ψ4 = −L
(x
L
)2
+ L
(x
L
)3
By considering the strain, kinetic and potential energy of the beam [22], the mass
matrix Me the element stiﬀness matrix Ke and the element load vector Pe can be
derived from the solution of:
Meij =
∫ L
0
ρAψiψjdx
Keij =
∫ L
0
EIψ
′′
i ψ
′′
j dx
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Pei(t) =
∫ L
0
fu(t)ψidx
giving:
Ke =
EI
L3

12 6L −12 6L
6L 4L2 −6L 2L2
−12 −6L 12 −6L
6L 2L2 −6L 4L2

Me =
ρAL
420

156 22L 54 −13L
22L 4L2 13L −3L2
54 13L 4L2 −22L
−13L −3L2 −22L 4L2

and the elemental load vector is given by:
Pe(t) = fu(t)L

1
2
− L12
1
2
− L12

Appendix B
Control Model/Controller
The ﬁnal state-space model modelling the aerofoil-ﬂap combination subject to a white-
noise disturbance input n and with a control input of the ﬂap angular acceleration (δ¨)
is given by:
x˙ = Ax+B δ¨ +Gn
CL = C x+D δ¨ +H n
x ∈ <7
where:
A =

−2.152 −0.496 −0.026 0.023 −0.070 1.395 1.419
0.402 0.209 0.000 0.032 −0.001 −0.643 0.110
0.000 0.000 −6.418 4.860 0.807 0.261 0.081
−0.092 −0.067 −15.79 0.000 −0.002 0.102 0.038
0.004 −0.032 0.000 0.998 −0.001 0.064 0.005
1.812 1.233 −0.026 0.010 0.038 −1.951 −0.740
−0.353 0.391 −0.004 0.034 −0.012 0.079 0.157

B =
[
−0.330 0.625 0.000 0.017 −0.028 −0.419 0.569
]T
G =
[
0.000 0.000 1.000 0.000 0.000 0.000 0.000
]T
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C =
[
−6.167 −5.086 0.166 −1.046 −0.534 6.186 6.591
]
D = [0.000]
H = [0.000]
