A new distributed online learning scheme for classifying data captured from distributed data sources is proposed in this paper. The scheme consists of multiple distributed learners that independently classify different streams of data. Each local learner uses an ensemble classifier trained by shared data to make a prediction. We propose a novel form of shared data, that is, the covariance matrix and mean vector, that has small and stable network traffic when transmitted between nodes. Then, we provide a systematic online ensemble learning approach based on these shared data. In contrast to boosting and bagging, our proposed learning approach is based on orthogonal transformation, which can increase the differences between individual learners without a significant loss in accuracy. Moreover, we discuss the ensemble maintenance method based on weight to adapt the underlying data dynamics. Empirical studies demonstrate the effectiveness of our approach in comparison to existing state-of-the-art methods on several datasets. INDEX TERMS Distributed online learning, ensemble learning, covariance matrix, mean vector, orthogonal transformation.
I. INTRODUCTION
Among the three features of distributed data streams -massive volume, concept drift, and dispersed collection -dispersed collection is the most prominent [1] - [3] . Although the set of data streams is obtained from different data sources, the data are correlated with a common event that must be classified. Hence, the key issue in distributed online learning is how to build global learners by sharing data from local nodes. To reduce the cost of communication between nodes, shared data to be transmitted in real time should be summary data rather than raw data [4] - [6] . Most summary data are microcluster data, as proposed in [7] - [10] . In contrast to raw data, microcluster shared data have small network traffic and memory requirements. However, when the set of raw data concepts is complex, the number of microclusters must increase to accurately represent the target concept, thereby increasing the cost of communication. Hence, microclusters cannot be used in wireless sensor networks with limited energy. Shared prediction approaches to address this problem are proposed in [11]-13] . These approaches usually train The associate editor coordinating the review of this manuscript and approving it for publication was Vijay Mago . local learners independently and combine the local predictions to make a final prediction for a given test instance. Therefore, these methods have less communication between nodes but need an assumption of synchronous learning to be satisfied. The shared prediction approaches usually require a large buffer and complex cooperative mechanisms to ensure synchronous learning between nodes, which reduces the prediction performance [14] , [15] .
In this paper, we propose a distributed online ensemble learning technique, referred to as the distributed ensemble scheme based on orthogonal transformation, that overcomes the drawbacks of the above two types of approaches. Specifically, we consider a set of distributed learners that independently observe data from different nodes. Each learner works in the following manner. Whenever a training data chunk is labeled, each local learner calculates the covariance matrices and mean vectors of the training data chunk according to class labels, sends the results as shared data to every other learner, and receives the shared data from all other learners. Then, the local learner performs random orthogonal transformation of the shared data to generate training sets to update itself. After training and updating, the local learner classifies each instance that enters the system.
The main features of the proposed scheme are as follows. First, our approach uses a covariance matrix and mean vector as shared data in a distributed environment. We refer to this form of shared data as microdata. Microdata have small and stable network traffic when transmitted between nodes. Second, our approach does not need an assumption of synchronous learning to be satisfied, i.e, each local learner can be trained and updated at different time instants because the microdata shared between local learners are not predictions. Finally, our approach can regenerate a training dataset from microdata, so a local learner can choose an individual learner independent, such as a decision tree, neural network, Bayes classifier, etc.
The remainder of this paper is organized as follows. Section 2 discusses the related work on shared data schemes and ensemble learning techniques. Section 3 discusses the proposed approach. Section 4 presents an empirical evaluation of our algorithm on several datasets, and Section 5 concludes with directions for future work.
II. RELATED WORK
Data streams that are independently collected via different logically interrelated nodes, i.e., distributed data streams have become an important form of data. Online learning of distributed data streams presents new challenges for data stream learning, i.e., how to share data on local nodes to construct a global learner. The approaches to sharing data among nodes can be divided into two types. The first type is to share summary data based on raw data, for example, the microcluster data proposed in [8] . Microclusters represent summary statistics of the instances belonging to a cluster and are represented as n-tuples. Similar proposals have been made in [16] , [17] . Generally, microcluster shared data have low network traffic and memory requirements; however, when the set of concepts in the raw data is complex and changeable, the number of microclusters must increase to represent the target concept accurately, thereby increasing the cost of communication between nodes. The second type of approach is to share predictions. For example, Fan et al. [11] proposed an online version of AdaBoost. In this system, when a new data chunk arrives, the previous classifiers are reweighted based on the predictions on the new data chunk. Then, a new weighted training set is generated, and a new classifier is trained on this weighted training set. Chawla et al. [18] trained an ensemble of classifiers on each of the random disjoint partitions of data and combined their predictions on the test data via majority voting. Canzian et al. [12] obtained the final classification decision by collecting the local predictions of all learners and combining them using a perceptron weighted majority. Similar approaches are proposed in [13] , [19] . Compared to those of the first type, the approaches of the second type reduce network traffic but need the assumption of synchronous learning to be satisfied. Hence, the second type of approach generally uses large buffers and complex cooperative mechanisms to maintain synchronous learning between nodes, which reduces the prediction performance. Our proposed approach belongs to the first type but differs because we use covariance matrices and mean vectors as the shared data. The dimension of the covariance matrix and mean vector is a constant; thus, regardless of whether the concepts in the raw data are simple or complex, a constant amount of data is shared between nodes. Moreover, in the target node, our approach can be used to reconstruct the training dataset to have an identical covariance structure to that of the raw data. Therefore, we can choose the classification model flexibly.
For classification problems involving data streams, ensemble techniques are more popular than single-model incremental approaches because of their simpler implementation and higher efficiency. The key to improving the generalization ability is to train ''good and different'' individual classifiers, i.e., the hypothesis space learned by each individual classifier should be different. A common basic approach is to inject randomness into the learning process. Two popular alternatives include manipulating the input features and data samples. In the approach of input feature manipulation, individual classifiers are trained on different subspaces (i.e., different subsets of features). For example, Ho [20] trained multiple decision trees with randomly selected subspaces. The approach of data sample manipulation trains individual classifiers on different data samples. For example, boosting [21] generates a new training set for the next classifier by changing the distribution of the training set used to train the previous classifier. Bagging [22] adopted bootstrap sampling to generate different training sets. References [10] , [23] divide the training set into disjoint subsets based on class labels. Our approach is a data sample manipulation method but differs from the above strategies because microdata obtained by random orthogonal transformation are used to generate different training sets.
The main contributions of this paper can be summarized as follows:
1) To the best of our knowledge, this is the first work that proposes a covariance matrix and mean vector (i.e., microdata) to use as shared data in a distributed environment. 2) We propose a reconstructed data approach based on microdata in a distributed environment. 3) We prove a confidence bound of the probability that the cumulative absolute error between the reconstructed dataset and the original dataset is less than a given threshold. 4) We propose an ensemble learning algorithm based on orthogonal transformation (EOT) and analyze the effect of differences among individual learners on the ensemble performance and prove that random orthogonal transformation can generate diverse individual learners under certain conditions. 5) We numerically compare EOT with state-of-the-art ensemble methods on a number of benchmark datasets and show the superiority of our approach.
III. THE PROPOSED APPROACH
In this section, the framework of distributed learning is described first. Then, the approach to sharing data between nodes is presented in detail. Finally, the approach for training and updating classifiers is described.
A. DISTRIBUTED LEARNING FRAMEWORK
We consider a set of K nodes. The data stream of each node can be viewed as a dataset that grows over time. Therefore, distributed data streams are viewed as a set of growing datasets, denoted by
i >, · · · , < x jn i , y jn i >}, and x jn i is the jnth instance (i.e., data point) that enters the ith node. Without loss of generality, we assume that x jn i is a kdimensional vector and that y jn i ∈ {C 1 , C 2 , · · · , C s } is the true label of x jn i . An ensemble learner (EL) contains m individual learners in each local node, and each individual learner is a decision tree implemented by C4.5 [24] .
In this work, the prediction of each local node is independent. Each node shares its own summary data, and receives the summary data from all other nodes to update local individual learners. Then, the updated EL continues to classify the subsequent data chunk. The details of the implementation are as follows.
1) Microdata generation: When the tth data chunk D t i is labeled by human experts, D t i is transformed into covariance matrices M i and vectors v i (Algorithm 1). 2) Microdata exchange: Node i sends M i and v i to every other node and receives covariance matrices and mean vectors from all other nodes. 3) Learner maintenance: Node i generates a training set based on the matrices and mean vectors of all other nodes (Algorithm 2) and then trains and updates the EL i (Algorithm 3). 4) Prediction: Node i uses EL i to classify the subsequent data chunk. Because classification is a continuous process, the classification of the data chunk following D t i does not need to be stopped in the process of updating the EL. Hence, we assume that the latest data chunk to be classified is D r i (r ≥ t + 1), and B r i is the predicted class labels of D r i . Fig. 1 illustrates this sequence of events for a system of two nodes.
B. SHARING MICRODATA
The covariance matrix and mean vector (i.e., microdata) are two important numerical characteristics that represent the information on a dataset. The process of receiving microdata from a dataset is regarded as data compression. The use of microdata as shared data reduces the network traffic between nodes. However, microdata are difficult for the learner to learn, so the target node must regenerate the original data from the microdata. Because the process of obtaining microdata from a dataset is irreversible, the original data cannot be regenerated exactly. To ensure that the new dataset regenerated from microdata is similar to the original dataset in the sense of likely being approximately correct, the cumulative absolute error between the new dataset and the original dataset is bounded by a given threshold under a specified probability. The following theorem states this bound.
Theorem 1: Let {x 1 , x 2 , · · · , x n } be the set of instances with the same label, where
Let {z 1 , z 2 , · · · , z n } be the set of independent random vectors that follow the standard normal distribution,
We assume that λ j is the jth eigenvalue of and p j = (p 1j , p 2j , · · · , p kj ) T is the jth eigenvector. Then, for any fixed ε j > 0(j = 1, 2, · · · , k), we have the inequality
Proof: see Appendix A We assume that D t i is the latest data chunk labeled by a human expert for node i with l i (l i ≤ s) types of labels. Hence, D t i can be divided into l i subsets, denoted by
. Let W i be the covariance of W i and let x w i be the mean vector of W i . When W i and x w i are sent to node j, on the basis of theorem 1, we can generate the datasetŴ i as follows:
where
Because W i is similar to , i.e., W i = P P T , S W i = P 1/2 . Hence, as long as the covariance matrix and mean vector of node i are shared with node j, data chunkD t i approximating D t i is generated in node j. The details of the generation of the covariance matrix and mean vector of D t i are described in algorithm 1, and the details of the generation ofD t i are described in algorithm 2. Assume that each component in a covariance matrix or mean vector is equivalent to 4 bytes. Because W i is transformed into a covariance matrix and a mean vector, the amount of data transferred between node i and node j each Algorithm 1 Generate Microdata Require: D t i : the shared dataset Ensure: M i : the set of matrices; v i : the set of vectors 1: 
instances from the specified multivariate normal distribution 5: end for time is 4l i (k 2 + k) bytes. In general, l i and k are constants, so the amount of communication between nodes is fixed.
C. TRAINING AND UPDATING FOR EL
We assume that M = {{M 1 , v 1 }, {M 2 , v 2 }, · · · , {M K , v K }} is the latest set of summary data for node i, where M i and v i are the covariance matrices and mean vectors received from node i.
where the covariance matrix M l i i and the mean vector v l i i are generated by the subset l i . Let
where I (·) is an indicator function. EL i is divided into K subsets, denoted by
Hence, the weight of EL j i is given by
Then, M j and v j are used to train EL j i . Because EL j i contains g j individual learners, we need to generate g j training sets.
For each individual learner of EL j i , we compute the new covariance matrices G j and mean vectors w j by performing a random orthogonal transformation on M j and v j as follows
where R is a random orthogonal matrix that satisfies two conditions: |R| = 1, and R T = R −1 .In our approach, R is generated via the Householder method [25] . After computing G j and w j , we use algorithm 2 to generate a dataset with a given number of instances to train the individual learner.
Because concept drift can occur in node i, the EL i must be updated whenever concept drift occurs. Every subset EL j i ⊂ EL i is built from the summary data of different nodes, so the specific hypotheses learned by EL i are different for the coverage of concepts in node i. Therefore, the number of learners in a subset with high coverage must be increased because the hypotheses learned by this subset are approximate to node i; furthermore, the number of learners in a subset with low coverage should be decreased, to reduce the effect of false hypotheses on the final prediction. Here, we use β j i to estimate how approximate the hypotheses learned by EL j i are to the current concepts of node i. A larger β j i indicates a higher coverage degree of the hypotheses. Based on the above assumption, g j is defined as follows
Let us assume that the cardinality of EL j i is g t j after the tth update, then the t + 1th update is executed as follows:
1) If g t+1 j > g t j , then EL j i updates the individual learner with a lower weight than the mean and adds (g t+1
individual learners in order of increasing weight and updates the individual learner with a lower weight than the mean. The total number of individual learners in EL i is a constant after each update because m is a constant. Hence, a constant amount of memory is required to store EL i . The details of the training and updating processes are described in algorithm 3.
D. DIVERSITY ANALYSIS
In this section, we analyze the effect of differences among individual learners on ensemble performance and prove that random orthogonal transformation can generate diverse individual learners under certain conditions. For a given instance x, the output of an individual learner is defined as
where I (·) is an indicator function, y is the true label of x, R is a random orthogonal matrix, and h(x, R) is the prediction for all EL j i ∈ EL i do 13: g j ← get cardinality of set(EL j i , m) 14: if g j > |EL j i | then 15: EL j i ← UpdateLearners(M j , v j , g j , n, C j ) 16 : On the basis of the above definition, we define the output of an EL as
This expression is greater than zero if the prediction is correct and less than zero otherwise. By means of Chebyshev's inequality [26] , we can derive the following upper bound for the misclassification probability of the ensemble:
Next, we have
Clearly, the larger the difference between f (x, y, R i ) and f (x, y, R j ) is, the smaller cov(f (x, y, R i )f (x, y, R j )); hence, Pr(F(x, y) < 0) converges asymptotically to 0. Now, we analyze how the orthogonal transformation increases the differences among individual learners. First, the relation between the ''new'' instance (i.e., the instance generated by the covariance matrix and mean vector with orthogonal transformation) and the ''original'' instance (i.e., the instance generated by the covariance matrix and mean vector without orthogonal transformation) will be demonstrated. Let x be the ''original'' instance of node i generated by covariance matrix and mean vector µ.Hence, we have
where S satisfies = SS T . We denote the mean vector with orthogonal transformation byμ and the covariance matrix with orthogonal transformation by˜ . From (11), we obtain the ''new'' instancex =μ +Sz.
whereS satisfies˜ =SS T . Combining formulas (5), (11) and (12), we obtainx =μ +Sz
Formula (13) shows that the relation ofx and x, i.e.,x is equivalent to that of x with an orthogonal transformation. Therefore,x is mapped to the ''new'' sample space in the same dimension as the ''original'' sample space to which x belongs. The coordinates ofx under the new base will change, but the ''new'' sample space and the ''original'' sample space are isomorphic. Hence, the ''new'' dataset generated by the covariance matrix and mean vector with orthogonal transformation have the same data distribution as that of the ''original'' dataset generated by the covariance matrix and mean vector without orthogonal transformation. In other words, the target concepts defined in the two datasets are consistent, but their representations are different. If the learning algorithm is sensitive to the change in representation, the orthogonal transformation can help the algorithm produce different hypotheses. Next, we illustrate this feature with an example. Example 1: Suppose that a 1 , a 2 denote two attributes of an instance and each instance belongs to exactly one of classes {A, B}. Moreover, the training dataset is (−1, 1, A) , (1, −1, A) , (−1, −1, B) , (1, 1, B) An illustration of the dataset is shown in Fig. 2(a) . We use a decision tree to learn the training dataset based on the information gain criterion, and the learning results are illustrated in Fig. 2(c) . According to the learning results, we obtain a set of hypotheses
. For each instance in the training dataset, we perform the orthogonal transformation and obtain the new training dataset, i.e., (0,
An illustration of the new dataset is shown in Fig. 2(b) , and the learning results of the new training dataset are depicted in Fig. 2(d) . In the same way, we obtain a set of hypotheses
If the learning algorithm is insensitive to the change in concept representation, the orthogonal transformation is ineffective in generating the final hypotheses. For example, the hypotheses of KNN are formed on the basis of Euclidean distance between instances. We assume thatx 1 ,x 2 come from the ''new'' dataset and that x 1 ,x 2 come from the ''original'' dataset; thus, the Euclidean distance betweenx 1 andx 2 equals
Therefore, according to (14) , the orthogonal transformation cannot change the Euclidean distance between instances, so the orthogonal transformation is not applied to the ensemble of KNN.
IV. EXPERIMENTS
In this section, we describe the datasets and experimental setup and evaluate the performance of EOT in comparison with other state-of-the-art ensemble methods on datasets from the UCI archive [27] .
A. DATASETS
We use eight datasets: Hyperp, SEA, Tree, HEPmass (HEP), RecordLink (Record), Forest cover type (Forest), Heterogeneity Activity (HAC), and KDD cup 1999 (KDD). The first four are a synthetic datasets, and the last four are real datasets, which are well known in data mining. A brief description of each dataset is provided below. Hyperp: Hyperplane is a popular dataset generator utilized in many data stream classification experiments [3] , [28] - [30] . Hyperplane is used mainly to generate data streams containing gradually drifting concepts. We generate a dataset containing 1,000,000 instances described by 9 numerical and 1 nominal attributes, denoted by Hyperp, that contains incremental drift with the modification changing by 0.002 with each instance and 5% noise added to the concepts.
SEA: The SEA generator is used to create data streams containing sudden concept drifts. We use this generator to create a dataset (SEA) containing 1,000,000 instances with drifts occurring every 5000 instances, with 10% noise introduced.
Tree: For data streams with recurrent concept drift, we use the Random Tree generator. We generate a dataset containing 1,000,000 instances described by 10 numerical attributes, denoted by Tree. This dataset contains 4 recurring drifts and 15% noise.
HEP: HEP is a simulated collision dataset for machine learning used in high-energy physics. This dataset contains 7,000,000 instances, 27 attributes, and 2 classes.
HAC: HAC is a heterogeneity dataset for human activity recognition from smartphone and smartwatch sensors. This dataset contains 43,930,257 instances, 7 attributes, and 7 classes. Each instance consists of the readings of two motion sensors commonly found in smartphones. Because the data were recorded in different smart devices and in no specific order, the dataset contains concept drift.
Record: Record is a personal dataset from the epidemiological cancer registry of the German state of North Rhine-Westphalia. This dataset contains 5,749,132 instances, each described by 11 attributes. This dataset contains a number of missing class label data.
KDD: KDD is a network intrusion dataset that contains 4,000,000 instances, 32 classes, and 41 attributes, including continuous and discrete types. This dataset contains nonstationary data and is widely used in the data stream mining literature on concept drift [2] , [30] - [34] .
Forest: Forest contains 581,012 instances and 54 attributes. Each instance is classified with one of seven possible classes. Because Forest includes four wilderness areas of the Roosevelt National Forest in northern Colorado, it contains concept drift. This dataset is also widely used in the data stream mining literature on concept drift [35] - [38] . Table 1 summarizes the characteristics of each dataset.
B. COMPARED APPROACHES
We briefly describe the compared algorithms in this section. Online AdaBoost (OnlineAda) [8] is the online version of AdaBoost, which uses the new labeled data chunk to reweight the current classifiers and generates a weighted dataset to train a new classifier. Online bagging (OnlineBag) [25] represents the online version of bagging. OnlineBag is based on the fact that when the number of training instances tends to infinity in offline bagging, each individual learner contains K copies of each training instance, where the distribution of K approximately follows a poisson (1) . Class-based micro classifier ensemble (CLAM) [7] is an ensemble approach based on microclusters. When a new labeled data chunk enters the system, the data chunk is divided into different subsets according to the class label, and a set of individual learners is created for each subset. EOT is our proposed approach.
C. SETTINGS
Our experimental environment consists of four distributed nodes, and each node contains an EL, a test dataset and an initial training dataset. The test dataset is used to generate data streams. To simulate the real environment of the data stream, the speed of generating the data stream at each node is different and changes over time, denoted by dss ∈ [1000, 2000] (the unit is instances per second). Moreover, we divide each dataset into four subsets randomly and rearrange the instances of each subset so that in any data chunk, at most two and at least zero classes recur and new classes appear randomly. Each processed subset is used as a test dataset and is stored in one of the four nodes. The initial training dataset is generated by sampling from the test dataset.
The EL is generated by the above-mentioned compared approaches. Their common parameters are defined as follows: 1) m (ensemble size) = 20, 2) because the decision tree is used as a base learner, except in CLAM, the data chunk size is given by n = max(n 1 , n 2 , · · · , n k ),
Here, ε = 0.01, δ = 0.25. a i is the lower bound of the ith attribute of all instances, and b i is the upper bound of the ith attribute of all instances. In addition to the common parameters, OnlineBag has λ = 1 and CLAM has c (the number of microclusters per base learner) = 30 and q (minimum number of instances required to declare a novel class) = 50. Moreover, the same base learners (each base learner is generated by C4.5) are used in OnlineAda, OnlineBag and EOT.
D. EVALUATION
We use three performance metrics for the experiments: error rate (ER), F1 score (F1) and Kappa-statistic (Kappa). ER is defined as the fraction of times the prediction is different from the true label and is frequently used to assess the generalization error of learning algorithms. F1 is also a metric of prediction accuracy that considers both the precision and the recall. In data stream mining, F1 is often used to assess the ability of an algorithm to adapt to concept drift. Kappa is a classic measure in the statistical literature that is used to assess ensemble diversity by measuring the diversity between two base learners. Therefore, we choose the above three performance metrics to assess the algorithms considered for comparison. We construct the initial model for each method using the initial training dataset. Then, starting from the first chunk, we evaluate the performance of each method on this chunk and then use this chunk to update the existing model. The performance metrics for each chunk are saved and averaged for each method to produce the summary results. The comparative studies are conducted from two main perspectives. First, we provide a detailed analysis of the performance in different nodes according to the ER and F1. Figure 3 and Figure 4 show the ER of four nodes on all datasets. In each of these charts, the X-axis represents the data stream series, and the Y-axis represents the ER. Each curve is drawn by averaging ten runs of the corresponding approach on ten different randomly generated sequences of each of eight datasets. On the KDD, the ERs of EOT and OnlineBag are similar, and that of EOT is slightly higher than that of OnlineBag. However, On the HAC, the ERs of EOT and OnlineBag are similar on node 3, and that of EOT is slightly higher than that of OnlineBag on node 2, but that of EOT is significantly lower than that of OnlineBag on nodes 1 and 4. Moreover, On the other six datasets, the ER of EOT is significantly lower than that of the other three algorithms. The average changes in ER of EOT are smallest among all the approaches. Figure 5 and Figure 6 show the results of F1 for each approach. It seems that in general, EOT has a high F1 on all nodes for all datasets except for KDD. Moreover, for the four synthetic datasets, the average range in F1 of EOT is 1%, 33% and 0.1% lower than that of CLAM, OnlineAda and OnlineBag, respectively. Therefore, concept drift (i.e., gradual drift and sudden recurring drift) has minimal impacts on EOT. Table 2 summarizes the results on all datasets for all approaches. The ER and F1 reported in the table are the average values of all nodes over the entire data stream. In addition to Tree and Record, Onlin-eAda has the lowest performance for all datasets because it builds only one individual learner whenever updating itself. Hence, when a chunk of data contains instances belonging to different concepts, the individual learner constructed based on this chunk is inaccurate in predicting the current concept. Moreover, in addition to KDD and HAC, EOT outperforms the other approaches, and OnlineBag has the second best performance. The gain of EOT (according to the reduction in ER) with respect to OnlineBag is approximately 2.7% for Hyperp, 1.2% for SEA, 0.87% for Tree, 0.49% for HEPMass, 4.3% for Record, and 15% for Forest. The main reason for the low ER for EOT compared to that of OnlineBag is that EOT can build ''good and different'' individual learners.
In other words, EOT can improve the ensemble performance. To demonstrate this conclusion, we analyze the ensemble diversity of the various approaches in the next section.
Because each individual learner (i.e., microclassifier) of CLAM is built on the same labeled training chunk, the individual learners are completely different. Therefore, in the diversity experiment we analyze the ensemble diversity of OnlineAda, OnlineBag, and EOT. The kappa results achieved on all datasets are shown in Figure 7 . OnlineAda has the largest ensemble diversity among all datasets. However, because the individual learners of Onlin-eAda have high ER compared to those of the other two approaches, the ensemble performance of OnlineAda is impacted. For the SEA, Tree, HEPmass, HAC, and Forest, EOT has a larger ensemble diversity than that of OnlineBag, and the individual learners of EOT have a lower average ER. For Hyperp and Record, although the ensemble diversity of OnlineBag is larger than that of EOT, the average ER of the individual learners among EOT is lower than that of OnlineBag. Ultimately, EOT achieves better ensemble performance. Similarly, in the KDD, the ensemble diversity of EOT is similar to OnlineBag, and the average ER of the individual learners among OnlineBag is lower than EOT. Finally, OnlineBag achieves better ensemble performance. Analysis of the kappa-error diagrams shows that the accuracy of individual learners is as important as the difference for ensemble performance improvement. In contrast to the two approaches, EOT takes into account both the accuracy of and difference in the individual learners.
OnlineAda, OnlineBag and EOT use microdata as shared data among the nodes, whereas CLAM uses microclusters as shared data. We assume that the current shared data chunk of node i contains l i classes. The storage space occupied by microdata is l i (k 2 + k) compared to cl i (1 + k) for microclusters. If l i (k 2 + k) > cl i (1 + k) , then we can obtain c < k. In other words, when c < k, microdata occupy more storage space than do microclusters. However, in general, c > k; hence, microdata need less storage space and have fewer communication requirements.
V. CONCLUSION
In this work, we propose a distributed online ensemble learning scheme. Our scheme can reduce the cost of communication between nodes and provide a valid solution for distributed data mining. Microdata (i.e., covariance matrix and mean vector) are proposed as shared data in this scheme. Compared to most summary data (i.e., microclusters), microdata impose lower network traffic and memory requirements. Importantly, based on these microdata, not only training and classification be accomplished asynchronously for a local learner, but the training datasets can also be reconstructed so that the choice of the individual learners that can be used as local learners is not restricted. On this basis, a new ensemble learning approach called EOT is proposed. We show both analytically and empirically that EOT can build ''good and different'' individual learners. Simulations also show that EOT achieves higher accuracy than the existing approaches do. In the future, we would like to extend our approach to a dataset containing both unlabeled instances and a small number of labeled instances.
APPENDIX A PROOF OF THEOREM 1
Observe that in view of y i = E(x i ) + Sz i , we have
where S j is the jth row of S. Let us assume that r ij = x ij − S j z i and r ij ∈ [c ij , d ij ]; then, E(r ij ) = E(x ij ) − S j E(z i ). Therefore, we have
Next, in view of Hoeffding's inequality we have
Using r ij ∈ [c ij , d ij ] and x ij ∈ [a ij , b ij ], we obtain
Since = SS T , we have 
Combining formulas (19) and (22), we obtain the final inequality (1).
