As a result of recent technological advances, a significant (and increasing) number of the images in a typical radiology department are represented in digital form. This includes images that have been captured using digital imaging modalities such as computed tomography and magnetic resonance imaging as well as images that have been digitally converted from film originals as in computed radiography. To provide economical storage of such images and to allow for their efficient transmission over various networks, it becomes necessary to consider digital image compression techniques. In this article, the fundamental concepts of several popular reversible and nonreversible image compression schemes are reviewed. In addition, the performance of the schemes in terms of compression ratio and reconstructed image quality as applied to medical diagnostic images is investigated.
T HANKS TO recent advances in digital image capture and storage technology, the use of digital imaging modalities in radiology has increased dramatically in the past decade. Currently, about 15% of the radiographs taken in a hospital are generated directly in digital form. Prominent examples include computed tomography (CT), magnetic resonance imaging (MRI), ultrasound (US), nuclear medicine (NM), and digital subtraction angiography (DSA). Furthermore, conventional chest or skeletal x-rays, which constitute another 70% of the radiographs, can be converted into digital signals for subsequent processing in computed radiography (CR). The reason for this interest in digital images is clear: representing images in digital form facilitates image transfer as well as
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Despite these advantages, there is one potential problem with digital images, namely, the large number of bits required for their representation. As an example, consider the conversion of a 14 x 17-in chest radiograph into digital form. Assuming the radiologist would examine the image at a typical viewing distance of 14 in, spatial frequencies as high as 7 cycles/mm may need to be captured (based on data for the human visual system contrast sensitivity function).' This translates into a sampling rate of 70 J.Lm per picture element or pixel, and the resulting image contains approximately 5000 x 6000 pixels. Since each pixel in a medical image is usually represented by at least 10 bits (corresponding to 1024 brightness levels), the total number of bits for a single image of this type is approximately 300 megatlu") bits.
Currently, magnetic tapes are the most widely used storage media in hospitals, but a typical magnetic tape can only store about 3 images of this size. As a result, some hospitals use optical disks as their primary storage media. A typical setup might consist of 100, 14-in optical disks in a jukebox that can store a total of several terat ltl") bits of data. However, the digital storage of the large number of radiographs that are captured every day in a typical hospital would soon tax even this technology to its limit. Proposed picture archiving and communications systems' (PACS) envision such an alldigital environment, but for PACS to be an economically viable alternative to film, the average number of bits required to represent an image must be reduced by using efficient image compression algorithms without, of course, compromising the diagnostic information.
Image compression can also benefit a PACS environment in the area of image communications. In a local area network, workstations are close to the picture archives, and direct communication using large bandwidth channels is feasible. Newly emerging fiber optics technology (fiber distributed data interchange [FDDI] ) provides communication at a bandwidth of 100 Mbits/sec. However, even at an optimistic 20% throughput rate for a shared network, the transmission of the digitized chest image in our example would take 15 sec, whereas in many applications it is desirable to access the image in less than 2 sec. This problem of efficient transmission is further aggravated in wide area networks, which include low-bandwidth channels such as telephone lines for long-distance switched communication. For example, the transmission of a much lower resolution image, such as a 512 x 512, 12-bit CT image, would take almost a minute using an Integrated Services Digital Network network with a 64 kilobitsl second transmission rate.
II. Types ofImage Compression
The discussion in the preceding section clearly illustrates the need for image compression in a PACS environment. There are many approaches to image compression, but they can be categorized into two fundamental groups: reversible and nonreversible.
In reversible compression (also known as bit-preserving or lossless), the reconstructed image after compression is numercially identical to the original image on a pixel-by-pixel basis. Obviously, reversible compression is ideally desired since no information is compromised. However, only modest compression ratios (generally in the range of 1.5:1 to 4.0:1
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depending on the original image characteristics) are possible with reversible compression. * In nonreversible compression (also known as lossy), the reconstructed image contains degradations relative to the original. As a result, much higher compression ratios can be achieved as compared to reversible compression. In general, more compression is obtained at the expense of more distortion. It is important to note that these degradations mayor may not be visually apparent. In fact, the term visually lossless has been used to characterize lossy compression schemes that result in no visible loss under normal viewing conditions. Unfortunately, this is a subjective definition and extreme caution should be taken in its interpretation. It is conceivable that an algorithm that is visually lossless under certain viewing conditions, eg, a 19-in video monitor viewed at a distance of 4 ft, could result in visible degradations under more stringent conditions, eg, a 14 x 17-in secondary image printed on film. A related term is information preserving, which has been used by the American College of Radiology and National Electrical Manufacturers Association (ACR/NEMA). According to the ACR/NEMA data compression standard report,' a compression scheme is information preserving if the resulting image retains all of the "significant information" of the original image. The standard does not define what is meant by significant information and has left its definition to the user.
The general framework for any compression scheme is shown in Fig 1. It includes three components: image decomposition or transformation, quantization, and symbol encoding. The relative importance of each component varies from one technique to another, and not all components are necessarily included in a particular technique. The image decomposition or transformation is usually a reversible operation and is performed to reduce the dynamic range of the signal, to eliminate redundant information, or, in general, to provide a representation ' Compression ratio is defined as the ratio of the number of bits used for the original image to the number of bits for the compressed image. Higher compression ratios indicate more efficient compression. 
Compressed image data
Original image data !Decomposition or transformation I nonreversible compression scheme in conjunction with a reversible scheme. This results in two types of data being stored for each image. The first type corresponds to a relatively low quality image generated by a nonreversible compression scheme operating at a high compression ratio such as 40:1. The second type of data represents the difference on a pixel-bypixel basis between the lossy reconstructed image and the original image. This difference, or residual, image is compressed by a reversible scheme prior to storage. The memory required to store both the lossy image and the lossless difference image is still less than the original uncompressed image. This approach finds use in a situation where the radiologist is using a low-bandwidth wide area network to access remotely stored pictures of a patient with multiple diagnostic studies and several images per study. In such a case, it may be necessary to browse through a few images before the particular image(s) of interest can be located. The highly compressed image can serve as a guide for the initial selection process, resulting in great savings in time and bandwidth. In many cases, the radiologist might even be able to extract the required information from this highly compressed image. If further information is needed, the difference image can then be transmitted to provide a completely lossless reconstruction. This idea of transmitting partial image information in stages is termed progressive transmission (PT). We will examine this concept in more detail in a later section.
The second argument for using lossycompression is based on the observation that in some cases the degradation caused by the compression is less than the noise introduced by the other system components, eg, film noise, digital scanner noise, etc. In such systems, the use of compression jeopardizes diagnostic accuracy no more than any other component of the system.
In the following sections, several popular compression techniques are briefly reviewed. In section III, a reversible compression algorithm termed lossless differential pulse code modulation (DPCM) is discussed. A lossy compression algorithm based on the discrete cosine transform (DCT) is then discussed in section IV. that is more amenable to efficient coding. The primary difference between reversible and nonreversible techniques is the inclusion of the next stage, quantization, in nonreversible techniques. By quantizing the data, the number of possible output symbols is reduced. The type and degree of quantization has a large impact on the bit rate and quality of a nonreversible scheme. The final stage, symbol encoding, may be as simple as using fixed-length binary codewords to represent the symbols resulting from the decomposition or quantization stages, or it might use a variable-length code as a means of achieving rates close to the fundamental information-theoretic limits.
There is significant debate concerning the use of nonreversible compression schemes for medical diagnostic images. The level of coding distortion that can be accepted for clinical diagnosis purposes has not yet been welldefined, and given the wide variety of resolutions and image characteristics resulting from the different imaging modalities, a thorough clinical evaluation of tolerable distortion for different classes of images is required. As a result, it is often argued that nonreversible compression in any form is not acceptable in a PACS environment as it might compromise diagnostic accuracy. Despite this argument, there are at least two reasons why lossycompression schemes are of interest in medical imaging.
First, it is sometimes desirable to use a is then constructed as the difference between the rounded prediction and the actual pixel value, ie, techniques such as bit plane (BP) encoding, the reduced-difference pyramid, and the S-transform are examined. The performance of the various schemes is compared using examples from medical diagnostic imaging.
III. REVERSIBLE COMPRESSION TECHNIQUES: LOSSLESS PREDICTIVE CODING
The values of adjacent pixels in an image are often similar, ie, they are highly correlated. This property is exploited in predictive coding techniques where the value of a given pixel is predicted based on the values of the surrounding pixels. Predictive coding can be approached in a number of ways, but the most common is DPCM.
4 This section will focus on lossless DPCM, but DPCM can also be operated as a lossy technique.
In DPCM, an image is typically encoded one pixel at a time across a raster scan line as shown in Fig 2 for two consecutive raster lines (the scanning direction is from left to right). The pixel to be encoded is labeled X m , and it is
Equation (2) The motivation for this process is that the differential image typically has a greatly reduced variance and significantly less redundancy than the original image and can thus be encoded more efficiently. Referring to the block diagram in Fig 1, the construction of the differential image from the original image corresponds to the first stage, where the image is transformed to make it more suitable for coding. ' As an example, consider the 512 x 512, 12-bit CT image shown in Fig 3. A portion of the tIn a lossy DPCM scheme, the differential image is quantized to a limited number of values in order to allow for greater compression at the expense of errors in the reconstruction. If the differential image is encoded with fixed-length codewords, no compression would Table 1 . DPCM Huffman Codewords for the CT Image designed specificallyfor each image, but unfortunately a local codebook requires two passes through the image: an initial pass to calculate the differential image histogram and construct the codebook, and a second pass to encode the difference values. One way of eliminating the need for a two-pass algorithm is to construct a global Huffman codebook, ie, a codebook based on an average histogram. For a set of similar images, eg, all CT images or all MRI images, the differential image histogram is fairly stable and a global Huffman code usually results only in a small loss in compression efficiency.
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To assess the effect of global Huffman coding on the compression ratio, the following experiment was performed. First, a global Huffman code was developed based on the average of the 24 CT images and was used to encode that set. Then, a global Huffman code based on the average of the 24 MRI images was used to encode the MRI set. Finally, a global codebook based on the average of all 48 images was used to encode the complete set. The average compression ratios for these three cases are summarized in Table 2 , along with the results for the local Huffman codebooks. As expected, switching from local codebooks to a global codebook (either CT only or MRI only) results in a slight loss in compression efficiency. Interestingly, the use of a single CT + MRI global codebook does almost as well as the separate CT or MRI global codebooks. This confirms the utility of global Huffman coding in situations where the extra complexity associated with local Huffman coding is not justified. be achieved. In fact, there would be an expansion in the amount of data since each pixel in the differential image needs to be represented by n + 1 bits rather than the original n bits.
However, by utilizing variable-length codes, the average number of bits required to represent each pixel can be substantially reduced. The idea behind variable-length coding is simple: shorter codewords are assigned to the more probable difference values (symbols),and longer codewords are used to represent the less probable symbols. The net result is a reduction in average bit rate compared to fixed-length codes. Huffman suggested a means of constructing uniquely decodable variable-length codes (known as Huffman codes) with the smallest average codeword length among all possible codebooks." Table 1 illustrates a portion of the Huffman codebook used to encode the 12-bit CT image in the previous example. The codebook was developed based on the differential image histogram shown in Fig 5. As expected, small differences are coded with codewords much shorter than 13 bits, whereas differences with a magnitude larger than 128 (which comprise less than 1% of the total number of difference values) are coded with 20 bits (consisting of a 7-bit prefix plus 13 bits for the actual difference value).:j:
Using this code on the CT differential image results in an average bit rate of 4.90 bits/pixel, which corresponds to a compression ratio of 2.45:1. This experiment was repeated for a set of 24 CT images with the same resolution and bit depth. In each case, a local Huffman codebook, ie, a codebook matched to the statistics of the differential image being encoded, was used. The compression ratios varied from 1.45:1 to 3.23:1,with an average of 2.13:1. Additionally, a set of 24, 512 x 512, 12-bit MRI images was encoded using local Huffman codes. The average compression ratio for the set was 2.00:1. This is slightly lower than the CT results because of higher noise levels in the MRI images. In general, noise, due to its unpredictable nature, can significantly affect the compression ratio in any lossless scheme.
The local Huffman codebooks used in the preceding example are optimal in that they are tThis codebook is actually a modified Huffman code.' A practical transform for the purpose of image compression should have a strong decorrelating effect on typical imagery, should preferably consist of image-independent basis functions, and should have a fast implementation. Since its introduction in 1974, the discrete cosine transform (DCT) has by far become the most popular transform for image compression applications," The forward two-dimensional (2D) DCT of an n x n block of pixels is defined as lO ,l1 :
Equation (3) wheref(j, k) represents the original pixel values in the block and F(u, v) represents the transform coefficients at spatial frequencies u and v.
To recover the original pixel values from the transform coefficients, the inverse 2D DCT is used:
Equation (5) for
where
IV NONREVERSIBLE COMPRESSION TECHNIQUES: DISCRETE COSINE TRANSFORM
A general transform coding scheme involves subdividing an N x N image into smaller n x n (eg, n = 8 or 16) blocks and performing a reversible orthogonal transformation on each block."For each n x n block, the transformation produces an n x n set of transform coefficients. The goal of this process is to decorrelate the original signal, resulting in the energy being redistributed among only a small set of transform coefficients. In this way, many coefficients can be discarded after quantization and prior to encoding. A block diagram of a basic transform coding scheme is shown in Fig 6. A transformation can be viewed as a decomposition of the original image into a set of basis images. In the case of the Fourier transform (or the general family of sinusoidal transforms), the basis images consist of sines and/or cosines with different spatial frequencies, and each transform coefficient is proportional to the fraction of energy in the original image that corresponds to that particular frequency. As a result, it is natural to also interpret the transform as a spectral or frequency decomposition of the original image. 
Channel
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The OCT is separable, ie, the transform kernel can be decomposed into two one-dimensional (10) kernels specifying separate horizontal and vertical operations. Thus, an n x n block of pixels can be transformed by first performing a 10 transform along each row of the block followed by another 10 transform along each column of the resulting output. The effect of OCT on a typical image block is best illustrated through an example. Consider the following 8 x 8 block of pixel values taken from the 12-bit CT image in The transformed block, using Equation (3), is given by: Because of the scaling used in Equation (3), the top-left transform coefficient is twice the average brightness (OC value) of the original image block. The horizontal frequency increases from left to right, and the vertical frequency increases from top to bottom. It can be seen that the majority of the block energy is concentrated in the low frequency coefficients. This result is typical since most image blocks contain only small variations, corresponding to the lower spatial frequencies.
It is important to realize that the transform operation by itself does not achieve any compression; it only makes the data more suitable for compression. It is the subsequent quantization RABBANI AND JONES of the transform coefficients and their efficient encoding that results in compression. The level of compression usually depends on the degree of quantization performed; coarser quantization results in higher compression but also introduces more degradation. In general, reconstruction quality can be traded for bit rate through the adjustment of the quantizer.
There are various strategies for the selection, quantization, and encoding of the transform coefficients." In one scheme, known as zonal sampling, only those transform coefficients that are located in a prespecified zone in the transform block (usually the low frequencies) are retained and all the other coefficients are set to zero. Each retained coefficient is then quantized and encoded with a fixed-length codeword. The structure of the quantizer and the number of bits used to encode each quantized coefficient can be a function of the location of the coefficient within the block. For example, a few lowest frequency coefficients may be encoded with 7 or 8 bits, while the other retained coefficients are encoded with less bits. An advantage of the zonal sampling scheme is that it has a fixed bit rate (and compression ratio) for all images, a desirable feature in many applications.
A major drawback of fixed-rate schemes is that the reconstructed images generally do not exhibit the same subjective quality. This is because the frequency content varies depending on the level of detail and noise present in an image. While compressing every image by the same ratio might result in excellent reconstruction quality for some images, it may prove inadequate for others. For example, in the zonal sample selection strategy, if a certain block contains a lot of high-frequency detail, the coefficients outside the retention zone would contain significant energy and their omission results in a large reconstruction error. To assure a constant reconstruction quality, the compression ratio should be allowed to vary for different images. A means of achieving this in a OCTbased scheme is to include all the coefficients in the quantization process. A different quantizer can be used for each coefficient in order to control the amount of the distortion for that coefficient. A motivation for this is the varying perceptual importance of each coefficient as a
function of frequency. Usually, a finer quantizer (producing less distortion) is used to quantize the low frequency coefficients, while a coarser quantizer can be used for the higher frequencies. To simplify the implementation, the various quantizers can be designed so that they only differ by a scaling factor. A single quantizer can then be used for all the coefficients provided that the coefficients are scaled (normalized) prior to quantization to achieve the desired step size. At the decompression stage, each quantized coefficient is denormalized prior to the inverse DCT operation. As expected, the normalization and quantization process produces many zero-valued coefficients. Unlike the zonal sample selection technique, the position of the nonzero qua~tized coefficients in each block is not known beforehand, and this information, along with the actual amplitude of each nonzero coefficient, has to be encoded. One popular approach is to use a variable-length code to encode the amplitude of each nonzero coefficient in combination with its relative position from the previously encoded nonzero coefficient. For more details on this technique, the reader is referred to the draft proposal on the world standards for the compression of still, continuous-tone, color images."
To continue with our example, the block of pixels is reconstructed by first denormalizing where
denotes the reconstructed image. Figure 7 shows the 12-bit CT image of Fig 3, which has been compressed by a factor of 25:1 using the above DCT scheme. The errors resulting from the compression process are illustrated in Fig 8. The error image, g, is generated using
where the factor of 8 is included to make the errors more visible, and the constant value of 2048 has been added to make the errors positive and suitable for printing.
The subjective differences between the original image and this reconstructed image are very subtle even when viewed under stringent viewing conditions. In general, there exists no suitable quantitative measure, which relates well to subjective quality. A commonly used measure is the root-mean-squared error (RMSE) which is defined as
and represents the standard deviation of the error image. The RMSE corresponding to the reconstructed image of Fig 7 is 8.20 and is insignificant compared to the dynamic range of the original image (0 to 4095). For some applications, the CT image in our example could be compressed to an even greater extent (in excess of 50:1) while still maintaining good recognizability. Such compression ratios can be achieved by increasing the normalization value D, which controls the quantizer step size.
V PROGRESSIVE TRANSMISSION TECHNIQUES
In PT, partial image information is transmitted in stages, and at each stage, an approxima-
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tion to the original image is reconstructed at the receiver. The reconstructed images progressively improve as more information is received. The transmission can be stopped if an intermediate version of the image is satisfactory or if the image is found to be of no interest. PT is motivated by the need to transmit images over low bandwidth channels (relative to the amount of data), eg, telephone lines, particularly in those cases where quick recognition is important or total transmission time may be limited. An example of this scenario is telebrowsing, where a remote image data base is searched for a particular image or images. Of course, conventional compression algorithms such as DPCM will decrease the transmission time, but they generally require the majority of the image to be reconstructed to achieve recognition and permit only a single reconstructed image of fixed quality.
An important aspect of PT is the need for image hierarchies, ie, a way to organize the image data in order of importance. Each level of the hierarchy corresponds to a reconstructed image at a particular resolution or level of quality. It is convenient to classify image hierarchies into fixed-resolution hierarchies or variable-resolution hierarchies. In fixed-resolution hierarchies, the reconstructed image is inherently the same size as the original image, and the value at any particular pixel location is refined as one moves from level to level. In variable-resolution hierarchies, the images corresponding to the levels of the hierarchy vary in spatial resolution. This approach naturally results in a pyramid structure, where the base of the pyramid represents the full resolution image, ie, the original image, and as one moves up the pyramid, the images decrease in spatial resolution and size. For example, if the levels of the hierarchy are formed by repeatedly averaging over 2 x 2 blocks, then the pyramid representation would appear as in Fig 9. For display purposes in a PT scheme, it may be desirable to interpolate or replicate the reduced size images to a larger size for improved recognizability. In this section three PT schemes are considered: bit plane encoding, which is a fixed-resolution PT scheme, and the S-transform and reduceddifference pyramids, which represent variableresolution hierarchies. 
Fixed-Resolution Hierarchies: Bit Plane Encoding
Consider an N x N image in which each pixel value is represented by k bits. By selecting a single bit from the same position in the binary representation of each pixel value, an N x N binary image (consisting of the values '0' or '1') called a bit plane can be formed." For example, we can select the most significant bit (MSB) of each pixel value to generate an N x N binary image representing the MSB plane. Repeating this process for the other bit positions, the original image can be decomposed into a set of k, N x N bit planes (numbered 0 for the least significant bit (LSB) plane through k -1 for the MSB plane). Progressive transmission can be achieved by transmitting the bit planes in a sequence, starting with the MSB plane and ending with the LSB plane. The image reconstructed from the MSB plane is a binary image, and additional gray levels are added as more bit planes are received. A lossless reconstruction is possible if all bit planes are used. Since each bit plane is a binary image, lossless binary compression techniques can be applied to reduce the bit rate. IS The amount of compression is usually largest for the MSB and decreases as one moves through the bit plane sequence. This property allowsfor significantcompression if the transmission is terminated after receiving just the first few bit planes.
Bit plane encoding algorithms typically take advantage of the existence of large uniform areas in each plane to achieve high compression. The simplest method of encoding binary data with frequent clusters of O's and l's is runlength coding." Both ID and 2D runlength coding techniques are routinely used for the encoding of binary text and documents in the field of facsimile transmission." In runlength coding, a new message set is constructed based 75 on the runs of O's and l's. A run is merely the number of times a value (either 0 or 1) occurs consecutively along a given direction, typically along a scan line. Variable-length codes, such as global Huffman codes, can be used to encode the various runlengths. In our experiments, we used a more elaborate technique based on adaptive arithmetic coding, which is part of the proposed world standards for the compression of bilevel images.IS Although the details of the technique are beyond the scope of this article, it is representative of current technology available for the compression of binary images.
The results of bit plane encoding the set of CT and MRI test images are summarized in Table 3 . In the absence of any compression, each bit plane would be represented by 1 bit/pixel. The table entries represent averages over the 24 images within each set. As expected, the first few significant bit planes are highly compressible. In fact, it takes an average of only 1.18 bits/pixel to encode the first 6 MSB planes of a CT image. This is a better than a 5:1 compression ratio with reference to the 6 bits that it takes to represent those planes in uncompressed form. For the set of MRI images, the corresponding average bit rate is even less at 1.05bits/pixel. These results are important since the first few MSB planes usually contain the majority of the structural information of the image. Figure 10 is a good illustration of this claim. It shows the CT image of Fig 3 recon structed from the first three MSB bit planes (at 0.18 bit/pixel), and Fig 11 shows a reconstruction from the first six MSB planes (at 0.80 bit/pixel). Finally, the last entry of Table 3 shows the resulting bit rates when all the bit planes are summed to obtain a lossless reconstruction of the image. The corresponding compression ratios are summarized in Table 2 . Although the bit plane encoding compression ratios may not be as high as lossless DPCM, the differences are usually insignificant and the added PT capability makes bit plane encoding worthy of consideration.
Variable-Resolution Hierarchies
In its simplest form, a variable-resolution hierarchy can be generated by repeatedly sub Fig 11. First six bit planes of CT image.
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sampling the original image data. For example, the original N x N image could be subsampled by a factor of two in both dimensions, and then the resulting N/2 x N/2 image could again be subsampled, and so on, until an image consisting of a single pixel is obtained. Unfortunately, subsampling can introduce aliasing that becomes more pronounced at the higher levels of the pyramid, but more importantly, the pyramid created by subsampling cannot be compressed efficiently. Forming a mean pyramid by repeatedly averaging over 2 x 2 blocks alleviates the aliasing problem to some extent since the averaging process acts as a lowpass filter. However, the problem of efficient storage of the pyramid still remains.
Referring to Fig 9, each pixel value x at a given level in the mean pyramid needs to be resolved into four new values (x"x 2,x3 , andx.) in order to reconstruct the image at the next level of the pyramid. The reconstruction process at each level thus utilizes the pixel values from the previous level in conjunction with any additional information needed to determine the new values. There are several techniques that achieve compression by the efficient characterization and storage of this additional information.
In one technique, known as the reduceddifference pyramid," the pyramid is constructed by computing the following four values at each level:
(Equation 8)
The value of X is simply the average of the pixel values in the 2 x 2 block and is used to form the image at the next level of the pyramid. An example of a mean pyramid formed by this process is shown in Fig 12 for Table 2 . The effect of using a global Huffman code rather than local Huffman codes on the difference values can be extrapolated from the DPCM results in Table 2 since the encoded values have similar characteristics in both cases. 77 Another approach that also yields a mean pyramid is the S-transform. 3 • zo ,Zj The following equations are used to construct the pyramid at each stage: Equation (9) As before, x is the mean over a 2 x 2 block and is used to form the image at the next level of the pyramid. Table 2 . Again, the impact of using global Huffman codes on the difference values can be extrapolated.
From Table 2 , it can be seen that both the reduced-difference pyramid and the S-transform pyramid provide compression ratios that are competitive with those achieved from bit plane encoding. As a result, the choice of a particular progressive transmission technique can be made on the basis of implementation ease and usefulness of intermediate images in the progressive reconstruction.
CONCLUSION
The field of digital image compression encompassess a wide range of techniques in order to achieve the goal of reducing the number of bits required to represent an image. These techniques differ in reconstructed image quality, complexity, compression efficiency, and special features such as progressive transmission. In this article, some of the basic concepts and techniques that are particularly useful for the compression of medical diagnostic images have been examined. For more information on these and other compression techniques, the reader is referred to the list of review articles and books presented at the end of this paper.
