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Stable determination of a scattered wave from its far-field
pattern: the high frequency asymptotics
Luca Rondi∗ Mourad Sini†
Abstract
We deal with the stability issue for the determination of outgoing time-harmonic
acoustic waves from their far-field patterns. We are especially interested in keeping as
explicit as possible the dependence of our stability estimates on the wavenumber of the
corresponding Helmholtz equation and in understanding the high wavenumber, that is
frequency, asymptotics.
Applications include stability results for the determination from far-field data of so-
lutions of direct scattering problems with sound-soft obstacles and an instability analysis
for the corresponding inverse obstacle problem.
The key tool consists of establishing precise estimates on the behavior of Hankel
functions with large argument or order.
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1 Introduction
In recent years there has been an increasing attention to the study of how stability estimates
for ill-posed problems involving the Helmholtz equation or the Schro¨dinger equation improve
as the wavenumber and frequency or the energy, respectively, grows and might become
extremely large.
One of the first rigorous justification of this phenomenon is due to Isakov and collabo-
rators, [12, 33], and concerns the Cauchy problem for the Helmholtz equation.
For what concerns corresponding inverse problems, increasing stability properties has
been shown in many cases by many different authors. For instance, in [2], an inverse source
problem for the Helmholtz equation in the high frequencies regime was studied. The inverse
problem of determining the potential in a Schro¨dinger equation by boundary data in the high
energies regime was considered in [16, 18, 19] by geometrical optics techniques and, with a
different method, in [14]. Let us notice that Isaev [13] developed a corresponding instability
analysis showing the optimality of the previous estimates. In [28] similar stability estimates
were proved for the inverse problem of determining by boundary data an inhomogeneous
medium for the acoustic wave equation.
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We recall that typically these inverse problems are exponentially ill-posed and this is one
of the main difficulties for numerical reconstruction. Such an instability character of these
kinds of inverse problems was proved by Mandache, [23], for the the Schro¨dinger equation
at zero energy and the inverse conductivity problem, see also [11] for other elliptic inverse
boundary value problems and inverse scattering problems. This is the main reason for trying
to obtain a more stable reconstruction by changing the frequency or energy and in particular
by using high frequencies or energies. This motivated the search for stability estimates with
an explicit dependence on the frequency or energy and for their high frequency or energy
asymptotics. It has been shown that, asymptotically, stability estimates may be expressed
as the sum of a stable Ho¨lder or Lipschitz term with a logarithmic one which is converging to
zero as the frequency or energy tends to infinity, thus making the exponential ill-posedness
less severe.
Another motivation can be found in the so-called multifrequency methods (called also
hopping type algorithms) to reconstruct materials or interfaces from their scattered or far-
field patterns. The main advantage of using such multifrequency data is that it can help to
obtain accurate reconstructions without the need for a good initial guess. Different recon-
struction methods using multifrequency data have been proposed in the last two decades
or so, see for instance [8, 7, 1, 4, 3, 31]. The convergence analysis of this type of algorithms
was investigated in [4, 31] for the so-called recursive linearization algorithm proposed in
[7]. In the analysis of these methods, the need for lower estimating the singular values of
the linearized scattering problem in terms of the used frequencies arises naturally, see also
[32]. In order to derive such a lower estimate, a crucial step is to estimate the scattered
waves from their far-field patterns, up to the boundary of the scatterers and with an explicit
dependence upon the frequency.
In this paper we are mainly interested in the direct and inverse acoustic scattering
problems for impenetrable scatterers, in particular sound-soft obstacles. For the inverse
problem numerical evidence that the stability improves as the frequency grows was shown in
[9]. It would be extremely interesting to rigorously prove such a phenomenon by establishing
suitable stability estimates in the high frequencies regime. Unfortunately this seems to be
still a challenging open problem. Nevertheless, for the direct scattering problem we obtain
several interesting results. Our aim is to obtain stability estimates for the values of scattered
waves from their far-field patterns, in the high frequency case and on the whole exterior of
the scatterer. We are able to establish this result at least for smooth convex obstacles.
A crucial step, and one of the main results of the paper, is to prove stability estimates
depending on the frequency for the determination of the near-field of an outgoing acoustic
time-harmonic wave by its corresponding far-field. Such a problem has been solved for a
fixed frequency by Isakov, [15], see also [5]. Very recently and independently Isakov [17]
considered the high frequency case and showed that the stability improves as the frequency
increases, even if his result is weaker than ours. In fact our estimates improve exponentially
with respect to k, rather than polynomially. Besides, our a priori bound is of L2 type instead
of an H1 type. Moreover, in the regime where the Isakov’s estimate is more meaningful, that
is when k is higher than log(1/ε), ε being an estimate of the norm of the far-field pattern, we
are able to obtain a Lipschitz stability estimate completely independent of k, see for instance
Corollary 4.4. Let us finally observe that the stability estimate of Isakov does not show any
improvement as k grows if his a priori bound is of order higher than
√
k, which is often
the case as we shall show in Section 5. On the contrary, using the exponential improvement
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with respect to k, we are still able to obtain a Lipschitz stability result provided our a priori
bound grows polynomially with respect to k, a fact that we shall prove to hold at least for
scattering solutions related to sound-soft obstacles, see Section 5.
Finally, by an instability analysis, we are able to evaluate from below how much the
stability for the inverse scattering problem could improve as the frequency increases.
One of the main features of the paper is that in all our results we keep the dependence
on the frequency as explicit as possible. We also establish estimates for the full range of
frequencies, with a particular attention to the case of high frequencies. We notice that most
of the results present three different regimes. The regime of bounded frequencies where the
usual ill-posedness shows up. A regime of high frequencies, with a limited improvement in
the stability results, and a regime of extremely high frequencies where the improvement is
much more significant. Furthermore, most of the results are written for any space dimension
N ≥ 2.
Let us describe in more details the results of the paper. We consider time-harmonic
acoustic waves in a homogeneous and isotropic medium in a subset of RN , N ≥ 2. Such a
wave is characterized by its corresponding field u which solves the reduced wave equation or
Helmholtz equation
∆u+ k2u = 0
where k > 0 is the wavenumber. We recall that the wavenumber k is the ratio between the
corresponding frequency and the speed of sound.
We say that a time-harmonic acoustic wave in the exterior of a ball is outgoing if its
corresponding field u satisfies the so-called Sommerfeld radiation condition, that is
lim
r→∞ r
(N−1)/2
(
∂us
∂r
− ikus
)
= 0, r = ‖x‖
where the limit is intended to hold uniformly for all directions xˆ = x/‖x‖ ∈ SN−1.
The Sommerfeld radiation condition allows to characterize the asymptotic behavior of
the outgoing acoustic wave, namely we have that
u(x) =
eik‖x‖
‖x‖(N−1)/2
{
u∞(xˆ) +O
(
1
‖x‖
)}
,
as ‖x‖ goes to +∞, uniformly in all directions xˆ = x/‖x‖ ∈ SN−1. The function u∞ is
defined on SN−1 and is referred to as the far-field pattern of the field u.
Outgoing waves play a fundamental role in acoustic scattering theory. In fact, let us
assume that in a homogeneous and isotropic medium in RN there is a scatterer Σ, that is
a compact subset of RN such that G = RN\Σ is connected. We recall that a scatterer Σ is
said to be an obstacle if Σ is the closure of an open set.
Let us assume that we send through the medium a time-harmonic acoustic wave, which
is called incident wave. We call k > 0 its wavenumber and ui its corresponding field, the
incident field. Usually the incident wave is either a point source wave or a plane wave. We
shall mainly focus on the latter case. If ω ∈ SN−1 is the direction of propagation of the
time-harmonic plane wave, then the incident field is given by ui(x) = eikω·x, x ∈ RN .
The presence of the scatterer perturbs the incident wave by producing a so-called scat-
tered wave which is characterized by being an outgoing time-harmonic acoustic wave. Its
field us is called the scattered field. The total wave is the superposition of the incident wave
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and the scattered wave, that is its corresponding field, the total field u, is simply the sum
of the incident field and the scattered field. Namely the total field satisfies the following
(1.1)


∆u+ k2u = 0 in RN\Σ
u = ui + us in RN\Σ
B.C. on ∂Σ
limr→∞ r(N−1)/2
(
∂us
∂r
− ikus
)
= 0 r = ‖x‖.
The boundary condition on ∂Σ depends on the nature of the scatterer. In this paper we
mainly focus on the case of impenetrable sound-soft scatterers to which corresponds the
following homogeneous Dirichlet boundary conditions
u = 0 on ∂Σ.
However other boundary conditions may appear in the applications, for instance the ho-
mogeneous Neumann condition for impenetrable sound-hard scatterers, the more general
impedance boundary condition for impenetrable scatterers or transmission conditions for
penetrable scatterers.
Since the scattered wave is outgoing the asymptotic behavior of the scattered field us is
determined by its far-field pattern us∞.
Let us recall that (1.1) is referred to as the direct scattering problem. The corresponding
inverse scattering problem consists of the determination of the position and shape of a
scatterer given the far-field patterns of the scattered waves corresponding to one or more
incident planar waves. In this paper, precisely in Section 6, we treat the case of sound-soft
scatterers and in order to perform more scattering, that is far-field, measurements, we let
vary the direction of propagation of the incident fields, keeping the same wavenumber k > 0.
Let us notice that, instead of far-field measurements, one may also use so-called near-field
measurements, that is the Cauchy data of the scattered fields us on the boundary of a
domain containing the scatterer Σ or, equivalently, the values of the scattered fields on a
neighborhood of the boundary of such a domain.
One of the main results of the paper is a stability estimate for the determination of
near-field data from far-field data for any outgoing solution of the Helmholtz equation, see
Section 4. The technique used is the one developed by Isakov in [15], see also [5]. The main
novelty here, besides the fact that our results hold for any space dimension N ≥ 2, is that
we investigate how the estimate changes with respect to the wavenumber k. In Theorem 4.1
we deal with the case of k belonging to a fixed compact interval of positive numbers. This
result is essentially a rephrasing of Isakov’s result extended to any dimension N ≥ 2 and in
fact we obtain the usual logarithmic type estimate. Then we deal with the high frequency, or
wavenumber, case and we notice that the stability estimate improves as k increases. Actually
there are two regimes: the high frequencies regimes and the extremely high frequencies one.
The first regime is treated in Theorem 4.2 and it holds for wavenumbers k which are at
most of the order of log(1/ε), ε being an estimate of the norm of the far-field pattern. Here
the estimate is still of logarithmic type and improves as k increases in an exponential way
with respect to k. For the largest value of k for which such a regime holds, the improvement
leads to a Ho¨lder type estimate. If k is beyond such a threshold, that is in the extremely
high frequencies regime, the stability estimate improves even further, see Proposition 4.3.
In fact it is still at least of Ho¨lder type and it may be actually written as the sum of a
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Lipschitz term plus one which is exponentially decaying with respect to k. Finally, if the a
priori bound is of the order of some power of k, and k is at least of the order of log(1/ε),
we obtain a Lipschitz estimate fully independent of k, see Corollary 4.4.
Let us recall the basic idea of Isakov for obtaining this kind of stability estimates. The
key tool is using separation of variables for describing outgoing solutions of the Helmholtz
equation. The dependence on the radial variable r is given through suitable Hankel functions
of first kind evaluated at kr. If the wavenumber is below a fixed constant, the stability
estimates follows by studying the asymptotic behavior of these Hankel functions with respect
to their order, a classical result in the theory of special functions. However, if we let the
wavenumber tend to infinity the analysis is much more involved since we need to consider
the asymptotic behavior of Hankel functions in three different regimes. In the first the
argument, that is kr, is much larger than the order. In the second the argument and the
order are both large but of the same magnitude. In the third the order is much larger than
the argument. Such an asymptotic analysis is performed in Section 3 whose main result is
Theorem 3.9 which contains the asymptotic behavior of Hankel functions in the previous
three regimes. This is the main technical result of the paper and the essential tool for
obtaining the estimates of Section 4.
In Section 5 we apply the previous estimates to direct scattering problems. We assume
that Σ1 and Σ2 are two sound-soft obstacles and that K is the convex hull of their union. We
assume that Σ1 and Σ2 are star-shaped and smooth enough. Let u1 and u2 be the solutions
to the direct scattering problem with Σ replaced by Σ1 and Σ2, respectively. Our aim is
to estimate the difference of u1 and u2 up to the boundary of K by the difference of the
far-field patterns of the corresponding scattered waves. We use the results of Section 4 to
proceed from far-field to near-field data and then we use the results of [12, 33] to estimate,
from the the near-field data, u1−u2 up to the boundary of K. We obtain a stability estimate
with an explicit dependence on the wavenumber k. However we need to note that, for the
time being, we are not able to prove any increasing stability property as k grows and tend
to infinity, see Theorem 5.8 and the following discussion.
About our stability estimate, we wish to use as less as possible a priori information,
namely only a priori bounds of L2 type on the solutions. For this reason we use an integral
norm to estimate the difference between u1 and u2. In order to use the results of [12, 33]
on the whole exterior of K some technical difficulties arise which are solved by using the
L1 norm, instead of the L2 norm, to estimate the difference between u1 and u2 and by the
help of a technical geometrical lemma, Lemma 5.7.
It would be desirable to proceed further with the analysis and obtain suitable stability
estimates, with a precise dependence on k, up to the boundary of the unbounded connected
component of RN\(Σ1 ∪Σ2) or for the corresponding inverse scattering problem. However,
both seem to be rather difficult open problems.
Let us notice that a rather long preliminary part of this section contains the essential a
priori estimates which are needed to implement the previously described strategy. We believe
that this part may also be of independent interest. It is here that the main assumptions
on Σ1 and Σ2, namely star-shapedness and smoothness, are needed. The key ingredient in
the high frequencies regime is provided by Theorem 5.4 which follows from results due to
Chandler-Wilde and Monk, [6], and to Melenk, [25].
Finally, on Section 6 we perform an instability analysis for the corresponding inverse
scattering problem with sound-soft obstacles, extending the instability result in [11] to the
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high frequencies regime. Let us recall that a similar result has been obtained by Isaev for the
inverse problem of determining by boundary data the potential in the Schro¨dinger equation
in the high energies regime, see [13].
The main results of this section, Theorem 6.1 and Corollary 6.2, show that the instability
improves as the wavenumber k increases. The high frequencies regime holds for wavenumbers
k which are at most of the order of log(1/ε), ε being an estimate of the norm of the error
in the far-field pattern for all possible directions of propagation of the incident field. In this
regime the improvement is not so significant, however, beyond it, that is for extremely high
frequencies, the improvement is more relevant since the logarithmic instability term has
a multiplicative constant converging to zero, as k goes to +∞, in a polynomial way with
respect to k.
Let us notice that the norm used to estimate the error in the far-field pattern is an
arbitrary Hs Sobolev norm, with s ≥ 0. For s sufficiently large this is stronger than the L∞
norm, that is our result applies also when ε is an estimate of the superior, for all directions
of propagation of the incident field, of the error in the far-field pattern measured in the
L∞ norm. Moreover, we remark that our instability results hold for star-shaped and even
convex obstacles. Even if the reconstruction of star-shaped or convex obstacle is considered
to be more stable, our analysis shows that star-shapedness or convexity do not provide a
significant advantage.
The proof is based on the original idea by Mandache, [23], which has been generalized
and applied to inverse scattering problems in [11]. However again we need to take into
account the fact that the wavenumber may be arbitrarily large, therefore a careful use of
the results of Section 3 is required.
The plan of the paper is the following. We begin with a preliminary section, Section 2,
where we give a separation of variables description of scattered waves and their far-field
patterns. Moreover we introduce suitable classes of smooth star-shaped obstacles. In Sec-
tion 3 we develop the asymptotic analysis for Hankel functions. The stability estimates for
the determination of near-field data from far-field data are contained in Section 4. In Sec-
tion 5 we consider the application to direct scattering problems with sound-soft scatterers.
In particular we apply the estimate of the previous section to the stable determination of
scattered waves from their far-field patterns. Finally, in Section 6 the instability analysis of
the corresponding inverse scattering problem is considered.
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2 Preliminaries
Let us fix an integer N ≥ 2. For any x ∈ RN and any s > 0, Bs(x) denotes the ball contained
in RN with radius s and center x. Moreover, Bs = Bs(0) and, finally, for any E ⊂ RN , we
denote Bs(E) =
⋃
x∈E Bs(x). For any E ⊂ RN , |E| denotes as usual the N -dimensional
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Lebesgue measure of E.
We fix a scatterer Σ in RN , that is a compact subset of RN such that G = RN\Σ is
connected. We recall that a scatterer Σ is said to be an obstacle if Σ is the closure of an
open set. We fix the wavenumber k > 0 and a direction of propagation ω ∈ SN−1. Then
the incident field is the time-harmonic plane wave ui(x) = eikω·x, x ∈ RN . The total field
u = u(ω, k,Σ) is the sum of the incident field and of the scattered field us and is the solution
to the following exterior boundary value problem
(2.1)


∆u+ k2u = 0 in RN\Σ
u = ui + us in RN\Σ
u = 0 on ∂Σ
limr→∞ r(N−1)/2
(
∂us
∂r
− ikus
)
= 0 r = ‖x‖
where the last limit, the so-called Sommerfeld radiation condition, holds uniformly for all di-
rections xˆ = x/‖x‖ ∈ SN−1. We remark that the homogeneous Dirichlet boundary condition
corresponds to a sound-soft scatterer Σ.
The Sommerfeld radiation condition characterizes outgoing waves and implies that the
asymptotic behavior of the scattered field is given by
(2.2) us(x;ω, k,Σ) =
eik‖x‖
‖x‖(N−1)/2
{
us∞(xˆ;ω, k,Σ) +O
(
1
‖x‖
)}
,
as ‖x‖ goes to +∞, uniformly in all directions xˆ = x/‖x‖ ∈ SN−1. The function us∞ is called
the far-field pattern of the scattered field us of the solution to (2.1).
For any sound-soft scatterer Σ, we denote A(Σ) : SN−1×SN−1× (0,∞) 7→ C its far-field
map, that is, for any xˆ, ω ∈ SN−1 and any k > 0,
(2.3) A(Σ)(xˆ, ω, k) = us∞(xˆ;ω, k,Σ),
where us∞ is the far-field pattern of the scattered field us of the solution to (2.1).
Let us remark that the following reciprocity relation holds, see for instance [10, Theo-
rem 3.13]. For any scatterer Σ and any k ∈ (0,∞) we have
(2.4) A(Σ)(xˆ, ω, k) = A(Σ)(−ω,−xˆ, k) for any xˆ, ω ∈ SN−1.
Moreover, we have the following characterization of the L2 norm of the far-field pattern,
see for instance [29, Theorem 3.2.1] for N = 3,
(2.5) ‖A(Σ)(·, ω, k)‖2L2(SN−1) = 2
(
2pi
k
)(N−1)/2
ℑ
(
e(N−3)pii/4A(Σ)(ω, ω, k)
)
.
We wish to decompose the far-field pattern in spherical harmonics. Fixed N ≥ 2, let us
consider the orthonormal basis of L2(SN−1)
(2.6) {vi}i∈N = {fjp : j ≥ 0 and 1 ≤ p ≤ pj}
that consists of (real-valued) spherical harmonics, that is each fjp is a spherical harmonic
of degree j, j being a nonnegative integer, such that ‖fjp‖L2(SN−1) = 1. The elements vi,
i ∈ N, are ordered in the natural way.
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The integers pj are the dimensions of the spaces of spherical harmonics of degree j and
we have that, see for instance [27, page 4],
pj =
{
1 if j = 0,
(2j+N−2)(j+N−3)!
j!(N−2)! if j ≥ 1,
so that
pj ≤ 2(j + 1)N−2, j ≥ 0,
and
(2.7)
n∑
j=0
pj ≤
n∑
j=0
2(j + 1)N−2 ≤ 2(n + 1)N−1, for any n ∈ N.
For any spherical harmonic f , we call γ(f) the degree of the spherical harmonic, that
is γ(fjp) = j. We have that γ(vi) is an increasing sequence, with respect to i, whose
asymptotic behavior satisfies the following property. Fixed n ∈ N, we have that, by (2.7),
#{i ∈ N : γ(vi) ≤ n} is clearly bounded from above by 2(n + 1)N−1, therefore
(2.8) #{i ∈ N : γ(vi) ≤ n} ≤ C(n+ 1)p
with C = 2 and p = N − 1. We recall that # denotes the number of elements.
We recall that the function
(2.9) ujp(x) = ‖x‖jfjp(x/‖x‖)
is harmonic in RN and solves the following eigenvalue problem in B1
(2.10) ∆ujp = 0 in B1;
∂ujp
∂ν
= jujp on ∂B1.
For any function g belonging to L2(SN−1×SN−1), we decompose it in spherical harmonics
in the following way
g(xˆ, ω) =
∑
i,l
ai,lvi(xˆ)vl(ω) (xˆ, ω) ∈ SN−1 × SN−1
where the complex-valued coefficients ai,l are given by
ai,l =
∫∫
SN−1×SN−1
g(xˆ, ω)vi(xˆ)vl(ω)dxˆdω.
For any s ≥ 0 we define the norm of the Sobolev space Hs(SN−1 × SN−1) as follows
(2.11) ‖g‖2Hs(SN−1×SN−1) =
∑
i,l
(1 + γ(vi) + γ(vl))
2s|ai,l|2.
Then for any s ≥ 0 we call Ys(SN−1 × SN−1) the space
Ys(S
N−1 × SN−1) = {g ∈ L2(SN−1 × SN−1) : ‖g‖s < +∞}
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where
‖g‖s = sup
i,l
(
(1 + max{γ(vi), γ(vl)})2s+N−1/2|ai,l|
)
We notice that Ys(S
N−1 × SN−1) ⊂ Hs(SN−1 × SN−1) and the immersion is continuous, in
fact we have
‖g‖Hs(SN−1×SN−1) ≤ 4‖g‖s for any g ∈ Ys(SN−1 × SN−1),
since
∑
i,l
(1 + γ(vi) + γ(vl))
2s|ai,l|2 ≤
∑
i,l
(1 + max{γ(vi), γ(vl)})4s|ai,l|2 ≤
16 sup
i,l
(
(1 + max{γ(vi), γ(vl)})4s+2N−1|ai,l|2
)
see [23, page 1439].
The decomposition of the far-field pattern in spherical harmonics is given by, for any
(xˆ, ω, k) ∈ SN−1 × SN−1 × (0,∞),
(2.12) A(Σ)(xˆ, ω, k) =
∑
i,l
bi,l(k)vi(xˆ)vl(ω),
where the complex-valued coefficients bi,l(k) are given, for any k ∈ (0,∞), by
(2.13) bi,l(k) =
∫∫
SN−1×SN−1
A(Σ)(xˆ, ω, k)vi(xˆ)vl(ω)dxˆdω.
Furthermore, we use the following characterization
(2.14) bi,l(k) =
∫
SN−1
b˜i(ω, k)vl(ω)dω,
where the complex-valued coefficients b˜i(ω, k) are, for any ω ∈ SN−1 and any k ∈ (0,∞), the
Fourier coefficients, with respect to the orthonormal basis {vi}i∈N, of the far-field pattern
us∞(·;ω, k,Σ) corresponding to the scattered field of the solution to (2.1), that is
(2.15) b˜i(ω, k) =
∫
SN−1
A(Σ)(xˆ, ω, k)vi(xˆ)dxˆ.
Let us assume that Σ ⊂ BR for some positive constant R. Then for any x ∈ RN\BR we
have
(2.16) us(x;ω, k,Σ) =
∑
i
bˆi(ω, k)
H
(1)
γ(vi)+(N−2)/2(k‖x‖)
(k‖x‖)(N−2)/2 vi(x/‖x‖),
where bˆi = bˆi(ω, k) are complex-valued coefficients given by
(2.17) bˆi(ω, k)
H
(1)
γ(vi)+(N−2)/2(kr)
(kr)(N−2)/2
=
∫
SN−1
us(rxˆ;ω, k,Σ)vi(xˆ)dxˆ, for any r > R,
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where, for any real ν ≥ 0, H(1)ν denotes the Hankel function of first kind and order ν.
The relationship between coefficients b˜i and bˆi is the following
(2.18) b˜i(ω, k) = (pi/2)
−1/2k−(N−1)/2(−i)γ(vi)+(N−1)/2bˆi(ω, k).
Therefore, for any r > R,
(2.19) us(rxˆ;ω, k,Σ) =
∑
i
b˜i(ω, k)(pik/2)
1/2 iγ(vi)+(N−1)/2
H
(1)
γ(vi)+(N−2)/2(kr)
r(N−2)/2
vi(xˆ),
hence
(2.20) ‖us(·;ω, k,Σ)‖2L2(∂Br) =
pi
2
∑
i
|b˜i(ω, k)|2kr
∣∣∣H(1)γ(vi)+(N−2)/2(kr)
∣∣∣2 .
Obviously, by (2.3) and (2.15) we have
(2.21) ‖us∞(·;ω, k,Σ)‖2L2(SN−1) =
∑
i
|b˜i(ω, k)|2.
In order to estimate the near-field from the far-field, a crucial step is to estimate the
asymptotic behavior of Hankel functions H
(1)
ν (z) as the order ν goes to infinity, for a fixed
z = kr. On the other hand, we are interested in the corresponding estimate as the wavenum-
ber k goes to infinity, therefore we need to consider the behavior of H
(1)
ν (z) with the order
ν and the argument z = kr which may be both large at the same time. We deal with this
issue in the following section.
We conclude this section by introducing suitable classes of obstacles. We fix integers
N ≥ 2 and m ≥ 1 and positive constants β, R0 and δ, R0 < R0 + δ ≤ β.
Let g be a strictly positive continuous function defined on SN−1. Let Σ(g) be the compact
set given by the radial subgraph of g, that is
Σ(g) = {y ∈ RN : y = ρω, 0 ≤ ρ ≤ g(ω), ω ∈ SN−1}.
We denote
X(m,β,R0, δ) = {Σ(g) : g ∈ Cm(SN−1), ‖g‖Cm(SN−1) ≤ β and R0 ≤ g ≤ R0 + δ}.
We notice that X = X(m,β,R0, δ) is a metric space, endowed with the Hausdorff
distance dH , that consists of obstacles in R
N which are star-shaped with respect to the
origin. Moreover, for any integer m ≥ 3, and for any positive β and R0, there exists δ˜ > 0,
depending on N , m, β and R0 only, such that if 0 < δ ≤ δ˜, then any element of X is even
convex.
Let us also notice that there exists a constant E, depending on N , m, β and R0 only,
such that
(2.22) HN−1(Σ) ≤ E for any Σ ∈ X(m,β,R0, δ),
where HN−1 denotes the (N − 1)-dimensional Hausdorff measure.
Given the metric space (X, dH ) and a positive δ, X
′ ⊂ X is said to be δ-discrete if any
two distinct points x1, x2 ∈ X ′ satisfy dH(x1, x2) ≥ δ. We have the following result, whose
proof may be easily obtained following the arguments of the proof of Lemma 2 in [23].
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Proposition 2.1 Let us fix integers N ≥ 2 and m ≥ 1 and positive constants β and R0.
Then, there exists a positive constant δ0, depending on N , m, β and R0 only, such that
R0 + δ0 ≤ β and for any δ, 0 < δ ≤ δ0, we can find a δ-discrete subset of X(m,β,R0, δ)
with at least exp(2−Nδ(N−1)/m0 δ
−(N−1)/m) elements.
3 Estimates on the asymptotic behavior of Hankel functions
For any ν ≥ 0 and any z > 0, let H(1)ν (z) be the Hankel function of first kind of order ν
and argument z. Concerning basic properties of Hankel and Bessel functions we refer to [22]
and especially [34].
It is well-known that the following asymptotic behaviors of H
(1)
ν (z) holds true. First,
fixed ν ≥ 0, we have that
(3.1) H(1)ν (z) =
(
2
piz
)1/2
ei(z−νpi/2−pi/4)
[
1 +O(z−1)
]
as z → +∞.
On the other hand, fixed z > 0, we have that
(3.2) H(1)ν (z) ∼ −i
(
2
piν
)1/2 ( ez
2ν
)−ν
as ν → +∞.
where ∼ means that the quotient between the two functions tends to 1, as ν →∞.
We need similar estimates on the asymptotic behavior of Hankel functions which hold
uniformly for suitable intervals of z and ν respectively. We obtain a full hierarchy of asymp-
totic behaviors depending on the relationship between z and ν as one or both of these
parameters go to +∞.
We begin by recalling that
Jν(z) =
+∞∑
k=0
(−1)k(z/2)ν+2k
Γ(k + 1)Γ(k + ν + 1)
z > 0, ν ∈ R
where Jν is the Bessel function of first kind of order ν. Here Γ denotes the Gamma function.
We also recall that Yν, the Bessel function of second kind of order ν, is given by
Yν(z) =
Jν(z) cos(νpi)− J−ν(z)
sin(νpi)
z > 0, ν ∈ R\Z,
whereas
Yn(z) = lim
ν→nYν(z) z > 0, n ∈ Z.
Finally,
H(1)ν (z) = Jν(z) + iYν(z) z > 0, ν ∈ R.
Let us recall here the basic properties of the Gamma function Γ that will be repeatedly
used in the sequel. We note that Γ(z) is defined for any z ∈ C such that z 6= 0,−1,−2, . . .,
and we have that Γ(1) = 1. The most important property is the following
(3.3) Γ(z + 1) = zΓ(z) for any z 6= 0,−1,−2, . . . ,
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from which we deduce that, for any n = 0, 1, 2, . . ., n! = Γ(n+ 1). We also use that
(3.4) Γ(z)Γ(1 − z) = pi
sin(piz)
for any z 6∈ Z.
Finally the following version of the classical Stirling formula will be used
(3.5) Γ(x) =
√
2pixx−1/2e−x[1 + r(x)], x > 0
where
|r(x)| ≤ e1/(12x) − 1.
We begin with the following easy remarks. For any a, 0 ≤ a < 1, any z > 0 and any
ν > 0, let
A = A(a, z, ν) =
+∞∑
k=0
(−1)k(z2/4)k
Γ(k + a+ 1)Γ(k + ν + 1)
.
Let us fix a constant z2, z2 ≥ 1. For any ε, 0 < ε ≤ 1/e, using the basic properties of
the Γ function, we can find ν0 = ν0(ε, z2) > 0 such that for any 0 < z ≤ z2 and any ν ≥ ν0
we have
(3.6) (1− ε) 1
Γ(ν + 1)Γ(a+ 1)
≤ A(a, z, ν) ≤ 1
Γ(ν + 1)Γ(a+ 1)
.
Notice that it is enough that z22/4 ≤ ε(ν0 + 1), that is for instance we may set
ν0(ε, z2) =
z22
2ε
.
We may immediately infer the following.
Proposition 3.1 Let us fix z2 ≥ 1 and ε, 0 < ε ≤ 1/e. Then there exists a positive
constant ν˜0 = ν˜0(ε) such that, for any a, 0 ≤ a < 1, for any 0 < z ≤ z2, and for any
ν ≥ max{ν0(ε/2, z2), ν˜0(ε)}, we have
(3.7)
(1− ε)
Γ(a+ 1)
(
1√
2piν
ν−νeν
)
≤ A(a, z, ν) ≤ (1 + ε)
Γ(a+ 1)
(
1√
2piν
ν−νeν
)
and, consequently, picking a = 0,
(3.8)
(1− ε)√
2piν
( ez
2ν
)ν
≤ Jν(z) ≤ (1 + ε)√
2piν
( ez
2ν
)ν
.
Notice that ν ≥ ez, therefore
(3.9) 0 ≤ Jν(z) ≤ (1 + ε)√
2piν
,
hence there exists ν˜1 = ν˜1(ε), ν˜1 ≥ ν˜0, such that if ν is also greater than or equal to ν˜1 we
have
(3.10) 0 ≤ Jν(z) ≤ ε.
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Let us now fix ν = n − 1/2 for some positive integer n. We obtain that cos(νpi) = 0
whereas sin(νpi) = (−1)n+1. Therefore, for any z > 0, Yν(z) = (−1)nJ−ν(z). We notice that
Yν(z) = (−1)n(z/2)−ν
[ ∞∑
k=0
(−1)k(z2/4)k
Γ(k + 1)Γ(k − ν + 1)
]
= (−1)n(z/2)−ν [A+B] z > 0,
where
B =
n−1∑
k=0
(−1)k(z2/4)k
Γ(k + 1)Γ(k − ν + 1) and A =
+∞∑
k=n
(−1)k(z2/4)k
Γ(k + 1)Γ(k − ν + 1) .
Let us notice that by a simple change of the index, we have that
A = (−1)n(z2/4)nA(1/2, z, n),
therefore
Yν(z) = (z/2)
2n−νA(1/2, z, n) + (−1)n(z/2)−νB = A˜+ B˜.
By Proposition 3.1, for any z, 0 < z ≤ z2, and any ν ≥ max{ν0(ε/2, z2), ν˜0(ε)}, we have
(3.11)
(1− ε)
Γ(3/2)
√
z
4pin
( ez
2n
)n
≤ A˜ ≤ (1 + ε)
Γ(3/2)
√
z
4pin
( ez
2n
)n
.
We infer that
(3.12) 0 ≤ A˜ ≤ (1 + ε)
Γ(3/2)
√
1
2epi
( ez
2n
)n+1/2
.
hence there exists ν˜2 = ν˜2(ε), ν˜2 ≥ ν˜1, such that if ν is also greater than or equal to ν˜2 we
have
(3.13) 0 ≤ A˜ ≤ ε.
We continue by evaluating B and, correspondingly, B˜. A simple computation, where we
use in particular (3.3) and also (3.4), leads to
B˜ = −(z/2)−ν
n−1∑
k=0
(
(z2/4)k
Γ(k + 1)Γ(1/2)
n−1−k∏
i=1
(i− 1/2)
)
=
− (z/2)−ν
n−1∑
k=0
(
(z2/4)kΓ(n− k − 1/2)
Γ(k + 1)(Γ(1/2))2
)
= −(z/2)
−ν
pi
n−1∑
k=0
(
(z2/4)k
Γ(n− k − 1/2)
Γ(k + 1)
)
.
Taking h = n− 1− k, we have that
B˜ = −(z/2)
−ν
pi
Γ(ν)
[
1 +
n−2∑
h=0
(
(z2/4)n−1−h
Γ(h+ 1/2)
Γ(ν)Γ(n− h)
)]
= −(z/2)
−ν
pi
Γ(ν) [1 +R] .
A lengthy but straightforward computation would allow us to estimate the remainder R,
by studying separately the sum with h below (n− 2)/2 and the one with h above (n− 2)/2.
13
We obtain that R goes to zero as ν goes to +∞. However, for our purposes, at this time it
is enough to note that R ≥ 0, therefore
B˜ ≤ −(z/2)
−ν
pi
Γ(ν) ≤ −(1− ε)
(
2
piν
)1/2 ( ez
2ν
)−ν
provided ν ≥ ν˜3(ε) ≥ ν˜2(ε) as well. Up to changing ν˜3 = ν˜3(ε), we obtain that
Yν(z) ≤ −(1− ε)
(
2
piν
)1/2 ( ez
2ν
)−ν
and, using (3.10), also that
|Jν(z)| ≤ ε|Yν(z)|.
Let us recall the following lemma, see for instance [24, Appendix B] and [21].
Lemma 3.2 Let 0 < z ≤ ν. Then
Jν(z) > 0 and
∂Jν(z)
∂ν
< 0
whereas
Yν(z) < 0 and
∂Yν(z)
∂ν
< 0.
Moreover, as ξ goes to +∞,
(3.14) Jξ(ξ) =
Γ(1/3)
31/622/3pi
ξ−1/3 +O(ξ−4/3)
and
(3.15) Yξ(ξ) = −3
1/3Γ(1/3)
22/3pi
ξ−1/3 +O(ξ−4/3).
Using these results we immediately infer the following corollary. The first part is a
consequence of Proposition 3.1 and the successive computations, the second follows from
Lemma 3.2.
Corollary 3.3 Let us fix z2 ≥ 1 and ε, 0 < ε ≤ 1/e. Then there exists a positive constant
ν˜3 = ν˜3(ε) such that for any 0 < z ≤ z2, and for any ν ≥ max{ν0(ε/2, z2), ν˜3(ε)}, we have
(3.16) |Jν(z)| ≤ ε|Yν(z)|
hence
(1− ε)|Yν(z)| ≤ |H(1)ν (z)| ≤ (1 + ε)|Yν(z)|.
Furthermore, there exist absolute constants c1, 0 < c1 < 1, and ξ0 > 0 such that for any
ξ ≥ ξ0 we have
|Jξ(ξ)| ≤ c1|Yξ(ξ)|
therefore for any ν ≥ z ≥ ξ0 we have
|Jν(z)| ≤ c1|Yν(z)|
and hence
(3.17) (1− c1)|Yν(z)| ≤ |H(1)ν (z)| ≤ (1 + c1)|Yν(z)|.
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We now consider different regimes. First, we take ν much larger than z, then we consider
the case in which z is much larger than ν. Finally we shall deal with the intermediate regime
when ν and z are comparable and large.
We begin with the following two results, due to Matviyenko, proved in Theorem 3.1 and
Theorem 3.3 in [24], respectively.
Theorem 3.4 Let 0 ≤ ν < z. Then
(3.18) H(1)ν (z) =
(
2
pi
)1/2 1
(z2 − ν2)1/4 exp(iη1) [1 +R1(z, ν)]
where
η1 = (z
2 − ν2)1/2 − ν arccos(ν/z)− pi/4
and
|R1(z, ν)| ≤ exp(g˜1)g˜1
with
g1 =
z − ν
z1/3
and g˜1 =
2
3g
3/2
1
.
Theorem 3.5 Let 0 < z < ν. Then
(3.19) Yν(z) = −
(
2
pi
)1/2 1
(ν2 − z2)1/4 exp(η2) [1 +R2(z, ν)]
where
(3.20) η2 = ν log
(
ν
z
+
((ν
z
)2
− 1
)1/2)
− (ν2 − z2)1/2
and
|R2(z, ν)| ≤ exp(g˜2)g˜2
with
g2 =
ν − z
ν1/3
and g˜2 =
2
3g
3/2
2
.
We have the following corollaries. By Theorem 3.4 we can generalize (3.1) by extending
it uniformly on suitable intervals in the following way.
Corollary 3.6 Fixed C > 1, for any ν ≥ 0 and for any positive z such that z ≥ Cν we
have
g˜1 ≤ 2
3
(
C
C − 1
)3/2
z−1 and 1 ≤
(
1− ν
2
z2
)−1/4
≤
(
C2
C2 − 1
)1/4
.
Therefore,
(3.21)
[
1− 2
3
(
C
C − 1
)3/2
exp
(
2
3
(
C
C − 1
)3/2
z−1
)
z−1
](
2
piz
)1/2
≤ |H(1)ν (z)| ≤
(
2
piz
)1/2( C2
C2 − 1
)1/4 [
1 +
2
3
(
C
C − 1
)3/2
exp
(
2
3
(
C
C − 1
)3/2
z−1
)
z−1
]
.
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Furthermore, there exists an absolute constant C1 > 0 such that for any ν ≥ 0 and for
any positive z satisfying z − ν ≥ C1z1/3 then
(3.22)
1
2
(
2
pi
)1/2 1
(z2 − ν2)1/4 ≤ |H
(1)
ν (z)| ≤
3
2
(
2
pi
)1/2 1
(z2 − ν2)1/4 .
Finally, there exists a constant C2, depending on C only, such that for any ν ≥ 0 and
for any positive z such that z ≥ Cν we have
(3.23) H(1)ν (z) =
(
2
piz
)1/2
ei(z−νpi/2−pi/4)
[
1 + R˜1
]
where
|R˜1| ≤ C2
(
ν2
z2
+min
{
2,
ν2
z
}
+ exp
(
2
3
(
C
C − 1
)3/2
z−1
)
z−1
)
.
By Theorem 3.5 we can generalize (3.2) by extending it uniformly on suitable intervals
in the following way. In fact the following corollary holds and it may be coupled with
Corollary 3.3.
Corollary 3.7 Fixed C > 1, for any ν such that ν ≥ Cz > 0 we have
g˜2 ≤ 2
3
(
C
C − 1
)3/2
ν−1.
Thus for any ν such that ν ≥ Cz > 0 and ν ≥ Cz2 we have
(3.24) H(1)ν (z) = −i
(
2
piν
)1/2 ( ez
2ν
)−ν [
1 + R˜2
]
where
|R˜2| ≤ |Jν(z)||Yν(z)| + C1
(
1 +
|Jν(z)|
|Yν(z)|
)(
z2
ν2
+
z2
ν
+ exp
(
2
3
(
C
C − 1
)3/2
ν−1
)
ν−1
)
and C1 is an absolute constant depending on C only.
A further important corollary is the following. Here we make use of the continuity
properties of the Hankel functions with respect to both the argument and order and the
fact that |H(1)ν (z)| > 0 for any ν ≥ 0 and any z > 0.
Corollary 3.8 Let us fix 0 < z1 < z2. Then there exists a constant C ≥ 1, depending on
z1 and z2 only, such that for any z, z1 ≤ z ≤ z2, we have
(3.25) C−1 ≤ |H(1)0 (z)| ≤ C
and for any ν ≥ 1/2 we have
(3.26) C−1
(
2
piν
)1/2 (ez2
2ν
)−ν
≤ C−1
(
2
piν
)1/2 ( ez
2ν
)−ν
≤ |H(1)ν (z)|
and
(3.27) |H(1)ν (z)| ≤ C
(
2
piν
)1/2 ( ez
2ν
)−ν
≤ C
(
2
piν
)1/2 (ez1
2ν
)−ν
.
16
This is the estimate that allows us to use Isakov’s argument in [15] and prove stability
estimates for the determination of the near-fields from far-field measurements, when the
wavenumber k belongs to a fixed interval [k1, k2], with 0 < k1 < k2. We shall treat this case
at the beginning of Section 4, in Theorem 4.1.
We now begin to investigate the more difficult case of the asymptotic behavior of Hankel
functions when z and ν are both large.
We have the following theorem, which is the main result of this section.
Theorem 3.9 There exist positive constants z0 ≥ 1, C0 and A0 ≥ 1 such that if z ≥ z0
then the following asymptotic behavior of the Hankel function holds for z > 0 and ν ≥ 0.
If
ν > 0 and
z − ν
ν1/3
≥ C0 or ν = 0
then
(3.28) A−10
1
(z2 − ν2)1/4 ≤ |H
(1)
ν (z)| ≤ A0
1
(z2 − ν2)1/4 .
If ν > 0 and
|z − ν|
ν1/3
≤ C0
then
(3.29) A−10 ν
−1/3 ≤ |H(1)ν (z)| ≤ A0ν−1/3.
If
ν − z
ν1/3
≥ C0
then
(3.30) A−10 exp(η2)
1
(ν2 − z2)1/4 ≤ |H
(1)
ν (z)| ≤ A0 exp(η2)
1
(ν2 − z2)1/4
where η2 is as in (3.20).
Proof. Let us begin with the third regime, when ν is much greater than z. Let us assume
that ν > z ≥ z0 = ξ0. Then (3.30) follows immediately by Corollary 3.3 and Theorem 3.5.
For what concerns the first estimate, (3.28), let us notice that it is trivial for ν = 0 and
z ≥ z0. Therefore, without loss of generality, in what follows we shall assume ν > 0. By
Theorem 3.4, there exist C0 and A0 such that (3.28) holds provided z−ν ≥ C0z1/3 > 0, with
no assumption that z should be greater than a constant. Clearly z−ν ≥ C0z1/3 > 0 implies
that z− ν ≥ C0ν1/3 > 0 but viceversa does not hold. The case ν+C0ν1/3 ≤ z < ν+C0z1/3
will follow from the analysis of the intermediate regime, when z and ν have approximately
the same value, which we shall now deal with.
We begin with the following remark. Fixed C0 > 0, there exists z0 > 0 such that if
z ≥ z0, then z − C0z1/3 ≥ z/2. Therefore, if z ≥ z0 and 0 < z − ν < C0z1/3, we also have
ν < z < ν + C02
1/3ν1/3. Therefore, the open case is when z ≥ z0 and
ν − C1ν1/3 ≤ z ≤ ν + C1ν1/3
17
where C1 = C02
1/3. Let us remark here that the intermediate estimate (3.29) for ν = z
follows from Lemma 3.2, therefore, without loss of generality, we shall assume either z < ν
or z > ν, that is
ν −C1ν1/3 ≤ z < ν or ν < z ≤ ν + C1ν1/3.
The analysis for these regimes is rather difficult and has been carried out by Langer
in [21]. We shall here recall this asymptotic analysis. We need to introduce the following
notation
(3.31)
ex = sec(β)
φ(x) = tan(β)
ξ = ν(tan(β)− β)
ψ(x) =
(tan(β)− β)1/6
(tan(β))1/2
if x > 0,
and also
(3.32)
ex = sech(α)
φ(x) = i tanh(β)
ξ = i3ν(α− tanh(α))
ψ(x) =
(α− tanh(α))1/6
(tanh(α))1/2
if x < 0.
Then Langer in [21] showed that, fixed a positive constant M , there exists a constant
E depending on M only such that if 0 < |ξ| ≤M then we have
(3.33) H(1)ν (νe
x) =
2ψ(x)ξ1/3
31/2ν1/3
[
e−pii/3J−1/3(ξ) + epii/3J1/3(ξ)
]
+
R(x, ν)
ν4/3
with
|R(x, ν)| ≤ E.
First we need to investigate the term
[
e−pii/3J−1/3(ξ) + epii/3J1/3(ξ)
]
. By using the clas-
sical asymptotics as z → 0, see for instance [34, page 44], we have that, for any complex
z 6= 0,
J±1/3(z) =
(z/2)±1/3
Γ(1± 1/3)(1 +R±)
where
|R±| < exp
( |z|2/4
1± 1/3
)
− 1.
Since for z 6= 0 we have
J1/3(z)J
′
−1/3(z)− J−1/3(z)J ′1/3(z) = −2
sin(pi/3)
piz
,
we deduce that, for any |ξ| > 0 defined as before, we have∣∣∣e−pii/3J−1/3(ξ) + epii/3J1/3(ξ)∣∣∣ > 0,
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hence there exist positive constants B0 < B1, depending on M only, such that, for any
0 < |ξ| ≤M defined as before, we have
(3.34) B0|ξ|−1/3 ≤
∣∣∣e−pii/3J−1/3(ξ) + epii/3J1/3(ξ)∣∣∣ ≤ B1|ξ|−1/3.
Then we have that
2B0
ν1/3
|ψ(x)|
31/2
≤
∣∣∣∣∣2ψ(x)ξ
1/3
31/2ν1/3
[
e−pii/3J−1/3(ξ) + epii/3J1/3(ξ)
]∣∣∣∣∣ ≤ 2B1ν1/3 |ψ(x)|31/2 .
It remains to analyze the term |ψ(x)|/31/2. We need to consider separately the case
x > 0 and x < 0. For x > 0, we have 0 < β < pi/2 and
|ψ(x)|
31/2
=
(tan(β)− β)1/6
(3 tan(β))1/2
.
There exists an absolute constant β0, 0 < β0 < pi/2 such that for any β, 0 ≤ β ≤ β0 we
have
β + β3/3 ≤ tan(β) ≤ β + 2β3/3 ≤ (3/2)β and 1 + β2/4 ≤ sec(β) ≤ 1 + 3β2/4.
Let ν < z < ν +C1ν
1/3, then sec(β) = z/ν = 1+ aν−2/3, for some a, 0 < a ≤ C1. There
exists z˜0 > 0, depending on C1 only, such that if z ≥ z˜0 then β ≤ β0. Hence
(2/
√
3)
√
aν−1/3 ≤ β ≤ 2√aν−1/3
that is
8
9
√
3
a3/2 ≤ ν(tan(β)− β) = ξ ≤ 16
3
a3/2 ≤ 16
3
C
3/2
1 =M,
with M thus depending on C1 only. An easy computation shows that there exist absolute
positive constants B˜0 < B˜1 such that
B˜0 ≤ (tan(β)− β)
1/6
(3 tan(β))1/2
≤ B˜1.
We may conclude that there exist positive constants z˜0 and A˜0 < A˜1, depending on C1 only,
such that for any z ≥ z˜0 and ν < z < ν + C1ν1/3 we have
A˜0
ν1/3
≤
∣∣∣∣∣2ψ(x)ξ
1/3
31/2ν1/3
[
e−pii/3J−1/3(ξ) + epii/3J1/3(ξ)
]∣∣∣∣∣ ≤ A˜1ν1/3 .
Since the constant E depends on M , thus on C1 only, we can find z0 ≥ z˜0 such that for any
z ≥ z0 and ν < z < ν +C1ν1/3 we have
Eν−1 ≤ (1/2)A˜0,
thus (3.29) is proved with A0 = A˜0/2 and A1 = 2A˜1. A completely analogous argument
holds for the case x < 0, hence (3.29) is fully proved.
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It remains to consider the case when z ≥ z0 and ν+C0ν1/3 ≤ z < ν+C0z1/3 ≤ ν+C1ν1/3.
We have just obtained that A−10 ν
−1/3 ≤ |H(1)ν (z)| ≤ A0ν−1/3. On the other hand, provided
z = ν + aν1/3 with C0 ≤ a ≤ C1, we have that
1
(z2 − ν2)1/4 =
1
(2aν4/3 + a2ν2/3)1/4
= ν−1/3
1
(2a+ a2ν−2/3)1/4
that is
1
(2C1 + C
2
1ν
−2/3)1/4
ν−1/3 ≤ 1
(z2 − ν2)1/4 ≤
1
(2C0)1/4
ν−1/3.
Provided z0 is big enough, depending on C0 and C1 only, then if z ≥ z0 we infer that ν ≥ 1,
thus
1
(2C1 + C
2
1 )
1/4
ν−1/3 ≤ 1
(z2 − ν2)1/4 ≤
1
(2C0)1/4
ν−1/3
and the proof is concluded. 
4 Stability estimates: from far-field to near-field
Throughout this section we shall assume that us is a radiating solution of the Helmholtz
equation ∆us + k2us = 0, for some wavenumber k > 0, defined in RN\BR, for some fixed
R > 0. We call us∞ the corresponding far-field pattern.
Throughout this section we shall also fix R0 > R and B0 and B1, with 1 < B0 < B1.
We call b˜0 = 1/B0 and we assume that for some ε > 0 and M > 0 we have
(4.1) ‖us∞‖L2(SN−1) = ε, ‖us‖L2(∂BR0 ) =M.
Our aim is to estimate, in terms of ‖us∞‖L2(SN−1), ‖us‖L2(∂Br) for some r > R. This
kind of estimate is usually referred to as the stability for the determination of the near-field
from the far-field. Notice the Rellich Lemma provides the corresponding uniqueness. Such
an issue has been solved by Isakov, [15], see also [5].
Let us recall there exists a sequence bj , j = 0, 1, . . . , of nonnegative numbers such that
(4.2) ‖us∞‖2L2(SN−1) =
∑
j
b2j
and for any r > R
(4.3) ‖us‖2L2(∂Br) =
pi
2
∑
j
b2jkr
∣∣∣H(1)j+(N−2)/2(kr)
∣∣∣2 .
Let us notice that for any j ≥ 0,
b2j =
∑
i: γ(vi)=j
|b˜i|2,
if we use the notation of Section 2 as in (2.20) and (2.21).
For any k > 0 and any r, B0R0 ≤ r ≤ B1R0, we have, for any integer j0 ≥ 0 to be
decided later,
(4.4) ‖us‖2L2(∂Br) ≤
pi
2
kr
j0∑
j=0
b2j
∣∣∣H(1)j+(N−2)/2(kr)
∣∣∣2 + pi
2
kr
+∞∑
j=j0+1
b2j
∣∣∣H(1)j+(N−2)/2(kr)
∣∣∣2
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which we estimate as follows
(4.5) ‖us‖2L2(∂Br) ≤
pi
2
kr max
j∈{0,1,...,j0}
∣∣∣H(1)j+(N−2)/2(kr)
∣∣∣2 ‖us∞‖2L2(SN−1)+
r
R0
pi
2
kR0
+∞∑
j=j0+1
b2j
∣∣∣H(1)j+(N−2)/2(kR0)
∣∣∣2
∣∣∣H(1)j+(N−2)/2(kr)
∣∣∣2∣∣∣H(1)j+(N−2)/2(kR0)
∣∣∣2
that is
(4.6) ‖us‖2L2(∂Br) ≤
pi
2
kr max
j∈{0,1,...,j0}
∣∣∣H(1)j+(N−2)/2(kr)
∣∣∣2 ‖us∞‖2L2(SN−1)+
r
R0

sup
j>j0
∣∣∣H(1)j+(N−2)/2(kr)
∣∣∣2∣∣∣H(1)j+(N−2)/2(kR0)
∣∣∣2

 ‖us‖2L2(∂BR0 ).
We recall here the stability result by Isakov, [15], which we slightly generalize to any
dimension N ≥ 2 and for the wavenumber k varying in a compact interval contained in
(0,+∞). In fact, let us fix two positive constants k1, k2 with 0 < k1 < k2. Let us fix
k ∈ [k1, k2]. We call z1 = k1R0 and z2 = k2B1R0. By Corollary 3.8, for any ν such that
ν = 0 or 1/2 ≤ ν ≤ ez/2, we have that there exists a constant C ≥ 1, depending on z1 and
z2 only, such that
(4.7) |H(1)ν (z)| ≤ C
2√
epiz
.
Otherwise, if 1/2 ≤ ν and ez/2 ≤ ν, we have
(4.8) |H(1)ν (z)| ≤ C
2√
epiz
(
2ν
ez
)ν−1/2
.
Furthermore, for any ν ≥ 1/2 we have
(4.9)
∣∣∣H(1)ν (kr)∣∣∣∣∣∣H(1)ν (kR0)∣∣∣ ≤
C 2√
epikr
(
2ν
ekr
)ν−1/2
C−1 2√
epikR0
(
2ν
ekR0
)ν−1/2 ≤ C2
(
R0
r
)ν
≤ C2 (1/B0)ν .
We conclude that, provided j0 ≥ jˆ0 ≥ 1, with νˆ0 = jˆ0+(N − 2)/2 ≥ max{N/2, e2z2/2},
and setting ν0 = j0 + (N − 2)/2,
(4.10) ‖us‖2L2(∂Br) ≤
2C2
e
(
2ν0
ekr
)2ν0−1
‖us∞‖2L2(SN−1) + C4
(
R0
r
)2ν0−1
‖us‖2L2(∂BR0 ),
that is, setting A˜ = max{2C2/e, C4} and a˜1, 0 < a˜1 < 1, such that ea˜1 = e/2, and
b˜0 = 1/B0,
(4.11) ‖us‖2L2(∂Br) ≤ A˜
[(
2ν0 − 1
ea˜1kr
)2ν0−1
‖us∞‖2L2(SN−1) +
(
b˜0
)2ν0−1 ‖us‖2L2(∂BR0 )
]
.
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Let 2n ≥ 2νˆ0 + 1 be such that
(4.12)
(
2n
ea˜1kr
)2n
ε2 = b˜2n0 M
2.
Then there exists an integer j0 ∈ N such that j0 ≥ jˆ0 and 2ν0 − 1 ≤ 2n < 2(j0 + 1 + (N −
2)/2) − 1 = 2ν0 + 1. Then (
2ν0 − 1
ea˜1kr
)2ν0−1
≤
(
2n
ea˜1kr
)2n
and
b˜2ν0−10 = b˜
−2
0 b˜
2ν0+1
0 ≤ b˜−20 b˜2n0 .
Hence, if (4.12) holds we have
(4.13) ‖us‖2L2(∂Br) ≤ 2A˜b˜−20
(
2n
ea˜1kr
)2n
ε2 = 2A˜b˜−20 b˜
2n
0 M
2.
Let us investigate (4.12). We have log(ε) + n log
(
2n
ea˜1kr
)
= log(M) + n log(b˜0), that is
log(M/ε) = n log
(
2n
b˜0ea˜1kr
)
.
Let us call
n˜ =
2n
b˜0ea˜1kr
,
then
2
b˜0ea˜1kr
log(M/ε) = n˜ log(n˜).
We notice that if 2n ≥ 2νˆ0 + 1, then n˜ ≥ e. On the other hand, for any α > 0, there exists
Cα ≥ 1 such that for any n˜ ≥ e we have
n˜ ≤ n˜ log(n˜) ≤ Cαn˜1+α.
Notice that we can choose Cα = 1 for any α ≥ α0 where α0 satisfies 0 < α0 < 1 and
(1/α0)
1/α0 = e.
Therefore,
n˜ ≤ 2
b˜0ea˜1kr
log(M/ε) ≤ Cαn˜1+α,
that is
n˜ ≥
(
2
b˜0ea˜1kr
log(M/ε)
Cα
)1/(1+α)
.
Therefore, provided
(
2
b˜0ea˜1kr
log(M/ε)
Cα
)1/(1+α)
≥ 2νˆ0 + 1
b˜0ea˜1kr
,
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that is
(4.14) log(M/ε) ≥ Cα
(
2
b˜0ea˜1kr
)α
(νˆ0 + 1/2)
1+α,
we have that there exists a solution n to (4.12) such that 2n ≥ 2νˆ0 + 1, hence
‖us‖L2(∂Br) ≤
√
2A˜b˜−10 M exp(− log(B0)n),
that is
(4.15) ‖us‖L2(∂Br) ≤
√
2A˜b˜−10 M exp

− log(B0)
((
b˜0e
a˜1kr
2
)α
log(M/ε)
Cα
)1/(1+α) .
We have just proved the following result.
Theorem 4.1 Let N ≥ 2. Let us fix constants k1, k2 with 0 < k1 < k2. Under the previous
notation and assumptions, the following result holds.
Let z1 = k1R0 and z2 = k2B1R0 and let νˆ0 = max{N/2, e2z2/2}. Let a˜1 = log(e/2). Fix
α > 0. Then there exist a constant Cα ≥ 1, depending on α only (with Cα = 1 for any
α ≥ α0), and a constant A˜, depending on z1 and z2 only, such that for any k ∈ [k1, k2] and
any r, B0R0 ≤ r ≤ B1R0, if
(4.16) log(M/ε) ≥ Cα
(
2
ea˜1k1R0
)α
(νˆ0 + 1/2)
1+α,
then
(4.17) ‖us‖L2(∂Br) ≤
√
2A˜b˜−10 M exp
(
− log(B0)
((
ea˜1k1R0
2
)α
log(M/ε)
Cα
)1/(1+α))
.
Obviously, we can replace (4.16) and (4.17) with (4.14) and (4.15).
Now we investigate how the estimate changes in the high frequencies regime. We shall
keep the notation set at the beginning of the section. Let z0, C0 and A0 be as in Theorem 3.9.
We observe that there exists a constant C˜0 ≥ 2, depending on C0 only, such that for any
ν ≥ 1/2 we have ν + C0ν1/3 ≤ C˜0ν. Without loss of generality, up to taking a possibly
greater z0 but still depending only on absolute constants and on N , we assume also that
(4.18) z0 ≥ C˜0max{2, (N − 2)/2} and (1−C0z−2/30 ) > 0.
We further assume that
(4.19) if z0 ≤ C˜0ν then C0ν1/3 ≤ ν/2.
Notice that if z0 ≤ C˜0ν we also have ν ≥ 2.
Let us fix b0, 0 < b0 < 1, depending on B0 only, such that 1/B0 < b0 < 1. We
fix a positive constant C ≥ e2/2 and let a = √C2 − 1/C, 0 < a < 1. We assume that
C(1 − C0z−2/30 ) ≥ 1, that 2e
1−a
(1+a)B0
≤ b0 and that a ≥ 2 log(4/3). Obviously C depends on
B0, C0 and z0 only.
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We fix a constant k0 > 0 such that k0R0 ≥ z0. Let us consider r, B0R0 ≤ r ≤ B1R0,
and k ≥ k0.
Let us notice that if ν ≥ Ckr ≥ Cz0 then ν−C0ν1/3 ≥ ν(1−C0ν−2/3) ≥ ν(1−C0z−2/30 ).
Therefore ν − C0ν1/3 ≥ Ckr(1− C0z−2/30 ) ≥ kr.
Let jˆ0 = jˆ0(kr) ≥ 1 be such that νˆ0 = νˆ0(kr) = jˆ0(kr)+ (N −2)/2 ≥ max{N/2, Ckr} ≥
2. Let 2n ≥ 2νˆ0(kr) + 1, then there exists an integer j0 ∈ N such that j0 ≥ jˆ0(kr) and
2ν0 − 1 ≤ 2n < 2(j0 + 1 + (N − 2)/2) − 1 = 2ν0 + 1, ν0 = j0 + (N − 2)/2 as before.
We consider an integer j0 ≥ jˆ0, to be fixed later, and we use Theorem 3.9. If ν = 0 or
ν ≥ 1/2 and such that kr − ν ≥ C0ν1/3, we have that, by (3.28),∣∣∣H(1)ν (kr)∣∣∣ ≤ A0 1((kr)2 − ν2)1/4 ≤ A0max
{
1/
√
z0,
1
(2C0(1/2)4/3 + C20 (1/2)
2/3)1/4
}
= A˜1
since, for ν = 0, 1/
√
kr ≤ 1/√z0, and for ν ≥ 1/2,
((kr)2 − ν2) ≥ (2C0ν4/3 + C20ν2/3) ≥ (2C0(1/2)4/3 + C20(1/2)2/3).
Clearly A˜1 depends on A0, z0 and C0 only.
If ν ≥ 1/2 and |kr − ν| ≤ C0ν1/3, then, by (3.29),∣∣∣H(1)ν (kr)∣∣∣ ≤ A0ν−1/3 ≤ A0(1/2)−1/3 = A˜2,
with A˜2 depending on A0 only.
If 1/2 ≤ ν ≤ ν0 and ν − kr ≥ C0ν1/3, then, by Corollary 3.3 and Lemma 3.2 we have
that ∣∣∣H(1)ν (kr)∣∣∣ ≤ 1 + c11− c1 |H(1)ν0 (kr)|.
For any ν ≥ ν0 we can use (3.30) both for z = kR0 and z = kr. Recalling that a =√
C2 − 1/C, 0 < a < 1, we obtain that
(4.20) A−10
1√
ν
(
(1 + a)ν
ez
)ν
≤
∣∣∣H(1)ν (z)∣∣∣ ≤ A0 1√aν
(
2ν
eaz
)ν
.
Hence, if 1/2 ≤ ν ≤ ν0 and ν − kr ≥ C0ν1/3, we have
∣∣∣H(1)ν (kr)∣∣∣ ≤ 1 + c11− c1A0
1√
aν0
(
2ν0
eakr
)ν0
.
Since ν0 ≥ 2, we have that 2ν0 ≤ (4/3)(2ν0 − 1). Let a1 = a− log(4/3), then
∣∣∣H(1)ν (kr)∣∣∣ ≤ A˜3
(
ea1
2ν0 − 1
)1/2(2ν0 − 1
ea1kr
)ν0
,
with A˜3 depending on A0 and C only.
We conclude that for any j0 ≥ jˆ0(kr), setting A1 = max{A˜1√z0, A˜2√z0, A˜3}, we have
(4.21) max
j∈{0,1,...,j0}
∣∣∣H(1)j+(N−2)/2(kr)
∣∣∣2 ≤ A21
(
ea1
2ν0 − 1
)(
2ν0 − 1
ea1kr
)2ν0
.
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Now we investigate the integers j > j0. Again by (4.20), for any ν ≥ ν0
(4.22)
∣∣∣H(1)ν (kr)∣∣∣∣∣∣H(1)ν (kR0)∣∣∣ ≤
A20√
a
(
2e1−aR0
(1 + a)r
)ν
≤ A
2
0√
a
(
2e1−a
(1 + a)B0
)ν
≤ A
2
0√
a
(b0)
ν = A2(b0)
ν−1/2
where A2 =
√
b0A
2
0/
√
a. We may conclude that, setting A = max{(pi/2)A21, A22} and B˜ =
(N/2)C, if
νˆ0(kr) = B˜kr and ν0 ≥ νˆ0(kr),
then we have
(4.23) ‖us‖2L2(∂Br) ≤ AB1
[(
2ν0 − 1
ea1kr
)2ν0−1
‖us∞‖2L2(SN−1) + (b0)2ν0−1 ‖us‖2L2(∂BR0 )
]
.
Notice that A depends on B0, C0, z0 and A0 only, B˜ depends on B0, C0, z0 and N only, a1
depends on B0, C0 and z0 only, whereas 0 < b0 < 1 depends on B0 only.
Let 2n ≥ 3νˆ0(kr) ≥ 2νˆ0(kr) + 1 be such that
(4.24)
(
2n
ea1kr
)2n
ε2 = b2n0 M
2.
Let j0 ∈ N be such that 2ν0 − 1 ≤ 2n < 2ν0 + 1. Then j0 ≥ jˆ0(kr) and(
2ν0 − 1
ea1kr
)2ν0−1
≤
(
2n
ea1kr
)2n
and
b2ν0−10 = b
−2
0 b
2ν0+1
0 ≤ b−20 b2n0 .
Hence, if (4.24) holds we have
(4.25) ‖us‖2L2(∂Br) ≤ 2AB1b−20
(
2n
ea1kr
)2n
ε2 = 2AB1b
−2
0 b
2n
0 M
2.
We argue exactly as in the previous case, with A˜, b˜0 and a˜1 replaced by AB1, b0 and
a1, respectively. Fixed α > 0 and Cα as before, provided
(4.26) log(M/ε) ≥ Cα
(
2
b0ea1kr
)α
((3/2)νˆ0(kr))
1+α,
we have that there exists a solution n to (4.24) such that 2n ≥ 3νˆ0(kr) ≥ 2νˆ0(kr)+1, hence
(4.27) ‖us‖L2(∂Br) ≤
√
2AB1b
−1
0 M exp
(
− log(1/b0)
((
b0e
a1kr
2
)α log(M/ε)
Cα
)1/(1+α))
.
Clearly such an estimate improves as k becomes larger. However, if we call
k1(ε, r) =
1
r
(
2
3B˜
)1+α(b0ea1
2
)α log(M/ε)
Cα
,
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and we assume that k1(ε, r) ≥ k0, then we obtain that the estimate remains valid in the
following regime
(4.28) k0 ≤ k ≤ k1(ε, r) = 1
r
(
2
3B˜
)1+α(b0ea1
2
)α log(M/ε)
Cα
.
If we pick the optimal choice of k, that is k = k1(ε, r), then (4.27) reduces to
‖us‖L2(∂Br) ≤
√
2AB1b
−1
0 M exp
(
− log(1/b0)(3B˜/2)k1(ε, r)r
)
=
√
2AB1b
−1
0 M exp
(
− log(1/b0)
(
b0e
a1
3B˜
)α log(M/ε)
Cα
)
that is
(4.29) ‖us‖L2(∂Br) ≤
√
2AB1b
−1
0 M
1−βεβ
where β = β(α) is given by
(4.30) β(α) =
log(1/b0)
Cα
(
b0e
a1
3B˜
)α
and, in the particular case α = 1,
(4.31) β(1) = log(1/b0)
b0e
a1
3B˜
.
Let us note that, without loss of generality by taking an eventually larger B˜ depending on
α as well, we may assume that 0 < β(α) ≤ 1. In particular, we have proved the following
result, the main one of this section.
Theorem 4.2 Let N ≥ 2. We keep the previous notation and assumptions. Let k0 > 0 be
such that k0R0 ≥ z0, z0 as in Theorem 3.9 and such that (4.18) and (4.19) are satisfied.
Let us fix b0, 0 < b0 < 1, depending on B0 only, such that 1/B0 < b0 < 1. Fix α > 0.
Then there exist a constant B˜ depending on B0, C0, z0 and N only, a constant a1,
0 < a1 < 1, depending on B0, C0 and z0 only, a constant A depending on B0, C0, z0 and
A0 only, and a constant Cα ≥ 1, depending on α only (with Cα = 1 for any α ≥ α0), such
that the following holds.
Let us assume that
k0 ≤ k1(ε) = 1
B1R0
(
2
3B˜
)1+α(b0ea1
2
)α log(M/ε)
Cα
.
Then for any k ∈ [k0, k1(ε)] and any r, B0R0 ≤ r ≤ B1R0, we have
(4.32) ‖us‖L2(∂Br) ≤
√
2AB1b
−1
0 M exp
(
− log(1/b0)
((
b0e
a1kr
2
)α log(M/ε)
Cα
)1/(1+α))
.
Furthermore, if k = k1(ε) we have
(4.33) ‖us‖L2(∂Br) ≤
√
2AB1b
−1
0 M
1−β1εβ1 ,
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where β1 = β1(α) is given by
(4.34) β1(α) =
log(1/b0)
Cα
(
b0e
a1
3B˜
)α( r
B1R0
)α/(1+α)
= C˜α
(
r
B1R0
)α/(1+α)
≤ C˜α
and, in the particular case α = 1,
(4.35) β1(1) = log(1/b0)
b0e
a1
3B˜
(
r
B1R0
)1/2
= C˜1
(
r
B1R0
)1/2
≤ C˜1.
Here C˜α depends on α, B0, C0, z0 and N only, and, without loss of generality by taking an
eventually larger B˜ depending on α as well, we may assume that 0 < β1(α) ≤ C˜α ≤ 1.
In the final part of this section, we are interested in understanding what happens if
k > k1(ε, r). We need to make an additional assumption, namely that
(4.36) B0 ≥ B˜0 = 3eC˜0/2 ≥ 3e.
We recall that k0 > 0 is such that k0R0 ≥ z0. We fix r, B0R0 ≤ r ≤ B1R0, and k ≥ k0.
We consider all nonnegative integers j such that ν = j + (N − 2)/2 satisfies kr ≥ C˜0ν
and we call j˜0 = j˜0(kr) the largest of these integers and ν˜0 = ν˜0(kr) = j˜0(kr) + (N − 2)/2.
Notice that j˜0(kr) ≥ 0 by our assumption (4.18) on z0. Then, by (3.28),
kr
∣∣∣H(1)ν (kr)∣∣∣2 ≤ krA20 1((kr)2 − ν2)1/2 ≤ A20 1(1− (ν/(kr))2)1/2 ≤ A20 C˜0(C˜20 − 1)1/2 .
Let us now assume that j > j˜0(kr), that is kr < C˜0ν. First of all, by our more restrictive
assumption on B0 and by (4.19), we have that
kR0 ≤ C˜0ν/B0 ≤ 2ν/(3e) ≤ ν/2 ≤ ν − C0ν1/3.
We have three different cases. In the first, we have that kr ≥ ν +C0ν1/3. In the second,
we have that ν + C0ν
1/3 > kr > ν − C0ν1/3. In the third case, kr is less than or equal to
ν − C0ν1/3.
In all cases we can use (3.30) for z = kR0 and obtain that
A−10
1√
ν
(
ν
ekR0
)ν
≤
∣∣∣H(1)ν (kR0)∣∣∣ .
In the first case, using (3.28), we have that∣∣∣H(1)ν (kr)∣∣∣ ≤ A0 1((kr)2 − ν2)1/4 ≤ A0 1(2C0ν4/3 + C20ν2/3)1/4 ≤
A0
(2C0)1/4
ν−1/3.
In the second case, by (3.29), we have that∣∣∣H(1)ν (kr)∣∣∣ ≤ A0ν−1/3,
whereas in the third, using again (3.30), we obtain
∣∣∣H(1)ν (kr)∣∣∣ ≤ A0
(
2ν
kr
)ν 1
(ν2 − (kr)2)1/4 exp
(
−(ν2 − (kr)2)1/2
)
.
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Since (ν2 − (kr)2) ≥ (ν2 − (ν −C0ν1/3)2) ≥ 2C0ν4/3 −C20ν2/3, then by (4.18) we have that
(ν2 − (kr)2) ≥ C0ν4/3 ≥ C0z4/30 . Hence there exists a constant Cˆ0 ≥ 1, depending on N
only, such that ∣∣∣H(1)ν (kr)∣∣∣ ≤ Cˆ0A0
(
2ν
kr
)ν
.
We conclude that in the first and second cases we have
(4.37)
∣∣∣H(1)ν (kr)∣∣∣∣∣∣H(1)ν (kR0)∣∣∣ ≤ max{1, 1/(2C0)
1/4}A20ν1/6
(
ekR0
ν
)ν
,
whereas in the third we have
(4.38)
∣∣∣H(1)ν (kr)∣∣∣∣∣∣H(1)ν (kR0)∣∣∣ ≤ Cˆ0A
2
0
√
ν
(
2eR0
r
)ν
≤ Cˆ0A20
√
ν
(
2e
B0
)ν
.
Using the fact that ν ≥ 2 and our assumption on B0, we conclude that for any j > j˜0(kr)
we have
(4.39)
∣∣∣H(1)ν (kr)∣∣∣∣∣∣H(1)ν (kR0)∣∣∣ ≤ Aˆ0
√
ν
(
2
3
)ν
≤ Aˆ0
√
ν˜0(kr) + 1
(
2
3
)ν˜0(kr)+1
,
where Aˆ0 = max{1, 1/(2C0)1/4}Cˆ0A20 is a constant depending on N only.
Therefore, taking
A˜ = max
{
(pi/2)A20
C˜0
(C˜20 − 1)1/2
, Aˆ20
}
,
and using (4.6) with j0 = j˜0(kr) we have
(4.40) ‖us‖2L2(∂Br) ≤ A˜B1
[
‖us∞‖2L2(SN−1) + (ν˜0(kr) + 1)
(
2
3
)2(ν˜0(kr)+1)
‖us‖2L2(∂BR0 )
]
.
Let us note that A˜ depends on N only. Moreover, 2(ν˜0(kr) + 1) ≥ 2kr/C˜0 ≥ 2z0/C˜0 ≥ 4.
Hence
(ν˜0(kr) + 1)
(
2
3
)2(ν˜0(kr)+1)
≤ (kr/C˜0)
(
2
3
)2kr/C˜0
.
Finally, assuming that k1(ε, r) ≥ k0, we obtain that if k ≥ k1(ε, r) then at least we have
(4.41) ‖us‖L2(∂Br) ≤√
A˜B1
[
‖us∞‖2L2(SN−1) + (k1(ε, r)r/C˜0)
(
2
3
)2k1(ε,r)r/C˜0
‖us‖2L2(∂BR0 )
]1/2
.
We summarize these results in the following proposition.
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Proposition 4.3 Let N ≥ 2. We keep the previous notation and assumptions. Let k0 > 0
be such that k0R0 ≥ z0, z0 as in Theorem 3.9 and such that (4.18) and (4.19) are satisfied.
Let us assume that B0 satisfies (4.36). Then there exists a constant A˜, depending on N
only, such that for any k ≥ k0 and any r, B0R0 ≤ r ≤ B1R0, we have
(4.42) ‖us‖L2(∂Br) ≤
√
A˜B1
[
ε2 +M2(kr/C˜0)
(
2
3
)2kr/C˜0]1/2
.
In particular, if k ≥ k1(ε), where k1(ε) is as in Theorem 4.2 and satisfies k0 ≤ k1(ε),
we have that
(4.43) ‖us‖L2(∂Br) ≤
√
A˜B1
[
ε2 +M2(k1(ε)B0R0/C˜0)
(
2
3
)2k1(ε)B0R0/C˜0]1/2
.
We notice that there exists an absolute constant C1 ≥ 1 such that if k0 ≤ k1(ε) we have
(k1(ε)B0R0/C˜0)(2/3)
2k1(ε)B0R0/C˜0 ≤ C1(3/4)2k1(ε)B0R0/C˜0 .
Hence (4.43) may be written in the following simpler form
‖us‖L2(∂Br) ≤
√
A˜B1
[
ε2 + C1M
2(1−β˜)ε2β˜
]1/2
≤
√
2C1A˜B1M
(1−β˜)εβ˜
where we assume that ε ≤M and
β˜ =
log(4/3)
C˜0Cα
B0
B1
(
2
3B˜
)1+α(b0ea1
2
)α
.
Finally, we wish to conclude with the following remark. Let us assume that for some
positive exponent τ and a constant C2 we have, for any k ≥ k0,
(4.44) M ≤ C2kτ .
Hence, for any r ≥ B0R0,
M ≤ C2kτ ≤ C2(C˜0/r)τ (kr/C˜0)τ ≤ C2(C˜0/B0R0)τ (kr/C˜0)τ .
Then there exists an absolute constant C(τ), depending on τ only, such that
M2(kr/C˜0)
(
2
3
)2kr/C˜0
≤ C22 (C˜0/B0R0)2τC3(τ)
(
3
4
)2kr/C˜0
≤
C22 (C˜0/B0R0)
2τC3(τ)
(
3
4
)2kB0R0/C˜0
.
Therefore, the following corollary with a Lipschitz stability estimate holds.
Corollary 4.4 Under the assumptions of Proposition 4.3, let us further assume that, for
some positive exponent τ and a constant C2, (4.44) holds for any k ≥ k0.
If ε ≤ 1/e and
k ≥ C˜0
log(4/3)B0R0
log(1/ε)
we have
(4.45) ‖us‖L2(∂Br) ≤
(
A˜B1(1 + C
2
2 (C˜0/B0R0)
2τC3(τ))
)1/2
ε.
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5 Stability estimates: from far-field up to the obstacle
We begin this section by establishing suitable a priori estimates for the solution to the direct
scattering problem (2.1).
We recall that, for any k > 0, by Φk we denote the fundamental solution to the Helmholtz
equation ∆u+ k2u = 0 which is given by
Φk(x, y) =
i
4
(
k
2pi‖x− y‖
)(N−2)/2
H
(1)
(N−2)/2(k‖x− y‖) for any x, y ∈ RN , x 6= y.
We remark that for N = 2, 3 this reduces to the well known formulas
Φk(x, y) =
i
4
H
(1)
0 (k‖x − y‖) for any x, y ∈ R2, x 6= y.
and
Φk(x, y) =
eik‖x−y‖
4pi‖x− y‖ for any x, y ∈ R
3, x 6= y.
Let now Σ be a scatterer which may be characterized as the closure of a bounded
Lipschitz open set. We recall that a bounded open set D is said to be Lipschitz if for any
x ∈ ∂D there exist a positive r and a Lipschitz function ϕ : RN−1 → R, such that ϕ(0) = 0
and, up to a rigid change of coordinates, we have x = 0 and
Br(x) ∩D = {y = (y′, yN ) ∈ Br(x) : yN < ϕ(y′)}.
For any density ψ ∈ L2(∂Σ), let us define w and v as the corresponding single-layer and
double-layer potentials with density ψ, namely
(5.1) w(x) =
∫
∂Σ
ψ(y)Φk(x, y)dHN−1(y) x ∈ RN\Σ,
and
(5.2) v(x) =
∫
∂Σ
ψ(y)
∂Φk(x, y)
∂ν(y)
dHN−1(y) x ∈ RN\Σ,
where ν is the exterior normal to Σ. We notice that w and v satisfy the Helmholtz equation
as well as the Sommerfeld radiation condition. We call w∞ and v∞ their far-field patterns,
respectively. Then the following result holds.
Proposition 5.1 Under the previous notation and assumptions we have the following esti-
mates. For any x ∈ G = RN\Σ let d = dist(x,Σ). Then there exists a constant C, depending
on N only, such that for any k > 0 and any x ∈ G we have
(5.3) |w(x)| ≤ C(HN−1(∂Σ))1/2‖ψ‖L2(∂Σ)
1
dN−2
max{1, (kd)(N−3)/2} for N ≥ 3
and
(5.4) |w(x)| ≤ (1/4)(HN−1(∂Σ))1/2‖ψ‖L2(∂Σ)|H(1)0 (kd)| for N = 2,
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and
(5.5) |v(x)| ≤ C(HN−1(∂Σ))1/2‖ψ‖L2(∂Σ)
1
dN−1
max{1, (kd)(N−1)/2} for N ≥ 2.
Furthermore, for any N ≥ 2, any k > 0 and any xˆ ∈ SN−1, we have
(5.6) w∞(xˆ) =
i
2
e−(N−1)pii/4
(2pi)(N−1)/2
k(N−3)/2
∫
∂Σ
ψ(y)e−ikxˆ·ydHN−1(y)
and
(5.7) v∞(xˆ) =
i
2
e−(N−1)pii/4
(2pi)(N−1)/2
k(N−3)/2
∫
∂Σ
ψ(y)
∂e−ikxˆ·y
∂ν(y)
dHN−1(y).
Therefore, for any N ≥ 2, any k > 0 and any xˆ ∈ SN−1, we have
(5.8) |w∞(xˆ)| ≤ k
(N−3)/2
2(2pi)(N−1)/2
(HN−1(∂Σ))1/2‖ψ‖L2(∂Σ)
and
(5.9) |v∞(xˆ)| ≤ k
(N−1)/2
2(2pi)(N−1)/2
(HN−1(∂Σ))1/2‖ψ‖L2(∂Σ).
Proof. Let us notice that for any x, y ∈ RN , x 6= y, we have
∇yΦk(x, y) =
i
4
kN−2k
(2pi)(N−2)/2

H(1)(N−4)/2(k‖x− y‖)
(k‖x− y‖)(N−2)/2 − (N − 2)
H
(1)
(N−2)/2(k‖x− y‖)
(k‖x − y‖)N/2

 y − x
‖y − x‖ .
We also remark that for N = 2, 3 this reduces to
∇yΦk(x, y) = − i
4
k
[
H
(1)
1 (k‖x− y‖)
] y − x
‖y − x‖ N = 2
and
∇yΦk(x, y) = i
4
√
2pi
k2

 iH(1)1/2(k‖x− y‖)
(k‖x− y‖)1/2 −
H
(1)
1/2(k‖x − y‖)
(k‖x− y‖)3/2

 y − x
‖y − x‖ N = 3.
Then the estimates (5.3) and (5.5) follow by straightforward, although lengthy, compu-
tations. The main ingredient is the asymptotic behavior of Hankel functions Hν(z), with
ν ≥ 0, as z → 0+ and z → +∞. The latter is given in (3.1), while the former is the following
(5.10) H(1)ν (z) ∼


−i 2
pi
log(2/z) for ν = 0
−iΓ(ν)
pi
(2/z)ν for ν > 0
as z → 0+.
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For what concerns (5.4), the estimate follows trivially from this remark. We have that
|H(1)ν (z)|2 is a decreasing function of z > 0 for any fixed ν ≥ 0, see for instance [34, page 446].
This remark and the fact that
|H(1)0 (z)| ∼
2
pi
log(2/z) as z → 0+ and |H(1)0 (z)| ∼
(
2
piz
)1/2
as z → +∞
provide also the correct way to interpret (5.4).
The relationships (5.6) and (5.7) may be proved, for N = 3, by the argument used to
prove Theorem 2.5 in [10]. For N 6= 3, a standard modification is needed.
Finally, (5.8) and (5.9) follow immediately from (5.6) and (5.7), respectively. 
We also need the following easy lemma.
Lemma 5.2 Let Σ ⊂ BR, R > 0, be any scatterer, with no regularity assumption. Let us
fix k > 0 and ω ∈ SN−1. Let R < r1 < r. We let u = u(ω, k,Σ) be the solution to (2.1).
Then there exists a constant C, depending on R, r1 and r only, such that
‖u‖H1(Br1\Σ) ≤ Cmax{1, k}‖u‖L2(Br\Σ).
Proof. We fix r˜ such that R < r1 < r˜ < r, r˜ depending on R, r1 and r only. Then by a
standard Caccioppoli’s inequality, we infer that
‖u‖H1(Br˜\Br1 ) ≤ C1max{1, k}‖u‖L2(Br\Σ),
for some constant C1 depending on R, r1 and r only.
By integrating over Br˜\Br1 in spherical coordinates, we infer that there exists ρ, r1 <
ρ < r˜, such that∫
∂Bρ
|u|2 ≤ 3
r˜ − r 1‖u‖
2
L2(Br\Σ) and
∫
∂Bρ
∣∣∣∣∂u∂ν
∣∣∣∣
2
≤ 3
r˜ − r1C
2
1 max{1, k2}‖u‖2L2(Br\Σ).
Since ∫
Bρ\Σ
‖∇u‖2 = k2
∫
Bρ\Σ
|u|2 +
∫
∂Bρ
∂u
∂ν
u,
the thesis immediately follows. 
Let us remark that, for the same ρ as in the previous proof, if us = us(ω, k,Σ) we have
‖us‖L2(∂Bρ) ≤
(
3
r˜ − r1
)1/2
‖u‖L2(Br\Σ) + (HN−1(∂Bρ))1/2
and ∥∥∥∥∂us∂ν
∥∥∥∥
L2(∂Bρ)
≤
(
3
r˜ − r1
)1/2
C1max{1, k}‖u‖L2(Br\Σ) + k(HN−1(∂Bρ))1/2.
Therefore, since us has the following Helmholtz representation
(5.11) us(x) =
∫
∂Bρ
∂us(y)
∂ν
Φk(x, y) − us(y)∂Φk(x, y)
∂ν(y)
dHN−1(y) ‖x‖ > ρ,
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we can use all the results given in Proposition 5.1. In particular we have for any k > 0
(5.12) ‖A(Σ)(·, ω, k)‖L2(SN−1) ≤
HN−1(SN−1) k
(N−3)/2
2(2pi)(N−1)/2
r˜(N−1)/2
[
k‖us‖L2(∂Bρ) +
∥∥∥∥∂us∂ν
∥∥∥∥
L2(∂Bρ)
]
≤
C(N)
(
kr˜
2pi
)(N−1)/2 [( 3
r˜ − r1
)1/2
(1 + C1max{k−1, 1})‖u‖L2(Br\Σ) + 2(HN−1(∂Br˜))1/2
]
where C(N) = HN−1(SN−1)/2. Furthermore, by (2.5), we also have for any k > 0
(5.13) ‖A(Σ)(·, ω, k)‖2L2(SN−1) = 2
(
2pi
k
)(N−1)/2
ℑ
(
e(N−3)pii/4A(Σ)(ω, ω, k)
)
≤
k−1(HN−1(∂Bρ))1/2
[
k‖us‖L2(∂Bρ) +
∥∥∥∥∂us∂ν
∥∥∥∥
L2(∂Bρ)
]
≤
(HN−1(∂Br˜))1/2
[(
3
r˜ − r1
)1/2
(1 + C1max{k−1, 1)}‖u‖L2(Br\Σ) + 2(HN−1(∂Br˜))1/2
]
.
We can conclude that there exists a constant C, depending on N , R, r and ‖u‖L2(Br\Σ)
only, such that
(5.14) ‖A(Σ)(·, ω, k)‖L2(SN−1) ≤ C for any N ≥ 3 and any k > 0
and
(5.15) ‖A(Σ)(·, ω, k)‖L2(SN−1) ≤ Cmax{k−1/2, 1} for N = 2 and any k > 0.
We continue by establishing suitable a priori estimates on the solutions to direct scatter-
ing problems with sound-soft scatterers. In particular we are interested in the high frequency
asymptotics. The main tool will be provided by the results established by Chandler-Wilde
and Monk, [6].
Let us fix an integer m ≥ 1 and positive constants β, R0, and δ0 such that R0 < R0+δ0 =
R ≤ β. Let us also fix r > R.
We begin with the case in which k lies in a bounded interval, that is we fix constants
0 < k0 < k1 and we denote, for any N ≥ 2,
(5.16) IN =
{
[k0, k1] if N = 2,
(0, k1] if N ≥ 3.
We have the following a priori estimate which follows from arguments used in [15]. We
notice that a much more general class of scatterers may be used, see for instance [30] for
sound-soft scatterers and [26] for the corresponding sound-hard case.
Proposition 5.3 Under the previous notation, there exists a constant C, depending on
N , m, β, R0, R, r and IN only, such that for any k ∈ IN , any ω ∈ SN−1 and any
Σ ∈ X(m,β,R0, δ0) we have
(5.17) ‖u(ω, k,Σ)‖L2(Br\Σ) ≤ C.
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We now consider the high frequency asymptotics. We limit ourselves to the case m ≥ 2
and N = 2, 3. Fix Σ ∈ X(m,β,R0, δ0), k > 0 and ω ∈ SN−1. We have that us = us(ω, k,Σ),
the scattered field of the solution to the direct scattering problem (2.1), may be described
as the sum of a double- and a single-layer potential in the following way
(5.18) us(x) =
∫
∂Σ
ψ(y)
[
∂Φk(x, y)
∂ν(y)
− ikΦk(x, y)
]
dHN−1(y) x ∈ RN\Σ,
where ψ ∈ C0(∂Σ), see for instance [10]. Here ψ solves the following integral equation
(I +Kk − ikSk)ψ = Aψ = −2ui on ∂Σ
where Kk and Sk are the double- and single-layer operators, respectively, defined by, see
Chapter 3 of [10],
Kk(ψ)(x) =
∫
∂Σ
∂Φk(x, y)
∂ν(y)
ψ(y)dHN−1(y), Sk(ψ)(x) =
∫
∂Σ
Φk(x, y)ψ(y)dHN−1(y),
for almost every x ∈ ∂Σ. We also denote for any x ∈ RN\∂Σ
K˜k(ψ)(x) =
∫
∂Σ
∂Φk(x, y)
∂ν(y)
ψ(y)dHN−1(y), S˜k(ψ)(x) =
∫
∂Σ
Φk(x, y)ψ(y)dHN−1(y).
We have that A = A(k,Σ) is bounded and bijective from C0(∂Σ) onto itself and also
from L2(∂Σ) onto itself.
In the following theorem, we state some useful estimates on A(k,Σ)−1, K˜k and S˜k.
Theorem 5.4 Under the previous notation, let m ≥ 2 and N = 2, 3. There exist constants
C˜, depending on N , m, β and R0 only, and C˜1, depending on N , m, β, R0 and r only,
such that for any k satisfying kR0 ≥ 1 and any Σ ∈ X(m,β,R0, δ0) we have
(5.19) ‖A(k,Σ)−1‖L(L2(∂Σ),L2(∂Σ)) ≤ C˜.
Furthermore we also have
(5.20) ‖K˜k‖L(L2(∂Σ),L2(Br\Σ)) ≤ C˜1k
and
(5.21) ‖S˜k‖L(L2(∂Σ),L2(Br\Σ)) ≤ C˜1.
Proof. The estimate (5.19) is an immediate corollary of Theorem 4.3 and Corollary 4.4 in
[6], whereas (5.20) follows from Theorem 5.2 in [25].
For what concerns the estimate on S˜k, the argument depends on the dimension N . For
N = 3 we have that |Φk(x, y)| ≤ Φ0(x, y) = 1/(4pi‖x − y‖), therefore
‖S˜k‖L(L2(∂Σ),L2(Br\Σ)) ≤ ‖S˜0‖L(L2(∂Σ),L2(Br\Σ))
where S˜0 is the corresponding operator with Φk replaced by Φ0, the fundamental solution of
the Laplacian for N = 3. For N = 2 the argument is slightly more involved. We recall that
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|H(1)0 (z)| is a decreasing function of z > 0, therefore, if we set for the time being k0 = 1/R0,
for any k ≥ k0 we have |Φk(x, y)| ≤ |Φk0(x, y)|. Furthermore, there exist positive constants
C1 and C2, depending on R0 and r only, such that for any x, y ∈ Br ⊂ R2 we have
|Φk0(x, y)| ≤ C1Φ0(x, y) +C2
where Φ0(x, y) = −(2pi)−1 log(‖x − y‖) is the fundamental solution of the Laplacian for
N = 2. Here we have made use of (5.10). Therefore, for any x ∈ Br\Σ and any k ≥ k0, we
have
|S˜k(ψ)(x)| ≤
∫
∂Σ
|Φk0(x, y)||ψ(y)|dHN−1(y) ≤ C1S˜0(|ψ|)(x) + C2E1/2‖ψ‖L2(∂Σ),
E as in (2.22), and the conclusion immediately follows. 
We may conclude with our a priori estimates stating the following result.
Corollary 5.5 Under the previous notation, let m ≥ 2 and N = 2, 3.
There exists a constant C1, depending on N , m, β, R0, δ0 and r only, such that for any
k satisfying kR0 ≥ 1, any ω ∈ SN−1 and any Σ ∈ X(m,β,R0, δ0) we have the following
estimates. We let u = u(ω, k,Σ), us = us(ω, k,Σ) and us∞ = us∞(ω, k,Σ). Then
(5.22) ‖u(ω, k,Σ)‖L2(Br\Σ) ≤ C1k
and, for any x ∈ G = RN\Σ, if d = dist(x,Σ) we have
(5.23) |us(x)| ≤ 4CC˜E
[
max
{
1
dN−1
,
(
k
d
)(N−1)/2}]
for N = 3,
and
(5.24) |us(x)| ≤ 2C˜E
[
(1/4)k|H(1)0 (kd)| +Cmax
{
1
dN−1
,
(
k
d
)(N−1)/2}]
for N = 2,
where C is as in Proposition 5.1. Notice that, if we fix d0 > 0, then
k|H(1)0 (kd)| ≤ Cˆ
√
k
d
≤ Cˆmax
{
1
d
,
√
k
d
}
for any d ≥ d0
where Cˆ depends on d0/R0 only. Finally, we have for any xˆ ∈ SN−1
(5.25) |us∞(xˆ)| ≤ 2
k(N−1)/2
(2pi)(N−1)/2
C˜E
hence by (2.5)
(5.26) ‖us∞‖2L2(SN−1) ≤ 4C˜E.
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Proof. We sketch the proof only of estimate (5.22), all the others follow in a standard way
from the previously stated results.
We notice that if ψ = A(k,Σ)−1(−2ui), then
(5.27) ‖ψ‖L2(∂Σ) ≤ 2C˜(HN−1(∂Σ))1/2 ≤ 2C˜E1/2,
where C˜ is as in (5.19) and E is as in (2.22).
From (5.18) we have
‖us(ω, k,Σ)‖L2(Br\Σ) ≤
[
‖K˜k‖L(L2(∂Σ),L2(Br\Σ)) + k‖S˜k‖L(L2(∂Σ),L2(Br\Σ))
]
‖ψ‖L2(∂Σ).
Recalling that ‖ui‖L2(Br\Σ) ≤ |B1|1/2rN/2, the estimate (5.22) follows then from (5.20),
(5.21) and (5.27). 
We remark that with the use of Corollary 5.5 and of the results obtained by coupling
Proposition 5.1, Lemma 5.2 and the following discussion, in particular (5.14) and (5.15),
with Proposition 5.3, we may obtain a priori estimates for solutions of the direct scattering
problem (2.1) for any k > 0 if N = 3 and for any k ≥ k0 for N = 2, k0 being a fixed positive
constant. We also notice that an estimate related to (5.26) in the high frequencies regime
was obtained in [20].
Under the previous notation, letm ≥ 1 andN ≥ 2. We consider Σ1, Σ2 ∈ X(m,β,R0, δ0)
and we call K the convex hull of Σ1 ∪ Σ2. We begin by observing that K is closed, convex
with not empty interior. Moreover, BR0 ⊂ K ⊂ BR.
We fix k > 0 and ω ∈ SN−1. Let u1 = u(ω, k,Σ1) and u2 = u(ω, k,Σ2) be the solutions
to (2.1) with Σ replaced by Σ1 and Σ2 respectively. Let the corresponding scattered fields
be denoted by us1 = u
s(ω, k,Σ1) and u
s
2 = u
s(ω, k,Σ2) and their far-field patterns by
A(Σ1)(·, ω, k) and A(Σ2)(·, ω, k) respectively. We call v = u1 − u2 = us1 − us2. Obviously,
v = v(ω, k).
We wish to estimate v outside K in terms of the difference between the far-field patterns
A(Σ1)(·, ω, k) and A(Σ2)(·, ω, k). We are clearly interested only in the high frequencies
regime. Therefore, let z0, C0 and A0 be as in Theorem 3.9 and such that (4.18) and (4.19)
are satisfied. We fix a constant k0 ≥ 1 such that k0R0 ≥ z0. We fix ρ1 = B˜0(R + 1), where
B˜0 is as in (4.36).
We begin with the following remark. There exists ρ0, R < ρ0 < R+ 1, such that
(5.28)
∫
∂Bρ0
|v|2 ≤
∫
BR+1\BR
|v|2.
Then ρ1 = B0ρ0 where B˜0 ≤ B0 ≤ B˜0(R+ 1)/R.
We assume that k ≥ k0 and that for some ε > 0 and M > 0 we have
(5.29) ‖A(Σ1)(·, ω, k) −A(Σ2)(·, ω, k)‖L2(SN−1) ≤ ε, ‖v‖L2(BR+1)\BR ≤M.
and we assume that ε ≤ M . Then for any B˜1 ≥ B˜0 we set ρ2 = B˜1(R + 1) = B1ρ0 where
B˜1 ≤ B1 ≤ B˜1(R+ 1)/R. We assume, for the time being, that
(5.30) ‖v‖L2(Bρ2\Bρ1 ) ≤ η1(ε, k,M, B˜1).
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We note that the results of the previous section allow us to estimate precisely η1(ε, k,M, B˜1).
Our aim is to estimate v up to the boundary of K and precisely on the following set Bρ1\K.
We shall use the results in [33], a consequence of those in [12].
We begin with the following intermediate case. Let us take P ∈ ∂K. Let pi be a support-
ing hyperplane for K passing through P and let S+ be the open half-space with boundary
pi not intersecting K. We wish to estimate the L2 norm of v on Bρ1 ∩ S+. We argue in the
following way. Let ν be the normal to pi pointing inside S+ and let P1 be the point of pi
intersecting the half-line l = {sν : s ≥ 0}. We notice that 0 < R0 ≤ ‖P1‖ ≤ R. For any
fixed r, ρ1+1 ≤ r ≤ ρ1+2, we consider the open cylinder Tr, contained in S+, whose lower
base is contained in pi, is centered in P1 and has radius r, and whose height is r. We call Γr
its upper base, that is the one contained in S+. Let us now fix
(5.31) B˜1 = 2B˜0 + 5 and ρ2 = B˜1(R + 1).
We notice that for any r, ρ1 + 1 ≤ r ≤ ρ1 + 2, we have
Bρ1 ∩ S+ ⊂ Tr ⊂ Bρ2−1 ∩ S+ and Γr ⊂ Bρ2−1\Bρ1+1.
Then, by the same argument used in Lemma 5.2, we infer that there exists r, ρ1 + 1 <
r < ρ1 + 2, such that
(5.32)
∫
Γr
|v|2 ≤ 3‖v‖2
L2(Bρ2\Bρ1 )
and
∫
Γr
|∇v|2 ≤ 3C21k2‖v‖2L2(Bρ2\Bρ1 )
for some constant C1 depending on N , R0 and δ0 only. We conclude that
(5.33) ‖v‖L2(Γr) + ‖∇v‖L2(Γr) ≤
√
3(1 + C1k)‖v‖L2(Bρ2\Bρ1) ≤ C2kη1(ε, k,M, B˜1)
where C2 =
√
3(1 + C1).
Finally, let us assume that for some constant M˜ , ε ≤ M˜ , we have
(5.34) ‖u1‖L2(Bρ2\Σ1), ‖u2‖L2(Bρ2\Σ2) ≤ M˜/2
hence, again by Lemma 5.2, there exists a constant C3, depending on N , R0 and δ0 only,
such that
(5.35) ‖v‖H1(Tr) ≤ C3kM˜ .
Let us also notice that we can assume
M ≤ M˜.
We obtain the following lemma, an immediate consequence of Theorem 1.1 in [33].
Lemma 5.6 Under the previous notation and assumptions, let us assume that ε ≤M ≤ M˜
and that
η1 = η1(ε, k, M˜ , B˜1) ≤ (C3/C2)M˜.
Then we have that for any k ≥ k0
(5.36) ‖v‖L2(Bρ1∩S+) ≤ C4η2(ε, k, M˜ )
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where C4 depends on N , R0 and δ0 only and
(5.37) η2(ε, k, M˜ ) =

C22k2η21 + C23k2M˜2(
− log
(
(C2/C3)η1/M˜
)
+ k
)1/8


1/2
.
To proceed further we need to make the following additional assumption, namely that
m ≥ 2. Let us begin by studying some geometrical properties of K, the convex hull of
Σ1 ∪ Σ2. Let P be any point belonging to ∂K. Without loss of generality, let us assume
that P = s0eN , where s0 > 0 and e1, . . . , eN denote the canonical base in R
N . Then there
exist constants r0 > 0 and θ0, 0 < θ0 < pi/2, depending on m, β, R0 and δ0 only, such
that the following holds. There exists a point Q, depending on P , such that ‖P −Q‖ = r0,
Br0(Q) ⊂ K and finally the angle between −eN and the vector Q − P is at most θ0. We
immediately infer a few interesting properties. First of all, there exists a unique supporting
hyperplane for K passing through P , the hyperplane whose normal is given by the vector
Q − P . For any direction xˆ ∈ SN−1 there exists a unique s0(xˆ) > 0 such that sxˆ ∈ K for
any 0 ≤ s ≤ s0(xˆ) and sxˆ 6∈ K for any s > s0(xˆ). Clearly P (xˆ) = s0(xˆ)xˆ is the only one of
these points belonging to ∂K and R0 ≤ s0(xˆ) ≤ R for any xˆ ∈ SN−1. For any xˆ ∈ SN−1 we
denote by pi(xˆ) the unique supporting hyperplane for K passing through P (xˆ) and by S+(xˆ)
the open half-space with boundary pi(xˆ) not intersecting K. A further crucial geometrical
property of K is given in the following lemma.
Lemma 5.7 Let m ≥ 2 and N ≥ 2. Let us consider Σ1, Σ2 ∈ X(m,β,R0, δ0) and let K be
the convex hull of Σ1 ∪ Σ2.
Let xˆ ∈ SN−1 and let P = P (xˆ) = s0(xˆ)xˆ belong to ∂K. For any d > 0 we denote
Pd = (s0(xˆ) + d)xˆ.
Then there exists a positive constant E0, depending on N , m, β, R0 and δ0 only, such
that
(5.38) HN−1 ({xˆ1 ∈ SN−1 : Pd ∈ S+(xˆ1)}) ≥ E0min{d(N−1)/2, 1}.
Proof. We sketch the proof of the lemma. First of all we notice that the distance of Pd
from Q is bounded from below by r0+cos(θ0)d and from above by r0+d. Let us call T
+ the
portion of ∂Bρ0(Q) that is formed by points x ∈ ∂Bρ0(Q) such that the segment connecting
x to Pd intersects ∂Bρ0(Q) only at x. A simple computation shows that
HN−1(T+) ≥ E1min{d(N−1)/2, 1}
where E1 is a positive constant depending on N , m, β, R0 and δ0 only. In fact, T
+ is the
intersection of ∂Bρ0(Q) with a symmetric cone with vertex in Q and bisecting line passing
through Pd and whose amplitude is given by an angle α, α being of the order of
√
d
Let pi(xˆ) be the supporting hyperplane at P . Let us call D the open region which is
enclosed by ∂Bρ0(Q) and all tangent lines to ∂Bρ0(Q) passing through Pd. Notice that this
is a portion of a symmetric cone with vertex in Pd and bisecting line l containing Q. We
wish to prove that
(5.39) HN−1(pi(xˆ) ∩D) ≥ E2min{d(N−1)/2, 1}
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where E2 is a positive constant depending on N , m, β, R0 and δ0 only. In order to prove
this property, let us begin with the following intermediate step. We call Π the plane of RN
containing P and Q, and consequently Pd. Let us take the two points x1 and x2 which
are the intersections of pi(xˆ) with the two lines in Π passing through Pd and tangent to
Bρ0(Q) ∩ Π. It is convenient to perform a rigid change of variables such that, in this new
coordinate system, Q = 0 and eN = Pd −Q/‖Pd −Q‖. We show that
‖x1 − x2‖ ≥ E3min{
√
d, 1}
where E3 is a positive constant depending on m, β, R0 and δ0 only. In order to prove this,
we begin with the case in which P belongs to the segment connecting Q to Pd. Then a
simple geometric construction, using the properties of the angle α defined before, implies
that ‖x1 − x2‖ = 2‖x1 − P‖ and a1 = ‖x1 − P‖ is of order
√
d. In the general case, we
always have that ‖x1 − x2‖ ≥ a1. Let us notice that this concludes the proof of (5.39) at
least for N = 2.
For N > 2, the key step, which follows from elementary calculations, is to prove that
the distance of P from the line l passing through Q and Pd is bounded by a constant times
d. Then we take the point x3 which is the intersection of the segment connecting x1 to x2
with l. Then we construct the point x4 which is one of the intersections of ∂D∩Π with the
hyperplane passing through x3 with normal Pd − Q. Another computation leads to show
that ‖x3 − x4‖ is of order
√
d. From this last property (5.39) easily follows.
For any xˆ1 ∈ SN−1, let us call l(xˆ1) = {x = sxˆ1 : s ≥ 0}. We have that if l(xˆ1) intersects
pi(xˆ) ∩D then Pd ∈ S+(xˆ1). Then the thesis immediately follows from (5.39). 
We now finally restrict ourselves to N = 2, 3,m ≥ 2 and k0 ≥ 1 such that k0R0 ≥ z0 ≥ 4.
We let k ≥ k0 and, first of all, by (5.22), we can estimate M˜ as follows
(5.40) M˜ ≤ C5k
where C5 depends on N , m, β, R0 and δ0 only.
Then we proceed in the following manner. For any direction xˆ ∈ SN−1, the previous
Lemma 5.6 allows us to estimate∫
Bρ1∩S+(xˆ)
|v|2 =
∫
S+(xˆ)
|v|2(x)χBρ1 (x)dx ≤ C24η22(ε, k, M˜ )
where χ denotes characteristic functions. Therefore∫
SN−1
(∫
S+(xˆ)
|v|2(x)χBρ1 (x)dx
)
dHN−1(xˆ) ≤ HN−1(SN−1)C24η22(ε, k, M˜ ).
But, by Fubini’s Theorem,∫
SN−1
(∫
S+(xˆ)
|v|2(x)χBρ1 (x)dx
)
dHN−1(xˆ) =
∫
SN−1
(∫
RN
|v|2(x)χBρ1 (x)χS+(xˆ)(x)dx
)
dHN−1(xˆ) =∫
RN
|v|2(x)χBρ1 (x)
(∫
SN−1
χS+(xˆ)(x)dHN−1(xˆ)
)
dx =∫
Bρ1
|v|2(x)f(x)dx =
∫
Bρ1\K
|v|2(x)f(x)dx
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where for any x ∈ RN
f(x) =
∫
SN−1
χS+(xˆ)(x)dHN−1(xˆ)
and we used the fact that f(x) = 0 for any x ∈ K.
Then let us fix a constant µ, 0 < µ ≤ 1. By a repeated use of Ho¨lder inequality we have
(5.41)
∫
Bρ1\K
|v| ≤
(∫
Bρ1\K
|v|2f
)a1 (∫
Bρ1\K
|v|2
)a2 (∫
Bρ1\K
f−γ
)1/2
where 0 < γ ≤ 1, a1 + a2 = 1/2 and their are given by the following formulas
(5.42) γ =
µ
2− µ, a1 =
µ
2(2 − µ) , a2 =
1− µ
2− µ.
The crucial remark is the following. For any 0 < µ < 1 we have that γ = µ/(2− µ) < 1
and there exists a constant F (µ), depending on µ, N , m, β, R0 and δ0 only, such that
(5.43)
∫
Bρ1\K
f−γ ≤ F (µ).
We have that (5.43) follows from Lemma 5.7 and this construction. We integrate in spherical
coordinates
(5.44)
∫
Bρ1\K
f−γ =
∫
SN−1
(∫ ρ1
s0(xˆ)
f−γ(sxˆ)sN−1ds
)
dHN−1(xˆ) ≤
∫
SN−1
(∫ ρ1−s0(xˆ)
0
(E0min{s(N−1)/2, 1})−γ(s0(xˆ) + s)N−1ds
)
dHN−1(xˆ) ≤ F (µ).
Let us note that, for N = 2, F (1) is also bounded therefore we may allow µ = 1, hence
γ = 1, a1 = 1/2, and a2 = 0.
Then, setting C6 = C
2
4HN−1(SN−1) and recalling Lemma 5.6, we may conclude that
(5.45)
∫
Bρ1\K
|v| ≤


F (1)1/2C
1/2
6 η2(ε, k, M˜ ) N = 2
F (µ)1/2Ca16 M˜
2a2(η2(ε, k, M˜ ))
2a1 N = 3, 0 < µ < 1.
Thus we have proved the following stability result.
Theorem 5.8 Under the previous notation and assumptions, let us assume that N = 2, 3,
m ≥ 2 and k0 ≥ 1 such that k0R0 ≥ z0 ≥ 4. We let k ≥ k0, ω ∈ SN−1 and Σ1 and
Σ2 ∈ X(m,β,R0, δ0).
Then there exist positive constants C1, . . . , C6, depending on N , m, β, R0 and δ0 only,
such that the following holds.
Let us assume that
‖A(Σ1)(·, ω, k) −A(Σ2)(·, ω, k)‖L2(SN−1) ≤ ε ≤ C5k
and that
η1(ε, k, C5k, B˜1) ≤ (C3/C2)C5k.
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Then we have the stability estimate
(5.46) ‖u1 − u2‖L1(Bρ1\K) ≤ η
(
‖A(Σ1)(·, ω, k) −A(Σ2)(·, ω, k)‖L2(SN−1)
)
where η satisfies the following. Let η2 = η2(ε, k, C5k) be given as in Lemma 5.6.
For N = 2, we have
(5.47) η(ε) ≤ F (1)1/2C1/26 η2(ε, k, C5k).
For N = 3, fixed µ, 0 < µ < 1, we have
(5.48) η(ε) ≤ F (µ)1/2Ca16 C2a25 k2a2(η2(ε, k, C5k))2a1 ,
where a1 and a2 are given in (5.42).
We conclude this section by making the stability estimate of Theorem 5.8 more explicit
at least in the extremely high frequencies regime. Namely, let us assume that N = 2, 3,
m ≥ 2 and k0 ≥ 1 such that k0R0 ≥ z0 ≥ 4. We let k ≥ k0, ω ∈ SN−1 and Σ1 and
Σ2 ∈ X(m,β,R0, δ0).
We begin by noticing that (4.44) holds for any k ≥ k0, with τ = 1 and a constant
depending on N , m, β, R0 and δ0 only, namely
M ≤ M˜ ≤ C5k,
C5 as in the previous theorem. Hence, if ε ≤ 1/e and
k ≥ C˜0
log(4/3)B˜0R0
log(1/ε),
we can apply Corollary 4.4 and obtain that
η1(ε, k, C5k) ≤
(
(ρ2 − ρ1)(A˜B˜1(R+ 1)(1 + C(1)C25 (C˜0/B˜0R0)2)/R)
)1/2
ε = C8ε,
where C(1) is an absolute constant and C8 clearly depends on N , m, β, R0 and δ0 only.
Hence, if ε ≤ C3C5k/(C2C8), we have that
(5.49) ‖u1 − u2‖L1(Bρ1\K) ≤
F (µ)1/2Ca16 C
2a2
5 k
2a2
(
(C2C8)
2k2ε2 +
(C3C5)
2k4
(− log (C2C8ε/(C3C5k)) + k)1/8
)a1
where 0 < µ < 1 for N = 3 and µ = 1 for N = 2.
We notice that we have an estimate with an explicit dependence on k, in the extremely
high frequencies regime. However we have to point out that we do not have any increasing
stability phenomenon as k grows.
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6 Instability for the inverse scattering problem
In this section we fix N = 2, 3. We also fix an integer m ≥ 2 and positive constants β and
R0. We fix δ0 > 0 as defined in Proposition 2.1 and we set R = R0 + δ0. We fix a positive
constant k0 and we denote
(6.1) I˜N =
{
[k0,+∞) if N = 2,
(0,+∞) if N = 3.
We fix Σ ∈ X(m,β,R0, δ0) and we consider its far-field pattern A(Σ) and its decompo-
sition in spherical harmonics. Then, by (2.17) and (2.18) we have, for any ω ∈ SN−1, any
k > 0, any index i, and any r > R
|b˜i(ω, k)| ≤
√
2
pi
k−(N−1)/2
(kr)(N−2)/2
|H(1)γ(vi)+(N−2)/2(kr)|
∣∣∣∣
∫
SN−1
us(rxˆ;ω, k,Σ)vi(xˆ)dxˆ
∣∣∣∣ .
Hence, by collecting the estimates of the previous section, we have for any ω ∈ SN−1, any
k ∈ I˜N , and any index i
|b˜i(ω, k)| ≤ C1(kr)−1/2 1|H(1)γ(vi)+(N−2)/2(kr)|
max{1, k(N−1)/2}, for any r ≥ R+ 1,
where C1 depends on N , m, β, R0, R and, only if N = 2, k0. We call R˜ = R+1. If k ≤ 1/R˜
we choose r = 1/k and we obtain
|b˜i(ω, k)| ≤ C1|H(1)γ(vi)+(N−2)/2(1)|
, for k ∈ I˜N , k ≤ 1/R˜.
If k ≥ 1/R˜ we choose r = R˜ and we obtain
|b˜i(ω, k)| ≤ C1 (kR˜)
(N−2)/2
|H(1)γ(vi)+(N−2)/2(kR˜)|
, for k ∈ I˜N , k ≥ 1/R˜.
Finally, if we set z(k) = max{1, kR˜}, we have for any ω ∈ SN−1 and any index i
(6.2) |b˜i(ω, k)| ≤ C1 (z(k))
(N−2)/2
|H(1)γ(vi)+(N−2)/2(z(k))|
, for k ∈ I˜N .
On the other hand, we also have for any ω ∈ SN−1 and any index i
(6.3) |b˜i(ω, k)| ≤ C2, for k ∈ I˜N
where C2 depends on N , m, β, R0, R and, only if N = 2, k0.
Then we use Corollary 3.8 and Theorem 3.9 to obtain the following result. For any
k ∈ I˜N , and any arbitrary ω ∈ SN−1, we have two different cases. For any index i such that
γ(vi) ≥ ez(k) we have
(6.4) |b˜i(ω, k)| ≤ C3(z(k))(N−1)/2
(
aν(i)
ez(k)
)−(ν(i)−1/2)
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where ν(i) = γ(vi)+ (N − 2)/2, a = 1+
√
e2 − 1/e and C3 depends on N , m, β, R0, R and,
only if N = 2, k0. Let us also notice that ν(i) ≥ e, therefore ν(i)− 1/2 ≥ 2 and, obviously,
aν(i)/(ez(k)) ≥ a > 1.
We note that there exists a constant c˜ ≥ 1, depending on N only, such that for any
z ≥ 1 and any t such that t ≥ c˜ez we have
z(N−1)/2 (a(t+ (N − 2)/2)/(ez))−(t+(N−2)/2−1/2) ≤ z(N−1)/2 (at/(ez))−(t+(N−2)/2−1/2) ≤ 1.
We notice that, since e log(a) > 1, for N = 2, 3 we may actually choose c˜ = 1. On the other
hand, we recall that for any index i we have (6.3).
Let C˜ = (HN−1(SN−1)1/2max{C2, C3}. Obviously, C˜ depends on N , m, β, R0, R and,
only if N = 2, k0. Without loss of generality we may assume that C˜ ≥ 2.
By the reciprocity relation (2.4) we conclude that for any k ∈ I˜N , and for any indexes
i, l, we have
(6.5) |bi,l(k)| ≤ C˜
and for any k ∈ I˜N , and for any indexes i, l such that max{γ(vi), γ(vl)} ≥ c˜ez(k), we have
(6.6) |bi,l(k)| ≤ C˜(z(k))(N−1)/2
(
amax{γ(vi), γ(vl)}
ez(k)
)−(max{γ(vi),γ(vl)}+(N−3)/2)
≤ C˜.
For any Σ ∈ X(m,β,R0, δ0) and any k ∈ I˜N , we have A(Σ)(·, ·, k) ∈ Ys(SN−1 × SN−1)
for any s ≥ 0. We also recall that, again for any s ≥ 0,
‖A(Σ)(·, ·, k)‖Hs = ‖A(Σ)(·, ·, k)‖Hs(SN−1×SN−1) ≤ C4‖A(Σ)(·, ·, k)‖s
where C4 = 4.
For any fixed k ∈ I˜N , we denote the set
Y˜ (k) = {A(Σ)(·, ·, k) : Σ ∈ X(m,β,R0, δ0)}.
We notice that for any fixed s ≥ 0, Y˜ (k) ⊂ Hs(SN−1 × SN−1) and it may be considered as
a metric space endowed with the distance induced by the Hs norm. We recall that, for a
given positive ε, a subset Y˜ ′ ⊂ Y˜ (k) is an ε-net for Y˜ (k), with respect to the Hs norm, if
for every y ∈ Y˜ (k) there exists y′ ∈ Y˜ ′ whose Hs distance from y is less than or equal to ε.
Before stating the main instability theorem, let us introduce the following notation. We
begin by noticing that for any t such that t ≥ max{c˜ez(k), 2s +N} we have that
f(t) = (1 + t)2s+N−1/2
(
at
ez(k)
)−(t+(N−3)/2)
is a decreasing function of t. We call
(6.7) ε˜(k) = 2C4C˜(z(k))
(N−1)/2f(max{c˜e2, 4s + (3N/2) + 1}z(k)).
Let us notice that ε˜(k) is a decreasing function of k which goes to 0 as k →∞. Finally, we
denote
(6.8)
B˜(s) = max{c˜e2, 4s+ (3N/2) + 1} Z(k) = B˜(s)max{1, (R + 1)k}
C5 = (2C4)(2C˜ + 1).
We observe that B˜(s) depends on s and N only, whereas C5 depends on N , m, β, R0, R
and, only if N = 2, k0.
43
Theorem 6.1 Fixed s ≥ 0 and k ∈ I˜N , for every ε, 0 < ε < 1/e, there exists δ = δ(ε, k),
0 < δ ≤ δ0, and two obstacles Σ1 and Σ2 belonging to X(m,β,R0, δ) such that
(6.9) dH(Σ1,Σ2) ≥ δ and ‖A(Σ1)(·, ·, k) −A(Σ2)(·, ·, k)‖Hs(SN−1×SN−1) ≤ 2ε.
If ε ≥ ε˜(k), then
(6.10) δ(ε, k) = δ0
2−m(N+3)/(N−1)
(1 + Z(k))2m
[
log
(
C5(1 + Z(k))
(2s+N−1/2)/ε
)]−m/(N−1)
,
hence
(6.11) dH(Σ1,Σ2) ≥
δ0
2−m(N+3)/(N−1)
(1 + Z(k))2m
[
log
(
2C5(1 + Z(k))
(2s+N−1/2)
‖A(Σ1)(·, ·, k) −A(Σ2)(·, ·, k)‖Hs
)]−m/(N−1)
.
If 0 < ε < ε˜(k), then
(6.12) δ(ε, k) = δ0
2−m(N+3)/(N−1)
(1 + t˜)2m
[
log
(
C5(1 + t˜)
(2s+N−1/2)/ε
)]−m/(N−1)
hence
(6.13) dH(Σ1,Σ2) ≥
δ0
2−m(N+3)/(N−1)
(1 + t˜)2m
[
log
(
2C5(1 + t˜)
(2s+N−1/2)
‖A(Σ1)(·, ·, k) −A(Σ2)(·, ·, k)‖Hs
)]−m/(N−1)
,
where t˜ > Z(k) satisfies
(6.14) 2C4C˜(z(k))
(N−1)/2f(t˜) = ε.
Proof. Let us then fix s ≥ 0, k ∈ I˜N , and ε, 0 < ε < 1/e. The crucial step is constructing
an ε-net for Y˜ (k), with respect to the Hs norm, and estimating its number of elements. We
distinguish two regimes. First we treat the case when ε ≥ ε˜(k), then we shall deal with the
case 0 < ε < ε˜(k).
If ε ≥ ε˜(k), for any integer n such that n ≥ Z(k) we have
2C4C˜(z(k))
(N−1)/2f(n) ≤ ε˜(k) ≤ ε.
Let n˜ be the integer part of Z(k). Let ε′ = (1+n˜)−(2s+N−1/2)ε/(2C4) and Ψε = [−C˜, C˜]∩
ε′Z. We remark that Ψε is a finite subset of R and we have that #Ψε ≤ (2C˜ + 1)/ε′.
Let us define the following subset of L2(SN−1 × SN−1)
Yˆ (ε) = {g ∈ L2(SN−1× SN−1) : ai,l ∈ Ψε if max{γ(vi), γ(vl)} ≤ n˜ and ai,l = 0 otherwise}.
We may count the number of elements of Yˆ (ε) as follows. If we set
s = #{(i, l) : max{γ(vi), γ(vl)} ≤ n˜}
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we obtain that
s ≤ 4(1 + n˜)2N−2.
Then we have that #Yˆ (ε) = (#Ψε)
s and hence
#Yˆ (ε) ≤ ((2C˜ + 1)/ε′)s ≤
(
(2C4)(2C˜ + 1)(1 + n˜)
(2s+N−1/2)/ε
)s
≤(
C5(1 + n˜)
(2s+N−1/2)/ε
)4(1+n˜)2N−2
.
It is now easy to construct an ε-net for Y˜ (k) with respect to the Hs norm with at most
exp
(
4(1 + Z(k))2N−2 log
(
C5(1 + Z(k))
(2s+N−1/2)/ε
))
elements, see for instance the proof of Lemma 2.3 in [11].
We conclude the proof of the theorem in the first regime. Let us assume that there exists
δ, 0 < δ ≤ δ0, such that
exp(2−N (δ0/δ)(N−1)/m) > exp
(
4(1 + Z(k))2N−2 log
(
C5(1 + Z(k))
(2s+N−1/2)/ε
))
.
Then, there exist two elements Σ1 and Σ2 of X(m,β,R0, δ) satisfying (6.9). This is true if
2−N (δ0/δ)(N−1)/m > 4(1 + Z(k))2N−2 log
(
C5(1 + Z(k))
(2s+N−1/2)/ε
)
that is, for instance, when δ is given by (6.10). Therefore, also (6.11) immediately follows
and the theorem is fully proved in the first regime.
Let us now consider the second regime, that is when 0 < ε < ε˜(k). Let t˜ > Z(k) be
such that 2C4C˜(z(k))
(N−1)/2f(t˜) = ε. Then we repeat exactly the same procedure just by
replacing n˜ with the integer part of t˜ and the proof is concluded. 
We conclude this section with a few comments on the results contained in the previous
instability theorem. First of all we make estimates (6.12) and (6.13) more readable by
estimating in a suitable way t˜. In the theorem, we are assuming the wavenumber k fixed
and we are establishing how the instability changes with respect to the error ε. However,
in order to understand the high frequency asymptotics, we then consider ε to be fixed and
discuss the changes in the instability as k increases.
We being with the first remark. We notice that, since ε < ε˜(k), we have t˜ ≥ Z(k) and
consequently
f(t˜) ≤ f1(t˜) =
(
3ez(k)
2a
)2s+N−1/2( at˜
ez(k)
)−t˜/2
.
It is enough to find tˆ such that
2C4C˜(z(k))
(N−1)/2f1(tˆ) = ε
to deduce that Z(k) ≤ t˜ ≤ tˆ. Hence our result holds true if we replace t˜ with tˆ in (6.12) and
(6.13). Finally, a straightforward computation shows that
tˆ ≤ 2 log
(
b˜(k, s)
ε
)
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where
(6.15) b˜(k, s) = 2C4C˜(3e/(2a))
2s+N−1/2(z(k))2s+(3N/2)−1 .
Let us now notice that
(6.16) C5(1 + t˜)
2s+N−1/2/ε =
2C˜ + 1
C˜(z(k))(N−1)/2
(
at˜
ez(k)
)t˜+(N−3)/2
.
We deduce that
C5(1 + t˜)
2s+N−1/2/ε ≤ 2C˜ + 1
C˜(z(k))(N−1)/2
(
atˆ
ez(k)
)(8/3)(tˆ/2)
=
2C˜ + 1
C˜(z(k))(N−1)/2
(
b˜(k, s)
ε
)8/3
.
Since C˜ ≥ 2 and z(k) ≥ 1 we conclude that we can replace δ(ε, k) in (6.12) by
δ =
δ0
2m(N+3)/(N−1)
(
1 + (8/3) log
(
b˜(k, s)
ε
))−2m−m/(N−1)
and (6.13) may be replaced by
dH(Σ1,Σ2) ≥
δ0
2m(N+3)/(N−1)
(
1 + (8/3) log
(
2b˜(k, s)
‖A(Σ1)(·, ·, k) −A(Σ2)(·, ·, k)‖Hs
))−2m−m/(N−1)
where b˜(k, s) is as in (6.15).
Let us now consider a fixed ε, 0 < ε < 1/e. Let us consider that for some k ∈ I˜N we
have ε˜(k) > ε, otherwise we have that ε ≥ ε˜(k) for any k ∈ I˜N and it is easy to understand
the instability behavior since we are always in the first regime and (6.10) and (6.11) apply.
Then let k(ε) ∈ I˜N be the first k ∈ I˜N such that ε˜(k(ε)) = ε. An easy computation
shows that k(ε) grows essentially like a constant times log(1/ε). As long as k < k(ε) we have
that the improvement in the instability as k increases is not very big since we need to use
(6.12) and (6.13). Let us notice that as k < k(ε) we have Z(k) < t˜ ≤ Z(k(ε)), therefore as
k < k(ε) increases and converges to k(ε) we have that t˜ increases and converges to Z(k(ε)).
From k(ε) onwards, that is in the very high frequencies regime, (6.10) and (6.11) apply and
the improvement in the instability is more evident. We state these observations in this final
corollary.
Corollary 6.2 Let us fix ε, 0 < ε < 1/e. Let us assume that for some k ∈ I˜N we have
ε˜(k) > ε and let k(ε) ∈ I˜N be the first k ∈ I˜N such that ε˜(k(ε)) = ε.
If k < k(ε), then
δ =
δ0
2m(N+3)/(N−1)
(
1 + (8/3) log
(
b˜(k, s)
ε
))−2m−m/(N−1)
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hence
dH(Σ1,Σ2) ≥
δ0
2m(N+3)/(N−1)
(
1 + (8/3) log
(
2b˜(k, s)
‖A(Σ1)(·, ·, k) −A(Σ2)(·, ·, k)‖Hs
))−2m−m/(N−1)
where b˜(k, s) is as in (6.15).
If k ≥ k(ε), then
δ = δ0
2−m(N+3)/(N−1)
(1 + Z(k))2m
[
log
(
C5(1 + Z(k))
(2s+N−1/2)/ε
)]−m/(N−1)
,
hence
dH(Σ1,Σ2) ≥
δ0
2−m(N+3)/(N−1)
(1 + Z(k))2m
[
log
(
2C5(1 + Z(k))
(2s+N−1/2)
‖A(Σ1)(·, ·, k) −A(Σ2)(·, ·, k)‖Hs
)]−m/(N−1)
.
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