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The universe is information and we are stationary in it, not three-dimensional and not in
space or time. The information fed to us we hypostatize into the phenomenal world.
Philip K. Dick
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SUMMARY
A large scale quantum computer would be able to solve many problems that remain
intractable for modern classical computers. In order to build such a machine, the quantum
system must be protected from environmental influences that lead to errors that can destroy
the fragile quantum information. Topological quantum error correction codes are a leading
candidate for handling errors that occur during a computation. However, these codes can
only handle errors within the computational subspace.
Leakage is a particularly damaging error that occurs when the qubit leaves the defined
computational space. Leakage errors limit the effectiveness of quantum error correcting
codes by spreading additional errors to other qubits and corrupting syndrome measure-
ments. Leakage errors are typically handled by implementing leakage reducing circuits
(LRCs) which convert leakage errors into Pauli errors at the cost of additional overhead.
How leakage is modeled greatly affects how much leakage reduction is needed and the cost
of overhead can become quite expensive.
Accurately describing the behavior of leakage errors is crucial when designing and
implementing LRC’s in a system. The leakage model can affect qubit choice, syndrome
extraction circuits and the most effective error correction code. In this dissertation, we
shall discuss several different methods for handling and mitigating leakage in topological





Computers have completely changed the world. Since their first realization in the 1940’s,
they have continued to become more and more sophisticated not only in their design but
also in the problems they can solve. These machines that were once the size of a room and
reserved for the privileged few, now fit in the palm of our hand and are utilized everyday
by nearly everyone.
However the modern computer, the so called ”classical” computer, is approaching its
limits, both in size and ability to solve more complex problems. A computer’s computa-
tional capacity is directly related to the number of transistors on its integrated circuits and
this has doubled every few years as predicted by Moore’s law [1, 2, 3]. But as the number
of transistors grow, the size of the transistors continue to shrink and we are approaching
the regime where quantum effects become important. Furthermore, despite the increase in
computational power, there are still notable problems that remain intractable for the classi-
cal computer. Many algorithms exist for solving these problems but the time and memory
requirements for computation scale exponentially with the problem size.
Quantum computing is a new computational paradigm that exploits the quantum me-
chanical wavefunction of a many particle system in order to perform computation. This
powerful next-generation computer looks very promising for solving many of these clas-
sically intractable problems. One such algorithm known as Shor’s algorithm [4] demon-
strates a quantum computer’s ability to factor numbers exponentially faster than any clas-
sical means. This algorithm gained a lot of interest due to its potential use for breaking
modern cryptosystems which rely on the classical difficulty of factoring large numbers [5].
While it is clear the advantages quantum computers can provide, what is not so clear
is how exactly to build one. Quantum mechanical systems are notoriously fragile. Inter-
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actions between the quantum system and its environment will cause the quantum state to
decohere. In order to maintain our quantum state so we can perform computation, we must
protect it. The use of quantum error correcting codes (QECCs) is one such method for
reliably preserving our system against noise [6, 7, 8, 9]. By encoding our algorithm into a
QECC, we can embed logical objects into a subspace of the Hilbert space and implement
correction protocols that do not destroy our fragile quantum state.
In quantum computing, the fundamental unit of information is known as a qubit. The
ideal qubit consists of a pair of orthogonal quantum states. However most systems used for
quantum computing are multilevel systems. These additional levels allow for leakage out
of the qubit subspace. Leakage errors result in the quantum system leaving the computa-
tional space and are suffered by trapped ions [10, 11, 12, 13], quantum dots [14, 15, 16],
superconducting qubits [17, 18, 19, 20, 21] and anyons [22, 23].
Because leakage faults occur outside the computational space, traditional methods used
in QECCs are ineffective on them. Instead, the issue of leakage requires a separate set of
techniques for reducing the faults. At the physical level, leakage errors can be mitigated
through the use of different pulse techniques [18, 19, 24, 25, 26]. Leakage errors can
also be detected and converted to Pauli or erasure errors by constructing suitable leakage
reducing circuits (LRCs) [14, 27, 28, 29, 30, 31, 21, 32]. It is also possible to construct a
system that does not suffer from leakage [33]. Thus when designing the architecture of a
quantum computer is it worthwhile to examine the resources needed to deal with leakage.
In this thesis, we do an extensive study of leakage errors. We study different leakage
models, different fault tolerant schemes for handling leakage errors, and examine in depth
how leakage effects quantum error correcting codes. The organization of this thesis is
as follows. In the rest of this chapter we will present the necessary quantum computing
concepts to understand our leakage studies. In Chapter 2 we will formally define leakage
and introduce the two different leakage models we study. In Chapter 3 we compare two
different types of ion-trapped qubits, one that leaks and one that does not, and study the
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performance of the surface code. In Chapter 4, we simulate a surface composed of the two
different qubits introduced in Chapter 3 and realize a scheme that does not need LRCs. In
Chapter 5 we do a systematic study of ancilla and data leakage errors and introduce a new
LRC. In Chapter 6 we study a family of codes, subsystem codes, that are more robust to
leakage errors. Chapter 7 concludes and provides an outlook of further problems.
1.1 Qubits and gates
The basic building block of a quantum computer is the quantum bit, known as a qubit. In
classical computing, the basic unit of information, known as the bit, can only take on one
of two distinct values: 0 or 1. A qubit can represent either 0, 1 or a superposition of both.
We can describe a qubit as the state of a two-level system,
|ψ〉 = α |0〉+ β |1〉 (1.1)
where α, β ∈ C with |α|2 + |β|2 = 1, |0〉 = [10]T and |1〉 = [01]T . The space spanned
by |0〉 and |1〉 is known as the computational subspace. Measuring the qubit |ψ〉 in the
computational basis will result in the classical bit value of either 0 or 1 with probability
|α|2 or |β|2 respectively.
An n-qubit system can be in a superposition of 2n states simultaneously. This is a
quantum mechanical effect and is what gives the quantum computer an advantage over the
classical computer. The capacity qubits have to be in an exponential number of states, with
each state defined by an amplitude and a phase, provide a computational resource and is the
key reason quantum algorithms have shown exponential speed up over classical methods.
The circuit model of quantum computing consists of unitary transformations known as
quantum gates. These gates, along with qubit measurements, constitute a quantum circuit.
Quantum circuits are the quantum analog of classical circuit diagrams and are pictorial
representations of quantum logic.
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 = 1√2(X̂ + Ẑ) = 1√2(|1〉 〈0|+ |0〉 〈1|+ |0〉 〈0| − |1〉 〈1|)
where X̂ , Ŷ and Ẑ are the familiar Pauli spin (σx, σy and σz) matrices, Ŝ is known as
the phase gate, T̂ is known as simply the T̂ gate and Ĥ is the Hadamard gate. The Pauli
matrices can be generated by Ĥ and Ŝ operators with the following relations:
Ŝ2 = Ẑ ĤŜ2Ĥ† = X̂ X̂Ẑ = −2iŶ (1.2)
Of particular note, are the set of unitaries generated by the gates Ĥ and T̂ . Any single
qubit unitary can be efficiently approximated with arbitrary accuracy as a sequence of Ĥ
and T̂ gates [34, 35]. We call such a set of gates a universal gate set for single qubit
transformations. Noting that T̂ 2 = Ŝ we can see that all the single qubit gates listed above
can be generated as a sequence of Ĥ and T̂ gates, up to a global phase.
A convenient way to visualize single qubit transformations is the Bloch sphere (see Fig.
1.1). For a single qubit pure state, if we ignore the global phase of the qubit, we can express







Any single qubit unitary can be realized as a transformation from one point in the Bloch
sphere to another point on the Bloch sphere. If the state of the qubit is not necessarily pure,




(Î + rxX̂ + ryŶ + rzẐ)
where the vector ~r = 〈rx, ry, rz〉 ∈ R, |~r| ≤ 1 parametrized the degree of the mixture
of the qubit. Pure states lie on the surface of the sphere (|~r| = 1) while mixed states lie








Figure 1.1: The Bloch sphere.
computation on an n-qubit system requires one more additional gate. The controlled-NOT
or controlled-X gate is a two qubit entangling gate that is the quantum equivalent of the
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reversible XOR classical computing gate
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

= |0〉 〈0| ⊗ Î + |1〉 〈1| ⊗ X̂ .
The CNOT gate applies a conditional X̂ on the target qubit depending on the initial state of
the control qubit. The set of gates Ĥ and T̂ , along with CNOT are the minimum set of gates
required for universal computation, meaning any unitary operation may be approximated
to arbitrary accuracy by a quantum circuit involving only these gates [37, 38]. However
this set of gates is not unique. There are other gate sets that are also universal.
1.2 Error Correction
The processing of digital information, for both classical and quantum computing schemes,
is susceptible to noise. In order to make computation possible, we must protect our infor-
mation against this noise. The key idea behind most error correction schemes is to encode
the information by adding some redundancy. To motivate our study of quantum error cor-
recting codes, we shall first discuss classical error correction.
1.2.1 Classical error correction
Suppose we send a bit of information from Georgia Tech in Atlanta, GA to Duke University
in Durham, NC, through some communication channel. Our channel however is noisy, and
with probability p our bit gets flipped (i.e. 0→ 1 and 1→ 0) and with probability (1− p)
we send our bit unharmed. This channel is an example of a binary symmetric channel.
In order to send our bit reliably through this channel, we need to implement some error
correction.
The repetition code is a simple example of a classical error correcting code. This code
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encodes a single classical bit state, 0 or 1, into three physical bits. We call these encoded
states logical bits: 0̄ = 000 and 1̄ = 111. We send all three physical bits through our
binary symmetric channel, and hope the receiver of our bits is able to decide or decode our
original encoded bit. Assuming the probability of p was not too high, the receiver could
simply decode our encoded bit by means of majority voting; the original encoded bit is
determined by the majority state of the physical bits. This decoding method fails when two
or more of the bits sent get flipped corresponding to a probability of 3p2(1 − p) + p3 and
succeeds otherwise. Thus encoding the bit in the repetition code is more reliable compared
to simply sending the single bit when 3p2(1− p) + p3 < p or simplified p < 1
2
[1, 36].
A k-bit string can be realized as a vector in the space Zk2 and is often referred to as a
word of length k. Classical error correcting codes employ a coding function that maps a
word of length k to a word of length n. The coding function designates a subset of a set
of 2n words containing all 2k words - so called codewords. In our repetition code example
above, k = 1, n = 3 and the codewords are (0, 0, 0)T and (1, 1, 1)T .
There is one last important feature of these codes called the distance. Before we can
formally define the code distance we must define a few more concepts. Every word is
said to have a Hamming weight, which is the number of nonzero elements in the binary
string. We can then define the Hamming distance between any two words. The Hamming
distance is the Hamming weight of the difference between any two words (i.e. the number
of binary values the strings differ by). The distance of a classical linear code is defined
as the minimum Hamming distance between any two codewords [1, 36]. Codes are often
described by these features using the notation [n, k, d]. In general, a distance d, code can
detect and correct up to b(d − 1)/2c physical errors. We will return to this idea later as it
will be important to our discussion on leakage errors on error correction codes.
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1.2.2 Quantum error correction
While classical error correcting codes give us some insight on how to construct QECC,
there are several features of quantum mechanics we must consider in order to construct an
effective code. Unknown quantum states cannot be directly copied, as described by the No
Cloning theorem [39, 1, 36]. So an application of our repetition code above could not be
directly implemented in a quantum system. Furthermore, the collapse of the wave function
during measurement completely destroys our quantum information. This means we will
need to adapt a new decoding procedure. Finally, errors are continuous and can accumulate
on a single qubit. Determining the exact errors that occur during computation appears to
be a formidable and costly task.
Instead of copying information we embed the information into a subspace of our mul-
tiqubit Hilbert space [36]. In general, to encode a single qubit state |ψ〉 = α |0〉 + β |1〉
we generate the state |ψL〉 = α |0L〉 + β |1L〉, where the subscript L stands for the logical
operator. We build these logical objects from our choice of QECC.
Let us look at the quantum equivalent of the classical repetition code above known as
the bit-flip code.





First we encode the unknown state |ψ〉 = α |0〉 + β |1〉 into a superposition of two more
physical qubits by entangling them via the CNOT gate. The output of encoding gives
|ψL〉 = α |000〉+ β |111〉. We refer to these three qubits as our data qubits which hold our
encoded information.
Now in order to do error correction, we must evaluate the system in some manner to
determine whether an error occurred or not. We cannot measure the state directly, as this
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Table 1.1: The unique syndromes of single qubit errors in the quantum bit flip code. The






would collapse the superposition. Instead, we can extract the parity or syndrome of the
state. To achieve this, we use two more additional qubits referred to as ancilla or syndrome
qubits. These qubits allow us to know where an error occurred without disturbing the state
of the system.
Let’s look at an example. Assume the 2nd qubit undergoes a bit flip error. The state
of the system in then |ψ〉 = α |010〉 + β |101〉. This bit flip error will propagate down the
CNOT from the target to the control and will change the state of both ancilla qubits. We
measure the ancilla qubits at the end and see our syndrome measurement is |11〉. From this
information, we can deduce an error happened on the 2nd qubit. For each single qubit bit
flip error in this code, there is a unique syndrome measurement that identifies the error (see
Table 1.1).
Quantum codes can be defined by a set of mutually commuting observables. The code
space is the space spanned by the eigenvectors of the observables. In the stabilizer for-
malism [40], we construct our observables from tensor products of the Pauli matrices. The
Pauli matrices form a an orthonormal basis, with respect to the trace, for all 2 × 2 complex
matrices and thus a tensor product of n such Paulis form a basis over the Hilbert space of
n qubits. The stabilizer formalism states some quantum state can be uniquely represented
by elements of a subgroup Sn, where Sn is the Pauli group on n qubits, given that Sn is
abelian and -I is not in Sn. Elements of Sn are known as stabilizers.
QECC in general can be described by a set A of (n− k) commuting independent oper-
ators that stabilize words in the codespace. For stabilizer codes, these operators are n-qubit
Pauli operators. Because Pauli operators are traceless, they will have the same number of
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+1 and −1 eigenvalues. The stabilizers commute and thus will have the same set of or-
thogonal eigenvectors. The eigenspaces for the tensor product of Pauli matrices divides the
Hilbert space into orthogonal subspaces of equal dimension. Each generator of the stabi-
lizer group will have 2n eigenvectors. There are 2n−k combinations of±1 eigenvalues. This
means there is exactly 2n−(n−k) common eigenvalues. Thus the stabilizer generators divide
a 2n Hilbert space into 2n−k orthogonal subspaces each of dimension 2k. We choose one of
these subspaces to be our code space, usually the +1 eigenspace. The other subspaces will
correspond to a unique, correctable error.
QECCs have a set of correctable and uncorrectable errors. Given a quantum code C
with a projector P onto the logical subspace, there exists a recovery operator R for the set
of correctable errors {Ei} if and only if:
PE†iEjP = αi,jP (1.3)
for some Hermitian matrix α [1]. In other words, {Ei} form a set of correctable errors.
Furthermore, given that C has this set of correctable errors {Ei}, we can construct a new
set {Fj} whose elements are linear combinations of Ei, namely Fj =
∑
imjiEi where mji
a matrix of complex numbers. Then the recovery operator R that corrects errors in the set
{Ei} also corrects errors in {Fj}. That is any linear combination of correctable errors is
also a correctable error.
Measuring the stabilizers collapses the superposition into orthogonal subspaces. In this
way measuring the stabilizer generators discretizes continuous errors, as long as the error
can be expressed as a linear combination of correctable errors defined by the code.
Similar to classical error correcting codes, QECC are described by [[n, k, d]], where n is
the number of physical qubits, k is the number of logical qubits, and d is the distance of the




Quantum error correction alone is not enough to protect computation from sources of deco-
herence. Gates and measurements used for encoding and decoding QECCs are themselves
faulty and need to implemented in a way that limits the amount of errors they can spread.
If only one component in a procedure fails and the failure causes at most one error in each
encoded block of qubits, then such an procedure is called a fault tolerant. Fault tolerant
protocols are robust to faulty physical operations.
1.2.4 Topological QECC
Topological quantum error correction codes encode information into topological surfaces
comprised of many physical qubits. The information is stored in the topological degrees of
freedom and is thus protected from small local errors that occur on the individual physical
qubits [8, 31, 9, 41, 7]. A code of distance d, should be able to detect and correct b(d−1)/2c
physical errors. The aim of such codes is to achieve a logical error rate which is smaller
then the physical error rate.A topological code is said to be fault tolerant to b(d − 1)/2c
errors, if the scaling of the logical error rate obeys the power law





where PL is the probability of a logical error, P is the probability of a physical error, and d
is the code distance [31].
The toric code was the first example of a topological code and is well studied [35, 7,
42]. The toric code is a two dimensional surface code with periodic boundary conditions
and thus has a natural mapping onto the surface of a torus. Qubits are positioned in an
array and either function as data qubits or ancilla/syndrome qubits. Data qubits are used to
encode the information while ancilla qubits are used to measure stabilizers, which in turn























Figure 1.2: Standard circuits to measure toric code check operators. The open white circles
represent data qubits while the closed dark circles represent measure/ancilla qubits. The







L that span the boundaries of the surface.
In toric code, data qubits are positioned on the vertices of d × d square or diamond
lattice. We tile our surface by two colors: light and dark gray. Syndrome/ancilla qubits are
positioned on the faces of the lattice. The total number of physical qubits required for a
distance d toric code is then n = 2d2 [35, 29, 43].
Since the toric code is a stabilizer code, the stabilizers are generated by a set of check
operators {Xl} and {Zd} that belong to the n−qubit Pauli group. Pictorially, {Xl} is
represented by the light gray diamonds and {Zd} by the dark gray diamonds in Fig. 1.2.
These operators are defined by the tensor products of single qubit Pauli operators X̂ and Ẑ
and are defined as
X̂l = ⊗e∈δlX̂e, Ẑd = ⊗e∈δdẐe (1.5)
where δl and δd are the sets of edges incident to l (light) and d (dark) faces respectively.
The stabilizer generator commute since any given X̂l and Ẑd share either zero or exactly
two vertices.
The toric code encodes a pair of logical qubits. These logical operators are the normal-
izer of the stabilizer group and can be represented as the minimum weight Pauli operator
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that spans from two different boundaries of the same type (see Fig. 1.2). As errors accu-
mulate on the toric code, we can connect them a form an error chain. The endpoint of this
error chain will be detected by measuring our stabilizers, which are used for correction. If
an error chain, or an error chain plus a correction, results with an error string that connects
two similar boundaries, then a logical error has occurred and our error correcting code has
failed.
In the toric code, a six step cycle is implemented in order to perform one round of error
correction. First, all ancilla qubits are initialized in their respective eigenbasis (either |0〉
for Ẑ or |+〉 for X̂). Next, four CNOT gates are performed between each ancilla and data
qubit. Finally, each ancilla is measured in its respective basis. This is precisely the circuit
outlined in FIG. 1.2. The problem of inferring the most probable error given the observed
syndrome is mapped to a minimum weight perfect matching problem that can be solved
with Edmond’s algorithm [29]. Such error correcting schemes have been studied both with




Qubits are defined as two level systems. Quantum computation relies on the state of the
qubit being either in the computational states |0〉 or |1〉, or some superposition of both.
Unfortunately, most of the devices we build qubits from are not isolated two level systems.
They possess states outside of the defined computational basis. When the state of the qubit
moves beyond the defined computational states, we say the qubit has leaked. A leaked
qubit is no longer a true qubit and must be reset for computation to continue.
Leakage errors can manifest in two different ways, either as detectable leakage (qubit
loss) or undetectable leakage. Undetectable leakage errors are especially damaging. If left
untreated leakage errors corrupt data and render error correction syndromes useless. Stan-
dard error correction schemes can efficiently handle detectable leakage errors [45, 46], but
are not adept to handle undetectable leakage errors. Additional leakage reducing circuits
(LRC) are required to convert these leakage errors into Pauli errors before they can be cor-
rected [47, 30, 29]. In this work, we are concerned with only undetectable leakage errors
and throughout this discussion shall refer to these errors simply as leakage errors.
We call a qubit leaked if its state is supported on the subspaceH|2〉, where |2〉 represents
the leaked degree of freedom. Otherwise we call the qubit sealed. There may be many
leakage states but for simplicity we group these into a single |2〉-state.
Although leakage may be modeled as a coherent process [21], we make a standard
simplifying assumption [29] that leakage occurs stochastically via the channel
E`(ρ) = (1− p`)ρ+ p`
2∑
i=0
|2〉 〈i| ρ |i〉 〈2| .
We refer to p` as the leakage rate of the system. This simplified error channel ensures
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that we only consider mixtures of leakage states and sealed states, which will be necessary
for efficient simulation. Additionally, we assume that each qubit undergoes a relaxation
channel whenever it could also leak,







|i〉 〈2| ρ |2〉 〈i|
)
,
where PC = |0〉 〈0| + |1〉 〈1| is the projector onto the computational space, and pr is the
relaxation rate. For simplicity, throughout this work we assume pr = pl.
2.0.1 Leakage Models
There are many different physical mechanisms that can induce leakage but the models de-
scribing how leaked qubit interacts with other qubits fall into two fundamental categories:
interacting and non-interacting.
In an interacting leakage model, when a leaked qubit is involved in a gate with an sealed
qubit, the leaked qubit interacts with the sealed qubit and induces some error. The worst
case scenario of this is if the leaked qubit actually induces a leakage error on the unleaked
qubit. This can be seen in silicon based architectures [48].
A slightly better, abeit still damaging, leakage interaction model is know as the depo-
larizing leakage model. The depolarizing leakage (DP) model has been used in numerous
leakage simulations [30, 29, 49, 21]. In this model, when a leaked qubit interacts with a



















This stochastic model which may be applied to a variety of systems including super-
conductors [21], ions [49, 26] and quantum dots [15, 16]. It is well known that this leakage
model results in a suppression of the code distance of the surface code [30, 29, 49, 50, 51].
In a non-interacting leakage model, the leaked qubit does not interact and thus does not
induce an error on the unleaked qubit. However, because there is no way on knowing a qubit
leaked mid-circuit, the gate is still applied and this can induce an error on the sealed qubit.
Non-interacting leakage models are highly dependent on gate implementation and physical
device. Because they tend to have a bit more structure than interacting leakage models,
non-interacting leakage models tend to not be as damaging on quantum error correcting
codes [50, 51].
One example of a non-interaction leakage model is known as the Mølmer-Sørenson
leakage model. It aims to capture the effect of how a leaked qubit interacts in a Mølmer-
Sørenson (MS) gate, commonly used to implement gates in ion trapped architectures [52].
This particular leakage model was first developed and studied by the authors.
The MS gate utilizes the motion of the ion crystal to couple the ions together. Two laser
beams off resonantly detuned but close to the blue and red sidebands, drive the system
causing both ions involved in the gate to change their state collectively [11, 53]. The qubit
transition is ideally driven by two lasers on opposite sides of the carrier transition in a
linear perpendicular configuration. The MS gate does not generate entanglement between
leaked states and non-leaked states because the polarization between the Raman beams
is chosen to drive the specific qubit transition, forbidding other transitions. Even in the
case of imperfect polarization, the displacement on the ion is further suppressed due to the
shift of the Zeeman levels, leading to the sidebands both being on the same side of the
carrier transition. Because both lasers are now on the same side, entanglement between
the motional degree of freedom does not occur and the leaked ion will only get weakly
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displaced. Thus when an MS gate is performed with a leaked ion, no entanglement is
generated (see Fig. 2.1) [50].
Figure 2.1: An ion-trap CNOT gate, expressed as a product of native Pauli rotations, where
P (θ) := exp(−iθP/2) for single-qubit Pauli operators P and XX(θ) := exp(−iθXX).
In the presence of a leaked qubit, the dashed Mølmer-Sørensen gate is not applied.
The full CNOT gate involves several more single qubit gates that still get applied
whether or not the MS gate failed [54]. If the control leaked, the target undergoes a
X(−π/2) rotation. If the target leaked, the control undergoes a Z(−π/2) rotation. We















as used in [50]. We applied Ebit(ρ) to the target if the control has leaked and Ephase(ρ) to the
control if the target has leaked. In our one-sided leakage model this translates to applying
Ebit(ρ) to our data qubits if a syndrome qubit has leaked during our X stabilizer syndrome
extraction or Ephase(ρ) to the data if a syndrome qubit leaked during our Z stabilizer ex-
traction.
In addition to leakage, we also assume background depolarizing noise. In order to
probe the leakage behavior of the codes, we do not want the depolarizing noise to drown
out leakage effects. However, not including depolarizing noise introduces peculiarities in
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the error model, such as perfect measurement. Consequently, we choose our depolarizing
rate pd to be the same as our leakage rate p`, unless otherwise specified. An equal leakage-
to-depolarizing ratio is directly applicable in certain systems [49, 55, 56], but even with
depolarizing noise that is many times stronger, leakage may remain a prohibitive error
source [49, 29]. We define the error rate of the system to be p = p` + pd, as the leakage
and depolarizing error processes occur independently.
Our gate error model involves three fundamental operations: preparation into |0〉 or
|+〉, a two-qubit CNOT gate, and measurement in the Z- and X-bases. It is important to
note that our gate error model does not include idling errors, a choice we make to simplify
gate scheduling. While idling errors do not usually cause leakage, one must be careful to
consider more careful parallelization in architectures with shorter coherence times.
Preparation can fail by wrongly preparing an orthogonal state with probability pd. Ad-
ditionally, a newly-prepared qubit can immediately leak with probability p`; for some sys-
tems, this is a pessimistic assumption.
Finally, unless otherwise specified, a two-qubit CNOT gate can fail by applying one of
the 15 non-identical two-qubit Pauli operators to its support, each with probability pd/15.
For our simulations, we assume that leakage events occur with probability p` independently
on the support of the gate. This is well-motivated in some architectures [29], but less so in
others.
2.0.2 Leakage Reduction
As errors preserving the computational subspace accumulate, error-correction will peri-
odically remove them. However, standard error-correction does nothing to remove leak-
age. Every leakage event will eventually relax back to the computational subspace, but
these long-lived leakage errors will corrupt the surrounding qubits for several rounds of
error-correction [30]. Without an active approach to remove leakage, it will completely


















Figure 2.2: Distance 3 (circle), 5 (cross), and 7 (triangle) standard surface code perfor-
mance both with depolarizing leakage (dashed) at pd = pr = 100p` and without depo-
larizing leakage (solid) while using no leakage reduction. Spontaneous relaxation back to
the computational subspace is an insufficient mechanism for leakage reduction even when
leakage is orders of magnitude less likely than depolarization, and active methods are re-
quired.
Leakage reduction circuits or LRCs are circuit gadgets that are used to actively remove
leakage [57, 47]. They are defined by two properties:
(i) if the quantum state is sealed, an LRC ideally acts as the identity on that state, and
(ii) if the quantum state is leaked, then an LRC ideally projects the state back to the
19
computational subspace.
There are two popular approaches for eliminating leakage. The first is to introduce
auxiliary qubits and regularly swap between them and the initial data qubits in LRCs.
After the states are swapped, the initial data qubits are measured and reprepared in the
computational space, removing leakage. If one relaxes the assumption that the gates are
sealed, then one must teleport the initial data qubits to remove leakage, see Figure 3.2. The
frequency and placement of these LRCs will determine the code performance, which we
address in Section 6.2.
The second approach foregoes auxiliary qubits, and instead periodically swaps the roles
of data and ancilla in the code. This ensures that each physical qubit is measured in every
other round [16, 49, 29]. This technique requires no qubit overhead, and may preserve the
locality of the qubit lattice. For these reasons, it may be the more desirable approach.
How frequently should we insert LRCs into our error-correction circuit? There is a
tradeoff between circuit complexity and effectiveness of leakage reduction. Here we list
several LRCs:
(i) QUICK/SWAP leakage reduction (SWAP-LRC) removes leakage by applying a swap
gate between each ancilla qubit and the last data qubit it interacts with in each syn-
drome extraction cycle. This allows a single leakage to persist for at most two con-
secutive syndrome extraction cycles.
(ii) Syndrome extraction leakage reduction (syndrome-LRC) applies zero-state telepor-
tation to each data qubit at the end of each syndrome extraction. This allows a single
leakage to persist for a single syndrome extraction cycle.
(iii) Intermediate leakage reduction (int-LRC) applies syndrome-LRC, as well as zero-
state teleportation after the second CNOT in each syndrome extraction. For subspace
surface codes, it applies teleportation to both the data and the ancilla, while for sub-
system surface codes, it applies teleportation only to the ancilla.
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Figure 2.3: Leakage can be removed via LRCs constructed from swapping with an aux-
iliary qubit (top) or teleportation (bottom). In the ideal case, the data D is teleported to
the bottom wire. Note that a single leakage cannot persist through the LRC in both the
sealed-gate (top) and unsealed-gate (bottom) settings.
(iv) Gate leakage reduction (gate-LRC) applies zero-state teleportation to the qubits in-
volved in each gate immediately after the gate is applied. A single leakage may only
persist for a single time-step, effectively converting the leakage model to a depolar-
izing model at the cost of significant overhead.
Strategies (i), (ii), and (iv) were compared in the context of the surface code in [29].
This introduces the balancing act mentioned earlier: we must remove leakage with enough
frequency that correlated errors do not damage the code too badly, but not so much that the
extra circuitry destroys the code’s performance.
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Figure 2.4: The SWAP-LRC scheme switches the role of data and ancilla, with a surface
code scheduling pictured on the left. One of the three CNOT gates forming the SWAP gate
cancels with the final CNOT gate of syndrome extraction, leaving a single extra CNOT gate
and no qubit overhead. On the right, the bulk of the surface code can be partitioned into
code qubits (shaded black or grey) and ancilla qubits (unshaded) that switch roles.
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CHAPTER 3
COMPARING ZEEMAN TO HYPERFINE QUBITS IN THE CONTEXT OF THE
SURFACE CODE
This chapter contains results from:
Natalie C. Brown and Kenneth R. Brown, ”Comparing Zeeman to hyperfine qubits in
the context of the surface code”, Physical Review A 97, 052301 (2018).
Ion trapped computers are a leading candidate for QC [11]. Quantum information is
encoded in the internal states of the ion, often a pair of levels in the S1/2 ground state. The
small energy separation between the two states (typically a radio-frequency for Zeeman
qubits and a microwave frequency for hyperfine qubits), gives the qubit practically infinite
lifetimes due to spontaneous decay [58, 59, 60]. In ions with I = 0, the only S1/2 levels
available are that of the two Zeeman states. Zeeman qubits do not suffer from leakage in
the ground manifold states, but have a first order dependence on magnetic fields [33, 61,
62, 63]. In ions with I 6= 0, the qubit can be encoded into any pair of hyperfine states.
However, the existence of other hyperfine states means there is a potential for leakage.
Hyperfine qubits based on clock-states, have a second order dependance on magnetic fields
but spontaneous scattering during stimulated Raman processes can lead to leakage errors
[64, 65, 66, 67].
Two-photon Raman transitions are often used to manipulate qubits in ion traps [58,
59, 60, 11, 33, 63, 62, 64]. Quantum gates rely on coupling to excited states through
electric dipole transitions. Since laser light is used to drive these transitions, spontaneous
scattering of photons is inevitable. While detuning the laser frequency away from allowed
optical transitions can suppress this scattering, it is impossible to completely eliminate.
Both Raman and Rayleigh scattering can lead to decoherence but each manifest differently
depending on qubit choice [60, 68, 69]. We note that scattering errors can be avoided by
23
using only microwave gates [70, 71, 72, 73], but leakage due to background gas collisions
or imperfections in operations could still occur.
This work seeks to quantify these errors in the context of quantum error correction
(QEC). First we describe the characteristics associated with each type of qubit as well
as their magnetic field dependence. Next we discuss the calculation of the different errors
associated with spontaneous scattering from driven Raman transitions. Finally we compare
the ions in the context of the surface code. Our results show leakage is more prominent
than expected, and given a stable enough magnetic field, Zeeman qubits require a smaller
distance surface code to produce the same logical error rate as a logical qubit composed
from a physical hyperfine qubit.
3.1 Yb+ Model and Associated Errors
Yb+ has many naturally occurring isotopes but we examine, 174Yb+ (I = 0) and 171Yb+
(I = 1/2), whose nuclear spin yield a Zeeman and hyperfine qubit, respectively. This
makes Yb+ the perfect candidate to study the associated error rates between these two types
of qubits. The atomic structures and associated possible errors resulting from spontaneous
scattering for both isotopes are illustrated in FIG. 3.1. While there are other sources of
noise that could be considered, we choose to focus on two types of noise that are the most
relevant to the comparison of the two types of qubits: magnetic field fluctuations that lead
to dephasing in Zeeman qubits and spontaneous scattering that lead to leakage errors in
hyperfine qubits.
3.1.1 Unstable Magnetic Field
For the Zeeman qubit, 174Yb+, the qubit is encoded into the electron spin states |S = 1/2,ms = −1/2〉
and |S = 1/2,ms = 1/2〉. While there is no possibility for leakage (in this discussion we











Bit Flip Noise (Spon. Raman)
Phase Error (Spon. Rayleigh)
Leakage Error (Spon. Raman)
I = 0I = 1/2
2P1/2, 2P3/2 
Figure 3.1: Atomic structure of Yb+ isotopes and errors associated with different scattering
events from the 2P states assuming the ion starts in the lower qubit state. Spontaneous Ra-
man scattering can cause bit flip noise or leakage errors. Spontaneous Rayleigh scattering
can lead to dephasing errors.
ground state), because the qubit itself is encoded in Zeeman energy splitting, it will be
highly susceptible to magnetic field fluctuations. The applied magnetic field required for
the ion trap causes the well known Zeeman energy splitting and the first order effects grow
linearly with the magnetic field. Any deviations in the magnetic field yield a first order





where gs is the Landé g-factor, µB is the Bohr magneton, ~ is Planck’s constant and B is
the applied magnetic field [74]. Such magnetic field noise can cause dephasing and is the
main disadvantage of using a Zeeman qubit.
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For 171Yb+, the qubit is encoded into the clock states |F = 1,mF = 0〉 and |F = 0,mF = 0〉.
These states are magnetic field insensitive transitions that do not suffer from first order ef-
fects. The second order magnetic field dependence can be derived from the Briet-Rabi





where gJ and gI are the Landé g-factors and ω is the angular frequency of the hyperfine
splitting [74, 75]. Because the second order effect is so small, clock states are negligibly
affected by magnetic field noise, a clear advantage when using hyperfine qubits. However,
the existence of the other hyperfine states |1,+1〉 and |1,−1〉 in 171Yb+ can lead to leakage
events.
Using equations (1) and (2), we assumed a Gaussian distribution and calculated the
probability of error based on gate time and magnetic field stability. The error from the first
order Zeeman effect grows exponentially. For fields with high fluctuations, this probability
is well above the threshold error value of the surface code of 1% [9, 41]. The probability of
error resulting from the second order effects grows significantly slower. Even at fields with
low stability, this error remains below threshold. Table 4.1 lists these probabilities with
varying magnetic field stabilities for both single and two-qubit Î gates. The more stable the
field, the less error. The errors vary drastically for Zeeman qubits and are almost negligible
for hyperfine qubits.
3.1.2 Spontaneous Scattering
Additional errors arise from the scattering of photons during gates. Two-photon Raman
coupling is among the most popular choices for gate implementation [11, 33, 62, 64, 65,
66, 67, 58, 60, 68]. Lasers detuned off-resonance drive qubit transitions through inter-
actions with excited states. This use of stimulated transition to perform a qubit rotation
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Table 3.1: A list of error probabilities caused by the first order Zeeman effect (174Yb+) and
the second order Zeeman effect (171Yb+). The gate times for one and two-qubits gates were
1 µs and 200 µs, respectively. σ is the standard deviation of the magnetic field strength in
G.
Single Qubit Gate Two-Qubit Gate
τgate = 1 µs τgate = 200 µs
Probability 171Yb+ 174Yb+ 171Yb+ 174Yb+
Pσ=10−2 1.90× 10−14 1.93× 10−3 7.62× 10−10 0.50
Pσ=10−3 1.90× 10−18 1.93× 10−5 7.62× 10−14 0.39
Pσ=10−4 1.90× 10−22 1.93× 10−7 7.62× 10−18 7.69× 10−3
Pσ=10−5 1.90× 10−26 1.93× 10−9 7.62× 10−22 7.75× 10−5
Pσ=10−6 1.90× 10−30 1.93× 10−11 7.62× 10−26 7.75× 10−7
lends itself to spontaneous emission errors. Raman scattering is usually thought of as the
biggest contributor to these errors as all qubit types suffer from it [60]. Spontaneous Raman
scattering can lead to leakage errors, or change the qubit in the computational basis (X̂/Ŷ
error). Unlike leakage errors, Pauli type errors can be corrected using standard quantum er-
ror correction codes (QECC). Rayleigh scattering is typically less of a contributor to errors
as it does not necessarily cause decoherence in all qubit types and in certain cases can be
ignored [60, 68, 69]. Rayleigh scattering leads to dephasing errors (Ẑ), similar to the mag-
netic field fluctuations. This decoherence rate is dependent on the scattering amplitudes of
the qubit levels and thus varies from isotope to isotope.
To calculate the different error rates for the two ions, we followed the procedure out-
lined in [68]. The rate at which the ion in state |i〉 scatters a photon and ends in state |j〉 is












where µ is the largest element of the dipole matrix, E0 is the magnitude of a nonresonant
light field of the lasers, γ is the spontaneous decay rate of the excited states and Ai→jJ,λ are
the scattering amplitudes [68, 60].
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The total Raman and effective Rayleigh scattering rates are given by















respectively, where i and j represent the two qubit levels. When Rayleigh scattering rates
from the two ion qubit states are different, the scattered photons will measure the qubit state
causing decoherence [68]. Thus the effective Rayleigh scattering that will cause dephasing
is given by this difference. We calculated fidelity for both single (τ = 1 µs) and two-
qubit (τ = 200 µs) gates of a π rotation about the x-axis on the Bloch sphere. These
gates were assumed to be driven by co-propogating linearly polarized Raman beams, blue
detuned from the P1/2 level with laser frequency of 355 nm and a beam waist w0 = 20 µm.
The choice of these parameters was motivated by desired gate times, the minimization of
spontaneous scattering and by recent experiments performed using a 355 nm laser [76, 77,
78, 79].
Table 3.2 shows the different scattering errors for both the 174Yb+ Zeeman and 171Yb+
hyperfine qubit. When the Rayleigh scattering amplitudes of the two qubit levels are ap-
proximately equal, their contributions can add up destructively. The decoherence rate due
to Rayleigh scattering will be small and decoherence will be dominated by Raman scatter-
ing [68]. This is precisely what we see for 171Yb+. However, even when amplitudes are
approximately equal, they can have opposite sign and their different contributions can add
up constructively leading to large Rayleigh scattering decoherence [68], as in the case for
174Yb+. For 174Yb+, Rayleigh scattering was approximately equal to the Raman scattering.
In this sense, 174Yb+ can be modeled anisotropically, with double the amount of Pauli Z
type errors for every single Pauli X̂ or Ŷ type error. For 171Yb+, Raman scattering that
resulted in leakage was equal to that which caused Pauli type errors. This can be modeled
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Table 3.2: A list of error probabilities caused by spontaneous scattering from stimulated
Raman transitions. The gate times for one and two-qubits gates were 1 µs and 200 µs. The
gates were assumed to by driven by co-propogating linearly polarized Raman beams with
f = 355 nm and a beam waist of w0 = 20 µm. For 174Yb+, Rayleigh scattering was just
as dominant as Raman scattering. For 171Yb+, Raman scattering which resulted in leakage
was equal to that of bit flip noise.
Single Qubit Gate Two-Qubit Gate
τgate = 1 µs τgate = 200 µs
Probability 171Yb+ 174Yb+ 171Yb+ 174Yb+
PRaman 2.42× 10−6 4.8× 10−6 6.37× 10−5 12.6× 10−5
PLeakage 2.42× 10−6 N/A 6.37× 10−5 N/A
PRayleigh 1.60× 10−13 4.88× 10−6 4.21× 10−12 12.6× 10−5
anisotropically with double the amount of leakage errors for every single Pauli X̂ or Ŷ
error.
When looking at overall error rates, it is clear that a single 171Yb+ is prone to less phys-
ical error. However, this hides the fact that leakage errors can be damaging to QECC. A
majority of the errors that occur via spontaneous scattering in 171Yb+ (leakage errors) re-
quires extra overhead to correct relative to pure Pauli errors. To gain a better understanding
of this, we must look at how each type of qubit performs with a QECC.
3.2 Surface Code Model and LRC
The six step error correction cycle, outlined in section 1.2.4, is all that is needed to correct
Pauli type errors. Handling leakage errors requires the use of LRC’s. The idea of incor-
porating LRC’s was first used to show an accuracy threshold exists even in the presence
of leakage errors [47]. The most common type of LRC implements gate teleportation in
some fashion [47, 14, 27, 28]. Different strategies for implementing LRCs into surface
codes have been studied [47, 21, 29, 30, 32], in order to grasp the tradeoff between circuit
complexity and effectiveness of leakage reduction.
In our work, we chose to implement the SWAP-LRC [29], as depicted in FIG. 3.2. The
SWAP-LRC adds a SWAP gate after the last CNOT of the standard circuit. At the end of
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Figure 3.2: The SWAP-LRC required to perform error detection in the presence of leakage.
After each cycle, the physical qubits get swaped. Data qubits become ancilla and ancilla
qubits become data qubits. The information is transferred and leaked qubits get measured
and reset every other cycle [29].
each cycle, the physical qubits trade roles. Data qubits become ancilla qubits and ancilla
qubits become data qubits. The cycle starts again reinitializing ancilla qubits. Leaked
data qubits now get measured and reinitialized as ancilla qubits, and thus leaked qubits
do not live for more than two cycles with this LRC implemented. Through the use of
gate identities and gate cancellation, the implementation of this LRC requires only one
additional CNOT. The SWAP-LRC is the simplest of all current LRCs and was shown
to produced comparable results to that of more complicated LRCs [29]. Other LRCs
require more SWAP gates per cycle but did not show significant improvement compared to
the SWAP-LRC. In short, the SWAP-LRC effectively reduces leakage using the smallest
overhead.
3.3 Results and Discussion
Using the error probabilities calculated from the magnetic field fluctuations and the spon-
taneous scattering rates, we analyzed the performance of the Zeeman and hyperfine qubits
on the toric code. The Zeeman qubit was demonstrated on the standard circuit (FIG. 1.2)
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while the hyperfine qubit was demonstrated on the SWAP-LRC (FIG. 3.2).
In our model, after every gate magnetic field noise was introduce with probabilities
corresponding to the magnetic field susceptibility of the qubits (TABLE 4.1). Additionally,
spontaneous scattering errors occurred after every gate with the ratios of the probability
for a particular error corresponding to the calculated spontaneous scattering rate of the
qubits (TABLE 3.2), e.g. leakage was twice as probable as a Pauli X̂/Ŷ , with the total
probability of an scattering event equal to p. Spontaneous scattering also allows leaked
qubits to return to the qubit subspace. The two qubits involved in a CNOT gate have
independent probabilities to leak after the gate. Once the qubit leaked, it would remain
leaked until a spontaneous scattering event returns it to the qubit subspace or the qubit is
reset by the SWAP-LRC. While this means a leaked qubit was corrected at maximum
every other error correction cycle, long lived leaked qubits had the potential of corrupting
other qubits.
When a CNOT is performed between a leaked qubit and a qubit in the computational
basis, the latter suffers a random single-qubit Pauli error (including the trivial error Î), with
equal probability. When a CNOT is performed between two qubits in the computational ba-
sis, the standard error propagation rules are applied. Magnetic field noise and spontaneous
scattering errors are only applied after the gates to model environmental noise. Finally
when a leakage qubit is measured, it yields a |+1〉 eigenvalue. This is physically motivated
by the atomic structure of 171Yb+ because any leaked state will be in the F = 1 manifold
and will be detected as such (see FIG. 3.1).
As expected we found that the success of the Zeeman qubit depended heavily on the
stability of the magnetic field. A comparison of the Zeeman and hyperfine qubits at varying
magnetic field stabilities is shown in FIG. 3.3. It is clear from this graph that if the magnetic
field is not stable enough, the error rate is above threshold and QECC will not help. There
is also a stability where the performance of the Zeeman qubit and hyperfine qubit are about
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Figure 3.3: Comparison of various magnetic field stabilities for a distance 5 code per 2
qubit gate. The hyperfine qubits (black) have the LRC implemented (FIG. 3.2) while the
Zeeman qubits have only the standard circuit implemented (FIG. 1.2). The LRC swaps
data and ancilla qubits, effectively reinitizating leaked qubits back into the computational
subspace. If the magnetic field is stabilized to below ≈ 30 µG, the logical error of the
Zeeman qubit is better than that of the hyperfine for the scattering rates considered.
enough, (≈ 10−4), then the main source of error for the Zeeman qubit is from the magnetic
field fluctuation. This base error results in a plateau on the graph were the logical error
rate cannot be improved by reducing the scattering. Finally, if the magnetic field can be
stabilized to 10 µG or less, corresponding to a qubit dephasing error probability per gate
of 7.75 × 10−7, then the Zeeman qubit produced a lower logical error rate than hyperfine
qubit. There did not appear to be a significant improvement of the logical error rate past 10
µG for the scattering rates studied. When the field reaches a certain magnitude of stability,
the main source of error comes from the spontaneous scattering, which is independent of
the magnetic field. Thus the behavior at higher stabilities is more or less the same.
Using a stability of 10 µG, we looked at the behavior of different distance toric codes.
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Figure 3.4: Comparison of various distances for hyperfine qubits with the LRC (black)
and Zeeman qubits with a magnetic field fluctuations (red) with a standard deviation of 10
µG, per 2 qubit gate. The Zeeman qubit yields lower logical error for codes of the same
distance.
from this that, given the 10 µG stability, the Zeeman qubit produces the smaller logical
error. With the addition of the LRC, the hyperfine qubits performance was suppressed to
that of a lower distance code. The LRC data for d = 5 is nearly identical to the standard
circuit data for d = 3. Similarly, the LRC data for d = 7 is comparable to that of the
standard circuit data for d = 5. A similar behavior was also found by Fowler [30]. This
behavior suggested a single leakage error may act like two Pauli errors. This is evidence
that not all errors are equally damaging. Some errors (such as leakage) can be more harmful
to QECC compared to others. Not only do these error require more resources to correct,
they suppress the effectiveness of QECC.
In this sense it is clear that the Zeeman qubit outperforms the hyperfine qubit as it does
not require additional circuitry that suppress its performance. However this of course comes
with the caveat that the applied magnetic field be stabilized to ≤ 10 µG. The existence of a
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Zeeman qubit in a field of stabilized to 10 nG has already been physically realized [80].
3.4 Conclusions
Zeeman qubits are prone to more overall physical errors resulting from both magnetic field
fluctuations and spontaneous scattering. When the stability of the applied magnetic field
is above 30 µG, the Zeeman qubit’s logical error rate is higher than that of the hyperfine
qubit. However, when the magnetic field is stabilized to ≤ 10 µG, the logical error rate is
suppressed and is less than that of the hyperfine qubit.
For hyperfine qubits, leakage due to spontaneous scattering is a prominent source of
error. These errors are problematic for two reasons: 1) when entangled with other qubits via
the CNOT gates, they corrupt the other qubit state and 2) these errors cannot be corrected
using standard QEC schemes and require the use of LRCs to correct. For standard QEC
schemes, a single physical leakage error has the ability to produce a logical error. This
limits the effectiveness of a QECC.
We have not considered additional physical differences between the hyperfine and Zee-
man qubits involving state preparation and measurement. We have also not considered
physical methods of leakage reduction. For example, perfect polarized π light tuned reso-
nant with the S1/2, F = 1 to P1/2, F = 1 transition will remove population from the leaked
states for the hyperfine qubit. The qubit |1〉 states will have a small probability (≈ 10−4) to
leak or suffer a bit flip error due to off-resonant ∆F = −1 transitions but this error will be
larger due to imperfect polarization.
We have shown that the ideal qubit for near term experiments may not be the ideal qubit
for large scale fault-tolerant quantum computation. Our simulation has centered on trapped
ions, but we expect that the design of small quantum systems and error corrected quantum
systems will yield different requirements on the qubits. In particular, for solid-state qubits
where the qubits are constructed from multiple components, we expect there will be many
interesting tradeoffs between the fidelities of small systems and the overhead required to
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reach a target logical error.
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CHAPTER 4
LEAKAGE MITIGATION FOR QUANTUM ERROR CORRECTION USING A
MIXED QUBIT SCHEME
This chapter contains results from:
Natalie C. Brown and Kenneth R. Brown, ”Leakage mitigation for quantum error cor-
rection using a mixed qubit scheme”, Physical Review A 100, 032325 (2019).
We have yet to discover the perfect qubit. Every known qubit candidate comes with
assets and liabilities. Recently, there has been a growing interest in combining different
qubit types in an effort to amplify these desirable attributes and suppress the undesirable
noise. Such mixed qubit architectures look promising, addressing a wide range of issues
such as cooling, crosstalk, and leakage [81, 82, 83, 84, 85, 86, 87].
While we do not expect leakage to be a limiting error for near term experiments, leakage
is a fundamental error for gates driven by lasers. Thus studying the effects of leakage errors
and tradeoffs between overhead of handling such errors and mitigating their effects through
design is worthwhile as we moved toward designing large scale fault tolerant devices.
In the previous Chapter, we studied two specific types of qubits: 171Yb+ hyperfine
qubits and 174Yb+ Zeeman qubits. We assessed the performance of a surface code built
on each type of qubit, comparing the two different error models: one with leakage but no
memory errors (hyperfine) and one with large memory errors but no leakage (Zeeman).
We found that in certain magnetic field regimes, the Zeeman qubit’s memory error can be
suppressed enough that a surface code built on this type of qubit outperforms one built on
a hyperfine system.
In this work, we study the performance of the surface code on a mixed qubit platform.
Using 171Yb+ hyperfine ions for our syndrome qubits and 174Yb+ Zeeman ions for our data
qubits, we reduce the potential for leakage errors at the cost of increasing memory errors.
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We simulate two different leakage models: a worst case stochastic model in which leaked
qubits completely depolarize unleaked qubits they interact with and a Mølmer-Sørenson
model which captures the effects of leakage during a Mølmer-Sørenson gate. We find that
in certain magnetic field regimes there is an improvement in the logical error rate of the
surface code compared to the performance on either a pure hyperfine or Zeeman system. A
surface code built on the mixed qubit architecture can effectively handle leakage without
the use of a LRC.
4.1 Error Model
4.1.1 Sources of Physical Errors
Raman transitions are a leading candidate for gate implementations in ion trapped quantum
computers. In the limit of no technical noise, the main source of error will arise from
spontaneous scattering [58, 59, 69, 68, 60]. While spontaneous scattering does not favor
any particular state, the atomic structure will affect how the scattering manifests. Raman
scattering from these gates leaves the qubit in a different energy state. Depending on the
atomic structure of the qubits, this leads to either Pauli X̂ or Ŷ type errors, or leakage
errors. For hyperfine qubits, half of this scattering will result in leakage whilst for a Zeeman
qubit, all the scattering results in Pauli type errors [49]. Rayleigh scattering from these
gates leaves the qubit in the same energy state but adds a phase. If the scattering from the
two qubit levels is approximately equal, the scattering amplitudes can either destructively
interfere leading to negligible errors (as is the case for 171Yb+ ), or constructively interfere,
leading to significant dephasing errors (as is the case for 174Yb+ ) [69, 68, 60]. In the latter
case, the probability of error resulting from Rayleigh scattering is approximately equal to
that of Raman scattering [49].
Another source of noise arises from magnetic field fluctuations in the trap. For the
Zeeman qubit, the probability of error arising from the first-order effect grows quadrati-
cally with increasing field fluctuations. For the hyperfine qubit, the errors arising from the
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second-order effect grows quartically. For mean field fluctuations of higher than 10−4 G,
the probability of error per two qubit gate resulting from first-order effects is above 1%
[49], the threshold error value of the surface code [9, 41, 88]. However, even in these
highly unstable fields, the probability of errors from the second-order effect is well below
the threshold value [49]. The noise resulting from these fields is significant for the Zeeman
qubits and inconsequential for the hyperfine qubits.
In our simulation, we vary the probability of scattering while considering a static error
arising from the magnetic field. Based on the calculations of [49], we modeled the effects
































|i〉 〈L| ρ |L〉 〈i| (4.3)
where Eh(ρ) and EZ(ρ) is the error channel for the hyperfine and Zeeman qubits respec-
tively, ps is the scattering error probability, pM is the magnetic field error probability, X̂ ,
Ŷ , and Ẑ are the Pauli matrices. The full state space of the system is acted on by X̂ ′,
Ŷ ′, Ẑ ′, the direct-sum state space between the computational subspace and the minimal
leakage subspace (i.e. X̂ ′ = X̂ ⊕ |L〉 〈L|). We model leakage with Eqs. (4.3), where |L〉
projects the qubit onto the leakage subspace. Qubits are able to leak both in and out of the
computational subspace at the same rate. We only consider a minimal leakage subspace as
restricted by our simulator.
Laser intensity, polarization and detuning all have an influence on the spontaneous scat-
tering rate for the ions. We expect for one-qubit gates ps = 9.76×10−6 and two-qubit gates
ps = 2.52× 10−4 based on calculations done assuming gates driven by co-propagating lin-
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early polarized Raman beams with a laser frequency of 355 nm and a two qubit gate time
of 200 µs [49]. Under these parameters, spontaneous scattering is minimized. The Raman
and Rayleigh scattering lead to equal errors on the Zeeman qubit but the hyperfine qubit ex-
periences negligible decoherence due to Rayleigh scattering. This leads to hyperfine qubits
having half the scattering error due to the qubit subspace occupying half the physical sub-
space. For a more detailed discussion of how these errors manifest for the particular qubits,
please refer to [49].
4.1.2 Leakage Models
While our error model is motivated by the physical error rates of the two ions considered, a
more general view of our model is a system with one-sided leakage. We defined one-sided
leakage as a system where only one qubit involved in a CNOT gate is physically able to
leak. This restriction could be because of a noise bias in the way a gate is implemented
[89] or, as in this case, because of the physical qubits involved, (i.e. one physically cannot
leak). Because one-sided leakage could model the behavior of different physical systems
other than ion traps, we looked at two different leakage models: depolarizing and Mølmer-
Sørenson.
We make several assumptions in both our leakage models. First we assume that leakage
is only caused by spontaneous scattering from the gates and thus initialization of the qubit
does not cause leakage. Typically, ions are initialized using optical pumping techniques
which do not result in leakage. This assumption has also been made in other leakage
studies [30]. Second, we assume that a leaked qubit has a probability to return to the
computational subspace equal to the probability that it leaked out. This is again motivated
by physical scattering events and has been modeled in several other studies [49, 30, 29, 50].
Finally, we assume a leaked qubit remains leaked until it leaks back to the computational
space or is reinitialized.
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4.2 Surface code Simulation
171Yb+ 174Yb+
Figure 4.1: Mixed species surface code layout. Hyperfine (171Yb+) ions are defined as
syndrome qubits (white) and Zeeman (174Yb+) ions are defined as data qubits (black). The
green (blue) diamond represents an X (Z) stabilizer measurement.
In a surface code built on only Zeeman qubits, the standard syndrome extraction (Fig.
1.2) is all that is needed to detect and correct errors. In a surface code built on only hyper-
fine qubits, a LRC must be implemented to convert leakage errors into Pauli errors.
In our simulation, we assign the role of data qubits to the 174Yb+ Zeeman qubits and
the role of syndrome qubits to 171Yb+ hyperfine qubits. Since data qubits cannot leak, there
is no need for a LRC. In fact, leaked qubits can live for at most one error correction cycle.
This is already an improvement over the pure hyperfine system where leaked qubits can
live twice as long.
Furthermore, when a leaked qubit enters a CNOT gate, the other qubit involved incurs
some error, as dictated by the errors models discussed above. For a pure hyperfine system
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there are potentially four such corrupt gates, because data qubits can leak and leakage is
not necessarily eliminated every cycle. For the mixed species system, there are only three
such corrupt gates since only syndrome qubits can leak and we assumed initialization does
not cause leakage.
While the advantages of the mixed species system over a hyperfine system are imme-
diately clear, they come at a cost. While we no longer require a LRC to handle leakage
errors, we have effectively traded in half our leakage errors, which vary with the scattering
rate, for constant memory errors. Still, memory errors manifest as Pauli Ẑ errors which
we can correct without additional overhead and, compared to a pure Zeeman system, the
mixed species system will incur half the memory errors due to the symmetry of the surface
code.
4.3 Results and Discussion
Implementing the two different error models for the hyperfine and Zeeman qubits discussed
above, we examined the performance of the surface code built on this mixed species struc-
ture and compared it to the performance of the pure hyperfine and Zeeman systems. In
each simulation, we varied the probability of a spontaneous scattering event (ps) while ap-
plying a constant magnetic field error probability (pM ). We simulated the effects of both
the depolarizing and MS leakage models and looked at a range of magnetic field stabilities
(see Table 4.1) to get a grasp on where the trade off between leakage errors and memory
errors might lie.
4.3.1 Leakage effects
In the depolarizing leakage model, a single leakage error on a syndrome qubit can cause a
two-qubit error chain by depolarizing its neighboring data qubits. A distance d surface code
should be able to detect and correct b(d−1)/2c physical errors. However, leakage produces




















































































Figure 4.2: Comparison of logical error rates for the DP leakage model at distances 3, 5, 7.
The solid and dashed colored (gray) lines represent the Zeeman and mixed species systems
respectively, stabilized to 10 µG standard deviation from the mean magnetic field per two
qubit gate. The solid black line represents the hyperfine system with the SWAP-LRC









s for mixed species, and hyperfine systems.
able to correct b(d − 1)/4c physical errors, reducing the code’s effective distance by d/2
[30, 50], see Fig. 4.2. For example, a distance d = 5 should be able to correct two physical
errors. But because of the damage depolarizing leakage causes, this distance d = 5 behaves
like a d = 3, correcting only single qubit errors. In the hyperfine system, these syndrome
qubits then get swapped and reassigned as data qubits. Leaked data qubits will corrupt
syndrome qubits, leading to measurement errors. This depolarizing leakage is a worst case
model, and might be overly pessimistic but it serves to highlight the damage leakage can
cause to quantum error correction.
In the MS leakage model, leakage errors on syndrome qubits can cause errors on data
qubits that are of the same type as that stabilizer. All potential error outcomes are either
a single-qubit or two-qubit error, up to a stabilizer. Thus any bd−1
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Figure 4.3: Comparison of logical error rates for the MS leakage model at distances 3,
5, 7. The solid and dashed colored (gray) lines represent the Zeeman and mixed species
systems respectively, stabilized to 10 µG standard deviation from the mean magnetic field
per two qubit gate. The solid black line represents the hyperfine system with the SWAP-




s for the Zeeman,
mixed species, and hyperfine systems.
not produce a logical error and the effective code distance is maintained, see Fig. 4.3.
Leakage errors on data can produce many time correlated errors but they will not produce
any additional space correlated errors since a leaked data qubit cannot spread errors to
syndrome qubits that will then propagate to other data qubits [50]. The MS leakage model
more accurately reflects the effects of leakage during an MS gate and demonstrates the
importance to leakage models on the performance of quantum error correction.
In the mixed species system, there are less time and space correlated errors for two
reasons: leakage can only live for one cycle, and leaked syndrome qubits never get swapped
with data qubits. This is independent of the leakage error model used. So we expect
the mixed species model to outperform the hyperfine system if the memory errors can be
suppressed.
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For the depolarizing model (Fig. 4.2), syndrome qubit leakage is so damaging that
the mixed species system, even with half the potential for leakage errors, suffers a logical
error rate suppression proportional to dd
4
e log(p). While in certain magnetic field regimes
this removal of potential leakage errors is enough to beat the hyperfine system, the mixed
species model will almost never be able to do better than the Zeeman system in the same
error regime. Having half the memory errors is not enough to compensate for the damage
leakage can cause. Of course, this all rests on the effects from the magnetic field, which
we will discuss in detail later.
For the MS model (Fig. 4.3), leakage is much less damaging and we see every system
behaves fault tolerantly. In this leakage model, the mixed species system has the lowest
logical error rate. It beats the hyperfine system for the same reasons as the depolarizing
model (i.e. less leakage and shorter lived leakage) and it beats the Zeeman system because
the structure of the leakage errors imposed by the MS model makes leakage errors more
comparable to memory errors. In fact, leakage errors are less damaging than two-qubit
dephasing errors. While they cause errors on other qubits, the structure of the MS leakage
model restricts these errors to be the same as the stabilizer. In the Zeeman model, this
is not true for all syndrome; Z type syndrome qubits will have this advantage but for X
type syndrome qubits, dephasing errors will cause measurement errors. Because the mixed
species system suffers less of these dephasing errors, in no magnetic field regime will the
pure Zeeman system outperform the mixed species system.
4.3.2 Memory effects
For both leakage models, when the main source of error arises from spontaneous scattering
(ps > pM ), we see an improvement in the logical error rate as the scattering probability
decreases. Once the scattering rate decreases below the static memory error probability
(ps < pM ), the logical rate rate plateaus as memory errors dominate. The hyperfine system
is immune to these memory errors and so its performance is the same for every magnetic
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Figure 4.4: Comparison of the different schemes for a distance-3 surface code using the
depolarizing leakage model. The solid and dashed colored (gray) lines represent the Zee-
man and mixed species systems respectively. The solid black line shows the performance
of the hyperfine system with the SWAP-LRC implemented. The different symbols of the
lines indicates the standard deviation from the mean magnetic field per two qubit gate: 100
µG (red triangle), 32 µG (green circle), 10 µG (blue square) and 1 µG (purple diamond).
The logical error rate of a distance-3 surface code using the depolarizing leakage model
can be seen in Fig. 4.4. When pM > ps, the performance of the surface code is limited
by the amount of memory errors incurred. Since the Zeeman system suffers the most from
these errors, it has the worst logical error rate of the three systems. The mixed species
suffers half as many memory errors and thus will always be better the Zeeman system but
worse than the hyperfine system in most of this regime.
When pM < ps, the performance of the surface code is limited by the amount of leakage
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Figure 4.5: Comparison of the different schemes for a distance-3 surface code using the
MS leakage model. The solid and dashed colored (gray) lines represent the Zeeman and
mixed species systems respectively. The solid black line shows the performance of the
hyperfine system with the SWAP-LRC. The different symbols of the lines indicates the
standard deviation from the mean magnetic field per two qubit gate: 100 µG (red triangle),
32 µG (green circle), 10 µG (blue square) and 1 µG (purple diamond).
error rate. The mixed species code will always be better the the hyperfine system but always
worse than the Zeeman system in this regime.
There is a small range when pM > ps in which the mixed species system has the lowest
logical error rate. In the depolarizing leakage model, leakage errors cause more damage
than memory errors. The hyperfine system not only has more potential for leakage, it also
has more fault locations due to the extra gate needed for the SWAP-LRC. There is a small
range for ps, when the total probability of a logical error caused from two leakage errors in
the hyperfine system is higher than the probability of a logical error caused by two leakage
errors or two memory errors in the mixed species system. When this is true, the mixed
species system outperforms the hyperfine system.
The logical error rate of a distance-3 surface code using the MS leakage model can be
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Table 4.1: A list of error probabilities caused by the first-order Zeeman effect (174Yb+). σ
is the standard deviation from the mean magnetic field per two qubit gate in µG.
S. D. (µG) pM
σ = 100 7.75× 10−3
σ = 32 7.75× 10−4
σ = 10 7.75× 10−5
σ = 1 7.75× 10−6
seen in Fig. 4.5. In this leakage model, memory errors are more damaging than leakage
errors. Thus there is no magnetic field regime in which the pure Zeeman system will
outperform the mixed species system. When pM > ps, the hyperfine system will have the
lowest logical error rate.
In fact, we have the opposite situation of the depolarizing model: there is a small regime
when ps > pM , in which the probability of a logical error caused from two leakage errors in
the hyperfine system is lower than the probability of a logical error caused by two leakage
errors or two memory errors in the mixed species system. Since memory errors are more
damaging, the stability of the magnetic field required to suppress the memory errors in
order to see an advantage in using a Zeeman qubit is higher than when compared to the
depolarizing leakage model. For the errors we are interested in, the magnetic field stability
for the Zeeman qubits becomes stricter than our previous estimates with this error model
[49].
For the ions considered, the total scattering probability for a two qubit gate was cal-
culated to be 2.52 × 10−4 [49]. In these calculations we assumed the gates were driven
by co-propagating linearly polarized Raman beams with a laser frequency of 355 nm and
a two qubit gate time of 200 µs. These parameters minimize spontaneous scattering and
reflect parameters used in recent experiments [76, 77, 78, 79].
For this realistic total scattering probability (ps = 2.52× 10−4), in each leakage model
there is a magnetic field regime where the mixed species outperforms both homogenous
systems. For the depolarizing model, we can see this is a narrow window near a stability
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of 32 µG. Below this value, the homogenous Zeeman qubit yields better performance.
For the Mølmer-Sørenson leakage model, leakage is less damaging and a lower memory
error is required to outperform the homogenous hyperfine qubit. Below 10 µG the Zeeman
and mixed species system outperform the pure hyperfine system with the mixed species
providing a fractional improvement over the Zeeman system corresponding to 1/2 and
primarily due to hyperfine qubits having a lower overall error rate from scattering than
Zeeman qubits. Zeeman qubits have already been realized in fields stabilized to 10 nG,
well below either model’s requirement [80].
4.4 Conclusions
In this work we have shown an advantage of mixing qubit types together in order to limit
the effects of leakage. The advantage of using mixed species depends on the details of
how leaked qubits interact with qubits in the computational subspace. There are other
advantages that a mixed species platform could provide.
In our simulations we did not take into account different state preparation and measure-
ment errors (SPAM) associated with the two different types of qubits. Hyperfine qubits
typically have less SPAM errors as they can be easily measured reliably using state selec-
tive fluorescence [90, 91]. For the typical magnetic field strengths used in ion trap quantum
computing, the frequency separation between the Zeeman qubits states (typically 8.2 - 20
MHz) is smaller than the natural P level spectral width of 19.6 MHz [92]. State selective
fluorescence cannot be directly applied in this case and the qubit must be first shelved to
a different energy level before it can be measured [59]. In our mixed species scheme, the
qubits that get measured often (syndrome) correspond to the qubits that are easy to measure
(hyperfine).
Another intrinsic advantage of the mixed species system is its ability to limit crosstalk.
Because the qubits are no longer identical, laser spillage on adjacent ions can no longer
be a problem. Here the isotopic separation only reduces crosstalk but by using distinct
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species (e.g Be+ and Ca+ [84, 87], Mg+ and Be+ [86], Yb+ and Ba+ [85]) crosstalk could
be eliminated. Mixed species systems could also help with cooling issues by allowing
Doppler cooling without damaging the data.
Our results show that the Zeeman and mixed species systems will outperform the ho-
mogenous hyperfine system for stable magnetic fields. For the depolarizing leakage error
model, the homogenous Zeeman system outperforms the mixed species systems except for
a small region of parameter space. For the MS leakage error model, the magnetic field
must be more stable, but the mixed species systems outperforms the Zeeman system for all
scattering error rates.
These results highlight the fact that syndrome leakage is more dangerous than data
leakage. It is natural to wonder why we used hyperfine qubits as syndrome qubits and
Zeeman as data qubits and not the other way around. While syndrome leakage is more
damaging, the standard error correction circuit naturally removes leakage without the need
to implement any LRCs. If data leaks, while it might not be as damaging in any given error
correction cycle, something must be done to remove it or else it will continued to wreak
havoc. At the circuit level, this means implementing an LRC. Adding a SWAP-LRC at
the end to reduce the data leakage would mean the following error correction round would
result in leaky syndrome qubits. Reversing the roles of the hyperfine and Zeeman qubits
not only requires additional gates for the LRC, it would also result in leakage living twice
as long. Leaked syndrome qubits would be able to live on as leaked data before being
removed.
The periodic boundary conditions of the toric code help with the implementation of
the SWAP-LRC. The periodicity guarantees every qubit will have a qubit to swap with at
the end of the cycle. While such boundary conditions could be implemented on modular
architectures [93] and single ion chains [94], the mixed species system is not restricted
by these boundary conditions and could be easily implemented on any planar architecture
suited for the surface code [95]. To implement the SWAP-LRC on a plane, additional
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qubits could be added to the boundary and swapped up and down every other cycle [29, 32]
In our study, we did not consider any other LRC implementations. We chose to look at
the SWAP-LRC since it requires the least amount of overhead. We also did not consider
any physical methods for leakage removal, which could in practice remove populations
from the leaked qubit state. Our aim was to demonstrate the effectiveness of a surface code
with leakage errors but no LRCs.
Leakage errors are a fundamental limiting error in ion trap quantum computers made
with hyperfine qubits. Even in systems built on microwave gates [96, 97, 98], which do
not suffer from the spontaneous scattering effects, background gas collisions can cause
leakage. Leakage is a damaging error that needs special consideration when designing new
systems.
Memory errors are also a limiting error but pose a more technical challenge. Improve-
ments in field stability will further suppress the rate of memory errors incurred on a system.
This is an active area of research where magnetic field stability continues to improve [99].
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CHAPTER 5
CRITICAL FAULTS OF LEAKAGE ERRORS ON THE SURFACE CODE
This chapter contains results from:
Natalie C. Brown, Andrew W. Cross and Kenneth R. Brown, ”Critical faults of leakage
errors on the surface code”, arXiv preprint arXiv:2003.05843 [quant-ph] (2020).
5.1 Introduction
Leakage reducing circuits (LRCs) remove leakage from the system by swapping reinitial-
ized qubits for leaked ones [47, 29, 30, 32]. While this is an effective means of removing
leakage, most LRCs have a substantial overhead. Previous work has shown that imple-
menting LRCs after every gate, for both ancilla and data qubits in the surface code, is a
fault-tolerant way of handling leakage errors. But incorporating more resource efficient
LRCs results in an effective distance suppression due to the presence of leakage [29]. Be-
cause of this, and the expense associated with implementing these circuits, understanding
exactly when and where these distance damaging leakage faults occur in the surface code
is crucial for employing LRCs in an effective manner while minimized overhead.
In this work, we focus on the depolarizing leakage model in an effort to understand how
to fault-tolerantly handle leakage of this nature. We first study ancilla leakage and data leak-
age separately to understand the effects leakage has on each type of qubit. We then isolate
leakage to certain parts of the circuit in an effort to analyze where the critical leakage faults
lie. Finally, motivated by our observations, we construct different fault-tolerant schemes
for handling leakage on the surface code that can be applied to both superconducting and
ion trapped architectures.
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5.2 Topological surface codes and Leakage reducing circuits
In the depolarizing leakage model, a single leakage error can produce a two qubit error
chain. The surface code can then only be guaranteed to correct b(d− 1)/4c physical errors
and thus the codes effective distance is halved. In this case the logical error rate is reduced
to




This suppression of the code distance is a well known effect of leakage on the surface code
[30, 29, 49, 50, 51].
5.3 Ancilla leakage vs Data leakage
Motivated by our results of mixing qubits types on the surface code [51], we decided to
investigate the effects of data leakage and ancilla leakage separately. If leakage errors
are limited to ancilla qubits only, there is no need to implement a SWAP LRC. In fact,
implementing a SWAP LRC will only allow leakage errors to live longer and induce more
errors into the system due to the extra fault locations associated with the extra gate. Data
qubits are never reset and require the use of an LRC. We simulated two different systems:
one where only ancilla leak and no LRC is needed, and one where only data leak so a
SWAP LRC is used adding additional fault locations. The results of these simulations can
be seen in Fig. 5.1.
It is clear from these results, ancilla leakage is much more damaging than data leakage.
We observed the code distance suppression characteristic of leakage errors when leakage
is confined to the ancilla qubits (i.e. obeys Eq. 5.1) but our effective distance is maintained
when leakage is confined to the data qubits with an LRC (i.e. obeys Eq. 1.4).
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Figure 5.1: Comparison of the logical error rate of the surface code. When leakage errors
are confined to data and removed using a SWAP LRC, there is a substantial gain in the
logical error rate compared to when leakage errors are confined to ancilla only. Note the
incorporation of the SWAP LRC used to handle data leakage requires one extra gate.
5.3.1 Propagation of errors from data leakage
Data leakage is fundamentally bad. If leaked data qubits are not reset in some way, the
leakage will accumulate until all information is lost. Consider the error configuration of a
distance 3 toric code in Fig. 5.2. A single leakage error on data qubit induced a Ẑ error on
to a Ẑ stabilizer ancilla qubit. This ancilla qubit then spreads additional Ẑ errors to other
data qubits. This single leakage error has now produced 3 additional errors. Note that if
this was a Pauli error, this error propagation would not happen.
In order for the surface code to be fault-tolerant against measurement errors, we perform
multiple rounds of syndrome extraction before we decode. Without the use of the SWAP
LRC, leakage errors are not removed and can potentially spread additional errors. When
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SWAP LRC
No LRC
round one round two
Figure 5.2: An example of the spread of errors caused by data leakage. In both cases
we consider a leakage error on a data qubit, that spreads a Ẑ error to an ancilla qubit.
This Ẑ error than propagates on to additional data qubits. In order to understand how the
SWAP LRC handles errors of this nature, we need to look at multiple rounds of syndrome
extraction. When no LRC is used (top), a single leakage error on a data qubit, can spread
3 or more errors on to additional data qubits. Since the leakage error is not removed, it
can further spread errors subsequent rounds of syndrome extraction. If the SWAP LRC is
used (bottom), then the leakage error is removed and the resulting error configuration is
equivalent to a single physical error.
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the on the qubit that leaked. However, applying a correction to the leaked qubit will not
correct the leakage. Unless the leakage error decays back to the computational subspace,
or is removed, we will continue to get compromised syndrome information. By adding the
SWAP gate at the end, we not only removed the leakage error, we now are able to apply the
proper correction based on the syndrome information.
In order to test the robustness of the surface code to data leakage, we ran simulations
implementing the SWAP LRC at various periods of syndromes extraction. The results
of Fig. 5.3 show implementing the SWAP LRC at every round of syndrome extraction,
meaning the circuit in Fig. 2.4 was used every time, and every other round, meaning the
simulation alternated between the circuits in Fig. 1.2 and Fig. 2.4. These results show the
importance of removing leakage from the system efficiently and how the effectiveness of
the SWAP LRC is dependent on successive implementation. Putting this together with our
results from Fig. 5.1, we conclude that if leakage is confined to data qubits, and removed
every round of syndrome extraction, then the effective distance of the surface code can be
maintained.
5.3.2 Propagation of errors from ancilla leakage
Naively, ancilla leakage does not seem like it would be as damaging as data leakage since
ancilla qubits get reinitialized often. Ancilla leakage will spread errors to data qubits.
The single qubit errors it can spread will look like measurement errors and will not be a
problem, as they will be detected and corrected by multiple rounds of syndrome extraction.
Two qubit errors come in two different flavors, benign two qubit errors that propagate
perpendicular to the logical operator, and malignant two qubit hook errors that run parallel
to the logical operator.
Consider the error configuration in Fig. 5.4. A single leaked ancilla after the first CNOT
gate spreads four X̂ errors running along the support of each logical operator (see Fig. 1.2).































Figure 5.3: A comparison of the surface using alternating syndrome extraction circuits.
Either the SWAP LRC is implemented every round (black) or every other round (gray).
The SWAP LRC must be implemented every round of syndrome extraction to effectively
mitigate the errors spreading from the leakage error.
occur. We shall see in section 5.5, that this is why initialization leakage is more damaging
than leakage at other faults.
In a rotated surface code, it is important to order the gates in a way that Pauli errors
propagate perpendicular to the direction of the logical operator [100, 94]. This is then
equivalent to a single-qubit error maintaining fault-tolerance with bare ancilla. In unrotated
codes, like the unrotated toric code considered here, this scheduling becomes less important
for Pauli errors. However because leakage errors cause depolarizing noise, clever gate
scheduling like that found in [100], can minimize harmful hook errors. Unfortunately,
there is no scheduling that can completely eliminate these hooks.
The results of Fig. 5.1 show that this suppression of the code distance is caused by
these hook errors originating from a leaked ancilla qubit. This knowledge motivates the

















Figure 5.4: Leakage errors on ancilla are particularly harmful as they can spread hook
errors. The worst case scenario is seen here, where a single leakage error spread to 4
physical errors.
5.4 Confining leakage to data
While other mechanisms such as initialization can cause leakage, the predominate source
of leakage in the surface code arises from the single and two qubit gates in the syndrome
extraction circuit. Many physical processes that cause leakage have no bias to which qubit
can leak in a two qubit gate, such as spontaneous scattering from Raman driven gates in
ion-trapped devices [69, 49]. However, there are a few examples when the structure of the
qubit and implementation of the gate produce a biased in the direction of leakage. We call
this a one-sided leakage model; one qubit in a two qubit gate is much more likely to leak
than the other.
One example of a one-sided leakage model can be found in the cross-resonance (CR)
gate used for transmon qubits [101, 102]. In CR gate, the control is driven at the target qubit
frequency. This induces Rabi oscillations of the target qubit with a frequency depending on
the state of the control qubit. This entangles the two qubits providing an operation locally
equivalent to a CNOT. Because only the control is driven, the control has a much higher
probability to leak compared to the target [103, 104].
This physical realization of the one-side leakage model encourages us to make use of
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gate identities and design syndrome extraction circuits that confine leakage to the data.
The direction of the CNOT gate can be easily changed by conjugating it by H gates. The
addition of 12 single qubit H gates isolates leakage errors to the data, which are then easily
removed with the SWAP LRC (see Fig. 5.5). We call this circuit the gate biased circuit.
Note that this is already better than the standard circuit because leakage is only allowed to
live for one round of syndrome extraction.
We ran simulations comparing the standard circuit, in which no single qubit gates are
added, and the gate biased circuit. It is important to note that in both simulations, only the
control leaks. However, because there are controls on both data and ancilla qubits in the
standard circuit, the standard circuit is a two-sided leakage model. We also included single
qubit gate leakage. The results can be seen in Fig. 5.6. In our simulation, initialization did
not cause leakage. We shall discuss initialization leakage separately. Furthermore leakage
was assumed to be undetectable. The ratio of leakage to depolarizing gate noise was 1:1.
The gate biased circuit outperforms the standard circuit. Adding 12 single qubit gates
and the extra errors associated with those gates, effectively isolates leakage to the data
and the code distance is preserved. Leakage faults occurring on the ancilla in the standard
circuit suppress the code’s effective distance.
5.5 Critical leakage locations
While the gate biased circuit offers a clear advantage over the standard circuit, the addition
of 12 single qubit gates adversely effects our overall error rate. Knowing these critical
leakage faults originate from ancilla (if data leakage is efficiently removed), we can further
isolate where these critical faults lie by isolating leakage events in the circuit.
Figure 5.7 shows the logical error rate when only one two qubit gate in the syndrome
extraction circuit can cause leakage. Of particular note, if leakage is isolated to the 2nd,
3rd, or 4th CNOT, than the effective code distance is maintained. Only leakage events from
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Figure 5.5: (a) In a one-sided leakage model, leakage errors only occur on one of the qubits
involved in a CNOT gate. (b) The addition of 4 single qubit H gates, reverses the direction
of the CNOT gate. (c) The gate biased circuit uses 12 additional single qubit gates to
confine leakage errors to data qubits. Here the top circuit is the Ẑ type syndrome extraction

































Figure 5.6: A comparison of the logical error rate of the surface code between the standard
syndrome extraction circuit (gray) and the gate-biased model (black). Here the leakage to
depolarizing gate noise was 1:1. The gate-biased model isolated leakage events to the data
qubits at the cost of requiring 12 additional single qubit gates.
a direct result from our gate scheduling. Leakage events anytime after the 2nd CNOT will
cause 2 additional physical errors at most, along the same support of the stabilizer. This
simulation assumed a two-sided leakage model (i.e. both data and ancilla can leak) and
implement the SWAP LRC.
In order to simplify the simulation, we did not include initialization leakage. Initial-
ization leakage would allow for the same hook error as leakage errors from the 1st CNOT.
Initialization leakage errors are the most damaging as there are more possible combinations
of hook errors they can produce.
The gate scheduling minimizes the critical leakage fault locations to after initialization
and the 1st CNOT gate. It is important to note that the first H in the X stabilizer syndrome
extraction circuit also is a critical fault location and was included in all these simulations.































Figure 5.7: Results of confining leakage errors to one gate in a distance 3 toric code,
with a SWAP LRC. By isolated leakage events we can identify where the critical fault
locations lie. In these simulations, only one CNOT caused leakage. It is clear that there is
a significant improvement in the logical error rate if we do not allow leakage from the 1st
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Figure 5.8: Knowing that the worst errors come from ancilla leakage at the beginning of
the circuit, we can make an optimized model. Instead of implementing 12 additional H
gates and completely isolated leakage to data qubits, we need only isolated leakage errors
at the very beginning of the circuit. This reduces the number of single qubit gates needed
from 12 to 4.
suffice for taking care of this additional critical fault location.
5.5.1 Optimized gate biased circuit
Identifying these critical leakage fault locations allows us to optimized the gate biased
circuit. Since leakage need only be eliminated at the early part of the circuit, we can reduce
the number of additional single qubit gates from 12 to 4.
Fig. 5.8 shows the optimized circuits. Naively, one might think it is good enough to
only change the direction of the 1st CNOT gate, since ancilla leakage from the 2nd CNOT
is not a critical fault. However, adding the additional single qubit gates required, leaves
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the circuit open to single qubit gate leakage at the critical fault location. Flipping the 2nd
CNOT gate gives us a few more single qubit gates which cancel and eliminate leakage at the
critical fault location. It is important to note, this scheme will not work with initialization
leakage, as it does not eliminate leakage at the initialization critical fault, however many
initialization schemes do not cause leakage [67, 92, 91]. We shall discuss methods for
handling initialization leakage in the next section.
We again test the new optimized circuit against the standard circuit (Fig. 5.9). The
optimized model effectively maintains the distance by not completely isolating leakage to
data, but instead eliminating leakage at the critical fault location. It offers improvement
over both the standard and gate-biased model as it utilizes fewer single qubit gates. Its

































Figure 5.9: A comparison of the logical error rate of the surface code between the standard
syndrome extraction circuit (gray) and the gate-biased model (black). Here the leakage
to depolarizing gate noise 1:1. The gate-biased model isolated leakage events to the data
qubits at the cost of requiring 4 additional single qubit gates.
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5.5.2 Mixed LRC
The gate-biased model and its optimized version offer fault-tolerant solutions for the sur-
face code in the presence of leakage. However, both circuits rely on a one-sided leakage
model. Identifying the exact location of the critical leakage faults inform us on fault-
tolerant schemes for a two-sided leakage model.
Knowing that data leakage can be effectively removed with the SWAP LRC, and know-
ing that leakage needs to be eliminated after initialization and the 1st CNOT gate, we con-
struct a new version of an LRC. By swapping in reinitialized qubits after the 2nd CNOT, we
handled the critical fault locations caused by initialization and the 1st CNOT. This handles
logical errors cause from leaked ancilla. Adding a SWAP LRC at the end handles leakage
errors from data.
The location of the SWAP gate for the ancilla is crucial for the same reasons as the
optimized gate-biased model. Swapping in a new qubit too soon will not eliminate leakage
at the critical fault location and could in fact induce a leakage error that was not there
before. Swapping the ancilla after the 2nd CNOT gate ensures that leakage errors are being
swapped out, and if a new leakage error was introduced, it is not at a critical fault location.
The probability of a logical error of the surface code implementing this new LRC can
be seen in Fig. 5.11. As before the ratio of leakage to gate noise is 1:1, however this time
we allow for initialization leakage. We observe that the effective distance is maintained
and that this LRC is an effective means of fault-tolerantly handling leakage.
To implement this new LRC, the amount of ancilla qubits doubles. However, in terms
of qubit count and logical error rate, we believe this is the most efficient fault-tolerant LRC








Figure 5.10: By swapping in a new qubit in the middle of the syndrome extraction cir-
cuit we can eliminate hook errors that could arise from ancilla leakage. Implementing the
SWAP LRC at the end ensures data leakage will not be a problem. This new LRC increases































Figure 5.11: The logical error rate of the surface code implementing the mixed LRC. The
leakage to depolarizing gate noise ratio is 1:1. The code maintains its effective distance.
The mixing of two LRCs handles all both initialization and leakage errors occurring from
the first CNOT.
5.6 Conclusions
Leakage is an exceptionally damaging error. However not all leakage faults are equal.
We have shown that ancilla leakage is more damaging that data leakage. A single ancilla
leakage error can cause a hook error that will lead to a logical error in a single round of
syndrome extraction. A single data leakage error will lead to a logical error if not removed
every round of syndrome extraction. If leakage errors can be isolated to data qubits, and
efficiently removed every round, the then effective distance of the surface code can be
maintained.
Further, a gate scheduling of the syndrome extraction circuits can be done to minimize
these hooks, but not to completely eliminate them. With this scheduling [100], two critical
fault locations remain: after initialization and after the 1st CNOT gate. If ancilla leakage
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can be eliminated at these critical faults, and data leakage efficiently removed, then the
effective distance of the surface code can be maintained.
Knowing these critical fault locations can help with future circuit designs. A natu-
ral extension of this work would be to look into leakage detection [40, 105] and flag qubit




HANDLING LEAKAGE WITH SUBSYSTEM CODES
This chapter contains results from:
Natalie C. Brown, Michael Newman and Kenneth R. Brown, ”Handling Leakage with
Subsystem Codes”, New Journal of Physics 21 (7), 073055 (2019).
6.1 Introduction
Compared to independent depolarizing noise, leaked qubits may produce many more con-
figurations of harmful correlated errors during error-correction. Up to this point, we have
only studied how leakage errors are handled on the subspace surface code. In this work, we
investigate different local codes in the low-error regime of a leakage gate error model and
identify subsystem codes well-suited to handled the correlated errors leakage can produce.
When restricting to bare-ancilla extraction, we observe that subsystem codes are good
candidates for handling leakage, as their locality can limit damaging correlated errors. As
a case study, we compare subspace surface codes to the subsystem surface codes proposed
by Bravyi et al. We identify parameter regimes in which subsystem surface codes meet or
exceed the performance of subspace surface codes. Finally, we restrict to a less pessimistic
MS leakage model as introduced in Chapter 2, quantifying the boost in performance by
making device-specific assumptions. Our results highlight an intrinsic benefit of subsystem
code locality to their error-corrective performance.
6.1.1 Local Codes
Local codes are a natural candidate for coping with leakage, as the number of qubits that
may interact with any one leakage event is limited. Previous works have focused on quanti-
fying the performance of topological subspace codes in the presence of leakage, including
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the surface code [49, 29, 30, 16, 32] and [[7, 1, 3]] Steane or color code [56].
The (subspace) surface code is a particularly enticing choice as, in many respects, it
is the top-performing quantum memory and a quantum analogue of the repetition code
[108, 109]. Among its desirable features is the use of a single ancilla to extract syndromes,
relevant to both its high performance and square lattice locality [9, 100].
However, the surface code still suffers from significantly reduced thresholds [29] and
an effective distance reduction [30, 49] in the presence of leakage. It is then natural to ask
if other local code families may any perform better.
6.1.2 Subsystem Codes
Diverging from previous works, our focus will be on subsystem codes, and in particular,
subsystem surface and Bacon-Shor codes. Subsystem codes are a generalization of sub-
space codes in which certain logical degrees of freedom are treated as gauges, and allowed
to vary freely [110, 111]. Unlike topological subspace stabilizer codes, which require at
least 4-local interactions in a nearly Euclidean lattice [112], topological subsystem codes
can be realized with 3- or even 2-local interactions [113, 114, 115, 116]. If one sacrifices
topological protection, then non-topological local codes like the Bacon-Shor family can
still yield good error protection at reasonable error rates with only 2-local interactions and
minimal overhead [117, 118].
Generally, subsystem codes come with certain intrinsic advantages. Their increased lo-
cality is even more desirable for physically local qubit architectures. They allow for simpler
and parallelized syndrome extraction, which mitigates the circuit-depth required to measure
higher-weight stabilizers [119]. Geometrically constrained codes can yield better encoding
rates compared to their subspace cousins [120, 121, 109]. Finally, subsystem codes can
yield tremendous advantages for implementing simple and universal fault-tolerant logic
[122, 123, 124], bypassing the high cost of magic-state distillation [125].
However, the advantages of subsystem code locality often come at a high cost to their
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error-corrective performance. While gauge degrees of freedom are useful for implementa-
tion in local architectures and fault-tolerant computation, they introduce more locations for
potential circuit faults without giving additional information about the errors that are occur-
ring. This generally manifests as less reliable high-weight stabilizers and lower thresholds.
6.1.3 Contributions
In this Chapter, we highlight a simple and intrinsic error-corrective advantage for these
gauge degrees of freedom: limiting correlated errors due to leakage. This differs from
an independent depolarizing model, in which local measurements do not reduce the set of
correlated errors. We compare three code families in the presence of leakage: subspace
surface codes, subsystem surface codes, and Bacon-Shor codes, while restricting to bare-
ancilla syndrome extraction. We consider the first two in both standard and rotated lattice
geometries, and under various leakage reduction techniques. In stark contrast to depolar-
izing noise, we find that subsystem surface codes actually outperform their same-distance
subspace cousins at equal leakage-to-depolarizing ratios in the low-error regime. Further-
more, we observe that low to intermediate distance Bacon-Shor codes outperform subspace
surface codes in per-qubit leakage protection at similar error rates. These advantages are
due essentially to the subsystem codes’ handling of uncontrolled ‘hook’ errors during syn-
drome extraction with leaked qubits. Finally, if one allows for larger ancilla states in a
restricted leakage model, we observe that intermingling minimal leakage reduction with
partial fault-tolerance in the subspace code ultimately yields the best overall low-error per-
formance.
The Chapter proceeds as follows. In Section 6.2, we compare the leakage robustness
of subspace surface codes and subsystem surface codes by accounting for fault-paths gen-
erated by leakage. We focus on low-overhead leakage reduction with bare-ancilla mea-
surements. In Section 6.3 we provide numerics comparing subspace and subsystem codes
under various leakage reduction schemes and constraints. Finally, we conclude with some
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discussion and potential avenues for improvement in Section 6.4.
6.2 Leakage Robustness
In this section, we detail damaging correlated errors due to leakage, and argue about the
effective distance of different surface codes using syndrome-LRC. We compare subspace
and subsystem surface codes, in both standard and rotated lattice geometries, in the pres-
ence of both depolarizing (DP ) and MS-leakage using bare-ancilla extraction. While we
focus on leakage faults using syndrome-LRC, we give numerical evidence that the addi-
tional time-correlated errors introduced by SWAP-LRC are not too damaging.
Intuitively, the increased locality of the subsystem codes limits the correlated errors
that can occur due to leakage. This comes at the expense of a larger qubit lattice to achieve
the same code distance. We also study lattice geometries that are either rotated (a periodic
diamond cut) or standard (i.e. un-rotated, a periodic square cut). Rotated surface codes
give a
√
2-fold increase in code distance [100, 126] per qubit. However, a higher fraction
of fault-patterns may be more damaging, and recent work has shown that standard surface
codes may outperform rotated surface codes within certain sub-threshold error regimes
[127]. A similar intuition holds for leakage, as a standard lattice geometry can ensure that
leakage faults do not propagate errors parallel to a logical operator, again at the cost of
additional qubit overhead.
We call a code leakage robust if it does not experience a linear effective distance reduc-
tion in the presence of leakage. Otherwise, we call them leakage susceptible, in which case
the effective distance is halved in surface codes. To achieve a desired deff in the presence of
MS-leakage, we find that it is asymptotically optimal to choose a rotated subsystem code,
and next a standard subspace code, both of distance deff. In the presence of DP -leakage,
we find that it is asymptotically optimal to choose a standard subsystem code of distance
deff, and next a rotated subspace code of distance 2deff.
In both cases, the subsystem surface codes yield better per-qubit distance protection
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than subspace surface codes, as summarized in Table 6.1. We expect this subsystem ad-
vantage to generalize to multiple encoded qubits and persist against any surface code ge-
ometry, as rotated [[n, k, d]] surface codes already saturate the 2-D topological code bound
kd2 ≤ cn, where c ≥ 1 for a planar square lattice architecture with closed defects [109,
128].
Better per-qubit distance protection implies that subsystem surface codes outperform
subspace surface codes in the p→ 0 limit. Although thresholds may also be reduced by the
addition of local correlated data qubit errors, these entropic effects are relatively mild [129].
Consequently, at higher error rates, subspace surface codes achieve better performance due
to their higher threshold even if the effective distance is reduced. After analyzing correlated
fault patterns using syndrome-LRC in the present section, we investigate this crossover
point in same-distance codes using SWAP-LRC in Section 6.3 numerically.
It is worth noting that the insertion of additional leakage reduction can restore the ef-
fective distance of any code. For example, performing a leakage reduction step after each
individual gate immediately converts leakage errors to depolarizing errors as they arise.
However, this introduces enormous circuit-volume overhead, which results in significantly
reduced performance and many extra qubits [29]. Additionally, unlike SWAP-LRC, it
will necessarily increase the required connectivity of the qubit lattice. Thus, we focus on
minimal overhead leakage reduction.
Table 6.1: Total number of data qubits required to realize an effective distance d in the
presence of different leakage models. Optimal choices are highlighted in red. Accounting
for ancilla qubits depends on tradeoffs between qubit reuse and parallelization. In the fully
parallelized case, the subsystem advantage persists but is reduced.
DP -Leakage MS-Leakage
Rotated Subspace 4d2 +O(d) 4d2 +O(d)
Rotated Subsystem 6d2 +O(d) 1.5d2 +O(d)
Standard Subspace 8d2 +O(d) 2d2 +O(d)
Standard Subsystem 3d2 +O(d) 3d2 +O(d)
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6.2.1 Subspace Surface Codes
In the presence of DP -leakage, both the standard and rotated surface codes experience a
halving of their effective distance, caused in part by uncontrolled ‘hook’ errors [9] during
syndrome extraction [30, 49, 29]. Three such distance-damaging faults, caused by ancilla
leakage, are shown in Figure 6.1.
Figure 6.1: Distance-damaging leakage faults in the distance-3 standard and rotated surface
codes. The red L indicates aDP -leakage event; the blue L indicates anMS-leakage event,
and anti-commuting excitations are filled by the same color. Here, within the random
measurement outcome leakage model of [30], leaked qubits are measured as +1. The
rotated surface code has north-south X-type boundaries, and east-west Z-type boundaries.
However, standard subspace codes are robust to MS-leakage. Unlike depolarizing er-
rors, a single data leakage event may cause many different configurations of measurement
outcomes on incident stabilizer checks before its removal. Thus, a space-correlated error
due to a data leakage may produce any one of its possible time-correlated syndrome con-
figurations, but only over a single time-step. Given d successive syndrome measurements,
this reduces the problem to considering only space-correlations in fault patterns.
In the MS-leakage model, data leakage is not too damaging: although it may generate
many combinations of time-correlated syndrome configurations, it does not produce any
73
new space-correlated errors. The reason is that data MS-leakage cannot propagate errors
to ancillae that will then propagate errors to other data qubits. Thus, it suffices to only
consider space-correlated errors due to ancilla leakage.
Ancilla MS-leakage may produce arbitrary configurations of errors on the support of a
stabilizer that are of the same type as that stabilizer. For the subspace surface code, every
such configuration is either a single-qubit or two-qubit error, up to stabilizer equivalence.
In particular, in the standard lattice, there are two different configurations of excitations (up
to symmetry) caused by weight-2 correlated errors. See Figure 6.2 for a summary of these
worst-case leakage events.
Figure 6.2: Worst-caseMS-leakage in subspace surface codes that does not cause an effec-
tive distance reduction, with Z-type excitations colored red. Again, we assume north-south
X-type boundaries of the rotated code. Note that the diagonal errors in the standard lattice
geometry may turn parallel to a logical operator in the rotated lattice geometry.
6.2.2 Leakage Susceptibility of Subspace Codes
As subspace surface codes are susceptible to DP -leakage, each experiences an effective
distance reduction d 7→ dd
2
e [30, 29, 49]. This is damaging to their low-error suppression,
and we will show that this damage begins to manifest at low but relevant sub-threshold
error rates.
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Figure 6.3: Damaging DP -leakage in the standard lattice due to both ancilla leakage and
data leakage, with violated stabilizers colored red. Here, we assume that east/west X-type
boundaries and north/south Z-type boundaries. The dashed lines indicate the syndrome
extraction ordering. For simplicity, we assume the data leakageL is projected to the identity
upon removal.
Practically speaking, for most popular topological codes, the effective distance is halved.
Because DP -leakage is so damaging, one might expect that any code family, when re-
stricted to minimal overhead leakage elimination, would incur a linear distance reduction.
However this is not the case: if one relaxes the practical restriction of a topological gener-
ating set, then we can manage deff = d−1 in the surface code by overlapping measurement
supports [50].
A more plausible solution is to use subsystem codes, in which we can measure opera-
tors that anticommute with logical operators. Such codes are natural to consider, as their
increased locality may require less relative overhead to be robust in the presence of leakage.
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6.2.3 Subsystem Surface Codes
Constructions
In this section, we construct subsystem surface codes from the perspective of ensuring
robustness in the presence of leakage. On a standard lattice, these codes are equivalent
to those introduced in [113], and have weight-6 stabilizers that can be expressed as the
product of weight-3 gauge operators in the bulk. We extend these codes to a rotated lattice,
which have the same-weight bulk stabilizers and gauge operators. Opposite the subspace
surface codes, the standard lattice has weight-2 boundary operators while the rotated lattice
has weight-3 boundary operators.
Begin with the square lattice defining the surface code and insert a data qubit into the
center of each plaquette. This triangulates the square lattice on which the surface code
was initially defined, doubling the distance of the code with respect to Z-type errors. Fur-
thermore, measuring these newly formed triangular X-type stabilizers in the presence of
leakage groups the original data qubits into ‘hooks’, in which leakage can only recreate
the hook errors defined in [9]. Unfortunately, this asymmetry between X and Z produces
higher-weight, problematic hexagonal Z-type stabilizers. Measuring these larger Z-type
stabilizers directly will damage the code more than measuring the stabilizers defined on the
original square lattice.
The simple fix is to symmetrize the X- and Z-type operators: make both the X-
plaquettes and the Z-plaquettes hexagonal. As a result, we have (d− 1)2 gauge degrees of
freedom that we may use to measure each hexagonal stabilizer as a product of triangular
gauge operators. Intuitively, as this groups the original data qubits into hooks for both X-
and Z-type measurements, it should preserve the distance of the code in the presence of
DP -leakage.
The price for this locality (as with many subsystem codes) is more qubits and higher-
weight stabilizers, which in turn yield higher logical error rates and lower thresholds. This
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can be realized by relating the code capacity threshold to a phase transition of the random-
bond Ising model on the honeycomb lattice along the Nishimori line [130, 113]. The
resulting threshold estimate yields p ≈ 7% [131], compared to the surface code threshold
estimate on a square lattice of p ≈ 11% [132].
See Figure 6.4 for a pictoral description of these codes with boundary, which form
a subsystem code family with parameters [[3d2 − 2d, 1, d]] and (d − 1)2 gauge degrees
of freedom. These codes inherit several nice properties from the subspace surface codes,
Figure 6.4: A distance-5 subsystem surface code on a standard lattice. TheX-type stabiliz-
ers are defined by the hexagonal plaquettes on the left, and similarly for Z-type stabilizers
on the right. The dotted lines form the dual lattices, which represent gauge operators of
opposite type. In particular, the red X-type stabilizer may be realized as the product of the
two red X-type gauges, and similarly for the Z-type operators in blue. Boundaries can be
assigned as weight-2 operators of the same type along opposite sides of the lattice.
including defect-based logical encoding, similar transversal gates, and efficient minimum-
weight perfect matching decoding. Unfortunately, these codes also have significant qubit
overhead per distance. For example, the smallest error-correcting code in the family forms
a [[21, 1, 3]] code.
Fortunately, analogous to the surface code, we can rotate the lattice in order to re-
duce this overhead. However, unlike the rotated surface code, the boundaries are fixed




d2 − d + 1
2
, 1, d]] with (d−1)
2
2
gauge degrees of freedom. In particular, the smallest
error-correcting code in this family forms an [[11, 1, 3]] code with at most weight-3 check
measurements, see Figure 6.5.
Figure 6.5: Distance-3 (top) and distance-5 (bottom) subsystem surface codes on a rotated
lattice. The plaquettes on the left-side represent X-type stabilizers, while plaquettes on the
right represent Z-type stabilizers. Note that XL spans the lattice from north to south, while
ZL spans the lattice from east to west. Again, the dual lattices representing gauge operators
of opposite type are outlined by the dotted lines.
Ancilla Leakage
Having defined the subsystem surface code families, we turn to analyzing their correlated
errors in the presence of leakage. Time-correlated syndrome configurations may be treated
as before, and so we may again restrict our attention to space-correlated errors. We consider
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ancilla leakage and data leakage separately.
Ancilla leakage is much simpler to handle in this code, as the gauge generators are all
weight-3. Select any triangular X-gauge generator; by symmetry, the same analysis will
apply to all other generators. Then, up to gauge transformation, any error configuration
of X-type will produce an effective weight one error on the data. As data leakage in the
MS-model also causes no new space-correlated error configurations, we may immediately
conclude that these codes are robust to MS-leakage.
Thus, we may focus solely on DP -leakage. In particular, only Z-type error configu-
rations occurring on X-type gauge operators (and vice versa) may produce higher-weight
correlated errors. Of the three possible weight-2 configurations of Z-errors on an X-gauge
operator, two are equivalent to weight one Z-errors. Thus, we need only consider two
new errors in the presence of DP -leaked ancillae: the remaining weight-2 Z-error, and the
weight-3 Z-error that acts on the entire triangular X-gauge operator; see Figure 6.6.
Figure 6.6: The two new correlated Z-errors due to ancilla DP -leakage. The dotted lines
represent the gauge operators formed from the dual lattice of the Z-type stabilizers. Red
dots indicate violated gauge measurements. A similar analysis applies symmetrically to
every other triangular gauge operator.
Data leakage in the DP -model may cause error propagation between different data
qubits. Furthermore, this propagation will depend on the particular gate scheduling we
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choose. With proper gate timings, data leakage does not cause an effective distance reduc-
tion in these codes.
SWAP-LRC
One final type of leakage reduction proposed for the surface code in several works [29, 32,
16, 30, 49] is foregoing auxiliary qubits by regularly swapping the roles of data and ancilla.
The idea is to continually measure and reinitialize all qubits in the lattice to ensure that
leakage can persist for no more than two rounds of syndrome extraction. The mechanism
for doing so is by applying SWAP gates between data and ancilla every round, see Figure
2.4.
This has two competing effects. On the one hand, it minimizes circuit overhead during
syndrome extraction, yielding fewer potential fault locations. On the other hand, it allows
leakage to persist for longer, resulting in more correlated errors. In the case ofDP -leakage,
the space-correlated errors it produces are also different: an ancilla leakage upon prepara-
tion depolarizes the support of its measurement, and then acts as a data leakage for one
more round.
This is precisely what we observe numerically by comparing the behaviors of DP -
leakage and MS-leakage in a standard subspace surface code using SWAP-LRC. It ap-
pears that the longer-lived leakage errors are not much more damaging, as the full-distance
scaling of the code is approximately preserved in the presence of MS-leakage within the
error regime we consider, see Figure 6.7.
6.3 Leakage Simulations
In the last section, we established that subsystem surface codes require less relative over-
head than the subspace surface codes to realize their full effective code distance in the
presence of leakage. Next, we directly compare the leakage performance of subspace and


































Figure 6.7: A comparison of DP -leakage (top) and MS-leakage (bottom) logical error
rates for the standard surface code using both syndrome-LRC (dashed) and SWAP-LRC
(solid) at distances 3 (circle), 5 (cross), and 7 (triangle). As expected, we observe nearly
identical scaling, and SWAP-LRC even tends to perform better. Longer-lived leakage
errors do not appear to be much more damaging in this regime, as the MS-leakage logical
error rates are correctly suppressed. However, as these are subspace codes, DP -leakage
reduces the effective distance.
ulations of each code in the gate error model. Although the simplicity of syndrome-LRC
makes it straightforward to analyze, it does not minimize circuit-volume overhead. Con-
sequently, we consider the least expensive leakage reduction strategy: SWAP-LRC, which
requires no qubit overhead, and importantly, may preserve the locality requirements of the
qubit lattice.
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We focus on error rates in the 10−5 to 10−3 range. Leakage rates spanning this range
have been reported for several different qubit architectures [32, 133, 134]. However, the
particular choice to center around an error-rate of 10−4 is motivated by spontaneous Raman
scattering rates in ion traps. It has been estimated that a 200 − 500 µs gate experiences a
spontaneous scattering event with probability 10−4−10−3 [135, 49], and each spontaneous
scattering event can populate any state with approximately equal probability. For qubits
based on clock transitions, this splits between the two computational states, as well as
two leakage states formed by Zeeman splitting. We then approximate that a leakage event
occurs with probability ≈ 5.0× 10−5 [49].
6.3.1 Surface Codes
In the depolarizing error model, the extra overhead incurred by introducing additional
gauge degrees of freedom degrades the performance of the subsystem surface code. Even
well below threshold, this manifests as higher logical error rates; see Figure 6.8.
However, in the presence of leakage, the locality of the subsystem codes allow them
to outperform their subspace counterparts at sufficiently low error rates. In order to probe
this low-error regime, we restrict ourselves to low-distance codes; see Figure 6.9. We
observe good agreement with the expected performance of each code. Each fit takes the
form pL ∼ pdemp , where demp is chosen to minimize the χ2-distance. For distances 3 and 5,
we observe that de − 0.25 < demp < de + 0.5, where de is the expected scaling based on
syndrome-LRC. For distance 7, the samples were drawn predominantly from error rates
> 3× 10−4. At higher rates, the distance-4 suppression of the Pauli errors are a significant
factor when compared to the distance-2 suppression of leakage errors. Nonetheless, we
observe the expected pronounced distance reduction, with 2 < demp < 3 for those codes
susceptible to leakage, and demp > 4 for those robust to leakage.
Most importantly, for all codes that are leakage robust, we observe that demp > de−0.25,


































Figure 6.8: Sub-threshold error rates at distances 3 (circle), 5 (cross), and 7 (triangle) in
the presence of depolarizing noise in both a standard (top) and rotated (bottom) lattice
geometry. As expected, subspace surface codes (green, orange) consistently outperform
subsystem surface codes (yellow, red), in some cases by nearly an order of magnitude
within the error regime we consider.
significantly less damaging than the space-correlated errors shared with syndrome-LRC.
Furthermore, we expect that error rates would improve to demp ≈ de in this error regime
given a decoder that could better handle long-range correlations, such as those based on
renormalization groups [136, 137]. It is likely that these results would smooth out at higher
distances, as off-by-one errors have a significant effect on the low distance scaling.
This establishes that certain subsystem codes relatively outperform subspace codes (at
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(b) MS-leakage
Figure 6.9: Logical error rates at distances 3 (circle), 5 (cross), and 7 (triangle) in the
presence of leakage. Comparisons are between, in ascending order of qubit overhead,
the rotated subspace (green), rotated subsystem (yellow), standard subspace (orange), and
standard subsystem (red) surface codes using SWAP-LRC. Each data point was recorded
after at least 200 failures, with the longest simulations requiring ≈ 109 trials.
performance around p / 2.0 × 10−3 for MS-leakage in a rotated geometry and p /
0.75×10−3 forDP -leakage in a standard geometry. This contrasts with a local depolarizing
model, in which subsystem codes do not relatively outperform surface codes in any error
regime.
It is vitally important to note that this does not account for the 1.75× qubit overhead
required for subsystem codes of the same geometry as subspace codes. So while the ar-
guments of Section 6.2 demonstrate that subsystem codes offer better per-qubit distance
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protection in the presence of leakage, this advantage manifests at much lower error rates.
Although we are unable to probe these error regimes directly at higher distances where di-
rect per-qubit comparisons can be made, we can give coarse upper bounds using heuristic
estimates based on thresholds. We estimate that, at the very least, p must be / 2.5× 10−4
in the presence of DP -leakage and / 0.32 × 10−4 in the presence of MS-leakage to po-
tentially see a per-qubit benefit at sufficiently high distance.
6.3.2 Bacon-Shor Codes
We next consider Bacon-Shor codes for use in the MS-leakage model. Bacon-Shor codes
are subsystem codes defined on a lattice of d× d data qubits. They have 2(d− 1) stabilizer








where Pi,j represents the operator P acting on the qubit in the ith row and jth column of
the lattice. Then the stabilizer group is generated by the set of all Xk, Zk. As subsystem
codes, a generating set for the gauge operators is given by,
G
(X)
i,j := Xi,jXi,j+1 and G
(Z)
i,j := Zi,jZi+1,j,
where addition is performed modulo the lattice size d. With this orientation, XL consists
of X operators spanning the north-south boundaries of the lattice, while ZL consists of Z
operators spanning the east-west boundaries of the lattice. In particular, Bacon-Shor codes
share the same efficient data qubit scaling as rotated surface codes, forming a family of
[[d2, 1, d]] codes.
Although there is additional ancilla overhead, this gives us two code families to com-
pare more closely, namely the Bacon-Shor and rotated subspace surface codes in an MS-
leakage model and with bare-ancilla extraction. The former sacrifices syndrome infor-
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mation to perform localized checks, with weight two gauge operators ensuring that every
space-correlated error due to MS-leakage has weight one. The latter sacrifices locality for
additional syndrome information, increasing the number of high-weight correctable errors
while introducing other damaging correlated errors in the process. The result of this trade-
off is that, at low distances, Bacon-Shor codes yield a per-qubit error-corrective advantage





































(b) p` = 0.1pd
Figure 6.10: A comparison of distance 3 (circle), 5 (cross), and 7 (triangle) rotated subspace
surface codes (green) with Bacon-Shor codes (blue). Here we consider both p` = pd (top)
as well as p` = 0.1pd (bottom), which may be applicable to different architectures. In both
cases, Bacon-Shor codes begin to demonstrate an advantage at errors rates
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At low distance, this advantage manifests at error rates as high as p / 1.2 × 10−3.
Even when the leakage rate is an order-of-magnitude less than the depolarizing rate, the
distance-3 Bacon-Shor code begins to outperform the corresponding surface code at error
rates as high as p / 5.0 × 10−4. Of course, these gains are more pronounced at higher
leakage-to-depolarizing ratios. At lower error rates, one can observe the damage caused by
leakage as the logical error suppression tapers off.
However, as the number of stabilizer checks in Bacon-Shor codes scale sublinearly in
the lattice size, the family does not exhibit a threshold. Consequently, their advantage can-
not persist at higher distances, although they can yield significant error-suppression which
may suffice for the desired memory time [117, 118]. Coupled with simplified prepara-
tion and potential benefits against other correlated noise sources, this gives evidence that
Bacon-Shor codes might prove advantageous in near-term fault-tolerance experiments or
in low to intermediate distance error protection, within certain noise models [138].
6.4 Conclusions
In this work, we have highlighted an intrinsic error-corrective benefit of subsystem codes in
the presence of leakage. This is because leakage naturally manifests uncontrolled ‘hook’ er-
rors, whose damage is limited by local measurements. We have quantified several crossover
points below which these correlated errors are more damaging than the entropic effects that
are well-handled by the subspace surface code. These error rates range between approxi-
mately 10−5−10−3 at the low distances we have considered, and may be relevant to limiting
error models in certain architectures, such as spontaneous scattering in ion traps.
It is important to note that some of these advantages are significant, while others are
modest. For the geometrically local codes we have considered, subsystem error-correction
only provides a benefit subject to certain code constraints or particularly damaging leakage
models. Even here, these benefits can only be observed at low error-rates that are only
just being broached by current technologies [65, 134, 139]. However, there are certain
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architectures that could have even more harmful leakage dynamics or even higher leakage
rates [55, 87]; in such cases, we would expect the subsystem code advantage to increase.
More generally, this work illustrates a potential application for subsystem codes which
do not yield an immediate error-corrective advantage in independent depolarizing models.
As a generalization of subspace codes, subsystem codes offer a broad design space, with a
variety of interesting constructions including Bravyi-Bacon-Shor codes [140, 121], the five-
squares code [116], subsystem color codes [114], and others [141, 142, 143, 144]. Leakage
is a natural error-model in which the subsystem structure of these codes offers a direct
error-corrective benefit when compared with any gauge-fix, past architectural and paral-
lelizability considerations. We would expect similar advantages in other non-Markovian
error models, where the relevant baths are local and determined by the qubit connectivity
[145].
There are several extensions to this work worth consideration. Most immediately, each
of these codes and leakage reduction strategies should be compared on a qubit-to-qubit
basis, given the constraints of a particular architecture and leakage model. To do this,
we would have to probe the low-error regime of higher-distance codes. Generalized path-
counting [127, 31] or splitting methods [146] may be better suited to the task than Monte
Carlo simulations. Ultimately, we are interested in performing very long computations, and
so understanding code behavior at high distances and low error-rates is key.
Additionally, one could expand the search for leakage resilient codes past geometrically
local codes, which are bounded asymptotically by d = O(
√
n), and consider more general
low-density parity check codes [140]. Even among geometrically local codes, one could
consider more qubit-efficient encodings, such as the 4.8.8 color codes [147] or triangle
codes [148]. One could also try to generalize fault-tolerant syndrome extraction to account
for leakage events [56]. However, this will also introduce additional overhead, while prepa-
ration and verification of the required resource states will prove more difficult depending on
the leakage model. Along the same line, one could investigate concatenated codes for non-
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local architectures. However, leakage will further exacerbate the low thresholds inherent to
concatenated codes.
Finally, one might consider subsystem codes in the presence of other correlated noise
models [149, 145], particularly those that are determined by the lattice geometry or gate
connectivity, such as crosstalk. In these cases, local subsystem error-correction may pro-





A reliable large scale quantum computer promises to solve many real-life problems, in
particular the simulation of quantum mechanics. However we are still a long ways off
from having a machine with enough qubits to do practical computation. For near term
experiments, we do not anticipate leakage being the main source of error. The probability
of leakage errors is low. There is more technical noise to overcome before we see the
effects of leakage dominate. But when constructing large scale fault tolerant devices, we
must consider the tradeoffs between overhead of handling such errors and mitigating their
effects through design.
In this work, we have presented several ways of handling leakage. For more imme-
diate practical applications, we have given evidence that leakage can be less damaging in
certain architectures. Exploiting the physics of the actual system usually offers some in-
sight into the best approach to handling leakage. We have seen this in a non-interactive
model of leakage that can be applied to Mølmer-Sørensen gates in ion-traps and the one-
side leakage model that can be applied to the cross resonance gate in superconductors. In
practice, one should leverage all of the specificities of their architecture to handle leakage
events optimally. For systems that suffer from very damaging leakage, we have shown
that Bacon-Shor or subsystem surface codes may be preferable, particularly in near-term
fault-tolerance experiments at low distances.
In most of our study, we also examined the toric code which may be less practical than
the planar surface code depending on the layout. Modular architectures could implement
the toric code directly [93], while architectures based on local geometry are better suited
to the surface code [95]. For small devices implementing the code in a single ion chain
[94], either the torus or plane would work. To implement the leakage reduction circuit in
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the plane, additional circuits on the boundary are necessary to enable the swap.
Our results also emphasize the importance of leakage models. For the depolarizing
leakage model, leaked syndrome qubits are so damaging, a single physical leakage error
leads to a logical error. For the MS leakage model, the Pauli twirl approximation gives a
convenient result that makes syndrome qubit leakage less dangerous than stochastic Pauli
errors. The way in which leakage is modeled can also determine which surface code is best
suited to handle the correlated errors associated with leakage [50].
Finally, we note that our simulations are not optimized in any way and there are several
things that could be done to improve the performance. For hyperfine qubits, our simulations
assumed leakage errors were undetectable. When leakage was measure, it was projected
into the |1〉 qubit subspace, as motivated by selective state measurement techniques in
experiments [67]. If leakage could be detected, this information would be valuable in
distinguishing valid syndromes from corrupt ones, ultimately leading to an improvement
in performance. For Zeeman qubits, the dominant dephasing errors suggest using other
codes, which have shown benefits in the code capacity error model where memory errors
dominate, would be optimal. In this discussion we focus on suppression errors through
magnetic field stability but one could also use different codes [150, 151, 152]. The mixed
qubit scheme shares all the benefits the Zeeman qubits have. So we expect mixed species
to perform better on codes that are optimized for Zeeman.
We hope that this analysis of leakage faults in the surface code offers some insight as to
how to fault tolerantly handle leakage in other codes, particularly the triangular color code
[153, 154].
It would also be advantageous to investigate different physical mechanisms for leak-
age elimination [26]. Implementing these physical techniques at the critical fault locations
would be an effective procedure. Mixing LRC’s with physical techniques could help mini-
mized the overhead.
One could also look for improvements using more advanced decoders or leakage de-
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tection [29]. We have restricted our attention to minimum-weight perfect matching, which
only captures edge-like correlated errors in the decoder graph. Renormalization group
[136, 137] or machine-learning methods [155, 156] could better handle higher-weight cor-
related error patterns. These decoders might also utilize the extra information that is gained
from auxiliary qubit measurement, which is wasted in a simple minimum-weight perfect
matching scheme, and could lead to improved thresholds.
Finally, it would be worth while to study how leakage could be used a resource. These
additional states could be used to defined qudits, which have been shown to provide addi-
tional computational resources even within a qubit setting [157, 158, 159].
While leakage errors will not be a limiting factor in noisy intermediate scale quantum
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