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QUANTITATIVE UNIQUENESS OF SOLUTIONS TO PARABOLIC
EQUATIONS
JIUYI ZHU
Abstract. We investigate the quantitative uniqueness of solutions to parabolic equations with
lower order terms on compact smooth manifolds. Quantitative uniqueness is a quantitative
form of strong unique continuation property. We characterize quantitative uniqueness by the
rate of vanishing. We can obtain the vanishing order of solutions by C1,1 norm of the potential
functions, as well as the L∞ norm of the coefficient functions. Some quantitative Carleman
estimates and three cylinder inequalities are established.
1. Introduction
In this paper, we study the quantitative uniqueness for parabolic equations with non-trivial
lower order terms on compact smooth manifolds. Suppose u is a non-trivial solution to
(1.1) △gu− ∂tu− V˜ (x, t)u = 0 on M1,
whereM1 =M×(−1, 1) and g is the metric on the compact smooth manifoldM with dimension
n ≥ 2. Assume that V˜ ∈ C1,1, where ‖V˜ ‖C1,1(M1) = supM1 |V˜ | + supM1 |∇V˜ | + supM1 |∂tV˜ |.
We may assume that ‖V˜ ‖C1,1(M1) ≤ M for M ≥ 1. Quantitative uniqueness, also called as
quantitative unique continuation, described by the vanishing order, characterizes how much the
solution vanishes. It is a quantitative way to describe the strong unique continuation property. If
the condition that solution vanishes of infinite order at a point implies that the solution vanishes
identically, then we say the strong unique continuation property holds.
Let’s first review the progresses about quantitative uniqueness for elliptic equations. Recently,
there are much attentions in this topic. The most interesting example for quantitative unique
continuation arises from the study of nodal sets for eigenfunctions on manifolds. For classical
eigenfunctions on a compact smooth Riemannian manifold M,
(1.2) −△gφλ = λφλ in M.
Donnelly and Fefferman in [DF88] obtained that the maximal vanishing order of φλ is everywhere
less than C
√
λ, here C only depends on the manifoldM. Such vanishing order for eigenfunction
φλ is sharp, which can be verified from spherical harmonics.
Kukavica in [Ku98] studied the quantitative unique continuation for Schro¨dinger equation
(1.3) −△u+ V (x)u = 0.
If ‖V ‖C1 ≤ K for some large constant K > 1. Kukavica showed that the upper bound of
vanishing order is less than CK. From Donnelly and Fefferman’s work in the case V (x) = −λ,
this upper bound is not optimal. Recently, by different methods, the sharp vanishing order for
solutions of (1.3) is shown to be less than CK
1
2 independently by Bakri in [Bak12] and Zhu in
[Zhu16]. It matches the optimal result for the vanishing order of eigenfunctions in Donnelly and
Fefferman’s work in [DF88].
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If ‖V ‖L∞ ≤ K0 for some large K0 > 1, Bourgain and Kenig [BK05] considered the vanish-
ing order for (1.3) with the background from Anderson localization for the Bernoulli model.
Bourgain and Kenig established that
(1.4) ‖u‖L∞(Br) ≥ c1rc2K
2
3
0 as r → 0,
where c1, c2 depend only on n and upper bound of the solution. The estimates (1.4) implies
that the upper bound order of vanishing for solutions is less than CK
2
3
0 . Moreover, Kenig in
[Ken07] pointed out that the exponent 23 of K
2
3
0 is optimal for complex valued potential function
V (x) based on Meshkov’s example in [Mes92]. Especially, if the real valued potential function
V (x) ≥ 0, Kenig, Silvestre and Wang [KSW15] were able to show that the vanishing order is
less than CK
1
2
0 in the planar domain.
For the general second order elliptic equation
(1.5) −△u+W (x) · ∇u+ V (x)u = 0
with ‖W (x)‖L∞ ≤ K1, Bakri in [Bak13] and Davey in [Dav14] independently generalized the
quantitative uniqueness result and obtained that the order of vanishing is less than C(K
2/3
0 +K
2
1 ).
The strong unique continuation property also holds for second order elliptic equation (1.5)
with singular lower terms in Lr Lebesgue space, i.e.
W (x) ∈ Lt with t > n and V (x) ∈ Ln2 .
Very Recently, Davey and the author in [DZ17] established a new quantitative Lp → Lq Carle-
man estimates for a range of p and q value. We were able to deal with (1.5) with both singular
gradient potential W (x) and singular potential V (x) for n ≥ 3. Our results work for a large
range of singular potentials V (x) and gradient potentials W (x) . Especially, for n = 2, Davey
and the author in [DaZ17] were able to characterize vanishing order for all admissible singular
potentials V (x) ∈ Ls for s > 1 and gradient potentials W (x) ∈ Lt for t > 2. It offers a complete
description of quantitative unique continuation for second order elliptic equations in n = 2.
Next, let’s briefly review some literature about strong unique continuation property for para-
bolic equations. We aim to study quantitative unique continuation for parabolic equations. The
strong unique continuation property for parabolic equations with time-independent coefficients
were shown by Landis and Oleink [LO74] and independently by Lin [L88]. The unique con-
tinuation property for parabolic equations with time-dependent coefficient was proved by e.g.
Sogge [S90], Poon [P96], Chen [C96], Escauriaza, Ferna´ndez and Vega in [E00], [EV01], [EF03],
[F03], to just mention a few. In particular, Poon in [P96] defined a suitable frequency function
to measure the space-time vanishing rate. It was shown that if u satisfies the inequality
|△u+ ∂tu| ≤ N0(|∇u|+ |u|) in Rn × [0, T )
for some positive constant N0 and u vanishes to the infinite order in both space and time variable
at (0, 0), then u is trivial in Rn× [0, T ). In term of the concept of vanishing of infinite order in
both space and time, we mean for all k ≥ 1, there exist Ck such that
|u(x, t)| ≤ Ck(|x|+
√
t)k
for all (x, t) near (0, 0).
In [E00] and [EV01], Escauriaza and Vega proved some Carleman inequalities and obtained
strong unique continuation property for global (defined in Rn× [0, T ) and local solutions for the
parabolic equations
(1.6) △u+ ∂tu = V (x, t)u
for some unbounded potential V (x, t). In particular, they showed that in certain LrxL
s
t Lebesgue
space for the potential function V (x, t), the solution vanishes globally if the solution vanishes
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infinite order in the space-time variable at (0, 0). Later, Koch and Tataru [KT09] further proved
this property for rough variable coefficients and rough LrxL
s
t potentials.
In [V02] and [V03], Vessella considered another interesting strong unique continuation prop-
erty for parabolic equations (1.6) in D × (−T, T ), where D is a domain in Rn. If V (x, t) is a
bounded function and u vanishes at infinity order in the spacial variable as
(1.7)
∫
Q¯Tr (x0)
dxdt = O(rN ), as r → 0
for every N ∈ N, then u vanishes in D× (−T, T ). Here Q¯Tr (x0) = Br(x0)× (−T, T ) for x0 ∈ D
and Br(x0) is a ball centered at x0 with radius r in D in the Euclidean space. If u is not trivial,
from the strong unique continuation property, then the condition (1.7) will not hold for every
N . A nature question is how large the possible N is in (1.7). That is, we aims to quantify
this strong unique continuation property by studying the rate of vanishing. If the strong unique
continuation property holds for the solutions and solutions do not vanish of infinite order, the
vanishing order of solutions depends on the coefficient functions appeared in the equations. So
it is of interest to find out the relation between the vanishing order and the potential function
V (x, t).
Inspired by the progresses for the quantitative uniqueness of elliptic equations, it is interesting
to study this topic for parabolic equations. We are interested in obtaining the vanishing order
characterized by the spatial variable in (1.7). Since the L2 norm and L∞ norm are comparable
for second order parabolic equations, we define the vanishing order for the solution in (1.1) at
x0 ∈ M by
(1.8) sup{k| lim sup
r→0+
supQ1r(x0) |u|
rk
},
where Q1r(x0) = Br(x0) × (−1, 1) in this context. Br(x0) is the geodesic ball with radius r
centered at x0 on the manifold M. r = d(x, x0) is the Riemanian distance from x to x0.
Since the strong unique continuation property for (1.1) is shown, our goal is to consider the
vanishing order of the solutions on M. By the definition of the manifold M1 =M× (−1, 1),
we can write M× 0 as M. We work on finding out the estimates at x0 on M in the form
(1.9) ‖u‖L∞(Q1r(x0)) ≥ CrN .
From (1.8), it implies the vanishing order of solution u at x0 on M is less than N .
We may normalize the solutions u in (1.1) as follow,
(1.10) ‖u(x, t)‖L∞(M) ≥ 1 and ‖u(x, t)‖L∞(M1) ≤ C0.
See also remark 2 for additional information on the normalization of solutions in (4.10). If
V˜ (x, t) ∈ C1,1, using quantitative Carleman estimates, three cylinder inequalities and propaga-
tion of smallness argument, we are able to show the following theorem.
Theorem 1. The vanishing order of solutions to (1.1) on M is everywhere less than CM 12 ,
where C is a positive constant depending only on the manifold M and C0.
If we review the quantitative uniqueness result for elliptic equations (1.3), the 12 exponent of
the upper boundM
1
2 for the C1,1 norm of potential function V˜ matches the one by [Bak12] and
[Zhu16] for C1 norm of V in (1.3). It seems to be a sharp result. For example, if we can consider
the case that u(x, t) = φλ(x) where φλ(x) is the eigenfunction in (1.2), then V˜ (x, t) = −λ in
equation (1.1). The statement of Theorem 1 agrees with the Donnelly and Fefferman’s sharp
results in [DF88].
We are also able to study the vanishing order for parabolic equations with non-trivial bounded
lower order terms,
(1.11) △gu− ∂tu−W (x, t) · ∇u− V (x, t)u = 0 on M1,
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where
(1.12) ‖W‖L∞(M1) ≤M1 and ‖V ‖L∞(M1) ≤M0,
with M0,M1 ≥ 1. We are able to show that
Theorem 2. The vanishing order of solutions to (1.11) on M is everywhere less than
(1.13) C(M
2
3
0 +M
2
1 ),
where C is a positive constant depending only on the manifold M and C0.
From Kenig’s observation in [Ken07], the power 23 forM
2
3
0 in the theorem seems to be optimal.
Very recently, Camliyurt and Kukuvica [CK17] studied the quantitative unique continuation for
the global solutions of (1.11) in Rn × (0, T ). By assuming periodicity of solutions, similar
upper bound of vanishing order as (1.13) for spatial and time variable was obtained. Parabolic
frequency function and similarity variable argument were used in [CK17]. Our arguments are
relied on quantitative Carleman estimates and three cylinder inequalities.
Besides the important roles of quantitative uniqueness in size measurement of nodal sets
[DF88], spectral theory of Schro¨dinger equations [BK05], backward uniqueness [EF03], it also
finds applications in inverse problems and control theory [AN08] and other topics, to just mention
a few.
The paper is organized as follows. In section 1, we prove the quantitative Carleman estimates
for second order parabolic equation with C1,1 potentials or with L∞ potentials. Section 2 is
devoted to the proof of three cylinder inequalities from Carleman estimates. In section 3, using
the propagation of smallness argument, we show the proof of Theorem 1 and Theorem 2. In
the paper, since we are interested in the dependence of vanishing order on M , M1 and M2,
we assume that they are large constants. The letters c, C, C1 and C2 denote generic positive
constants that do not depends on u, and may vary from line to line.
2. Carleman estimates
In this section, we show the quantitative Carleman estimates for parabolic equations. We drop
the notation of metric g and simply write △ for the Laplace-Beltrami operator △g. Carleman
estimates are weighted integral inequalities with a weight function e−τg(r), where the function
g(r) usually satisfies some convexity properties. Let’s define the weight function. For a fixed
number ǫ such that 0 < ǫ < 1 and ρ0 < 0, we define f on (−∞, ρ0) by f(ρ) = ρ + eǫρ. We
introduce the weight function
g(r) = f−1(ln r)
for small r. We can check that g(r) ≈ ln r as r → 0. Now we state the main results in this
section.
Theorem 3. There exist positive constants r0, C, C1 and C2, which depend only on M and
ǫ, such that, for any V˜ ∈ C1,1(M1), x0 ∈ M, u ∈ C∞0
(
QTr0(x0)\
{{x0} × (−T, T )}) and
τ > C(1 + ‖V˜ ‖
1
2
C1,1
), one has
‖(△u− ∂tu− V˜ u)e−τg(r)r
4−n
2 ‖L2 ≥ C1τ
1
2‖∇ue(−τ+ ǫ2 )g(r)r 2−n2 ‖L2
+ C2τ
3
2‖ue(−τ+ ǫ2 )g(r)r−n2 ‖L2 .(2.1)
As a consequence, we have the following Carleman estimates which do not involve potential
functions.
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Lemma 1. There exist positive constants r0, C, C1 and C2, which depend only on M and ǫ,
such that, for any x0 ∈M, u ∈ C∞0
(
QTr0(x0)\
{{x0} × (−T, T )}) and τ > C, one has
‖(△u− ∂tu)e−τg(r)r
4−n
2 ‖L2 ≥ C1τ
1
2‖∇ue(−τ+ ǫ2 )g(r)r 2−n2 ‖L2
+ C2τ
3
2‖ue(−τ+ ǫ2 )g(r)r−n2 ‖L2 .(2.2)
If we set V˜ (x, t) = 0, then the Carleman estimates (2.2) in Lemma 1 follows from (2.1). It is
also obtained by Vessella in [V03].
To deal with the equation with (1.11) with bounded coefficient functions, we need to establish
the following Carleman estimates.
Theorem 4. There exist positive constants r0, C, C1 and C2, which depend only on M and
ǫ, such that, for any V,W ∈ L∞(M1), x0 ∈ M, u ∈ C∞0
(
QTr0(x0)\
{{x0} × (−T, T )}) and
τ > C(1 + ‖V ‖
2
3
L∞ + ‖W‖2L∞), one has
‖(△u− ∂tu−W · ∇u− V u)e−τg(r)r
4−n
2 ‖L2 ≥ C1τ
1
2 ‖∇ue(−τ+ ǫ2 )g(r)r 2−n2 ‖L2
+ C2τ
3
2 ‖ue(−τ+ ǫ2 )g(r)r−n2 ‖L2 .(2.3)
We first show the proof of Theorem 4 from Lemma 1.
Proof. By the triangle inequality, it follows that
‖(△u− ∂tu−W · ∇u− V u)e−τg(r)r
4−n
2 ‖L2 ≥ ‖(△u− ∂tu)e−τg(r)r
4−n
2 ‖L2
− ‖V ‖L∞‖ue−τg(r)r
4−n
2 ‖L2
− ‖W‖L∞‖∇ue−τg(r)r
2−n
2 ‖L2 .(2.4)
By the assumption of τ in the theorem, we choose C in the lower bound of τ such that
(2.5) ‖V ‖L∞‖ue−τg(r)r
4−n
2 ‖L2 ≤
C1
2
τ
3
2‖ue(−τ+ ǫ2 )g(r)r−n2 ‖L2
and
(2.6) ‖W‖L∞‖∇ue−τg(r)r
4−n
2 ‖L2 ≤
C2
2
τ
1
2‖∇ue(−τ+ ǫ2 )g(r)r 2−n2 ‖L2 ,
where C1 and C2 are those appeared in (2.2). Applying (2.2) in the inequality (2.4) and using
(2.5) and (2.6), we arrive at (2.3). 
The rest of the section is devoted to the proof of Theorem 3. We adapt the strategy from the
proof of (2.2) in [V03].
Proof of Theorem 3. We use polar geodesic coordinate (r, θ) near x0. Using the Einstein’s no-
tation,
△u− ∂tu = ∂2ru+ (∂r ln
√
γ +
n− 1
r
)∂ru+
1
r2
△θu− ∂tu,
where
△θ = 1√
γ
∂i(
√
γγij∂ju),
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∂i =
∂
∂θi
and γij(r, θ) is the metric on S
n−1. We write γ = det(γij). Since M is a compact
smooth manifold, it is well known that
(2.7)


C−1 ≤ γ ≤ C;
∂r(γ
ij) ≤ C(γij) (in the sense of tensors);
|∂r(γ)| ≤ C
for small enough r. Set a new coordinate z = ln r. In the new coordinates, it follows that
(2.8) △u− ∂tu = e−2z
(
∂2zu+ (∂z ln
√
γ + (n− 2))∂zu+△θu
)− ∂tu.
Then we introduce a new transformation z = f(ρ) with f(ρ) = ρ+ eǫρ for some fixed 0 < ǫ < 1.
Under this transformation, (2.8) will take the following expression
△u− ∂tu = e−2f(ρ)(1 + ǫeǫρ)−2
[
∂2ρu+
(
(n − 2)(1 + ǫeǫρ)− ǫ
2eǫρ
1 + ǫeǫρ
)
∂ρu+ ∂ρ(ln
√
γ)∂ρu
+ (1 + ǫeǫρ)2△θu
]
− ∂tu.
Let
(2.9) Lu = △u− ∂tu− V˜ (x, t)u.
Due to those changes of variables, the function u is in the variable (ρ, θ, t). The operator L takes
the form
(2.10) Lu = e−2f(ρ)(1 + ǫeǫρ)−2(Q(u) + Q˜(u))
where
Q(u) =∂2ρu+
(
(n− 2)(1 + ǫeǫρ)− ǫ
2eǫρ
1 + ǫeǫρ
)
∂ρu+ (1 + ǫe
ǫρ)2△θu
− e2f(ρ)(1 + ǫeǫρ)2∂tu− e2f(ρ)(1 + ǫeǫρ)2V˜ (ef(ρ), θ, t)u
and
Q˜(u) = ∂ρ(ln√γ)∂ρu.
For the ease of notation, let
(2.11) a(ρ) = e2f(ρ)(1 + ǫeǫ)2
and
(2.12) b(ρ) = (n− 2)(1 + ǫeǫρ)− ǫ
2eǫρ
1 + ǫeǫρ
.
Then
Q(u) =∂2ρu+ b(ρ)∂ρu+ (1 + ǫeǫρ)2△θu− a(ρ)∂tu+ a(ρ)V˜ (ef(ρ), θ, t)u.
Since u ∈ C∞0
(
QTr0(x0)\
{{x0} × (−T, T )}), in term of the variable (ρ, θ, t), the function u
has support in (−∞, ρ0)× Sn−1 × (−T, T ), where ρ0 = −|ρ0| with |ρ0| chosen to be sufficiently
large. Set
u = eτρv.
We introduce a conjugate operator
Qτ (v) = e−τρQ(u) = e−τρQ(eτρv).
Direct computations show that
(2.13) Qτ (v) = Q1τ (v) +Q2τ (v),
where
(2.14) Q1τ (v) = ∂2ρv + (b(ρ)τ + τ2)v − a(ρ)V˜ (ef(ρ), θ, t)v + (1 + ǫeǫρ)2△θv
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and
(2.15) Q2τ (v) = (2τ + b(ρ))∂ρv − a(ρ)∂tv.
Furthermore, set
(2.16) A0(ρ) = τ
2 + b(ρ)τ
and
(2.17) A1(ρ) = 2τ + b(ρ).
Then Q1τ (v) and Q2τ (v) can be rewritten as follows,
(2.18) Q1τ (v) = ∂2ρv +A0(ρ)v − a(ρ)V˜ (ef(ρ), θ, t)v + (1 + ǫeǫρ)2△θv
and
(2.19) Q2τ (v) = A1(ρ)∂ρv − a(ρ)∂tv.
To deal with the integration on (−∞, ρ0)× Sn−1 × (−T, T ), we introduce the L2 norm as
‖v‖2 =
∫
(−∞,ρ0)×Sn−1×(−T,T )
v2
√
γdρdθdt,
where dθ is the measure on Sn−1. From (2.10), we obtain that
‖e−τρe2f(ρ)(1 + ǫeǫρ)2Lu‖ = ‖Qτ (v) + Q˜τ (v)‖
≥ ‖Qτ (v)‖ − ‖Q˜τ (v)‖,(2.20)
where
Q˜(v) = e−τρQ˜(u) = e−τρQ˜(eτρv).
From (2.7) and the definition of f(ρ), it follows that
|∂ρ(ln√γ)| = | γ
′
2γ
ef(ρ)f ′(ρ)|
≤ Ceρ.(2.21)
Furthermore, it implies that
|Q˜(v)| = e−τρ|∂ρ(ln√γ)∂ρ(eτρv)|
≤ Ceρ|τv + ∂ρv|.(2.22)
Later on, we will show that ‖Q˜(v)‖ can be controlled by ‖Qτ (v)‖.
Now we focus on the estimates on Qτ (v). Squaring Qτ (v) in (2.13) gives that
(2.23) ‖Qτ (v)‖2 = ‖Q1τ (v)‖2 + ‖Q2τ (v)‖2 + 2 < Q1τ (v),Q2τ (v) > .
We study each other term in the right hand side of (2.23). We first consider the inner product
< Q1τ (v),Q2τ (v) >. From the expression of Q1τ (v) in (2.18) and Q2τ (v) in (2.19), we have
2 < Q1τ (v),Q2τ (v) > = 2
∫
∂2ρv
(
A1(ρ)∂ρv − a(ρ)∂tv
)√
γ
+ 2
∫
A0(ρ)v
(
A1(ρ)∂ρv − a(ρ)∂tv
)√
γ
+ 2
∫
(1 + ǫeǫρ)2△θv
(
A1(ρ)∂ρv − a(ρ)∂tv
)√
γ
− 2
∫
a(ρ)V˜ (ef(ρ), θ, t)v
(
A1(ρ)∂ρv − a(ρ)∂tv
)√
γ.(2.24)
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Next we compute each term in the right hand side of the last equality. Integration by parts
shows that
2
∫
∂2ρvA1(ρ)∂ρv
√
γ =
∫
A1(ρ)∂ρ(∂ρv)
2√γ
= −
∫
A
′
1(ρ)|∂ρv|2
√
γ −
∫
A1(ρ)|∂ρv|2∂ρ(ln√γ)√γ.(2.25)
From the integration by parts argument, we have
−2
∫
∂2ρva(ρ)∂tv
√
γ = 2
∫
a′(ρ)∂ρv∂tv
√
γ + 2
∫
a(ρ)∂ρv∂tv∂ρ(ln
√
γ)
√
γ
+
∫
a(ρ)∂t(∂ρv)
2√γ
= 2
∫
a′(ρ)∂ρv∂tv
√
γ + 2
∫
a(ρ)∂ρv∂tv∂ρ(ln
√
γ)
√
γ(2.26)
since a(ρ) and
√
γ do not depend on t.
Performing the integration by parts again yields that
2
∫
A0(ρ)vA1(ρ)∂ρv
√
γ =
∫
A0(ρ)A1(ρ)∂ρv
2√γ
=
∫ (
A0(ρ)A1(ρ)
)
ρ
v2
√
γ −
∫
A0(ρ)A1(ρ)v
2∂ρ(ln
√
γ)
√
γ.(2.27)
Since A0(ρ), a(ρ) and
√
γ are independent of t, the following term vanishes.
−2
∫
A0(ρ)va(ρ)∂tv
√
γ = −
∫
A0(ρ)a(ρ)∂tv
2√γ
=
∫ (
A0(ρ)a(ρ)
√
γ
)
t
v2
= 0.(2.28)
We continue to investigate the right hand side of (2.24). Note that |∇θv|2 = γij∂iu∂ju. Integra-
tion by parts yields that
2
∫
(1 + ǫeǫρ)2△θvA1(ρ)∂ρv√γ = −2
∫
(1 + ǫeǫρ)2A1(ρ)∂ρ(∂iv)∂jvγ
ij√γ
= −
∫
(1 + ǫeǫρ)2∂ρ|∇θv|2A1(ρ)√γ
=
∫ (
(1 + ǫeǫρ)2A1(ρ)
)
ρ
|∇θv|2√γ
+
∫
(1 + ǫeǫρ)2A1(ρ)|∇θv|2∂ρ(ln√γ)√γ
≥
∫ (
(1 + ǫeǫρ)2A1(ρ)
)
ρ
|∇θv|2√γ
− C
∫
(1 + ǫeǫρ)2A1(ρ)|∇θv|2eρ√γ,(2.29)
where we have used the estimates (2.21) in the the last inequality. Recall the definition of A1(ρ)
in (2.17). We have
(2.30)
(
(1 + ǫeǫρ)2A1(ρ)
)
ρ
≥ Cǫ2τeǫρ
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for some fixed 0 < ǫ < 1. Since −∞ < ρ < −|ρ0| with |ρ0| large enough, from (2.29), it follows
that
2
∫
(1 + ǫeǫρ)2△θvA1(ρ)∂ρv√γ ≥ Cǫ2τ
∫
eǫρ|∇θv|2√γ.(2.31)
Since a(ρ) and
√
γ are independent of t, performing the integration by parts implies that
−2
∫
(1 + ǫeǫρ)2△θva(ρ)∂tv√γ = 2
∫
(1 + ǫeǫρ)2a(ρ)∂tivγ
ij∂jv
√
γ
=
∫
(1 + ǫeǫρ)2a(ρ)∂t|∇θv|2√γ
= 0.(2.32)
Before calculating the integral involving V˜ , we estimate the derivative of a(ρ) and A1(ρ).
Recall that the definition of a(ρ) in (2.11), A1(ρ) in (2.17) and f(ρ) = ρ+ e
ǫρ. performing the
derivative gives that
(2.33) |a′(ρ)| ≤ Ce2ρ and |A′1(ρ)| ≤ Cǫ2eǫρ
for some fixed ǫ and large enough |ρ0|. Using integration by parts, we consider the last term in
the right hand side of (2.24), we obtain that
−2
∫
a(ρ)V˜ (ef(ρ), θ, t)vA1(ρ)∂ρv
√
γ = −
∫
a(ρ)V˜ (ef(ρ), θ, t)A1(ρ)∂ρv
2√γ
=
∫
{a′(ρ)V˜ A1(ρ) + a(ρ)V˜ref(ρ)f ′(ρ)A1(ρ)
+ a(ρ)V˜ A
′
1(ρ) + a(ρ)V˜ A1(ρ)∂ρ(ln
√
γ)
}
v2
√
γ.(2.34)
From the assumption of a(ρ) in (2.11) and the estimates (2.33), we get
−2
∫
a(ρ)V˜ (ef(ρ), θ, t)vA1(ρ)∂ρv
√
γ ≥ −Cτ‖V˜ ‖C1,1
∫
v2eρ
√
γ.(2.35)
Similar arguments yield that
2
∫
a(ρ)V˜ (ef(ρ), θ, t)va(ρ)∂tv
√
γ =
∫
a2(ρ)V˜ (ef(ρ), θ, t)∂tv
2√γ
= −
∫
a2(ρ)V˜t(e
f(ρ), θ, t)v2
√
γ
≥ −C‖V˜ ‖C1,1
∫
v2eρ
√
γ.(2.36)
We have computed all the integrals in the right hand side of (2.24). Combining all the terms in
calculations from (2.25) to (2.36), we obtain
‖Qτ (v)‖2 = ‖Q1τ (v)‖2 + I1 + I2,(2.37)
where
I1 = ‖Q2τ (v)‖2 −
∫
A
′
1(ρ)|∂ρv|2
√
γ + 2
∫
a′(ρ)∂ρv∂tv
√
γ
−
∫ (
A1(ρ)A2(ρ)
)
ρ
v2
√
γ + Cǫ2τ
∫
eǫρ|∇θv|2√γ(2.38)
and
I2 = −
∫
A1(ρ)|∂ρv|2(∂ρ ln√γ)√γ + 2
∫
a(z)∂tv∂ρv(∂ρ ln
√
γ)
√
γ
−
∫
A0(ρ)A1(ρ)v
2(∂ρ ln
√
γ)
√
γ − Cτ‖V˜ ‖C1,1
∫
v2eρ
√
γ.(2.39)
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Direct calculations show that
A0(ρ)A1(ρ) = 2τ
3 + 3b(ρ)τ2 + b2(τ)τ.
Recall the definition of b(ρ) in (2.12). Calculating the derivative gives that
|(A0(ρ)A1(ρ))ρ| = |3b′(ρ)τ2 + 2b(ρ)b′(ρ)τ |
≤ Cτ2eǫρ.(2.40)
Now we work on the expression I1 to find a low bound. We estimate I1 by
I1 ≥ J1 − C
∫
τ2eǫρv2
√
γ + Cǫ2τ
∫
eǫρ|∇θv|2√γ,(2.41)
where
J1 = ‖Q2τ (v)‖2 −
∫
A
′
1(ρ)|∂ρv|2
√
γ + 2
∫
a′(ρ)∂ρv∂tv
√
γ
and we have used the estimate (2.40). Recall the definition of Q2τ in (2.19), we rewrite J1 as
(2.42) J1 =
∫
{|A1(ρ)∂ρv − a(ρ)∂tv|2 −A′1(ρ)|∂ρv|2 + 2a′(ρ)∂tv∂ρv}
√
γ.
To estimate J1, let
α = ∂ρv and β = ∂tv.
Introduce the expression R(ρ, τ ;α, β) following from [V02] and [V03] as
(2.43) R(ρ, τ ;α, β) = |A1(ρ)α− a(ρ)β|2 −A′1(ρ)α2 + 2a′(ρ)αβ.
We claim that
(2.44) R(ρ, τ ;α, β) ≥ τ |α|2 + e
5ρ
2τ
|β|2.
From the definition of a(ρ) in (2.11), we obtain that
(2.45)
a′(ρ)
a(ρ)
=
2ǫ2 + 2(1 + ǫeǫρ)f ′(ρ)
1 + ǫeǫρ
.
Since f ′(ρ) = 1 + ǫeǫρ, it can be shown that
(2.46) |a
′(ρ)
a(ρ)
− 2| ≤ 4ǫ.
On one hand, we reorganize (2.43) as
(2.47) R(ρ, τ ;α, β) = [(A1(ρ)− a
′(ρ)
a(ρ)
)α− a(ρ)β]2 + α2[A21(ρ)−A
′
1(ρ)− (A1(ρ)−
a′(ρ)
a(ρ)
)2].
Recall the definition of A1(ρ) in (2.17), using the estimates (2.45) and (2.46), we arrive at
(2.48) R(ρ, τ ;α, β) ≥ 4τα2
for every α, β ∈ R2, ρ < −C and τ > C.
On the other hand, we rewrite R(ρ, τ ;α, β) as
(2.49) R(ρ, τ ;α, β) = [A1(ρ)α − (a(ρ)− a
′(ρ)
A1(ρ)
)β]2 +
a′(ρ)a(ρ)
A1(ρ)
(2− a
′(ρ)
A1(ρ)a(ρ)
)β2 −A′1(ρ)α2.
Using the definition of A1(ρ) in (2.17) and a(ρ) in (2.11), taking the estimates (2.45) and (2.46)
into considerations gives that
(2.50) R(ρ, τ ;α, β) ≥ e
5ρ
τ
β2 −Cǫ2α2
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for every α, β ∈ R2, ρ < −C and τ > C. Combining the estimates (2.48) and (2.50), we have
shown the claim. That is, we have arrived at the estimates
(2.51)
∫
R(ρ, τ ; vρ, vt)
√
γ ≥ Cτ
∫
|vρ|2√γ + 1
τ
∫
|∂tv|2e5ρ√γ
for ρ < −C and τ > C. Together with (2.41), we conclude that
I1 ≥ Cτ
∫
|vρ|2√γ + 1
τ
∫
|∂tv|2e5ρ√γ + Cǫ2τ
∫
|∇θv|2eǫρ√γ
− C
∫
τ2eǫρv2
√
γ.(2.52)
Next, we estimate the term ‖Q1τ (v)‖2 in (2.37). For some η > 0, it is true that∫
|Q1τ (v)|2
√
γ =
∫ (Q1τ (v)− ητveǫρ + ητveǫρ)2√γ
≥ 2ητ
∫ (Q1τ (v)− ητeǫρv)veǫρ√γ.(2.53)
Recall that Q1τ in (2.18) as
Q1τ (v) = ∂2ρv +A0(ρ)v − a(ρ)V˜ (ef(ρ), θ, t)v + (1 + ǫeǫρ)2△θv.
The inequality (2.53) yields that∫
|Q1τ (v)|2
√
γ ≥ 2ητ
∫
{∂2ρv +A0(ρ)v − a(ρ)V˜ (ef(ρ), θ, t)v + (1 + ǫeǫρ)2△θv
− ητeǫρv}veǫρ√γ.(2.54)
To find a lower bound of ‖Q1τ (v)‖2, we estimate each term in the right hand side of (2.54).
From integration by parts argument, it follows that
2ητ
∫
∂2ρvve
ǫρ√γ = −2ητ
∫
|∂ρv|2eǫρ√γ − 2ηǫτ
∫
∂ρvve
ǫρ√γ − 2ητ
∫
∂ρvve
ǫρ∂ρ(ln
√
γ)
√
γ
≥ −4ητ
∫
|∂ρv|2eǫρ√γ − 4ητ
∫
v2eǫρ
√
γ,(2.55)
where we have used Cauchy-Scharwtz inequality and the estimate (2.21). By the definition of
A0(ρ) in (2.16) and a(ρ) in (2.11), we have
2ητ
∫ [
A0(ρ)v − a(ρ)V˜ (ef(ρ), θ, t)v − ητveǫρ
]
veǫρ
√
γ ≥ 2ητ
∫
(τ2 − ‖V˜ ‖C1,1)v2eǫρ
√
γ.(2.56)
The integration by parts argument shows that
(2.57) 2ητ
∫
(1 + ǫeǫρ)2△θvveǫρ√γ ≥ −2ητ
∫
(1 + ǫeǫρ)2|∇θv|2eǫρ√γ.
Since we have assumed that τ > C(1 + ‖V˜ ‖
1
2
C1,1
), from the inequalities (2.55)–(2.57), we obtain
that ∫
|Q1τ (v)|2
√
γ ≥ ητ3
∫
v2eǫρ
√
γ − 4ητ
∫
|∂ρv|2eǫρ√γ
− 2ητ
∫
(1 + ǫeǫρ)2|∇θv|2eǫρ√γ.(2.58)
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Choosing the small η such that η = Cǫ
2
4 , taking the estimates (2.52) and the last inequality into
account yields that
‖Q1τ (v)‖2 + I1 ≥ Cτ3
∫
v2eǫρ
√
γ +Cτ
∫
|∂ρv|2eǫρ√γ
+ Cτ
∫
|∇θv|2eǫρ√γ + 1
τ
∫
|∂tv|2e5ρ√γ.(2.59)
To estimate ‖Qτ (v)‖ in (2.37), we are left with I2 in (2.39). Our goal is to control I2 by the
right hand side of (2.59). As before, we estimate each term in the right hand side of I2 in (2.39)
by integration by parts argument. It is clear that
(2.60) |
∫
A1(ρ)|∂ρv|2∂ρ(ln√γ)√γ| ≤ Cτ
∫
|∂ρv|2eρ√γ,
since ∂ρ(ln
√
γ) ≤ Ceρ and 0 < ρ < −|ρ0| with |ρ0| sufficiently large. By the Young’s inequality,
(2.61) 2|
∫
a(ρ)∂tv∂ρv∂ρ(ln
√
γ)
√
γ| ≤ δ
τ
∫
|∂tv|2e5ρ√γ + C(δ)τ
∫
|∂ρv|2eρ√γ.
If we choose δ to be small, since ρ is sufficiently close to negative infinity, then
(2.62) 2|
∫
a(ρ)∂tv∂ρv∂ρ(ln
√
γ)
√
γ| ≤ 1
2τ
∫
|∂tv|2e5ρ√γ + Cτ
∫
|∂ρv|2eρ√γ.
It is obvious that
(2.63) 2|
∫ (
A1(ρ)A0(ρ)
)
v2∂ρ(ln
√
γ)
√
γ| ≤ Cτ3
∫
v2eρ
√
γ.
Since it is assumed that τ > C(1 + ‖V˜ ‖
1
2
C1,1
), then
(2.64) τ(1 + ‖V˜ ‖C1,1)
∫
v2eρ
√
γ ≤ Cτ3
∫
v2eρ
√
γ.
Together with the inequalities (2.60)–(2.64), we derive that
2|I2| ≤Cτ3
∫
v2eǫρ
√
γ + Cτ
∫
|∂ρv|2eǫρ√γ
+ Cτ
∫
|∇θv|2eǫρ√γ + 1
τ
∫
|∂tv|2e5ρ√γ.(2.65)
Hence, I2 can be controlled above by the right hand side of (2.59). Taking advantage of (2.37),
(2.59) and (2.65) together, we obtain that
(2.66)
∫
|Qτ (v)|2√γ ≥ Cτ3
∫
v2eǫρ
√
γ +Cτ
∫
|∂ρv|2eǫρ√γ + Cτ
∫
|∇θv|2eǫρ√γ.
At last, we deal with Q˜(v) in (2.22). Since ρ is close to negative infinity, for any fixed
0 < ǫ < 1, it is easy to see that∫
|Q˜(v)|2√γ ≤ Cτ2
∫
v2eρ
√
γ + C
∫
|∂ρv|2eρ√γ,(2.67)
which can be bounded by the the right hand side of (2.66).
Recall that in polar coordinates (r, θ) the volume element is rn−1
√
γdrdθ and 1rdr ≈ dρ
as ρ close to negative infinity. From (2.20) and (2.66), we have shown that, for any u ∈
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C∞0
(
QTr0(x0)\
{{x0} × (−T, T )}) and τ > C(1 + ‖V˜ ‖ 12C1,1),∫
QTr0
(△u− ∂tu− V˜ (r, θ, t)u)2e−2τg(r)r4−ndvgdt
≥ C
∫
(τr2|∇u|2 + τ3u2)e(−2τ+ǫ)g(r)r−ndvgdt,
where g(r) = f−1(ln r). We arrive at the proof of Theorem 3.

3. Three cylinder inequalities
The L2 type three cylinder inequalities for parabolic equations have been established in e.g.
[EVe03], [V03] for the proof of the strong unique continuation property. In this section, we will
derive the quantitative L∞ type three cylinder inequalities from Carleman estimates in the last
section. The norms of the coefficient functions in (1.1) or (1.11) are explicitly characterized,
which is crucial in showing the vanishing order. The standard way is to apply those Carleman
estimates to u(x, t)ξ(x, t) where ξ(x, t) is an appropriate cut-off function, u(x, t) is a solution,
and then make an appropriate choice of the parameter τ . Recall that r0 is the geodesic distance
in the Carleman estimates in the last section, 0 < ǫ < 1 is some fixed constant and T ∈ (−1, 1).
We state the three cylinder inequality for parabolic equation (1.1) as follows.
Lemma 2. Let 0 < 3r1 < r2 <
r3
2 <
r0
4 and u be a solution to (1.1). There exist a positive
constant C depending only on M and ǫ such that
‖u‖
L∞(Q
T/2
r2
)
≤ Cr−
ǫ
2
2 (
r20
T
+ 1)M
n+4
4 ‖u‖k0
L∞(QT2r1
)
‖u‖1−k0
L∞(QTr3 )
+ C(
r3
r2
)
n
2M
n+2
4 exp{CM 12 (g(r3
2
)− g(r1)
)}‖u‖L∞(QT2r1 ),(3.1)
where k0 =
g(
r3
2
)−g(r2)
g(
r3
2
)−g(r1)
.
For the parabolic equation (1.11) with bounded coefficient functions, we can establish the
following three cylinder inequality.
Lemma 3. Let 0 < 3r1 < r2 <
r3
2 <
r0
4 and u be a solution to (1.11). There exist a positive
constant C depending only on M and ǫ such that
‖u‖
L∞(Q
T/2
r2
)
≤ Cr−
ǫ
2
2 (
r20
T
+ 1)(M
1
2
0 +M1)
n+4
2 ‖u‖k0
L∞(QT2r1
)
‖u‖1−k0
L∞(QTr3)
+ C(
r3
r2
)
n
2 (M
1
2
0 +M1)
n+2
2 exp{C(M
2
3
0 +M
2
1 )
(
g(
r3
2
)− g(r1)
)}‖u‖L∞(QT2r1 ),(3.2)
where k0 =
g(
r3
2
)−g(r2)
g(
r3
2
)−g(r1)
.
With aid of the Carleman estimates (2.1), we first show the proof of (3.1).
Proof of Lemma 2. Choose 0 < 3r1 < r2 <
r3
2 <
r0
4 . We construct a smooth cut-off function
ξ(x, t) = ψ(r)ϕ(t). We select ψ(r) ∈ C∞0 (B r0
2
) such that ψ(r) = 1 in [3r12 ,
r3
2 ] and ψ(r) = 0 in
[0, r1] ∪ [3r34 , r3]. Then
|∇ψ| ≤ C
r1
in [r1,
3r1
2
] and |∇ψ| ≤ C
r3
in [
r3
2
,
3r3
4
].
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We also select a cut-off function with respect to t variable and adapt the arguments in [V03].
Let T1 =
5T
6 and T2 =
2T
3 . Select ϕ(t) be a even function such that ϕ(t) ∈ C∞0 (−T, T ). Set
ϕ(t) = 1 in [−T2, , T2], ϕ(t) = 0 in [−T, −T1] ∪ [T1, T ]. Define
ϕ(t) =
{
ϕ1(t) t ∈ (−T1, −T2),
ϕ2(t) t ∈ (T2, T1),
where
ϕ1(t) = exp{− T
3(T2 + t)
4
(T1 + t)3(T1 − T2)4 }
and
ϕ2(t) = exp{− T
3(t− T2)4
(T1 − t)3(T1 − T2)4 }.
We can check that
|ϕ′(t)| ≤ C
T
in (−T1, −T2) ∪ (T2, T1).
Now we define the following sets
D
′
1 = {(x, t) ∈ QTr0 |
3r1
2
< r <
r3
2
, t ∈ [−T1, −T2]}
D
′′
1 = {(x, t) ∈ QTr0 |
3r1
2
< r <
r3
2
, t ∈ [T2, T1]}
D2 = {(x, t) ∈ QTr0 |r1 < r <
3r1
2
, t ∈ [−T1, T1]},
D3 = {(x, t) ∈ QTr0 |
r3
2
< r <
3r3
4
, t ∈ [−T1, T1]},
D4 = {(x, t) ∈ QTr0 |
3r1
2
< r <
r3
2
, t ∈ [−T2, T2]},
D1 = D
′
1 ∪D
′′
1 .
Note that ξ(x, t) ≡ 1 on D4, i.e. u(x, t)ξ(x, t) ≡ u(x, t) on D4. On QTr0\ ∪4i=1 Di, ξ(x, t) ≡ 0.
Then, u(x, t)ξ(x, t) ≡ 0 on QTr0\ ∪4i=1 Di. By the standard regularity argument, Choosing
u(x, t)ξ(x, t) as the test function in the Carleman estimates (2.1) yields that∫ (
τr2|∇(uξ)|2 + τ3(uξ)2)e(−2τ+ǫ)g(r)r−ndvgdt
≤ C
∫
QTr0
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt.
It follows that
τ3
∫
D4∪D1
(uξ)2e(−2τ+ǫ)g(r)r−ndvgdt
≤ C
∫
∪4i=1Di
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt.(3.3)
From the definition of ξ(x, t), we obtain that
τ3
∫
D4
u2e(−2τ+ǫ)g(r)r−ndvgdt
≤ C
∫
∪4i=2Di
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt+ L1,(3.4)
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where
L1 =
∫
D1
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
− τ3
∫
D1
(uξ)2e(−2τ+ǫ)g(r)r−ndvgdt.
We investigate each integral in the right hand side of inequality (3.4). From the equation (1.1)
itself, on the domain D4, we obtain that∫
D4
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
=
∫
D4
(△ξu+ 2∇ξ · ∇u+ ξ△u− ξtu− ξut − V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
= 0,(3.5)
since ∇ξ = 0 and ξt = 0 in D4. We exam the integral L1. On the domain D1, it holds that
ψ(r) = 1. Considering u is the solution of the equation (1.1), it follows that∫
D1
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
=
∫
D1
(△ξu+ 2∇ξ · ∇u+ ξ△u− ξtu− ξut − V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
=
∫
D1
ϕ2tu
2e−2τg(r)r4−ndvgdt(3.6)
From the inequality (3.6), it follows that
L1 =
∫
D1
E(r, t; τ)u2e−2τg(r)r−ndvgdt,
where
E(r, t; τ) = ϕ2(
ϕ2t
ϕ2
r4 − τ3eǫg(r)).
We first work on the domain D
′
1 with ϕ(t) = ϕ1(t). Calculations show that
ϕ
′
1(t) = ϕ1(t)
−T 3(T2 + t)3(4T1 − 3T2 + t)
(T1 − T2)4(T1 + t)4 .
Since g(r) ≈ ln r as r → 0, we have
E(r, t; τ) ≤ τ3rǫϕ21(
Cr4−ǫT 6
(T1 + t)8τ3
− 1
2
)
for some fixed 0 < ǫ < 1. Furthermore, we introduce the set
D
′
1,τ = {(x, t) ∈ D
′
1| −
1
2
+
Cr4−ǫT 6
(T1 + t)8τ3
≥ 0}.
In the region D
′
1,τ ,
(3.7) τ3 ≤ Cr
4−ǫT 6
(T1 + t)8
.
It is true that ∫
D
′
1
E(r, t; τ)u2e−2τg(r)r−ndvgdt ≤ C
T 2
∫
D
′
1,τ
ϕ1u
2e−2τg(r)r4−ndvgdt,(3.8)
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where we have used the fact that
sup
[ 4
5
, 1)
(1− s)−8 exp{−(1− s)−3(4
5
− s)4} ≤ C
and T2T1 =
4
5 . From (3.7) at the region D
′
1,τ , it follows that
(3.9)
T1 + t
T
≤ (Cr
4−ǫ
T 2τ3
)
1
8 .
Now we choose τ > (Cr4−ǫ0 T
−2128)1/3 for some fixed r0, then
(3.10)
T1 + t
T
≤ 1
12
.
Note that T1 − T2 = T6 . The inequalities (3.9) and (3.10) implies that
(3.11) |T2 + t| ≥ T1 − T2
2
.
Recall the definition of ϕ1(t), (3.9) and (3.11), we obtain that
ϕ1e
−2τg(r)r−n ≤ exp{− 1
24
(
τ3T 2
Cr4−ǫ
)3/8 − (2τ + n) ln r}.
Thus, if τ > C for some large C and r is sufficiently small, the inequality (3.8) and the last
inequality imply that
(3.12)
∫
D
′
1
E(r, t; τ)u2e−2τg(r)r−ndvgdt ≤ C(r
2
0
T
)2
∫
D
′
1
u2dvgdt.
Arguing in the same way with the ϕ(t) = ϕ2(t) on the region D
′′
1 , we will get the similar estimates
as (3.12). Therefore, we arrive at
L1 ≤ C(r
2
0
T
)2
∫
D1
u2dvgdt.
It is also true that
(3.13) L1 ≤ Ce−2τg(
r3
2
)(
r20
T
+ 1)2
∫
QTr3
u2dvgdt.
On the domain D3, by the fact that −g(r) is decreasing, we have∫
D2
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
=
∫
D2
(△ξu+ 2∇ξ · ∇u+ ξ△u− ξtu− ξut − V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
≤ C
∫
D2
(
1
r41
u2 +
1
r21
|∇u|2 + 1
T 2
u2)e−2τg(r)r4−ndvgdt
≤ Ce−2τg(r1)r4−n1
∫
D2
(
1
r41
u2 +
1
r21
|∇u|2 + 1
T 2
u2)dvgdt.(3.14)
Using the standard Caccioppoli inequality for parabolic equations (1.1), it follows that
(3.15)
∫
D2
|∇u|2dvgdt ≤ C(1 + ‖V˜ ‖L∞)( 1
r21
+
1
T
)
∫
B 7r1
4
\B 3r1
4
×[−11T
12
, 11T
12
]
u2dvgdt.
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Thus, the inequalities (3.14) and (3.15) yield that∫
D2
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
≤ Ce−2τg(r1)r−n1 (
r21
T
+ 1)2(1 + ‖V˜ ‖L∞)
∫
B 7r1
4
\B 3r1
4
×[−11T
12
, 11T
12
]
u2dvgdt.(3.16)
We use the similar strategy to deal with the integral on the domain D3. Using the assumption
of ξ and then the Caccioppoli inequality as (3.16), we obtain that∫
D3
(△(uξ)− ∂t(uξ)− V˜ (r, θ, t)uξ)2e−2τg(r)r4−ndvgdt
≤ Ce−2τg( r32 )r−n3 (
r23
T
+ 1)2(1 + ‖V˜ ‖L∞)
∫
B 7r3
8
\B r3
3
×[−11T
12
, 11T
12
]
u2dvgdt.(3.17)
Define a new set
Dr24 = {(x, t) ∈ D4| |x| ≤ r2}
for r2 ≤ r32 . By the fact that −g(r) is a decreasing function again, it is clear that
τ3e−2τg(r2)r−n+ǫ2
∫
D
r2
4
u2dvgdt ≤ Cτ3
∫
D4
u2e(−2τ+ǫ)g(r)r−ndvgdt.(3.18)
Together with the inequalities (3.4), (3.5), (3.13), (3.16), (3.17) and (3.18), and the assumption
that ‖V˜ ‖C1,1 ≤M , it follows that∫
D
r2
4
u2dvgdt ≤ CMr−ǫ2 (
r20
T
+ 1)2
[
exp{−2τ(g(r1)− g(r2))}(r2
r1
)n
∫
QT2r1
u2dvgdt
+ exp{−2τ(g(r3
2
)− g(r2)
)}(r2
r3
)n
∫
QTr3
u2dvgdt
]
.(3.19)
We add
∫
B 3r1
2
×[−T2, T2]
u2dvgdt to both sides of (3.19). Recall that T2 =
2T
3 . Since exp{−2τ
(
g(r1)−
g(r2)
)} > 1, it follows that∫
Q
2T
3
r2
|u|2dvgdt ≤ CMr−ǫ2 (
r20
T
+ 1)2[exp{−2τ(g(r1)− g(r2))}(r2
r1
)n
∫
QT2r1
u2dvgdt
+ exp{−2τ(g(r3
2
)− g(r2)
)}(r2
r3
)n
∫
QTr3
u2dvgdt].(3.20)
For ease of notation, set
β1 =
(
Mr−ǫ2 (
r20
T
+ 1)2(
r2
r1
)n
) 1
2
and
β1 =
(
Mr−ǫ2 (
r20
T
+ 1)2(
r2
r3
)n
) 1
2 .
Let ( ∫
QT2r1
u2dvgdt
) 1
2 = U1 and
( ∫
QTr3
u2dvgdt
) 1
2 = U2.
Thus, the inequality (3.20) can be rewritten as
(3.21) ‖u‖
L2(Q
2T
3
r2
)
≤ Cβ1 exp{−τ
(
g(r1)− g(r2)
)}U1 + Cβ2 exp{−τ(g(r3
2
)− g(r2)
)}U2.
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Define a new parameter k0 as
1
k0
=
g( r32 )− g(r1)
g( r32 )− g(r2)
.
Notice that 0 < k0 < 1. If r1 is sufficiently small and r2, r3 are fixed constants, then
1
k0
≈ ln 1r1 .
Set
τ1 =
k0
g( r32 )− g(r2)
ln
β2U2
β1U1
.
On one hand, if τ1 > CM
1
2 , the previous calculations hold with such τ1. We replace those τ
by such τ1. Thus, we get from (3.21) that
(3.22) ‖u‖
L2(Q
2T
3
r2
)
≤ 2C(β1U1)k0(β2U2)1−k0 .
That is,
(3.23) ‖u‖
L2(Q
2T
3
r2
)
≤ 2M 12Cr−
ǫ
2
2 (
r20
T
+ 1)
[
(
r2
r1
)
n
2 ‖u‖L2(QT2r1 )
]k0[(r2
r3
)
n
2 ‖u‖L2(QTr3)
]1−k0 .
On the other hand, if τ1 ≤ CM 12 , it follows that
β2U2 ≤ exp{CM
1
2
(
g(
r3
2
)− g(r1)
)}β1U1.
We can write the last inequality as
(3.24) ‖u‖
L2(Q
2T
3
r2
)
≤ (r3
r1
)
n
2 exp{CM 12 (g(r3
2
)− g(r1)
)}‖u‖L2(QT2r1 ).
Combining the inequalities (3.23) and (3.24), we derive the following L2 version of three cylinder
inequality,
‖u‖
L2(Q
2T
3
r2
)
≤ CM 12 r−
ǫ
2
2 (
r20
T
+ 1)
[
(
r2
r1
)
n
2 ‖u‖L2(QT2r1 )
]k0[(r2
r3
)
n
2 ‖u‖L2(QTr3)
]1−k0
+C(
r3
r1
)
n
2 exp{CM 12 (g(r3
2
)− g(r1)
)}‖u‖L2(QT2r1 ).(3.25)
For the parabolic equations (1.1), the following standard local L∞ estimates hold
(3.26) ‖u‖
L∞(Q
T/2
R/2
)
≤ CR−n2 T− 12 (1 + ‖V˜ ‖
n+2
4
L∞ )‖u‖L2(QTR).
From (3.25) and (3.26), we have the L∞ version of three cylinder inequality,
‖u‖
L∞(Q
T/2
r2
)
≤ Cr−
ǫ
2
2 (
r20
T
+ 1)M
n+4
4 ‖u‖k0
L∞(QT2r1
)
‖u‖1−k0
L∞(QTr3 )
+ C(
r3
r2
)
n
2M
n+2
4 exp{CM 12 (g(r3
2
)− g(r1)
)}‖u‖L∞(QT2r1 ).(3.27)
This completes the proof the Lemma 2.

The proof of the three cylinder inequality in Lemma 3 is very similar to that in Lemma 2.
We only sketch the proof.
Proof of Lemma 3. We apply the same test function u(x, t)ξ(x, t) in the Carleman estimates
(2.3). From the Caccioppoli inequality for the equation (1.11), it holds that
(3.28)
∫
D2
|∇u|2dvgdt ≤ C(1 + ‖V ‖L∞ + ‖W‖2L∞)(
1
r21
+
1
T
)
∫
B 7r1
4
\B 3r1
4
×[−11T
12
, 11T
12
]
u2dvgdt.
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Performing the discussions as Lemma 2 in two cases as τ1 > C(M
2
3
0 +M
2
1 ) or τ1 < C(M
2
3
0 +M
2
1 ),
we derive the following L2 type of three cylinder inequality,
‖u‖
L2(Q
2T
3
r2
)
≤ C(r
2
0
T
+ 1)r
− ǫ
2
2 (M
1
2
0 +M1)
n+2
2
[
(
r2
r1
)
n
2 ‖u‖L2(QT2r1 )
]k0[(r2
r3
)
n
2 ‖u‖L2(QTr3 )
]1−k0
+ C(
r20
T
+ 1)(
r3
r1
)
n
2 exp{C(M
2
3
0 +M
2
1 )
(
g(
r3
2
)− g(r1)
)}‖u‖L2(QT2r1 ).(3.29)
We also have the standard local L∞ estimates for parabolic equations (1.11),
(3.30) ‖u‖
L∞(Q
T/2
R/2
)
≤ CR−n2 T− 12 (1 + ‖V ‖
1
2
L∞ + ‖W‖L∞)
n+2
2 ‖u‖L2(QTR).
The combination of the inequalities (3.28), (3.29) and (3.30) will lead to (3.2). Thus, we arrive
at the proof of lemma.

4. Propagation of smallness
In this section, we will use the three cylinder inequality in the propagation of smallness
argument to establish the vanishing order for solutions on M. The propagation of smallness
argument for elliptic equations based on the three-ball theorem has been performed in e.g.
[DF88] [Zhu16] for quantitative unique continuation. For parabolic equations, we adapt this
idea with three cylinder inequalities to obtain the order of vanishing estimate.
Proof of Theorem 1 . We start the propagation at any point x0 ∈ M. Choose T = 12 . Let
r1 =
r
2 , r2 = 2r and r3 = 5r. We apply the L
∞ version of three cylinder inequality (3.1) for the
equation (1.1), then
‖u‖
L∞(Q
1/4
2r )
≤ Cr− ǫ2M n+44 ‖u‖k0
L∞(Q
1/2
r )
‖u‖1−k0
L∞(Q
1/2
5r )
+ CM
n+2
4 exp{CM 12 (g(5r
2
)− g(r
2
)
)}‖u‖
L∞(Q
1/2
r )
,(4.1)
where
k0 =
g(5r2 )− g(2r)
g(5r2 )− g( r2 )
and C depends on ǫ and the manifold M. Meanwhile, we can check that
c ≤ g(5r
2
)− g(2r) ≤ C and c ≤ g(5r
2
)− g(r
2
) ≤ C,
where C and c are positive constants are independent of r. Thus, the parameter k0 does not
depend on r.
We choose a small r < r020 such that
sup
Q
1/2
r
|u| = δ.
We claim that δ > 0. Otherwise, by the unique continuation property, u ≡ 0 in M1, which is
obviously impossible. Since sup
M
|u(x)| ≥ 1, by the continuity, there exists some x¯ ∈ M such that
|u(x¯)| = sup
M
|u(x)| ≥ 1.
There also exists a sequence of balls with radius r, centered at x0, x1, . . . , xm so that xi+1 ∈
Br(xi) for every i = 0, 1, . . . ,m, and x¯ ∈ Br(xm). The number of balls, m, depends on the radius
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r that will be fixed later. The application of L∞ version of three cylinder inequality (4.1) at the
x0 and the boundedness assumption that ‖u‖L∞(M1) ≤ C0 yield that
‖u‖
L∞(Q
1/4
2r )
≤ Cr− ǫ2M n+44 δk0C1−k00 + Cδ exp{CM
1
2 }.(4.2)
Choosing T = 14 , we apply the L
∞ version of three cylinder theorem centered at (x1, 0). It
follows that
‖u‖
L∞(Q
1/8
2r (x1))
≤ Cr− ǫ2M n+44 ‖u‖k0
L∞(Q
1/4
r (x1))
‖u‖1−k0
L∞(Q
1/4
5r (x1))
+ C exp{CM 12 (g(5r
2
)− g(r
2
)
)}‖u‖
L∞(Q
1/4
r (x1))
.(4.3)
Recall that Q
1/4
r (x1) = Br(x1)× (−14 , 14). Since x1 ∈ Br(x0), then
(4.4) ‖u‖
L∞(Q
1/4
r (x1))
≤ ‖u‖
L∞(Q
1/4
2r (x0))
.
Therefore, from (4.2), (4.3) and (4.4),
‖u‖
L∞(Q
1/8
2r (x1))
≤ Cr− ǫ2M n+44 [r− ǫ2M n+44 δk0C1−k00 ]k0C1−k00
+ 2r−
ǫ
2M
n+4
4 δk0 exp{CM 12}C1−k00 + δ exp{CM
1
2}.
Repeating the above argument with a chain of cylinders centered at (xi, 0), it follows that
(4.5) ‖u‖
L∞(Q
1/2(i+2)
r (xi))
≤ Ci exp{DiM
1
2 }r−EiǫδFi
for i = 0, 1, · · · ,m, where Ci Di, Ei, Fi are constant depending on m, C0, ǫ and the manifold
M.
After the finite m steps, we will get that x¯ ∈ Br(xm). Since u(x¯) ≥ 1, it is clear that
‖u‖
L∞(Q
1/2(m+2)
r (xm))
≥ 1.
Thus, from (4.5), we derive that
(4.6) sup
Q
1/2
r
|u| = δ ≥ CrC exp{−CM 12}.
Now we fix r as a small number so that m is a fixed constant. We are going to apply the
three cylinder inequality again. Choose T = 1. Let r2 = r and r3 = 4r. Set 2r1 << r, i.e.
r1 sufficiently small compared with r. Applying the three cylinder inequality (3.1) at (x0, 0)
implies that
δ ≤ I1 + I2,
where
I1 = Cr
− ǫ
2M
n+4
4 ‖u‖k0
L∞(Q12r1
)
‖u‖1−k0
L∞(Q14r)
and
I2 = CM
n+2
4 exp{CM 12 (g(2r)− g(r1))}‖u‖L∞(Q12r1 )
with k0 =
g(2r) − g(r)
g(2r) − g(r1) .
On one hand, if I1 ≤ I2, then
rC exp{−CM 12} ≤ δ ≤ 2I2
≤ 2CM n+24 exp{CM 12 (g(2r) − g(r1))}‖u‖L∞(Q12r1 ).
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Recall that g(r) ≈ ln r as r → 0. Since r1 << r, it is true that g (r1)− (C + g (2r)) ≥ cg (r1) for
some fixed constant c > 1. We get that
‖u‖L∞(Q12r1 ) ≥ C exp{CM
1
2 g(r1)}
= CrCM
1
2
1 .(4.7)
On the other hand, if I2 ≤ I1, we obtain that
rC exp{−CM 12 } ≤ δ ≤ 2I1
≤ 2Cr− ǫ2M n+44 ‖u‖k0
L∞(Q12r1
)
‖u‖1−k0
L∞(Q14r)
.
Taking ‖u‖L∞(M1) ≤ C0 into consideration, it follows that
rC exp{−CM 12 }M−n+44 ≤ C‖u‖k0
L∞(Q12r1
)
.
Since r1 is sufficiently small compared with r, raising both sides to order
1
k0
in the last inequality
and taking the assumption that 1k0 ≈ ln 1r1 into account, we obtain that
‖u‖L∞(Q12r1 ) ≥ [Cr
C exp{−CM 12}]
1
k0
≥ CrCM
1
2
1 .(4.8)
Together with (4.7) and (4.8), we arrive the proof of Theorem 1. 
At last, using the same idea of propagation of smallness argument, we show the proof of
Theorem 2. We only sketch the proof.
Proof of Theorem 2. To obtain the vanishing order for the parabolic equations (1.11), we carry
out the same propagation of smallness argument as the proof of Theorem 2. We used the three
cylinder inequality (3.2) for (1.11). Observe from the proof of Theorem 1, we can see that the
power C(M
2
3
0 +M
2
1 ) in the exponential function exp{C(M
2
3
0 +M
2
1 )} in (3.2) will determine the
rate of vanishing. Thus, from (3.2), the vanishing order for the solution of (1.11) is given by
C(M
2
3
0 +M
2
1 ). This completes the proof of Theorem 2. 
Concerning about the assumption of solutions, we have the following remarks.
Remark 1. From the proof of Theorem 1 and 2, we can define the vanishing order of solution
at x0 ∈ M by
(4.9) sup{k| lim sup
r→0+
sup
Q
T0
r (x0)
|u|
rk
}
for any fixed constant 0 < T0 < 1, since the Carleman estimates in section 1 hold in any time
interval containing {0}.
Remark 2. We consider the normalization of solutions in (1.10). We can also normalize the
solutions as follows
(4.10) ‖u(x, t)‖L∞(M) ≥ 1 and ‖u(x, t)‖L2(M1) ≤ C0
for some fixed constant C0. The same vanishing order results in Theorem 1 and 2 hold. For
example, let’s consider Theorem 1. By the local L∞ estimates, from (4.10), we can show that
(4.11) ‖u(x, t)‖
L∞(M
1
2 )
≤ CM n+24 C0
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for some C depending on M. Observe from the propagation of smallness argument, for large
constant M , the upper bound of the solution (4.11) will be incorporated in the exponential func-
tion exp{CM 12 } which determines the rate of vanishing.
Remark 3. Using the same method, we are also able to deal with parabolic equations with
Lipschitz leading coefficient
∂i(aij(x, t)∂ju)− ∂tu−W (x, t) · ∇u− V (x, t)u = 0,
where
C−1|ξ|2 ≤ aij(x, t)ξiξj ≤ C|ξ|2
and
n∑
i,j=1
|aij(x, t)− aij(y, s)| ≤ C(|x− y|+ |t− s|)
in D × (−T, T ), where D is a domain in Rn.
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