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RENORMALIZATION OF GEVREY VECTOR FIELDS
WITH A BRJUNO TYPE ARITHMETICAL
CONDITION
JOA˜O LOPES DIAS AND JOSE´ PEDRO GAIVA˜O
Abstract. We show that in the Gevrey topology, a d-torus flow
close enough to linear with a unique rotation vector ω is lineariz-
able as long as ω satisfies a Brjuno type diophantine condition.
The proof is based on the fast convergence under renormalization
of the associated Gevrey vector field. It requires a multidimen-
sional continued fractions expansion of ω, and the corresponding
characterization of the Brjuno type vectors. This demonstrates
that renormalization methods deal very naturally with Gevrey reg-
ularity expressed in the decay of Fourier coefficients. In particular,
they provide linearization for frequencies beyond diophantine in
non-analytic topologies.
1. Introduction
The study of quasiperiodic motion yields a remarkable problem where
dynamics, number theory and functional analysis meet intrisically. It
consists on the straightening of orbits, hoping that there are invari-
ant sets which are essentially minimal translations with zero Lyapunov
exponents. It turns out that the existence and regularity of the corre-
sponding coordinate change depends deeply on the arithmetical prop-
erties of the motion frequency. This phenomenon relies on the subtile
control of Fourier modes which are resonant with respect to the fre-
quency, the so-called small divisors.
Flows on the torus provide one of the simplest but fundamental
examples where to tackle small divisors problems. The same ideas
can be extended to more elaborated systems such as the Hamiltonian
ones. The dimension plays also an important role in the type of results
that can be obtained. Indeed, the Poincare´ transversal map of the
equilibria-free two dimensional torus flow consists in a circle diffeomor-
phism whose theory was largely developed by Arnold [1], Herman [7]
and Yoccoz [31, 32] in the real-analytic, smooth and finite regularity
classes. On the other hand, in higher dimensions many questions re-
main unanswered besides the case of small perturbations around linear
dynamics. Those questions include the optimality of the frequency
conditions and non-perturbative results.
Date: September 4, 2018.
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In this work we study vector fields on the d-torus Td = Rd/Zd, d ≥ 2,
having Gevrey regularity. The conjugacy class of a constant vector field
ω depends on the arithmetical properties of ω and on the considered
topology. It is well-known that for real-analytic vector fields, if ω sat-
isfies a Brjuno diophantine condition, the topological and real-analytic
conjugacy classes coincide in some neighbourhood of ω (cf. [26]). This
property is known as rigidity, in the sense that the topology implies the
geometry of the system. Here we show that local rigidity also holds for
Gevrey vector fields with rotation vector of a particular Brjuno type.
This shows that the diophantine condition is not optimal for Gevrey
vector fields as in the smooth case, since the new class of vectors strictly
contains all diophantines.
Functions with s-Gevrey regularity are, in a sense, an interpolation
between real-analytic (s = 1) and smooth (s = ∞) ones. Their decay
of Fourier coefficients behaves like e−ρ|k|
1/s
where ρ > 0. For s = 1
this is the decay for analytic functions on a complex strip of width ρ.
A special feature for s > 1 is that we can construct s-Gevrey bump
functions.
An s-Brjuno vector is defined to be any ω ∈ Rd such that∑
n≥0
1
2n/s
max
0<‖k‖≤2n,k∈Zd
log
1
|k · ω|
<∞.
The classical Brjuno condition is given by s = 1.
Theorem 1.1. Let s ≥ 1. If an s-Gevrey flow on Td has a unique
rotation s-Brjuno vector ω and it is s-Gevrey-close enough to linear,
then it is s-Gevrey-conjugate to the torus translation x 7→ x+ ωt mod
Zd, t ≥ 0.
Notice that if a vector field is topologically conjugate to ω, then
its rotation vector is unique and equal to ω. Therefore, local rigidity
follows from the above theorem.
We show Theorem 1.1 using a renormalization method, taking advan-
tage of the multidimensional continued fraction expansion of a vector
in the spirit of Lagarias [16] and Cheung [5] (cf. [6]). The renormal-
ization acts on the space of Gevrey vector fields and convergence to
a trivial limit set implies conjugacy to a constant vector. Requiring a
sufficiently fast convergence rate restricts the class of frequencies, thus
determining the s-Brjuno condition ω using continued fractions (see
section 3).
The above theorem also holds for the related problems of existence
of invariant tori in Hamiltonian systems near integrable on T ∗Td, in-
cluding lower dimensional tori, and quasiperiodic linear skew-product
flows on Td × SL(d,R). The proofs, to be detailed in a separate publi-
cation, are adaptations of the renormalization constructed in this work
3for Gevrey vector fields as is done in [8, 9, 14, 18, 12, 15] for the real-
analytic class. Moreover, the equivalent results for the discrete time
version of all these systems are also achievable using similar methods.
Carletti and Marmi [4] studied the Siegel center problem [27] of one-
dimensional germs of diffeomorphisms for ultradifferentiable classes in-
cluding Gevrey. In particular, they find that the Brjuno condition
is sufficient to obtain linearization in this context. Other results on
quasiperiodic systems in the Gevrey topology and Diophantine fre-
quencies have only been obtained by analytic approximation techniques
and using KAM methods [3, 23, 24, 28, 29, 30, 34], similarly to what
is usually done for the finite differentiability case [33]. It is however a
cumbersome strategy, with some obvious limitations when confronted
with direct methods. As shown in this work, the renormalization ap-
proach is naturally constructed for the Gevrey case, giving simpler and
stronger results as it is capable of dealing with some Liouville frequen-
cies. Moreover, since the rescaling in the renormalization iteratively
increases ρ, it avoids a common limitation while working with Gevrey
and ultradifferentiable regularities related to estimates for the compo-
sition of functions (which have the effect of decreasing ρ).
The work of Koch [10] initiated a rigorous construction of renormal-
ization operators on the space of real-analytic vector fields and Hamil-
tonian functions (cf. [21]). It was later improved by Khanin, Lopes
Dias and Marklof [8, 9] in order to deal with diophantine frequencies
(see also [13]) by incorporating multidimensional continued fractions.
Renormalization consists on rescaling space and reparametrizing time.
Zooming into a region in phase space requires an acceleration of the
orbits in order to detect self-similarity, a fixed point (or other simple
orbits) of the renormalization. Such fixed points are vector fields and
can be trivial or critical. The former corresponds to the scope of KAM
theory, namely the stability of persistence of invariant tori. The latter
is related to invariant tori on the verge of breakup, i.e. at the boundary
of the domain of attraction of the trivial points. Evidence of this is
harder to obtain, and it is mostly through the help of computer-assisted
methods (cf. [20, 11]).
Standard notations are included in section 2 and section 3 presents
the multidimensional continued fractions scheme and the derivation
of the set of s-Brjuno vectors. Section 4 is on s-Gevrey functions.
Sections 5 and 6 define the renormalization operator, and section 7
includes the construction of the conjugacy for vector fields which are
attracted under renormalization to the orbit of the constant system.
2. Preliminaries
We set the notations N = {1, 2, . . . } for the positive integers and
N0 = N ∪ {0} for the non-negative integers. The ℓ1-norm on C
d is
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denoted by
|v| :=
d∑
i=1
|vi|.
The canonical inner product between vectors u, v ∈ Cd is given by
u · v :=
∑
i
uivi
and it satisfies
|u · v| ≤ |u| |v|.
Given a fixed constant µ > 0 (whose choice will be motivated later
in section 7.2 and it will be defined in (7.10)), define the norm
‖v‖∗ := max{‖vˆ‖, |vd|} and ‖vˆ‖ := µ
d−1∑
i=1
|vi|,
where we use the notations v = (vˆ, vd) ∈ C
d with
vˆ = (v1, . . . , vd−1) ∈ C
d−1.
The above also defines the corresponding norm of a matrix A = (ai,j)
as the operator norm
|A| = sup
|v|=1
|Av| = max
j
∑
i
|ai,j|.
The transpose matrix of A is denoted by A⊤ and its inverse (if it exists)
is writtten as
A−⊤ := (A⊤)−1.
In addition, |A⊤| ≤ d |A|.
3. Multidimensional continued fractions
We introduce here a multidimensional continued fractions expansion
of vectors in Rd and its main properties related to renormalization.
3.1. A special orbit on homogeneous spaces. Consider the homo-
geneous space Γ\G with G = SL(d,R) and Γ = SL(d,Z), the space of
d-dimensional unimodular lattices. On its fundamental domain F ⊂ G
consider the right action of the one-parameter subgroup
Et = diag(e−t, . . . , e−t, e(d−1)t) ∈ G
that generates the flow
Φt : F → F , M 7→ ΓMEt, (3.1)
This flow is known to be ergodic [2]. In the following we will be inter-
ested in the properties of one particular orbit.
5The size of the shortest non-zero vector in a lattice M ∈ F is given
by
δ : F → R+, δ(M) = inf
k∈Zd\{0}
‖k⊤M‖∗. (3.2)
Notice that δ(Φt(M)) = δ(MEt) and that, due to Minkowski’s theo-
rem, there is some universal constant δ0 ≥ 1 depending only on d and
the norm such that
δ(M) ≤ δ0, M ∈ G.
In the following fix ω = (α, 1) ∈ Rd. As we will see, the forward
orbit Φt(M0), t ≥ 0, of the matrix
M0 =
(
I α
0 1
)
(3.3)
will present us many arithmetical properties of the vector ω. We have,
δ(Φt(M0)) = inf
k∈Zd\{0}
max
{
e−t‖kˆ‖, e(d−1)t|k · ω|
}
.
Define the map
W : R+0 → R, W (t) = log
1
δ(Φt(M0))
.
So, W (0) = 0 because δ(M0) = 1. In addition, W (t) ≥ − log δ0.
Notice that the function W can be written as
W (t) = sup
k∈Zd\{0}
∆k(t),
where we have the continuous piecewise functions for each k,
∆k(t) = min
{
t− log ‖kˆ‖,−(d− 1)t + log
1
|k · ω|
}
. (3.4)
The function W is continuous since {∆k}k is equicontinuous.
We observe that ∆k(t) ≤ t for any t. Indeed, the only case that is not
immediate from (3.4) is ∆(0,kd)(t) = −(d−1)t− log |kd| ≤ −(d−1)t ≤ t
because kd 6= 0.
Moreover, we can write
W (t) = sup
q∈N
sup
‖kˆ‖=q
∆k(t) = sup
q∈N
∆p(q)(t)
where p(q) ∈ Zd \ {0} is chosen such that
‖pˆ(q)‖ = q and |p(q) · ω| = min
‖kˆ‖=q
|k · ω|.
We have
∆p(q)(t) =
{
t− log q, 0 ≤ t ≤ T (q)
−(d− 1)t+ log 1
|p(q)·ω|
, t ≥ T (q),
with
T (q) =
1
d
log
q
|p(q) · ω|
.
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Take the sequence q0 = 1 and for n ∈ N
qn = inf
{
‖kˆ‖ > 0: k ∈ Zd \ {0}, |k · ω| < |p(qn−1) · ω|
}
.
Thus, W is a continuous piecewise affine function with slopes either
equal to 1 or −(d− 1) given by
W (t) = ∆pn(t), τn ≤ t ≤ τn+1
where pn = p(qn) and
τn =
1
d
log
‖pˆn‖
|pn−1 · ω|
. (3.5)
The terms in the ordered sequence τn of the local minimizers of W ,
τ0 = 0 < τ1 < τ2 < . . . ,
are called stopping times. Their number can be either finite or infinite.
The local maximizers of W are
Tn := T (qn) =
1
d
log
‖pˆn‖
|pn · ω|
.
Notice that
W (τn) = τn − log ‖pˆn‖ =
1
d
log
1
‖pˆn‖d−1|pn−1 · ω|
(3.6)
and
τn+1 −W (τn+1) = τn −W (τn) + d(τn+1 − Tn). (3.7)
In addition,
W (t) =
{
t− (τn −W (τn)), τn ≤ t ≤ Tn
t− d(t− Tn)− (τn −W (τn)), Tn < t ≤ τn+1.
(3.8)
It is also simple to check that
W (t) ≤ t− log(n+ 1), t ≥ τn
for each n ≥ 0 such that τn exists.
Lemma 3.1. For any n ∈ N,
‖pˆn‖ ≤
δ
d/(d−1)
0
|pn−1 · ω|1/(d−1)
.
Proof. Recall that W (τn) ≥ − log δ0 and that the difference between
consecutive minima and maxima of W is given by
W (τn)−W (Tn−1) = −(d− 1)(τn − Tn−1), n ∈ N.
Thus,
W (Tn−1) = Tn−1 − log ‖pˆn−1‖ ≥ (d− 1)(τn − Tn−1)− log δ0
and, by replacing the formulas of τn and Tn−1,
d− 1
d
log ‖pˆn‖ ≤
1
d
log
1
|pn−1 · ω|
+ log δ0.
7
Proposition 3.2 ([8]). There exist C1, C2 > 0 such that for all t ≥ 0∣∣Φt(M0)∣∣ ≤ C1e(d−1)W (t)∣∣Φt(M0)−1∣∣ ≤ C2eW (t).
3.2. Classification of vectors. Recall that ω ∈ Rd is rationally in-
dependent (also called irrational) if |k · ω| > 0 for every k ∈ Zd \ {0}.
Otherwise it is called rationally dependent. Moreover, ω is rationally
independent iff {k · ω : k ∈ Zd} is dense in R.
Proposition 3.3. ω is rationally independent iff there are infinite stop-
ping times τn → +∞.
Proof. Assume that there is an integer vector k 6= 0 such that k · ω =
0. Then, W (t) = ∆k(t) = t − log ‖kˆ‖ for every t ≥ log ‖kˆ‖, which
eliminates the possibility of infinite local minimizers.
On the other hand, if there are only finite local minimizers, take the
largest one τn. Thus, for t > τn the function W has to be increasing
and thus equal to t 7→ t − log ‖kˆ‖ for some integer vector k. That is
only possible if log(1/|k · ω|) = +∞. 
Lemma 3.4. If ω = (α, 1) ∈ Rd and k ∈ Zd, then
|kd| ≤ |α| |kˆ|+ |k · ω|
‖k‖∗ ≤ (|α|+ µ) |kˆ|+ |k · ω|.
Proof. From the relation
|k · ω| = |kˆ · α+ kd| ≥ |kd| − |kˆ · α| ≥ |kd| − |α| |kˆ|
we obtain the first claim. Finally,
‖k‖∗ = max{‖kˆ‖, |kd|} ≤ ‖kˆ‖+ |kd| = µ|kˆ|+ |kd|.

Let a ≥ 1 and the sets of integer vectors given by
Ka =
{
k ∈ Zd : 0 < ‖k‖∗ ≤ a
}
Kˆa =
{
k ∈ Zd : 0 < ‖kˆ‖ ≤ a
}
.
Lemma 3.5. If ω = (α, 1) ∈ Rd, a ≥ µ and b = max{a, (a + 1)|α|},
then
min
Kb
|k · ω| ≤ min
Kˆa
|k · ω| ≤ min
Ka
|k · ω|.
Proof. Since Ka ⊂ Kˆa the second inequality follows immediately. Now,
notice that minKˆa |k · ω| ≤ |(1, 0, . . . , 0) · ω| ≤ |α|. Moreover, for any
k ∈ Kˆa, Lemma 3.4 implies that |kd| ≤ (a+ 1)|α| ≤ b. As ‖kˆ‖ ≤ a ≤ b
we conclude that Kˆa ⊂ Kb. 
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3.2.1. s-Brjuno vectors. For s ≥ 1, a vector ω ∈ Rd is s-Brjuno, i.e.
ω ∈ BC(s), if
B1(s) :=
∑
n≥0
1
2n/s
max
0<‖k‖∗≤2n
log
1
|k · ω|
<∞.
Notice that the convergence (and divergence) of B1 is independent of
the norm used. It follows that
BC(s) ⊂ BC(s′) if s ≥ s′ ≥ 1.
The case s = 1 corresponds to the well-known Brjuno contition. It
is also clear that ω being s-Brjuno implies that all its coordinates are
non-zero. Also, ω is s-Brjuno iff cω is s-Brjuno with c 6= 0, and this
class of vectors is SL(d,Z)-invariant.
Recall the sequence of vectors pn that correspond to the local minima
of the function W of a vector ω = (α, 1).
Proposition 3.6. Let ω = (α, 1) and s ≥ 1. The following propositions
are equivalent:
(1) ω ∈ BC(s).
(2)
B2(s) :=
∑
n≥0
1
‖pˆn‖1/s
log
1
|pn · ω|
<∞.
(3)
B3(s) :=
∑
n≥0
e−(τn−W (τn))/sτn+1 <∞.
Proof. By Lemma 3.5 we have that B1 <∞ iff
B′1 :=
∑
n≥0
1
2n/s
max
0<‖kˆ‖≤2n
log
1
|k · ω|
<∞.
For each n ∈ N we can find jn ∈ N such that
2jn−1 ≤ ‖pˆn‖ ≤ 2
jn.
Notice then that j0 = 1 and
log
1
|pn · ω|
= max
‖kˆ‖=‖pˆn‖
log
1
|k · ω|
≤ max
0<‖kˆ‖≤2jn
log
1
|k · ω|
.
Thus,
B2 ≤
∑
n≥0
1
2(jn−1)/s
max
0<‖kˆ‖≤2jn
log
1
|k · ω|
≤ 21/sB′1.
Choose now in ∈ N for each n ∈ N such that
‖pˆin‖ = max{‖pˆk‖ : ‖pˆk‖ ≤ 2
n, k ∈ N}.
9So,
B′1 ≤
∑
n≥0
1
‖pˆin‖
1/s
max
‖kˆ‖=‖pˆin‖
log
1
|k · ω|
≤ B2.
Using Lemma 3.1 we get
B3 =
1
d
∑
n≥0
1
‖pˆn‖1/s
log
‖pˆn+1‖
|pn · ω|
≤
1
d− 1
∑
n≥0
1
‖pˆn‖1/s
log
δ0
|pn · ω|
=
1 + ξ
d− 1
∑
n≥0
1
‖pˆn‖1/s
log
1
|pn · ω|
=
1 + ξ
d− 1
B2,
where ξ = − log δ0/ log |p0 ·ω| and we have used the fact that |pn ·ω| ≤
|p0 · ω|.
Finally, by (3.5) and (3.6)
B2 =
∑
n≥0
1
‖pˆn‖1/s
log
1
|pn · ω|
=
∑
n≥0
e−(τn−W (τn))/s (dτn+1 − log ‖pˆn+1‖)
≤ dB3.

3.3. Contraction of orthogonal cones. Consider any strictly in-
creasing unbounded sequence tn > 0, n ∈ N, and set t0 = 0. Let
Mn := Φ
tn(M0)
a sequence of points in the orbit of M0. This is computed using a
matrix Pn ∈ Γ such that Mn is in F . That is,
Mn = PnM0E
tn =
pˆ
(1)
n e−tn (p
(1)
n · ω)e(d−1)tn
...
...
pˆ
(d)
n e−tn (p
(d)
n · ω)e(d−1)tn

where p
(i)
n = e⊤i Pn is the i-th row of Pn since ei is the i-th vector of the
canonical basis of Rd. Moreover, set P0 = I.
The last column of Mn is
ωn := Mned = λnPnω, λn := e
(d−1)tn .
Notice that ω0 = ω. In addition, we define the matrices
Tn := PnP
−1
n−1 ∈ Γ
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so that ωn = ηnTnωn−1 with
ηn =
λn
λn−1
= e(d−1)(tn−tn−1)
and Pn = Tn . . . T1 for any n ∈ N.
Lemma 3.7. For every n ≥ 1 the following holds:
(1) |Mn| ≤ C1e
(d−1)Wn ,
(2) |M−1n | ≤ C2e
Wn,
(3) |ωn| ≤ C1|ω| e
(d−1)Wn,
(4) |Pn| ≤ C1|ω| e
tn−Wn+dWn,
(5) |P−1n | ≤ C2|ω| e
(d−1)(tn−Wn)+dWn,
(6) |Tn| ≤ C1C2 e
tn−Wn−(tn−1−Wn−1)+dWn,
(7) |T−1n | ≤ C1C2 e
(d−1)(tn−tn−1)+(d−1)Wn−1+Wn,
where C1 and C2 are the constants in Proposition 3.2 and Wn =W (tn).
Proof. This follows immediately from Proposition 3.2. Notice that
Tn =MnE
−(tn−tn−1)M−1n−1. 
The hyperbolicity of the matrices T−⊤n , n ≥ 1, can be derived by
looking at the contraction of the subspace
S⊥n−1 = {v ∈ R
d : v · ωn−1 = 0}
orthogonal to ωn−1.
Denote by Pˆn the matrix Pn with zeros on its last column.
Lemma 3.8. If v ∈ S⊥n−1, then
|T−⊤n v| ≤ e
−tn |M−⊤n | |Pˆ
⊤
n−1| |v|.
Proof. Firstly, since ωn−1 is given by the last column of Mn−1, any
v ∈ S⊥n−1 is orthogonal to it. Recall also that Tn = PnP
−1
n−1. Thus,
T−⊤n v = P
−⊤
n P
⊤
n−1v
= M−⊤n E
tnM⊤0 M
−⊤
0 E
−tn−1M⊤n−1v
= M−⊤n
[
(pˆ
(1)
n−1)
⊤e−tn . . . (pˆ
(d)
n−1)
⊤e−tn
(p
(1)
n−1 · ω)e
(d−1)tn . . . (p
(d)
n−1 · ω)e
(d−1)tn
]
v
= e−tnM−⊤n
[
(pˆ
(1)
n−1)
⊤ . . . (pˆ
(d)
n−1)
⊤
0 . . . 0
]
v.

Given a sequence σn > 0 consider the following cones of integers
vectors
I+n := {k ∈ Z
d : |ωn · k| ≤ σn|k|} and I
−
n := Z
d \ I+n .
11
We will refer the vectors in I+n as resonant and in I
−
n as far from reso-
nant. Let
An = An(σn−1, ωn−1) := sup
k∈I+n−1\{0}
|T−⊤n k|
|k|
,
Bn = Bn(σn, ωn) := sup
k∈I−n
|P⊤n k|
|k|
.
Proposition 3.9. For any n ≥ 1
An ≤
σn−1|ωn−1|
ωn−1 · ωn−1
|T−⊤n |+ e
−tn |M−⊤n | |Pˆ
⊤
n−1|, (3.9)
where C1 and C2 are the constants in Proposition 3.2.
Proof. Any k ∈ I+n−1 \ {0} can be written as k = k1 + k2 where
k1 =
k · ωn−1
ωn−1 · ωn−1
ωn−1 and k2 ∈ S
⊥
n−1.
Hence,
|T−⊤n k| ≤ |T
−⊤
n k1|+ |T
−⊤
n k2|
≤
(
σn−1|ωn−1|
ωn−1 · ωn−1
|T−⊤n |+ e
−tn |M−⊤n | |Pˆ
⊤
n−1|
)
|k|.
(3.10)

Let
∆(t) = τk(t) −W (τk(t))
where k(t) = max{j ∈ N0 : τj ≤ t}. Notice that
∆(tn) ≤ t−W (t), τkn ≤ t < τkn+1,
where kn = k(tn). Moreover ∆(t) is non-decreasing. Let ∆n = ∆(tn).
Thus,
|Pˆ⊤n | = max
i=1,...,d
|pˆ(i)n | = |pˆn| = µ
−1‖pˆn‖ = µ
−1e∆n (3.11)
by the fact that the first column on Mn is always a best diophantine
approximation [16, 6] and (3.6).
Lemma 3.10. If for every n ≥ 1, ξn > 0 and
σn ≤ ξnC
−1
1 µ
−1e−(d−1)(tn+1−tn)−(d−1)Wn−tn+1+∆n,
then
(1) An ≤ (1 + ξn)C2µ
−1 e−∆n+∆n−1,
(2) A1 · · ·An ≤ (1 + ξn)
nCn2 µ
−n e−∆n,
(3) A1 · · ·AnBn ≤ |ω|C1(1 + ξn)
nCn2 µ
−ne−∆n+tn−Wn+dWn,
where C1 and C2 are the constants in Proposition 3.2.
Proof. It follows from Lemmas 3.7, Proposition 3.9, and (3.11). Notice
that we use the following relations: v · v ≥ |v|2/d and |ωn| ≥ 1. 
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4. Functional Spaces
4.1. Gevrey spaces. Let Td = Rd/(2πZ)d with d ≥ 2. The set of
smooth R-valued 2πZd-periodic functions on Rd is denoted by C∞(Td).
In the following we shall use multi-index notation. So given α =
(α1, . . . , αd) ∈ N
d
0, where N0 = {0, 1, 2, . . .}, we write
α! = α1! · · ·αd! , |α| = α1 + · · ·+ αd and ∂
α = ∂α1x1 · · ·∂
αd
xd
for the derivatives. The sup-norm of f ∈ C∞(Td) is defined as
‖f‖C0 := max
x∈Rd
|f(x)|.
Lemma 4.1. Let an ≥ 0, n ∈ N, and s ≥ 1. Then,
(1)
∞∑
i=1
asi ≤
(
∞∑
i=1
ai
)s
(4.1)
(2)
d∑
i=1
a
1/s
i ≤ d
(s−1)/s
(
d∑
i=1
ai
)1/s
(4.2)
Proof.
(1) Assume that 0 <
∑∞
i=1 ai <∞ (the remaining cases are imme-
diate). Thus,
∞∑
j=1
(
aj∑∞
i=1 ai
)s
≤
∞∑
j=1
aj∑∞
i=1 ai
= 1.
(2) By the convexity of the function x 7→ xs,(
b1 + · · ·+ bd
d
)s
≤
bs1 + · · ·+ b
s
d
d
.
Now set bi = a
1/s
i .

A smooth function f ∈ C∞(Td) is s-Gevrey with s ≥ 1 if there exist
constants C > 0 and ρ > 0 such that
‖∂αf‖C0 ≤ C
α!s
ρs|α|
, α ∈ Nd0.
Gevrey functions constitute an intermediate regularity class between
smooth (s = +∞) and real-analytic functions (s = 1). Every 1-Gevrey
function is real-analytic because its Taylor series converges in a complex
strip of radius ρ.
It is worthwhile observing that, unlike analytic functions, it is possi-
ble to construct s-Gevrey functions supported on any compact subset
if s > 1.
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Remark 4.2. The above definition of s-Gevrey function requires
‖∂αf‖C0 ≤ CLαMα
with Mα = α!
s and Lα = ρ
−s|α|. Other sequences Mα give more gen-
eral ultradifferentiable classes (or Carleman classes) of functions widely
used in other branches of mathematics (see [22] and references therein).
Fixing the constant ρ > 0, Marco and Sauzin have defined the fol-
lowing spaces of Gevrey functions [22]. A smooth function f ∈ C∞(Td)
belongs to Cs,ρ(T
d) if
‖f‖Cs,ρ :=
∑
α∈Nd0
ρs|α|
α!s
‖∂αf‖C0 <∞ .
The advantage of introducing this norm is that Cs,ρ(T
d) becomes a
Banach algebra [22]. It is also clear that ‖f‖Cs,ρ′ ≤ ‖f‖Cs,ρ for 0 < ρ
′ <
ρ and that any s-Gevrey function belongs to Cs,ρ(T
d) for some ρ > 0.
That is, the set of s-Gevrey functions is
⋃
ρ>0 Cs,ρ(T
d). Moreover, we
have the following Cauchy-type estimate.
Lemma 4.3 ([22, Lemma A.2.]). If 0 < ρ′ < ρ and f ∈ Cs,ρ(T
d), then
for every α ∈ Nd0 the partial derivative ∂
αf belongs to Cs,ρ′(T
d) and∑
|α|=n
‖∂αf‖Cs,ρ′ ≤
n!s
(ρ− ρ′)ns
‖f‖Cs,ρ .
Another important property of Gevrey functions is that the compo-
sition of Gevrey functions is again Gevrey.
Theorem 4.4 ([22, Corollary A.1.]). If 0 < d
s−1
s ρ′ < ρ, f ∈ Cs,ρ(T
d)
and u = (u1, . . . , ud) with ui ∈ Cs,ρ′(T
d) such that
‖ui‖Cs,ρ′ ≤
ρs
ds−1
− ρ′s,
then f ◦ (Id+u) ∈ Cs,ρ′(T
d) and ‖f ◦ (Id+u)‖Cs,ρ′ ≤ ‖f‖Cs,ρ.
Other interesting results about Gevrey functions can be found in [22,
Appendix A]. See also [25].
We denote by C∞(Td,Rd) the set of smooth Rd-valued 2πZd-periodic
functions on Rd. Given f = (f1, . . . , fd) ∈ C
∞(Td,Rd) and ρ > 0 we
define the following s-Gevrey norm,
‖f‖Cs,ρ := ‖f1‖Cs,ρ + · · ·+ ‖fd‖Cs,ρ .
Similarly, we denote by Cs,ρ(T
d,Rd) the set of Rd-valued s-Gevrey
functions that satisfy ‖f‖Cs,ρ < ∞, which is a Banach space. Both
Lemma 4.3 and Theorem 4.4 hold for Rd-valued s-Gevrey functions.
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Given f ∈ Cs,ρ(T
d,Rd), the derivative Df can be seen as a continuous
linear operator defined on Cs,ρ(T
d,Rd). Denote by ‖Df‖Cs,ρ the induced
operator norm, i.e.
‖Df‖Cs,ρ = max
1≤j≤d
d∑
i=1
‖∂ejfi‖Cs,ρ = max|α|=1
‖∂αf‖Cs,ρ ,
where ej are the canonical basis vectors of R
d.
Denote by C′s,ρ(T
d,Rd) the set of s-Gevrey functions that satisfy
‖f‖C′s,ρ := ‖f‖Cs,ρ + ‖Df‖Cs,ρ <∞.
The set C′s,ρ(T
d,Rd) together with the norm ‖ · ‖C′s,ρ is a Banach space
contained in Cs,ρ(T
d,Rd).
Since s will be fixed, in order to simplify the notation we shall write
Cρ and C
′
ρ in place of Cs,ρ(T
d,Rd) and C′s,ρ(T
d,Rd), respectively.
Lemma 4.5. If 0 < d
s−1
s ρ′ < ρ, f ∈ C′ρ and u ∈ Cρ′ such that
‖u‖Cρ′ ≤
ρs
ds−1
− ρ′s,
then
(1) ‖Df ◦ (Id+u)‖Cρ′ ≤ ‖Df‖Cρ,
(2) ‖f ◦ (Id+u)− f‖Cρ′ ≤ ‖Df‖Cρ‖u‖Cρ′ ,
Moreover, if
‖u‖Cρ′ ≤
(ρ+ d
s−1
s ρ′)s
2sds−1
− ρ′s,
then
(3) ‖f ◦ (Id+u)− f‖Cρ′ ≤
2s
(ρ−d
s−1
s ρ′)s
‖f‖Cρ‖u‖Cρ′ .
(4) ‖Df ◦ (Id+u)−Df‖Cρ′ ≤
2s
(ρ−d
s−1
s ρ′)s
‖Df‖Cρ‖u‖Cρ′ .
Proof.
(1) From the definitions of the norms and Theorem 4.4 one gets
‖Df ◦ (Id+u)‖Cρ′ = max|α|=1
‖(∂αf) ◦ (Id+u)‖Cρ′
≤ max
|α|=1
‖∂αf‖Cρ = ‖Df‖Cρ
≤ ‖f‖C′ρ .
(2) Fix x ∈ Rd and write gi(t) = fi(x + tu) with g
′
i(t) = Dfi(x +
tu) u. Then, fi(x+ u)− fi(x) = gi(1)− gi(0) =
∫ 1
0
g′i(t) dt. So,
f(x+ u)− f(x) =
∫ 1
0
Df(x+ tu) u dt.
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Using (1) we obtain
‖f ◦ (Id+u)− f‖Cρ′ ≤ max0≤t≤1
‖Df ◦ (Id+tu)‖Cρ′‖u‖Cρ′
≤ ‖Df‖Cρ‖u‖Cρ′ .
(3) The estimate (2) with ρ replaced by ρ˜ := (ρ+d
s−1
s ρ′)/2 > d
s−1
s ρ′
yields
‖f ◦ (Id+u)− f‖Cρ′ ≤ ‖Df‖Cρ˜‖u‖Cρ′
and Lemma 4.3 implies that
‖Df‖Cρ˜ ≤
2s
(ρ− ρ˜)s
‖f‖Cρ.
(4) By (2) we get
‖Df ◦ (Id+u)−Df‖Cρ′ = max|α|=1
‖∂αf ◦ (Id+u)− ∂αf‖Cρ′
≤ max
|α|=1
‖D∂αf‖Cρ˜‖u‖Cρ′ .
Finally, Lemma 4.3 implies that
‖D∂αf‖Cρ˜ = max
|β|=1
‖∂β∂αf‖Cρ˜ ≤
1
(ρ− ρ˜)s
‖∂αf‖Cρ .
Therefore,
‖Df ◦ (Id+u)−Df‖Cρ′ ≤
2s
(ρ− d
s−1
s ρ′)s
‖Df‖Cρ‖u‖Cρ′ .

Lemma 4.6. If for each n ≥ 1 we have 0 < d
s−1
s ρn < ρn−1 and
fn − Id ∈ Cρn such that
‖fn − Id ‖Cρn ≤
ρsn−1
ds−1
− ρsn,
then
‖f1 ◦ · · · ◦ fn − Id ‖Cρn ≤
n∑
i=1
‖fi − Id ‖Cρi .
Proof. By writing ϕn = fn − Id ∈ Cρn , it is simple to check that
f1 ◦ · · · ◦ fn − Id = ϕn + (f1 ◦ · · · ◦ fn−1 − Id) ◦ (Id+ϕn).
Thus, by Theorem 4.4,
‖f1 ◦ · · · ◦ fn − Id ‖Cρn ≤ ‖ϕn‖Cρn + ‖f1 ◦ · · · ◦ fn−1 − Id ‖Cρn−1 .
The claim follows immediately. 
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Lemma 4.7. If for each n ≥ 1 we have 0 < d
s−1
s ρn < ρn−1 and
fn − Id ∈ Cρn such that
‖fn − Id ‖Cρn ≤
(ρn−1 + d
s−1
s ρn)
s
2sds−1
− ρsn,
then
‖f1◦· · ·◦fn−f1◦· · ·◦fn−1‖Cρn ≤
(
1 +
2s
(ρn−1 − d
s−1
s ρn)s
n−1∑
i=1
‖fi − Id ‖Cρi
)
‖fn−Id ‖Cρn .
(4.3)
Proof. Write hn = f1 ◦ · · · ◦ fn and ϕn = fn − Id ∈ Cρn for any n ≥ 1.
It is simple to check that
hn − hn−1 = ϕn +
n−1∑
i=1
(ϕi ◦ Fi,n − ϕi ◦ Fi,n−1) ,
where
Fm1,m2 := fm1+1 ◦ · · · ◦ fm2 , m1 < m2,
and Fm,m = Id. Clearly, Fi,n = Fi,n−1 ◦ fn. So,
hn − hn−1 = ϕn +
n−1∑
i=1
(ϕi ◦ Fi,n−1 ◦ (Id+ϕn)− ϕi ◦ Fi,n−1) .
From Lemma 4.5,
‖ϕi ◦Fi,n−ϕi ◦Fi,n−1‖Cρn ≤
2s
(ρn−1 − d
s−1
s ρn)s
‖ϕi ◦Fi,n−1‖Cρn−1‖ϕn‖Cρn .
Since ϕi ◦ Fi,n−1 = ϕi ◦ Fi,n−2 ◦ (Id+ϕn−1), by Theorem 4.4,
‖ϕi ◦ Fi,n−1‖Cρn−1 ≤ ‖ϕi ◦ Fi,n−2‖Cρn−2
≤ ‖ϕi‖Cρi .
Finally,
‖hn − hn−1‖Cρn ≤
(
1 +
2s
(ρn−1 − d
s−1
s ρn)s
n−1∑
i=1
‖ϕi‖Cρi
)
‖ϕn‖Cρn .

4.2. Decay of Fourier coefficients. Any f ∈ C∞(Td,Rd) can be
represented in Fourier series as
f(x) =
∑
k∈Zd
fke
ik·x,
where
fk =
1
(2π)d
∫
Td
f(x)e−ik·x dx.
We write the constant Fourier mode of f through the projection
Ef = f0. (4.4)
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Let |k| = |k1| + · · ·+ |kd| for k ∈ Z
d. The following is a well-known
estimate, we include here a proof only for the convenience of the reader.
Lemma 4.8 (Decay of Fourier coefficients). If f ∈ Cρ, then
|fk| ≤ ∆‖f‖Cρe
−ρ|k|1/s , k ∈ Zd,
where
∆ := (2π)−d
(
1− s−
s
s−1
)−(s−1)d
<
( e
2π
)d
.
Proof. Since |(∂αf)k| ≤
1
(2π)d
‖∂αf‖C0 we have
‖f‖Cρ =
∑
α∈Nd0
ρs|α|
α!s
‖∂αf‖C0 ≥ (2π)
d
∑
α∈Nd0
ρs|α|
α!s
|(∂αf)k| .
Taking into account that (∂αf)k =
∏
j(ikj)
αjfk we get,
(2π)d|fk|
∑
α∈Nd0
ρs|α|
α!s
kα ≤ ‖f‖Cρ , (4.5)
where kα =
∏d
j=1 |kj|
αj . Now we estimate the sum
∑
α
ρs|α|
α!s
kα from
below. Noticed that∑
α∈Nd0
ρs|α|
α!s
kα =
d∏
j=1
∞∑
n=0
ρsn
n!s
|kj|
n .
In order to estimate the sum inside the product we recall the Ho¨lder
inequality. For any sequences of positive real numbers (xn)n≥0 and
(yn)n≥0 we have (
∞∑
n=0
xnyn
)s
≤
(
∞∑
n=0
ytn
)s/t ∞∑
n=0
xsn,
where t = s
s−1
. Taking
xn =
(
ρ|kj|
1/s
)n
n!
and yn =
1
sn
we get
eρ|kj |
1/s
≤ h(s)
∞∑
n=0
ρsn
n!s
|kj|
n,
where h(s) :=
(
1− s
s
1−s
)1−s
. Notice that h′(s) > 0, h(1) = 1 and
lims→∞ h(s) = e. So 1 ≤ h(s) < e for every s ≥ 1. Since
∑
j |kj|
1/s ≥
|k|1/s, we get ∑
α∈Nd0
ρs|α|
α!s
kα ≥
1
hd
eρ|k|
1/s
.
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Using this lower bound in (4.5) we obtain the desired estimate on the
Fourier coefficients. 
Lemma 4.9. For every ρ > 0 and k ∈ Zd,
‖eik·x‖Cρ ≤ e
d
s−1
s sρ|k|
1
s
and ‖eik·x‖′Cρ ≤ (1 + |k|)e
d
s−1
s sρ|k|
1
s .
Proof. We will prove only the first inequality. The second follows di-
rectly from the first and the definition of the norm. Notice that,
‖eik·x‖Cρ =
∑
α∈Nd0
ρs|α|
α!s
d∏
j=1
|kj|
αj
=
∞∑
n=0
∑
|α|=n
d∏
j=1
|kj|
αj
αj !s
ρsαj
=
d∏
j=1
∞∑
n=0
(
|kj|
n
s
n!
ρn
)s
≤
(
d∏
j=1
∞∑
n=0
|kj|
n
s
n!
ρn
)s
≤ esρ
∑
j |kj |
1
s ,
where we have used the fact
∞∑
n=0
∑
|α|=n
d∏
i=1
ai(αi) =
d∏
i=1
∞∑
n=0
ai(n)
for any sequences ai and(4.1).
Since
∑
j |kj|
1
s ≤ d
s−1
s |k|
1
s from (4.2) we obtain the claimed estimate.

4.3. Spaces Fs,ρ and F
′
s,ρ. Lemma 4.8 motivates the following def-
inition. Given ρ > 0 let Fs,ρ(T
d) be the set of smooth functions
f ∈ C∞(Td) that satisfy
‖f‖Fs,ρ :=
∑
k∈Zd
|fk|e
ρ|k|1/s <∞ .
Several properties of this norm are easy to establish. Firstly, ‖f‖C0 ≤
‖f‖Fs,ρ for any ρ > 0. Secondly, ‖f‖Fs,ρ′ ≤ ‖f‖Fs,ρ for every ρ
′ < ρ.
Moreover, it is simple to check that Fs,ρ(T
d) endowed with the norm
‖ · ‖ρ is a Banach algebra.
Given any f = (f1, . . . , fd) ∈ C
∞(Td,Rd) we define the following
norm,
‖f‖Fs,ρ := ‖f1‖Fs,ρ + · · ·+ ‖fd‖Fs,ρ .
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Similarly, we denote by Fs,ρ(T
d,Rd) the set of Rd-valued s-Gevrey func-
tions that satisfy ‖f‖Fs,ρ < ∞. Clearly, Fs,ρ(T
d,Rd) is also a Banach
space.
To control the derivatives of Gevrey functions it is convenient to
introduce the following family of norms,
‖f‖F ′s,ρ :=
∑
k∈Zd
(1 + |k|)|fk|e
ρ|k|1/s
and define F ′s,ρ(T
d,Rd) ⊂ Fs,ρ(T
d,Rd) to be the subset of Gevrey func-
tions that have the above norm finite. Notice that,
‖f‖F ′s,ρ = ‖f‖Fs,ρ +
∑
|α|=1
‖∂αf‖Fs,ρ .
To simplify the notation we shall denote these spaces by Fs,ρ and
F ′s,ρ, and when there is no need for the explicit dependence of s we
remove it from our notation.
It is clear that F ′ρ is also a Banach space. Moreover,
‖Df(h)‖Fρ ≤ ‖f‖F ′ρ‖h‖Fρ .
This means that Df is a bounded operator on Fρ whenever f ∈ F
′
ρ.
We also denote by ‖Df‖Fρ its induced norm.
Another useful property is the following upper-bound on the norm
of the derivatives of a function.
Lemma 4.10 (Cauchy’s estimate). Given ρ′ < ρ and f ∈ Fρ,
‖∂αf‖Fρ′ ≤
(
d
s−1
s s
ρ− ρ′
)s|α|
α!s‖f‖Fρ .
Proof. Note that
‖∂αf‖Fρ′ =
∑
k∈Zd
|fk|
d∏
j=1
|kj|
αjeρ
′|k|1/s
≤
∑
k∈Zd
|fk|
(
d∏
j=1
|kj|
αje−d
1−s
s (ρ−ρ′)|kj |
1/s
)
eρ|k|
1/s
where we have used the inequality d
s−1
s |k|1/s ≥ |k1|
1/s+· · ·+|kd|
1/s. The
function x 7→ xαje−d
1−s
s (ρ−ρ′)x1/s defined for x ≥ 0 attains its maximum
at x∗ =
(
αjd
s−1
s s
ρ−ρ′
)s
with value
(
αjd
s−1
s s
e(ρ−ρ′)
)sαj
. Since (αj/e)
αj ≤ αj! by
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Stirling’s approximation, we get
‖∂αf‖Fρ′ ≤
d∏
j=1
(
αjd
s−1
s s
e(ρ− ρ′)
)sαj ∑
k∈Zd
|fk|e
ρ|k|1/s
≤
(
d
s−1
s s
ρ− ρ′
)s|α|
α!s‖f‖Fρ .

In the following lemma we show how the norms of the various Banach
spaces are related. To simplify the notation we define the constants:
β := d
s−1
s s and Cν :=
∑
k∈Zd
e−ν|k|
1/s
, (4.6)
where ν > 0 1.
Lemma 4.11 (Inclusions). Let ρ′ > 0 and ν > 0. The following holds:
(1) If ρ ≥ βρ′ + ν, then
‖f‖Cρ′ ≤ ‖f‖Fρ and ‖f‖C′ρ′ ≤ ‖f‖F
′
ρ
.
(2) If ρ ≥ ρ′ + ν, then
‖f‖Fρ′ ≤ Cν‖f‖Cρ and ‖f‖F ′ρ′ ≤ Cν‖f‖C
′
ρ
.
Proof. By Lemma 4.9, we have
‖f‖Cρ′ ≤
∑
k∈Zd
|fk|‖e
ik·x‖Cρ′ ≤
∑
k∈Zd
|fk|e
(βρ′+ν)|k|1/s = ‖f‖Fβρ′+ν .
This proves the first inequality of (1). Using Lemma 4.8 we get
‖f‖Fρ′ =
∑
k∈Zd
|fk|e
ρ′|k|1/s ≤ Cν‖f‖Cρ′+ν ,
which shows the first inequality of (2). The remaining inequalities are
proved similarly. 
Remark 4.12. It follows from the previous lemma that the set of
s-Gevrey functions is given by
⋃
ρ>0Fs,ρ.
Proposition 4.13. Given ρ > 0 and 0 < ν < ρ/(1 + β + β2) let
ρ′ :=
ρ− ν
β
and ρ′′ :=
ρ′ − ν
β
− ν.
1Notice that Cν can be bounded from above as follows,
Cν ≤ 1 +
(
pi2
3
)d (
β
ν
)2sd
.
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If f ∈ Fρ and u ∈ Fρ′ such that
‖u‖Fρ′ ≤
ρ′s
ds−1
− (ρ′′ + ν)s,
then
(1) ‖f ◦ (Id+u)‖Fρ′′ ≤ Cν‖f‖Fρ,
(2) ‖Df ◦ (Id+u)‖Fρ′′ ≤ Cν‖f‖F ′ρ,
(3) ‖f ◦ (Id+u)− f‖Fρ′′ ≤ Cν‖f‖F ′ρ‖u‖Fρ′ ,
Moreover, if f ∈ F ′ρ and,
‖u‖Fρ′ ≤
(
ρ′ + d
s−1
s (ρ′′ + ν)
)s
2sds−1
− (ρ′′ + ν)s
then
‖Df ◦ (Id+u)−Df‖Fρ′′ ≤
2sCν
νs
‖f‖F ′ρ‖u‖Fρ′ .
Proof.
(1) By (2) of Lemma 4.11,
‖f ◦ (Id+u)‖Fρ′′ ≤ Cν‖f ◦ (Id+u)‖Cρ′′+ν .
Since, by (1) of Lemma 4.11,
‖u‖Cρ′′+ν ≤ ‖u‖Fρ′ ≤
ρ′s
ds−1
− (ρ′′ + ν)s,
we get by Theorem 4.4 and (1) of Lemma 4.11 that,
‖f ◦ (Id+u)‖Fρ′′ ≤ Cν‖f‖Cρ′ ≤ Cν‖f‖Fρ .
(2) Similarly, by (2) of Lemma 4.11,
‖Df ◦ (Id+u)‖Fρ′′ ≤ Cν‖Df ◦ (Id+u)‖Cρ′′+ν .
Thus, by (1) of Lemma 4.5,
‖Df ◦ (Id+u)‖Fρ′′ ≤ Cν‖Df‖Cρ′ ≤ Cν‖f‖F ′ρ .
(3) Arguing as before we conclude using Lemma 4.11 and (2) of
Lemma 4.5 that,
‖f ◦ (Id+u)− f‖Fρ′′ ≤ Cν‖f ◦ (Id+u)− f‖Cρ′′+ν
≤ Cν‖Df‖Cρ′‖u‖Cρ′′+ν
≤ Cν‖f‖F ′ρ‖u‖Fρ′ .
To prove the last estimate we can apply (4.5) of Lemma 4.5 to get
‖Df ◦ (Id+u)−Df‖Fρ′′ ≤ Cν‖Df ◦ (Id+u)−Df‖Cρ′′+ν
≤ Cν
2s
(ρ′ − d
s−1
s (ρ′′ + ν))s
‖Df‖Cρ′‖u‖Cρ′′+ν
≤
2sCν
νs
‖f‖F ′ρ‖u‖Fρ′
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
Since F ′ρ ⊂ F
′
ρ−log φ whenever φ ≥ 1, consider the inclusion operator
Iφ : F
′
ρ → F
′
ρ−logφ. Notice that Iφ ◦ E = E ◦ Iφ = E. When restricted
to non-constant modes, its norm can be estimated as follows.
Lemma 4.14. If φ ≥ 1, then ‖Iφ(I− E)‖ ≤ φ
−1.
Proof. This follows simply by noticing that
‖(I− E)f‖F ′ρ−log φ =
∑
k 6=0
(1 + |k|)|fk|e
(ρ−log φ)|k|1/s ≤ φ−1‖f‖F ′ρ

5. Coordinate transformations and time
reparametrization
A coordinate transformation φ on the d-torus Td is a diffeomorphism
isotopic to a matrix in SL(d,Z). That is, ψ = φ◦A where A ∈ SL(d,Z)
and φ : Td → Td is an isotopic to the identity diffeomorphism, meaning
that φ− Id is 2πZd-periodic.
A vector field X on Td written on new coordinates ψ is denoted by
ψ∗X = (Dψ)−1X ◦ ψ.
Notice that the set of vector fields on Td can be identified with the set
of functions from Td to Rd, i.e. 2πZd-periodic maps of Rd.
Since s ≥ 1 is fixed throughout the paper and only the Banach spaces
Fρ and F
′
ρ will be used, we shall simplify the notation by denoting their
norms by ‖ · ‖ρ and ‖ · ‖
′
ρ, respectively.
5.1. Elimination of far from resonance modes. Fix w ∈ Rd.
Given σ > 0 we call far from resonance modes to the Fourier modes
with indices in
I−σ,w =
{
k ∈ Zd : |w · k| > σ|k|
}
. (5.1)
The resonant modes are the ones in I+σ,w = Z
d \ I−σ,w. We also define the
projections I+σ,w and I
−
σ,w over the spaces of functions by restricting the
modes to I+σ,w and I
−
σ,w, respectively. Clearly, I = I
+
σ,w + I
−
σ,w where I is
the identity operator. Moreover, ‖I±σ,w‖ρ ≤ 1. To simplify the notation
we occasionally omit the dependence of I±σ,w and I
±
σ,w from w.
Given ρ > 0 and ε > 0, we denote by Vε the set
Vε = {w + f ∈ F
′
ρ : ‖f‖
′
ρ < ε}. (5.2)
The following theorem is an adaptation of a result in [17, 8] to the
Gevrey class. For the convenience of the reader a proof can be found
in the appendix.
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Theorem 5.1. Given 0 < σ < |w|, ρ > 0 and 0 < ν < ρ/(1 + β + β2),
let
ε = ε(σ, ν, |w|, s, d) :=
σ
8(Cν − 1)
min
{
νs
(2β)s
,
σ
8|w|Cν
(
2s
νs
+ 7
)−1}
,
(5.3)
and
ρ′ :=
ρ− ν
β
and ρ′′ :=
ρ′ − ν
β
− ν.
There exist a smooth homotopy of Fre´chet differentiable maps Ut : Vε →
I
−
σF
′
ρ′ and Ut : Vε → (1− t)I
−
σF
′
ρ ⊕ tI
+
σFρ′′ such that
Ut(X) = (Id+Ut(X))
∗X
and
I
−
σUt(X) = (1− t) I
−
σX, t ∈ [0, 1]. (5.4)
Moreover,
‖Ut(X)‖
′
ρ′ ≤
8t(Cν − 1)
σ
‖I−σX‖ρ, (5.5)
and
‖Ut(X)− w‖ρ′′ ≤‖I
+
σ (X − w)‖ρ′′ + (1− t)‖I
−
σX‖ρ′′
+
29t|w|(Cν − 1)(2Cν − 1)
σ2
‖X − w‖′ρ
2
.
(5.6)
Remark 5.2. It follows from the definition of ε and estimate (5.6)
that,
‖Ut(X)− w‖ρ′′ ≤ (8− t)‖X − w‖
′
ρ.
5.2. Rescaling. A fundamental step in the renormalization scheme is
a linear transformation of the domain of definition of our vector fields.
Suppose that T ∈ SL(d,Z) and η ∈ R \ {0}. Consider X ∈ Fρ. We
are interested in the following coordinate and time linear changes:
x 7→ T−1x, t 7→ ηt. (5.7)
Notice that η < 0 means inverting the direction of time. These changes
determine a new vector field as the image of the map
X 7→ T (X) := η (T−1)∗X.
It is simple to check that E ◦ T = T ◦ E.
Let |T | denote the induced norm of the matrix T , i.e.
|T | = max
1≤j≤d
d∑
i=1
|Ti,j|
where Ti,j is the i, j entry of T . Clearly, |T | ∈ N.
Given σ > 0 and w ∈ R \ {0}, define
A := sup
k∈I+σ,w\{0}
|(T⊤)−1k|
|k|
.
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Lemma 5.3. Let ρ > 0, 0 < δ < ρ/A1/s and
ρ′ :=
ρ
A1/s
− δ. (5.8)
The linear operator T (I+σ,w − E) maps Fρ into (I− E)F
′
ρ′ and satisfies
‖T (I+σ,w − E)‖ ≤ |η| |T |
(
1 +
ss
δs
)
. (5.9)
Proof. Let f ∈ (I+σ,w − E)Fρ. Then,
‖f ◦ T−1‖F ′
ρ′
≤
∑
k∈I+σ,w\{0}
(
1 + |(T⊤)−1 k|
)
|fk|e
(ρ′−δ+δ)|(T⊤)−1k|1/s.
Using the inequality ξe−δ ξ
1/s
≤
(
s
δ
)s
with ξ ≥ 0, we get
‖f ◦ T−1‖F ′
ρ′
≤
(
1 +
ss
δs
) ∑
k∈I+σ,w\{0}
|fk|e
A1/s(ρ′+δ)|k|1/s
≤
(
1 +
ss
δs
)
‖f‖Fρ .
Finally, ‖T f‖F ′
ρ′
≤ |η| |T | ‖f ◦ T−1‖F ′
ρ′
. 
Given P ∈ SL(d,Z), σ > 0 and w ∈ R \ {0}, define
B := sup
k∈I−σ,w
|P⊤k|
|k|
.
Lemma 5.4. Let ρ > 0 and
ρ′ :=
ρ
B1/s
.
The linear operator τ : f 7→ f ◦ P maps I−σ,wFρ into (I − E)Fρ′ and
satisfies ‖τ ◦ I−σ,w‖ ≤ 1.
Proof. Let f ∈ I−σ,wFρ. Then,
‖f ◦ P‖Fρ′ =
∑
k∈I−σ,w
|fk|e
ρ′|P⊤k|1/s ≤
∑
k∈I−σ,w
|fk|e
B1/sρ′|k|1/s = ‖f‖Fρ .

6. Renormalization
As in the previous section, s ≥ 1 is fixed throughout and to simplify
the notation we shall denote by ‖ · ‖ρ and ‖ · ‖
′
ρ the norms of Fρ and
F ′ρ, respectively.
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6.1. Renormalization operator. Fix ρ > 0. Let w ∈ Rd\{0}, σ > 0,
0 < ν < ρ/(1+β+β2), η ∈ R\{0} and T ∈ SL(d,Z). Recall also (4.6).
The renormalization operator
R : F ′ρ →
⋃
r>0
Fr
is defined for each X ∈ Vε by
R(X) = T ◦ U(X).
Proposition 6.1. Let 0 < δ < ρ′′/A1/s,
ρ′ =
ρ′′
A1/s
− δ and ρ′′ =
ρ− ν(1 + β + β2)
β2
.
For any X ∈ Vε and 1 ≤ φ < e
ρ′ we have that R(X) ∈ F ′ρ′ and
‖(I− E)R(X)‖′ρ′−log φ ≤
|η| |T |
φ
(
1 +
ss
δs
)[
‖I+σ,w(X − w)‖ρ′′
+
29|w|(Cν − 1)(2Cν − 1)
σ2
‖X − w‖′ρ
2
]
Proof. Using Theorem 5.1, Lemma 5.3 and Lemma 4.14 we obtain the
above statement. 
6.2. Infinitely renormalizable vector fields. For a rationally inde-
pendent vector ω ∈ Rd \ {0} consider its multidimensional continued
fractions expansion, namely the sequences ωn, Tn and ηn, n ≥ 1. More-
over, consider some chosen sequences ρn, σn, νn > 0 satisfying
σn < |ωn| and νn < ρn/(1 + β + β
2).
We now define a sequence of renormalization operators Rn in the
following way. Each renormalization operator is the conposition of the
operators Tn := ηn (T
−1
n )
∗ and Un obtained by Theorem 5.1 for t = 1
and w = ωn−1, i.e.
Rn := Tn ◦ Un , n ≥ 1.
The domain of the operator Rn is the open ball Vεn−1 ⊂ F
′
ρn−1
cen-
tered at ωn−1 with radius
εn−1 = ε(σn−1, νn−1, |ωn−1|, s, d)
as given by (5.3). Notice that X and Rn(X) are Gevrey-equivalent
vector fields, i.e. their flows are conjugated by an s-Gevrey diffeomor-
phism.
Definition 6.1. We say that X ∈ F ′ρ is infinitely renormalizable if X
belongs to the domain of the operator Rn ◦ · · · ◦ R1 for every n ≥ 1,
i.e.
‖Xn−1 − ωn−1‖ρn−1 < εn−1.
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We will show later that infinitely renormalizable vector fields such
that the renormalization converges to a constant have a flow which
is linearizable by a Gevrey conjugacy. In the remaining part of this
section we want to find conditions for which a vector field is infinitely
renormalizable.
6.3. Sufficient conditions. Let ρ0 := ρ. We fix the sequence νn :=
ν > 0 to be constant along the iterations and so that
ν <
ρn
1 + β + β2
(6.1)
for every n ≥ 0. This can be achieved for the choice
ρn :=
ρn−1 − ν(1 + β + β
2)
β2A
1/s
n
− δ − log φn (6.2)
for any sequence φn ≥ 1 and δ > 0, as long as infn ρn > 0. Iterating
the equation above we get
ρn =
ρ− Bn
β2nA
1/s
1 . . . A
1/s
n
where
Bn :=
n∑
i=1
β2iA
1/s
1 . . . A
1/s
i
(
δ +
ν(1 + β + β2)
β2A
1/s
i
+ logφi
)
(6.3)
is an increasing sequence. Define
φn := max
{
7(d+ 1)|ηn| |Tn|
(
1 +
ss
δs
)
εn−1
εnθn
, 1
}
where 0 < θn ≤ 1 is any chosen sequence.
Notice that Bn depends on the choice of the sequence σn through
the sequences εn and An. Moreover, if for some sequence σn we have
limBn < ∞, then necessarily β
2nA
1/s
1 · · ·A
1/s
n → 0. Hence, if ρ >
limBn, we have
ρn >
ρ− limBn
β2nA
1/s
1 . . . A
1/s
n
→ +∞
Let X0 := X and Xn := Rn(Xn−1) whenever Xn−1 is in the domain
of Rn.
Theorem 6.2. If X ∈ F ′ρ, 0 < θn ≤ 1 and 0 < σn < |ωn| satisfy
• RotX = ω,
• ‖X − ω‖′ρ < ε0,
• ρ > limBn,
then X is infinitely renormalizable and
‖Xn − ωn‖
′
ρn < εnθn, n ≥ 1. (6.4)
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Proof. If at each step Xn is in the domain of Un+1, i.e.
‖Xn − ωn‖
′
ρn < εn , (6.5)
then Xn is renormalizable and Xn+1 = Rn+1(Xn). Being true for any
n ∈ N, then X is infinitely renormalizable. The inequality (6.5) can
be estimated using [19, Proposition 3.3] and Proposition 6.1. First we
get,
‖Xn − ωn‖
′
ρn = ‖Rn(Xn−1)− ωn‖
′
ρn
≤ ‖(I− E)Rn(Xn−1)‖
′
ρn + |ERn(Xn−1)− ωn|
≤ (d+ 1)‖(I− E)Rn(Xn−1)‖
′
ρn .
(6.6)
Thus,
‖Xn − ωn‖
′
ρn ≤(d+ 1)
|ηn| |Tn|
φn
(
1 +
ss
δs
)[
‖I+n−1(Xn−1 − ωn−1)‖ξ′
+
29|ωn−1|(Cν − 1)(2Cν − 1)
σ2n−1
‖Xn−1 − ωn−1‖
′
ξ
2
]
,
where
ξ′ = A1/sn (ρn + δ + log φn) and ξ = β
2ξ′ + ν
(
1 + β + β2
)
.
We now proceed by induction. Assuming that (6.4) holds for n− 1,
we substitute the value of φn and use Remark 5.2 to get,
‖Xn − ωn‖
′
ρn ≤ 7(d+ 1)
|ηn| |Tn|
φn
(
1 +
ss
δs
)
‖Xn−1 − ωn−1‖
′
ξ < εnθn.

7. Conjugacy to torus translation
In this section we give a sufficient condition for a conjugacy of the
flow of X to a torus translation to have Gevrey regularity.
7.1. Convergence of the conjugation. Fix s ≥ 1 and let ρ > 0.
Assume that X is infinitely renormalizable, i.e.
‖Xn − ωn‖F ′ρn ≤ εn, n ≥ 1.
Notice that
Xn = λn (U1 ◦ T
−1
1 ◦ · · · ◦ Un ◦ T
−1
n )
∗(X) ∈ F ′ρn, (7.1)
with Un := Id+Un(Xn−1) ∈ F
′
ρn−1
and limn ρn = ∞. Furthermore, we
can write
P ∗nXn = λn h
∗
n(X) (7.2)
by considering the s-Gevrey diffeomorphisms
hn := g1 ◦ · · · ◦ gn (7.3)
and
gn := P
−1
n−1 ◦ Un ◦ Pn−1 , n ≥ 1.
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For convenience of notations, set T0 = P0 = I to be the identity
matrix. Notice that |I| = 1.
Define,
rn :=
ρn−1 − ν
2β2B
1/s
n−1
, n ≥ 1.
We recall that 0 < ν < ρn/(1 + β + β
2).
Lemma 7.1. For every n ≥ 1,
‖gn − Id ‖Crn ≤ 8(Cν − 1)
|P−1n−1|
σn−1
‖I−n−1Xn−1‖Fρn−1 . (7.4)
Proof. Lemma 4.11, Lemma 5.4 and Theorem 5.1 imply that
‖P−1n−1 ◦ Un ◦ Pn−1‖Crn ≤ |P
−1
n−1| ‖Un ◦ Pn−1‖Fβrn+µn
≤ |P−1n−1| ‖Un‖Fζn
≤
8(Cν − 1) |P
−1
n−1|
σn−1
‖I−n−1Xn−1‖Fρn−1 ,
where
ζn = B
1/s
n−1(βrn + µn) and µn =
ρn−1 − ν
2βB
1/s
n−1
.

Given ℓ ∈ N0, denote by C
ℓ(Td,Rd) the space of 2πZd-periodic func-
tion which have ℓ continuous derivatives. We consider the Cℓ-norm,
‖f‖Cℓ := sup
|α|≤ℓ
‖∂αf‖C0.
Also define,
Θn :=
|P−1n−1|
σn−1
‖Xn−1 − ωn−1‖Fρn−1 .
From now on we consider a sequence of positive real numbers {Rn}n≥0
satisfying,
Rn ≤ rn and d
s−1
s Rn < Rn−1, n ≥ 1. (7.5)
Theorem 7.2 (Topological conjugacy). If
∞∑
n=1
Θn
(Rn−1 − d
s−1
s Rn)s
<∞,
then h := limn hn is a homeomorphism and φ
t
X ◦ h = h ◦ φ
t
ω.
Proof. Notice that, by Lemma 4.1,
(Rn−1 + d
s−1
s Rn)
s
2sds−1
−Rsn ≥
(
Rn−1 − d
s−1
s Rn
)s
2sds−1
.
The convergence of the series in the hypothesis implies that
lim
n
Θn/(Rn−1 − d
(s−1)/sRn)
s = 0.
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Thus, for n sufficiently large we have
8(Cν − 1)|P
−1
n−1|
σn−1
‖I−n−1Xn−1‖Fρn−1 ≤
(Rn−1 + d
s−1
s Rn)
s
2sds−1
− Rsn. (7.6)
This condition is sufficient to apply Lemma 4.7. So we get,
‖hn − hn−1‖CRn ≤
Γn
(Rn−1 − d
s−1
s Rn)s
‖gn − Id ‖CRn ,
where
Γn := (Rn−1 − d
s−1
s Rn)
s + 2s
n−1∑
i=1
‖gi − Id ‖CRi .
Follows from Lemma 7.1, the properties of Rn and
∑
nΘn < ∞ that
Γ := supn Γn <∞. So,
‖hn − hn−1‖CRn ≤
Γ
(Rn−1 − d
s−1
s Rn)s
‖gn − Id ‖CRn .
Using again Lemma 7.1, we have
‖hn − hn−1‖CRn ≤ 8(Cν − 1)Γ
Θn
(Rn−1 − d
s−1
s Rn)s
. (7.7)
Noticed that ‖hn − hn−1‖C0 ≤ ‖hn − hn−1‖Cs,Rn . Thus, hn − Id is a
Cauchy sequence in C0. Hence, it converges to h − Id ∈ C0(Td,Rd)
where h := limn hn. To show that h is a homeomorphism we prove that
the inverse h−1n also converges in C
0. Notice that,
‖h−1n − h
−1
n−1‖C0 = ‖g
−1
n − Id ‖C0 ,
and
‖g−1n − Id ‖C0 = ‖(gn − Id) ◦ g
−1
n ‖C0 = ‖gn − Id ‖C0 .
Thus,
‖h−1n − h
−1
n−1‖C0 = ‖gn − Id ‖C0 ≤ ‖gn − Id ‖CRn .
It follows immediately that h−1n converges in C
0. Thus h is a homeo-
morphism.
Finally, we show that h conjugates the flow of X to a linear flow
with frequency ω. First notice that
φtX ◦ hn = hn ◦ φ
t
λ−1n P ∗nXn
.
Since λ−1n P
∗
nXn = ω + λ
−1
n P
∗
n(Xn − ωn) we get,∥∥∥φtλ−1n P ∗nXn − φtω∥∥∥C0 ≤
∥∥∥∥∫ t
0
λ−1n P
∗
n(Xn − ωn) ◦ φ
s
λ−1n P ∗nXn
ds
∥∥∥∥
C0
≤ |t|λ−1n |P
−1
n |‖Xn − ωn‖C0
= |t|σnλ
−1
n Θn+1
≤ |t||ωn|λ
−1
n Θn+1.
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Since σn < |ωn| by definition of the sequence σn (see Theorem 5.1) and
|ωn| ≤ C1|ω|λn by Lemma 3.7, the time-t map φ
t
λ−1n P ∗nXn
converges to
φtω in the C
0-topology for every t ∈ R. 
Theorem 7.3 (Cℓ conjugacy). If there exists ℓ ∈ N, η > 0 and C > 0
such that,
∞∑
n=1
Θn
(Rn−1 − d
s−1
s Rn)sRsℓn
≤ Cηsℓ,
then h := limn hn is a C
ℓ diffeomorphism and moreover
‖∂α(h− Id)‖C0 ≤ C
′α!sη2sℓ, |α| = ℓ (7.8)
where C ′ > 0 is independent of ℓ.
Proof. Define
Dn :=
Θn
(Rn−1 − d
s−1
s Rn)sRsℓn
.
By hypothesis, there exists ℓ ∈ N such that
∑
nDn < ∞. From the
definition of the CRn-norm we have for each α ∈ N
d
0 that
‖∂α(hn − hn−1)‖C0 ≤
α!s
R
s|α|
n
‖hn − hn−1‖CRn .
So, by (7.7) we get
‖∂α(hn − hn−1)‖C0 ≤ 8(Cν − 1)Γα!
sDn, |α| ≤ ℓ,
where Γ = supn Γn and
Γn := (Rn−1 − d
s−1
s Rn)
s + 2s
n−1∑
i=1
‖gi − Id ‖CRi .
By the hypothesis of the theorem we conclude that Γ ≤ C ′ηsℓ for some
constant C ′ > 0 independent of ℓ. Since
∑
nDn < ∞, the sequence
hn − Id is Cauchy in C
ℓ(Td,Rd). Thus, h − Id ∈ Cℓ(Td,Rd) where
h := limn hn. Taking in consideration Lemmas 4.6 and 4.7 we obtain,
for any m ≥ 1 sufficiently large, that,
‖gm ◦ · · · ◦ gn − Id ‖CRn ≤
n∑
i=m
‖gi − Id ‖CRi , n ≥ m.
In view of Lemma 7.1 and
∑
nΘn < ∞, the previous estimate gives
‖h− Id ‖C1 < 1. Thus, h is a diffeomorphism. Let |α| = ℓ. To get the
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final estimate we write using a telescopic argument,
‖∂α(hn − Id)‖C0 ≤
n∑
i=1
‖∂α(hi − hi−1)‖C0
≤ 8(Cν − 1)Γα!
s
n∑
i=1
Di
≤ 8(Cν − 1)C
′Cα!sη2sℓ,
where we have assumed for convenience h0 = Id. 
7.2. Sufficient conditions. Define R0 := ρ0 − limBn, recalling (6.3),
and
Rn :=
1
2
min
{
R0
β2nΩ
1/s
n
,
Rn−1
d
s−1
s
}
, n ≥ 1,
where,
Ωn := max
1≤i≤n
A1 · · ·Ai−1Bi−1.
Notice that Ωn ≤ Ωn+1. For convenience we set Ω0 = 1.
Lemma 7.4. For every n ≥ 1, (7.5) holds and
R0
2nβ2nΩ
1/s
n
≤ Rn ≤
R0
2β2nΩ
1/s
n
.
Proof. Using (6.2) we see that
ρn−1 − ν >
ρ0 − limBn
β2(n−1)A
1/s
1 · · ·A
1/s
n−1
.
Hence,
rn =
ρn−1 − ν
2β2B
1/s
n−1
>
R0
2β2nA
1/s
1 · · ·A
1/s
n−1B
1/s
n−1
≥ Rn.
This shows the first inequality in (7.5). The other one is immediate
from the definition of Rn.
Finally, the last inequalities follow by induction on n. 
In the following we give a sufficient condition for the conjugacy h to
have Cℓ-smooth regularity in terms of the growth of the sequence tn.
Recall that Wn = W (tn) and ∆n = τkn −W (τkn). Define
σn := n
−1C−11 µ
−1e−(d−1)(tn+1−tn)−(d−1)Wn−tn+1+∆n. (7.9)
and
µ := (2β2)sC2. (7.10)
Proposition 7.5. Let ℓ ∈ N. If
tn+1 ≥ 5(ℓ+ 1)tn,
then there are constants C, η > 0 not depending on ℓ such that (7.8)
holds.
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Proof. By Lemma 7.4
(Rn−1 − d
s−1
s Rn)
s >
Rsn
2s
, ∀n ≥ 1.
Moreover, from the definition of Θn and εn (see Theorem 5.1) we have
that,
Θn ≤
|P−1n−1|
σn−1
εn−1 ≤
|P−1n−1|σn−1
Cν − 1
, ∀n ≥ 1.
Thus, by Lemma 7.4,
Θn
(Rn−1 − d
s−1
s Rn)sRsℓn
≤
2sΘn
R
s(ℓ+1)
n
≤
2s|P−1n−1|σn−1
(Cν − 1)R
s(ℓ+1)
n
≤ c1(2β
2)ns(ℓ+1)Ωℓ+1n |P
−1
n−1|σn−1,
where
c1 :=
2s
(Cν − 1)R
s(ℓ+1)
0
.
By Lemma 3.10,
Ωn ≤ |ω|C1
(
C2
µ
)n−1(
1 +
1
n− 1
)n−1
e(d+1)tn−1 .
Notice that
σn ≤ C
−1
1 µ
−1e−d(tn+1−tn).
Moreover, by Lemma 3.7 and the definition of σn,
|P−1n−1|σn−1 ≤ C
−1
1 µ
−1C2|ω| e
(d−1)(tn−1−Wn−1)+dWn−1−d(tn−tn−1)
≤ C−11 µ
−1C2|ω| e
−dtn+2dtn−1 .
Putting these estimates together we get
Ωℓ+1n |P
−1
n−1|σn−1 ≤ e
ℓ+1(C1µC
−1
2 )
ℓ|ω|ℓ+2(µ−1C2)
n(ℓ+1)e−dtn+4d(ℓ+1)tn−1 .
Thus,
Θn
(Rn−1 − d
s−1
s Rn)sRsℓn
≤ c2an
where
c2 := c1e
ℓ+1(C1µC
−1
2 )
ℓ|ω|ℓ+2
and, using the definition of µ,
an :=((2β
2)sC2µ
−1)n(ℓ+1)e−dtn+4d(ℓ+1)tn−1
=e−d(tn−4(ℓ+1)tn−1).
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By the hypothesis on tn we conclude that an ≤ e
−d(ℓ+1)tn−1 and tn ≥
t1(5(ℓ+ 1))
n−1 ≥ t1n. Hence,
∞∑
n=1
Θn
(Rn−1 − d
s−1
s Rn)sRsℓn
≤ c2
∞∑
n=1
an
≤ c2
∞∑
n=1
e−d(ℓ+1)t1(n−1)
=
c2e
d(ℓ+1)t1
ed(ℓ+1)t1 − 1
≤
c2e
d(ℓ+1)t1
e2dt1 − 1
.

7.3. Class of frequency vectors. Recall that the numbers An, ηn
and |Tn| depend on the choice of a strictly increasing unbounded se-
quence tn.
Lemma 7.6. If
∞∑
n=0
e−
1
s
∆ntn+1 <∞, (7.11)
then limBn <∞.
Proof. It follows from the definition of εn (see (5.3)) that
εn−1
εn
=
(
σn−1
σn
)2
,
for every n ≥ 1 sufficiently large. Moreover, from the definition of
sequences σn and θn = 1 we have that
log
(
εn−1
εnθn
)
≤ 2dtn+1 + log θ
−1
n + 2 log
(
n
n− 1
)
≤ c0tn+1,
for every n sufficiently large and some constant c0 > 0 independent of
n. Moreover, by Lemma 3.7,
log(|ηn||Tn|) ≤ log(C1C2) + 2dtn.
Hence,
logφn ≤ c1tn+1,
for every n sufficiently large and some constant c1 > 0 independent of
n. Now the claim follows since by Lemma 3.10, we have that
A
1/s
1 · · ·A
1/s
n ≤ (1 + 1/n)
n
s (µ−1C2)
n
s e−
1
s
∆n ≤ c2 e
− 1
s
∆n,
for some constant c2 > 0 independent of n. 
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7.4. Gevrey conjugation. Notice that if tn = τn, the sequence of
stopping times for ω, then (7.11) holds for s-Brjuno vectors.
The following theorem is the main result of this paper.
Theorem 7.7. Let X ∈ F ′ρ0 be an s-Gevrey vector field such that
RotX = ω = (α, 1) is an s-Brjuno vector. There is ε0 = ε0(ρ0, ω, s, d) >
0 such that if ‖X−ω‖′ρ0 < ε0, then there exists an s-Gevrey diffeomor-
phism h such that φtX ◦ h = h ◦ φ
t
ω.
Proof. Denote by B(ω) the limit of Bn for a vector ω. As in [19, Theo-
rem 8.1] we can iterate the renormalization operator a finite number of
steps N ≥ 1 to get ρN > B(ωN). Therefore, we assume from the very
beginning that ρ0 > B(ω). Notice that B(ω) <∞ by Lemma 7.6. We
now apply Theorem 6.2 with σn defined in (7.9) and θn = 1 to conclude
that X is infinitely renormalizable. The value of ε0 is given by (5.3).
Define the following modified sequence. Let t˜1 = t1 and
t˜n+1 = max
{
5(ℓ+ 1)t˜n, tn+1
}
, n ≥ 1.
Notice that t˜n ≥ tn and t˜n satisfies the assumption of Proposition 7.5.
Moreover, if t˜n+1 = tn+1, then
e−
1
s
∆(t˜n)t˜n+1 ≤ e
− 1
s
∆ntn+1,
since ∆n ≤ ∆(t˜n). On other hand, if t˜n+1 = 5(ℓ+ 1)t˜n ≥ tn+1, then
e−
1
s
∆(t˜n)t˜n+1 ≤ c e
− 1
s
∆(t˜n)t˜n ≤ c e
− 1
s
∆mn tmn+1,
where mn = max{j ∈ N0 : tj ≤ t˜n} and c > 0 is a constant independent
of n. Notice thatmn ≥ n andmn →∞ since t˜n is unbounded. In either
case, we conclude that
∞∑
n=0
e−
1
s
∆(t˜n)t˜n+1 <∞.
So, both the hypothesis of Theorem 6.2 and Proposition 7.5 hold using
the modified sequence t˜n. By Theorems 7.2 and 7.3, the vector field X
is Cℓ conjugated to the constant vector field ω. The conjugacy h has
s-Gevrey estimates (7.8). Since ℓ ∈ N is arbitrary and the conjugacy
h is unique up to a composition with a translation, we conclude that h
is s-Gevrey smooth. 
Appendix A.
A.1. Proof of Theorem 5.1. Define
δ :=
8(Cν − 1)
σ
ε <
1
2
.
Let X = w + f where f ∈ F ′ρ. We seek a coordinate transformation
U = Id+u where u belongs to
Bδ = {u ∈ I
−
σF
′
ρ′ : ‖u‖
′
ρ′ < δ}.
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Notice that
U∗X = (I +Du)−1(w + f ◦ (Id+u)) .
Since(
ρ′ + d
s−1
s (ρ′′ + ν)
)s
2sds−1
− (ρ′′ + ν)s ≥
1
βs
((
ρ′ −
ν
2
)s
− (ρ′ − ν)s
)
≥
νs
(2β)s
,
and δ ≤ ν
s
(2β)s
, Proposition 4.13 implies that we have a well defined
operator G : Bδ → I
−
σFρ′′ given by,
G(u) := I−σ (I +Du)
−1(w + f ◦ (Id+u)).
Notice that, G(0) = I−σX ∈ I
−
σF
′
ρ.
We want to find u ∈ Bδ such that G(u) = 0. We solve this problem
using a homotopy, i.e. we will look for a smooth family ut : [0, 1]→ Bδ
satisfying the equation,
G(ut) = (1− t)G(0).
Differentiating with respect to t we conclude that ut has to satisfy the
differential equation
DG(ut)
dut
dt
= −G(0) .
In order to solve this differential equation we invert DG(ut). The fol-
lowing lemmas provide the necessary estimates.
Lemma A.1. If u ∈ Bδ, then the derivative of G at u is a linear
operator DG(u) : I−σF
′
ρ′ → I
−
σFρ′′ defined by
h 7→ I−σ (I +Du)
−1
[
(Df) ◦ Uh−Dh(I +Du)−1(w + f ◦ U)
]
. (A.1)
Proof. See [17, Lemma 9.2] for the computation of the derivative. To
see thatDG(u)h ∈ I−σFρ′′ for any h ∈ I
−
σF
′
ρ′ just apply Proposition 4.13.

Lemma A.2. If ‖f‖′ρ < ε, then DG(0)
−1 is a bounded linear operator
from I−σFρ to I
−
σF
′
ρ′. Moreover
‖DG(0)−1‖ <
4(Cν − 1)
σ
.
Proof. Let Lfh = Df h−Dhf and Dwh = Dhw. Then
DG(0)h = I−σ (Lf −Dw)h.
We wish to invert DG(0) on I−σFρ, i.e. on elements in Fρ having only
far from resonant modes. Formally,
DG(0)−1 = (I−σ (Lf −Dw))
−1 = D−1w (I
−
σLfD
−1
w − I)
−1.
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The inverse of Dw is a bounded linear operator from I
−
σFρ to I
−
σF
′
ρ′ .
Indeed, given g ∈ I−σFρ,
‖(Dw)
−1g‖′ρ′ =
∑
k∈I−σ
1 + |k|
|k · w|
|gk|e
ρ′|k|1/s
≤
∑
k∈I−σ
1 + |k|
σ|k|
|gk|e
(ρ−ν)|k|1/s
≤
2(Cν − 1)
σ
‖g‖ρ .
Moreover, Lf is a bounded linear operator from I
−
σF
′
ρ′ to Fρ′ ,
‖Lfh‖ρ′ ≤ ‖Df h‖ρ′ + ‖Dhf‖ρ′ ≤ 2‖f‖
′
ρ‖h‖
′
ρ′.
Thus,
‖I−σLfD
−1
w ‖ ≤
4(Cν − 1)
σ
‖f‖′ρ <
1
2
,
since ‖f‖′ρ < ε <
σ
8(Cν−1)
. Hence,
‖DG(0)−1‖ ≤
‖D−1w ‖
1− ‖I−σLfD
−1
w ‖
<
4(Cν − 1)
σ
.

Lemma A.3. If u ∈ Bδ and ‖f‖
′
ρ < ε, then the linear operator DG(u)−
DG(0) mapping I−σF
′
ρ′ to I
−
σFρ′′ is bounded and
‖DG(u)−DG(0)‖ <
δ|w|Cν
Cν − 1
(
2s
νs
+ 7
)
Proof. According to (A.1) we can write
(DG(u)−DG(0))h = I−σ (I +Du)
−1 (A1 + A2 + A3) ,
where
A1 = (Df ◦ (Id+u)−Df −DuDf)h,
A2 = DuDh(w + f),
A3 = −Dh(I +Du)
−1 (f ◦ (Id+u)− f −Du(w + f)) .
It follows from Proposition 4.13 that,
‖A1‖ρ′′ ≤
(
2sCν
νs
+ 1
)
‖f‖′ρ‖u‖
′
ρ′‖h‖
′
ρ′,
‖A2‖ρ′′ ≤ (|w|+ ‖f‖
′
ρ)‖u‖
′
ρ′‖h‖
′
ρ′,
‖A3‖ρ′′ ≤
‖u‖′ρ′
1− ‖u‖′ρ′
[
|w|+ (1 + Cν) ‖f‖
′
ρ
]
‖h‖′ρ′ .
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Taking into account that ‖u‖′ρ′ < δ < 1/2, ‖f‖
′
ρ < ε <
σ
8(Cν−1)
and
0 < σ < |w| we get,
‖DG(u)−DG(0)‖ <
|w|δCν
4(Cν − 1)
(
2s
νs
+ 26
)
which gives the final estimate. 
Lemma A.4. If u ∈ Bδ and ‖f‖
′
ρ < ε, then DG(u)
−1 is a bounded
linear operator from I−σFρ to I
−
σF
′
ρ′. Moreover,
‖DG(u)−1‖ <
δ
ε
.
Proof. Notice that,
DG(u)−1 = (DG(u)−DG(0) +DG(0))−1
= DG(0)−1
[
I + (DG(u)−DG(0))DG(0)−1
]−1
.
By Lemmas A.2 and A.3,
‖DG(u)−DG(0)‖‖DG(0)−1‖ <
4δ|w|Cν
σ
(
2s
νs
+ 7
)
<
1
2
,
by our choice of δ. Thus, again using Lemma A.2
‖DG(u)−1‖ < 2‖DG(0)−1‖ <
8(Cν − 1)
σ
=
δ
ε
.

Now we conclude the proof of Theorem 5.1. Notice that,
ut = −
∫ t
0
DG(us)
−1G(0) ds.
Since G(0) ∈ I−σFρ, it follows from Lemma A.4 that,
‖ut‖
′
ρ′ ≤ t sup
u∈Bδ
‖DG(u)−1‖‖G(0)‖ρ <
8t(Cν − 1)
σ
‖I−σX‖ρ. (A.2)
This implies that ut ∈ Bδ for every t ∈ [0, 1]. So X 7→ ut defines an
operator Ut from Vε to I
−
σF
′
ρ′ and X 7→ (Id+Ut(X))
∗X defines another
operator Ut from Vǫ to (1− t)I
−
σF
′
ρ ⊕ tI
+
σFρ′′ . In addition,
Ut(w + f)− w = I
+
σ f + (1− t)I
−
σ f + I
+
σ (A1 + A2 + A3)
where
A1 = Df ut −Dutf −DutDf ut,
A2 = (I −Dut) (f ◦ (Id+ut)− f −Df ut) ,
A3 =
∞∑
n=2
(−Dut)
n (w + f ◦ (Id+ut)) .
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Using (A.2) and Proposition 4.13 we get,
‖A1‖ρ′′ ≤
24t(Cν − 1)
σ
‖f‖′ρ
2
,
‖A2‖ρ′′ ≤
32tCν(Cν − 1)
σ
‖f‖′ρ
2
,
‖A3‖ρ′′ ≤
27t|w|(Cν − 1)(2Cν − 1)
σ2
‖f‖′ρ
2
.
Therefore, Ut is Fre´chet differentiable at w with derivative I
+
σ f + (1−
t)I−σ f and the estimates in the statement follow immediately. This
concludes the proof of Theorem 5.1.
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