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Abstract
In this paper, we explore the benefit of cooperation in adversarial bandit settings. As a motivating example, we consider the
problem of wireless network selection. Mobile devices are often required to choose the right network to associate with for optimal
performance, which is non-trivial. The excellent theoretical properties of EXP3, a leading multi-armed bandit algorithm, suggest that
it should work well for this type of problem. Yet, it performs poorly in practice. A major limitation is its slow rate of stabilization.
Bandit-style algorithms perform better when global knowledge is available, i.e., when devices receive feedback about all networks
after each selection. But, unfortunately, communicating full information to all devices is expensive. Therefore, we address the
question of how much information is adequate to achieve better performance.
We propose Co-Bandit, a novel cooperative bandit approach, that allows devices to occasionally share their observations and
forward feedback received from neighbors; hence, feedback may be received with a delay. Devices perform network selection based
on their own observation and feedback from neighbors. As such, they speed up each other’s rate of learning. We prove that Co-Bandit
is regret-minimizing and retains the convergence property of multiplicative weight update algorithms with full information. Through
simulation, we show that a very small amount of information, even with a delay, is adequate to nudge each other to select the right
network and yield significantly faster stabilization at the optimal state (about 630x faster than EXP3).
I. INTRODUCTION
Mobile devices often have to select the right network to associate with for optimal performance, which is non-trivial. This is
primarily because network availability is transient and the quality of networks changes dynamically due to mobility of devices
and environmental factors. The challenge is for devices to make decentralized decisions and yet achieve an optimal allocation,
where no device would want to unilaterally change network. Moreover, since the environment is dynamic, devices must be able
to seamlessly adapt their decisions to maintain a good network connection. Resource selection problems can be formulated as a
repeated congestion game; in each round, a device selects a network and receives some reward, i.e., bandwidth. The multi-armed
bandit problem is closely related to repeated multi-player games, where each player independently aims at improving its decision
while all players collectively act as an adversary. Multi-armed bandit algorithms have impressive theoretical properties which
suggest that they provide an excellent solution to this problem.
EXP3 (Exponential-weight algorithm for Exploration and Exploitation) [6] is one of the leading bandit algorithms. It is
fully decentralized, is regret-minimizing, i.e., as time elapses, it performs nearly as well as always selecting the best action in
hindsight, and converges to a (weakly stable) Nash equilibrium [23], [38]. However, it performs poorly in practice. One major
limitation is that it takes an unacceptable amount of time to stabilize; it took the equivalent of over 14 days in some of our
simulations. The availability of global knowledge would yield better performance. But, it requires support from network service
providers, which may be infeasible. In this paper, we explore the possibility of cooperation among devices, and consider the
tradeoff between the amount of cooperation and performance. We show that a very small amount of information yields massive
performance improvement, in terms of rate of stabilization to an optimal state. Several mobile applications to-date rely on the
cooperation of peers [19], [40] which suggests the feasibility of cooperation for wireless network selection.
We formulate the wireless network selection problem as a repeated congestion game, and model the behaviour of mobile
devices using online learning with partial information and delayed feedback in an adversarial setting. We propose Co-Bandit, a
novel cooperative bandit algorithm with good theoretical and practical performance. Mobile devices (a) occasionally share their
observations (without overloading the network), e.g., they can broadcast bit rates observed from their chosen networks using
Bluetooth, (b) forward feedback received over a certain period of time; hence, feedback may be received with a delay, and (c)
use feedback received from neighbors to enhance their decisions. We model the underlying communication network as a random
directed graph based on communication pattern in a wireless network setting. Vertices represent mobile devices and a directed
edge implies sharing of feedback. Moreover, the topology of the graph changes over time. All source code is available on GitHub
1.
To summarize, the following are our key contributions:
1) We formulate the network selection problem as a repeated congestion game and model the behaviour of devices using
online learning with partial information and delayed feedback in an adversarial setting.
1https://github.com/anuja-meetoo/Co-Bandit
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2) We propose Co-Bandit, a cooperative bandit approach, that allows devices to share their observations, forward feedback
received, and perform network selection based on their observation as well as those received from neighbours, at times
with a delay.
3) We prove that Co-Bandit (a) is regret-minimizing and provide an upper bound that highlights the effect of cooperation
and delay, and (b) retains the convergence property of multiplicative weight update algorithms with full information.
4) Through simulation, we demonstrate that Co-Bandit (a) stabilizes at the optimal state relatively fast with only a small
amount of information, (b) gracefully deals with transient behaviours, and (c) scales with an increase in number of
devices and/or networks.
II. WIRELESS NETWORK SELECTION
Here, we define the wireless network selection problem, formulate it as a repeated congestion game, and model the behavior
of mobile devices using online learning with partial information and delayed feedback in an adversarial setting.
A. Wireless network selection problem
We consider an environment with multiple wireless devices and heterogeneous wireless networks, such as the one depicted
in Figure 1. The latter illustrates three service areas, namely a food court, a study area and a bus stop (shaded regions labelled
A, B and C, respectively). It shows five wireless networks, numbered 1 to 5, whose area of coverage is delimited by dotted
lines. Mobile devices have access to different sets of wireless networks depending on their location. The aim of each device is
to quickly identify and associate with the “optimal” wireless network, which may vary over time.
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Fig. 1: Service areas with heterogeneous wireless networks.
To perform an optimal network selection, a device must be aware of the bit rate it can achieve from each network at that time.
This is affected by a number of factors, namely (a) the total bandwidth of each network, (b) the distance between the device
and the access points (APs) and interference in the environment, and (c) the number of devices associated with each network. A
device can learn about a network’s bit rate by (a) exploring the network, or (b) estimating it based on feedback received from
neighbors who have explored the network. Each time a device switches network, it incurs a cost, which we assume is measured
in terms of delay. However, we do not particularly focus on minimizing switching cost in this work; although once the algorithm
stabilizes, the frequency of switching networks is expected to be low.
B. Formulation of wireless network selection game
Mobile devices operate in a dynamic environment, and hence require continuous exploration and adaptation of strategy.
Therefore, we formulate the wireless network selection problem as a repeated resource selection game, a special type of congestion
game [34]. We assume that time is slotted and a network selection is made at every time slot.
Since the quality of a network degrades proportionally to its number of associated clients, other mobile devices accessing
shared networks can be regarded as adversaries. We consider a setting where devices occasionally share their observations and
forward feedback received from others. As such, observations may be received with a delay. We assume that devices are honest
and do no lie about their observations. Given the need for sequential decision making, it seems natural to model the behavior of
devices using online learning with partial information and delayed feedback in an adversarial setting.
We formally define the wireless network selection game as a tuple Γ = 〈N ,K, (Sj)j∈N , (U ti )i∈K〉, where
1) N = {1 · · ·n} is the finite set of n active (honest) mobile devices indexed by j.
2) K = {1 · · · k} denotes the finite set of k wireless networks available in the service area.
3) Sj ⊆ 2Kj is the strategy set of mobile device j, where Kj ⊆ K is the set of networks available to j.
4) Gain (payoff or utility) gi,j(t) of device j from network i at time t, scaled to [0, 1], is expressed by a function Ui of
the number of devices ni(t) associated with i as follows:
ni(t) = |{j′ ∈ N : ij′(t) = i}|
where ij′(t) is the network selected by j′ at time t.
gi,j(t) =
{U ti (ni(t)) , if i = ij(t)
U ti (ni(t) + 1) , otherwise.
If network i has not been explored by device j, gi,j(t) may be estimated from gains shared by other devices. A device’s
gain affects its strategy and, hence, ignores switching cost so that networks with high gain but high switching cost are
not penalized.
5) The perceived loss li,j(t − t˜, t) of network i for device j at time t − t˜ is the difference between the highest bit rate
available for j at t− t˜ and the bit rate network i offered, based on what is known by time t:
li,j(t− t˜, t)
=
{
0, if gi,j(t− t˜) is unknown at time t,
max
m∈K
{gm,j(t− t˜)} − gi,j(t− t˜), otherwise.
6) Cumulative download of a device j is given by
T∑
t=1
U tij(t)(nij (t)) · (slot duration− switch delay)
where switch delay is the switching cost (switch delay is zero when the device stays in the same network), slot duration
(higher than switch delay) is the length of a time slot, and T is the time horizon. For simplicity, we ignore overhead
data (packet header) and retransmissions.
7) A strategy profile is given by S = S1 x · · · x Sn. It is at Nash equilibrium [31] if gij (S) ≥ gij (S−j ,S ′j) for every S ′j
and every j ∈ N , where (S−j ,S ′j) implies that only device j changes its strategy. Hence, no device wants to unilaterally
change its strategy.
The goal of each device is to maximize its cumulative download over time. From a global perspective, we want each mobile
device to identify (as quickly as possible) and select the the right network with sufficiently high probability and spend most of
the time in it. In other words, we want the algorithm to spend the maximum amount of time at Nash equilibrium.
III. CO-BANDIT
In this section, we develop Co-Bandit, a novel cooperative bandit algorithm that approximates the EWA (Exponentially
Weighted Average) algorithm without communicating full information. Co-Bandit is a distributed algorithm and each device
j ∈ N runs an instance of it. However, the strategy of a device affects those of other devices that have a common set of available
networks by affecting their gains. In addition, devices occasionally share their observations to help their neighbors learn faster;
instead of each device exploring every network, they cooperatively explore them and share their observations.
We briefly explain EWA, see, e.g. [9], and EXP3 [6]. EWA assumes the availability of global knowledge (full information),
i.e., a device receives feedback about all networks. On the other hand, EXP3 assumes a bandit setting where a device only
receives feedback about its chosen network.
EWA. It maintains a weight for each network, which represents the confidence that the network is a good choice. It starts by
assuming uniform weight over all networks. A network’s weight is affected by its loss; a lower loss yields a higher weight.
Hence, the “best” network will eventually have highest weight. EWA assumes that time is slotted. At the beginning of every
time slot, a device randomly selects a network to associate with during the whole time slot, from a probability distribution which
is based on the weights. It observes a bit rate (gain) from the chosen network during the time slot. At the end of the slot, it
receives feedback about the gain it could obtain from all other networks. It computes the loss of all networks, updates their
weights using a multiplicative update rule. As such, it improves its selection over time.
EXP3. Much like EWA, it assigns a weight to each network, and initially assumes uniform weight over all networks. A network’s
weight is affected by its gain; a higher gain yields a higher weight. Therefore, the “best” network will eventually have highest
weight. It assumes that time is slotted. In each time slot, it selects a network at random based on a probability distribution
that mixes between using the weights and a uniform distribution; the latter ensures that EXP3 keeps exploring occasionally and
discovers a better network that was previously “bad”. The device observes a gain (bit rate) from its chosen network. At the end
of the time slot, it updates the weight of the chosen network using a multiplicative update rule.
Difference of Co-Bandit compared to EWA and EXP3. Co-Bandit differs from EWA and EXP3 by allowing devices to share
their observations with their neighbors. Hence, a device may receive feedback about more than one network, but not necessarily
all of them. In addition, it handles feedback received with a delay. We consider a spectrum of settings that lie in between the full
information and bandit settings. EWA and EXP3 are applied at the two extremes of the spectrum. As the amount of cooperation
increases, the performance of Co-Bandit is expected to be close to that of EWA.
We now describe the Co-Bandit algorithm.
Algorithm description. Algorithm 1 outlines the major steps in Co-Bandit, excluding the part on how to handle a change in
the set of available networks. See Table I for notations.
TABLE I: Notations used to describe Co-Bandit
(subscript j implies that it is specific to a device j; t refers to the current time slot, and, when present, indicates that the value
is relevant for time slot t)
Kj Set of networks available to j.
kj No. of networks available to j, i.e., |Kj |.
n No. of active mobile devices, i.e., |N |.
η Learning rate.
wi,j(t) Confidence that network i is a good choice.
pi,j(t) Probability for choosing network i.
ij(t) Network chosen for time slot t.
gi,j(t) ∈ [0, li] Gain from network i.
li,j(t− t˜, t) Current perceived loss of j from i at t− t˜.
l̂i,j(t) Loss estimate of network i.
Ii,j(t− t˜, t) Indicator function that i was chosen at t−t˜.
qi,j(t− t˜, t) Probability that Ii,j(t− t˜, t) = 1.
d Observations up to d slots old are valid.
pt Probability of sharing.
pl Probability of listening for messages.
Hj(t− t˜, t) Devices whose gain for t− t˜ are known.
x No. of slots a network can be unheard of.
unheardj Networks unheard of since time slot t−x.
Co-Bandit assumes that time is slotted. Much like EWA and EXP3, it maintains a weight for each network (initially uniform
over all networks). A network’s weight is affected by its loss, i.e., difference between the highest gain (bit rate) the device
could observe during that particular time slot and the bit rate the network had to offer. At the beginning of every time slot, if a
device has not learned about some network for a long time, it explores it with some probability. Otherwise, it randomly selects a
network from a probability distribution which is based on the weights. It associates with the chosen network for the whole time
slot from which it observes some gain. It may decide to share its observation with its neighbors and listen to broadcast messages.
As such, it may receive feedback about multiple networks. At the end of the time slot, it updates the weights of all networks;
weights of those whose quality are unknown remain unchanged. The same multiplicative weight update and probability update
rules as for EWA are used, see, e.g., [9], while the loss estimate rule is an adaptation from [8].
We now further explain the novel aspects of Co-Bandit.
Cooperation. In contrast to a bandit setting, where devices make decisions based solely on their own observations, we consider
a setting in which devices cooperate. In every time slot, a device observes a gain (bit rate) from its network. It broadcasts its
observation with probability pt. Otherwise, it listens for broadcasts with a probability pl. Hence, the underlying communication
network is a random directed graph, where the set of vertices denote the mobile devices. A directed edge from device j to
device j′ implies that j broadcasts its observation and j′ listens to and receives the broadcast message. The topology of the
graph differs across time slots and depends on the random decisions taken by the devices at different times. Furthermore, it is
not known to devices. Cooperation enables devices to leverage feedback received from neighbors to enhance their decisions and
speed up their learning rate.
A device’s broadcast message includes (a) a timestamp, (b) the device’s ID, (c) the network selected, (d) the bit rate observed,
(e) an estimate of the number of devices associated with the network selected, (f), the set of networks available, and (g) the
device’s probability distribution. The timestamp and device ID are used to filter out duplicate messages as they are forwarded
(as described next). A device computes its bit rate from a network at time t, which it did not explore at that time, based on the
bit rate(s) and number of clients of the network reported by neighbors. The probability distribution is used to compute the loss
estimate. The set of available networks is useful when devices observe common networks but not necessarily the same set of
networks; devices can relate the probability distribution to a set of networks.
Delayed feedback. Devices not only share their current observation, but everything they have learned during the last d + 1
time slots. This includes their own observations as well as feedback received from neighbors. Forwarding messages ensures
that it reaches more devices; a device might have missed it earlier as it was not listening, because of packet loss or due to
Algorithm 1: Co-Bandit
explore unheard() determines whether a device must explore a network unheard of for more than x time slots; it returns
True with probability |unheardj |n ; a device explores a network unheard of with probability
1
n
Input : kj ∈ Z>0, real η > 0, pt ∈ [0, 1], pl ∈ [0, 1], d ∈ Z≥0, x ∈ Z≥0
Initialize: wi,j(1)← 1 for i = 1, · · · , kj
unheardj ← Ø
1: foreach time slot t = 1, 2, · · · do
2: pi,j(t)← wi,j(t)kj∑
m=1
wm,j(t)
for i = 1, · · · , kj
3: if unheardj 6= Ø and explore unheard() then
4: ij(t)← random (uniform) from unheardj
5: else ij(t)← random from distribution pj(t)
% associate with network ij(t)
6: gij (t)← gain observed, where gij (t) ∈ [0, 1]
% with probability pt, broadcast observations and messages received
% else, listen with probability pl
% update set unheardj
7: foreach network i = 1, · · · , kj do
8: l̂i,j(t)← 1
d′ + 1
d′∑˜
t=0
li,j(t− t˜, t)
qi,j(t− t˜, t)
Ii,j(t− t˜, t)
where d′ ← min{d, t− 1};
Ii,j(t− t˜, t)← I{∃j′ ∈ Hj(t− t˜, t) : ij′(t− t˜) = i};
qi,j(t− t˜, t)← 1−
∏
j′∈Hj(t−t˜,t)
(1− pi,j′(t− t˜))
9: wi,j(t+ 1)← wi,j(t) exp(−η l̂i,j(t))
max
m∈Kj
{wm,j(t) exp(−η l̂m,j(t))}
its physical distance from the sender. It also makes it possible for messages to reach many devices while assuming small
transmission and listening probabilities. The order in which messages are received varies and depends on the topology of the
random communication graph over the last d + 1 time slots. An observation made during time slot t − d can be received any
time between t− d and t. Hence, the estimate of the loss of a network at time t− d can vary over the last d+ 1 time slots as
new feedback arrives. Observations more than d time slots old are considered stale and are dropped.
Explicit exploration. Given that Co-Bandit starts by assuming uniform weight over all networks, all devices may end up
perceiving a network with significantly low bandwidth (relative to other networks) as being “bad”. This may result in no one
selecting it. In addition, the quality of a network that was initially “bad” may improve over time. However, at that time the
probability for a device to select it might be too small. To cater for these cases, devices constantly keep track of whether they
are learning about all the networks they have access to. They explore those unheard of for a considerable amount of time with
probability 1n ; we do not want all devices to explore it; if they all do, they will most likely observe a low gain. The time must
be long enough such that if a device is associated to a network, devices will learn about it. The device exploring a network
unheard of broadcasts its observation with probability 1 so that everyone learns about the network. This feature of the algorithm
also implies an additional cost in a setting where a network is actually too “bad” for anyone to select it.
Change in set of networks. When a device discovers a new network, e.g., while the mobile user moves around, its weight is
set to 1, i.e., maximum. This will ensure that the device will most likely explore the network. Furthermore, when a network
with sufficiently high probability of being selected is no longer available, the weights of all networks are reset. These allow the
algorithm to quickly adapt to changes.
IV. THEORETICAL ANALYSIS OF CO-BANDIT
Here, we give an upper bound on the regret of a device using Co-Bandit, and show that Co-Bandit retains the convergence
property of multiplicative weight update algorithms with full information.
For the purpose of the analysis, we assume that (a) Kj = K for every j ∈ N , i.e., all devices have the same set of networks
available to them, (b) the environment is static, and (c) all devices can hear each other, i.e., all devices listening at a particular
time will hear those broadcasting at that time.
Regret bound. Weak regret refers to the difference between the loss incurred by always selecting the best network in hindsight
and that of Co-Bandit. We follow the proof for upper bound on regret for EXP3 [6] and proofs given in [8], [1], and show that
Co-Bandit is regret-minimizing.
Let LCo−Bandit(T ) denote the cumulative loss of Co-Bandit at T, Lmin(T ) be the cumulative loss at T when always choosing
the best network in hindsight, d be the maximum delay with which a feedback may be received, and b0 be the probability of a
device directly hearing from another one.
Theorem 1: For any k > 0, any maximum delay with which a feedback can be received d ∈ Z≥0, learning rate η =√
max{ 1k ,b0} ln k
e2(d+1)T , number of time slots a network can be unheard of x = d, probability of directly hearing from a neighbor
b0 ∈ [0, 1− e−1], stopping time T > (d+ 1)k ln k, and any assignment of rewards, the expected weak regret is upper bounded
as:
E [LCo−Bandit(T )− Lmin(T )]
≤ 2e
√
(d+ 1) lnK T
max{ 1k , b0}
+ d
Hence, Co-Bandit is regret-minimizing as its weak regret tends to zero. As time elapses, it performs nearly as well as always
selecting the best network in hindsight.
Suppose that we assume d = 0, i.e., feedback are received without any delay. When b0 = 0, i.e., no one ever shares its
observation, we have a weak regret of order
√
k ln k T as in the bandit setting [6]. On the other hand, when b0 = 1, i.e. each
device always shares its observation, we have a weak regret of order
√
ln k T as in full information setting, see, e.g. [9]. Hence,
we can interpolate between full information and bandit settings, special cases of the spectrum of settings considered.
Assuming that d > 0, the higher the delay, the later in time devices may learn about a network’s current quality. Hence, the
higher the regret bound. However, although not reflected in the regret bound, the higher the value of d, the higher the probability
of receiving a feedback being forwarded. Thus, the better the performance of Co-Bandit in practice.
The formal proof is provided in appendix A
Convergence. Strategies in the support of the mixed strategy δj of player j are those played with a non-zero probability [31].
Weakly stable equilibria [23] is defined as mixed Nash equilibria (δ1, · · · , δn) with the additional property that each player j
remains indifferent between the strategies in the support of δj when any other single player j′ changes to a pure strategy in the
support of δj′ ; however, each strategy in the support of δj may not remain a best response and device j may prefer a strategy
outside the support of δj .
We prove that Co-Bandit retains the convergence property of multiplicative-weights learning algorithm in a full information
setting [23] and EXP3 [38].
Theorem 2: When η is arbitrarily small and the number of devices n tends to infinity (frequency of exploring network(s)
unheard of tends to zero), the strategy profile of all devices using Co-Bandit converges to a weakly stable equilibrium; weakly
stable equilibria are pure Nash equilibria with probability 1 when the bit rate of each network is chosen at random independently
[23].
Hence, when all devices leverage Co-Bandit, they end up being optimally distributed across networks. No one will observe
higher gain by unilaterally switching network. We show that the dynamics of the probability distribution over the set of networks
is given by the following replicator equation:
ξi,j = pi,j
∑
m∈K−{i}
pm,j (lm,j − q li,j)
In the full information setting, the probability q of hearing about network i is equal to 1. In that case, we get a replicator
dynamic identical to the one in [23]. With a drop in the value of q, the value of ξi,j will rise, implying a slower convergence.
Furthermore, in the bandit setting, b = 0 and q = pi,j . Given our definition of loss, ξi,j will be zero all the time. Hence, the
algorithm never converges to the right state. As such, we interpolate between the full information and bandit settings.
The formal proof is provided in appendix B
V. IMPLEMENTATION DETAILS
We evaluate Co-Bandit and compare its performance against those of EWA, see, e.g. [9], and EXP3 [6], through simulation
using synthetic data. All algorithms are implemented in Python, using SimPy [35]. We discuss the implementation of Co-Bandit
and specify parameter values chosen.
Learning rate. In our implementation of Co-Bandit, learning rate η = 10. In the theoretical analysis, we assume a small value
for η. However, in practice, we observe that Co-Bandit takes too long to stabilize at the optimal state when η is very small; but,
assuming a very high learning rate makes Co-Bandit too “aggressive” and it stabilizes at a sub-optimal state.
Cooperation. Unless specified otherwise, each device shares its knowledge (transmits) with probability pt = 1n . Otherwise, it
listens for broadcast messages with probability pl = 13 , i.e. a device listens for feedback messages once every three time slots.
We assume here that devices can estimate the number of devices associated to its network, e.g., from feedback received over
time or scanning for arp messages [3] for WiFi.
Delayed message. We assume d = 5, i.e., messages up to 5 time slots old are considered valid. While increasing the value
of d raises the likelihood of devices receiving feedback, it also implies more data has to be stored and broadcast. In addition,
in a dynamic wireless network setting, old observations may be more misleading than useful. Devices drop duplicate messages
received as they are forwarded.
Gain. Although it is not a pre-requirement for Co-Bandit, for simplicity, we assume that a network’s bandwidth is equally
shared among its clients. While the gain of ij(t) is the scaled bit rate device j observes from network i at time t, the gain of
a network i ∈ Kj − {ij} is estimated from feedback j receives from its neighbors. We compute the unscaled gain of network i
as 1ni(t)+1
∑
j′∈Hj :ij′ (t)=i gi,j′(t).
Switching cost. We model delay (switching cost) using Johnson’s SU distribution for WiFi and Student’s t-distribution for
cellular, each identified as a best fit [15] to 500 delay values collected from real world experiments.
Exploration. Devices explore networks unheard of for 32 time slots or more (i.e., x = 32, or 8 simulated minutes) with
probability 1n ; we assume n can be estimated. While we assume, x = d in the theoretical analysis, in practice we assume a
higher value for x, as we want to limit the frequency of exploring networks which may cause the algorithm to spend most of
the time in a sub-optimal state. In addition, x ≥ kj since we hear from one devices (on average) in every time slot. However,
if x is too big, the rate of adaptation drops.
Parameter choice for EWA and EXP3. For EWA, we assume the same learning rate as for Co-Bandit, i.e., η = 10. We assume
that γ = t−
1
3 for EXP3 [26].
VI. EVALUATION IN STATIC SETTINGS
In this section, we evaluate Co-Bandit in static settings, i.e. where the number of mobile devices in the service area, and
the number and quality of wireless networks remain constant. We compare its performance to those of EWA and EXP3. We
show that (a) as the amount of cooperation increases, its performance approaches that of EWA in a full information setting,
(b) delayed feedback ensures that information reaches more devices, enhancing performance of the algorithm, (c) it stabilizes at
Nash equilibrium relatively fast (comparable to that of EWA), (d) it far outperforms EXP3 in terms of rate of stabilization and
per device cumulative download, and (e) it scales with an increase in number of devices and number of wireless networks in
the service area.
In our prior work, we proposed Smart EXP3 [2], a bandit algorithm with far better practical performance than EXP3. However,
we exclude comparison of the performance of Co-Bandit to that of Smart EXP3 as the latter has several features that we can
add to Co-Bandit to improve its performance.
Setup. We observe very good performance with few networks; it gets more challenging when we increase the number of networks.
Thus, we consider settings with 20 devices and 5 networks; in general, most places will not have more networks. We assume
non-uniform data rates 18, 8, 13, 16 and 10 Mbps, a factor close to the theoretical data rates of IEEE 802.11 standards [16] and
cellular networks [18] that yields a unique Nash equilibrium, unless specified otherwise. Although it is not a pre-requirement for
the algorithm, we assume that (a) mobile devices are time-synchronized, and (b) all devices can hear each other. Results involve
data from 100 runs of 5 (simulated) hours each, i.e., 1200 time slots, unless specified otherwise.
Evaluation criteria. We evaluate the performance of each algorithm based on (a) the state at which it stabilizes and how “bad”
this is compared to Nash equilibrium; we use the notions of stability and distance to Nash equilibrium from [2] (Definitions 2
and 3), (b) the time it takes to stabilize, (c) cumulative download of the devices, and (d) scalability.
An algorithm is said to have reached a stable state when each device selects a particular network with probability at least
0.75 until the end (at least over the last 10 time slots). EWA is not inherently stable (as per our definition of stability). For
example, when a device observes the same gain from two networks, it selects them with equal probability.
Distance to Nash equilibrium is the maximum percentage higher gain any device would have observed if the algorithm was
at Nash equilibrium, compared to its current gain. If no device can achieve more than  percent increase in gain by unilaterally
deviating from its strategy, then the algorithm is at − equilibrium [31].
Effect of cooperation. We study the effect of cooperation by varying the probability of sharing, i.e., the value of pt. Here, we
ignore delayed feedback, i.e., d = 0, and assume that devices always listen, even while transmitting. Figure 2 shows that the
performance of Co-Bandit improves as the value of pt increases, as expected (shown by a lower distance to Nash equilibrium).
The distance also drops when pt = 0 as devices were still sharing their observation when exploring a network unheard of;
yielding a better performance than that of EXP3 (discussed later) even with a small amount of information occasionally. When
devices never share anything (“No sharing”), they only observe a gain from their chosen network. Hence, given our update rules,
their probability distribution remains uniform, and the distance never drops.
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Fig. 2: Tradeoff between the amount of communication and average distance to Nash equilibrium of Co-Bandit (% higher gain
any device would have observed, compared to its current gain, if the algorithm was at Nash equilibrium) — shaded region
represents -equilibrium, where  = 7.5.
All the runs stabilized at Nash equilibrium when pt ≥ 0.05 (considering the values of pt in Figure 2). When pt = 0, 8 runs
were stable at Nash equilibrium, 8 runs did not stabilize, and the other runs stabilized at a state that require a maximum of 2
devices to switch network to reach Nash equilibrium. Table II shows the time Co-Bandit takes to stabilize in terms of median
number of time slots, given the amount of cooperation. As expected, the time to stabilize decreases as the amount of cooperation
rises (denoted by an increase in the value of pt).
TABLE II: Effect of cooperation on the time Co-Bandit takes to stabilize (whether at Nash equilibrium or some other state).
Amount of cooperation # time slots to stabilize (median)
No sharing -
pt = 0 720.5
pt = 0.05 143
pt = 0.25 57
pt = 0.5 45.5
pt = 1 48
Effect of delayed feedback. We want Co-Bandit to quickly stabilize at Nash equilibrium with minimal communication; a
device should not spend all the time broadcasting or listening for feedback. We assume pt = 1n , i.e. (on average) one device
communicates in every time slot. We ignore delayed feedback, i.e. set d = 0, and vary the probability with which a device listens
for feedback. If a device is not broadcasting, it listens with probability pl. Figure 3 shows that as pl decreases, the performance
drops (distance to Nash equilibrium increases).
We leverage delayed feedback, where devices communicate everything they have learned since time slot t− d to ensure that
feedback reaches more devices, even if they transmit and listen with a small probability. We assume that devices listen with
probability 13 and evaluate the effect of delayed feedback. We observe, from Figures 4 and 5, that Co-Bandit is stable at a better
state (on average) as the value of d increases. Figure 4 shows that the distance to Nash equilibrium drops as d increases; it also
stabilizes faster.
Figure 5 shows that the percentage of runs that are stable at Nash equilibrium rises as d increases. However, d should not
be too high as the quality of networks may change quickly rendering observations far back in time irrelevant. When d > 0, we
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Fig. 3: Effect of varying probability of listening on average distance to Nash equilibrium of Co-Bandit (% higher gain any
device would have observed, compared to its current gain, if the algorithm was at Nash equilibrium) — shaded region represents
-equilibrium, where  = 7.5.
200 400 600 800 1,000 1,200
0
25
50
75
100
125
Time slot (15 seconds each)
%
h
ig
h
er
ga
in
a
d
ev
ic
e
ca
n
ob
se
rv
e
d = 0
d = 2
d = 4
d = 6
Fig. 4: Tradeoff between delay in feedback and average distance to Nash equilibrium of Co-Bandit (% higher gain any device
would have observed, compared to its current gain, if the algorithm was at Nash equilibrium) — shaded region represents
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Fig. 5: Tradeoff between how much delay in feedback is acceptable and stability of Co-Bandit (whether stable and type of stable
state — Nash equilibrium or some other state).
notice that all runs which are stable at a state other than Nash equilibrium requires a single device to switch network to reach
Nash equilibrium.
Performance comparison of Co-Bandit, EWA, and EXP3. Figure 6 shows that Co-Bandit far outperforms EXP3. It always
stabilized at Nash equilibrium. Yet, Co-Bandit maintains a small non-zero distance after stabilizing. This is due to the cost of
exploring networks unheard of for a significant amount for time. While all runs of EWA were stable at Nash equilibrium, none of
those for EXP3 stabilized within 1200 time slots. In some simulations with 20 devices and 3 wireless networks, EXP3 took over
85,500 time slots (on average) to stabilize at Nash equilibrium [2]. Table III shows that Co-Bandit achieves a median cumulative
gain that is comparable to that of EWA, but 45% higher than that of EXP3. Co-Bandit took 2.69x more time (median) than
EWA to stabilize.
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Fig. 6: Performance comparison of Co-Bandit, EWA and EXP3 based on distance to Nash equilibrium (% higher gain any
device would have observed, compared to its current gain, if the algorithm was at Nash equilibrium)— shaded region represents
-equilibrium, where  = 7.5.
TABLE III: Median per device cumulative download (GB) and median time Co-Bandit, EWA and EXP3 take to stabilize (whether
at Nash equilibrium or some other state).
Algorithm Cumulative
download (GB)
# time slots to
stabilize
EWA (full information) 7.02 50
Co-Bandit 6.96 134.5
EXP3 4.80 -
Scalability. We evaluate the scalability of Co-Bandit in terms of the rate at which it reaches a stable state. The algorithm was
run 50 times, for 20,000 time slots (i.e., 83.33 simulated hours) each, with different numbers of devices and networks. It always
stabilized, nearly all the time at either Nash equilibrium or a state that requires a single device to switch network to be at Nash
equilibrium. Figure 7 shows that as the number of devices grows, Co-Bandit takes more time to stabilize. The effect is even
more significant with 3 networks, as the gain and loss observed are very small when the number of devices is high. With 20
devices, a rise in number of networks does not affect stabilization time much. But, with higher number of devices, a rise in
number of networks yields faster stabilization.
Setups with other data rates. We evaluate Co-Bandit in two additional setups with 20 devices and 5 networks, with an aggregate
bandwidth of 65 Mbps that yields a unique Nash equilibrium. Figure 8 shows that, in both setups, Co-Bandit stabilized. Table
IV gives the cumulative download and time taken to stabilize in each setup. In the first setup, the networks have a uniform data
rate of 13 Mbps each. All runs stabilized at Nash equilibrium. Given that the algorithm starts by assuming uniform weight over
all networks, it stabilized faster in this setup. The second setup assumes non-uniform data rates 6, 7, 22, 16 and 14 Mbps. Here,
the optimal distribution of devices is more skewed. Hence, Co-Bandit takes longer to stabilize. 44% run were stable at Nash
equilibrium. Most of the other runs were stable at a state with no device in a network or which requires a single device to switch
network to observe a slightly higher gain (up to 0.25 Mbps) for Co-bandit to be at Nash equilibrium.
We now consider a minimal reset to improve the performance of Co-Bandit in setups which require a skewed optimal
distribution of devices across networks.
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Fig. 7: Scalability of Co-Bandit with an increase in number of devices and/or networks — in terms of rate of stabilization.
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TABLE IV: Median per device cumulative download (GB) and median time Co-Bandit takes to stabilize (whether at Nash
equilibrium or some other state) in setups with 20 devices and 5 networks with an aggregate bandwidth of 65 Mbps.
Data rates (Mbps) Cumulative
download (GB)
# time slots to
stabilize
18, 8, 13, 16, 10 6.96 134.5
13, 13, 13, 13, 13 7.06 114.5
6, 7, 22, 16, 14 6.87 175
Effect of minimal reset. We evaluate the effect of a minimal reset in the setup with data rates 6, 7, 22, 16 and 14 Mbps. First,
when a device explores a network unheard of and finds it to be better than the one it is selecting with probability at least 0.75,
Co-Bandit resets the weight of the network being explored. The weights of other networks remain unchanged as the device must
not unlearn everything. The aim is to allow a device to identify a better network and quickly adapt. Second, when a device
constantly learns from its neighbors that another network is better than the one it is selecting with probability at least 0.75 (by
more than a percentage; we assume 2.5%), it resets the weight of the other network with probability 1nij
(nij is estimated). This
helps when the difference in bit rates of the two networks is small, and allows a device to adapt faster to changes in network
quality. When resetting, Co-Bandit drops data previously received for the last d time slots.
Figure 9 shows that a minimal reset improves performance (on average) with a higher percentage of runs (96%) stable at
Nash equilibrium. The other runs did not stabilize. But, it increases stabilization time by approximately 3.4x (median).
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Fig. 9: Effect of minimal reset on average distance to Nash equilibrium of Co-Bandit (% higher gain any device would have
observed, compared to its current gain, if the algorithm was at Nash equilibrium)— shaded region represents -equilibrium,
where  = 7.5.
VII. EVALUATION IN DYNAMIC SETTINGS
In this section, we evaluate the adaptability of Co-Bandit to changes in the environment, namely when (a) devices join and
leave the service area at different times, and (b) the set of networks available and quality of networks change over time as
users of mobile devices move across service areas. We compare its performance to those of EWA and EXP3, and show that it
gracefully adapts to changes, with a performance comparable to that of EWA. It far outperforms EXP3.
We consider three dynamic settings involving 20 mobile devices. As evaluation criteria, we consider the states of the algorithms
over time and how far these states are from Nash equilibrium. As in Section VI, we assume that mobile devices are time-
synchronized (although not a pre-requirement for the algorithm). We present results of Co-Bandit, both with and without the
minimal reset. All results involve data from 100 runs of 5 (simulated) hours each, i.e., 1200 time slots.
Devices leaving the service area. In this setting, all 20 mobile devices have access to the same 5 wireless networks with data
rates 18, 8, 13, 16 and 10 Mbps, as in Section VI. We assume that all devices can hear each other. 10 of the devices leave
the service area at the end of time slot t = 600, freeing resources. Figure 10 shows that Co-Bandit dynamically adapts to the
change, and far outperforms EXP3. With the minimal reset, Co-Bandit adapts faster than EWA when resources are freed at t =
600. Without a reset, EWA takes time adapt once it is stable at another state (here, the optimal state when 20 devices were in
the service area).
Devices joining and leaving the service area. We consider the same set of networks as in the previous dynamic setting. All
devices have access to the same networks and can hear each other. But, 10 of them join the service area at the beginning of t
= 401 and leave at the end of t = 800. Figure 11 shows that Co-Bandit dynamically adapts to the changes, and far outperforms
EXP3. Both Co-Bandit and EWA perform better in this setting compared to the previous dynamic setting. They are already
stable at the optimal state when the devices join at t = 401. These devices fit into the setting, without causing much disruption.
When they leave at t = 800, the algorithms quickly revert back to the stable state they were at prior to the 10 devices joining.
Mobile users moving around. We now consider the service areas in Figure 1, where networks 1, 2, 3, 4 and 5 have data rates
16, 14, 22, 7 and 4 Mbps, respectively. Initially there are 10 devices (1 - 10) at the food court, 5 devices (11 - 15) at the study
area and 5 devices (16 - 20) at the bus stop. 8 devices (1 - 8) from the food court move to the study area at the beginning of
t = 401 and eventually reach the bus stop at the start of t = 801. We assume that all devices in a service area can hear each
other, e.g., all devices at the food court can hear each other but cannot hear devices at the study area.
Figure 12 shows the performance of each algorithm for devices in each area and those moving across areas, separately.
We observe similar behaviour as in static settings during the first 400 time slots for all algorithms. However, the distance for
Co-Bandit is higher for devices at the study area and bus stop. This is due to the cost of exploring networks unheard of (in
particular network 5, common to both areas, to which a single device is associated at optimal state — thus, the probability
of hearing about it is low). As devices move across service areas, they disrupt the setting, but eventually Co-Bandit adapts
accordingly and outperforms EXP3. Yet, we observe more exploration in this setting because of our assumption that devices in
200 400 600 800 1,000 1,200
0
25
50
75
100
125
150
175
200
225
Time slot (15 seconds each)
%
h
ig
h
er
ga
in
a
d
ev
ic
e
ca
n
o
b
se
rv
e
Co-Bandit
Co-Bandit with reset
EWA (full information)
EXP3
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different areas do not hear from each other. For example, devices 9 and 10 have to associate with network 2 as from t = 401;
they will only be able to hear from each other at that time and will keep exploring networks 1 and 2 with uniform probability
every 32 time slots. The minimal reset improves the rate of adaptation to changes.
VIII. OTHER RELATED WORK
In this section, we discuss state-of-art wireless network selection approaches, and relevant work done on cooperative bandit,
the use of graph to model communication network and delayed feedback.
A significant amount of work consider the use of multiple wireless networks, such as Multinet [10], and MPTCP [17].
Yet, identifying the optimal network is crucial for good performance [12]. A number of centralized wireless network selection
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approaches [4], [7], [29], [36] have been proposed. But, they are not scalable and are limited to managed networks. Several
distributed solutions have been presented. Some require coordination from APs [22]. Others require global knowledge [32], [5],
[30], or availability of some information [43], [11], or assume a stochastic bandit setting [42]. They all have some limitations.
In our prior work, we proposed Smart EXP3 [2], a bandit algorithm with good theoretical and practical performance (far better
than EXP3). Here, we consider cooperation for an improved rate of stabilization. A cooperative approach to network selection
was considered in [13], where devices estimate and share properties of their networks to other devices associated to the same
network. We consider sharing across networks, although within a range.
The closest to our work is [8], in which the authors proposed an algorithm that allows agents to share feedback with their
neighbors relying on a communication network modeled as a graph. Feedback is used as soon as it is received and those older
than some threshold are dropped. However, they consider an abstract problem and an abstract graph, and give an average welfare
regret bound that relies on combinatorial graph properties. We solve the wireless network selection problem and consider a
random graph based on communication pattern in a dynamic wireless network environment. As such, we provide a stronger
per-device regret bound, which is better suited to the wireless network setting and highlights the impact of varying the amount
of cooperation and delay. In addition, we consider stabilization of our algorithm in a multi-agent setting.
Graph structured feedback has been studied in numerous other work. In [1], relationship between actions is modelled using
a time-changing directed graph, and the agent gets instant feedback about its chosen action and related actions. A considerable
amount of work has considered networks of cooperative stochastic bandits using dynamic peer-to-peer random network [37],
fixed communication graph [25], and social network [24]. Cooperative contextual bandit is studied in [39] where each agent can
select an action or request another agent to select it (with a cost). All the work focus on minimizing (in most cases, average)
regret. A significant amount of work has considered delayed feedback, focusing on its impact on regret. Several work assumed
full information [41], [27], [28], [21], [33] or stochastic settings [14], considering both fixed and variable delay. The traditional
sub-optimal approaches to deal with delayed feedback are to (a) use multiple instances of a non-delayed algorithm [41], [8],
[20], or (b) wait for all feedback to be received before taking the next decision.
IX. CONCLUSION
EXP3, a leading multi-armed bandit algorithm, has excellent theoretical properties but takes an unacceptable amount of
time to stabilize in practice. Full information setting requires support from network service providers, which may be infeasible.
Hence, we consider a spectrum of settings between full information and bandit settings with cooperation among devices. We
have proposed Co-Bandit, a novel cooperative bandit algorithm and evaluated its performance in dynamic wireless network
settings, where a mobile device has to select the optimal wireless network for good performance. Empirical results show that
it far outperforms EXP3. A little cooperation among devices, even when feedback is received with a delay, can significantly
enhance performance and the rate of learning.
As future work, we intend to (a) evaluate Co-Bandit in real-world settings, (b) further enhance its performance through
features of Smart EXP3, e.g., cater for stability when more than one network offers the same bit rate, (c) consider settings with
dishonest devices, i.e., settings where devices lie about their observations, and (d) apply it to other resource selection problems
requiring fast stabilization.
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APPENDIX A
PROOF OF UPPER BOUND ON WEAK REGRET
We present some facts derived from definitions, and Lemmas that are used in the proofs. Lemma 1 upper bounds the expected
sum, for all the networks i ∈ K, of the ratio of any device j’s probability of choosing network i at time t− t˜ to the probability
that at least one of the devices it heard from (including itself) chooses network i at time t− t˜. Moreover, bounding the extent to
which the probability distribution can drift in d time slots (due to the delayed feedback), plays an important role in controlling
regret. Lemmas 2 and 3 control its evolution, by lower bounding and upper bounding the drift, respectively.
Fact 1. Given that feedback received from neighbors are forwarded, as time elapses, the probability of receiving a particular
observation increases (more devices have the information and are broadcasting it). Here, we compute bt˜, the probability of
learning a device’s observation made at time t− t˜, for t˜ ≥ 0, i.e. within a delay of t˜ time slots. The length of the path between
the two vertices (devices) involved can be up to t˜+ 1.
Let Y be a discrete random variable that represents the length of a directed path between two vertices in the communication
graph in a particular time slot, and b0 be the probability of (directly) hearing from a device.
Then,
P (Y = 1) = b0
P (Y = 2) =
(n− 2)!
(n− 2− 1)! b0
2 , considering all permutations of path without repetition of vertices
P (Y = 3) =
(n− 2)!
(n− 2− 2)! b0
3
...
P (Y = t˜+ 1) =
(n− 2)!
(n− 2− t˜)! b0
t˜+1, when n ≥ t˜+ 2
When the delay t˜ increases beyond n − 2, the probability remains the same since all paths the message can take have already
been considered.
Therefore,
bt˜ = 1−
t˜∏
t′=0
(
1−min
{
(n− 2)!
max{(n− 2− t′), 0}! b0
t′+1, 1
})
(1)
Fact 2.
Et−t˜
[
Ii,j(t− t˜, t)
qi,j(t− t˜, t)
]
=
1
qi,j(t− t˜, t)
Et−t˜
[
Ii,j(t− t˜, t)
]
=
1
qi,j(t− t˜, t)
· qi,j(t− t˜, t), by definition of Ii,j(t− t˜, t)
= 1 (2)
Fact 3.
Et−t˜
[
l̂i,j(t)
]
= Et−t˜
 1
d′ + 1
d′∑
t˜=0
li,j(t− t˜, t)
qi,j(t− t˜, t)
Ii,j(t− t˜, t)
 , from the loss estimate rule
=
1
d′ + 1
d′∑
t˜=0
li,j(t− t˜, t) Et−t˜
[
Ii,j(t− t˜, t)
qi,j(t− t˜, t)
]
=
1
d′ + 1
d′∑
t˜=0
li,j(t− t˜, t), using Fact 2
= li,j(t) (3)
Lemma 1: Given n active mobile devices, and k wireless networks in the service area, for any device j ∈ N , b0 ∈ [0, 1−e−1],
x = d at time t, and any time t ≥ 1, we can say that
E
[∑
i∈K
pi,j(t− t˜)
qi,j(t− t˜, t)
]
≤ 1
max{ 1k , b0}
Proof: qi,j(t − t˜, t) is the probability that the quality of network i at time t − t˜ is known to device j by now (by the
current time t), whether by exploring it at time t− t˜ or by hearing about it from neighbor(s) over the past t˜ time slots.
By definition,
qi,j(t− t˜, t) = 1−
∏
j′∈Hj(t−t˜,t)
(1− pi,j′(t− t˜))
= 1− (1− pi,j(t− t˜)) ∏
j′∈Hj(t−t˜,t)−{j}
(
1− pi,j′(t− t˜)
)
︸ ︷︷ ︸
probability no device shared
details about network i
We now compute the probability that some device has shared details about network i. We assume that t ≥ d + 1 and x = d.
We consider two cases, namely (a) at least one device j′ explored the network as it was unheard of for x time slots, and (b)
some device j′ was associated to it and shared its observation; this observation may have been propagated by other devices if t˜ > 0.
In the first case, a device j′ selects network i with probability 1n and shares its observation with probability 1. In this case, the
probability that some device explores and shares about network i is given as
1−
(
1− 1
n
)n−1
≈ 1− e−1
In the second case, some device j′ has selected it and device j will hear from j′ about i with probability bt˜.
Hence, the probability that some device has shared details about network i ≥ min{1− e−1, bt˜}, where bt˜ ≥ b0.
Thus, we can say that
qi,j(t− t˜, t) ≥ 1−
(
1− pi,j(t− t˜)
) (
1−min{1− e−1, b0}
)
≥ 1− (1− pi,j(t− t˜)) (1− b0) , as we assume that b0 ≤ 1− e−1
Then,
E
[∑
i∈K
pi,j(t− t˜)
qi,j(t− t˜, t)
]
≤ E
[∑
i∈K
pi,j(t− t˜)
1− (1− pi,j(t− t˜)) (1− b0)
]
≤
∑
i∈K
1
k
1− (1− 1k) (1− b0)
≤ 1
1− (1− 1k) (1− b0)
We can say that
1
1− (1− 1k) (1− b0) ≤ 11− (1− 1k) ≤ 11k
We can also say that
1
1− (1− 1k) (1− b0) ≤ 11− (1− b0) ≤ 11b0
As such,
1
1− (1− 1k) (1− b0) ≤ 1max{ 1k , b0}
Therefore,
E
[∑
i∈K
pi,j(t− t˜)
qi,j(t− t˜, t)
]
≤ 1
max{ 1k , b0}
which concludes the proof.
Lemma 2: For any device j ∈ N , each network i ∈ K, any t ≥ 1 when d ∈ Z≥0, and 0 < η ≤ 1
ke(d+ 1)
,
pi,j(t+ 1) ≤
(
1 +
1
d
)
pi,j(t)
Proof: We follow the proofs of Lemmas 1, 2 and 19 in [8].
pi,j(t+ 1)− pi,j(t) = pi,j(t+ 1)− wi,j(t)k∑
m=1
wm,j(t)
, using the probability update rule (1)
From the weight update rule, we have
wi,j(t+ 1) =
wi,j(t) exp(−η l̂i,j(t))
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
wi,j(t) =
wi,j(t+ 1) max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
exp(−η l̂i,j(t))
≥ wi,j(t+ 1) max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}, as exp(−η l̂i,j(t)) ≤ 1
Combining this with (1), we get
pi,j(t+ 1)− pi,j(t) ≤ pi,j(t+ 1)−
wi,j(t+ 1) max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
k∑
m=1
wm,j(t)
(2)
From the probability update rule, we have
pi,j(t+ 1) =
wi,j(t+ 1)
k∑
m=1
wm,j(t+ 1)
wi,j(t+ 1) =
k∑
m=1
wm,j(t+ 1) pi,j(t+ 1) (3)
Combining this with (2), we have
pi,j(t+ 1)− pi,j(t) ≤ pi,j(t+ 1)−
k∑
m=1
wm,j(t+ 1) pi,j(t+ 1) max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
k∑
m=1
wm,j(t)
≤ pi,j(t+ 1)−
k∑
m=1
wm,j(t) exp(−η l̂m,j(t))
max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
pi,j(t+ 1) max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
k∑
m=1
wm,j(t)
,
using the weight update rule
≤ pi,j(t+ 1)−
k∑
m=1
wm,j(t) exp(−η l̂m,j(t)) pi,j(t+ 1)
k∑
m=1
wm,j(t)
≤ pi,j(t+ 1)
1−
k∑
m=1
wm,j(t) exp(−η l̂m,j(t))
k∑
m=1
wm,j(t)
 (4)
From the probability update rule, we have
pi,j(t) =
wi,j(t)
k∑
y=1
wy,j(t)
wi,j(t) =
k∑
y=1
wy,j(t) pi,j(t)
Combining this with (4), we get
pi,j(t+ 1)− pi,j(t) ≤ pi,j(t+ 1)
1−
k∑
m=1
k∑
y=1
wy,j(t) pm,j(t) exp(−η l̂m,j(t))
k∑
m=1
wm,j(t)

≤ pi,j(t+ 1)
(
1−
k∑
m=1
pm,j(t) exp(−η l̂m,j(t))
)
≤ pi,j(t+ 1)
(
k∑
m=1
pm,j(t)−
k∑
m=1
pm,j(t) exp(−η l̂m,j(t))
)
≤ pi,j(t+ 1)
k∑
m=1
pm,j(t)
(
1− exp(−η l̂m,j(t))
)
≤ pi,j(t+ 1)
k∑
m=1
pm,j(t)
(
η l̂m,j(t)
)
, as 1− e−x ≤ x
≤ η pi,j(t+ 1)
k∑
m=1
pm,j(t) l̂m,j(t) (5)
We now upper bound
∑k
m=1 pm,j(t) l̂m,j(t) by following an inductive argument similar to the ones in the proofs of Lemmas 2
and 19 in [8]. For simplicity, we assume that t ≥ d+ 1.
k∑
m=1
pm,j(t) l̂m,j(t) =
k∑
m=1
pm,j(t) · 1
d+ 1
d∑
t˜=0
lm,j(t− t˜, t)
qm,j(t− t˜, t)
Im,j(t− t˜, t), using the loss estimate rule
≤ 1
d+ 1
k∑
m=1
pm,j(t)
d∑
t˜=0
1
qm,j(t− t˜, t)
, since lm,j(t− t˜, t) Im,j(t− t˜, t) ≤ 1
≤ 1
d+ 1
k∑
m=1
d∑
t˜=0
(
1 +
1
d
)t˜
pm,j(t− t˜)
qm,j(t− t˜, t)
, by inductive hypothesis
≤
k∑
m=1
d∑
t˜=0
1
d+ 1
(
1 +
1
d
)t˜
, as qm,j(t− t˜, t) ≥ pm,j(t− t˜)
≤
k∑
m=1
e, since e approximates
(
1 +
1
d
)t˜
and
d∑
t˜=0
1
d+ 1
= 1
≤ ke
Combining this with (5), when d ∈ Z≥0, and η ≤ 1
ke(d+ 1)
, we get
pi,j(t+ 1)− pi,j(t) ≤ ηke pi,j(t+ 1)
≤ 1
ke(d+ 1)
· ke pi,j(t+ 1)
≤ 1
d+ 1
pi,j(t+ 1)
pi,j(t+ 1)
(
1− 1
d+ 1
)
≤ pi,j(t)
pi,j(t+ 1)
(
d
d+ 1
)
≤ pi,j(t)
pi,j(t+ 1) ≤
(
1 +
1
d
)
pi,j(t)
which concludes the proof.
Lemma 3: For any device j ∈ N , each network i ∈ K, and any t ≥ d+ 1 when d ∈ Z≥0, η > 0, we have
pi,j(t+ 1)− pi,j(t) ≥ −eη
d
d∑
t˜=0
pi,j(t− t˜) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
Proof: We follow the proofs of Lemmas 1, 2 and 20 in [8].
From the probability update rule, we have
pi,j(t+ 1) =
wi,j(t+ 1)
k∑
m=1
wm,j(t+ 1)
Therefore, we can say that
pi,j(t+ 1)− pi,j(t) = wi,j(t+ 1)k∑
m=1
wm,j(t+ 1)
− pi,j(t)
=
wi,j(t) exp(−η l̂i,j(t))
max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
k∑
m=1
wm,j(t) exp(−η l̂m,j(t))
max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
− pi,j(t), using the weight update rule
=
wi,j(t) exp(−η l̂i,j(t))
k∑
m=1
wm,j(t) exp(−η l̂m,j(t))
− pi,j(t) (1)
From the probability update rule, we get
pi,j(t) =
wi,j(t)
k∑
y=1
wy,j(t)
wi,j(t) =
k∑
y=1
wy,j(t) pi,j(t)
Combining this with (1), we get
pi,j(t+ 1)− pi,j(t) =
k∑
y=1
wy,j(t) pi,j(t) exp(−η l̂i,j(t))
k∑
m=1
k∑
y=1
wy,j(t) pm,j(t) exp(−η l̂m,j(t))
− pi,j(t)
=
pi,j(t) exp(−η l̂i,j(t))
k∑
m=1
pm,j(t) exp(−η l̂m,j(t))
− pi,j(t)
≥ pi,j(t) exp(−η l̂i,j(t))− pi,j(t), as exp(−η l̂m,j(t)) ≤ 1, and
k∑
m=1
pm,j(t) = 1
≥ pi,j(t)
(
exp(−η l̂i,j(t))− 1
)
≥ −η pi,j(t) l̂i,j(t), since e−x − 1 ≥ −x (2)
We now upper bound pi,j(t) l̂i,j(t), as in Lemma 2. For simplicity, we assume that t ≥ d+ 1.
pi,j(t) l̂i,j(t) =
pi,j(t)
d+ 1
d∑
t˜=0
li,j(t− t˜, t)
qi,j(t− t˜, t)
Ii,j(t− t˜, t), using the loss estimate rule
≤ 1
d+ 1
d∑
t˜=0
pi,j(t) li,j(t− t˜, t)
qi,j(t− t˜, t)
Ii,j(t− t˜, t)
≤ 1
d+ 1
d∑
t˜=0
pi,j(t)
qi,j(t− t˜, t)
Ii,j(t− t˜, t), as li,j(t− t˜, t) ≤ 1
By repeatedly applying Lemma 2, we get
pi,j(t) ≤
(
1 +
1
d
)
pi,j(t− 1)
≤
(
1 +
1
d
)2
pi,j(t− 2)
≤
(
1 +
1
d
)t˜
pi,j(t− t˜)
Thus, we can say that
pi,j(t) l̂i,j(t) ≤ 1
d+ 1
d∑
t˜=0
(
1 +
1
d
)t˜
pi,j(t− t˜)
qi,j(t− t˜, t)
Ii,j(t− t˜, t)
≤ e
d+ 1
d∑
t˜=0
pi,j(t− t˜) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
, as e approximates
(
1 +
1
d
)t˜
Combining this with (2), we get
pi,j(t+ 1)− pi,j(t) ≥ − eη
d+ 1
d∑
t˜=0
pi,j(t− t˜) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
which concludes the proof.
We now proceed with the proof for regret bound.
Proof of regret bound: We follow the proof for upper bound on regret for EXP3 [6] and proofs given in [8], [1]. Let
Wt = w1,j(t) + · · ·+ wk,j(t). We try to find a bound on the ratio of weights from one round to the next, i.e., Wt+1
Wt
.
Wt+1
Wt
=
k∑
i=1
wi,j(t+ 1)
Wt
, given that Wt+1 =
k∑
i=1
wi,j(t+ 1)
=
k∑
i=1
1
Wt
· wi,j(t) exp(−η l̂i,j(t))
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
, using the weight update rule
Thus,
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))} Wt+1
Wt
=
k∑
i=1
wi,j(t)
Wt
exp(−η l̂i,j(t))
=
k∑
i=1
pi,j(t) exp(−η l̂i,j(t)), as wi,j(t)
Wt
= pi,j(t) (1)
From Taylor series, e−x ≤ 1− x+ x
2
2
, for all x ≥ 0.
In our case, x = η l̂i,j(t). Combining this with (1), we get
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}Wt+1
Wt
≤
k∑
i=1
pi,j(t)
[
1− η l̂i,j(t) + η
2
2
(
l̂i,j(t)
)2]
≤
k∑
i=1
pi,j(t)− η
k∑
i=1
pi,j(t) l̂i,j(t) +
η2
2
k∑
i=1
pi,j(t)
(
l̂i,j(t)
)2
≤ 1− η
k∑
i=1
pi,j(t) l̂i,j(t) +
η2
2
k∑
i=1
pi,j(t)
(
l̂i,j(t)
)2
Taking logarithms on both sides,
ln
(
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}Wt+1
Wt
)
≤ ln
(
1− η
k∑
i=1
pi,j(t)l̂i,j(t) +
η2
2
k∑
i=1
pi,j(t)
(
l̂i,j(t)
)2)
(2)
ln(1− x) ≤ −x for all x ≥ 0. In our case, x = η
k∑
i=1
pi,j(t) l̂i,j(t)− η
2
2
k∑
i=1
pi,j(t)
(
l̂i,j(t)
)2
Therefore, combining this with (2), we get
ln
(
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
)
+ lnWt+1 − lnWt ≤ −η
k∑
i=1
pi,j(t) l̂i,j(t) +
η2
2
k∑
i=1
pi,j(t)
(
l̂i,j(t)
)2
Summing over t,
T∑
t=1
(
ln
(
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
)
+ lnWt+1 − lnWt
)
≤ −η
T∑
t=1
k∑
i=1
pi,j(t)l̂i,j(t) +
η2
2
T∑
t=1
k∑
i=1
pi,j(t)
(
l̂i,j(t)
)2
(3)
WT+1 ≥ wi,j(T + 1)
wi,j(T + 1) =
wi,j(T ) exp(−η l̂i,j(T ))
max
m∈K
{wm,j(T ) exp(−η l̂m,j(T ))}
, from the weight update rule
= wi,j(T − 1) · exp(−η l̂i,j(T − 1))
max
m∈K
{wm,j(T − 1) exp(−η l̂m,j(T − 1))}
· exp(−η l̂i,j(T ))
max
m∈K
{wm,j(T ) exp(−η l̂m,j(T ))}
=
T∏
t=1
exp(−η l̂i,j(t))
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
, since wi,j(1) = 1
=
exp
(
T∑
t=1
−η l̂i,j(t)
)
T∏
t=1
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
Thus, WT+1 ≥
exp
(
−η
T∑
t=1
l̂i,j(t)
)
T∏
t=1
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
Using this to solve the left-hand side of (3), in which
T∑
t=1
(lnWt+1 − lnWt) is a telescoping sum, we get
T∑
t=1
(
ln
(
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
)
+ lnWt+1 − lnWt
)
≥
T∑
t=1
ln
(
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
)
+ lnWT+1 − lnW1
≥
T∑
t=1
ln
(
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
)
+
T∑
t=1
−ηl̂i,j(t)− ln
(
T∏
t=1
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))
)
− ln k
≥
T∑
t=1
ln
(
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
)
− η
T∑
t=1
l̂i,j(t)−
T∑
t=1
ln
(
max
m∈K
{wm,j(t) exp(−η l̂m,j(t))}
)
− ln k
≥ −η
T∑
t=1
l̂i,j(t)− ln k
Combining this with (3), we get
−η
T∑
t=1
l̂i,j(t)− ln k ≤ −η
T∑
t=1
k∑
i=1
pi,j(t)l̂i,j(t) +
η2
2
T∑
t=1
k∑
i=1
pi,j(t)
(
l̂i,j(t)
)2
Multiplying both sides by
1
η
and rearranging, we get
T∑
t=1
k∑
i=1
pi,j(t)l̂i,j(t) ≤
T∑
t=1
l̂i,j(t) +
η
2
T∑
t=1
k∑
i=1
pi,j(t)
(
l̂i,j(t)
)2
+
1
η
ln k
Using the loss estimate rule and starting from t = d+ 1 (for simplicity), we get
1
d+ 1
T∑
t=d+1
k∑
i=1
pi,j(t)
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
≤ 1
d+ 1
T∑
t=d+1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
+
η
2
T∑
t=d+1
k∑
i=1
pi,j(t)
 1
d+ 1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
2 + 1
η
ln k (4)
We bound the term on the left-hand side of (4) and the second term on its right-hand side separately. We start by lower bounding
the term on the left-hand side. A repeated application of Lemma 3, for t˜ = 0, · · · , d, yields
pi,j(t) ≥ pi,j(t− 1)− eη
d+ 1
d∑
t˜=0
pi,j(t− 1− t˜) Ii,j(t− 1− t˜, t)
qi,j(t− 1− t˜, t)
≥ pi,j(t− 2)− eη
d+ 1
d∑
t˜=0
pi,j(t− 2− t˜) Ii,j(t− 2− t˜, t)
qi,j(t− 2− t˜, t)
− eη
d+ 1
d∑
t˜=0
pi,j(t− 1− t˜) Ii,j(t− 1− t˜, t)
qi,j(t− 1− t˜, t)
≥ pi,j(t− t˜)− eη
d+ 1
t˜∑
h=1
d∑
r=0
pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− h− r, t)
Therefore,
1
d+ 1
T∑
t=d+1
k∑
i=1
pi,j(t)
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
=
1
d+ 1
T∑
t=d+1
k∑
i=1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
(
pi,j(t− t˜)− eη
d+ 1
t˜∑
h=1
d∑
r=0
pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− h− r, t)
)
=
1
d+ 1
T∑
t=d+1
k∑
i=1
d∑
t˜=0
pi,j(t− t˜) li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
− eη
(d+ 1)2
T∑
t=d+1
k∑
i=1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
t˜∑
h=1
d∑
r=0
pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− h− r, t) (5)
We now upper bound the second term on the right-hand side of (4). 1
d+ 1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
2 ≤
 1
d+ 1
d∑
t˜=0
Ii,j(t− t˜, t)
qi,j(t− t˜, t)
2 , given that li,j(t− t˜, t) ≤ 1
≤ 1
d+ 1
d∑
t˜=0
Ii,j(t− t˜, t)(
qi,j(t− t˜, t)
)2 , using Jensen’s inequality
We recall, from the poof of Lemma 3, that a repeated application of Lemma 2 yields
pi,j(t) ≤
(
1 +
1
d
)t˜
pi,j(t− t˜)
≤ e pi,j(t− t˜), given that e approximates
(
1 +
1
d
)t˜
such that
η
2
T∑
t=d+1
k∑
i=1
pi,j(t)
 1
d+ 1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
2 ≤ eη
2(d+ 1)
T∑
t=d+1
k∑
i=1
d∑
t˜=0
pi,j(t− t˜) Ii,j(t− t˜, t)(
qi,j(t− t˜, t)
)2 (6)
Combining (5) and (6) with (4) and rearranging, we get
1
d+ 1
T∑
t=d+1
k∑
i=1
d∑
t˜=0
pi,j(t− t˜) li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)︸ ︷︷ ︸
(I)
≤ 1
d+ 1
T∑
t=d+1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)︸ ︷︷ ︸
(II)
+
eη
(d+ 1)2
T∑
t=d+1
k∑
i=1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
t˜∑
h=1
d∑
r=0
pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− h− r, t)︸ ︷︷ ︸
(III)
+
eη
2(d+ 1)
T∑
t=d+1
k∑
i=1
d∑
t˜=0
pi,j(t− t˜) Ii,j(t− t˜, t)(
qi,j(t− t˜, t)
)2︸ ︷︷ ︸
(IV)
+
1
η
ln k (7)
We take expectation Et−t˜ on both sides and solve each term (I to IV) separately.
Et−t˜ [(I)] = Et−t˜
 1
d+ 1
T∑
t=d+1
k∑
i=1
d∑
t˜=0
pi,j(t− t˜) li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)

=
1
d+ 1
T∑
t=d+1
k∑
i=1
d∑
t˜=0
pi,j(t− t˜) li,j(t− t˜, t) Et−t˜
[
Ii,j(t− t˜, t)
qi,j(t− t˜, t)
]
=
1
d+ 1
T∑
t=d+1
k∑
i=1
d∑
t˜=0
pi,j(t− t˜) li,j(t− t˜, t), using Fact 2
=
T∑
t=d+1
k∑
i=1
pi,j(t)li,j(t), using Fact 3
=
T∑
t=1
k∑
i=1
pi,j(t)li,j(t)−
d+1∑
t=1
k∑
i=1
pi,j(t)li,j(t)
≥
T∑
t=1
k∑
i=1
pi,j(t)li,j(t)− d, as li,j(t) ≤ 1 and
k∑
i=1
pi,j(t) = 1 (8)
Et−t˜ [(II)] = Et−t˜
 1
d+ 1
T∑
t=d+1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)

=
1
d+ 1
T∑
t=d+1
d∑
t˜=0
li,j(t− t˜, t) Et−t˜
[
Ii,j(t− t˜, t)
qi,j(t− t˜, t)
]
=
1
d+ 1
T∑
t=d+1
d∑
t˜=0
li,j(t− t˜, t), using Fact 2
=
T∑
t=d+1
li,j(t) ≤
T∑
t=1
li,j(t) (9)
Et−t˜ [(III)] = Et−t˜
 eη
(d+ 1)2
T∑
t=d+1
k∑
i=1
d∑
t˜=0
li,j(t− t˜, t) Ii,j(t− t˜, t)
qi,j(t− t˜, t)
t˜∑
h=1
d∑
r=0
pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− h− r, t)

= Et−t˜
 eη
(d+ 1)2
T∑
t=d+1
k∑
i=1
d∑
t˜=0
t˜∑
h=1
d∑
r=0
li,j(t− t˜, t) Ii,j(t− t˜, t) pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− t˜, t) qi,j(t− h− r, t)

We consider three cases, depending on the values of the indices t˜, h and r.
Case 1: t− t˜ > t− h− r
E
[
li,j(t− t˜, t) Ii,j(t− t˜, t) pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− t˜, t) qi,j(t− h− r, t)
]
= E
[
li,j(t− t˜, t) pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− h− r, t) Et−t˜
[
Ii,j(t− t˜, t)
qi,j(t− t˜, t)
]]
= E
[
li,j(t− t˜, t) pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− h− r, t)
]
, using Fact 2
≤ E
[
pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− h− r, t)
]
, since li,j(t− t˜, t) ≤ 1
≤ E
[
pi,j(t− h− r) Et−h−r
[
Ii,j(t− h− r, t)
qi,j(t− h− r, t)
]]
≤ E [pi,j(t− h− r)] , using Fact 2
Case 2: t− t˜ < t− h− r
E
[
li,j(t− t˜, t) Ii,j(t− t˜, t) pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− t˜, t) qi,j(t− h− r, t)
]
= E
[
li,j(t− t˜, t) Ii,j(t− t˜, t) pi,j(t− h− r)
qi,j(t− t˜, t)
Et−h−r
[
Ii,j(t− h− r, t)
qi,j(t− h− r, t)
]]
= E
[
li,j(t− t˜, t) Ii,j(t− t˜, t) pi,j(t− h− r)
qi,j(t− t˜, t)
]
, using Fact 2
≤ E
[
Ii,j(t− t˜, t) pi,j(t− h− r)
qi,j(t− t˜, t)
]
, as li,j(t− t˜, t) ≤ 1
≤
(
1 +
1
d
)t˜−h−r
E
[
Ii,j(t− t˜, t) pi,j(t− t˜)
qi,j(t− t˜, t)
]
, by repeatedly applying Lemma 2
≤ e E
[
pi,j(t− t˜) Et−t˜
[
Ii,j(t− t˜, t)
qi,j(t− t˜, t)
]]
, as e approximates
(
1 +
1
d
)t˜−h−r
≤ e E [pi,j(t− t˜)] , using Fact 2
Case 3: t− t˜ = t− h− r. Thus, pi,j(t− h− r) = pi,j(t− t˜) and, given that h ≥ 1, t˜ > r and Ii,j(t− h− r, t) Ii,j(t− t˜, t) =
Ii,j(t− h− r, t).
E
[
li,j(t− t˜, t) Ii,j(t− t˜, t) pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− t˜, t) qi,j(t− h− r, t)
]
= E
[
li,j(t− t˜, t) pi,j(t− h− r) Ii,j(t− h− r, t)
qi,j(t− t˜, t) qi,j(t− h− r, t)
]
= E
[
li,j(t− t˜, t) pi,j(t− h− r)
qi,j(t− t˜, t)
Et−h−r
[
Ii,j(t− h− r, t)
qi,j(t− h− r, t)
]]
= E
[
li,j(t− t˜, t) pi,j(t− h− r)
qi,j(t− t˜, t)
]
, using Fact 2
≤ E
[
pi,j(t− h− r)
qi,j(t− t˜, t)
]
, since li,j(t− t˜, t) ≤ 1
≤ E
[
pi,j(t− t˜)
qi,j(t− t˜, t)
]
Considering all the three cases, putting everything together and overapproximating, we get
Et−t˜ [(III)]
≤ E
 e2η
(d+ 1)2
T∑
t=d+1
k∑
i=1
 ∑
t˜,h,r:t˜<h+r
pi,j(t− h− r) +
∑
t˜,h,r:t˜>h+r
pi,j(t− t˜) +
∑
t˜,h,r:t˜=h+r
pi,j(t− t˜)
qi,j(t− t˜, t)

≤ e
2η
(d+ 1)2
E
 T∑
t=d+1
 ∑
t˜,h,r:t˜<h+r
k∑
i=1
pi,j(t− h− r) +
∑
t˜,h,r:t˜>h+r
k∑
i=1
pi,j(t− t˜) +
∑
t˜,h,r:t˜=h+r
k∑
i=1
pi,j(t− t˜)
qi,j(t− t˜, t)

≤ e
2η
(d+ 1)2
E
 T∑
t=d+1
 ∑
t˜,h,r:t˜ 6=h+r
k∑
i=1
pi,j(t− t˜) +
∑
t˜,h,r:t˜=h+r
k∑
i=1
pi,j(t− t˜)
qi,j(t− t˜, t)

≤ e
2η
(d+ 1)2
E
 T∑
t=d+1
 ∑
t˜,h,r:t˜ 6=h+r
k∑
i=1
pi,j(t− t˜)
qi,j(t− t˜, t)
+
∑
t˜,h,r:t˜=h+r
k∑
i=1
pi,j(t− t˜)
qi,j(t− t˜, t)
 , as qi,j(t− t˜, t) ≤ 1
≤ e
2η
(d+ 1)2
T∑
t=d+1
∑
t˜,h,r
E
[
k∑
i=1
pi,j(t− t˜)
qi,j(t− t˜, t)
]
≤ e
2η
(d+ 1)2
T∑
t=d+1
∑
t˜,h,r
1
max{ 1k , b0}
, using Lemma 1
≤ e2η
T∑
t=d+1
d∑
t˜=0
1
d+ 1
(
1
max{ 1k , b0}
) t˜∑
h=1
d∑
r=0
1
d+ 1
≤ e2η
T∑
t=d+1
d∑
t˜=0
t˜
d+ 1
(
1
max{ 1k , b0}
)
, as
d∑
r=0
1
d+ 1
= 1, and
t˜∑
h=1
1 = t˜
≤ e2η
T∑
t=1
d∑
t˜=0
t˜
d+ 1
(
1
max{ 1k , b0}
)
≤ e
2ηdT
2 max{ 1k , b0}
, as
∑
t˜ = 1
d
t˜ =
d
2
(10)
Et−t˜ [(IV)] = Et−t˜
 eη
2(d+ 1)
T∑
t=d+1
k∑
i=1
d∑
t˜=0
pi,j(t− t˜) Ii,j(t− t˜, t)(
qi,j(t− t˜, t)
)2

=
eη
2(d+ 1)
T∑
t=d+1
d∑
t˜=0
Et−t˜
[
k∑
i=1
pi,j(t− t˜) Ii,j(t− t˜, t)(
qi,j(t− t˜, t)
)2
]
=
eη
2(d+ 1)
T∑
t=d+1
d∑
t˜=0
Et−t˜
[
k∑
i=1
pi,j(t− t˜)
qi,j(t− t˜, t)
]
, using Fact 2
=
eη
2(d+ 1)
T∑
t=d+1
d∑
t˜=0
(
1
max{ 1k , b0}
)
, using Lemma 1
≤ eη
2 (d+ 1)
T∑
t=1
d∑
t˜=0
1
max{ 1k , b0}
≤ eηT
2 max{ 1k , b0}
(11)
Combining (8), (9), (10) and (11) in (7), we get
T∑
t=1
k∑
i=1
pi,j(t)li,j(t) ≤
T∑
t=1
li,j(t) +
e2ηdT
2 max{ 1k , b0}
+
eηT
2 max{ 1k , b0}
+
1
η
ln k + d
Let LCo−Bandit(T ) =
∑T
t=1
∑k
i=1 pi,j(t)li,j(t), i.e. denote the expected aggregate loss of C-Bandit, and Lmin(T ) =
∑T
t=1 li,j(t),
i.e. be the aggregate loss of the best expert. Therefore, overapproximating and simplifying, we get
E [LCo−Bandit(T )− Lmin(T )] ≤ e
2(d+ 1)ηT
2 max{ 1k , b0}
+
1
η
ln k + d
We set the following value for η.
η =
√
max{ 1k , b0} ln k
e2(d+ 1)T
In Lemma 2, we assumed that η ≤ 1
ke(d+ 1)
. Therefore,√
max{ 1k , b0} ln k
e2(d+ 1)T
≤ 1
ke(d+ 1)
max{ 1k , b0} ln k
e2(d+ 1)T
≤ 1
k2e2(d+ 1)2
T ≤ k2(d+ 1) max{1
k
, b0} ln k
≤ k(d+ 1) ln k
Hence, we get
E [LCo−Bandit(T )− Lmin(T )] ≤ e
2
√
(d+ 1)T lnK
max{ 1k , b0}
+ e
√
(d+ 1)T lnK
max{ 1k , b0}
+ d
≤ 2e
√
(d+ 1)T lnK
max{ 1k , b0}
+ d
which concludes the proof.
APPENDIX B
PROOF OF CONVERGENCE
We follow the proofs given in [23] and [38]. We analyze the evolution of the probability of network i. In addition to a random
choice from the probability distribution, a device also explores network(s) unheard of for at least x time slots with probability
1
n . We assume that n tends to ∞; hence 1n tends to zero.
We consider two cases, namely (1) when the loss of network i has been observed by device j or learnt from its neighbors, and
(2) when the loss of network i is unknown to device j. The former case occurs with probability q and the latter with probability
1− q, as defined in Algorithm 1.
We start with the first case, i.e. when device j has observed the loss of network i or has learnt about it from its neighbors.
pi,j(t+ 1) =
wi,j(t+ 1)
k∑
m=1
wm,j(t+ 1)
, from the probability update rule
=
wi,j(t) exp(−η l̂i,j(t))
max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
k∑
m=1
wm,j(t) exp(−η l̂m,j(t))
max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
, using the weight update rule
=
wi,j(t) exp(−η l̂i,j(t))
k∑
m=1
wm,j(t) exp(−η l̂m,j(t))
(1)
From the probability update rule, we have
pi,j(t) =
wi,j(t)
k∑
m=1
wm,j(t)
wi,j(t) =
k∑
m=1
wm,j(t) pi,j(t) (2)
Combining (2) with (1), we get
pi,j(t+ 1) =
k∑
m=1
wm,j(t) pi,j(t) exp(−η l̂i,j(t))
k∑
m=1
k∑
y=1
wy,j(t) pm,j(t) exp(−η l̂m,j(t))
=
pi,j(t) exp(−η l̂i,j(t))
k∑
m=1
pm,j(t) exp(−η l̂m,j(t))
We drop the discrete time script t and compute the continuous time process by deriving the limit of the probability update rule
as η → 0, a first order differential equation known as the replicator dynamic. This is consistent with Lemma 2 (in Appendix A)
and Theorem 1 in which we assumed arbitrarily small values of η.
pi,j =
pi,j exp
(
−η l̂i,j
)
k∑
m=1
pm,j exp
(
−η l̂m,j
)
˙pi,j = lim
η→0
dpi,j
dη
= lim
η→0
d
dη
 pi,j exp
(
−η l̂i,j
)
k∑
m=1
pm,j exp
(
−η l̂m,j
)

= lim
η→0

−
k∑
m=1
pm,j exp
(
−η l̂m,j
)
pi,j exp
(
−η l̂i,j
)
l̂i,j + pi,j exp
(
−η l̂i,j
) k∑
m=1
pm,j exp
(
−η l̂m,j
)
l̂m,j(
k∑
m=1
pm,j exp
(
−η l̂m,j
))2

=
−pi,j l̂i,j
k∑
m=1
pm,j + pi,j
k∑
m=1
pm,j l̂m,j(
k∑
m=1
pm,j
)2
= pi,j
k∑
m=1
pm,j
(
l̂m,j − l̂i,j
)
(3)
We now consider the second case, i.e. when the loss of network i is unknown to device j; we assume here that the loss of the
other networks are known to device j.
pi,j(t+ 1) =
wi,j(t+ 1)
k∑
m=1
wm,j(t+ 1)
, from the probability update rule
=
wi,j(t)
max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
∑
m∈K−{i}
wm,j(t) exp(−η l̂m,j(t))
max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
+
wi,j(t)
max
y∈K
{wy,j(t) exp(−η l̂y,j(t))}
, using the weight update rule
=
wi,j(t)∑
m∈K−{i}
wm,j(t) exp(−η l̂m,j(t)) + wi,j(t)
(4)
Combining (2) with (4), we get
pi,j(t+ 1) =
k∑
m=1
wm,j(t) pi,j(t)
∑
m∈K−{j}
k∑
y=1
wy,j(t) pm,j(t) exp(−η l̂m,j(t)) +
k∑
m=1
wm,j(t) pi,j(t)
=
pi,j(t)∑
m∈K−{i}
pm,j(t) exp(−η l̂m,j(t)) + pi,j(t)
As for the first case, we drop the discrete time script t and derive the limit of the probability update rule as η → 0.
pi,j =
pi,j∑
m∈K−{i}
pm,j exp(−η l̂m,j) + pi,j
˙pi,j = lim
η→0
dpi,j
dη
= lim
η→0
d
dη
 pi,j∑
m∈K−{i}
pm,j exp(−η l̂m,j) + pi,j

= lim
η→0

0− pi,j
(
− ∑
m∈K−{i}
pm,j exp(−η l̂m,j) l̂m,j
)
( ∑
m∈K−{i}
pm,j exp(−η l̂m,j) + pi,j
)2

=
pi,j
∑
m∈K−{i}
pm,j l̂m,j( ∑
m∈K−{i}
pm,j + pi,j
)2
= pi,j
∑
m∈K−{i}
pm,j l̂m,j (5)
Then, from (3) and (5), the expected change in pi,j with respect to the probability distribution of device j over all networks
i ∈ K is given as
p¯i,j = Ej [ ˙pi,j ]
= Ej
[
˙pi,j | l̂i,j is known
]
+ Ej
[
˙pi,j | l̂i,j is unknown
]
= q E
[
pi,j
k∑
m=1
pm,j
(
l̂m,j − l̂i,j
)]
+ (1− q)E
pi,j ∑
m∈K−{i}
pm,j l̂m,j

= q pi,j
k∑
m=1
pm,j (lm,j − li,j) + (1− q) pi,j
∑
m∈K−{i}
pm,j lm,j
= q pi,j
 ∑
m∈K−{i}
pm,j (lm,j − li,j) + pi,j (li,j − li,j)
+ (1− q) pi,j ∑
m∈K−{i}
pm,j lm,j
= q pi,j
∑
m∈K−{i}
pm,j (lm,j − li,j) + (1− q) pi,j
∑
m∈K−{i}
pm,j lm,j
= q pi,j
∑
m∈K−{i}
pm,j lm,j − q pi,j
∑
m∈K−{i}
pm,j li,j + (1− q) pi,j
∑
m∈K−{i}
pm,j lm,j
= pi,j
∑
m∈K−{i}
pm,j lm,j − q pi,j
∑
m∈K−{i}
pm,j li,j
= pi,j
∑
m∈K−{i}
pm,j (lm,j − q li,j)
Taking expectation with respect to other devices’ actions,
ξi,j = E−j [p¯i,j ]
= pi,j
∑
m∈K−{i}
pm,j (E−j [lm,j ]− q E−j [li,j ])
= pi,j
∑
m∈K−{i}
pm,j (lm,j − q li,j)
Given that this replicator dynamics is the same as the one [23], except that we have a factor q of li,j , the rest of the proof
follows from [23].
