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Abstract
The largest moon in the solar system, Ganymede, is the only moon known to possess
a strong intrinsic magnetic field. The interaction between the Jovian plasma and
Ganymede’s magnetic field creates a mini-magnetosphere with periodically vary-
ing upstream conditions, which creates a perfect laboratory in nature for study-
ing magnetic reconnection and magnetospheric physics. Using the latest version of
Space Weather Modeling Framework (SWMF), we study the upstream plasma in-
teractions and dynamics in this subsonic, sub-Alfve´nic system. We have developed
a coupled fluid-kinetic Hall Magnetohydrodynamics with embedded Particle-in-Cell
(MHD-EPIC) model for Ganymede’s magnetosphere, with a self-consistently coupled
resistive body representing the electrical properties of the moon’s interior, improved
inner boundary conditions, and high resolution charge and energy conserved PIC
scheme.
I reimplemented the boundary condition setup in SWMF for more versatile con-
trol and functionalities, and developed a new user module for Ganymede’s simu-
lation. Results from the models are validated with Galileo magnetometer data of
all close encounters and compared with Plasma Subsystem (PLS) data. The en-
ergy fluxes associated with the upstream reconnection in the model is estimated to
be ∼ 10−7 W/cm2, which accounts for about 40% to the total peak auroral emis-
sions observed by the Hubble Space Telescope. We find that under steady upstream
conditions, magnetopause reconnection in our fluid-kinetic simulations occurs in a
x
non-steady manner. Flux ropes with length of Ganymede’s radius form on the mag-
netopause at a rate about 3/minute and create spatiotemporal variations in plasma
and field properties. Upon reaching proper grid resolutions, the MHD-EPIC model
can resolve both electron and ion kinetics at the magnetopause and show localized
crescent shape distribution in both ion and electron phase space, non-gyrotropic and
non-isotropic behavior inside the diffusion regions. The estimated global reconnec-
tion rate from the models is about 80 kV with 60% efficiency. There is weak evidence
of ∼ 1 minute periodicity in the temporal variations of the reconnection rate due to
the dynamic reconnection process.
The requirement of high fidelity results promotes the development of hybrid paral-
lelized numerical model strategy and faster data processing techniques. The state-
of-the-art finite volume/difference MHD code Block Adaptive Tree Solarwind Roe
Upwind Scheme (BATS-R-US) was originally designed with pure MPI parallelization.
The maximum problem size achievable was limited by the storage requirements of
the block tree structure. To mitigate this limitation, we have added multithreaded
OpenMP parallelization to the previous pure MPI implementation. We opt to use
a coarse-grained approach by making the loops over grid blocks multithreaded and
have succeeded in making BATS-R-US an efficient hybrid parallel code with modest
changes in the source code while preserving the performance. Good weak scalings
up to 50,0000 and 25,0000 of cores are achieved for the explicit and implicit time
stepping schemes, respectively. This parallelization strategy greatly extends the
possible simulation scale by an order of magnitude, and paves the way for future
GPU-portable code development. To improve visualization and data processing, I
have developed a whole new data processing workflow with the Julia programming
language for efficient data analysis and visualization.
xi
As a summary,
1. I build a single fluid Hall MHD-EPIC model of Ganymede’s magnetosphere;
2. I did detailed analysis of the upstream reconnection;
3. I developed a MPI+OpenMP parallel MHD model with BATSRUS;
4. I wrote a package for data analysis and visualization.
xii
CHAPTER I
Introduction
The Space Age is generally considered to have begun with the first artificial satel-
lite Sputnik 1 in 1957, continuing to the present day. The exploration of space physics
with the aid of modern knowledge of science and technology has been moving along
a fast track for more than half a century. People have found that plasma, i.e. ionized
gases, which is uncommon on the surface of Earth, fills up 99% of the universe and
is involved in most of the interplanetary physical processes. While in-situ satellite
observation is limited to usually one small spatial location at a given time, and re-
mote sensing is constrained in its capability to detect plasma properties, numerical
physical models based on solving governing equations given the initial and boundary
conditions serve as an important tool in understanding the physics happening in
space. Especially for the past decade, 3D global simulations of magnetospheres, i.e.
a cavities created by plasma interaction with planetary magnetic fields, has come
to reality thanks to the rapid development of numerical physics models, computer
architecture, and large scale parallelization techniques. Researchers have managed
to simulate literally every magnetosphere within the solar system, from the ter-
restrial planets Mercury, Venus, Earth and Mars, gas giants Jupiter and Saturn,
to the ice giants Uranus and Neptune. Beyond these well known planets, our solar
1
2system contains many moons of interest, especially in the Jovian system, which is en-
closed by the large Jovian magnetosphere. Jupiter’s four largest moons, Io, Europa,
Ganymede, and Callisto, are called the Galilean satellites after Italian astronomer
Galileo Galilei, who first observed them in 1610. Ganymede, which is the target of
the present research, is the largest moon in the solar system (with a radius larger
than Mercury) and the only moon that possesses an intrinsic magnetic field. The
existence of it’s mini-magnetosphere inside Jupiter’s large magnetosphere raises con-
siderable interest among space physicists. One of the most interesting phenomena
in magnetospheric physics is the magnetic reconnection. Magnetic reconnection is a
physical process occurring in highly conducting plasmas in which the magnetic topol-
ogy is rearranged and magnetic energy is converted to kinetic energy, thermal energy,
and particle acceleration. Because of the steady periodically varying Jovian plasma
environment around Ganymede’s orbital revolution, it is regarded as a perfect labora-
tory in nature for studying magnetic reconnection and its related effects. This thesis
focuses on the application of the state-of-the-art coupled kinetic-fluid model Mag-
netohydrodynamics (MHD) with embedded Particle-in-Cell Model (MHD-EPIC) to
Ganymede’s magnetosphere. Hybrid Message Pass Interface (MPI)+ Open Multi-
Processing (OpenMP) model has been developed for large scale simulations, as well
as a whole new workflow of data processing and analysis incorporating the latest
techniques.
Chapter I introduces some fundamental concepts in space physics simulations.
Chapter II describes our Ganymede MHD-EPIC model in detail. Chapter III shows
the validation and comparison of the model against Galileo observations, which is
published in [Zhou et al., 2019]. Chapter IV shows the modelling results focusing
on upstream reconnection that is submitted to JGR Space Physics [Zhou et al.,
3accepted, 2020]. Chapter V presents the new hybrid parallelization model for large
scale simulations. The OpenMP section 5.1 is published in [Zhou and To´th, 2020].
Chapter VI introduces the latest toolkit for data processing and analysis [Zhou,
2020], and Chapter VII summarizes the thesis, points out the limitations and ideas
for future work.
1.1 Magnetohydrodynamics Magnetosphere Simulation
Magnetospheric numerical simulations can be divided into two classes: local sim-
ulations and global simulations based on their spatial coverage. Often we use a
particle description to model localized kinetics and a fluid description to model the
global convection pattern.
The fluid description, based on the foundation of mass, momentum and energy
conservation laws and Maxwells equations of electromagnetism, is called magneto-
hydrodynamics (MHD). The global magnetosphere MHD numerical simulation
approach is a self-consistent mathematical description of the interaction of a stream
of charged particles with the magnetic field. The importance of the development
of global 3D MHD models lies in two aspects. On one hand, they help deepen the
physical insight of the observations and gain more information beyond the observed
regions. Despite the number of the satellites launched and ground-based instru-
ments employed, the observed regions are limited with respect to the vast space in
the universe. It is thus vital to use models to grasp the global picture based on the
limited observational data. On the other hand, they help test and improve theo-
retical frameworks, give quantitative description of space physics phenomena, and
provide the scientific base to develop practical physics-based space weather forecast
models. Global models have a true sense of the testability, can be compared with
4the observations, and provide guidance to local models [Wang et al., 2013].
Development of the global MHD magnetosphere models started in the 1970s,
and initially limited to two-dimensional (2D) cases. Due to the increased computing
power, 3D MHD simulations emerged in the 1980s, in an attempt to model the large-
scale structures and fundamental physical processes in the real geospace. Modeling
work started to be combined with the space exploration missions in the 1990s and
compared with observations, and gradually became an integrated component of space
missions. Physics-based space weather forecast models started to be developed in the
new century. While large-scale parallelization on supercomputers and advances in
CPU clock speed performance make it possible to refine the numerical grid until the
physics of interest is well resolved, it also allows including more physical terms in the
governing equations. In both ways, one is closer to grasp the global picture of space
beyond the observed regions and understand the physics behind the phenomena.
Global MHD magnetospheric models provide the scientific base for practical space
weather forecast models as well, making it possible to predict natural hazards like
geomagnetic storms and prevent damages accordingly.
MHD models have many different levels of approximation under the quasi-neutrality
assumption. Let n be the plasma number density, u the plasma velocity, J the cur-
rent density,
←→
P e the electron pressure tensor, and B,E the magnetic and electric
field. In the generalized Ohm’s law [Gurnett and Bhattacharjee, 2005]
E = −u×B︸ ︷︷ ︸
1
+ ηJ︸︷︷︸
2
+
1
en
J×B︸ ︷︷ ︸
3
− 1
en
∇ ·←→P e︸ ︷︷ ︸
4
+
me
ne2
[∂J
∂t
+∇ · (Ju + uJ)
]
︸ ︷︷ ︸
5
, (1.1)
the first term on the right-hand side is called the “convective term”, the second is
the “resistive term”, the third is the “Hall term”, the fourth is the “electron pressure
term”, and the fifth is the “electron inertia term” since it is proportional to the
5mass of electrons. Depending on how the electric field is expressed in Equation 1.1,
MHD can be further categorized into ideal MHD (1), resistive MHD (1+2), Hall
MHD (1+2+3) and beyond. Using nondimensionlization for the usual space plasma
parameters, we find that the above terms are sequentially decreasing in magnitude.
However, the terms 2-4 become important when a large current density exists, e.g.
at the magnetopause and reconnection sites where the magnetic fields drastically
change.
A list of current numerical global magnetosphere models is given in Table 1.1.
These models differ in the choices of grid structure, order and type of numerical
schemes, and language of implementation. The BATS-R-US code, especially the Hall
MHD module with independent electron pressure equation, will be further introduced
in Chapter II.
Code Model Grid Scheme Language
BATS-R-US 2012 Multi-physics Block-AMR FV/FD* Fortran
LFM 2019a Ideal MHD Non-orthogonal curvilinear grid FV Fortran
Gkeyll 2019 10 moment Stretched-Cartesian DG** LuaJIT, C++
GUMICS 2012 Ideal MHD Cell-AMR, M-I coupled FV C++
MPI-AMRVAC 2020 Multi-physics Block-AMR FV Fortran
PPMLR-MHD 2005 Ideal MHD Stretched-Cartesian FD Fortran
OpenGGCM 2008 Resistive MHD Stretched-Cartesian FD Fortran
* FV stands for finite volume method and FD stands for finite difference method.
** DG stands for Discontinuous Galerkin method.
Table 1.1: Global magnetosphere models.
1.2 Particle-in-Cell Simulations of Space Plasma
To simulate kinetic processes of plasma, the particle-in-cell (PIC) method is has
been developed. It allows the statistical representation of general distribution func-
tions in phase space [Verboncoeur, 2005]. It usually consists of two main parts: the
particle pusher, which tracks individual macro-particles in continuous phase space,
and the field solver, which updates the electromagnetic (EM) field on a grid given
6the moments of particle distribution. At the heart of the PIC scheme, a particle-
mesh method was devised to describe the interaction between particles and fields, as
shown in Figure 1.1. This converts the O(N2) complexity of calculating Coulomb’s
law for each particle into a O(N) complexity system, which is a great saving in com-
putational cost. This simplification is quite accurate in ”collisionless” plasma, where
the direct Coulomb interaction between particles is negligible. Most of space plasma
can be considered collisionless. The use of fundamental equations without much
approximation retains the full nonlinear effects and also allows the incorporation of
relativistic effects. In general, particle models retain most of the physics and are
often used to benchmark more approximate methods such as MHD. New models and
methods continue to expand the domain of particle methods, as well as improving
fidelity and performance.
Interpolation of 
fields to particles
(Ej,Bj)àFi
Integration of 
equations of 
motion
Fià vi`à xi
Integration of field 
equations on grid
(⍴j, jj)à(Ej,Bj)
Integration of 
particle sources to 
grid
(xi,vi)à(⍴j, jj)
Particle loss/gain 
from the boundaries 
(emission, 
absorption, etc.)
Monte Carlo 
collisions of motion
vi`à viΔt
Figure 1.1: Schematic for the PIC algorithm.
Often in space plasmas, we face the situation of several orders of spatial-temporal
scales, from the electron skin depth, ion inertial length, all the way to the size
of the magnetosphere. The electron skin depth de is the depth in a collisionless
7plasma to which low-frequency electromagnetic radiation can penetrate (as defined
by attenuation of the wave amplitude by a factor of e−1), given by de = c/ωpe, where
c is the speed of light and ωpe is the electron plasma frequency. Similarly, the ion
inertial length is the scale at which ions decouple from electrons and the magnetic
field becomes frozen into the electron fluid rather than the bulk plasma, given by
di = c/ωpi, where ωpi is the ion frequency. These characteristic lengths are important
in PIC, especially when coupled with a global MHD model because the mesh in
PIC must be able to resolve the corresponding length scales to simulate the kinetic
physics. Practically we use some standard tricks to shorten the separation of scales
like artificially lowering the speed of light and the ion-electron mass ratio. However,
the total number of cells may still be too large for current computer capability. For
example, near the dayside reconnection site at Earth λi ≈ 0.01RE, where RE is the
Earth’s radius, which means that de ≈ 0.001RE for the mi/me = 100 mass ratio.
However, in Ganymede’s magnetosphere λi ≈ 0.1RG where RG is Ganymede’s radius.
This relatively close ratio makes the coupling of a kinetic PIC region inside a global
MHD model possible.
Traditional PIC models are limited by computational efficiency. This is a con-
sequence of (1) the statistical model in which numerical fluctuations converge as
N1/2 for N particles; (2) explicit time stepping PIC schemes that require to spa-
tially resolve the Debye length, the scale beyond which plasma can be considered
neutral. To relax the spatial resolution requirement, a new type of implicit time
stepping PIC algorithm is proposed by Mason [1981], Brackbill and Forslund [1982],
Lapenta et al. [2006] and implemented by Markidis et al. [2010], which is later im-
proved by Lapenta [2017] with a combination of explicit particle pusher and implicit
field solver and [Chen and To´th, 2019] with satisfaction of charge conservation. The
8semi-implicit integration in time of the Vlasov-Maxwell system removes the numerical
stability constraints encountered in explicit time-stepping and enables kinetic plasma
simulations at MHD time scales. This loosening of spatial and temporal resolution
makes the coupling between the large scale MHD description of magnetosphere and
the small scale PIC description of local reconnection regions feasible, which is the
key of the state-of-the-art MHD-EPIC model [Daldorff et al., 2014]. More details
are presented in Chapter II about the semi-implicit PIC and the coupling procedure
with application on Ganymede’s magnetosphere.
1.3 Exploration of Ganymede
Ganymede has been studied for over 400 years with many interesting observations.
Ganymede is the seventh satellite and the third Galilean moon of Jupiter, which is
also the largest and most massive moon in the solar system. Ganymede’s discovery
is credited to Galileo Galilei, who was the first to observe it on January 7, 1610.
[Galilei, 2016] The satellite’s name was soon suggested by astronomer Simon Marius,
after the mythological Ganymede, kidnapped by Zeus to serve as a cupbearer for the
gods as well as a lover for him. Beginning with Pioneer 10, several spacecraft have
explored Ganymede. The Voyager probes, Voyager 1 and 2, refined measurements of
its size, while the Galileo spacecraft discovered its underground ocean and magnetic
field.
1.3.1 Orbit and rotation
Ganymede orbits Jupiter in seven days and three hours at an average distance
of 1,070,400 km. Like most known moons, Ganymede is tidally locked, with the
same side always facing toward the planet. [Hartmann and Miller, 2005] Its orbit is
slightly eccentric and inclined relative to the Jovian equator, with the eccentricity
9and inclination changing quasi-periodically due to solar and planetary gravitational
perturbations on a timescale of centuries. These orbital variations cause the axial tilt
(the angle between rotational and orbital axes) to vary between 0 and 0.33◦. [Bills,
2005]
Ganymede participates in orbital resonances, or more specifically Laplace reso-
nance [Showman and Malhotra, 1997], with two other moons Europa and Io: for
every orbit of Ganymede, Europa orbits twice and Io orbits four times. [Musotto
et al., 2002]
1.3.2 Internal structure
Figure 1.2: Artist’s cut-away representation of
the internal structure of Ganymede [Wiki, a].
Layers drawn to scale.
Ganymede appears to be fully dif-
ferentiated, with an internal structure
consisting of an iron-sulfide, iron-nickel
core, a silicate mantle and outer layers of
water ice and liquid water. [Showman
and Malhotra, 1999, Sohl et al., 2002]
The precise thicknesses of the different
layers in the interior of Ganymede de-
pend on the assumed composition of sil-
icates (fraction of olivine and pyroxene) and amount of sulfur in the core. Ganymede
has the lowest moment of inertia factor, 0.31 [Showman and Malhotra, 1999], among
the solid Solar System bodies. This results in a fully differentiated interior, as a
consequence of its substantial component of low density water ice and tidal heating
due to the Laplace resonance.
Independent lines of evidence are most simply explained by, but do not require,
the existence of a subsurface liquid water ocean.
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• Analysis of the Doppler shift of radio signals from Galileo has now shown that
Ganymede is strongly differentiated with a relatively dense core surrounded by
a thick shell of ice. Anderson et al. [1996]
• The magnetic field perturbations near the moon indicate an induced dipole
which would most likely result from the existence of a conducting salty subsur-
face ocean. [Kivelson et al., 1996]
• Measurements with the Hubble Space Telescope of how the auroras move over
Ganymede’s surface. [Saur et al., 2015]
• Analogy between Europa and Ganymede due to their similarities and geological
evidence on Europa implying an underlying ductile layer of either liquid water
or soft ice. [Carr et al., 1998]
1.3.3 Magnetosphere
The interaction between the Ganymedian magnetosphere and Jovian plasma is
in many respects similar to that of the solar wind and Earth’s magnetosphere. The
plasma co-rotating with Jupiter impinges on the trailing side of the Ganymedian
magnetosphere much like the solar wind impinges on the Earth’s magnetosphere.
Ganymede’s magnetopause, as an analogy to Earth’s magnetopause, is the bound-
ary between the moon’s magnetic field and the co-rotating Jovian plasma. The main
difference is the speed of plasma flow — super-Alfve´nic/supersonic in the case of
Earth and sub-Alfve´nic/subsonic in the case of Ganymede. Because of the subsonic
flow, there is no bow shock off the trailing hemisphere of Ganymede.
Instead, an Alfve´n wing structure arises from the interaction between the sub-
Alfvnic flow and the conducting moon, shown as the heavy solid lines in Figure
1.3(a). As a magnetic field encounters an conducting obstacle and starts to bend,
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Figure 1.3: A schematic illustration of the Alfve´n wing structure arising from the interaction
between a sub-Alfve´nic flow and a conducting obstacle. Panel (a) represents the X-Z plane that
contains the directions of the unperturbed flow (+x̂) and the background magnetic field (−ẑ). Panel
(b) shows the cross-section of the interaction region in the Y-Z plane normal to the plasma flow
direction. The Alfve´n wing currents flowing along the field lines are represented by arrows. Solid
and dashed lines represent the currents flowing on the −ŷ and +ŷ side, respectively. The figure is
adapted from [Kivelson et al., 2004].
Alfve´n waves are generated along the field lines away from that point. These Alfve´n
waves propagate along the magnetic field line with the speed VA = B/
√
µ0ρ, where
µ0 is the vacuum permeability, B is the magnetic field strength, and ρ is the plasma
mass density. In addition, the plasma still advects the magnetic field with a given
velocity V . The Alfve´n wave, therefore, travels at an angle θ = tan−1(u/VA), where u
and VA are the flow speed and the Alfve´n speed of the unperturbed flow, respectively
[Drell et al., 1965]. The flow diverts around the obstacle and forms two tubes (above
and below) the object in which the flow characteristics of the plasma are altered
significantly from the surrounding medium. This structure is the Alfve´n wing, which
can be very long due to the nearly constant Alfve´n wave amplitude. Far from the
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moon in the Alfve´n wing, the slow mode waves are not present since they do not
propagate in the direction of the Alfve´n wing, and the fast mode waves decay with
the distance from the moon, so the interaction becomes pure Alfve´nic. [Neubauer,
1998]
Most of the observation data came from the instruments onboard Galileo space-
craft. In the study of magnetosphere, we are mostly concerned with the magne-
tometer (MAG) data, the Plasma Subsystem (PLS) data for the charged particles’
mass and energy density, the Plasma Wave Subsystem (PWS) for plasma waves, and
Energetic Particles Detector (EPD) for high energy (> 20 keV) particles.
The Galileo spacecraft made six close flybys of Ganymede from 1995-2000 (G1, G2,
G7, G8, G28 and G29). The G1, G2, G7 and G29 flybys went across the Alfve´n wing
near the north pole in the slightly downstream region, while G8 and G28 flybys went
through the open-closed field line boundary at low latitudes on the upstream side.
Researchers have discovered that Ganymede has a permanent (intrinsic) magnetic
moment independent of the Jovian magnetic field [Kivelson et al., 2002], probably
created by convection within its liquid iron core. The relatively weak magnetic
field is buried within Jupiter’s much larger magnetic field and would create only
local perturbations of the Jovian field lines. The value of the moment is about
1.3× 1013 T ·m3, which is three times larger than the magnetic moment of Mercury.
The magnetic dipole is tilted with respect to the rotational axis of Ganymede by
176◦, which means that it is directed against the Jovian magnetic moment. The
dipole magnetic field created by this permanent moment has a strength of 719 ± 2
nT at Ganymede’s equator.
The satellite has a thin oxygen atmosphere that includes O, O2, and possibly
O3 (ozone). [Hall et al., 1998] Atomic hydrogen is a minor atmospheric constituent.
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Whether the satellite has an ionosphere associated with its atmosphere is unresolved.
On one hand, the existence of a neutral atmosphere implies that an ionosphere should
exist, because oxygen molecules are ionized by the impacts of the energetic electrons
coming from the magnetosphere [Paranicas et al., 1999] and by solar EUV radiation
[Eviatar et al., 2001b]. On the other hand, some Galileo measurements such as
PWS found an elevated electron density near Ganymede during the G1 and G2
flyby, suggesting an ionosphere, whereas others failed to detect anything. Despite
of the contradictions, physical-chemistry model of the solar UV flux on Ganymede’s
atmosphere [Cessateur et al., 2012] and test particle model of Ganymede’s ionosphere
[Carnielli et al., 2019, 2020] are applied to constrain the constitution of species and
electron-impact ionization rate.
Figure 1.4: Ganymede’s induced field (left), internally generated magnetic field (middle), and
resulting miniature magnetosphere (right). The induced magnetic field is most certainly generated
by electrical currents in a liquid ocean trapped between the icy crust and the high-pressure icy
layer. [Credits: X. Jia (University of Michigan) and M. Kivelson (UCLA).] Color images available
online at www.liebertonline.com/ast
The permanent magnetic moment carves a part of space around Ganymede and
creates a tiny magnetosphere embedded inside that of Jupiter’s, which is confirmed
with synergetic Galileo multi-instrument observations [Kivelson et al., 1996, Ander-
son et al., 1996, Schubert et al., 1996, Gurnett et al., 1996]. The main ion species
in the magnetosphere is singly ionized oxygen O+, which fits well with Ganymede’s
tenuous oxygen atmosphere. In the polar cap regions, magnetic field lines are open,
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connecting Ganymede with Jupiter’s ionosphere. In these areas, energetic (tens and
hundreds of keV) electrons and ions have been detected, which may cause the au-
roras observed around the Ganymedian poles. Meanwhile, heavy ions precipitate
continuously on Ganymede’s polar surface, sputtering and darkening the ice.
In addition to the intrinsic magnetic moment, Ganymede has an induced dipole
magnetic field, the existence of which is connected with the variation of the Jovian
magnetic field near the moon’s trajectory. The induced moment is directed radially to
or from Jupiter following the direction of the varying part of the planetary magnetic
field, and is an order of magnitude weaker than the intrinsic one. The induced
magnetic field of Ganymede is similar to those of Callisto and Europa, indicating
that Ganymede also has a subsurface water ocean with a high electrical conductivity.
A demonstration of the induced field, intrinsic field, and the resulting miniature
magnetosphere is shown in Figure 1.4.
Ganymede’s magnetosphere remains enigmatic, particularly given that similar
bodies do not have a magnetosphere. As an ideal object of reconnection studies,
there are still many unanswered questions:
1. What are the signatures of reconnection at Ganymede’s magnetopause?
2. What are the properties of the flux transfer events (FTEs) at the upstream
magnetopause?
3. How efficient is the upstream reconnection process quantitatively?
4. Are there any intrinsic periodicities in the interaction between Jovian plasma
and Ganymede’s magnetosphere?
We are trying to construct physical models based on current observations, analyze
and predict the behavior of Ganymede’s magnetosphere.
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1.3.4 Magnetosphere Modeling
Through numerical simulations, many of the observational findings have been
confirmed and well explained. The first 3D resistive MHD model for Ganymede’s
magnetosphere was published in 2002 [Kopp and Ip, 2002], in which researchers de-
scribed how the magnetic field configuration of Ganymede’s magnetosphere could
change under different external plasma conditions. A follow-up study [Ip and Kopp,
2002] using the same model linked the ion acceleration and sputtering effects asso-
ciated with magnetopause reconnection. Later a multi-ion MHD model [Paty and
Winglee, 2004, 2006, Paty et al., 2008] was adapted to Ganymede to study the be-
havior of different ion species within Ganymede’s magnetosphere, such as estimation
of ion sputtering rates, energy distribution and ionospheric outflow. A different resis-
tive MHD model was applied to Ganymede by Jia et al. [2008], where they coupled,
for the first time, the moon’s interior to the global magnetosphere. Later they refined
their MHD model by developing improved inner boundary conditions and incorporat-
ing an anomalous resistivity model that allows for simulating fast reconnection [Jia
et al., 2009]. The new model not only yields satisfactory agreement with the Galileo
observations but also predicts that Ganymede’s magnetopause reconnection occurs
in a non-steady manner under fixed upstream conditions [Jia et al., 2010]. [Duling
et al., 2014] later proposed a new treatment of non-conducting surface boundary
in the resistive MHD frame, which also achieves nice agreement with the Galileo
magnetometer data. Meanwhile, [Dorelli et al., 2015] extended the MHD model to
include Hall effect, which allows asymmetries and ion drifts inside the magnetosphere.
[Fatemi et al., 2016] presented a hybrid model for constructing the electromagnetic
field of the magnetosphere and a test particle model with the field information as
input to demonstrate that the precipitating energetic particle fluxes are the primary
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driver for altering the surface brightness of Ganymede. Recently, [Wang et al., 2018]
have employed a 10-moment closure model for Ganymede with electron kinetics in-
cluded, which is shown to have the potential of capturing local electron and ion
kinetics within global magnetosphere simulations.
The coupled fluid-kinetic model [To´th et al., 2016], which is the predecessor of
the current model used in this study, embed a local kinetic Particle-in-Cell (PIC) re-
gion inside the global Hall MHD domain. This approach allows resolving important
kinetic processes near the reconnection site, which is of great interest to magneto-
sphere study. We have improved the model by adding a resistive layer at the inner
boundary, switching to high resolution spherical grid for better refinement inside
the magnetosphere, and employing a new charge and energy conserving PIC scheme
for reducing numerical errors. Our study focuses on the structure and dynamics of
the magnetosphere, with special emphasis on the upstream magnetic reconnection,
using numerical modelling. The model is thoroughly introduced in Chapter II. All
the input parameters used in our simulations are inferred from the observations by
the Galileo spacecraft that recorded six close encounters of Ganymede during its
eight years in the Jovian system. The improvements and inferences and presented in
Chapter III, and the detailed reconnection-driven dynamics at Ganymede’s upstream
magnetopause are presented in Chapter IV.
1.4 Modern Supercomputer Architecture
High fidelity physical models nowadays cannot be built without computers. Par-
allel computing has risen to prominence since the 1990s with the advancement of
supercomputing power. Supercomputers in 1990s were faster than PCs because of
higher clock speed. Current supercomputers are fast not because of high single core
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frequency, but because of the large scale of cores involved. The speed of a super-
computer is typically measured in Floating Point Operations Per Second (FLOPS).
The High Performance Linpack (HPL) [Dongarra et al., 2003], which solves a dense
system of linear equations, is chosen as a standard benchmark for the performance.
Intel ASCI Red was the first TFLOPS (Tera, or 1012 FLOPS) supercomputer. In
2008, IBM Roadrunner became the first supercomputer with the speed of PFLOPS
(Peta, or 1015 FLOPS ). As of November 2019, Oak Ridge National Laboratorys
Summit system holds top honors with an HPL result of 148.6 petaflops, and the
aggregate performance of the top 500 system sits at 1.65 exaflops. [Organization,
2019] The next breakthrough in the area of supercomputing will be the Exascale
supercomputer with the processing speed to be measured in Exa-FLOPS (1018).
Figure 1.5 shows the exponential growth of computing power for the top 500
supercomputers in the past decade. The fitted lines show that in all 3 measures the
computing power increases by one magnitude every 5 years, although in the last 10
years the progress has slightly slowed down. As an illustration, the 20-minute time-
accurate simulation in this thesis research takes 230 hours to finish with 2000 cores
on the fifth fastest machine Frontera, which is in total 0.46 million core hours. If this
growth trend continues and our new model suits the massive parallel arthitecture,
within 10 years we will be able to do the same simulation in less than 3 hours.
1.4.1 Parallelism
Parallelism means that the computational tasks are carried out in parallel and
dealt with simultaneously. Current global magnetosphere research models usually
contain tens of millions of grid cells, which are divided into regions or blocks and
solved in parallel by the computers. Two different types of parallelisms are supported:
18
Figure 1.5: The performance in terms of FLOPS for the top 500 supercomputers from 06/1993
to 11/2019.
1. multithreading
2. distributed processing
In the high performance computing community, the multithreading is typically
handled by Open Multi-Processing (OpenMP) and the distributed processing
is typically handled by the Message Passing Interface (MPI). As an extension
to CPU-based computing, GPU computing has risen up in recent years for algebraic-
intensive work, such as machine learning and particle simulations. The strengths and
weaknesses of each of them is further discussed in Chapter V. Preliminary attempts
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of MHD computation offload to GPU with OpenACC, a programming standard
for simplifying parallel programming of heterogeneous CPU/GPU systems, is also
presented. Parallelism is extensively used in this thesis work, from large scale physical
model development, post-processing, to data analysis.
1.4.2 Platform
The computing resources for this thesis research were mostly provided by NSF
flagship supercomputers Bluewaters and Frontera. Table 1.2 summarized the key
parameters of these two supercomputers.
Table 1.2: Platform Information
Name Blue Waters Frontera
Processor AMD 6276 Interlagos Intel Xeon Platinum 8280 (”Cascade Lake”)
Sockets/Node 2 2
Cores/Node 32* 56
Threads/Core 1 1**
Clock rate (GHz) 2.3 2.7GHz***
RAM (GB/core) 2 3.4
Memory Bandwidth (GB/s) 102.4 228.2
Fortran compiler used ifort, gfortran ifort
* The Interlagos processor has 8 Bulldozer cores, but viewed as 16 ”processors” by the Linux system.
These ”processors” are the schedualable integer cores that work with the floating point unit.
** Hyperthreading is off by default.
*** 1.4-3.7GHz depending on instruction set and number of active cores, 2.7GHz is the nominal value.
CHAPTER II
Model Description
We present the MHD with embedded Particle-in-Cell model, i.e. MHD-
EPIC, in great detail, and emphasize its application on Ganymede’s magnetosphere
study. Simulations presented in this thesis are performed with the Space Weather
Modeling Framework (SWMF) [To´th et al., 2012]. The global magneotsphere
component (GM) is running the magnetohydrodynamics model BATS-R-US, and
the kinetic particle-in-cell component (PC) is running the PIC model iPIC3D or
GL-ECSIM. The two models are coupled together within SWMF, making it pos-
sible to obtain detailed kinetic physics inside the global fluid description of magne-
tosphere. Each model is introduced separately below, followed by the specific setup
for Ganymede’s environment during the Galileo close encounter flybys.
2.1 Space Weather Modeling Framework
The Space Weather Modeling Framework (SWMF) is a collection of loosely
coupled, physics-based numerical models for simulating space weather and space
physic processes on a wide range of spatiotemporal scales [To´th et al., 2005, 2012,
CSE]. On the top level, the framework is responsible for the parallel execution of the
models and the data transfer required by the coupling of the models through Mes-
sage Pass Interface (MPI). Common utilities like linear solvers, mesh interpolation
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algorithms, coordinate transformations and timings are provided through the shared
libraries. The development goal is to minimize the cost of coupling different numeri-
cal models while maintaining their independence. User manuals and documents can
be found at the CSEM website.
2.2 BATSRUS
The Block-Adaptive-Tree Solarwind Roe Upwind Scheme (BATS-R-US)
[Powell et al., 1999, De Zeeuw et al., 2000] is a multi-physics MHD code written in
Fortran 90+ that has been actively developing at the University of Michigan for
over 20 years. It is the most complex and often the most computationally expensive
model in SWMF that has been applied to simulate multi-scale space physics systems
including, but not limited to, the solar corona, the heliosphere, planetary magne-
tospheres, moons, comets and the outer heliosphere. For the purpose of adaptive
mesh refinement (AMR) and running efficiency, the code was designed from the
very beginning to use a 3D Cartesian block-adaptive mesh with MPI parallelization
[Stout et al., 1997, De Zeeuw et al., 2000]. In 2012, the original block-adaptive im-
plementation has been replaced with the newly designed and implemented Block
Adaptive Tree Library (BATL) [To´th et al., 2012] for creating, adapting, load-
balancing and message-passing a 1, 2, or 3 dimensional block-adaptive grid in gener-
alized coordinates. The major advantages of adaptive block approach include locally
structured grid in each block, cache optimizations due to relatively small arrays as-
sociated with the grid blocks, loop optimization for fixed sized loops over cells in
the block, and simple load balancing. Larger blocks reduce the total number of
ghost cells surrounding the grid blocks, but make the grid adaptivity less economic.
Smaller blocks allow precise grid adaptation, but require a large number of blocks
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and more storage and computation spent on ghost cells. The typical choice of block
size in 3D ranges between 43 to 163 grid cells, with an additional 1-3 layers of ghost
cells on each side depending on the order of the numerical scheme.
BATS-R-US has been gradually evolving into a comprehensive code by adding
new schemes as well as new physical models. Currently, 60 equation sets from ideal
hydrodynamics to the most recent six-moment fluid model [Huang et al., 2019] are
available. The most important applications solve various forms of the magnetohydro-
dynamic (MHD) equations, including resistive, Hall, semi-relativistic, multi-species
and multi-fluid MHD, optionally with anisotropic pressure, radiative transport and
heat conduction. There are several choices of numerical schemes for the Riemann
solvers, from the original Roe scheme to many others combined with a second order
total variation diminishing (TVD) scheme or a fifth order accurate conservative finite
difference scheme [Chen et al., 2016]. The time discretization can be explicit, point-
implicit, semi-implicit, explicit/implicit or fully implicit. A high level abstraction of
the code structure is presented in Figure 2.1.
A powerful feature of BATS-R-US is the incorporation of user modules. This is an
interface for users to modify literally any part of the kernel code without interfering
with other modules. It provides a neat and easy way to gain high-level control of
the simulations. Currently there are 51 different user modules in the repository,
mostly used for the setup of specific initial and boundary conditions and additional
user-defined source terms for the specific applications.
2.2.1 Hall MHD + Electron Pressure Equation
The Hall MHD module of BAT-S-RUS is initially described in [To´th et al., 2008].
As an extension to the ideal/resistive MHD model, Hall MHD decouples the electron
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Figure 2.1: The high level structure of BATS-R-US. The AMR library BATL is used for mesh
generation, refinement and message passing. Explicit, fully-implicit, semi-implicit, part-implicit
and point-implicit schemes can be used for time advance. Numerical flux schemes of 1st, 2nd and
5th order can be chosen. Multiple versions of the equation and user modules containing the equation
variable definitions and the application specific codes are available.
and ion motions by retrieving the Hall term in the generalized Ohm’s law
E = −u×B + ηJ + 1
en
J×B− ∇pe
ne
, (2.1)
where the first term on the right-hand-side is the convective term, the second is the
resistive term, the third is the Hall term, and the fourth is the electron pressure
gradient term. The electron pressure scalar is simplified from the electron pressure
tensor, and is obtained from an independent electron pressure equation. For all the
simulations of Ganymede’s magnetosphere, we choose an explicit-implicit timestep-
ping scheme ((the Hall and resistive terms are solved implicitly)) and a numerical
flux of Sokolov scheme [Sokolov et al., 1999] with third-order monotonized central
(Koren) limiter in BAT-S-RUS. The Hall effect is restricted to |x| < 5RG, |y| < 4RG
and |z| < 4RG box region excluding a sphere of radius 1.05RG centered at the moon
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to speed up the simulation. (x, y, z) is defined in the GphiO system, where x̂ is along
the flow direction, ŷ is along the Ganymede-Jupiter vector with positive direction
pointing towards Jupiter, and ẑ is along the spin axis.
The Hall MHD equations (with electron pressure gradient term and separate elec-
tron pressure equation) to be solved are
∂ρ
∂t
= −∇ · (ρu) , (2.2)
∂(ρu)
∂t
= −∇ ·
(
ρuu + (p+ pe)I¯ +
B2
2µ0
I¯ − BB
µ0
)
, (2.3)
∂e
∂t
= −∇ ·
[
(+ p) u + (e + pe)ue + ue ·
(
B2
µ0
I¯ − BB
µ0
)
−B× ηj
]
,
(2.4)
∂B
∂t
= −∇×
[
ue ×B + ηj− ∇pe
ne
]
, (2.5)
∂pe
∂t
+∇ · (peue) = −(γ − 1)pe∇ · ue. (2.6)
where I¯ is the identity matrix, ρ is the mass density, u is the plasma bulk velocity,
B is the magnetic field, pe is the electron pressure, p is the ion thermal pressure, and
j = ∇×B/µ0 is the current density. The Hall velocity is defined as
vH = − j
ne
, (2.7)
and the electron bulk velocity is given by
ue = u + vH . (2.8)
The total energy density is
e = + e +
B2
2µ0
=
1
2
ρu2 +
1
γ − 1(p+ pe) +
B2
2µ0
, (2.9)
where  is the hydrodynamic energy density and γ is the adiabatic index. Note that
in our Hall MHD model only (ρ,u,B, p, pe) are unknowns; all others are derived
quantities.
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The continuity equation (2.2), momentum equation (2.3), energy equation (2.4)
and electron pressure equation (2.6) are solved with an explicit timestepping scheme,
while the magnetic induction equation (2.5) is solved with a semi-implicit scheme.
Specifically, the convection term u×B and electron pressure gradient term ∇pe/ne
are advanced using explicit timestepping, while the resistivity term ηJ and Hall term
vH ×B are advanced with an implicit scheme to handle the stiff problems without
limiting the discrete timesteps.
The hyperbolic cleaning and eight-wave schemes [Dedner et al., 2002, Powell
et al., 1999] are used to keep the divergence-free magnetic field constraint. Spe-
cial treatment of small cells near the axis of symmetry of the spherical grid is taken
into account by smoothing the cell-center quantities in φ̂ to increase the timesteps
and reduce the discontinuities near the pole axis. In addition, an accurate parallel
fieldline-tracing scheme is used to capture the open-closed field line boundary and
magnetic field topology.
2.3 Particle-in-Cell Model
In the PIC model we use, the Maxwell’s equations are differenced in space on a
uniform Cartesian grid. The electric field E and the current densities J are evaluated
at the vertices of the grid, while the magnetic field B and charge densities ρ are
calculated at the centers of the cells. The field storage and indexing for a single cell
(i,j,k) are demonstrated in Figure 2.2.
The particle-in-cell (PIC) model consists of two major parts. First, the macro
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Figure 2.2: Staggered field storage in the PIC algorithm for cell index (i,j,k). The electric field
E and the current densities J are evaluated at the vertices of the grid, while the magnetic field B
and charge densities ρ are calculated at the centers of the cells.
particles satisfying the Vlasov equation are pushed via
dxp
dt
= vp, (2.10)
dvp
dt
=
qp
mp
(
Ep + vp ×Bp
)
, (2.11)
where xp is the particle position and vp is the particle velocity, Ep and Bp are field
values interpolated at the particle’s position. Secondly, the electric field E is obtained
from the second order form of Maxwell’s equation
0µ0
∂2E
∂t2
−∇2E = −µ0∂J
∂t
− 1
0
∇ρ, (2.12)
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and the magnetic field is then updated from the induction equation
∂B
∂t
= −∇× E. (2.13)
The speed of light c is reduced to 4000km/s to decrease the number of iterations for
the implicit solver, and the ion-electron mass ratio mi/me is set to 100 to reduce the
scale separation of electron skin depth and ion inertial length. We have tested two
different numercial schemes in solving the above equations: iPIC3D and GL-ECSIM.
2.3.1 Implicit Particle-in-Cell Method
The implicit 3D PIC (iPIC3D) code uses a 3-step Picard iteration for the particle
mover as well as an implicit GMRES solver [Saad and Schultz, 1986] for the electric
field. The complete process is described in [Markidis et al., 2010]. It was later
discovered that by not conserving either momentum and energy, unphysical numerical
waves are generated near the magnetopause from our coupled runs. Therefore we
have developed and implemented a more accurate PIC algorithm presented in the
next subsection.
2.3.2 Energy Conserving Semi-Implicit Method
The Energy Conserving Semi-Implicit Method (ECSIM) from [Lapenta, 2017] has
recently been implemented into the in-house iPIC3D model, and has been improved
with better stability, charge conservation, and particle splitting-merging algorithm.
The new model is called Gauss’s Law satisfying Energy Conserving Semi-Implicit
Method (GL-ECSIM) [Chen and To´th, 2019]. Here we present the key steps in the
algorithm.
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The macro particles with position xp and velocity vp are updated explicitly via
xn+1/2p = x
n−1/2
p + ∆tv
n
p , (2.14)
vn+1p = v
n
p +
qp∆t
mp
[
En+θ +
vnp + v
n+1
p
2
×Bn
]
, (2.15)
where the position xp and velocity vp are evaluated alternately in a leapfrog style,
the electric field is evaluated at n+ θ time level, and magnetic field Bn is evaluated
at n time step [Lapenta, 2017].
The electric and magnetic fields are updated implicitly at the same time
Bn+1 −Bn
∆t
= −c∇× En+θ, (2.16)
En+1 − En
∆t
= −c∇×Bn+θ − 4piJ¯, (2.17)
where J¯ is the predicted current at n+ θ time stage, and it depends on the unknown
electric field En+θ. The values at time level n+ θ are defined as a linear combination
of the values at the n and n+ 1 stages with weights 1− θ and θ:
En+θ = (1− θ)En + θEn+1 (2.18)
Bn+θ = (1− θ)Bn + θBn+1 (2.19)
Substituting Equation 2.18, 2.19 into 2.16 and 2.17, we obtain the second order
implicit equation of En+θ:
En+θ + (cθ∆t)2
[∇(∇ · En+θ)−∇2En+θ] = En + cθ∆t(∇×Bn − 4pi
c
J¯
)
, (2.20)
where J¯ is the predicted current at n+ θ time stage, which depends on the unknown
electric field En+θ [Lapenta, 2017]. Note that the discretized equations are written
in CGS units for convenience in the code.
The exact energy conservation can be achieved only if θ = 0.5 and proper spatial
discretizations are used. However, simulation tests show that with θ = 0.5 it may
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still create numerical waves [Chen and To´th, 2019]. In our coupled simulation, we
choose θ = 0.51 that sacrifices the energy conservation a little bit but significantly
improves the robustness. Besides, the above procedure does not guarantee charge
conservation, so after the updates we apply methods of correction to reduce the
numerical artifacts.
The new scheme is applied to the MHD-EPIC model presented in Chapter III and
IV.
2.4 MHD-EPIC
MHD
t = 0
PIC
t = 0
PIC region, initial and 
boundary conditions
t = Δtcouple t = Δtcouple
m steps
Δt = ΔtMHD
n steps
Δt = ΔtPIC
PIC solution in PIC region
MHD boundary conditions
Figure 2.3: Temporal discretization of the MHD-EPIC coupling algorithm, based on Figure 1 in
[Daldorff et al., 2014].
The global computational domain is simulated by a Hall-MHD model, with an
embedded PIC region at the upstream magnetopause. The MHD and PIC models
exchange information for plasma and electro-magnetic field through the framework.
These two models are coupled together through SWMF and form the MHD-EPIC
fluid-kinetic model, as shown in Figure 2.3. Multiple versions of MHD-EPIC have
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Table 2.1: Simulation Parameters for Galileo’s Six Close Encounters
Ganymede’s Dipole Moment Background Flow
Flyby Mz [nT ] My [nT ] Mx [nT ] B
bk
x B
bk
y B
bk
z v [km/s] ρ [amu/cm
3] P [nPa] MA β
G1 -716.8 82.5 -24.7 6 -79 -79 140 28 1.9 0.30 0.38
G2 -716.8 80.0 -29.3 17 -73 -85 140 28 1.9 0.30 0.38
G7 -716.8 14.0 -20.9 -3 84 -76 130 28 1.9 0.28 0.37
G8 -716.8 51.8 -18.0 -10 -6 -86 140 56 3.8 0.55 1.60
G28 -716.8 17.0 -19.3 -7 78 -76 140 28 1.9 0.31 0.41
G29 -716.8 84.2 -18.4 -9 -83 -79 140 28 1.9 0.30 0.36
been successfully applied to Mercury [Chen et al., 2019], Earth [Chen et al., 2017],
Mars [Ma et al., 2018], and Ganymede [To´th et al., 2016, Zhou et al., 2019]. As an ex-
tension to the previous MHD-EPIC modeling work on Ganymede [To´th et al., 2016],
we now solve the Hall MHD equations with a separate electron pressure equation
in BAT-S-RUS. The magnetic induction equation is solved throughout the mantle
of the moon to allow for the magnetic field to diffuse through the planetary body.
Electrons and ions inside the upstream reconnection region covered by the PIC box
are simulated with the improved GL-ECSIM scheme [Zhou et al., 2019, accepted,
2020].
2.5 Ganymede’s Magnetosphere Simulation
For the simulations presented in the next two chapters, we use the same initial
and boundary conditions as described below, but different grid resolutions. The grid
information is given in each chapter respectively.
2.5.1 Initial Conditions
Ganymede’s magnetic field is composed of a permanent dipole generated by the
core and an induced dipole from interactions with the time-varying Jovian magnetic
field [Kivelson et al., 2002]. Both dipole moments can be calculated from statistical
fitting of Galileo magnetometer data over flybys, while higher order moments are
ignored in our simulations. Table 2.1 lists the total dipole moments for each flyby.
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The initial conditions for primitive variables are based on the upstream conditions.
The plasma density is set to the observation average of 4cm−3 for G8 flyby where
Ganymede’s orbit is inside Jupiter’s current sheet and 2cm−3 for other flybys with
an average mass per unit charge 14 amu representing a mixture of H+ and O+. We
assume ions are singly charged and treat energetic and thermal ions as a single fluid.
The total thermal pressure of the ambient plasma is set as pt = 3.8 nPa for G8 flyby,
and pt = 1.9 nPa for the other five flybys which occurred away from the central
plasma sheet, according to [Kivelson et al., 2004].
2.5.2 Boundary Conditions
There are three kinds of boundaries in the BAT-S-RUS model: the outer boundary
(cut off by a box), the surface boundary (r = 1RG), and the core boundary (r =
0.5RG). Figure 2.4 shows a sketch of the three boundary geometries.
Figure 2.4: Sketch of the boundaries in the MHD model. 1 represents the core boundary at
r = 0.5RG, 2 represents the surface boundary at r = 1RG, and 3 represents the outer boundary.
We are using steady upstream conditions for each flyby simulation since Jupiter’s
rotation period (∼10 h) and Ganymede’s orbital period (∼7.15 d) are much longer
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than the time it takes for Jupiter’s corotating plasma to flow past Ganymede’s mag-
netospheric system, which is on the order of minutes [Jia et al., 2008]. For the
outer boundaries, we specify primitive variables ρ,u,B, p, pe at upstream and down-
stream faces with constant values corresponding to those observed by Galileo for
each individual pass as shown in Table 2.1. The ion-electron temperature ratio is
set to 18 based on Table 21.1 in [Kivelson et al., 2004]. We apply a fixed boundary
condition at the upstream and downstream faces because the flow is subsonic and
sub-Alfve´nic. The other sides of the outer box boundary are set with zero-gradient
boundary conditions to allow for the Alfve´n wings, although fixed boundaries would
also work.
For the inner boundaries, we followed Jia et al. [2009] with special care on ve-
locities and magnetic fields. The dipole field in our model is set as the sum of a
permanent dipole B0 and a prescribed induced dipole field B1 due to the interaction
between the time-varying background field and the conducting layer calculated by
Kivelson et al. [2002]. The dipole moments at the core boundary 0.5RG are shown
in Table 2.1. In the MHD model we only solve for B1 while keeping B0 constant.
The semi-implicit scheme implemented in BAT-S-RUS allows us to solve for ∂B/∂t
contributed from the magnetic diffusion term separately from the convection term.
This capability has been successfully applied to model the induction effect at Mer-
cury [Jia et al., 2015], and becomes more robust with the new option of setting
multi-boundary layer in BATS-R-US. During each timestep, the surface boundary
(r = 1RG) is turned on at first to solve for ρ,u,B, p, pe from surface boundary to
the outer boundary. A mass density of 550 amu/cm3 with an average temperature
of 20 eV (corresponding to pressure p = nkBT = 0.125 nPa) are fixed, and the flow
velocity is set to be continuous perpendicular to the local magnetic field and zero
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Table 2.2: Boundary condiitons
Core Boundary (r = 0.5RG) Surface Boundary (r = 1RG) Outer Boundary (box)
upstream, downstream other
ρ fixed, 550 amu/cm3 fixed float
p fixed, 0.115 nPa fixed float
pe fixed, 0.01 nPa fixed float
V V ⊥ B fixed float
B dipole fixed float
along the parallel direction (uperp2 = uperp1, where subscripts “1” and “2” denote the
physical and ghost cell faces respectively) at the surface boundary. Then the surface
boundary is turned off, and the magnetic diffusion term with resistivity as well as
the Hall term are calculated in the full domain with an implicit scheme and added
to B. The inner boundary of the Hall region is set slightly away from the surface
at r = 1.05RG to avoid numerical issues. The core boundary (r = 0.5RG) for B is
always set to a fixed dipole during the flyby. After everything is updated, we move
on to the next timestep and repeat the above process. The boundary conditions are
summarized in Table 2.2.
It has been suggested from both gravity [Anderson et al., 1996] and magnetometer
[Schubert et al., 1996] measurements that Ganymede’s interior is most likely com-
posed of a metallic core of radius 0.15 − 0.5RG that sustains the moon’s internal
magnetic field and a silicate mantle enclosed by an ice shell. This implies that the
interior of Ganymede and its ionosphere together with the ambient space plasma
have different electrical conductivity. We therefore set an ad hoc resistivity profile in
the model shown in Figure 2.5 as a function of radial distance r (assuming spherical
symmetry in θ and φ). To include the effect of the moon’s interior, the innermost
simulation boundary is placed at r = 0.5RG, i.e. the maximum of inferred core
radius. Between the core boundary (0.5RG) and the moon’s surface (1RG) is the in-
sulating rocky mantle whose electrical conductivity is extremely low. Note that there
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is no plasma flowing in this region so the model solves only a diffusion-like equation
∂B/∂t = −∇× (η∇×B) for the magnetic field. Also as a numerical approximation
to a conducting core surface, we set the resistivity to zero at the physical cells next
to the core boundary so that the magnetic field does not change and remains equal to
the dipole field value. Using the constraints from geophysical measurements [Ander-
son et al., 1996, Schubert et al., 1996], we apply a simplified, spherically symmetric
resistivity profile from the core boundary at r = 0.5RG to a radius slightly above
the surface r = 1.05RG. A surface resistivity ∼ 4 × 105 Ω ·m (within the range of
the magnetic diffusivity estimation by [Duling et al., 2014]) is used in our simula-
tions, and the overall profile is similar to [Jia et al., 2009]. The resistivity profile
set from r = 1RG to r = 1.05RG couples the magnetic field inside and outside the
moon in our numerical approach and serve as the simplest treatment of ionosphere
conductivities. The flowing plasma outside the ionosphere (r > 1.05RG) is regarded
as infinitely conducting, so the background resistivity is set to zero. The extension
of the resistive region above the moon’s surface is necessary to properly couple the
two regions.
0.5 1 1.5 2
0
2
4
6
8 10
5
Resistivity
Figure 2.5: Radial profile of the spherical-symmetric resistivity used in the model. Values in each
cell is interpolated linearly from specified points. The resistivity is set to 0 for region r > 1.05RG.
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Table 2.3: Grid size and particle number of MHD-EPIC models.
Hall MHD, Spherical Coords. PIC, Cartesian Coords.
Grid 1, Zhou+ 2019 0.1 di, 6 M cells 0.2 di, 0.6 M cells 0.15 billion particles
Grid 2, Zhou+ 2020 0.05 di, 27 M cells 0.1 di, 2.5 M cells 0.6 billion particles
Grid 3, Zhou+ 2020 0.05 di, 27 M cells 0.05 di, 20 M cells 4.8 billion particles
mi/me = 100, di/de = 10
2.5.3 Coupling Procedure
We used a stretched spherical grid with levels of adaptive mesh refinement in
the whole computational domain for MHD, and a uniform Cartesian grid for PIC.
The grid size and particle number information for the models are listed in Table
2.3, where Grid 1 is used in Chapter III and Grid 2 and 3 are used in Chapter IV.
Interpolation and communication of variables between the two models is handled by
the coupler. In time-accurate simulations, BATS-R-US and iPIC3D advance with
different timesteps individually, and they exchange information every 0.02s. The
PIC model overwrites the MHD solution in the overlapped region, and obtains time-
dependent boundary conditions from the MHD solution. Figures 3.2 and 3.3 show
the PIC box embedded inside the MHD domain.
Computationally, we go through the steps as follows. First we obtain a quasi-
steady state solution by running BATS-R-US in local timestep mode for 30,000 steps
in ideal MHD and 20,000 steps in Hall MHD in the full computational domain. Then
we continue the simulation in time-accurate mode coupled with iPIC3D covering a
box region at the upstream magnetopause. The MHD-EPIC model runs for 20
minutes in physical time and the outputs are saved every second. Taking advantage
of a semi-implicit scheme for solving the magnetic induction equation, we are allowed
to use time steps that are not limited by whistler waves and the large resistivity in the
subsurface ocean and mantle regions. The mixture of explicit-implicit timestepping
enables us to construct a robust model with affordable computational cost.
CHAPTER III
Validation and Inferences
Ganymede’s global magnetosphere MHD-EPIC model has been improved over the
years. This chapter presents the validation of the model with various observations
and demonstrate the PIC results in detail [Zhou et al., 2019]. We use a stretched
spherical grid in GphiO coordinate system with adaptive mesh refinement (AMR)
up to 2 levels near Ganymede’s magnetosphere and Alfve´n wing structures, enabling
high resolution in r about 0.02RG(∼ 50 km), θ of 0.7o and φ of 1.4o near the moon’s
surface. In order to include Ganymede’s Alfve´n wing structure as much as possible
and avoid the unphysical wave reflection issue at the outer boundaries, we set a large
simulation domain of a cube centered at the moon with edge length l = 200RG cut
out of the spherical grid, as shown in Figure 3.1a. The grid near the inner boundary
from r = 0.5RG to r = 5RG is shown in Figure 3.1b.
In Cartesian coordinates, we set a PIC box at the upstream magnetopause between
−2.5RG ≤ x ≤ −1.125RG, −2RG ≤ y ≤ 2RG, −2.2RG ≤ z ≤ 2.2RG with grid
resolution 1/32RG (∼ 0.2di, or 2de). We initialize the PIC code with 216 ions and
216 electrons respectively in each cell with Maxwellian distribution based on the
MHD state at the beginning of the time-dependent simulation. Then we run the
coupled model, and allow macro-particles to be lost at the boundary or enter the
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Figure 3.1: On the top shows the whole simulation domain is a cube with edge length 200RG
centered around Ganymede cut out of a stretched spherical grid. On the bottom is the grid structure
near Ganymede shown by the y = 0 and z = 0 cuts. The inner boundary is represented by a
sphere with radius 0.5RG. The distance between neighboring purple balls is 1RG. Adaptive mesh
refinement is applied up to 2 levels near and within the magnetosphere. The color represents Bz
strengths in the two cut planes.
PIC domain as the system evolves.
First we show the general structure of magnetopause boundaries and Alfve´n wing
during the two upstream crossing Galileo flybys. Then the simulated quasi-steady
state magnetic fields in all six close encounter flybys are validated with magnetometer
data. The plasma velocity is compared against the G2 flyby PLS data with different
interpretations of ion mass-to-charge ratio. After that, we focus on the coupled PIC
region which covers most of the upstream magnetosphere, and demonstrate the time-
38
varying magnetic field, selected plasma moments, ion phase space distributions and
aurora estimation from particle acceleration out of the reconnection sites.
3.1 Magnetic Field Comparison for the 6 Flybys
Figure 3.2: (a) 3D front view of Ganymede’s magnetopause from G8 flyby simulation. The dark
blue sphere represents the moon’s surface at r = 1RG, the red surface represents the open-closed
field line boundary, and the yellow surface displays the Alfve´n wing that encloses Ganymede’s
magnetosphere. Field lines on the upstream passing through the x = −1.95RG, z = 0RG line are
shown with black arrow lines. The PIC box at the upstream of magneopause is indicated with blue
lines. (b) 3D anti-Jovian side view of Ganymede’s magnetopause from G8 flyby simulation. Field
lines are traced along y = 0RG, z = 0RG line at the upstream and tail region, and also over the
surface of the moon. The Galileo trajectory is plotted in green.
The most notable feature in sub-Alfve´nic plasma interaction is the Alfve´n wing.
The global structures including the Alfve´n wing and magnetopause near Ganymede
are shown in Figure 3.2 for the G8 flyby (∼ 180o upstream magnetic field clock angle
with respect to the z axis) and Figure 3.3 for the G28 flyby (∼ 135o clock angle).
Since the intrinsic dipole is only 4o off from −z axis [Kivelson et al., 2002], these two
upstream flybys can represent two typical cases with nearly anti-parallel reconnection
and strong guide field reconnection, respectively. In the 3D visualization plots, the
red surface represents the open-closed field line boundary, and the yellow surface
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Figure 3.3: a) 3D front view of Ganymede’s magnetopause from G28 flyby simulation. Field lines
on the upstream are traced along x = −1.8RG, z = 0RG line. (b) 3D anti-Jovian side view of
Ganymede’s magnetopause from G28 flyby simulation. Field lines are traced along y = 0RG, z =
0RG line at the upstream and tail region, and also over the surface of the moon. The Galileo
trajectory is plotted in green.
displays the boundary of field lines with one end connected to the moon and the
other end connected to the outer boundaries. During the G8 flyby, the perturbed
field lines within the yellow surface form the nearly symmetric Alfve´n wing structure
over the poles, while for the G28 flyby the southern Alfve´n wing is tilted towards
the sub-Jovian side and the northern Alfve´n wing is tilted towards the anti-Jovian
side. At the upstream magnetopause, the topology of magnetic field lines are quite
different with/without the guide field (approximately By component).
With Hall physics included in our simulation, there is no true steady state in the
global dynamic system, but we can obtain an approximately steady state solution.
First we validate the quasi-steady state Hall MHD solution for all six Galileo flybys.
The magnetic field comparisons are shown in Figure 3.4. The Galileo trajectories for
G1, G2, G7 and G29 flybys go through the Alfve´n wing near the north pole region,
while the trajectories for G8 and G28 flybys go across the upstream low latitude
magnetosphere. Note that PIC is not turned on in the steady state convergence
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Figure 3.4: Magnetic field comparison with Galileo observation for quasi-steady state simulations
of all six flybys. In each subplot, the Galileo magnetometer measurements are shown as black solid
lines and the simulation results are plotted as red solid lines.
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runs. Due to the fact that the conductance of the mantle, subsurface ocean and
ionosphere are not well constrained observationally, our choice of conductivity profile
is simply based on estimation of reasonable range and comparisons with observed
magnetic fields. Our simulation tests show that the magnetic field near the moon
is very sensitive to the profile of conductivity as well as the grid resolution and
structure. Taking conductivity into consideration in such a small magnetosphere
can significantly modify its size and shape. With the inclusion of the resistive body,
the overall size of the magnetosphere matches better with observations such that no
stretching or shifting of the Galileo trajectory is needed, in contrast with [Dorelli
et al., 2015] and [To´th et al., 2016] The validation here shows that our Hall MHD
model can faithfully reproduce the magnetic field observed by Galileo under different
upstream conditions. For the four Alfve´n wing flybys, G1, G2, G7 and G29, the
differences in the magnetic field data comparisons indicate that the location or size
of our simulated Alfve´n wing is slightly different from observation. Especially during
the inbound crossings of the G7 and G29 flybys, the locations of the Alfve´n wing
are shifted inward, which is similar to the resistive MHD simulation results by Jia
et al. [2009]. The agreement in the two upstream magnetopause crossings shows
that the position of open-closed field line boundary is well captured in Hall MHD,
which gives a nice starting point of incorporating the PIC box region at the upstream
magnetosphere.
3.2 Plasma Velocity Measurements
Plasma measurements from the Galileo Plasma Subsystem (PLS) have been pub-
lished for the G2 flyby [Frank et al., 1997b]. Collinson et al. [2018] recently re-
analyzed the PLS data to obtain a new set of plasma moments for the G1 and G2
42
-100
0
100
200
Bx
 [n
T]
Galileo G8 Flyby Magnetic field
Obs
Sim
-100
0
100
By
 [n
T]
-100
0
100
Bz
 [n
T]
15:40 15:50 16:00 16:10 16:20
May 07, 1997   
0
100
200
B 
[nT
]
(a)
(b)
Figure 3.5: (a) Magnetic field extracted along the Galileo trajectory from 20 min time-accurate
MHD-EPIC simulation of G8 flyby inside the PIC box region. The black line is the observations and
the red line is the simulation results. Signatures of flux rope can be identified during the inbound
crossing of magnetopause between 15 : 51 ∼ 15 : 52 UT, where sharp rotations of magnetic field,
especially in the By component, are present. (b) 3D topology of the magnetic field lines traced
along the Galileo trajectory (shown by the white dots) inside the upstream PIC box at 15:51 UT.
The colors of the field lines show the ion pressure.
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Figure 3.6: (a) Magnetic field extracted along the Galileo trajectory from 20 min time-accurate
MHD-EPIC simulation of G28 flyby inside the PIC box region. The black line is the observations
and the red line is the simulation results. (b) 3D topology of the magnetic field lines traced along
the Galileo trajectory (shown by the white dots) inside the upstream PIC box. The colors of the
field lines show the ion pressure.
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Figure 3.7: Comparisons of parallel and perpendicular components of the plasma bulk flow ve-
locities relative to the magnetic field for the G2 flyby. The PLS plasma data are obtained from (a)
[Frank et al., 1997b] and (b) [Collinson et al., 2018], while the simulation data presented in red lines
are from steady state Hall MHD. In each panel, the blue dots represent bulk flows derived from
the PLS measurements for heavy ions with mass-per-charge (M/Q) = 16. The gray dots are the
calculated moments assuming M/Q = 1, and the black dots represent bulk flows assuming M/Q
= 16. The two vertical dashed lines mark the inbound and the outbound magnetopause crossings
identified from the magnetic field data, respectively.
flybys. Here we compare the plasma velocities for the G2 flyby from our Hall-MHD
simulation with the PLS moments obtained by both Frank et al. [1997b] (Figure
3.7a) and Collinson et al. [2018]. (Figure 3.7b). Following the approach used in the
same kind of comparison in [Jia et al., 2009], we have plotted two velocity profiles for
the PLS data corresponding to two different assumptions of the ion mass-per-charge
(M/Q): blue and black dots for heavy ions of M/Q= 16, and gray dots for light ions
of M/Q= 1. The velocity components shown in Figure 3.7 have been decomposed
into the parallel and perpendicular directions with respect to the magnetic field.
First of all, outside the magnetosphere (the magnetopause crossings are marked
by the vertical dashed lines), the flow velocities in our model agree very well with
the PLS velocity data derived by Frank et al. [1997b], but deviate from the Collinson
et al. [2018] study that gave much reduced plasma speeds. It is important to point out
that our simulation assumes a nominal flow speed of ∼ 150 km/s for the unperturbed
Jovian plasma at the upstream boundary.
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Secondly, inside the magnetosphere, due to lack of direct measurement of the ion
mass-per-charge, there is ambiguity in deriving the plasma moments using the raw
PLS measurements. Therefore, the previously published work typically provide two
sets of moments with different assumptions of ion mass-per-charge, both of which
are shown in Figure 9 for comparison. Overall, our Hall-MHD model prediction,
especially the perpendicular velocity component that is governed by the E×B drift,
agrees better with the derived PLS velocity data assuming heavy ions. This result
is consistent with the finding obtained in the previous MHD modeling of Jia et al.
[2009], both in support of the suggestion first made by Vasyliu¯nas and Eviatar [2000]
that the plasma population detected by the Galileo PLS inside Ganymedes polar cap
during the G2 flyby is composed mainly of heavy ions.
Thirdly, near the inbound magnetopause crossing, our Hall MHD model predicts
higher plasma velocities than seen in both Frank et al. [1997b] and Collinson et al.
[2018] results. These high speed flows in our model are associated with reconnection
jets produced by magnetopause reconnection near the flanks. Typically we have
observed stronger outflow velocities in Hall MHD than in MHD-EPIC, but in both
models the long X-line extends along Ganymede’s magnetopause and create outflow
jets that is not revealed by the PLS data. Therefore, the discrepancy between the
model and data may be due to lack of high fidelity measurements, but clearly further
studies and new observations are needed to confirm our model prediction.
3.3 Upstream Dynamics
Generally, sources of magnetic field variations during the magnetopause crossing
include the Hall effect, FTEs, waves and instabilities. It is hard to predict theo-
retically the contribution from each part in different regions of a nonlinear system.
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Similarly to previous work of G8 flyby simulation [To´th et al., 2016], by extracting
the magnetic field from the time-accurate runs along the Galileo flyby trajectories,
we can examine reconnection-related features in the magnetic field especially near
the magnetopause. From this point forward, we will only discuss results from time-
accurate MHD-EPIC simulations of the G8 and G28 flybys. The magnetic field
comparisons from the MHD-EPIC of the G8 and G28 flyby simulation are shown in
Figure 3.5a and Figure 3.6a. A 20-minute simulation is sufficient to cover the in-
bound and outbound crossings for both G8 and G28 flybys in a continuous manner.
Since there is no time variation in the driving conditions and flux transfer events
are generated spontaneously, we have the freedom to shift the start time of the sim-
ulation relative to observations. The data outside the simulation time interval are
compared with outputs from the same snapshot of the starting and ending points.
Figure 3.5a shows the magnetic field comparison for the time-accurate G8 flyby
MHD-EPIC simulation, and Figure 3.5b shows the corresponding 3D field line trac-
ing along Galileo’s trajectory in one snapshot inside the PIC region at the upstream
magnetopause. The oscillations in the three magnetic field components, especially
By during the G8 inbound crossing, are clear signatures of a transient FTE formed
at the upstream magnetopause, while the overall magnetospheric structure is similar
to that in the quasi-steady state. During the G8 flyby, Galileo was moving in the
+y direction (right to left in the Figure) from anti-Jovian side to sub-Jovian side.
We identify flux ropes during the magnetopause inbound crossing with enhanced ion
pressure at the center, and show field lines that just get reconnected from X-lines at
the outbound crossing. In the observed magnetic field, there are spikes during the
outbound crossing near 16 : 03 UT, which is potentially a transient signature associ-
ated with a flux rope that is not entirely captured by the model at the same physical
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time. By going through all the snapshots in the 20-min simulation, we do find flux
ropes forming near the outbound magnetopause locations. In a complicated nonlin-
ear system where no true steady state exists, it is not possible to reproduce exactly
the same observation given the available observational constraints and the nature
of flux rope formation. However, the fact that the overall trend and fluctuation as
shown by time-accurate magnetic field comparisons and the power spectra (Figure
14 in our previous paper [To´th et al., 2016] agree well with observations suggests
that the MHD-EPIC model provides a very good description of the magnetic field
structure at Ganymede.
Figure 3.6 displays the scenario for the G28 flyby in the same format as in Figure
3.5. In this case with near unity guide field (Bz ∼ By), the magnetic field tends
to be more steady, even though one can still argue that there are small flux rope
signatures during the magnetopause crossing. Actually, we do find flux ropes on the
upstream magnetopause as shown in Figure 3.6b; however, these appear mostly in
regions away from the G28 flyby trajectory, so we cannot easily see them in the 1D
synthetic magnetometer data.
Our model provides many more quantities beyond ideal MHD inside the PIC re-
gion. We plot magnetic field, pressure and velocity from PIC outputs on the y = 0
meridional cut plane in Figure 3.8 at t = 420s. A pattern of quadrupolar Hall mag-
netic field centered at (x, z) = (−1.9RG, 0.05RG) is clearly shown in Figure 3.8a,
with a small electron diffusion region (Figure 3.8e) and a relatively large ion dif-
fusion region (Figure 3.8f). There is also a fast electron drift in the out-of-plane
(approximately y) direction across the magnetopause (Figure 3.8d), peaked at the
reconnection sites due to curvature of B and the Hall effect. The deflection of elec-
trons and ions in opposite directions at the magnetopause causes a Chapman-Ferraro
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Figure 3.8: Contour plots in the meridional plane y = 0 containing the upstream magnetopause
from time-accurate G8 simulation at t = 420s. The color contours represent (a) By (Hall magnetic
field); (b) Pe (Electron pressure); (c) Pi (Ion pressure); (d) Uey (Electron velocity in y-direction);
(e) Uez (Electron velocity in z-direction); (f) Uiz (Ion velocity in z-direction). All the velocities are
normalized to the upstream Alfve´n speed of 253 km/s.
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like current pointing from Jovian side to anti-Jovian side (+y to −y). Corresponding
in-plane electric field Ex is shown in the left panel of Figure 3.9. The ambipolar struc-
ture of Ex arises from the electron-ion charge separation at the magnetopause, which
is both included in the Hall MHD and PIC model. Ions are being accelerated by this
in-plane electric field, entering the reconnection exhaust across the separatrices.
3.4 Ion Velocity Distribution
Figure 3.9: Ion velocity distributions in normalized density near the upstream reconnection site
from G8 flyby simulation at t = 420s. The colored contours on the left show the electric field Ex
overlaid with magnetic field lines in white, with four sample boxes (1 upstream inflow region, 2
magnetosphere inflow region, 3,4 outflow region) showing sampling locations used to extract the
ion phase space distributions in uix–uiz (four upper right panels) and uiy–uix (four bottom right
panels). The boxes extend in y direction from −0.08RG to 0.08RG. All the velocities are normalized
to the upstream Alfve´n speed.
With an embedded PIC model, we can obtain detailed information about the
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behavior of the electrons and ions directly by studying their velocity distributions
near the X-line. Due to the quasi-symmetry at the nose of the magnetopause, the
generally used LMN boundary-normal coordinate system in reconnection studies is
aligned with the Cartesian coordinates, where the normal direction N is −x direc-
tion, L is z direction, and out-of-plane direction M is y direction, so it is convenient
to plot model results in the simulation coordinates. Clear signatures of ion motion
near the separatrices are nongyrotropic distributions (e.g. [DeCoster and Frank,
1979, Ashour-Abdalla et al., 1993, Frank L. A. and Kivelson, 1994] for Earth tail re-
connection, [Burch and Phan, 2016] for Earth dayside magnetopause reconnection).
Based on the y = 0 plane Hall electric field Ex contours on the left of Figure 3.9,
we select four box regions of the same size to extract the ion distribution functions
in the inflow and outflow regions near the X-line in the G8 flyby simulation, where
Ex ∼ EN , and Bz ∼ BL. In the Cartesian coordinates, approximately, ux is the
inflow velocity, uz is the outflow velocity, and uy is the out-of-plane velocity. The
ion gyroradius ri in the simulation has a maximum value of about 0.2RG with an
average of 0.06RG, thus the selected box region has a width of ∼ 0.5ri in the x
direction, and ∼ 1.8ri in the z direction. The right-hand side panels of Figure 3.9
show the ion distributions in velocity phase space for the inflow and outflow regions,
respectively, where the histograms are normalized by probability distribution sepa-
rately. In the uix-uiz plots on the upper right, there are single peaks in the two inflow
regions which represent the isotropic inflow streams, and double peaks in the outflow
regions that represent the counterstreaming behavior from ion entry with anisotropy
in parallel and perpendicular directions. Such counterstreaming behavior has also
been observed in earlier local PIC and hybrid simulations of Earth-like reconnection
[Drake et al., 2009, Hoshino et al., 1998, Arzner and Scholer, 2001], and by Cluster
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spacecraft 1 in the Earth’s magnetosheath [Phan et al., 2007]. The uiy-uiz plots are
shown on bottom right. Moving from upstream into the magnetosphere across the
X line (Region 1 to Region 2), we see that the two beams in the upstream merge
and a crescent-shaped distribution forms on the magnetospheric side, which corre-
sponds to the ion meandering motion in the diffusion region near the reconnection
site [Lapenta et al., 2017, Bessho et al., 2016, Egedal et al., 2016]. In the two out-
flow regions, there is a similar butterfly shape distribution in this uiy-uix cut, which
represents a drift in the y direction and anisotropy in temperature between the two
perpendicular directions. The non-gyrotropic anisotropic distribution functions show
that the embedded kinetic model can simulate the magnetic reconnection from first
principle.
In the case of the G28 flyby simulation, we also check the ion distribution near the
reconnection site (not shown here). There is evidence of ion crescent distribution in
the perpendicular plane at the magnetospheric side of inflow region, even in a strong
guide field case.
3.5 Energy Flux Density and Auroral Emission
The particle information obtained from the PIC model allows us to calculate the
energy flux densities in a self-consistent manner. Observations by the Hubble Space
Telescope (HST) indicate that Ganymede possesses auroral emissions [Feldman et al.,
2000]. It is shown that the auroral oval lies very close to the polar cap boundary that
separates the open and closed magnetic field lines [McGrath et al., 2013]. On the
upstream side, the open-closed field line boundary maps to the magnetopause where
reconnection is taking place. It is, therefore, reasonable to expect that reconnection-
produced energetic particles may contribute to the generation of aurora. Here we
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first calculate the energy flux densities using the particle information output from
the PIC model to assess the contribution of magnetopause reconnection to the aurora
emissions. In our simulation, the inner edge of the PIC box is set at x = −1.125RG.
Although the PIC region set at the upstream magnetopause does not include the
moon’s surface, we can calculate the energy flux densities inside the PIC region and
map them to the surface based on the magnetic field topology resolved by the global
model under the assumption of flux conservation. Specifically, the procedure goes as
follows:
1. Read particle information from PIC and magnetic field information from MHD.
2. For each particle in the selected region, interpolate the magnetic field at the
particle locations and calculate the pitch angles.
3. Find the connectivities of magnetic field lines between particle locations and
the moon’s surface, and then compute the critical angles for the loss cone.
4. Select particles inside the loss cone, and calculate the energy flux densities along
the field lines inside the PIC region.
5. Map the fluxes onto the surface along the field lines.
The most important assumptions in this analysis are the conservation of energy
and magnetic flux. With the current model and the linear interpolation and inte-
gration approaches, the error in magnetic flux conservation is less than 5%, which is
sufficient for obtaining an overall distribution of flux densities and comparison with
remote observations. The energetic particles inside the loss cone is about 4% of the
total number of macro-particles in the sliced PIC region, with an average critical
angle of roughly 20o. Besides, because of the size of PIC box, we are restricted to a
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finite portion of the surface area which has energetic particle precipitation from the
PIC region.
Figure 3.10: Energy flux densities mapped from PIC region onto Ganymede’s surface for (a) ions
and (b) electrons, respectively. This is a view from upstream, where 180o E points towards −x,
and 90o E points towards +y (Jupiter) in GPhiO system. The mapping regions are limited to mid
latitudes between approximately 150oE to 150oW due to the size of the PIC box.
The mapped energy flux densities for both ions and electrons at t = 280s are
shown in Figure 3.10 viewing from upstream. We can clearly see curves of peak flux
density on the order of 10−7W/cm2 for both species in the northern and southern
hemisphere. This is on the same order but slightly higher than a rough average polar
cap precipitating energetic flux estimation given by Frank et al. [1997a] for the low-
energy electron measurements between 0.5 and 3.0 keV for the G2 flyby, but about
one order higher than the G7 flyby estimation assuming an invariant latitude of ∼ 45o
by Paranicas et al. [1999], probably due to the intensities of low-energy electrons over
the polar cap. Both of the previous estimates use raw data from PLS measurements,
with extrapolation fit over the energy range. Given the existence of aurora near the
cusp region due to the precipitating electrons, concentrated energy fluxes with higher
intensities than the surroundings are expected in the cusp. In both hemispheres, the
largest flux density lies within approximately [45o, 55o] latitude, which is consistent
with Hubble observations of atomic oxygen emission by McGrath et al. [2013]. For
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the 60o in longitude on the trailing side that is covered by the upstream PIC box, the
location of peak energetic fluxes obtained from our model correlates well with the
location of the brightest emissions observed by the HST (Figure 3 in [McGrath et al.,
2013]). In our model, the energetic flux densities for electrons and ions inside the
loss cone are on the same order of magnitude with an obvious asymmetry between
Jovian/anti-Jovian (±y) directions: generally larger for ions in the −y direction and
electron in the +y direction. One plausible explanation for the asymmetry is the
Hall effect: the separation of electron and ion motions causes a Chapman-Ferraro
like current across the magnetopause from left to right (+y to −y), thus the mapping
of fluxes from the two species from the magnetosphere onto the surface follows the
same pattern.
From Figure 3.2, we observe a high correlation of the open-closed field line bound-
ary (shown in red) with the peak emission locations which connect to the “cusp” and
upstream reconnection outflow regions. The bright peak line near the moon’s surface
can be caused by the magnetic mapping from the magnetosphere to the surface, or
the distribution of energetic particles out of reconnection sites. To check which is
the effective cause, we replaced the real energetic particle fluxes along the field lines
with uniform flux and performed the same mapping. The result shows that even
though there is still a single peak curve on the surface, the whole distribution has
no sharp gradient like the ones shown in Figure 3.10. This experiment suggests that
both the magnetic focusing and the distribution of energetic particles at the origins
have influence on the distribution of the energetic flux densities near the surface.
For a brightness estimation, Payan et al. [2015] used a radially-averaged relation
(Equation 5 in the paper) between the average electron number density, average
collisional excitation rate and molecular oxygen column density. We apply the same
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idea in estimating the emission caused by reconnection process in the upstream,
considering only the energetic electrons out of the upstream reconnection region. If
we map these electrons with ∼ 1 keV temperature inside the loss cone to the surface
of Ganymede under B/n conservation, we get a surface energetic electron number
density∼ 3cm−3. The upper constraint on the polar region molecular oxygen column
density is N(O2) ∼ 4× 1014cm−2 from Voyager observation [Broadfoot et al., 1981].
The electron pitch angle distribution is expected to become roughly isotropic near
the surface where the neutral oxygen density is high, so the length of the path of the
electron is about
√
3 ≈ 1.7 times higher than the length of the field line. In addition,
the field lines are inclined, which further increases the integrated column density
along the trajectory of the electron, so we use N ′ ≈ 8 × 1014cm−2 for the effective
column density. With an average collisional excitation rate ∼ 5 × 10−8cm3s−1 for
keV electrons colliding with atomic oxygen at 1356A˚ emission wavelength (derived
from [Payan et al., 2015]), these reconnection-accelerated electrons contribute to a
maximum of ∼ 120 R in the northern and southern hemisphere, which corresponds
to 40% of the peak emission brightness observed by Feldman et al. [2000].
Eviatar et al. [2001a] investigated the cause of Ganymede’s auroral emission and
discussed the possible mechanisms for local acceleration required to heat the elec-
trons. In the analog to the terrestrial case, they stressed that the orders of magnitude
smaller atmosphere column density at Ganymede than that at Earth leads to the
penetration of energetic electrons almost totally without collisions. Thus the sec-
ondary electrons shall not play an important role in Ganymede’s aurora emission,
and we do not include them in the estimation. Our calculation from PIC simulation
on the upstream side shows that hot electrons coming from the reconnection site can
contribute a certain fraction of the peak emission brightness, which is consistent with
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the estimation of continuous aurora by Eviatar et al. [2001a], and tends to favor the
suggested local acceleration mechanisms proposed thereafter. A recent Hubble ob-
servation analysis by Molyneux et al. [2018] suggests an optically thick O atmosphere
besides O2, with a ratio of O/O2 ∼ 10%. Since O has a smaller electron impact cross
section than that of O2, the estimated direct reconnection-contributed emission could
only be smaller. Besides, upstream reconnection as shown by our model also pro-
duces ion energetic fluxes with the same order of magnitude as electron energetic
fluxes. However the ion contribution is negligible due to smaller thermal velocities.
3.6 Unresolved Electron Kinetics
Considering the reduction of the ion-electron mass ratio 100 in the PIC simulation,
the electron results must be interpreted with care. For the simulations presented in
this chapter, our grid resolution in the PIC domain is 0.2di ∼ 0.4ri ∼ 2de, which is
sufficient to resolve ion-scale physics but not enough to fully resolve electron-scale
physics, especially near the electron diffusion region. Indeed, we do not find the
crescent shape in the electron phase space distribution near the X-line reconnection
sites.
However, even if the grid is coarser than the electron skin depth, the implicit
PIC scheme is still intrinsically different from a hybrid scheme, where electrons are
represented as fluid while ions are represented as macroparticles:
1. The implicit PIC still retains all the electron kinetic physics even when the simu-
lation doesn’t resolve the electron scales. However, in such coarse configurations
the dynamics of electrons is described at lower accuracy. That means that the
length that we don’t resolve become equal to the grid spacing and frequency
of wave we don’t resolved are compressed to the Nyquist frequency and damp
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with a rate that is proportional to the time step. While hybrid and semi-implicit
PIC models might operate over the same spatial and time scale, semi-implicit
PIC still retains all the kinetic physics, even though at a low accuracy, while
the hybrid model can only incorporate a fluid description. In particular, fluid
electrons cant interact with waves (e.g. heating, acceleration and instability)
making impossible to transfer energies between waves and particles. So they
are very different when it comes to modeling capability.
2. Collisionless magnetic reconnection is due to the decoupling of electrons and
the magnetic field, and one major driving force is the non-diagonal term in the
electron pressure tensor. Neither of these are represented by hybrid codes, both
of these are represented by semi-implicit PIC codes, even if the grid is coarser
than the electron skin depth.
3. In hybrid codes the electrons are usually described as a massless charge neutral-
izing fluid. If the Hall term is kept in the induction equation, then the equa-
tions support whistler waves, which then requires an implicit solver or some
other tricks. So it is not really simpler than the semi-implicit PIC method. If
the Hall term is not included, then the hybrid scheme does not even have the
Hall physics. So hybrid codes have the same issues as MHD codes with respect
to reconnection: they rely on numerical diffusion. Semi-implicit PIC relies on
proper physics.
4. We performed a grid convergence study for the GEM reconnection challenge
with the implicit PIC (Figures 11 and 12 in [Chen and To´th, 2019]). As the grid
resolution is degraded, some details get lost, but the overall reconnection physics
is still properly captured. The coarsest grid has only 1 cell per electron skin
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depth, still the reconnection rate is correct, and the solution looks reasonable.
5. Numerically, the time steps and required grid resolution are very similar for the
hybrid and implicit PIC model. The implicit PIC has more particles (electrons),
but otherwise the cost is quite comparable. So the argument that hybrid codes
are much cheaper than semi-implicit PIC is not true.
In the MHD-EPIC application to Earth’s dayside magnetopause with an extra
scaling factor included [Chen et al., 2017], the crescent distribution for electrons can
be identified with a grid resolution of 0.5de which is 4 times finer than our Ganymede’s
case. Based on our previous scaling studies [To´th et al., 2017], we are confident
that the global ion-scale dynamics is well captured by the MHD-EPIC model, while
the modeling of electon-scale physics can be improved by further increasing the grid
resolution. An improved MHD-EPIC model which resolves both the ion and electron
scale physics is presented in Chapter IV.
CHAPTER IV
Reconnection-driven Dynamics
The two most important processes in the magnetosphere are magnetic recon-
nection and wave-particle interaction. The first explains the conversion of magnetic
field energy into kinetic energy, the second explains the conversion of energy between
charged particles and electromagnetic waves.
This chapter presents the reconnection-driven dynamics near Ganymede’s up-
stream magnetopause. We have chosen to use a set of simulation parameters (in-
cluding both the external and internal boundary conditions) that correspond to those
of the Galileo G8 flyby, during which the spacecraft passed through the low-latitude,
upstream magnetopause where reconnection is expected to be active. We set the
upstream ion number density ni = 4 cm
−3, plasma velocity Vx = 140 km/s, mag-
netic field B = [−10,−6,−86] nT, and thermal pressure Pi = 3.6 nPa, Pe = 0.2 nPa.
Both the Hall MHD and MHD-EPIC simulations have been run for a total duration
of 20 minutes, which is several times the typical time it takes the ambient flow to
pass the magnetosphere. The time-accurate Hall MHD simulation starts from the
quasi-steady state solution and the time-accurate MHD-EPIC simulations start from
t = 300s after the Hall MHD run. The time lag is chosen such that the solution has
been fully settled into time-dependent Hall MHD that does not drastically change
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with time. The computational domain is defined in the GPhiO coordinate system,
where x is along the flow direction, y is along the Ganymede-Jupiter vector with
positive direction pointing towards Jupiter, and z is along the spin axis. Compared
with the simulations presented in Chapter III, we have further increased the grid
resolution for both fluid and kinetic models. We doubled the resolution inside the
magnetosphere to reach an average of 1/120RG ∼ 0.05di in the radial direction, 0.7◦
in the azimuthal direction and 0.35◦ in the polar direction for the stretched spherical
MHD grid and [1/64, 1/32, 1/64]RG ∼ [0.09, 0.19, 0.09]di for the Cartesian PIC grid.
These result in a total number of 27 million cells in MHD and 2.5 million cells in
PIC with 1.2 billion particles (256 particles per cell per species). The Hall MHD
time-accurate run starts from the quasi-steady state after 80, 000 steps, and the PIC
simulation starts after 300s of the Hall MHD run. The sharp transition period rep-
resented by the beginning ∼ 60s time in Hall MHD simulation is ignored in the
analysis. The MHD-EPIC model under this grid resolution takes 430 core hours to
simulate 1s in physical time with Intel Xeon Platinum 8280 computing nodes on the
Frontera supercomputer.
In order to resolve further to the electron scales near the upstream magnetopause,
we have performed another short-duration higher-resolution MHD-EPIC run with
PIC grid size [1/128, 1/64, 1/128]RG ∼ [0.05, 0.1, 0.05]di. Given the proton-electron
mass ratio of 100 used in the simulation, this corresponds to ∆x = ∆y = 0.05di =
0.5de, ∆y = 0.1di = de inside the PIC domain, with 2.4 billion particles for each
species (125 particles/cell). Such high resolution in a global magnetosphere model
requires significant computing resources: 1 second simulation in physical time re-
quires 750 core hours running with 4480 cores on Intel Xeon Platinum 8280 com-
puting nodes. Therefore we only run at this resolution for ∼ 100s physical time
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demonstrating the fully resolved electron and ion kinetics.
From the 20 min simulations of Hall MHD and MHD-EPIC which cover the entire
G8 flyby magnetosphere crossing, we start with comparing the magnetic field with
Galileo observations, and then continue to demonstrate the magnetopause dynamics,
diffusion region properties, and reconnection rate estimations. In the end we show
some interesting ULF wave detection cases from simulations.
4.1 Time-accurate Magnetic Field Comparison
Given that we have 20 min of simulation for both models with a 1s cadence out-
put and the time between inbound/outbound magnetopause crossing by Galileo is
about 10 min, we have identified the best fit to observations by shifting the starting
time in the simulations. Figure 4.1 shows the magnetic field comparison with the
G8 flyby close encounter observation (black) for Hall MHD (blue) and MHD-EPIC
(orange). We align the simulation outputs from 15:45 ULT to 16:05 ULT, during
which the magnetic field along the Galileo trajectory is extracted from different snap-
shots. The field data before 15:45 ULT and after 16:05 ULT are extracted from the
first and last snapshot, respectively. Both models have in general nice agreements
with the observation, even though we cannot fully reproduce the sharp transitions
during the magnetopause crossings. With doubled grid resolution compared to our
previous work [Zhou et al., 2019], small scale spatiotemporal perturbations start to
show up. Hall MHD behaves more dynamic than the coupled MHD-EPIC model
near the upstream reconnection regions. As have been shown in our previous study,
the fluctuations during the inbound and outbound crossings are related to the mag-
netopause surface motion as well as flux rope generation. These will be discussed
further in later sections. Note that the Galileo magnetometer data were collected at
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a rate of 3 samples/s during the close flybys, which means that the perturbations
with frequencies between 0.5 and 1.5 Hz are missing from the simulation due to the
choice of 1s output cadence.
Figure 4.1: Magnetic field comparisons with Galileo observation during G8 flyby close encounter
(black) for Hall MHD (blue) and MHD-EPIC (orange) simulations.
4.1.1 Plasma Pressure and Total Current Density
Although Hall MHD and MHD-EPIC runs show many similarities, such as the
quadrapolar By magnetic field, we find certain quantities that are different especially
around the upstream magnetopause. We select one snapshot from each model where
FTEs do not exist and the reconnection X-line is roughly along the equator. Figure
4.2 shows the ion and electron pressures in the meridional cut from the two models.
While the total plasma pressure is about the same, the energy partitions between ions
and electrons are different: the kinetic PIC model shows more heated electrons than
the Hall MHD model near the upstream magnetopause. The Hall MHD equations we
solve [Zhou et al., 2019] do not include physical terms for controling electron pressure
except adiabatic heating, thus we have much cooler electrons near the magnetopause
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in the Hall MHD results.
Figure 4.3 shows the total current densities in the meridional and equatorial cuts
from the two models. While the location, magnitude and general shape of the current
sheet look similar, it is thicker in the Hall MHD than in the MHD-EPIC model. In
the meridional cut Figure 4.3b, the current density near the reconnection site extends
more in the z-direction. Note that in the tail reconnection site we only have Hall
MHD, so it serves as a nice reference between the upstream and tail reconnection
regions in the two models.
4.2 Magnetopause Dynamics and FTEs
The magnetopause motion can be directly visualized with the movies in the sup-
porting materials made from 3D data outputs. Figure 4.4 shows selected frames from
the movie where the magnetopause surface is defined approximately by the Bz = 0
isosurface. Because of the small guide field By during the G8 flyby, we find Bz = 0
is a good approximation for the magnetopause surface. We select one quasi-steady
snapshot and one highly-perturbed snapshot with flux ropes from each model and
convert the vectors into the local LMN coordinates, where N points normal to the
magnetopause outward into the upstream, L lies along the projection of the dipole
axis onto the magnetopause (positive northward), and M completes the triad by
pointing towards sub-Jovian side. The colored contour of ion pressure and velocity
component uL are displayed in the top and bottom rows, respectively.
The X-lines, shown by the white region where uL diverges around zero, extend
along the M direction on the magnetopause. The formation of long X-lines in
both models is consistent with the prediction of onset conditions over the majority
of Ganymede’s magnetopause from an analytical model Kaweeyanun et al. [2020].
64
Figure 4.2: Ion and electron pressures in the meridional cut in (a,c) Hall MHD at t = 595 s and
(b,d) MHD-EPIC at t = 650 s.
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Figure 4.3: Total current density in the meridional and equatorial cut in (a,c) Hall MHD at
t = 595 s and (b,d) MHD-EPIC at t = 650 s.
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Figure 4.4: Magnetopause surface defined by Bz = 0 viewed from the upstream direction in (a)
Hall MHD and (b) MHD-EPIC simulations. For each model, the plasma pressure is shown on the
top, and the plasma velocity uL component in the local LMN coordinates is shown at the bottom.
The quasi-steady snapshots are shown on the left, and the snapshots with large flux ropes are shown
on the right.
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Plasma bulk flow on the flanks, as shown by Figure 7 in Zhou et al. [2019] for the
G2 flyby, also suggests the extended reconnection sites across the upstream mag-
netopause. The intermittently generated flux ropes alter the long X-line near the
equatorial plane and have high thermal pressure inside the core regions. At a later
stage when large flux ropes are well developed, an enhancement of the core field By
is observed (Figure 4.5), and the high thermal pressure persists in the core region.
However, we note that from the simulations core fields are not always present in
the identified flux ropes. This suggests that the classical force-free model can only
explain part of the flux ropes being observed from simulations.
There is a more dynamic magnetopause surface in the Hall MHD simulation with
larger magnitudes of plasma pressure and outflow velocity than in the MHD-EPIC
simulation. The dark dip on the Bz = 0 illuminated contour surface along the
velocity stagnation region in the Hall MHD does not show up in the MHD-EPIC
simulations. Figure 4.3a-b in the meridional cut show that the X-line is thicker in
Hall MHD results and there is a relatively sharp dip near the center. Thus this
visual effect is related to the instrinsic differences of the X-line resolved by MHD
and PIC. Full animations for the 20 min runs can be seen in the supplementary ma-
terials. In Ganymede’s G8 flyby simulations with constant Jovian upstream driving,
we consistently observe magnetopause motion as well as flux rope generation in an
intermittent manner. This suggests that there’s no truly steady state in Ganymede’s
sub-Alfve´nic magnetospheric plasma interaction.
By selecting a series of static satellites located on the average positions of the
magnetopause, we are able to quantitatively characterize the generation of flux ropes
from simulations. First we extract the average Bz = 0 locations on the meridional
and equatorial plane from the simulation runs, which form two curved lines along the
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Figure 4.5: Example of well developed flux rope from MHD-EPIC simulation. The By colored
contours in units of nT are shown in z = 0.1RG and y = 0RG cut planes. A core field is clearly
present at the center.
center of the magnetopause. Then we interpolate the states onto these fixed locations
over the simulation times. The thermal pressure perturbations with respect to the
average pressure over a ±100 s sliding window are shown as a function of spatial
location and simulation time in Figure 4.6. A tilted red strip in the contour plots
corresponds to a flux rope with increased thermal pressure in the core region moving
across the meridional (a,b) and equatorial plane plane (c,d). Negative slopes in (a,b)
represent downward propagating flux ropes and positive slopes represent upward
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Figure 4.6: Motion of thermal pressure perturbations along the intersection lines of the magne-
topause (defined as Bz = 0) and the meridional (a and b panels) or equatorial planes (c and d).
The colors show the pressure perturbation relative to the mean pressure taken over a sliding ±100 s
interval. Panels (a) and (c) show Hall MHD results, while (b) and (d) are from MHD-EPIC. The
gray and black + sign represent identified FTEs at z = ±0.5RG, respectively.
propagating flux ropes on the magnetopause. There is no clear asymmetry in the
initial location or propagation direction.
We have checked that there is a one-to-one correspondence between a flux rope
generated on the magnetopause (as can be seen from the movies) and a bright red
strip in Figure 4.6. For example, the largest FTE in the Hall MHD and MHD-
EPIC simulations happen at ∼ 700s and ∼ 400s, respectively, each corresponding
to the brightest strips in Figure 4.6. Estimation on the slopes shows that the flux
ropes in both Hall MHD and MHD-EPIC move at roughly the upstream Alfve´n
velocity VA0 = 253 km/s along the L direction on the magnetopause, consistent with
theoretical expectation.
In the meridional cuts, we pick the total plasma pressure perturbations 1 standard
deviation larger than the mean value at that location, and set it as the criterion for
identifying an FTE. If there are multiple pressure peaks exceeding this threshold
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within a 10s duration, only one FTE is counted. These thresholds are somewhat ad
hoc due the the lack of a precise definition of FTEs. The identifications are shown
with plus signs in Figure 4.6a-b at z = −0.5RG (black) and z = 0.5RG (gray). We
find 73 and 51 FTEs from Hall MHD and MHD-EPIC simulations, respectively, which
gives an average occurrence rate of ∼ 3 FTEs per minute. Note that by counting
FTEs in this way, we may miss those that never pass through the meridional cut.
However, this is still a reasonable estimation given that most flux ropes initiate from
the low latitude region, extend in the y direction, and move in the z direction.
From the equatorial cuts in Figure 4.6c-d, the average length of the flux ropes is
about 0.8RG in the y direction, which corresponds to roughly 1RG in total length
considering the curvature of the magnetopause in the x-y plane. Additionally, many
of the flux ropes have one side tilted towards higher latitudes (e.g. Figure 4.5), so
the average length may be even larger.
4.3 Kinetic Signatures near the Diffusion Region
With the embedded PIC model using grid resolution comparable to the electron
skin depth, we are able to obtain detailed information about electrons and ions
directly by looking at kinetic particles and their velocity distributions near the re-
connection sites. At low latitudes in the GPhiO Cartesian coordinates during the
G8 flyby with dominantly north-south magnetic field, the LMN coordinate system
of a reconnection site is approximately aligned with the GPhiO system. Therefore,
approximately ux ∼ uN is the inflow velocity, uz ∼ uL is the outflow velocity, and
uy ∼ uM is the out-of-plane velocity. Note that the positive x direction in the GPhiO
coordinate system is pointing toward the moon, which is the opposite of that in the
GSE coordinate system.
71
Figure 4.7: Normalized quantities in meridional plane from MHD-EPIC G8 flyby simulation near
the reconnection site. AØ, Dng, Q are three non-gyrotropy measures [Scudder and Daughton, 2008,
Aunai et al., 2013, Swisdak, 2016] and De is a dissipation measure [Zenitani et al., 2011]. Solid
black lines are the mapped magnetic field and dotted lines show the locations where Bz = 0. Values
with signs are colored with red-white-blue colormaps centered at 0.
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Figure 4.7 shows one snapshot from the highest resolution simulation in the merid-
ional plane near the reconnection site for the magnetic and electric fields, electron
and ion bulk velocities, current density, plasma density, and different measures of the
violation of the ion and electron frozen-in conditions. Magnetic field, particle num-
ber densities and velocities are normalized to the upstream field strength B0 = 86.8
nT, number density n0 = 4 cm
−3 and Alfve´n velocity VA0 = 253 km/s, respectively.
Electric field is normalized to E0 = VA0B0 = 22 mV/m, and current densities are
normalized to J0 = en0VA0 = 0.16µA/m
2. The quadrupolar out-of-plane magnetic
field By in Figure 4.7b extends from the electron diffusion region, and the Hall elec-
tric field Ex in Figure 4.7c shows strong peaks along the separatrices. Ions are
accelerated to ∼ VA0 in the exhaust region, with a drift in the -y direction (Figure
4.7d-e) peaked on the magnetospheric side and small counter streaming portion on
the Jovian side. Electrons move into the diffusion region around the X-line and are
accelerated to ∼ 5VA0 (the electron/ion mass ratio in the PIC model is 100) in the
outflow region, with a large drift in the +y direction (Figure 4.7f-h). Figure 4.7f
shows the non-colocation of X-line center (along the dotted line) and flow stagnation
point (indicated by the white color), where the latter is on the magnetospheric side
of the X-line Cassak and Shay [2007].
4.3.1 Violations of Frozen-in Condition
Figure 4.7m-p show the x and y components of E + V×B for ions and electrons,
respectively. These represent the violation of the frozen-in condition, or in other
words, the deviation of the model from ideal MHD and Hall MHD, respectively.
No clear signatures can be identified solely for the diffusion region, although the x
component of E + Ve ×B show dipolar peaks near the center.
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4.3.2 Non-gyrotropy Measures
Three different scalar non-gyrotropy measures AØ, Dng, and Q [Scudder and
Daughton, 2008, Aunai et al., 2013, Swisdak, 2016] for electrons are shown in Figure
4.7q-s. The three non-gyrotropy measures mentioned in the paper are all scalars
independent of the coordinate. They can be computed efficiently point-wise with
the following equations. Note that the electron subscripts are dropped in all the
following equations.
The first measure AØ is defined as
AØ = 2
|P⊥1 − P⊥2|
P⊥1 + P⊥2
, (4.1)
where the subscripts 1 and 2 represent the two orthogonal perpendicular directions
to the magnetic field. It has been shown by Scudder and Daughton [2008] that in
any frame (x, y, z), if we define
Nxx = bybyPzz − 2bybzPyz + bzbzPyy,
Nxy = −bybxPzz + bybzPxz + bzbxPyz − bzbzPxy,
Nxz = bybxPyz − bybyPxz − bzbxPyy + bzbyPxy,
Nyy = bxbxPzz − 2bxbzPxz + bzbzPxx,
Nyz = −bxbxPyz + bxbyPxz + bzbxPxy − bzbyPxx,
Nzz = bxbxPyy − 2bxbyPxy + bybyPxx,
and
α = Nxx +Nyy +Nzz,
β = −(NxyNxy +NxzNxz +NyzNyz −NxxNyy −NxxNzz −NyyNzz),
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then the agyrotropy can be expressed as
AØ = 2
√
α2 − 4β
α
. (4.2)
The second measure of non-gyrotropy Dng suggested by Aunai et al. [2013] for
electrons can be computed via
Dng = 2
√
P 2xy + P
2
xz + P
2
yz
Pxx + Pyy + Pzz
(4.3)
The third measure proposed by Swisdak [2016] can be computed via
Q = 1− 4 I2
(I1 − P‖)(I1 + 3P‖) (4.4)
where I1 = Pxx+Pyy+Pzz is the trace and I2 = PxxPyy+PxxPzz+PyyPzz−(PxyPyx+
PxzPzx + PyzPzy) is the principle minor.
AØ shows the non-gyrotropy in the plane perpendicular to the magnetic field,
which peaks at the electron diffusion region and gets enhanced along the separatrices,
especially on the magnetospheric side. It behaves similarly to the later proposed
√
Q
which is based on the property of positive semi-definite matrix and takes the full
pressure tensor into account. The other non-gyrotropy measure Dng, which scales
with the ratio between the Frobenius norm of the non-diagonal terms and the trace of
the pressure tensor, peaks near the X-line along the separatrices but is not localized
at the central electron diffusion region. As with the mathematical counter examples
proposed in [Swisdak, 2016], we also found that
√
Q is more accurate in describing
the non-gyrotropy effect near the reconnection site.
4.3.3 Dissipation Measure
Finally, a frame independent dissipation measure derived from energy conversion
De = J
′ · E′ = J · (E + Ve × B) − (ni − ne)Ve · E [Zenitani et al., 2011] is shown
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in Figure 4.7t. De peaks at the reconnection site, and is also enhanced along the
separatrices.
Figure 4.8: Same quantities as in Figure 4.7, but at a time when a flux rope is present in the
MHD-EPIC simulation.
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4.3.4 Reconnection Site with a Flux Rope
It is interesting to see how these quantities look like near a flux rope formed
between two reconnection sites. A snapshot with a flux rope is shown in Figure 4.8.
The original X-line is near z = 0.25RG, and the subsequently formed one is near
z = −0.35RG. Inside the flux rope, we observe an increase of normal electric field Ex
on the Jovian side, oppositely drifting ions in Figure 4.8d-e, perturbations of electron
velocities in Figure 4.8f-h, enhancement of density in Figure 4.8i, and the expansion
of core current Jy in Figure 4.8k. The ion outflow in the z direction from the new
X-line encounters the stronger outflow in negative z direction from the original X-
line, thus turns into a drift in the y direction. The non-gyrotropy measures (Figure
4.8q-s) decreases inside the flux rope, but the diffusion measure (Figure 4.8r) gets
enhanced.
During the simulation, flux ropes inside the exhaust region do not always show all
the corresponding kinetic signatures in the meridional cut: we have seen snapshots
(not shown) of small flux ropes with little influence of ion outflow velocity and
currents. In general, none of the presented quantities can uniquely identify the
electron diffusion region, even though some measures perform better than others.
The presence of flux ropes makes the detection even more complicated, both in
observations and simulations. As suggested in Shay et al. [2016], one should rely on
complementary approaches for identification.
4.3.5 Phase Space Distributions
The selected electron and ion phase space distribution functions (boxes 1-4 for
electrons, boxes 5-8 for ions) around the reconnection site (at the same simulation
time as in Figure 4.7) are plotted in Figure 4.9. For electrons, the sampled box
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Figure 4.9: Top panels: normalized velocity distribution functions of electrons and ions near
the meridional plane in selected boxes shown in the bottom plot. For each species, the integrated
uy−ux distributions are presented on the left, and the uy−uz distributions is presented on the right.
Bottom panel: y = 0 equatorial cut near the X-line with color contours of Ez, mapped magnetic
field lines and a dotted line along the magnetopause of Bz = 0. Positive x direction points towards
the moon. The selected electron box regions 1-4 are colored in red, and ion box regions 5-8 are
colored in cyan.
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regions have a width of 0.005RG ∼ 0.3de in the x direction and 0.04RG ∼ 2.6de in
the z direction; for ions, the sampled box regions have a width of 0.01RG ∼ 0.064di in
the x direction and 0.04RG ∼ 0.3di in the z direction. In the y direction all the boxes
extend from −0.08RG to 0.08RG. In the electron diffusion region, the crescent shape
distributions can be observed close to the peak location of Ex and Bz = 0 midplane,
which is referred to as the ”shoulder” region by Shay et al. [2016]. Moving farther
away from the X-line (Box 2-3), the electrons coming from the Jovian side get further
accelerated by Ex, which creates the clear gap from the magnetospheric electrons.
We can observe a shift of the stagnation point towards the magnetospheric side,
consistent with Figure 4.7f. In Box 4 at about 2.2de away from the X-line center, the
penetration of electrons from Jovian upstream into the Ganymede’s magnetosphere
nearly vanishes.
For ions, in boxes 5 and 6 along the separatrices near the exhaust region, the
uy − uz velocity distribution cuts are nearly symmetric. In similar regions of Earth-
like simulations Broll et al. [2017] and observations Smith and Rodgers [1991], the
so-called ”D-shaped” ion distributions have been found. However, no clear signatures
of ion ”D-shaped” distribution is found here in our simulation. On the upstream side
(box 7), the majority of ions are moving towards the X-line with positive ux, but there
are also reflected ions with negative ux. On the magnetospheric side, ion crescent
shape distributions can be found in a wide region ∼ 1di away from the X-line center
(e.g. box 8).
The series of distribution functions can give us an estimation of the size of diffu-
sion regions in reality, using the fact that electron isotropy breaks inside the electron
diffusion region. Note that the proton-electron mass ratio is set to 100 in the simu-
lations, therefore we need to convert the length in the simulations back to the real
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physical units. Along the center cut through the X-line in the x direction, the dis-
tributions become isotropic at about 1.5de and 2.5de away from the center on the
Jovian upstream side and magnetospheric side, respectively. From Figure 4.7, the
diffusion region extension in the z direction is about 0.1RG ∼ 6de in the simulation.
As a result, the actual upstream electron diffusion region in nature is about 4 de ∼ 11
km wide in x and 6 de ∼ 16 km wide in z.
The results here have many similar features as in the asymmetric local 2D explicit
PIC simulation with grid resolution 20 cells per di and 4 cells per de by Shay et al.
[2016]. In the normalized unit length, the ion resolutions in these two simulations
are the same and the electron resolutions in MHD-EPIC is half of that in the local
2D PIC simulation. We note that in the implicit PIC simulation ∼ 2 cells per de
is the minimum requirement to accurately resolve electron kinetic signatures, and
the coupled MHD-EPIC model has the capability of capturing both local ion and
electron kinetic physics in a global magnetosphere simulation with adequate resolu-
tion. However, one must be cautious in comparing the results with the local PIC
simulation. The key differences are: (1) in the Ganymede simulations we are adopt-
ing upstream magnetic fields with all three components and measured tilted dipole
field, compared with an idealized, pure Bz setup in the local PIC simulation; (2) our
Ganymede simulations do not show a large density jump across the magnetopause
(Figure 4.7i), and there is a large electron drift along the M (approximately y) direc-
tion due to the curvature of B and the Hall effect Zhou et al. [2019]. In Shay et al.
[2016], the density between the sheath and magnetosphere differs by a factor of 10.
80
4.4 Reconnection Rate
In order to understand the global effects of magnetopause reconnection in this
sub-Alfve´nic system and compare the predictions between two different global mod-
els that contain different approximations of physics, we need to come up with a
quantitative description of the reconnection efficiency. One approach is to calcu-
late the global reconnection efficiency defined by the ratio of the imposed electric
field integral on the magnetopause to the full possible convective electric field in-
tegral across the width of the magnetosphere. Physically, this quantity represents
how much magnetic flux get passed into the magnetosphere through upstream re-
connection. [Kivelson et al., 1997] first applied this idea to the G2 flyby observation
and found an upper limit of nearly 100% reconnection efficiency, indicating a highly
efficient reconnection process. [Hu et al., 2007] described in detail about various
methods of computing the electric field integral, or total reconnection rate, in global
MHD simulations. As pointed out in their estimation, the convectional electric field
dominates in the upstream half of the equatorial plane, whereas the interplanetary
magnetic field lines nearby the upstream half of the reconnection layer are almost
equipotential.
In a time-varying dynamical reconnection system with intermittent FTEs, it is
very difficult to get all the local reconnection sites at the right locations and do the
electric field integral in a proper manner. We pursue a different approach based
on the fact that the upstream reconnection corresponds to a topological change:
an open magnetic field line with both ends connected to the Jovian field and a
fully-closed field line connected to Ganymede at both ends reconnect into half-open
field lines connected to Ganymede at one end. We can measure total reconnection
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rate as the change in the total half-open magnetic flux. For the Jovian field aligned
approximately with the Z direction, taking a plane at Z = 2RG, for example, will cut
through all the open field lines on the northern hemisphere as shown in Figure 4.10.
Figure 4.10a shows the 3D view of the field lines that connects to the upstream and
tail reconnection regions in red and green, respectively. Figure 4.10b shows the field
line topology on the slice, with Bz contours representing the sampled magnetosphere
region, red line representing the upstream boundary U and blue line representing the
middle cut M that closes the surface A.
The Leibniz integral rule for a two dimensional surface moving in three dimen-
sional space is [Flanders, 1973]:
d
dt
∫∫
A(t)
F(r, t)·dA =
∫∫
A(t)
(
∂
∂t
F(r, t) + [∇ · F(r, t)] vA
)
·dA−
∮
∂A(t)
[vA × F(r, t)]·dl,
(4.5)
where
F(r, t) is a vector field at the spatial position r at time t,
A is a surface bounded by the closed curve ∂A,
dA is a vector element of the surface A,
dl is a vector element of the curve ∂A,
vA is the velocity of movement of the region A.
In our case, the vector field F is the magnetic field B. Due to the divergence-free
property of B, we have
d
dt
∫∫
A(t)
B(r, t) · dA =
∫∫
A(t)
∂
∂t
B(r, t) · dA−
∮
∂A(t)
vA ×B(r, t) · dl. (4.6)
The time derivative of magnetic field can be expressed as the curl of electric field
from Faraday’s law of induction:
∂B
∂t
= −∇× E. (4.7)
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With the help of Stokes’ theorem, Equation 4.6 can be written as
d
dt
∫∫
A(t)
B(r, t) · dA = −
∫∫
A(t)
∇× E(r, t) · dA−
∮
∂A(t)
vA ×B(r, t) · dl
=
∮
∂A(t)
− [E + vA ×B] · dl. (4.8)
Therefore, the time derivative of the magnetic flux passing through a closed surface
equals the opposite of the electric field integral along the boundary in the comoving
frame of the boundary curve. As shown in Figure 4.10b, the upstream reconnection
corresponds to the flux passing through the boundary U on the left where the velocity
points inward to the surface. As it is difficult to accurately estimate the motion of
the boundary, we replace the integral of the electric field along the moving boundary
with the mathematically equivalent time derivative of magnetic flux plus the electric
field integral along the rest of the boundary curve M where the flow points to the
+x direction and can be regarded as stationary by choosing a fixed line enclosing the
surface A. We note that the results don’t depend on the choice of M as long as the
flow points outward of surface A along it.
With ∂A = U + M , Equation 4.8 can be rearranged to get the total upstream
reconnection rate as
Rt ≡
∫
U
[E + vA ×B] · dl = − d
dt
∫∫
A(t)
B(r, t) · dA−
∫
M
[E + vA ×B] · dl. (4.9)
Since the middle line is stationary, vM ≡ 0. In Hall MHD, electric field can be
expressed as
E = −Ve ×B, (4.10)
where Ve is the electron bulk velocity. Therefore we have
Rt = − d
dt
∫∫
A(t)
B(r, t) · dA +
∫
M
Ve ×B · dl. (4.11)
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We thus calculate the upstream reconnection rate by computing the two terms on
the right-hand-side of Equation 4.11 numerically. We cut a slice plane at z = 2RG,
trace the field lines that pass through the plane, and find the half-open field line
boundary curve on the slice. The surface integral of A and the line integral along M
are evaluated from the magnetic field and electron velocity interpolated to the fine
grid. The time derivative of the flux is taken with simple finite differencing of the
surface integrals at a 1s cadence. The middle line is picked at x = 1.28RG, where its
length is the largest along y, so the flow points inward along U and outward along
M .
The width of the magnetosphere L is taken as the extent of the closed field line
region parallel to the external convective electric field −V×B. For the Jovian field
B approximately parallel to Z axis, the width can be taken as L ≈ 4RG in the
Y direction and the upstream electric field integral ∆V = |VxBz|L ≈ 130 kV. The
global reconnection efficiency  is then given by
 = Rt/∆V. (4.12)
The results are shown in Figure 4.11a-b for Hall MHD and MHD-EPIC simulations
respectively. Regardless of the intrinsic differences between the two models, both give
roughly Rt = 83 kV or equivalently  ≈ 0.64. This indicates about 60% of the plasma
flowing onto Ganymede’s magnetosphere crosses the magnetopause, which is quite
efficient.
To identify if there is any connection between the FTEs and reconnection effi-
ciency, we checked the correlation between FTEs occurrence time and changes of .
Because the field line tracing is done for each snapshot, the field line connectivity
and the corresponding change of the open magnetic flux are passed from the up-
stream reconnection sites to the magnetic flux enclosed by the open-closed boundary
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Figure 4.10: Illustration of reconnection efficiency calculation in GPhiO coordinates. (a) shows a
3D view of the magnetic field geometry near Ganymede (represented by a blue sphere). The black
lines are magnetic field lines with starting points in the y = 0 plane, red lines are ones that just
get reconnected at the upstream magnetopause, and green lines are those that connect to the tail
reconnection site. (b) displays the upstream half of the half-closed field line region colored with Bz
in the z = 2RG plane corresponding to the cut plane in (a). The upstream boundary curve U is
shown by the red line. The middle straight line M colored in blue closes the boundary of surface
A.
curve in the z = 2RG plane immediately. The red and green dashed lines in Figure
4.11a-b represent the identified occurrence times from Figure 4.6 for FTEs with total
plasma pressure perturbation larger than 1.5 standard deviation moving northward
and southward, respectively. The majority of lines coincide with the local peaks of
, suggesting an increase of reconnection efficiency during the FTEs and a decrease
of efficiency afterwards. However, we also found that even without relatively large
FTEs (e.g. between t = 700 s and t = 950 s), the reconnection rate is still fluctu-
ating. Therefore we cannot confirm that the perturbation in upstream reconnection
rate is purely related to FTEs.
For the sake of diagnosing if there are any periodicities related to the reconnection,
we performed FFTs on the reconnection efficiencies from the two models. The results
are shown in Figure 4.11c. In general, the FFT spectra of the estimated reconnection
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Figure 4.11: Global upstream reconnection rates from (a) Hall MHD in blue and (b) MHD-EPIC
in orange throughout the 20-minute simulations. The average rate is 82.9± 18.3 kV for Hall MHD
and 83.6 ± 8.2 kV for MHD-EPIC. Note that MHD-EPIC starts from t = 300 s of the Hall MHD
run. The black dashed lines represent the means of the reconnection rate, with standard deviation
bar on the right. The red and green dash-dotted lines represent sample FTEs identified from large
thermal pressure perturbations on the magnetopause in Figure 4.6 at z = ±0.5RG, respectively.
(c) Periodograms of the global upstream reconnection rate from Hall MHD in blue and MHD-EPIC
in orange. x axis is the period and y axis is the power spectrum density.
efficiency from both models do not show any dominant periodicity, although there
are multiple, relatively weak peaks around the 1 minute period (for Hall MHD, peaks
at 26 s, 40 s, 55 s, 72 s and 110 s; for MHD-EPIC, peaks at 29 s and 57 s).
4.5 Wave Detection
4.5.1 Ultralow Frequency Wave
The 1 s output cadence allows us to study plasma waves in the ultralow fre-
quency range. There are three kinds of MHD waves in a uniform plasma: the Alfve´n
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wave, fast and slow magnetosonic waves. Let v,B, ρ and θ be the plasma velocity,
magnetic fields, plasma density and the angle between velocity and magnetic field,
respectively. The background quantity magnitudes are represented with subscript 0
and the perturbed quantities are denoted with δ. The perturbed quantities of Alfve´n
waves follow the relation:
δv
vA
= ±δB
B0
(4.13)
where vA is the Alfve´n velocity, the ”+” is for Alfve´n waves propagating along positive
B direction, and ”-” for waves propagating along negative B direction.
For the slow and fast waves, the perturbed plasma and magnetic pressure follow
δPB =
v2A
v2s
(
1− k
2v2s cos
2 θ
ω2
)
δPt (4.14)
where vs is the sound speed, vA is the Alfve´n speed, k is the wave number vector
and θ is the angle between B0 and k. For fast waves, the phase velocity vp = ω/k
will be larger than vs cos θ, so δPB and δPt will have the same sign; for slow wave,
vp < vs cos θ, so δPB and δPt will have the opposite sign.
Therefore Alfve´n waves can be identified by the correlations between velocity and
magnetic field perturbations, and the fast and slow waves can be identified by the
negative (for slow waves) or positive (for fast waves) correlations between the thermal
pressure and magnetic pressure perturbations. Even though the magnetospheric
plasma are no longer homogeneous, these simple relations can still give us hints on
the existence of ULF waves in a global simulation.
From the G8 flyby simulations, we do detect possible ultralow frequency (ULF)
wave signatures on the magnetopause and in the upstream magnetosphere. We
extract the states along sampled points along the Galileo G8 flyby trajectory, and
study the correlations between perturbed quantities. Figure 4.12 shows the detection
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Figure 4.12: Alfve´n wave detection with plasma velocity and magnetic field perturbations at
static location [−1.284, 1.903, 0.779]RG outside the magnetosphere near the outbound crossing in
(a) Hall MHD and (b) MHD-EPIC.
of Alfve´n wave above the equatorial plane slightly outside the magnetopause near
the outbound crossing. This is a location where the magnetic field mostly lies in
the z direction, and we find quite strong positive correlations between the x and y
components of the perturbed velocity and magnetic field. The normalized quantities
also have roughly the same magnitude, which is what we expect from Equation 4.13.
Thus it is highly likely to be Alfve´n waves propagating upward from low latitudes.
The influence of large flux ropes can also be seen in the static satellite perturbations
inside or near the magnetosphere in Figure 4.12. During the intervals of large FTEs
(∼ 700s in Hall MHD, ∼ 400s in MHD-EPIC), the velocity and magnetic field
perturbations deviate more from the linear correlations in Figure 4.12, which makes
the ULF wave signatures less clear as in the quiet times. Further away from the
magnetosphere, we get very clear signatures of fast wave mode shown in Figure 4.13a-
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b with positively correlated thermal pressure and magnetic pressure perturbation.
As for the slow wave mode, we find possible negative correlated signatures near the
magnetopause crossings. Examples during the outbound crossing is shown in Figure
4.13c-d for Hall MHD and MHD-EPIC, respectively.
Figure 4.13: Fast (a-b) and slow (c-d) wave detection at static locations in GPhiO coordinates
along the G8 flyby Galileo trajectory near Ganymede’s magnetosphere in Hall MHD and MHD-
EPIC simulations. The plasma thermal pressure perturbations are shown in blue and the magnetic
pressure perturbations are shown in orange. Location in (a-b) is on the anti-Jovian side outside of
the magnetosphere; locations in (c-d) are near the outbound crossing. The correlation coefficient
are marked on the bottom right for each panel.
The spatial distribution of the wave detection represented by the correlation co-
efficients of the perturbed quantities from MHD-EPIC simulation along the Galileo
G8 flyby trajectory is summarized in Figure 4.14. Due to the fact that during the
G8 flyby magnetosphere crossing the z coordinate changed very slowly, we choose
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to plot the z = 0.76RG plane contoured with the total current density to represent
the magnetosphere structure. From both Hall MHD and MHD-EPIC models, fast
waves are clearly identified over a large range of locations outside the magnetosphere,
while slow waves and Alfve´nic perturbations are identified only at certain locations
near the magnetopause crossings along the Galileo G8 flyby trajectory. This shows
that even under constant upstream driving, the plasma interaction at the magne-
topause can still trigger ULF waves. However, the correlation test between magnetic
and velocity perturbation at static locations does not show evidence of shear Alfve´n
wave inside the magnetosphere, which contradicts the previously interpretation by
Kivelson et al. [1998], Volwerk et al. [1999, 2013] of field line resonance from careful
detrended spectrum analysis for the closest 3 min encounter.
The traditional way of studying field line resonance phenonmena from numeri-
cal simulation is to enforce a periodic external pressure perturbation and track the
magnetosphere responses. In our current simulation setup with fixed upstream con-
ditions, it is a challenge to see the resultant shear Alfve´n waves in the closed field
line regions in two aspects: firstly the numerical diffusion caused by the order and
type of schemes and grid resolution may damp the waves, and secondly there may
be other physical processes not included in the current model that can diffuse away
the energy.
4.5.2 Lower Hybrid Drift Instability
The correlation between magnetic pressure perturbation and thermal pressure
perturbation is widely detected in the z = 0.76RG cut plane of the upstream magne-
topause inside the PIC region. Figure 4.15 shows the perturbations in one snapshot
t = 106s from the MHD-EPIC run. We can see both the positive and negative corre-
lated perturbations at different locations across the magnetopause. There are some
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Figure 4.14: ULF wave distribution from MHD-EPIC simulation along the Galileo G8 flyby
trajectory, colored with the linear correlation coefficient rM between ∆Pt and ∆PB and rA between
∆V and ∆B. A contour of the current density on the z = 0.75RG plane is overplotted for showing
the magnetosphere.
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interesting wave-like signatures on the positive y side of this plane with kre ∼ 0.4,
where k = 2pi/λ is the wave number, and re is the electron gyroradius. This lies in the
regime of lower hybrid drift instability (LHDI). Chen et al. [2017] has reported the
findings of LHDI in the dayside reconnection simulation of Earth under some scaling
approximations. Whether or not LHDI can be found at Ganymede’s magnetosphere
remains to be confirmed by future missions.
Figure 4.15: t = 106 s snapshot of normalized magnetic and thermal pressure perturbations at
z = 0.76RG cut plane in the PIC region near the upstream magnetopause. The background pressure
is taken as the average of ±100s time period.
4.5.3 Discussion
Recently Carnielli et al. [2019, 2020] used a test particle Monte-Carlo approach
to build an ionosphere model for Ganymede that provides the spatial distribution of
multiple ion species originating from Ganymede’s ionosphere. The magnetosphere
models presented here used a relatively simplified approach to treating the iono-
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sphere in that uniform, fixed plasma density and temperature are prescribed at the
simulation boundary near Ganymede’s surface Zhou et al. [2019]. In order to better
understand the coupling between the magnetosphere and ionosphere, we may con-
sider incorporating a realistic ionosphere model, such as that presented by Carnielli
et al. [2020], into our global magnetosphere simulations in the future.
In the earlier study using a resistive MHD model with anomalous resistivity Jia
et al. [2010], essentially the same FTE occurrence rate of 20-50 seconds was predicted
as in the Hall MHD and MHD-EPIC models. These three different models all show
that reconnection is non-steady under steady upstream conditions, and the charac-
teristic timescale for FTE formation is on the order of tens of seconds. Putting all
these results together does seem to suggest that this may be an intrinsic timescale
to Ganymede’s magnetosphere dictated by the spatial size of the magnetosphere and
the upstream plasma properties. However, developing quantitative relations still re-
quire further theoretical guidance and a series of carefully designed simulation runs
to confirm.
The two models presented in this work predict a global reconnection efficiency of
∼ 60% with flux ropes of∼ RG in length forming roughly 3 per minute at Ganymede’s
upstream magnetopause under the conditions of the Galileo G8 flyby. Compared
with the other Galileo flybys, G8 is the only one that occurred when Ganymede was
inside Jupiter’s central plasma sheet. Outside of the central plasma sheet, the Jovian
plasma density is usually smaller and the ambient magnetic field strength is larger,
which result in smaller β and larger Alfve´n velocity for the ambient plasma than for
the G8 flyby. Because the ambient plasma and field conditions change periodically
through each synodic rotation, it is of interest to examine how the properties of
Ganymede’s magnetopause reconnection vary depending on the location of the moon
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relative to Jupiter’s plasma sheet. We have performed simulations for other relevant
scenarios with different upstream Alfve´n Mach number and external field orientation.
Results from our preliminary runs suggest that larger Alfve´n velocity and/or larger
magnetic shear at the magnetopause boundary tend to produce larger reconnection
efficiency. Detailed investigation of the dependence of reconnection-driven dynamics
on the upstream conditions is beyond the scope of this paper, but will be conducted
in our future work.
Despite the similarities of many quantities between the two models, there are also
some differences worth mentioning. While the total plasma pressures in the Hall
MHD and MHD-EPIC models are about the same, the perturbations of pressure
and the upstream reconnection rate and FTE counts are larger in the Hall MHD
results under the grid resolution we use. To´th et al. [2016] compared the Hall MHD
simulations with two different resolutions and found that the solution became much
more dynamic at high grid resolution (∼ 1/64RG) than the low grid resolution
(∼ 1/32RG), while PIC behaves more similar between the two resolutions. There
are several possible reasons for the differences between our Hall MHD and MHD-
EPIC results.. The larger plasma pressure perturbations as well as reconnection
rate perturbations in Hall-MHD come from the fact that Hall-MHD produces more
patchy perturbations at the magnetopause than MHD-EPIC, especially in small scale
oscillations. The small perturbations in PIC compared to Hall MHD can be the
intrinsic feature of either the physical models or the numerical solvers (i.e. semi-
implicit Hall-MHD solver and the GL-ECSIM solver). However, we have not done
a systematic study on this effect. Additionally, the comparison of electron and
ion pressures between the Hall MHD and MHD-EPIC models in Figure 4.2 clearly
shows that Hall MHD cannot handle the energy partition/conversion between the two
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species as in the kinetic PIC model, let alone the kinetic electron physics. The Hall
MHD equations Zhou et al. [2019] contain no explicit terms for controling electron
pressure besides adiabatic heating.
From the particle distributions in phase space, we can see that kinetic physics
only becomes important near the reconnection sites at the magnetopause boundary.
In principle we can greatly speed up the simulation by embedding PIC regions only
close to the magnetopause in the global Hall MHD runs. Many of the different
measures for identifying the diffusion region are potentially useful for placing local
PIC regions. However, this requires a more flexible configuration of the PIC domain,
which will be the goal of future model development.
CHAPTER V
Hybrid Parallelization
The requirement of high fidelity numerical results promotes the development of
massively hybrid parallelized models. In this chapter, we are going to present the par-
allel model development with BATS-R-US, including the incorporation of OpenMP
with MPI [Zhou and To´th, 2020] and the progress in the GPU-portable model.
5.1 OpenMP in BATSRUS
One of the key features of BATS-R-US is its excellent scalability on supercom-
puters. Previous benchmarks [To´th et al., 2012] with pure MPI parallelization have
shown good strong scaling up to 8,192 cores and weak scaling up to 16,384 cores
within the memory limit of the testing platform. However, the grid-related pre-
calculated information replicated on every MPI process for simplifying the refine-
ment algorithm have generated an unavoidable memory redundancy on computa-
tional nodes. To increase the scalability to even larger sizes, we need to reorganize
the code and come up with a more advanced solution. As of now, for the existing
processors targeted at supercomputers, most cores support at least two threads per
core. For instance, the Xeon Phi X100 accelerator supports four threads per core;
the IBM POWER9 core, which runs on Summit [Laboratory, 2020], comes in two
variants: a four-way multithreaded one called SMT4 and an eight-way one called
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SMT8. Future high performance computing architectures will inevitably support
more hardware threads, where the well-designed hybrid parallel models will surely
fit the hardwares and achieve optimal computing efficiency.
5.1.1 Hybrid Parallelization Strategy
BATS-R-US was originally designed for pure MPI parallelization and did not take
advantage of the rapid development of shared-memory multithreading programming
starting from late 1990s [Dagum and Menon, 1998, Chandra et al., 2001]. Even
though MPI is generally observed to give better parallel scaling than OpenMP due
to forced data locality, one obvious shortcoming of the pure MPI implementation
is wasteful memory usage. In BATS-R-US, we support 1, 2, and 3 dimensional
block-adaptive grids, where each block contains n1 × n2 × n3 cells. Each block is
surrounded by nG layers of ghost cells. The topology of a 3D block-adaptive grid
is described by an integer array with 18 integers per grid node (active nodes are
at the leaves of the tree corresponding to the grid blocks) containing the following
information: the current status (used, unused, to be refined, to be coarsened), the
processor and local block indexes for active nodes, the minimum allowed, maximum
allowed and current refinement levels, the three integer coordinates with respect to
the whole grid, the global indexes of the parent and eight children nodes. This tree
structure, together with a few more arrays related to load balancing and adaptive
mesh refinement, is replicated on every MPI process, which simplifies the algorithms
and saves inter-processor communication, but is clearly wasteful for current many-
core computer nodes. If the total number of grid blocks reaches about 10 million,
the total tree related storage will be close to 2 GB, so it will use up all the typical
2 GB/core memory available on the computing nodes. One option is to distribute
the grid information over the MPI processes, but that will make the AMR algorithm
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more complicated and potentially less efficient. Another option is to make the grid
blocks larger (more cells per block), but that will make the AMR less flexible and
require more grid cells to achieve the required resolution in the regions of interest.
Our preferred approach is to use OpenMP multithreading. If there are N threads
sharing the tree information per MPI process, then the fraction of node memory used
to store the tree is reduced by a factor of N . On current architectures with many
cores per node, this is a significant improvement. Of course, it is only acceptable, if
the performance of the code remains close to that of the original pure MPI version.
There are other potential benefits of using hybrid parallelization. In some ap-
plications BATS-R-US uses large lookup tables with pre-calculated values for sake
of efficiency (for equation of state, radiative cooling, opacity etc.). These tables
can be quite large, and using shared memory access from multiple threads is clearly
beneficial for saving memory use Having fewer MPI processes for a given problem
size may in principle improve communication (fewer messages are passed) and I/O
performance (fewer files are used), but these potential benefits may or may not be
realized and/or significant on a given computer platform.
The idea of hybrid programming with OpenMP and MPI arises naturally with the
architecture of modern supercomputers, where each node containing several multi-
core chips is connected through the network (e.g. InfiniBand). The potential advan-
tages and challenges have been thoroughly described in the literature, e.g. [Smith
and Bull, 2001, Drosinos and Koziris, 2004, Rabenseifner et al., 2009b]. With careful
design of the code, researchers have found a relatively satisfactory performance on
modern clusters [Jost et al., 2003, Jin et al., 2011].
There are four levels of communication supported by the current versions of MPI
libraries with respect to thread safety:
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1. Single: MPI calls outside PARALLEL regions only
2. Funneled: MPI calls on master thread only
3. Serialized: MPI calls on multiple threads serially
4. Multiple: concurrent MPI calls on multiple threads
For multi-threaded communication, different tags have to be used for distinguish-
ing messages from different threads. We decided to use the default support level
MPI_THREAD_SINGLE to minimize the work of rewriting the source code.
Two types of hybrid parallelization styles have been widely used [Drosinos and
Koziris, 2004]:
1. the fine-grained model, which applies the multi-threaded parallelism on the
innermost loops
2. the coarse-grained model, which applies the multi-threaded parallelism at a
relatively high level
For BATS-R-US the two approaches correspond to the choice of parallelization over
grid cells (fine-grained) or grid blocks (coarse-grained). As explained in detail above,
BATS-R-US spreads the blocks among MPI processes and then loops through cells
inside each block for calculating the face values, face fluxes and source terms for the
update in each time step. We decided to follow the coarse-grained parallelization ap-
proach. A clear advantage is that there are fewer block loops than cell loops, so there
are fewer directives to add and less overhead in entering/exiting the multi-threaded
regions. In addition, the block loops cover a larger fraction of the computational cost
than the cell loops, so we can expect better parallel performance. A potential issue
with parallelizing the block loops is the complexity of the code within the parallel re-
gion, but this problem can be handled, as we will discuss below. In the end, we have
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successfully added OpenMP parallel directives to most block-loops in BATS-R-US.
The high level parallelized structure is shown in Figure 5.1.
OpenMP
MPI
Figure 5.1: The high level structure of MPI+OpenMP BATS-R-US. The AMR library BATL is
used for mesh generation, refinement and message passing. Explicit, fully-implicit, semi-implicit,
part-implicit and point-implicit schemes can be used for time advance. Multiple versions of the
equation and user modules containing the equation variable definitions and the application specific
codes are available. The whole code is parallelized with MPI, while the region covered in red boxes
are also parallelized with OpenMP.
Because of the functional programming structure of BATS-R-US, the usage of
module variables in the multi-threaded regions requires special attention. Fortu-
nately OpenMP provides the threadprivate directive to make global scope variables
local and persistent to a thread through the execution of multiple parallel regions.
This is a key feature of OpenMP that makes the hybrid parallelization possible for
BATS-R-US without major modifications of the source code.
Similar hybrid approaches have also been implemented in block based AMR codes
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like FLASH [ope, b], MPI-AMRVAC [Keppens et al., 2020], Athena [White et al.,
2016], and GAMER2 [Schive et al., 2018]. FLASH is an AMR astrophysical code
with OpenMP implemented for multiple solvers in both coarse-grain and fine-grain
methods. In the small scale testings [ope, b], the coarse-grain approach consistently
outperform the fine-grain approach. MPI-AMRVAC is written in Fortran with LASY
preprocessor [To´th, 1997], with coarse-grain multi-threading loop implemented in
the explicit time advance, source term calculation, and error checking. Nice strong
scaling with up to 2,000 cores and weak scaling with up to 30,000 cores has been
shown for pure MPI runs. The latest version of Athena is written in C++, with
multi-threading loop implemented mostly for the first dimension spatial loop in gen-
eralized coordinates among 80+ source files, and nice MPI scaling up to 6,144 cores.
Finally, GAMER2 is a recently developed GPU-accelerated AMR code in astro-
physics with MPI/OPENMP/GPU involved, with an impressive speedup compared
with Athena++ [Schive et al., 2018]. It is also worth mentioning that a block based
AMR library AMReX [Zhang et al., 2019b] natively supports MPI/OPENMP/OPE-
NACC/GPU implementation. However, for all the mentioned codes above we have
not found publications on their OpenMP performance. Another distinguishing fea-
ture of BATS-R-US is the parallel implicit time advance scheme. Here we present
detailed performance results of the hybrid parallelization strategy for both explicit
and implicit schemes up to hundreds of thousands of cores.
5.1.2 Implementation
Overview
There are two high level goals while modifying and improving the code:
1. Backward compatibility: the code should still work correctly and efficiently
without the OpenMP compilation flag.
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2. Minimize work effort and code changes as much as possible.
BATS-R-US is able to solve the system of partial differential equations with a
mixture of explicit and implicit timestepping blocks distributed among the MPI pro-
cesses. We treat first the explicit and then the implicit modules and add OpenMP
directives incrementally to make sure the correctness and efficiency for each individ-
ual part. Since OpenMP does not allow controlling the scope of variables that are
not explicitly listed in the function arguments, we have to rely on the default rules
and settings about the variable scopes, especially for the variables in function and
subroutine calls within the multi-threaded regions.
Current standard of the default OpenMP Fortran variable scope rules are listed
as follows:
1. Variables explicitly showing up in the omp parallel section follow the common
OpenMP rules for the shared or private attributes.
2. Variables with save attribute (e.g. module variables by default) are shared.
3. Variables being initialized at declaration time are shared.
4. Otherwise all variables are private.
Based on our choice of multi-thread parallelism on the block level, there is a simple
yet general rule to decide whether a module variable should be declared as private
inside the OpenMP parallel regions: if an array does not have an index looping over
blocks, it should be declared as threadprivate as long as there are writing operations.
Read-only variables do not need to be private to each thread. Note that Rule 3 listed
above in practice gave us the most innocent looking bugs during testings. Dynamic
threadprivate variables also need to be allocated for each thread, as opposed to only
102
being allocated for the main thread, otherwise this will produce ”array not defined”
run time errors.
In total we add 609 OpenMP directive lines to the 246,728 pure source code
lines (excluding comments and empty lines), which is only 0.25% addition. These
directives appear in declaring threadprivate variables in modules and subroutines,
parallelizing block loops in both explicit and implicit schemes, reduction operations
in error check and krylov iterative solver, and message passing. Together with the
minor modifications and adjustments for the algorithms described below, the hybrid
parallelization can be achieved with no extra tedious work.
Explicit Schemes
Due to the independency of blocks (with ghost cells) during one timestep update,
it is rather straightforward to add multi-threading to the block loop over all the
explicitly updated blocks. The kernel code is shown in List V.1. Note that we only
present the kernel interfaces for brevity. At the final stage of each timestep, message
passing is done through the BATL library for updating the ghost cell values.
1 STAGELOOP: do iS tage = 1 , nStage
2 ! Multi−block s o l u t i o n update .
3 ! $omp p a r a l l e l do
4 do iBlock = 1 , nBlock
5 i f (Unused B ( iBlock ) ) CYCLE
6 c a l l c a l c f a c e v a l u e ( iB lock )
7 i f ( IsBoundaryBlock ( iB lock ) ) &
8 c a l l s e t f a c e boundary ( iBlock , Time Simulation )
9 c a l l c a l c f a c e f l u x ( iB lock )
10 c a l l c a l c s o u r c e ( iB lock )
11 c a l l update s ta t e ( iB lock )
12 c a l l c a l c t ime s t ep ( iB lock )
13 end do
14 ! $omp end p a r a l l e l do
15 i f ( i S tage < nStage ) c a l l exchange messages
16 end do STAGELOOP ! Multi−s tage s o l u t i o n update loop .
Listing V.1: Explicit multi-stage update block loop pseudo code
All the high level functions (e.g. calc_face_value, calc_face_flux) are im-
ported from their corresponding modules. Inside each module, the threadprivate
clause is used to distinguish local variables for each block, e.g. the cell-based face
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value arrays and the cell-based face flux arrays.
Implicit Schemes
Different kinds and combinations of implicit schemes are implemented in BATS-
R-US. It provides the options of using point-implicit numerical scheme for handling
stiff source terms and semi-implicit schemes for handling Hall and ohmic resistivity,
radiative transfer and heat conduction terms. The point-implicit scheme follows a
blockwise implementation which is similar to the explicit source term calculation in
the sense of multi-threading. The semi-implicit schemes, which only part of the un-
knowns (e.g. magnetic field) are solved implicitly, can be treated as a special case for
the full implicit schemes, therefore we will only discuss about the full implicit scheme
parallelization. Lastly, the part implicit scheme means that only the unknowns in the
selected blocks are updated implicitly, otherwise they are updated explicitly. [To´th
et al., 2006]
The mostly used implicit schemes in BATS-R-US convert the non-linear PDEs
into a linearized form A~x = ~b and solve iteratively in the Krylov subspace. Because
of the explicit storage of variables based on the grid blocks, the implementation of
full/part implicit schemes requires a transformation between the explicit and implicit
storage. A common pattern in the original implicit solver module is a counter n inside
the implicit block loop for indexing over the 1D arrays of the unknowns or the right-
hand-side of the linear equation, where the backward-dependencies prevent a direct
OpenMP parallelization. However, in most cases the indexes of the starting blocks
can be pre-calculated directly from the grid-block structure, which then allows a block
level multi-threading parallelization. A typical implicit block loop example is given in
List V.2. Here after solving the unknowns ~x from the the linear equations we use the
pre-calculated initial value for the incremental counter n for each block outside the
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cell and variable loops so that the threads can be performed independently. Besides,
the block-based preconditioners can also benefit from multi-threading.
1 ! $omp p a r a l l e l do p r i va t e ( n )
2 do iBlock=1,nBlock
3 n = ( iBlock −1)∗nI∗nJ∗nK∗nVar
4 do k=1,nK; do j =1,nJ ; do i =1,nI ; do iVar=1,nVar
5 n = n + 1
6 Impl VGB( iVar , i , j , k , iB lock ) = Impl VGB( iVar , i , j , k , iB lock )
7 + x I (n) ∗Norm V( iVar )
8 enddo ; enddo ; enddo ; enddo ;
9 enddo
10 ! $omp end p a r a l l e l do
Listing V.2: Implicit block loop pseudo code: solution update. nI, nJ, nK, nVar represent
the number of cells in a grid block in the three spatial dimensions and the number of variables,
respectively.
Profilings on the implicit solver suggest that it is not optimal to add OpenMP
parallel regions as much as possible. Small loops with too few iterations won’t benefit
from OpenMP because of thread launching overhead; some intrinsic functions in
Fortran for linear algebra already have built-in optimizations such that further multi-
threading has no gain in timing. For instance, it is tempting to add workshare
directive to operations like dot products in the Krylov iterative solver, but it turns
out to have no improvement with such highly optimized Fortran intrinsic functions.
We also avoided the usage of nested OpenMP parallel regions for loops over cells.
Message Passing
Message passing fills in the ghost cells of the blocks based on information taken
from the neighboring blocks. With mesh refinement involved, there are three possible
cases for communication with a neighboring block: 1. block at the same refinement
level; 2. block at a finer refinement level; 3. block at a coarser refinement level.
The original message passing algorithm inside the BATL library can do both
cellwise and facewise message exchange between layers of ghost cells and neighboring
physical cells. Message passing on the faces are implemented for the adaptive grid
where the numerical fluxes need to be conserved between the coarse and fine cell
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faces on different resolution level. For most of the current applications, this part
usually takes insignificant amount of time, so OpenMP directives are not added
considering the amount of work of rewriting the code and the potential threading
overhead detrimental to performance. In the case of cellwise message passing, ghost
cells are filled with information from neighboring blocks. Our old scheme combines
the local exchange (message passing between blocks on the same processor) and the
remote exchange (message passing between blocks on the remote processors). This
turns out to be difficult for adding efficient multi-threading parallelization, which is
now rewritten to fully separate the local and remote part for an easy implementation
of OpenMP and allow for possible overlap of communication and computation. The
pseudo code is shown in List V.3. First the cell values to be communicated to remote
MPI processes are collected into packed 1D send buffers. Next the MPI asynchronous
communication functions iSend/iRecv are called. Then the local copying of cell
values between blocks residing on the same MPI process are done in a multi-threaded
loop. This is followed by the waitall barriers so that the communication overhead
can be hidden by the time spent on the local copies. Finally the received linear buffer
values are saved into the ghost cells of the blocks. This implementation only requires
the thread safety level up to MPI_THREAD_SINGLE since the MPI calls occur outside
the multi-threaded loop. Our performance tests presented below suggest that this
simple strategy works satisfactorily, especially for the runs with more threads. Higher
thread level support with more complex communication scheme could be added if
this becomes a significant bottleneck in future applications.
1 ! Prepare the bu f f e r f o r message pas s ing to another p ro c e s s o r
2 do iBlockSend = 1 , nBlock
3 c a l l mes sage pas s b lock ( iBlockSend , DoRemote=. t rue . )
4 end do
5 ! Post sends
6 iRequestS = 0
7 do iProcRecv = 0 , nProc−1
8 iRequestS = iRequestS + 1
9 c a l l MPI isend ( . . . )
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10 end do
11 ! Post r eque s t s
12 iRequestR = 0
13 do iProcSend = 0 , nProc−1
14 iRequestR = iRequestR + 1
15 c a l l MPI irecv ( . . . )
16 end do
17 ! Exchange ghost c e l l i n f o on the same proc e s s o r
18 ! $omp p a r a l l e l do
19 do iBlockSend = 1 , nBlock
20 c a l l message pas s b lock ( iBlockSend , DoRemote=. f a l s e . )
21 end do
22 ! $omp end p a r a l l e l do
23 ! Wait f o r a l l r e que s t s to be completed
24 i f ( iRequestR > 0) c a l l MPI waita l l ( . . . )
25 ! Wait f o r a l l sends to be completed
26 i f ( iRequestS > 0) c a l l MPI waita l l ( . . . )
27 ! Unpack the 1D bu f f e r array to f u l l v a r i ab l e a r rays
28 c a l l b u f f e r t o s t a t e
Listing V.3: Message passing demonstration
Data Locality
Current clusters rely heavily on the idea of Non-uniform Memory Access (NUMA).
On Blue Waters, for example, the 32 core XE6 computing node contains two sockets,
each with 2 8-core NUMA domain. Access time on shared memory in different NUMA
domain/socket is significantly longer than within the same NUMA domain/socket,
so we expect a performance drop from 8 to 16 threads and 16 to 32 threads on one
node. On Stampede2 SKX compute nodes with 48 cores per node on 2 sockets,
each NUMA domain consists of 12 cores. So similarly, we expect performance drop
beyond 12 threads.
Timing Utility
The original timing library we used in BATS-R-US only works for single-threaded
MPI runs. This new OpenMP extension of the code requires a modification of the
current library. Now we have a new subroutine which only record the timings from
the master thread for each MPI process. It is also possible, but not necessarily
needed, to record the timings for each thread.
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5.1.3 Testing and Debugging
Nightly Tests
For a comprehensive quality check and verification of the SWMF and the physics
models contained (including BATS-R-US), we have built an automated nightly test
suite for testing the code with various setups on various platforms. The latest version
of the code is checked out from a central Git repository and 100+ tests are performed
on multiple platforms with different compilers, compiler flags and number of cores.
The test results are monitored every day and have been archived since 2009. These
nightly tests were used heavily for the OpenMP development. The BATS-R-US tests
helped us identify code features that did not perform the same way with and without
OpenMP parallelization. Gradually more-and-more tests passed, and now OpenMP
can be turned on and it passes for essentially all 100+ tests. Newly added code can
work seamlessly as long as they carefully follow the Fortran variable scope standard
listed above. This has to be verified, of course, by adding new functionality tests
that cover the new code features to the test suite.
Resolving Race Conditions
Race conditions are very hard to debug. The code does not crash, but the results
are incorrect, and may change randomly depending on the order of the thread ex-
ecutions. This can even happen when each thread uses the variable with the same
values, but the value changes inside the multi-threaded region. An example, that
demonstrates the issue is shown in Listing V.4.
1 subrout ine c a l c c o r o t a t i o n v e l o c i t y (Xyz D , uRot D)
2 ! Ca l cu l a t e s r o t a t i on v e l o c i t y uRot D at l o c a t i o n Xyz D
3 use CON axes , ONLY: ge t axe s
4 use ModCoordTransform , ONLY: c ro s s p roduc t
5 r ea l , i n t en t ( in ) : : Xyz D (3)
6 r ea l , i n t en t ( out ) : : uRot D (3)
7
8 r ea l , save : : Omega D(3)
9 ! $omp threadpr iva t e ( Omega D )
10 l o g i c a l : : I sUn i n i t i a l i z e d = . t rue .
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11
12 i f ( I sUn i n i t i a l i z e d ) then
13 c a l l g e t axe s ( TimeSimulation , RotAxisGseOut D=Omega D)
14 Omega D = OmegaBody ∗ Omega D
15 I sUn i n i t i a l i z e d = . f a l s e .
16 end i f
17 ! The co r o t a t i on v e l o c i t y i s u = Omega x R
18 uRot D = cro s s p roduc t (Omega D , Xyz D)
19 end subrout ine c a l c c o r o t a t i o n v e l o c i t y
Listing V.4: Race condition example in subroutine
Although all threads perform the same calculation to obtain the angular velocity
vector Omega_D, a race condition is still present because its value is first obtained
with get_axes and then multiplied by OmegaBody, and different threads will go
through these steps nearly, but not perfectly, simultaneously. Since the variable is
declared with the save attribute in line 8, OpenMP will regard the variable as shared
by default, so the value of the variable will be essentially random. One possible
fix is adding the !$omp threadprivate directive in line 9 (an alternative would be
adding a new variable for the rotational axis vector). Finding errors like this in
hundreds of thousands of lines of source code spanning dozens of files is extremely
challenging. We tried several different approaches (careful code inspection, checking
which variable changes in a loop, etc.) but it became clear that we need help from
a debugger. We tried several debuggers, but most of them either did not report the
issues, or produced an overwhelming number of false alarms. In the end, we found
the Intel Inspector to be an extremely useful tool for detecting thread-related issues.
In our experience with Fortran, Inspector can successfully locate dead-locks, false
sharing and race conditions. The race condition in the example problem above was
found and fixed with the help of Intel Inspector.
5.1.4 Performance
We have performed some standard Brio-Wu MHD shock tube tests on various
platforms. A 3D Cartesian grid is chosen, and dynamic AMR has not been employed.
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The magnetic monopole is controlled by hyperbolic cleaning [To´th et al., 2012] and 8-
wave scheme [Powell et al., 1999]. Despite its simplicity, this is a fairly representative
test for various applications in terms of computational cost per grid cell, as well as
exercising the most important parts of the BATS-R-US code.
Platform Information
Table 5.1 lists all the platforms used for testing. We have performed parallel
scaling studies on the Blue Waters Supercomputer using the XE nodes with AMD
6276 Interlagos processor and on the Stampede2 supercomputer using the SKX nodes
with Intel Xeon Platinum 8160 (”Skylake”) processor. [Stanzione et al., 2017].
Table 5.1: Platform Information
Name Blue Waters Stampede2
Processor AMD 6276 Interlagos Intel Xeon Platinum 8160
Sockets/Node 2 2
Cores/Node 32* 48
Threads/Core 1 2**
Clock rate (GHz) 2.3 2.1***
Memory (GB) 2 4
Fortran compiler used gfortran ifort
* The Interlagos processor has 8 Bulldozer cores, but viewed as 16 ”proces-
sors” by the Linux system. These ”processors” are the schedualable integer
cores that work with the floating point unit.
** Hyperthreading is on by default.
*** 1.4-3.7GHz depending on instruction set and number of active cores,
2.1GHz is the nominal value.
Strong Parallel Scaling
Figure 5.2 shows the strong scalings on Blue Waters from 1 to 2048 nodes (32
cores/node). The MHD equations with hyperbolic cleaning [To´th et al., 2012, Dedner
et al., 2002] are solved with the second order explicit Linde scheme [Linde, 1998] and
Korens’s limiter [Koren, 1993] on a 3D Cartesian grid. The grid contains about 33.5
million grid cells in 65,536 grid blocks. Each block contains 8 × 8 × 8 cells (with
additional 2 layers of ghost cells on each side), which is a typical block size for our
110
0 15000 30000 45000 60000
number of cores
0
500
1000
1500
2000
sp
ee
du
p
BATSRUS Strong Scaling, Explicit Scheme
pure MPI
1 thread
2 threads
4 threads
8 thread
16 threads
32 threads
linear ref.
Figure 5.2: Hybrid strong scaling of BATS-R-US on Blue Waters. A 3D shocktube problem is
solved by the second order explicit Linde scheme [Linde, 1998] on a uniform grid with a total of 33
million cells using 8×8×8 blocks. Each computing node has two AMD 6276 Interlagos processors,
and a single XE node has 32 “integer” cores. The x-axis represents the total number of physical
cores used, and the y-axis represents the speedup compared to 1 node (32 cores) run compiled
without OpenMP. The number of blocks per MPI process ranges from 2048 to 1 for single thread
runs. The dashed line indicates ideal linear scaling. gfortran 7.3.0 is used for compilation.
common simulations. In the figure, the different colors represent different number
of threads used in the runs. The points lying on the same vertical line have the
same number of cores but a different combination of MPI processes and OpenMP
threads. At 2048 nodes (65,536 cores), we only have 1 block per core and we obtain
∼ 25% efficiency compared to the ideal linear scaling starting from 1 node shown by
the dashed line. At 1024 nodes (32,768 cores), the parallel efficiency is around 50%.
Over 1000 nodes, the multi-threaded runs show an advantage over the pure MPI
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runs, but there is no apparent trend on the optimal number of threads being used.
Based on the asymptotic behavior of the scaling curves, the parallel portion of the
code is estimated to be ∼ 99.8% both with pure MPI and hybrid MPI + OpenMP
parallelization.
There is an interesting non-monotonic behavior of the speedup between different
number of threads beyond 16,384 cores. For example, the 1 thread run performs the
best for 16,384 cores but the second worst for 32,768 cores. The 2 threads and 4
threads run out-perform the rest for 65,536 cores. Given the same number of cores,
more threads means more blocks per MPI process. The few number of blocks for
the last few points on the lines may enhance the influence of random noises and
block level overhead. Theoretically 4 threads should be the optimal choice given the
NUMA domain architecture, as is the case shown beyond 30,000 cores.
Weak Parallel Scaling
Since our goal is to save memory with OpenMP parallelization, the weak scaling,
with a fixed problem size per core, is the most relevant. We solve the same MHD
problem as in the strong scaling test but now the number of grid cells is proportional
to the number of cores and the available memory: there are 256 grid blocks with a
total of 131,072 grid cells per core. BATS-R-US’s capability of mixing explicit and
implicit numerical schemes requires good scaling for both time stepping schemes.
Here they are tested individually. For the explicit algorithm test, we select the
second order Roe flux [Roe, 1981] with Koren’s third order limiter [Koren, 1993]; for
the implicit time stepping test, we select the second order Linde flux [Linde, 1998]
with fixed (for sake of meaningful timings) 20 iterations of the BiCGSTAB [Van der
Vorst, 1992] scheme. Figures 5.3 and 5.4 show the performances for the explicit
and implicit schemes, respectively. We note that while the explicit runs have ∼ 10
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times more cell updates per second compared to the implicit runs, the explicit time
step (limited by the CFL condition) is much smaller than the implicit time step.
For a general problem, the performance of the implicit schemes highly depends on
the stiffness of the equation, the preconditioners, and the iterative methods being
applied. A series of runs with 1, 2, 4, 8, 16, and 32 threads are shown with different
colored lines. Note that for a fair comparison we fix the number of blocks per MPI
process per thread, nBlock/(nMPI ∗ nThread) = constant, and with only 1 thread
(red line), 2 threads, and 4 threads we ran out-of-memory at 215, 216, 217 cores and
beyond, respectively. The left panel of Figure 5.4 shows that the 2-thread runs even
beat the linear scaling calculated from the 1-thread base case.
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Figure 5.3: Hybrid weak scaling of BATS-R-US on Blue Waters. Left shows the cell updates per
second for 1 to 32 threads runs up to 32,768 cores and right shows for the runs up to 524,288 cores.
A 3D shocktube problem is solved by the second order explicit Roe scheme on a uniform grid with
131,072 grid cells per core using 8× 8× 8 blocks. The number of blocks allocated per MPI process
varies from 256 to 8192 depending on the number of threads. The dashed line indicates ideal linear
scaling starting from 256 cores.
The right panels of Figures 5.3 and 5.4 show that the maximum number of cores
the code can scale to strongly depends on the number of threads. The weak scaling is
limited by the memory needed for storing the tree structure of the grid blocks, which
is replicated for each MPI process to simplify the AMR algorithm. With 256 blocks
per core, the total number of blocks reaches about 8.4 million when running the test
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Figure 5.4: Hybrid weak scaling of BATS-R-US on Blue Waters. Left shows the cell updates per
second for 1 to 16 threads runs up to 32,768 cores and right shows for the runs up to 262,144 cores.
A 3D shocktube problem is solved by the second order implicit Linde scheme with BiCGSTAB
method on a uniform grid. There are 131,072 grid cells per core, and the block size is 8×8×8. The
number of blocks per MPI process varies from 256 to 8192 depending on the number of threads.
The dashed line indicates ideal linear scaling starting from 256 cores.
on 32, 768 cores. Storing the corresponding tree information, including extra storage
for the parent blocks, requires ∼ 2 GB of memory for each MPI process. If the
code is run with only one thread per MPI process, the tree information will exhaust
the available 2GB/core memory of the XE nodes of Blue Waters, so we cannot scale
beyond about 16 thousand cores with pure MPI parallelization. By taking advantage
of the shared memory access allowed by multi-threading, we are now able to scale
up to ∼ 5× 105 and ∼ 2.5× 105 cores with less than 50% loss compared to the ideal
linear scaling with the explicit and implicit time stepping schemes, respectively. This
means that more than an order of magnitude larger problem sizes have become doable
thanks to the hybrid parallelization.
For the largest simulation we have done, the total number of grid cells is about
70 billion. With 9 output variables and single precision output format, the total size
of data is about 2 TB. We exclude all the I/O related performance issues from this
paper and leave them as a future target.
In both the explicit and implicit scheme tests, there is a significant performance
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drop from 8 threads to 16 threads. This is probably caused by the connection speed
bottleneck between NUMA domains for Blue Waters XE6 node architecture. There
is another performance drop from 16 threads to 32 threads due to the connection
speed between the sockets.
Performance Details
We took a closer look at the 256 core run from the scaling tests, and plotted
the absolute and relative timings for the main modules in Figure 5.5 and 5.6. The
Advance module is calling the other modules, so the timings for Advance include
the timings for the other modules. Figure 5.5 shows that for the explicit scheme 8
threads with 32 MPI processes performs almost the same as 1 thread with 256 MPI
processes, but 32 threads with 8 MPI is much worse, mainly because of the update
solution check for reducing timesteps for vastly changing variables and the message
pass for ghost cell fillings. The timings show that modules without global communi-
cation (FaceValue, FaceFlux, Update, etc.) scale very well, while modules with global
communications (reduction in UpdateCheck, ghost cell filling in MessagePass etc.)
scale poorly with more threads than what can fit on a NUMA domain.
Similar module performance for the implicit scheme is shown in Figure 5.6. As
explained above, the current design of the iterative solver splits the block loops into
several pieces, which requires individual multi-threading regions and unavoidable
implicit barriers. The effect of thread launching overhead and barriers shows up
even with 4 threads, and becomes quite significant with 16 threads.
Compiler and Platform Dependence
Many factors can influence the efficiency of the model besides the computational
cost of the mathematical algorithm. The hardware specifications of different plat-
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Figure 5.5: Timings for the Brio-Wu MHD shock tube test per time step on Blue Waters XE
nodes. Second order explicit Linde scheme [Linde, 1998] is applied on a uniform grid with a total of
33 million cells using 8× 8× 8 blocks. Advance represents the total time marching part of BATS-
R-US, including all the other timings on the right; FaceValue is the reconstruction of left/right
states; FaceFlux is the approximate Riemann solver; Update is the solution update; UpdateCheck is
the timestep adjustment in case of vastly changing variables; MessagePass is the ghost cell filling.
The numbers on top of the bar plot is the percentage each module takes in the total timings of the
simulation.
forms and the compiling environments play a crucial role. As has been reported in
the literature [Keyes et al., 2000], a typical CFD application utilizes less than 20%
of the available computing power due to the heavy memory usage with relatively
few computations done to each grid cell. With all the optimizations we have done
so far, BATS-R-US can achieve 18% computing efficiency in our MHD test that is
representative of many BATS-R-US applications.
Besides the Blue Waters Cray computer with AMD cores, we also tested the
performance on Stampede2 with Intel Skylake cores. The results of weak scaling are
shown in Figure 5.7. On this machine, the queuing system allows a maximum of 868
nodes per job, so we chose to go up to 512 nodes for the tests. As one can see from the
comparisons, there is a much larger jump in performance between single and multi-
threaded runs; then there is another jump when going beyond 12 threads, which is
probably related to the NUMA domain architecture on Stampede2. Based on the
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Figure 5.6: Timings for the Brio-Wu MHD shock tube test per time step on Blue Waters XE
nodes. Second order implicit Linde scheme [Linde, 1998] with BiCGSTAB method is applied on a
uniform grid with a total of 33 million cells using 8×8×8 blocks. Advance represents the total time
marching part of BATS-R-US. Krylov represents the iterative solver which contains part of the face
value, flux calculations and ghost cell fillings. Jacobian represents calculating the preconditioner.
The numbers on top of the bar plot is the percentage each module takes in the total timings of the
simulation.
profiling results of each individual module of BATS-R-US, the most complicated face
flux calculation and the message passing are degraded in performance as we increase
the number of threads, while the timings for the less complicated face value and
source term calculations remain more or less the same. This may indicate that the
Intel Fortran compiler has some issues in optimizing a large multi-threaded parallel
region: the inlining of multiple levels of function calls, vectorizations of the innermost
loops, clever memory management within functions may be restricted by the compiler
due to the complexity of the source code.
We also observed a bizarre and significant slowdown of the code when running on
a single OpenMP thread compared to the runs compiled without OpenMP on the
Blue Waters XE nodes and Stampede2 SKX compute nodes using the Intel Fortran
compiler. Similar issues have also been reported elsewhere [Dinesh K. Kaushik and
Smith, Rabenseifner et al., 2009a]. Different combinations of the processor and
compiler also show different behaviors. For example, we have performed tests on
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Figure 5.7: Hybrid weak scaling of BATS-R-US on Stampede2 from 1 node (48 cores) to 512
nodes (24,576 cores). A 3D shocktube problem is solved by the second order explicit Roe scheme
on a uniform grid with 131,072 grid cells per core using 8 × 8 × 8 blocks. The number of blocks
allocated per MPI process varies from 256 to 4096 depending on the number of threads. The dashed
line indicates ideal linear scaling starting from 48 cores.
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Blue Waters with the Cray, gfortran, ifort and pgf90 compilers. All four compilers
has similar efficiency (within ∼ 15% difference) when compiled without OpenMP,
but there are drastic differences in timing when compiled with OpenMP. For the
single thread runs, the Cray and gfortran compilers show almost no degradation in
performance, while on the other hand ifort becomes ∼ 2 times slower and pgf90
becomes ∼ 3 times slower. This is an overlooked issue as the 1-thread case is often
the baseline for all the hybrid MPI-OpenMP scaling tests, as opposed to pure MPI
compilation.
To demonstrate the problem in a simple manner, we take the standard shock tube
test from the overnight test suite, and plot the timings for a series of compilation
setup on 3 different platforms in Figure 5.8. It scales well on the latest Frontera
supercomputer with gfortran 9.0 and on our local Linux platform with gfortran 4.8,
while significant degradation in performances are observed for the rest combinations.
Previous studies [Dinesh K. Kaushik and Smith] tended to blame the overhead of
managing the threads, however, it is puzzling for us that this overhead would make a
difference on the order of seconds for our test runs when the thread startup overhead
is often claimed to be on the order of ∼ 100 ms. Two side-by-side test runs on Stam-
pede2 compiled without any optimizations with OpenMP flags on and off suggest
that this overhead alone could cost a 20% slowdown, which is one of the four kinds
of OpenMP overhead summarized in [Lindberg]. The difference is more significant
with aggressive optimizations (-O2/-O3), and the slowdowns tend to relate to the
problem size being solved. Sequential consistencies might be an issue in compiler
optimizations. OpenMP defines consistency as a variant of weak consistency: it is
not allowed to reorder synchronization operations with read or write operations on
the same thread. In addition to that, a flush operation (which guarantees the con-
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Figure 5.8: Comparisons of BATSRUS compiling with or without OpenMP. Four vertical lines
represent 4 MPI compiling without OpenMP, 4 MPI and 1 thread, 2 MPI and 2 threads, and 1
MPI and 4 threads. Three testing platforms with different compiler choices are present: Redhat
Linux desktop, Stampede2 supercomputer, and Frontera supercomputer.
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sistencies of shared variables) is implied by OpenMP synchronizations at entry/exit
of parallel regions, implicit/explicit barriers, entry/exit of critical regions, and locks.
The detailed hidden implementations to ensure sequential consistencies for different
compilers is a possible explanation to the performance discrepancies in our tests.
5.2 GPU Offloading
In recent years, there is a huge boost in GPU computing that comes with the
success in algebraic-intensive areas. People came up with different strategies in
taking advantage of GPUs. First, we can write CPU codes under certain rules and
restrictions and convert them automatically to the GPU version [Ben´ıtez-Llambay
and Masset, 2016]. This approach limits the style of CPU programming, and the
efficiency from the auto-generated CUDA codes is usually less than the direct CUDA
implementation. Secondly, we can write both the CPU and GPU version of code,
such as [Schive et al., 2018]. Even as a popular choice, this will potentially lead to
low productivity in the long run due to the redundancy in the code base, and the
workload of maintaining both versions at the same time.
As an MHD code with a long history, BATS-R-US has more than 240,000 lines of
pure Fortran source code (excluding comments and empty lines). We are looking for
an approach that requires minimal coding effort while produces decent speedups, such
as KOKKOS for C++ [Grete et al., 2019]. One tempting choice is the OpenACC
(for open accelerators), which allows GPU offloading from the same code by switching
on the directives. As in OpenMP, programmers can annotate C, C++ and Fortran
source code to identify the areas that should be accelerated using compiler directives
and additional functions, without writing specific CUDA code for the GPU. We have
made some initial attempts to offload the computational-intensive work in BATS-R-
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US to GPU through OpenACC.
As a starting point to run BATS-R-US on GPU, we developed a simple skeleton
code that imitates the structure of the original code. The simplified version inherits
the OpenMP pragmas from our previous hybrid model development, and the basic
MPI functions but without actual communications. There are no real physical cal-
culations for the cell values and face fluxes: we replace the computations with loops
of square root operations to represent the different workload for different numerical
schemes. The idea is to see if the current code is compatible with the OpenACC
pragmas and estimate the potential problems we may encounter. Currently, PGI
compiler is the only one available that provides full support for OpenACC. The
test results are shown in Table 5.2. We ran the CPU version on a single core IBM
POWER9 node and the GPU version on a NVIDIA Tesla V100 on Summit [Labo-
ratory, 2020]. The speedup ratio of GPU runs over a single core CPU depends on
the block sizes (nCell3), the workload per cell (nWork), and the number of blocks
(nBlock). Given that each Summit node contains 2 POWER9 CPUs and 6 V100
GPUs (1 CPU and 3 GPUs per socket), and each of the POWER9 CPUs have 21
physical cores, each with 4 hardware threads, the speedup ratio must exceed 7/28
with/without multithreading to gain the efficiency advantage. GPU architecture fa-
vors more homogeneous computations, with typically larger block sizes and more
work per cell. If there are not enough computations to be done, the GPU code won’t
have the efficiency advantage over the parallel CPU code.
In the future, these preliminary results can shed light upon the continuing devel-
opment of GPU-portable BATS-R-US. As promised in the OpenMP 5.0+ standard
[ope, a], all the currently available OpenACC features will be incorporated into the
OpenMP, with support from all major computer hardware and software vendors.
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We can easily transfer to the OpenMP standard and take advantage of the flexible
offloading options.
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nCell* nWork** nBlock time/nIter speedup***
CPU 8 10 100 0.0124
GPU 8 10 100 0.0095 1.3
CPU 8 10 1000 0.125
GPU 8 10 1000 0.094 1.3
CPU 8 10 10000 1.27
GPU 8 10 10000 0.95 1.3
CPU 8 50 100 0.0886
GPU 8 50 100 0.0104 8.5
CPU 8 100 10 0.0198
GPU 8 100 10 0.0013 15.2
CPU 8 100 100 0.1978
GPU 8 100 100 0.012 16.5
CPU 16 10 10 0.0091
GPU 16 10 10 0.0012 7.6
CPU 16 10 100 0.0914
GPU 16 10 100 0.0105 8.7
CPU 16 100 10 0.1494
GPU 16 100 10 0.0014 106.7
CPU 16 10000 1 0.2168
GPU 16 10000 1 0.0026 83.4
CPU 32 10 10 0.07
GPU 32 10 10 0.002 35.0
CPU 32 10 100 1.98
GPU 32 10 100 0.022 90.0
CPU 32 100 1 0.116
GPU 32 100 1 0.00037 313.5
CPU 32 100 10 1.16
GPU 32 100 10 0.0023 504.3
CPU 64 100 10 9.133
GPU 64 100 10 0.012 761.1
* Number of cells per dimension in the 3D setup.
** Number of square root operations inside the kernel for imi-
tating real computation.
*** Speedup over single core CPU using IBM POWER9 for CPU
and Tesla V100 for GPU.
Table 5.2: Timings for the skeleton BATSRUS for porting to GPU with OpenACC
CHAPTER VI
Visualization and Data Analysis Package: VisAna
In order to process the observation and simulation data easily and efficiently, we
need better tools for visualization and data analysis. Because our ideas keep chang-
ing, for productivity reasons, people often rely on dynamic programming languages
for data processing instead of static languages. This chapter describes novel ways of
efficient data processing, especially within the Space Weather Modeling Framework
(SWMF).
6.1 Brief History of Dynamic Programming Languages
Programming languages can be classified into compiled and interpreted languages.
While compiled languages such as C/C++ and Fortran are heavily used for the
kernels of numerical physics models for speed, interpreted languages like IDL, Matlab
and Python are more widely used in data processing and visualization because of
their portability and productivity.
IDL has a long history of application in the space physics community since the
1980s. Matlab, which is another popular generic high level programming language
known for linear algebra, is also commonly used in science and teaching. In recent
years, we have seen an overwhelming popularity of Python in all categories thanks
to its simplicity and readability. However, when it comes to numerical computing
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and big data analysis, Python itself as a “glue” language often shows its lack of
performance. The common tricks for speeding up the process in high level interpreted
languages are:
1. to provide APIs to lower level libraries and functions written in C/C++ or
Fortran and compiled into machine codes;
2. to incorporate Just-In-Time (JIT) compilation technique for converting scripts
into bytecodes or machine codes to a certain degree.
Early attempts [Behnel et al., 2011, Foundation] have shown that the first approach is
not trivial to implement from a programmer’s perspective, and the second approach
is hard to achieve for an existing language that is not designed with the ideas in
mind.
This is where the latest competitor, Julia [Bezanson et al., 2017], comes into
play. As a new language born for numerical computing and high performance, it
has gradually gained attention from the scientific world and now unveils its potential
to machine learning and generic programming. The key feature of Julia is its type
inference system that allows a generic program to generate efficient machine code
from LLVM [LLVM] for specific types with multiple dispatch [Wiki, b] at run times.
As the founders of Julia claimed, this will be a fresh new approach to tackle the “two-
language” problem, which is a trade-off that developers typically make when choosing
a language — it can either be relatively easy for humans to write, or relatively easy
for computers to run, but not both.
As a fun fact, the languages built with scientific programming in mind from the
start, such as Mathematica, R, Matlab, Fortran and Julia, share one thing in com-
mon: they are all 1-based indexing languages.
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6.2 VisAna: A Community Package for Simulation Data Processing
The open source VisAna package [Zhou, 2020] is written completely in Julia and
provides functionalities of
• simulation data reading
• visualizing
• data format converting
• language interoperability
• data analysis in space physics
The data loader SWMF.jl inherits the ideas and code structures from the IDL
post-processing scripts developed by Ga´bor To´th and my original Matlab scripts. It
currently supports all the output formats from SWMF, with benchmarks comparing
with SpacePy, IDL, and Matlab shown in Figure 6.1. Taking advantage of the
multiple dispatch design, the same code base works for all types of floating point
precision. Note that in the Matlab version, all the final outputs are converted to
double precision for satisfying the requirement of some intrinsic functions, which
potentially increases the timings. In Julia there is no such restriction.
For example, one typical binary output file at a given snapshot from the iPIC3D
3D output for Ganymede’s magnetosphere simulation with grid resolution of one
electron inertial length is about 2.4 GB. Julia performs ∼ 5 times faster than IDL
and ∼ 10 times faster than Matlab, which is a significant boost of processing data.
Further advantage from JIT compilation will be gained by manipulating the data
as the user wants afterwards, and quickly exploring ideas and revising codes. Note
that the comparison here neglects the JIT compilation time during the first time
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Figure 6.1: Benchmarks for the data loading of three different file sizes in KB, MB, and GB,
respectively. All the timings are normalized to the Julia execution time.
execution. In practice we only need fast performance for large scale repeated tasks,
where Julia is obviously apt for.
6.2.1 Field Tracing
Field lines are a family of curves that are instantaneously tangent to the vector
of the field. They show the direction in which a massless element will travel at any
point in time. In CFD and MHD simulations, streamlines/field lines are heavily used
to visualize velocity and electromagnetic field structure and identify connectivity.
Currently two types of stream tracing methods are implemented in VisAna:
1. tracing in a uniform grid,
2. tracing in an unstructured grid.
In a uniform grid, it is straightforward to find the nearby cell-center values around
the current position. A bilinear interpolation is used together with 2nd order forward
Euler and 4th order Runge-Kutta time stepping as described in Algorithm 1.
Demonstrations of the 2D uniform grid tracing are shown in Figures 6.2 and 6.3
for an analytic asymptotic field and dipole field, respectively. Corresponding fixed
timesteps are chosen according to the grid resolution. RK4 produces more accurate
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Algorithm 1: Field tracing in uniform grid
Result: An array of points representing the trajectory
1 Create unit vectors from full vector field
2 for i = 1:maxstep do
3 Find surrounding points
4 if leave the domain then
5 Break
6 end
7 Interpolate unit vectors to current location
8 if detect NaNs in function values then
9 Break
10 end
11 Update location
12 end
tracing than the 2nd order Euler scheme under the same resolution and timestep.
Therefore it is chosen as the default scheme unless efficiency is needed for large
amounts of data.
Tracing in the unstructured grid output, e.g., the .plt format from AMR sim-
ulations, requires a different approach. Besides relying on ParaView or Tecplot’s
built-in function through Python API calls, VisAna provides a basic function for
quickly scanning through data. The brute force approach is outlined in Algorithm
2.
Algorithm 2: Field tracing in unstructured grid, brute force
Result: An array of points representing the trajectory
1 find the grid cell you are currently in
2 for i = 1:maxstep do
3 move along the vector direction until you hit the edge of that cell
4 find the neighbour cell who shares the same edge
5 use the vector direction in the next cell and move along that direction
6 if reach MaxLength or reach domain boundary then
7 Break
8 end
9 Update location
10 end
This simple scheme may not perform as bad as one think. Finite volume method
intrinsically only have one constant value in each cell, so tracing in this way reflect
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Figure 6.2: Demonstration of stream tracing in an asymptotic field. Integration using RK4 and
forward Euler method is colored in blue and green, respectively. Different line styles represent
different timesteps. The analytic solution is colored in red.
the true discrete numerical solution. Given that the purpose of this tracing is not
only for visualization, but also for checking the connectivity of field regions, e.g., the
open/closed magnetic field lines in certain locations, the brute force algorithm fulfills
the need adequately.
Demonstrations of the 2D unstructured grid tracing are shown in Figure 6.4.
Comparing the analytically defined stream function denoted by the blue lines with
the stream tracing output of connected dots as footprints inside each cell.
Both of these tracing schemes can be extended to 3D. The tracing on the uniform
grid in 3D, on one hand, is a natural extension to the 2D functions, which has been
already implemented but not fully tested. The tracing on the unstructured grid in
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Figure 6.3: Demonstration of stream tracing in a dipole field originates at (0,0). Integration using
RK4 and forward Euler method is colored in blue and red, respectively.
3D, on the other hand, requires the support of a robust unstructured grid type and
some geometry detection scheme in 3D, which is still a work in progress.
6.2.2 Particle Tracing
Particle tracing aims at solving the motion of particles according to Newton’s
second law. In MHD and PIC simulations, we have
dxP (t)
dt
= v(xP (t), t) (6.1)
dv(xP )
dt
=
qP
mP
(
E + v(xP )×B
)
(6.2)
where x and v are the particle position and velocity, respectively, m is the particle
mass, q is the particle electric charge, and E,B are the EM field vectors. The
subscript P indicates that we are following the motion of a particle.
The particle tracing done in the post-processing phase is usually known as the
test particle simulation. It is different from the field tracing in that particles have
mass and the field may not be steady. It is also different from the self-consistent PIC
simulation because particles do not affect the EM field, under the assumption that a
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Figure 6.4: Demonstration of stream tracing around an airfoil in an unstructured triangular grid.
The three traced lines are shown with colored lines with dots representing the footprints in each
cell. The solid blue lines are contours from the analytically defined stream functions, which are
calculated numerically.
small number of test particles have tiny effects on the field structure. The resulting
xP forms the pathline, which describes the trajectory of the traced particle.
Mathematically this is an ordinary differential equation (ODE) problem that can
be solved numerically. Thanks to the fast development of ODE solver in Julia [Rack-
auckas and Nie, 2017], it can be easily achieved with proper choice of scheme. Figure
6.5 shows an example of 50 MeV ion trajectory traced in the Earth’s dipole field,
which reflects the three basic motions of charged particles: gyration around the
magnetic field line, bounce along an L shell, and drift in the azimuthal direction.
Tsitouras 5/4 Runge-Kutta method [Tsitouras, 2011] is used for this tracing.
6.2.3 File Format Conversion
One common task in scientific computing is the conversion between file formats for
specific visualization purposes. For historical reasons, SWMF supports Tecplot .plt
format, but not the open source VTK formats that is commonly used for ParaView
[Ayachit, 2015] and VisIt [Childs, 2012]. VisAna provides a useful functionality of
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Figure 6.5: Demonstration of particle tracing inside Earth’s dipole field. The magnetic field lines
are shown in red. Trajectory of an ion with 50 MeV energy is shown in blue. The lengths are
normalized to Earth radius RE = 6378 km.
converting ASCII and binary outputs from SWMF into structured and unstructured
VTK formats with compression. The actual compression ratio depends on the origi-
nal data, with ∼ 5 times smaller than the ASCII output and ∼ 2 times smaller than
the binary output. The generated VTK files can then utilize the advanced techniques
in ParaView and VisIt for rendering and 3D visualization. One example is shown in
Figure 4.14.
Besides, the AMR tree file generated by BATL can be accessed by VisAna, which
allows further optimizations of block-based AMR visualization.
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6.2.4 Parallel Execution
Post-processing for current massively parallel numerical models commonly in-
volves more than 100 GB of data. Unlike physical models which require frequent
information change between processors, data analyses are usually embarrassingly
parallel jobs, which means there are few inter-dependencies between different parts
of data. VisAna makes use of the current available parallelism of Julia to boost the
efficiency. Coroutines, multi-threading and multi-core features are implemented at
different levels for large data processing. Our tests show that even though all pat-
terns work for a small number of cores (< 10), channels work more stable for larger
numbers of cores due to its minimum usage of memory. For example, the Ganymede
MHD-EPIC high resolution simulation generates 1200 VTK unstructured files of
size 2.4GB each. Every single output file takes about 20s to trace field lines and
plot contour surfaces. In serial execution this will take about 6.7 hours on Frontera
supercomputers. With parallel channels, all the work can be finished within 30 mins.
6.2.5 Programming Language Interoperability
Besides doing work solely in Julia, VisAna offers convenient ways to call func-
tions from Python, Matlab and IDL through multiple external packages. Future
development can easily take advantage of the existing fruitful packages and func-
tions among multiple commonly used languages. The similar syntax and several
script auto-conversion tools also help in quickly building an efficient workflow.
6.2.6 Test Tracking
To aid the tracking and analysis of SWMF simulations, VisAna provides basic
support for extracting timing information from runlog files. Sustainable model de-
velopment requires frequent testing. Based on the SWMF overnight test suite, we
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deploy a script for requesting runlog data online, extracting pass/failure information
and timings, and visualize the results in a time series plot. Users can conveniently
select the testing time range, type, and platform in the input parameter file and com-
pare the timings, which is useful for debugging and code optimization. An example
monitoring output of the MHD shock tube test is shown in Figure 6.6.
Figure 6.6: Profiling of MHD shock tube test from the overnight test suite during the period
2020-01-01 to 2020-04-01.
More Features
Currently one big missing part of VisAna is the built-in unit system and the
conversion between SI, Gaussian, planetary, and user defined units. With the in-
creasing need of efficient data processing and visualization, the flexibility and great
performance of Julia-based packages will attract more attention in the space physics
numerical computing community.
CHAPTER VII
Conclusions
7.1 Summary of Results
7.1.1 Embedded Kinetic Simulation of Ganymede’s Magnetosphere
In the first study of the thesis, we have presented an improved MHD-EPIC
model of Ganymede’s magnetosphere. With an adaptive stretched spherical MHD
grid, an incorporated magnetic diffusion solver down to the core region, and a new
energy-conserving PIC scheme, the simulations show a dynamic magnetosphere with
reconnection-related features. Key findings from this set of simulations are:
1. Single fluid MHD-EPIC model is able to capture the global structure of the
magnetic field in Ganymede’s sub-Alfve´nic magnetosphere, shown by the quasi-
steady comparison over all six Galileo flybys. Intermittent FTEs are generated
even under steady upstream conditions, signatures of which can be potentially
captured by in-situ magnetometer observations.
2. Ion-scale physics including non-gyrotropic and non-isotropic effects are fully re-
solved in the PIC domain covering the majority of the upstream magnetopause.
Crescent-shape ion distribution is found on the magnetospheric side of the up-
stream reconnection.
3. The energetic flux densities from upstream reconnection obtained directly from
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the PIC simulation are about 10−7 W/cm2. A quantitative estimation on the
auroral emission shows that upstream reconnection can contribute for up to
about half of the peak brightness.
4. The G2 flyby comparisons of plasma bulk flow velocities with the PLS data
support the interpretation that the observed plasma outflow from Ganymede’s
ionosphere is mainly composed of oxygen ions.
7.1.2 Reconnection-driven Dynamics at Ganymede’s Upstream Magnetosphere
In the subsequent Ganymede’s magnetosphere study, we have presented the re-
sults and predictions from Hall MHD and MHD-EPIC simulation of upstream recon-
nection dynamics. We find that under steady upstream conditions, magnetopause
reconnection occurs in a non-steady manner. Flux ropes of about 1RG in length
form on the magnetopause at a rate about 2/minute and produce spatiotemporal
variations in plasma and field properties. Upon reaching grid resolution comparable
to the electron inertial length, the MHD-EPIC model can resolve both electron and
ion kinetics at the magnetopause and show localized non-gyrotropic behavior inside
the diffusion region. We have developed a general and robust method to calculate
the global reconnection rate that works for a highly dynamic reconnection process as
present in Ganymede’s upstream magnetosphere. The estimated global reconnection
rate from the models is about 80 kV with 60% efficiency, and there is weak evidence
of about 1 minute periodicity from the global reconnection efficiency fluctuation from
the simulations.
The global Hall MHD and MHD-EPIC simulations presented in this paper allow
us to study in detail how magnetic reconnection occurs at Ganymede’s upstream
magnetopause. Our simulation results provide predictions regarding the unsteadiness
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of reconnection, generation of FTEs, and the particle and field characteristics of the
diffusion region around the X-lines. These predictions can be tested through and
also be used to interpret new observations from future space missions, especially the
upcoming Jupiter Icy Moon Explorer (JUICE) mission [Grasset et al., 2013].
7.1.3 Hybrid Parallel MHD Model Development
The requirement of high fidelity numerical results stimulates the development
of massively hybrid parallelized model. We have successfully extended our finite
volume/difference MHD code BATS-R-US from pure MPI to MPI+OpenMP hybrid
implementation, with only 0.25% modification to the ∼ 250, 000 lines of source code.
Good weak scaling performances are obtained up to ∼ 500, 000 cores with explicit
time stepping and up to ∼ 250, 000 cores with implicit time stepping. Using the
hybrid parallelization, we are now able to solve problems more than an order of
magnitude larger than before thanks to the usage of shared memory for large grid
arrays. We opt to use coarse-grained multithreading applied to the loops over grid
blocks, because it provides more opportunity for parallelism than the fine-grained
approach applied to loops over grid cells. The main challenge with the coarse-grained
approach in a large and complex code is to find and eliminate race conditions, which
can be solved with well-organized code structure and the help of debuggers like Intel
Inspector.
We also found that the compiler’s capability to efficiently optimize a multi-
threaded code varies significantly from compiler to compiler on various platforms. It
is important to check the performance of the single-threaded execution of the code
compiled with and without the OpenMP library.
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7.1.4 Data Visualization and Analysis
To suit the needs of processing large data from simulations, I have developed a
open source, high performance and user friendly post-processing package VisAna in
the Julia programming language. A whole new workflow of space physics-related
data processing and analysis incorporating the latest techniques in computer science
has been established. VisAna provides the capabilities of visualizing, parallel data
processing, file format conversion, and function calling from different programming
languages through the open source community support.
7.2 Future Work
7.2.1 Ganymede’s Magnetosphere Modeling
Even though the magnetic field comparison between simulation and Galileo ob-
servation data is fairly good, our MHD-EPIC model clearly cannot reproduce every
detailed feature observed by Galileo. Most of the discrepancies appear in the mag-
netopause crossings, and in general the simulation results look more smoother than
observations. This may indicate that the second order schemes we applied to MHD
and PIC are not fully capable of capturing the sharp changes at the feasible grid
resolution, or the prescribed boundary conditions, especially the inner boundary
conditions, cannot faithfully represent the influence coming from the interior. In the
future, the nonsymmetric resistivity distribution, a putative ocean with high conduc-
tivity located between 150 km and 250 km depth [Kivelson et al., 2002, Saur et al.,
2015] and new knowledge about the interior structure may intrigue the development
of a more realistic resistivity model. Recently [Carnielli et al., 2019, 2020] used a test
particle Monte-Carlo approach to build an ionosphere model for Ganymede that pro-
vides the spatial distribution of multiple ions species originating from Ganymede’s
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ionosphere. The magnetosphere models presented in this thesis research used a rel-
atively simplified approach to treating the ionosphere in that uniform, fixed plasma
density and temperature are prescribed at the simulation boundary near Ganymede’s
surface [Zhou et al., 2019]. In order to better understand the coupling between the
magnetosphere and ionosphere, we may consider incorporating a realistic ionosphere
model, such as that presented by Carnielli et al. [2020], into our global magnetosphere
simulations in the future.
Additionally, because of the intrinsic differences between Hall MHD and PIC
models, a coupled PIC region produces different results from the Hall MHD model.
As can be been in Figure 3.5a and Figure 3.6a, the magnetic field comparisons are not
as good as in the stand-alone Hall MHD simulations (Figure 3.4e,f). From plasma
observations [Kivelson et al., 2004], we know there are at least two ion populations
in the ambient Jovian environment: thermal and hot components. For a single fluid
model like we have shown in this thesis, we have to make assumptions in prescribing
a single upstream ion temperature that results in a total particle pressure consistent
with the observations. A more realistic simulation left for future work should be
separating the ion populations using a multi-fluid MHD model as well as introducing
more particle species inside the PIC region.
We may also include an even more consistent coupling between multi-fluid MHD,
or even higher moments MHD, and the PIC model. From the particle distributions in
phase space, we can see that kinetic physics only becomes important near the recon-
nection sites at the magnetopause boundary. Therefore in principle we can greatly
speed up the simulation by embedding PIC regions only close to the magnetopause
in the global Hall MHD runs. Many of the different measures for identifying the
diffusion region (e.g. Figure 4.7) are potentially useful for placing local PIC regions
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with physics-based criteria. However, this requires a more flexible configuration of
the PIC domain, which will be the goal of future adaptive PIC model development.
Compared with the other Galileo flybys, G8 is the only one that occurred when
Ganymede was inside Jupiter’s central plasma sheet. Outside of the central plasma
sheet, the Jovian plasma density is usually smaller and the ambient magnetic field
strength is larger, which results in smaller β and larger Alfve´n velocity for the ambi-
ent plasma than for the G8 flyby. Because the ambient plasma and field conditions
change periodically through each synodic rotation, it is of interest to examine how
the properties of Ganymede’s magnetopause reconnection vary depending on the
location of the moon relative to Jupiter’s plasma sheet. We have performed sim-
ulations for other relevant scenarios with different upstream Alfve´n Mach number
and external field orientation. Results from our preliminary runs suggest that larger
Alfve´n velocity and/or larger magnetic shear at the magnetopause boundary tend
to produce larger reconnection efficiency. Detailed investigation of the dependence
of reconnection-driven dynamics on the upstream conditions is beyond the scope of
this paper, but will be conducted in our future work.
7.2.2 Hybrid Parallelization
Our massively-parallel model development using hybrid MPI+OpenMP reported
in Chapter V excludes the updates on parallel I/O, which is potentially important
in practice. In the current version of BATS-R-US, each MPI process writes its
own files, and the individual pieces are collected together during the post-processing
phase. Such strategies don’t scale well and are likely to stress the HPC file system
like Lustre by burdening the metadata servers because of the number of files created.
A better approach is the genuinely parallel MPI-based I/O, with MPI processes
collectively read/write to a single target.
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The GPU-offload attempt as described in Chapter 5.2, can be a useful guidance for
the next step parallel code development. OpenMP 5.0+ provides potential capability
of seamlessly converting existing OpenACC directives to the OpenMP compatible
version. By cleaning up the legacy modules and coming up with cleaner interfaces
between BATL, the numerical solver and the equation sets, we will be able to build
the cross platform version of BATS-R-US.
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