Abstract-Experiments were conducted to see the effects of a set of factors on the Resilient backpropagation (Rprop) artificial neural network classification of an Indian urban environment. Factors investigated were sample size, number of neurons in hidden layers and number of epochs. Effect of including texture information in the form of neighbourhood information and grey level co-occurrence matrix (GLCM) features in the classification process has been explored. Statistically similar overall classification is achieved for Rprop and Gaussian maximum likelihood classification (GMLC). Investigations have revealed that larger sample size gave higher test accuracy; variation in number of neurons in hidden layer did not affect the overall classification accuracy significantly; lesser number of epochs resulted in higher overall test accuracy. Incorporation of texture information by both the approaches improved classification accuracy in a statistically significant manner.
I. INTRODUCTION
Artificial Neural Networks (ANN) offers a more robust approach to land cover discrimination than widely used conventional parametric supervised image classification techniques. Paola and Schowengerdt [1] have presented a detailed review on backpropagation neural networks and discussed various factors affecting spectral classification accuracy such as type of network, its size and complexity, training set size, the learning algorithm, number of training iterations.
A single ground cover usually occupies a region of neighbouring pixels and improved identification may be obtained by considering an entire region rather than a single pixel. The variability of grey values within the region can be taken into account together with the actual grey values. This variability constitutes the texture of the ground cover, which is a fundamental characteristic of image data and is often crucial to target discrimination. For spatially complex and spectrally mixed classes, the classification accuracy could improve if the spatial properties of classes were also incorporated into the classification criterion [2] . Texture methods are most appropriate under condition of high local variance such as urban environments. Hence, it is expected that use of artificial neural network and texture measures would be appropriate in image classification of urban environments. ' . A central extract (512x512 pixels) from the area is chosen for this study. Twelve classes covered the majority of urban land use features (Table I ). The satellite data for the study area included four multispectral bands of IRS-1C, LISS-III sensor.
III. EXPERIMENTAL METHODOLOGY
The investigations in this paper have used Rprop [3, 4] and GMLC algorithms. For texture classification, GLCM approach proposed by Haralick et al. [5] has been used. Three factors were considered for Rprop classification. These were sample size, number of neurons in the hidden layers and number of epochs. Sample sizes were determined at five different reliability values (S1 to S5) with desired precision of 5% [6] (Table II) . Test samples sets of the same size as for training were used to test accuracy of classifications. A three layer (single hidden layer) fully interconnected network was used for Rprop classification. The experiments were carried out in three stages. In the first stage, classification was performed with spectral features using Rprop and then with GMLC. For Rprop classification in the first stage, a network with 4-12-12 configuration was used (four input bands, twelve hidden nodes and twelve output classes). Training of network was carried out for 1000 epochs with sample set S5.
In the second stage, study was conducted to evaluate factors effecting classification accuracy using Rprop. studying effect of sample size, classifications with different sample set (S1 to S5) and varying number of neurons in hidden layer were carried out for 1000 epochs. To understand effects of variation in number of nodes in hidden layer and number of epochs, classifications were carried out with sample size S5 while varying number of nodes in hidden layer (8 to 20) at different number of epochs ranging from 1000 to 50000 (1k to 50k).
In the third stage, effect of adding texture information in the form neighbourhood information and GLCM texture feature was studied. Two approaches were used while using the neighbourhood-based texture information. In the first approach, texture information from band 1 was included by using all pixels from a 3x3 window. Further, corresponding central pixels from the remaining bands were also used making a total of 12 input nodes. In the second approach, texture information from all bands was used for 3x3 window making a total of 36 input nodes for a four band data.
For GLCM based classification, five features namely mean (Mean), variance (Var), homogeneity (Hom), contrast (Con) and dissimilarity (Dis) were used for the study along with all four spectral bands. Shaban and Dikshit [7] have reported that window sizes 7 and 9 give best textural classification result for Indian urban areas. Hence, GLCM texture features at window sizes 7 and 9 were used in the study. GMLC was followed by Rprop classification for which information obtained from the second stage of experimentation was used.
For all classifications, the overall classification accuracy and the accuracy of the individual classes were assessed by computing kappa coefficients (κ) and associated asymptotic variances. Pair-wise statistical tests were performed to assess the significance of any differences observed between two classifications using a Z statistic [8] .
IV. RESULTS

A. Comparison of Rprop and GML classification
For training as well as test areas, the overall and individual class accuracies are statistically similar (Table  III) . Table IV shows with the increase in sample size, the test accuracy increase for all networks having different number of neurons in hidden layer. Maximum overall accuracy was achieved for the sample size set S5, which has highest number of samples per class. Table IV shows that variation of neurons in the hidden layer did not have any significant effect on the classification accuracy for the test set. With increase in number of neurons in the hidden layer (from 8 to 20), the overall training accuracy increased.
B. Effect of sample set size
a-Using GML Classification b-Using Rprop Classification Zba-Z-statistic (from b to a)
C. Effect of number of neurons in hidden layer
D. Effect of number of epochs
With increase in number of epochs, the test accuracies decrease. The highest test accuracy was achieved with 1000 epochs (Table V) . For training areas, however, increase in number of epochs increased accuracy in a significant manner, with highest accuracy obtained at 50k epochs.
E. Effect of adding texture information
The first approach used for neighbourhood-based texture method did not improve test accuracy in a However, the neighbourhood information used from all bands simultaneously improved test accuracy significantly. With GLCM-based features, accuracy using a window size of 9 pixels gave slightly higher accuracy than a window size of 7 pixels for both the classification methods (Table VI) 
