A frequency-domain adaptive filter (FDAF) prediction error method (PEM) framework for double-talk-robust acoustic echo cancellation by Gil-Cacho, Pepe et al.
  
 
 
 
 
Citation/Reference- Jose%Manuel%Gil-Cacho,%Toon%van%Waterschoot,%Marc%Moonen,%and%Søren%Holdt%Jensen%%
A-frequency2domain-adaptive-filter-(FDAF)-prediction-error-method-
(PEM)-framework-for-double2talk2robust-acoustic-echo-cancellation-
IEEE/ACM'Trans.'Audio'Speech'Language'Process.,%vol.%22,%no.%12,%Dec.%2014,%pp.%2074-2086.%
Archived-version- Author% manuscript:% the% content% is% identical% to% the% content% of% the% submitted%paper,%but%without%the%final%typesetting%by%the%publisher%%
Published-version- http://dx.doi.org/10.1109/TASLP.2014.2351614%
Journal-homepage- http://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=6882846%
Author-contact- toon.vanwaterschoot@esat.kuleuven.be%
+'32'(0)16'321927-
IR- ftp://ftp.esat.kuleuven.be/pub/SISTA/vanwaterschoot/abstracts/13-13.html%%
'
(article begins on next page) 
1
A frequency-domain adaptive filter (FDAF) prediction error
method (PEM) framework for double-talk-robust acoustic echo
cancellation∥
Jose M. Gil-Cacho∗, Toon van Waterschoot‡, Marc Moonen§, and Søren Holdt Jensen¶∗Corresponding author. KU Leuven Department of Electrical Engineering (ESAT) STADIUS Center for Dynamical Systems, Signal
Processing and Data Analytics, Kasteelpark Arenberg 10, B-3001 Leuven, Belgium, Tel. +32 16321856, Fax +32 16321970, E-mail
pepegilcacholorenzo@gmail.com‡ KU Leuven Department of Electrical Engineering (ESAT) STADIUS Center for Dynamical Systems, Signal Processing and Data Analytics,
Kasteelpark Arenberg 10, B-3001 Leuven, Belgium, Tel. +32 16321927, Fax +32 16321788, E-mail toon.vanwaterschoot@esat.kuleuven.be§ KU Leuven Department of Electrical Engineering (ESAT) STADIUS Center for Dynamical Systems, Signal Processing and Data Analytics,
Kasteelpark Arenberg 10, B-3001 Leuven, Belgium, Tel. +32 16321060, Fax +32 16 321970, E-mail marc.moonen@esat.kuleuven.be¶ Department of Electronic Systems Aalborg University, Fredrik Bajers Vej 7, DK-9220 Aalborg, Denmark, Tel. +45 9940 8654, E-mail
shj@es.aau.dk∥EDICS: AUD-ECHO
Abstract—In this paper, we propose a new framework to
tackle the double-talk (DT) problem in acoustic echo can-
cellation (AEC). It is based on a frequency-domain adaptive
filter (FDAF) implementation of the so-called prediction
error method adaptive filtering using row operations (PEM-
AFROW) leading to the FDAF-PEM-AFROW algorithm.
We show that FDAF-PEM-AFROW is by construction
related to the best linear unbiased estimate (BLUE) of
the echo path. We depart from this framework to show
an improvement in performance with respect to other
adaptive filters minimizing the BLUE criterion, namely the
PEM-AFROW and the FDAF-NLMS with near-end signal
normalization. One of the contributions is to propose the
instantaneous pseudo-correlation (IPC) measure between
the near-end signal and the loudspeaker signal. The IPC
measure serves as an indication of the effect of a DT
situation occurring during adaptation. We motivate the
choice of FDAF-PEM-AFROW over PEM-AFROW and
FDAF-NLMS with near-end signal normalization, based
on performance, computational complexity and related
IPC measure values. Moreover, we use the FDAF-PEM-
AFROW framework to improve several state-of-the-art
variable step-size (VSS) and variable regularization (VR)
algorithms. The FDAF-PEM-AFROW versions significantly
outperform the original versions in every simulation.
In terms of computational complexity, the FDAF-PEM-
AFROW versions are themselves about two orders of
magnitude cheaper than the original versions.
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I. INTRODUCTION
ACOUSTIC echo cancellation (AEC) is used inmany speech communication applications where
the existence of echoes degrades the speech intelligibility
and listening comfort [1]. These applications range from
mobile and hands-free telephony to teleconferencing
and voice over IP (VoIP), and are often integrated in
smartphones, tablets, notebooks, laptops, etc. The typical
set-up for an acoustic echo canceler is depicted in Figure
1.
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Fig. 1. Typical set-up for AEC.
A far-end speech signal u(t) is played back in an
enclosure (i.e., the room) through a loudspeaker. In the
room there is a microphone to record a near-end speech
signal, which is to be transmitted to the far-end side.
An acoustic echo path between the loudspeaker and the
microphone exists so that the microphone signal y(t)
contains an undesired echo signal x(t) plus the near-
end signal v(t), i.e., y(t) = x(t) + v(t). The echo
signal x(t) can be considered as the far-end speech
or loudspeaker signal u(t) filtered by the echo path.
An acoustic echo canceler seeks to cancel the echo
signal component x(t) in the microphone signal y(t),
ideally leading to an echo-free error signal e(t), which
is then transmitted to the far-end side. This is done by
subtracting an estimate of the echo signal xˆ(t) from the
microphone signal, i.e., e(t) = y(t) − xˆ(t). Standard
approaches to AEC rely on the assumption that the
echo path can be modeled by a linear FIR filter [2]-
[4]. The coefficients of the echo path are collected in
the parameter vector f(t) = [f0(t), f1(t), , ..., fN−1(t)]T
∈ RN such that x(t) = fT (t)u(t) = F (q, t)u(t) where
u(t) = [u(t), u(t−1), . . . , u(t−N+1)]T and F (q, t) =
f0(t)+ f1(t)q−1+ ...+ fN−1(t)qN−1 with q−1 the unit
delay operator, i.e., q−1u(t) = u(t−1). An adaptive filter
of sufficient order is used to provide an estimate fˆ(t) =
[fˆ0(t), fˆ1(t), ..., fˆN−1(t)]T ∈ RN of f , such that the
echo signal estimate is xˆ(t) = fˆT (t)u(t) = Fˆ (q, t)u(t)
with Fˆ (q, t) = fˆ0(t) + fˆ1(t)q−1 + ...+ fˆN−1(t)qN−1.
Practical AEC implementations often rely on compu-
tationally simple time-domain stochastic gradient algo-
rithms, such as the least mean squares (LMS) algorithm
[5], the normalized LMS (NLMS) algorithm [3], or
affine projection algorithm (APA) [12], which are very
sensitive to the presence of a near-end signal [2]. In
general, the presence of a near-end signal, in a so-called
double-talk (DT) scenario, makes the AEC adaptive
filter converge slowly or even diverge. There are several
approaches to tackle the problem of DT in AEC. We give
here a brief explanation of five different approaches: two
that are based on a variable step size (VSS), one based
on a variable regularization (VR) and two based on a
best linear unbiased estimate (BLUE) of the echo path.
The first approach is based on the so-called gradient-
based VSS algorithms [6]-[11]. From this class of algo-
rithms, the only one specifically designed for DT-robust
AEC is the projection-correlation VSS (PCVSS), which
has been proposed in [11]. PCVSS is based on the APA,
and so will be referred to as PCVSS-APA. In PCVSS-
APA, the adaptation rate is controlled by a measure
of the correlation between instantaneous and long-term
averages of the so-called projection vectors, i.e., gradient
vectors in APA.
The second approach is based on the non-parametric
VSS (NPVSS) algorithm proposed in [13]. Different
NPVSS-based algorithms have been developed and ap-
plied for DT-robust AEC when updated with the NLMS
algorithm, e.g., [14] and [15]. To increase their conver-
gence speed, an APA version of these algorithms has
been proposed, resulting in the practical VSS affine
projection algorithm (PVSS-APA) [16].
The third approach is based on equipping the adaptive
filter with a VR. Several VR algorithms have been
proposed in the literature based on the derivation of
an optimal regularization parameter, which sometimes
need quantities or models that are difficult to obtain in
practice [17], [18]. Practical implementations of these
algorithms have also been proposed that employ more
easily measurable quantities. One example is the APA-
based VR (VR-APA) algorithm that has been proposed
in [19], which incorporates the statistics of the noise into
the design of the VR.
The fourth approach is based on a minimum-variance
echo path estimate, i.e., the BLUE [20]. This estimate
depends on the near-end signal characteristics, which
are in practice unknown and time-varying [2], [21]. One
approach to achieve the BLUE is based on the prediction
error method (PEM) [22] for jointly estimating the echo
path model and an auto-regressive (AR) model of the
near-end signal. The algorithms in [2], [21] aim to
whiten the near-end signal component in the microphone
signal by using adaptive decorrelation prefilters that
are estimated concurrently with the echo path. Among
the PEM-based algorithms, the PEM adaptive filtering
using row operations (PEM-AFROW) [23] is particularly
interesting and it will be explained further on. Other
algorithms, although not applied to DT-robust AEC, have
been proposed for recursively minimizing the BLUE
criterion. In fact, in [24], [25], a frequency-domain
adaptive filtering (FDAF) algorithm has been obtained by
first minimizing the BLUE criterion using a time-domain
block stochastic gradient algorithm and then switching
to the frequency domain to reduce the computational
complexity. One advantage of frequency-domain adap-
tive filtering compared to time-domain adaptive filtering
is that the step size can be normalized independently
for each frequency bin. Including such a normalization
in the adaptive filter update equation results in a more
uniform convergence over the entire frequency range.
In the sequel, the standard frequency-domain adaptive
filtering [34] is referred to as FDAF-NLMS, i.e., an
FDAF with a loudspeaker signal normalization factor.
The algorithm proposed in [24] is therefore referred to as
FDAF-NLMS with near-end signal normalization. The
PEM-based and FDAF-based approach to achieve the
BLUE will be explained further on.
One particular assumption in all these algorithms, and
in most AEC applications in general, is that the near-
end signal is uncorrelated with the loudspeaker signal.
This assumption can truly be exploited only for infinitely
long observations of ergodic and stationary processes
[3]. In real AEC applications, however, the near-end
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signal as well as the loudspeaker signal is a speech
signal that is highly colored and non-stationary. Even
when the near-end signal and the loudspeaker signal
are assumed to be uncorrelated, this however does not
imply that the correlation between these two signals
is zero within a short-time observation window [30].
Hence, one of the contributions of this paper is to
derive and define the instantaneous pseudo-correlation
(IPC) measure between the near-end signal v(t) and the
loudspeaker signal u(t). The IPC measure serves as an
indication of the effect of a DT situation occurring during
adaptation, as it will be explained.
The aim of this paper is to introduce a new framework
for DT-robust AEC, which is based on an FDAF imple-
mentation of the PEM-AFROW (FDAF-PEM-AFROW).
We depart from this framework to show an improvement
in performance with respect to PEM-AFROW and FDAF
with near-end signal normalization. Although these three
algorithms are related to the BLUE, we show that
FDAF-PEM-AFROW is the preferred choice for DT-
robust AEC. We motivate the choice of FDAF-PEM-
AFROW over PEM-AFROW and FDAF-NLMS with
near-end signal normalization, based on performance
improvement, computational complexity reduction and
lower IPC measure values. Moreover, we use the FDAF-
PEM-AFROW framework to improve the previously in-
troduced VR-APA, PVSS-APA and PCVSS-APA leading
to the VR-FDAF-PEM-AFROW, PCVSS-FDAF-PEM-
AFROW and PCVSS-FDAF-PEM-AFROW respectively.
The FDAF-PEM-AFROW versions significantly reduce
the computationally complexity and improve the perfor-
mance of the original versions in every simulation.
The paper is organized as follows. In Section II,
the BLUE is explained in two subsections: in Section
II-A, the basic linear regression model is reviewed,
including unbiased constraints that are assumed in the
derivation of typical algorithms for AEC. In Section
II-B, the generalized least squares model is reviewed,
which provides a framework to explain other related
estimators. In Section III-A, the BLUE achieved using
the PEM is considered and in Section III-B, the BLUE
achieved using the FDAF-NLMS with near-end signal
normalization is considered. In Section IV, the IPC
measure is derived and defined, and several simulation
results are shown evaluating the IPC measure in the
NLMS and the FDAF-NLMS. The recursions that are
used to compute the IPC measure are given in Appendix
A. In Section V, the proposed FDAF-PEM-AFROW
is derived. In Section VI, computer simulations are
provided. In Section VI-A, we motivate the choice of the
FDAF-PEM-AFROW algorithm over PEM-AFROW and
FDAF-NLMS with near-end signal normalization, based
on performance improvement, computational complexity
reduction and lower IPC measure values. In Section VI-B
more detail is provided about the selected state-of-the-
art VSS and VR algorithms as well as an explanation
of their FDAF-PEM-AFROW versions. Simulation re-
sults are provided with a complexity analysis compar-
ing the following algorithms: PVSS-APA, PCVSS-APA,
VR-APA, PVSS-FDAF-PEM-AFROW, PCVSS-FDAF-
PEM-AFROW and VR-FDAF-PEM-AFROW. Finally,
Section VII concludes the paper.
II. BEST LINEAR UNBIASED ESTIMATE
A. Linear unbiased estimator
We first assume that the echo path is time-invariant,
f(t) = f , ∀t over the observation window t = 1, 2, . . . , L
with L >> N . A regression data model may be
constructed as
y = Xf + v (1)
where
y = [y(1), y(2), ..., y(L))]T (2)
v = [v(1), v(2), ..., v(L))]T (3)
X = [u(1),u(2), ...,u(L)]T , (4)
with (·)T the transpose operator. The near-end signal
and the loudspeaker signal are usually assumed to be
uncorrelated so that E{XTv} = 0N×1, where E{·}
is the expected value operator. Any linear estimate of
parameter vector f can be written as a linear function of
the data vector y, i.e.,
fˆ = DTy. (5)
For this estimate to be unbiased, the L × N matrix D
should be subjected to two constraints,
DTX = IN (6)
E{DTv} = 0N×1 (7)
These constraints are often implicitly assumed to hold
in most of the existing AEC algorithms.
B. Generalized least squares and BLUE
Let us now consider a generalized least squares (GLS)
estimator given as
fˆGLS =
[
XTM−1X
]−1
XTM−1y (8)
This estimator is quite general since the structure of
the weighting matrix M can result in different types
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of estimators [27], i.e., biased or unbiased, minimum-
variance or not. As we are interested in anM that makes
(8) the BLUE [2], we consider
MBLUE = Rv = E{vvT }, (9)
where Rv is the near-end signal autocorrelation matrix
with symmetric Toeplitz structure, such that
fˆBLUE =
[
XTR−1v X
]−1
XTR−1v y. (10)
Note that, when the near-end signal is a white noise with
variance σ2v , the weighting matrix Rv = σ2vIL, where IL
is the L×L identity matrix. If we substitute this into (10)
the ordinary least squares (OLS) estimator is obtained,
i.e.,
fˆLS =
[
XTX
]−1
XTy (11)
This means that the OLS estimator achieves the BLUE
only if the near-end signal is a white noise signal,
otherwise the OLS estimate is suboptimal. Most of the
existing AEC algorithms are based on the OLS estimator,
which is assumed to be unbiased following (6) and (7),
but not necessarily minimum-variance.
III. THE BLUE IN ADAPTIVE FILTERING
ALGORITHMS
It has been shown [21] that the BLUE can be consid-
ered an optimal acoustic echo path estimate during DT.
However, calculating the BLUE in an AEC framework
is problematic due to its dependence on the near-end
signal covariance matrix Rv. Therefore, we will seek a
signal transformation that diagonalizes Rv and include
an estimation of the resulting diagonal elements in
the proposed adaptive filtering algorithm. PEM-based
algorithms, which have been proposed in [2], [21],
provide a signal-dependent way of diagonalizing Rv ,
which requires the estimation of a near-end signal model.
On the other hand, FDAF-based algorithms, which have
been proposed in [24], [25] are capable of diagonalizing
Rv in a signal-independent way, after some matrix
manipulation, and thus provide an attractive alternative
to the PEM-based algorithms.
A. PEM-based BLUE
Note that the BLUE as in (10) usually cannot be cal-
culated as such, because the autocorrelation matrixRv is
generally unknown. Therefore, Rv will be conveniently
transformed. Let us first assume that the near-end signal
is generated as v(t) = H(q, t)w(t) where w(t) is a
white noise excitation signal with variance σw(t), i.e.,
E{w(t)w(t− i)} = δ(i)σ2w(t), and
H(q, t) =
1
A(q, t)
=
1
1 + a1(t)q−1 + ...+ anA(t)q
−nA
(12)
is the near-end signal auto-regressive (AR) model, ex-
pressed as an order-nA time-varying linear filter. The
near-end signal autocorrelation matrix may then be writ-
ten as
MPEM = E{H(q)wwTHT (q)} (13)
where w = [w(1), ..., w(L)]T and the diagonal operator
H(q) has the filters H(q, t), t = 1, ..., L on the main
diagonal. In [2], [21] it has been shown that the BLUE
can then be realized as
fˆBLUE = Γ−1Ψ (14)
where
Γ =
(
H−1(q)X
)T
W−1PEM
(
H−1(q)X
) (15)
Ψ =
(
H−1(q)X
)T
W−1PEM
(
H−1(q)y
) (16)
with
WPEM =
⎡
⎢⎣
σ2w(1) . . . 0... . . . ...
0 . . . σ2w(L)
⎤
⎥⎦ , (17)
which corresponds to a prefiltering and weighting of
the tth row, t = 1, ..., L of X and y with the inverse
near-end signal model H−1(q, t) = A(q, t) and the
inverse excitation signal variance σ−1w (t). In practice, the
AR model parameters in A(q, t) and σw(t) have to be
estimated concurrently with the echo path model at each
time instant t = 1, ..., L. The use of the PEM [22] has
been proposed to achieve this, jointly providing estimates
fˆ(t), Aˆ(q, t) and σˆw(t). In practice, also (near-end) noise
will be present in the microphone signal. Although, noise
has not been included in the model for deriving the
algorithm, it will be included in the simulation section.
The PEM-based approach achieving the BLUE leads
to very simple time-domain stochastic gradient algo-
rithms that feature two components (as shown in Figure
2): (1) a whitening of the near-end signal component in
the microphone signal by using estimated decorrelation
prefilters Aˆ(q, t), (2) a single weighting scalar in the
denominator of the adaptive filter update equation using
the estimated excitation signal variance σˆw(t) [2], [21].
In [21], it has been shown that PEM-based algorithms
that achieve the BLUE, are possible if three conditions
are fulfilled, (1) the near-end signal v(t) can at each
time instant be modeled as an AR process of order nA,
(2) the prefilter Aˆ(q, t) contains at each time instant the
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Fig. 2. Typical set-up for AEC using a decorrelation prefilter.
true AR coefficients, i.e., Aˆ(q, t) = A(q, t), and (3) the
weighting scalar in the denominator of the adaptive filter
update equation σˆw(t) is at each time instant equal to
the true variance of the near-end excitation signal w(t),
i.e., σˆw(t) = σw(t). However, it seems that some of the
previous conditions are difficult to fulfill in practice. In
this case, the complete whitening of the near-end signal
will not be achieved (i.e., WPEM will not be diagonal)
and, therefore, the use of a single weighting scalar
σˆw(t) in the denominator of the adaptive filter update
equation will not be possible. Even if the near-end signal
autocorrelation matrix Rv could be estimated as such,
its direct inversion, as needed in a typical time-domain
stochastic gradient algorithm, would be prohibitive in
terms of computational complexity.
B. FDAF-based BLUE
In this section, we explain how in [24] an FDAF-
based algorithm has been obtained by first minimizing
the BLUE criterion using a time-domain block stochastic
gradient algorithm and then switching to the frequency
domain to reduce the computational complexity. To this
end, consider the cost function
JBLUE(f) = (Xf − y)T R−1v (Xf − y) , (18)
from which the BLUE in (10) is actually obtained.
Following [24] and [25], a time-domain block stochastic
gradient algorithm minimizing (18) can be derived. In
[24]-[26] and [29] it has been shown how FDAF-based
algorithms can then be derived by rewriting a time-
domain block stochastic gradient algorithm in a way that
Toeplitz and circulant matrices are explicitly shown. It
is important to recognize that the Toeplitz property of
Rv is a direct consequence of the assumption that the
vector v is wide-sense stationary [3].
Similar to [26], [29], in [24], [25] a Toeplitz matrix is
diagonalized in two steps: (1) a Toeplitz matrix is trans-
formed into a circulant matrix and (2) a circulant matrix
is transformed into a diagonal matrix using the DFT.
In the resulting diagonal matrix, the different diagonal
elements, correspond to the near-end signal variance in
different frequency bins. In FDAF-based algorithms, the
near-end signal variance in each frequency bin can be
straightforwardly incorporated as a normalization factor
in the adaptive filter update equation. Indeed, in [24],
and [25], it has been shown that such a normalization
can significantly improve the performance of an FDAF-
NLMS. The algorithm proposed in [24] is therefore
referred to as FDAF-NLMS with near-end signal normal-
ization. In [24] and [25], only a stationary colored near-
end noise signal is considered and the near-end noise
signal variance in each frequency bin is then directly
estimated from the error signal e(t).
IV. INSTANTANEOUS PSEUDO-CORRELATION
MEASURE
The unbiased constraints in (6), (7) must be satisfied
in both the PEM-based and FDAF-based BLUE. Since
D in (7) is a function of the loudspeaker signal matrix
X, the constraint reduces to E{XTv} = 0N×1. This
means that the near-end signal should be uncorrelated
with the loudspeaker signal. This assumption can truly be
exploited only for infinitely long observations of ergodic
and stationary processes [3]. In real AEC applications,
however, the near-end signal as well as the loudspeaker
signal is a speech signal that is highly colored and
non-stationary. Even when the near-end signal and the
loudspeaker signal are assumed to be uncorrelated, this
however does not imply that the correlation between
these two signals is zero within a short-time observation
window [30].
It is known [32] that the correlation between these
two signals causes standard adaptive filtering algorithms
to converge to a biased solution. This means that the
adaptive filter does not only predict and cancel the
echo signal component in the microphone signal, but
also part of the near-end signal. To analyze this, we
derive and define the instantaneous pseudo-correlation
(IPC) measure between the near-end signal v(t) and the
loudspeaker signal u(t). It should be clear that the IPC
measure is a performance measure used in simulations,
hence every signal is needed separately.
To this end, we first consider the time-domain LMS
algorithm update equation given as
e(t) = y(t)− fˆT (t− 1)u(t) (19)
fˆ(t) = fˆ(t− 1) + µe(t)u(t). (20)
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By repeated application of (20), and assuming fˆ(0) = 0,
it is straightforwardly shown that
fˆ(t− 1) = µ
t−1∑
i=1
e(i)u(i) (21)
so that
e(t) = y(t)− µ
t−1∑
i=1
e(i)
(
uT (i)u(t)
) (22)
where y(t) = x(t) + v(t).
Let us now consider a second scenario where the near-
end signal is absent, i.e., v(i) = 0, i = 1, ..., t, and
so the microphone signal is equal to the echo signal
y(i) = x(i), i = 1, ..., t. Applying the LMS algorithm to
this scenario (denoted by means of a subscript ‘x’) then
leads to
ex(t) = x(t)− µ
t−1∑
i=1
ex(i)
(
uT (i)u(t)
) (23)
Here, the ex(t) corresponds to the residual echo, when
an ‘ideal’ filter adaption is run, i.e., in the absence of a
near-end signal. In a DT scenario, the e(t) can then be
identified as the sum of ex(t) and an extra ev(t), which
is due to the DT. From (22) and (23) it follows that
ev(t) = e(t)− ex(t)
= y(t)− x(t)− µ
t−1∑
i=1
(
e(i)− ex(i)
)(
uT (i)u(t)
)
= v(t)− µ
t−1∑
i=1
ev(i)
(
uT (i)u(t)
)
, (24)
which effectively corresponds to applying the LMS
algorithm to a scenario with only the near-end signal
v(t) and no echo signal, i.e., x(i) = 0 i = 1, ..., t.
The aim of AEC is to have the best possible echo
cancellation, i.e., the smallest possible ex(t), next to
preserving the near-end signal v(t). Hence, ideally ev(t)
should be equal to v(t). From (24) it follows that this
implies that ideally
µ
t−1∑
i=1
ev(i)
(
uT (i)u(t)
)
= 0 (25)
Based on (25), we define a signal
z(t) =
µ
N
t−1∑
i=1
ev(i)
(
uT (i)u(t)
)
=
µ
N
fˆT (t− 1)u(t),
(26)
which resembles a correlation function, hence the name
IPC. The signal z(t) contains the factor 1/N in (26)
to normalize the inner product with respect to the filter
length. Consequently, we want z(t) to be as small as
possible, ideally z(t) = 0 as (25). Although, unfortu-
nately, this is not the case in practice we show that
several algorithms can help to reduce the signal z(t).
We consider the recursions given in Appendix A
where it is shown how the signal z(t) is computed in
the NLMS and the FDAF-NLMS based on a derivation
similar to the above derivation for LMS. As an IPC
measure within an adaptation loop, we consider
IPC measure = 10 log10
L∑
t=1
z(t)2
L∑
t=1
v(t)2
dB, (27)
i.e., the estimated variance of the signal z(t) normalized
w.r.t. the estimated variance of the near-end signal with L
the total length of the signals. The normalization makes
the IPC measure independent of the level of the near-
end signal. In what follows, we show that within their
adaptation loops the NLMS, and the FDAF-NLMS show
different values of the IPC measure.
N = 1001 White noise Colored noise Speech
NLMS −17.6 dB −17 dB −15.4 dB
FDAF-NLMS −26.5 dB −26 dB −23.5 dB
TABLE I
IPC MEASURE FOR THE NLMS AND THE FDAF-NLMS. THE
LOUDSPEAKER SIGNAL IS A FEMALE SPEECH SIGNAL AND THE
NEAR-END SIGNAL IS A WHITE NOISE SIGNAL, A COLORED NOISE
SIGNAL OR MALE SPEECH SIGNAL.
Table I shows the values of the IPC measure for the
NLMS and the FDAF-NLMS. Here, the loudspeaker
signal is a female speech signal and the near-end signal is
either a white noise signal, a colored noise signal or male
speech signal, and N = 1001 equal to the length of the
impulse response of the system under study. The smallest
IPC measure is obtained using the FDAF-NLMS in each
scenario. As expected, it can also be observed that the
largest IPC measure is obtained with a speech signal,
which is more correlated to the male speech than to
noise. In addition, the values of the IPC measure for
different filter lengths are shown in Figure 3. High IPC
measure means that the adaptive filter would not only
predict and cancel the echo signal component in the
microphone signal, but also part of the near-end signal.
It is shown that by increasing the filter length, the IPC
measure in NLMS and FDAF-NLMS is reduced. This
reduction is clearly higher in the FDAF-NLMS, which
highlights the decorrelation properties of FDAF-based
algorithms and explains why they are suitable for DT-
robust AEC.
6
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000−55
−50
−45
−40
−35
−30
−25
−20
−15
−10
−5
Filter length (taps)
IP
C
m
ea
su
re
(d
B
)
 
 
speech
colored noise
white noise
FDAF-NLMS
NLMS
Fig. 3. IPC measure for the NLMS and the FDAF-NLMS. The
loudspeaker signal is a female speech signal and the near-end signal
is a white noise signal, a colored noise signal or male speech signal.
V. THE FDAF-PEM-AFROW ALGORITHM
Among the PEM-based algorithms proposed for DT-
robust AEC in [2] and [21], the PEM-AFROW [23] is
particularly interesting. When the near-end signal v(t) is
a speech signal, which is considered to be short-term sta-
tionary, the near-end signal model A(q, t) does not need
to be re-estimated at each time instant t. That is, instead
of identifying the near-end signal model recursively, this
can also be identified non-recursively on a block of
loudspeaker and microphone samples. This is the idea
behind the PEM-AFROW, which estimates A(q, t) in a
block-based manner, using a block length that approxi-
mates the stationary interval of the near-end signal. The
coefficients of the prefilter aˆ(t) = [aˆ1(t), ..., aˆnA ]T (12)
and σˆw(t) are efficiently computed using the Levinson-
Durbin algorithm [3]. The Levinson-Durbin algorithm is
a well-known procedure in linear algebra to recursively
calculate the solution to an equation involving a Toeplitz
matrix. The algorithm proposed in this paper extends
the PEM-AFROW using the well-known FDAF with
gradient constraint, based on the overlap-save method
where the size of each input block is N and so the DFT
size isM = 2N . For a complete description of the PEM-
AFROW and the FDAF the reader is referred to [23] and
[34], respectively. A complete description of the algo-
rithm proposed here, which is refereed to as FDAF-PEM-
AFROW, is provided as Algorithm 1, where F(F−1)
represents a DFT(IDFT) operation, ‘◦’ represents an
element-wise multiplication, [·]a:b represents a range of
samples within a vector, k is the block index, capital
letters represent frequency-domain variables, lower-case
letters represent time-domain variables, boldface letters
represent vector variables and non-boldface letters rep-
resent scalar variables. A vector of frequency-domain
Algorithm 1 FDAF-PEM-AFROW
1: Initialize: M = 2N , Fˆ(0) = eT (0) = SUa (0) = 0M×1.2: Vectors u(k), y(k), and hence ua(k) and ya(k), are length-M vectors
satisfying the overlap-save condition in FDAF, u(k) = [u(kN − N +
1), ...u(kN + N)]T , y(k) = [y(kN − N + 1), ...y(kN + N)]T ,
ua(k) = [ua(0), ...ua(M − 1)]
T and ya(k) = [ya(0), ...ya(M −
1)]T .
3: for k = 1, 2, ... do
4: e(k) =
[
y(k)− F−1
{
F {u(k)} ◦ Fˆ(k − 1)
}]
N+1:M
5: r(k) = [eT (k), eT (k − 1)]T
6: [aˆ(k) σˆw(k)] = Levinson-Durbin {[r(k)]1:P , nA}
7: for m = 0, ...,M − 1 do (Decorrelation prefilter)
8: ua(m, k) = [u(kN +1+m), ..., u(kN +1+m−nA)]aˆ(k)
9: ya(m, k) = [y(kN +1+m), ..., y(kN +1+m−nA)]aˆ(k)
10: end for
11: Ua(k) = F {ua(k)}
12: ea(k) =
[
ya(k)− F
−1
{
Ua(k) ◦ Fˆ(k − 1)
}]
N+1:M(Prediction-error signal)
13: Ea(k) = F{
[
0N e
T
a
(k)
]
T
}
14: for m = 0, 1, ...,M − 1 do
15: SUa (m, k) = λ0SUa (m, k−1)+(1−λ0)|Ua(m, k)|2
(Recursive power estimate of loudspeaker signal)
16: G(m, k) = (SUa (m, k) + σˆw(k) + α)−1
(Normalization factor)
17: end for
18: Fˆ(k) = Fˆ(k − 1)+
19: µ0F
{[(
F−1 {G(k) ◦Ua
∗(k) ◦ Ea(k)}
)T
1:N
0N
]
T
}
20: end for
variables would then be G(k), where each entry would
be G(m, k), with m the frequency bin.
In line 5, two length-N error vectors are concate-
nated in r(k) to calculate both the order-nA AR co-
efficients and the near-end excitation signal variance
(i.e., [aˆ(k) σˆw(k)], respectively) using the Levinson-
Durbin algorithm, where P is the block length used to
estimate A(q, t) with N ≤ P ≤ 2N . The AR model
coefficients are used to prefilter the loudspeaker signal
u(t) and the microphone signal y(t) to obtain the length-
2N vectors ua and ya. With these prefiltered signals, a
standard FDAF algorithm with gradient constraint is then
performed in line 11 to line 19.
It is worth noticing that the normalization factor in
line 16 contains three terms: (1) the frequency-dependent
loudspeaker signal power estimate SUa(m, k), (2) the
non-frequency-dependent near-end excitation signal vari-
ance estimated in line 6 and (3) a small regularization
term α to avoid division by zero. The latter term intro-
duces some bias, which is assumed to be very small.
It is noted that in FDAF-based algorithms, the near-
end signal variance estimate in each frequency bin can
be straightforwardly incorporated in the normalization
factor of the adaptive filter update equation. In [24]
and [25], the near-end noise signal variance in each
frequency bin is directly estimated in the frequency
domain from the error signal e(t). On the other hand,
the FDAF-PEM-AFROW uses the same near-end signal
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variance estimate in each frequency bin, i.e., the near-
end excitation signal variance, which is readily available
from the Levinson-Durbin algorithm. This is because
PEM-AFROW-based algorithms feature a whitening of
the near-end signal by applying the prefilters Aˆ(q, t) (as
shown in Figure 2). In the next section, the superior
performance of the FDAF-PEM-AFROW compared to
PEM-AFROW and FDAF-NLMS with near-end signal
normalization is demonstrated.
VI. SIMULATION RESULTS
Simulations are performed using speech signals. The
sampling frequency in every simulation is 8 kHz, the
far-end signal is a female speech signal and the near-
end signal is a male speech signal. The microphone
signal consists of three concatenated segments of speech:
the first and third 12.5-s segments consist of echo only,
the second segment is the sum of echo and near-end
signal generating a DT situation of 13 s. The 1001-
taps acoustic path has been measured in a room. Notice
that throughout the paper, we assume a sufficient-order
condition for the acoustic path model, i.e., N = 1001.
The tuning parameters of every algorithm are chosen
to have a similar initial convergence that also leads
to acceptable DT robustness. Their specific values are
shown only for the FDAF-PEM-AFROW versions. The
Matlab functions, and scripts with tuning parameters,
that are used to generate the figures in this section are
available online 1.
The Misalignment (MSL) is used as performance
measure to evaluate the different algorithms. The MSL
between the estimated echo path fˆ(t) and the true
echo path f represents the accuracy of the echo path
estimation and is defined as,
MSL(t) = 10 log10
∥∥∥fˆ(t)− f
∥∥∥
2
2
∥f∥22
, (28)
where the l2 norm ∥x∥22 =
∑N
i=1 x
2
i . Moroever, the
signal-to-noise ratio is defined as,
SNR = 10 log10
∥xˆ(t)∥22
∥n(t)∥22
, (29)
where n(t) is computer-generated white noise that has
been added to the microphone signal. The signal-to-echo
ratio is defined as,
SER = 10 log10
∥xˆ(t)∥22
∥v(t)∥22
. (30)
1http : //homes.esat.kuleuven.be/ ∼ dspuser/abstract13−
13 2.html
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Fig. 4. AEC performance using speech signals (far-end and near-
end) between 12.5 and 25 s. Bursting DT occurs at 10 dB SER and
white near-end noise at 30 dB SNR, N = 1001, nA = 1, P =
160. The value of SNR is typical in AEC applications and the value
of SER results in a moderate level. The upper part shows the full-
length simulation and the bottom part shows a zoom-in coinciding
with the DT. Comparison among three algorithms constructed from the
BLUE framework: PEM-AFROW, FDAF-NLMS with near-end signal
normalization, and FDAF-PEM-AFROW.
A. Choice of the FDAF-PEM-AFROW algorithm
In this section, we compare the FDAF-PEM-AFROW
to the FDAF-NLMS with near-end signal normalization
[24] and to the PEM-AFROW [23]. The comparison is
done based on both performance and complexity and it
is structured to investigate whether or not PEM-AFROW
and FDAF-NLMS with near-end signal normalization,
could be a better option for DT-robust AEC than the
proposed FDAF-PEM-AFROW algorithm. It is noted
that these three algorithms are constructed from the
BLUE framework.
• Performance
Figure 4 shows the MSL performance comparison be-
tween the PEM-AFROW, the FDAF-NLMS with near-
end signal normalization and the FDAF-PEM-AFROW,
where the upper part shows the full-length simulation
and the bottom part shows a zoom-in coinciding with the
DT situation. FDAF-PEM-AFROW obtains the lowest
MSL values of all the other at each time instant both
in single talk and in DT. In the bottom part of Figure
4, it is clearly seen that FDAF-PEM-AFROW generally
outperforms, by 4− 6 dB, the FDAF-NLMS with near-
end signal normalization. Compared to PEM-AFROW,
FDAF-PEM-AFROW achieves a 7−9 dB improvement.
FDAF-NLMS with near-end signal normalization ap-
pears to outperform the PEM-AFROW.
• Computational complexity
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Algorithm Computation Total
PEM-AFROW
(
8 +
4P + 2nA + 1
P
)
N +
1
P
n2
A
+(
4 +
4P + 2
P
)
nA +
P − 1
P
+ 10 12049
FDAF-NLMS 1/N(18M log2M + 18M+
near-end sig. norm. 3M) 438
FDAF- 1/N(18M log2M + 18M)+
PEM-AFROW 1/N(n2
A
+ nA(4 + 4M)) 483
TABLE II
COMPLEXITY COMPARISON BY THE NUMBER OF FLOPS PER
RECURSION. ONE FFT/IFFT IS A 3M log2M COMPLEXITY
OPERATION. N = 1001, nA = 1 AND P = 160.
N = 1001, nA = 1 White Colored Speech
PEM-AFROW −30.2 dB −30.8 dB −30.8 dB
FDAF-PEM-AFROW −30.8 dB −48.0 dB −49.8 dB
N = 1001, nA = 12 White Colored Speech
PEM-AFROW −30.2 dB −31.4 dB −31.1 dB
FDAF-PEM-AFROW −34.6 dB −46.0 dB −50.6 dB
TABLE III
IPC MEASURE FOR PEM-BASED ALGORITHMS. THE LOUDSPEAKER
SIGNAL IS A FEMALE SPEECH SIGNAL AND THE NEAR-END SIGNAL
IS A WHITE NOISE SIGNAL, A COLORED NOISE SIGNAL OR MALE
SPEECH SIGNAL. N = 1001, nA = 1 AND nA = 12.
Table II shows the complexity analysis of the three
algorithms. It is shown that, for a typical choice of
the algorithm parameters, FDAF-PEM-AFROW has a
similar complexity as FDAF-NLMS with near-end sig-
nal normalization, for a significant performance im-
provement. Moreover, FDAF-PEM-AFROW is 3.2 times
cheaper than PEM-AFROW, for an even more significant
performance improvement.
• IPC measure in PEM-AFROW-based algorithms
Table III shows the values of the IPC measure (27)
for the PEM-AFROW and the proposed FDAF-PEM-
AFROW. This is to show the impact that either the
prefilter or the type of adaptation (i.e., time-domain or
frequency-domain) has on the resulting IPC measure.
The IPC measure is calculated without using the near-
end signal variance estimate. Calculations are performed
in the same scenario as before with N = 1001 and two
different AR model orders, nA = 1 and nA = 12. The
recursions for computing z(t) in PEM-based algorithms
are given in Appendix A.
The results when the near-end signal is a white noise
signal are similar when using nA = 1 and nA = 12. On
the other hand, in the colored noise signal case and in
the speech signal case the improvement is much higher.
Increasing the near-end signal model order, from nA = 1
to nA = 12 also reduces the IPC measure in the speech
signal case. The fact that a prefilter is included in the
recursions seems to significantly reduce the IPC measure
in the colored noise signal case and in the speech signal
case. Interestingly enough, the IPC measure in the white
noise signal case is similar for FDAF-NLMS in Table I
and for the FDAF-PEM-AFROW in Table III.
To conclude, comparing Table I to Table III it seems
that the IPC measure in the time-domain NLMS is higher
than that of the time-domain PEM-AFROW. The reason
appears to be that PEM-AFROW includes a prefiltering
operation. However, the IPC measure in PEM-AFROW
is higher than that of FDAF-NLMS. The reason is that
FDAF-NLMS is implemented in the frequency domain,
which seems to reduce the IPC measure as seen in
Figure 3. Finally and gathering both a prefilter and
a frequency-domain implementation, the FDAF-PEM-
AFROW has the lowest IPC measure of all. Although
the three algorithms are constructed from the BLUE
framework and should therefore obtain the minimum
variance echo path estimate during DT, it turns out that
the differences between them are clear (as shown in Fig-
ure 4). In the PEM-AFROW, it is clear that fulfilling the
three conditions to achieve the BLUE in practice is very
difficult. This fact seems to affect the time-domain PEM-
AFROW much more than the FDAF-PEM-AFROW.
The FDAF-NLMS with near-end signal normalization
performs better than PEM-AFROW as the conditions to
achieve the BLUE seem to be less restricting. It seems
however that the assumption of the near-end signal being
wide-sense stationary and obtaining the near-end signal
variance estimate per frequency bin are also difficult to
fulfill in practice. FDAF-NLMS with near-end signal
normalization is clearly outperformed by FDAF-PEM-
AFROW, which has the benefits of being implemented in
the frequency-domain, featuring a prefilter and including
the non-frequency-dependent near-end signal variance
estimate.
B. Results from VSS algorithms
In this section, we explain the proposed FDAF-PEM-
AFROW versions of three state-of-the-art algorithms:
variable regularization (VR-APA) [19], practical vari-
able step size (PVSS-APA) [16], projection-correlation
variable step size (PCVSS-APA) [11]. It is important to
notice that the FDAF-PEM-AFROW given in Algorithm
1 uses the inverse of the estimated variance of the near-
end excitation signal w(t), i.e., σˆ−1w (t) to account for
the variance in the estimation so as to obtain the BLUE
of the echo path. σˆw(t) is estimated directly using the
Levinson-Durbin algorithm and is subsequently used in
the adaptation gain G(m, k). On the other hand, in the
PVSS-APA [16] and VR-APA [19] the near-end signal
variance σv(t) needs to be estimated instead.
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Fig. 5. AEC performance using speech signals (far-end and near-
end) between 12.5 and 25 s. The original APA and the FDAF-PEM-
AFROW version of variable regularization are compared when bursting
DT occurs at 10 dB SER and white near-end noise at 30 dB SNR.
The upper part shows the microphone signal contributions where the
dark solid line is the echo and the light green is the near-end signal.
The three selected VSS algorithms are implemented
using FDAF-PEM-AFROW and show different levels of
improvement as compared to the original versions using
APA with projection order K = 4. In Figure 5, the upper
part shows the microphone signal contributions where
the dark solid line is the echo and the light green is the
near-end signal. In Figure 6(a) and Figure 6(b) the upper
part shows the full-length simulation and the bottom part
shows a zoom-in coinciding with the DT situation. In the
references to the original versions, a deep explanation
of the original algorithms, and the effect of the main
parameters on the adaptation, is given. In the FDAF-
PEM-AFROW versions, the most important parameter is
the step size µ0, which controls the convergence speed.
The other parameters are mostly used to fine-tune the
smoothness of the curve. In every simulation we use the
parameters, N = 1001, nA = 1, P = 160.
• VR-FDAF-PEM-AFROW (Algorithm 2):
In [19], a practical algorithm to design a VR factor for
the APA has been proposed. The condition to derive
the VR-APA is to minimize the difference between
the estimated and true filter coefficients. For this, it
is assumed that the l2 norm of the a posteriori error
is equal to the near-end noise signal variance, similar
to the condition imposed in [13], [16]. The VR-APA
performance has been compared to the performance of
existing techniques [17], [18] [35], demonstrating the
effectiveness of VR-APA. The implementation of the
VR-FDAF-PEM-AFROW is straightforward since the
estimate of the near-end excitation signal variance is
calculated using the Levinson-Durbin algorithm. The VR
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Fig. 6. AEC performance using speech signals (far-end and near-
end) between 12.5 and 25 s. The original APA and the FDAF-PEM-
AFROW versions are compared when bursting DT occurs at 10 dB
SER and white near-end noise at 30 dB SNR. In (a) and (b) The
upper part shows the full-length simulation and the bottom part shows
a zoom-in coinciding with the DT. (a) Practical VSS. (b) Projection-
correlation VSS.
parameter is obtained in line 8 and included in the
normalization factor in line 9 as shown in Algorithm
2.
In this particular case, the performance of VR-APA,
shown in Figure 5, is very poor. The algorithm is difficult
to tune such that it has a comparable initial conver-
gence curve as the VR-FDAF-PEM-AFROW. On the
other hand, it is obvious that VR-FDAF-PEM-AFROW
significantly outperforms VR-APA, turning the latter into
an algorithm suitable for DT situations as well.
• PVSS-FDAF-PEM-AFROW (Algorithm 3):
In PVSS-APA [16], the condition that is imposed to pre-
serve the near-end component in the echo-compensated
signal is to set the a posteriori error equal to the near-
end signal. As satisfying this condition is not possible in
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practice, an estimate of the near-end signal variance is
calculated and compared to an estimate of the variance
of the error signal [13], [16]. The PVSS-FDAF-PEM-
AFROW version of the original algorithm is given in
Algorithm 3. The main steps of this algorithm are: (1)
the near-end signal variance estimation, which in PVSS-
FDAF-PEM-AFROW is calculated using the Levinson-
Durbin algorithm, and (2) the VSS calculation in line
7, which is frequency-dependent in PVSS-FDAF-PEM-
AFROW.
The convergence of PVSS-FDAF-PEM-AFROW,
shown in Figure 6(a), is similar to the convergence for
the PVSS-APA. During DT PVSS-FDAF-PEM-AFROW
clearly outperforms PVSS-APA.
• PCVSS-FDAF-PEM-AFROW (Algorithm 4):
PCVSS-APA [11] belongs to the gradient-based VSS
algorithms. It appears that PCVSS outperforms the al-
gorithms given in [6] and [36] in DT situations and
moreover it does not rely on any signal or system model
so it is claimed to be easy to control in practice. The
adaptation rate is controlled by a measure of the corre-
lation between instantaneous and long-term averages of
the so-called projection vectors, i.e., gradient vectors in
APA. The three main features of PCVSS-FDAF-PEM-
AFROW (Algorithm 4) are represented in (1) line 7
where the correlation of the current and past gradient
estimates is calculated, (2) line 8 where the current step
size is generated and (3) line 9 where the control logic
to bound its value is applied.The two algorithms, shown
in Figure 6(b), have a similarly fast initial convergence.
During DT, the improvement of PCVSS-FDAF-PEM-
AFROW w.r.t. PCVSS-APA becomes apparent. PCVSS-
FDAF-PEM-AFROW outperforms PCVSS-APA.
C. Complexity analysis
The complexity analysis in Table IV shows that,
for a typical choice of the algorithm parameters, the
FDAF-PEM-AFROW algorithms are about two orders
of magnitude cheaper than the corresponding original
algorithms. Hence, it is concluded that the PVSS-FDAF-
PEM-AFROW, PCVSS-FDAF-PEM-AFROW and VR-
FDAF-PEM-AFROW algorithms are to be preferred over
the original algorithms during DT situations. Moreover,
based on FDAF-PEM-AFROW, a highly robust algo-
rithm has been proposed in [37] using a Wiener vari-
able step size (WVSS) and a gradient spectral variance
smoothing (GSVS) for DT-robust AEC and for acoustic
feedback cancellation (AFC). In their AEC simulations,
the WVSS-GSVS-FDAF-PEM-AFROW algorithm has
obtained robustness and smooth adaptation in highly
adverse scenarios such as in bursting DT at high levels,
and in a change of acoustic path during continuous DT
using white as well as colored non-stationary near-end
noise.
VII. CONCLUSION
In this paper, we have proposed a new framework to
tackle the problem of double-talk (DT) in acoustic echo
cancellation (AEC). It is based on a frequency domain
adaptive filtering (FDAF) implementation of the so-
called PEM-AFROW algorithm (FDAF-PEM-AFROW).
It has been shown that the FDAF-PEM-AFROW min-
imizes the BLUE criterion and so provides an optimal
acoustic echo path estimate during DT. The FDAF-PEM-
AFROW algorithm shows an improved performance
with respect to the PEM-AFROW and FDAF-NLMS
with near-end signal normalization. Although these three
algorithms are constructed from the BLUE framework
and should therefore obtain the minimum variance echo
path estimate during DT, in practice clear differences
between them are observed. In PEM-AFROW, it is clear
that fulfilling the three conditions to achieve the BLUE
in practice is very difficult. This fact affects the PEM-
AFROW much more than the FDAF-PEM-AFROW.
The FDAF-NLMS with near-end signal normalization
performs better than PEM-AFROW as the conditions to
achieve the BLUE seem to be less restricting. However,
the FDAF-NLMS with near-end signal normalization is
still outperformed by FDAF-PEM-AFROW, which has
the benefits of being implemented in the frequency-
domain, featuring a prefilter and including the non-
frequency-dependent near-end excitation signal variance
estimate. We have shown that the instantaneous pseudo-
correlation (IPC) measure between the near-end signal
and the loudspeaker signal is significantly reduced when
using the combination of FDAF and PEM, as done in
FDAF-PEM-AFROW.
Finally, we have used the FDAF-PEM-AFROW
framework to improve several state-of-the-art vari-
able step-size (VSS) and variable regularization (VR)
algorithms, in particular, the APA-based projection-
correlation VSS (PCVSS-APA), the practical VSS affine
projection algorithm (PVSS-APA) and the APA-based
VR (VR-APA). It has been shown that the FDAF-
PEM-AFROW algorithms significantly outperform the
corresponding original algorithms in every simulation.
In terms of computational complexity the FDAF-PEM-
AFROW versions are themselves about two orders of
magnitude cheaper than the original versions.
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Algorithm 2 Variable regularization [19], using FDAF-
PEM-AFROW (VR-FDAF-PEM-AFROW)
1: Initialize: SUa = SEa = 0M×1.2: for k = 1, 2, ... do
3: Perform lines 4− 14 from Algorithm 1
4: Φ(k) = Ua∗(k) ◦ Ea(k)
5: for m = 0, 1, ...,M − 1 do
6: SUa (m, k) = λ0SUa (m, k − 1) + (1− λ0)|Ua(m, k)|27: SEa (m, k) = λ1SEa (m, k) + (1− λ1) |Ea(m, k)|2
8: α(m, k) = SUa (m, k)
√
σˆw(k)√
SEa (m, k)−
√
σˆw(k)
9: G(m, k) = (SUa (m, k) + α(m, k))−110: end for
11: Fˆ(k) = Fˆ(k − 1)+
12: µ0F
{[[
F−1 {G(k) ◦Φ(k)}
]T
1:N
0N
]
T
}
13: end for
14: In our simulation we used the following set of parameters: µ0 = 0.0325,
λ0 = 0.95, λ1 = 0.9.
Algorithm 3 Practical VSS [16] using FDAF-PEM-
AFROW (PVSS-FDAF-PEM-AFROW)
1: Initialize: SUa = SEa = 0M×1.2: for k = 1, 2, ... do
3: Perform lines 4− 14 from Algorithm 1
4: for m = 0, 1, ...,M − 1 do
5: SEa (m, k) = λ0SEa (m, k − 1) + (1− λ0)|Ea(m, k)|26: SUa (m, k) = λ0SUa (m, k − 1) + (1− λ0)|Ua(m, k)|2
7: µPVSS(m, k) = µ0
∣∣∣∣∣1−
√
σˆw(k)√
SEa (m, k) + α
∣∣∣∣∣
8: G(m, k) = (SUa (m, k) + α)−19: end for
10: Fˆ(k) = Fˆ(k − 1)+
11: F
{[[
F−1 {µPVSS(k) ◦G(k) ◦Ua∗(k) ◦ Ea(k)}
]T
1:N
0N
]
T
}
12: end for
13: In our simulations we used the following set of parameters: λ0 = 0.99,
α = 2e−2, µ0 = 0.025, α0 = 10−8.
Algorithm 4 Projection-correlation VSS [11] using
FDAF-PEM-AFROW (PCVSS-FDAF-PEM-AFROW)
1: Initialize: µPCVSS(0) = IM×1, SUa = Φ = C = 0M×1.2: for k = 1, 2, ... do
3: Perform lines 4− 14 from Algorithm 1
4: Φ(k) = Ua∗(k) ◦ Ea(k)
5: for m = 0, 1, ...,M − 1 do
6: SUa (m, k) = λ0SUa (m, k − 1) + (1− λ0)|Ua(m, k)|27: C(m, k) = C(m, k − 1) + Φ(m, k)− Φ(m, k − B)
8: µ′(m, k) = λ1 µPCVSS(m, k − 1) + β0 |C(m, k)|
9: µPCVSS(m, k) =
⎧⎨
⎩
0, µ′(m, k) < 0
µ0, µ
′(m, k) > µ0
µ′(m, k), otherwise
10: G(m, k) = (SUa (m, k) + α0)−111: end for
12: Fˆ(k) = Fˆ(k − 1)+
13: F
{[[
F−1 {µPCVSS(k) ◦G(k) ◦Ua∗(k) ◦ Ea(k)}
]T
1:N
0N
]
T
}
14: end for
15: In our simulation we used the following set of parameters: λ0 = 0.95,
B = 50, β0 = λ1 = 0.9, α0 = 1e−3, µ0 = 0.03.
APPENDIX A
INSTANTANEOUS PSEUDO-CORRELATION
CALCULATION
The following recursions show how the signal z(t)
for the IPC measure is calculated in different adaptive
Algorithm Computation Total
PVSS-APA 2K2N + 4KN + 15K + 8 48116
PVSS-FDAF- 21M log2M + 34M
N
+
PEM-AFROW +6M log2M + 2M + n
2
A
+ (4 + 4M)nA
N
672
PCVSS-APA 2K2N + 4KN + 4K + 4N + 12 52080
PCVSS-FDAF- 15M log2M + 19M + BM
N
+
PEM-AFROW +6M log2M + 2M + n
2
A + (4 + 4M)nA
N
520
VR-APA 2K2N + 4KN + 4K 48086
VR-FDAF- 15M log2M + 31M
N
+
PEM-AFROW +6M log2M + 2M + n
2
A + (4 + 4M)nA
N
534
TABLE IV
COMPLEXITY COMPARISON BY THE NUMBER OF FLOPS PER
RECURSION. ONE FFT/IFFT IS 3M log2M FLOPS, ONE
√· ISM
FLOPS AND K = 4.
filtering algorithms, namely, in NLMS, PEM-AFROW,
FDAF-NLMS and FDAF-PEM-AFROW.
We first consider the NLMS update equation given as
e(t) = y(t)− fˆ(t− 1)u(t) (31)
fˆ(t) = fˆ(t− 1) + µ e(t)
α+ uT (t)u(t)
u(t). (32)
A derivation similar to (24) and (26) then leads to
ev(t) = e(t)− ex(t)
= v(t)− µ
t−1∑
i=1
ev(i)
α+ uT (i)u(i)
(
uT (i)u(t)
) (33)
and
z(t) =
µ
N
t−1∑
i=1
ev(i)
α+ uT (i)u(i)
(
uT (i)u(t)
) (34)
=
1
N
fˆT (t− 1)u(t) (35)
with α = 1. The recursion to compute z(t) in PEM-
AFROW can be derived similarly where the NLMS is
then a special case with aˆ = [1 0nA ] ∀t
aˆ = Levinson-Durbin {v(t), nA} (36)
Computed every P samples. (37)
va(t) = aˆ
T v¯(t) (38)
ua(t) = aˆ
T u¯(t) (39)
eav(t) = va(t)− fˆT (t− 1)ua(t) (40)
g(t) =
1
uTa (t)ua(t) + α
(41)
fˆ(t) = fˆ(t− 1) + g(t)ua(t)eav(t) (42)
z(t) =
1
N
fˆT (t− 1)ua(t), (43)
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where, in this case v(t) = [v(t), ..., v(t − P + 1)]T ,
v¯(t) = [v(t), ..., v(t−nA+1)]T , u¯(t) = [u(t), ..., u(t−
nA + 1)]T and ua(t) = [ua(t), ..., ua(t−N + 1)].
The recursion to compute z(t) in FDAF-PEM-
AFROW can be derived similarly where the FDAF-
NLMS is then a special case with aˆ = [1 0nA ] ∀t
with λ = 0.99 is written as,
aˆ(k) = Levinson-Durbin {[v(k)]1:P , nA} (44)
ua(m, k) = [u(kN + 1 +m), ..., u(kN + 1 +m− nA)]aˆ(k)
(45)
m = 1, ...,M (46)
va(m, k) = [v(kN + 1 +m), ..., v(kN + 1 +m− nA)]aˆ(k)
(47)
m = 1, ...,M (48)
Ua(k) =
1√
M
F {uTa (k)
} (49)
eˆa(k) =
[
va(k)− F−1
{
Fˆ(k − 1) ◦Ua(k)
}√
M
]
N+1:M
(50)
eva(k) =
1√
M
F {[0N eˆa(k)]} (51)
SUa(m, k) = λSUa(m, k − 1) + (1− λ)|Ua(m, k)|2
(52)
m = 1, ...,M (53)
G(m, k) = (SUa(m, k) + α)
−1 m = 1, ...,M
(54)
Fˆ(k) = Fˆa(k − 1) (55)
+ F
{
[IN 0N ]
T F−1
{
G(k) ◦ Eˆa(k) ◦U∗a(k)
}}
(56)
z(k) =
1
N
[
F−1
{
Fˆ(k − 1) ◦Ua(k)
}√
M
]
N+1:M
(57)
Here (·)∗ represents a complex conjugation operation
and v(k) = [v(kN−N+1), ..., v(kN+N)]T . It should
be noted that the IPC measure is calculated using the
signal va(t) instead of v(t), as given in (27).
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