Longitudinal studies are necessary to examine individual change over time, with group status often being an important variable in explaining some individual differences in change. Although sample size planning for longitudinal studies has focused on statistical power, recent calls for effect sizes and their corresponding confidence intervals underscore the importance of obtaining sufficiently accurate estimates of group differences in change. We derived expressions that allow researchers to plan sample size to achieve the desired confidence interval width for group differences in change for orthogonal polynomial change parameters. The approaches developed provide the expected confidence interval width to be sufficiently narrow, with an extension that allows some specified degree of assurance (e.g., 99%) that the confidence interval will be sufficiently narrow. We make computer routines freely available, so that the methods developed can be used by researchers immediately.
Longitudinal studies have become a major source of knowledge generation in psychology and related disciplines. This is the case in part because of the rich information inherently provided by repeated measurement of the same set of individuals over time, as well as the sophisticated methods developed over the last three decades that allow a wide variety of questions about intraindividual change and interindividual differences in change to be addressed (see, for example, Collins & Horn, 1991; Collins & Sayer, 2001; Fitzmaurice, Davidian, Verbeke, & Molenberghs, 2009; Singer & Willett, 2003 , for reviews of longitudinal data analytic methods). While the analysis of longitudinal data gained widespread usage in psychology and related disciplines, comparisons of mean differences across groups continue to be widely used. Naturally, the idea of examining group differences over time itself became a widely used technique. Examining group-by-time interactions allows researchers to infer (a) whether groups are changing differently and (b) by how much groups are changing differently.
The question of "are groups changing differently" functionally is answered in a dichotomous manner via the results of a null hypothesis significance test. Namely, if the p value is less than the specified Type I error rate (e.g., .05), the null hypothesis of groups changing the same over time (i.e., the group-by-time interaction) is rejected, with the conclusion being that groups do indeed change differently. However, if the p value is greater than the specified Type I error rate, the null hypothesis is not rejected. Of course, the failure to reject a null hypothesis does not imply that the null hypothesis is in fact true. However, in such cases, the failure to find statistical significance at least does not show support for a difference. Obtaining a clear answer to the research question "are groups changing differently" is functionally answered when the null hypothesis of the group-by-time interaction is rejected.
The question of "by how much do groups change differently" is not answered with a null hypothesis significance test, but rather it is addressed continuously on the basis of a point estimate of the group-by-time interaction and the corresponding confidence interval for the population value. The magnitude of the group-by-time interaction, that is, how different the slopes of two groups are, is often an important outcome in longitudinal studies. Additionally, there is a one-to-one relationship between two-sided (1 Ϫ ␣)100% confidence interval and a nondirectional null hypothesis significance test with a Type I error rate of ␣.
1 Namely, if the value of the specified null hypothesis (e.g., 0) is not contained within the (1 Ϫ ␣)100% confidence interval limits, that same value would be rejected as the value of the null hypothesis using a Type I error rate of ␣100%. Thus, it is known that a particular null hypothesis will be rejected if the corresponding confidence interval does not contain the specified null value. However, because the confidence interval contains those values that cannot be rejected as implausi-ble at the specified Type I error rate level, the confidence interval brackets those values that are plausible parameter values at the specified level of confidence (e.g., .95). Thus, a confidence interval by its very nature provides more information than does the result of a null hypothesis significance test.
Although long recognized, only relatively recently has the reporting of confidence intervals been essentially mandated. As the new edition of the Publication Manual of the American Psychological Association (American Psychological Association [APA], 2010) states, "Historically, researchers in psychology have relied heavily on null hypothesis significance testing (NHST) as a starting point for many (but not all) of its analytic approaches. APA stresses that NHST is but a starting point and that additional reporting elements such as effect sizes, confidence intervals, and extensive description are needed to convey the most complete meaning of the results" (2010, p. 33) . Thus, in order to "convey the most complete meaning of the results" in the context of group longitudinal designs, the effect size, namely the regression coefficient for the group-by-time interaction, and the confidence interval for the population value of the regression coefficient for the group-by-time interaction should be reported. However, if the confidence interval for the population value of the group-by-time interaction is wide, it becomes clear that the population value has not been estimated with a high degree of statistical accuracy. Correspondingly, an "extensive description" of the value of the group-by-time interaction becomes more difficult because of the vagueness with which the group-by-time interaction has been estimated.
All other things being equal, from a statistical perspective a narrow confidence interval for an effect size of interest is preferred to a wider confidence interval. With regards to why researchers historically seldom reported confidence intervals, Cohen once speculated that it may be because their widths were often "embarrassingly large" (Cohen, 1994 (Cohen, , p. 1102 . In an effort to plan sample size so that "embarrassingly large" confidence intervals for the population values of interest are not obtained, the accuracy in parameter estimation (AIPE) approach to sample size planning was developed. AIPE has been developed for various widely used effect sizes (e.g., see Maxwell, Kelley, & Rausch, 2008 , for a review of the AIPE rationale and how it compares to power analysis) but as of yet has not been developed in the context of multilevel models. We develop the AIPE approach to sample size planning here so that (a) sample size can be planned for the expected confidence interval width of the group-by-time interaction to be sufficiently narrow and (b) the confidence interval width of the group-by-time interaction will be sufficiently narrow with some specified degree of assurance (e.g., 99% assurance that the 95% confidence interval is sufficiently narrow). Our position is essentially that if a particular effect size, such as the regression coefficient for the group-by-time interaction, is the driving force behind the research, then a confidence interval should be calculated for the population value for the effect size. So as to not have a confidence interval that is "embarrassingly wide," one should plan sample size so that the confidence interval width is explicitly considered, ideally by having a large (e.g., 99%) assurance that the confidence interval will be sufficiently narrow.
Determining what sample size is necessary in order to achieve a particular goal with some specified probability is often a perplexing problem. Longitudinal studies are often designed in an effort to obtain a sample size that will lead to a false null hypothesis being rejected with some desired probability (i.e., have sufficient power). Planning sample size in such a way is termed a power analysis. Raudenbush and Xiao-Feng (2001) developed methods for planning sample size for a desired power and for calculating power given a particular sample size. Although the Raudenbush and Xiao-Feng's (2001) work is useful for planning sample size from a power analytic framework, under many circumstances, the research goal may be an accurate estimate of the parameter of interest, not merely the knowledge of whether the null hypothesis can be rejected.
There are (at least) two fundamentally different methods for planning sample size, namely (a) the power analytic approach and (b) the AIPE approach. Raudenbush and Xiao-Feng (2001) developed sample size planning methods for the power analytic approach for the group-by-time interaction. We developed sample size planning methods for the AIPE approach for the group-bytime interaction. What the Raudenbush and Xiao-Feng (2001) work did for the power analytic approach to sample size planning in the context of longitudinal polynomial change models, our work does for the AIPE approach to sample size planning. We do not claim that either approach is better than the other, as both methods are useful, but the method of choice is necessarily tied to the research question of interest. As we will explain, planning sample size from the AIPE approach is actually easier than planning from the power analytic approach. In particular, it is not necessary to specify the value of the group-by-time interaction when using the AIPE approach, but it is necessary in the power analytic approach.
Many times the ideal scenario is one where an estimate is accompanied with both a statistically significant hypothesis test as well as a narrow confidence interval. Depending on the exact situation, sometimes the power analytic approach demands a larger sample size, whereas at other times the AIPE approach demands a larger sample size. In general, if the effect size is close to the null value, all other things being equal, sample size for the power analytic approach will often exceed the necessary sample size for the AIPE approach. However, if the effect size is very large, all other things being equal, sample size for the AIPE approach will often exceed the necessary sample size for the power analytic approach. In general, the reason this holds is because the larger the effect size, the smaller the sample size needed to obtain the same degree of statistical power. However, obtaining an accurate estimate of the parameter does not change at all on the basis of the effect size or tends to do so rather slowly. The relationship between the necessary sample size for statistical power and AIPE relationship has been illustrated for regression coefficients , mean differences (Kelley, Maxwell, & Rausch, 2003) , and the standardized mean difference (Kelley & Rausch, 2006) among other effect sizes. Although the two sample size planning approaches can suggest largely discrepant sample sizes at times, such a situation is reasonable since they have very different goals. However, when a desire exists to have both a high degree of statistical power as well as a high degree of assurance that the confidence interval will be narrow, both sample size planning methods can be used, and the larger of the two sample sizes used.
An impediment to new methods being adopted by researchers is often the difficulty of implementation. As Revelle and Zinbarg (2009) noted when referring to the disconnect between new methodological developments and the use of such developments in applied research, "it is likely that psychometric contributions would have greater impact if they were readily available in such open source programs" (p. 153). We have eliminated as much of the difficulty of implementation of our methods as possible by developing easy-to-use functions that have been incorporated into the R package (R Development Core Team, 2010) MBESS (Kelley, 2007a (Kelley, , 2007b Kelley & Lai, 2010) that are both open source and freely available. 2 We demonstrate the ease of use of the functions developed in the appendix. We hope this article will benefit researchers who seek an accurate estimate of the groupby-time interaction in longitudinal studies.
Multilevel Models for Change
Multilevel models, also referred to as hierarchical linear models, mixed effects models, and random coefficient models, which in some cases can be equivalent to latent growth curves, are widely used methods for modeling an outcome as it changes, or remains relatively constant, over time. In this section, we provide an overview of the multilevel model as it applies to longitudinal data and define much of the notation used in the article.
In longitudinal data, observations are nested within the individual (e.g., person), where the individual may also be nested within one or more organizational structures. We operationally define a longitudinal polynomial change model as
where mi is the mth polynomial coefficient of change (m ϭ 0, . . . , M; M Ͻ T), and a it is some basis of time (e.g., time itself, age, measurement occasion, and so forth) for the ith individual (i ϭ 1, . . ., N) at the tth measurement occasion ͑t ϭ 1, . . ., T͒, and ε it is the error for the ith individual at the tth measurement occasion. Equation 1 is often termed the "Level 1" model. The degree of polynomial fit describes the type of individual change (e.g., M ϭ 1 is a straight-line model, M ϭ 2 is a quadratic model, M ϭ 3 is a cubic model, and so on). The variance of ε it across the individuals for the tth measurement occasion is denoted εt 2 . Equation 1 models intraindividual change for each of the N individuals. This is the case because the coefficients of change (i.e., the mi ) in Equation 1 have i subscripts. Each of the coefficients of change in Equation 1 can thus be specific to the individual, and thus individual differences in change are explicitly taken into consideration in the model.
For research design purposes when planning sample size, we restrict all measurement occasion to be the same across individuals, implying that there is a common vector of measurement occasions (i.e., time values) for each of the N individuals and that there are no missing data for the derivation of the model and development of the method. Later we will revisit the idea of missing data in the method that we develop. Thus, we remove the i subscript from a it in Equation 1:
Further, we assume that the errors at the different time points have a common variance, implying that ε 1 2 ϭ ε 2 2 ϭ . . . ϭ ε T 2 ϭ ε 2 , and errors are independent and identically distributed random variables.
After data have been obtained, assumptions made for statistical analysis purposes, such as (a) that there are no missing data, (b) that all individuals share a common vector of measurement occasions, (c) that errors have homogeneous variances across time, and (d) that the errors are independent and identically distributed random variables, are not always tenable. Fortunately, these assumptions can generally be relaxed easily in the specification and estimation of the change model of interest so that certain types of missing data, interindividual differences in measurement occasions, and more complicated error structures can be incorporated explicitly. However, for purposes of designing a longitudinal study, it is generally unnecessary to incorporate these potential model modifications unless there are strong a priori reasons to do so.
Equation 2 is a general polynomial model used to map a mathematical model onto observed scores over time. A polynomial change model implies that the set of exponents of the time basis is a complete set of whole numbers (i.e., nonnegative integers) from 0 to M.
3 Special cases of Equation 2 are
for a straight-line change model,
for a quadratic change model, and
for a cubic change model, and so forth. ). In particular, as dependent variables, the M mi s from Equation 2 can be explained by an overall fixed effect (i.e., the ␤ mk s, K regressor variables (denoted x ki , and potentially a unique effect (denoted mi associated with the ith individual for the mth change coefficient. Such a conceptualization can be written as
where ␤ mk represents the effect of the kth (k ϭ 1, . . ., K) x variable (e.g., group status) for the ith individual on the mth individual specific polynomial change coefficient (e.g., m ϭ 1 for a straightline model, m ϭ 2 for a quadratic model, and so on).
The mi values are assumed to be independent across individuals and independent of the ε it values. The K x variables are regressors (e.g., predictor or explanatory variables) that can be used to account for the variance of the individual uniqueness on the mth change coefficient. The variance of m 2 (the last component of Equation 6 ) is denoted. Although only a model with two levels has been illustrated, the ␤ mk s can themselves be modeled as dependent variables if one or more additional organizational structures exist, and so forth.
In the present article, we are concerned primarily with the test of the group effect for polynomial change coefficients or, more precisely, the coefficient of the group-by-trend interaction. Without loss of generality, we will use the term group-by-time interaction to refer to what is formally the group-by-trend interaction. The term group-by-trend interaction is more general in that it applies to any particular trend. However, the linear trend is so often the only trend included in a model Mehta & West, 2000) , and correspondingly it is the way that the effect of group status on individual change parameters is often discussed in the literature. We are focused explicitly on multilevel models with two levels and with two groups due to their prevalence in the applied literature. We use the values 0 and 1 to represent the two groups. Of course, other coding schemes can be used to identify group membership (e.g., [Ϫ.5, .5], [Ϫ1, 1]), but we regarded the 0/1 scheme as generally the most intuitive for our purposes. In such a coding scheme, the group effect is the effect of Group 1 as compared with Group 0. In this notational framework, Equation 6 can be written as
for a straight-line change model, which itself can be written as
for individuals in Group 0 and
for individuals in Group 1. Thus, if there is a difference in the mth change coefficient due to group, that difference will be manifested in ␤ m1 . In our notational scheme, ␤ m1 is the group-by-trend interaction, with ␤ 11 being the group-by-time interaction that quantifies the differences in group change over time for straight-line change models.
Using Orthogonal Polynomials
We use orthogonal polynomials for the time values rather than the observed time values themselves in the remainder of the article.
For the orthogonal polynomial approach, Equation 2 can be rewritten as
where c mt is the mth orthogonal polynomial coefficient for the tth measurement occasion, and the value of c mt depends only on T and M. Orthogonal polynomials can facilitate the interpretation of fitted model parameters. In contrast to an approach based on observed time values, orthogonal polynomials make it "straightforward to derive simple expressions for estimators and exact standard errors that apply in studies of arbitrary length and for polynomials of any degree" (Raudenbush & Xiao-Feng, 2001, p. 389) . The ability to obtain exact analytic standard errors for longitudinal studies of arbitrary length and polynomial degree facilitates the sample size planning procedures in the work of Raudenbush and Xiao-Feng (2001) as well as in our work. Regardless of whether orthogonal polynomials or the observed time values are used, the value of the highest order polynomial change coefficient will remain the same. Correspondingly, for a straightline change model, the value of the slope is equivalent in models where orthogonal polynomials are used or where the observed values of time are used. Similarly, for a quadratic change model, the value of the quadratic term is equivalent in models where orthogonal polynomials are used or where the observed values of time were used, and so forth. Finally, the overall fit of the model is left unaltered, implying that the proportion of variation accounted for by the model is the same for both scalings of time values, regardless of whether orthogonal polynomials coefficients or raw time values are used.
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Means and Variances of Estimates
Like the procedure developed by Raudenbush and Xiao-Feng (2001) , our sample size planning procedures depend on properties of least squares estimators of the individual change coefficients. In practice, longitudinal models will be fitted with maximum likelihood methods. However, under certain conditions, an approach based on least square estimates used in a two-stage analysis procedure and one based on maximum likelihood estimates are conceptually equivalent and numerically similar. More specifically, when mi is modeled with an intercept and group status (i.e., as in Equation 7) in situations where the vector of time values is the same across individuals and there are no missing data, the two estimation methods will generally yield essentially the same results (e.g., see Rogosa and Saner, 1995, for illustrative examples of the similarity between use of the two-stage least squares estimates and maximum likelihood estimates for longitudinal data analysis). Thus, although maximum likelihood estimation methods are generally more advantageous (e.g., when there are missing data, an unequal number of measurement occasions, more complex measurement occasions, more complex models, and so on) than least squares estimation, in the situation described here, the least squares and the maximum likelihood estimates are essentially the same. However, expressions for the least squares estimates are much more straightforward to use than are maximum likelihood estimation, which are generally based on difficult or analytically intractable expressions.
5
The estimated individual specific least squares estimates of the change coefficients can be written as
where mi Ϫ mi is the difference (i.e., the error) between the least squares estimate of mi , denoted mi , and mi itself (e.g., Raudenbush & Xiao-Feng, 2001 ). 6 Notice that in Equation 11 mi is on both the left-hand side and the right-hand side of the equals sign. Thus, Equation 11 can thus be rewritten as
which in turn can be rewritten as
for the true individual specific least squares estimate of the mth change coefficient. Of course, the parameters of Equation 13 are not known in practice and must be estimated, but the grouping variable will be known for any individual. Returning to Equation 11 and recalling the assumption of independence between mi and ε it (which implies that mi and mi Ϫ mi are independent), covariance algebra shows that
where all the variances are conditional on group. The interpretation of Equation 14 is the variance of the estimated change coefficients within a group for the mth change coefficient. The interpretation of the components of Equation 14 is that Var͑␤ m0 ͒ is the variance of the fixed effect of the intercept for the mth change coefficient, Var͑␤ m1 ͒ is the variance of the fixed effect for the slope for the mth change coefficient, Var͑ mi ͒ is the variance of the unique effects for the mth change coefficient within the groups, and Var͑ mi Ϫ mi ͒ is the variance of the error in estimating the mth change coefficient. As we will show shortly, the last two terms are of primary importance (since the first two terms will drop from the equation). The Var͑ mi ͒ component is the true variance within a group for the mth change coefficient, whereas Var͑ mi Ϫ mi ͒ is the variance across individuals within a group for the difference between the estimated and true mth change coefficient.
Because ␤ m0 is a constant, Equation 14 can be reduced to
Of interest, however, is the within-group variance. Because Group i is a constant within either group (either 0 or 1) Equation 15 can be rewritten as
However, because we assume homogeneity of variance across groups in the planning stage, Equation 16 need not have a grouping subscript and thus can be simplified to
By letting Var͑ mi ͒ ϭ m 2 (i.e., the variance of the estimated mth change coefficients), Var͑ mi ͒ ϭ m 2 (i.e., the variance of the unique effects for the mth change coefficient across the individuals), and Var͑ mi Ϫ mi ͒ ϭ mϪm 2 (i.e., the variance of the difference between the mth estimated and true change coefficients for each individual across the individuals), Equation 17 can be rewritten as
where
due to the orthogonal approach we use.
Recalling the standard error of the two independent groups t test, there is an exact analog with the standard error of ␤ m1 . The variance for the mth change coefficient for the jth group (j ϭ 0, 1) is mj 2 ϩ ͑ mϪm͒j 2 , with a pooled estimate when n 0 ϭ n 1 simply being the mean of the two group estimates of variance, denoted as before without a "j" subscript. Because the value of ␤ m1 represents a difference in the slope for the two groups, the variance of the difference is needed. The variance of a difference is the sum of the variances when the groups are independent; thus, twice the pooled variance is the variance of the difference. To obtain the standard error in this context, we multiply the pooled variance by the quantity (1/n 0 ϩ 1/n 1 ) in an analogous way as the pooled standard deviation is used in the two independent group t tests:
5 Technically, the framework used for design purposes is not the same as maximum likelihood estimation. One clear difference between these estimation approaches becomes evident when an estimate of the random effect variance for one of the polynomial change parameters is negative using the least squares two-stage estimation approach. In this case, the maximum likelihood estimate of the parameter cannot be negative because from the definition of a maximum likelihood estimate, an estimate must be within the parameter space (e.g., Stuart, Ord, & Arnold, 1999, chapter 18) . Clearly, a population variance cannot be negative and thus is not in the parameter space. Consequently, the maximum likelihood estimation of the random effect variance is typically set to 0 in such a scenario, which yields different values for these parameter estimates across these two estimation approaches, sometimes yielding different standard errors for other parameter estimators in the model as well. This is an important issue and leads to the distributional properties of the maximum likelihood estimators being substantially more complex than those of the two-stage parameter estimators (e.g., McCulloch, Searle, & Neuhaus, 2008) . However, in many "well-behaved" cases, the results of the two approaches are virtually identical. 6 A circumflex above a parameter always denotes an estimate of that parameter.
However, because the group sample sizes are equal, Equation 20 simplifies to
In order to evaluate the null hypothesis that ␤ m1 equals some specified value, 0 in most cases and that which is assumed here, a t statistic can be formed:
If the null hypothesis of no group effect on the mth polynomial change coefficient is true, the t statistic will follow a central t distribution with 2n Ϫ 2 degrees of freedom. Of course, ultimate interest is in ␤ m1 , not ␤ m1 . Thus, it is generally desirable to know the confidence interval limits for ␤ m1 . Computing the confidence interval for ␤ m1 is a simple matter. The margin of error for the mth polynomial change coefficient is the standard error multiplied by the appropriate critical t value. For a symmetric two-sided confidence interval, the critical value is t ͑2n Ϫ 2, 1 Ϫ ␣/ 2͒ , where there are 2n Ϫ 2 degrees of freedom because of the two-stage estimation procedure used for the derivation, which is literally a two independent group t test. Thus, the confidence interval for the mth polynomial change coefficient is
where 1 Ϫ ␣ is the desired confidence level (e.g., .95).
Accuracy in Parameter Estimation for Polynomial Change Models
Although planning sample size for sufficient statistical power is an important research design consideration, statistical power can be high while the corresponding confidence interval for the parameter of interest is wide. Conversely, the expected confidence interval width can be sufficiently narrow, but the statistical power low, albeit this tends to happen only when the population parameter is relatively close to the null value. Kelley and Rausch (2006) discussed the potential discrepancy in the sample size from the power and AIPE approaches to sample size planning in the context of the standardized mean difference, but conceptually the issue is the same here in the context of longitudinal polynomial change models for the group-by-time interaction. When interest concerns the population value of the parameter, a reject or fail-to-reject outcome of a null hypothesis significance test does not provide much information. Sample size planning with the goal of obtaining a narrow confidence interval dates back to at least Guenther (1965) and Mace (1964) and has been discussed in the recent literature (e.g., Algina & Olejnik, 2000; Bonett, 2008; Bonett & Wright, 2000, in press; Kelley, 2007 Kelley, , 2008 Lai & Kelley, in press; Liu, 2010) as an alternative or supplement to power analysis as effect sizes and confidence intervals have become a more widely used approach to making scientifically based inferences. Of course, in some situations, there may be a desire for sufficient statistical power as well as a narrow confidence interval (e.g., Jiroutek, Muller, Kupper, & Stewart, 2003) .
To begin, from the confidence interval procedure discussed earlier, the observed confidence interval width for any realization of a confidence interval is
Let be the desired confidence interval width. The basic AIPE approach seeks to find the minimum sample size so that the expected confidence interval is sufficiently narrow. That is, the AIPE approach seeks the minimal sample size so that E͓w͔ Յ .
In many cases, the theoretical sample size where E͓w͔ Յ will be fractional. The necessary sample size is always rounded to the next largest integer, so in reality E͓w͔ is generally slightly less than .
Operationalizing a "sufficiently narrow" confidence interval for the group-by-time interaction is very context specific and will vary greatly from one situation to another. For example, educational psychologists studying vocabulary development over time for third-graders randomly assigned to treatment group (e.g., an advanced work immersion program) or control group (e.g., traditional third-grade vocabulary instruction) may set the desired confidence interval width (i.e., ) for the confidence interval for the group-by-time interaction to a width of 20 vocabulary words. However, industrial-organizational psychologists studying the productivity of new investment generation over time for account representatives randomly assigned to treatment group (e.g., representatives who use a comprehensive customer relations database for maintaining client information) or control group (representatives who choose their own approach for maintaining client information) may set the desired confidence interval width (i.e., ) for the confidence interval for the group-by-time interaction to a width of $1,000. The point is, the desired confidence interval width will be based on a minimum of the particular measurement scale and the specific goals of the researcher with regards to how accurately estimated the coefficient for the group-by-time interaction is. Using another strategy, rather than choosing the desired confidence interval width on the basis of a specified number of raw-score units, the researcher could plan the desired confidence interval width on the basis of (a) a certain percentage (e.g., 20%) of the estimated standard deviation of the group-by-time standard deviation (e.g., set ϭ .20 ϫ ͱ m 2 ), (b) a certain percentage of the estimated standard deviation of the errors (e.g., set ϭ .20 ϫ ͱ ε 2 ), or (c) a certain percentage of the estimated value of the group-by-time coefficient itself (e.g., set ϭ .20 ϫ ␤ m1 ).
Recalling the standard error of a polynomial change coefficient from Equation 21, suppose that m 2 and ε 2 could be known or well approximated. Given this, the standard error would be a function only of n. Furthermore, the sample size could be planned such that the confidence interval width had an approximate expected value of . In other words, the research question addressed is the following: Given 
Realizing that 2t ͑2n Ϫ 2, 1 Ϫ ␣/ 2͒ is a constant, we can rewrite Equation 26 as
We substitute for the sample variances used to compute SÊ͑␤ m1 ͒ in Equation 21 the population variances when computing E͓SÊ͑␤ m1 ͔͒ in order to obtain an approximate expectation. That is, we set
In general, the expectation of a function is not the same as the function of the expectation, that is, E͓͑z͔͒ does not generally equal ͑E͓z͔͒, where (⅐) is some function and z is some random variable. Nevertheless, the delta method (i.e., a commonly used way of obtaining the standard error for a parameter estimate) says that under some fairly general conditions, this approximation is reasonable, especially as sample size increases (e.g., Oehlert, 1992 With this approximation (i.e., Equation 28), an approximate expression for the expected value of the standard error is available that allows the approximate confidence interval width to be determined:
Given our approximation for the expected confidence interval width, we set E[w] from Equation 29 to the desired value of the confidence interval width, 2 , yields the necessary sample size so that the expected confidence interval width for the mth polynomial change coefficient will be sufficiently narrow.
Notice that the sample size procedure of Equation 31 (or Equation 32) is the per group sample size. The total sample size necessary is thus 2n ϭ N. In the power analysis framework, not only do m 2 and mϪm 2 , or just m 2 , need to be specified, so too does ␤ m1 . 8 This is the case because statistical power depends not only on the sampling variability of the estimate, but also on the location of the parameter. Thus, an advantage of the AIPE approach over the power analysis approach in terms of implementation is that the AIPE approach does not require specification of an extra parameter, namely the population value of ␤ m1 or a value of ␤ m1 that is of minimal interest.
9 Although difficult to discern from Equation 32 initially, halving the desired confidence interval width will lead to approximately a four-fold increase in the planned sample size. This is the case because if w⁄2 is substituted for w in Equation 32, the net effect is that 4 goes to the numerator because the fraction (i.e., w⁄2) in the denominator is squared, which functionally moves 4 (i.e., 2 squared) into the numerator of the equation.
Although Equation 31 (or Equation 32) yields the desired sample size, implementation of Equation 31 (or Equation 32
) is not as simple as it might first appear. This is the case because sample size is on the left-hand side of the equation and implicitly on the right-hand side of the equation via the critical t value by way of its degrees of freedom, 2n Ϫ 2. Thus, Equation 31 (or Equation 32) requires an iterative solution in order for it to be solved. Solving Equation 31 (or Equation 32) can be implemented by first selecting an initial sample size that has an expected width that is wider than desired. From that sample size, which is too small, sample size is increased until successive iterations of the sample size do not change, and thus an equilibrium is reached on the left-hand and right-hand sides of the equation. The sample size where successive iterations of the sample size remain the same is the minimum sample size necessary so that the inequality is satisfied.
Achieving a Narrow Confidence Interval With a Desired Degree of Assurance
Although sample size from Equation 31 (or Equation 32) provides necessary sample size so that the expected confidence interval width for the group-by-time interaction on the mth polynomial change coefficient will be sufficiently narrow, any given realization of a confidence interval will almost certainly be larger or smaller than the desired width. That is, the expectation only 7 Although we have based the presentation thus far on a two-stage approach, as McCulloch et al. (2008, chapter 2, section b) pointed out, even in the simplest case of a multilevel model, the expectation of the standard error of a fixed effect can be difficult to determine. Thus, the value of E͓SÊ͑␤ m1 ͒ is not known exactly for the general case for maximum likelihood estimation. 8 Rather than specifying ␤ m1 itself for the power analysis, the minimum value of ␤ m1 that would be practically important could be specified.
9 A standardized version of ␤ m1 could be supplied (see footnote 4 of Raudenbush & Xiao-Feng, 2001 , p. 391), which technically requires only a single parameter, but implicitly is based on ␤ m1 and m 2 .
satisfies approximately the mean confidence interval width but does not guarantee a sufficiently narrow confidence interval in any particular situation. This issue is similar to when a mean is estimated from a normal distribution. Even though the sample mean is an unbiased estimator of the population mean, the sample mean will either be smaller or larger than the population value, almost certainly. This is the case because the sample mean is a continuous random variable, as is the confidence interval width, due to the fact that both are based on random data. Thus, approximately half of the time, the computed confidence interval will be narrower than the desired width specified, and the other half of the time the computed confidence interval will be wider than desired. ) is larger than m 2 , the confidence interval will tend to be too wide. (Recall, however, that w may be less than in this case because of the requirement that n be a whole number, and thus the expected width is slightly narrower than .) However, when a realization of m 2 is obtained that is smaller than the corresponding population value on which the sample size was based, the confidence interval width will be narrower than desired (i.e., w Ͻ ). If sample size could be planned so that m 2 would be smaller than m 2 with some specified degree of probabilistic assurance (e.g., 99%), then the observed confidence interval would be sufficiently narrow more than the roughly half of the time that it is sufficiently narrow with the expected width approach.
Let ␥ be the desired degree of assurance, a probabilistic statement, that the confidence interval will be sufficiently narrow. That is,
Further, let ␥ m 2 be the value of m 2 that will not be exceeded with ␥100% assurance for the particular condition. That is,
Substituting ␥ m 2 for m 2 from the standard procedure (i.e., Equation 32) will then ensure that the confidence interval will be sufficiently narrow with assurance. A method of finding ␥ m 2 would thus be desirable.
Obtaining ␥ m 2 is possible because m 2 is an estimated variance (i.e., the pooled variance of the unique effects for the mth change coefficient) of normally distributed values (i.e., the unique effects of the mth change coefficient), which is assumed for the unique effects in multilevel models fitted via maximum likelihood estimation methods. Confidence limits can be found for the variance (or standard deviation via transformation) of normally distributed values using a chi-square distribution (e.g., Hays,1994) . In particular,
where ϳ means "is distributed as" and the 2n Ϫ 2 in the numerator is the value of the degrees of freedom. Note that Equation 33 is analogous to the general properties of variances as they relate to chi-square distributions. In order to find the value of m 2 that will not be exceeded ␥100% of the time, one needs to find the ␥ quantile from a (central) chi-square distribution with 2n Ϫ 2 degrees of freedom and convert that to the scale of m 2 . More formally,
where ͑2nϪ2, ␥͒ 2 is the ␥th quantile from a chi-square distribution with 2n Ϫ 2 degrees of freedom. The degrees of freedom in this situation, as before, are 2n Ϫ 2 because an estimate of the variance is obtained by pooling from across the two groups. Now, given ␥ m 2 (i.e., the value not to be exceeded by m 2 with assurance ␥) has been obtained, substituting ␥ m 2 for m 2 in Equation 32 and solving, which involves iteration due to n being on the left-hand side and implicitly on the right-hand side of the equation, will provide the sample size such that the confidence interval will be no wider than desired with assurance no less than ␥. That is, solving
will provide the necessary sample size such that the obtained confidence interval will not be wider than desired with assurance ␥. Like with the standard procedure, the requirement that fractional sample size be a whole number implies that sample size is always slightly larger than desired, and thus the empirical will tend to be larger than the nominal. This poses no practical problem provided that the sample size based on is the minimal sample size where O'Brien and Mueller (1993) , in discussing the exactness of power computations that are based on population parameters, recognized that "strict numerical accuracy of the power computations is usually not critical," as "the population parameters [used in the power analysis] are conjectures or estimates" anyway (p. 23). Nevertheless, ideally if the population parameters were in fact known, the sample size planning procedures would produce the desired result, at the very least to a reasonable approximation. Because we used properties of least squares when developing sample size planning methods in which maximum likelihood is used for estimation, in an analogous fashion as Raudenbush and Xiao-Feng (2001) did, our methods are approximate to a certain degree. Further, relying upon the consistency property of maximum likelihood for finite sample sizes is potentially problematic, in that the particular finite sample size suggested by the procedure might not be large enough for the desirable properties of maximum likelihood estimates to be realized. In order to assess the effectiveness of the proposed sample size planning procedures, we conducted a Monte Carlo simulation study. The Monte Carlo simulation study was based on two different situations taken from the literature, where we examine the expected confidence interval width as well as when a desired degree of assurance is incorporated.
Monte Carlo Simulation Study of the Effectiveness of the Procedures
It should be noted that any sample size planning procedures that require a population parameter to be specified will necessarily be limited by the appropriateness of the value(s) used for the population parameter(s). The appropriateness of the sample size planning procedure output to the misspecification of the population parameter input speaks to the robustness of the procedure. Although the robustness of a statistical procedure is important, it is beyond the scope of this article. What is important here is that the proposed sample size planning methods perform as they should, given that the appropriate values for the population parameters have been specified. That is, under the ideal circumstances, we seek to answer the question "Does the method we propose perform in an optimal way?" We used our Monte Carlo simulation study to evaluate the appropriateness of the procedure given that the correct values are supplied. We now outline the two studies we used for the bases of the parameter values.
Study 1: Tolerance of Antisocial Thinking During Adolescence
We used the Elliot, Huizinga, and Menard (1989) study of the tolerance of antisocial thinking during adolescence as the basis for part of our Monte Carlo simulation study. The Elliot et al. (1989) used data from the National Youth Survey, where a dependent variable of interest was "tolerance of antisocial behavior" and five measurement occasions for Cohort 1 (age 11 years at the beginning and 15 years at the end of the study) with a sample size of 239. This study was also used by Raudenbush and Xiao-Feng (2001) in the context of power analysis, as well as in other works to illustrate various methodological issues (e.g., Miyazaki & Raudenbush, 2000; Raudenbush & Chan, 1992 Willett & Sayer, 1994) . Like Raudenbush and Xiao-Feng (2001) , we used sex as a grouping variable so as to estimate the group-by-time (i.e., sex-by-time) interaction (i.e., ␤ 11 ). The estimates used are those reported in Raudenbush and Xiao-Feng (2001) : the error variance (i.e., 2 ) is 0.0262, the true variance of the intercept is 0.0333, and the true variance of the slope is .0030. Note that it is not necessary to specify a population value or a parameter of minimal interest for the slope, as is the case in power analysis, as the width of the confidence interval is independent of the value of the slope.
10
For the tolerance of antisocial thinking during adolescence data, a 3 (number of measurement occasions ϭ 3, 5, and 10) by 2 (widths ϭ .25 and .05) by 2 (sample size procedure for the expected confidence interval width will be sufficiently narrow and there will be 85% assurance that the confidence interval will be sufficiently narrow) Monte Carlo simulation was used. Our reading of the literature suggested that there often tend to be fewer rather than many measurement occasions in psychology and related disciplines. The number of measurement occasions of three, five, and 10 seemed quite reasonable, given what has been found in the literature for typical longitudinal designs (e.g., Kwok, West, & Green, 2007) .
Each of the 12 conditions was based on 10,000 replications using the PROC MIXED procedure in SAS (Version 9.2). Such a large number of replications were used so that we could very accurately estimate the mean and median confidence interval widths for the expected width case and the percentile and percentile rank of the desired width for the assurance case. In the Monte Carlo simulation, all assumptions were satisfied, illustrating the ideal conditions in order to evaluate the effectiveness of our sample size planning methods. Our combination of conditions led to planned sample sizes that ranged from small (e.g., 43) to relatively large (e.g., 793); demonstrating the relative variety of situations of the conditions used in the Monte Carlo simulation study to examine the effectiveness of the sample size planning procedures. Table 1 shows the results of the Monte Carlo simulation based on the tolerance of antisocial thinking during adolescence data for the expected confidence interval width. As Table 1 shows, the mean and median confidence interval widths were nearly identical to the desired width in most cases. The biggest discrepancy was for the widest confidence interval condition, where the desired width () was 0.05 and necessary sample size was only 43 per group. In this most discrepant condition, the mean of the confidence interval widths was 0.0487, illustrating the mean confidence interval widths that were 0.0013 units smaller than specified. As the sample sizes became larger, the desired width and the empirical widths converged and became nearly identical. Thus, in this situation, the procedure developed for planning sample size to ensure that the expected width would be sufficiently narrow worked very well. Table 2 shows the results of the Monte Carlo simulation based on the tolerance of antisocial thinking during adolescence data when an assurance parameter is incorporated produced the desired proportion of confidence intervals that were sufficiently narrow no less than the specified assurance of .85. The biggest discrepancy was again for the 0.05 condition, where the procedure implied sample size was 49. Analogous to the expected width situation, as the sample size becomes larger, the empirical assurance approaches the specified value. Thus, in this situation, the procedure developed for planning sample size to provide a desired degree of assurance worked very well. Karney and Bradbury (1995) provided a tutorial on how change models can be used to better understand the way in which the quality of marriage changes over time that is based on repeatedly measuring the same set of married individuals. Karney and Bradbury (1995) provided illustrative data from a study of newlywed couples. In particular, the data were from 25 newlywed wives from five measurement occasions over the first 30 months of marriage (measured approximately every 6 months), where the participants self-reported marital quality using the Marital Adjustment Test (MAT; Locke & Wallace,1959) . In general, a sample size of 25 is inordinately small for an application of a multilevel change model. However, we used their data simply for illustrative purposes, where the estimate of the error variance (i.e., ε 2 ) is 134.487, the estimate of the true variance of the intercept is 447.393, and the estimate of the true variance of the slope is 27.928. Although the Karney and Bradbury (1995) study was for only a single group, assuming homogeneity of variance across groups implies that only a single group is necessary for the estimation of the necessary parameters to plan sample size. Imagine, for example, that interest concerned newlywed first-time wives and newlywed second-time wives. In such a situation, the group-by-time interaction may be of interest and estimating the difference between the two groups with a sufficiently narrow confidence interval may provide a valuable research outcome. Thus, data from single-group designs can potentially be helpful for planning sample size when multiple groups are involved.
Study 2: Quality of Marriage
Again, as before, the number of measurement occasions chosen was three, five, and 10, which we believe is representative of the literature (e.g., Kwok et al., 2007) , not considering two measurement occasions, which is not sufficient to estimate the fixed and random effects of both an intercept and a slope in a multilevel model (although certain restrictions, such as a fixed slope with no random effect, would allow a multilevel model to be fitted to two measurement occasions). Further, rather than having specified absolute values of the expected width directly, we set the specified width to be a proportion of the estimated true variance of the slope. In particular, we specified the desired confidence interval widths to be 5% ( ϭ 1.396), 10% ( ϭ 2.793), and 20% ( ϭ 5.586) of the true variance of the slope. These proportions are arbitrary, but we believe they are reasonable and provide what many might consider small, medium, and large sample sizes. Although the confidence interval widths in terms of an absolute value as well as a proportion are arbitrary in general, for purposes of a Monte Carlo simulation, we have covered what we regard as adequate coverage of the range of sample sizes used in applied psychological research. Our combination of conditions led to a wide range of planned sample sizes that ranged from small (e.g., 42) to relatively large (e.g., 1,566), demonstrating the relative variety of situations of the conditions used in the Monte Carlo simulation study to examine the effectiveness of the sample size planning procedures. Table 3 shows the results of the Monte Carlo simulation based on the quality of marriage data for the expected confidence interval width. As Table 3 shows, the mean and median confidence interval widths were very close for the narrow and medium sample size for each of the three measurement occasions (six situations). The biggest discrepancy was for the widest confidence interval conditions for four and five measurement occasions (four situations). In these two situations, the procedure implied sample sizes were 56 and 42, respectively. The mean confidence interval width in these conditions was approximately 5.50 and 5.51, respectively, whereas the desired confidence interval widths were both 5.86. Thus, there were discrepancies of Ϫ.36 and Ϫ.35 units for the widest confidence interval conditions for four and five measurement occasions, or a Ϫ6.14% and Ϫ5.97% disparity, respectively. Although not ideal, the discrepancy is so slight that the implications for applied research seem to be, at worst, negligible. However, because the confidence interval widths are narrower than desired, this is actually an advantageous problem. Overall, the method to plan sample size, so that the expected width is sufficiently narrow, works well. Table 4 shows the results of the Monte Carlo simulation based on the quality of marriage data with an assurance parameter incorporated that produced the desired proportion of confidence intervals that were sufficiently narrow (no less than the specified assurance of 95%). An assurance of 95% was used here to show the generality of the procedure. The 85% used previously is what we regard as about the smallest assurance that seems to be meaningfully justified. We chose 95%, rather than an assurance of 99%, so that we could determine how much over the specified assurance the empirical assurance would be. For example, had we specified an assurance of 99% and 100% of the confidence intervals been sufficiently narrow, we would not have been able to tell if the sample size was in fact appropriate or if the planned sample size was much too large. However, setting the assurance to 95% allowed us to gauge the appropriateness of the sample size by ensuring that the empirical assurance was not too much larger than the nominal assurance value.
11
Out of all of the empirical assurances, the biggest discrepancy was again for the widest desired confidence interval condition, where the procedure implied sample size was 53. In this situation, 97.28% of the confidence intervals were sufficiently narrow, whereas the assurance parameter was such that 95% of the intervals should have been sufficiently narrow. Thus, the worst case was off by only 2.28 raw percentage points in a situation with a reasonably small sample size (i.e., 53 per group). Analogous to Table 2 , as the sample size becomes larger, the empirical assurance approaches the specified value. Thus, in this situation, the procedure developed for planning sample size so that there was a desired degree of assurance worked very well.
Discussion
Longitudinal research involving two groups is a common way to assess group differences in change. In their work on the power analytic approach to sample size planning for the group-by-time interaction, Raudenbush and Xiao-Feng (2001) provided compelling reasons why the group-by-time or, more generally, the group-by-trend (e.g., linear, quadratic, cubic) effect is often important in applied research contexts. Realizing the importance of the group-by-time interaction and the fact that the estimate will almost certainly not equal the population value illustrates the value of providing a confidence interval for the population value so that the population value can be bracketed with the specified level of confidence. However, a wide confidence interval illustrates the uncertainty with which the population value has been estimated. Planning sample size so that the confidence interval width for the group-by-time interaction will (a) have a sufficiently narrow expectation or (b) have a desired degree of assurance that the confidence interval will be sufficiently narrow is a natural way to plan sample size in longitudinal studies involving two groups.
Although our work provides a way to plan sample size to have a narrow confidence interval for the group-by-time interaction in a two-group design, there are limitations. An important limitation is that we do not allow for missing data in the design phase of the research study, but we presume that all available data will be used in the 11 Note that it is purely coincidental that the necessary sample sizes from the T ϭ 10 case for the tolerance of antisocial thinking example and the T ϭ 5 case from the quality of marriage example are so similar. analysis phase. Under fairly general assumptions-such as data missing at random or missing completely at random (e.g., Rubin, 1976) , sample size not too small, and an approximately correct modelmultilevel models tend to provide quality results when there is some degree of missing data. However, when the sample size is less than that suggested by the planning procedure, the goal set forth in the procedure will likely not be met with the same probabilistic properties. Hedeker, Gibbons, and Waternaux (1999) developed sample size planning methods for statistical power in the context of longitudinal designs that are anticipated to have a known missing data structure. Hedeker et al. (1999) noted that the assumptions in methodological works on longitudinal study design (e.g., power analysis) are (a) that sample size is constant across time and (b) that a minimum expected sample size is used at any measurement occasion when sample size is planned. For example, if the procedure implied sample size was 1,000 per group, with the greatest rate of attrition at any of the measurement occasions being 10%, the recommendation would be to use a sample size of 1,112 per group: ceiling(1000/.9) ϭ 1,112. That is, if 1,112 is the sample size used per group and if the data for 10% of the individuals are missing at one particular measurement occasion, the sample size at that particular measurement occasions will still be 1,000 per group, which is the procedure-implied value (if no missing data existed). This is a generally conservative approach (Hedeker et al., 1999) because the "extra" 112 individuals will contribute some information to the analysis based on their other observed data. Correspondingly, the actual statistical power will be greater than desired. Having a greater than desired power is not in and of itself problematic, but because each additional individual in the study takes additional resources, it is undesirable to have more participants than necessary to accomplish the stated goal (e.g., 80% statistical power). Nevertheless, consideration of missing data in this manner leads to boundaries upon which the theoretically ideal sample size will be contained within (here between 1,000 per group and 1,112 per group). A difficulty in implementing the Hedeker et al. (1999) approach is that one must anticipate the percentage of missing data (i.e., retention rates) for each of the two groups at each of the measurement occasions. Nevertheless, if such information could be estimated, using the Hedeker et al. (1999) approach would provide the theoretically ideal sample size, rather than the theoretically ideal sample size being bounded, as exemplified above. Although we think missing data needs to be carefully considered when designing a longitudinal study, we deal only with the idealized case of no missing data in this article.
Like all mathematical models, if the initial assumption(s) on which the model is based are not correct, then the output value(s) may not be correct. Correspondingly, another limitation to our method is the requirement of specifying the input value of m 2 . An obvious question is, "How could one ever know m 2 ?" Unfortunately, it is very likely that m 2 will not be known exactly in any particular situation. However, reasonable estimates of m 2 can often be obtained from a previous study, meta-analysis, or pilot study. Like many sample size planning procedures, where estimation of one or more population values is required, the degree to which the value specified conforms to the population values in reality is usually unknown.
With regards to the requirement of specifying the input value of m 2 , we believe that using values available from the literature, in particular those based on several studies in a meta-analysis context, is the ideal way to estimate the necessary parameters, provided that appropriate studies exist. If such studies are not available, then estimates obtained from a pilot study could be used to implement the procedure, with the realization that the estimates from the pilot study may differ considerably from the population values. That is to say, in cases of pilot studies, the sampling variability of m 2 may be large (e.g., Kraemer, Mintz, Noda, Tinklenberg, & Yesavage, 2006) . One possible solution is to use the upper limit of a plausible value for the variance of the slope, as the upper limit of the set of plausible values for m 2 could be obtained and used as if it was the population value. Such a procedure would help to ensure with a high degree of confidence that the sample size will be no smaller than necessary. Of course, caution is also warranted if a previous study or meta-analysis was based on a population that differs from the one from which the sample will be taken. Note. PR() is percentile rank of , and 95%ile is the 95th percentile. AIPE ϭ accuracy in parameter estimation.
There is no question that designing a research study is difficult, especially when parameter values that are unknown to the researcher are required. The difficulty in determining the population parameter(s) has led many researchers to not plan sample size. However, we believe that the alternative of not formally planning sample size is sufficiently worse than planning sample size on the basis of a reasonable estimate, in this case, m 2 (see Equation 32 ). To assist in the implementation of the sample size planning procedure, we have developed freely available software (see theSuppose that a researcher would like to plan sample size so that the straight-line change coefficient has an expected 95% confidence interval width of 0.025 units, which the researcher believes is sufficiently narrow for the purposes of establishing an accurate difference between a treatment group and a control group. The study will have a duration of 4 years with one measurement occasions per year, for a total of five measurement occasions. The supposed variance of the linear trend (i.e., m 2 ) of 0.003 and the supposed error variance ( ε 2 ) of 0.0262, both of which are obtained from literature (i.e., in Raudenbush & Xiao-Feng, 2001 based on the data of Elliot et al., 1989) .
In this situation, the way in which the ss.aipe.pcm() MBESS function is implemented, after MBESS has been installed and loaded via the require() function, is as follows ss.aipe.pcm(true.variance.trendϭ0.003, error.varianceϭ0.0262, durationϭ4, frequencyϭ1, widthϭ0.025, conf.levelϭ.95), which returns the following output "Results for expected width to be sufficiently narrow"
278. Thus, a sample size of 278 is required when the duration of the study will be 4 units and the frequency of measurement occasions is 1 year in order for the expected confidence interval width to be 0.025 units.
Suppose that the researcher was not happy with having only an expected confidence interval width for the group-by-time interaction of 0.025 units. Rather, suppose that the researcher wanted to have 99% assurance that the 95% confidence interval would be sufficiently narrow. The way in which sample size can be planned in this situation with the ss.aipe.pcm() MBESS function is as follows, ss.aipe.pcm (true.variance.trendϭ.003, error.varianceϭ.0262, durationϭ4, frequencyϭ1, widthϭ.025, conf.levelϭ.95, assuranceϭ.99) , which returns the following output "Results for Assurance" 316.
Thus, a sample size of 316 will be required to ensure that the 95% confidence interval will be sufficiently narrow (i.e., have a width less than .025 units) at least 99% of the time.
As can be seen, the functions are easy to use and require only minimal knowledge of R. Even if R will not be used for the analysis of the results, R can easily be used for sample size planning purposes. An additional function in the MBESS R package is the ss.power.pcm() function, which implements sample size planning for statistical power in this context. That is, the ss.power.pcm() function implements the methods developed by Raudenbush and Xiao-Feng (2001) for planning sample size in order to have a desired statistical power. Detailed information on the ss.power.pcm() function is available in the MBESS manual or from R via the command help(ss.power.pcm) after MBESS has been installed and loaded.
