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1C h a p t e r 1
INTRODUCTION
1.1 Inflow Turbulence
Generating realistic inflow of turbulence is very challenging. Various possibilities
to generate such realistic inflow conditions have been proposed in the literature.
Though computationally expensive, the strategy of resolving the transition to turbu-
lence starting from the laminar flow is the only perfect solution for generating exact
turbulent inflows [31, 4]. Another widely used strategy reported in the literature is
that of using precursor simulation to generate inflow turbulence which provides an
accurate solution to this problem but is also expensive in computation as well large
storage is required for storing all temporal data [21]. For turbulent boundary layer
inflows, a commonly used method is that of recycling turbulent velocity compo-
nents from the downstream planes and injecting back to the upstream plane of the
same domain. Though this method is relatively cheap in terms of computations and
memory requirements, obtaining the realistic inflows is challenging as the scalings
required for recycling are unknown [4, 21, 3]. Other methods for generating inflow
turbulence, though easy to perform require longer domains to recover correct statis-
tics, include the imposition of random noise on mean velocity profile as well as with
vortices from developed turbulence[3, 2]. Inflow conditions based on digital filter-
ing techniques, proper orthogonal decomposition, and linear stochastic estimation
have also been proposed [15, 17, 29]. The reader may refer to the work of [39] for a
detailed review of the methods of generating inflow turbulence. At CERFACS, the
AVBP solver uses Kraichnan and Celiek’s method of generating patches of turbu-
lence inflow. In this method, the inflow is created with required statistical properties
and then added to the mean flow. Kraichnan’s method is to generate turbulence
inflow with statistical properties equivalent to that of incompressible and isotropic
turbulent velocity fields, whereas Celiek’s method is an extension with spatially
2inhomogeneous and anisotropic properties [18] [38].
Use of machine learning methods in the area of fluid dynamics is being reported
since the works of Duraisamy and Xiao[28][40], who have demonstrated the use
of these methods for turbulence modeling in the form of estimation of model un-
certainties using machine learning. There have been some studies where direct
prediction of Reynolds stresses for RANS and prediction of deconvoluted direct
numerical simulation have been proposed [20] [22]. Recently, Fukami and Mohan
have demonstrated the use of re-generating turbulence statistics from DNS data [10]
[23].
1.2 A Brief Overview of Deep Learning
Machine learning techniques, especially deep learning using multilayer neural net-
works and convolutional neural networks[19], have been highly successful in ad-
dressing a wide variety of computational and data science problems. Unlike rule-
based systems, machine learning methods employ the use of features which are
mapped from input or user-supplied features, which means that the output is learned
and estimated from the input features. In deep learning, the user-supplied features
are mapped into more abstract features and the output is learned from these abstract
features, thus essentially making deep learning a subset of machine learning meth-
ods. Over the last few years, deep learning methods have been extensively applied
to computer vision problems, speech recognition, and language translation. Neural
networks, which govern how the features are mapped, are a set of procedures that
model the input features using hidden units, or neurons, for machine learning. These
neural networks are non-linear functions which transform the input data to a param-
eterized output through a connected sequence of hidden units and these hidden units
are stacked together to form hidden layers. Figure 1.1 shows a simple neural network
with four inputs and one output with one hidden layer containing five hidden units.
This is a type of a simple fully connected multi-layer perceptron (MLP) consisting
of three layers of nodes- an input layer, a hidden layer, and an output layer. With
more hidden layers and more number of such hidden units, the network learns to
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Figure 1.1: Simple neural network representation
map more abstract features thus signifying the depth of deep learning methods.
Unlike the fully connectedmulti-layer perceptron networks, the convolutional neural
networks (CNNs) take into account the spatial distribution of input data whichmakes
them suitable for a variety of physics-based applications including fluid dynamics.
In CNNs each layer has detection filters for identifying and learning from different
abstract features. In addition to feed-forward networks like MLPs and CNNs,
there exists another class of neural networks called recurrent neural networks which
also have a feed-back connections to the neurons and the long short-term memory
(LSTM) neural networks belong to this class of feed-back neural networks. These
LSTM are well suited for predicting the time series of data which consist of units
such as a cell, an input gate, an output gate and a forget gate. The cell keeps a
record of values over arbitrary time intervals and the three gates help in regulating
the flow of information in and out of the memory cell [14]. The convolutional
neural networks with long short-term memory has been proposed by [41] which
can take into account the spatial as well as temporal distribution of the data. An
activation function is a transfer function which determines the relation between
input and output of a node in neural network, and normalizes the output value to a
certain range. This relationship could be linear or non-linear, and depending on the
application, a proper choice of activation function for each layer has to be made.
For example, a linear or identity activation function is defined as f (x) = x, whereas
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Figure 1.2: Commonly used activation functions.
a rectified linear unit (ReLU) activation function is defined as,
f (x) =

0 for x ≤ 0
x for x > 0
(1.1)
Some other commonly used activation functions are sigmoid activation function
(eq. 1.2) and hyperbolic tangent activation function (eq. 1.3). The input-output
relationship between these activation functions is provided in Figure 1.2.
f (x) = σ(x) = 1
1 + e−x
(1.2)
f (x) = tan−1(x) = e
x − e−x
ex + e−x
(1.3)
Depending on dataset as well as the desired application of classification or regres-
sion, a suitable activation function has to be chosen. For a detailed overview of deep
learning methods and practices, the readers are referred to [12] [6].
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GENERATING INFLOW TURBULENCE
2.1 Brief Overview of LES
Based on the accuracy of solving the Navier-Stokes equation, the fluid-simulation
methods are broadly grouped into three types - Direct Numerical Simulation (DNS),
Large Eddy Simulation (LES), and Reynolds Averaged Navier-Stokes Simulation
(RANS). The DNS resolves all the turbulent motions, whereas the LES resolves
larger unsteady turbulent motions and models small-scale motions. In terms of
accuracy of representing the flow-physics as well as the cost of computation, LES
lies between the DNS and RANS. Figure 2.1 describes the schematics of resolved
versus modeled scales on a turbulent kinetic energy spectrum plot. The notion of
scales can be understood by considering flow-scales as analogous to the size of
flow structures, for example, the size of vortices or eddies. For LES, the continuity
DNS Scales
En
erg
y
LES Scales
En
erg
y
RANS Scales
En
erg
y Modelled
Resolved
Figure 2.1: Representation of resolved and modelled scales of turbulence.
and momentum conservation equations are obtained by filtering the Navier-Stokes
equations. Filtering operation involves decomposing the velocity into sum of filtered
and residual components which means,
ui(xi, t) = u˜i(xi, t)︸  ︷︷  ︸
f iltered
+ u′(xi, t)︸  ︷︷  ︸
residual
(2.1)
Note that filtered components are also mentioned as resolved components and the
6residual components are also mentioned as subgrid-scale(SGS) components. The
filtered continuity and momentum conservation equations in conservative form are
then written as:
∂ρ¯
∂t
+
∂ (ρ¯u˜i)
∂xi
= 0 (2.2)
∂ (ρ¯u˜i)
∂t
+
∂
(
ρ¯u˜iu˜ j
)
∂x j
= − ∂ p¯
∂xi
+
∂τ˜i j
∂x j
(2.3)
ρ¯
DE˜
Dt
= −∂q¯i
∂xi
+
∂
∂x j
(
τ˜i j u˜i
) − ∂
∂xi
(p¯u˜i) (2.4)
τ˜i j = −ρ¯(u˜iu j − u˜i .u˜ j) (2.5)
Here, the difference between filtered product u˜iu j and product of filtered velocities
u˜i .u˜ j is defined as the residual stress tensor, which is analogous to Reynolds-stress
tensor from the RANS formulation. This residual stress tensor, τi j , also called as
subgrid-scale stress tensor forms the backbone of the LES modeling.
The Smagorinsky model[37], a type of linear eddy-viscosity model, is the simplest
and most widely used LES model in which the anisotropic part of residual stress
tensor is written as,
τ˜i j = −2νtSi j (2.6)
with νt = l2Si j S˜ = (CS∆)2S˜i j (2.7)
where S˜i j is the filtered strain-rate, and ls & CS are Smagorinsky lenghthscale and
coefficient respectively. The evaluation of this strain-rate is non-zero at the wall
which leads to an overstimation of dissipation near the wall [11]. Though several
approaches have been proposed to handle such a near-wall behaviour, the Wall-
Adapting Local Eddy-viscosity (WALE) model [26] makes it convinient to evaluate
the strain-rate as well as rotation rates, which both go to zero near the wall. Another
model which also takes care of this near-wall behaviour of strain-rate, in addition to
vanishing of νt in case of pure shear, is the SIGMAmodel [27]. This model uses σ1,
σ2, σ3 as three singular values of the velocity gradient tensor, hence named SIGMA
model, where
7νt = (Cσ∆)2Dσ (2.8)
Dσ =
σ3(σ1 − σ2)(σ2 − σ3)
σ21
(2.9)
with Cσ=1.5 being the model constant, and ∆ is the characteristic length of the filter
and equivalent to the cube root of the node volume.
The reader is referred to [30] and [34] for a detailed overview of the LES approaches.
2.2 Wall-resolved Large Eddy Simulation
In LES, there are two different ways to treat the walls, either fully-resolve the
near-wall region or perform near-wall modeling with appropriate models and or
wall-functions. Wall-resolved simulations are such simulations in which the zone
close to the wall, called viscous layer, is fully resolved by the mesh to capture all
the small scales with the wall having no-slip conditions. Though this approach
is computationally costly, it helps in making an exact computation of the physics
near the walls. Also, such a well-resolved simulation would eliminate the need
for complex models, thus avoiding additional errors. This viscous layer region is
very important in channel flow physics as the production, dissipation, and turbulent
kinetic energy all achieve their peak values within 1 < y+ < 20 [24]. In the present
work, the training data was generated using the wall-resolved large eddy simulation
(WRLES) method and the SIGMA model[27] was used.
2.3 Grid and Numerics
A stretched grid was generated with the HIP package [25] which is the main tool
at CERFACS to manipulate meshes for using with AVBP. The AVBP solver [35],
used both for basic and applied research, is an advanced CFD tool for the numerical
simulation of unsteady flows. It is an unstructured, explicit, compressible LES
solver developed at CERFACS. It relies on the cell-vertex finite-volume method and
time marching is done with the Runge-Kutta scheme. A more detailed description
of AVBP can be found in the CERFACS internal AVBP manual and in the works of
[33] [32].
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Figure 2.2: Figure of computational domain and coordinate system in the channel
In order to obtain a continuous periodic channel flow, a forcing term is introduced in
the momentum equation that is applied in the whole computational domain at each
time step as shown in red in equation 2.10.
∂ (ρ¯u˜i)
∂t
+
∂
(
ρ¯u˜iu˜ j
)
∂x j
= − ∂ p¯
∂xi
+
∂τ˜i j
∂x j
+SQDM (2.10)
For the current wall-resolved LES of a turbulent channel flow, 2nd order Lax-
Wendroff convection scheme was used with FE 2∆ discretization for diffusion. CFL
number was set to 0.7. The channel’s grid is homogeneous and periodic in the
streamwise and spanwise directions, and it is stretched with a tanh profile in the
wall normal direction. It consists of approximately 52 million grid points with
400×327×400 along x, y and z respectively. The grid spacing in wall units is ∆x+=
9.53 and ∆z+ = 4.76, whereas for y direction it is ∆y+
wall = 1.00 and ∆y
+
center = 3.56.
Fully developed turbulent statistics were captured for the flow at Reτ = 950, where
Reτ is computed as
Reτ =
uτh
ν
(2.11)
h is the channel half-height(Ly/2) and the all quantities are made dimensionless
using the friction velocity uτ as,
y+ =
yuτ
ν
(2.12)
9U+ =
U
uτ
(2.13)
To create a large dataset for deep learning, the present WRLES was run for 15τdi f f
after the convergence of statistics. Around 800,000 compute-hours on 65,536 cores
of CNRS Turing (IBM Blue Gene/Q) computer were used for this simulation.
2.4 Results
Three-dimensional turbulent channel flow is computed by WRLES using the in-
formation provided in the previous section. Mean velocity profile for the present
result is compared with the DNS[9] results in Figure 2.3. The mean velocity profile
appears in a good agreement with the DNS data, especially close to the wall.
10 1 100 101 102 103
y+
0
5
10
15
20
u+
DNS
WRLES
Figure 2.3: Normalized mean streamwise velocity profile for current WRLES and
DNS
Similarly, Reynolds stresses are non-dimensionalised as:
uiu+i =
u′iu
′
i
2
u2τ
(2.14)
Reynolds stresses from the three velocity components are compared as functions of
the wall-normal coordinate in wall units, from top to bottom: streamwise(uu+),
spanwise(ww+), and wall-normal component(vv+). Solid lines show DNS at
Reτ=950 [9], dotted lines show the present WRLES results. These results are
in good agreement with the DNS results as shown in Figure 2.4.
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Figure 2.4: Normalized Reynolds stresses for current WRLES and DNS
Additonal paramters of the WRLES are provided in the Table 2.1.
Parameter Value
Bulk Reynolds number 77240
Friction Reynolds number 952.449
Mach 0.09617
Pressure 5.00E+05 Pa
Bulk velocity 34.530 m/s
Friction Velocity uτ 1.699
Channel half-height h 0.0020 m
Domain size (in wall units) Lx+ = 3801,
Ly+ = 1901,
Lz+ = 1901
Computational time 15τdi f f
Diffussion time τdi f f 0.00117693 s
Convective time 2.316801E-04 s
Computational time-step ∆t 1.545E-08 s
Table 2.1: Details of the WRLES Simulation
Figure 2.5 shows the visualization of streamwise velocity along the x − y plane,
whereas figure (2.6) shows the visualization of a snapshot of spanwise velocity
along the y − z plane.
11
Figure 2.5: u velocity snapshot along plane x − y for current WRLES
Figure 2.6: u velocity snapshot along plane y − z for current WRLES
2.5 Data Collection and Preparation for Learning
Full fields after convergence were collected for computing mean statistics of the
channel flow. Primarily, temporal snapshots were collected at a streamwise plane
x = Lx/2 , thus in the 2D plane (y − z). Figure 2.7 shows the plane at which this
temporal data was collected where the fields u, v, w, and P were stored. The results
produced by AVBP were on an unstructured grid, hence the data of these snapshots
was converted from unstructured HDF5 files to structured data in .npy which is
a standard binary file format in NumPy. Though this involved significant data-
processing efforts, it proved beneficial later in the deep learning training procedure.
Data of these snapshots were stored after every 10 iterations, the choice of which
was based on the available memory and the memory requirement of each snapshot.
These 10 iterations correspond to a minor visual change in the distribution of field
12
Figure 2.7: Plane at which temporal data was collected in the channel
parameters, thus it represents a movie of temporal evaluation of field parameters
such as velocity components and pressure. In terms of physical time, 10 iterations
correspond to nearly 200 nanoseconds, whereas in terms of diffusion times, it
corresponds to nearly 1/5000 th of one diffusion time.
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C h a p t e r 3
LEARNING TURBULENT FIELDS
3.1 Distribution of Data
Since the objective was to replicate amovie of the evolution of turbulent flow-fields,
fluctuations were computed from the snapshot data of the velocity and pressure
fields as:
u′i = ui − ui,t (3.1)
p′ = p − pt (3.2)
This was achieved by computing a mean snapshot in time and subtracting this mean
snapshot from every other snapshot in time. Figure 3.1 shows the total distribution
of samples of these fluctuations. The distribution is spread in different ranges for
each flow-field. It was observed that the distribution of the streamwise velocity
component(u′) for training dataset is skewed due to the mean flow in the streamwise
direction. It has been shown by [36] that such an uneven distribution of input
data to neural networks adversely affects the training and thus prediction. Also,
if the mean values of inputs deviate from zero, the weight update step in the deep
learning training could get affected, making the task of learning slower[8]. To avoid
these complications, the fluctuations were standardized such that their mean value
is zero and the standard deviation is one. While making predictions, the output data
was again de-standardized so that actual input fluctuations and the predicted output
fluctuations could be compared.
3.2 Training and Evaluation Method
As it is customary in machine learning, the snapshot dataset was split into a training
(75%) and a testing (25%) dataset. The weights of the neural network are tuned in
a supervised manner to fit the training dataset. In order to monitor the overfitting of
this data, accuracy is periodically evaluated on the test set. These datasets consist
14
Figure 3.1: Distribution of fluctuations for current WRLES
of pairs of input vectors and the corresponding output vectors.
In the current work the input vectors qt consist of the standardized fluctuations u′i
and p′ at time t , and the output vectors qt+1 consist of same fields but at time
t + 1. Note that the difference between t and t + 1 correspond to 10 time-steps in
the wall-resolved LES as described in the previous chapter. Thus, the deep learning
model that we are trying to learn can be represented with q = [u′v′w′p′] as:
qt+1Learned = F (qtLES;W ) ≈ qt+1LES (3.3)
Here the training procedure would optimize theweightsW and a non-linearmapping
function F () would be learned. This learning is achieved by minimizing the loss
function which, in the current study, was the mean-squared error between qt+1Learned
and qt+1LES.
After the deep learning model is trained, the learned model was used to perform
an a priori simulation of turbulence generation. This was achieved by first using
the trained model to make a prediction from an input WRLES snapshot and then
recycling this predicted output to the input of the same model, and continuing this
recursively.
15
This a priori simulation can be represented as:
qt=1Learned = F (qt=0LES;WLearned)
qt=2Learned = F (qt=1Learned;WLearned)
qt=3Learned = F (qt=2Learned;WLearned)
qt=NiterLearned = F (qt=Niter−1Learned ;WLearned)
Here, the Niter should ideally be large enough to compute turbulence statistics, for
example of the order of 12 to 15 times τdi f f ussion which roughly corresponds to about
8000 iterations based on the input data. But in the present study, several issues were
observed which lead to divergence and eventual crash of the a priori simulation. It
was observed that the values start diverging near the wall. Several cutoff filters on
mean-statistics were tested to avoid such divergence, but the results presented in the
following sections are without any filtering. Thus, the a priori statistics for each of
the cases described in the next sections have been collected until different Niter . It
has to be noted that when the simulation diverges, it could be restarted several times
to collect the mean statistics of these simulations until divergence is observed and
this was done for Case-2 in the present work. Table 3.1 shows the cases with their
Niter and the type of deep-learning architecture used.
3.3 Deep Learning Model Architecture
The neural network architectures chosen here are convolutional neural networks
(CNN) i.e. stacks if convolutional layers, organized as an autoencoder[13]. Au-
toencoders have two parts - a converging part that decreases the spatial dimension of
the input (the encoder), and a diverging part that rebuilds an output of the same size
as input (the decoder). These two elements are connected by a latent vector, which
holds the compressed view of the input. In the present work, two different types
of methods were used to learn and modify the latent space: multi-layer perceptron
(MLP) and long short-term memory (LSTM). The encoder and decoder handle the
spatial-dimensionality reduction by compressing the high-dimensional spatial data
to low-dimensional latent space data, whereas MLPs and LSTMs handle the tempo-
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ral history preservation. Figure 3.2 shows a representation of operations involved in
an autoencoder. The use of such deep learning models for studies around turbulence
generation has been recently demonstrated by [10] and [23].
Fencoder FdecoderFlatent−spaceqt qt+1
qt+1 = Fdecoder
(Flatent−space (Fencoder (qt ) ) )
Figure 3.2: Representation of operations in the autoencoder
The dimension of each input snapshot data in the present work was 328×400×4 i.e.
the y − z snapshot-plane with dimension 328 × 400 and u′i , p′ were 4 channels put
together as q. This means the total number of inputs at every time instant is 524800.
This input data is compressed with successive convolutions into a low-dimensional
compressed feature-map which is the latent-space. The method of pooling helps in
reducing the dimensionality of a feature map. For example, a Ny × Nz feature map
can be reduced to Ny/2 × Nz/2 using a pooling layer with a size of 2 i.e. reducing
by half. An essential aspect of such pooling is that it should be able to preserve the
most important feature of the map, hence there exist methods like max-pooling and
average pooling. In max-pooling, the largest value from the feature window is used,
whereas in average pooling, an average value of the values in the feature window is
used. Figure (3.3) shows a representation of average vs max pooling. It has been
shown that for classification tasks, max-pooling operation gives better results [5],
and for regression tasks, average pooling yields better results. Since the current
work is a regression task, average pooling was used. Strided convolution is another
method which can help in reducing the spatial dimensionality. Striding is achieved
by skipping a Ns number of elements while moving the convolution window. Thus,
if Ns=2, the spatial convolution reduces the dimensions by half.
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Figure 3.3: A representation of convolution with max pooling and average pooling
operations.
In the latent-space, a mapping is learned between the successive input snapshots to
provide the temporal evolution of predictions. Two different cases are presented in
the current work: Case-1 uses a fully-connected MLP in the latent space; Case-2
uses a CNN-LSTM[41], as mentioned in Table(3.1). After the temporal learning,
the low-dimensional latent space data is upsampled into the original dimensions.
This upsampling can either be performed with a nearest-neighbor interpolation or
with an inverse convolution operation. Though upsampling with interpolation is
computationally cheap, it doesn’t offer any real advantage in terms of learning.
Whereas, in the inverse convolutions, the kernel is learned while training the model
just like a CNN. In the present work, inverse convolutions were performed to
upsample the low-dimensional data to the original field dimensions.
SinceCNNs come fromandweremostly used in the image-classification community,
there was no need for physically realistic boundary conditions. The CNNs can have
boundary conditions in the form of padding. In the classical sense, padding is used
to preserve the spatial dimensions of the field being convoluted, but padding with
zeros everywhere doesn’t represent the correct physical behavior. To preserve the
boundary conditions for the dimensions after successive convolutions, padding with
zeros everywhere may violate the notion of walls for the channel flow. To address
this issue, a boundary condition formulation was implemented for CNNs such that
the walls could be padded with zeros if required and the periodic sides could be
18
Case Latent-Space Epochs MSE a Priori Niter
Case-1 MLP 125 0.19 3000
Case-2 CNN-LSTM 250 0.02 500
Table 3.1: Details of cases under investigation
padded with values from the periodic cells. This modification has considerably
improved the outcomes near the wall region.
The convolutional layers used in the present work rely on 3×3 filters. For Case-1
2×2 pooling is used and for Case-2, strided convolutions with Ns=2 are used. The
activation functions are the rectified linear units (ReLU) for all the layers, and a
linear activation is used at the end of the last layer. To optimize the weights of the
deep learning model during training, the adaptive momentum estimation optimizer,
popularly known as Adam [16], was used. Adam optimizer uses the classical
stochastic gradient descent procedure to update network weights iteratively. The
Table 3.1 shows the details of the two cases presented in this study.
The full training dataset is shown repeatedly to the network during the training, and
each pass is referred to as an epoch. In the current work, an early stopping criterion
was used along with a reduction of learning rate if learning doesn’t improve after
every 35 epochs. An important point to be noted here is that the mean squared error
(MSE) is not a full measure of the error in the a priori simulation, but it is the error
during the training. This means that even a very small error in training could lead to
divergence while performing a priori simulation later. The implementation of these
deep learning methods was done in Python 3.6 using the Keras library [7] which
runs on top of TensorFlow[1]. Computationally heavy training of deep learning
models, as well as the a priori simulation, was done on an Nvidia Tesla V100 GPU.
Case-1
In Case-1, three successive convolutional neural networks along with a pooling
layer after every convolution block were used to reduce the spatial dimensions of
input data from 328 × 400 to 41 × 50, and after the latent-space operation, the
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same compressed spatial data of 41 × 50 was then successively upsampled back to
its original dimensions of 328 × 400 using a simple resizing with nearest-neighbor
interpolation alongwith successive intermediate convolutional blocks. For temporal
learning, a fully connectedmulti-layer perceptronmodel was used in the latent-space
with the shape of input as well as output as 41 × 50. A simplified representation
of this model is shown in Figure 3.4 and the detailed architecture of this neural
network can be found in Table A.1. Recalling the introduction of deep learning, it
can be noted that the number of f ilters is an important parameter in describing the
width of a deep learning model. The more the number of filters, the more abstract
features the neural network could learn. In the current case, the number of filters
start with 16, thus the 4 input channels are mapped to 16 channels in the CNN
making the total dimension of the first layer as 328 × 400 × 16. After successive
convolutional layers, latent space dimension becomes 41× 50× 8. This implies that
the dimension of the fully connected MLP is 16400, and two such successive MLPs
are used. Before upsampling, the MLP output is reshaped to 41× 50× 8 which was
the shape of its input and then the upsampling along with successive convolutions
are performed with the same size of filters as that used while dimension reduction.
At last, a convolution operation along with a linear activation and 4 filters produces
the output with the same dimensions as that of input.
1616
32
8
Conv+Pooling
8 8
16
4
Conv+Pooling
8 8
82
Conv+Pooling
+Reshape
1 1
16
40
0
MLP+Reshape
8 8
41
Conv+UpSample
8 8
82
Conv+UpSample
8 8
16
4
Conv+UpSample
1616
32
8
Conv
32
8
LinearActivation
Figure 3.4: Deep learning architecture for Case-1
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Case 2
In Case-2, three successive convolutional layers each with 2 strides were used to
reduce the spatial dimensions of input data from 328 × 400 to 41 × 50, and after
the latent-space operation, the same compressed spatial data of 41 × 50 was then
successively upsampled back to its original dimensions of 328 × 400 using inverse
convolutional operation again with 2 strides. For temporal learning, a convolutional
long short-term memory (CNN-LSTM) model was used in the latent-space with the
shape of input as well as output as 41×50. Table A.2 shows the detailed architecture
of this deep learning model. A simplified representation of this model is shown in
Figure 3.5. For this case, the number of filters again start with 16, thus the 4 input
channels are mapped to 16 channels in the CNN making the total dimension of the
first layer as 328 × 400 × 16. After successive convolutional layers and by reducing
the number of filters to 8, the latent space dimension becomes 41× 50× 8 and same
is kept in the CNN-LSTM by using number of strides as 1. Later, the upsampling
along with successive convolutions was performed with the same size of filters as
that used while dimension reduction. At last, one convolution operation along with
a linear activation and 4 filters produces the output with the same dimensions as that
of input.
1616
32
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Conv+ConvStrided
8 8
16
4
Conv+ConvStrided
8 8
82
Conv+ConvStrided
8 8
41
CNN-
LSTM
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41
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8 8
82
Conv+ConvInv
8 8
16
4
Conv+ConvInv
1616
32
8
Conv
32
8
LinearActivation
Figure 3.5: Deep learning architecture for Case-2
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C h a p t e r 4
ANALYSIS OF LEARNED TURBULENCE
4.1 Visualization of Snapshots
Figure 4.1 shows a snapshot at a certain time instant of the predicted field u′ from
Case-1 compared to the expected field. It was observed from the evolution of
snapshots for the a priori simulation that the structures in the flow are rapid which
could be either due to the reason that network was supplied input data at every 10
iterations ofWRLES or because the network as has not learned to produce the proper
evolution in time. It is unclear why the network is learning to produce unphysically
elongated flow structures. Similar behavior was observed in the the prediction of
v′, w′, and p′ fields. The use of CNN-LSTM in the latent-space has significantly
improved the results for Case-2 and could be attributed to the way LSTM keeps a
record of short history of snapshots. Visualization of the evolution of these predicted
fields can be found in Appendix-B.
Figure 4.1: A snapshot of u′ at time 0.5Niter for Case-1
Figure 4.2 shows a snapshot of the predicted field u′ from Case-2 compared to the
expected field. The predicted fields show the fairly good qualitative similarities and
distribution of structures compared to WRLES. Similar observations can be drawn
about the rapid formation of flow structures. A good agreement was also observed
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in the prediction of v′, w′, and p′ fields. Visualization of the evolution of these
predicted fields can be found in Appendix-B.
Figure 4.2: A snapshot of u′ at time 0.5Niter for Case-2
4.2 Distribution of Fluctuations
In order to introduce more quantative assessement, the distribution of velocity
components u′, v′ , w′, are investigated. Figure 4.3 shows the distribution of learned
fluctuations for Case-1 and WRLES fluctuations.As the current study is that of
channel flow, this distribution of fluctuations is being compared at two positions
along the y-direction. The top part shows the distribution near the wall at y+=12.89
and the bottom part shows distribution away from the wall at y+=150.06.The w′
distributions are in good agreement near the wall as well as in the flow. Distribution
of u′ and v′ are not as good and looks considerably skewed.
For Case-2, the distribution of learned and WRLES fluctuations are compared in
Figure 4.4. In this case, the neural network has been significantly improved and has
learned to produce a good distribution of fluctuations near the wall. Distributions
of fluctuations away from the wall are not being re-produced properly.
4.3 RMS Fluctuations
To estimate the quality of turbulence produced, the root mean squared (RMS)
fluctuations averaged over time are compared for the three velocity components u′,
v′, w′ in Figure 4.5 and Figure 4.6. For Case-1, the neural network has sufficiently
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Figure 4.3: Comparison of distribution of fluctuations for Case-1. Blue: WRLES
distribution, red: learned distribution
Figure 4.4: Comparison of distribution of fluctuations for Case-2. Blue: WRLES
distribution, red: learned distribution
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Figure 4.5: Comparison of RMS fluctuations
√
u′i2 for Case-1
learned the shape of these fluctuations but failed to learn their magnitudes. Case-2,
shows a better agreement with WRLES, but the magnitude is still-off by a certain
extent away from the wall.
Figure 4.6: Comparison of RMS fluctuations
√
u′i2 for Case-2
4.4 Reynolds Stresses
Components of Reynolds stresses give a good insight into the physics occuring near
the wall. Reynolds stresses, R11,R12,R13,R22,R23,R33 are computed for the neural
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network a priori simulation Case-1 and compared with WRLES data in Figure 4.7.
Themodel in this case has learnt to produce a good shape but withwrongmagnitudes
near the wall. The order of magnitudes of Reynolds stress components, R11 > R33 >
R22 > R13 > R12 > R23, is also preserved by the model which is also evident from the
RMS fluctuations. For Case-2, as shown in Figure 4.8, the shape and magnitude for
all Reynolds stress components except R23 are in good agreement with the WRLES
data.
Figure 4.7: Comparison of Reynolds Stresses Ri j for Case-1
Figure 4.8: Comparison of Reynolds Stresses Ri j for Case-2
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4.5 Velocity Correlations
Velocity correlations are an effective tool for giving insight into the nature of
turbulence developed. As the data in the current study is in the y − z plane, span-
wise velocity correlations at a certain y+ position with ensemble average in time
were computed as:
Ri j(y,∆z) =
< ui(z, t)u j(z + ∆z, t) >
< u2i (z, t) >
1
2< u2j (z + ∆z, t) >
1
2
(4.1)
such that Ruu is the correlation of u′ velocity component, Rvv is the correlation of v′
velocity component and both are averaged for all the time instants which correspond
to approximately Niter iterations for the respective cases. For Case-1, both the Ruu
and Rvv correlations are computed at y+ = 12.89 and at y+=150.06 which are shown
in Figure 4.9(left) and Figure 4.9(right). The dashed lines and solid lines show
the correlations near the wall and away from the wall respectively, whereas the red
lines show results obtained from the deep learned model and blue lines show the
results obtained from WRLES. It can be observed that the correlations obtained
from the deep learned model are not in complete agreement with the correlations
fromWRLES data. The closeness of correlation curves obtained from deep learned
model shows that the integral length scales near the wall and away from the walls
both have almost the same magnitude. This is also evident from the visualization of
snapshots Figure 4.1) which show the same size of structures produced everywhere.
This could be an effect of the MLP being used in the latent space which has no
memory of snapshots in time, hence producing the same size of structures again and
again.
Similarly, the Ruu and Rvv correlations are computed again at the same near-wall and
away from the wall locations i.e. y+ = 12.89 and y+=150.06 for Case-2 as shown
in Figure 4.10(left) and Figure 4.10(right). It can be noted that the correlations
from the learned model, in this case, are significantly better and match the WRLES
data. Correlations at both near-wall and away from the wall locations are in a good
agreement with the WRLES data. This suggests that the model has learned to
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Figure 4.9: Ruu (left) and Rvv (right) correlations for Case-1
estimate the evolving nature of flow structures better than Case-1 with the help of a
CNN-LSTM in the latent space.
Figure 4.10: Ruu (left) and Rvv (right) correlations for Case-2
4.6 Turbulent Kinetic Energy Spectra
Spectral analysis of turbulent kinetic energy is an essential tool in accessing the
multi-scale nature of turbulence. The turbulence generated from the deep learning
model’s a priori simulation should ideally have the same spectral contents as of real
turbulent flows so as to sustain the turbulence fluctuations for longer durations. To
estimate this, spanwise turbulent kinetic energy spectrum (E( f )) is computed at two
different y+ positions. The spectrum obtained is ensembled averaged over all the
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snapshots. Figure 4.11(left) and Figure4.11(right) shows the plot of energy spectrum
for Case-1. The plot to the left is the spectrum at y+=12.89 and the plot to the right
shows the spectrum at y+=150.06; the red line shows the spectrum computed from
the deep learning model whereas blue line shows the WRLEs spectrum. For this
case, it can be observed that the spectral energy content in the turbulence produced
from deep learned model is not consistent with the WRLES results both near the
wall and away from the wall. The same level of energy is being accumulated across
all the scales which is again inconsistent with the WRLES spectrum.
Figure 4.11: Comparison of spanwise turbulent kinetic energy spectrum at twowall-
normal positions for Case-1. Spectrum at y+=12.89 (left) and spectrum y+=150.06
(right)
For Case-2, as plotted in Figure 4.12(left) and Figure 4.12(right) , it is can be noted
that the spectrum computed from the deep learning model is considerably better
as compared to the WRLES spectrum. Both near wall and away from the wall
spectrum show good agreement with the WLRES spectrum at the large scales. The
model fails to capture the dissipation of energy to the small scales which means that
the model does not take into account the most cut-off frequencies. It appears as if
the same amount of energy gets accumulated across all the intermediate and small
scales.
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Figure 4.12: Comparison of spanwise turbulent kinetic energy spectrum at twowall-
normal positions for Case-2. Spectrum at y+=12.89 (left) and spectrum y+=150.06
(right)
4.7 Learned Pressure Fluctuations
The learned pressure fluctuations are qualitatively compared in Figure 4.13, which
shows an evolution of pressure fluctuations for Case-1. It can be noted that the
magnitude of learned pressure fluctuations appears to be consistent with that of
WRLES data. Moreover, for Case-2 as shown in Figure 4.14, the pressure fluctua-
tions obtained from the deep learning model appears to be more physical in terms
of magnitude as well as the shape of visual structures. A detailed quantitative anal-
ysis is needed to describe the pressure fluctuations obtained from the deep learning
models.
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Figure 4.13: Learned pressure fluctuations for Case-1
Figure 4.14: Learned pressure fluctuations for Case-2
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C h a p t e r 5
CONCLUSIONS
The present work proposes an inflow turbulence generation strategy using deep
learning methods. This was achieved with the help of an autoencoder architecture
with two different types of operational layers in the latent-space: a fully connected
multi-layer perceptron and convolutional long short-term memory layers. A wall-
resolved large eddy simulation of a turbulent channel flow at Reτ=950was performed
to create a large database of instantaneous snapshots of turbulent flow-fields used to
train neural networks.The training was performed with sequences of instantaneous
snapshots so as to learn a snapshot at the next time instant and the accuracy of
learningwas compared by evaluating themean-squared error. A further investigation
is required on the way of comparing the accuracy of learning the turbulent flow-
fields. For the present work, velocity and pressure fluctuations were used for
training to produce the same parameters at the next time instant. Future work could
explore other combinations of flow parameters to produce the inflow turbulence
with quantities of interest. Within the autoencoders, different types of methods like
average pooling and strided convolutions were tested for the reduction of spatial
dimensions. More investigation is needed to ascertain the use of one method over
another in terms of capturing the turbulent scales of interest. For the convolutional
neural networks, though the physical boundary conditions were implemented in
the form of symmetric as well as periodic paddings, an explicit implementation of
these boundary conditions needs to be tested. A priori simulations were performed
with the trained deep learning models to check the accuracy of turbulence statistics
produced. It was found that the use of convolutional long short-term memory
layers in the latent space improved the quality of statistics, although issues related
to stability for longer times were observed. Though instantaneous snapshots of
the target flow are required for training, these a priori simulations suggest that
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the deep learning methods for generating inflow turbulence are one of the possible
alternatives to existing methods. A follow-up to the present study could be to
introduce the trained neural network into the LES solver to compute the turbulent
inflow generation. This would yield the means for a posteriori validation of the
resulting turbulent flow.
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A p p e n d i x A
DETAILED STRUCTURE OF DEEP LEARNING
ARCHITECTURES
MLP-Latent Space
Table A.1: Detailed structure of deep learning architecture for Case-1
Layer Output Data Shape Activation Function
Input (328,400,4) -
1st Conv2D (328,400,16) ReLU
2nd Conv2D (328,400,16) ReLU
1st AveragePooling 2D (164,200,16) -
3rd Conv2D (164,200,8) ReLU
4th Conv2D (164,200,8) ReLU
2nd AveragePooling 2D (82,100,8) -
5th Conv2D (82,100,8) ReLU
6th Conv2D (82,100,8) ReLU
3rd AveragePooling 2D (41,50,8) -
1st Reshape (1,16400) -
1st MLP (16400) ReLU
2nd MLP (16400) ReLU
2nd Reshape (41,50,8) -
7th Conv2D (41,50,8) ReLU
8th Conv2D (41,50,8) ReLU
1st Upsampling 2D (82,100,8) -
9th Conv2D (82,100,8) ReLU
10th Conv2D (82,100,8) ReLU
2nd Upsampling 2D (164,200,8) -
11th Conv2D (164,200,8) ReLU
12th Conv2D (164,200,8) ReLU
3rd Upsampling 2D (328,400,16) -
13th Conv2D (328,400,16) ReLU
Output/14th Conv2D (328,400,4) Linear
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CNN-LSTM Architecture
Table A.2: Detailed structure of deep learning architecture for Case-2
Layer Output Data Shape Activation Function
Input (328,400,4) -
1st Conv2D (328,400,16) ReLU
2nd Conv2D (strided) (328,400,16) ReLU
3rd Conv2D (164,200,8) ReLU
4th Conv2D (strided) (164,200,8) ReLU
5th Conv2D (82,100,8) ReLU
6th Conv2D (strided) (82,100,8) ReLU
1st ConvLSTM2D (41,50,8) ReLU
2nd ConvLSTM2D (41,50,8) ReLU
7th Conv2D (41,50,8) ReLU
8th Conv2DTranspose (inverse) (41,50,8) ReLU
9th Conv2D (82,100,8) ReLU
10th Conv2DTranspose (inverse) (82,100,8) ReLU
11th Conv2D (164,200,8) ReLU
12th Conv2DTranspose (inverse) (164,200,8) ReLU
13th Conv2D (328,400,16) ReLU
Output/14th Conv2D (328,400,4) Linear
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A p p e n d i x B
TIME EVOLUTION OF ADDITIONAL PREDICTED FIELDS
Figure B.1: Learned u′ fluctuations for Case-1
Figure B.2: Learned v′ fluctuations for Case-1
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Figure B.3: Learned w′ fluctuations for Case-1
Figure B.4: Learned u′ fluctuations for Case-2
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Figure B.5: Learned v′ fluctuations for Case-2
Figure B.6: Learned w′ fluctuations for Case-2
