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A b stra ct. The question how to integrate inform ation from different 
sources in speech decoding is still only partially  solved (layered archi­
tecture versus integrated search). We investigate the optim al integration 
of inform ation from Artificial Neural Nets in a speech decoding scheme 
based on a Dynamic Bayesian Network for noise robust ASR. A HMM 
implemented by the DBN cooperates w ith a novel Recurrent Neural N et­
work (BLSTM-RNN), which exploits long-range context inform ation to 
predict a phoneme for each M FCC frame. W hen using the identity of 
the most likely phoneme as a direct observation, such a hybrid system 
has proved to  improve noise robustness. In this paper, we use the com­
plete BLSTM-RNN output which is presented to  the DBN as V irtual 
Evidence. This allows the hybrid system to use inform ation about all 
phoneme candidates, which was not possible in previous experiments.
Our approach improved word accuracy on the Aurora 2 Corpus by 8%.
K ey  words: A utom atic Speech Recognition, Noise Robustness, hybrid 
HM M /RNN, V irtual Evidence, Dynamic Bayesian Network
1 Introduction
Speech recognition performance degrades dramatically under noise. Many tech­
niques have been developed by modifying different steps of the whole recognition 
process, such as speech enhancement [1], feature extraction [2], and speech mod­
eling [3]. Nevertheless, there is still a large performance gap between Automatic 
Speech Recognition (ASR) and Human Speech Recognition (HSR).
While Hidden Markov Models (HMM) are the dominant statistical approach 
to  automatic speech recognition, Recurrent Neural Networks (RNN) have also 
shown excellent performance as discriminative classifiers. Moreover, it has been 
shown tha t hybrid HMM/RNN architectures can make for very powerful and 
efficient speech recognition systems [4]. In order to improve noise robustness,
[5] proposed an architecture th a t integrates a novel Bidirectional Long Short­
term  Memory Recurrent Neural Network (BLSTM-RNN) in a HMM system 
implemented as a graphical model. To limit the computational complexity, only 
the index of the most likely phoneme of the RNN output was used as direct
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observation. This approach was promising since BLSTM-RNN is able to ex­
ploit long range temporal dependencies from both input directions (forward and 
backward), which enhances noise robustness.
However, by only using the identity of the most probable phoneme as an 
additional direct observation, a large part of the information provided by the 
BLSTM-RNN is ignored. In addition, it may well be tha t the estimate of the most 
probable phoneme is not correct. Figure 1 shows the outputs of the BLSTM- 
RNN for an isolated digit O NE  for different SNR levels. It is easy to see tha t for 
clean speech the output is crisp and correct. Both the body of a phoneme and 
the start and end points are unambiguous (and correct). However, when SNR 
decreases the situation becomes less clear and it may well be tha t some of the 
winning phoneme estimates are wrong. Yet, during these intervals the network 
may still provide useful evidence in favour of the correct phoneme. Therefore, 
in this paper we investigate whether integrating the whole output probability 
vector of the BLSTM-RNN as Virtual Evidence (VE) in the DBN can improve 
recognition performance. Treating the BLSTM-RNN output as Virtual Evidence 
allows to  integrate a distribution over its domain instead of a single ‘observed’ 
value. A complete distribution over all phoneme candidates may prevent the 
correct estimate from being eliminated from the input, as was the case in [5].
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The structure of the paper is as follows: Section 2 briefly introduces the 
BLSTM-RNN. Section 3 and Section 4 describe VE and how it is integrated to 
build a hybrid HMM/RNN system, respectively. Finally we discuss our experi­
mental results in Section 5 and make the conclusion in Section 6.
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2 BLSTM -R N N
Although in principle RNNs can account for very wide contexts by allowing 
feedback from a large number of previous inputs, in practice realistic context 
windows become quite limited due to the so-called vanishing gradient problem
[6]. This led to  the introduction of Long Short-term Memory RNN (LSTM-RNN)
[7]. The structure of LSTM-RNN is basically the same as a classic RNN, but now 
each hidden neuron is replaced by a so-called LSTM memory block. Input gates 
correspond to a read operation, which allows inputs to pass while the gate is 
open. O utput gates perform analogous to a write operation, allowing outputs to 
flow to connected nodes. Forget gates act as a reset button, clearing the memory 
when they are opened. In this architecture, old inputs are well preserved and 
accessible for processing of far later outputs. In numerous pattern  recognition 
tasks [8][10][11][12], LSTM-RNNs have shown excellent performance.
Another drawback of a traditional RNN is th a t it can only access past con­
text, while in [13] it was shown th a t knowledge of the future is equally im portant 
as knowledge of the past. Similar to the design of Bidirectional RNNs, [15] added 
a parallel chain with a backward direction in the LSTM-RNN hidden layer. Thus, 
this novel RNN can use context information both from forward and backward 
directions. This architecture is called Bidirectional LSTM-RNN (BLSTM-RNN). 
Properly trained with acoustic features, this network architecture can provide 
noise robustness by exploiting a long temporal range context.
3 V irtual Evidence
In addition to directly observing acoustic parameter ot at the time t  and using a 
conditional probability table (CPT) or Gaussian Mixtures to assign a likelihood 
p(s j \o t ) to state Sj when ot is the observation feature, it is also possible to inte­
grate a discrete probability distribution via so-called Virtual Evidence (VE) in 
a graphical model. VE is used to  provide a “prior distribution” over all the can­
didates. The use of VE substantially increases the poser of DBNs, by providing 
the ability of using probabilistic knowledge from external sources. For example, 
in our case, the posterior likelihood p ( s j \ot ), which is the output activation from 
an independent BLSTM-RNN system, is regarded as a prior probability tha t is 
observed indirectly by DBN. Since BLSTM-RNNs or other discriminative clas­
sifiers can be much more accurate than a Maximum Likelihood classifier (e.g. 
Gaussian mixture model), we expect th a t the integration of a BLSTM-RNN 
as Virtual Evidence will enhance the performance of a DBN tha t receives only 
direct observations as input.
The VE sub-structure in a graphical model is depicted as the gray nodes in 
Figure 2. The corresponding factorization is:
p(s, o, v) <x p(vt  =  1\ot)p(ot\st)
t
( 1 )
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where p(v t =  1|ot ) <x p(s j \o t ) which is obtained from external systems. This 
probability distribution is then read in at each frame rather than calculated. For 
more details, see [17] and [18].
4 D B N  architectures
In this study, we built 5 DBN architectures in total for a systematical evaluation.
— DBN only observes MFCC(M),
— DBN only observes BLSTM as an index of the most likely phoneme B ( I ),
— DBN only observes BLSTM, but treats them as virtual evidence B (V ),
— Tandem DBNs observe both MFCC and BLSTM outputs as I  and V , named 
M /B (I) and M /B (V ) respectively.
Figure 2 depicts the tandem  architecture with MFCC and BLSTM outputs as 
virtual evidence. In the figure circles represent hidden variables in this architec­
ture and observed variables are represented by squares. Shaded nodes represent 
VE provided by the BLSTM-RNN. Node at is the actual state and node v t is 
the virtual one, which is always set to 1. Straight lines indicate deterministic 
conditional probability functions (CPFs), random CPFs correspond to zig-zag 
lines; dotted lines correspond to switching parent dependency.
Fig. 2. A rchitecture of the hybrid HM M /RNN.
In the top word layer, node w t models the word. w tr indicates whether a word 
transition occurs or not. wps is the position within the current word. wps =  1 : S,
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where S  is the total number of states of the current word. In the state layer, all 
the states s t are represented frame-wisely. Node s tr is a state transition variable. 
We designed it such that, when wps =  S  and a state transition happens (str =  1), 
then a word transition is forced to take place. Finally in the observation layer, 
x t indicates the acoustic features. at and v t comprise the virtual evidence sub­
structure described in Section 3.
Thanks to  the flexibility of the DBN, the basic structures for all the 5 DBNs 
are exactly the same in our experiments. The only differences occur in the obser­
vation layer -  5 combinations of observation MFCC(M), BLSTM as index(B (I)) 
and BLSTM as VE(B(V)).
5 R esults and Discussion
The experiments presented in this paper were conducted on the Aurora 2 database 
[19], which consists of recognizing sequences of digits contaminated by different 
noise types. Since we aim to investigate the optimal way of integrating infor­
mation from a RNN, the model is only trained by clean speech and tested on 
the test set A with different SNR levels of four noise types (subway, babble, car 
noise and exhibition hall).
T able 1. Word accuracies on Aurora 2 set A.
Noise Type SNR M B (I  ) B (V  ) M /B (I  ) M /B (V ) HTK
Subway 0 dB 13.17% 27.69% 35.46% 23.12% 22.26% 27.30%
10 dB 69.67% 74.84% 80.63% 84.10% 85.78% 78.72%
20 dB 97.79% 92.72% 94.66% 96.99% 98.13% 96.96%
clean 99.32% 98.50% 98.50% 99.08% 99.26% 98.83%
Babble 0 dB -5.05% 20.24% 27.48% 15.48% 14.30% 11.73%
10 dB 41.05% 78.70% 81.32% 59.95% 67.44% 49.06%
20 dB 84.37% 96.33% 96.74% 92.81% 94.86% 89.96%
clean 99.67% 98.97% 99.03% 99.49% 99.61% 98.97%
Car 0 dB 11.00% 24.36% 30.53% 15.53% 17.05% 13.27%
10 dB 49.79% 77.02% 80.53% 67.23% 75.07% 66.24%
20 dB 91.14% 93.73% 94.36% 94.84% 95.59% 96.84%
clean 97.41% 97.02% 96.99% 97.41% 97.44% 98.81%
Exhibition 0 dB 18.14% 31.23% 37.37% 21.29% 28.29% 15.98%
10 dB 74.95% 70.93% 78.19% 82.29% 86.39% 75.10%
20 dB 97.22% 91.96% 94.91% 96.70% 97.84% 96.20%
clean 98.95% 98.49% 98.40% 98.86% 98.95% 99.14%
mean 64.91% 73.30% 76.97% 71.57% 73.64% 69.57%
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12 cepstral mean normalized M F C C  features together with energy as well as 
first and second order delta coefficients were extracted from the speech signal 
(same as used in the baseline experiments [19]). These acoustic features were 
used as the input of BLSTM-RNN to compute a posterior probability for each 
phoneme. The size of this RNN’s input layer equals 39 (dimension of M FC C  
features) while the size of its output layer is 20 (19 different phonemes occurring 
in the Aurora  digit strings plus one silence). Both forward and backward hidden 
layers contain 100 memory blocks of one cell each. We did a supervised training 
of the network on a forced aligned frame-wise phoneme transcriptions and its 
output activations were considered as external BLSTM-RNN features.
Similar to the baseline recognizer in [19], our DBN consists of 16 states per 
digit, a silence model of 3 states and a short pause model shares the middle state 
of the silence model. All the 39 dimensions of M F C C  features are represented 
by Gaussian Mixtures, which were split once 0.02% convergence was reached. 
The final model has up to 32 Gaussian Mixtures. The BLSTM-RNN output was 
integrated into the DBN either as an extra direct discrete observation by using 
the index of the most likely phoneme ( I ) as in [5], or via VE (V ) to incorporate 
the whole probability vector. Table 1 presents the performance (word accuracy 
in percentage) in various conditions.
From Table 1 a remarkable improvement (over 3% on average) can be seen 
from integrating the complete probability vector as Virtual Evidence compared 
to  treating the output of the BLSTM-RNN as a discrete directly observed fea­
ture. More importantly, the benefit from B (V ) over B (I) increases as the SNR 
decreases. This result can be explained by the fact tha t the impact of incorrect 
‘winners’ in the VE approach is less detrimental than in the original architecture 
where the output of the BLSTM-RNN was always treated as ‘tru e’. To explain 
this, we refer to  the example in Figure 1, where it can be seen th a t the output 
of the BLSTM-RNN is corrupted in low SNR conditions. Many false predictions 
show up, some even with a high probability score. Obviously, in these cases, re­
ducing the BLSTM-RNN outputs to one single discrete index highly reduces the 
chance tha t the true phoneme is saved for input in the DBN. On the other hand, 
since the BLSTM-RNN makes few errors with clean test data, the advantage of 
using VE is not significant for clean speech.
The results of the tandem  architecture, combining MFCC and BLSTM-RNN 
features, again show the advantage of using BLSTM features as VE. The fifth 
column (M /B (V )) outperforms the fourth (M /B (I)) by 3%. However, this tan­
dem model M /B (V ) does not always provide a better result than single BLSTM 
features. More specifically, tandem  model M /B (V ) is inclined to perform bet­
ter than B(V ) in high SNR cases. Figure 3 shows the validation results during 
the training progress for M and M /B (V ). In the training progress of M, all of 
the testing results improved performance when the number of Gaussian splits in­
creases, except SNR0 which stayed relatively stable over the number of Gaussian 
splits.
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F ig . 3. Results of validation tests during training M FCC and M FCC/BLSTM -RNN 
models. All the Gaussian M ixtures are split once 0.02% convergence was reached. After 
each split, the model was trained around 15 iterations until it is convergent again.
6 Conclusion
In this work, we focused on how to integrate information from an external dis­
criminative classifier (BLSTM-RNN) into a DBN. Different from [5], where the 
index of the most likely phoneme of RNN outputs is regarded as a direct obser­
vation, the whole output probability vector is incorporated as virtual evidence.
We showed th a t the use of the full BLSTM-RNN output gives significantly 
better results than using only the best phoneme index, in particular for low 
SNRs. The use of the tandem  architecture again shows advantages of the use of 
the entire output vector from the BLSTM-RNN.
As a next step, a new training strategy will be studied to resolve performance 
decay during training of the Tandem model in low SNR cases. In addition, other 
types of virtual evidence will be introduced to  DBN as virtual evidence, for ex­
ample using a support vector machine for phoneme classification. Finally, we will 
investigate virtual evidence predicting states or words, rather than phonemes.
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