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SYNOPSIS
Numerical error in the solution of the band matrix
method based on the elimination method in single preci-
sion is investigated theoretically and experimentally,
and the behaviour of the truncation error and the round-
off error is clarified. Some important suggestions for
the useful application of the band solver are proposed
by using the results of above error analysis.
1. INTRODUCTION
The application of the finite element or the finite difference method
to engineering problems generally causes the appearance of a large
sparse set of linear equations. For this sparse set we find some
effective solvers, for example, the band matrix method, the profile
method and the wavefront method, and all of them are generally based on
the elimination method. On the other hand it is well known that the
reliability of the solution by the elimination method becomes low with
the increase of the number of variables, and actually systems with
several thousand variables are often solved in the engineering field.
The study on the numerical error appearing at the application of the
elimination method was firstly began by Wilkinson(l), and excellent
investigation was presented by Roy(2). According to Roy's results it
is recommended that the solution procedure for a large sparse set of
linear equations should be done in double precision.
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Among the solvers described above the band solver is preferably used
for medium-size problems in the field of civil engineering by the
reasons of the memory size neccessary for the solver and of the sim-
plicity of the programming and its data structure. Therefore, for the
user the behaviour and the tendency of the numerical error at the appli-
cation of the band solver is interesting and important.
It is already known that the number of correct decimal places in the
solution is estimated by using the conditioning number which is the
ratio of the maximum and minimum eigenvalues. But, since the calcu-
lation of these eigenvalues requires a lot of numerical operations, for
general purposes it is difficult to calculate exact conditioning number
from the economical viewpoint.
The purpose of this investigation is to show the degree of the reli-
ability of solution by the band matrix method in single precision
applied to general civil engineering problems. For this aim a number
of numerical experiments are done in order to obtain numerical errors
appearing through the elimination method, and the data are theoretical-
ly analyzed and we clarify the appearance and the growth of numerical
error. In the last section some proposals for the main purpose of
this investigation are given by using above results of error analysis.
2. NUMERICAL ERROR
Let
Ax = b (1)
be a set of linear equations in which A is a sYmmetric, sparse and
positive-definite coefficient matrix, and x and b are unknown and
known vectors, respectively. In this section we consider on the numer-
ical error appearing in the solution x from the theoretical viewpoint.
We can define following three different sources of numerical error
which appear in the computed solution by digital computer.
(1). Error included in original data.
The error or the uncertainty included in original data introduces
the numerical error in the solution vector x. Assume that the matrix
A subjects to uncertainty dA, and that resulting uncertainty dx appears
in the solution x. That is,
(A + dA)(x + dx) = b (2)
By taking norms of both sides of eq.2 and assuming I IdAl 1/1 IAI I « 1
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we obtain following relation;
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(3)
in which cond(A) is the conditioning number of A and it is defined by
using the maximum and minimum eigenvalues of A.
cond(A) = A /A.
max m~n (4)
Note that cond(A) becomes large if the ratio A /A. becomes large.
max m~n
Thus, eq.3 suggests that the uncertainty of the solution is governed
by cond(A) and the uncertainty in original data. Generally, it can be
said that cond(A) becomes large in accordance with the increase of the
dimension of A. Therefore, for a large system of eq.l the number of
places of all data in A must be increased in order to keep the accuracy
of the solution. In this paper we assume that the original data have
no uncertainty.
(2) Rounding error.
As far as we use any digital computer, any numeral must be expressed
by finite number of decimal places, and, therefore, most of resulting
data treated in the computer become approximate values of original ones.
That is, the digital computation is not exact but approximate. Since
the rounding of data occures at any stage of the computation, we find
that the resulting solution subjects to the rounding from the last
decimal place in accordance with the increasing of the numerical
operations. This suggests that the rounding error becomes so large<as
the dimension of A becomes large.
For the prevention of early rounding of data more decimal places are
required, and we can compute in double precision. Since the rounding
error is introduced at the expression or operation of data in finite
decimal places, the method of rounding becomes important and we find
two kind of rounding methods; chopped operations and rounded operations.
Probabilistically it is expected that the latter gives accurate solution
comparing to the former.
Rounding error is easily found by comparing the solutions of single
and double precision computations. Note that the rounding error in the
solution does not depend on the physical properties of the problems.
(3) Truncation error.
Assume that the dimension of A in eq.l is sufficiently large. Then,
cond(A) defined in eq.4 has a large number, and the information of some
eigenvalues from the smallest one are neccessarily lost from the solution
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as far as finite and constant word length is used. That is, the
truncation error is governed by the physical properties of the problem.
An upper bound for the truncation error on the solution is easily
estimated using eq's 1 and 2. Assume that dA in eq.2 represents the
truncation error due to the restriction of each datum in A to the
constant word length of the computer. Then, according to Roy's study
IldAll
IIAII
(5)
, where p is number of decimal places in which any datum is stored.
Thus, the number of correct decimal places in the solution,s, is
obtained as following(2);
\. ' '"~s ~ p - log[ cond(A) (6)
Eq.6 suggests that the reliable number of decimal places in the solu-
tion depends on the conditioning number of A. We must note that through
the derivation of eq.6 the truncation error of the right-hand side of
eq.l is not taken into consideration. Actually, the effect has the
same magnitude of the truncation in the left-hand side. However,
since eq.6 overestimates the effect of the truncation error, we may
apply eq.6 for estimating the reliable number of decimal places in the
solution (2) .
Rozanoff's study suggests that the iterative improvement of the
solution subjecting the truncation can't recover the truncation error
(2) Thus, the complete numerical operations must be done in double
precision except the in-put data. If we use single precision input
and problem solver in double precision, the number of correct decimal
places in the solution, s, is given as followings;
if log[ cond(A) ] ~ p then s = p
if P < log[ cond(A) < 2p then s ~ 2p - log[cond(A)]
} (7)
Note that eq's 6 and 7 do not include the effect of round-off error
appearing at the numerical operations.
If a problem is given, its conditioning number is automatically
determined. Thus, the effect of the truncation error to the solution
is a priori estimated if cond(A) is obtained. On the contrary, the
effect of the round-off error is determined by the procedure to obtain
the solution. That is, the error according to rounding is different
for each matrix solver, and, therefore, we examine the effect of round-
off error appearing at the application of the band matrix method based
on the elimination.
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3. NUMERICAL TESTS AND RESULTS
3.1 Preliminaries
I I I I I I I
I II II II II I I
(1) Model
The models are illustra~ed in
Fig.l. The purpose of this inves-
tigation is the survey of the nu-
merical error in the solution of
the band matrix method based on the
,
Mesh Types
Boundary Conditions
,
Experiments
Models for NumericalFig. 1
elimination method, and, therefore,
two types of boundary conditions
which may generate big numerical
error are used for these studies(
see Fig.l). The coefficient ma-
trix is generated by using the topology of the meshes shown in Fig.l,
and non-zero entry in the off-diagonal element is equated to be "-1"
and the main diagonal, a .. , is equal to ~Ia .. I for j=l to n. In
~~ ~J
actual engineering problem this type of matrices appears when the
problem region in two dimensional space is subdivided into regular
finite elements or it is expressed by using regular finite difference
method.
We assume that all nodes in the problem area subject to unit load.
(2) Definition of numerical error
As the numerical error we calculate the maximum relative error
expressed as following;
error
n xi(D) - xi(S)/
max---=------='---
i=l Ixi(D)!
(8)
in which x.(D) and x.(S) are the i-th element of the solution vectors
~ ~ .
calculated in double and single precision, respectively. In eq.8
the solution in double precision is treated as a strict one, and the
propriety of this assumption was proved by numerical experiments for
large-size problems. That is, it was proved that the solutions of
problems with more than 8000 unknowns obtained by different elimination
orderings coincided each other till more decimal places than the decimal
places used in single precision calculation.
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(3) Floating-point arithmetic operation
It is well kno\vu that the magnitude of the numerical error depends
on the floating-point arithmetic operation. As the operation we may
use "rounded operations" or "chopped operations". According to
Forsythe and Moler(3) the rounded operations give better result com-
paring to the chopped one. In order to prove their result numerical
experiments are done and the results are summarized in Fig.2. The
difference of numerical errors of these two methods is quite large,
and we use "rounded operation" for our numerical experiments.
The machine used for the numerical experiments in this paper is
ACOS 1000 Model 20, whose effective decimal places in single and double
precisions ar~ 8.12 and 17.8, respectively.
3.2 Numerical Experiment Method
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Fig.2 Relative Error in Single Precision
The main purpose of the
numerical experiments is
to know the behaviour of
3.3 Results of Experiments
The models shown in Fig.1 are by using the band matrix method in
double and single precisions with rounded operations, and by using eq.8
the errors are obtained. The variables in the numerical model are
(a) total number of nodal points, n,
(b) the width, b,
(c) the length, a, Error
(d) number of boundary
node f'! ,
(e) mesh type,
(f) boundary condition,
(g) elimination order.
A number of numerical
experiments are done by
changing the combination of
above variables. The
results and the consider-
ation for the results are
summarized in successive
section.
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the truncation error and the round-off error which are neccessarily
observed as numerical error. Therefore, the numerical results are
examined from this aspect.
Fig.3 shows the relation between the correct decimal places and the
total number of nodes for different width, b. The same behaviour is
observed in Fig.4 which represents the relation between the error of
the main diagonals and n, and we remark that in accordance with the
increase of the number of nodes the change of the values of last
diagonal entries becomes slight and, finally, the successive forward
eliminations can't treat significant operations and produce only
Error Error
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Fig.3 Correct Decimal Places for Different "b"
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Error
Fig.4 Numerical Error of Main Diagonal
round-off errors. Therefore,
the phenomenon in Fig.l is re-
cognized as the reflection of
insignificant forward elimina-
tion calculation. This sug-
gests that in worst case the
calculation in single precision
may become insignificant for
n > 4000. Then, we obtain
following result;
[Result 1]
The calculation in single
precision may be applied
for systems with n < 4000.
We denote this critical number
of nodes as N The cond-cr
itioning number of a cantilever
type structure with n nodes is
theoretically obtained by fol-
lowing equation;
2000 4000 6000
b=2
8000 n
cond(A) = A IA.
max m~n
in which A and A
min are eigenvalues and they are obtained asmax
it. 2( 1 2 . - 1~ cos ~ 7f ) , i 1, 2, n (10)2n + 1
The correct decimal places obtained from eq's 6 and 9 is presented in
Fig. I.
Since the calculation of eigenvalues for large systems is very
troublesome, we approximate cond(A) as
cond(A) = max PIVOT
min PIVOT
(11)
, where PIVOT is the diagonal values in the upper triangular matrix
which is obtained after the forward elimination. The responsible
decimal places obtained by using eq's 11 and 6 are represented in Fig.
5, and from these curves we can remark that even though eq.ll always
overestimates the correct decimal places, the ch?racteristics of the
curves seem to be very similar to the ones from eq.9. Therefore, in
our consideration we use only this characteristics.
Comparing the curves shown in Fig's 1 and 3, we can remark that for
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same or similar
Since the trun-
as following;
n < N the observed correct decimal places have the
cr
tendency of the theoretical ones by eq's 9 and 11.
cation error is determined by cond(A), we conclude
[Result 2]
For n < Ncr the behaviour of the numerical error is almost governed
by the truncation error.
From the characteristics of the function of cond(A), i.e.eq.9, the
curve must be smooth. But, the curve showing the actual correct
decimal places is not smooth for n < N . Thus,cr
[Result 3]
For n < Ncr the round-off error afects the correct decimal places a
little.
From the results in Fig's 1 and 3 it is recognized that cond(A)
decreases in accordance with the increasing of "b" for constant "n".
That is, for constant n (=a*b)
cond(A) increases if b decreases, and
cond(A) decreases if b increases.
Then, we obtain another result;
Error
Error
Region governed
by round-off
C:::::::> error
I
I
I
I
I
I
I
. d lg~on governe I
by truncation I
<:==:J I
error I
1000 3000 n Ncr
by Eq's 6 and 11.
Fig.S Correct Decimal Places obtained
Fig.6 Model of Numerical Error
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[Result 4]
The critical number of nodes, Ncr' in single precision calculation
depends on the value of cond(A) , and the value of Ncr increases for
the decreasing of cond(A).
Summarization of results leads to the representation of the modes of
numerical error as shown in Fig.6.
The effect of the round-off error on the truncation error is
observed in the results of other numerical experiments which are
illustrated in Fig.7. This figure suggests that if b is increases for
constant n (=a*b), cond(A) decreases and, therefore, the magnitude of
truncation error becomes small. At the same time, since the numerical
operations for the band matrix method (~nb2) increases according to the
increasing of b, the magnitude of round-off error becomes relatively
large. Then,
[Result 5]
In accordance with the decreasing of cond(A) the magnitude of round-
off error becomes large comparing to the one of truncation error.
This explains the oscillation of the curve representing the correct
decimal places.
Error
~ n
)< ....._-_. b=2 (Fix)
.....
....../..... ~ Ib
1000 3000 5000 7000 n 2000 4000
Fig.7 Numerical Error according to Fig.8 Numerical Error according to
the width b. Elimination Orderings
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Now, we show another result of numerical experiments. Fig.8
indicates that the numerical error depends on the elimination ordering
of any system. Since a sparse system has only one conditioning
number, the difference of numerical error in Fig.8 is not explained
by truncation error but by round-off error. This leads to following
result;
[Result 6]
The difference of numerical errors according to the different
elimination orderings is caused by round-off error.
[Result 7]
The width of difference of round-off errors for a system (n=a*b)
becomes large in accordance with the decreasing of b.
In above consideration we assumed that round-off error depends on the
number of numerical operations. Actually, since the numerical
operation is done by using rounded operation, the appearance of the
round-off error is not deterministic but probabilistic. Then, we
obtain
[Result 8]
The magnitude of actual round-off error is small comparing to the
one which is deterministically estimated by using the total number
of numerical operations.
By summarizing above results we may propose two important models re-
presenting the influence of truncation error and round-off error (see
Fig's 9 and 10).
Error Error
L~=--------------a
Truncation error
const.
a
I I
L...=::==--------------b
Fig.9 Magnitude of Truncation Error
and Round-off Error for
Constant "n"
Fig.l0 Magnitude of Truncation Error
and Round-off Error for
Constant "b"
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4. CONCLUDING REMARKS
The results obtained in this investigation are summarized as follows.
(1) The behaviour of truncation error and round-off error is clarified.
(2) By using only truncation error the upper bound of the correct
decimal places may be estimated, but generally it is overestimated
as indicated in ref.2.
(3) The existence of the round-off error becomes clear when a system
has large n and small cond(A).
(4) The arithmetic operation in single prec~s~on becomes insignificant
for a certain number of unknowns, and the number is governed by the
value of cond(A).
Now, we consider on the application of the band solver to problems
in civil engineering field by using above results of numerical error
analysis.
If we require, at least, three correct decimal places for solution,
the band solver in single precision may be applied to systems which
include less than 1000 unknowns without any cares. But, if it is applied
for systems with more variables, then the user should pay attention to
the elimination ordering, and it may be applied for problems with more
than 3000 unknowns.
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