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a b s t r a c t
Let M1, . . . ,Mn be right modules over a ring R. Suppose that the endomorphism ring
EndR(Mi) of eachmoduleMi has atmost twomaximal right ideals. Is it true that every direct
summand of M1 ⊕ · · · ⊕ Mn is a direct sum of modules whose endomorphism rings also
have atmost twomaximal right ideals?We show that the answer is negative in general, but
affirmative under further hypotheses. The endomorphism ring of uniserial modules, that
is, themodules whose lattice of submodules is linearly ordered under inclusion, always has
atmost twomaximal right ideals, and Pavel Příhoda showed in 2004 that the answer to our
question is affirmative for direct sums of finitely many uniserial modules.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that ifM1, . . . ,Mn are right modules over an arbitrary ring R and the endomorphism rings EndR(Mi) are
local, then every direct summand of M1 ⊕ · · · ⊕ Mn is a finite direct sum of modules with local endomorphism rings (in
fact, every direct summand is isomorphic to

i∈X Mi for some subset X of {1, 2, . . . , n}). In this paper, we give a complete
description of what happens if the endomorphism rings EndR(Mi), i = 1, 2, . . . , n, have twomaximal right ideals instead of
only one maximal right ideal. If a ring has two maximal right ideals, the two maximal right ideals are necessarily two-sided
ideals [5, Proof of Lemma 2.3]. For brevity, call a right module MR of type n if its endomorphism ring End(MR) has exactly
n maximal right ideals which are all two-sided. It is known [6] that if M1, . . . ,Mn are modules of type 2, then the module
M1⊕ · · · ⊕Mn can have essentially different direct-sum decompositions as a direct sum of modules of type 2. In this paper,
we show that, in general, a direct sumM1⊕· · ·⊕Mn ofmodules of type 2 can have direct summands that are not direct sums
of modules of type 2 (Example 3.1), but, under further hypotheses, every direct summand of a direct sumM1 ⊕ · · · ⊕Mn of
modules of type 2 is a direct sum of modules of type 2 (Theorem 5.12).
For instance, recall that a module is uniserial if its lattice of submodules is linearly ordered under inclusion. The
endomorphism ring of every uniserial module has at most twomaximal right ideals [6, Theorem 1.2], that is, every uniserial
module has type ≤2. Pavel Příhoda proved in [18] that if A1, . . . , An are uniserial modules, then every direct summand of
A1 ⊕ · · · ⊕ An is a direct sum of uniserial modules, and in this paper we consider what happens to the result due to Příhoda
when we pass from uniserial modules to arbitrary modules of type≤2. That is,
Question 1.1. Is it true that if A1, . . . , An are modules of type ≤2, then every direct summand of A1 ⊕ · · · ⊕ An is a direct
sum of modules of type≤2?
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Example 3.1 will show that, in general, the answer to this question is negative. Nevertheless, apart from the case of unis-
erial modules mentioned above, there is another important case in which the answer is positive, and this case applies to
known examples of modules of type≤2 that appear in the literature (biuniformmodules, cyclically presentedmodules over
local rings, couniformly presented modules, kernels of non-injective morphisms between indecomposable injective mod-
ules; see the Examples in Section 6). In order to illustrate this case, recall that for any ring R it is possible to construct a graph
G(R) that describes the behavior of modules of type≤2 as far as direct-sum decompositions are concerned [13]. This graph
G(R) has one isolated vertex for each isomorphism class of modules of type 1 and one edge for each isomorphism class of
indecomposable modules of type 2. The set of vertices is the set of ideals in the category Mod-R associated to the maximal
ideals of the endomorphism rings of the indecomposable modules of type≤2 (see Section 2.5). The connected components
of the graph G(R) are either complete graphs Kα (α a non-empty class) or complete bipartite graphs Kα,β (α, β non-empty
classes). We adopt a functorial point of view, essentially equivalent to the point of view of graphs (cf. Proposition 2.3 and
[13, Proposition 6.1]) and impose additional mild hypotheses that hold for all the modules of type ≤2 mentioned above
that appear in the literature. These ‘‘additional mild hypotheses’’ consist of the existence of two functors F1, F2, which force
the connected components of G(R) to be bipartite, and allow us to introduce a bipartite graph B(F1, F2) which is a refine-
ment of G(R). If A1, . . . , An are modules of type ≤2 all in the same connected component of B(F1, F2) and this connected
component is a complete bipartite graph, then every direct summand of A1 ⊕ · · · ⊕ An is a direct sum of modules of type
≤2 (Theorem 5.12). This can be false if the modules Ai are in a connected component of G(R) that is a complete graph Kα
(Proposition 3.2). Our techniques also allow us to prove the main result of [4] with a much more elementary proof and in a
wider form (Theorem 4.2).
The rings we consider in this paper are associative rings with identity 1 ≠ 0 (except for the endomorphism ring of the
zero module), andmodules are unitary right modules unless otherwise stated. The Jacobson radical of a ring R is denoted by
J(R), and the class of objects of a categoryA is denoted by Ob(A).
2. Basic notions
2.1. Categories
An additive category is a preadditive category with a zero object and finite products. An additive category A is a
category in which idempotents split (or a category with splitting idempotents) if, for every object A ofA and every idempotent
endomorphism e: A → A inA, there exist an object B ofA andmorphisms f : A → B and g: B → A such that e = gf and fg =
1B. In an additive categoryA, idempotents split if and only if idempotents have kernels inA, that is, for every object A, every
morphism e: A → A with e2 = e has a kernel [8, Lemma 2.1]. A full subcategory of Mod-R is an additive category in which
idempotents split if and only if its class of objects is a class of modules closed under finite direct sums and direct summands.
A categoryA is called an amenable semisimple category if it is a skeletally small additive category in which idempotents
split and the endomorphism rings EndA(A) of all objects A ofA are semisimple artinian rings [17, Section 4]. Equivalently,
a category A is amenable semisimple if and only if there exists a set {kj | j ∈ J} of division rings such that A is equivalent
to the coproduct category of the categories vect-kj of all finite dimensional right vector spaces over kj, with j ranging in an
index set J [8, Theorem 7.1].
2.2. Associated ideals
IfA is a preadditive category, A is a non-zero object ofA and I is a two-sided ideal in the endomorphism ring EndA(A), the
ideal I in the categoryA associated to I is defined as follows. For every pair X, Y of objects ofA, set I(X, Y ) := {f : X → Y |
βf α ∈ I for every α: A → X and every β: Y → A} [12, Section 3]. The ideal I is the greatest ideal I′ ofAwith I′(A, A) ⊆ I .
It is easily seen that if I is the ideal ofA associated to the ideal I of EndA(A), then I(A, A) = I .
2.3. Rings and modules of finite type
A ring R has type n if R/J(R) is the direct product of n division rings [12]. A moduleMR has type n if its endomorphism ring
End(MR) is a ring of type n. For instance, rings of type 1 are exactly local rings, and modules of type 1 are the modules with
a local endomorphism ring. It is convenient to consider the zero module the unique module of type 0. We say that a ring (or
a module) has finite type if it has type n for some integer n ≥ 1 (for some integer n ≥ 0, respectively).
If S and S ′ are rings, a ringmorphism ϕ: S → S ′ is local if s ∈ S and ϕ(s) invertible in S ′ imply s invertible in S [3] . A ring R
has type n if and only if there exists a local morphism of the ring R into a direct product ofm division rings for some positive
integer m and n is the smallest of such positive integers m, if and only if R has exactly n distinct maximal right ideals and
they are all two-sided ideals in R [12, Proposition 2.1].
2.4. Isomorphism classes and the monoid of isomorphism classes
If MR is a right R-module, the isomorphism class of MR, that is, the class of all right R-modules isomorphic to MR, will be
denoted by ⟨MR⟩. If C is an additive full subcategory of Mod-R, then I(C) will denote the monoid whose elements are all
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isomorphism classes ⟨MR⟩ of themodulesMR ∈ Ob(C), with the operation induced by direct sum: ⟨MR⟩+⟨NR⟩ = ⟨MR⊕NR⟩
for every MR,NR ∈ Ob(C). If C is not small, that is, Ob(C) is a class that is not a set, then I(C) can turn out to be a ‘‘large
monoid’’, that is, a proper class.
2.5. The associated graph
Let C be a full subcategory of Mod-R whose objects are indecomposable right R-modules of type 1 or 2. We will now
associate toC a ‘‘large graph’’ G(C) describing the behavior of the right R-modules in Ob(C). Here, again, ‘‘large’’ means that
the vertices and the edges can form classes that are not necessarily sets. (This set theoretic complication could be avoided
restricting our attention to small subcategories of Mod-R, instead of considering arbitrary subcategories of Mod-R.) The
vertices of the graph G(C) are the ideals in the category C associated to maximal ideals of the endomorphism rings of the
modules in Ob(C). The edges of the graph G(C) are the isomorphism classes ⟨MR⟩ of the indecomposable right R-modules
MR of type 2 belonging to Ob(C). IfMR is indecomposable of type 2, the endomorphism ring End(MR) has twomaximal ideals
P and Q . Their associated ideals P and Q are distinct vertices of the graph, and the edge ⟨MR⟩ connects the vertices P and
Q of G(C). The isolated points of the graph are in one-to-one correspondence with the isomorphism classes of modules in
C of type 1.
In the particular case inwhichOb(C) is the class of all indecomposable right R-modules of type≤2, the graphG(C)will be
denoted by G(R). The graph G(R) has the property that any two distinct vertices of G(R) connected by a path of length three
are adjacent. This allows to deduce that the connected components of G(R) are either complete graphs Kα (α a non-empty
class) or complete bipartite graphs Kα,β (α, β non-empty classes). Cf. [13, Section 5].
2.6. Realization of full affine submonoids
Let N0 be the additive monoid of non-negative integers and X a set. Recall that a submonoid I of the free additive
commutative monoid N(X)0 is said to be a full affine submonoid if it satisfies the following equivalent conditions:
(a) There exists a subgroup H of Z(X) such that I = H ∩ N(X)0 .
(b) If H is the subgroup of Z(X) generated by I , then H ∩ N(X)0 ⊆ I .
(c) If a, b ∈ I and a ≤ b in N(X)0 with the component-wise order, then there exists c ∈ I such that a+ c = b.
(d) If a, b ∈ I , the equation a+ x = b has a solution in I if and only if it has a solution in N(X)0 .
The following theorem is the main result of [14]. For a ring R, let SR denote the full subcategory of Mod-Rwhose objects
are all finitely generated projective right R-modules with semilocal endomorphism ring.
Theorem 2.1. Let k be a field, I a full affine submonoid of a free additive commutative monoid N(X)0 and ε: I → N(X)0 the
embedding. Then there exist a k-algebra R and two monoid isomorphisms I → I(SR) and h:N (X)0 → I(SR/J(R)) such that if
τ : I(SR) → I(SR/J(R)) is the homomorphism induced by the canonical projection π : R → R/J(R), then the diagram of monoids
and monoid homomorphisms
I
ε−→ N(X)0↓ ∼= h ↓ ∼=
I(SR)
τ−→ I(SR/J(R))
(1)
commutes.
Notice that the ring R whose existence is guaranteed by Theorem 2.1 is not semilocal in general. Hence the ring R/J(R)
is not necessarily semisimple. However, the indecomposable modules in SR/J(R), i.e., the finitely generated indecomposable
projective R/J(R)-modules with semilocal endomorphism rings, are simplemodules. To see this, let P be a finitely generated
indecomposable projective R/J(R)-module with a semilocal endomorphism ring. By [2, Corollary 17.12],
J(EndR/J(R)(P)) = HomR/J(R)(P, rad(P)) = 0.
Therefore the ring EndR/J(R)(P) is a semisimple ring. Since P is indecomposable, EndR/J(R)(P) cannot have non-trivial
idempotents. In particular, EndR/J(R)(P) is a division ring. As EndR/J(R)(P) is a local ring, by [2, Proposition 17.19], P is a
projective cover of a simple module. But rad(P) = 0, so that P itself is a simple module.
Remark 2.2. We will now prove that if x ∈ I , ε(x) is an element of N(X)0 whose coordinates are n ones and all the other
coordinates are zero, and P ∈ Ob(SR) is such that x corresponds to ⟨P⟩ in the isomorphism I → I(SR), then the R-module P
is of type n. By [2, Corollary 17.12], the natural homomorphism EndR(P) → EndR/J(R)(P/PJ(R)) is surjective with kernel
J(EndR(P)). The commutativity of Diagram (1) yields that P/PJ(R) is the direct sum of n non-isomorphic finitely generated
indecomposable projective R/J(R)-modules with semilocal endomorphism rings. Therefore P/PJ(R) = P ′1 ⊕ · · · ⊕ P ′n,
where P ′1, . . . , P ′n are non-isomorphic simple modules. The ring Di := EndR(P ′i ) is a division ring (i = 1, . . . , n), and
EndR(P)/J(EndR(P)) ∼= EndR/J(R)(P/PJ(R)) ∼= D1 × · · · × Dn, so that P is of type n.
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Let I be a full affine submonoid ofN(X)0 . It is possible to construct a graph G(I) associated to I . For every x ∈ X , let δx ∈ N(X)0
be defined, for every y ∈ X , by δx(y) = 1 if y = x and δx(y) = 0 if y ≠ x, so that {δx | x ∈ X} is the free set of generators of
N(X)0 . The set of vertices of G(I) is {x ∈ X | δx ∈ I} ∪ {x ∈ X | there exists y ∈ X such that y ≠ x and δx + δy ∈ I} and the
set of edges of G(I) is {{x, y} | x, y ∈ X, x ≠ y and δx + δy is an atom of I}. The proof of [13, Proposition 4.1] shows that if
R is the ring whose existence is guaranteed by Theorem 2.1, the graph G(R) associated to the ring R (Section 2.5) contains a
subgraph isomorphic to G(I).
2.7. The functorial point of view
The following proposition is essentially [13, Proposition 6.1], but we give a proof here for the sake of completeness and
clarity. LetA andB be additive categories, and F :A→ B an additive functor. We say that F is local if, for every pair A, A′
of objects ofA and every morphism f : A → A′ such that F(f ): F(A)→ F(A′) is an isomorphism, f is an isomorphism [8]. In
this paper, whenever we restrict a functor F :A→ B to a subcategory C ofA, the restriction C → B of the functor F :A→ B
will be still denoted by F .
Proposition 2.3. Let C be a full subcategory of Mod-R whose objects are indecomposable right R-modules and add(C) be the
full subcategory ofMod-R whose objects are all right R-modules that are isomorphic to direct summands of direct sums of finitely
many modules in C. The following conditions are equivalent:
(1) All modules in C have type≤2 and the graph G(C) is bipartite.
(2) There exist two additive functors Fi: add(C) → Ai, i = 1, 2, of the category add(C) into two amenable semisimple
categoriesAi, such that Fi(U) is a simple object ofAi for every U ∈ Ob(C), i = 1, 2, and F1 × F2: add(C)→ A1 ×A2 is a local
functor.
(3) There exist two additive functors Fi:C → Ai, i = 1, 2, of the category C into two amenable semisimple categories Ai,
such that, for every U ∈ Ob(C), Fi(U) is a simple object ofAi and for every f ∈ EndR(U), f is an automorphism of U if and only
if F1(f ) and F2(f ) are automorphisms of F1(U) and F2(U), respectively.
Proof. (1) ⇒ (2). Assume that (1) holds. Let C2 be the full subcategory of C whose objects are the objects of C that are
modules of type 2, so that G(C2) also is bipartite. (It is the graph G(C) in which the isolated points have been deleted.)
Let V = X1∪˙X2 be a bipartition corresponding to the bipartite graph G(C2). Let X0 be the collection of all the ideals in the
category C associated to the maximal ideals of the rings EndR(U)with U an object of C of type 1. For every I ∈ X0 ∪ X1 ∪ X2
and every object U in C, U becomes a simple object in the factor category add(C)/I if and only if I is the ideal associated
to a maximal ideal of EndR(U). Otherwise, U = 0 in add(C)/I. Set Ai := I∈Xi∪X0 add(C)/I, so that Ai is an amenable
semisimple category. Applying the canonical functor Fi: add(C)→I∈Xi∪X0 add(C)/I, any object U of C becomes a simple
object Fi(U) inAi.
It remains to show that F1×F2: add(C)→ A1×A2 is a local functor. Let f : A → B be amorphism between two objects of
add(C) and assume that Fi(f ) are isomorphisms for i = 1, 2. Then f is an isomorphism in add(C)/I for every I ∈ X0∪X1∪X2.
Thus f is an isomorphism in add(C) by [12, Proposition 4.13].
(2)⇒ (3). It suffices to restrict the functors Fi from add(C) to C.
(3)⇒ (1). If (3) holds, then for every module U ∈ C, the ring morphism ϕU : EndR(U)→ EndA1(F1(U))× EndA2(F2(U))
induced by the functor F1 × F2 is a local morphism of EndR(U) into the direct product of two division rings. Hence U has
type≤2.
In order to prove that G(C) is bipartite, notice that, by (3), for every module U ∈ Ob(C) of type 2, the ring morphism ϕU
is a local morphism into the direct product of two division rings, so that the two maximal ideals of EndR(U) are the ideals
Mi,U := {f ∈ EndR(U) | Fi(f ) = 0}, i = 1, 2. LetMi,U be the corresponding associated ideals in the category C. In order
to prove that G(C) is bipartite, it suffices to show that there is no edge ⟨V ⟩ connecting the verticesMi,U andMi,W , where
U, V ,W aremodules of type 2 inOb(C). Suppose on the contrary that the edge ⟨V ⟩ connects the verticesM1,U andM1,W , say.
On the other hand,we know that the edge ⟨V ⟩ connects the verticesM1,V andM2,V .Without loss of generalitywe can assume
thatM1,U =M1,V andM1,W =M2,V . Let us prove thatM1,V ⊆ M2,V : if f is an endomorphism of V such that F1(f ) = 0, then
F1(βf α) = 0 for every α:W → V and every β: V → W , hence βf α ∈ M1,W , so that f ∈M1,W (V , V ) =M2,V (V , V ) = M2,V .
ButM1,V andM2,V are the two distinct maximal ideals of EndR(V ), contradiction. 
Example 2.4. Here is an example of a ring R, a full subcategory C of R-Mod whose objects are indecomposable left modules
of type 2, two functors Fi:C → Ai, i = 1, 2, of C into two amenable semisimple categories Ai, such that, for every object
U of C, Fi(U) is a simple object of Ai and for every f ∈ EndR(U), f is an automorphism of U if and only if F1(f ) and F2(f )
are automorphisms of F1(U) and F2(U) respectively, but F1 × F2:C → A1 ×A2 is not a local functor. Hence these functors
F1, F2 satisfy condition (3) in Proposition 2.3 but do not satisfy condition (2). This happens because if a pair of functors
add(C)→ Ai satisfies (2), then their restrictions toC satisfy (3), but if (3) holds for a pair of functors Fi:C → Ai, then there
is another, possibly different, pair of functors F ′i : add(C)→ Ai satisfying (2).
Let p and q be two distinct primes and Zp,q be the localization of the ring Z of integers at the multiplicatively closed
subset of Z consisting of all integers not divisible by p and q. Then Zp,q is a semilocal PID with two maximal ideals.
Consider the additive group G := Q ⊕ Q ⊕ (Q/Zp,q). The additive group Q/Zp,q is isomorphic to the direct sum of the
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two Prüfer groups Z(p∞) and Z(q∞). Consider the subring R :=
 Q 0 0
Q Q 0
Hom(Q,Q/Zp,q) Hom(Q,Q/Zp,q) Zp,q

of End(G).
Then R/J(R) ∼= Q × Q × Z/pZ × Z/qZ, R acts on G on the left, and the lattice of all submodules of the R-module G is the
disjoint union of the direct product (ω+1)×(ω+1)with the component-wise order and a linearly ordered set of cardinality
two above, whereω = {0, 1, 2, . . .} andω+1 = ω∪{ω}. In particular, G is an artinian left R-module, its socle is isomorphic
to Z/pZ ⊕ Z/qZ, and End(RG) ∼= Zp,q. The subgroup H := 0 ⊕ Q ⊕ (Q/Zp,q) of G is an essential submodule of RG, it is a
maximal submodule of RG, and End(RH) ∼= Zp,q. Thus RH ⊆ RG are indecomposable R-modules of type 2.
Let C be the full subcategory of R-Mod whose objects are all indecomposable artinian left R-modules of type 2 with socle
isomorphic to Z/pZ ⊕ Z/qZ. Let A be the category of all semisimple Z-modules of finite length. Let F1:C → A be the
functor that associates to each module RA in C its p-socle, that is, the submodule consisting of the elements annihilated by
p, and similarly for F2 and the q-socle. Notice that for every object RA inC and every endomorphism f of RA, if F1(f ) and F2(f )
are automorphisms of F1(A) and F2(A), then the restriction of f to the socle of RA is an automorphism, so that f is injective
because the socle is essential in artinian modules. Since injective endomorphisms of artinian modules are automorphisms,
f is an automorphism of RA. Nevertheless F1 × F2:C → A × A is not a local functor, because the inclusion f : RH → RG is
not an isomorphism, whereas F1(f ) and F2(f ) are isomorphisms.
3. Two negative answers
It iswell known that ifM1, . . . ,Mn aremodules of type 1, then every direct summandof
n
i=1 Mi is isomorphic to

i∈X Mi
for some subset X of {1, . . . , n}. Uniserial modules, that is, modules whose lattice of submodules is linearly ordered under
inclusion, are modules of type≤2, and every direct summand of a direct sum of finitely many uniserial modules is a direct
sum of finitely many uniserial modules [18]. We now prove with an example that this does not hold for arbitrary modules
of type 2, that is, we will show that there exists a ring R with 3 modules of type 2 whose direct sum has a direct summand
that is not a direct sum of modules of type 2.
Example 3.1. Let Z6 be the free abelian group of rank 6, Z/3Z the cyclic group of order 3 and ϕ:Z6 → Z/3Z the group
morphism defined by
ϕ(x1, x2, x3, x4, x5, x6) = x1 + x2 + x3 − x4 − x5 − x6 + 3Z
for every (x1, x2, x3, x4, x5, x6) ∈ Z6. Set I := kerϕ∩N60. Let us show that (1, 0, 0, 1, 0, 0), (0, 1, 0, 0, 1, 0), (0, 0, 1, 0, 0, 1),
(1, 1, 1, 0, 0, 0) and (0, 0, 0, 1, 1, 1) are atoms of the monoid I . Consider the ‘‘augmentation map’’ γ :Z6 → Z defined
by γ (x1, x2, x3, x4, x5, x6) = ∑6i=1 xi, which is a group morphism. No element of N60 of augmentation 1 belongs to
I . Hence all elements of I of augmentation 2 are atoms. In particular, (1, 0, 0, 1, 0, 0), (0, 1, 0, 0, 1, 0), (0, 0, 1, 0, 0, 1)
are atoms. Since I does not have elements of augmentation 1, all elements of I of augmentation 3 also are atoms. In
particular, (1, 1, 1, 0, 0, 0), (0, 0, 0, 1, 1, 1) are atoms of I . Hence we have the relation (1, 0, 0, 1, 0, 0)+ (0, 1, 0, 0, 1, 0)+
(0, 0, 1, 0, 0, 1) = (1, 1, 1, 0, 0, 0) + (0, 0, 0, 1, 1, 1) between atoms of I . Applying Theorem 2.1, we get a ring R with
three indecomposable finitely generated projective modules P1, P2, P3 of type 2 and two indecomposable finitely generated
projective modules Q1,Q2 of type 3 with P1 ⊕ P2 ⊕ P3 ∼= Q1 ⊕ Q2 (cf. Remark 2.2).
Notice that the projective modules P1, P2, P3 of type 2 are in the same connected component of the graph G(R) and that
this connected component is a complete bipartite graph. More precisely, in I there are nine elements whose coordinates are
two ones and four zeros. Hence there are exactly nine finitely generated projective right R-modules of type 2 (Remark 2.2).
Their isomorphism classes are the nine edges of the complete bipartite graph K3,3.
Furthermore, (3, 0, 0, 0, 0, 0) and (0, 0, 0, 3, 0, 0) are elements of I of augmentation 3, and so are atoms of I also. Since
we have the relation (1, 0, 0, 1, 0, 0) + (1, 0, 0, 1, 0, 0) + (1, 0, 0, 1, 0, 0) = (3, 0, 0, 0, 0, 0) + (0, 0, 0, 3, 0, 0) between
atoms of I , there exist two indecomposable finitely generated projectivemodulesU1,U2 with P1⊕P1⊕P1 ∼= U1⊕U2. Notice
that U1,U2 are not modules of finite type. In fact EndR(Ui)/J(EndR(Ui)) ∼= M3(Di) for suitable division rings Di (i = 1, 2).
Example 3.1 gives a first negative answer to Question 1.1. The next proposition will yield a second negative answer. If
G = (V , E) is a graph and L is a set of edges of G, the full subgraph of G generated by L is the graph whose set of vertices V ′ is
the set of all the vertices of the edges in L, and whose edges are all the edges in E whose vertices belong to V ′.
Proposition 3.2. Let M1, . . . ,Mt be indecomposable right modules of type 2 over a ring R. Assume that the full subgraph of G(R)
generated by the edges ⟨M1⟩, . . . , ⟨Mt⟩ is not a bipartite graph. Then there exist two distinct indices i, j = 1, 2, . . . , t such that
Mi ⊕Mi ⊕Mj has an indecomposable direct summand that is not a module of finite type. In particular, (M1 ⊕ · · · ⊕Mt)2 has an
indecomposable direct summand that is not a module of finite type.
Proof. Let G′ be the full subgraph of G(R) generated by the edges ⟨M1⟩, . . . , ⟨Mt⟩ and assume that G′ is not bipartite, so that,
in particular, t ≥ 2. The connected components ofG(R) are either complete graphs or complete bipartite graphs (Section 2.5),
so that the same holds for G′. Since G′ is not bipartite, G′ has a connected component that is not a complete bipartite graph.
Hence there exist two distinct edges ⟨Mi⟩, ⟨Mj⟩, i, j = 1, 2, . . . , t , that are in this connected component, which is a complete
graph Kn for some n ≥ 3. If ⟨Mi⟩, ⟨Mj⟩ are incident, then there is a module N of type 2 such that ⟨Mi⟩, ⟨Mj⟩, ⟨N⟩ is a cycle
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of length 3. If ⟨Mi⟩, ⟨Mj⟩ are not incident, then G′ contains a complete graph Kn with n ≥ 4 and there are non-isomorphic
direct-sum decompositions Mi ⊕ Mj ∼= N1 ⊕ N2 ∼= N3 ⊕ N4 with N1,N2,N3,N4 pair-wise non-isomorphic modules of
type 2, and we can assume that we have chosen the notation in such a way that ⟨Mi⟩, ⟨N1⟩, ⟨N3⟩ is a cycle of length 3.
Now if ⟨A⟩, ⟨B⟩, ⟨C⟩ is a cycle of length 3, then Hom(A ⊕ B ⊕ C, A), Hom(A ⊕ B ⊕ C, B) and Hom(A ⊕ B ⊕ C, C) are three
projective modules over the ring End(A⊕B⊕C), which are the projective covers of the modules S1⊕ S2, S1⊕ S3 and S2⊕ S3
[12, Proposition 3.2 and Lemma 3.4]. Here S1, S2, S3 are three pair-wise non-isomorphic simple End(A ⊕ B ⊕ C)-modules.
Hence Hom(A⊕B⊕C, C) is a direct summand of Hom(A⊕B⊕C, A)⊕Hom(A⊕B⊕C, B) [2, Lemma 17.17]. Thus there exists
a finitely generated projective right End(A⊕ B⊕ C)-module that is a projective cover of S21 . By the categorical equivalence
between direct summands of finite direct sums of A ⊕ B ⊕ C and finitely generated projective End(A ⊕ B ⊕ C)-modules
[7, Theorem 4.7], there exists an indecomposable right R-module D such that A⊕ B ∼= C ⊕D and D not of finite type. Thus if
⟨Mi⟩, ⟨Mj⟩ are incident, thenMi ⊕Mj has an indecomposable direct summand that is not of finite type. If ⟨Mi⟩, ⟨Mj⟩ are not
incident, then Mi ⊕ N1 has an indecomposable direct summand that is not of finite type, where N1 is a direct summand of
Mi ⊕Mj, so thatMi ⊕Mi ⊕Mj has an indecomposable direct summand not of finite type. 
By Proposition 3.2, the answer toQuestion 1.1 is alwaysnegativewhen the graphG(R) is not bipartite (and can be negative
also when the graph G(R) is bipartite). The rest of the paper is mainly devoted to showing that the answer to Question 1.1
can be positive under suitable further conditions (the modules M1, . . . ,Mn are all in the same connected component, the
connected component is a complete bipartite graph, etc.), but to do this, we will pass from graph theory to the functorial
point of view.
4. Krull–Schmidt in factor categories
In this section, wewill give a very short proof of themain result of [4]. In all this section,C is a full subcategory of an additive
category C ′, every object of C ′ is a direct sum of finitely many objects of C, and the objects of C are indecomposable objects in C ′.
We have an additive functor F :C ′ → A, whereA is an amenable semisimple category. For every object A of C, F(A) is a simple
object ofA.
Under these hypotheses, for every A, B ∈ Ob(C) and every f ∈ HomC(A, B), either F(f ) = 0 or F(f ) is an isomorphism,
because F(A) and F(B) are simple objects ofA (Schur’s Lemma). If A, B ∈ Ob(C ′), we write [A]F = [B]F , and say that A and
B belong to the same F-class, if there exist morphisms f : A → B and g: B → A in C ′ with F(f ) and F(g) isomorphisms inA.
The following result is a trivial generalization of [4, Lemma 2.3].
Lemma 4.1. Let A1, . . . , An be non-zero objects ofC ′ and B1, . . . , Bt be objects ofC. If there exists amorphism f : A1⊕· · ·⊕An →
B1 ⊕ · · · ⊕ Bt in C ′ with F(f ) a monomorphism inA, then n ≤ t.
Proof. Wehave amonomorphism F(f ): F(A1)⊕· · ·⊕F(An)→ F(B1)⊕· · ·⊕F(Bt). Now F(B1)⊕· · ·⊕F(Bt) is a semisimple
object of composition length t . Every object A in C ′ is a direct sum of finitely many objects of C, so that F(A) is a non-zero
semisimple object ofA for every non-zero object A of C ′. It follows that n ≤ t . 
The next result is our generalization of [4, Theorem 1.1].
Theorem 4.2. Let A1, . . . , An, B1, . . . , Bt be objects of C. Then [A1 ⊕ · · · ⊕ An]F = [B1 ⊕ · · · ⊕ Bt ]F if and only if n = t and
there is a permutation σ of {1, 2, . . . , n} such that [Ai]F = [Bσ(i)]F for every i = 1, 2, . . . , n.
Proof. One implication is trivial. For the other, let A1, . . . , An, B1, . . . , Bt be objects of C and assume that [A1⊕· · ·⊕An]F =
[B1 ⊕ · · · ⊕ Bt ]F . There exist morphisms f : A1 ⊕ · · · ⊕ An → B1 ⊕ · · · ⊕ Bt and g: B1 ⊕ · · · ⊕ Bt → A1 ⊕ · · · ⊕ An in C ′ with
F(f ) and F(g) isomorphisms in A. We can write f = (fj,i)j,i and g = (gi,j)i,j in matrix notation. Let D = D(X, Y ; E) be the
bipartite digraph having X = {A1, . . . , An} and Y = {B1, . . . , Bt} as disjoint sets of non-adjacent vertices, one edge from Ai
to Bj for each i and jwith F(fj,i): F(Ai)→ F(Bj) non-zero and one edge from Bj to Ai for each i and jwith F(gi,j): F(Bj)→ F(Ai)
non-zero.
Let us prove that the hypotheses of [4, Lemma 2.1] hold. By symmetry, we can suppose T ⊆ X and we must prove
that |T | ≤ |N+(T )|. Assume T ⊆ X . Then F(f ) maps Ai∈T F(Ai) into Bj∈N+(T ) F(Bj). Hence the restriction of F(f )
is a monomorphism

Ai∈T F(Ai) →

Bj∈N+(T ) F(Bj) in A. Thus |T | ≤ |N+(T )|. The conclusion now follows from
[4, Lemma 2.1]. 
Theorem 1.1 of [4] can now be deduced from Theorem 4.2 taking F as the canonical functor into the spectral category.
Here, F(f ) is an isomorphism if and only if f is an essential monomorphism.
As another example, let C be the full subcategory of Mod-R whose objects are all right R-modules with local
endomorphism ring. Let A = C ′/J(C ′), where J(C ′) denotes the Jacobson radical of C ′, and let F :C ′ → C ′/J(C ′) be the
canonical projection. Then Theorem 4.2 is the Krull–Schmidt–Azumaya Theorem for finite direct sums of modules whose
endomorphism ring is local.
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5. Under further hypotheses, the answer is positive
Let R be a ring andM := M1 ⊕M2 ⊕ · · · ⊕Mt be a direct sum of finitely many indecomposable right R-modules of type
≤2. We want to know whether the direct summands ofM are still direct sums of finitely many right R-modules of type≤2.
Modules of type 1 do not give problems. IfM1 ⊕M2 ⊕ · · · ⊕Mt = A⊕ B andM1 is of type 1, thenM1 is a direct summand
of either A or B, we can cancelM1 in both sides, and we are reduced to study the direct summands ofM2 ⊕M3 ⊕ · · · ⊕Mt .
Hence we can consider direct sumsM1 ⊕M2 ⊕ · · · ⊕Mt of finitely many right modulesMi of type 2 only. Indecomposable
modules of type 2 are described by the graph G(R), which is a disjoint union of complete graphs Kα and complete bipartite
graphs Kα,β . If G(R) has a connected component that is a complete graph Kα , then there are direct summands of a direct
sum of finitely many modules of type 2 that are not direct sums of modules of finite type (Proposition 3.2). Hence we must
consider modulesMi that generate a full subgraph of G(R) that is a bipartite graph. This section is devoted to study the case
in which the modulesMi are all in the same connected component C of G(R) that is a complete bipartite graph.
More precisely, let R be a ring, C = (V ′, E ′) a connected component of G(R) that is a complete bipartite graph, and C
the full subcategory of Mod-R whose objects are the right R-modules M of type 2 with ⟨M⟩ an edge in C . There exist two
additive functors Fi:C → Ai, i = 1, 2, of the category C into two amenable semisimple categoriesAi, such that, for every
U ∈ C, Fi(U) is a simple object of Ai and for every f ∈ EndR(U), f is an automorphism of U if and only if F1(f ) and F2(f )
are automorphisms of F1(U) and F2(U) respectively (Proposition 2.3). We have seen in Example 3.1 that a direct summand
of a direct sum of finitely many modules in C is not necessarily a direct sum of modules of type 2. Hence it is necessary to
impose further conditions. This is what we do in this section. The conditions seem to be extremely technical, but wewill see
in Section 6 that they apply to all the examples appeared in the literature until now.
In what follows, let C be a full subcategory ofMod-R and let add(C) be the full additive subcategory ofMod-R with splitting
idempotents generated by Ob(C). That is, add(C) is the full subcategory of Mod-Rwhose objects are all right R-modules that
are isomorphic to direct summands of direct sums of finitely many modules in Ob(C).
Lemma 5.1. Let F : add(C)→ A be an additive functor of add(C) into an amenable semisimple categoryA. Suppose that if A is
an object of add(C) and F(A) = 0, then A = 0. Then, for every non-zero object A of add(C), there exist objects U,U ′ in C and
morphisms f :U → A, f ′: A → U ′ in add(C) such that F(f ′f ) ≠ 0.
Proof. For a non-zero object A of add(C), there exist objects U1, . . . ,Un of C and morphisms α:U1 ⊕ · · · ⊕ Un → A,
β: A → U1 ⊕ · · · ⊕ Un with αβ the identity morphism of A and βα an idempotent endomorphism of U1 ⊕ · · · ⊕ Un. Thus
F(α)F(β) is the identity morphism of F(A) and F(β)F(α) is an idempotent endomorphism of F(U1 ⊕ · · · ⊕ Un). Now A ≠ 0
implies F(A) ≠ 0, so that F(α)F(β) = F(1A) ≠ 0, hence F(α)F(β)F(α)F(β) = F(1A) ≠ 0, from which F(β)F(α) ≠ 0. Thus
there exist two indices k, t = 1, . . . , n such that the composite map F(πtβ)F(αεk): F(Uk) → F(Ut) is different from zero,
where, for every i = 1, . . . , n, εi:Ui → U1⊕· · ·⊕Un and πi:U1⊕· · ·⊕Un → Ui are the natural injections and projections.
This shows that f := αεk and f ′ := πtβ have the required properties. 
Now, for each i = 1, 2, let Fi: add(C) → Ai be an additive functor of add(C) into an amenable semisimple category
Ai. Assume that Fi(U) is a simple object of Ai for every object U of C and every i = 1, 2. Suppose that the product functor
F1× F2:C → A1×A2 is local. Assume that if A is an object of add(C) and F2(A) = 0, then A = 0. Suppose that, for every n ≥ 1
and every U1, . . . ,Un ∈ C, the ring morphism
EndR(U1 ⊕ · · · ⊕ Un)→ EndA1(F1(U1)⊕ · · · ⊕ F1(Un))× EndA2(F2(U1)⊕ · · · ⊕ F2(Un)),
induced by the functor F1 × F2, is a local morphism.
Remarks 5.2. (1) From these hypotheses, it follows for n = 1 that there is a local ring morphism of EndR(U) into
EndA1(F1(U))× EndA2(F2(U)), which is a direct product of two division rings, so that every object U ∈ Ob(C) is necessarily
a module of type≤2. In particular, every object U in C has a semilocal endomorphism ring, hence cancels from direct sums.
Moreover, ifU ∈ Ob(C), then F2(U) is a simple object ofA2, and if A is a direct summand ofU , then F2(A) = 0 implies A = 0.
It follows that all objects of C are necessarily indecomposable modules.
(2) The fact that the restriction F1×F2:C → A1×A2 is a local functor does not imply that the functor F1×F2: add(C)→
A1 × A2 or its restriction F1 × F2:C ′ → A1 × A2 to the additive closure C ′ of C (cf. Lemma A.1 in the Appendix of this
paper) are local functors. To see this, recall that there exist rings R, S and a local morphism R → S that induces a non-local
morphismMn(R)→ Mn(S) between the corresponding rings of matrices [10, Section 3]. Hence if C denotes the preadditive
category with one object whose endomorphism ring is R, it is easy to construct a functor C → Mod-S with the required
property.
For every pair of objects A, B of add(C), define [A]i = [B]i if there exist two morphisms f : A → B and g: B → A such that
Fi(f ) and Fi(g) are two isomorphisms. Thus [A]i = [B]i if and only if A and B belong to the same Fi-class in the terminology
of Section 4. Trivially, [A]i = [B]i implies Fi(A) ∼= Fi(B).
Lemma 5.3. If U,U ′ ∈ Ob(C), [U]1 = [U ′]1 and [U]2 = [U ′]2, then U ∼= U ′.
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Proof. Suppose that U,U ′ ∈ Ob(C), [U]1 = [U ′]1 and [U]2 = [U ′]2. Then there exist f :U → U ′ and g:U → U ′ with
F1(f ) ≠ 0 and F2(g) ≠ 0. If F2(f ) ≠ 0, then f is the required isomorphism between U and U ′, because F1×F2:C → A1×A2
is a local functor. Similarly, if F1(g) ≠ 0, then g:U → U ′ is an isomorphism. Finally, in the case in which F2(f ) = 0 and
F1(g) = 0, we have that F1(f + g) ≠ 0 and F2(f + g) ≠ 0, so that f + g is an isomorphism. 
Lemma 5.4. Let U, V , X, Y be modules in Ob(C) such that [U]1 = [X]1, [V ]1 = [Y ]1, [U]2 = [Y ]2, [V ]2 = [X]2. Then
U ⊕ V ∼= X ⊕ Y .
Proof. From the hypotheses, we have eight morphisms
f1:U → X, g1: X → U, h1: V → Y , ℓ1: Y → V ,
f2:U → Y , g2: Y → U, h2: V → X, ℓ2: X → V .
The functor F1 applied to the four morphisms in the first line gives four isomorphisms, the functor F2 applied to the four
morphisms in the second line gives four isomorphisms. If one of these eight morphisms is an isomorphism, for instance if
U ∼= X , then [V ]2 = [X]2 = [U]2 = [Y ]2. This and [V ]1 = [Y ]1 give V ∼= Y by Lemma 5.3, so that U ⊕ V ∼= X ⊕ Y and we
are done.
Hence we can suppose that all the eight morphisms are not isomorphisms, so that the functor F2 applied to the four
morphisms in the first line and the functor F1 applied to the four morphisms in the second line give eight zero morphisms.
The eight morphisms f1, . . . , ℓ2 define two morphisms
f1 h2
f2 h1

:U ⊕ V → X ⊕ Y and

g1 g2
ℓ2 ℓ1

: X ⊕ Y → U ⊕ V .
We leave to the reader to verify that applying F1 to their composite mapping

g1 g2
ℓ2 ℓ1

f1 h2
f2 h1

one gets
F1(g1f1) 0
0 F1(ℓ1h1)

, and applying F2 one gets

F2(g2f2) 0
0 F2(ℓ2h2)

. Since F1× F2 induces a local morphism EndR(U ⊕
V )→ EndA1(F1(U)⊕ F1(V ))× EndA2(F2(U)⊕ F2(V )), the composite mapping is an automorphism of U ⊕ V . Similarly for
the other composite mapping
f1 h2
f2 h1

g1 g2
ℓ2 ℓ1

.
This allows to conclude that U ⊕ V ∼= X ⊕ Y . 
The associated bipartite graph B(F1, F2) = (V , E) is defined as follows. Set Xi := {[U]i | U ∈ Ob(C)}. The set of vertices
V of B(F1, F2) is the disjoint union X1∪˙X2. The set E of edges of B(F1, F2) is E := {⟨U⟩ | U ∈ C}. The edge ⟨U⟩ connects the
vertex [U]1 in X1 to the vertex [U]2 in X2. The graph B(F1, F2) does not have multiple edges by Lemma 5.3.
Remark 5.5. Let us consider the difference between the graph G(C)we introduced in Section 2.5 and the graph B(F1, F2) =
(V , E)we have introduced now. The starting point in both cases is a category C whose objects are indecomposable modules
of type 1 or 2. In G(C) the vertices are the ideals in the category C associated to maximal ideals of the endomorphism rings
of the objects of C, and the edges are the isomorphism classes of the objects of C that are indecomposable modules of
type 2. In B(F1, F2) the vertices are the classes [U]i with U any object of C (i = 1, 2) and the edges are the isomorphism
classes of all objects of C (also those that are modules of type 1). The graph G(C) is not always a bipartite graph (according
to Proposition 2.3, it is bipartite if and only if there exist two functors F1, F2 with suitable properties), whereas the graph
B(F1, F2) is always bipartite, because its construction depends on the two functors F1 and F2. Essentially, the bipartite graph
B(F1, F2) can be viewed as a refinement of the graph G(C), which is obvious because G(C) is constructed only from the
category C, whereas B(F1, F2) is constructed frommore data, that is, from the functors F1 and F2 as well. In passing from the
graph G(C) to the graph B(F1, F2), we essentially do not touch the structure relative to the indecomposable modules of type
2, but in B(F1, F2)we substitute the isolated points of G(C), which correspond to modules of type 1, with an edge.
The reason of this difference between G(C) and B(F1, F2) as far as modules of type 1 are concerned and similarity
between the two graphs as far as modules of type 2 are concerned depends on the fact that the graph B(F1, F2) is essentially
constructed from the completely prime ideals P1,U and P2,U of EndR(U) for every U ∈ Ob(C), where Pi,U = {f ∈ EndR(U) |
Fi(f ) = 0}. If U is an indecomposable module of type 2, then P1,U and P2,U are the two maximal ideals of EndR(U) and the
ideal Pi,U associated to Pi,U corresponds to the Fi-class [U]i of U . If U is a module of type 1, then one of the Pi,U ’s is the
maximal ideal of EndR(U), but the other is not necessarily the maximal ideal, though U still has the two Fi-classes [U]1 and
[U]2.
To state these facts more precisely, we have the following.
Lemma 5.6. Let R be a ring,D a full subcategory ofMod-R, Mi ∈ Ob(D) (i = 1, 2), Pi a fixed completely prime ideal of EndR(Mi)
and Pi the associated ideal in the categoryD . The following conditions are equivalent:
(a) P1 = P2.
(b) There exist two morphisms f :M1 → M2, g:M2 → M1 such that gf ∉ P1, fg ∉ P2, gP2f ⊆ P1 and fP1g ⊆ P2.
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Proof. The proof is similar to the proof of [12, Lemma 3.4]. 
Proposition 5.7. Let U, V be objects of C. Then [U]i = [V ]i if and only if Pi,U = Pi,V .
Proof. Suppose [U]i = [V ]i, so that there exist twomorphisms f :U → V and g: V → U with Fi(f ) and Fi(g) isomorphisms.
Thus gf ∉ Pi,U , fg ∉ Pi,V , gPi,V f ⊆ Pi,U and fPi,Ug ⊆ Pi,V . Therefore, by Lemma 5.6, Pi,U = Pi,V . Conversely, suppose that
Pi,U = Pi,V . Then there exist two morphisms f :U → V and g: V → U such that gf ∉ Pi,U and fg ∉ Pi,V . In particular, we
get that Fi(fg) ≠ 0 and Fi(gf ) ≠ 0, and so Fi(f ) and Fi(g) are two isomorphisms 
Corollary 5.8. Let U, V be objects of C. If ⟨U⟩ and ⟨V ⟩ are incident in B(F1, F2), then U and V have the same type. Thus modules
in the same connected component of B(F1, F2) have the same type.
Proof. Suppose on the contrary that U has type 1 and V has type 2. Without loss of generality, we can assume that
[U]1 = [V ]1. Then P1,U = P1,V by Proposition 5.7. Since P1,V is a maximal ideal of EndR(V ), from [12, Lemma 4.4] we
conclude that P1,U = P1,U(U,U) = P1,V (U,U) is a maximal ideal of EndR(U). Moreover, there exist two morphisms
f :U → V and g: V → U with gf ∉ P1,U , so that gf is an automorphism of U . Hence U is isomorphic to a direct summand of
V , which gives a contradiction. 
The connected components of B(F1, F2) corresponding to modules of type 1 are ‘‘star graphs’’, that is, isomorphic to K1,β
for some non-empty class β .
Corollary 5.9. Let C2 be the full subcategory of C whose objects are the objects of C that are modules of type 2. Then the graph
G(C2) and the subgraph of B(F1, F2) corresponding to C2 are isomorphic.
The full subcategory C of Mod-R satisfies weak (DSP) if for every U, V ,W ∈ Ob(C) such that the edges ⟨U⟩ and ⟨V ⟩ are
not incident and for every module X , U ⊕ V ∼= W ⊕ X implies X ∈ C [13, Section 5].
Lemma 5.10. Let U, V ,W ∈ Ob(C) be non-isomorphic modules of type 2. Then W is isomorphic to a direct summand of U ⊕ V
if and only if ⟨U⟩, ⟨W ⟩, ⟨V ⟩ is a path of length 3 in B(F1, F2).
Proof. First suppose that ⟨U⟩, ⟨W ⟩, ⟨V ⟩ is a path of length 3 in B(F1, F2). We can assume that [U]1 = [W ]1 and [V ]2 = [W ]2,
and so there are morphisms f :U → W , g:W → U , h: V → W and k:W → V such that F1(fg) ≠ 0 and F2(hk) ≠ 0. Since
U, V ,W are non-isomorphic, F2(f ), F2(g), F1(h) and F1(k) are all zero morphisms. Thus F2(fg) = 0 and F1(kh) = 0. Then
fg + hk is an automorphism of W , hence W is isomorphic to a direct summand of U ⊕ V . For the converse, it suffices to
reverse the argument. 
If the subcategory C satisfies weak (DSP), then in the graph B(F1, F2) any two distinct vertices connected by a path of
length 3 are adjacent. From [13, Lemma 5.2], we get that:
Proposition 5.11. All connected components of B(F1, F2) are complete bipartite graphs if and only if the categoryC satisfies weak
(DSP). 
It would be possible to prove that a weak form of the Krull–Schmidt Theorem holds in this case. For this topic, see
[13, Theorem 6.2].
Theorem 5.12. If the graph B(F1, F2) is a complete bipartite graph, every object of add(C) is a direct sum of finitely many objects
of C.
Proof. Assume that M = U1 ⊕ · · · ⊕ Un = A ⊕ B with U1, . . . ,Un ∈ Ob(C) and A and B non-zero right R-modules.
Let πi:M → Ui, πA:M → A and πB:M → B denote the canonical projections corresponding to the decompositions
M = U1 ⊕ · · · ⊕ Un andM = A⊕ B, respectively, and εi:Ui → M , εA: A → M , εB: B → M denote the inclusions.
We will prove that either A or B has a direct summand isomorphic to an object of C. To prove this, note that 1U1 =
π1εAπAε1 + π1εBπBε1. If either π1εAπAε1 or π1εBπBε1 is an isomorphism, then U1 is isomorphic to a direct summand
of either A or B, which is what we wanted to prove. Hence, in the following, we can suppose that neither π1εAπAε1 nor
π1εBπBε1 are isomorphisms. Since the product functor F1 × F2:C → A1 × A2 is a local functor, we can suppose, possibly
interchanging the notation for the two submodules A and B, that F1(π1εAπAε1) ≠ 0, F2(π1εAπAε1) = 0, F1(π1εBπBε1) = 0
and F2(π1εBπBε1) ≠ 0.
We claim that there is a module U ∈ Ob(C) and morphisms α:U → A and β: A → U with F2(βα) ≠ 0. By Lemma 5.1,
there are U,U ′ ∈ Ob(C) and morphisms α:U → A, β ′: A → U ′ such that F2(β ′α) ≠ 0, so that F2(β ′α) is an isomorphism.
Since the graph B(F1, F2) is a complete bipartite graph, there is V ∈ Ob(C)with [U ′]1 = [V ]1 and [U]2 = [V ]2. This implies
that there aremorphisms f : V → U ′ and g: V → U with F1(f ) ≠ 0 an isomorphism and F2(g) ≠ 0. Then h := β ′αg: V → U ′
is such that F2(h) ≠ 0. It follows that either f or h or f + h is an isomorphism. In all the three cases, we get that V ∼= U ′,
hence [U]2 = [U ′]2. Let ℓ:U ′ → U be a morphism with F2(ℓ) ≠ 0. Then the morphisms α and β = ℓβ ′: A → U are such
that F2(βα) ≠ 0. This proves our claim.
By hypothesis, there existsW ∈ Ob(C) with [U1]1 = [W ]1 and [U]2 = [W ]2. Since F1(π1εAπAε1) ≠ 0 and F2(βα) ≠ 0,
there are morphisms f1, g1 ∈ Hom(W , A) and f2, g2 ∈ Hom(A,W ) such that F1(f2f1) ≠ 0 and F2(g2g1) ≠ 0. If f2f1 is an
automorphism ofW , then A has a direct summand isomorphic toW , and we are done. Similarly, if g2g1 is an automorphism
ofW , themodule A has a direct summand isomorphic toW again. If neither f2f1 nor g2g1 are automorphisms, then f2f1+g2g1
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is an automorphism of W , hence W is isomorphic to a direct summand of A ⊕ A. By [5, Lemma 2.3], it follows that W is
isomorphic to a direct summand of A, as we wanted to prove.
Now the proof of the theorem is by induction on n. The case n = 1 is trivial because in this case A = 0 or B = 0. If
M = U1⊕ · · ·⊕Un = A⊕ B, either A or B has a direct summand isomorphic to a module U ∈ Ob(C). By symmetry, we may
assume that A = U ⊕ A′, so that U1⊕ · · ·⊕Un = U ⊕ A′⊕ B. Thus there exist fi:U → Ui and gi:Ui → U (i = 1, . . . , n) with∑n
i=1 gifi = 1U . It follows that there exist i and j with F1(gifi) ≠ 0 and F2(gjfj) ≠ 0. Thus [U]1 = [Ui]1 and [U]2 = [Uj]2. If
i = j, then U ∼= Ui by Lemma 5.3. Assume, for simplicity of notation, that i = j = 1. By the cancellation property of modules
with semilocal endomorphism ring, we get U2 ⊕ · · · ⊕ Un ∼= A′ ⊕ B, which implies by the inductive hypothesis that A′ and
B, and hence A and B, are finite direct sums of objects of C.
Now suppose i ≠ j, for simplicity of notation suppose i = 1 and j = 2, say. Since B(F1, F2) is a complete bipartite graph,
there exists V ∈ Ob(C) with [V ]1 = [U2]1 and [V ]2 = [U1]2. From [U]1 = [U1]1 and [U]2 = [U2]2 and Lemma 5.3, we get
that U1 ⊕ U2 ∼= U ⊕ V . Since
U ⊕ A′ ⊕ B ∼= U1 ⊕ U2 ⊕ · · · ⊕ Un ∼= U ⊕ V ⊕ U3 ⊕ · · · ⊕ Un,
from the cancellation property we obtain
V ⊕ U3 ⊕ · · · ⊕ Un ∼= A′ ⊕ B.
By the inductive hypothesis, this implies that A′ and B, and hence A and B, are finite direct sums of objects of C, which
completes the proof. 
The previous results can also be stated in the language of commutative monoids. Let I(add(C)) be the monoid of all
isomorphism classes of objects of add(C). Since every object of add(C) is isomorphic to a direct sum of objects of C, we can
extend the mapping ⟨U⟩ → [U]1+ [U]2 to a monoid morphism Γ : I(add(C))→ N(X1)0 ⊕N(X2)0 . By theWeak Krull–Schmidt
Theorem [13, Theorem 6.2], Γ is a well-defined injective monoid morphism. The image of Γ is the full affine submonoid of
N(X1)0 ⊕ N(X2)0 consisting of all the elements ((nx1)x1∈X1 , (mx2)x2∈X2)with
∑
x1∈X1 nx1 =
∑
x2∈X2 mx2 .
6. Examples
In this section, we give some examples of functors F of add(C) into amenable semisimple categoriesA satisfying (or not
satisfying) the hypotheses of Lemma 5.1 and Theorem 5.12, hence to which Theorem 5.12 can be applied. We begin with an
example that shows a possible alternative approach to the proof of Proposition 2.3 when the category C is small.
Example 6.1. Let C be a small full subcategory of Mod-R whose objects are indecomposable right R-modules of type 2.
Assume that the graph G(C) = (V , E) is bipartite. Let V = X∪˙Y be a bipartition and suppose that, for eachM ∈ Ob(C), PM
andQM are the distinctmaximal ideals of EndR(M), andPM ∈ X andQM ∈ Y are the ideals ofMod-R associated to PM andQM ,
respectively. By [12, Lemma 4.4], for everyM,N ∈ Ob(C),PM(N,N) is equal to PN or EndR(N), andQM(N,N) is equal to QN
or EndR(N). SetP :=M∈Ob(C) PM andQ :=M∈Ob(C)QM . Then, for anyM ∈ Ob(C),P (M,M) = PM andQ(M,M) = QM .
Set M := M∈Ob(C)M and S := EndR(M). Define the functors F1, F2:Mod-R → Mod-S by F1 := HomR(M,−)/P (M,−)
and F2 := HomR(M,−)/Q(M,−). Let M,N ∈ Ob(C). If PN(M,M) = EndR(M), then PN(M,M) = Hom(M,M). Now if
PN(M,M) = PM , then PN = PM and so PN(M,M) = PM(M,M). Therefore, for any M ∈ Ob(C), P (M,M) = PM(M,M)
is a maximal S-submodule of Hom(M,M) [12, Proposition 3.2] and hence F1(M) is a simple S-module. Similarly, F2(M) also
is a simple S-module. Now let M,N ∈ Ob(C) and f :M → N be a morphism such that (F1 × F2)(f ) is an isomorphism.
Then Hom(M,M)/PM(M,M) ∼= Hom(M,N)/PN(M,N) and Hom(M,M)/QM(M,M) ∼= Hom(M,N)/QN(M,N), and so,
similarly to the proof of [12, Lemma3.4],PM = PN andQM = QN . Therefore, by [12, Theorem4.2],M ∼= N . As F1(f ) and F2(f )
are isomorphisms, f /∈ P (M,N)∪Q(M,N) and it is easy to see that f is an isomorphism. Thus F1×F2:C → Mod-S×Mod-S
is a local functor.
Now let A be the full subcategory of Mod-S whose objects are all semisimple S-modules of finite length. Then for each
i = 1, 2, the restriction of Fi is a functor add(C) → A such that, for every R-module M ∈ Ob(C), Fi(M) is a simple object
ofA.
Example 6.2. Let P:Mod-R → SpecMod-R be the canonical functor of Mod-R into its spectral category SpecMod-R [15],
where SpecMod-R is obtained from Mod-R formally inverting all essential monomorphisms. Let U be the full additive
subcategory of Mod-R with splitting idempotents whose objects are all R-modules of finite Goldie dimension. Let A be
the amenable semisimple full subcategory of SpecMod-R whose objects are all semisimple objects of finite length. Then P
restricts to a functor U → A. For every uniform R-module U , that is, for any module U of Goldie dimension 1, P(U) is a
simple object of A. If A is an object of U, then P(A) ∼= P(E(A)) is a direct sum of m simple objects, where m is the Goldie
dimension of A. Thus P(A) = 0 implies A = 0, and P:U→ A satisfies the hypothesis of Lemma 5.1.
Example 6.3. Let F :Mod-R → (Mod-R)′ be the functor arising in the construction dual to the construction of the spectral
category [9,11]. That is, (Mod-R)′ is the category obtained from Mod-R formally inverting all superfluous epimorphisms.
Consider the product functor P × F :Mod-R → SpecMod-R × (Mod-R)′. If f :M → N is a morphism and P(f ), F(f ) are
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isomorphisms, then f is an essential monomorphism and a superfluous epimorphism [11, Lemma 6.1(1)], hence f is an
isomorphism, and so the functor P × F :Mod-R → SpecMod-R× (Mod-R)′ is local.
LetC be the full additive subcategory of Mod-Rwith splitting idempotents whose objects are all right R-modules of finite
dual Goldie dimension. Let A′ be the amenable semisimple full subcategory of (Mod-R)′ whose objects are all semisimple
objects of finite length. The restriction of F to C is a functor C → A′ such that for every couniform R-module U , that is, for
any module U of dual Goldie dimension 1, F(U) is a simple object of A′. Notice that if A is a non-zero object of C of dual
Goldie dimensionm, then there is a superfluous epimorphism of A onto the direct sum ofm couniformmodules U1, . . . ,Um,
so that F(A) ∼= F(U1 ⊕ · · · ⊕ Um) is the direct sum ofm simple objects ofA′. In particular, for every object A of C, F(A) = 0
implies A = 0. Thus F :C → A′ satisfies the hypothesis of Lemma 5.1.
Let B be the full subcategory of Mod-R whose objects are all biuniform right R-modules, so that add(B) is contained
both in the categoryU of Example 6.2 and in the category C. Therefore the restriction P × F : add(B)→ A×A′ is a local
functor. Moreover, if A⊕ B ∼= C ⊕ D and A, B, C ∈ Ob(B), then D ∈ Ob(B) and so the connected components of the graph
B(P, F) corresponding to the categoryB are complete bipartite. Thus every direct summand of a direct sum of finitely many
biuniformmodules in the same connected component is a direct sum of biuniformmodules. Příhoda [18] proved that every
direct summand of a direct sum of finitely many uniserial modules, not necessarily in the same connected component, is a
direct sum of uniserial modules.
Example 6.4. Let R be a ring and P:Mod-R → SpecMod-R be the left exact covariant functor studied in Example 6.2. Let
P (1):Mod-R → SpecMod-R be the first right derived functor of P , cf. [9, Proposition 2.2].
We will now prove that the product functor P × P (1):Mod-R → SpecMod-R × SpecMod-R is a local functor. Let A, A′
be R-modules and f : A → A′ be a morphism with P(f ) and P (1)(f ) isomorphisms. Then f can be extended to the minimal
injective resolutions, that is, we get a commutative diagram with exact rows
0 → A → E → F
↓ f ↓ f0 ↓ f1
0 → A′ → E ′ → F ′.
Now P(f ) = P(f0) and P (1)(f ) = P(f1) are isomorphisms, so that f0 and f1 are essential monomorphisms. But essential
monomorphisms between injective modules are isomorphisms. Hence f0 and f1 are isomorphisms. By the commutativity of
the diagram, f is an isomorphism too. This shows that P × P (1):Mod-R → SpecMod-R× SpecMod-R is a local functor.
LetD be the full subcategory of Mod-R whose objects are the kernels of all non-zero morphisms ϕ: L0 → L1, where L0
and L1 range in the class of all injective right R-modules, L1 is indecomposable and kerϕ is essential in L0. This simply means
that Ob(D) is the class of all right R-modules K whose minimal injective resolution 0 → K → L0 → L1 → L2 → · · · is
such that L1 is an indecomposable module. Let add(D) be the full additive subcategory of Mod-Rwith splitting idempotents
generated by Ob(D). Let A be the amenable semisimple full subcategory of SpecMod-R whose objects are all semisimple
objects of finite length like in Example 6.2. Then P (1) restricts to a functor add(D)→ A. For every module K ∈ Ob(D)with
minimal injective resolution 0 → K → L0 → L1 → L2 → · · ·, P (1)(K) ∼= P(L1) is a simple object ofA. Notice that, for any
K ∈ Ob(D) and any injective R-module Q , one has that K ⊕ Q ∈ Ob(D). Hence Q ∈ add(D), but P (1)(Q ) = 0.
LetK be the full subcategory ofMod-Rwhose objects are all non-zeromoduleswhich are kernels of non-zeromorphisms
between indecomposable injective modules. That is, Ob(K) is the class of all right R-modules K whose minimal injective
resolution 0→ K → L0 → L1 → L2 → · · · is such that L0 and L1 are indecomposable modules. Equivalently, P(K) = P(L0)
and P (1)(K) = P(L1) are simple objects of SpecMod-R. The modules in add(K) are contained both in the class U of
Example 6.2 and in the class add(D). Since P and P (1) are additive functors, hence respect direct sums, it follows that for
every A ∈ Ob(add(K)), P(A) and P (1)(A) are semisimple objects of finite length in SpecMod-R, because if 0→ A → E → F
is the minimal injective resolution of A, then E and F are direct sums of finitely many indecomposable injective modules.
Thus P × P (1) restricts to a local functor add(K)→ A×A. It is easy to check that if A⊕ B ∼= C ⊕ D and A, B, C ∈ Ob(K),
then D ∈ Ob(K) and so the connected components of the graph B(P, P (1)) corresponding to the categoryK are complete
bipartite. Hence Theorem 5.12 can be applied to the class of kernels of non-zero morphisms between indecomposable
injective modules.
Example 6.5. The category (Mod-R)′ of Example 6.3 is not abelian in general, because it can have morphisms without
kernel [9, Example 4.7]. Hence it is not possible to compute its nth left derived functors F(n):Mod-R → (Mod-R)′ [9]. Let P
be the full subcategory of Mod-R whose objects are all couniformly presented right R-modules UR, that is, the modules UR
with a projective cover πU : PR → UR such that kerπU and PR are couniform modules. (In the case in which R is a local ring,
non-projective cyclically presented R-modules are couniformly presented [1]. Conversely, the modules over a local ring
that are both couniformly presented and finitely presented are cyclically presented.) Let A′ be the amenable semisimple
full subcategory of (Mod-R)′ whose objects are semisimple objects of finite length like in Example 6.3. Define a functor
F ′:P → A′ as follows. For every object UR of P , fix a projective cover πU : PR → UR. Set F ′(UR) := F(kerπU). Every
morphism f :UR → VR in P lifts to a morphism f0 between the fixed projective covers πU : PR → UR and πV :QR → VR, so
that we have a commutative diagram
0 → kerπU ↩→ PR → UR → 0
↓ f1 ↓ f0 ↓ f
0 → kerπV ↩→ QR → VR → 0,
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where f1 is the restriction of f0 to the kernels of the projective covers. Set F ′(f ) := F(f1). Notice that if f ′0: PR → QR is
another lifting of f and f ′1 is the restriction of f
′
0 to the kernels of the projective covers, then f0 − f ′0 maps PR into kerπV ,
so that f0 − f ′0 maps the superfluous submodule kerπU of PR into a superfluous submodule of kerπV . Thus the image of
f1 − f ′1: kerπU → kerπV is superfluous, so that F(f1 − f ′1) = 0. This proves that F(f1) = F(f ′1), i.e., F ′ is a well-defined
functor. For every object UR of P , F ′(UR) = F(kerπU) is a simple object ofA′. By Lemma A.1 and Theorem A.2, the functor
F ′:P → A′ can be extended to a functor, which we still denote by F ′, of the full additive subcategory add(P ) of Mod-R
with splitting idempotents generated by P intoA′. Now we will prove that the functor F × F ′:P → A′ × A′ is local and
that it induces a local morphism between the endomorphism rings of finite direct sums of modules inP . If f is a morphism
inP (or an endomorphism of a finite direct sum of modules inP ) and (F(f ), F ′(f )) is an isomorphism inA′×A′, then both
f and f1 are superfluous epimorphisms, because F(f ) and F(f1) are isomorphisms [11, Lemma 6.1]. Hence f0 is a superfluous
epimorphism between the projective covers, that is, an isomorphism between the projective covers. By the Snake Lemma, f
also is an isomorphism, as wewanted to prove. It is known that ifM⊕N andM have projective covers then so doesN . Thus if
A⊕B ∼= C⊕D and A, B, C ∈ Ob(P ), then D ∈ Ob(P ) and so the connected components of the graph B(F , F ′) corresponding
to the categoryP are complete bipartite. Hence Theorem 5.12 can be applied to the class of couniformly presentedmodules.
Let S1, S2 be two simple non-isomorphic modules over an arbitrary ring R. In Example 2.4, we have considered the
categoryC of all indecomposable artinianR-moduleswith socle isomorphic to S1⊕S2. There are two functors Fi that associate
to every object A of C the trace of Si in A. For the ring R in that example, the product functor F1 × F2:C → A × A is not
local. For another example, consider the ring R constructed in Example 3.1. Here the category C consists of nine finitely
generated indecomposable projective R-modules Pi,j (i = 1, 2, 3, j = 4, 5, 6) say, R has six non-isomorphic simplemodules
Si (i = 1, 2, 3, 4, 5, 6), Pi,j/Pi,jJ(R) ∼= Si ⊕ Sj, the corresponding graph G(C) is the complete bipartite graph K3,3, and there
are functors F1, F2 that associate to everymodule P inC the factormodule of P modulo the reject of S1⊕S2⊕S3, S4⊕S5⊕S6
respectively, but P1,4 ⊕ P2,5 ⊕ P3,6 has a direct-sum decomposition into two indecomposable modules of type 3.
Appendix
The content of this appendix can probably be considered folklore, but it is necessary for the previous discussion. We
have not been able to find it in the literature. Let us begin by fixing the notation throughout.
LetS be an additive category andC be a full subcategory ofS.Wedenote byC ′ the additive full subcategory ofS generated
by C and closed under isomorphisms, that is, the subcategory defined as follows. An object A of S belongs to C ′ if and only
if there exist a non-negative integer n, objects U1, . . . ,Un ∈ Ob(C) and morphisms πi: A → Ui, εi:Ui → A in S for
i = 1, . . . , n such that (A, πi, εi) is a biproduct of U1, . . . ,Un in S. (That is, for every i, j = 1, . . . , n, πiεi = 1Ui , πiεj = 0 if
i ≠ j and∑ni=1 εiπi = 1A.) The subcategory C ′ of S is clearly additive.
For every object A ofC ′, fix a biproduct representation (A, πi, εi) for some non-negative integer nA, objectsUA1 , . . . ,UAnA ∈
Ob(C) and morphisms πi: A → UAi , εi:UAi → A, i = 1, . . . , nA. For every A ∈ Ob(C), let (A, 1A, 1A) be the fixed biproduct
representation of A.
Lemma A.1. Let S andA be additive categories,C be a full subcategory of S and F :C → A an additive functor. Then there exists
an additive functor F ′:C ′ → A that extends F . Such extension F ′ is unique up to natural isomorphisms.
Proof. The functor F ′ is defined as follows. For every A ∈ Ob(C ′), let (A, πi, εi) be the fixed biproduct representation of A,
with UA1 , . . . ,U
A
nA ∈ Ob(C), πi: A → UAi and εi:UAi → A. Fix a biproduct (A′, π ′i , ε′i) inA of the objects F(UA1 ), . . . , F(UAnA) ∈
Ob(A). In the case nA = 1, assume that the fixed biproduct is (F(A), 1F(A), 1F(A)). (The axiom of choice for classes is used
repetitively in this Appendix.) Observe that if A ∈ Ob(C), then (A′, π ′i , ε′i) = (F(A), 1F(A), 1F(A)), that is, A′ = F(A). Now
define F ′:C ′ → A as follows. For any A ∈ Ob(C ′), set F ′(A) := A′. Any morphism f : A → B in C ′ induces morphisms
fj,i := πjf εi:UAi → UBj in C for every i = 1, . . . , nA and j = 1, . . . , nB. The morphisms F(fj,i): F(UAi ) → F(UBj ) define a
unique morphism f ′: A′ = F ′(A)→ B′ = F ′(B). Set F ′(f ) := f ′.
If we had fixed another biproduct representation (A, π ′j , ε
′
j) of A with V
A
1 , . . . , V
A
mA ∈ Ob(C) and morphisms π ′j : A →
V Aj , ε
′
j : V
A
j → A for every j = 1, . . . ,mA, then we would have the morphisms ϕj,i := π ′j εi:UAi → V Aj and ϕ′i,j := πiε′j : V Aj →
UAi for i = 1, . . . , nA, j = 1, . . . ,mA. Notice that ϕj,i and ϕ′i,j are morphisms in C. Moreover, in the category C ′, the two
morphisms (ϕj,i):
nA
i=1 U
A
i →
mA
j=1 V
A
j and (ϕ
′
i,j):
mA
j=1 V
A
j →
nA
i=1 U
A
i are mutually inverse isomorphisms. Thus we have
the equalities
∑mA
j=1 ϕ
′
i,jϕj,k = δi,k:UAk → UAi for every i, k = 1, . . . , nA and
∑nA
i=1 ϕℓ,iϕ
′
i,j = δℓ,j: V Aj → V Aℓ for every j, ℓ =
1, . . . ,mA. These are equalities inC, so thatwe have the corresponding equalities
∑mA
j=1 F(ϕ
′
i,j)F(ϕj,k) = δi,k: F(UAk )→ F(UAi )
for every i, k = 1, . . . , nA and∑nAi=1 F(ϕℓ,i)F(ϕ′i,j) = δℓ,j: F(V Aj )→ F(V Aℓ ) for every j, ℓ = 1, . . . ,mA in the categoryA. The
two morphisms
(F(ϕj,i)):
nA
i=1
F(UAi )→
mA
j=1
F(V Aj ) and (F(ϕ
′
i,j)):
mA
j=1
F(V Aj )→
nA
i=1
F(UAi )
are mutually inverse morphisms. Therefore different choices for the biproduct representations of the objects of C ′ lead to
isomorphic objects inA.
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In order to show that the extension F ′ is unique up to natural isomorphisms, let F ′0:C ′ → A be another additive functor
that extends F . For any object A of C ′, A is a biproduct of the objects UA1 , . . . ,UAnA of C, so that F
′
0(A) is a biproduct of the
objects F ′0(U
A
1 ) = F(UA1 ), . . . , F ′0(UAnA) = F(UAnA) ofA. Thus there is a natural isomorphism TA: F ′(A)→ F ′0(A). 
Now let S be an additive category with splitting idempotents and C be a full subcategory of S. Let add(C) denote the full
additive subcategory of S with splitting idempotents generated by Ob(C), that is, the full subcategory of S whose objects
are all objects A of S for which there exist an object D of C ′ and morphisms f : A → D and g:D → A with gf = 1A. Notice
that, under these hypotheses, e := fg is necessarily an idempotent endomorphism of D. For every object A of add(C), fix
an object DA of C ′ and morphisms fA: A → DA and gA:DA → A with gAfA = 1A. In the case in which A is an object of C ′, let
DA = A be the fixed object and fA = gA = 1A be the fixed morphisms.
Theorem A.2. Let S and A be additive categories with splitting idempotents, C be a full subcategory of S and F :C → A an
additive functor. Then there exists an additive functor F ′′: add(C)→ A that extends F . Such extension F ′′ is unique up to natural
isomorphisms.
Proof. By Lemma A.1, F extends to F ′:C ′ → A. Let F ′′ be the functor defined as follows. If A is an object of add(C), we have
already fixed an object DA of C ′ and morphisms fA: A → DA and gA:DA → A with gAfA = 1A. Then fAgA is an idempotent
endomorphism of DA in C ′, so that F ′(fAgA) is an idempotent endomorphism of F ′(DA) inA. As idempotents split inA, there
exist an object A′ ∈ Ob(A) and morphisms hA: A′ → F ′(DA) and ℓA: F ′(DA)→ A′ with F ′(fAgA) = hAℓA and ℓAhA = 1A′ . For
every object A of add(C), fix such an object A′ and the two morphisms hA and ℓA. In the case in which A is an object of C ′, let
A′ = F ′(A) be the fixed object and hA = ℓA = 1F ′(A) be the fixedmorphisms. Now for any object A of add(C), set F ′′(A) := A′.
If ϕ: A → B is a morphism in add(C), set F ′′(ϕ) := ℓBF ′(fBϕgA)hA.
Notice that if, for any object A of add(C), we had fixed another object D′A of C ′ and morphisms f
′
A: A → D′A, g ′A:D′A → A
with g ′Af
′
A = 1A, then f ′Ag ′A is an idempotent endomorphism of D′A in C ′, so that F ′(f ′Ag ′A) is an idempotent endomorphism of
F ′(D′A) inA. As idempotents split inA, there exist an object A′′ ∈ Ob(A) and morphisms h′A: A′′ → F ′(D′A) and ℓ′A: F ′(D′A)→
A′′ such that F ′(f ′Ag
′
A) = h′Aℓ′A and ℓ′Ah′A = 1A′′ . Consider α := ℓ′AF ′(f ′AgA)hA: A′ → A′′ and β := ℓAF ′(fAg ′A)h′A: A′′ → A′, which
are morphisms inA. We have
αβ = ℓ′AF ′(f ′AgA)hAℓAF ′(fAg ′A)h′A = ℓ′AF ′(f ′AgA)F ′(fAgA)F ′(fAg ′A)h′A
= ℓ′AF ′(f ′AgAfAgAfAg ′A)h′A = ℓ′AF ′(f ′Ag ′A)h′A = ℓ′Ah′Aℓ′Ah′A = 1A′′ .
Similarly βα = 1A′ . Therefore, different choices of DA for the object A in add(C) lead to isomorphic objects inA.
In order to show that the extension F ′′ is unique up to natural isomorphisms, let F ′′0 : add(C)→ A be another extension
of F . For any object A of add(C), from the identities gAfA = 1A, F ′′0 (gA)F ′′0 (fA) = 1F ′′0 (A) and F ′′(DA) ∼= F ′′0 (DA), we get that there
is a natural isomorphism TA: F ′′(A)→ F ′′0 (A). 
For a ring R, let proj-R be the full subcategory ofMod-Rwhose objects are all finitely generated projective rightR-modules.
Corollary A.3. Let R be a ring, A an additive category with splitting idempotents and A an object of A. Every ring morphism
R → EndA(A) can be extended to a functor proj-R → A in a unique way up to natural isomorphisms of functors.
Notice that we have supposed that the category C is a full subcategory of the additive category S with splitting
idempotents, but this is not necessary. We can start from any preadditive category C, construct the ‘‘free additive category’’
Add(C) as in [16, Exercise 6(a), page 198], then construct the idempotent completion Add(C) of Add(C). The idempotent
completion of any additive category B is the additive category B in which idempotents split, uniquely determined up to
a categorical equivalence by the following universal property: for every functor G:B → A of B into an additive category
A in which idempotents split, there exists a unique functor H: B → A such that G = HF , where F :B → B. To prove
the existence of the idempotent completion of B, take as objects of B the pairs (B, e), where B is an object of B and e is
an idempotent of EndB(B), and as morphisms (B, e) → (B′, e′) the morphisms ϕ: B → B′ in B such that e′ϕe = ϕ. Thus
HomB((B, e), (B′, e′)) is a subgroup of HomB(B, B′). Define the embedding functor F :B → B by F(B) := (B, 1B) for every
object B ofB. The embedding functor F is full and faithful. Cf. [8, Section 7].
In the particular case in which the category C is a full subcategory of the additive category S with splitting idempotents,
then the full subcategory add(C) of S and the additive category Add(C) are equivalent categories.
We can also view the constructions in this section more formally using the language of adjoint functors, as follows. Let
Ab-cat be the category of all (small) preadditive categories [16, p. 29]. The morphisms in Ab-cat are the additive functors.
Consider the full subcategory Split-cat of Ab-cat whose objects are all additive categories with splitting idempotents. The
inclusion Split-cat ↩→ Ab-cat has a left adjoint add:Ab-cat→ Split-cat, which associates to every preadditive category
C the additive category with splitting idempotents add(C). Thus we have the natural isomorphism Funct(add(C),A) ∼=
Funct(C,A) for every preadditive category C and every additive category with splitting idempotents A. In other words,
Split-cat is a reflective subcategory of Ab-cat [16, p. 91].
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