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Abstract
We use the Perron method to construct and study solutions of the Dirichlet problem for p-
harmonic functions in proper metric measure spaces endowed with a doubling Borel measure
supporting a weak ð1; qÞ-Poincare´ inequality (for some 1pqop). The upper and lower Perron
solutions are constructed for functions deﬁned on the boundary of a bounded domain and it is
shown that these solutions are p-harmonic in the domain. It is also shown that Newtonian
(Sobolev) functions and continuous functions are resolutive, i.e. that their upper and lower
Perron solutions coincide, and that their Perron solutions are invariant under perturbations of
the function on a set of capacity zero. We further study the problem of resolutivity and
invariance under perturbations for semicontinuous functions. We also characterize removable
sets for bounded p-(super)harmonic functions.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The potential theoretic construction of a solution to the Dirichlet problem for the
Laplace operator using the Perron method was introduced by Perron [33] in 1923. It
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has been studied extensively in Euclidean domains; see for example Brelot [6,7],
Kilpela¨inen [17], Lindqvist–Martio [28], Lukesˇ et al. [29], Heinonen et al. [12], Bauer
[2], and the references therein. The advantage of the Perron method lies in the fact
that it allows us to construct a reasonable solution to the Dirichlet problem for
boundary data which are not necessarily continuous. The study of Perron solutions
has been extended to degenerate elliptic operators in Euclidean domains in
[12,17,28], and Granlund et al. [10]. Recent development in the study of Perron
solutions has been in the direction of applying the method to subelliptic operators,
see Markina–Vodop’yanov [31,32].
The purpose of this paper is twofold: We present some results that are new, as far
as we know, in the nonlinear case (pa2) for Rn; nX2 (see below). Secondly, and
perhaps more importantly, we extend the Perron method to the setting of proper
metric spaces endowed with a doubling measure supporting a weak Poincare´-type
inequality, thus unifying the theory developed in the Euclidean setting and the theory
developed in Markina–Vodop’yanov [31,32] for Ho¨rmander vector ﬁelds (leading to
the study of Carnot groups), as well as extending the theory to the more general
setting of Riemannian and certain sub-Riemannian manifolds such as the Carnot–
Carathe´odory spaces and the spaces of Bourdon–Pajot [5] and Laakso [26]. It must
be noted that even in the setting of Carnot groups, our results apply to a wider class
of problems than those studied in [31,32], since the minimization problem considered
in this paper can be based both on the horizontal gradients of functions as in [31,32],
and on the length metric given by the Carnot–Carathe´odory construction.
Lukesˇ et al. [29] developed an axiomatic potential theory in which two of the
axioms assumed are the axioms of sheaf and base (see [29, p. 328]). In the general
metric measure spaces considered here, it is an open question if these axioms hold.
Indeed, energy minimizers may not satisfy the following sheaf property: if u is a
minimizer in the balls B1 and B2; then u is a minimizer in B1,B2; cf. the discussion in
Section V.1 in Ladyzhenskaya–Uraltseva [27] (at the same time, for solutions of an
Euler–Lagrange equation the sheaf axiom of [29] holds). Moreover, the base axiom
stating that the topology of the metric space admits a base consisting solely of
regular domains might fail in our setting. It holds in Euclidean spaces and on
Riemannian manifolds (because balls are regular) and is strongly used in the study of
Perron solutions in Kilpela¨inen [17], Lindqvist–Martio [28] and Heinonen et al. [12].
However, it is not known whether the base axiom holds on the Heisenberg group
and more general Carnot groups or not. Thus, our proofs of some classical results
for Perron solutions (e.g. in Section 4) are necessarily different from the proofs given
in the above references.
Kurki [25] used the obstacle problem to prove that if K is a compact set and E a
set of zero capacity, then the p-harmonic measure oðK,EÞ ¼ oðKÞ (see Section 7).
His work inspired our work and many results herein are generalizations of his result.
Some of the results presented in this paper are, as far as we know, new even in
Euclidean spaces, although some of these may be folklore in the mathematical
community. In particular, it is shown that quasicontinuous representatives of the
classical Sobolev functions are resolutive (Corollary 5.2). Our results on resolutivity
properties of semicontinuous functions (Section 7), on uniqueness of p-harmonic
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extensions of continuous boundary data (Corollary 6.2) and on invariance under
perturbations on a set of zero capacity (Theorems 5.1, 6.1 and Proposition 7.3) also
seem new for degenerate elliptic operators in the Euclidean setting.
The paper is organized as follows. In the next section, some basic deﬁnitions
relating to Sobolev-type spaces on metric spaces are reviewed, and in Section 3 the
upper and lower Perron solutions are constructed for general boundary data on
bounded domains in the metric measure space. In Section 4, it is shown that Perron
solutions are p-harmonic. In subsequent sections, the question of resolutivity is
studied, i.e. whether the upper and lower Perron solutions coincide. It is shown that
continuous as well as certain Sobolev-type functions are resolutive, see Sections 5
and 6. Resolutivity of semicontinuous functions is studied in Section 7, in particular
it is shown that bounded semicontinuous functions are resolutive on regular
domains. Section 8 deals with the removability of small sets for bounded p-
(super)harmonic functions. Resolutivity of L1-functions in the linear case (p ¼ 2) is
studied in Section 9, and in the last section, some open problems related to the
Perron solutions are stated.
2. Notation and preliminaries
We assume throughout the paper that X ¼ ðX ; d; mÞ is a proper (i.e. closed
bounded sets are compact) pathconnected metric space endowed with a metric d and
a positive Borel regular measure m which is ﬁnite on bounded sets, positive on
nonempty open sets, and is doubling, i.e. there exists a constant C40 such that for all
balls B ¼ Bðx0; rÞ :¼ fxAX : dðx; x0Þorg in X ;
mð2BÞpCmðBÞ;
where lB ¼ Bðx0; lrÞ: Moreover, we ﬁx p with 1opoN and suppose that X
supports a weak ð1; qÞ-Poincare´ inequality for some qA½1; pÞ (see Deﬁnition 2.1).
A Borel function g on X is an upper gradient of an extended real-valued function f
on X if for all rectiﬁable paths g : ½0; lg-X parameterized by the arc length ds;
j f ðgð0ÞÞ 
 f ðgðlgÞÞjp
Z
g
g ds
whenever both f ðgð0ÞÞ and f ðgðlgÞÞ are ﬁnite, and
R
g g ds ¼N otherwise. If the above
condition fails only for a curve family with zero p-modulus (see [34, Deﬁnition 2.1]),
then g is a p-weak upper gradient of u: It is known that the Lp-closed convex hull of
the set of all upper gradients of u that are in LpðXÞ is precisely the set of all p-weak
upper gradients of u in LpðX Þ; see Lemma 2.4 in Koskela–MacManus [24].
Deﬁnition 2.1. We say that X supports a weak ð1; qÞ-Poincare´ inequality if there exist
constants C40 and lX1 such that for all balls BCX ; all measurable functions f on
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X and all upper gradients g of f ;
_ Bj f 
 fBj dmpCr _ lBgq dm
 1=q
;
where r is the radius of B and
fB :¼ _B f dm :¼ 1mðBÞ
Z
B
f dm:
By Ho¨lder’s inequality, it is easy to see that if X supports a weak ð1; qÞ-Poincare´
inequality, then it supports a weak ð1; sÞ-Poincare´ inequality for every s4q: In the
above deﬁnition of Poincare´ inequality we can equivalently assume that g is a p-weak
upper gradient—see the comments above.
Following Shanmugalingam [34], we deﬁne a version of Sobolev spaces on the
metric space X :
Deﬁnition 2.2. Whenever uALpðX Þ; let
jjujjN1;pðXÞ ¼
Z
X
jujp dm
 1=p
þ inf
g
Z
X
gp dm
 1=p
;
where the inﬁmum is taken over all upper gradients of u: The Newtonian space on X
is the quotient space
N1;pðXÞ ¼ fu : jjujjN1;pðX ÞoNg=B;
where uBv if and only if jju 
 vjjN1;pðX Þ ¼ 0:
The space N1;pðXÞ is a Banach space and a lattice, see Shanmugalingam [34]. Note
that all representatives of an equivalence class coincide p-quasieverywhere (see below
for the deﬁnition) and are p-quasicontinuous, see [34]. This means that in the
Euclidean setting, N1;pðX Þ is the reﬁned Sobolev space as deﬁned on p. 96 of
Heinonen et al. [12].
Cheeger [8] gives an alternative deﬁnition of Sobolev spaces which leads to the
same space, see Theorem 4.10 in [34]. Cheeger’s deﬁnition yields a notion of partial
derivatives in the following theorem ([8, Theorem 4.38]).
Theorem 2.3. Let X be a metric measure space equipped with a positive doubling Borel
regular measure m: Assume that X admits a weak ð1; pÞ-Poincare´ inequality for some
1opoN:
Then there exists a countable collection ðUa; X aÞ of measurable sets Ua and Lipschitz
‘‘coordinate’’ functions X a ¼ ðX a1 ;y; X akðaÞÞ : X-RkðaÞ such that mðX \
S
a UaÞ ¼ 0
and for all a; the following hold.
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The functions X a1 ;y; X
a
kðaÞ are linearly independent on Ua and 1pkðaÞpN; where N
is a constant depending only on the doubling constant of m and the constants from the
Poincare´ inequality. If f : X-R is Lipschitz, then there exist unique measurable
bounded vector-valued functions daf : Ua-R
kðaÞ such that for m-a.e. x0AUa; the
following Taylor theorem holds:
lim
r-0þ
sup
xABðx0;rÞ
j f ðxÞ 
 f ðx0Þ 
/daf ðx0Þ; X aðxÞ 
 X aðx0ÞSj
r
¼ 0:
The functions daf ðx0Þ clearly depend on the ‘‘basis’’ X a: Following the discussion
on p. 460 in Cheeger [8], we introduce a norm j  j1;x0 of daf ðx0Þ such that
jdaf ðx0Þj1;x0 ¼ gf ðx0Þ :¼ infg lim supr-0þ _ Bðx;rÞg dm;
where gf is the minimal p-weak upper gradient of f (see [35, Corollary 3.7]; [4,
Lemma 2.3]) and the inﬁmum is taken over all upper gradients g of f : Then one can
ﬁnd an inner product norm j  jx0 ; which is C-quasiisometric to j  j1;x0 ; where the
constant C only depends on kðaÞ; see p. 460 in [8].
We can assume that the sets Ua are pairwise disjoint and extend d
af by zero
outside Ua: Regard d
af ðxÞ as vectors in RN and let Df ¼Pa daf : The differential
mapping D : f/Df is linear and it follows from the discussion above that there is a
constant C40; depending only on N; such that for all Lipschitz functions f and m-
a.e. xAX ;
1
C
jDf ðxÞjpgf ðxÞpCjDf ðxÞj: ð2:1Þ
Here and throughout this paper, by jDf ðxÞj we mean jdaf ðxÞjx whenever xAUa:
Note that Df is bounded with respect to this inner product norm, since gf is bounded
for Lipschitz functions f :
By Proposition 2.2 in [8], Df ¼ 0 m-a.e. on every set where f is constant. By
Theorem 4.47 in [8] or Theorem 4.1 in [34], the Newtonian space N1;pðXÞ is equal to
the closure in the N1;pðXÞ-norm of the collection of Lipschitz functions on X with
ﬁnite N1;pðX Þ-norm. By Theorem 10 in Franchi et al. [9], there exists a unique
‘‘gradient’’ Du satisfying (2.1) for every uAN1;pðXÞ: Moreover, if fujgNj¼1 is a
sequence in N1;pðX Þ; then uj-u in N1;pðXÞ if and only if uj-u in LpðX Þ and
Duj-Du in L
pðX ;RNÞ as j-N:
Deﬁnition 2.4. The p-capacity of a Borel set ECX is the number
CpðEÞ ¼ inf jjujjpN1;pðXÞ;
where the inﬁmum is taken over all uAN1;pðXÞ such that u ¼ 1 on E:
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Remark 2.5. For equivalent deﬁnitions of the p-capacity we refer to Kilpela¨inen et al.
[18] and Kinnunen–Martio [20], where it is also proven that the p-capacity is a
Choquet capacity. By Theorem 1.1 in Kallunki–Shanmugalingam [16] and
Proposition 4.4 in Haj"asz–Koskela [11], for compact sets E it is sufﬁcient to
consider only compactly supported Lipschitz functions u in the deﬁnition of p-
capacity.
We say that a property regarding points in X holds p-quasieverywhere
(abbreviated p-q.e.) if the set of points for which the property does not hold has
p-capacity zero. The p-capacity is the correct gauge for distinguishing between two
Newtonian functions. In particular, Corollary 3.3 in Shanmugalingam [34] shows
that if u; vAN1;pðX Þ and u ¼ v m-a.e., then u ¼ v p-q.e. and jju 
 vjjN1;pðX Þ ¼ 0:
Moreover, if we redeﬁne a function uAN1;pðXÞ on a set of p-capacity zero, then the
new function remains a representative of the same equivalence class in N1;pðX Þ:
To be able to compare the boundary values of Newtonian functions we need a
Newtonian space with zero boundary values. Let OCX be an open set and let
N
1;p
0 ðOÞ ¼ fuAN1;pðX Þ : u ¼ 0 p-q:e: on X \Og:
Corollary 3.9 in Shanmugalingam [34] implies that N
1;p
0 ðOÞ equipped with the
N1;pðX Þ-norm is a closed subspace of N1;pðXÞ: Note also that if CpðX \OÞ ¼ 0; then
N
1;p
0 ðOÞ ¼ N1;pðXÞ: By Theorem 4.8 in Shanmugalingam [35], the space LipcðOÞ of
Lipschitz functions with compact support in O is dense in N1;p0 ðOÞ:
In the rest of this paper, unless otherwise stated, OCX will always denote a
bounded domain (i.e. a nonempty open pathconnected set) in X such that
CpðX \OÞ40:
By a continuous function we always mean a real-valued continuous function,
whereas a semicontinuous function is allowed to be extended real-valued, i.e. to take
values in the extended real line %R :¼ ½
N;N:
3. Perron solutions and p-(super)harmonic functions
Deﬁnition 3.1. Let O be an arbitrary domain in X : We say that fAN1;ploc ðOÞ if for
every ZALipcðOÞ we have ZfAN1;pðX Þ: Furthermore, we say that fj-f in N1;ploc ðOÞ; as
j-N; if for every ZALipcðOÞ; Z fj-Z f in N1;pðX Þ as j-N:
Deﬁnition 3.2. Let O be an arbitrary domain in X : A function u is p-harmonic in O if
it is continuous, belongs to N
1;p
loc ðOÞ; and satisﬁesZ
supp j
gpu dmp
Z
supp j
g
p
uþj dm for all jALipcðOÞ: ð3:1Þ
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A function uAN1;ploc ðOÞ is Cheeger p-harmonic in O if it is continuous andZ
supp j
jDujp dmp
Z
supp j
jDðu þ jÞjp dm for all jALipcðOÞ: ð3:2Þ
In the above deﬁnition, inequality (3.2) can be replaced by the following equation
to yield an equivalent deﬁnition of Cheeger p-harmonicity:Z
O
jDujp
2Du  Dj dm ¼ 0 for all jALipcðOÞ; ð3:3Þ
where the inner product is coming from the inner product norm, j  jx; see the
comments after Theorem 2.3.
It should be noted that in some of the literature Cheeger p-harmonic functions are
also called p-harmonic functions. However, in the Euclidean setting, with the
Euclidean gradient playing the role of Cheeger derivative, the two deﬁnitions
coincide since jruj ¼ jDuj ¼ gu in this case. All the results given in this paper for p-
harmonic functions hold also for Cheeger p-harmonic functions, with easy
modiﬁcations of the proofs, essentially just replacing gu by jDuj: The results and
proofs given in this paper also hold forA-harmonic functions as deﬁned on p. 57 of
Heinonen et al. [12], assuming that A satisﬁes the degenerate ellipticity conditions
(3.3)–(3.7) on p. 56 of [12]. In Section 9, we give some results that we have only been
able to obtain for Cheeger two-harmonic functions. They hold for A-harmonic
functions as well if A is linear in the second variable and p ¼ 2:
Note that a p-harmonic function on O is a p-quasiminimizer in every subdomain
O0!O in the sense of Kinnunen–Shanmugalingam [22]. Hence, the results of [22]
apply to p-harmonic functions. Let us mention some of them. By Proposition 3.8 and
Corollary 5.5 in [22], a function uAN1;ploc ðOÞ satisfying (3.1) can be modiﬁed on a set
of p-capacity zero so that it becomes locally Ho¨lder continuous in O: By a p-
harmonic function we always mean this continuous representative of u: By Corollary
6.4 in [22], p-harmonic functions satisfy the strong maximum principle: If u attains its
minimum or maximum in O; then it is constant. Nonnegative p-harmonic functions
satisfy the Harnack inequality supK upCK infK u for all compact KCO; by
Corollary 7.7 in [22] together with a covering argument.
The sum of two p-harmonic functions is, in general, not a p-harmonic function
(the sum of two Cheeger two-harmonic functions is however always a Cheeger two-
harmonic function); nevertheless, if u is p-harmonic and a; bAR; then au þ b is also
p-harmonic.
Deﬁnition 3.3. By the p-harmonic extension of fAN1;pðXÞ to a bounded domain V
with CpðX \VÞ40 we mean the function HV fAN1;pðXÞ which is p-harmonic in V and
satisﬁes HV f ¼ f in X \V :
When V ¼ O we usually suppress the index and merely write Hf :
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By saying that Hf is p-harmonic in O we mean that there is a representative in the
equivalence class which is p-harmonic, and hence continuous, in O: When we refer to
Hf in O we always refer to this continuous representative. In some proofs, it is
advantageous to have Hf deﬁned in all of X ; in these cases when referring to Hf we
always refer to the representative that is continuous in O and equals f outside of O:
The existence and uniqueness of p-harmonic functions with prescribed Newtonian
boundary data is proved in Theorem 5.6 in Shanmugalingam [35], see also Cheeger
[8] and Heinonen et al. [12]. Note that for the coercivity of the p-energy functional
u/
R
O g
p
u dm it is necessary and sufﬁcient that CpðX \OÞ be positive, see Bjo¨rn [4], i.e.
under our standing assumption CpðX \OÞ40; the function Hf in Deﬁnition 3.3 exists
uniquely.
The comparison principle for p-harmonic extensions of functions from N1;pðXÞ
says that Hf1pHf2 in O whenever f1pf2 p-q.e. on @O; see Theorem 6.4 in
Shanmugalingam [35]. Note that for the validity of the comparison principle in our
setting it is essential that O is bounded, CpðX \OÞ40 and X is proper. The
comparison principle may fail if any of these assumptions is omitted.
Following Bjo¨rn et al. [3] we consider the deﬁnition below (the operator called H
here was called Hp in [3]).
Deﬁnition 3.4. Given jACð@OÞ; the space of real-valued continuous functions on
@O; deﬁne Hj :O-R by
HjðxÞ ¼ sup
Lipð@OÞ{cpj
HcðxÞ; xAO:
Here we abuse notation since if jAN1;pðXÞ; then Hj has already been deﬁned by
Deﬁnition 3.3. However, since continuous functions can be uniformly approximated
by Lipschitz functions, the comparison principle shows that the two deﬁnitions of
Hj coincide in this case.
The function Hj is called the p-harmonic extension of j to O:
The comparison principle extends immediately to p-harmonic extensions of
functions in Cð@OÞ in the sense that if j;cACð@OÞ such that jXc; then HjXHc
in O: Recall also the following lemma, Lemma 3.7 in [3].
Lemma 3.5. Let jACð@OÞ: Then Hj is a p-harmonic function in O and
HjðxÞ ¼ inf
Lipð@OÞ{cXj
HcðxÞ ¼ lim
j-N
HjjðxÞ; xAO;
for every sequence fjjgNj¼1 of functions in Lipð@OÞ converging uniformly to j:
Deﬁnition 3.6. A point xA@O is p-regular if
lim
O{y-x
HjðyÞ ¼ jðxÞ for all jACð@OÞ:
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If xA@O is not p-regular, then we call it p-irregular. If every xA@O is p-regular, then
the domain O is p-regular.
We will demonstrate that Hj can be replaced by the Perron solution Pj; see
Theorem 6.1. The following result was proved in Bjo¨rn et al. [3, Theorem 3.9].
Theorem 3.7 (The Kellogg property). The set of all p-irregular points on @O has
p-capacity zero.
Let us also recall the following convergence theorems from Shanmugalingam [36,
Theorem 1.1 and Proposition 5.1].
Proposition 3.8. Assume that f fjgNj¼1 is a monotone sequence and that fj-f in
N1;pðX Þ: Then a subsequence Hfj-Hf both locally uniformly in O and weakly in
N1;pðX Þ:
Proposition 3.9. Let fujgNj¼1 be a sequence of nonnegative p-harmonic functions on O:
If there is some xAO and a constant C such that ujðxÞpC for all j, then some
subsequence of fujgNj¼1 converges locally uniformly to a p-harmonic function on O:
We follow Kinnunen–Martio [21, Section 7] in considering the following deﬁnition.
Deﬁnition 3.10. A function u : O-ð
N;N is p-superharmonic in O if
(a) u is lower semicontinuous;
(b) u is not identicallyN in O;
(c) for every domain O0!O and all functions vACð %O0Þ-N1;pðO0Þ; we have HO0vpu
in O0 whenever vpu on @O0:
A function u : O-½
N;NÞ is p-subharmonic if 
u is p-superharmonic.
(Condition (c) can equivalently be required to hold for all vALipcðX Þ:)
If u and v are p-superharmonic, aX0 and bAR; then au þ b and minfu; vg are p-
superharmonic, but in general u þ v is not p-superharmonic. Moreover a p-
superharmonic function u is lower semicontinuously regularized, i.e. uðxÞ ¼
ess lim infy-x uðyÞ; see Kinnunen–Martio [21, Theorem 7.14].
Our principal source for the theory of p-superharmonic functions is [21]. For
readers interested only in the (weighted) Euclidean case, all the necessary results
from [21] can be found in Heinonen et al. [12, Chapters 3 and 7].
Following [12, Chapter 9], we deﬁne Perron solutions as follows.
Deﬁnition 3.11. Given a function f : @O- %R; let Uf be the set of all p-
superharmonic functions u on O bounded below such that
lim inf
O{y-x
uðyÞXf ðxÞ for all xA@O:
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Deﬁne the upper Perron solution of f by
%Pf ðxÞ ¼ inf
uAUf
uðxÞ; xAO:
Similarly, let Lf be the set of all p-subharmonic functions u on O bounded above
such that
lim sup
O{y-x
uðyÞpf ðxÞ for all xA@O;
and deﬁne the lower Perron solution of f by
%
Pf ðxÞ ¼ sup
uALf
uðxÞ; xAO:
If %Pf ¼
%
Pf ; then we let Pf :¼ %Pf ; and f is said to be resolutive.
The following comparison principle shows that
%
Pfp %Pf for all functions f :
Theorem 3.12 (Kinnunen–Martio [21, Theorem 7.2]). Assume that u is p-super-
harmonic and that v is p-subharmonic in O: If
lim sup
O{y-x
vðyÞp lim inf
O{y-x
uðyÞ for all xA@O;
and if both sides are not simultaneously N or 
N; then vpu in O:
4. Harmonicity of Perron solutions
Theorem 4.1. For every function f : @O- %R; the upper Perron solution %Pf is p-
harmonic in O or is identically 7N:
In the Euclidean setting, the proofs of the above proposition used the base axiom
(see the Introduction); we have no such property in the general setting of metric
measure spaces. Therefore, the proof given below differs from the classical proof.
In order to prove this theorem, we need a Poisson modification for nonregular
domains. See Heinonen et al. [12, Lemma 7.14], for an analogue of Lemma 4.2 for
regular domains.
Lemma 4.2. Let O0!O be a subdomain and u be a p-superharmonic function in O
locally bounded from above. Let
u0ðxÞ ¼
uðxÞ; if xAO\ %O0;
HO0uðxÞ; if xAO0;
min uðxÞ; lim inf
O0{y-x
HO0uðyÞ
 
; if xA@O0:
8>><
>>:
Then u0 is p-superharmonic in O and u0pu in O:
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By Corollary 7.8 of Kinnunen–Martio [21] we see that as u is locally bounded
above in O; uAN1;ploc ðOÞ: By HO0u we mean the p-harmonic extension of uAN1;ploc ðOÞ to
O0; which is deﬁned as the p-harmonic extension of any function u˜AN1;pðXÞ such
that u˜ ¼ u in a neighbourhood of %O0: Note that in O0; the p-harmonic extension is
independent of the choice of u˜:
Proof of Lemma 4.2. Let
u00ðxÞ ¼ uðxÞ; if xAO\O
0;
HO0uðxÞ; if xAO0:

Note that u0 is the lower semicontinuous regularization of u00: Since u is p-
superharmonic, it follows from Lemma 3.4 in [21] that HO0upu m-a.e. in O0: Since u
is lower semicontinuously regularized and HO0u is continuous, it follows that
HO0upu in O0: Thus, u0pu00pu in O and the last part is proved.
It remains to prove that u0 is p-superharmonic in O: Parts (a) and (b) of Deﬁnition
3.10 are clear. Let V !O be a domain and vACð %VÞ-N1;pðVÞ such that vpu0 on @V :
We need to show that HV vpu0 in V : Since vpu on @V ; the comparison principle
yields that HV vpHV upu in V (where the latter inequality is proved in the same way
as the inequality HO0upu above). This yields HV vpu ¼ u00 in V \O0: In particular,
HV vpu00 on @V 0\O0; where V 0 ¼ V-O0: On @V 0-O0C@V we have HV v ¼ vpu0 ¼
u00: The comparison principle shows that
HV v ¼ HV 0 ðHV vÞpHV 0u00 ¼ u00 in V 0:
Thus, HV vpu00 in V : Since HV v is continuous in V and u0 ¼ u00 in O0,ðO\ %O0Þ; it
follows that HV vpu0 in V : &
Proof of Theorem 4.1. If Uf is empty, then %Pf ¼ þN: Assume, therefore, that
Ufa|: Let O00!O0!O be subdomains.
Let vAUf be arbitrary and vm ¼ minfv; mg; mAZþ: Then vm is p-superharmonic
and vmAN
1;p
loc ðOÞ; by Corollary 7.8 of Kinnunen–Martio [21]. Lemma 4.2 applied to
vm provides us with a new p-superharmonic function v
0
m such that v
0
m ¼ HO0vm in O0
and v0mpvm in O: Let v0 ¼ limm-Nv0m; which is p-superharmonic in O by Lemma 7.1
in [21] (note that fv0mgNm¼1 is an increasing sequence of functions, and that v0 is not
identically N since v0pv). The functions v0m are p-harmonic in O0; and hence by
Proposition 3.9 so is v0: (Here we have used the fact that v01 is lower semicontinuous
and hence bounded from below in O0:) Therefore, v0 is continuous in O0: As v0 ¼ v in
O\ %O0; we have %Pf ¼ infvAUf v0: It follows that the upper Perron solution %Pf is
upper semicontinuous in O0:
Since the measure on X is doubling, X is a separable metric space. Let Z ¼
fz1; z2;yg be a countable dense subset of O and for each j ¼ 1; 2;y; ﬁnd p-
superharmonic functions uj;kAUf so that limk-N uj;kðzjÞ ¼ %Pf ðzjÞ: As the minimum
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of two p-superharmonic functions is also p-superharmonic, we can by a
diagonalization argument ﬁnd a pointwise decreasing sequence fujgNj¼1 in Uf so
that %Pf ðzÞ ¼ limj-N ujðzÞ for all zAZ:
Let u0j be the p-superharmonic function obtained from uj as above and u ¼
limj-N u
0
j: Then %Pfpu in O: At the same time, we have for all zAZ;
%Pf ðzÞ ¼ lim
j-N
ujðzÞX lim
j-N
u0jðzÞ ¼ uðzÞ;
i.e. u ¼ %Pf on Z: The function u01 is p-harmonic on O0; and thus bounded on O00:
Applying Proposition 3.9 (to fðsupO00 u01Þ 
 u0jgNj¼1) shows that u is p-harmonic or is
identically 
N in O00: If u  
N; then also %Pf  
N: Otherwise, u is continuous in
O00 and using the upper semicontinuity of %Pf ; we ﬁnd that
uðxÞX %Pf ðxÞX lim sup
Z{z-x
%Pf ðzÞ ¼ lim sup
Z{z-x
uðzÞ ¼ uðxÞ for xAO00;
i.e. %Pf ¼ u is p-harmonic in O00:
Now let jALipcðOÞ; then there are domains O0 and O00 so that suppjCO00!
O0!O: Since %Pf is p-harmonic in O00; it is continuous there andZ
supp j
g
p
%Pf
dmp
Z
supp j
g
p
%Pfþj dm:
As jALipcðOÞ was arbitrary, it follows that %Pf is continuous in O; %PfAN1;ploc ðOÞ and
%Pf is p-harmonic in O: &
Let us remark that the last paragraph of the proof above was needed since it is not
known if p-harmonicity satisﬁes the sheaf property.
5. Resolutivity of Newtonian functions
Theorem 5.1. If fAN1;pðXÞ; then f is resolutive and Pf ¼ Hf :
Note that every function fAN1;pðXÞ is well-deﬁned outside a set of zero p-capacity
and is p-quasicontinuous. By stating that fAN1;pðX Þ we mean that f is a function
deﬁned everywhere on X and is a representative of an equivalence class in N1;pðX Þ:
The classical (possibly weighted) Sobolev functions on Euclidean domains are well-
deﬁned only up to sets of measure zero and our construction of Sobolev-type spaces
isolates the p-quasicontinuous representatives in each equivalence class. Hence, we
have the following corollary of Theorem 5.1.
Corollary 5.2. If f is a p-quasicontinuous function in the Sobolev space W 1;pðRnÞ; then
f is resolutive and Pf ¼ Hf :
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It should be observed that this result is not true if f is allowed to be an arbitrary
representative of a Sobolev function. If the domain O is reasonably regular, then @O
has zero Lebesgue measure, and hence any function on @O occurs as a restriction of a
representative of a Sobolev function. Since Pf only depends on the restriction of f to
@O; it is natural to consider the trace class on @O; which is obtained by taking
restrictions of the p-quasicontinuous representatives in the Sobolev space.
Since Hf is independent of which (p-quasicontinuous) representative we choose
from a given equivalence class, it also follows that Pf is independent of the choice of
representative. Thus, the above theorem shows that all representatives in the
equivalence class of a function in N1;pðX Þ agree with each other well enough to yield
the same Perron solution in O:
In order to prove Theorem 5.1 we will need the following results.
Lemma 5.3. Let fUkgNk¼1 be a decreasing sequence of open sets such that
CpðUkÞo1=2kp: Then there exists a decreasing sequence of nonnegative functions
fcjgNj¼1 such that jjcj jjN1;pðXÞo1=2j and cjXk 
 j in Uk whenever k4j: In particular,
cj ¼ þN on
TN
k¼1 Uk:
Proof. Since CpðUkÞo1=2kp there is a nonnegative function fkAN1;pðX Þ such that
fk ¼ 1 in Uk and jj fkjjN1;pðXÞo1=2k: Let cj ¼
PN
k¼jþ1 fk: Then jjcjjjN1;pðX Þo1=2j and
cjXk 
 j in Uk; k4j: &
Next we follow Kinnunen–Martio [21, Section 3], for the deﬁnition of the obstacle
problem.
Deﬁnition 5.4. Let cAN1;pðOÞ and
KcðOÞ ¼ fvAN1;pðOÞ : v 
 cAN1;p0 ðOÞ and vXc m-a:e: in Og:
A function uAKcðOÞ is a solution of the obstacle problem in O with obstacle and
boundary values c if Z
O
gpu dmp
Z
O
gpv dm for all vAKcðOÞ:
By Theorem 3.2 in Kinnunen–Martio [21], there is a unique solution up to sets of
p-capacity zero. By deﬁning uðxÞ ¼ ess lim infy-xuðyÞ; we obtain a unique lower
semicontinuously regularized solution in the same equivalence class as u; see
Theorem 5.1 in [21]. Moreover, if c is itself p-harmonic in O; then the unique
solution to the obstacle problem with obstacle and boundary values c is c itself.
A function uAN1;ploc ðOÞ is a p-superminimizer in O; if it is a solution of the obstacle
problem with itself as obstacle and boundary values in every subdomain O0!O:
The unique lower semicontinuously regularized representative of u is not only a
ARTICLE IN PRESS
A. Bj .orn et al. / J. Differential Equations 195 (2003) 398–429410
p-superminimizer but also p-superharmonic. It is easily seen that every solution to an
obstacle problem on O is a p-superminimizer. If u and 
u are p-superminimizers in O
then u is a p-energy minimizer in O and there is a p-harmonic representative in the
same equivalence class in N
1;p
loc ðOÞ as u; see Section 3 in [21].
The following result is from Kinnunen–Shanmugalingam [23]; for completeness
we include the proof here. In the weighted Euclidean setting it appears as Theorem
3.79 in Heinonen et al. [12].
Proposition 5.5. Let fcjgNj¼1 be a p-q.e. decreasing sequence of nonnegative functions
in N1;pðX Þ so that cj-c in N1;pðXÞ: Let uj be a solution to the obstacle problem in O
with obstacle and boundary values cj: Then there exists a function uAN
1;pðXÞ so that
fujgNj¼1 decreases p-q.e. in O to u and u is a solution to the obstacle problem in O with
obstacle and boundary values c:
The above proposition is a complementary result to Theorem 6.1 of Kinnunen–
Martio [21]. To prove this proposition we need the following lemma.
Lemma 5.6. Let cAN1;pðXÞ be a nonnegative function and let v be a solution
to the obstacle problem in O with obstacle and boundary values c: If u is a
p-superminimizer in O with minfu; vgAKcðOÞ; then uXv p-q.e. in O: Moreover,
denoting their lower semicontinuous regularizations by u˜ and v˜; we have u˜Xv˜
everywhere in O:
Proof. The proof is similar to the proof of Lemma 3.5 in Kinnunen–Martio [21]. The
function v is a p-superminimizer in O and by Lemma 3.3 in [21], so is minfu; vg: As
v 
minfu; vgAN1;p0 ðOÞ is nonnegative, and LipcðOÞ is dense in N1;p0 ðOÞ; for every
e40 there is a nonnegative function jALipcðOÞ so that jjv 
minfu; vg 
 jjjN1;poe:
Let O0!O be a domain containing the support of j: Then minfu; vg þ
jAKminfu;vgðO0Þ and hence
Z
O
g
p
minfu;vg dm
 1=p
p
Z
O
g
p
minfu;vgþj dm
 1=p
p
Z
O
gpv dm
 1=p
þ e:
Letting e-0 and the fact that minfu; vgAKcðOÞ show that minfu; vg is a solution to
the obstacle problem in O with the obstacle and boundary values c: By uniqueness,
v ¼ minfu; vg p-q.e. in O; which completes the ﬁrst part of the proof. As for the
second part, we have
v˜ðxÞ ¼ ess lim inf
y-x
v˜ðyÞp ess lim inf
y-x
u˜ðyÞ ¼ u˜ðxÞ; xAO: &
Now we are ready to prove Proposition 5.5.
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Proof of Proposition 5.5. Without loss of generality we may assume that uj; j ¼
1; 2;y; are lower semicontinuously regularized.
As ujXcjXcjþ1 m-a.e. in O we get that minfuj ; ujþ1gXcjþ1 m-a.e. in O: Further,
minfuj; ujþ1g 
 cjþ1 ¼ minfcj;cjþ1g 
 cjþ1 ¼ 0 p-q:e: on X \O;
i.e. minfuj; ujþ1gAKcjþ1ðOÞ: Since uj is a p-superminimizer it follows from Lemma
5.6 that ujXujþ1 in O: Hence, fujgNj¼1 is a decreasing sequence.
Let u ¼ limj-N uj: As ujALpðOÞ and ujXuX0; we see that uALpðOÞ: Also, as
cjAKcj ðOÞ; we have
R
O g
p
uj
dmp
R
O g
p
cj
dm: Hence, by Lemma 3.1 of Kallunki–
Shanmugalingam [16] we see that uAN1;pðXÞ withZ
O
gpu dmp lim inf
j-N
Z
O
gpuj dmp lim infj-N
Z
O
g
p
cj
dm ¼
Z
O
g
p
c dm:
Since ujXcjXc m-a.e. in O; we have uXc m-a.e. in O; and hence uAKcðOÞ because
uj 
 cjAN1;p0 ðOÞ and fcjgNj¼1 decreases to c p-q.e. in X \O: Let v be the lower
semicontinuously regularized solution to the obstacle problem in O with obstacle and
boundary values c: Then Z
O
gpv dmp
Z
O
gpu dm:
Also by Lemma 5.6 again, ujXv; and hence uXv: Let jj ¼ maxfv;cjg: Then we see
that jjAKcj ðOÞ; and hence
R
O g
p
uj
dmp
R
O g
p
jj
dm: As fcjgNj¼1 decreases to c p-q.e. in
O and vXc; we see that fjjgNj¼1 decreases to v p-q.e. in O: Moreover, as cj-c in
N1;pðX Þ; we see that jj-v in LpðOÞ: Furthermore, putting Ej ¼ fxAO :
cjðxÞ4vðxÞg; we have
Z
O
gpjj
v dm
 1=p
¼
Z
Ej
g
p
cj
cþc
v dm
 !1=p
p
Z
Ej
g
p
cj
c dm
 !1=p
þ
Z
Ej
g
p
c
v dm
 !1=p
:
The ﬁrst integral on the right-hand side tends to zero since cj-c in N
1;pðX Þ: As
gc
v ¼ 0 m-a.e. on the set where c ¼ v; we haveZ
Ej
g
p
c
v dm ¼
Z
fxAO:cjðxÞ4vðxÞ4cðxÞg
g
p
c
v dm;
which tends to zero by the absolute continuity of integrals, because the measure of
the set fxAO : cjðxÞ4vðxÞ4cðxÞg tends to zero as j-N: Hence, jj-v in N1;pðOÞ;
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and therefore,Z
O
gpu dmp lim inf
j-N
Z
O
gpuj dmp lim infj-N
Z
O
gpjj dm ¼
Z
O
gpv dm:
Thus, we see that
R
O g
p
u dm ¼
R
O g
p
v dm: By the uniqueness of solutions to the obstacle
problems we have u ¼ v p-q.e., i.e. u is a solution to the obstacle problem in O with
obstacle and boundary values c: &
Proof of Theorem 5.1. Assume ﬁrst that fX0 and fAN1;pðXÞ:
Using the fact that Hf is p-quasicontinuous, we can ﬁnd a decreasing sequence
fUkgNk¼1 of open sets such that CpðUkÞp1=2kp and Hf jX \Uk is continuous. Consider
the decreasing sequence of nonnegative functions fcjgNj¼1 given by Lemma 5.3.
Let fj ¼ Hf þ cj and let jj be the lower semicontinuously regularized solution of
the obstacle problem with obstacle and boundary values fj:
If mAZþ and e40 is arbitrary, by Lemma 5.3,
fjXcjXm on Umþj-O: ð5:1Þ
Let xA@O: If xAUmþj; then setting Vx ¼ Umþj; by inequality (5.1) we see that in the
neighbourhood Vx of x we have fjXmXminf f ðxÞ 
 e; mg: If xeUmþj; then by the
continuity of Hf jX \Umþj there is a neighbourhood Vx of x such that
fjðyÞXHf ðyÞXHf ðxÞ 
 e ¼ f ðxÞ 
 e; if yAðVx-OÞ\Umþj: ð5:2Þ
Combining (5.1) and (5.2) we see that
minf fjðyÞ; mgXminf f ðxÞ 
 e; mg for yAVx-O:
Since jjXfj m-a.e and jj is lower semicontinuously regularized, it follows that
jjðyÞXminf f ðxÞ 
 e; mg for yAVx-O: Hence,
lim inf
O{y-x
jjðyÞXminf f ðxÞ 
 e; mg:
Letting e-0 and m-N; we see that
lim inf
O{y-x
jjðyÞXf ðxÞ for all xA@O:
Since jj is p-superharmonic, it follows that jjAUf ; and hence that jjX %Pf :
Since Hf clearly is a solution of the obstacle problem with obstacle and boundary
values Hf ; we see by Proposition 5.5 that fjjgNj¼1 decreases p-q.e. to Hf : Hence
%PfpHf p-q.e. in O: Since %Pf and Hf are continuous we ﬁnd that %PfpHf in O:
Finally, let fAN1;pðXÞ be arbitrary. Then, by Proposition 3.8,
%Pfp lim
m-
N
%P maxf f ; mgp lim
m-
N H maxf f ; mg ¼ Hf :
ARTICLE IN PRESS
A. Bj .orn et al. / J. Differential Equations 195 (2003) 398–429 413
It then follows that
%
Pf ¼ 
 %Pð
f ÞX
 Hð
f Þ ¼ HfX %PfX
%
Pf ; and hence that
Hf ¼
%
Pf ¼ %Pf : &
We end this section with a uniqueness result.
Corollary 5.7. Let fAN1;pðXÞ be bounded. Assume that u is a bounded p-harmonic
function in O and that there is a set EC@O with CpðEÞ ¼ 0 such that
lim
O{y-x
uðyÞ ¼ f ðxÞ for all xA@O\E:
Then u ¼ Pf :
Note that if the word bounded is omitted, the result becomes false; consider for
example, the Poison kernel in the unit disc Bðð0; 0Þ; 1ÞCR2 with a pole at ð1; 0Þ which
is zero on @Bðð0; 0Þ; 1Þ\fð1; 0Þg:
Proof of Corollary 5.7. By adding a sufﬁciently large constant to both f and u; and
then rescaling them simultaneously we may assume without loss of generality that
0pup1 and 0pfp1: Hence, uAUf
wE and uALfþwE : Therefore, by Theorem 5.1,
we see that uX %Pð f 
 wEÞ ¼ Pf ¼
%
Pð f þ wEÞXu: &
6. Continuous functions
Theorem 6.1. Let fACð@OÞ and g be a function which is zero p-q.e. Then f þ g is
resolutive, and
Pð f þ gÞ ¼ Hf ¼ Pf :
Recall that Hf was deﬁned by Deﬁnition 3.4 for arbitrary fACð@OÞ:
Proof of Theorem 6.1. For each j ¼ 1; 2;y; there is a Lipschitz function
fjALipcðXÞCN1;pðX Þ such that f 
 1=jpfjpf þ 1=j on @O: Using the comparison
principle we see that
Hf 
 1=jpHfjpHf þ 1=j:
Hence, Hfj-Hf uniformly, as j-N: Similarly, it follows directly from Deﬁnition
3.11 that %Pf 
 1=jp %Pfjp %Pf þ 1=j; i.e. %Pfj- %Pf uniformly, as j-N: The uniform
convergence of
%
Pfj ; %Pð fj þ gÞ and
%
Pð fj þ gÞ is proved in the same way. As
fjAN1;pðXÞ; by Theorem 5.1 we have Pð fj þ gÞ ¼ Hð fj þ gÞ ¼ Hfj ¼ Pfj: Letting
j-N completes the proof. &
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A direct consequence is the following uniqueness result, which generalizes
Proposition 3.13 in Bjo¨rn et al. [3].
Corollary 6.2. Let fACð@OÞ: Assume that u is a bounded p-harmonic function in O
and that there is a set EC@O with CpðEÞ ¼ 0 such that
lim
O{y-x
uðyÞ ¼ f ðxÞ for all xA@O\E:
Then u ¼ Pf :
As in Corollary 5.7 the word bounded is essential. The proof of Corollary 6.2
is the same as the proof of Corollary 5.7, with Theorem 6.1 playing the role of
Theorem 5.1.
7. Semicontinuous functions
In this section, we formulate a number of propositions for upper semicontinuous
functions. There are immediate analogues for lower semicontinuous functions.
Recall that f is upper semicontinuous at x if f ðxÞXlim supy-x f ðyÞ:
Proposition 7.1. Let xA@O be a p-regular boundary point and let f be a function on @O
that is bounded from above. If f is upper semicontinuous at x, then
lim sup
O{y-x %
Pf ðyÞp lim sup
O{y-x
%Pf ðyÞpf ðxÞ:
Proof. Let e40: Then there is a neighbourhood UC@O of x such that f ðyÞo
f ðxÞ þ e for yAU : We can then ﬁnd a Lipschitz function g on @O such that gðxÞ ¼
f ðxÞ þ e and fpg on @O: Hence, using the regularity of x and Theorem 6.1 we ﬁnd
that
lim sup
O{y-x
%Pf ðyÞp lim sup
O{y-x
%PgðyÞ ¼ lim sup
O{y-x
HgðyÞ ¼ gðxÞ ¼ f ðxÞ þ e:
Letting e-0 shows that lim sup
O{y-x %
Pf ðyÞp lim sup
O{y-x
%Pf ðyÞpf ðxÞ: &
Corollary 7.2. Let f be a bounded function on @O: Assume that xA@O is a p-regular
boundary point and that f is continuous at x. Then
lim
O{y-x %
Pf ðyÞ ¼ lim
O{y-x
%Pf ðyÞ ¼ f ðxÞ:
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Proof. By applying the previous proposition to f and 
f ; we ﬁnd that
f ðxÞp lim inf
O{y-x
%Pf ðyÞp lim sup
O{y-x
%Pf ðyÞpf ðxÞ:
Thus, f ðxÞ ¼ lim
O{y-x
%Pf ðyÞ: Similarly f ðxÞ ¼ lim
O{y-x %
Pf ðyÞ: &
Proposition 7.3. Let f be an upper semicontinuous function on @O bounded from above
and g be a nonnegative function which is zero p-q.e. Then
%Pð f þ gÞ ¼ %Pf ¼ inf
Lipð@OÞ{jXf
Pj ¼ inf
Lipð@OÞ{jXf
Hj: ð7:1Þ
If, in addition, f ðxÞ þ gðxÞXsup@O f for all p-irregular xA@O; then f þ g is resolutive
and Pð f þ gÞ ¼ %Pf :
It follows that if KC@O is compact and the p-harmonic measure ox;p is given by
Deﬁnition 8.1 in Bjo¨rn et al. [3], then ox;pðKÞ ¼ %PwKðxÞ: Similarly, if GC@O is
relatively open, then ox;pðGÞ ¼
%
PwGðxÞ ¼ supK %PwKðxÞ; where the supremum is
taken over all compact subsets K of G:
In Heinonen et al. [12, Chapter 12], and Kurki [25], the p-harmonic measure of a
set EC@O; was deﬁned as oðEÞ ¼ %PwE (they were actually consideringA-harmonic
measure in the weighted Euclidean setting). The main result in [25, Theorem 1.1],
says that if KC@O is compact and EC@O has zero p-capacity, then oðKÞ ¼
oðK,EÞ: Proposition 7.3 is, therefore, a generalization of this result. In fact, Kurki
used the obstacle problem to show his result. His proof more or less directly
generalizes to prove Theorem 6.1 and Proposition 7.3, once the necessary lemmas
have been generalized to the metric case. In order to also establish Theorem 5.1 we
have had to use the obstacle problem in a slightly more complicated manner.
Following Heinonen et al. [12], we say that a family F of functions is downward
directed if for every pair of functions f ; gAF there exists a function hAF such that
hpminf f ; gg:
Proof of Proposition 7.3. If F ¼ fjALipð@OÞ : jXf g; then F is downward
directed and f ¼ infjAF j; as f is upper semicontinuous. Hence, by Theorem 9.3
of Heinonen et al. [12] (the proof of which is the same in our generality), we have
%Pf ¼ infjAF Pj: Using Theorem 6.1, we ﬁnd that
%Pfp %Pð f þ gÞp inf
Lipð@OÞ{jXf
%Pðjþ gÞ ¼ inf
Lipð@OÞ{jXf
Pj ¼ %Pf :
The last equality in (7.1) follows directly from Theorem 6.1.
Assume next that f ðxÞ þ gðxÞXsup@O f for all p-irregular xA@O: Then
lim sup
O{y-x
%Pf ðyÞp sup
@O
fpf ðxÞ þ gðxÞ for p-irregular xA@O:
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Moreover, by Proposition 7.1,
lim sup
@O{y-x
%Pf ðyÞpf ðxÞpf ðxÞ þ gðxÞ for p-regular xA@O:
By Theorem 4.1, %Pf is p-harmonic or 
N: If %Pf is p-harmonic, then %PfALfþg; and,
thus,
%
Pð f þ gÞX %Pf ¼ %Pð f þ gÞX
%
Pð f þ gÞ: This is also true in the case when
%Pf  
N: &
Corollary 7.4. Assume that O is p-regular. Then every upper semicontinuous function
on @O bounded from above is resolutive.
In the weighted Euclidean case, assuming that the function is bounded, this is
Proposition 9.31 in Heinonen et al. [12].
Corollary 7.5. Let KC@O be a compact set, and EC@O be a set with CpðEÞ ¼ 0
containing all p-irregular points. Then wK,E is resolutive and PwK,E ¼ %PwK :
Similarly, if GC@O is a relatively open set, then wG\E is resolutive and PwG\E ¼
%
PwG:
In particular, if O is p-regular, then wK and wG are resolutive.
8. Removability
As a corollary of Corollary 6.2 we have the following result.
Corollary 8.1. Let KCO be a compact set with zero p-capacity and u be a bounded p-
harmonic function in O\K: Then there is a bounded p-harmonic function U in O such
that U jO\K ¼ u:
Proof. Let O0!O be an arbitrary domain containing K : Let v ¼ HO0u: Observe that
v is continuous on the boundary of O0\K as v ¼ u on the boundary of O0: By the
Kellogg property (Theorem 3.7) and the condition CpðKÞ ¼ 0; we have
lim
O0\K{y-x
uðyÞ ¼ lim
O0\K{y-x
vðyÞ for p-q:e: xA@ðO0\KÞ:
Hence, by Corollary 6.2 applied to the open set O0\K; u ¼ v ¼ HO0\K v in O0\K:
Now we deﬁne
UðxÞ ¼ uðxÞ; xAO\K ;
vðxÞ; xAO0:

It follows that U is continuous, and since K has no interior, the construction of U is
independent of the choice of O0:
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Now let jALipcðOÞ: Then there is a domain O0 such that suppjCO0!O: Since U
is p-harmonic in O0 it follows that
Z
supp j
g
p
U dmp
Z
supp j
g
p
Uþj dm:
We can now conclude that U is p-harmonic in O: &
This proof cannot handle the case when KCO is merely relatively closed.
Therefore, the following strengthening of Corollary 8.1 requires a different proof.
Proposition 8.2. Let ECO be a relatively closed set with zero p-capacity and u be a
bounded p-harmonic function in O\E: Then there is a bounded p-harmonic function U in
O such that U jO\E ¼ u:
In order to prove this result we use the following removability result for p-
superharmonic functions.
Proposition 8.3. Let ECO be a relatively closed set with zero p-capacity and u be a
bounded p-superharmonic function in O\E: Then there is a bounded p-superharmonic
function U in O such that U jO\E ¼ u:
For u to be p-superharmonic in O\E it is required that O\E be an open set, hence
the requirement that E is relatively closed.
Note also that to ﬁnd the extension U we only need to ﬁnd the unique semi-
continuously regularized extension of u to O; UðxÞ ¼ ess lim infO\E{y-x uðyÞ (since
CpðEÞ ¼ 0; E does not have any interior points).
Proof of Proposition 8.3. Since CpðEÞ ¼ 0; there exists a decreasing sequence fUjgNj¼1
of open sets such that CpðUjÞo1=2jp and ECUjCO; see Remark 3.3 of Kinnunen–
Martio [19]. Without loss of generality we may assume that
TN
j¼1 Uj ¼ E: By Lemma
5.3 we can ﬁnd a decreasing sequence fcjgNj¼1 of nonnegative Newtonian functions
such that jjcjjjpN1;pðX Þp1=2j and cjX1 in Ujþ1: It follows that cj-0 p-q.e., and by
redeﬁning cj on a set of p-capacity zero outside Ujþ1 we can also require that
limj-N cjðxÞ ¼ 0 for every xAO\E:
Let jALipcðOÞ be nonnegative and F :¼ suppj!O: We will now show thatR
F
gpu dmp
R
F
g
p
uþj dm; i.e. that u is a p-superminimizer in O: Let M ¼ sup j and
jj ¼ maxfj
 Mcj; 0g: Then jjAN1;p0 ðO\EÞ with compact support contained in
F \E; and hence, by the p-superharmonicity of u in O\E;
Z
Fj
gpu dmp
Z
Fj
g
p
uþjj dm;
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where Fj :¼ supp jj: As guþjjpguþj þ Mgcj on Fj; we see that
Z
Fj
gpu dm
 !1=p
p
Z
Fj
g
p
uþj dm
 !1=p
þM
Z
Fj
g
p
cj
dm
 !1=p
p
Z
Fj
g
p
uþj dm
 !1=p
þMjjcjjjN1;pðXÞ:
Note that fFjgNj¼1 is an increasing sequence of sets whose union is F \E: Thus, by
letting j-N; we see that the last term tends to zero and
Z
F \E
gpu dm
 1=p
p
Z
F \E
g
p
uþj dm
 1=p
:
As E has zero p-capacity and hence zero measure, we now haveZ
F
gpu dmp
Z
F
g
p
uþj dm
for all nonnegative Lipschitz functions jALipcðOÞ: Hence, u is a p-superminimizer
in O; and its lower semicontinuously regularized extension to O is p-superharmonic
in O: &
Proof of Proposition 8.2. By Proposition 8.3, there exist bounded p-superharmonic
functions V and W on O; such that V ¼ u and W ¼ 
u in O\E:
By Corollary 7.8 in Kinnunen–Martio [21], V and W are p-superminimizers. As
W ¼ 
V p-q.e., we see that 
V is also a p-superminimizer. Hence, V is a p-energy
minimizer and there exists a p-harmonic function U such that U ¼ V ¼ u p-q.e. in O;
see the comment after Deﬁnition 5.4. Since both U and u are continuous in O\E; they
coincide in O\E: &
The following two propositions demonstrate the sharpness of Propositions 8.2 and
8.3. We have not been able to prove the sharpness for a general relatively closed
subset ED! O with positive p-capacity.
Proposition 8.4. Let KCO be compact with positive p-capacity and E be a relatively
closed subset of O such that mðEÞ ¼ 0: Then there is a bounded p-harmonic function
u : O\ðK,EÞ-R with no p-superharmonic extension U : O-ð
N;þN such that
U jO\ðK,EÞ ¼ u:
Proposition 8.5. Let EaO be a relatively closed proper subset of O so that CpðEÞ40:
If CpðfxgÞ ¼ 0 for each xA@E-O; then there exists a bounded p-harmonic function u
in O\E that has no p-harmonic extension to O that agrees with u on O\E:
To prove these propositions we need the following potential theoretic lemma.
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Lemma 8.6. If EaO is a relatively closed proper subset of O such that CpðEÞ40; then
CpðO-@EÞ40:
Proof. One of our standing assumptions is that the measure of nonempty open
subsets of X is positive. If mðEÞ ¼ 0; then E ¼ O-@E; and the conclusion follows
directly. Hence suppose that mðEÞ40: Then E has a point of density xAE: Let
yAO\E; such a point exists because EaO: Since O is a connected open set, there
exists a ﬁnite collection of open balls fBkgnk¼1 with 2lBkCO so that Bk-Bkþ1a| for
k ¼ 1;y; n; xAB1; and yABn: Here l is the dilation constant from the weak
Poincare´ inequality.
Let s be the smallest index such that Bs\E is nonempty. As Bs\E is open, we have
mðBs\EÞ40: If sX2; then the set Bs-Bs
1CBs
1CE is nonempty and open, and,
hence, mðBs-EÞXmðBs-Bs
1Þ40: If s ¼ 1; then mðBs-EÞ40 since x is a density
point.
Suppose that CpðO-@EÞ ¼ 0: Then the family of curves passing through @E has
zero p-modulus (see [34, Deﬁnition 2.1 and Lemma 6]) and, hence, the zero function
is a p-weak upper gradient in 2lBs of the function wE : It follows that u :¼
ZwEAN
1;pðXÞ; where ZALipcð2lBsÞ and Z ¼ 1 in lBs:
The weak ð1; pÞ-Poincare´ inequality then implies, with r being the radius of Bs;
0 ¼ Cr _ lBs gpu dm
 1=p
X_ Bs ju 
 uBs j dm ¼ 2mðBs-EÞmðBsÞ 1
 mðBs-EÞmðBsÞ
 
40;
a contradiction. Thus, CpðO-@EÞ40: &
Proof of Proposition 8.4. Observe that f ðxÞ ¼ minfdistðK ; xÞ=distðK ; X \OÞ; 1g is a
Lipschitz function. Let u ¼ HO\K f : Then u is p-harmonic in O\K ; u ¼ 0 on K and
u ¼ 1 on X \O: Note that uX0 in O:
Suppose there is a p-superharmonic function U on O such that U ¼ u in the open
set O\ðK,EÞ: As mðEÞ ¼ 0; u is continuous in O\K ; and U is lower semicontinuously
regularized, we get directly that U ¼ u in O\K : By Theorem 3.12 it then follows that
UX0 in O:
Lemma 8.6 implies Cpð@KÞ40 and by the Kellogg property (Theorem 3.7), there
exists a p-regular point x0A@K ; i.e.
lim
O\K{x-x0
UðxÞ ¼ lim
O\K{x-x0
uðxÞ ¼ uðx0Þ ¼ 0:
By the lower semicontinuity of U ; Uðx0Þ ¼ 0: This violates the fact that nonnegative
p-superharmonic functions do not achieve their minima in their domains of p-
superharmonicity; see Lemma 7.11 of Kinnunen–Martio [21]. Thus there is no p-
superharmonic extension of u to O: &
Proof of Proposition 8.5. Since by Lemma 8.6 we have CpðO-@EÞ40; there exists
t40 so that Cpð %Ot-@EÞ40; where Ot :¼ fxAO : distðx; X \OÞ4tg: By the Kellogg
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property (Theorem 3.7) and by the fact that ﬁnite subsets of @E-O have zero
p-capacity, there exists a sequence fxngNn¼1 of points in %Ot-@E that are p-regular
for the open set O\E: Since %Ot is compact, without loss of generality we may
assume that this sequence converges to a point xNAO-@E and has no other limit
point, and moreover consists of distinct points. For each xn in this sequence, let
Bn ¼ Bðxn; rnÞ be a ball so that %BnCO: We can also choose the balls Bn to be pairwise
disjoint.
Let jnALipcðBnÞ so that jn ¼ 1 in 12Bn and 0pjnp1; and we construct a lower
semicontinuous function on %O as follows. We set
FðxÞ ¼
PN
n¼1
j2nðxÞ; xaxN;
0; x ¼ xN:
8<
:
It is easy to see that F is a bounded lower semicontinuous function on %O and is
continuous on %O\fxNg: Let u ¼ %PF be the upper Perron solution of F on the set
O\E: Clearly, u is bounded and p-harmonic on O\E; by Theorem 4.1. We will show
that u has no p-harmonic extension to O:
Since F is continuous at xn for each n; we see by Corollary 7.2 that
lim
O\E{y-xn
uðyÞ ¼ FðxnÞ:
Note that FðxnÞ ¼ 1 if n is even and FðxnÞ ¼ 0 if n is odd. Hence, as xN is the limit
point of the sequence fxngNn¼1; we obtain a sequence fyngNn¼1 in O\E that converges to
xN so that uðynÞX34 if n is even and uðynÞp14 otherwise. That is, ujO\E has no
continuous extension to the point xNAO-@E: Since p-harmonic functions are
continuous, this implies that u has no p-harmonic extension to O: &
9. The linear case; Cheeger two-harmonic functions
In this section, we ﬁx p ¼ 2; and it is important that we use the Cheeger differential
deﬁnition of Cheeger two-(super)harmonicity. This method does not work for two-
harmonic functions, since it is not known whether the sum of two two-harmonic
functions is always a two-harmonic function. We, therefore, consider the operators
H and P to be deﬁned using the Cheeger two-harmonic functions rather than
standard two-harmonic functions in this section.
In Bjo¨rn et al. [3] it was shown that for every xAO there exists a harmonic measure
nx on @O such that if fAN1;2ðXÞ or fACð@OÞ then Hf ðxÞ ¼
R
@O f dnx; and if
fAL1ð@O; nx0Þ for some x0A@O then the function x/
R
@O f dnx is Cheeger two-
harmonic in O:
In this section we obtain the following result, where we have extended nx to be
complete.
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Theorem 9.1. Let x0AO and let f : @O- %R be a function. Assume that the Perron
solutions have been defined with respect to Cheeger two-harmonic functions. Then the
following are true:
(a) If fAL1ð@O; nx0Þ; then f is resolutive and Pf ðxÞ ¼
R
@O f dnx; xAO:
(b) If f is resolutive and Pf is not 7N; then fAL1ð@O; nx0Þ:
The proof is more or less identical to the proof of Theorem 6.4.6 in Armitage–
Gardiner [1]. Let us, however, make some comments.
First, Theorems 6.3.1 and 6.3.5 in [1] are proved in the same way in our case. The
latter is the essential ingredient needed to obtain Lemma 6.4.4 in [1], which says that
if f : @O-ð
N;þN is lower semicontinuous, then f is resolutive. Using Theorem
5.1 in [3] and monotone convergence, we already know from Proposition 7.3, that
%
Pf ¼ R@O f dnx: From Theorem 6.3.5 in [1] we ﬁnd that %Pf ¼ %Pf ; and Lemma 6.4.4 is
obtained. After this the proof of Theorem 9.1 is the same as the proof of Theorem
6.4.6 in [1].
10. Open problems
We consider the following deﬁnition.
Deﬁnition 10.1. Given a function f : @O- %R; let *Uf be the set of all p-super-
harmonic functions u on O bounded below such that
lim inf
O{y-x
uðyÞXf ðxÞ for p-q:e: xA@O:
Deﬁne
%Qf ðxÞ ¼ inf
uA *Uf
uðxÞ; xAO:
Similarly, let *Lf be the set of all p-subharmonic functions u on O bounded above
such that
lim sup
O{y-x
uðyÞpf ðxÞ for p-q:e: xA@O;
and deﬁne
%
Qf ðxÞ ¼ sup
uA *Lf
uðxÞ; xAO:
Note that the proof of Theorem 4.1 can also be used to show that %Qf and
%
Qf are
p-harmonic functions or identically 7N:
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The operators %Q and
%
Q have been constructed to address a major shortcoming of
the Perron solutions, namely, it is not known if Perron solutions are invariant under
perturbation of the boundary function on a set of zero p-capacity. It is easy to see
that %PfX %Qf and
%
Pfp
%
Qf for all functions f on @O: The important question in this
case is whether
%
Qfp %Qf for all functions f : Proposition 10.3 below shows the
relation between these two open problems and several other open questions. Before
stating Proposition 10.3 we state a result about semicontinuous functions.
Proposition 10.2. Let f be a bounded upper semicontinuous function on @O: Then
%Qfp %Pf ¼
%
Qf : Moreover, the following are equivalent:
(i)
%
Qf ¼ %Qf ;
(ii)
%
Qfp %Qf ;
(iii) %Pf ¼ %Qf ;
(iv) if g ¼ f p-q.e. on @O; then %Pg ¼ %Pf :
Proof. The ﬁrst inequality is clear. By Proposition 7.1 together with the Kellogg
property (Theorem 3.7) %PfA *Lf ; and hence %Pfp
%
Qf : On the other hand, let uA *Lf ;
and let
gðxÞ ¼
þN; if lim sup
O{y-x
uðyÞ4f ðxÞ;
0; otherwise:
(
Then uALfþg and g ¼ 0 p-q.e. on @O: By Proposition 7.3, it follows that up
%
Pð f þ gÞp %Pð f þ gÞ ¼ %Pf : Taking supremum over all uA *Lf shows that
%
Qfp %Pf :
It follows directly that ðiÞ3ðiiÞ3ðiiiÞ:
ðiiiÞ ) ðivÞ: It is obvious that %Qg ¼ %Qf : Hence, using Proposition 7.3,
%Qf ¼ %Qgp %Pgp %P maxf f ; gg ¼ %Pf ¼ %Qf :
ðivÞ ) ðiiiÞ: It is clear that %Qfp %Pf : Let uA *Uf and let
gðxÞ ¼

N; if lim inf
O{y-x
uðyÞof ðxÞ;
f ðxÞ; otherwise:
(
Then g ¼ f p-q.e. and uAUg; hence, uX %Pg ¼ %Pf : Taking inﬁmum over all uA *Uf we
see that %QfX %Pf : &
Proposition 10.3. Consider the following statements:
ðaÞ If f ; g : @O- %R are equal p-q.e., then %Pf ¼ %Pg:
ða0Þ If f ; g : @O- %R are equal p-q.e. and f is a nonnegative lower semicontinuous
function, then %Pf ¼ %Pg:
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ða00Þ If f ; g : @O- %R are equal p-q.e. and f is a bounded upper semicontinuous function,
then %Pf ¼ %Pg:
ðbÞ If f : @O- %R; then %Pf ¼ %Qf :
ðb0Þ If f : @O- %R is a nonnegative Borel function, then %Pf ¼ %Qf :
ðb00Þ If f : @O-R is a bounded upper semicontinuous function, then %Pf ¼ %Qf :
ðcÞ If f : @O- %R; then
%
Qfp %Qf :
ðc00Þ If f : @O-R is a bounded upper semicontinuous function, then
%
Qfp %Qf :
ðdÞ If u is a p-superharmonic function bounded below in O; v is a p-subharmonic
function bounded above in O; and
lim sup
O{y-x
vðyÞp lim inf
O{y-x
uðyÞ for p-q:e: xA@O;
then vpu in O:
ðd0Þ If u is a bounded p-superharmonic function in O; v is a bounded p-subharmonic
function in O; and
lim sup
O{y-x
vðyÞp lim inf
O{y-x
uðyÞ for p-q:e: xA@O;
then vpu in O:
ðeÞ If u and v are bounded p-harmonic functions in O and
lim
O{y-x
uðyÞ ¼ lim
O{y-x
vðyÞ for p-q:e: xAO;
then u ¼ v:
Then ðaÞ3ða0Þ3ðbÞ3ðb0Þ ) ða00Þ3ðb00Þ3ðcÞ3ðc00Þ3ðdÞ3ðd0Þ ) ðeÞ:
For Cheeger two-harmonic functions all of the statements in Proposition 10.3 are
true. They are also true in the case when the empty set is the only subset of @O with
zero p-capacity. In all other cases it is not known if these statements are true or false,
even in the case X ¼ Rn; nX2; equipped with the Lebesgue measure, and 1oppn;
pa2:
Proof of Proposition 10.3. That ðaÞ ) ða0Þ; ðaÞ ) ða00Þ; ðbÞ ) ðb0Þ ) ðb00Þ; ðcÞ ) ðc00Þ
and ðdÞ ) ðd0Þ are immediate.
That ða00Þ3ðb00Þ3ðc00Þ follows directly from Proposition 10.2.
:ðbÞ ) :ðb0Þ: There is xAO and uA *Uf such that uðxÞo %Pf ðxÞ: Then there is a set
E with CpðEÞ ¼ 0 such that lim infO{y-x uðyÞXf ðxÞ for xA@O\E: Since Cp is a
Choquet capacity we can ﬁnd open sets Gj*E with CpðGjÞo1=j: Letting E0 ¼TN
j¼1 Gj*E gives a Borel set, in fact a Gd set, with zero p-capacity. Now
gðxÞ ¼
lim inf
O{y-x
uðyÞ; xA@O\E0;
þN; xAE0;
(
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gives a Borel function such that gXf and uA *Ug: It follows that %QgðxÞpuðxÞo
%Pf ðxÞp %PgðxÞ: Moreover, g is bounded from below and by adding a suitable
constant to g we have a nonnegative counterexample.
:ðbÞ ) :ða0Þ: There is xAO and uA *Uf such that uðxÞo %Pf ðxÞ: Let hðzÞ ¼
lim infO{y-z uðyÞ; zA@O; a lower semicontinuous function bounded from below. Let
g ¼ maxf f ; hg: Thus, %PhðxÞpuðxÞo %Pf ðxÞp %PgðxÞ: It follows that %Pga %Ph: Since
fph p-q.e., we see that g ¼ h p-q.e. By adding a suitable constant to g and h we have
a counterexample with nonnegative functions.
ðbÞ ) ðaÞ: This follows directly from the obvious fact that %Qf ¼ %Qg if f ¼ g p-q.e.
ðdÞ ) ðcÞ: Let uA *Uf and vA *Lf : Then by (d), vpu: It follows that (c) holds.
:ðd0Þ ) :ðc00Þ: Let u and v violate ðd0Þ and let f ðxÞ ¼ lim supO{y-x vðyÞ a
bounded upper semicontinuous function. It follows that there is a point yAO such
that uðyÞovðyÞ; and that uA *Uf and vA *Lf : Hence %Qf ðyÞpuðyÞovðyÞp
%
Qf ðyÞ:
:ðdÞ ) :ðd0Þ: Assume that u and v violate (d). Let u0 ¼ minfu; sup@O vg and v0 ¼
maxfv; inf@O ug: Then u0 is p-superharmonic, v0 is p-subharmonic, and both u0 and v0
are bounded. It follows that u0 and v0 violate ðd0Þ:
ðd0Þ ) ðeÞ: This is immediate from the fact that in O both u and v are p-
subharmonic, p-superharmonic and bounded. &
The following problems are open even in the case X ¼ Rn when nX2:
Problem 10.4. If f is a bounded Borel function on @O; is f then resolutive?
A simpler problem, which we know is true in p-regular domains, is the following
problem, see Corollary 7.4.
Problem 10.5. If f is a bounded semicontinuous function, is f then resolutive?
Problem 10.6. Is it true that jHf ðxÞ 
 HgðxÞjpCðxÞjj f 
 gjjN1;pðXÞ for some constant
CðxÞ independent of f and g?
If this inequality holds, then it is a strong quantitative version of Proposition 3.8
and would strengthen some of the results in this paper.
Problem 10.7. Is it true that limm-N %P minf f ; mgðxÞ ¼ %Pf ðxÞ?
A positive answer to this question would, in particular, make it possible to replace
the word ‘‘nonnegative’’ by ‘‘bounded’’ in ða0Þ and ðb0Þ in Proposition 10.3.
Problem 10.8. Is it true that if u and v are p-harmonic functions on a bounded domain
O such that uXv in O and uðx0Þ ¼ vðx0Þ for some x0AO; then u  v?
For Cheeger two-harmonic functions all of the above questions have afﬁrmative
answers. In the unweighted Euclidean space R2 (considered with the standard
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derivative structure), when 1opoN the last question has an afﬁrmative answer, see
Manfredi [30, Theorem 2].
Let us pose one more question.
Problem 10.9. For which spaces X is it true that if u is a p-harmonic function on O and
u  0 in a nonempty open subset of O; then u  0 in O?
For the unweighted Euclidean space Rn (with the standard derivative structure),
two-harmonic functions are known to be real-analytic, see, e.g., Ho¨rmander [15,
Theorem 4.4.3], from which an afﬁrmative answer to this problem follows. When
n ¼ 2 this question has an afﬁrmative answer for every p with 1opoN; see the
discussion on p. 130 in Heinonen et al. [12].
Now consider the example of metric graphs. Let G ¼ ðV ; EÞ be a connected ﬁnite
or inﬁnite graph, where V stands for the set of vertices and E the set of edges. If x
and y are endpoints of an edge we say that they are neighbours and write xBy:
Consider an edge as a geodesic open ray of length 1 between its endpoints, and let
X ¼ V,SeAE e be the metric graph equipped with the one-dimensional Hausdorff
measure m:
Let O!X be a domain and assume for simplicity that @OCV : Then u is a p-
harmonic function in O if and only if it is linear on each edge in O and satisﬁes
X
yBx
juðyÞ 
 uðxÞjp
2ðuðyÞ 
 uðxÞÞ ¼ 0 for all xAV-O:
Such p-harmonic functions were considered by Holopainen–Soardi [13,14], and by
Shanmugalingam in [36].
Assume that X also satisﬁes our standing assumptions. (See [14, Section 4] for
such examples.) Then nonempty sets have positive capacity and, hence, the
statements in Proposition 10.3 are all true. Furthermore, any boundary function is
continuous and, hence, Problems 10.4 and 10.5 trivially have positive answers, in
view of Theorem 6.1.
A positive answer to Problem 10.6 is obtained by observing that since @O is ﬁnite
and X is a metric graph, jhðyÞjpCjjhjjN1;pðXÞ for yA@O and hAN1;pðXÞ: Letting
h ¼ f 
 g it follows that
Hf ðxÞ ¼ Hðg þ hÞðxÞpH g þ sup
@O
h
 
ðxÞpHgðxÞ þ CjjhjjN1;pðX Þ:
Similarly, Hf ðxÞXHgðxÞ 
 CjjhjjN1;pðXÞ; from which the desired inequality follows
immediately.
A positive answer to Problem 10.7 is easily obtained, since if f is not bounded
above on @O; then %Pf N: It is also straightforward to obtain a positive answer to
Problem 10.8 (obtaining equality for any neighbour of a vertex with equality, leads
to equality identically).
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Consider the graph G ¼ ðf1; 2; 3; 4g; fð1; 2Þ; ð1; 3Þ; ð1; 4ÞgÞ; let X be the corre-
sponding metric graph, and let O ¼ X \f3; 4g: Note that X satisﬁes our standing
assumptions. Let u be the continuous function on X which is linear on every edge
and takes the values uð1Þ ¼ uð2Þ ¼ 0; uð3Þ ¼ 1 and uð4Þ ¼ 
1: It is obvious that u is
p-harmonic in O and thus provides a counterexample to Problem 10.9 for all
pAð1;NÞ; in particular for the linear case p ¼ 2:
It is then easy to verify that a metric graph satisfying our standing assumptions
has a positive answer to Problem 10.9 if and only if the degree of all vertices is at
most two, i.e. the graph is linear. (The degree of a vertex is the number of its
neighbours, which is always assumed to be ﬁnite for graphs.) Indeed, the above
counterexample can be included in any graph containing a vertex with degree at least
three.
Note that the measure in the above counterexample is one-dimensional. However,
it can be modiﬁed to obtain higher dimensional counterexamples as follows. Let A; B
and C be three n-dimensional closed solid unit cubes in Rn: Choose one face sa; sb; sc
for each of the cubes and let X be the metric space obtained by gluing the cubes
A; B; C along these three faces via an afﬁne map. Let O be the domain obtained by
removing from X the face s0b opposite to sb in the cube B and the face s
0
c opposite to sc
in the cube C: Let u be the continuous function on X given by u ¼ 0 on the cube A
and on the common face of A; B and C; u ¼ 1 on the face s0b and linear in the cube B;
and u ¼ 
1 on the face s0c and linear in the cube C: It is easily seen that u is p-
harmonic in O and provides an n-dimensional counterexample to the above problem.
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