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Abstract
The continuous Euler transformation, which was proposed by the present author to accelerate the con-
vergence of integrals of Fourier-type, is an analogue of the well-known Euler transformation for series. In
this paper, we propose new continuous transformations including a generalization of the continuous Euler
transformation. We show that the generalized continuous Euler transformation is applicable to not only a
Fourier-type integral but also an oscillatory integral with an algebraically decaying integrand. We also show
some numerical examples using the generalized continuous Euler transformation.
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1. Introduction
Numerical quadrature has a long history. But, despite the eort of so many mathematicians, there
still exist integrals which are dicult to accurately evaluate. Among them are those having an oscil-
lating integrand. In order to deal with such integrals, we proposed a continuous Euler transformation
[2]. In what follows, “continuous” implies that the transformation is for integrals, not for series.
The continuous Euler transformation works eectively for many integrals which deed the exist-
ing quadrature rules. However, there exist some oscillatory integrals for which even the continuous
Euler transformation is not so eective. Typical example is an integral whose integrand oscillates
and decays algebraically. In this paper, we introduce some continuous versions of transformations
in an analogy of sequence transformations and show that Salzer’s transformation for sequences has
a continuous analogue which accelerates convergence of an innite integral with an algebraically
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decaying integrand. From a modication of the continuous version of Salzer’s transformation, the
continuous Euler transformation can be generalized to a transformation that accelerates convergence
of an oscillatory integral with an algebraically decaying integrand.
2. Transformation for series
Some well-known facts for sequence transformations are recalled in this section. A linear trans-
formation for a series
S =
∞∑
n=0
an
is written by
Sn =
n∑
k=0
nkSk ; Sn =
n∑
k=0
ak ;
where nk are weights of the linear transformation [6].
For example, weights of the Euler transformation are
nk =
1
2n
(
n
k
)
;
which are, incidentally, the probability of the binomial distribution. The Euler weights satisfy
n∑
k=0
nk(−1 + )k = 12n 
n:
If the series is convergent with
Sn − S = c(−1 + )n;
where ¿ 0, c are constants, then it is transformed to Sn satisfying
Sn − S = c2n 
n:
Consequently, slowly convergent series are accelerated by the Euler transformation, if ¡ 2=3.
The weights of Salzer’s transformation [3–6] are
nk = (−1)n+k (k + )
n
n!
(
n
k
)
; ¿ 0: (2.1)
Salzer’s weights satisfy
n∑
k=0
nk(k + )−r = 0r ; 06 r6 n;
where 0r is the Kronecker delta. If the series is a one such that
Sn = S +
c
(n+ )r
;
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then we have exactly
Sn = S; n¿ r ¿ 0:
By this example, we may expect that Salzer’s transformation works well for an algebraically
decreasing sequence.
Salzer’s weights (2.1) can also be written as
nk = (−1)n (k + )
n
n!
Pn;n(k); (2.2)
where Pn;m(x) are the orthogonal polynomials [1] dened as
Pn;m(x) =
n∑
r=0
(−1)r
(
n
r
)(
n+ r
r
)
x(x − 1) · · · (x − r + 1)
m(m− 1) · · · (m− r + 1) ; m¿ n¿ 0;
with orthogonality for nite sum
m∑
k=0
Pn;m(k)Pl;m(k) =
(n+ m+ 1)!(m− n)!
(2n+ 1)(m!)2
nl:
Formula (2.2) gives us a hint for a continuous version of Salzer’s transformation.
3. Transformation for integral
In a most general form, a linear transformation for an integral
I =
∫ ∞
0
f(x) dx (3.1)
is dened as
I(L) =
∫ L
0
(L; x)I(x) dx; I(L) =
∫ L
0
f(x) dx; (3.2)
where (L; x) is a weight function. The transformation (3.2) is rewritten as
I(L) =
∫ L
0
w(L; x)f(x) dx; w(L; x) =
∫ L
x
(L; t) dt: (3.3)
This is more convenient for the numerical computation, since we can compute the weight w(L; x)
in advance.
3.1. An analogue of the Euler transformation
The weight of the continuous Euler transformation is
(L; x) =
2√
22L
e−(2x−L)
2=(22L) (¿ 0); (3.4)
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which is a limiting form of the binomial distribution [2]. The relation between L,  in (3.4) and
p; q in (2.7) of [2] is determined by p= (L=2)1=2; q= −1(L=2)1=2. The weight function satises∫ L
0
(L; x)ei!x dx = ei!L=2e−
2!2L=8 + L;
where
|L|6
∫ 0
−∞
(L; x) dx +
∫ ∞
L
(L; x) dx =O(L−1=2e−L=(2
2))
and we can expect that this transformation is applicable to a Fourier-type integral [2]. The continuous
Euler transformation converts a Fourier-type integral
I(L) =
∫ L
0
f(x)eix dx
into an exponentially convergent integral such that
|I − I(L)|= o(exp(−CL)); C ¿ 0;
if f(z) satises a certain weak condition.
3.2. An analogue of Salzer’s transformation
In view of (2.2) we now dene
(L; x) =
(2N + 1)!(x + )N
(N !)2LN+1
PN (2x=L− 1); (3.5)
where N is an integer and Pn(x) is the Legendre polynomial dened by
Pn(x) =
1
2nn!
dn
dxn
(x2 − 1)n:
We then show that the resulting transformation meets our purpose.
From the orthogonality of the Legendre polynomials, the weight satises∫ L
0
(L; x)(x + )−r dx = 0r ; 06 r6N:
This will be a key to the following.
Theorem 1. We assume that there exists constants ¿ 0; br; cr such that
I(L) = I +


∞∑
r=0
br(L− =2)r ; 06L6 ;
∞∑
r=1
cr
(L+ )r
; L¿ ;
(3.6)
with
∞∑
r=0
|br|(p=2)r = Bp¡+∞;
∞∑
r=1
|cr|
((+ )=q)r
= Cq¡+∞ (3.7)
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for constants p¿ 1, q¿ 1. Then
| I(L)− I |6 (2N + 1)
(
Bp
(
8+ 4(p+ 1)
(p− 1)L
)N
+
Cq
q
(
4(+ )
(q− 1)L
)N)
(3.8)
for L¿ .
Proof. Let I(L) = I + g(L). From (3.2) and (3.5), the transformation yields
I(L) = I +
(2N + 1)!
(N !)2LN+1
∫ L
0
g(x)(x + )NPN (2x=L− 1) dx (3.9)
with
PN (2x=L− 1) = L
N
4NN !
dN
dxN
((2x=L− 1)2 − 1)N :
Integrating by parts, we have
I(L) = I +
(2N + 1)!
4N (N !)3L
∫ L
0
dN
dxN
(g(x)(x + )N )(1− (2x=L− 1)2)N dx: (3.10)
Since
(2N )!
4N (N !)2
=
1 · 2 · 3 · 4 · · · 2N
2 · 2 · 4 · 4 · · · 2N 6 1;
we have
| I(L)− I |6 (2N + 1)(U + V ); (3.11)
where
U =
1
N !
max
06x6
∣∣∣∣∣ d
N
dxN
( ∞∑
r=0
br(x − =2)r(x + )N
)∣∣∣∣∣ (4x=L)N ; (3.12)
V =
1
N !
max
6x6L
∣∣∣∣∣ d
N
dxN
( ∞∑
r=1
cN+r
(x + )N+r
(x + )N
)∣∣∣∣∣ (4x=L)N : (3.13)
We consider a term of U
ur :=
1
N !
max
06x6
∣∣∣∣ dNdxN ((x − =2)r(x + )N )
∣∣∣∣
=
1
N !
max
06x6
∣∣∣∣∣ d
N
dxN
N∑
k=0
(
N
k
)
(+ =2)N−k(x − =2)r+k
∣∣∣∣∣
6
N∑
k=max(0;N−r)
(
N
k
)
(+ =2)N−k
(
r + k
N
)
(=2)r+k−N :
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Since (
r + k
N
)
(p− 1)N6 (1 + (p− 1))r+k = pr+k ;
we have
ur6
N∑
k=0
(
N
k
)
(+ =2)N−k(p=2)r+k((p− 1)=2)−N
=
(
+ (p+ 1)=2
(p− 1)=2
)N
(p=2)r ;
hence by (3.12),
U6
∞∑
r=0
|br|ur(4=L)N6Bp
(
8+ 4(p+ 1)
(p− 1)L
)N
: (3.14)
We consider a term of V
vr :=
1
N !
max
6x6L
∣∣∣∣ dNdxN ((x + )−N−r(x + )N )
∣∣∣∣ (4x=L)N
= max
6x6L
(
N + r − 1
N
)
(x + )−N−r(4x=L)N :
Since (
N + r − 1
N
)
(q− 1)N6 (1 + (q− 1))N+r−1 = qN+r−1
and
(x + )−N−rxN6 (x + )−r ;
we have
vr6
1
q
(
4(+ )
(q− 1)L
)N 1
((+ )=q)N+r
;
hence
V 6
∞∑
r=1
|cN+r|vr6 Cqq
(
4(+ )
(q− 1)L
)N
: (3.15)
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4. A generalization of the continuous Euler transformation
We introduce a weight
(L; x) =
2N+1(x + )N√
2N !(2L)(N+1)=2
hN ((2x − L)=(L1=2)); (4.1)
hn(x) = Hn(x)e−x
2=2;
where Hn(x) is the Hermite polynomial dened by
Hn(x) = (−1)nex2=2 d
n
dxn
e−x
2=2:
From the orthogonality of the Hermite polynomials, the weight satises∫ L
0
(L; x)(x + )−r dx = 0r + L; 06 r6N;
where
|L|6
(∫ 0
−∞
+
∫ ∞
L
)
|(L; x)(x + )−r|dx =O(e−L=(22)):
The weight (4.1) is also a generalization of the weight (3.4) and satises∫ L
0
(L; x)ei!x dx =
1
N !
e−i!
dN
d!N
(!Nei!(L=2+)e−
2!2L=8) + ′L;
where
|′L|6
(∫ 0
−∞
+
∫ ∞
L
)
|(L; x)|dx =O(e−L=(22)):
Accordingly we can expect that this transformation will be applicable to both Fourier-type integral
and an integral that behaves I(L) ∼ I+crL−r as L→∞. This will be veried numerically in Section
5. An error bound in a form similar to (3.8) may be proved. Our attempt to prove one, however,
encountered a serious technical diculty, and we gave up a rigorous proof.
5. Numerical example
The integrals to evaluate are
I1 =
∫ ∞
0
x sin x
1 + x2
dx =

2
e−1;
I2 =
∫ ∞
0
1
1 + x2
dx =

2
;
I3 =
∫ ∞
0
sin2 x
x2
dx =

2
:
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Table 1
Approximation to I1; I2; I3
Transformation L N Error of I1 Error of I2 Error of I3
I(L) (no weight) 50 — 1:9× 10−2 2:0× 10−2 9:9× 10−3
I(L) (weight (3.4)) 50 — 3:4× 10−7 4:2× 10−2 2:1× 10−2
I(L) (no weight) 12 — 6:5× 10−2 8:3× 10−2 4:0× 10−2
I(L) (weight (3.5)) 12 12 450 8:9× 10−9 180
I(L) (no weight) 150 — 4:6× 10−3 6:7× 10−3 3:3× 10−3
I(L) (weight (4.1)) 150 5 8:2× 10−10 2:3× 10−9 2:3× 10−9
I1 is a Fourier-type integral, while I2 has an algebraically decaying integrand and behaves I2(L) =
=2−tan−1(1=L). Both characters are embodied by I3, since I3(L)=
∫ L
 1=(2x
2)dx−∫ L cos(2x)=(2x2) dx.
We took 2=2; =1, and computed the transformation (3.3) using the 160-point Legendre–Gauss
quadrature rule. We note that the weight of (4.1) is calculated as follows:
w(L; x) =
∫ ∞
x
(L; t) dt −
∫ ∞
L
(L; t) dt; (5.1)
∫ ∞
x
(L; t) dt =
N∑
n=0
2n(x + )n√
2n!(2L)n=2
hn−1((2x − L)=(L1=2)); (5.2)
where
h−1(x) :=
∫ ∞
x
e−t
2=2 dt =
√

2
erfc(x=
√
2):
The result is shown in Table 1.
We computed more complicated examples
I4 =
∫ ∞
0
1
x2 + cos2 x
dx = 1:8934377747 · · · ;
I5 =
∫ ∞
0
log(1 + sin2 x)log
cos2 x + x2
1 + x2
dx =−0:4080063674 · · · ;
I6 =
∫ ∞
0
exp(sin x)− 1
x(x + cos x)
dx = 1:8131877148 · · · :
These integrals have oscillatory integrals with algebraically decaying integrand like I3.
We took N=5, 2=2, =1, and computed the transformation (3.3) using the 800-point Legendre–
Gauss quadrature rule. The result is shown in Table 2.
These examples denitely demonstrate the high accuracy of our new rule (4.1). The continuous
analogue of Salzer’s transformation can compute accurately the algebraically convergent integral
which the continuous Euler transformation cannot approximate well. On the other hand, the former
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Table 2
Approximation to I4, I5, I6
Transformation L Error of I4 Error of I5 Error of I6
I(L) (no weight) 150 6:7× 10−3 1:8× 10−3 1:8× 10−3
I(L) (weight (3.4)) 150 1:4× 10−2 3:7× 10−3 3:6× 10−3
I(L) (weight (4.1)) 150 2:8× 10−9 8:1× 10−10 2:7× 10−9
fails in the Fourier-type integral in which the latter works well. Our new rule with (4.1) seems to
work well in both cases.
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