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Universidade de Braśılia, como parte dos re-
quisitos necessários para a obtenção do t́ıtulo
de Mestre em Matemática.
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RESUMO
Neste trabalho apresentamos os Espaços de Sobolev com peso, os quais possuem a pro-
priedade de preservar a compacidade da imersão, mesmo estando em domı́nio ilimitado.
Como aplicação deste resultado, é posśıvel obter soluções para equações do calor em RN
a partir dos teoremas minimax já conhecidos, entre os quais citamos o Lema de De-
formação Quantitativo, o Prinćıpio Variacional de Ekeland e o Teorema do Passo da
Montanha. Dada a natureza da aplicação desses espaços, resolvemos no final deste texto
um problema eĺıptico em RN+ com não-linearidade do tipo côncavo-convexo na fronteira,
com expoentes subcŕıtico e cŕıtico.
Palavras-chave: Espaços de Sobolev com Peso. Teoremas Minimax. Existência e Mul-
tiplicidade.
ABSTRACT
In this work we present weighted Sobolev spaces, which have the property of preserving
the compactness of the immersion, even being in an unlimited domain. As an application
of this result, it is possible to obtain solutions for heat equations in RN from the minimax
theorems already known, among which we quote the Quantitative Deformation Lemma,
Ekeland’s Variational Principle and the Mountain Pass Theorem. Given the nature of
the application of these spaces, at the end of this text we have solved a eliptic problem
in RN+ with concave-convex nonlinearity on the boundary, with subcritical and critical
exponents.
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LISTA DE NOTAÇÕES E SÍMBOLOS
• ↪→ é o śımbolo utilizado para retratar a imersão entre dois espaços normados
• c↪→ é o śımbolo utilizado para denotar que a imersão é compacta
• (PS)c é a notação adotada para dizer que determinado funcional satisfaz a condição
de Palais-Smale no ńıvel c
• σN denota o volume da esfera SN−1 ⊂ RN





















= 0, em RN+
∂u
∂ν
= µa(x′)|u|q−2u+ b(x′)|u|p−2u, sobre RN−1
,
onde 1 < q < 2 < p ≤ 2∗, µ > 0 e a, b irão cumprir determinadas hipóteses.
Em (P ), a condição na fronteira retrata um comportamento côncavo-convexo,
pois há a presença de expoentes sub-lineares e super-lineares. Diversos textos já foram
desenvolvidos nesse sentido, como por exemplo os trabalhos [1], [8], [9], [10]. No clássico




−∆u = λuq + up, em Ω
u > 0, em Ω
u = 0, sobre ∂Ω
,
onde Ω é um domı́nio limitado de RN e λ ∈ (0,Λ). Além disso, no caso de λ > 0
suficientemente pequeno, eles provaram a existência de um número infinito de soluções
para o problema
(P2)
−∆u = λ|u|q−1u+ |u|p−1u, em Ωu = 0, sobre ∂Ω ,
Ainda para domı́nio limitado, em [8], os autores encontraram duas soluções positivas para
(P3)
∆u = 0, em Ω∂u
∂ν
= a(x′)|u|q−2u+ µb(x′)|u|p−2u, sobre ∂Ω
,
caso µ seja pequeno o suficiente.
11
12
Pensando em domı́nio ilimitado, citamos [10], onde os autores estudaram um








= µa(x′)|u|q−2u+, em RN+
∂u
∂ν
= b(x′)|u|p−2u, sobre RN−1
.
Observe, no entanto, que neste problema apenas o termo super-linear está pre-
sente no dado de fronteira. Entretanto, como veremos no decorrer do texto, as técnicas
para atacar os dois são praticamente idênticas e em verdade, não há contribuição sig-
nificativa do termo sub-linear estar ou não definido no interior para a resolução em si,
apesar que o local onde ele está configure um problema diferente e, obviamente, possui
uma solução diferente.
Referenciamos também o trabalho [9], desenvolvido pelos professores membros
dessa banca de defesa, os quais estudaram a versão em RN do problema, isto é, o operador




|x|α−2(x · ∇u) = a(x)uq−1 + b(x)up−1, em RN ,
A motivação para estudar problemas desta natureza reside no fato de que em
alguns casos, resolvê-lo se torna equivalente a encontrar soluções auto-similares de uma
equação do calor, como é o caso dos problemas das referências [5], [6] e [9].
No primeiro caṕıtulo nós trazemos uma revisão sobre os Espaços de Sobolev
e alguns dos principais resultados utilizados na teoria de minimização de funcionais: o
Lema de Deformação Quantitativo, o Prinćıpio Variacional de Ekeland e o Teorema do
Passo da Montanha.
No segundo caṕıtulo, constrúımos os Espaços de Sobolev com peso, os quais se
mostrarão essenciais para resolver a EDP que estamos interessados. Exibiremos diversos
resultados de imersão para estes espaços, dentre eles citamos em especial, a compacidade
da imersão, mesmo estando em domı́nio ilimitado.
Já no terceiro caṕıtulo, exibimos o problema central deste trabalho, estabele-
cemos suas hipóteses e, empregando as mesmas técnicas utilizados nos trabalhos [9] e [10],
já mencionados acima, o resolvemos tanto no caso de expoente subcŕıtico, quanto no caso
de expoente cŕıtico. Em ambos, mostramos a presença de duas soluções não-negativas.
Caṕıtulo 1
Preliminares
1.1 Os Espaços de Sobolev
Nesta seção, iremos trazer alguns resultados sobre os Espaços de Sobolev clássicos, os
quais tentaremos generalizar mais adiante para os Espaços de Sobolev com peso, que são
o foco do próximo caṕıtulo.
Dado Ω ⊂ RN , N ≥ 3, definimos o espaço de Sobolev
H1(Ω) = {u ∈ L2(Ω) : |∇u| ∈ L2(Ω)},





















Vamos relembrar agora três dos resultados principais de imersão para estes
espaços, cujas provas podem ser encontradas em [2].
Teorema 1.1 (Imersão de Sobolev). A imersão H1(Ω) ↪→ Lp(Ω) é cont́ınua, para todo
2 ≤ p ≤ 2∗ := 2N
N − 2
.





Lp(Ω) é compacta para todo 2 ≤ p < 2∗.
Teorema 1.3 (Desigualdade de Poincaré). Seja Ω ⊂ RN domı́nio limitado. A melhor
constante da imersão H10 (Ω) ↪→ L2(Ω) é o inverso do primeiro autovalor do operador







Outro espaço de Sobolev relevante é o espaço








Teorema 1.4. Sobre o espaço D1,2(Ω), valem as afirmativas
(a) D1,2(Ω) ↪→ L2∗(Ω),









é atingida e é chamada de melhor constante de Sobolev.
(c) No caso Ω = RN+ , ocorre também a imersão D1,2(RN+ ) ↪→ L2∗(RN−1), onde 2∗ :=
2(N − 1)
N − 2







)2/2∗ = N − 22 σ1/N−1N−1 ,
onde σN−1 = vol(SN−2).
Demonstração. A prova para este resultado pode ser encontrada em [11] e [12].
A imersão dada no item (c) do Teorema 1.4 é a comumente chamada de imersão
do traço. Para dar uma noção geral do que ela significa, vamos fazer uma pequena revisão
de como se define o operador traço em H1(RN+ ). O processo é análogo para D1,2(RN+ ).
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≤ C||u||H1(RN+ ). (1.1)
Por densidade, (1.1) se estende à H1(RN+ ). Deste modo, sendo Γ = ∂RN+ =
RN−1 × {0} ∼= RN−1, a aplicação u 7→ u|Γ definida em C10(RN+ ) assumindo valores em
L2(RN−1) pode ser estendida a um operador linear limitado T : H1(RN+ )→ L2(RN−1), tal
que T (u) = u|Γ se u ∈ H1(RN+ ) ∩ C(RN+ ). O operador T é chamado de operador traço e
quando dizemos que H1(RN+ ) ↪→ Lr(RN−1), na realidade o que acontece, é que para toda
u ∈ H1(RN+ ), T (u) ∈ Lr(RN−1). Em [2] podem ser encontradas as principais propriedades
deste operador, uma delas que ganha especial destaque é que:
Ker(T ) = H10 (RN+ ),
ou seja, somente as funções de H10 (RN+ ) possuem dado de fronteira nulo.
1.2 Teoremas Minimax
Nesta seção vamos trazer alguns resultados Minimax que serão essenciais no decorrer deste
texto, como o Prinćıpio Variacional de Ekeland e o Teorema do Passo da Montanha. Para
demonstrá-los faremos uso de um resultado bem abstrato, no entanto bastante útil, que
é o Lema de Deformação Quantitativo. Iremos deixar uma referência para consulta da
prova, afinal ela é longa, demanda muitos resultados precedentes e provar este resultado
não se enquadra nos nossos objetivos, queremos apenas utilizá-lo.
Lema 1.1 (Lema de Deformação Quantitativo). Seja X espaço de Banach, S ⊂ X, δ > 0





,∀u ∈ I−1([c− 2ε, c+ 2ε]) ∩ S2δ.
Então, existe uma aplicação cont́ınua η : [0, 1]×X → X tal que para todo u ∈ X e para
todo t ∈ [0, 1], valem
(a) η(0, u) = u,
(b) η(t, u) = u se u /∈ I−1([c− 2ε, c+ 2ε]) ∩ S2δ,
(c) η(1, Ic+ε ∩ S) ⊂ Ic−ε ∩ Sδ.
Demonstração. A prova para este resultado pode ser encontrada com detalhes em [12],
16
p.38.
Antes de enunciar e provar os dois teoremas citados inicialmente, vamos recor-
dar a definição de sequências Palais-Smale, as quais tem vital importância para o método
que aplicaremos para resolver nossa EDP.
Definição 1.1 (Condição de Palais-Smale). Seja X espaço de Banach e I ∈ C1(X,R).
Dado c ∈ R, dizemos que {un} ⊂ X é uma sequência de Palais-Smale no ńıvel c quando
lim
n→+∞
I(un) = c, lim
n→+∞
I ′(un) = 0.
Além disso, dizemos que I satisfaz a condição de Palais-Smale no ńıvel c se toda sequência
de Palais-Smale no ńıvel c possui subsequência convergente. Nessas condições, dizemos
que se o funcional é limitado inferiormente, então sequências minimizantes podem ser
consideradas.
O Prinćıpio Variacional de Ekeland é um resultado extremamente útil, pois
uma de suas consequências naturais é que sequências minimizantes, sem perca de ge-
neralidade, são sequências de Palais-Smale se o funcional for limitado inferiormente. Tal
resultado foi proposto e demonstrado no célebre artigo [3]. Exibiremos agora uma demons-
tração deste resultado usando o Lema de Deformação Quantitativo apresentado acima.
Teorema 1.5 (Prinćıpio Variacional de Ekeland). Sejam X um espaço de Banach, I ∈




Então, dado δ > 0, existe v = v(δ) ∈ X tal que
(a) I(v) ≤ infX I + 2ε,
(b) ||v − u||X ≤ 2δ,




Demonstração. Considere o conjunto
A = {v ∈ X : (a) e (b) valem}.
Claramente, A 6= ∅, afinal u ∈ A. Suponha que não exista v ∈ A que não satisfaça (c).




,∀v ∈ I−1([c− 2ε, c+ 2ε]) ∩B2δ(u).
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Pelo Lema de Deformação (cf. Lema 1.1), existe uma aplicação cont́ınua η : [0, 1]×X → X
de tal modo que η(1, u) ∈ Ic−ε. No entanto, c = infX I, o que implica que Ic−ε = ∅,
chegando a uma contradição.
É bom salientar que o resultado acima é bem mais geral. Em [3], o autor prova
que é necessário apenas que o funcional I seja semi-cont́ınuo inferiormente e que X seja
um espaço métrico completo, não necessariamente normado. Trazemos agora essa versão
geral, que não será demonstrada, mas que será utilizada para obter uma versão local do
resultado. Esta última versão é que será aplicada nos nossos resultados.
Teorema 1.6 (Prinćıpio Variacional de Ekeland - Versão Geral). Sejam X um espaço
métrico completo, F : X → R ∪ {+∞} um funcional semi-cont́ınuo inferiormente, não
identicamente igual a +∞ e limitado inferiormente, ε > 0 e u ∈ X tais que
inf
X
I ≤ I(u) ≤ inf
X
I + ε
Então, dado δ > 0, existe v = v(δ) ∈ X tal que
(a) I(v) ≤ I(u),
(b) d(u, v) ≤ δ,
(c) I(w) > I(v)− ε
δ
d(v, w) para todo w 6= v.
Demonstração. A prova para este resultado pode ser encontrada em [3], p. 326.
Vamos agora enunciar e provar a versão local do Prinćıpio Variacional de Eke-
land. Tal demonstração foi feita se baseando no Teorema 2.2 e no Corolário 2.3 de [3].
Corolário 1.1 (Prinćıpio Variacional de Ekeland - Versão Local). Seja X um espaço
de Banach e B ⊂ X uma bola fechada em X na topologia induzida pela norma ||.||X .
Seja também I ∈ C1(X,R) um funcional limitado inferiormente em B e {un} ⊂ B
uma sequência minimizante, isto é, I(un) → infB I. Então, existe {vn} ⊂ B também
minimizante tal que I ′(vn)→ 0.
Demonstração. Sendo que B é fechado em X, segue que B é um espaço métrico completo
com a métrica induzida pela norma. Estamos então nas hipóteses do Teorema 1.6. Assim,
existe {vn} ⊂ B também minimizante tal que lim ||un − vn||X = 0 e para todo w ∈ B e
t > 0:















Fazendo n→ +∞, obtemos que I ′(vn)→ 0.
O Teorema do Passo da Montanha, o qual provaremos agora é um dos resul-
tados mais importantes da área de métodos variacionais. Iremos fazer uma versão bem
geral dele, mas em essência este teorema nos mostra que sob determinadas condições
geométricas respeitadas pelo funcional, têm-se a existência uma sequência Palais-Smale
em um determinado ńıvel e, como consequência, caso o funcional satisfaça a condição de
Palais-Smale neste ńıvel, mostra-se então a existência de um ponto cŕıtico.
Teorema 1.7 (Passo da Montanha). Seja X um espaço de Banach e I ∈ C1(X,R) de
modo que I(0) = 0. Suponha que existam ρ, α > 0 tais que
(i) I(u) ≥ α > 0,∀u ∈ ∂Bρ(0),







onde Γ = {γ ∈ C([0, 1], X) : γ(0) = 0 e γ(1) = v}. Então, para cada ε > 0, existe uε ∈ X
tal que
(a) c− 2ε ≤ I(uε) ≤ c+ 2ε,
(b) ||I ′(uε)||X′ < 4ε.
Demonstração. Primeiramente, vamos provar que c é um número real. Com efeito, dada
γ ∈ Γ, como γ(0) = 0 ∈ Bρ(0) e γ(1) = v /∈ Bρ(0), então pelo Teorema da Alfândega,




I(γ(t)) ≥ α > 0.
Dáı, c ≥ α e, portanto, c ∈ R. Agora, suponha por absurdo, que exista ε > 0 tal que para
todo u ∈ X, tenhamos que
||I ′(u)||X′ ≥ 4ε,∀u ∈ I−1([c− 2ε, c+ 2ε]). (1.2)
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Observe que a desigualdade (1.2) ainda é válida para ε′ ∈ (0, ε). Assim, podemos reduzir
ε para que tenhamos
I(v) < 0 = I(0) < c− 2ε.
Pelo Lema de Deformação (cf. Lema 1.1), existe η : [0, 1]×X → X satisfazendo
(1) η(1, u) = u,∀u /∈ I−1([c− 2ε, c+ 2ε]),
(2) η(1, Ic+ε) ⊂ Ic−ε.
Pela definição de ı́nfimo, existe γ ∈ Γ tal que
max
t∈[0,1]
I(γ(t)) ≤ c+ ε. (1.3)
Defina γ̃ : [0, 1]→ X por
γ̃(t) = η(1, γ(t)).
Claramente, γ̃ é cont́ınua. Além disso, γ̃(0) = η(1, 0) = 0 e γ̃(1) = η(1, v) = v e, portanto,
γ̃ ∈ Γ. Usando (1.3), conclúımos que γ(t) ∈ Ic+ε,∀t ∈ [0, 1] e, consequentemente, γ̃(t) ∈
Ic−ε,∀t ∈ [0, 1]. Dáı,




I(γ̃(t)) ≤ c− ε,
o que é uma contradição.
Corolário 1.2. Nas mesmas hipóteses do Teorema 1.7, se I satisfaz (PS)c, então existe
u 6= 0 tal que I(u) = c e I ′(u) = 0.
Demonstração. Do Teorema do Passo da Montanha, existe {un} ⊂ X sequência Palais-
Smale no ńıvel c. Sendo que I satisfaz (PS)c, a menos de subsequência, existe u ∈ X tal
que un → u. Pela regularidade de I,
I(u) = lim
n→+∞
I(un) = c, I
′(u) = lim
n→+∞
I ′(un) = 0.
Logo u é ponto cŕıtico de I. Como I(u) = c > 0, segue que u 6= 0.
Caṕıtulo 2
Espaços Funcionais
2.1 Espaços de Sobolev com peso
Para a resolução de muitas EDP’s em domı́nio ilimitado, como o RN , a falta de compa-
cidade da imersão de Sobolev pode ser um grande obstáculo. Dependendo da formulação
do problema é posśıvel contornar a falta de compacidade por maneiras mais simples. No
entanto, para o problema que nos interessa, deveremos contornar a falta de compacidade
introduzindo um novo espaço de Sobolev, o qual é subespaço do usual, e além disso, possui
compacidade na imersão, mesmo quando em RN , o que é um fato extremamente útil.
Definição 2.1. Seja θ : RN → R+ cumprindo as seguintes condições










A função Kθ : RN → R+ definida por
Kθ(x) = exp(θ(x)),
será chamada de função com peso θ ou mais simplesmente de função peso.
Exemplo 2.1. No decorrer do nosso trabalho, teremos interesse especial em um peso
espećıfico, a função com peso θ(x) =
|x|2
4
. Tal função cumpre as condições (θ1) e (θ2),

































Observação 2.1. Quando estivermos nos referindo especificamente à função dada no
Exemplo 2.1, denotaremos Kθ simplesmente por K.
Vamos agora definir os espaços de Lebesgue com peso
Definição 2.2. Seja Ω ⊂ RN aberto, 1 ≤ p < +∞ e Kθ uma função peso. Definimos
LpKθ(Ω) =
{













Note que os Espaços de Lebesgue (e também os de Sobolev) com peso são, na






Kθ|u|pdx,∀ 1 ≤ p < +∞.
Proposição 2.1. (LpKθ(Ω), ||.||LpKθ (Ω)) é Banach para todo 1 ≤ p < +∞ e é reflexivo para
todo 1 < p < +∞.
Demonstração. Primeiramente, mostraremos que LpKθ(Ω) é Banach. Com efeito, dada
{un} ⊂ LpKθ(Ω) sequência de Cauchy, temos que, dado ε > 0 existe n0 ∈ N tal que, para















θ un é de Cauchy em L
p(Ω). Como Lp(Ω) é Banach, existe w ∈ Lp(Ω) tal que
K
1/p









θ un → K
1/p
θ u em L
p(Ω), mostrando que un → u em LpKθ(Ω).
Para a reflexividade, defina o operador T : LpKθ(Ω)→ L
p(Ω) dado por T (u) =
K
1/p
θ u. Como L
p
Kθ
(Ω) é Banach, T (LpKθ(Ω)) é subespaço fechado de L
p(Ω) e portanto
é reflexivo. [vide [2], p. 70]. Além disso, como T é isometria, segue que LpKθ(Ω) é
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reflexivo.
Quanto aos espaços de Sobolev, teremos interesse em dois principais:
Definição 2.3. Seja Ω ⊂ RN e Kθ uma função peso. Definimos
H1Kθ(Ω) = {u ∈ L
2
Kθ












D1,2Kθ(Ω) = {u ∈ L
2∗
Kθ









Proposição 2.2. Os espaços H1Kθ(Ω) e D
1,2
Kθ
(Ω) são espaços de Banach reflexivos.
Demonstração. Mostraremos primeiramente que H1Kθ(Ω) é Banach. Com efeito, dada
{un} ⊂ H1Kθ(Ω) sequência de Cauchy, temos que {un} e {∇un} são sequências de Cauchy
em L2Kθ(Ω). Dáı, pela Proposição 2.1, existem u, v ∈ L
2
Kθ
(Ω) tais que un → u e ∇un → v
em L2Kθ(Ω). Dada ϕ ∈ C
∞











vϕdx,∀ϕ ∈ C∞0 (Ω).




Para D1,2Kθ(Ω) a prova é bem similar, a única diferença é que em vez de ser
Cauchy em L2Kθ(Ω), a sequência tomada {un} será Cauchy em L
2∗
Kθ
(Ω). Já a sequência
∇un continua Cauchy em L2Kθ(Ω).
Quanto a reflexividade de H1Kθ(Ω), iremos nos basear na prova da reflexividade
dos Espaços de Sobolev feita em [2], p.204. Definindo o espaço reflexivo E = L2Kθ(Ω) ×
L2Kθ(Ω), considere a isometria T : H
1
Kθ(Ω)
→ E definida por
T (u) = (u,∇u).
Desde que H1Kθ(Ω) é Banach, então T (H
1
Kθ
(Ω)) é um subespaço fechado de E e portanto
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é reflexivo. Como T é isometria, segue que H1Kθ(Ω) é reflexivo.




dada por S(u) = ∇u.
2.2 Resultados de Imersão dos Espaços de Sobolev
com peso
Nesta seção iremos buscar generalizar os resultados de imersão para os Espaços de Sobolev
clássicos comentados no primeiro caṕıtulo para os Espaços de Sobolev com peso. De ińıcio,
vamos exibir um resultado de densidade que também é válido para o Espaço de Sobolev
usual.







Demonstração. A prova para este tipo de resultado é bem conhecida, basta aproximarmos
funções de H1Kθ(R
N) por elementos deste mesmo conjunto com suporte compacto e por
fim, aproximar as funções com suporte compacto deste espaço por funções regulares.





N), a qual é extremamente útil, afinal podemos tratar de problemas em RN sem
nos preocuparmos com compacidade. Para demonstrarmos esse resultado precisaremos,
entretanto, de alguns resultados preliminares.
Lema 2.1. Seja θ : RN → R+ cumprindo as condições (θ1) e (θ2) da Definição 2.1. Para





































































































































Tendo em vista o resultado de densidade dado pela Proposição 2.3 é natural
que a estimativa (2.1) se estenda para funções de H1Kθ(R
N).
Lema 2.2. Seja θ : RN → R+ cumprindo as condições (θ1) e (θ2) da Definição 2.1. Para

















Demonstração. Dada u ∈ H1Kθ(R
N), existe {ϕn} ⊂ C∞0 (RN) tal que ϕn → u em H1Kθ(R
N).
Logo, a menos de subsequência, ϕn(x)→ u(x) q.t.p em RN . Devido à condição (θ2), existe




|∇θ(x)|2 > 0, sempre que |x| > R.













































































Agora, como ∆θ +
1
2


























Por outro lado, como θ ∈ C2(RN ,R+), ∆θ+
1
2









≤ C, ∀x ∈ BR(0).























Dáı, combinando essa desigualdade com as demais obtidas, segue o resultado.






Demonstração. Tomemos {un} ⊂ H1Kθ(R
N) limitada. Como H1Kθ(R
N) é Hilbert, existe
u ∈ H1Kθ(R
N) tal que un ⇀ u, a menos de subsequência. Devido à (θ2), dado ε > 0, existe




















Combinando a inequação acima com a estimativa (2.2), temos que∫
|x|≥R
Kθ|un − u|2dx ≤ ε
∫
|x|≥R
Kθ|∇un −∇u|2dx ≤ 2ε(||u||2H1Kθ (RN )
+ ||un||2H1Kθ (RN )
) ≤ Cε.
Para |x| < R, façamos uso da compacidade da imersão H1(BR(0))
c
↪→ L2(BR(0)). Neste






em L2(BR(0)). Pela continuidade de Kθ,
∫
|x|<R
Kθ|un − u|2dx ≤ C1
∫
|x|<R




Kθ|un − u|2dx < C2ε, para n suficientemente grande.
Assim, un → u em L2Kθ(R
N), donde segue a compacidade da imersão.
Tendo em mãos a imersão compacta, vamos agora obter uma versão da De-
sigualdade de Poincaré para os espaços de Sobolev com peso, onde naturalmente, não
necessitaremos estar em domı́nio limitado.
Teorema 2.2 (Desigualdade de Poincaré). Seja θ : RN → R+ cumprindo as condições









Demonstração. Suponha que a desigualdade (2.3) não ocorra, assim, para cada n ∈ N é

















e ||vn||L2Kθ (RN ) = 1.











Assim, ∇vn → 0 em L2Kθ(R





= ||vn||2L2Kθ (RN )





Dáı, existe v ∈ H1Kθ(R
N) tal que vn ⇀ v em H
1
Kθ
(RN) e, pelo Teorema 2.1,
vn → v em L2Kθ(R
N) a menos de subsequência. Naturalmente, ||v||L2Kθ (RN ) = 1. Além




+ ||∇v||2L2Kθ (RN )














Portanto, ||∇v||L2Kθ (RN ) = 0 =⇒ ∇v = 0 q.t.p em R
N . Da conexidade de RN , existe
C > 0 tal que v = C q.t.p em RN . Dáı,








o que é uma contradição, provando o resultado.
De agora em diante, vamos considerar apenas o caso particular onde θ(x) =
exp(|x|2/4), afinal esta será a função que será utilizada no decorrer do texto. Vamos então
provar a imersão cont́ınua para o expoente cŕıtico de Sobolev e, usando interpolação,
iremos obter o resultado final de imersão para o espaço H1K(RN).
Teorema 2.3. A imersão H1K(RN) ↪→ L2
∗
K (RN) é cont́ınua.
Demonstração. Com efeito, dada u ∈ H1K(RN), observe que, como consequência da


















































































Corolário 2.1. A imersão H1K(RN)
c
↪→ LsK(RN) é compacta para todo 2 ≤ s < 2∗.
Demonstração. Pela desigualdade de interpolação, para toda u ∈ H1K(RN),

















e segue portanto a imersão cont́ınua. Para concluir a compacidade,
tomemos uma sequência {un} limitada em H1K(RN). Passando a uma subsequência, existe
u0 ∈ H1K(RN) tal que un ⇀ u0 e, pelo Teorema 2.1, vale também que un → u0 em L2K(RN).
Como {un} é também limitada em L2
∗
K (RN), temos que
||un − u0||LsK(RN ) ≤ ||un − u0||
a
L2K(RN )
||un − u0||1−aL2∗K (RN )
≤ C(u0)||un − u0||aL2K(RN ) → 0.
Observação 2.2. Como em H1K(RN) vale a desigualdade de Poincaré (cf. Teorema 2.2),
então H1K(RN) e D
1,2
K (RN) possuem normas equivalentes. Por esse motivo, as imersões
provadas para H1K(RN) também se aplicam para D
1,2
K (RN).
Nos resultados anteriores, como estávamos trabalhando com vários espaços
diferentes e consequentemente com diversas normas, estávamos preocupados em sempre
deixar especificado na norma a que espaço estávamos nos referindo. Agora, no entanto,
vamos começar a trabalhar especificamente ao espaço de Sobolev no qual procuraremos
as soluções do nosso problema e por isso, vamos começar a fixar notações.










Vamos também fixar uma notação para as normas nos Espaços de Lebesgue nos quais
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provaremos imersão para X



















a norma em LrK(RN−1).
Para obter os resultados de imersão para X, vamos utilizar as imersões que
obtivemos anteriormente e já que tais imersões se davam em espaços com funções definidas
em todo o RN , faz-se necessário sermos capazes de estender uma função de X para todo
RN . Intuitivamente, podeŕıamos pensar em uma extensão por zeros, mas tal extensão não
seria muito benéfica para nossos propósitos. Vamos considerar para u ∈ X a extensão
ũ : RN → R definida por
ũ(x′, xN) =
u(x′, xN), se xn > 0−2u(x′,−2xN) + 3u(x′,−xN), se xn ≤ 0 .
A escolha destes coeficientes é para garantir a diferenciabilidade de ũ sobre
{xN = 0}, isto é, que as derivadas das partes definidas no semiplano superior e no
semiplano inferior coincidam quando toma-se xN = 0. Claramente, se xN > 0, então
∇ũ = ∇u. No outro caso,
ũxi(x
′, xN) =
−2uxi(x′,−2xN) + 3uxi(x′,−xN), se 1 ≤ i < N4uxN (x′,−2xN)− 3uxN (x′, xN), se i = N .


























































Façamos a mudança de variáveis (x′, xN) 7→ (x′,−2xN) e com isso a desigual-



















e o resultado segue.
Teorema 2.4. A imersão X ↪→ L2K(RN+ ) é cont́ınua para todo 2 ≤ s ≤ 2∗ e é compacta
para todo 2 ≤ s < 2∗
Demonstração. Pelo Lema 2.3 dada u ∈ X, a sua extensão ũ ∈ D1,2K (RN) ↪→ LsK(RN),












o que mostra a imersão X ↪→ LsK(RN+ ).
Para a compacidade, seja {un} ⊂ X uma sequência limitada. Temos então
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que {ũn} é limitada em D1,2K (RN) e consequentemente, pela Observação 2.2, existe ũ ∈
D1,2K (RN) tal que, a menos de subsequência, ũn → ũ em L2K(RN). Sendo u a restrição de
ũ à RN+ , temos que u ∈ X e pela desigualdade de interpolação, obtemos que
||un − u||s ≤ ||un − u||a2||un − u||1−a2∗










, o que conclui a prova.
Tendo em vista que o problema que iremos resolver possui não-linearidade na
fronteira, a imersão mais importante para nós é a imersão do traço, a qual provaremos
agora utilizando as imersões provadas anteriormente.
Teorema 2.5 (Imersão do Traço). A imersão de Sobolev X ↪→ LrK(RN−1) é cont́ınua
para todo 2 ≤ r ≤ 2∗ e compacta para todo 2 ≤ r < 2∗. Além disso, no caso cŕıtico, isto









coincide com a constante S0 da imersão D
1,2(RN+ ) ↪→ L2∗(RN−1) dada no Teorema 1.4.













|x′|2 + (xN + ε)2
)(N−2)/2
,∀ε > 0.
Em vista disso, dado ρ > 0, escolha φρ ∈ C∞0 (RN+ ) uma função corte tal que
φρ ≡ 1 em Bρ/2(0) ∩RN+ e φρ ≡ 0 em RN+ −Bρ(0). Para cada ε > 0, tome Uε como acima
uma função extremal minimizante de S0 e defina ϕε = φρUε. Pela definição de S0, como




)2/2∗ = S0 + o(ε).
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Defina então Kρ = K(ρ, 0, · · · , 0) e note que como supp(ϕε) ⊂ Bρ/2(0), então K(x) ≤ Kρ
















)2/2∗ = KρS0 + o(ε),
fazendo ρ→ 0+ e ε→ 0+, obtemos que S2∗ ≤ S0.






(note que a existência de b nessas condições é garantida pelo suporte
de u ser compacto). Defina
Ω = {x′ ∈ RN−1 : |x′| < b}.











































































































afinal u(x′, b) = 0, donde segue que A(x′) ≤ 0 e, portanto, B ≤ 0. Assim, para toda
u ∈ C∞0 (RN+ ), ∫
RN+
|∇(K1/2u)|2dx ≤ ||u||2.
Da densidade de C∞0 (RN+ ) em X, segue que a equação acima vale para toda u ∈ X. Dáı,





















o que prova que S0 ≤ S2∗ =⇒ S2∗ = S0.
Em particular, a desigualdade acima prova a imersão X ↪→ L2∗K (RN−1). Agora,
para mostrar a imersão X ↪→ L2K(RN−1), seja u ∈ C∞0 (RN+ ) e observe que pelo Teorema
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afinal u tem suporte compacto. Consequentemente, como xN > 0 em RN+ , e tendo em
vista a imersão X ↪→ L2K(RN+ ) provada no Teorema 2.4 e a desigualdade clássica































≤ (C1 + 1)
∫
RN+
K(x)|∇u|2dx,∀u ∈ C∞0 (RN+ ).
Usando a densidade de C∞0 (RN+ ) em X, segue que, para toda u ∈ X vale que∫
RN−1




e, portanto, a imersão X ↪→ L2K(RN−1) está demonstrada. Para r ∈ (2, 2∗), basta usar a
desigualdade de interpolação











Quanto à compacidade da imersão para 2 ≤ r < 2∗, tomamos {un} ⊂ X uma
sequência limitada. Desse modo, {ũn} é limitada em D1,2K (RN). Existe então ũ ∈ D
1,2
K (RN)
tal que passando a uma subsequência se necessário, ũn ⇀ ũ em D
1,2
K (RN) e ũn → ũ em




↪→ L2K(RN) (cf. Observação 2.2).
Definindo u = ũ|RN+ , temos que u ∈ X e, utilizando as estimativas feitas em [4], Lema 2.4,




Como já discutimos na Observação 2.2, as normas deH1K(RN) eD
1,2
K (RN) são equivalentes.
Portanto,
un − u r ≤ C(u)||ũn − ũ||1−sL2K(RN ) → 0 se n→ +∞,
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o que mostra que un → u em LrK(RN−1), concluindo a prova.
Caṕıtulo 3
Uma equação do tipo
côncavo-convexo
Neste caṕıtulo, provaremos os resultados principais deste trabalho. Denotando RN+ =








= 0, em RN+
∂u
∂ν
= µa(x′)|u|q−2u+ b(x′)|u|p−2u, sobre RN−1
,
onde 1 < q < 2 < p ≤ 2∗, µ > 0 e os potenciais a e b satisfazem determinadas hipóteses
que serão em breve estabelecidas. Nosso objetivo é mostrar a existência de ao menos duas
soluções não-negativas e não-triviais para o problema (P ).
Multiplicando a primeira equação pela função peso K(x) = exp(|x|2/4), fica-
mos com
−div(K(x)∇u) = 0, em RN+ .




= µa(x′)K(x′, 0)|u|q−2u+ b(x′)K(x′, 0)|u|p−2u, sobre RN−1.
Como já foi dito, buscaremos soluções em X = D1,2K (RN+ ) e usaremos as
imersões X ↪→ LrK(RN−1), 2 ≤ r ≤ 2∗ provadas no Teorema 2.5. Note que, tendo














Vamos pedir as seguintes hipóteses para os potenciais a e b:










(a2) O conjunto Ω
+
a = {x ∈ RN−1 : a(x) > 0} possui um ponto interior,
(b1) b ∈ L∞(RN−1),
(b2) O conjunto Ω
+
b = {x ∈ RN−1 : b(x) > 0} possui um ponto interior.






































=⇒ 2 ≤ qσ′q < p ≤ 2∗.
Usando a imersão X ↪→ Lqσ
′
q
K (RN−1) segue que o lado direito é finito e, consequentemente,
usando também a imersão X ↪→ LpK(RN−1), conclúımos que I está bem definido. Além











Como é padrão, pontos cŕıticos de I nos fornecerão soluções não-negativas de (P ).
O nosso primeiro resultado é o seguinte:
Teorema 3.1 (Caso Subcŕıtico). Se 1 < q < 2 < p < 2∗ e a, b satisfazem as hipóteses
(a1)− (a2) e (b1)− (b2), respectivamente, então (P ) possui ao menos duas soluções não-
negativas não-triviais se µ for suficientemente pequeno.
No nosso segundo resultado, vamos considerar o caso cŕıtico p = 2∗. Para os
potenciais a e b, além de pedir as mesmas hipóteses solicitadas no caso anterior, vamos
adicionar esta hipótese à b
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(b3) Existe δ > 0 tal que Bδ(0) ⊂ Ω+a ∩ Ω+b e
b ∞ − b(x′) ≤M |x′|γ,
para x′ q.t.p em Bδ(0), com M > 0 e γ > N − 1.
O segundo resultado principal deste caṕıtulo é o seguinte
Teorema 3.2 (Caso Cŕıtico). Se 1 < q < 2, p = 2∗ e a, b satisfazem as hipóteses
(a1)− (a2) e (b1)− (b3), respectivamente, então (P ) possui ao menos duas soluções não-
negativas não-triviais se µ for suficientemente pequeno.
3.1 O caso subcŕıtico
Provaremos nesta seção o Teorema 3.1. O primeiro passo é verificar as condições geométricas
do Teorema do Passo da Montanha.
Lema 3.1. Existem ρ, α > 0 tais que I(u) ≥ α > 0 para todo u ∈ X com ||u|| = ρ, desde
que µ seja suficientemente pequeno.





























































e consideremos a função auxiliar f : (0,+∞)→ R dada por
f(t) = t2−q −Btp−q.
Derivando,
f ′(t) = (2− q)t1−q −B(p− q)tp−q−1.
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Portanto, ρ assim definido é ponto cŕıtico de f . Em verdade, ρ é ponto de máximo de f ,
afinal
f ′′(t) = t−q[(2− q)(1− q)−B(p− q)(p− q − 1)tp−2],
e, portanto,
f ′′(ρ) = ρ−q
[





= ρ−q[(2− q)(1− q)− (2− q)(p− q − 1)]
= (2− q)ρ−q[1− q − p+ q + 1] = (2− q)(2− p)ρ−q < 0.


































Proposição 3.1. Suponha que µ satisfaça a Equação (3.4) e tome ρ > 0 como na prova
do Lema 3.1. O ı́nfimo
−∞ < c0 := inf
u∈Bρ(0)
I(u) < 0,
é atingido para algum u ∈ Bρ(0).
Demonstração. Se u ∈ Bρ(0), então ||u|| ≤ ρ. Dáı, usando Hölder e as imersões X ↪→
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LrK(RN−1), 2 ≤ r ≤ 2∗,
|I(u)| =






























































= C(ρ, µ, p, q, a, b),
donde segue que I(Bρ(0)) é limitado em R e portanto, c0 > −∞.
Por (a2), existe x
′
0 ∈ RN−1 e δ > 0 tal que Bδ(x′0) ⊂ Ω+a . Tome então ϕ ∈
C∞0 (Bδ(x
′
0)) tal que ∫
RN−1
K(x′)a(x′)ϕ(x′)qdx′ > 0.
Observe que não podemos a priori avaliar I em termos de ϕ. Para contornar isso, considere
para cada s ∈ R+ o conjunto isomorfo à RN−1
Ys = {(x′, s) : x′ ∈ RN−1},
e consideremos ϕs : Bδ(x
s
0)→ R, onde xs0 = (x′0, s), dada por
ϕs(x
′, s) = ϕ(x′).
Claramente, ϕs ∈ C∞0 (Ys) a menos de extensão por zeros (a partir de agora quando
fizermos menção a esta função, na realidade estaremos tratando de sua extensão por
zeros). Observe que RN+ =
⋃
s>0 Ys é uma união disjunta. Defina então ψ : RN+ → R por
ψ(x) =
ϕs(x), se x = (x′, s), s > 0ϕ(x′), se x = (x′, 0) .









































o que mostra que para t suficientemente pequeno I(tψ) < 0 e, portanto, c0 < 0.
Tome {un} ⊂ Bρ(0) uma sequência minimizante. De acordo com a versão
local do Prinćıpio Variacional de Ekeland (cf. Corolário 1.1) podemos, sem perda de
generalidade, assumir que
I(un)→ c0, I ′(un)→ 0.
Desde que {un} é limitada e 2 ≤ qσ′q < p ≤ 2∗, existe u0 ∈ X tal que a menos de
subsequência, 
un ⇀ u0 em X




′)→ u+0 (x′) q.t.p em RN−1
|un(x′)| ≤ φ(x′) q.t.p em RN−1
,
onde φ ∈ Lqσ
′
q
K (RN−1). Consequentemente, para x′ q.t.p em RN−1, segue pela desigualdade
de Young que






Como φ ∈ Lqσ
′
q
K (RN−1), segue que o lado direito da equação (3.5) está em L1(RN−1). Pelo



















, existe p0 ∈ (2, p) tão próximo
























Claramente, sendo p0 ∈ (2, p), un → u em Lp0K (RN−1). Dáı, existe η0 ∈ L
p0
K (RN−1) tal que,
a menos de subsequência, |un(x′)| ≤ η0(x′) q.t.p em RN−1. Novamente, pela desigualdade
de Young, segue que

























Como p0 está tão próximo quanto se queira de p, podemos assumir que p0 > p− 1. Dito







Com isso e como b ∈ L∞(RN−1), para x′ q.t.p em RN−1,































Combinando as equações (3.7)− (3.9),
0 = lim
n→+∞
I ′(un)η = I
′(u0)η,∀η ∈ C∞0 (RN+ ).
Por densidade, segue então que I ′(u0) = 0 e, portanto, u0 é ponto cŕıtico de I e um
candidato natural à solução de (P ).
Falta mostrar que I(u0) = c0 e que u0 /∈ ∂Bρ(0). Como I ′(un)→ 0 e I(un)→
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c0, podemos escrever






































































I ′(u0)u0 = I(u0), afinal I
′(u0) = 0.
Assim, I(u0) ≤ c0. No entanto, pela definição de c0, I(u0) ≥ c0 e, portanto, I(u0) = c0.
Pelo Lema 3.1, se u0 ∈ ∂Bρ(0), então I(u0) ≥ α > 0, o que não ocorre, afinal I(u0) =
c0 < 0 e, consequentemente, u0 ∈ Bρ(0).
Lema 3.2. Suponha que b satisfaça (b2) e seja Bδ(x
′




I(u0 + tϕ) = −∞.
Demonstração. Observe que

























































































Combinando as três desigualdades obtidas, temos que








Desde que ϕ ≥ 0 e Bδ(x′1) ⊂ Ω+b , temos que a integral na inequação acima é positiva e
como 1 < q < 2 < p, ao fazer t→ +∞, obtemos
lim
t→+∞
I(u0 + tϕ) = −∞,
concluindo assim o resultado.
Lema 3.3. Se 2 < p < 2∗, então o funcional I satisfaz a condição (PS)c, para todo
c ∈ R.
Demonstração. Seja {un} ⊂ X tal que I(un) → c e I ′(un) → 0. Usando a desigualdade
de Hölder,









































o que mostra que {un} é limitada em X. Assim, existe u ∈ X tal que, a menos de
subsequência, un ⇀ u em X e un → u em LrK(RN−1), 2 ≤ r < 2∗. A escolha de σq nos dá




















q−1(un − u)dx′ = 0. (3.10)
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p−1(un − u)dx′ = 0. (3.11)
Combinando as equações (3.10) e (3.11), temos que
on(1) = I





e portanto, un → u em X, provando o resultado.
Com estes resultados em mãos, estamos aptos a demonstrar o Teorema 3.1.
Demonstração do Teorema 3.1: Supondo que µ satisfaça (3.4), obtemos uma solução
u0 ∈ X com I(u0) < 0. Tomando ρ > 0 dado pelo Lema 3.1 e considerando ϕ dada no
Lema 3.2, nós podemos obter t0 > 0 grande o suficiente de modo que v = u0 +t0ϕ obedeça






onde Γ = {γ ∈ C([0, 1], X) : γ(0) = u0 e γ(1) = v}. Como é padrão, cM ≥ α > 0, onde α
é o obtido no Lema 3.1. Pelo Teorema do Passo da Montanha (cf. Teorema 1.7), existe
{un} ⊂ X tal que I(un) → cM e I ′(un) → 0. Agora pelo Lema 3.3, I satisfaz (PS)cM e,
consequentemente, existe u ∈ X tal que I(u) = cM > 0 e I ′(u) = 0. Dito isso, u 6= u0 e
então obtemos duas soluções não-negativas para o problema (P ). 2
3.2 O caso cŕıtico
Nessa seção provaremos a versão cŕıtica do nosso teorema. Assim como na seção anterior,
iremos provar primeiro uma série de resultados preliminares. Observe que como não
foi necessário utilizar a compacidade da imersão X
c
↪→ LpK(RN−1) no Lema 3.1 e na
Proposição 3.1, eles podem ser replicados sem prejúızo aqui e desse modo, já encontramos
uma solução de energia negativa u0 ∈ X. Vamos então em busca da segunda solução.
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No primeiro resultado, mostraremos que o funcional I satisfaz Palais-Smale
em determinados ńıveis.
Lema 3.4. Suponha que 0 e u0 são os únicos pontos cŕıticos de I. Então I satisfaz a
condição (PS)c para todo c ∈ R tal que

















Demonstração. Seja {un} ⊂ X tal que I(un) → c e I ′(un) → 0. Usando a desigualdade
de Hölder,









































o que mostra que {un} é limitada em X. Passando então a uma subsequência, existe
u ∈ X tal que un ⇀ u em X e un → u em L
qσ′q
K (RN−1). Procedendo de maneira análoga










Definindo vn = un − u, pelo Lema de Brezis-Lieb (cf. [12], p. 21),


























De modo análogo à prova da Proposição 3.1, temos que I ′(u) = 0, isto é, u é ponto cŕıtico
de I. Desse modo, existe l ≥ 0 tal que
lim
n→+∞







Afirmamos que l = 0. Com efeito, note inicialmente que utilizando a imersão










Tomando o limite com n→ +∞ temos que, supondo l > 0,



















































Fazendo n→ +∞ na expressão acima e utilizando a estimativa obtida em (3.12), obtemos












Mas, como u é ponto cŕıtico de I, temos que u = 0 ou u = u0. De qualquer forma, como
max{I(0), I(u0)} ≤ 0, a desigualdade acima contradiz o fato de que c < c̄ e, portanto,
l = 0. Consequentemente,





e portanto, un → u em X, o que conclui a prova.
Dado o resultado acima, fica claro então como iremos encontrar a segunda
solução do problema. Vamos determinar um ńıvel c < c̄ espećıfico onde ao se verificar
nele a condição de Palais-Smale gerará uma contradição. Para tal considere, para todo
ε > 0 a seguinte função
uε(x) = K(x)
−1/2φ(x)Uε(x), x ∈ RN+ ,
com φ ∈ C∞0 (RN+ , [0, 1]) uma função corte tal que φ ≡ 1 em Bδ/2(0)+ e φ ≡ 0 em (Bδ(0)+)c,
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(|x′|2 + (xN + ε)2)
)(N−2)/2
.
Para o nosso próximo resultado, vamos usar a seguinte notação: para cada
δ > 0, B+δ = {x ∈ RN+ : |x| < δ} = Bδ(0) ∩ RN+ .










Então, AN/BN = S0, com S0 sendo a constante dada no item (c) do Teorema 1.4. Além
disso, se ε→ 0+,
||uε||2 = AN +
















|u(x′, 0)|2∗ = 1
}
,






















































[(x′, xN + ε) · ∇φ]φ










[|x′|2 + (xN + ε)2]N−2
dx = O(εN−2).
Dessas três igualdades, segue que















[|x′|2 + (xN + ε)2]N/2
(x′, xN + ε),

















[|x′|2 + (xN + ε)2]N−1
dx.
Fazendo a mudança de variáveis y =
x
ε














[|y′|2 + (yN + 1)2]N−1
dy.



















































s2−N < +∞ para todo N > 2. Assim,
∫
RN+
φ2|∇Uε|2dx = AN +O(εN−2).
De modo análogo, temos que
φ2Uε(x · ∇Uε) = (φ2 − 1)Uε(x · ∇Uε) + Uε(x · ∇Uε),
portanto∫
RN+






















[|x′|2 + xN(xN + ε)](φ2 − 1)




Uε(x · ∇Uε)dx = −(N − 2)εN−2
∫
B+δ
[|x′|2 + xN(xN + ε)]
[|x′|2 + (xN + ε)2]N−1
dx.




























































































se, e somente se, 2 − 2(N − 1) + N < 0, ou equivalentemente, N > 4. Procedendo de
maneira análoga para Γ2,N,ε, obtemos que para N ≥ 5∫
RN+
Uε(x · Uε)dx = O(ε2).
Quando N = 4, temos que proceder de maneira diferente, afinal não há con-






[|y′|2 + (yN + 1)2]3











[|y′|2 + (y4 + 1)2]3
dy.
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ln ε = O(| ln ε|),
de modo que
Γ1,4,ε = O(| ln ε|).






[|y′|2 + (yN + 1)2]3











[|y′|2 + (y4 + 1)2]3
dy.













































































ln ε = O(| ln ε|),
de forma que




φ2Uε(x · ∇Uε)dx =





























[|x′|2 + (xN + ε)2]N−2
= O(εN−2).














































Note que se N ≥ 7, então a última integral lado direito da desigualdade acima
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se, e somente se, 2− 2(N − 2) +N < 0 ou, equivalentemente, N > 6. Logo, se N ≥ 7,∫
RN+
|x|2φ2U2ε dx = O(ε4).
Nos casos em que N ∈ {4, 5, 6}, temos∫
B+δ


















[|y′|2 + (yN + 1)2]N−2
dy
)

























































[εN−6 − 1], se N ∈ {4, 5},
−σN−1
2





O(εN−2), se N ∈ {4, 5},O(ε4| ln ε|), se N = 6. .
Combinando os resultados obtidos, chegamos as seguintes situações
• Se N = 4:
||uε||2 = O(εN−2) + AN +O(εN−2) +O(εN−2) +O(ε2| ln ε|) +O(εN−2) +O(εN−2)
= AN +O(ε
2| ln ε|),
• Se N = 5:
||uε||2 = O(εN−2) + AN +O(εN−2) +O(εN−2) +O(ε2) +O(εN−2) +O(εN−2)
= AN +O(ε
2),
• Se N = 6:
||uε||2 = O(ε4| ln ε|) + AN +O(εN−2) +O(εN−2) +O(ε2) +O(εN−2) +O(εN−2)
= AN +O(ε
2),
• Se N ≥ 7:




||uε||2 = AN +
O(ε2| ln ε|), se N = 4O(ε2), se N ≥ 5 ,
como queŕıamos.
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= O(εN−1) + εN−1[Γ1,ε + Γ2,ε],





























































































. Observe que para chegar ao resultado pretendido, precisamos
mostrar que εN−1Γ2,ε = O(ε






e considere, para cada 0 < ε < 1 fixado, fε(y

























já que 1 + t ≤ exp(t),∀t ∈ R. Logo, a sequência de funções (fε)ε∈(0,1) configura uma






















































































Estamos perto de obter a segunda solução do nosso problema. Antes disso,
vamos usar o resultado anterior para estimar as normas da normalização no traço de uε.






||ψε||2(N−1) = SN−10 +O(ε2), ψε ττ = O(εN−1−τ(N−2)/2),
sempre que (N − 1)/(N − 2) < τ < 2∗.
Demonstração. Sejam A, t, s > 0 e considere a função real g(r) = rs. Pelo Teorema do






(A+O(εt))s − As = O(εt)g′(ζ) = O(εt) =⇒ (A+O(εt))s = As +O(εt). (3.13)
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Pelo Lema 3.5 se N ≥ 5, vale




































+O(ε2) = SN−10 +O(ε
2),
provando assim a primeira parte do resultado.
Para a outra parte, observe que como φ tem suporte compacto, uε também o













Como a integral acima é avaliada em um conjunto limitado, temos pela continuidade de



































































































o que finaliza a prova.
Com os dois próximos resultados, seremos capazes de determinar a segunda
solução para o nosso problema.
Lema 3.7. Seja ψε a função definida no Lema 3.6 e defina
mε = I(u0 + tεψε) = max
t≥0
I(u0 + tψε).
Então, a sequência {tε}ε>0 é limitada.
Demonstração. Desde que u0 é um mı́nimo local de I, o número tε dado no enunciado está
bem definido e é positivo. Suponha por contradição que tεn →∞, para alguma sequência
εn → 0. Defina g(t) = maxt≥0 I(u0 + tψε), temos que g tem ponto de máximo em tε, de
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modo que 0 = g′(tε) = I
′(u0 + tεψε)ψε. Assim,



























Usando as duas últimas equações e o fato dos potenciais a e b serem positivos no suporte



























































Usando Hölder e o Lema 3.6, obtemos∫
RN−1
K(x′)b(x′)ψ2∗ε dx
′ ≤ t2−2∗ε ||ψε||2 + t1−2∗ε b ∞ u0 2∗−12∗ ψε 2∗
≤ t2−2∗ε (S0 + o(1)) + t1−2∗ε b ∞ u0 2∗−12∗ .
Observe que a equação acima vale para todo ε > 0. Em particular, sendo ε = εn como da








Pela hipótese (b3), temos que existe δ > 0 tal que para x
′ q.t.p em B∂δ (0) vale
b ∞ − b(x′) ≤M |x′|γ,










Por outro lado, como uεn 2∗ = B
1/2
































Segue então que ∫
RN−1
K(x′)|x′|γψ2∗εndx
′ = O(εN−1n ),
quando n→ +∞. Portanto,
o(1) ≥ b ∞ +O(εN−1n ),
o que implica que b ∞ = 0, mas isso é uma contradição, afinal b > 0 em todo um conjunto
aberto. Assim, {tε}ε>0 é limitada.
Lema 3.8. Seja mε como definido no Lema 3.7, então






Demonstração. Usando novamente que I ′(u0)ψε = 0, obtemos que

























2∗ − u2∗0 − tε2∗u2∗−10 ψε]dx′.
Como a função real g(r) = rq é derivável, temos pelo Teorema do Valor Médio que existe
θ ∈ (0, 1) tal que
(α + h)q − αq = q(θ(α + h) + (1− θ)α)q−1h = q(α + θh)q−1h ≥ qαq−1h.
Considerando α = u0(x
′), h = tεψε(x
′), θ = θ(x′) ∈ (0, 1), obtemos para x′ q.t.p em RN−1
vale
(u0 + tεψε)
q − uq0 ≥ qtεu
q−1
0 ψε.
Dáı, como a > 0 no suporte de ψε, temos que Γ1,ε ≥ 0. Aplicando essa desigualdade na
equação (3.14), ganhamos que







Note agora que podeŕıamos estimar Γ2,ε da mesma maneira, no entanto, vamos
percorrer outro caminho desta vez: vamos usar o fato de que dados r, s ≥ 0 e σ ∈ (1, 2∗−1),
existe Aσ > 0 de tal modo que
(r + s)2∗ ≥ r2∗ + s2∗ + 2∗r2∗−1s+ 2∗rs2∗−1 − Aσr2∗−σsσ.
Sendo então r = u0(x
′) e s = tεψε(x
′), temos que para x′ q.t.p em RN−1
(u0 + tεψε)

























































b ∞ − Γ2,ε,1 + Γ2,ε,2 − Γ2,ε,3.
Portanto,






















Como γ > N − 1, então ∫
RN−1
K(x′)|x′|γψ2∗ε dx′ = O(εN−1).










f ′(t) = t||ψε||2 − t2∗−1 b ∞, f ′′(t) = ||ψε||2 − (2∗ − 1)t2∗−2 b ∞.
Dáı, se f ′(t) = 0, então
t||ψε||2 − t2∗−1 b ∞ = 0.
Note que t = 0 é uma solução, porém f ′′(0) = ||ψε||2 > 0. Assim, supondo t 6= 0, obtemos
que
||ψε||2 − t2∗−2 b ∞ = 0 =⇒ t2∗−2 =
||ψε||2
b ∞







f ′′(t0) = ||ψε||2 − (2∗ − 1)
||ψε||2 b ∞
b ∞
= ||ψε||2(2− 2∗) < 0.
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Pelo Lema 3.6, ||ψε||2(N−1) = SN−10 +O(ε2), e pela definição de c̄, segue que
mε ≤ c̄+O(ε2)− Γ2,ε,2 + Γ2,ε,3. (3.17)
Para estimar Γ2,ε,2 e Γ2,ε,3, note u0 ∈ Lνloc(RN+ )∩Lνloc(RN−1), para todo ν ≥ 1. Além disso,










































(N−1)/τ1−N/2), se ε→ 0+.
Desde que {tε}ε>0 é limitada, então
Γ2,ε,2 = O(ε
(N−1)/τ1−N/2)
























































< 2, ν2 :=
N − 1
τ2
− N − 1
2
> ν1.
Temos então que, se ε→ 0+,
mε ≤ c̄+O(ε2)−O(εν1) +O(εν2) = c̄+O(εν1)(O(ε2−ν1)−O(1) +O(εν2−ν1)).
Portanto, se ε > 0 é pequeno,






o que prova o resultado.
Estamos prontos para demonstrar nosso último resultado.
Demonstração do Teorema 3.2: Já encontramos via minimização a solução de energia
negativa u0. Supondo que não há pontos cŕıticos para I além de 0 e u0, pelo Lema 3.4,
como mε < c̄, I satisfaz (PS)mε . Pelo Teorema do Passo da Montanha, existe u 6= 0
tal que I(u) = mε e I
′(u) = 0. No entanto, desde que mε = I(u0 + tεψε) temos que
mε > I(u0), pela definição de mε e também por u0 ser mı́nimo local de I, assim u 6= u0,
chegando então a uma contradição. Logo, existe 0 < u1 6= u0, tal que u1 é ponto cŕıtico
de I. Portanto, u1 é outra solução não-negativa para (P ). 2
Considerações Finais
Neste trabalho investigamos a existência de soluções para um problema eĺıptico
em RN+ com não-linearidade do tipo côncavo-convexo na fronteira, com expoentes subcŕıtico
e cŕıtico. Devido a natureza do problema não foi posśıvel atacá-lo diretamente com as
ferramentas padrão. Na realidade, se fez necessário trabalhar em um outro tipo de espaço
de Sobolev para alcançar os resultados de compacidade que foram necessários.
Inicialmente, fizemos um resumo breve da teoria clássica de Sobolev e dos resul-
tados de minimax os quais são válidos para espaços de Banach em geral. Posteriormente
constrúımos um outro espaço de Sobolev utilizando uma função particular e estudamos
algumas propriedades deste espaço, sendo a mais importante delas, a compacidade da
imersão mesmo no caso do RN .
Com essas ferramentas em mãos, pudemos atacar diretamente o problema,
tanto nos casos subcŕıtico e cŕıtico. Como esperado, foi necessário trabalhar um pouco
mais neste último caso, afinal a presença do expoente cŕıtico invalida o uso de ferramentas
muito práticas, como a compacidade. No entanto, conseguimos mostrar em ambos os casos
a existência de duas soluções não-triviais e não-negativas para o problema.
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