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Abstract
In this paper we study the structure of the pointed-Gromov-Hausdorff limits of sequences
of Ricci shrinkers. We define a regular-singular decomposition following the work of Cheeger-
Colding for manifolds with a uniform Ricci curvature lower bound, and prove that the regular
part of any Ricci shrinker limit space is convex, inspired by Colding-Naber’s original idea of
parabolic smoothing of the distance functions.
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1
1 Introduction
A Ricci shrinker is a triple (M, g, f ) where (M, g) is a complete Riemannian manifold, and f is a C2
potential function on M such that its Ricci curvature Rc satisfies
Rc + Hess f =
1
2
g, (1.1)
where f is normalized by adding a constant, if necessary, so that the scalar curvature R satisfies
R + |∇ f |2 = f . (1.2)
We will always fix some minimal point p ∈ M (whose existence guaranteed by Lemma 2.1) as a
base point, making a pointed Ricci shrinker (M, p, g, f ). We also recall the following fundamental
fact (due to Binglong Chen [8]) for the scalar curvature on a Ricci shrinker:
R ≥ 0. (1.3)
Ricci shrinkers, usually regarded as generalizations of positive Einstein manifolds, form an im-
portant collection of objects for our understanding of the singularities of Ricci flows. Indeed, Ricci
shrinkers are critical points of Perelman’s µ-functional, see [27]. Up to dimension three, all Ricci
shrinkers are classified up to isometry, see [15], [27], [28], [21], [22], and [3]. However, the higher,
even four, dimensional cases are much more complicated and a usual approach is to consider the
whole collection of a given dimension as a moduli space. Important questions immediately arise:
Is this moduli space compact with respect to some reasonable topology? If not, is there a standard
model for the added points in the moduli space as a result of compactification? Systematic studies
of the moduli space of complete Ricci shrinkers are initiated in [23], where the above questions are
partially answered: it is shown that a sequence of non-collapsed smooth Ricci shrinkers is expected
to subconverge, in the pointed-Cˆ∞-Cheeger-Gromov topology, to a metric space called a conifold
Ricci shrinker, see [23, Theorem 8.6].
There is yet another nice property that a conifold Ricci shrinker is defined to satisfy: The regular
part R, which is an open manifold, should be strongly convex relative to the whole limit space X.
Here we say that R is strongly convex if any limit minimal geodesic intersecting R non-trivially has
its entire interior contained in R. Note that this is a slightly stronger concept compared to the usual
geodesic convexity.
The main purpose of the current paper is then to prove the desired regular-convexity, therefore
justifying the limit space to be indeed a conifold Ricci shrinker. Let us denote byMm(A) the moduli
space of m-dimensional Ricci shrinkers with a uniform µ-entropy lower bound by −A (A > 0 fixed),
and our first result is the following regular-convexity theorem:
Theorem 1.1 (Regular-convexity of Ricci shrinker limits). Let {(Mi, pi, gi, fi)} ⊂ Mm(A) be a se-
quence of Ricci shrinkers that converges, in the pointed-Cˆ∞-Cheeger-Gromov topology, to a metric
space with potential (X, p, d, f ), then X has a regular-singular decomposition such that the regular
part is strongly convex. Therefore, (X, p, d, f ) is a conifold Ricci shrinker.
Remark 1.2. The concept of conifold Ricci shrinkers has its origin in the Ka¨hler-Ricci flat setting [9,
Definition 1.2], where the collection of certain Calabi-Yau conifolds was shown to be compact in
the pointed-Cˆ∞-Cheeger-Gromov topology, and such compactness played a fundamental role in the
resolution of the Hamilton-Tian conjecture for Ka¨hler-Ricci flows in [10].
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We refer the readers to [23] and Section 2.2 for detailed discussions of the concepts involved.
This theorem generalizes Colding-Naber’s fundamental regular-convexity theorem in [11] when
the Ricci curvature is uniformly bounded from below. In view of the close relation between the
geometry of Ricci shrinkers and of manifolds with a uniform Bakry-E´mery Ricci curvature lower
bound, we pursue a similar path that leads to Colding-Naber’s theorem.
An alternative approach to Theorem 1.1, as one may suggest, would be applying a suitable
conformal transformation, so that the resulted manifold will locally acquire Ricci curvature bounds
(see [38], [18] and [23, Lemma 3.7]), and Colding-Naber’s Ho¨lder continuity theorem could be
directly applied on an increasing sequence of exhausting domains to prove the global convexity
result. The technique of taking suitable conformal transformations has actually be utilized in [23]
to improve the regularity of convergence. But it fails in the current context, due to the simple fact
that the conformal transformations involved do not preserve the minimal geodesics.
We need to emphasize, however, that the proof of Theorem 1.1 could not be achieved by a
simple application of Colding-Naber’s argument to the comparison geometry of the Bakry-E´mery
Ricci curvature: It is well-known that the comparison geometry in such setting depends, not only on
the tensor lower bound, but also on the gradient bound of the potential function. Basic properties of
complete Ricci shrinkers, tell that the potential function has its gradient controlled, in magnitude,
by a linear function of the distance to the base point: from (1.2), (1.3) and Lemma 2.1, we see
∀x ∈ M, 2|∇ f |(x) ≤ d(p, x) +
√
2m. (1.4)
This growing gradient bound implies that the estimates one could obtain from the Bakry-E´mery
Ricci curvature lower bound become worse as one moves further and further away from the base
point.
While there have been extensive studies in the literature (see, for instance, [35], [34] and [37])
for manifolds with a uniform Bakry-E´mery Ricci curvature lower bound and a uniform bound on
the gradient of the potential function, they are not directly applicable to the case we are handling:
The assumption of a uniform bound on the gradient of the potential functions is valid when studying
the metric tangent cone of a fixed point in a Ricci shrinker limit space (see [34] and Section 2.3),
yet from (1.4) we see that in order to study the global properties of the regular part in the limit
space, such as the strong convexity we just mentioned, it is necessary to develop estimates adapted
to changing gradient control on the potential functions.
Therefore, we follow Colding-Naber’s original idea, but we also have to start from rebuilding the
most basic estimates. Recall that the major new technique in Colding-Naber’s proof is a parabolic
smoothing of the distance function. This technique relies on a uniform Ricci curvature lower bound
and its resulting Li-Yau heat kernel estimates [24]. On a Ricci shrinker, since the Ricci curvature
lower bound is replaced by a Bakry-E´mery Ricci curvature bound, it is more natural to consider,
instead, the f -heat kernel, which is the heat kernel with respect to the weighted measure µ f whose
density is defined as dµ f := e
− f dVg. Then the corresponding f -heat kernel bounds roughly follow
from a local volume doubling property and a local L2-Poincare´ inequality of µ f .
In fact, we will give a new f -heat kernel estimate (Theorem 3.1), and its applications to the
smoothing of distance functions, on more general classes of manifolds, defined by only extracting
the necessary analytic properties:
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Definition 1.3. Given a positive smooth nondecreasing function F(r) on [0,∞), and a number
K ≥ 0, Nm(F,K) is defined to be the class of pointed smooth metric measure space (Mm, p, g, µ f ),
where ∀U ⊂ M open, µ f (U) :=
∫
U
e− f dVg, such that
(a). (Mm, g) is a complete m-dimensional smooth Riemannian manifold.
(b). There exists a C2 function f on M such that f achieves a global minimum at some p ∈ M,
and ∀x ∈ M, max{| f |(x), |∇ f |2(x)} ≤ F2(dg(p, x)).
(c). The Bakry-E´mery Ricci curvature satisfies Rc f ≔ Rc + Hess f ≥ −Kg.
In addition, the subclass Nm(F,K;V0) ⊂ Nm(F,K) consists of all manifolds satisfying the
(d). Non-collapsing condition: µ f (B(p, 1)) ≥ V0.
We also define a subclass Mm(F,K;V0) ⊂ Nm(F,K;V0) (see [23, Definition 10.1]) as all mani-
folds further satisfying the following:
(e). ∀x ∈ M, Rc f (x) ≤ Kg(x) and |R|(x) + |∇ f |2(x) ≤ F2(dg(p, x)).
Obviously, if we consider the above mentioned weighted measure, then by (1.4) any Ricci
shrinker (Mm, p, g, f ) belongs to Nm(FRS , 1/2) for the linear function FRS (t) := 12 (t +
√
2m) (for
any t > 0). By [23, Lemma 2.5], we have for cm := (4π)
m
2 e−2
4m+7
,
Mm(A) ⊂ Mm(FRS ,
1
2
; cme
−A).
For the sake of simplicity, we will also denote any manifold (M, p, g, µ f ) ∈ Nm(F,K) by (M, p, g, f ).
Remark 1.4. We point out any (Mm, p, g, f ) ∈ Nm(F,K) is a smooth RCD(K,∞) space, whose
definition can be found in [2], see also [26], [31] and [32]. Theorem 1.1 shows that the boundary of
the moduli spaceMm(A), in the pointed-Cˆ∞-Cheeger-Gromov topology, consists of conifold Ricci
shrinkers. By [12], we see that these boundary points ofMm(A) provide natural and novel examples
of non-trivial RCD(1
2
,∞) spaces.
In fact, on a pointed-Gromov-Hausdorff limit of a sequence of manifolds inNm(F,K), one could
define the regular part purely in terms of metric tangent cones: By blowing-up the metric, the ef-
fect of the potential function will be neglected, and the metric tangent cone could be defined by
Gromov’s compactness theorem, see Section 2.3. Following a similar manner as [6], the concept
of regular-singular decomposition in Theorem 1.1 could be generalized to the pointed-Gromov-
Hausdorff limits of sequences of manifolds in Nm(F,K). There is also, as discussed in Section 2.2,
a natural limit measure on a pointed-Gromov-Hausdorff limit, making the convergence a pointed-
measured-Gromov-Hausdorff convergence, see Definition 2.11. In the last section, we will fol-
low Colding-Naber’s idea to prove a Ho¨lder continuity theorem (Theorem 4.5) for manifolds in
Nm(F,K), and supplement the necessary details in extending limit minimal geodesics (Lemma 4.7)
on the pointed-measured-Gromov-Hausdorff limits of manifolds in Nm(F,K). Both of these results
become indispensable ingredients in proving the main theorem of the paper:
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Theorem 1.5. Let a sequence {(Mi, pi, gi, fi)} ⊂ Nm(F,K) converge to (X, p∞, d∞, ν∞) in the pointed-
measured-Gromov-Hausdorff topology. Then there is a unique natural number k ≤ m, such that
ν∞(Rk) > 0. Moreover, Rk is both ν∞-almost everywhere convex and weakly convex in X.
Here ν∞ is a limit measure as just mentioned (see Proposition 2.12), and we call a set S ⊂ X to
be ν∞-almost everywhere convex if for ν∞ × ν∞ almost every pair of points (x, y) ∈ S × S , there is a
minimal geodesic entirely contained in S that connects them. Also we call a set S ⊂ X to be weakly
convex if
∀x, y ∈ S , dX(x, y) = inf
σ⊂S
|σ|,
where the infimum is taken over all curves σ connecting x and y, and entirely contained in S .
Remark 1.6. The main theorem of Colding-Naber [11] can be regarded as a special case of The-
orem 1.5 by letting F ≡ 0. Also, Theorem 1.1 is a natural consequence of Theorem 1.5, after
invoking the regularity improvement made in [23]. The proof of Theorem 1.5, however, is inde-
pendent of [23]. Actually, Theorem 4.5, as the main step in proving Theorem 1.5, is by itself a
certain regularity improvement result — it takes care of the lowest level of regularity, while the
major concern of [23] focuses on higher regularities. Also compare Remark 2.15.
The paper is arranged as following: after recalling the necessary background in Section 2, we
will present the useful analytic properties about the manifolds in Nm(F,K) in Section 3, and in
Section 4 we finish the proof of the main theorem, Theorem 1.5, and its consequence Theorem 1.1.
The following notations are employed throughout the paper:
1. D denotes a large positive constant, say D > 10m;
2. Rc, R denote the Ricci and scalar curvature respectively;
3. Bd(x, r) denote the geodesic r-ball centered at x, with metric structure induced by d (the
dependence of d is sometimes omitted when no confusion is caused);
4. A(x, r1, r2) := B(x, r2)\B(x, r1) for r2 ≥ r1 > 0;
5. Rk denotes the k-stratum of the regular part, R the entire regular part, and S the singular part.
2 Background
In this section we recall the basic analytic properties of Ricci shrinkers and manifolds in the moduli
Nm(F,K), and discuss various concepts related to the regular-singular decomposition of the pointed-
Gromov-Hausdorff limits.
2.1 Basic estimates for Ricci shrinkers and manifolds in Nm(F,K)
It is immediate from the definition that the function f must be smooth. Moreover, we have the
following point wise estimate of f by [17, Lemma 2.1]:
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Lemma 2.1. Let (Mm, g, f ) be a Ricci shrinker. Then there exists a point p ∈ M where f attains its
infimum and f satisfies the quadratic growth estimate
1
4
(d(x, p) − 5m)2+ ≤ f (x) ≤
1
4
(
d(x, p) +
√
2m
)2
for all x ∈ M, where a+ := max{0, a}. Moreover, if p1, p2 ∈ M are two distinct minima of f , then
d(p1, p2) ≤
√
2m + 5m.
In other words, f increases like a quadratic function. Moreover, it follows from (1.2) that f is
nonnegative and |∇ f | increases at most linearly. From now on, whenever we talk about a pointed
Ricci shrinker, we fix one of the minima of f as the base point. Recall that associated to the Ricci
shrinker metric structure, there is a natural measure µ f , with density dµ f = e
− f dVg. It is clear from
Lemma 2.1 and the next lemma that µ f is a finite measure, see [4, Corollary 1.1].
Lemma 2.2 (Lemma 2.2 of [17] and Theorem 1.2 of [4]). For each dimension m, and for any
non-compact Ricci shrinker (Mm, p, g, f ) with p ∈ M being a minimal point of f ,
|B(p,D)|
|B(p,D0(m))|
≤ C1(m) Dm, (2.1)
for any D ≥ D0(m), with D0(m) :=
√
2m + 4 + 5m and C1(m) := 2
(
2
m+2
)m/2
.
For the perspective of our future discussion in this paper, we point out that properties described
in Lemma 2.1 and Lemma 2.2 are, besides an upper bound of the Bakry-E´mery Ricci tensor, the
only special ones that Ricci shrinkers enjoy over general manifolds in the moduli Nm(FRS , 12 ).
The fundamental property that general manifolds in Nm(F,K) enjoy, is a uniform lower bound
of the Bakry-E´mery Ricci tensor. The basic comparison geometry in this setting is discussed in the
work of Wei-Wylie [35]. Notice that a new phenomenon for such comparison is its dependence on
the gradient bound of the potential function. For manifolds inNm(F,K), we therefore need to adjust
the relevant properties to incorporate the changing gradient bound controlled by F.
We will let Mm
K
denote the usual m-dimensional space form of constant sectional curvature −K.
Picking a base point o ∈ Mm
K
, we let Am−1
K
(r) denote the area form of the geodesic r-sphere around
o, for some r > 0.
Now we state the following upper bound of the f -Laplacian ∆ f := ∆ − 〈∇ f ,∇·〉 in terms of the
distance function, see [35, Theorem 1.1].
Lemma 2.3. Let (M, p, g, f ) ∈ Nm(F,K). Then
∀q ∈ B(p,D), ∆ f r ≤
m − 1
r
+ (m − 1)
√
K + F(2D)
on B(q,D), where r(·) := d(q, ·).
Proof. It follows from [35, Theorem 1.1,(a)] that
∆ f r ≤ mK(r) + F(2D),
6
where mK(r) is the mean curvature of the geodesic sphere in M
m
K
. Since the mean curvature is
bounded as
mK(r) ≤ (m − 1)
√
K coth
√
Kr ≤ m − 1
r
+ (m − 1)
√
K,
where we have used the elementary inequality x coth x ≤ 1 + x for x ≥ 0. 
Corollary 2.4. Let (M, p, g, f ) ∈ Nm(F,K) and fix q ∈ B(p,D). If we denote the weighted volume
form on sphere with respect to q byA f (r, v) with v ∈ S qM (the unit tangent vectors at q ∈ M), then
A f (r, v)
A f (s, v)
≤ e
F(2D)rAm−1
K
(r)
eF(2D)sAm−1
K
(s)
≤
(
r
s
)m−1
e
(
(m−1)
√
K+F(2D)
)
(r−s)
.
Proof. It is clear from the definition A f (r, v) = e− fA(r, v) that(
lnA f (t, v)
)′
= m f (t, v) = ∆ f r(t, v)
≤ mK(t) + F(2D) =
(
lnAm−1K (t)
)′
+ F(2D)
≤ (m − 1)r−1 + (m − 1)
√
K + F(2D).
Then integrating from 0 < s to r ≤ D, we have the desired estimates. 
By [39, Lemma 3.2], we could further estimate, for 0 < r1 ≤ r2, 0 < s1 ≤ s2, s1 < r1 and s2 < r2,
that ∀v ∈ S qM (the unit sphere in the tangent space of q ∈ M),∫ r2
s2
A f (t, v) dt∫ r1
s1
A f (t, v) dt
≤
∫ r2
s2
eF(2D)tAm−1
K
(t, v) dt∫ r1
s1
eF(2D)tAm−1
K
(t, v) dt
,
and by the mean value theorem,
A f (r2, v)∫ r1
s1
A f (t, v) dt
≤ e
F(2D)r2A f (r2, v)∫ r1
s1
eF(2)tA f (t, v) dt
.
Integrating the above inequalities in all tangent directions and arguing as [39, Theorem 3.1], we
have the following volume comparison theorem (compare also [35, Theorem 1.2]):
Theorem 2.5. Let (Mm, p, g, f ) ∈ Nm(F,K), and fix q ∈ M such that B(q, r2) ⊂ B(p,D). Then for
s2 ≥ s1 > 0 and r1 ∈ (0, r2) such that s2 ≤ r2 and s1 ≤ r1, we have the following estimates:
µ f (A(q, r2, r1))
µ f (A(q, s2, s1))
≤ eF(D)(r2−s1)Vol
m
K
(r2) − VolmK(s2)
Volm
K
(r1) − VolmK(s1)
,
µ f (B(q, r2))
µ f (B(q, s2))
≤ eF(D)r2 Vol
m
K
(r2)
Volm
K
(s2)
,
and
µ f (∂B(q, r2))
µ f (B(q, s2))
≤ eF(D)r2 Area
m−1
K
(r2)
Volm
K
(s2)
,
where for any r > 0, Volm
H
(r) is the volume of the geodesic r-ball in Mm
K
, and Aream−1
K
(r) is the area
of its boundary.
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Especially, when r2 = 2s2 in the second inequality above, we have the following volume dou-
bling property: when B(q, 2r) ⊂ B(p,D),
µ f (B(q, 2r)) ≤ C2(m, F,K,D)µ f (B(q, r)), (2.2)
where the doubling constant C2(m, F,K,D) := 2
m−1eD((m−1)
√
K+F(D)) is uniform for D.
For later applications, we also need the following segment inequality, originally due to Cheeger-
Colding [5] for manifolds with uniform Ricci lower bound.
Theorem 2.6 (Segment inequality). Let (M, p, g, f ) ∈ Nm(F,K). For any D > 0, there exists a
constant CS eg = CS eg(m, F,K,D) such that if U is a geodesically convex set in B(q,D) ⊂ B(p, 2D),
then for any set V ⊂ U,
∫
V×V
Fu(x, y) dµ f (x)dµ f (y) ≤ CS egµ f (V)(diam U)
∫
U
u dµ f
where u is a nonnegative continuous function on U and
Fu(x, y) ≔ inf
γ
∫ d(x,y)
0
u(γ(t)) dt,
with infimum being taken over all minimal geodesics connecting x and y.
Proof. It follows from Corollary 2.4 and an argument based on the original one of Cheeger-Colding’s.
For the sake of completeness we write down the technical details, see also [16] for a version only
for Ricci shrinkers.
We may consider Fu(x, y) = F +u (x, y) + F −u (x, y) where
F +u (x, y) := inf{γxy}
∫ d(x,y)
d(x,y)
2
u(γxy(t)) dt and F −u (x, y) := inf{γxy}
∫ d(x,y)
2
0
u(γxy(t)) dt.
Since F +u (x, y) = F −u (y, x), by Fubini’s theorem,∫
V×V
F +u (x, y) dµ f (x)dµ f (y) =
∫
V×V
F −u (x, y) dµ f (x)dµ f (y),
and so we only need to do the estimate for F +u . For any x ∈ V and any v ∈ S xM fixed, define
dx,v := min{t > 0 : expx(tv) ∈ ∂U}, also denote γv(t) = expx(tv). Then ∀t ∈ (0, dx,v), by Corollary
2.4,
F +u (γv(t/2), γv(t)) dµ f (γv(t)) ≤

∫ t
t
2
u(γv(s)) ds
 A f (v, t) dt
≤ C

∫ t
t
2
u(γv(s))A f (v, s)ds
 dt.
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By the assumption on V ⊂ U, for almost every y ∈ X, there exists some v ∈ S xM such that
γv(d(x, y)) = y, we have
∫
V
F +u (x, y) dµ f (y) ≤
∫
S xM
∫ dx,v
0
F +u (γv(t/2), γv(t)) A f (v, t) dtdv
≤ CdiamU
∫
S xM
∫ dx,v
0
u(γv(s)) A f (v, s) dsdv
≤ CdiamU
∫
U
u dµ f .
Finally, integrating the above inequality for x ∈ X, we get
∫
V
∫
V
F +u (x, y) dµ f (y)dµ f (x) ≤ Cµ f (V)diamU
∫
U
u dµ f .

With the help of the volume doubling property and the segment inequality, the following local
L2-Poincare´ inequality holds, see [7] for a proof.
Proposition 2.7 (Local L2-Poincare´ inequality). Let (M, p, g, f ) ∈ Nm(F,K). For any D > 0, there
exists a constant CP = CP(m, F,K,D) such that for any B(q, r) ⊂ B(p,D),
−
∫
B(q,r)
∣∣∣∣∣∣u − −
∫
B(q,r)
u dµ f
∣∣∣∣∣∣
2
dµ f ≤ CPr2−
∫
B(q,r)
|∇u|2 dµ f
for any u ∈ C1(B(q, r)).
Remark 2.8. Throughout this paper we will let −
∫
denote the average over a set whose total mass is
weighted against the measure in the integral, that is to say, for any integrable function u on B(q, r),
−
∫
B(q,r)
u dµ f :=
1
µ f (B(q, r))
∫
B(q,r)
u dµ f .
Moreover, the local volume doubling with the local L2-Poincare´ inequality will imply the fol-
lowing local Sobolev inequality, see [29].
Proposition 2.9 (Local L2-Sobolev inequality). Let (M, p, g, f ) ∈ Nm(F,K). For any D > 0, there
exists a constant CS ob = CS ob(m, F,K,D) such that for any B(q, r) ⊂ B(p,D),
(∫
B(q,r)
u
2m
m−2 dµ f
)m−2
m
≤ CS obr
2
µ f (B(q, r))
2
m
∫
B(q,r)
|∇u|2 + r−2u2 dµ f
for any u ∈ C1c(B(q, r)).
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2.2 Weak-compactification of the moduli spaces
To begin this section, we first present the following weak-compactness theorem of Nm(F,K).
Theorem 2.10 (Weak-compactness ofNm(F,K)). Let {(Mmi , pi, gi, fi)} be a sequence inNm(F,K),
and let di denote the length structure induced by gi. By passing to a subsequence if necessary, we
have
(Mni , pi, di, fi)
pointed−Gromov−Hausdor f f−−−−−−−−−−−−−−−−−−−−−−→ (X, p∞, d∞, f∞) , (2.3)
where (X, d∞) is a length space, f∞ is a Lipschitz function on X.
Proof. For any D > 0, we have a uniform volume doubling constant on B(pi,D) ⊂ Mi by (2.2).
Then it follows from the standard ball packing argument of Gromov, see [13, Proposition 5.2] that
(Mmi , pi, di)
pointed−Gromov−Hausdor f f−−−−−−−−−−−−−−−−−−−−−−→ (X, p∞, d∞) .
In addition, since |∇ fi| ≤ F(D) on B(pi,D) ⊂ Mi, it is clear from the Arzela-Ascoli theorem that fi
converge to a locally Lipschitz limit function f∞. Moreover, ‖ f∞‖Lip ≤ F(D) on B(p∞,D) ⊂ X. 
Besides the pure metric structure, we also have a limit measure on the pointed-Gromov-Hausdorff
limit, and we define the pointed-measured-Gromov-Hausdorff convergence as following:
Definition 2.11. Let {(Mi, pi, di, µi)} be a sequence of metric measure spaces, we say this sequence
pointed-measured-Gromov-Hausdorff converges to a metric measure space (X, p, d, µ) if there exist
a sequence of radii Dk ↑ ∞, and pointed-Gromov-Hausdorff approximations Φik : Bdi(pi,Dk) →
Bd(p,D) ⊂ X, such that (Φik)∗µi → µ in C0(Bd(p,Dk))∗, the dual space of all continuous functions
on Bd(p,Dk), vanishing on ∂Bd(p,Dk).
Now for each (M, p, g, f ) ∈ Nm(F,K) we define the renormalized measure ν f := µ f (B(p, 1))−1µ f ,
and have the following proposition in analogy to the case of manifolds with a uniform Ricci curva-
ture lower bound [6]:
Proposition 2.12. Consider a sequence {(Mi, pi, gi, fi)} ⊂ Nm(F,K) that converges to a pointed met-
ric space (X, p∞, d∞, f∞) in the pointed-Gromov-Hausdorff topology. Then there is a subsequence,
denoted by {(Mi j , pi j , gi j , fi j )}, and a Randon measure ν∞ such that {(Mi j , pi j , gi j , ν fi j )} converges to
(X, p∞, d∞, ν∞)} in the pointed-measured-Gromov-Hausdorff topology. Moreover, ν∞ satisfies the
following conditions:
(1) ∀x ∈ X and ∀r > 0, suppose Mi j ∋ xi j
GH−−−→ x, then
ν∞(B(x, r)) = lim
j→∞
ν fi j (B(xi j , r));
(2) ∀x ∈ X and ∀r2 ≥ r1 > 0,
ν∞(B(x, r2))
ν∞(B(x, r1))
≤ eCF (x,r2)Vol
m
K
(r2)
Volm
K
(r1)
,
where CF(x, r2) := F(r2 + d∞(x, p∞))(r2 + d∞(x, p∞)).
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Furthermore, any Randon measure on X satisfying the above two conditions agrees with ν∞.
In the case of Gromov-Hausdorff convergence of Riemannian manifolds with a uniform Ricci cur-
vature lower bound, this was shown in [6, Section 1], where the natural measure was renormalized
by the volume of a unit ball (centered at some base point chosen on the manifold), and the renormal-
ized measured was shown to converge, uniformly on compact subsets, to a limit Randon measure on
the pointed-Gromov-Hausdorff limit. By Theorem 2.5, we could easily see the following estimates:
∀x, y ∈ M, ∀r ≥ s > 0 such that B(x, r) ⊂ B(p,D) and B(y, s) ⊂ B(p,D),
µ f (B(x, r))
µ f (B(y, s))
≤ e2DF(D)Vol
m
K
(r + d(x, y))
Volm
K
(s)
,
and
µ f (B(x, r))
µ f (B(y, s))
≥

e−2DF(D)
Volm
K
(r)
Volm
K
(s+d(x,y))
when r ≤ s + d(x, y),
1 when r ≥ s + d(x, y).
Obviously, these estimates have [6, Estimates (1.2)-(1.4)] as their counterparts for manifolds with a
uniform Ricci curvature lower bound, and consequently, the same constructions as [6, Theorem 1.6,
Theorem 1.10] work in our situation to deduce the last proposition.
If we further focus on the sub-collection of all m-dimensional non-compact Ricci shrinkers, the
natural measure µ f , as pointed out by [4, Corollary 1.1], has finite total mass. Due to the growth
property of f (Lemma 2.1), µ f has an essentially canonical choice of base point — one of the
minima of f . We will therefore consider a Ricci shrinker (M, p, g, f ) together with the canonical
probability measure ρ := µ f (M)
−1µ f . In fact we have the following:
Proposition 2.13. Let {(Mi, pi, gi, fi)} be a sequence of m-dimensional non-compact Ricci shrinkers
that pointed Gromov-Hausdorff converges to a metric space (X, p∞, d∞, f∞), then there is a sub-
sequence and a unique Randon measure ρ∞ satisfying conditions (1) and (2) in Proposition 2.12.
Moreover, ρ∞ is a probability measure.
Proof. It only remains to show that the limit measure ρ∞ is a probability measure. To see this we
turn to the estimates in Lemma 2.1 and Lemma 2.2. For each k ∈ N, define Dk := 2kD0(m), and for
the sake of simplicity let Bi,k denote B(pi,Dk) ⊂ Mi. Then we could estimate for each i and each
k ≥ Km := ⌈ 12 log2(18m)⌉:
µ fi(Mi\Bi,k) =
∞∑
j=k
∫
Bi, j+1\Bi, j
e− fi dVgi
≤
∞∑
j=k
|Bi,0|Dmj+1e−
1
4
(D j−5m)2+
≤ |Bi,0|(2D0(m))m
∫ ∞
k
e−u du
= e−k(2D0(m))m|Bi,0|.
(2.4)
This estimate, combined with the inequality
µ fi(Bi,0) ≥ e−
1
4
(D0(m)+
√
2m)2 |Bi,0|,
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implies
µ fi(Mi\Bi,k)
µ fi(Mi)
≤ e−k(2D0(m))me
1
4
(D0(m)+
√
2m)2 .
Therefore, for each i and each k ≥ Km,
1 − e−k(2D0(m))me
1
4
(D0(m)+
√
2m)2 ≤ ρi(Bi,k) ≤ 1. (2.5)
Taking the pointed-Gromov-Hausdorff convergence with the radii {Dk}k≥Km , it is easy to see that
the limit measure ρ∞ has unit total mass, whence a probability measure. 
If we only consider the classMm(F,K;V0), it follows from [23, Theorem 10.1] that
Theorem 2.14. Consider a sequence {(Mm
i
, pi, gi, fi, )} ⊂ Mm(F,K;V0) such that
(Mmi , pi, di, fi)
pointed−Gromov−Hausdor f f−−−−−−−−−−−−−−−−−−−−−−→ (M∞, p∞, d∞, f∞) .
Then M∞ has a regular-singular decomposition M∞ = R ∪ S with the following properties.
(a). The singular part S is a closed set of Minkowski codimension at least 4.
(b). The regular part R is an m-dimensional open manifold with a C1,α metric g∞ and f∞ is a C1,α
function on R.
The convergence can be improved to
(Mi, pi, gi, fi)
pointed−Cˆ1,α−Cheeger−Gromov−−−−−−−−−−−−−−−−−−−−−−−−→ (M∞, p∞, g∞, f∞) , (2.6)
and the metric structure induced by smooth curves in (R, g∞) coincides with d∞.
Moreover, the limit renormalized measure ν∞ on M∞ is defined as following: ν∞ vanishes on S,
and on R it has density V−1∞ dµ f∞ , where
V∞ := lim
i→∞
µ fi (B(pi, 1)).
Remark 2.15. In fact, combining the work of Wang-Zhu [34] and Zhang-Zhu [37], the pointed-
Gromov-Hausdorff convergence could already be improved to the pointed-Cˆα-Cheeger-Gromov
convergence. However, without the endeavors made in [23], one cannot directly improve the reg-
ularity to pointed-Cˆ1,α-Cheeger-Gromov convergence, let along the pointed-Cˆ∞-Cheeger-Gromov
convergence for Ricci shrinkers in Theorem 1.1.
Note that the limit measure identities
ν∞ =

V−1∞ µ f∞ on R,
0 on S,
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amounts to say that in the sub-collection Mm(F,K;V0), pointed-Gromov-Hausdorff topology is
equivalent to pointed-measured-Hausdorff topology. Therefore we will only need to discuss the
pointed-Gromov-Hausdorff topology onMm(F,K;V0).
If the sequence in consideration actually consists of complete Ricci shrinkers, we could promote
the convergence to pointed-Cˆ∞-Cheeger-Gromov convergence, by the usual elliptic bootstrapping
argument (see [17] and [23]). Also, the limit measure could be shown to be a probability measure
ρ∞ such that with U∞ := limi→∞ µ fi(Mi), we have
ρ∞ =

U−1∞ µ f∞ on R,
0 on S.
2.3 Regular-singular decomposition of the Gromov-Hausdorff limits
The regular-singular decomposition of the pointed-Gromov-Hausdorff limit in Theorem 2.14 could
be discussed in the more general setting for manifolds in Nm(F,K).
The definition of the regular part in the pointed-Gromov-Hausdorff limit (X, p∞, d∞, f∞) of a se-
quence inNm(F,K) is based on the concept of metric tangent cones, as done in the case of manifolds
with a uniform Ricci curvature lower bound, see [6, Section 0].
To see the existence of a metric tangent cone for any point x ∈ X, we fix any sequence of scales
r j → 0 (assuming r j ∈ (0, 1)), and assume that Mi ∋ xi
GH−−−→ x ∈ X. We could then consider the
sequence of pointed metric spaces {(X, x, d˜ j)}, with the rescaled metrics d˜ j := r−1j d∞. Clearly, we
have (Mi, pi, r
−2
j
gi) ∈ Nm(F˜ j, r jK) ⊂ Nm(F,K), whereF˜ j := r jF. Now for any D > 0 and any j
fixed, we have
Br−2
j
gi
(xi,D)
Gromov−Hausdor f f−−−−−−−−−−−−−−−→ Bd˜ j(x,D).
Therefore regarding Br−2
j
gi
(xi,D) ⊂ (Mi, pi, r−2j gi), we have, by Proposition 2.12, that there is a limit
renormalized measure ν˜ j such that ∀Bd˜ j(x′, 2r) ⊂ Bd˜ j(x,D),
ν˜ j(Bd˜ j(x
′, 2r)) ≤ C j(x, r,D)ν˜ j(Bd˜ j(x′, r)),
where the sequence
C j(x, r,D) := e
F(d∞(x,p∞)+D)DVolm
r2
j
K/2
(2r)/Volm
r2
j
K/2
(r)
is uniformly bounded since r j → 0. Therefore the sequence of pointed metric spaces {(X, x, d˜ j)},
equipped with measures ν˜ j, have a uniform doubling constant within the fixed distance D to the base
point. This implies that the maximal number N j(x, r,D) of disjoint r-balls fitting into Bd˜ j(x,D) ⊂
(X, d˜ j) is uniformly bounded in j ∈ N, and Gromov’s compactness theorem [13, Proposition 5.2]
guarantees the existence of a complete metric space to which a subsequence in {(X, x, d˜ j)} converges
in the pointed-Gromov-Hausdorff topology. This limit metric space defines a metric tangent cone
of X at x.
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Now for each k = 1, 2, · · · ,m, we define, following [6, Definition 0.1], the k-regular part of X:
Rk := {x ∈ X : any metric tangent cone at x is isometric to the Euclidean k-space}. (2.7)
We also call ∪m
k=1
Rk the regular part of X, denoted by R, and S := X\R.
To justify the notation, we have the following characterization of the regular part in the non-
collapsing case:
Theorem 2.16. Let {(Mm
i
, pi, gi, fi)} be a sequence of manifolds in Nm(F,K;V0) such that
(Mmi , pi, di, fi)
pointed−Gromov−Hausdor f f−−−−−−−−−−−−−−−−−−−−−−→ (M∞, p∞, d∞, f∞) .
Then y ∈ R if and only if there exists a tangent cone at y which is isometric to (Rm, gEuc).
Proof. We first prove that if y ∈ B(p∞,D) is a regular point, then any tangent cone at y is (Rm, gEuc).
Otherwise, all tangent cones at y are isometric to (Rl, gEuc) for some integer l < m. Then for any
ǫ > 0 there exists a small r = r(ǫ) > 0 such that
dGH
{(
Br−1d∞(y, 2), r
−1d∞
)
,
(
BdEuc(0, 2), dEuc
)}
< ǫ.
Now for i large enough such that
dGH
{(
Br−1di(yi, 2), r
−1di
)
,
(
BdEuc(0, 2), dEuc
)}
< ǫ (2.8)
where yi → y. We fix k = 10/ǫ and consider a family of disjoint balls {B(xk, k−1), k = 1, 2, · · · ,Nk}
such that {B(xk, 2k−1)} cover B(0, 1) ⊂ Rl. It is clear that Nk ≤ kl. If we take xk,i → xk, then it is
clear from (2.8) that Br−1di(yi, 1) is covered by {Br−1di (xk,i, 3k−1)} if i is sufficiently large.
We next estimate the volume of Br−1di (xk,i, 3k
−1) by using Theorem 2.5. Let f¯i = fi − fi(xk,i) and
g¯i = r
−2gi, then Rc f¯i = Rc fi ≥ r2g¯i. In addition, |∇g¯i f¯i| = r|∇gi fi| ≤ rF(D). It is clear from Theorem
2.5 that
|Br−1di(xk,i, 3k−1)|g¯i ≤ Ck−m
for some C independent of r and k if r and k−1 are sufficiently small. Therefore
|Br−1di(yi, 1)|g¯i ≤ Nk |Br−1di(xk,i, 3k−1)|g¯i ≤ CNkk−m ≤ Ckl−m. (2.9)
However, |Br−1di(yi, 1)|g¯i = r−m|Bdi(yi, 1)|gi , which by Theorem 2.5 again, is greater than a con-
stant C = C(m,K, F(2D),D,V0). If we let ǫ → 0, then we get a contradiction from (2.9).
Conversely, for any point y ∈ B(p∞,D) such that there exists a sequence rk → 0 satisfying
dGH
{(
Brk−1d∞(y, 2), r
−1
k d∞
)
,
(
BdEuc(0, 2), dEuc
)}
< ǫ
for any ǫ > 0 if k is sufficiently large. As before, with rk fixed, we have
dGH
{(
Br−1
k
di
(yi, 2), r
−1
k di
)
,
(
BdEuc(0, 2), dEuc
)}
< ǫ (2.10)
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if i is sufficiently large. Now we can apply [34, Lemma 4.11] to conclude that
|Br−1
k
di
(yi, 1)|g¯i ≥ (1 − Ψ(ǫ))ωm
for Ψ(ǫ) → 0 if ǫ → 0. By Theorem 2.5, it is clear that for any s ≤ 1,
|Br−1
k
di
(yi, s)|g¯i ≥ (1 − Ψ(ǫ))ωm sm.
In other words, for any r ≤ rk,
|Br−1di(yi, 1)|r−2gi ≥ (1 − Ψ(ǫ))ωm.
From [34, Corollary 4.8] which we apply to the metric r−2gi and f¯i, it implies that
dGH
{(
Br−1di(yi, 1), r
−1di
)
,
(
BdEuc(0, 1), dEuc
)}
< Ψ(ǫ).
Note that the above inequality holds uniformly for any r ≤ rk. By taking i→ ∞, we have
dGH
{(
Br−1d∞(y∞, 1), r
−1d∞
)
,
(
BdEuc(0, 1), dEuc
)}
< Ψ(ǫ).
We can conclude immediately that all tangent cones at y∞ is (Rm, gEuc). 
In general, we notice that for any fixed D > 0, the concepts of (weakly) k-Euclidean points in
B(p∞,D) are defined indifferently from the case with a uniform Ricci curvature lower bound (see
Definition 0.3, Definition 2.2 and Definitions ofWE
k
and (WEk)ε in [6]). Therefore, the concepts
involved in proving [6, Theorem 2.1] are parallel to the case of Nm(F,K), and the very same proof
leads to the following
Proposition 2.17 (Neligibility of the singular set). Suppose a sequence {(Mi, pi, gi, fi)} ⊂ Nm(F,K)
converges to a limit metric space (X, p∞, d∞) in the pointed-Gromov-Hausdorff topology, together
with a limit function f∞ and a limit measure µ∞, then
µ∞(S) = 0. (2.11)
In the case of the measured, pointed Gromov-Hausdorff limits of a sequence of Ricci shrinkers,
we of course have the limit probability measure satisfying ρ∞(S) = 0.
3 Parabolic smoothing of the distance function
This section contains the analytic core of the paper: the f -heat kernel bounds on manifolds in
Nm(F,K), Theorem 3.1, and their applications in the parabolic smoothing of the distance functions
(Lemma 3.15 and Lemma 3.16).
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3.1 Heat kernel on manifolds in Nm(F,K)
Given a metric measure space (M, p, g, µ f ) in Nm(F,K), note that the weighted Laplacian operator
∆ f is self-adjoint with respect to the measure µ f . Moreover, we have the following Bochner formula
for any smooth function u on M,
1
2
∆ f |∇u|2 = |Hessu|2 + Rc f (∇u,∇u) + 〈∇∆ f u,∇u〉. (3.1)
If u is defined on the spacetime M × [0, T ) and satisfies the weighted heat equation
 fu ≔ (∂t − ∆ f )u = 0,
then a parabolic version of (3.1) is
1
2
 f |∇u|2 = −|Hessu|2 − Rc f (∇u,∇u). (3.2)
Now we denote the heat kernel by H(x, y, t) or H f (x, y, t) if we want to emphasize the role of
f . The existence and uniqueness of H can be found, for example in [14, Theorem 7.7, Corollary
9.6]. To apply [14, Corollary 9.6], we must check the stochastic completeness of (M, g, µ f ). By our
definition, (M, g, µ f ) is a smooth CD(K,∞) space, then there exists a constant C such that
µ f (B(p, r)) ≤ CeCr
2
.
The proof of the above inequality can be found in [33, Theorem 18.12]. Then the stochastic com-
pleteness follows immediately from [14, Theorem 11.8].
We have the following upper and lower bound of H, see also [36, Theorem 1.1]:
Theorem 3.1. Let (M, p, g, µ f ) be a space in Nm(F,K). For any D > 0, there exists a constant
C = C(m, F(2D),K,D) > 1 such that
C−1
µ f (B(x,
√
t))
exp
(
−d
2(x, y)
C−1t
)
≤ H(x, y, t) ≤ C
µ f (B(x,
√
t)
exp
(
−d
2(x, y)
Ct
)
. (3.3)
for any x, y ∈ B(q,D/3) with d(p, q) ≤ D and 0 < t < D2/4.
Proof. The upper and lower bound of the weighted heat kernel H follow essentially from [30,
Theorem 4.1, Theorem 4.8]. In our setting, it is clear that the Dirichlet form is defined as
E(u, v) =
∫
〈∇u,∇v〉 dµ f .
Then the Markov semigroup (Pt)t≥0 satisfies for any t > 0 and u ∈ L2(M, µ f ),
dPtu
dt
= ∆ fPtu.
Since we have the local volume doubling property (2.2) and L2-Poincare´ inequality (Proposition
2.7), then conclusion follows immediately. 
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Corollary 3.2. With the same conditions as those in Theorem 3.1, there exists a constant C =
C(m, F(2D),K,D) > 1 such that
∫
B(q,D/3)\B(q,r)
H(q, y, t) dµ f (y) ≤ Cr−2t
for any r ≤ D/10 and t ≤ D2/4.
Proof. By computation
∫
B(q,D/3)\B(q,r)
H(q, y, t) dµ f (y)
≤
N1∑
k=N0
∫
B(q,2k
√
t) \B(q,2k−1 √t)
H(q, y, t) dµ f (y)
≤
N1∑
k=N0
Ce−C
−14k µ f (B(x, 2
k
√
t)
µ f (B(x, 2k−1
√
t)
≤ C
∞∑
k=N0
e−C
−14k ≤ Cr−2t
where N0 =
⌈
log2
r√
t
⌉
and N1 =
⌈
log2
D
3
√
t
⌉
. Here we have used the elementary inequality
∞∑
k=0
e−4
k l ≤ Cl−1
for any l > 0. 
We need the following Li-Yau gradient estimate from [20, Theorem 3.1, (a)]:
Theorem 3.3. With the same conditions, there exists a constant C = C(m,K, F(2D),D) > 1 such
that
C−1
|∇u|2
u2
− ut
u
≤ C
t
on B(q,D) × [0,D2].
Next we need the following Harnack inequality which is a special case of [36, Theorem 3.1]:
Theorem 3.4. With the same conditions, for any D > 0, there exists a constant C = C(m,K, F(2D),D) >
1 such that
sup
B(q,r/2)
u(·, r2/2) ≤ Cu(q, r2)
where u is a positive solution of the weighted heat equation on B(q, r) × [0, r2].
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For later applications, we now show the following gradient estimate:
Lemma 3.5 (Cheng-Yau estimate). Let (M, p, g, µ f ) be a space in Nm(F,K). Consider a smooth
function u on B(q, r)× [s, s−r2] with r ≤ D which satisfies the weight heat equation and is bounded.
Then there exists a constant C = C(m,K, F(2D),D) > 0 such that for any r ≤ D,
|∇u|
B(q,r/2)×[s−r2/2,s]
≤ Cr−1 osc
B(q,r)×[s−r2,s]
u.
Proof. Without loss of generality, we assume that u ≥ 0. We choose a cutoff function ψ on R such
that ψ = 1 on (−∞, r] and ψ = 0 on [2r,∞]. Moreover, we assume that |ψ′| ≤ C(n)r−1. We set
η(x, t) = ψ(d(q, x))ψ(s − t). Multiplying both sides of  fu = 0 by η2u and integrating by parts, we
obtain "
|∇(ηu)|2 dµ fdt ≤
"
(|∇η|2 + η2t /2)u2 dµ fdt −
∫
u2η2/2 dµ f
∣∣∣∣∣
t=s
≤ Cr−2
"
B(q,r)×[s−r2,s]
u2 dµ fdt
That is, "
B(q,r/2)×[s−r2/2,s]
|∇u|2 dµ fdt ≤ Cµ f (B(q, r)) osc
B(q,r)×[s−r2,s]
u2.
On the other hand, by computation,
 f |∇u|2 = −2|Hessu|2 − 2Rc f (∇u,∇u) ≤ 2K|∇u|2
or
 f
(
e−2Kt |∇u|2
)
≤ 0.
Now we apply the Moser iteration on e−2Kt |∇u|2, see [36, Proposition 2.7], that
|∇u|2
B(q,r/4)×[s−r2/4,s]
≤ C
r2µ f (B(q, r/2))
"
B(q,r/2)×[s−r2/4,s]
|∇u|2 dµ fdt.
Therefore,
|∇u|2
B(q,r/4)×[s−r2/4,s]
≤ Cµ f (B(q, r))
r2µ f (B(q, r/2))
osc
B(q,r)×[s−r2,s]
u2 ≤ Cr−2 osc
B(q,r)×[s−r2,s]
u2
by the volume doubling. 
Now we prove the existence of a local cut-off function, see also [5, Theorem 6.33].
Theorem 3.6. Let (M, p, g, µ f ) be a space in Nm(F,K). For any D > 0 and q with d(p, q) ≤ D,
there exists a smooth cutoff function φ which is supported in B(q, r) and φ = 1 on B(q, r/2) such that
r|∇φ| + r2|∆ fφ| ≤ C
for some C = C(m,K, F(2D),D) > 0 and r ≤ D/3.
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Proof. Consider the function u(x, t) = H(x, q∗, t), then it follows from (3.3) that there exist C0 =
C0(m,K, F(2D),D) > 1 and C1 = C1(m,K, F(2D),D) > 1 such that
u ≥ C−1
0
a on B(q∗, ρ/2) × [ρ2/3, ρ2],
u ≤ C−1
0
a/2 on B(q∗, 2C1ρ)\B(q∗,C1ρ) × [ρ2/3, ρ2],
u ≤ Ca on B(q∗, 2C1ρ) × [ρ2/4, ρ2],
where a = v−1
f
(B(q∗, ρ))l. Here we require that all sets considered are contained in B(q,D/6).
Now it follows from Lemma 3.5 that
|∇u| ≤ Cρ−1a
on B(q∗,C1r) × [ρ2/3, ρ2].
Now we take a nonnegative cut-off function η on R supported in [ρ2/2, 2ρ2/3] such that |η′| ≤
Cρ−2 and
∫ 2ρ2/3
ρ2/2
η ≥ C−1ρ2.
Then we define a function
ψ(x) =
C0
aρ2
∫ 2r2/3
ρ2/2
u(x, t)η(t) dt.
Then we have 
ψ ≥ 1 on B(q∗, ρ/2),
ψ ≤ 1/2 on B(q∗, 2C1ρ)\B(q∗,C1ρ),
|∇ψ| ≤ Cρ−1 on B(q∗,C1ρ).
Moreover,
∆ fψ(x) =
C0
aρ2
∫ 2ρ2/3
ρ2/2
∆ f u(x, t)η(t)dt
=
C0
aρ2
∫ 2ρ2/3
ρ2/2
∂tu(x, t)η(t)dt
= − C0
aρ2
∫ 2ρ2/3
ρ2/2
u(x, t)∂tη(t)dt,
therefore on B(q∗,C1r),
ρ2|∆ fψ| ≤ C.
Now we construct a smooth nondecreasing function F(t) = 0 if t ≤ 1/2 and F(t) = 1 if t ≥ 1. Then
by considering the composite function F(ψ(x)) we have proved that for any B(q∗, r) ⊂ B(q,D), there
exists a cutoff function φ∗ supported in B(q∗, r) such that φ∗ = 1 on B(q∗,C−11 r) and
r|∇φ∗ | + r2|∆ fφ∗| ≤ C.
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The rest proof is a standard covering argument. By the local volume doubling, there exists an
integer N = N(m,K, F(2D)) > 1 such that we can find q1, q2, · · · , qN ∈ M such that
B(q, 1/2) ⊂
N⋃
i=1
B(qi,C
−1
1 r).
Then the function φ ≔ F(
∑N
i=1 φi) will satisfy all conditions.
Now the theorem follows from a standard argument by (2.2). 
Remark 3.7. In [34, Lemma 1.5], the same conclusion is proven using Green’s function.
Now we need the following space-time control of the Hessian term of a heat equation solution:
Lemma 3.8. With the same assumptions as in Lemma 3.5, there exists C = C(m,K, F(2D),D) > 0
such that
∫ s
s−r2/4
−
∫
B(q,r/4)
|Hessu|2 dµ fdt ≤ Cr−2
(
osc
B(q,r)×[s−r2,s]
u
)2
.
Proof. We have as before
 f |∇u|2 = −2|Hessu|2 − 2Rc f (∇u,∇u) ≤ −2|Hessu|2 + 2K|∇u|2. (3.4)
We choose a nonincreasing cutoff function η on R such that η(x) = 1 if x ≤ 1/2 and η(x) = 0 if
x ≥ 1. Let φ be a cutoff function constructed in the last theorem such that φ = 1 on B(q, r/2) and is
supported in B(q, r). We also set ψ(x, t) ≔ φ(x)η(−tr2). By multiplying both sides of (3.4) by ψ and
integrating, we have
"
2|Hessu|2ψ dµ fdt ≤
"
−ψ f |∇u|2 + 2K|∇u|2ψ dµ fdt
=
"
(∂t + ∆ f )ψ|∇u|2 + 2K|∇u|2ψ dµ fdt −
∫
|∇u|2ψ dµ f
∣∣∣∣∣
t=s
≤ Cr−2
"
B(q,r/2)×[s−r2/2,s]
|∇u|2 dµ fdt.
Then the conclusion follows from Lemma 3.5 and the local volume doubling. 
For a closed set X ⊂ M and 0 < r0 < r1, the annulus Ar0,r1(X) is defined as Tr1\Tr0 , where Tr(X)
is the r−tubular neighborhood of X. Then by using Theorem 3.4 and a similar argument in [11,
Lemma 2.6] we have
Corollary 3.9. Let (M, p, g, µ f ) be a space in Nm(F,K). For any D > 0, 0 < 10r0 < r1 < D/10 and
a compact set X ⊂ B(q,D/10) with d(p, q) ≤ D, there exists a smooth nonnegative cutoff function φ
such that for some constant C = C(m,K, F(2D),D) > 0,
1. φ = 1 on A3r0,r1/3(X) and φ = 0 on M\A2r0,r1/2(X).
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2. r0|∇φ| + r20 |∆ fφ| ≤ C on A2r0,3r0(X).
3. r1|∇φ| + r21 |∆ fφ| ≤ C on Ar1/3,r1/2(X).
Next we prove the following mean value inequality which is similar to the Lemma 2.1 of [11].
Lemma 3.10. Let (M, p, g, µ f ) be a space in Nm(F,K). For any D > 0 and q with d(p, q) ≤ D,
there exists a constant C = C(m,K, F(2D),D) > 1 such that the following holds. If ut = u(x, t) is
nonnegative continuous function on M×[0, r2]with compact support on each time slice in B(q,D/5),
r ≤ D/10 and  fu ≥ −c0 in the distribution sense, then
−
∫
B(x,r)
u0 dµ f ≤ C(ur2(x) + c0r2).
Proof. We fix x and r, then for any t ∈ [0, r2), we have
∂t
∫
H(x, y, r2 − t)u(y, t) dµ f (y)
=
∫
∂tHu + H∂tu dµ f
=
∫
−∆ fHu + H∆ f u + H fu dµ f
=
∫
H fu dµ f
≥ − c0
∫
H dµ f = −c0. (3.5)
As t → r2, it follows from the definition of H that
lim
tրr2
∫
H(x, y, r2 − t)u(y, t) dµ f (y) = u(x, r2).
From the heat kernel lower bound (3.3), we have∫
H(x, y, r2)u0(y) dµ f (y) ≥ C−
∫
B(x,r)
u0(y) dµ f (y).
The proof is complete if we integrate (3.5) from 0 to r2. 
In particular, if u is independent of t, we have
Corollary 3.11. Let (M, p, g, µ f ) be a space in Nm(F,K). For any D > 0 and q with d(p, q) ≤
D, there exists a constant C = C(m,K, F(2D),D) > 1 such that the following holds. If u(x) is
nonnegative continuous function on M with compact support in B(q,D/5), r ≤ D and ∆ fu ≤ −c0,
then
−
∫
B(x,r)
u dµ f ≤ C(u(x) + c0r2).
21
3.2 Smoothing the distance function
In this subsection, we fix a manifold (Mm, p, g, f ) ∈ Nm(F,K) and two points q′, q in B(p,D/2)
with d(q′, q) = d. Recall that the excess function of q′ and q is defined as
e(x) := d(x, q′) + d(x, q) − d(q′, q).
We also set d−(x) = d(q′, x) and d+(x) = d − d(q, x).
Now we have
Theorem 3.12. Assume that d ≤ 1 and a constant 0 < ǫ < 1, if x ∈ Aǫd,2d({q′, q}) satisfies
e(x) ≤ r2d ≤ r¯2(m, ǫ)d, then
−
∫
Brd(x)
e dµ f ≤ Cr2d
for some C = C(m,K, F(2D)) > 0.
Proof. By Corollary3.9 with X = {q′, q}, there exists a cutoff function φ. If u = φe, then
∆ f u = ∆ fφe + φ∆ f e + 2〈∇φ,∇e〉 ≤ |∆ fφ|e + φ∆ f e + 4|∇φ| ≤
C
d
where we have used Theorem 2.3 and d ≤ 1 for the last inequality. Then the theorem follows from
Corollary 3.11. 
Similar to [11, Section 2], we evolve the distance functions to q′ and q by the weighted heat
equation. For a fixed δ > 0, by using Corollary 3.9, there exists a cutoff function φ such that φ = 1
on Mδd/4,8d and φ = 0 on M\Mδd/16,16d where
Mr,s ≔ Ard,sd(q
′) ∩ Ard,sd(q).
Then we define h±t and et to be solutions to the equation  fh
±
t = 0 and  f et = 0 with initial values
h±
0
= φd± and e0 = φe, respectively.
Lemma 3.13. There exists a constant C = C(m,K, F(2D), δ) > 0 such that
∆ f et ,∆ fh
−
t ,−∆ f h+t ≤
C
d
.
Proof. We only prove the conclusion for et, others are similar. As before, we have
∆ f e0 = ∆ f (φe) ≤
C
d
.
Moreover, for any t > 0,
∆ f et =
∫
∆ f ,xH(x, y, t)φ(y)e(y) dµ f (y) =
∫
∆ f ,yH(x, y, t)φ(y)e(y) dµ f (y) ≤
C
d
.

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Lemma 3.14. There exists a constant C = C(m,K, F(2D), δ) > 0 such that for any ǫ ≤ ǫ¯(m, δ) and
x ∈ Mδ/2,4, the following holds for each y ∈ B10ǫd(x),
(i) |eǫ2d2(y)| ≤ C(ǫ2d + e(x)).
(ii) |∂teǫ2d2 |(y) + |∆ f eǫ2d2 |(y) ≤ C( 1d + e(x)ǫ2d2 ).
(iii) −
∫
B
ǫ2d2
(y)
|Hesse
rǫ2d2
| dµ f ≤ C( 1d + e(x)ǫ2d2 )2 for some r ∈ [1/2, 1].
(iv) |h±
ǫ2d2
− d± |(x) ≤ C(ǫ2d + e(x)).
(v) |∇h±
ǫ2d2
|(x) ≤ 1 +Cǫ2d2.
Proof. From Lemma 3.13, we have
et(x) = e0(x) +
∫ t
0
∆ f es ds ≤ e(x) +
Ct
d
and hence
et(x) ≤ e0(x) +Cǫ2d
for any t ∈ [ǫ2d2, 100ǫ2d2]. Then it follows from Theorem 3.4 that if y ∈ B10dǫ(x),
eǫ2d2 (y) ≤ C(ǫ2d + e(x))
and the (i) follows. (ii) follows from Lemma 3.5 and (iii) follows from Lemma 3.13 and the gradient
estimate Theorem 3.4. In addition, (iv) follows from Lemma 3.8. Indeed, since we have
∫ ǫ2d2
ǫ2d2/2
−
∫
B
ǫ2d2
(y)
|Hesset |2 dµ fdt ≤ C
(
1
d
+
e(x)
ǫ2d2
)2
.
Therefore such r must exists. Next (v) follows from an identical proof in [11, Lemma 2.3]. Finally,
(vi) follows the same as [11, Lemma 2.17] by using Corollary 3.2. 
Recall that an ǫ-geodesic between q′ and q is a unit speed curve σ such that ||σ| − d(q′, q)| ≤ ǫ.
In particular, it implies that for any x ∈ σ, e(x) ≤ ǫ2d2.
Lemma 3.15. There exists a constant C3 = C3(m, F,K,D, δ) > 0 such that for any ǫ ≤ ǫ¯(m, δ),
x ∈ Mδ/2,4 with e(x) ≤ ǫ2d, and any ǫ-geodesic σ connecting q′ and q, there exists r ∈ [1/2, 2] with
(i) |h±
ǫ2d2
− d± |(x) ≤ C3ǫ2d.
(ii) −
∫
B
ǫ2d2
(x)
||∇h±
ǫ2d2
|2 − 1| dµ f ≤ C3ǫ.
(iii)
∫ (1−δ)d
δd
(
−
∫
B
ǫ2d2
(x)
|∇h±
ǫ2d2
|2 − 1| dµ f
)
≤ C3ǫ2d.
(iv)
∫ (1−δ)d
δd
(
−
∫
B
ǫ2d2
(σ(s))
|Hessh±
rǫ2d2
| dµ f
)
≤ C3d−2.
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Proof. The proof is the same as [11, Theorem 2.19]. 
Similar to [11, Theorem 2.20], we also have
Lemma 3.16. There exists a constant C4 = C4(m, F,K,D, δ) > 0 such that for any x ∈ Mδ,2 and
δ ≤ s < t ≤ dx = d(q′, x), the following estimates hold,
(i)
∫ dx
δ
||∇h−
r2
|2 − 1| ≤ C4
d
(e(x) + r2).
(ii)
∫ dx
δ
|〈∇h−
r2
,∇d−〉 − 1| ≤ C4
d
(e(x) + r2).
(iii)
∫ t
s
|∇h−
r2
− ∇d− | ≤ C4
√
t−s√
d
(
√
e(x) + r).
4 Convexity of the regular part in Gromov-Hausdorff limits
In this section we prove our main improvement of the previous structural results in [23] about the
pointed-Gromov-Hausdorff limits of manifolds in Nm(F,K): we will show that the regular part, as
defined in Section 2.3, is both weakly convex and almost everywhere convex with respect to the
limit measure. In conjunction with the regularity improvements obtained in [23], we also show
that the regular part on a pointed-Gromov-Hausdorff limit of manifolds in Nm(F,K) is actually a
strongly convex open subset. Results about Ricci shrinkers are summarized in Theorem 4.11.
4.1 Gromov-Hausdorff distance between nearby metric balls
In this subsection, we prove a Gromov-Hausdorff distance control of nearby geodesic balls of the
same size. The proof follows from the original idea in [11, Section 3], but since the Ricci lower
bound, the basic assumption underlying essentially everywhere of their arguments, is unavailable
for manifolds in Nm(F,K), we have to rework most of the details there and fit them into our setting.
Fix γ : [0, l] → M a minimal geodesic of length l and unit speed. Let γ(0) = q and γ(l) = q′.
For dq := d(q,−), let ψs be the homeomorphism generated by the vector field −∇dq. We notice that
ψs is smooth away from q and the cut locus Cq of q. Moreover, if x , q and x < Cq, then the curve
s 7→ ψs(x) is the unique minimal geodesic connecting x to q. Throughout this section we fix some
δ ∈ (0, 1/10). We will show the Gromov-Hausdorff continuity in a Ho¨lder manner for balls centered
on γ([δl, l − δl]), with δ ∈ (0, 1/10).
Fixing t ∈ [δl, l − δl], for each r ∈ [0, δ/10], we consider the following core neighborhood of
γ(t):
Htr :=
{
y ∈ B(γ(t), r) : ∀s ∈ [0, t − δl], d(ψs(y), γ(t − s)) ≤ exp
(
C5
√
s
)
r
}
,
where
C5 = C5(m, F,K,D, δ, l) :=
1
2
(
2(m − 1)(δl)−1 + 2(m − 1)
√
K + 2F(2R) + (1 − 2δ)Kl
) 1
2
.
Intuitively speaking, such neighborhood of γ(t) consists of points in B(γ(t), r) that are carried by ψs
up to a controllable distance for all s ≤ t− δl. On a manifold inNm(F,K), we could in fact conclude
that when r is sufficiently small, almost every point of B(γ(t), r) are in Htr:
24
Lemma 4.1. Fix δ ∈ (0, 1/10) and t ∈ [δl, l − δl]. Let γ : [0, l] → M be a minimal geodesic of unit
speed, with γ(0) = q and γ(l) = q′, then for r > 0 sufficiently small,
µ f (H
t
r) = µ f (B(γ(t), r)). (4.1)
Proof. Let ι(x) denote the injectivity radius of x ∈ M, and define
r := min
{
δl/10, min
s∈[0,t]
ι(γ(s))
}
.
Since γ([0, t]) is compact and ι is positive and continuous on M, we see r > 0.
For any x ∈ B(γ(t), r)\Cq, there exists some tangent vector v ∈ Tγ(t)M such that expγ(t) v = x.
Then consider the Jacobi field J along γ such that J(0) = 0 and J(t) = v. Since x < Cq, J never
vanishes on γ([δl, t]). Moreover, we have expγ(t−s) J(t− s) = ψs(x) and d(γ(t− s), ψs(x)) = |J(t− s)|.
Therefore it suffices to examine |J| along γ.
In order to estimate |J|, we notice that d
dt
|J|2 = Hessdq(J,J), and thus
∣∣∣∣∣ ddt log |J|2
∣∣∣∣∣ ≤ |Hessdq |.
Integrating from any s ∈ [0, t − δl] to t we see
∣∣∣∣∣∣log
|J|2(t)
|J|2(t − s)
∣∣∣∣∣∣ ≤
∫ t
t−s
|Hessdq |(γ(u)) du ≤ ‖Hessdq‖L2(γ([δl,l−δl]))
√
s.
Therefore, ∀s ∈ [0, t − δl], we have
d(ψs(x), γ(t − s)) ≤ exp
(
1
2
‖Hessdq‖L2(γ([δl,l−δl])
√
s
)
r, (4.2)
and the following claim guarantees that B(x, r)\Cq ⊂ Htr, whence the weighted volume estimate.
Claim: For the given γ, we have ‖Hessdp‖2L2(γ([δl,l−δl]) ≤ 4C25, where
D := sup
t∈[0,l]
d(p, γ(t)).
.
Proof of claim: By Theorem 2.3 we have
∆ f dq ≤
m − 1
dq
+ (m − 1)
√
K + F(2R) and ∆ f dq′ ≤
m − 1
dq′
+ (m − 1)
√
K + F(2R).
On the other hand, since the function (dq + dq′) attains a smooth minimum on γ, we see ∆ f (dq +
dq′)(γ(t)) ≥ 0; moreover, we notice that ∇dq(γ(t)) = −∇dq′(γ(t)). Therefore, we have ∆ fdq(γ(t)) ≥
−∆ f dq′(γ(t)) ≥ − m−1dq′ (γ(t)) − (m − 1)
√
K − F(2R), and thus
max
{
|∆ f dq|(γ(δl)), |∆ f dq|(γ(l − δl))
}
≤ m − 1
δl
+ (m − 1)
√
K + F(2R).
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Plugging u = dq in to the Bochner formula (3.1), we immediately have:
∀t ∈ [δl, l − δl], 0 = ∆ f |∇dq|2(γ(t)) ≥ 2|Hessdp |2(γ(t)) + 2∂t
(
∆ f dq(γ(t))
)
− K.
Therefore, integrating t ∈ [δl, l − δl] we obtain
∫ l−δl
δl
|Hessdq |2 dt ≤
2(m − 1)
δl
+ 2(m − 1)
√
K + 2F(2R) + (1 − 2δ)Kl, (4.3)
whence the desired L2-estimate. 
From the proof of the proposition, we could clearly see that Htr is determined by the specific M
and γ, rather than a uniform neighborhood that we would like to get. In fact, it is impossible to get
such neighborhood in a uniform way; however, in the sequel, we will see that there is a sufficiently
large (in volume) set, which is not necessarily a neighborhood of γ, but which resembles the key
property of Htr: the gradient flow lines of −∇dq with initial data in this set does not spread too far
away from γ. Moreover, this set is defined analytically and its properties depend on the estimates
uniformly.
Define
Bts(r) := {z ∈ B(γ(t), r) : ∀u ∈ [0, sl], ψu(z) ∈ B(γ(t − u), 2r)}. (4.4)
Clearly, Bt
0
(r) = B(γ(t), r), since ψ0 is the identity map; by the continuity of −∇dq outside the
cut-locus of q, we know that there is a small ε > 0 such that,
∀s ∈ [0, εl], µ f (B
t
s(r))
µ(B(γ(t − s), r)) ≥
1
2
. (4.5)
Clearly, this ε may vary from one specific manifold to another, it may also depend on r.
However, let this ε be chosen as the maximal possible value that satisfies (4.5), and we will show
its irrelevance of specific manifolds and r provided r ≤ r0, some fixed constant.
Now let cts be the characteristic function of Bts(r) × Bts(r) in B(γ(t), r) × B(γ(t), r), then for any
s ∈ [0, εl] and η ∈ (0, 1/2), we define
F rs (x, y) :=
∫ s
0
ctu(x, y)

∫
γψu(x),ψu(y)
|Hessh
r2
|
 du, (4.6)
and Its(r) := −
∫
B(γ(t),r)×B(γ(t),r)
F rs (x, y) dµ f (x)dµ f (y) (4.7)
T rη :=
{
x ∈ B(γ(t), r) : eq,q′(x) ≤ CExr2(ηδl)−1, and −
∫
B(γ(t),r)
F rεl(x, y) dµ f (y) ≤ η−1Itεl(r)
}
,
(4.8)
and for each x ∈ T rη we define
T rη(x) :=
{
y ∈ B(γ(t), r) : eq,q′(y) ≤ CExr2(ηδl)−1, and F rεl(x, y) ≤ η−2Itεl(r)
}
. (4.9)
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By the excess function estimate in Theorem 3.12 and Chebyshev’s inequality, we have
µ f (T
r
η)
µ f (B(γ(t), r))
≥ 1 − 2η, and ∀x ∈ T rη,
µ f (T
r
η(x))
µ f (B(γ(t), r))
≥ 1 − 2η. (4.10)
Notice that these estimates are uniform. Now we come to the following
Lemma 4.2. Fix ξ ∈ (0, 1/20) and η ∈ (0, 1/100), and consider a minimal geodesic γ : [0, l] →
B(p,D) of unit speed. There is an ε0 = ε0(η | m, F,K,D, δ) and a C6 = C6(m, F,K,D, δ) such that
whenever ε < ε0, then for any fixed r ∈ (0, δl/10), once (4.5) holds on [t − εl, t], then ∀s ∈ [t − εl, t],
∀x1 ∈ T rη and ∀x2 ∈ T rη(x) ∩ Bts(ξr),
|d(ψs(x1), ψs(x2)) − d(x1, x2)| ≤ C6η−2r
√
s/l. (4.11)
Moreover, x1 ∈ Bts(r) for all s ∈ [0, εl].
Proof. Fix any x1 ∈ T rη\Cq and denote
ε(x1) := min
{
1, sup{s ≤ εl : ∀u ∈ [0, s], ψu(x1) ∈ B(γ(t − u), 2r)}
}
.
Clearly, when s ≤ ε(x1), x1 ∈ Bts(r); moreover, Bts(ξr) ⊂ Bts(r). Therefore cts(x1, x2) = 1. By the
continuity of the mapping u 7→ ψu(x1), we also see that
ψε(x1)(x1) < B(γ(t − ε(x1)),
3
2
r). (4.12)
We will show that ε(x1) = εl for suitably chosen ε0. Now for any x2 ∈ (T rη(x1) ∩ Bts(r))\Cq fixed,
we let σ1 and σ2 denote the integral curves of −∇dq starting from x1 and x2, respectively. These are
minimal geodesics, and integrating (3.6) in [11, Lemma 3.4] we get for any s ≤ ε(x1),
|d(ψs(x1), ψs(x2)) − d(x1, x2)| ≤
∫ s
0
|∇hr2 − ∇dq|(σ1(u)) du
+
∫ s
0
|∇hr2 − ∇dq|(σ2(u)) du + F rs (x1, x2).
(4.13)
We now estimate each term in the right-hand side of (4.13). By Lemma 3.16 and the choice of
x1, x2, we see for i = 1, 2,
∀s ∈ [0, ε(x1)],
∫ s
0
|∇hr2 − ∇dq |(σi(u)) du ≤ C4η−
1
2 r
√
s/l. (4.14)
The last term on the right-hand side of (4.13) is by definition bounded by η−2Its(r). By the segment
inequality of Theorem 2.6 and the definition of Bts(r), for any s ∈ [0, ε(x1)] we could estimate Its(r)
as:
Its(r) ≤
∫ s
0
 1
µ f (Btu(r))2
∫
ψu(Btu(r))×ψu(Btu(r))

∫
γx,y
|Hessh
r2
|
 dµ2f
 du
≤
∫ s
0
(
10r CS eg
µ f (ψu(Btu(r)))
µ f (Btu(r))2
∫
B(γ(t−s),5r)
|Hessh
r2
| dµ f
)
du
≤
∫ s
0
(
10r CS eg
µ f (B(γ(t − u), 2r))
µ f (Btu(r))2
∫
B(γ(t−s),5r)
|Hessh
r2
| dµ f
)
du.
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Moreover, by the volume doubling property (2.2) within B(p0,D), assumption (4.5) and Lemma
3.15, we could continue to estimate: ∀s ∈ [0, ε(x1)],
Its(r) ≤
∫ s
0
10r C2CS eg
(
µ f (B(γ(t − u), r))
µ f (Btu(r))
)2
−
∫
B(γ(t−u),5r)
|Hessh
r2
| dµ f
 du
≤ 10r C2CS eg
(∫ l−δl
δl
−
∫
B(γ(u),5r)
|Hessh
r2
|2 dµ f
) 1
2 √
s
≤ 10C2CS eg
√
C3 r
√
s/l,
(4.15)
Now (4.13), (4.16) and (4.15) together imply that for almost every x1 ∈ T rη and x2 ∈ T rη(x1)∩Bts(r),
∀s ∈ [0, ε(x1)], |d(ψs(x1), ψs(x2)) − d(x1, x2)| ≤ C6η−2r
√
s/l, (4.16)
where C6 = C6(m, F,K,D, δ) := 2C4 + 10C2CS eg
√
C3. Here we emphasize that in proving this
estimate we only need x1 ∈ T rη ∩ Bts(r) and x2 ∈ T rη(x) ∩ Bts(r). The stronger assumption that
x2 ∈ Bts(ξr) is not needed yet.
Now we put ε0 = η
4/(16C2
6
). Suppose, for the purpose of a contradiction argument, that the
inequalities ε(x1) < εl ≤ ε0l hold, then since x2 ∈ Bts(ξr), we have d(ψs(x2), γ(t − s)) ≤ 2ξr ≤ r/10
whenever s ∈ [0, ε(x1)], and the triangle inequality implies that
d(ψε(x1)(x1), γ(t − ε(x1))) ≤
5
4
r,
whence a desired contradiction to (4.12).
Therefore ε(x1) = εl, and (4.16) is valid for all s ∈ [0, εl]. Especially, this is (4.11) holding for
all s ∈ [0, εl], as claimed by the lemma. 
Remark 4.3. Let us emphasis that the estimate (4.11) depends on (4.5) whose range of validity
depends on the specific manifold, geodesic and scale r. But with these estimates we are now ready
to remove the such dependence of ε in (4.5).
Lemma 4.4. There exists a small ε1 = ε1(η |m, F,K,D, δ) > 0 such that for any fixed r ∈ (0, δl/10),
if γ : [0, l] → B(p,D) is a minimal geodesic of unit speed and t ∈ (δl, (1 − δ)l), then (4.5) holds for
some ε ≥ ε1. In fact, ∀s ∈ [0, ε1], (T rη\Cq) ⊂ Bts(r).
Proof. Fix r ∈ (0, δl/10), and let ε be the largest possible such number that (4.5) holds. Again, this
ε is positive but its value depends on the specific M and γ. We will choose an ε1 depending only on
m, F,K,D, δ and η such that were ε < ε1 to hold then a contradiction will be deduced.
Step 1: Connecting to the good core neighborhood. Recall that Lemma 4.1 tells that there are
a small r′ = r′(M, γ) > 0 and a core neighborhood Ht
r′ = B(γ(t), r
′)\Cq, such that it stays close to γ
under the geodesic flow. Let us now fix this neighborhood of γ(t), which depends on specific M and
γ. Notice that if we set ε′
1
:= (ln 2/C3)
2δ, then by the definition of Ht
r′ and the proof of Lemma 4.1,
we have
∀s ∈ [0, ε′1l], ∀r′′ ∈ [0, r′], Htr′′ ⊂ Bts(r′′). (4.17)
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We also let ξ be some small positive number, say ξ ≤ 1
20
, and let ri := ξ
−ir for i = 0, 1, 2, . . . , I,
where I :=
⌈
logξ
r′
2r
⌉
is defined to be the first natural number such that rI ≤ r′/2.
Now for an arbitrary x0 ∈ T rη\Cq fixed, our plan is to connect it to Htr′ by selecting {xi}Ii=0
inductively: suppose xi is chosen, then pick any xi+i ∈ (T riη (xi) ∩ T ri+1η )\Cq. This is doable because
(4.10) is independent of r: as long as we choose η ≤ (ξ/4)m, then we have
µ f (T
ri
η (xi)) + µ f (T
ri+1
η ) ≥ (1 − 2η)
(
µ f (B(γ(t), ri)) + µ f (B(γ(t), ri+1))
)
≥ (1 − 2η)(1 + ξm)µ f (B(γ(t), ri))
> µ f (B(γ(t), ri)),
i.e. T
ri
η (xi) ∩ T ri+1η has positive weighted volume, and especially a non-empty intersection outside
the cut-locus of q. We denote by σi the integral curve of −∇dq with initial value xi. Each σi is a
minimal geodesics.
Step 2: Estimating the distance. According to (4.17), xI ∈ Bts(rI) whenever s ∈ [0, ε′1l]. There-
fore, applying Lemma 4.2 to xI−1 ∈ T rI−1η and xI ∈ T rI−1η (xI−1) ∩ Bts(rI), we could obtain
∀s ∈ [0,min{εl, ε0l, ε′1l}], d(ψs(xI), ψs(xI−1)) ≤
(
5
4
+ ξ
)
rI−1.
This further implies that for any s ≤ min{εl, ε0l, ε′1l},
d(ψs(xI−1), γ(t − s)) ≤ d(ψs(xI), γ(t − s)) +
(
5
4
+ ξ
)
rI−1
≤
(
5
4
+ 3ξ
)
rI−1.
(4.18)
Especially, xI−1 ∈ Bts(rI−1) whenever s ≤ min{εl, ε0l, ε′1l}.
We could now apply Lemma 4.2 to the pair of points xI−2 and xI−1, and conclude that xI−2 ∈
Bts(rI−2) whenever s ≤ min{εl, ε0l, ε′1l}. Repeating the same argument another I − 2 steps, we will
get for any s ≤ min{εl, ε0l, ε′1l},
d(ψs(x0), γ(t − s)) ≤ d(ψs(xI), γ(t − s)) +
(
5
4
+ ξ
)
r
I−1∑
i=0
ξi
≤ 3
2
r,
by the choice of ξ. Especially, this implies that x0 ∈ Bts(r) whenever s ≤ min{εl, ε0l, ε′1l}.
Step 3: Bounding ε from below. Setting ε1 := min{ε0, ε′1}, we show that whenever η ≤ 100−m,
ε ≥ ε0 by a contradiction argument:
Otherwise, notice that µ f (Bts(r))/µ f (B(γ(t − s), r)) varies continuously with respect to s, then by
(4.5) and the maximality of ε, we have
µ f (Btεl(r))
µ f (B(γ(t − εl), r))
=
1
2
.
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However, since ε < ε1, we have (T
r
η\Cp) ⊂ Btεl(r), therefore
µ f (Btεl(r))
µ f (B(γ(t − εl), r))
≥ 1 − 2η,
a contradiction, since η ≤ 1/100. Therefore ε ≥ ε1, a constant solely determined by m, F,K,D, δ
and η. We notice here that limη→0 ε1(η|m, F,D, δ) = 0 by the definition of ε1. 
We are now ready to estimate the Gromov-Hausdorff distance of metric balls of arbitrarily small
size r:
Theorem 4.5 (Gromov-Hausdorff distance between nearby metric balls). Fix a space (M, p, g, f )
in the moduli Nm(F,K), then for any δ ∈ (0, 1/10) and ǫ ∈ (0, δ/10) fixed, there are constants
C7,C8 only depending on m, F,K,D, δ such that on any minimal geodesic γ contained in B(p,D)
with |γ| = l, and for any x, y on γ([δl, (1 − δ)l]),
d(x, y)
l
≤ C7 ⇒ dGH(B(x, r), B(y, r)) ≤ C8
(
d(x, y)
l
) 1
4m+2
r.
Proof. Since the estimate is symmetric in terms of x and y, we only argue in one direction. Now fix
any s ∈ [0, ε1l]. We immediately have µ f (Bts(r)) ≥ (1−2η)µ f (B(γ(t), r)), in view of Lemma 4.4 and
(4.10). Moreover, we have µ f (Bts(r) ∩ T rη(x)) ≥ (1 − 4η)µ f (B(γ(t), r)) for any x ∈ T rη, still because
of (4.10). Such volume estimates, together with the volume comparison within B(p0,D), imply that
T rη and T
r
η(x) ∩ Bts(r) are 4C
− 1
m
2
η
1
m r-dense subsets of B(γ(t), r), whenever x ∈ T rη.
Recall that (4.16) tells that for any x1 ∈ T rη and any x2 ∈ T rη(x) ∩ Bts(r),
|d(ψs(x1), ψs(x2)) − d(x1, x2)| ≤ C5η−2r
√
s/l.
Now for any x1, x2 ∈ T rη, since µ f (T rη(x1)∩ T rη(x2)∩Bts(r)) ≥ (1− 8η)µ f (B(γ(t), r)), we could select
some
y ∈ T rη(x1) ∩ T rη(x2) ∩ Bts(r) ∩ B(x1, 8C
− 1
m
2
η
1
m r),
and estimate
|d(ψs(x1), ψs(x2)) − d(x1, x2)| ≤ |d(ψs(x2), ψs(y)) − d(x2, y)| + d(ψs(x1), ψs(y)) + d(x1, y)
≤ 2C5η−2r
√
s/l + 2d(x1, y)
≤ 2r(C5η−2
√
s/l + 8C
− 1
m
2
η
1
m ).
In order to make this last line of the last estimate having only s as the variable, we would like to
choose η according to the value of s. Notice that in order for this estimate to hold, we cannot violate
s ≤ ε1l; on the other hand, let us recall that ε1 depends on η, which ultimately comes into play
via ε0 = η
4/(16C2
6
). Therefore, we will first choose η(s), then check that s/l ≤ η(s)4/(16C2
6
) and
η(s) ≤ 10−2m (see Step 1 of Lemma 4.2): let
η(s) := C
m
2m+1
6
C
1
2m+1
2
(s/(8l))
m
4m+2 ,
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then
|d(ψs(x1), ψs(x2)) − d(x1, x2)| ≤ 4(8mC6/C22)
1
2m+1 (s/l)
1
4m+2 r. (4.19)
Moreover, the requirements that s/l ≤ η(s)/(16C2
6
) and η(s) ≤ 10−2m translate as
s
l
≤ 8C−26 min
{
C402
−7−14m,C
− 2
m
2
10−4−8m
}
=: C7(m, F,K,D, δ),
the right-hand side of which, being a constant only depending on m,D, and δ. Therefore, once s/l
is below this C7, the previous requirements of η(s) are meet, and all previous estimates go through
with no problem.
Therefore, whenever d(x, y) ≤ C7(m,D, δ)l, we have, by the density estimate and (4.19), the
desired estimate, with the constant
C8(m, F,K,D, δ) := 24(8
mC6/C
2
2)
1
2m+1 .

4.2 Extension of limit minimal geodesics
Throughout this subsection, we fix a sequence {(Mi, pi, gi, fi, )} ⊂ Nm(F,K) that converges in the
pointed-Gromov-Hausdorff topology to a limit (X, p∞, d∞, f∞). Our focus will be on the non-
compact case, which is more complicated and natural to consider. We will provide detailed proofs
for the necessary adjustments to generalize Colding-Naber’s argument in [11, Sections 1.2 and 1.4]
to Nm(F,K) limits.
In view of Theorem 4.5, we could only compare geodesic balls centered at two points that are
away from the endpoints of a minimal geodesic connecting them. For a fixed complete Riemannian
manifold (M, g), and any pair of points x, y ∈ M, we let γxy denote a minimal geodesic connecting
them. Due to the possible existence of the cut-locus, not every pair of points (x, y) ∈ M × M sees
their γxy minimally extensible to both ends. But the minimal extensibility holds for almost every
pair of points, with respect to the natural product measure on M × M.
In order to prove the almost everywhere extensibility of limit minimal geodesics on a pointed-
Gromov-Hausdorff limit, we have to show that the problematic cut-loci do not accumulate to acquire
positive limit measure during the convergence. The key observation, due to Shouhei Honda [19], is
that the cut-loci could be characterized by an inequality — the non-vanishing of the excess func-
tion [1] — whose effective version persists to the Gromov-Hausdorff limit. The proof of what we
need for Nm(F,K) limits is the same as the original one in [11, Appendix A], except at one point:
the crucial estimate in [11, Lemma A.2] relies on the Laplacian comparison with a uniform Ricci
curvature lower bound, which is not available for manifolds inNm(F,K). The following lemma fills
this only gap in carrying Colding-Naber’s original argument to our setting:
Lemma 4.6. Suppose (M, p, g, f ) ∈ Nm(F,K). For each δ, r ∈ (0, 1), D > 0 and k ∈ N, there exists
a constant C9 = C9(m, F,K,D, δ) such that
µ f · f
(
CM(r, k) ∩ Aδ,δ−1(D)
)
µ f (B(p, 1))2
≤ C9 r. (4.20)
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Here we define, as [11, (A.5)],
CM(r, k) :=
{
(x, y) ∈ M × M : ∀z,w ∈ M, d2(x, z) + d2(y,w) ≥ 2r2 ⇒ e(z,w)(x, y) ≥ k−2
}
,
and
e(z,w)(x, y) := 2
− 1
2 d(x, y) + (d(x, z)2 + d(y,w)2)
1
2 − 2− 12 d(z,w),
is the excess function on the isometric product manifold (M ×M, g⊕ g), see [11, (A.2)]. Notice that
CM(r, k) is just a quantitative version of the r-cut-loci CM(r) of the manifold (M × M, g ⊕ g), which
is actually ∪∞
k=1
CM(r, k). Moreover, (x, y) ∈ CM(r) if and only if the geodesics emanating from the
midpoint towards x and y respectively are minimal till they reach x and y, but at least one of them
could not be extended beyond x or y as a minimal geodesic for at least a distance of r.
Furthermore, the set Aδ,δ−1(D) is defined for any δ > 0 as
Aδ,δ−1(D) :=
{
(x, y) ∈ M × M : pxy ∈ B(p,D), δ ≤ d∆(x, y) ≤ δ−1
}
,
with pxy denoting the midpoint of a minimal geodesic connecting x and y, and d∆(x, y) = 2
− 1
2 d(x, y)
denoting the distance between (x, y) and the diagonal ∆ of M × M, in the product metric.
We also notice that the product of (M, p, g, f ) by itself is (M × M, (p, p), g ⊕ g, f · f ), where
∀x, y ∈ M, f · f (x, y) := f (x) f (y). We have the product an element of N2m(F¯,K), where F¯(x, y) :=√
F(d(p, x))2 + F(d(p, y))2, since clearly we have
∀x, y ∈ M, |∇ f · f |2(x, y) ≤ F(d(p, x))2 + F(d(p, y))2,
and Rcg⊕g + ∇2( f · f ) ≥ −Kg ⊕ g.
Due to the metric product structure, the distance to the diagonal d∆ enjoys the following Laplace
comparison inequality: ∀x, y ∈ B(p,D),
∆ f · fd∆(x, y) =
1√
2
(∆ f )xd(x, y) +
1√
2
(∆ f )yd(x, y)
≤
√
2
(
m − 1
d(x, y)
+ (m − 1)
√
K + F(2R)
)
.
(4.21)
By [11, Lemma A.1], the distance of (x, y) to the diagonal D is realized by the distance to (pxy, pxy),
the midpoint of the minimal geodesic connecting x and y. The geodesic ray realizing the distance
to the diagonal is then given as:
∀(x, y) ∈ M × M, s 7→ exp(pxy ,pxy) s(vxy,−vxy),
where vxy := γ˙xy(
1
2
d(x, y)), and (vxy,−vxy) ∈ S pxyM × S pxyM, the product of unit tangent vectors.
Associated to this exponential map, we could consider
Tr(D) :=
{
(x, y) ∈ M × M : d∆(x, y) ≤ r and some pxy ∈ B(p,D)
}
=
{
exp(q,q) s(v,−v) : s ∈ [0, r/
√
2), p ∈ B(p,D), v ∈ S qM
}
,
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which is the open r-tubular neighborhood of the diagonal ∆ ⊂ B(p0,D) × B(p0,D). Clearly,
Aδ,δ−1(D) = Tδ−1(D)\Tδ(D), and
∂Ts(D) =
{
(x, y) ∈ M × M : d∆(x, y) = s and some pxy ∈ B(p,D)
}
=
{
exp(q,q) s(v,−v) : (q, v) ∈ S B(p,D)
}
,
where S B(p,D) is the sphere bundle of B(p,D).
We denote the area form of ∂Ts(D) at exp(q,q) s(v,−v) by A2(q, v, s), and the e− f · f -weighted
product measure density on ∂Ts(D) byA2f · f (q, v, s) := e− f · fA2(q, v, s). We notice that
∂s ln
(
A2f · f (q, v, s)
)
= ∆ f · f d∆(expq sv, expq −sv)
≤
√
2
(
(m − 1)s−1 + (m − 1)
√
K + F(D +
√
2s)
)
,
therefore, for any fixed (q, v) ∈ S B(p,D) and s ∈ [δ, δ−1], the ratio
A2
f · f (q, v, s)
s
√
2(m−1)e((m−1)
√
2K+
√
2F(D+
√
2δ−1))s
is monotone non-increasing with respect to s.
Recall that (x, y) ∈ CM(r) if and only if the geodesics s 7→ exppxy sv and s 7→ exppxy −sv are
minimal for s ∈ (0, 1
2
d(x, y)), but cease to be so for some s ∈ (1
2
d(x, y), 1
2
d(x, y) + r). Therefore
∀δ > 0, ∀(q, v) ∈ S B(p,D),
∣∣∣∣{s ∈ (δ, δ−1) : expq s(v,−v) ∈ CM(r)}
∣∣∣∣ ≤ r.
We now put the estimates together to see:
µ f · f
(
CM(r) ∩ Aδ,δ−1(D)
)
=
∫ δ−1
δ
(∫
∂Ts(D)
χCM (r)e
− f · f
)
ds
=
∫
S B(p,D)
∫ δ−1
δ
χCM(r)A2f · f (q, v, s) ds dσ(q, v)
≤
∫
S B(p,D)

∫ δ−1
δ
χCM (r) ds

A2
f · f (q, v, δ)
δ
√
2(m−1)e((m−1)
√
2K+
√
2F(D+
√
2δ−1))δ
dσ(q, v)
≤
∫
S B(p,D)
r
A2
f · f (q, v, δ)
δ
√
2(m−1)e((m−1)
√
2K+
√
2F(D+
√
2δ−1))δ
dσ(q, v)
=
µ f · f (∂Tδ(D))
δ
√
2(m−1)e((m−1)
√
2K+
√
2F(D+
√
2δ−1))δ
r.
Finally, since ∀x ∈ B(p,D+ 1) fixed {y ∈ B(p,D+ 1) : (x, y) ∈ ∂Tδ(D)} = ∂B(x,
√
2δ)∩B(p,D+ 1),
we have, by Theorem 2.5,
µ f · f (∂Tδ(D)) ≤
∫
B(p,D+
√
2δ)
µ f (∂B(x,
√
2δ)) e− f (x)dVg(x)
≤ e
F(D+
√
2δ−1)(D+δ−1)Aream−1
K
(
√
2δ)
Volm
K
(
√
2δ)
∫
B(p,D+
√
2δ)
µ f (B(x,
√
2δ)) e− f (x)dVg(x),
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and applying Theorem 2.5 again we have
µ f · f
(
CM(r) ∩ Aδ,δ−1(D)
)
≤ C9 µ f (B(p, 1))2r,
where
C9 = C9(m, F,K,D, δ) :=
eF(D+
√
2δ−1)(D+δ−1)
δ
√
2(m−1)e((m−1)
√
2K+
√
2F(D+
√
2δ−1)δ)
Aream−1
K
(
√
2δ)
Volm
K
(
√
2δ)
Vol
m
K
(D +
√
2)
Volm
K
(1)

2
.
Therefore we get the desired estimate (4.20), since CM(r) = ∪∞k=0CM(r, k).
The rest of the argument in showing the almost everywhere extensibility follows verbatim as the
rest of [11, Appendix A], as well as [19]. So we have shown that with respect to the limit measure,
almost every pair of points lie in a minimal geodesic that minimally extends to both ends:
Lemma 4.7 (Extension of limit minimal geodesics). Let a sequence {(Mi, pi, gi, fi)} ⊂ Nm(F,K)
converge to (X, p∞, d∞, f∞) in the pointed-Gromov-Hausdorff topology, such that their associated
renormalized measures ν fi also converge to a limit measure ν∞ on X, then ν∞ × ν∞ almost every
pair of point (x, y) ∈ X × X lies in the interior of some limit minimal geodesic.
Now we are in a position to state and prove the (weak) convexity of the regular part in the
Gromov-Hausdorff limit of a sequence of Ricci shrinkers. To start the discussion, let us state an
immediate consequence of the Ho¨lder continuity of the geodesic balls along a geodesic segment:
Proposition 4.8 (Ho¨lder continuity of tangent cones). Let (X, p∞, d∞, f∞) be a pointed-Gromov-
Hausdorff limit of a sequence in Nm(F,K), then the tangent cones resulted from the same scaling
sequence varies Ho¨lder-continuously in the Gromov-Hausdorff topology, as the point varies in the
interior of limit minimal geodesics.
Proof. Let γ∞ : [0, l]→ X be a limit minimal geodesic of unit speed, and set
D = 2 max
s∈[0,l]
d(p, γ∞(s)).
Now for any s, t ∈ (δl, (1 − δ)l) (δ ∈ (0, 1/10) arbitrary) such that |s − t| ≤ C7(m,D, δ)l, and for any
r ∈ (0, δl/10), we have
dGH(BX(γ∞(s), r), BX(γ∞(t), r)) ≤ C8(n,D, δ)
( |s − t|
l
) 1
4m+2
r.
Notice that this estimate is scaling invariant, therefore we could push it to the tangent cone: let
ri → 0 be a sequence of positive numbers that determines tangent cones Xγ∞(s) and Xγ∞(t), then the
above inequalities give
dGH
(
BXγ∞(s) (os, 1), BXγ∞(t)(ot, 1)
)
≤ C8(m,D, δ)
( |s − t|
l
) 1
4m+2
,
whence the desired Ho¨lder continuity of tangent cones. 
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Remark 4.9. Especially, we see that for ti → t ∈ (0, l), taking
δ =
1
2l
min{dX(γ∞(t), γ∞(0)), dX(γ∞(t), γ∞(l)), 1/10},
the above estimate gives:
Xγ∞(ti)
pointed−Gromov−Hausdor f f−−−−−−−−−−−−−−−−−−−−−−→ Xγ∞(t),
and if Xγ∞(ti) = R
k, then so is Xγ(t): γ∞((0, l)) ∩ Rk is a closed subset of γ∞((0, l)).
Given the extension lemma (Lemma 4.7), the Ho¨lder continuity of tangent cones (Proposi-
tion 4.8), and the ν∞-negligibility of the singular set (Proposition 2.17), we could now prove Theo-
rem 1.5 in a way identical to the original one in [11, Sections 1.2 and 1.4]. For the sake of simplicity,
we will not repeat the argument here, but refer the readers to the proofs of Theorems 1.7, 1.18 and
1.20 in [11].
If we consider the sub-collection Mm(F,K;V0), then together with Theorem 2.14, we have
Theorem 4.10. Let a sequence {(Mi, pi, gi, fi)} ⊂ Nm(F,K;V0) converge to a limit metric space
(X, p∞, d∞, f∞) in the pointed-Gromov-Hausdorff topology, then the regular part R ⊂ X is a strongly
convex open set, equipped with a limit C1,α metric g∞ such that (R, g∞) becomes a metric subspace
of (X, d∞).
Proof. It has already proven in Theorem 2.14 that the regular part R is open in X, that the conver-
gence is C1,α on R, and that the limit metrics (in the metric sense and in the tensor sense) coincide.
We only need to prove the strong convexity. Now if a minimal geodesic γ : [0, 1] → X intersects R
non-trivially, then set
Iγ,R := {t ∈ [0, 1] : γ(t) ∈ R}
is non-empty and is open relative to [0, 1]. But by Remark 4.9, we know that Iγ,R is also closed
relative to (0, 1), therefore Iγ,R = (0, 1) and therefore the entire interior of γ is contained R. The
strong convexity is thus proven. 
If we further restrict our attention to the collection of allm-dimensional complete Ricci shrinkers,
then we have the following
Theorem 4.11 (Regular-convexity of Gromov-Hausdorff limits). Let {(Mi, pi, gi, fi)} be a sequence
of pointed m-dimensional Ricci shrinkers which converges to a limit metric space (X, p∞, d∞, f∞)
equipped with a limit potential function f∞, in the pointed-Gromov-Hausdorff topology, such that
the associated probability measures ρi converges to ρ∞ on X, then the following holds:
1. Assuming the sequence is contained in Mm(A) for some fixed positive constant A, then the
Hausdorff dimension of X is m, and R ⊂ X is a strongly convex open set, which, when
equipped with the limit metric d∞, becomes an m-dimensional Riemannian manifold with a
C∞ metric tensor that satisfies the Ricci shrinker equation;
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2. Without assuming a uniform positive lower bound of the set {µ fi(Mi)}, then there is a unique
natural number k ≤ m, such that ρ∞(X\Rk) = 0; moreover, Rk is both ρ∞-a.e. convex and
weakly convex.
Clearly, after applying a usual elliptic regularity argument, the first alternative in this theorem is a
special case of Theorem 4.10. Moreover, by the equivalence of the uniform µ-entropy lower bound
and the uniform volume non-collapsing property (see [27], [17] and [23, Lemma 2.5]), the first
alternative of this theorem states the same as Theorem 1.1. The second alternative is a restatement
of Theorem 1.5 for the special case of Ricci shrinkers.
5 Discussion
In geometric analysis, the compactness of the moduli of certain collection of spaces, in an appro-
priate topology, is a fundamental problem. In the setting of Ricci shrinkers, we would like to ask
whether the collection of all conifold Ricci shrinkers with a given dimension and a uniform lower
bound of the µ-entropy is compact in the pointed-Cˆ∞-Cheeger-Gromov topology.
This question is not a direct consequence of Theorem 1.1, since it is not true that all coni-
fold Ricci shrinkers arise as the pointed-Cˆ∞-Cheeger-Gromov limits of elements inMm(A). In the
Ka¨hler setting, orbifold Ka¨hler-Ricci solitons (of complex dimension at least 2) whose quotient sin-
gularities are of real codimension at least 4 and non-smoothable provide examples of conifold Ricci
shrinkers not in the closure of KMn(A), the moduli space of (complex) n-dimensional Ka¨hler-Ricci
shrinkers with µ-entropy bounded below by −A. The Riemannian setting is even more complicated.
It is by itself an interesting problem to understand those conifold Ricci shrinkers that are not on
the boundary of Mm(A), and partial progress towards this direction has already been made in [25]
and [23].
We believe that the compactness question could be answered affirmatively, in view of the previ-
ous work done in the Ka¨hler-Ricci flat setting [9, Theorem 1.3], especially considering that many
of the analytical tools developed in [9] only assume the Riemannian setting.
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