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Abstract
The component-by-component construction algorithm constructs the generating vector for a rank-1 lattice
one component at a time by minimizing the worst-case error in each step. This algorithm can be formulated
elegantly as a repeated matrix-vector product, where the matrix-vector product expresses the calculation of
the worst-case error in that step. As was shown in an earlier paper, this matrix-vector product can be done in
time O(n log (n)) and with memory O(n) when the number of points n is prime. Here we extend this result
to general n to obtain a total construction cost of O(sn log (n)) and memory of O(n) for a rank-1 lattice in
s dimensions with n points. We thus obtain the same big-Oh result as for n prime.
As was the case for n prime, the main calculation cost is signiﬁcantly reduced by using fast Fourier
transforms in the matrix-vector calculation. The number of fast Fourier transforms is dependent on the
number of divisors of n and the number of prime factors of n. It is believed that the intrinsic structure present
in rank-1 lattices and exploited by this fast construction method will deliver new insights in the applicability
of these lattices.
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1. Introduction
The application of this paper is the approximation of an s-dimensional integral over the unit
cube by an equal weight cubature rule,
I (f ) =
∫
[0,1)s
f (x) dx ≈ Q(f ) = 1
n
∑
xk∈Pn
f (xk) , (1)
where the n evaluation points are a rank-1 lattice
Pn =
{
k · z
n
: 0k < n
}
, (2)
and the integer vector z is called the generating vector of the lattice. By k · z we mean (compo-
nentwise) multiplication modulo n. Both k and the components zj are taken from Zn, the integers
modulo n.Whenever we write a ·b with a, b ∈ Zn in the rest of this paper, we meanmultiplication
modulo n; if ambiguity arises about the modulus we will write it explicitly. The components of z
are further restricted to the set
Un = {z ∈ Zn : gcd(z, n) = 1} .
This set contains the units of Zn and assures us that (k · zj )/n is a permutation of the equispaced
distribution k/n in each dimension j, where k = 0, . . . , n−1. This guarantees that the lattice has
n distinct points in [0, 1)s .
The component-by-component algorithm constructs this generating vector component by com-
ponent, in each step minimizing a certain error measure for the cubature rule (1) and keeping all
previously chosen components ﬁxed. Here we minimize the worst-case error for all functions in
the unit ball of a reproducing kernel Hilbert spaceH(K) with reproducing kernel K:
e(Pn,H(K)) = sup
f∈H(K)
‖f ‖1
|I (f ) − Q(f )| .
The most important property of such a function space is the reproducing property of the kernel:
f (x) = 〈f (·),K(x, ·)〉H(K), ∀f ∈ H(K),∀x ∈ [0, 1)s . In this paper we are, however, not so
interested in the function space setting, but more in the technical realization of the component-
by-component algorithm.
We take the same scenery as in [11], that is we use a shift-invariant tensor product reproducing
kernel Hilbert space. Since the kernel is shift-invariant it is only a function of one argument
K(x, y) = K(x − y, 0) = K(x − y), furthermore the s-dimensional kernel for a tensor product
space is given by the product of the 1-dimensional kernels which build up the space. We thus
consider reproducing kernels of the form
Ks,,(x) =
s∏
j=1
K1,j ,j (xj ) , K1,j ,j (xj ) = j + j (xj ) .
The speciﬁc form of the 1-dimensional kernels that we use here stems from the fact that these
kernels are mostly studied in the Fourier domain, where the j is then just the constant fre-
quency part and the j is a weighting of the variable frequency part, i.e. K1,j ,j (xj ) = j +∑
h∈Z\{0} kˆh exp(2i hxj ). In what follows we normalize the kernel such that j = 1 and leave
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out this subscript with no loss of generality (see the scaling in the Sobolev example at the end of
this section).
In these so-called weighted function spaces the -weights denote the relative importance of
certain coordinates in the function space. The weights used here are product-type weights [15]
where the j are taken as a decaying sequence of positive weights,
12 · · · s0 ,
to denote that successive coordinates are less and less important and this assumes that the problem
is (re)formulated in such a way. Under certain conditions on these weights, the lattice rules
constructed by a component-by-component algorithm achieve the optimal rate of convergence
[10], hereby justifying the usage of the algorithm.
The main advantage of using a reproducing kernel Hilbert space is the fact that an explicit
expression for the worst-case error in such a function space exists. From [9] we know that for
H(K) a shift-invariant reproducing kernel Hilbert space and Pn a lattice, the worst-case error can
be written as
e(Pn,H(Ks,)) =
⎛
⎝− ∫
[0,1)s
Ks,(x) dx + 1
n
∑
xk∈Pn
Ks,(xk)
⎞
⎠1/2 .
Under the assumption that 1 + j (xj ) is the normalized Fourier expansion of K1,j (xj ) and
using Ks,(x) = ∏j K1,j (xj ), the integral above equals 1 (since the constant frequency part
equals the integral of the function). We ﬁnd that the worst-case error for n lattice points in s
dimensions in such a function space can be written in terms of the generating vector z as
en,s(z1, z2, . . . , zs) =
(
−1 + 1
n
n−1∑
k=0
ps−1(k)
(
1 + s 
(
k · zs
n
)))1/2
, (3)
and the n-vector ps−1 is recursively deﬁned as
ps−1(k) = ps−2(k)
(
1 + s−1 
(
k · zs−1
n
))
, p0(k) = 1 . (4)
The kernel which deﬁnes the shift-invariant function space can be taken arbitrary, see also [12]. To
make this a little bit more concrete we take a look at the two most often used function spaces: the
weighted Korobov space and the weighted Sobolev space. The reproducing kernel for a Korobov
space with smoothness parameter  = 2 is given by
K1,j (xj ) = 1 + j 22 B2(xj ) , B2(xj ) = x2j − xj + 16 ,
and is shift-invariant. The kernel of a weighted Sobolev space, which is a space of non-periodic
functions, is a function of two parameters K(x, y) and the lattice point set takes the form
Pn =
{(
k · z
n
+ 
)
mod 1 : 0k < n
}
.
These are so-called shifted lattice rules, with the added complication that a component-by-
component construction now also has to search the optimal shifts j ∈ [0, 1). This kernel is
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not shift-invariant and thus formula (3) is not applicable. However, with each such kernel we can
associate a shift-invariant kernel by averaging over all possible shifts, see [9] and also [13]. The
shift-invariant kernel then becomes
K1,j (xj ) = 1 +
3j
3 + j
B2(xj ) , B2(xj ) = x2j − xj + 16 ,
and the calculated error should now be scaled by
∏
j (1 + j /3). This has the added beneﬁt that
on application the shifts can be randomly chosen, since they were not ﬁxed by the construction
algorithm. Using independent replications this gives the possibility of obtaining a statistical error
estimate in actual computations (this is mostly also done for the natural shift-invariant spaces).
In these spaces and under appropriate conditions on the weights the component-by-component
lattice rules achieve the optimal rate of convergence, see [10] for an analysis in Korobov and
Sobolev spaces where these rates are O(n−/2+),  > 1, and O(n−1+),  > 0.
In Section 2 we will introduce the component-by-component algorithm in its matrix-vector
form.After introducing some necessary theory in Sections 3 and 4, we will show in Section 5 how
to obtain a fast, O(sn log (n)), component-by-component construction algorithm by providing
a fast matrix-vector multiplication for general n. In Section 6 we will illustrate the techniques
which were introduced in the previous sections for some choices of n. We conclude the paper in
Section 7.
2. A matrix-vector form of the component-by-component algorithm
Our goal is to select a generating vector zwhich tries tominimize theworst-case error, deﬁned in
(3). The component-by-component algorithm (introduced in [14]) ﬁnds values for the components
of the generating vector one component at a time, while keeping the previously made choices
ﬁxed.We start with z1 to construct a 1-dimensional rule, then go on to ﬁnd z2 for a 2-dimensional
rule and so on, in each step minimizing (3).
So in iteration s we have to calculate the worst-case error (3) for each possible candidate
zs ∈ Un. Abstracting out the s and the summation of the constant 1 in (3) gives a formula of the
form
vs(z) =
n−1∑
k=0
ps−1(k) 
(
k · z
n
)
, ∀z ∈ Un ,
which can easily be identiﬁed with a matrix-vector product (for all z at once):
vs = nps−1 , n =
[

(
k · z
n
)]
z∈Un
k∈Zn
.
We have taken the liberty to deﬁne this matrix n without specifying the iteration order of the
elements z ∈ Un and k ∈ Zn which deﬁne it. For now we take this order arbitrarily, although for
correctness the ordering of vs and ps−1 must match those of Un and Zn, respectively, and this is
silently assumed from now on.
After this matrix-vector product we search the minimum value of vs , i.e. vs(z), and choose
the corresponding z candidate as the optimal choice for zs = z. It can be seen easily that the
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minimum index z for vs is also the index for the worst-case error es with minimum es(z). Thus
zs = argmin
z∈Un
es(z) .
Once we know zs we can overwrite the old p-vector, ps−1, with the new ps using (4). This is in
fact (almost) the same as multiplying each element in ps−1 by the corresponding element of the
row of n which corresponds to our choice of zs :
ps(k) = (1 + s n(zs, k)) ps−1(k), ∀k ∈ Zn .
This can be written in matrix-vector lingo as a product with a diagonal matrix
ps = diag(11×n + s n(zs, :))ps−1 ,
where n(zs, :) means the zs th row of the matrix n.
This brings us to a short and concise formulation in Algorithm 1 of the component-by-
component algorithm.
Algorithm 1 The component-by-component algorithm
p0 = 1
for s = 1 to smax do
e2s = −1(n)×1 + n−1 (1(n)×n + s n)ps−1
zs = argmin e2s (z)
ps = diag
(
11×n + s n(zs, :)
)
ps−1
end for
By simple inspection of the algorithm, we ﬁnd that the major cost in constructing such a
rank-1 lattice rule is concentrated in the matrix-vector multiplication. A general matrix-vector
product has time complexity O(n2) for a matrix of order n, and so the obvious component-by-
component construction of a rank-1 lattice with n points in s dimensions is O(sn2). A more
precise construction cost can be derived by using the actual size of the matrix n, which is
|Un|× |Zn| = (n)×n, and thus the construction cost is O(s(n)n), where  is the Euler totient
function. This means that the construction cost is O(sn2−) with 0 <  12 when using a general
matrix-vector product.
Since our matrixn has at most n different elements, and since in such a case it is often possible
to do a matrix-vector product in O(n log (n)) instead of O(n2), we could of course hope that
component-by-component construction could be done in O(sn log (n)). Such a technique was
introduced in [11] for n prime.
3. Preliminaries
Deﬁne the index-matrix n to represent the structure of n. This index-matrix has the same
size as n where at position (z, k) we do not have the value of ((k · z)/n), but just the index
i = k · z mod n:
n =
[
k · z mod n]z∈Un
k∈Zn
.
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We can form the matrix n (assuming the same ordering of the index sets Un and Zn) in a
simple way from n, by the application of the kernel function  operating elementwise
n = (n/n) .
There is a matrix homomorphism from the matrix n to the matrix n, i.e. the modulo multipli-
cation structure present in n is preserved in n. We will formalize this matrix homomorphism
in the following deﬁnition where we use the term codomain to denote the set of entries in the
matrix and the term domain to denote its index set.
Deﬁnition 1 (Matrix homomorphism). A mapping  from the codomain ofA onto the codomain
of B deﬁnes a matrix homomorphism if there exist mappings 	r and 	c from the domain of A
onto the domain of B such that
∀ (i, j) ∈ domain(A) : A(i, j) = t ⇔ B(	r (i), 	c(j)) = (t) .
Similarly we can deﬁne amatrix isomorphismwhich states that twomatrices are isomorphic when
the mappings 	r , 	c and  are one-to-one and onto. Note that these deﬁnitions are chosen in such
a way that the Cayley tables of two isomorphic groups A and B are isomorphic matrices and vice
versa. This will play an important role in what follows.
For completeness we will now give some basic abstract algebra results which we will use
further on, and which can all be found in a standard algebra textbook, e.g. [7].
Deﬁnition 2 (Cyclic group). A groupG is called cyclicwhenever all its elements can be generated
by the powers of an element g ∈ G, called a generator, and thus G = 〈g〉 = {gk : k ∈ Z}.
Corollary 1 (Cyclicness of Un). The multiplicative group Un = {z ∈ Zn : gcd(z, n) = 1}, with
order given by the Euler totient function as |Un| = (n), is cyclic whenever
n = 2, 4, pk or 2pk ,
with p an odd prime. A generator for the cyclic group Un is called a primitive root modulo n.
An algorithm to ﬁnd a primitive root modulo n can be found in [1]. If we have a generator g for
the cyclic group Un (with n given as in Corollary 1) then we can list the elements of Un in natural
order of this generator as
Un = 〈g〉 = {g0, g1, g2, . . . , g(n)−1} .
Wewill nowmake a connection between the Cayley table of a cyclic group and a circulant matrix.
For more about circulant matrices see, e.g. [2].
Deﬁnition 3 (Circulant matrix). A circulant matrix Cm = circ(c) of order m is a matrix deﬁned
by the m elements in the vector c, indexed from 0, as[
Cm
]
k,
= ck− mod m .
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In other words every diagonal of a circulant matrix consists of the same element and each column
is a cyclic downshifted version from the previous column. Thus the ﬁrst column is just the vector
c and the last row is this vector in reverse order.
The Cayley table of a cyclic group can be made to look like a circulant matrix. Consider a
cyclic group G with a generator g. We can then picture the Cayley table as the left part in (5).
· g0 g1 g2 · · · g−1
g0 g0 g1 g2 · · · g−1
g1 g1 g2 g3
... g0
g2 g2 g3
...
... g1
...
...
...
...
...
...
g−1 g−1 g0 g1 · · · g−2
	
· g0 g−1 g−2 · · · g1
g0 g0 g−1 g−2 . . . g1
g1 g1 g0 g−1 . . .
...
g2 g2 g1
. . .
. . . g−2
...
...
. . .
. . .
. . . g−1
g−1 g−1 . . . g2 g1 g0
(5)
By inspectionwe see that using the natural order of a generator results in constant anti-diagonals.
By using the negative powers of the generator for the columns of the Cayley table, and keeping
the positive powers of the generator for the rows, we obtain the table depicted at the right of (5).
We now have constant diagonals and this table can be interpreted as a circulant matrix.
Theorem 1 (Diagonalization of a circulant matrix). A circulant matrix has a similarity trans-
form with the Fourier matrix as its eigenvectors
Cm = F−1m DFm ,
and its eigenvalues are given by the discrete Fourier transform of its deﬁning elements in the
vector c
D = diag(Fmc) .
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Corollary 2 (Fast matrix-vector product with a circulant matrix). A matrix-vector product with
a circulant matrix Cm takes time O(m log (m)) instead of O(m2) when using its similarity
transform and a fast Fourier algorithm:
Cm x = F−1m DFmx
= IFFT(diag(FFT(c)) FFT(x)) .
Note that a fast Fourier transform in time O(m log (m)) is always possible when an m-point
discrete Fourier transform is necessary. For such an implementation see, e.g. [6].
4. Partitioning the index-matrix into circulant blocks
The techniquewhichwewill use for the fast constructionwill be based on block-partitioning the
matrix n into smaller matrices which are isomorphic to circulant matrices (and thus isomorphic
to cyclic groups). The derived techniques will work for any matrix n as long as this matrix is
homomorphic to n (i.e. we will only use the multiplicative structure).
In the following we will represent v ∈ Zn as numbers in a “residue number system” (e.g. [8,
Section 4.7]), where we use the remainders of v with respect to moduli ni that are prime to each
other and n = n1n2 · · · nr . The most natural way is to use the prime factorization of n, with the
ni = pkii , so
v 	 (v mod n1, v mod n2, . . . , v mod nr)
	 (v1, v2, . . . , vr ) .
The Chinese remainder theorem then tells us that this representation is unique (whenever the ni
are prime to each other) and we can thus map from v to (v1, v2, . . . , vr ) and back (an algorithm
can be found in [1]). Note that in this representation the units take a special form:
u 	 (u1, u2, . . . , ur ) ∈ Un ⇔ ui ∈ Uni .
4.1. Partitioning of Un
First we partition Un in terms of smaller cyclic groups.
Theorem 2 (Structure of Un). The multiplicative group Un is isomorphic to the external direct
product of groups Uni where n = n1n2 · · · nr is a factorization of n and the ni are prime to each
other
Un 	 Un1 ⊕ Un2 ⊕ · · · ⊕ Unr .
Corollary 3. Every group Un can be written as
Un 	
{
Un1 ⊕ Un2 ⊕ · · · ⊕ Unr if 8  n ,(〈2k−1 − 1〉2k ⊕ 〈5〉2k )⊕ Un2 ⊕ · · · ⊕ Unr if 8 | n, n1 = 2k, k3 ,
where every subgroup is a cyclic multiplicative group.
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Proof. A proof can be found in most abstract algebra books (e.g. [7, p. 155]) mostly in the
proximity of the fundamental theorem of Abelian groups, but since we need some details for
prime factors of the form 2k later on, we sketch the outline.
Consider the group Un and a prime factorization of n = n1n2 · · · nr , ni = pkii . When 8  ni
the group Uni is already cyclic (see Corollary 1). We only need to consider the case where one
of the prime factors, say n1, is 2k with k3. For such a group we use the “pseudo genera-
tor” 5 which generates half of U2k and from which we can easily derive the other half. This
gives
U2k = {1 · 〈5〉 mod 2k, (2k−1 − 1) · 〈5〉 mod 2k} 	 〈2k−1 − 1〉2k ⊕ 〈5〉2k .
This comes from the well-known isomorphism U2k 	 Z2 ⊕ Z2k−2 . We note that such a power of
2 thus makes an isomorphic copy of half of Un. This proves the corollary. 
So, given a group Un we can ﬁnd r smaller cyclic groups Uni of order (ni) and genera-
tors gi (we make abstraction of the special case for 8 | ni since it would clutter the expla-
nations following, however, the reasoning still holds and an example follows in Section 6.2).
We can then order the elements of ⊕iUni in lexicographical order of the powers of these
generators
⊕ iUni =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(g01, . . . , g
0
r−1, g0r ), . . . , (g01, . . . , g0r−1, g−1r ),
(g01, . . . , g
1
r−1, g0r ), . . . , (g01, . . . , g1r−1, g−1r ),
...
(g−11 , . . . , g
−1
r−1, g0r ), . . . , (g
−1
1 , . . . , g
−1
r−1, g−1r )
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
,
as well as in order of the negative powers of these generators to build a Cayley table. As an
example consider Un, where n = p1p2, a generator g1 for Up1 and g2 for Up2 , then the Cayley
table can be made to look like:
· (g01,g2−1) (g−11 ,g2−1) · · · (g11,g2−1)
(g01,g2) (g
0
1,C2) (g
−1
1 ,C2) · · · (g11,C2)
(g11,g2) (g
1
1,C2) (g
0
1,C2) · · · (g21,C2)
...
...
...
. . .
...
(g−11 ,g2) (g
−1
1 ,C2) (g
−2
1 ,C2) · · · (g01,C2)
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with
C2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
g02 g
−1
2 · · · g12
g12 g
0
2 · · · g22
...
...
. . .
...
g−12 g
−2
2 · · · g02
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Here C2 is the circulant form of the Cayley table for Up2 and the notation (gk1,C2) means that we
have to combine gk1 with every entry from C2, likewise the notation (g
k
1,g2) means to combine
every element from g2 = [g02, g12, . . . , g−12 ] with gk1 and similarly g2−1 = [g02, g−12 , . . . , g12].
The complete Cayley table can now be seen as a block circulant matrix with circulant blocks.
This can obviously be extended tomore than 2 factors andwewould get that the Cayley table for
r factors could be seen as an r times nested block circulant matrix. A matrix-vector product with
such a (nested block) circulant matrix with r levels of nesting can be done in time O(rn log (n)),
see Lemma 3 in Section 5 later on in this paper.
4.2. Partitioning of Zn
We will now split Zn by considering a group action  by the transformation group Un on Zn.
For completeness we will introduce the necessary deﬁnitions.
Deﬁnition 4 (Group action and orbit). A groupG acts on a set X by a group action : G×X →
X such that for every x ∈ X:
(1) (e, x) = x, where e is the identity element of G,
(2) (g,(h, x)) = (gh, x) for all g, h ∈ G.
The orbit of x ∈ X is deﬁned as orb(x) = {(g, x) : g ∈ G} and is the subset of X which can be
reached by x under the transformations of G.
For our purpose the group G = Un acts on the set X = Zn, and the group action  is
multiplication modulo n. This is in fact a very natural view on the generation of the point set Pn as
given in (2), where the components of the generating vector are selected from the units of Zn, i.e.
Un, to assure that (k ·zj )/n is a permutation of the equispaced distribution k/n in each dimension
j, where k = 0, . . . , n − 1.
We can now see every possible choice of zs in the optimization process for dimension s as a
possible permutation of the n 1-dimensional points. From algebra we know that a given action
G on X deﬁnes an equivalence relation where the different orbits are the partitions. We will now
show that the divisors of n are valid representers for these orbits on Zn.
Theorem 3 (Partitioning of Zn). The union of all orbits generated by the divisors of n under Un
forms a partition of Zn⋃
d | n
orb(d) =
⋃
d | n
d Un = Zn,
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where the partition represented by d has size |orb(d)| = (n/d). Thus
n =
∑
d | n
|orb(d)| =
∑
d | n
|dUn| =
∑
d | n
(n/d) .
Proof. Note that since n ≡ 0 (mod n) we conveniently use n for 0, and vice versa, whichever is
appropriate.
Observe that the orbit of d can be speciﬁed in different ways:
orb(d) = {d · u : u ∈ Un} the deﬁnition,
= d Un as a coset of Un,
= {v ∈ Zn : gcd(v, n) = d} having a common gcd.
The last form is themost interesting for us (and follows directly from observing the prime powers).
Since for all v ∈ Zn
gcd(v, n) = d ∈ divisors(n) ,
this shows that the divisors are representers for the partitions.
Left to prove is |orb(d)| = (n/d). We will consider v ∈ Zn in the residue number system
with moduli given by the prime factorization of n = ∏i pkii , so that
orb(d) = dUn 	 ⊕i diU
p
ki
i
with di = d mod pkii .
As such the total number of elements in d Un for a divisor d = ∏i pii , with 0iki , is the
product of the number of elements in the cosets di U
p
ki
i
(modulo pkii ) and these are given by
|di U
p
ki
i
| = (pkii /pii ) since gcd(d, pkii ) = gcd(di, pkii ) = pii .
It follows that
|orb(d)| = |d Un| =
∏
i
(pkii /p
i
i ) = (n/d). 
4.3. Block-partitioning of n
If we combine Theorems 2 and 3 then we can partition n in blocks which are isomorphic to
the Cayley table of groups Un/d . Let us ﬁrst introduce the following lemma.
Lemma 1. The following are equivalent for n = ∏i ni and all ni prime to each other and d a
divisor of n:
dUn mod n = dUn/d mod n
	 ⊕i
(
diUni/gi mod ni
)
	 (d ⊕i Uni/gi ) mod n ,
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with di = d mod ni and gi = gcd(di, ni), all with operation modulo n (or modulo ni for the
parts in the residue number system). Moreover
wUn mod n = wUn/g mod n,
w Zn mod n = w Zn/g mod n with g = gcd(w, n) and w ∈ Z .
Proof. We will prove that wZn mod n = gZn/g mod n (where w does not necessarily di-
vide n, since that is trivial). The rest then follows easily. First set g = gcd(w, n) such that
gcd(w/g, n/g) = 1 and g | n. Consequently, w/g ∈ Un/g and multiplication of the complete set
Zn/g with an element from Un/g returns the complete set Zn/g . We then ﬁnd
w Zn mod n = {w · v mod n : v ∈ Zn}
= {g · (w/g · v) mod n : v ∈ Zn}
= {g · (w/g · v mod n/g) mod n : v ∈ Zn/g}
= {g · v mod n : v ∈ Zn/g}
= g Zn/g mod n .
Note that the g up front can be changed into a w by keeping w/g outside of the modulo n/g. 
In the next theorem we use the symbol 1t×1 to denote a vector of length t with all components
equal to 1 and we use the symbol ⊗ to denote the Kronecker tensor product. So 1t×1 ⊗B can be
read as t replications of the matrix B on top of each other. Wherever we write dUn/d in the next
theorem, we mean modulo n as in the spirit of Lemma 1.
Theorem 4 (Block-partitioning of n). We can block-partition the matrix
n =
[
k · z
]
z∈Un
k∈Zn
by considering the divisors of n (denoted as d(1), d(2), . . ., d(
), with 
 = d(n) the number of
divisors of n), into vertical partitions Ad per divisor d,
n 	 [Ad(1) |Ad(2) | · · · |Ad(
) ], Ad =
[
k · z
]
z∈Un
k∈d Un/d
of sizes (n)×(n/d). These partitions Ad can each separately be horizontally partitioned into
td identical square blocks Bd for which
Ad 	
⎡
⎢⎢⎣
Bd
...
Bd
⎤
⎥⎥⎦ = 1td×1 ⊗ Bd , Bd = [k · z] z∈Un/d
k∈d Un/d
=
[
d · k · z
]
z∈Un/d
k∈Un/d
,
of size (n/d) × (n/d), and so td = (n)/(n/d). The blocks Bd are isomorphic with the
Cayley tables of Un/d .
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Proof. The vertical partitioning follows directly from Theorem 3 and the equality dUn mod n =
dUn/d mod n from Lemma 1.
We will now prove that these vertical partitions can be partitioned horizontally in td =
(n)/(n/d) identical square blocks which are isomorphic to the Cayley table of Un/d . We
will shift our problem to the residue number system, with moduli given by the prime factorization
of n = n1n2 · · · nr , ni = pkii . From Lemma 1 we have that
dUn/d 	 ⊕i diUni/gi 	 d ⊕i Uni/gi with di = d mod ni and gi = gcd(di, ni) ,
and it follows that
|diUni/gi | = |Uni/gi | = (ni/gi) .
Now consider the matrixBdi as a setBdi (i.e. the codomain ofBdi ) and follow the same reasoning
as in the proof of Lemma 1
Bdi = {di · ki · zi mod ni : zi ∈ Uni , ki ∈ Uni/gi }
= diUni/gi mod ni,
which has size |Bdi | = (ni/gi). We observe that the (ni) elements of Uni can be partitioned
in td,i = (ni)/(ni/gi) equivalence classes which have the elements of Uni/gi as representers,
i.e. Bdi is isomorphic to Uni/gi .
We thus have that the number of elements both horizontally and vertically is (ni/gi) and that
there are only (ni/gi) distinct elements in Bdi , having a modulo multiplication structure. Using
the Chinese remainder theorem, Bd 	 ⊕iBdi , it follows that we have td = (n)/(n/d) copies
and that Bd is isomorphic to the Cayley table of Un/d . 
The previous theorem has not ﬁlled in the details of how exactly the rows and the columns of
the matrix n should be permuted. It only states that this is possible for each vertical partition
Ad (cf. the wording each separately). The following corollary states that we can ﬁx these two
permutations for the complete matrix at once.
Corollary 4. If we ﬁx the ordering of the rows for all partitions Ad and arrange the ordering of
the columns so that B1 	 Cn, where Cn is the (nested block) circulant form of the Cayley table
of the group Un, then the interleaving of the (nested block) circulant matrices Bd 	 dCn/d for a
certain divisor d of n in Ad is given by
Ad = (⊗iRd,i) dCn/d ,
where the i indices go over the prime factors of n (with the exceptional case for powers of 2 as
given in Corollary 3) and the Rd,i matrices are deﬁned as
Rd,i = 1td,i×1 ⊗ I(ni/gi ) ,
where di = d mod ni , gi = gcd(di, ni), td,i = (ni)/(ni/gi) and I(ni/gi ) is the identity
matrix of order (ni/gi).
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Proof. By simple calculation. 
This corollary gives a straightforward method to know where every element of a matrix Bd
arrives in its corresponding matrixAd .We just have to interpret what multiplication with a matrix
Rd = ⊗iRd,i means. This interpretation is quite natural since dUn/d = ⊕i diUni/gi . If we look
at the basic case of multiplication with one matrix Rd,i we observe that the identity matrix has
the effect of distributing every element of the group diUni/gi , and replicating by 1td,i×1 ﬁlls up
the empty space left in Cni when gi = 1.
By using the formulation of Corollary 4 we will be able to distribute the results of matrix-vector
multiplications with the smaller (nested block) circulant matrices Bd to the ﬁnal result vector of
multiplication with the complete matrix.
5. Fast matrix-vector for general n
With the result fromTheorem 4 it becomes trivial to show that a fast matrix-vector product with
matrices homomorphic to n is possible in time O(n log (n)). In the proof of the next theorem
we will use two lemmas which are deferred to the end of this section and contain some technical
details.
Theorem 5 (Fast matrix-vector for n structures). A matrix-vector product with a matrix n
which is homomorphic to n can be done in time O(n log (n)) and requires memory of order
O(n).
Proof. Using Theorem 4 we can partition the matrix n in vertical partitions Ad which have
(interleaved) copies of (nested block) circulant matricesBd . Since the matrixn is homomorphic
to n the same permutations can be done and we can assume an arbitrary elementwise mapping
function  on n to obtainn. For our speciﬁc purpose this mapping function is (t) = (t/n).
We thus consider the matrix-vector product
v =  ([Ad(1) |Ad(2) | · · · |Ad(
) ])
⎡
⎢⎢⎢⎢⎢⎣
pd(1)
pd(2)
...
pd(
)
⎤
⎥⎥⎥⎥⎥⎦
= (Ad(1) ) pd(1) + (Ad(2) ) pd(2) + · · · + (Ap(
) ) pd(
) , (6)
which can be considered as the sum of 
 smaller matrix-vector products, where 
 = d(n), the
number of divisors of n. Using Theorem 4 it then sufﬁces to calculate (Bd)pd instead of
(Ad)pd , since Ad contains only stacked copies (in some order) of the same (nested block)
circulant matrix Bd .
The size ofBd is (n/d)×(n/d) and it follows from Lemma 3 (forthcoming) that its matrix-
vector product can be done in O((n/d)(n/d) log ((n/d))), where (n/d) is the number
of unique factors of n/d . Summing of the d(n) result vectors can be done in O((n) n) (see
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Lemma 2). The total cost for the complete matrix-vector product is then
O
⎛
⎝∑
d | n
(n/d)(n/d) log ((n/d)) + (n) n
⎞
⎠ = O(n log (n)) , (7)
where we used
∑
d|n (d) = n and (n) bounded by a constant.
The memory needed for this operation is O(n) as will be explained in Lemma 3. 
In (7) we actually assume (n) to be bounded by a constant. For practical implementations this
will always be the case and will be reasonable, e.g. (n)9 for all n232. However, we could
as well use a crude bound like (n) < log2(n) (the logarithm with base 2) from which it follows
that the total complexity is always less than O(n log2 (n)) (the logarithm to the power 2). This
is, however, a serious overestimate. Also it is known that on the average (n) ∼ log (log (n)),
and for the worst choice, i.e. n a product of distinct primes, it is known that on the average
(n) ∼ log(n)/log(log(n)).
The second part in the total complexity for multiplication withn is the summing of the d(n)
result vectors. We could bound this naively by d(n)(n) and for prime n we have d(p) = 2
and (p) = p − 1, and as such this cost is negligible compared with the O(n log (n)) for the
matrix-vector products. Also for prime powers this works out ﬁne, since then d(pk) = k + 1 =
O(log (n)) and (pk) = pk−1(p − 1) = O(n). However, for general n this does not look so
good. For composite n we could bound d(n)(n) very crudely as
d(n)(n)2
√
n (n − √n) = 2(n3/2 − n) ,
which will then dominate the cost over the O(n log (n)) from the matrix-vector products. Sum-
ming like this will give a total complexity of O(n3/2 − n) but is still asymptotically better than
O(n2−) for doing the full matrix-vector product (without transforms) as shown in Section 2.
Luckily it is possible to do a better summing job by carefully choosing the order of the divisors.
Lemma 2. The summing of the d(n) result vectors in (6) of the matrix-vector products vd =
(Bd)pd with the (nested block) circulant matricesBd can be done in timeO((n) n) by stepping
through the powers of the divisors in lexicographical order.
Proof. To achieve a good summing order we consider the divisors of n in lexicographical ordering
of the powers of their prime components (so the divisors itself appear out of order). For n =
p
k1
1 p
k2
2 · · ·pkrr , with r = (n), we have divisors
d = p11 p22 · · ·prr where 0iki .
Observe that two adjoining vertical partitions, one for a divisor d = prr · · ·p22 p11 and the
other for a divisor d ′ = prr · · ·p22 p1+11 , need

(
n
gcd(d, d ′)
)
= (n/d) = (pkr−rr · · ·pk2−22 pk1−11 )
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operations to sum their results. This summing of the adjoining partitions for the ﬁrst prime factor
p1 must be done for 1 = 0, . . . , k1 − 1 and this for all powers of the other prime factors. If
we do this for increasing 1 then the formula above holds for all intermediate results and gives a
partial cost for the ﬁrst prime factor of
kr∑
r=0
· · ·
k2∑
2=0
k1−1∑
1=0
(pkr−rr · · ·pk2−22 pk1−11 )
=
kr∑
r=0
(pkr−rr ) · · ·
k2∑
2=0
(pk2−22 )
k1−1∑
1=0
(pk1−11 )
= pkrr · · ·pk22 (pk11 − 1) = O(n) .
We now have result vectors of sizes (pkr−rr · · ·pk2−22 pk11 ), and thus, from now on, the part
from the ﬁrst prime will always count for its full size (pk11 ). Similarly, for the next prime factor
we get
kr∑
r=0
· · ·
k2−1∑
2=0
(pkr−rr · · ·pk2−22 pk11 ) =
kr∑
r=0
(pkr−rr ) · · ·
k2−1∑
2=0
(pk2−22 )(p
k1
1 )
= pkrr · · · (pk22 − 1)(pk11 ) = O(n) .
And this continues up to the ﬁnal prime factor, which has a cost of
kr−1∑
r=0
(pkr−rr · · ·pk22 pk11 ) =
kr−1∑
r=0
(pkr−rr ) · · ·(pk22 )(pk11 )
= (pkrr − 1) · · ·(pk22 )(pk11 ) = O(n) .
Since we have r = (n) levels (the number of unique prime factors) and the cost on each level
is O(n), the total complexity is O((n) n). 
The last piece of the puzzle is fast matrix-vector multiplication with nested block circulant
matrices of any nesting. We provide a method for such a fast matrix-vector multiplication in the
following lemma.
Lemma 3. A matrix-vector product with a nested block circulant matrix C of order n (where the
blocks are again block circulant, or circulant at the lowest level) can be done in timeO(kn log (n))
requiring memory O(n), where k is the number of nested circulant levels.
Proof. In Corollary 2 it was already shown that a matrix-vector product with a circulant matrix
can be done in O(n log (n)) using its eigenvalue decomposition which was given in Theorem 1.
Here we will show that any additional block circulant level can be made block diagonal, and
furthermore completely diagonal by the use of a permutation and an additional sequence of FFT’s
(one per diagonal block).
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Assume C = circ(C(0:m−1)) is a block circulant matrix with m circulant blocks of order n (i.e.
there are 2 levels):
C = circ(C(0:m−1)) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C(0) C(m−1)C(m−2) . . . C(1)
C(1) C(0) C(m−1) . . .
...
C(2) C(1)
. . .
. . . C(m−2)
...
. . .
. . .
. . . C(m−1)
C(m−1) . . . C(2) C(1) C(0)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ Rnm×nm ,
and C(j) ∈ Rn×n. Then we can diagonalize the smaller circulant matrices by m n-point Fourier
transforms on the ﬁrst column ofC (i.e. on the ﬁrst columns of the blocksC(j) = circ(c(j))). This
gives the start of an analog to the diagonalization in Theorem 1 (by applying this same theorem
m times):
C = (Im ⊗ F−1n ) circ(C˜(0:m−1)) (Im ⊗ F n) ,
where C˜(j) = diag(F n c(j)) = diag(c˜(j)).
We observe that the elements in circ(C˜(0:m−1)) are laid out in such a way that we actually
have n interleaved circulant matrices of order m, e.g. the ﬁrst circulant matrix is deﬁned by the
ﬁrst elements of the diagonals c˜(j), j = 0, . . . , m − 1, the second circulant matrix is deﬁned
by the second elements, etc. The next step is to exchange the single circ-operation and the m
diag-operations with one diag-operation and n circ-operations. This can be done by the following
permutation (as can easily be veriﬁed by a small example):
diag(C˜′(0:n−1)) = P T	 circ(C˜(0:m−1)) P 	 ,
where 	(i) = (i mod m)n + i/m and C˜′(k) = circ(c˜(0:m−1)k ) = circ(c˜′(k)).
The diagonalization of the complete matrix C can now be completed by applying n m-point
Fourier transforms to these n circulant blocks. As such we ﬁnd that
C = (Im ⊗ F−1n ) P 	 (In ⊗ F−1m ) ˜˜C′ (In ⊗ Fm) P T	 (Im ⊗ F n) ,
with ˜˜C′ = diag(Fm c˜′(0:n−1)).
This can be reformulated in a computationally more efﬁcient way when we consider a matrix
C ∈ Rn×m deﬁned as
C = [ c(0) c(1) · · · c(m−1) ] ∼ C = circ(C(0:m−1)) ,
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so that
C˜ = F n C ∼ circ(C˜(0:m−1)) ,
C˜′ = C˜T ∼ diag(C˜′(0:n−1)) ,
and
˜˜C′ = Fm C˜′ ∼ ˜˜C′ = diag(Fm c˜′(0:n−1)) .
A matrix-vector product with such a 2-level block circulant matrix has an analog to Corollary 2
as
Cx = (Im ⊗ F−1n ) P 	 (In ⊗ F−1m ) ˜˜C′ (In ⊗ Fm) P T	 (Im ⊗ F n) x .
From this follows that a matrix-vector product can be done in a fast way by considering x as an
n×m matrix, denoted as xn×m, in column order, so that the product can be calculated efﬁciently
as
(Cx)n×m = F−1n (F−1m ( ˜˜C′  (Fm (F n xn×m)T )))T ,
where  means elementwise multiplication, e.g. diag(d)x = d  x. This calculation has a
preprocessing cost of O(nm log (nm)) and a cost of O(2nm log (nm)) per matrix-vector product
(ignoring the constants of the FFT’s).
If we now consider such matrices C to be embedded in another block circulant with  blocks,
and perform all the previous steps for each such matrix C then we arrive at a block circulant with
diagonal blocks (at cost O(nm log (nm))). Again we can permute this form to a block diagonal
matrix with circulant blocks, perform nm Fourier transforms of size  (at cost O(nm log()))
and we again arrive at a diagonal matrix (at cost O(nm log(nm))).
The matrix-vector product can be handled in exactly the same way as for the 2-level case, with
one extra level of FFT’s and permutations. The diagonal multiplication is O(nm) and thus the
total cost here is as expected O(nm log(nm)).
The total cost for a matrix of size n which has k levels of circulant embeddings thus is
O(kn log(n)). The memory needed is the memory needed to store C and x as well as their
k-fold Fourier transforms, this is O(n). 
It must be noted that the number of embedded circulant matrices in aBd block is the number of
distinct prime factors in n/d and thus k = (n/d) and the size of such aBd block is(n/d) (again
when 8 | n we have an exceptional case where we have one extra level due to the isomorphic
copy effect).
6. Illustrative examples
We now provide some examples which show the complete track of the previous sections in
action. We will start with the trivial case for prime n. Since powers of 2 are an exceptional
applicationwe present such an examplewhich also illustrates the concepts for other prime powers.
Finally we will consider an example of the more general case.
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Fig. 1. Example matrix for n = 41, left: natural order, right: generator order.
Fig. 2. Example matrix for n = 26 = 64.
We present images of the matrix n in Figs. 1–3. Since in such a matrix we have values from 0
up to n − 1, there are n different colors per ﬁgure. On each row each color occurs only once, i.e.
each row is a permutation of the ﬁrst row of n colors. The matrices are organized as in Theorem 4
and so there is a vertical partition Ad for each divisor d of n, grouped as given by Lemma 2. The
start of these partitions is marked with an arrow which has a text label to denote which d generates
this partition. In each vertical partition we have repetitive blocks Bd , the repetitions of this block
are drawn with faded colors to make clear how this block is distributed (cf. Corollary 4).
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Fig. 3. Example matrix for n = 3 × 5 × 7 = 105.
6.1. Prime n
Our previous result for prime n from [11] can now compactly be restated as follows. If n equals
a prime p, the divisors are simply
divisors(p) = {1, p} .
We obtain the trivial partition Zp = 1Up ∪pU1 = Up ∪{0}. The index-matrix has thus two very
simple vertical partitions A1 and Ap:
A1 = 11×1 ⊗ B1 , B1 = [k · z]z,k∈Up ,
Ap = 1p−1×1 ⊗ Bp , Bp = [0] ,
of which B1 is isomorphic to a circulant matrix of size (n).
An example of the structure for p = 41 is given in Fig. 1. On the left we have drawn the matrix
in its natural ordering, while on the right the matrix is drawn in the ordering which allows a fast
matrix-vector product. The last partition is the partition for d = 41 were the complete column
is constant; only the ﬁrst element in this column is drawn at full color, the rest of the column is
faded to denote its redundancy.
6.2. Powers of 2 (and other prime powers)
For powers of a prime the divisors are
divisors(pk) = {p : 0k} ,
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resulting in circulant matrices Bd (being block circulant with 2 levels for a power of 2), which
have regularly diminishing sizes
|Bp | = (pk−)
=
{
pk−−1(p − 1) if  < k ,
1 otherwise.
Fig. 2 shows n for n = 26 = 64. In this ﬁgure it is clearly visible that increasing powers of a
prime have the effect of overlapping in a nice way. It is this effect we are using to sum the result
vectors. Assume we have calculated the seven result vectors vd for n = 64, then the summing
order from Lemma 2 gives
v = v1 + (v2 + (v4 + (v8 + (v16 + (v32 + v64︸ ︷︷ ︸
1 addition
)
︸ ︷︷ ︸
+2 additions
)
︸ ︷︷ ︸
+4 additions
)
︸ ︷︷ ︸
+8 additions
)
︸ ︷︷ ︸
+16 additions
)
︸ ︷︷ ︸
+32 additions
resulting in a total of 1+ 2+ 4+ 8+ 16+ 32 = 64− 1 = 63 which can be veriﬁed on the ﬁgure.
Naive summing would give 6 × 32 = 192 operations.
Also visible in the ﬁgure is the isomorphic copy effect when a power of 2 is involved (mentioned
in Corollary 3). This can be used nicely since the kernel function(x) is, in most cases, symmetric
around 12 , i.e. (x) = (1 − x). As was shown in [11, Theorem 2], for prime n this symmetry
has the effect that only half the space of z-candidates has to be searched and only one quarter of
the n matrix has to be considered. Similar effects occur for n which are not prime, for a power
of 2 this means that the isomorphic copy can be left out, in other words, we get circulant matrices
instead of block circulant matrices for free.
6.3. For general n
To get a better view of the interleaving of the matrices Bd as given in Corollary 4 we must of
course consider more general n. Fig. 3 shows n for n = 3 × 5 × 7 = 105. Clearly visible in the
part for d = 1 is the nested block circulant structure with 3 levels. At the highest level we see a
circulant structure with (3) = 2 blocks of size (5)(7) = 24, in each such block we see again
a circulant structure with (5) = 4 blocks of size (7) = 6, and these blocks in their turn are
circulant matrices of order 6.
The summing as given by Lemma 2 here gives:
v = (v1 + v3)︸ ︷︷ ︸
48 additions
+ (v5 + v15)︸ ︷︷ ︸
+12 additions︸ ︷︷ ︸
+48 additions
+ (v7 + v21)︸ ︷︷ ︸
+8 additions
+ (v35 + v105)︸ ︷︷ ︸
+2 additions︸ ︷︷ ︸
+8 additions︸ ︷︷ ︸
+48 additions
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which makes a total of (48 + 12 + 8 + 2) + (48 + 8) + (48) = (7 × 5 × (3 − 1)) + (7(5 −
1)(3)) + ((7 − 1)(5)(3)) = 174 additions and can again be veriﬁed on the ﬁgure. Naive
summing would involve 7 × 48 = 336 operations.
Finally, we give a smaller textual example for n = 2 × 3 × 5 = 30:
divisors(30) = {1, 2, 3, 5, 6, 10, 15, 30}.
Or already put into the order of Lemma 2 we get [1, 2, 3, 6, 5, 10, 15, 30] = [503020,
503021, 503120, 503121, 513020, 513021, 513120, 513121].
The biggest block is as always for d = 1 and contains here the elements of U30 	 U2 ⊕ U3 ⊕
U5 = 〈1〉2 ⊕ 〈2〉3 ⊕ 〈2〉5. With the help of the Chinese remainder theorem we ﬁnd the correct
ordering of the indices for the rows as
(1, 1, 1) 	 1 , (1, 2, 1) 	 11 ,
(1, 1, 2) 	 7 , (1, 2, 2) 	 17 ,
(1, 1, 4) 	 19 , (1, 2, 4) 	 29 ,
(1, 1, 3) 	 13 , (1, 2, 3) 	 23 .
The ordering of the columns can easily be found by reversing the sequences per prime component
except for the ﬁrst element of each sequence. Using this generator ordering we can writeA1 = B1
as ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 13 19 7 11 23 29 17
7 1 13 19 17 11 23 29
19 7 1 13 29 17 11 23
13 19 7 1 23 29 17 11
11 23 29 17 1 13 19 7
17 11 23 29 7 1 13 19
29 17 11 23 19 7 1 13
23 29 17 11 13 19 7 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that this is a block circulant with 2 levels. We skip the second divisor d = 2, which would
give us a block as big as the ﬁrst one since (2) = 1. For d = 3 we obtain B3 as
B3 =
[
3 · k · z]z∈U10
k∈U10
	
⎡
⎢⎢⎣
3 9 27 21
21 3 9 27
27 21 3 9
9 27 21 3
⎤
⎥⎥⎦ .
We now work out the permutation and replication matrix R3 by looking at its tensor product
components for each prime factor (for clarity we index with the actual prime instead of with the
index of the prime):
R3 = ⊗p=2,3,5 R3,p ,
where
R3,2 =
[
1
]⊗ [ 1 ] = 1 , R3,3 = [ 11
]
⊗ [ 1 ] = 12×1 , R3,5 = [ 1 ]⊗ I 4 = I 4 ,
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and thus R3 = 12×1 ⊗ I 4 and we thus get two stacked copies of B3 on top of each other. As a
ﬁnal example let us look at d = 10. There we have
B10 	
[
10 20
20 10
]
,
and we ﬁnd
R10,2 = 1 , R10,3 = I 2 , R10,5 = 14×1 ,
so thatR10 = I 2⊗14×1. In other words replicate the ﬁrst row ofB10 four times and then replicate
the second row four times. A full view on the matrix is presented in Fig. 4.
7. Discussion
In [4,5], Dick and Kuo presented an adaptation of the component-by-component algorithm,
called “Partial search”, by using low composite n having 2 to 5 factors. In their adaptation the
worst-case error for each of the factors is calculated separately (by averaging over the components
to be optimized) and then the optimal zi are combined using the Chinese remainder theorem. From
our analysis we expect that their calculated errors differ from the true worst-case error probably
only in a small amount, since the divisors they left out are large and thus would only give small
blocks Bd .
Also from their papers [4,5], with veriﬁcation in our previous paper [11], and also from [3], it
is known that prime n have lower worst-case errors and thus are preferable over composite n. This
clearly lowers the interest in implementing such a general n routine as presented in this paper.
However, the prime power case is certainly interesting as this might give the user the opportunity
to apply only part of the point set while still keeping a good distribution of the used points.
In our opinion, the main contribution of this paper is the revealing of the structure present in
rank-1 lattice rules.We expect that it is possible to get some insights on the effect of combining two
existing lattice rules into a new one.Also the “natural” division of the matrix in blocks associated
with the divisors of n could be useful. An important property that will probably be of use here
is the possibility of using the Chinese remainder theorem to combine units of different groups
whenever their ni are prime to each other.
We mentioned in Section 6 that the kernel function(x) is often symmetric. For computational
efﬁciency an implementation should deﬁnitely use this fact because, although the algorithm is
called fast, there is a huge difference in waiting 10min for circa 108 points (a result from [11])
or waiting more than half an hour . . .
Only preliminary testing has been done for more general n, but from the results in this paper
it should be clear that an implementation for prime n will probably be the most efﬁcient (contra-
dicting the previous results from [3–5] due to the fast construction). Especially n which have a
large number of unique prime factors will slow the algorithm down because of the more compli-
cated (nested block) circulant matrix-vector calculations involved. An example implementation
in Matlab for prime n was given in [12] (as well as a connection with component-by-component
construction of polynomial lattice rules).
We conclude that we presented a method to construct rank-1 lattice rules in a weighted, shift-
invariant tensor product reproducing kernel Hilbert space by using the component-by-component
algorithm and the intrinsic structure present in this setting. The construction has time complexity
O(sn log (n)) for a rank-1 lattice rule with n points in s dimensions, for any n, and needs memory
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Fig. 4. Full view on the structure of 30 (italic font denotes redundancy).
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O(n). The time complexity increases when n has more unique prime factors and when n has more
divisors, but still is O(sn log (n)).
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