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Abstract: In this paper we analyse the repeated time series model where the fundamental component 
follows a ARMA process. In the model, the error variance as well as the number of repetition are allowed 
to change over time. It is shown that the model is identified. The maximum likelihood estimator is 
derived using the Kalman filter technique. The model considered in this paper can be considered as 
extension of the models considered by Anderson (1978), Azzalini (1981) and Wong and Miller (1990). 
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Singapore. 1. Introduction
In Economics and Finance, many time series are not directly observable without errors.
However, they are observed with errors. In some cases, many proxy observations can
be obtained for the value of the series at one particular point in time. For example, an
equilibrium wage rate for an industry may not be observable directly. However, we can
obtian many diﬀerent wage rates earned by workers in that industry. We can consider
these wage rates as measurements of the unobservable equilibrium wage and incorporate
the fact that these measurements contain some errors. In Finance, the stock price is an
important variable. However, there are diﬀerent measures of stock prices, e.g. open price
and closing price. Such time series can be modelled as follows
zt,j = yt + et,j,j =1 ,2,···,k t, and t =1 ,2,···,T (1)
where yt is the value of the fundamental time series at time t.F o r e a c h yt,w eh a v ekt
observations zt,j that are associated with kt error components et,j. The error components
a r ea s s u m e dt ob ei n d e p e n d e n tw h i t en o i s ep r ocesses that are independent of the funda-
mental proces y(t). To make the model general and interesting, it is assumed that the
fundamental process {yt} is a stationary autoregressive moving average (ARMA) process.
Such models are called repeated time series (RTS) models.
For non-repeated time series measurements, Kendall (1944) and Quenouille (1947)
study the case of AR(2) with error while Walker (1960) extends the case to autoregressive
processes with error. For these measurements, it is well-known that the maximum like-
lihood estimates of the parameters in the ARMA with error process cannot be obtained
without imposing many restrictions on the parameters.
1However, The theory of RTS is not well developed in time series analysis. Anderson
(1978) and Azzalini (1981) study the theory of repeated time series measurement. They
introduce a method to obtain the maximum likelihood estimates of the parameters for
stationary low order autoregressive process. Wong and Miller (1990) analysed the model
represented by equation (1) where the variance of the error components and the number
of repititions were assumed to be the same for all time t.
This paper extends the previous works by allowing the variance of the error components
to change over time. Furthermore, the number of the repetitions is also allowed to change
over time. The maximum likelihood estimation technique is derived using the Kalman
ﬁltering. It is shown that all the parameters of the model is identiﬁed and the system
dynamics used is stable.
2. Assumptions and Properties
Suppose the number of repetitions, kt,a tt i m et is greater than zero and suppose the
observation {zt,j}, j =1 ,...,k t, are taken randomly for each time t,t =1 ,...,T. The error
component, et,j, is independently distributed as N(0,σ2
et), while the signal component, yt,
follows an ARMA(p,q)m o d e ls u c ht h a t
Φ(B)yt = Θ(B)εt (2)
where Φ(B)=1−φ1B −···−φpBp, Θ(B)=1−θ1B −···−θqBq, {εt} is N(0,σ2
ε)a n dB
is the backward shift operator such that Bixt = xt−i. It is assumed that Φ(B)a n dΘ(B)
have no common zeros, zeros of Φ(B)a n dΘ(B) are outside the unit circle.
Let 1t be a kt × 1 vector in which all elements are 1, It be the kt × kt identity matrix
2and Rt = k
−1
t 1t10











(It − Rt)zt = zt − wt1t t =1 ,...,T,
where zt =( zt,1,···,z t,j,···,z t,kt)0 and et =( et,1,···,e t,j,···,e t,kt)0,I ti se a s yt os h o wt h a t
wt = yt + at where {at} is N(0,σ2
at)w i t hσ2
at = σ2
et/kt.I nt h i sm o d e l ,{yt} is stationary.
However, {wt} and {zt,j} may not be stationary because σ2
at and σ2
et m a yv a r yo v e rt i m e .
Under the normality and independence assumptions on {et,j} and {yt}, {wt} and {(It−





at | zt,t =1 ,...,T} (4)







at | (It − Rt)zt t =1 ,...,T} .
Before ﬁnding estimates of Φ, Θ, σ2
ε, σ2
at to maximize L,w eﬁrst ﬁnd {ˆ σ2
at} which maximizes
L2.W ed e ﬁne the index set Λ = {1,2,···,T} which can be partitioned into Λi such that
σ2
et is constant for each t in Λi and is diﬀerent from those in other Λj.T h e nt h em a x i m u m























t∈Λi(kt − 1) is greater than zero. In this paper we assume this condition
holds and so σ2
et, and consequently σ2
at, can be estimated for any t.W en o t et h a ti nt h i s
3paper, we only consider the situation in which σ2
et follows a step function. One may extend
the theory by releasing this condition to include a more complicated situation. However,
in practice, for example in our illustration, step function should be a good approximation.
Similarly, one may release the ARIMA assumption on yt and assume yt follows a more
complicated model like GARCH model.
The next step is to ﬁnd the estimates which maximize L1.S i n c eˆ σ2
at can be obtained







at t =1 ,...,T} (6)
where w =( w1,w 2,···,w T)0.
In the next two sections, we will discuss the approach of applying the Kalman ﬁlter
technique to ﬁnd estimates which maximize L2 and L3 iteratively and ﬁnally maximize L.
3. Recursive Estimation Procedure
In this section, we investigate the application of the Kalman ﬁlter to compute the value of
the likelihood function, the variance of the noise, and the conditional linear least-square
estimates of both {wt} and {yt}. Then we discuss the maximum likelihood estimation of
the unknown parameters.
The Kalman ﬁlter is frequently used in the estimation of the time series models. Mehra
(1974) and Caines and Rissanen (1974) use Kalman recursive estimation to compute the
exact likelihood of an ARIMA process. Akaike (1973, 1974, 1975) introduce Markovian
representation which provides a minimal state space representation for recursive calculation
of the likelihood function for a Gaussian ARMA process. Harvey and Phillips (1979) and
4Jones (1980) extend the application of the Kalman ﬁlter to compute the likelihood of a
stationary ARMA process with an error component. Kalman (1960, 1963) shows that the
diﬀerence between the next available observation and the prediction from the best estimate
of the current state is orthogonal to earlier observations.
Diﬀerent state space forms can be used to model the same ARMA with error process. In
this paper we choose the Markovian representation used by Jones (1980). The observation
wt in (3) is expressed in the following data generation equation:
wt = HZt + at (7)
where H =( 1 ,0,···,0), Zt is the m × 1 state vector with its jth element
Zj,t = E[yt+j−1|ys,s ≤ t ]f o r j =1 ,...,m
in which m =m a x ( p,q +1 ) , and yt is deﬁned in (2).
The ﬁrst element of Zt is Z1,t satisfying
Z1,t = yt .
The state vector Zt can be expressed by the state transition equation




      

01 0 ··· 0
00 1 ··· 0
. . .
. . .
. . . ... . . .
00 0 ··· 1
φm φm−1 ·· · ·φ1

      

and
G =( 1 ,g 1,···,g m−1)
0




φkgj−k − θj for j =1 ,...,m− 1 . (9)
In (9), φj =0f o rj>pand θj =0f o rj>q .
The state space dynamical system represented by equations (7) and (8) has some im-
portant properties. These properties will be discussed next.
Property 1: The state space dynamical system is stable. This means that all the eigen
values (i.e., characteristic roots) of F is inside the unit circle. This can be shown with the




m−2 − ···− φm−1λ − φm
Thus, the characteristic roots of F is given by the reciprocal of the zeros of Φ(B).S i n c e
we have assumed that the zeros of Φ(B) lie outside the unit circle, all the eigen values of
F lie within the unit circle.
Beside being a stable dynamical system, it has the following properties (see appendix
for the proof):
Property 2 The state space dynamical system is identiﬁed in the sense that all its
parameters are identiﬁed.




Zt+j|t = E[Zj+t|ws ,s ≤ t ]







The predicted value of the next observation is
wt+1|t = HZt+1|t = yt+1|t
where wt+j|t = E[wj+t|ws ,s≤ t]a n dyt+j|t = E[yj+t|ws ,s≤ t] are the conditional linear
least-square estimates of wt+j and yt+j respectively given ws for s ≤ t.
Using the next observation, the state vector estimate and its covariance matrix are
updated by
Zt+1|t+1 = Zt+1|t + ∆t+1[wt+1 − wt+1|t ]( 1 1 )
and








One may refer to Meinhold and Singpurwalla (1983) for the proof of Equations (11) and
(12). They use a Bayesian approach to explain these equations. In this Kalman ﬁltering
process, the quantity ξt|t−1 is deﬁned as
ξt|t−1 = wt − wt|t−1










where δt,t =1a n dδt,s =0f o rt 6= s. This result enables us to transform the log-likelihood













Maximizing (15) is equivalent to maximizing L3 in (6). There are various ways of ﬁnding
the initial values of Z0|0 and S0|0. A good discussion of the methods is found in Harvey
(1989).
Denote by η =( Φ,Θ,σ 2
ε)0 the set of unknown parameters. One may apply the Newton-
Raphson method or the method of scoring to obtain the maximum likelihood estimate. If
˜ η is the value of the parameter vector η at the previous iteration, the Newton-Raphson
method gets the new estimate ˆ η such that
ˆ η =˜ η − ¨ l(˜ η)
−1˙ l(˜ η) , (16)
and the method of scoring gets
ˆ η =˜ η − E[¨ l(˜ η)
−1]˙ l(˜ η) , (17)
where l is the likelihood function deﬁned in (15) with its scoring function ˙ l and its Hessian
matrix ¨ l. In this paper we use the notation ˙ x and ¨ x to represent respectively the ﬁrst
and the second derivatives of x with respect to η for any x. Applying Equation (16) or
Equation (17) iteratively, one will obtain the maximum likelihood estimate η∗ of η.
8For the asymptotic distribution of the estimate η∗, Dunsmuir (1983) has shown that










and ¨ L(η∗)/2 converges in mean square to the information matrix, I(η). He also shows that















One can check that under the assumptions of this model setting, the regularity conditions
are satisﬁed and hence Equation (18) can be used to estimate the asymptotic variance
of η∗. For computing this variance, one has to ﬁnd νt|t−1, ˙ νt|t−1 and ˙ ξt|t−1.T h e v a r i a n c e
νt|t−1 can be obtained by (13). This leaves ˙ ξt|t−1 and ˙ νt|t−1 to be estimated. For computing
the maximum likelihood estimate η∗ by applying Equation (16) or (17), ﬁrst one has to
estimate the scoring function ˙ l and the Hessian matrix ¨ l.I ti se a s yt os h o wt h a tt h es c o r i n g
function is in terms of ξt|t−1, νt|t−1,a n dt h e i rﬁrst derivatives. From Equation (18), the
elements in the Hessian matrix are also in terms of these variables. Hence, we have to
estimate ˙ ξt|t−1 and ˙ νt|t−1 to obtain the maximum likelihood estimates of η. We will discuss
how to estimate the derivatives ˙ ξt|t−1 and ˙ νt|t−1 in the next section.
4. Estimating the Derivatives and Maximum Likelihood Estimation
In this section we will discuss the recursive estimation procedure for the derivatives ˙ ξt+1|t
and ˙ νt+1|t. Then, we will discuss the maximum likelihood estimates for the unknown
parameters and their asymptotic covariance matrix.
The derivatives ˙ ξt+1|t and ˙ νt+1|t c a nb ee x p r e s s e da s
˙ ξt+1|t = − ˙ wt+1|t = −˙ yt+1|t = −H ˙ Zt+1|t
9and
˙ νt+1|t = H ˙ St+1|tH
0
where ˙ Zt+1|t and ˙ St+1|t can be expressed as
˙ Zt+1|t = F ˙ Zt|t + ˙ FZt|t
and
˙ St+1|t = F ˙ St|tF





Using the next observation, the estimates can be updated by
˙ Zt+1|t+1 = ˙ Zt+1|t + ˙ ∆t+1ξt+1|t + ∆t+1 ˙ ξt+1|t
and
˙ St+1|t+1 = ˙ St+1|t − ˙ ∆t+1H ˙ St+1|t − ∆t+1H ˙ St+1|t
respectively, where













Applying the same principles in the estimation of Z0|0 and S0|0,w ec a nﬁnd the initial
estimates of ˙ Z0|0 and ˙ S0|0. Then, one can apply the Kalman ﬁlter recursive estimation
precedure to ﬁnd the estimate of η. The estimate of wt|t which is equal to HZt|t can also
be found in the process. Replacing wt by wt|t in Equation (5), one can get a new estimate
of σ2
et and consequently get a new estimate of σ2
at. Substituting the new estimate of σ2
at into
equations for the recursive estimation procedure, one can obtain the new estimate of η.
This iterative procedure is to ﬁnd the estimates which maximize L2 and L3 iteratively and
10ﬁnally the estimates will converge to the maximum likelihood estimates which maximize
as L deﬁn e di n( 4 ) .
5. Example
We illustrate the applicatin of the innovation transformation to maximum likelihood es-
tiamtion with the modeling of “George” robot data, {zij}, obtained from Bill Fulkerson,
Deere and Company. Wong and Miller (1990) use the same dataset and we will compare
the result using the approach in this paper with the result in Wong and Miller (1990).
John Deere markets a repeatability test unit designed to mearsure the ability of a robot
arm to return to a designed point. For each time t, ﬁve equally spaced measurements are
recorded in a very short time such that the ﬁve measurements seem to be simultaneous.
The data are measured in inches.
The data, {ztj} for j =1 ,···,5, are repeated time series measurements of the “George”
Robot arm’s positions which are assumed to satisfy
zt,j = yt + et,j,j =1 ,2,···,5, and t =1 ,2,···,206
where {yt} is deﬁned in Session 2 and et,j is independently distributed as N(0,σ 2
et)i nw h i c h
σ2
et is allowed to vary over time. Deﬁne wt =
P5
j=1 zt,j/5a n dat =
P5
j=1 at,j/5. Then {yt}
satisﬁes
wt = yt + at
where {at} independently distributed as N(0,σ 2
at)w i t hσ2
at = σ2
et/5f o re a c ht.W e ﬁrst
study the variances of the error components. Deﬁne the estimated error component ˆ etj =
zt,j − wt for each t.
11We choose i =1a n du s eF =ˆ σ2
ei/ˆ σ2
ej to test the hypothesis H0 : σ2
ei = σ2
ej for j>i .
For all the j such that H0 is not rejected, we further test the hypothesis H0
0 : equality of
the variances, see p377 in Lehman (1991) for the test statistic. For all the j such that H0
0
is not rejected, we form Λ1. We then choose the smallest i and repeat the process to form
Λ2 and so on. Following this procedure, we ﬁnd that the standard deviation of the error
components etj are estimated to be is 0.0001446 for all the periods except for the periods
in the following table:
S.D. (×103) of the Error Component and the Corresponding Time Periods (t)
t ˆ σej t ˆ σej t ˆ σej t ˆ σej t ˆ σej t ˆ σej
13 .0000 27 .3050 33 .2510 40 .3701 53 .0447 59 .0447
60 .2510 64 .3701 72 .5727 74 .2828 82 .0447 90 .0447
105 .2490 145 .0447 174 .0447 176 .0447 189 .3507 198 .0447
The index set Λ = {1,2,···,T} is supposed to be partitioned into {Λi} such that σ2
et
is constant for each t over Λi and is diﬀerent from those in other Λj. The standard error
of the error components etj is 0.0001446 for all the periods except for a few data.
Wong and Miler (1990) ﬁnd that both the series {yt} follows an ARIMA(0,1,1) model.
We use their ﬁnding as initial estimate. Based on the technique discussed in this paper,
we ﬁnd that
(1 − B)yt =( 1− θB)εt
where εt is N(0,σ 2
εt)w i t hˆ σεt =0 .0001936 and ˆ θ = −0.3825 with standard error 0.07879.
The ACF and PACF of the innovations are:
ACF and PACF of the Innovations
Lag 1 23456 7 8
ACF 0.017 .030 .003 .031 .017 -.006 -.067 -.037
PACF 0.017 .030 .002 .030 .016 -.009 -.068 -.036
12The standard error of ˆ θ in our approach is 0.07879 which is much smaller than the
standard error, 0.1282, obtained by the “hybrid” estimation technique in Wong and Miller
(1990). The disadvantage of using our approach is to require the normality assumption
while the approach in Wong and Miller (1990) does not. However, we do not reject that
both the error component estimates and the innovations are normally distributeed. Hence,
the model in this paper is preferred in this example.
6. Summary
In this paper we have analysed the repeated time series model where the fundamental
components of the series follows a stationary ARMA process. The model allows the error
component variances to change over time. Furthermore, the number of repitition is also
allowed to change over time. The Kalman ﬁl t e rt e c h n i q u ei su s e dt oo b t a i nt h em a x i m u m
likelihood estimates of the parameters of the model. It is shown that the model is identiﬁed.
It is easy to extend the results to include the missing observation case. One can also extend
this to the case in which the signal component is non-stationary and non-linear.
The disadvantage of using our approach is to require the normality assumption. How-
ever, one may easily incorporate the Bayesian technique, see Matsumura, et al (1990) and
Wong and Bian (2000), or the modiﬁed maximum likelihood estimation approach, see Tiku
and Wong (1998) and Tiku et al (1999a,b,2000), to our approach to release the normality
assumption. Further Extension includes application of the model to investment decisions,
see Thompson and Wong (1991, 1996), Wong and Li (1999), Manzur, et al (1999) Wong
et al (2001).
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16APPENDIX
Proof of property 2:
From the dynamical system represented by equations (7) and (8) we can ﬁnd observation-
ally equivalent dynamical system using the transformation Ze
t = T−1Zt. The equivalent












where Fe = T−1FT, Ge = T−1G and He = HT. Thus, for the model to be identiﬁed, there
must be enough a priori restrictions on H, F and G so that the only allowed transformation
matrix T is an identity matrix. Let Tr
i and Tc
j denote the ith row and the jth column of
the matrix T respectively. Similarly, let Ir
i and Ic
j denote the ith row and the jth column
of an m × m identity matrix. It is clear from the model that the matrices H and He are
both restricted to be equal to Ir









Therefore, the ﬁrst row of the transformation matrix T is equal to the ﬁrst row of an
identity matrix. According to the model both the matrices F and Fe must be such that
their ﬁrst upper oﬀ diagonal elements must be equal to unity. Furthermore, all other




17TFe is equal to

        

Φe
mT1m T11 + Φe
m−1T1m T12 + Φe
m−2T1m ··· T1,m−1 + Φe
1T1m
Φe
mT2m T21 + Φe
m−1T2m T22 + Φe
m−2T2m ··· T2,m−1 + Φe
1T2m
Φe
mT3m T31 + Φe
m−1T3m T32 + Φe




. . . ...
. . .
Φe
mTm−1,m Tm−1,1 + Φe
m−1Tm−1,m Tm−1,2 + Φe
m−2Tm−1,m ··· Tm−1,m−1 + Φe
1Tm−1,m
Φe
mTmm Tm1 + Φe
m−1Tmm Tm2 + Φe
m−2Tmm ··· Tm,m−1 + Φe
1Tmm






        

T21 T22 T23 ... T 2m
T31 T32 T33 ... T 3m
T41 T42 T43 ... T 4m
. . .
. . .
. . . ...
. . .




3 ... ˆ Φ0Tc
m










1,t h eﬁrst row of TFe must be equal to Ir
2. This implies that the ﬁrst
row of FT, which is the second row of matrix T,i se q u a lt oIr
2. Similarly, it is clear
that the second row of TFe is equal to Ir
3 which implies that the third row of matrix T
is equal to Ir
3. Following the similar argument, is can be shown that the ith row of T is
equal to the ith row of an m × m identity matrix for i =1 ,2,...,m. This proves that the
equivalent transformation is identity. Note that from the elements of the matrices F and G
the parameters of the original model are exactly identiﬁed. Thus, the model is identiﬁed.
18