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Introduction Générale 
Avec l‟intégration de capteurs d‟images dans tous nos appareils mobiles tels que les 
téléphones, les tablettes, les appareils photo… nous prenons de plus en plus de photos. 
Aujourd‟hui prendre une photo est quasiment à portée de tous. Par exemple en 2009 il a été 
estimé que 2,5 milliards de personnes sur la planète ont un appareil photo numérique dans 
leur téléphone portable [1]. Ceci explique l‟explosion du nombre de photos prises chaque 
année ce que présente la figure 1, obtenue d‟après les estimations de [2]. En 2011, 380 
milliards de photos ont été prises. Ce qui fait un total d‟environ 3,5 Téra (3500 milliards)  
d‟images depuis l‟invention de la photo. 
 
Figure 1. Evolution du nombre de photos prises chaque année1. 
Dans les années 1960 il est estimé que 55% des photos prisent étaient celles de bébés. 
Aujourd‟hui, les raisons de prendre une photo se sont démultipliées [3], que ce soit pour des 
                                                 
1
 Figure extraite de [2]. 
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photos souvenir, pour des événements, des actions insolites… Toutes les raisons sont bonnes 
pour figer l‟instant présent. De plus, quelle que soit la destination [4], les utilisateurs sont à la 
recherche de qualité d‟image accrue. Un des principaux critères déterminants de qualité des 
images est la netteté de celle-ci. Lorsque la mise au point est réalisée, opération qui consiste à 
régler la netteté de l‟image, seul le flou de bougé va réduire la netteté de celle-ci. Ce flou de 
bougé provient des tremblements de la main du photographe. Il va dépendre de la dextérité du 
photographe, du temps d‟exposition et des performances de l‟appareil photo. 
 Base des éléments de l’appareil photo 
L‟appareil photo est un système composé de parties optiques, mécaniques et 
électroniques. Afin de bien définir les termes pour la suite de ce manuscrit, une description 
des éléments de l‟appareil photo est présenté figure 2. 
 
Figure 2. Illustrations2 des éléments de l'appareil photo ainsi que d’un module 
d’appareil photo pour téléphone portable. (1) Ecran de visualisation des images. (2) 
Imageur. (3) Carte mémoire. (4) Batterie. (5) Flash. (6) Obturateur. (7) Optique. 
                                                 
2
 L‟illustration présentant l‟appareil photo reflex de manière éclatée est tirée de [173]. Les images du 
module Sony Ericsson Cyber-shot proviennent de [174].   
Appareil photo reflex 
Module d‟appareil photo pour téléphone 
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Que ce soit dans l‟appareil photo reflex, dans l‟appareil photo compact ou dans l‟appareil 
photo pour téléphone nous allons retrouver quasiment les mêmes éléments de manière plus ou 
moins miniaturisée, tels que présentés figure 2 : 
 (1) Un écran de contrôle pour afficher ou prendre les photos. 
 (2) Le capteur de l‟appareil photo appelé l‟imageur. 
 (3) Une mémoire pour sauvegarder les images numérique. 
 (4) Une batterie pour fournir l‟énergie électrique à l‟ensemble de l‟appareil. 
 (5) Un flash pour augmenter la luminosité de la scène en cas de besoin. 
 (6) L‟obturateur mécanique permettant de laisser passer la lumières ou non, ainsi 
que de régler la quantité de lumière entrant dans l‟appareil grâce à la taille 
d‟ouverture du diaphragme. Dans le cas des appareils photo pour téléphone cette 
fonction est directement réalisée électroniquement par l‟imageur afin de gagner de 
la place. 
 (7) L‟optique, composée de différentes lentilles. 
Dans le cas des appareils photo pour téléphone, le module photographique regroupe les 
éléments principaux de la fonction appareil photo du téléphone, c'est-à-dire les lentilles ainsi 
que l‟imageur. 
 De la luminosité de la scène au flou de bougé 
Pour prendre une photo le capteur de l‟appareil photo doit recevoir assez de lumière afin 
de reproduire la scène. L‟appareil capte les rayons lumineux réfléchis par la scène. Excepté 
lors de l‟utilisation du flash, les rayons lumineux proviennent de sources externes telles que le 
soleil, l‟éclairage et les étoiles suivant le type de scène. Ceci revient à dire que la scène 
contient sa propre luminosité ambiante. Avant de prendre une photo, l‟appareil va ajuster trois 
paramètres pour capter suffisamment de luminosité afin d‟avoir une image bien exposée. 
Malgré l‟importance de ces paramètres et surtout depuis la démocratisation des appareils, 
l‟utilisateur se soucie peu de leurs réglages. Ces paramètres sont la vitesse d‟obturation, 
l‟ouverture du diaphragme et la sensibilité ISO du capteur : 
 La vitesse d‟obturation, détermine combien de temps le capteur de l‟appareil photo va 
recevoir les rayons lumineux de la scène. Cette durée s‟appelle précisément le temps 
de pose. Plus le temps de pose sera long, plus la quantité de lumière captée sera 
importante. 
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 Le diaphragme est un système mécanique opaque circulaire qui permet le passage ou 
non des rayons lumineux vers le capteur. La largeur d‟ouverture du diaphragme va 
déterminer l‟intensité de lumière qui arrivera sur le capteur. Plus l‟ouverture du 
diaphragme sera grande, plus l‟intensité de lumière sera forte. 
 La sensibilité ISO est la mesure de sensibilité des surfaces sensibles du capteur, elle 
est définit par la norme ISO 12232:1998 [5]. Par contre plus la sensibilité ISO sera 
importante, plus l‟image sera bruitée. 
Tableau 1. Récapitulatif du type d’éclairement suivant la luminosité de la scène en lux 





Type de situation 
0,04 -6 Dans la nuit, loin des lueurs de la ville, sous les étoiles seulement 
0,08 -5 Dans la nuit, loin des lueurs de la ville, avec un premier croissant de lune 
0,16 -4 Dans la nuit, loin des lueurs de la ville, avec une demi-lune 
0,31 -3 Dans la nuit, loin des lueurs de la ville, avec la pleine lune 
0,63 -2 Dans la nuit, loin des lueurs de la ville, dans la neige sous la pleine lune 
1,25 -1 Sujet éclairé par une très faible lumière artificielle 
2,5 0 Sujet éclairé par une faible lumière artificielle 
5 1 Paysage lointain avec éclairage artificiel 
10 2 Immeubles lointains avec éclairage artificiel, Lune en situation d'éclipse totale 
20 3 Bâtiments, monuments et fontaines éclairés ou un feu d'artifice 
40 4 Illuminations de Noël, sujet photographié à la lueur des bougies 
80 5 Intérieurs faiblement éclairés, églises, sujet éclairé par un feu de camp 
160 6 Intérieurs moyennement éclairés, foires, parcs d'attractions 
320 7 Intérieurs éclairés, vitrines de magasins, spectacles sur scène, lieux de travail 
640 8 Eclairage de stade de foot, éclairage sur scène 
1280 9 Crépuscule 10 min après le coucher du Soleil, objet éclairés par des projecteurs 
2600 10 Crépuscule juste après le coucher du Soleil 
5120 11 Coucher du Soleil, galeries d'art 
10240 12 Paysages par temps très nuageux, paysages juste avant le coucher du Soleil 
20480 13 Sujet par temps nuageux clair sans ombres 
40960 14 Temps brumeux avec ombres légères, arc-en-ciel sur un ciel nuageux 
81900 15 Paysage en plein soleil avec ombres très marquées 
164000 16 Soleil brillant sur sable ou neige 
328000 17 Reflets du Soleil sur l'eau 
 
Avec une sensibilité standard de 100 ISO, une vitesse d‟obturation ainsi que l‟ouverture 
du diaphragme fixé, l‟indice de lumination de la scène peut être calculé grâce à l‟équation 1. 
Cet indice correspond à une quantité de lumière dans la scène. Cet indice de lumination, plus 







EV   (1) 
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Avec N, l‟ouverture et Tp, le temps de pose de l‟appareil. Ainsi une correspondance peut 
être réalisée entre la luminosité de la scène exprimée en lux, les réglages de l‟appareil photo 
exprimés en EV et le type d‟éclairement de la scène présenté dans le tableau ci-dessus. 
Tous ces paramètres photographiques  tels que l‟EV, ouverture, l‟ISO et le temps 
d‟exposition ont été synthétisés par [6] et présentés figure 3. 
 
Figure 3. Graphique synthétique des paramètres mis en jeux lors d’une prise de vue. 
Suivant les conditions d‟éclairement et des réglages de l‟appareil, un temps de pose 
optimum sera requis pour avoir une bonne luminosité sur le capteur. Ce graphique met en 
valeur que les trois raisons de l‟augmentation du temps de pose seront :  
 Une faible luminosité (prise de vue d‟intérieur, de nuit…). 
 Une sensibilité faible (faible ISO). 
 Une ouverture petite (f-stop grand). 
Par conséquent, plus le temps de pose est long, plus il est probable que le flou soit 
« important ». La notion d‟importance du flou sera explicitée chapitre 2. 
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 Tendances à l’accentuation du flou 
Aujourd‟hui, nous arrivons à deux situations conflictuelles. D‟un côté, nous avons une 
tendance à l‟accentuation du flou de bougé causé par la miniaturisation des capteurs [7, 8]. De 
l‟autre côté l‟utilisateur final est de plus en plus exigeant en termes de qualité d‟image 
incluant une exigence plus élevée en termes de netteté comme le démontre les études de [9] 
présentées figure 4. Par la suite nous reviendrons sur ce graphique pour expliciter l‟échelle et 
ces résultats. 
 
Figure 4. Evolution de l’exigence de la qualité d’image perçue par l’observateur. 
Du fait de la miniaturisation des différents éléments tels que : l‟optique, la taille du 
capteur et de ses pixels qui composent le module photographique, ces modules captent de 
moins en moins de lumière du fait de leurs petites tailles. Cela entraine une augmentation du 
temps d‟exposition pour compenser ce manque de nombre de rayon lumineux. De plus, au 
niveau du pixel, le même bougé va impacter plus de pixels d‟autant que ceux-ci seront petits. 
La réduction des modules permettant leur intégration dans des appareils toujours plus petits 
entraine un autre problème. Du fait de la réduction de taille des appareils, ils ont par 
conséquent des masses plus faibles. Ceci les rends plus sensibles à une perturbation externe 
tel que le bougé. Cette tendance a été observée par [10]. Par la suite nous détaillerons ces 
différents points.  
A ces différentes raisons techniques de l‟augmentation du bougé s‟ajoutent d‟autres 
raisons plus humaines. Du fait de la démocratisation des appareils photos, les conditions 
d‟utilisation en basse lumière sont de plus en plus fréquentes. Conjugué à cela, des 
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pour limiter le bougé (appareil tenu d‟une main, à bout de bras…) [11]. Nous arrivons a une 
forte augmentation du flou de bougé sur l‟image finale… 
 Solutions pour réduire ce flou 
Heureusement, plusieurs solutions existent pour réduire le flou de bougé. La première 
solution consiste simplement à réduire le temps d‟exposition et à compenser le manque de 
lumière par un gain électronique en augmentant l‟ISO. Le problème de cette solution est que 
celle-ci augmente le bruit dans l‟image. Ce qui entraine une diminution de la qualité de 
l‟image finale [9]. 
La deuxième solution consiste à utiliser un stabilisateur d‟image. Son principe a été  
inventé en 1974 [12] mais le premier appareil photo avec cette fonctionnalité est arrivé sur le 
marché en 1994 avec le Nikon Zoom 700 VR [13]. Ceci a été permis grâce à la 
miniaturisation des gyroscopes permettant de capter les mouvements de l‟appareil. Depuis, la 
chaine de stabilisation des images dans l‟appareil photo peut être synthétisée par la figure 5. 
 
Figure 5. Chaine de stabilisation d’image dans les appareils photos. 
Les mouvements de l‟appareil sont mesurés par un capteur de mouvement, le gyroscope. 
Il envoie ses résultats au contrôleur de stabilisation afin d‟asservir le système de stabilisation 
optique. Prenant comme référence spatiale le capteur de l‟appareil photo, appelé imageur, le 
système optique va déplacer l‟axe optique afin de maintenir la projection de la scène stable 
sur le plan focal du capteur. Ainsi au cours de l‟intégration de l‟image sur l‟imageur, les 
tremblements de la main seront compensés afin d‟augmenter la netteté de l‟image finale, 
entrainant une amélioration de la qualité des images. 
Néanmoins les stabilisateurs d‟image actuels présentent deux problèmes majeurs : 
 Ils ont des modules de dimensions importantes qui requièrent des éléments externes. 


















de la main  
Appareil photo 
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De plus ces solutions, ne sont  pas clé en main pour les fabricants [14]. C'est-à-dire 
que le fabricant doit ajuster les différents composants entre eux, que sont le capteur de 
mouvement, le contrôleur de stabilisation et le stabilisateur optique, au lieu d‟avoir un 
seul et unique module réalisant la stabilisation. 
 Ils ne tiennent pas en compte de la netteté finale souhaitée par l‟utilisateur. Car ils 
n‟arrivent pas à garantir la qualité de sortie de l‟image. 
Cette thèse vise à l‟amélioration de la qualité des images en proposant des algorithmes de 
stabilisation d‟image. L‟objectif est, à terme,  de répondre à ces problématiques en proposant 
des architectures de stabilisation qui permettent de supprimer les composants externes de la 
chaine de l‟image tout en garantissant une qualité d‟image optimale.  
 Démarche de la thèse 
Présentée de manière synthétique figure 6, la démarche de la thèse est la suivante. Pour 
atteindre une image stabilisée de qualité, une architecture de stabilisation d‟image doit 
concilier de la meilleure manière : sa perturbation d‟entrée qui est le bougé dû aux 
tremblements de la main, et son image de sortie qui est perçue par l‟homme. 
Nous proposons dans un premier temps de s‟intéresser à l‟entrée du système en allant 
jusqu‟à la modélisation de celui-ci. Ainsi, une bonne connaissance et modélisation du flou de 
bougé nous permet d‟avoir des entrées réalistes dans nos systèmes de stabilisation d‟image. 
Puis dans un second temps de s‟intéresser à la sortie du système en allant jusqu‟à la 
modélisation d‟une métrique de qualité. Ainsi, par une connaissance fine de comment sont 
perçues les images, nous développons des architectures de stabilisation prenant en compte la 
qualité d‟image de sortie. 
De cette manière, par la prise en compte de la chaine globale de stabilisation d‟image, 
dans un troisième temps, nous développons des architectures de stabilisation permettant de 
garantir une image de bonne qualité.  
 

















Entrée Sortie Système 
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 Organisation de la thèse 
Le manuscrit est présenté de la manière suivante :  
 Le chapitre 1 répond à la nécessité de bien connaître les mouvements que l‟on 
souhaite stabiliser, en explorant l‟origine des tremblements de la main dans le domaine 
physiologique. Nous les avons confrontés aux observations de bougé faites dans le 
domaine  photographique. De ces études, nous avons réalisé le premier modèle de 
tremblement humain physiologique. Ce modèle nous permet de reproduire de manière 
fidèle les tremblements de la main, ainsi que leurs impacts sur l‟image. 
 L‟absence potentielle de compensation de mouvement et la validation de techniques 
algorithmiques de compensation de flou nécessitent de définir une mesure  du flou. Le 
chapitre 2 s‟intéresse donc à la question : « Comment l‟homme perçoit la qualité de 
netteté des images ? ». Pour répondre à cette question, j‟ai développé une métrique de 
qualité objective. Cette métrique permet de quantifier la netteté perçue par l‟homme 
afin d‟optimiser les systèmes de stabilisation d‟image sur ce critère de netteté. 
 Le chapitre 3 présente les techniques de stabilisation que j‟ai réalisées pour répondre 
aux limitations des architectures existantes. En effet, elles garantissent la netteté de 
l‟image tout en réduisant le matériel requis. Ceci est rendu possible du fait que ces 
architectures prennent comme entrée le modèle de tremblement physiologique et 
comme critère de stabilisation la métrique de qualité, présentés aux chapitres 1 et 2 
respectivement. 
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Chapitre 1 Modélisation de l’impact du 
tremblement humain sur le flou de bougé 
Pourquoi un modèle de tremblement ? Il y a au moins trois bonnes raisons à cela :  
 La première raison est qu‟un modèle de tremblement permet de simuler des 
algorithmes de stabilisation d‟image. L‟avantage qu‟il peut avoir par rapport à un 
enregistrement de tremblement, c‟est que le modèle peut générer un nombre infini de 
cas. 
 La deuxième raison est qu‟un modèle de tremblement réaliste permet de fournir des 
stimuli d‟entrée réalistes aux architectures de stabilisation. En effet, il y a une très 
forte dépendance entre le modèle de tremblement et l‟architecture de stabilisation. Par 
exemple, stabiliser un bougé régulier linéaire en une dimension ne sera pas le même 
challenge que de stabiliser un bougé chaotique dans toutes les directions. De plus, en 
vue de l‟intégration des systèmes de stabilisation un modèle de tremblement fidèle 
permettra une bonne optimisation de celui-ci. 
 La troisième raison est qu‟un modèle de tremblement réaliste permet de générer des 
images ayant des flous naturels tout en connaissant l‟origine de ces flous. Car 
lorsqu‟une image floue est prise avec un appareil photo, la connaissance des origines 
de ce flou est perdue. Ainsi grâce à une connaissance précise du flou de bougé, des 
origines et de sa formation sur l‟image une métrique de qualité peut être développée 
pour mesurer le flou perçu par l‟homme. 
Donc dans ce premier chapitre, nous allons nous intéresser à la modélisation du 
tremblement humain. En effet, le modèle de tremblement doit être le plus fidèle possible étant 
utilisé comme source d‟excitation pour les architectures de stabilisation. Il sera un paramètre 
clé pour dimensionner un système réel de stabilisation et il sera aussi utilisé pour développer 
une métrique de qualité de flou. 
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Ainsi, pour modéliser finement le tremblement, nous avons besoin de connaître ses 
origines, mais aussi de le mesurer pour quantifier sa nature en termes d‟amplitude, de 
fréquence et statistique. Enfin, ce modèle permettra de simuler l‟impact du tremblement sur 
l‟image acquise. 
Dans un premier temps, je vais présenter un état de l‟art sur le tremblement humain 
appliqué à la photographie. Nous en dégagerons ses caractéristiques grâce aux études 
physiologiques ainsi qu‟aux observations de terrain photographique. Puis un état de l‟art sur 
les différents modèles de bougé existants que sont le modèle linéaire et le modèle de marche 
aléatoire sera présenté pour conclure sur l‟insuffisance de ces modèles. 
Dans un second temps, nous détaillerons notre modèle de tremblement pour qu‟il 
reproduise de façon fidèle les tremblements de la main et leur impact sur l‟image. 
Dans un troisième temps, nous regarderons l‟apport de notre modèle par comparaison aux 
modèles existants, ainsi que sa pertinence par rapport aux observations du bougé réel validé 
par une approche statistique. 
Enfin nous conclurons sur les avantages et les points nouveaux du modèle de 
tremblement physiologique. 
1.1 État de l’art sur le tremblement humain et 
sa modélisation 
1.1.1 Les origines physiologiques 
Le tremblement humain est défini par [15] comme une oscillation rythmique involontaire 
d‟un ou plusieurs membres du corps. Il est un mouvement naturel désordonné du corps 
humain [16]. Sa nature est très complexe puisqu‟il peut être physiologique ou pathologique ; 
visible ou invisible ; fin ou grossier ; à basse ou haute fréquence ; symétrique ou asymétrique ; 
se manifester au repos ou uniquement pendant une activité [17]. Toutes les personnes en 
bonne santé ont un tremblement dit physiologique, une littérature abondante existe à son sujet 
[15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. Le tremblement physiologique est bénin, de haute 
fréquence, avec de faibles amplitudes. Il est souvent invisible à l'œil nu, mais il peut devenir 
visible amplifié par la tenue d'une feuille de papier dans la main ou par le pointage d‟un laser 
sur une cible à une distance significative. 
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Concernant les tremblements pathologiques, de nombreuses études ont aussi été réalisées 
pour en connaitre leurs sources, leurs caractéristiques et leurs moyens de détection afin de 
soigner le patient. Par exemple en étudiant directement la réponse fréquentielle du 
tremblement, les chercheurs arrivent à en déduire le type de pathologie [25, 26]. Malgré 
l‟abondance de ces résultats, ces dernières études sont en dehors de notre spectre de recherche 
car trop spécifiques. Nous allons donc nous restreindre aux tremblements physiologiques 
présents dans chaque être humain. 
Suivant l‟état d‟activité des membres, les tremblements physiologiques peuvent être 
classés en deux groupes [17]. Les tremblements de repos et les tremblements d‟action. Les 
tremblements au repos sont définis lorsque le corps humain est complètement supporté, 
lorsqu‟il est compensé par la gravité. Les tremblements d'action sont définis lorsque les 
muscles du corps humain sont en contractions. Ils sont différenciés en tremblement de 
posture,  tremblement isométrique, tremblement cinétique ou tremblement de tâche 
spécifique : 
 Le tremblement de posture est visible lorsque le membre du corps maintient sa 
position contre la gravité, par exemple lorsque nous étendons devant nous le bras. 
 Le tremblement isométrique est présent lorsque les muscles sont en contractions 
contre un objet stationnaire. Par exemple lorsque nous tenons un objet dans la 
main. 
 Le tremblement cinétique paraît lorsqu‟il y a un mouvement volontaire du corps. 
Par exemple en déplaçant la main vers une cible. 
 Le tremblement de tâche spécifique se manifeste lorsque le corps réalise une action 
particulière comme jouer d‟un instrument. 
Ces tremblements physiologiques ont des origines encore imparfaitement connues des 
chercheurs. Celles qui sont présentées ci-dessous par [27] en sont les principales :  
 La résonance mécanique qui est une oscillation passive mécanique des membres du 
corps. Elle provient de la réponse d‟absorption des différentes parties du corps à 
l‟injection du sang par le cœur. Suivant la raideur du muscle, sa masse, les 
membres du corps vont avoir une fréquence de résonnance particulière. 
 Une oscillation dite centrale qui est produite à l‟origine par l'activité  neuronale. 
 L‟activité musculaire associée au fonctionnement de la boucle de contre réaction 
du système nerveux qui n‟est pas instantanée ni parfaite. Ce tremblement est 
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produit pendant l‟activation des muscles. Elle suit la séquence suivante : d‟abord le 
muscle agoniste initie le mouvement, puis le muscle antagoniste freine le 
mouvement et ainsi de suite. 
En photographie, dans le cas d‟une prise de vue sans trépied, les types de tremblement 
mis en jeux sont le tremblement de posture et le tremblement isométrique afin de serrer et 
maintenir l‟appareil photo dans la position souhaitée. Ces tremblements proviennent de 
différentes sources présentées ci-dessus. 
Afin de modéliser ce tremblement, il est nécessaire d‟en connaitre ses caractéristiques. 
Elles sont présentées dans la section suivante. 
1.1.2 Les caractéristiques du bougé humain 
1.1.2.1 Méthodes de mesure et caractéristiques du tremblement 
physiologique 
Différentes méthodes de mesure ont été développées pour mesurer le tremblement 
humain. Il existe des méthodes de notation de la force du tremblement, utilisées pour détecter 
une pathologie et son importance. Ainsi que des méthodes quantitatives pour mesurer 
finement le tremblement humain en matière d‟amplitude, de fréquence... 
Comme nous cherchons à modéliser précisément le tremblement humain, nous allons 
plutôt nous intéresser aux méthodes quantitatives. Plusieurs méthodes ont été développées par 
les chercheurs. Elles sont présentées ci-dessous avec leurs résultats liés aux tremblements 
physiologiques de la main. Ces méthodes doivent s‟appliquer dans la position du corps 
utilisée pour prendre des photos. Cette position particulière correspond à une position de 
posture. 
 Tablette Numérique 
Il existe des méthodes de mesure par tablette numérique [28]. Cette méthode consiste à 
enregistrer le déplacement du stylo en contact avec la tablette numérique lorsqu‟une personne 
rédige ou dessine des formes. Puis ces déplacements enregistrés sont ensuite traités et 
analysés de manière numérique pour en déduire les amplitudes et fréquences du tremblement. 
Ce type de mesure, étant avec contact, est mal adapté pour notre application qui est un bougé 
de posture sans contact. 
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 Pointeur Laser 
Les méthodes basées sur des pointeurs lasers sont souvent utilisées par les chercheurs 
comme le témoignent un nombre important de travaux utilisant ces techniques. Une cible est 
utilisée pour mesurer l‟amplitude du tremblement. Pour cela, il est demandé au sujet de 
pointer le centre de la cible avec un pointeur laser. Un exemple de relevé d‟expérience 
similaire réalisée par [29] est présenté figure 7 pour un bougé d‟une durée de 5 secondes. 
Cette technique de mesure est adaptée pour mesurer les amplitudes des tremblements de la 
main, car elle est similaire aux conditions de prise de vue avec un appareil photo. 
Les travaux de [23], utilisant la méthode du pointeur laser avec la main, montrent que les 
déviations dues au tremblement pour une durée de 1 seconde est au minimum de 0,07° et au 
maximum de 0,28°. Avec, pour chaque sujet,  des moyennes comprises entre 0,09° et 0,22°, 
suivant la position du bras.  
 
Figure 7. Exemple de relevé d’expérience de mesure de bougé par laser [29]. Cas 
pour un temps de pose de 5 secondes. 
Ces résultats mettent en évidence que le tremblement de la main a une forte composante 
rotationnelle. Il nous donne aussi des amplitudes de rotation minimum et maximum pendant 
un bougé. Contrairement à ce que l‟on peut penser, les travaux de [30] montrent que le fait de 
pouvoir regarder la cible et de demander au sujet de se concentrer pour réduire son 
tremblement va avoir l‟effet inverse : l‟augmentation de son tremblement. Cela est dû au fait 
que le sujet va avoir tendance à raidir les membres de son corps et ainsi à augmenter son 
tremblement. 
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 Réflexion du laser 
La méthode basée sur la mesure laser est utilisée dans l‟étude du tremblement [22, 24]. 
Cette méthode permet une mesure précise du tremblement par la mesure de déplacement. Elle 
consiste à fixer une surface réflexive sur le membre à analyser (par exemple sur le bout d‟un 
doigt). Puis à envoyer un rayon laser sur cette partie et enfin enregistrer la déviation du rayon 
due au tremblement du membre. Cette mesure est bien adaptée pour connaitre précisément le 
tremblement de la main appliqué à la photographie, car elle est sans contact. Des résultats de 
mesures de [22] sont présentés figure 8. 
 
Figure 8. Exemple de tremblement physiologique de la main d’un participant de 31 
ans [22] pendant une durée de 20 secondes. 
Cet exemple de résultat montre d‟une part l‟évolution temporelle du tremblement en 
termes d‟accélération, de vitesse et de déplacement, et d‟autre part leurs réponses 
fréquentielles. Ces résultats montrent aussi les différentes contributions du tremblement de la 
main suivant les fréquences associées et leurs amplitudes. Les travaux de [22] confirment 
aussi que le tremblement de la main a une fréquence maximale de 30 Hz. 
 Accéléromètre 
Les méthodes de mesure par accéléromètre comme dans [20, 19, 21, 31] ont été 
développées suite à l‟apparition, sur le marché, d‟accéléromètres intégrés, donc de faible 
masse et de faible encombrement. Cette méthode consiste à fixer des accéléromètres sur le 
membre à étudier, et à enregistrer l‟accélération due au tremblement du membre. Cette 
mesure est adaptée, car les accéléromètres miniatures fixés sur les membres ne gênent pas le 
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tremblement du fait de leur faible masse. Un exemple de mesure des travaux de [20] sont 
présentés figure 9. 
 
Figure 9. Exemple de relevé des histogrammes du spectre fréquentiel des 
déplacements du tremblement de la main et des doigts lorsque le bras du sujet est 
tendu. 
Cette étude montre l‟impact fréquentiel des différents membres du corps suivant 
différentes positions. Elle dévoile aussi que si la charge sur le bras augmente, il y a un 
déplacement de certaines fréquences vers les basses fréquences. Ajouter une charge se 
comporte d‟une certaine manière comme un filtre passe bas sur la réponse fréquentielle. On 
peut remarquer une similarité de la forme de spectre des fréquences entre les mesures avec 
accéléromètres et celles par mesure laser.  
 Gyroscope 
Les méthodes de mesure par gyroscope sont les plus récentes, elles sont rendues possibles 
grâce à la miniaturisation des capteurs appelés les MEMS pour microelectromechanical 
systems. De la même manière que pour la mesure avec accéléromètre, les gyroscopes MEMS 
sont directement placés sur le membre à étudier.  Encore peu d‟études ont été faites avec cette 
méthode de mesure du tremblement. Dans les travaux de [32] des données ont été extraites 
pour des tremblements pathologiques. Même si cette méthode de mesure semble la mieux 
adaptée, car elle rend compte directement des tremblements rotationnels des membres, les 
données pour le tremblement physiologique ne sont pas encore disponibles. Un exemple de ce 
type de mesure avec des gyroscopes est présentés figure 10.  
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Figure 10. Densité spectrale de puissance de la rotation du poignet pendant une tache 
d’aller-retour du doigt entre le genou et le nez avec un patient ayant un tremblement 
essentiel [32]. 
Ces résultats montrent une densité spectrale de puissance d‟une rotation du poignet 
pendant une tache d‟aller-retour du doigt entre le genou et le nez, avec un patient ayant un 
tremblement pathologique dit essentiel. Grâce aux travaux de [33] il discrimine les 
mouvements volontaires des tremblements gênants du patient ayant des plages de fréquences 
supérieures à 2Hz. Dans la même optique, ces techniques pour détecter les tremblements 
grâce aux gyroscopes sont utilisées par les chercheurs  pour développer des systèmes de 
suppression de tremblement dans les appareils de microchirurgie afin d‟assister les 
chirurgiens pour les opérations qui demandent beaucoup de précision [34, 35, 36]. Le but de 
ces systèmes est de supprimer des mouvements volontaires,  les mouvements parasites 
présentant des fréquences situées au-dessus de 2Hz. 
Malgré la pertinence d‟utiliser des gyroscopes pour étudier le tremblement, ces résultats 
ne sont pas exploitables pour notre recherche. Ils concernent en effet les tremblements 
pathologiques qui présentent des amplitudes bien plus importantes, avec une répartition 
spectrale différente des tremblements physiologiques.  
 Conclusion 
Les résultats de ces différentes études et observations avec différentes méthodes montrent 
une convergence dans l‟analyse spectrale du tremblement humain de la main, que ce soit avec 
la méthode des accéléromètres, ou avec la méthode laser. Concernant les méthodes utilisant 
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les gyroscopes, celle-ci ne sont pas encore disponibles pour le tremblement physiologique. 
Nous pouvons ainsi résumer synthétiquement que le tremblement est borné en terme 
d‟amplitude maximale, qu‟il est composé de différentes composantes spectrales qui ont de 
multiples origines et contributions. Les différentes contributions sont présentées figure 11 
pour un tremblement physiologique de la main.  
 
Figure 11. Exemple de densité spectrale de puissance du tremblement de la main 
avec ses différentes sources. 
Basée sur les études physiologiques du tremblement, cette figure montre les différentes 
plages de fréquences de contribution des résonances des membres et de sources de 
tremblement. Même si les chercheurs se sont intéressés à identifier d‟où proviennent ces 
différentes sources de résonnances avec précision, elles sont difficilement séparables entre 
elles car plus ou moins liées les unes aux autres.  Les fréquences approximativement 
comprises entre 1-3 Hz sont plutôt la contribution de la résonance mécanique du bras, entre 5-
12 Hz celle du poignet et entre 16-30 Hz celle des doigts [37]. Les fréquences de tremblement 
inférieures à 7Hz sont plutôt identifiées par les chercheurs comme provenant des réflexes 
mécaniques [38]. Pour les fréquences comprises entre 8 et 12 Hz, les chercheurs pensent que 
c‟est plutôt une source de tremblement due au système nerveux [39].  Ainsi, nous pouvons 
voir que la contribution du tremblement par les doigts en termes d‟amplitude de déplacement 
n‟est pas très importante par rapport aux autres contributions, mais par contre elle est plutôt 


















- 19 - 
de haute fréquence (> 15 Hz). Les principales résonances sont celles du poignet et du bras. 
Comme mesurées par [33], les fréquences inférieures à 2Hz sont plutôt dues à des 
mouvements volontaires. Mais comme des tremblements sont encore présents alors que le 
sujet recherche l‟immobilité, ils sont dus aux  mouvements « volontaires » du corps pour 
ajuster la position du membre afin de le stabiliser. En matière d‟amplitude ils sont importants 
mais de basse fréquence.  
Complétant les études basées sur les accéléromètres, les études utilisant les lasers 
montrent que le tremblement est aussi de nature rotationnel dû aux articulations du poignet. 
Ainsi, le tremblement de la main est un mouvement désordonné suivant les six degrés de 
liberté de la main. Ces tremblements vont se propager à l‟appareil photo pendant une prise de 
vue. Ces études de tremblement directement faites à partir de l‟appareil photo sont présentées 
dans la section suivante. 
1.1.2.2 Caractéristiques du bougé de l’appareil photo 
 Amplitude 
Analogue à la méthode de pointage laser pour mesurer les amplitudes de tremblement de 
la main, [29] utilise cette méthode, mais en fixant le laser sur l‟appareil photo. Un exemple de 
résultat est présenté figure 7. L‟expérience est faite sur 6 sujets avec un temps de pose de 5 
secondes dans trois conditions d‟utilisation différentes. Une première condition d‟expérience 
est réalisée avec un appareil photo reflex tenu à deux mains. Puis les suivantes sont réalisées 
avec un appareil photo bridge tenu à une main, l‟une en regardant l‟écran LCD et l‟autre en 
regardant dans le viseur optique de l‟appareil. 
Les résultats montrent que les amplitudes minimum et maximum de rotation sont de 0,3-
0,8 degré respectivement. Dans le cas avec l‟appareil reflex tenu à deux mains, le bougé dû au 
tremblement est le plus faible avec un bougé moyen proche de 0,45 degré. Dans cas de la 
tenue de l‟appareil photo bridge avec une seule main, le bougé est plus important, avec une 
moyenne de 0,5 degré. 
Les résultats de cette expérience donnent le même ordre de grandeur que les études avec 
seulement le pointeur laser. Même si le temps du bougé est cinq fois plus long que dans les 
expériences de [23], les amplitudes ne sont pas cinq fois plus grandes. Il y a un effet de 
saturation au cours du temps d‟exposition. Au regard du petit nombre d‟expériences et de 
sujets, il est difficile de conclure sur une loi générale de bornage du bougé de l‟appareil photo. 
Par contre, les ordres de grandeur peuvent être retenus. 
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 Vitesse angulaire  
Les travaux de [40] s‟appuient sur des mesures de vitesse grâce aux gyroscopes. Cela 
permet d‟étudier le bougé induit par les usagers sur les petits appareils photo, tels que les 
Smartphones. D‟après les résultats expérimentaux, ils montrent que pour des temps de pose 
inférieurs à 100 ms, le bougé de la caméra peut être fidèlement approché par un mouvement 
linéaire. Pour les temps d‟exposition plus longs, ils en dérivent une vitesse de bougé effective 
définie comme étant la taille de l‟axe du motif du bougé le plus long divisé par le temps de 
pose. Cela leur permet de démontrer que la règle générale issue des formats d‟appareils photo 
35 mm, disant que le temps de pose doit être inférieur à l‟inverse de la distance focale pour 
avoir une image toujours nette, n‟est plus valide pour les cas d‟appareils avec un faible masse 
ou avec une utilisation à une main. Cette étude démontre aussi que le fait de tenir l‟appareil 
photo avec une seule main entraine un bougé plus important qu‟avec une préhension  à deux 
mains. 
 
Figure 12. Mesure de bougé avec un appareil photo reflex Pentax K-7 avec shake 
reduction (SR) ou sans système de réduction du tremblement. Le bougé est approximé 
par un bougé linéaire. 
Les travaux de  [41] s‟intéressent à approcher le tremblement comme un bougé linéaire 
pour en déduire le gain réel d‟un système de stabilisation. Les observations du tremblement 
directement faites sur l‟appareil photo [41] sont présentées figure 12.  
Cette expérience, réalisée avec 4 sujets suivant 7 optiques différentes, montre l‟évolution 
du bougé suivant le temps d‟intégration. Nous pouvons remarquer que l‟amplitude des 
rotations du bougé de l‟appareil photo a tendance à être plus importante avec le réglage d‟une 
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petite distance focale. Cela s‟explique par le fait que plus la distance focale est grande, plus 
l‟optique est lourde donc plus le tremblement va être atténué grâce à l‟inertie massique de 
l‟appareil photo. 
Dans leurs observations, pour des temps d‟expositions jusqu‟à une seconde, le bougé est 
approximé par un bougé linéaire avec une vitesse moyenne de rotation angulaire constante de 
10 mrad/s (0,573 °/s) dans le cas sans stabilisation. Ainsi, le bougé pixelB  sur l‟image finale en 






tvtB )(  (2) 
avec v  la vitesse du bougé, t  le temps de pose, f  la distance focale et pixelT  la taille du 
pixel de l‟imageur. 
 Statistique 
Plusieurs études statistiques [10, 42] s‟intéressent à l‟évolution de l‟écart type du bougé 
suivant le temps d‟exposition. Dans les travaux de [10] les mesures sont faites à partir de 7 
sujets photographiant une LED dans le noir suivant différents temps d‟exposition avec 3 
appareils photo différents. Ainsi, chaque image enregistre la forme du bougé en niveau de gris 
dû aux tremblements pendant le temps d‟exposition présenté figure 13.  
 
Figure 13. À gauche : bougé de l’appareil photo avec son axe long (rouge) et son axe 
court (vert). À droite : 20 bougés différents suivants des temps de pose allant de 0,01 à 
0,8 seconde. 
Ensuite pour chaque image, l‟écart type du bougé en est déduit suivant l‟axe court et 
l‟axe long. L‟axe court et l‟axe long sont déterminés grâce à l‟analyse en composantes 
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principales de la forme du bougé [43]. Pour chaque temps d‟exposition, l‟écart type a été 
ensuite moyenné selon toutes les prises de vues, puis approximé par une courbe en puissance. 
Un exemple de résultat statistique suivant l‟axe long de tous les sujets est présentée figure 14.  
 
Figure 14. Exemple de résultat des travaux de [10]. Évolution de l’écart type suivant 
le temps d’exposition sur l’axe long pour trois appareils photo avec des masses 
différentes. 
Les points de mesure au cours de l‟intégration ont été ajustés à une loi temporelle de 
puissance d‟équation : 
   bIntIntFlou aTT   (3) 
Avec Flou  l‟écart type du flou, IntT le temps d‟intégration de l‟image et a , b des 
coefficients d‟ajustement. Il a été calculé que le coefficient d‟ajustement optimal pour b  est 
de 0,5632. Par contre, le coefficient a  dépend fortement de la masse de l‟appareil photo et de 
la dextérité du photographe. Cette étude met aussi en avant que, pendant les quelques 
premières dizaines de millisecondes, la forme du bougé est quasiment linéaire. Alors que pour 
des temps d‟expositions plus longs, les formes de bougé évoluent vers des motifs aléatoires. 
Ces observations appuient la pertinence du coefficient d‟ajustement b  de la loi de puissance 
qui évolue comprise entre un déplacement linéaire ( 1b ) et une marche aléatoire ( 5,0b ). 
Ces travaux montrent aussi que plus l‟appareil photo est lourd, moins le bougé est important 
et que plus le photographe est expert, moins il a tendance à bouger du fait de sa dextérité. 
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1.1.2.3 Conclusion 
D‟une part, le tremblement physiologique de la main est défini par les scientifiques 
comme une oscillation involontaire caractérisée en termes d‟amplitude et de fréquence par les 
observations physiologiques. 
D‟autre part, nous avons des observations faites directement sur l‟appareil photo en 
termes temporel, fréquentiel et statistique. Ces observations montrent que le motif du bougé 
est de type linéaire pour les temps d‟exposition court, alors que pour les temps d‟exposition 
long il est de type marche aléatoire. 
Afin d‟en avoir une représentation analytique, des modèles de bougé ont été réalisés pour 
simuler des flous de bougé. Ils sont présentés dans la section suivante. 
1.1.3 Modèle de bougé dans la littérature 
Pour simuler des flous de bougé, plusieurs méthodes peuvent être envisagées : 
 Soit utiliser des modèles empiriques généralement utilisés dans la littérature telle 
que le déplacement linéaire ou la marche aléatoire.  
 Soit à partir d‟une approche mécanique. 
1.1.3.1 Modélisation du tremblement avec une approche  
mécanique 
Des modèles mécaniques du bras ont été développés par les chercheurs pour étudier les 
vibrations dans les membres du bras, que ce soit par modèle de simulation [44, 45, 46] ou par 
reconstitution de bras mécaniques [47]. Des stimuli d‟excitation de nature différente sont 
utilisés en entrée du système mécanique pour en étudier les tremblements.  
Même si le tremblement humain met à contribution le corps humain et que celui-ci peut 
être modélisé par un système mécanique simplifié, il est difficile d'en tirer un modèle fin de 
tremblement humain pour les raisons suivantes : 
 Il y a un premier problème qui concerne le lieu et le type d‟application de la source du 
tremblement. Le lieu d'application de la source de bruit n'est pas évident à définir. Par 
exemple réduire la source de tremblement à une agitation en bout de main ne permet 
pas de montrer la contribution de chaque membre pour le tremblement global. De plus 
le type de source d‟entrée est difficile à définir car, comme nous l‟avons vu au 
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paragraphe 1.1.2.1, ce phénomène reste mal connu même s‟il est parfois modélisé par 
un bruit gaussien ou un sinus avec une amplitude et une fréquence variable. 
 Il y a un deuxième problème qui concerne le comportement dynamique du modèle 
mécanique. Il paraît difficile de  prendre en compte les boucles de contre-réaction du 
système, les séquences de muscles pour réaliser un mouvement de stabilisation de 
posture...  
1.1.3.2 Modèle de déplacement linéaire 
Le modèle de déplacement linéaire (straight line walk) est la plus simple modélisation 
d‟un mouvement aléatoire. Malgré cela, il est le plus utilisé pour modéliser un bougé 
d‟appareil photo soumis aux tremblements comme dans les travaux de [48] qui cherche un 
optimum entre le temps de pose, le gain ISO et la netteté de l‟image. Dans la même démarche, 
pour avoir une image toujours nette, le choix du temps de pose est choisi suivant la distance 
focale. Les photographes utilisent la règle générale : d‟avoir un temps de pose inférieur à 
l‟inverse de la distance focale. Ainsi [40] approxime cette loi comme un flou de bougé 
linéaire maximum à ne pas dépasser. 
Le bougé linéaire est alors modélisé par le tirage aléatoire d‟une vitesse constante avec un 
angle aléatoire de départ. 
 
Figure 15. Cinq bougés linéaires aléatoires 2D avec des angles et vitesses différentes 
pour le même temps de simulation. 
1.1.3.3 Modèle de marche aléatoire 
Le modèle de marche aléatoire (random walk) est un modèle qui décrit la trajectoire d‟un 
objet se déplaçant de manière aléatoire à chaque instant sans tenir compte du passé [49]. Un 
exemple de marche aléatoire est celui du mouvement Brownien [50] qui est la description 
mathématique du déplacement d‟une particule dans un fluide. De manière analogue le 
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tremblement de la main, par sa nature désordonnée, peut être décrit par un modèle de marche 
aléatoire. Ainsi dans un premier modèle, nous avons décrit la source du bougé comme un 
modèle de marche aléatoire, pour modéliser un flou de bougé. Ce modèle repose sur : 
 Des pas de taille aléatoire suivant une répartition gaussienne. 
 Pour chaque pas, une direction aléatoire. 
Voici des exemples de marche aléatoire en deux dimensions. 
 
Figure 16. Cinq marches aléatoires 2D différentes avec 100 pas pour le même temps 
de pose. 
1.1.3.4 Conclusion sur l’insuffisance des modèles 
Aucun de ces modèles n‟a été confronté aux observations physiologiques du tremblement 
humain. Néanmoins si l‟on compare ces modèles aux connaissances du tremblement et aux 
observations faites sur les appareils photo nous pouvons en déduire que ces modèles sont 
limités pour reproduire fidèlement le bougé dû au tremblement : 
 Du fait de leurs limites de modélisation, les modèles mécaniques de la littérature par 
exemple [44] n‟arrivent pas à obtenir une réponse fréquentielle du tremblement 
similaire à ceux observés par les études physiologiques. En conséquence, leurs 
réponses temporelles pour modéliser le tremblement ne sont pas fidèles. 
 Le modèle linéaire peut être bien approprié pour les courts temps d‟intégration, car le 
bougé s‟apparente à un bougé linéaire pour des temps inférieurs à quelques dizaines de 
millisecondes [10, 40]. Par contre, pour des temps d‟exposition plus longs, il est clair 
que ce modèle n‟arrive pas à reproduire un bougé avec des directions aléatoires. 
 Le modèle de marche aléatoire semble plus approprié pour des temps d‟exposition 
longs. Mais inversement, pour des temps d‟exposition court, il semble trop aléatoire. 
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remarquons qu‟il n‟arrive pas à reproduire les propriétés spectrales du tremblement de 
la main. 
En conclusion, aucun modèle existant n‟arrive à reproduire de manière fidèle les 
observations faites par les études physiologiques et photographiques concernant le 
tremblement. Malgré le fait qu‟un modèle reflétant précisément les caractéristiques du bougé 
permet de définir le cahier des charges du système de contrôle. En particulier, se passer 
d‟accéléromètre implique d‟effectuer une estimation du mouvement à partir de l‟image elle-
même. Ainsi la cadence d‟acquisition, la manière de suivre le mouvement est très dépendante 
du type de bougé d‟entrée. C‟est pourquoi, les modèles existant ne peuvent pas répondre aux 
besoins précis de la problématique de stabilisation de flou de bougé en photographie. En 
conséquence, nous avons développé un modèle de bougé basé sur les études du tremblement 
physiologique. 
1.2 Modèle de tremblement proposé 
1.2.1 Hypothèses pour la construction d’un nouveau 
modèle de tremblement adapté aux besoins 
La fonction d‟étalement du point, ou plus connu en anglais par point spread function 
(PSF), est un filtre passe bas bidimensionnel décrivant la réponse d‟un système d‟imagerie à 
une source ponctuelle. En d‟autre terme, la PSF est la « carte d‟identité » du flou de l‟image. 
La convolution de ce filtre de PSF avec une image sans bougé, appelée image idéale par la 
suite, génère une image floutée ayant la quantité d‟information de flou de la PSF comme 
présenté figure 17. Elle permet donc de modéliser avec précision un flou de bougé sur une 
image finale. L‟objectif de notre modèle de tremblement, présenté par la suite, est de 
reconstruire une PSF temporelle qui représente fidèlement le flou de bougé humain évoluant 
au cours du temps. 
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Figure 17. Exemple de PSF convoluée avec une image idéale. La PSF est la « carte 
d’identité » de l’image floutée. 
Pour cela, nous avons besoin d‟un modèle aléatoire reflétant les caractéristiques 
physiologiques du tremblement humain. Cela permettra d‟obtenir un générateur de bougé 
aléatoire fidèle qui servira de vérité de terrain. Il permettra aussi d‟avoir de nouvelles 
informations analytiques sur les caractéristiques du bougé humain. Et de simuler l‟impact réel 
du bougé pendant une prise de vu en photographie. 
Nos objectifs ont été de construire un modèle de tremblement humain et d‟appareil photo 
qui : 
 a les mêmes caractéristiques fréquentielles, temporelles et statistiques que les 
différentes observations faites dans la littérature ; 
 a un motif de bougé aléatoire semblable à ceux qui sont observés afin de simuler un 
flou de bougé au cours du temps d‟intégration de l‟appareil photo de manière fidèle.  
Pour y parvenir, notre modèle de tremblement a été réalisé sous Matlab en deux parties 
principales : 
 Le modèle physiologique qui modélise le tremblement de la main. 
 Le modèle de l‟appareil photo qui tient compte des caractéristiques optiques et 
d‟intégration de celui-ci. 
Ce modèle est détaillé dans la section suivante. 
PSF Image idéale Image floutée 
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1.2.2 Notre modèle de tremblement physiologique de la 
main 
1.2.2.1 Vue d’ensemble 
Le cœur de notre modèle de tremblement humain se base sur la reproduction d‟un filtre 
permettant de simuler les comportements de tremblements humains. Nous construisons un 
filtre de convolution temporelle à partir de la transformée de Fourier inverse (TFI) d‟une 
densité spectrale de puissance (DSP) d‟accélération du tremblement de la main mesurée. Ce 
filtre émule le système mécanique du corps épaule bras main doigt. Ensuite, ce filtre est 
alimenté par des signaux aléatoires générant ainsi un tremblement aléatoire. 
1.2.2.2 Détails 
Le modèle de tremblement, basé sur les observations physiologiques, est synthétisé par le 
schéma figure 18.  
 
Figure 18. Schéma fonctionnel du modèle de tremblement humain physiologique. 
À partir de la densité spectrale de puissance (DSP) d‟accélération des études de [22] 
présentée figure 19, nous réalisons un filtre pour reproduire le comportement du corps 
humain. La construction de ce filtre consiste d‟une part à reconstruire le spectre de puissance 
à partir de la DSP, et d‟autre part à reconstruire la phase de ce filtre. Pour la reconstruction du 
spectre de puissance, l‟amplitude des raies de fréquence sont calculées à partir de la DSP. 
Cette reconstruction du spectre de puissance peut être paramétrée suivant la masse de 
l‟appareil photo, la dextérité de l‟utilisateur… Par exemple comme le démontre l‟étude sur le 
tremblement physiologique soumis à une masse [20], l‟augmentation de la masse de l‟appareil 
photo va avoir tendance à déplacer certaines raies de fréquence vers de plus basses fréquences 
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fréquence, nous reconstruisons sa phase en ajoutant une phase aléatoire. Cela nous permet de 
simuler les différents états initiaux du corps humain ainsi que d‟ajouter du hasard à notre 
modèle de simulation. Ce choix d‟ajouter du hasard à notre modèle a été motivé par les 
premiers résultats de bougé obtenus avec une phase constante. En effet, les bougés étaient 
trop similaires entre eux malgré des formes de bougé différents, ce qui n‟était pas conforme 
aux observations des bougés observés en photographie. 
 
Figure 19. Exemple de densités spectrales de puissance d’accélération, vitesse et 
déplacement du tremblement de la main, avec les différentes contributions des membres 
du corps humain. 
Ce filtre fréquentiel de puissance est ensuite converti en filtre de convolution temporelle. 
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poignet et les doigts du corps humain de l‟utilisateur. Il est ensuite alimenté par un bruit blanc 
gaussien simulant l‟activité du système nerveux des muscles [39] afin de produire en sortie un 
signal temporel angulaire aléatoire d‟accélérations. Ce signal d‟accélération est ensuite intégré 
deux fois au cours du temps pour générer des signaux de vitesse et de rotation respectivement. 
Ainsi, les signaux engendrés en sortie sont analogues à ceux des tremblements de la main. 
1.2.2.3 Conclusion 
Grâce à la construction de ce filtre temporel, nous pouvons reproduire le tremblement 
physiologique des mains. La réponse fréquentielle des signaux générés en sortie de notre 
modèle de tremblement de la main, est conforme à la DSP mesurée par les physiologistes.  
Ainsi, grâce à ce modèle, nous disposons de signaux de tremblement réalistes permettant 
de simuler le comportement de la main. Ce tremblement de la main va ensuite impacter 
l‟appareil photo en terme de bougé. Sa modélisation est présentée dans la section suivante. 
 
1.2.3 Notre modèle photographique du bougé 
1.2.3.1 Du tremblement au bougé 
Lors d‟une prise photographique, le tremblement de la main impacte les six degrés de 
liberté de l‟appareil photo, comme présenté figure 20. Ce tremblement physiologique est 
responsable du flou de bougé sur l‟image finale après intégration de l‟imageur pendant le 
temps de pose. 
 
Figure 20. Les 6 degrés de liberté de l’appareil photo. 
L‟intensité du flou de bougé va dépendre du temps d‟intégration correspondant à la durée 
du temps de pose. Le système optique de l‟appareil photo ne va pas propager les 
Dy(t) 
Dx(t) Dz(t) 
Axe de tangage, x(t) 
Axe de lacet, y(t) 
Axe de roulis, z(t) 
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tremblements de la même manière sur chacun des six degrés de liberté. Ces six degrés de 
liberté comprennent trois rotations (θx, θy et θz) et trois translations (Dx, Dy et Dz). 
Ainsi, nous avons besoin d‟un modèle dual optique, spatio-temporel pour passer des 
degrés de liberté de la main à l‟image de bougé final. 
1.2.3.2 Modèle du système optique 
Le système optique simplifié de l‟appareil photo peut être schématisé comme ci-dessous :  
 
Figure 21. Système optique simplifié de l’appareil photo avec ses 6 degrés de liberté. 
Le système optique de l‟appareil photo compte six degrés de liberté qui ont différents 
impacts sur le flou généré résultant du bougé. Si nous regardons les équations du système 
optique de l‟appareil photo dans les conditions normales d‟utilisation au niveau du plan focal 








































avec x et y le déplacement résultant dans le plan focal de l‟imageur, F la distance 
focale, Dscène la distance entre la lentille de l'appareil photo et la scène. Pour des variations 
données z, Dz, la fonction f de transformation de la rotation et de l‟homothétie dépend de la 
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avec dx, y la distance entre le point considéré et l‟axe optique. Dans des conditions 
typiques, Dscène >> F >> dx,y. La distance à la scène est beaucoup plus importante que les 
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De plus, comme les tremblements de bougé observés par [23, 29, 40, 41] sont de 























Cette équation illustre bien pourquoi il a été largement observé que suivant les six degrés 
de liberté de l‟appareil photo de la figure 20, seuls les axes de tangage et de lacet dominent le 
flou de bougé dans les conditions standard d‟utilisation. Cela a été par exemple expérimenté 
par [51] en cherchant à utiliser une caméra pour mesurer des rotations et des translations. 
Dans cette expérience il a été observé que même pour des translations de plusieurs 
centimètres, les translations sur le capteur étaient trop faibles pour être mesurées. Ainsi pour 
des faibles translations de l‟appareil photo, dans les conditions normales de prise de vue, les 
translations n‟ont aucun impact sur l‟image. Par conséquent, dans notre modèle, nous avons 
réduit les six degrés de liberté de l‟appareil photo en deux degrés de liberté. 
Si maintenant nous récrivons l‟équation 7 pour ramener les déplacements x et y en 
























avec Tpix, la taille des pixels. C‟est pourquoi pour le même tremblement initial, plus la 
taille des pixels sera petite, plus le nombre de pixel impacté par le tremblement sera 
important. C‟est pour cela que la réduction de la taille des pixels augmente le flou intrinsèque 
de l‟image. 
1.2.3.3 Modèle d’intégration du bougé sur le capteur 
C‟est le modèle de l‟appareil photo qui est responsable de la transformation des 
tremblements angulaires en translation sur l‟imageur. La PSF est le résultat de cette 
intégration du bougé au cours du temps. Enfin, la PSF est utilisée pour flouter les images à 
partir d‟une scène idéale de référence et ainsi simuler la dégradation de l‟image au cours de 
son intégration sur l‟imageur. Le schéma synthétique du modèle de simulation de l‟appareil 
photo est présenté figure 22. 
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Figure 22. Modèle de l’appareil photo utilisé dans notre simulation. 
Comme montrée sur cette figure 22, une paire de signaux aléatoires de rotation angulaire, 
provenant du modèle de tremblement de la main, est convertie en bougé de translation sur 
l‟imageur. Cette conversion est calculée grâce à l‟équation 6. Elle est paramétrée suivant les 
caractéristiques de l‟imageur, telles que la taille des pixels et la distance focale. À cet instant, 
les signaux de translation sont encore dans le domaine continu. Ils doivent être échantillonnés 
pour rendre compte de la pixellisation de l‟imageur. Un accumulateur spatial est responsable 
de cette opération permettant de convertir un flux de pixels entier en rapport de pixels suivant 
la surface de recouvrement impacté par le tremblement. Ce rapport d‟illumination est alloué 
aux quatre pixels voisins recouverts par le déplacement sous pixel comme l‟illustre la 
figure 23. 
 
Figure 23. Exemple de notre modèle d’accumulateur spatial pour un déplacement sous 
pixel. Ligne pleine : déplacement sous pixel, ligne pointillée : position actuelle de la 
matrice de pixel. 
Finalement, la PSF est obtenue par l‟intégration temporelle de ces rapports 
d‟illumination. Une image floutée par le bougé est ensuite obtenue par une simple 
convolution 2D à partir de l‟image idéale de référence et de la PSF. 
La convolution de celle-ci par une scène idéale donne une image floutée naturelle en 
cours d‟intégration comme présentée figure 24. L‟image de sortie finale simule au niveau 



























pixX (t),  
pixY (t) 
- 34 - 
 
Figure 24. Modèle de simulation de flou de bougé pendant une prise de vue. 
La PSF temporelle résultante de la sortie de notre modèle permet de décrire 
mathématiquement le flou de bougé qu‟aurait subi une source ponctuelle. La PSF est ainsi la 
carte d‟identité du flou, la réponse du système à la perturbation du bougé. 
Le modèle de simulation du tremblement humain présente différents types de sorties. 
Elles permettent de simuler différents niveaux dans un système final. Un exemple de ces 
sorties est présenté figure 25. 
 
Figure 25. Exemple de sortie du modèle de génération de flou de bougé. Bougé de 
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Grâce à la génération de la PSF avec notre modèle de bougé, nous pouvons simuler des 
flous naturels provenant des tremblements physiologiques de la main prenant en compte les 
caractéristiques de l‟appareil photo. Pour valider la pertinence de ce nouveau modèle proposé, 
dans la section suivante, nous allons le comparer aux modèles existant ainsi qu‟aux 
observations faites dans la littérature. 
1.3 Comparaison et validation 
1.3.1 Comparaison subjective aux autres modèles 
Dans un premier temps, nous avons comparé notre modèle de façon subjective. D‟une 
part avec les autres modèles existants que sont le modèle de bougé linéaire et le modèle de 
marche aléatoire. D‟autres par avec les formes des sorties enregistrées des gyroscopes pendant 
une prise de vue. Cela nous permet une première validation subjective de la pertinence de 
notre nouveau modèle proposé. 
1.3.1.1 Formes de bougés 
Dans cette partie, nous comparons notre modèle à des modèles plus simples qui sont 
généralement utilisés pour simuler le bougé d‟un appareil photo. Comme nous l‟avons vu 
dans l‟état de l‟art de ce chapitre, le tremblement de bougé se comporte comme quelque chose 
d‟aléatoire mais qui reste entre un mouvement proche du mouvement linéaire pour un temps 
d‟exposition court et d‟un mouvement aléatoire pour un temps d‟exposition long. 
Pour comparer ces modèles de manière subjective de la meilleure façon, nous avons 
choisi de fixer l‟écart-type des trois modèles. Ce calcule d‟écart-type est réalisé suivant l‟axe 
long reprenant la démarche de calcul de [10]. Cela nous permet d‟avoir une juste référence de 
comparaison malgré le fait que ces modèles présentent des formes de sorties très différentes. 
La figure 26 s‟intéresse à comparer les différents modèles de simulation de flou pour le 
cas d‟un temps d‟exposition court. 
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Figure 26. Comparaison des différents modèles pendant un temps d’exposition court 
(0,1 s). 
Si l‟on regarde la figure 26, nous pouvons remarquer que le modèle de marche aléatoire 
montre une très forte activité de déplacement sous pixel et n‟arrive pas à reproduire un 
déplacement proche du type flou linéaire qui est largement observé pour des temps 
d‟expositions court. A l‟inverse, notre modèle reproduit ce type de bougé linéaire. Si l‟on 
regarde les images floutées finales, nous pouvons remarquer que le modèle de flou linéaire et 
notre modèle reproduisent un flou observé pour des temps d‟expositions faibles. Alors que le 
flou final du modèle de marche aléatoire génère un flou trop étalé pour le temps de pose. 
Pour des temps d‟exposition longs, un exemple de résultat est présenté figure 27. 
 
Figure 27. Comparaison des différents modèles pour un temps d’exposition long (0,8 
s). 
PSF 
Image floutée  
Mouvement linéaire  Notre modèle  Marche aléatoire 
PSF 
Image floutée 
Mouvement linéaire  Marche Aléatoire Notre modèle 
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Les résultats montrent clairement que pour un long temps d‟intégration, le modèle simple 
de bougé linéaire produit un flou non naturel, trop directionnel. La forte dispersion de la 
marche aléatoire génère une trop forte dispersion du flou de bougé. L‟image floutée semble 
beaucoup trop agitée dans toutes les directions pour un flou de bougé naturel. Alors que dans 
ce cas, notre modèle arrive à reproduire un flou naturel. 
Seul notre modèle arrive à reproduire de manière subjective des flous pour tout type de 
temps d‟exposition. 
1.3.1.2 Comparaison aux sorties gyroscopes 
Une autre manière subjective est de comparer les sorties des gyroscopes d‟appareils 
photo aux sorties de notre modèle du tremblement angulaire de la main pendant un temps de 
pose. 
Dans le brevet de [52], un relevé de sortie de gyroscope d‟un appareil photo du type 
reflex pendant un temps de pose de 1 seconde est présenté figure 28 à gauche. Nous le 
comparons avec les sorties de notre modèle à droite pour une variation angulaire aléatoire. 
 
Figure 28. Comparaison de sorties gyroscopes [52] (gauche), avec notre modèle 
(droite) 
Les résultats de simulation de notre modèle montrent une forte ressemblance avec le 
relevé des mesures gyroscopiques faites par [52]. Pendant un long temps d‟intégration, notre 
modèle arrive à reproduire les formes des variations angulaires du bougé. 
Une autre comparaison subjective est réalisée figure 29 pour des relevés avec des temps 
d‟exposition court. Si l‟on compare les sorties gyroscopes 2D de [40] faites sur un temps 
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forte similarité entre les mesures gyroscopiques et les sorties 2D du modèle de simulation. 
Ces mouvements peuvent effectivement s‟apparenter à des mouvements quasi linéaires. 
 
Figure 29. Sorties gyroscopiques 2D de [40] comparées à notre modèle de 
tremblement. 
Ces résultats subjectifs montrent que le modèle proposé pour simuler le flou de bougé 
semble reproduire d‟une manière assez fidèle les formes des sorties des gyroscopes 
d‟appareils photo. Même si ces résultats sont bons, ils ont besoin d‟être validés par des 
mesures plus objectives. Ces mesures objectives sont proposées dans la section suivante. 
1.3.2 Validation statistique 
Une étude statistique a été conduite pour comparer notre modèle de tremblement 
physiologique aux résultats statistiques de l‟étude terrain de [10]. Premièrement, nous nous 
sommes remis dans les conditions de l‟expérience menée par Silverstein en matière de 
distance focale et taille de pixel. Par simulation Matlab, nous avons reproduit son protocole 
d‟expérience mais avec notre modèle de tremblement physiologique. Pour cela, nous avons 
simulé 100 PSF de flous de bougés différents, puis nous en avons calculé leur écart-type 
suivant les grands et petits axes au cours de leur temps d‟intégration. Puis à chaque temps 
d‟intégration, nous avons moyenné tous les résultats provenant des 100 grands axes des PSF 
pour construire l‟évolution de l‟écart-type suivant le temps de pose.  
Nous avons aussi réalisé ce calcul pour les modèles de bougé linéaire et de marche 
aléatoire afin de les comparer. Les résultats sont présentés figure 30. 




















 de [40] 
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Figure 30. Comparaison de l’évolution des écarts-types suivant le temps de pose entre 
la courbe d’équation d’ajustement de  [10], le bougé linéaire, la marche aléatoire et notre 
modèle. 
Nous pouvons remarquer dans la figure 30 que l‟équation d‟ajustement de [10] ainsi que 
notre métrique est bornée par l‟écart-type du flou de bougé linéaire et de marche aléatoire. 
Pour des temps d‟exposition court, notre modèle est plus proche de la statistique du flou 
linéaire que l‟équation d‟ajustement de [10]. Cela peut s‟expliquer par le fait que le 
coefficient d‟ajustement b vaut 0,5632 qui est très proche de la marche aléatoire de valeur 0,5. 
Donc pour des temps d‟exposition court, notre modèle montre un plus faible écart-type que 
les résultats de [10]. Mais si l‟on regarde plus en détail leurs points de mesures, on peut voir 
que l‟ajustement de la courbe tend à sur estimer l‟écart-type dans ces temps courts. De plus, 
du fait de la relative imprécision de la mesure due au diamètre de la tâche de la LED, il 
semble difficile de mesurer avec précision l‟écart-type pour des temps d‟exposition très 
courts. 
Inversement pour des temps d‟exposition de longue durée (c'est-à-dire supérieur à 400 
ms), l‟équation d‟ajustement et notre modèle convergent vers une statistique de marche 
aléatoire. 
Seul notre modèle reproduit correctement les observations statistiques tout au long de son 
temps d‟intégration. 
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1.4 Conclusion sur notre modèle de génération 
de flous de bougé  
1.4.1 Avantages et points nouveaux 
Un modèle de génération de flous de bougé a été présenté dans ce chapitre. À notre 
connaissance, c‟est le premier modèle de bougé qui réunit les observations faites dans les 
domaines statistique, temporel et fréquentiel. Nous avons démontré que notre modèle de 
tremblement physiologique permet de reproduire fidèlement le comportement du tremblement 
humain et son impact sur l‟appareil photo comme synthétisé dans le tableau 2. 
Tableau 2. Tableau comparatif sur la pertinence des différents modèles de bougé : 
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Ce tableau montre que notre modèle de bougé est bien plus riche et fidèle que les 
modèles généralement utilisés pour simuler ce type de flou. Notre modèle est valable en 
temps continu, quel que soit le temps de pose jusqu'à 1 seconde. Dépassé ce temps notre 
modèle ne peut pas prendre en compte toutes les contre-réactions volontaires du photographe 
face à sa propre dérive de bougé. Mais d‟une certaine manière notre modèle reste valable, car 
la partie de tremblement physiologique de l‟homme sera toujours présente quel que soit le 
temps de pose. 
Ainsi, cette bonne connaissance et modélisation du flou de bougé nous permet d‟avoir 
des entrées réalistes dans nos systèmes de stabilisation d‟image présentés dans le chapitre 3.  
1.4.2 Conclusion sur le modèle 
En utilisant une approche unifiée des études physiologiques, temporelles, fréquentielles et 
statistiques, notre modèle nous permet de générer des images avec des flous réalistes. Par 
contre, une métrique de flou de bougé a besoin d‟être développée pour quantifier l‟impact 
visuel du flou de bougé sur l‟image finale. Et ainsi d‟une part, mesurer le gain visuel de ces 
systèmes de stabilisation et, d‟autre part, développer des algorithmes de stabilisation prenant 
en compte la qualité finale visée. 
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Chapitre 2 Métrique de qualité d’image 
pour le flou de bougé 
La prédiction de qualité d‟image est un champ de recherche complexe puisqu‟il s‟appuie 
sur l‟hypothèse qu‟il est possible de prédire la qualité des images d‟une manière objective, 
alors que chaque personne perçoit les images de façon subjective provenant de l‟interprétation 
de l‟image par l‟homme [53]. De nombreuses études ont été faites sur la qualité des images. 
La complexité de la prédiction provient des nombreux paramètres qui entrent en jeu dans la 
perception de la qualité : 
 La nature intrinsèque de l‟image (scène naturelle, image virtuelle, type de scène, 
image personnelle…). 
 La composition de l‟image (cadrage, composition de la scène, personnage 
principal…). 
 La dégradation de la chaine de l‟image (optique, capteur, condition de prise de vue, 
support d‟enregistrement, support de visualisation…). 
Dans notre étude, nous avons restreint notre champ de recherches sur la qualité des 
images au cas de la dégradation de la chaîne de l‟image, spécifiquement dans le cas des 
images subissant un flou de bougé pendant une prise de vue. Ce choix a été motivé dans le but 
d‟isoler l‟impact du bougé de l‟appareil photo sur la qualité de l‟image. De ce fait dans ce 
deuxième chapitre tous mes travaux sur l‟évaluation de la qualité des images sont concentrés 
sur la quantification du flou de bougé sur les images, quels que soient la nature et les détails 
de l‟image. 
Dans un premier temps, je présenterai un état de l‟art sur la qualité des images. Nous 
regarderons comment les images sont perçues par l‟homme, et quelles sont les différentes 
méthodes de mesures psycho-visuelles développées par les chercheurs. Puis nous 
examinerons les métriques de flou existantes. Ma conclusion sera qu‟elles ne sont pas 
adaptées à la quantification du flou de bougé. 
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Dans un second temps, je détaillerai comment est construite la métrique de qualité que je 
propose pour quantifier le flou de bouger. 
Dans un troisième temps, nous verrons les expériences visuelles que j‟ai menées pour 
valider la métrique de qualité. Une première expérience a été mise en place pour valider la 
métrique dans le cas particulier du flou de bougé linéaire, puis une deuxième expérience pour 
étendre cette validation aux flous quelconques. Ces flous sont générés grâce à notre modèle de 
tremblement physiologique. Puis nous verrons l‟application de la métrique au flou de bougé 
lors d‟une prise de vue photographique. 
Enfin, nous conclurons sur la pertinence de notre métrique pour quantifier le flou de 
bougé. 
2.1 État de l’art sur la qualité d’image  
2.1.1 Mesure liée à la perception visuelle 
2.1.1.1 L’homme comme seul juge 
L‟objectif d‟une image est de reproduire une scène par l‟intermédiaire d‟un support pour 
transmettre une information visuelle à l‟homme. Ainsi, la mesure de la qualité d‟image revient 
à mesurer la satisfaction de l‟homme lorsqu‟il regarde le rendu de cette image. Cette 
satisfaction de l‟homme peut varier suivant la difficulté de reproduire la scène. Par exemple 
des archives de vieilles images, des images de l‟espace, des images prises sur le vif ou 
insolites… Dans tous les cas c‟est l‟homme qui sera juge de la qualité finale de l‟image. Pour 
les dégradations de type floutage, l‟action de rendre une image flou, le système mis en jeu 
pour juger de la qualité de l‟image repose sur 3 composantes : 
 L‟homme : avec sa vision, ses intérêts pour l‟image, ses attentes de l‟image, son 
interprétation de l‟image… 
 L‟image : le type de scène, le support de visualisation, les dégradations (netteté dans 
notre cas)… 
 La distance de visualisation, la distance entre l‟homme et l‟image. 
Une image nette, est définie comme une image sans flou, qui a un piqué important 
caractérisé par des contours francs avec une forte variation de la luminance dans les zones 
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texturées de celle-ci. Si l‟on prend exactement la même scène mais avec plusieurs nettetés 
différentes, l‟image jugée la meilleure sera celle qui aura le piqué le plus fin, celle qui pourra 
rendre les plus petits détails de l‟image. Inversement une image floutée sera celle perçue 
comme ayant des contours lissés ainsi qu‟ayant subi une perte de détails. Donc, la mesure de 
flou va tenter de caractériser cette dégradation de perte de netteté. 
Dans une situation donnée (ou l‟homme, l‟image et la distance sont fixés), il existe un 
seuil de perception qui permet de distinguer le « flou » du « net ». Cela arrive lorsque le plus 
petit point de l‟image discernable par l‟œil est parfaitement compris dans un cercle, on 
l‟appelle le cercle de confusion (CdC) qui a été défini par [54]. 
 Le cercle de confusion 
Le CdC est défini comme le point équivalent le plus petit sur une image discernable par 
l‟œil humain. Le rayon du CdC dépend de : 
 L‟acuité visuelle : la capacité de résolution spatiale du système visuel, qui permet à 
l‟œil de voir les détails les plus fins. Elle est limitée par la diffraction, les 
aberrations et le nombre de photorécepteurs contenus dans l‟œil [55]. Cette acuité 
visuelle pour les personnes dites normales, avec une vision de 10/10, est de 1/60 
degré [56], 1 arc minute. Pour des observateurs entraînés avec une excellente vision 
(20/10) sur un fond très lumineux, l‟acuité maximale visible peut être jusqu‟à 
0,5/60 degré [57]. Mais en général, 1 arc minute est retenu pour les différents 
calculs mettant en jeu l‟acuité visuelle humaine. 
 La distance de visualisation : la distance entre l‟observateur et le support de 
l‟image, qui joue un rôle d‟agrandissement ou de rétrécissement lorsque cette 
distance est réduite ou augmentée respectivement. Le fait de faire varier la distance 
d‟observation va faire varier la taille du CdC. 
 Du support de visualisation : le support de visualisation prend en compte le fait que 
par rapport à l‟image originale, il peut y avoir un agrandissement ou un 
rétrécissement. Si l‟agrandissement est trop important, c‟est ce facteur qui limitera 
la taille du CdC et inversement pour un rétrécissement. Par exemple pour une 
image avec une très forte résolution, lorsqu‟elle sera affichée à l‟écran, celle-ci sera 
rétrécie. C‟est la résolution de l‟écran qui limitera la taille du CdC. Le contraste du 
support de visualisation rentre aussi en jeu, plus il sera contrasté, plus il sera facile 
de discerner un point de petite taille. 
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Ces différents paramètres sont importants à renseigner lorsque l‟on parle de qualité 
d‟image. Ainsi, les différentes expériences psycho-visuelles qui tentent de mesurer le 
jugement de la perception humaine doivent prendre en compte ces données de distances, de 
supports et d‟acuité visuelle. 
 Sensibilité au flou (Luminance vs chrominance) 
La sensibilité au flou vis-à-vis de la couleur ou de la luminance (c'est-à-dire des images 
en niveau de gris) a été étudiée par [58, 59] en s‟intéressants à la sensibilité de notre système 
visuel aux contrastes spatiaux. En effet, un flou sur l‟image va avoir tendance à réduire les 
hautes fréquences spatiales de celle-ci. Les images pouvant se décomposer suivant les 
informations  de luminance et de chrominance, nous pouvons nous poser la question : est-ce 
la luminance ou la chrominance qui porte les informations de netteté d‟une image ? En 
d‟autres termes, d‟un point de vue de la netteté de l‟image : est-ce qu‟une image en niveau de 
gris va être perçue de la même manière que si elle était en couleur ? 
Si l‟on regarde la réponse en luminance, présentée figure 31.a proposée par [58], nous 
pouvons observer que l„œil est sensible aux fréquences spatiales intermédiaires. Alors que si 
l‟on regarde la réponse de la chrominance, présentés 31.b proposé par [59], nous observons 
que notre œil est sensible aux basses fréquences spatiales. Ainsi nous pouvons en déduire que 
lorsqu‟il y aura un flou sur l‟image, c‟est au niveau de la luminance que la dégradation va être 
gênante. En effet, le flou va impacter les hautes fréquences spatiales ainsi que les fréquences 
intermédiaires.  
 
Figure 31. Réponses normalisées de la perception visuelle vis-à-vis des contrastes 
spatiaux. (a) Réponse de la luminance. (b) Réponse des composantes couleurs (notées 
Cr1 et Cr2). 
Luminance Chrominance 
(a) (b) 
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Cette propriété a aussi été observée et validée par expérience visuelle dans [9]. Cette 
expérience a consisté à confronter les résultats de perception d‟image floutée en couleur avec 
celle en niveau de gris. Les résultats montrent une très forte similarité entre les deux types 
d‟image. De manière analogue, aucune différence n‟a été observée au niveau de l‟attention 
visuelle des images que ce soit avec les stimuli en couleur ou en niveau de gris [60]. 
Comme nous pouvons le constater sur la figure 32, la perception du flou est identique 
pour des images en couleur ou en niveau de gris. Ainsi pour simplifier mes travaux sur le 
développement d‟une métrique de qualité de netteté, nous nous sommes limités à la 
perception des images en niveau de gris. 
 
Figure 32. La perception du flou est similaire pour les images en couleurs (a) ou en 
niveaux de gris (b). 
2.1.1.2 Les mesures psycho-visuelles développées 
Le développement d‟une métrique de qualité d‟image demande au préalable des 
méthodes de mesure de qualité d‟image par l‟homme. Pour cela, deux principaux critères ont 
été développés : le mean opinion score (MOS), ou note d‟opinion moyenne et le just 
noticiable difference (JND), ou de différence juste perceptible en français. 
 Expérience de « mean opinion score » 
Les mesures psycho-visuelles de MOS sont les plus répandues pour  évaluer la qualité 
des images. Ces méthodes d‟évaluation ont été formalisées dans [61, 62]. 
(b) (a) 
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La méthode MOS consiste à présenter des images appartenant à un ensemble de jeux de 
stimuli. Ceux-ci comportent les images ayant été modifiées par différentes dégradations à 
partir d‟images de référence. Les images sont présentées une à une sans la présence de 
l‟image de référence. Puis, il est demandé à l‟observateur d‟évaluer l‟image en donnant une 
note à l‟image présentée. La note peut être de type numérique ou textuelle tel que : excellente, 
bonne, moyenne, mauvaise… Puis pour chaque dégradation, une moyenne est réalisée entre 
les différents observateurs. Ainsi est obtenue la qualité de l‟image suivant la dégradation de 
celle-ci. De par la simplicité de la méthode, un grand nombre de bases de données d‟images 
ont été développées. Ces bases de données comprennent un grand nombre d‟images ayant des 
dégradations différentes avec leurs notes MOS associées. Les plus connues sont accessibles 
en libre téléchargement : LIVE [63], TID [64], CSIQ [65], IVC [66], A57 [67],  Toyama [68], 
WIQ [69]. 
Pour l‟observateur, la tâche est assez directe et rapide, mais peut poser quelques 
problèmes de jugement du fait de n‟avoir aucune image de référence. Par contre, grâce à cette 
rapidité, il est possible de noter un grand nombre d‟images par un grand nombre 
d‟observateurs. De la même manière que [62], les résultats sont obtenus par le calcul de la 
moyenne des notes données par les observateurs pour chaque image. Ces scores reflètent une 
tendance relative de préférence, mais ne donnent pas de réponse absolue sur la valeur de la 
qualité des images. De plus la méthode MOS, par l‟absence d‟image de référence présente 3 
problèmes : 
 Il est difficile de comparer les différentes bases de données MOS réalisées par les 
chercheurs [70]. 
 L‟observateur va avoir tendance à répartir sa notation d‟image sur toute la gamme de 
notation qui lui est proposée quel que soit le jeu d‟images présentées [71]. Ainsi, la 
même image avec la même dégradation notée dans deux jeux différents n‟aura pas la 
même note. 
 L‟observateur va avoir tendance à noter l‟image suivant l‟image précédente [71]. 
Ainsi, la même image avec la même dégradation affichée à deux moments différents 
n‟aura pas la même note.  
Pour ces raisons d‟autres méthodes d‟évaluation de la qualité ont été développées pour 
introduire une référence dans le système de notation. 
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 Expérience de « just noticeable difference » 
Tel que présenté par [9], JND est une manière naturelle pour quantifier la qualité des 
images pour des observateurs. Le protocole d‟expérience est défini par [9, 72]. Il est basé sur 
un vote forcé de comparaison entre deux images, pour choisir l‟image qui semble de meilleure 
qualité. À partir du pourcentage de bonnes réponses pour un couple d‟image donné, une note 
en JND est calculée. Le standard propose un intervalle d‟un JND entre deux images comme 
étant le résultat de 75 % de bonnes réponses. Ce choix correspond exactement à la séparation 
de deux ensembles de 50 %, ceux qui répondent en sachant qu‟ils ont raison (50 % de bonnes 
réponses) et ceux qui répondent en devinant (50 % des autres réponses). En effet, dans les 
50 % de réponse devinée, il y a 25 % de mauvaises réponses (les personnes n‟ont pas fait 
exprès de choisir la mauvaise réponse) et donc par symétrie, il y a 25 % de bonnes réponses 
devinée. Pour récapituler, il y a donc 75 % de bonnes réponses dont 25 % des réponses ont été 
devinées (les autres 50 % ont été consciemment choisies) et 25 % de mauvaises réponses. Ce 
choix proposé par le standard est aussi appelé 50 % JND. 
Le calcul des réponses en JND est basé sur l‟hypothèse que la perception visuelle 
ressemble à une fonction de répartition, mais avec une queue finie. Elle est définie par 
l‟équation 9. 
 3)(sin
12 1   pJNDs

 (9) 
où p est le pourcentage de bonnes réponses pour un résultat entre un couple de 
comparaison de deux images et JNDs le résultat de cette comparaison. La courbe de 
l‟équation 9 est présentée figure 33. En pratique, le résultat de bonne réponse est compris 
entre 50 et 100 %. Lorsque l‟observateur n‟a aucun problème pour différencier les images, il 
choisira toujours la bonne réponse et obtiendra 100 % de bonnes réponses. Dans le cas 
inverse, un observateur n‟arrivant pas à différencier les images choisira de manière 
indéterminée celle qui lui semble de meilleure qualité. En conséquence statistiquement après 
un grand nombre de votes il aura choisi autant de bonnes que de mauvaises réponses soit un 
score de 50 % de bonnes réponses. C‟est pour cela que l‟abscisse est présentée figure 33 entre 
50 et 100 %. 
- 49 - 
 
Figure 33. Courbe de l'équation 9 présentant les résultats en JND suivant le 
pourcentage de bonnes réponses. 
L‟intégration de plusieurs JNDs tout au long d‟une large gamme de dégradation permet 
d‟obtenir l‟évolution de la qualité d‟image au long de cette dégradation. Une nuance est 
utilisée entre JNDs et JND. JND fait référence à la mesure de détectabilité de l‟apparition 
d‟une différence entre les deux images au niveau de la qualité globale de l‟image. Alors que 
JNDs fait référence à la détectabilité d‟un seul attribut de dégradation comme la netteté, un 
bruit, un contraste... 
 Expérience de Règle de Qualité 
L‟expérience JND est très adaptée pour la mesure de perception d‟une faible différence 
de qualité, mais ne s‟applique pas pour les grandes amplitudes de différence de qualité. Pour 
répondre à ce besoin, les expériences de règles de qualité ont été développées pour mesurer de 
manière absolue la qualité des images. Cette méthode a été à l‟origine présentée par [9] puis 
standardisée comme ISO [72]. Cette norme a été révisée suite aux améliorations proposées 
par [73] concernant l‟implémentation de la règle de qualité d‟image. Dans ce type 
d‟expériences, une base d‟images calibrées répartie tout au long d‟une gamme est présentée à 
l‟observateur avec un jeu d‟images à évaluer en matière de qualité. Cette base d‟images 
calibrées  provient de l‟expérience de JND. L‟image à évaluer est mise en vis-à-vis avec une 
image de référence calibrée modifiable. L‟observateur doit ainsi ajuster de la meilleure façon 
l‟image calibrée qu‟il fait varier vis-à-vis de l‟image à évaluer.  Cela est facilité par 
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l‟utilisation d‟un ascenseur qui permet de faire varier la qualité de l‟image suivant la 
dégradation. Lorsque la correspondance de qualité est maximale, connaissant la note de 
l‟image de référence en JND, la même note est attribuée à l‟image à évaluer. L‟image de 
référence ajustable est en réalité un grand nombre d‟images de référence espacées de manière 
proche en niveau de qualité, ceci permet ainsi de mesurer une large gamme de qualité 
d‟image. Le faible espacement entre les images de référence permet à l‟observateur d‟évaluer 
l‟image avec un fort taux de confiance. Du fait de la monotonie de la règle de référence, le 
risque d‟effet de gamme ainsi que d‟inversion, comme discuté précédemment, est très 
fortement réduit. En effet, lorsque l‟on note un nombre d‟images important avec des qualités 
différentes, la règle de qualité permet de garantir des résultats étalés sur la totalité de la 
gamme de qualité.  
Grâce à l‟introduction d‟une référence absolue, cette méthode analogue à la règle 
classique de mesure linéaire permet ainsi de pallier des problèmes des méthodes MOS 
mentionnés par [71].  
2.1.1.3 Conclusion et limitations des mesures psycho-visuelles 
Les deux méthodes MOS et JND présentées précédemment sont comparées dans le 
tableau 3. Les avantages et les inconvénients de ces méthodes en sont ainsi récapitulés. 
Tableau 3. Avantages et inconvénients des deux différentes méthodes des mesures 
psycho-visuelles. 
Méthode MOS JND et Règle de Qualité 
Avantages 
Facile à implémenter 
Bases de résultats disponibles 
Précision de résultats 
Pas d‟effet de gamme ni d‟inversion. 
Mesure absolue (avec référence) 
Inconvénients 
Donne seulement une tendance 
Problème d‟effet de gamme et d‟inversion 
Mesure relative (sans référence) 
Difficile à mettre en place 
Base de résultat peu disponible 
 
La méthode que j‟ai choisie est celle basée sur les JND, car par l‟introduction d‟une 
référence dans la mesure, les problèmes d‟effets de gamme et d‟inversion en sont supprimés. 
Ainsi, cette méthode permet d‟obtenir des résultats précis sur un type de dégradation d‟image, 
celui du flou et plus particulièrement le flou de bougé. De plus cette méthode me permet par 
- 51 - 
la suite de valider avec précision la métrique de qualité d‟image développée pour le flou de 
bougé. 
Du fait de la complexité du système visuel humain ainsi que de ces interprétations, ces 
méthodes de mesure de qualité ne sont malheureusement pas directement implémentables. 
Puisque ni les algorithmes et ni les modèles peuvent être réalisés, les chercheurs ont 
développé des métriques spécialisées basées sur des paramètres objectifs en les confrontant ou 
non aux résultats d‟expériences psycho-visuelles. 
2.1.2 Mesures objectives 
2.1.2.1 Positionnement du problème 
Les mesures objectives ont été développées pour  mesurer la qualité des images à partir 
de grandeurs mesurables, sans passer par l‟œil humain. Néanmoins, ces mesures objectives 
ont besoin d‟être confrontées à la perception humaine, car elles permettent de valider ou non 
leur pertinence. L‟avantage de ce type de mesure est de pouvoir caractériser les résultats du 
ressenti humain sans avoir besoin de le modéliser directement. Ces types de méthode sont 
normalisés sous forme mathématique ou algorithmique que l‟on appelle des métriques. Ces 
métriques suivant leur nature utilisent différentes entrées pour calculer la valeur du flou. Elles 
peuvent être rassemblées sous trois types différents :  
 Les métriques dites sans référence (SR) (No-reference) se basent seulement sur 
l‟image finale. Puisqu‟elle utilise l‟image finale, ce type de métrique n‟est pas 
prédictible. 
 Les métriques dites avec référence (AR) (Full-reference) se basent non seulement sur 
l‟image finale, mais aussi sur l‟image originale n‟ayant pas subi de dégradation. De 
même ce type n‟est pas prédictible. 
 Les métriques dites référence réduite (RR) (Reduced-reference) ne se basent ni sur 
l‟image finale ni sur l‟image originale, mais sur d‟autres sources d‟informations 
externes de l‟image. Elles sont du type : taux de compression, linéarité du capteur ou 
de l‟optique, sources de bruit extérieur… Ce type de métrique indépendant de l‟image 
est donc d‟une certaine manière prédictible. 
Un état de l‟art sur les métriques de qualité d‟image s‟intéressant de près ou de loin aux 
problématiques de quantification du flou est présenté ci-dessous. Toutes ces métriques ont été 
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développées pour répondre à des besoins particuliers que nous vous présentons une à une,  
regroupées par leur origine de développement. 
2.1.2.2 Métriques orientés autofocus 
Pour différents types d‟appareils (appareil photo, microscope…) utilisant des optiques, 
une mise au point est nécessaire afin d‟avoir une image finale parfaitement nette. Des 
métriques d‟autofocus ont été développées pour rendre automatique cette mise au point. Ces 
métriques s‟intéressent à la quantification du flou en cherchant le maximum de netteté pour 
renseigner le système de la mise au point ou non. Les métriques présentées qui suivent ont été 
réalisées dans ce but précis. 
 Métrique basée sur la variance [74] : cette métrique calcule la variance sur toute 
l‟image. Lorsque le flou augmente sur l‟image, les bords de celle-ci deviennent de 
plus en plus lisses, ce qui implique que la transition entre les niveaux de gris de 
l‟image diminue. De ce fait, la variance diminue aussi. Plus l‟image sera nette, plus 
la métrique aura une forte valeur.  
 Métrique basée sur un seuil de fréquence [75] : cette métrique calcule la somme des 
amplitudes de toutes les fréquences au-dessus d‟un certain seuil. Ce seuil est 
déterminé de façon expérimentale. En augmentant le niveau du seuil, plus de bords 
vont être pris en compte dans le calcul de la métrique, mais en même temps, la 
métrique sera plus sensible aux bruits. Plus l‟image sera nette, plus la valeur de la 
métrique sera grande. 
 Métrique basée sur histogramme avec seuil [75] : cette métrique se base sur le 
poids de la somme des raies d‟un histogramme suivant un certain seuil. Les poids 
de l‟histogramme sont considérés comme les niveaux de gris de l‟image. Le niveau 
du seuil est généralement choisi comme celui qui est proche de la moyenne du 
niveau de gris de l‟image. Une image nette comprendra un plus grand nombre de 
hauts niveaux de gris, donc l‟histogramme aura un nombre de raies plus important. 
Ainsi plus l‟image sera nette, plus la métrique sera forte.  
 Métrique basée sur l‟autocorrélation [76] : dérivée de la fonction d‟autocorrélation, 
cette métrique utilise la différence entre valeurs d‟autocorrélation à deux distances 
différentes suivant les directions horizontales et verticales. Si l‟image est floutée,  
donc que les bords sont lissés, la corrélation entre pixels voisins sera forte. Par 
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conséquent l‟autocorrélation augmentera, donc la somme des différences 
diminuera. Plus l‟image sera nette, plus la métrique sera forte. 
 Métriques basées sur la dérivée [76] : ces métriques utilisent deux dérivateurs, un 
au premier ordre (Gradient) et un autre au second ordre (Laplacien). Ces métriques 
marchent comme des filtres passe-haut dans le domaine fréquentiel. En 
conséquence plus l‟image sera nette, plus l‟image sera composée de hautes 
fréquences et donc plus la métrique aura une forte valeur. 
 Métrique basée sur l‟entropie [77] : l‟entropie est la quantité d‟informations 
contenues dans une image. Si la probabilité de chaque niveau de gris est faible, 
l‟entropie est forte et inversement. Les probabilités sont calculées en normalisant 
l‟histogramme obtenu de l‟image. Les images nettes auront un grand nombre de 
niveau de gris, donc chaque niveau de gris aura une probabilité d‟apparition faible. 
Alors l‟entropie sera grande. 
Dans toutes ces métriques orientées autofocus, les seuls tests visuels réalisés pour valider 
leurs métriques ont été faits sur le maximum de netteté et non sur la variation de la métrique 
en fonction de la perception. Cela est dû au fait qu‟ils s‟intéressent plutôt à la recherche de la 
position de mise au point optimale, avec la plus grande rapidité et la meilleure précision. 
Comme ces métriques utilisent seulement l‟image finale pour leurs calculs, elles 
appartiennent aux métriques sans références, elles sont donc par construction non prédictives. 
2.1.2.3 Métriques orientées compression d’image 
Lorsque des images sont compressées, des détails de l‟image sont lissés pour augmenter 
le taux de compression, ceci entraine un flou sur l‟image. Ce flou est plus ou moins important 
suivant le taux de compression. Ces métriques développées pour quantifier le flou de 
compression ont été dérivées pour être utilisées comme métriques généralistes de 
quantification de flou des images. Elles sont présentées ci-dessous. 
 Métrique basée sur l‟histogramme des coefficients de la discret cosinus transform 
(DCT) [78] : cette métrique se base sur l‟histogramme d‟apparition des coefficients 
de DCT pour toutes les macros-bloc de 8×8 pixels de l‟image (un poids plus 
important est donné aux coefficients de DCT dans la diagonale). La métrique de 
flou est calculée par le comptage des coefficients de DCT proche de zéro. Plus 
l‟image est nette, moins il y a de coefficient de DCT proche de zéro, plus la 
métrique est petite. 
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 Métrique basée sur l‟estimation de l‟épaisseur des bords [79, 80] : cette métrique 
utilise en premier lieu un détecteur de bord. Ensuite, chaque colonne est scannée 
pour localiser les bords. Puis les épaisseurs des bords sont calculées, et moyennées 
entre elles. Plus l‟image sera nette, plus les épaisseurs de ces bords seront petites, 
plus la métrique sera petite. 
 Métrique Kurtosis [81] : le Kurtosis est une mesure statistique d‟aplatissement ou 
de pointicité d‟une distribution (moment d‟ordre 4). Plus la distribution est étroite, 
par exemple en forme de pique, plus le Kurtosis sera fort et inversement. Celui-ci 
est utilisé dans la métrique pour mesurer la netteté de l‟image. Plus l‟image sera 
nette, plus le Kurtosis sera faible, plus la métrique sera petite. 
 Métrique basée sur les contrastes locaux [82] : cette métrique se base sur les 
contrastes locaux des images. Plus l‟image sera nette, plus elle aura de forts 
contrastes locaux. Une mesure isotropique de contrastes locaux est utilisée dans 
cette métrique grâce à une combinaison de filtres orientés. Plus l‟image sera nette, 
plus la métrique sera grande. 
 Métrique basée sur la taille des bords orientés [83], [84] : Cette métrique utilise un 
détecteur de bord (Canny) pour détecter les bords. Pour chaque bord pixélisé 
l‟extremum local (c'est-à-dire le minimum et le maximum de la taille du bord), 
suivant la direction que donne le gradient, est estimé pour connaitre la taille du 
bord qui s‟étale des deux côtés du front. La moyenne des différentes tailles de bord 
est calculée puis injectée dans une équation exponentielle pour déterminer le 
résultat de la métrique. Plus l‟image sera nette, plus les bords seront petits, plus la 
métrique sera petite. 
Dans toutes ces métriques orientées compression d‟image, les auteurs ont fait au mieux 
des tests visuels de type MOS, avec plus ou moins de sujets. Il est par conséquent difficile de 
juger de la précision de ce type de métrique. De plus ces métriques, utilisant seulement 
l‟image finale, appartiennent aux métriques sans références. Elles sont de ce fait par 
construction non prédictives. 
2.1.2.4 Métriques généralistes 
Afin que quantifier la qualité des images de manière automatique, des métriques 
généralistes ont été développées. Ces métriques tentent de donner la qualité d‟image ayant 
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subi différents types de dégradation combinés ou non tel que : de la compression, un flou, du 
bruit, une distorsion… Ces métriques généralistes sont présentées ci-dessous. 
 Métriques basées sur le peak signal-to-noise ratio (PSNR) : parfois ce type de 
métrique est utilisé pour prédire la qualité des images et donc pour prédire le flou 
d‟une image. Comme synthétisée dans l‟étude de [85], la métrique de PSNR pour 
prédire la qualité des images (excepté dans le cas du bruit) ne donne pas de bons 
résultats. Cela a encouragé les chercheurs à développer d‟autres métriques de 
qualité généraliste présentées ci-dessous. 
 Métrique de structural similarity (SSIM) [86] : cette métrique se base sur 
l‟hypothèse que les images sont structurées, du fait que les pixels sont fortement 
dépendants des uns des autres. La métrique va comparer par corrélation les 
informations de luminance, de contraste et de structure entre l‟image de référence 
et l‟image finale. Puis en calculer sa valeur de qualité finale. Plus l‟image finale 
sera nette (proche de l‟image initiale), plus la métrique sera faible. 
 Métrique de visual information fidelity (VIF) [87] : cette métrique se base sur la 
perte d‟information que peut subir une image lors d‟une dégradation. Pour cela, elle 
fait appel aux transformées en ondelette pour utiliser la théorie des champs 
aléatoires des sous-bandes de l‟image. La quantité d‟information perdue par rapport 
à l‟image de référence donne la perte de la qualité visuelle. Plus l‟image est nette, 
moins elle a perdu de qualité, en conséquence plus la métrique a une valeur faible. 
 Métrique de visual signal-to-noise ratio (VSNR) [88] : cette métrique utilise les 
transformées en ondelette pour calculer la distorsion de l‟image au niveau du 
contraste ainsi qu‟au niveau des perturbations globales de l‟image. Le VSNR (un 
calcul homologue au SNR) est ensuite calculé avec ces deux paramètres. Plus 
l‟image est nette, plus la valeur de la métrique est forte. 
 Métrique de singular value decomposition (MSVD) [89] : cette métrique se base 
sur la décomposition en valeur singulière en deux dimensions des images. Un 
calcul de distance entre les valeurs singulières de l‟image de référence et de 
l‟image finale est réalisé pour déterminer la qualité des images. Plus l‟image est 
nette, plus la valeur de la métrique est petite. 
 Métrique basée sur les niveaux de coefficient de transformé en ondelette [90] : 
cette métrique utilise les différents niveaux de sous-bande de la transformée en 
ondelette d‟une image. Ces coefficients d‟ondelette sont pondérés suivant leurs 
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niveaux pour calculer la métrique. En effet, leurs différents niveaux n‟impactent 
pas de la même façon la qualité de l‟image. Plus l‟image est nette, plus la métrique 
est petite. 
Toutes ces métriques généralistes pour la qualité des images sont évaluées grâce aux 
bases d‟images MOS ainsi leurs performances peuvent être comparées. Par contre, ces 
métriques utilisent l‟image de référence ainsi que l‟image finale donc elle appartiennent aux 
métriques avec référence et sont donc par construction non prédictives. De plus elles 
demandent une forte puissance de calcul compromettant leur intégration. 
2.1.2.5 Métriques spécialisées dans le flou 
Le flou étant une forte source de dégradation d‟image, des métriques dédiées à la 
quantification du flou ont été développées par les chercheurs. Elles sont présentées ci-dessous. 
 Métrique de netteté immunisée au bruit [91] : cette métrique repose sur les 
propriétés de régularité dite de Lipschitz, permettant de séparer le signal utile du 
signal de bruit par l‟application d‟une transformée en ondelette dynamique. Puis en 
s‟appuyant sur la métrique de netteté de [80]. Cette métrique a été développée pour 
être robuste au bruit même avec un faible rapport signal sur bruit. Plus l‟image est 
nette, plus la métrique à une valeur petite. 
 Métrique basée sur le rapport de sortie de filtre [92] : cette métrique est basée sur le 
rapport des amplitudes de signal entre les fréquences passe-haut divisé par les 
fréquences passe-bande des détails locaux de l‟image. Ces détails sont extraits par 
seuillage grâce à un filtre passe-bande. Plus l‟image est nette, plus ce rapport est 
important, donc plus la métrique est élevée.  
 Métrique basée sur le spectre de puissance [93] : cette métrique calcule le spectre 
de puissance pondéré normalisé de l‟image grâce à la modulation transfert function 
(MTF). Plus l‟image est nette, plus la métrique est grande. 
 Métrique basée sur la probabilité de détection du flou [94] : dans un premier temps 
cette métrique détecte les bords grâce à l‟opérateur de Sobel sur des macros-bloc de 
64×64 pixels puis mesure la taille des bords détectés. Dans un second temps la 
métrique va pondérer l‟impact du bord par une notion psycho visuel de just 
noticeable blur pour chaque bord. Ainsi, des bords floutés mais non visibles par 
l‟œil vont être diminués dans le résultat global de la métrique et inversement. Plus 
l‟image sera nette, plus la métrique sera petite. 
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 Métrique basée sur le rayon de la PSF estimée [95] : cette métrique se base sur 
quatre étapes. Une première de détection de bord, puis une de sélection de bord. Il 
vient ensuite une étape de dérivation de LSF pour estimer une PSF et enfin le 
calcul du rayon de la PSF estimée. Plus l‟image sera floue, plus le rayon de la PSF 
augmentera, plus la métrique sera grande. 
 Métrique basée sur l‟estimation du flou gaussien [96] : cette métrique se base sur 
une détection de bord par filtrage de l‟image grâce à un filtre quadratique. Ensuite 
regardant la forme des bords détectés, la métrique cherche à retrouver un profil 
gaussien pour en déduire son sigma. Ainsi plus l‟image sera nette, plus le sigma 
sera petit, plus la métrique sera petite. 
Dans toutes ces métriques dédiées à l‟estimation du flou, les auteurs ont réalisé des tests 
visuels de type MOS avec plus ou moins de sujets. Il est donc difficile de comparer les 
résultats ainsi que de juger de la pertinence de précision de ce type de métrique. De plus ces 
métriques, utilisant seulement l‟image finale, appartiennent aux métriques sans références et 
sont de la sorte par construction non prédictives. 
2.1.2.6 Métriques orientées optiques de l’œil 
Dans le domaine d‟optométrie, des métriques ont été modélisées pour prédire la qualité 
de netteté de l‟œil. Cette prédiction d‟acuité visuelle est réalisée suivant différents problèmes 
visuels (astigmatisme, myopie…) qui contribuent à une dégradation de netteté. Ce type de 
métrique s‟applique à une modélisation sphérique de l‟œil. Elle peut par exemple être 
modélisée comme une PSF sphérique. Ainsi, les métriques proposées dans [97, 98] vont tenter 
de prédire une note d‟acuité visuelle suivant la dégradation.  
Ces métriques étant basées en partie sur la PSF font partie des métriques de type 
références réduites. Elles sont donc prédictibles. Le problème de ces métriques réside dans le 
fait qu‟elles sont intrinsèquement limitées à des PSF particulières simples (sphériques) et 
donc sont limitées pour prédire des flous plus complexes. De plus l‟évaluation de ces 
métriques par rapport à la perception a été faite dans un but d‟optométrie. Elles ont été 
simplement validées par le floutage de caractères alphabétiques et non par des images 
naturelles. 
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2.1.2.7 Métriques orientées chaîne de l’image de l’appareil photo 
Pour caractériser les objectifs des appareils photo ou le système global de la chaîne de 
l‟image des appareils photo, des métriques de netteté ont été développées pour connaître quels 
sont les appareils les plus fidèles, de meilleur qualité. Ces métriques sont présentées ci-
dessous. 
 Métrique basée sur la modulation transfert function (MTF) [99] : cette métrique est 
très largement utilisée dans le domaine de caractérisation des objectifs d‟appareils 
photo, car elle permet de connaitre le pouvoir de résolution de l‟objectif ou de la 
chaîne globale de l‟image de l‟appareil photo. Plus le résultat de cette métrique sera 
élevé, plus l‟appareil sera performant. Cette métrique est efficace pour les PSF 
simples (type gaussien, disque) mais n‟est pas assez précise pour quantifier les 
flous de bougé. De plus seul des évaluations de type MOS ont été réalisées par les 
chercheurs pour confronter les résultats de celle-ci à la perception visuelle. 
 Métrique BxU [100] : cette métrique propriétaire de DxO Labs se base sur les 
informations de la PSF. Elle est proportionnelle à la variance de la LSF. Ainsi plus 
l‟image et nette, plus la métrique a une valeur petite. Elle a été évaluée par 
quelques expériences de type MOS et est souvent utilisée dans le monde de la 
photo pour caractériser les objectifs d‟appareils photo en matière de rendu de 
netteté. Par contre, cette métrique n‟est pas accessible librement car elle est 
protégée par un copyright. 
 Métrique basée sur le root means square (RMS) du déplacement résiduel de 
l‟optique de l‟appareil photo [101] : cette métrique est proposée pour mesurer les 
performances des stabilisateurs d‟image optique en mesurant la valeur efficace du 
déplacement résiduel de l‟optique par rapport à une position initiale fixe. Elle 
pourrait être éventuellement dérivée pour prédire la qualité des images du bougé 
résiduel. Mais pour l‟instant il n‟existe pas de lien entre la perception visuelle et la 
valeur RMS du déplacement. 
2.1.2.8 Conclusion et limites sur les métriques objectives 
existantes 
De nombreuses métriques ont été développées par les chercheurs pour mesurer la qualité 
des images, nous les synthétisons dans le tableau 4. Les approches ont été diverses comme le 
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montre le grand nombre de métriques existantes. À chaque fois, ces métriques répondent à un 
besoin particulier. Concernant nos besoins réels, pour modéliser une métrique de flou de 
bougé, nous avons les contraintes suivantes : 
 Être une métrique prédictible ; nous voulons pouvoir prédire la qualité de l‟image 
finale quelle que soit la scène afin de réagir en conséquence pour supprimer le flou de 
bougé. 
 Être de faible complexité ; afin de l‟intégrer facilement pour tout type d‟application 
embarquée. 
 Être une métrique précise, fiable et fidèle à la perception humaine. 
Nous observons que les métriques existantes, même si parfois elles peuvent répondre de 
manière partielle, ne répondent pas à la totalité de nos besoins. En conséquence, nous avons 
besoin de développer une nouvelle métrique de qualité. 
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Tableau 4. Etat de l’art sur les métriques de qualité d’image pouvant servir à mesurer le flou sur une image. Légende : D = 
Déplacement de l’appareil ; Opt = Optique de l’œil ; SR = Sans référence ; ? = Non disponible. 
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2.2 Métrique de qualité proposée pour le flou de 
bougé 
2.2.1 Limite des méthodes de l’état de l’art 
Nous avons d‟une part, les expériences visuelles MOS qui ne permettent pas d‟obtenir 
des mesures objectives précises de la perception du flou, et d‟autre part des métriques qui 
tendent de prédire l‟impact visuel du flou, mais qui ne satisfont pas nos besoins comme 
discuté précédemment. De ce fait, je propose une nouvelle métrique pour l‟évaluation du flou 
de bougé validée par des expériences de JND et des règles de qualité. Pour cela, nous nous 
basons sur les hypothèses de la section suivante. 
2.2.2 Hypothèses pour la construction d’une métrique de 
bougé 
 Une métrique basée sur la PSF du flou de bougé 
Comme nous l‟avons montré dans le premier chapitre, le flou de bougé d‟une image peut 
être modélisé par sa matrice de PSF. En d‟autres termes, la PSF est la carte d‟identité du flou 
de bougé de l‟image. Contrairement aux flous linéaires, les flous arbitraires ont une forme 
complexe de PSF avec une taille et des valeurs de coefficient variables. Une façon intuitive de 
modéliser l‟impact de ces flous arbitraires est de considérer la forme de cette PSF avec ses 
différentes valeurs. 
 Les paramètres prépondérants 
Pour étudier l‟impact de la forme de la PSF sur une image, nous avons développé dans 
des études préliminaires, des PSF avec des formes particulières pour mieux connaître 
l‟évolution de la dégradation en fonction de sa forme et de ses valeurs. Les formes de PSF 
particulières utilisées ont été : des disques uniformes avec des rayons variables, des 
gaussiennes avec des sigmas variables, des flous linéaires, des points distincts avec des tailles 
rayons différents reliés entre eux ou non… Nous en avons déduit que l‟impact de la PSF sur le 
flou varie suivant au moins trois tendances distinctes mais corrélées : 
 L‟étalement de la PSF : plus la PSF sera étalée, plus l‟image sera floue et inversement. 
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 La valeur des points de la PSF : plus les points de la PSF seront uniformes, plus le flou 
sera uniforme et inversement. 
 Le rapport des valeurs entre les points de la PSF qui contribuent à l‟image principale, 
par rapport aux points de la PSF qui contribuent au flou de l‟image.  
Plus la PSF sera petite et concentrée sur un seul point, plus l‟image sera nette. C‟est ce 
que les systèmes de stabilisation d‟image tendent à faire : de réduire la PSF à une matrice 
avec une seule valeur 1 ou une matrice de PSF totalement incluse dans le CdC.  
 Tentative d’une Métrique basée sur le Cercle de Confusion 
Dans nos premières tentatives de recherche de métrique de qualité d‟image exploitant la 
PSF, nous nous sommes orientés vers une métrique basée sur le CdC. Nous sommes partis de 
la propriété que si la PSF est entièrement comprise dans le CdC quel que soit le bougé à 
l‟intérieur du CdC, l‟image serait vue par l‟observateur comme idéale. Ainsi nous avons pris 
l‟hypothèse que pour une image floue, donc avec une PSF plus grande que le CdC, nous 
pouvions séparer la PSF en deux composantes. La première composante serait la partie de la 
PSF comprise dans le CdC correspondant à l‟image nette ou en d‟autres termes l‟image 
principale, alors que la deuxième composante serait la partie de la PSF extérieure au CdC 
correspondant à l‟image floutée. Ainsi la deuxième composante est une PSF résiduelle définie 
comme étant la PSF de bougé initiale où l‟on a retiré son CdC. Le calcul de la métrique se 
faisait à partir de la PSF résiduelle en prenant en compte la valeur des éléments de cette PSF 
ainsi que la distance d‟écartement au centre du CdC retiré. Le choix de la position du CdC à 
retirer de la PSF pour construire la PSF résiduelle était basé sur le critère de minimisation de 
la métrique. Plus l‟image était floue, plus la métrique était importante. Lors des tests, cette 
approche n‟a pas été concluante au regard des résultats finaux de la métrique. Même s‟il est 
difficile d‟en conclure une loi générale, nous constatons qu‟il est impossible de séparer la 
partie de l‟image nette avec l‟image de flou à partir des informations de la PSF. En effet, le 
flou final de l‟image est bien la résultante des deux composantes et non d‟une seule. 
 L’obtention de la PSF de bougé 
La PSF peut être déduite soit directement à partir de l‟intégration des sorties du 
gyroscope de l‟appareil photo, soit d‟un modèle de simulation de bougé. Notre métrique 
utilise les données de la PSF pour calculer directement le flou ressenti par l‟utilisateur sur 
l‟image finale. Comme détaillé par [85] ce type de métrique de qualité peut être classé dans 
les métriques de référence réduite, car la seule information fournie à la métrique est la PSF 
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d‟entrée, les informations de flou de la future image. Ma métrique a donc la particularité 
d‟être prédictive. 
 Le protocole de validation de la métrique 
Pour valider la métrique par rapport à la perception visuelle du flou ressenti, j‟ai mis en 
place cette démarche : 
 Premièrement, l‟expérience basée sur les JND m‟a permis d‟obtenir la variation de la 
perception visuelle en fonction d‟un flou de bougé simple, le flou  linéaire. 
 Deuxièmement, j‟ai étalonné la métrique par rapport à la variation de flou linéaire bien 
définie. 
 Troisièmement, j‟ai étendu les résultats de ce type de flou particulier à des flous 
quelconques mais représentatifs des flous de bougé en utilisant l‟expérience de mise 
en correspondance grâce à la règle de qualité ajustable. 
C‟est dans ce contexte et ces hypothèses que j‟ai développé la métrique de qualité 
d‟image pour le flou de bougé. Les détails de son implémentation sont présentés dans la 
section suivante. 
2.2.3 Fonctionnement de notre métrique 
Les différentes étapes utilisées pour réaliser la métrique sont les suivantes : 
1) Prenant comme entrée une PSF de bougé, les coordonnées de chaque point de la 
matrice au centre de gravité de celle-ci sont calculées. 
2) Puis chaque valeur de la PSF est pondérée par leur distance au centre de gravité 
précédemment calculé. 
3) Tous ces coefficients pondérés de la PSF sont ensuite sommés pour obtenir un écart-
type spatial. 
4) La valeur 1 est ajoutée à ce résultat intermédiaire puis il est transformé par la fonction 
logarithmique. Nous nous attendions à une fonction logarithmique dans notre métrique 
car les études physiologiques sur le système visuel humain [102, 103, 104] démontrent 
une variation logarithmique de la vision humaine. Nos résultats expérimentaux vont 
aussi confirmer ces observations. Ainsi, ce décalage de 1 nous permet de calculer les 
PSF sans bougé. 
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5) Puis, deux coefficients d‟ajustement sont utilisés pour calibrer la métrique avec la 
perception visuelle. 
6) Enfin, pour les très faibles bougés globalement compris dans la notion de CdC, un 
seuil est utilisé afin d‟avoir des valeurs toujours positives ou égales à zéro quelles que 
soient les valeurs de la PSF.  
L‟équation finale de la métrique est la suivante : 











M  (10) 
où M est la métrique de netteté en JND, „a‟ et „b‟ sont des coefficients d‟ajustement. 
2.3 Expériences visuelles de validation de la 
métrique 
Dans cette partie, deux expériences visuelles ont été menées pour d‟une part étalonner la 
métrique et d‟autre part, valider ses performances de prédiction de qualité d‟image. La 
première expérience consiste à quantifier le flou de bougé linéaire afin d‟étalonner la métrique 
par rapport à ce type de dégradation. Cette expérience se base sur la méthode de mesure 
psycho-visuelle de JND. Puis une deuxième expérience est conduite pour valider la métrique 
dans sa capacité à prédire la qualité d‟image de flou quelconque. Cette expérience se base sur 
la méthode de notation par mise en correspondance à l‟aide de l‟utilisation de la règle de 
qualité. Ces deux expériences sont présentées dans les deux sections suivantes. 
2.3.1  1ère expérience de « just noticeable difference »  
 Les objectifs de l’expérience 1 
La première expérience visuelle que j‟ai conduite a deux principaux objectifs. D‟une part 
de quantifier un flou linéaire simple pour créer une règle de qualité. Cette règle permettra de 
quantifier le flou de bougé afin de mesurer des flous quelconques. Et d‟autre part de calibrer 
la métrique de qualité d‟image suivant un type de variation recouvrant ainsi une grande 
amplitude de variation. Pour atteindre ces objectifs, nous nous sommes basés sur les 
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recommandations de la norme [72] comme mentionné dans l‟état de l‟art section 2.1.1.2 pour 
implémenter l‟expérience de vote de différence juste perceptible (JND). 
 La base d’image de référence 
La norme recommande d‟utiliser plusieurs images afin de ne pas rendre dépendant 
l‟expérience suivant un seul type d‟image. L‟optimum défini par la norme est de six scènes 
différentes. J‟ai pu sélectionner avec attention six images provenant de base de données libre 
représentant une variété de scène typique présentée ci-dessous. 
      
Figure 34. Sélection de scènes typiques pour les différentes expériences visuelles. 
Cette base de données inclut un portrait (Lena), une image d‟animaux (Les perroquets), 
un paysage (Le phare), une scène d‟intérieur (La cuisine), une scène d‟extérieur de ville (Les 
bâtiments) et une scène d‟action (Course de motos). 
 L’interface de l’expérience 
Une interface graphique a été développée sous Matlab présentée ci-dessous.  
 
Figure 35. L’interface graphique de l’expérience de JND. 
Cette interface permet de présenter deux images sur le même écran. Pour chaque 
observateur, la même base d‟image floutée est présentée de manière aléatoire avec un couple 
d‟images différentes mais proches en matière de dégradations. Ce couple d‟images est affiché 
à gauche ou à droite de manière aléatoire. L‟algorithme implémenté sous Matlab est présenté 
synthétiquement figure 36. 
- 66 - 
 
Figure 36. Schéma bloc représentant l’algorithme implémenté dans Matlab pour 
réaliser l’expérience de JND. 
Dans notre expérience, 16 couples de flous différents ont été répartis tout le long de la 
dégradation pour couvrir une large gamme de dégradations. Cela a été fait grâce à des 
expériences préliminaires. Chaque couple d‟images est présentée 30 fois de manière aléatoire 
pour chaque observateur. Ce nombre de répétitions nous permet de calculer l‟évolution de la 
perception pour chaque observateur suivant la dégradation. Pour chaque sujet et pour chaque 
couple de flou, le pourcentage de bonnes réponses nous permet de calculer l‟évolution de la 
perception en JND. Ainsi, chaque personne a comparé 480 couples d‟images. Au final, la base 
totale de réponses comprend 9 600 réponses de vote. 
Floutage de 
l‟image 
Base de données 
de flou linéaires 






Tirage aléatoire d’un 
flou sans remise 
Tirage aléatoire d’un 
flou complémentaire 
sans remise 
Tirage aléatoire d’une 
scène sans remise 
Affichage aléatoire à gauche 
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 Vote observateur 
Enregistrement du résultat 
 Fin du test 
Non 
Oui 
Sauvegarde des résultats de 
l’observateur 
Exploitation des résultats 
Démarrage de l‟expérience 
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 Les conditions de visualisation 
Les conditions d‟affichage des images sont les suivantes. Des images affichées de taille 
de 512×512 pixels avec un rapport 1 :1 sur un écran LCD HP 1825 de 18.1 pouces 
(1280×1024). L‟écran a un pas pixel de 0.281 mm, un pic de luminosité de 250 cd/m2 et un 
rapport de contraste de 250 :1. Afin de s‟assurer que l‟écran n‟utilise pas de correction 
dynamique d‟amélioration de netteté, des photos photographiant les pixels de l‟écran ont été 
prises pour s‟assurer de la linéarité des réponses de pixel, particulièrement dans les zones de 
transition de couleur.  
Nos expériences étant basées sur des simulations de flou de bougé, les artefacts de 
simulation numérique doivent être évités afin d‟avoir des résultats non biaisés. Un exemple de 
ce type d‟artefact est présenté figure 37.  
 
Figure 37. Deux manières différentes de générer un flou de 1 pixel dans le domaine 
numérique. 
Cet exemple montre deux manières de générer un flou linéaire de bougé d‟un seul pixel 
avec deux références de générations différentes. Ces flous ayant une même longueur devraient 
être perçus de la même manière. À une distance typique d‟observation où 1 pixel est égal à 
l‟acuité visuelle de 1/60°. Ces deux flous de même taille vont être perçus au final avec une 
qualité d‟image différente. Afin d‟éviter ce type de problème, la distance d‟observation des 
images a été augmentée de manière à ce que des personnes ayant une acuité visuelle normale 
ne puissent plus distinguer de différence. La distance a été déterminée par des expériences 
avec un observateur ayant une bonne acuité visuelle (environ de 12/10). Le protocole 
d‟expérience utilisé pour déterminer cette distance critique a été la même que pour 
Simulation d‟un flou 
linéaire de 1 pixel 
Résultante PSF 
simulée 
Bord de transition 
noir/blanc  d‟une image 
idéalement net. 
Deux bords floutés 
de manière 
différentes 
PSF centrée sur 




PSF centrée à 
l‟origine du 
bougé. 
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l‟expérience de vote pour l‟image de meilleur qualité. L‟observateur devait choisir en 
comparant l‟image de meilleure qualité entre un couple de deux images ayant le même bougé 
mais générées de plusieurs manières différentes. Plusieurs simulations de longueurs de bougé 
ont été testées pour connaitre l‟influence de la force du bougé avec le cas limite comme 
présenté figure 37. Ce cas limite consiste à générer un flou de bougé soit centré sur l‟origine 
du bougé, soit centré sur la  PSF finale de floutage. Plusieurs longueurs de bougé ont été 
testées comme le bougé d‟1 pixel sur la figure 37. Ils sont [0,05 ; 0,1 ; 0,25 ; 0,5 ; 0,75 ; 1 ; 
1,5 ; 2,5 ; 3] pixels. Pour chaque couple d‟images, le vote a été répété de manière aléatoire 
pendant 30 fois. Puis la distance d‟observation a été augmentée progressivement par paliers, 
jusqu‟à atteindre environ 50 % de réponse pour chacun des couples. Ainsi, ce pourcentage de 
50 % correspond au fait qu‟il est impossible pour l‟observateur de dire quelle image est la 
meilleure impliquant donc que les images ont la même qualité. Les résultats du cas dit limite 
d‟un bougé d‟un pixel sont présentés dans le tableau  5. 
Tableau 5. Résultats partiels de l’étude de l’influence de la distance pour deux PSF 
différentes simulant le même type de flou de 1 pixel. 
 
Nous avons ainsi déterminé une distance nécessaire de 2,91 m pour éviter ce problème 
d‟échantillonnage. A cette distance, il est impossible de voir la différence pour des personnes 
ayant une acuité visuelle normale quelle que soit la manière de générer les images floues. 
Pour le reste des expériences visuelles, cette distance de visualisation a été fixée constante 
pour tous les observateurs en utilisant une chaise fixe. 
 Les observateurs 
L‟expérience de vote forcé par comparaison d‟images a été réalisée avec 20 personnes, 6 
femmes et 14 hommes dont l‟acuité visuelle, corrigée ou non, est supérieure ou égale à 10/10 
avec les deux yeux comme recommandé par [72]. L‟âge des observateurs est compris entre 21 
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et 45 ans. Cinq des vingt observateurs se sont déclarés avoir une expérience dans le domaine 
de la qualité d‟image, mais la moyenne des résultats des observateurs dit expérimentés a 
montré que ce groupe était à peine meilleur que les observateurs dit normaux. Nous en avons 
déduit qu‟il y a une faible influence des observateurs expérimentés sur les résultats en JND 
des observateurs. 
 Optimisation de l’expérience 
Pour mener à bien l‟expérience de vote, j‟ai dû faire face à deux contraintes fortes 
rappelées dans la norme [72] : 
 Limiter le temps d‟expérience malgré un grand nombre de votes par observateurs afin 
d‟avoir des résultats statistiquement exploitables. C'est-à-dire pour chaque 
observateur, que l‟expérience ait une durée inférieure à une heure pour éviter leur 
fatigue. Mais aussi que chaque couple de comparaison soit répété et voté au moins 30 
fois pour avoir un nombre de données statistiques assez grand. 
 Avoir des résultats de vote des observateurs exploitables. C'est-à-dire que leur 
pourcentage de bonnes réponses soit compris entre 58 % et 86 %. Soit des valeurs en 
JNDs compris dans l‟intervalle : 0,3 ≤ JNDs ≤ 1,5. En effet pour des valeurs 
supérieures à 1,5 JNDs, la réponse de la fonction entre dans une zone de saturation.  
Pour les valeurs inférieures à 0,3 JNDs, il sera difficile d‟en déduire ensuite une pente. 
Ainsi dans ces zones, une erreur de mesure entraînera une erreur importante dans le 
résultat final pour le couple d‟images.  
Pour remédier à ces limitations, j‟ai mis en place une première expérience de calibration 
afin de m‟adapter au comportement visuel des observateurs pour optimiser les résultats de 
l‟expérience. Pour cela, trois différentes bases de données de flou ont été créées avec chacune 
des couples de flou différent. Une première dite « calibre facile », pour les personnes qui 
auraient plus de mal à juger de la différence entre les images, composées de flous avec des 
différences importantes. Une deuxième dite « calibre normal », pour les personnes qui sont 
dans la moyenne. Et une troisième dite « calibre difficile », avec des petites différences de 
flou pour ceux qui ont une forte aptitude à différencier les flous. Des exemples de résultats de 
l‟équation 9 avec deux calibres différents sont présentés figure 38. 
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Figure 38. Exemple de résultats de deux observateurs différents ayant utilisé deux 
calibres différents. (a) Résultats p1 de couple d’images suivant leur ∆flou linéaire, d’un 
observateur avec une vision normale. (b) Résultats p2 de couple d’images suivant leur 
∆flou linéaire, d’un observateur avec une bonne vision. 
Prenons un exemple : un premier observateur a une vision «normale » avec des résultats 
de bonnes réponses p1 présentés figure 38a. Donc pour le cas d‟un couple d‟images séparé de 
2 Δflous linéaires, il a obtenu 70 % de bonnes réponses. Maintenant, un deuxième observateur 
a une bonne vision « deux fois meilleure » que le premier. Ainsi pour le deuxième observateur 
le 2 Δflous linéaires est équivalent à un flou 2 fois plus grand que pour le premier observateur, 
soit 4 Δflous linéaires. Le deuxième observateur obtiendra alors 90 % de bonnes réponses 
dans ce cas. 90 % de bonnes réponses n‟est pas un résultat exploitable, car il se trouve dans la 
zone de saturation. Pour éviter ce problème de saturation, on lui donne un calibre deux fois 
plus difficile présenté figure 38b avec des Δflous linéaires divisés par deux. Dans notre même 
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est deux fois plus difficile. Ainsi grâce à cette calibration, le deuxième observateur obtiendra 
lui aussi des résultats exploitables. 
Suite à cette méthode, j‟ai fait passer un premier test de calibrage à tous les observateurs 
afin de choisir la base de flou la mieux adaptée à leur acuité visuelle pour maximiser les 
performances du test JND. Dans ce test de calibration, seuls trois couples d‟images de taille 
de flou différents ont été présentés 2 fois pour chaque image, soit un total de 12 répétitions 
par couples de Δflou. Puis le pourcentage de réponses correctes a été calculé pour ces 36 
votes. La moyenne des résultats corrects inférieurs à 60 % ou supérieurs à 80 % démontre 
respectivement que le test de calibration était trop dur ou trop facile. Dans ces cas, la base de 
données plus ou moins facile suivant le cas a été sélectionnée pour l‟observateur. Au final, 
neuf personnes ont passé le calibre dit difficile et les autres le calibre dit normal. 
Comme recommandé par [72], pour chaque observateur l‟expérience globale incluant les 
explications, le test de calibrage et le test final ont été inférieurs à une heure. La partie seule 
du test final a été de 38 minutes en moyenne. Si elles le souhaitaient, les personnes étaient 
autorisées à prendre une pause de quelques minutes pour éviter les problèmes de maux de tête 
dus à la concentration et à la répétition d‟images floues. 
 Le protocole de l’expérience 
Les différentes étapes successives du protocole de tests implémentés sont présentées ci-
dessous : 
1. L‟acuité visuelle a été testée pour chaque personne à l‟aide d‟un test type ophtalmo 
afin de nous assurer que les observateurs ont une vision normale ou supérieure à 10/10 
avec ou sans correction. Pour cela, le sujet devait lire des lignes de lettres affichées à 
l‟écran à une distance de 5 m correspondant à une note de perception visuelle jusqu'à 
ce que la personne face une faute dans la ligne. 
2. Une première session d‟entrainement a été implémentée pour prendre en main 
l‟interface graphique, le mode de vote et les différentes recommandations. Les 
explications données à l‟observateur sont en annexe 1. La consigne de jugement 
donnée aux observateurs a été de choisir, entre les deux images présentées, l‟image de 
meilleure qualité. Et que ce jugement soit plutôt donné en fonction de la première 
impression du ressenti de la personne afin d‟éviter un long temps de scrutation des 
détails de l‟image. Ce qui augmenterait d‟une part le temps total de l‟expérience et 
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d‟autre part qui biaiserait l‟expérience car l‟observateur aurait tendance à se fixer sur 
des détails de l‟image et non plus sur la qualité globale de l‟image. 
3. Ensuite, le test rapide de calibration a été présenté à l‟observateur pour sélectionner la 
base de flou la mieux adaptée à sa perception visuelle. 
4. Puis le test principal de l‟expérience des 480 votes a été passé avec le bon calibre, sans 
en informer la personne pour ne pas l‟influencer dans ses votes. Les résultats des 
paires de comparaison ont été convertis en JNDs par chaque observateur grâce à 
l‟équation 9. Comme recommandé par [9], les valeurs en dehors de [0,3-1,5] JND ont 
été enlevées pour éviter les problèmes de précision. Pour chaque sujet, l‟évolution de 
la qualité de l‟image suivant la variation du flou a été calculée grâce aux équations 11 
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avec l  la longueur du flou linéaire, )(lQ la qualité d‟image en JND à la longueur 
l , Rl  la longueur de référence qui est ajustée à la qualité d‟image référent RQ . Nous 
avons choisi comme référence de qualité 0)0( RQ  comme la référence parfaite de 
qualité. )'(ll j  correspond à la pente des JND de la fonction d‟incrémentation suivant 
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Où xl ' et yl ' sont les longueurs des flous linéaires des couples d‟images et JNDsj le 
résultat du vote de ce couple en unités de JND. Les différentes étapes de traitement des 
données pour un observateur sont présentées figure 39. Ainsi que sa perception 
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Figure 39. Exemple d’exploitation de résultats pour un observateur. 
5. Enfin pour connaître l‟évolution moyenne de la perception humaine, tous les résultats 
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Figure 40. Résultats de l’exemple en JND de l’observateur. (a) Echelle linéaire. (b) 
Echelle logarithmique. 
2.3.1.2 Résultats de la 1ère expérience JND 
Deux types de résultats sont présentés suite aux résultats de l‟expérience présentée 
figure 41. Les résultats d‟observation qui concernent la perception visuelle humaine et les 
résultats de la métrique de qualité de flou de bougé développée. 
 
Figure 41. Évolution de la perception visuelle pour chaque observateur suivant une 
dégradation de type flou linéaire. En orange la valeur moyenne de la perception visuelle 
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 Résultats d’observation 
Différentes observations peuvent être déduites de ces résultats :  
 Globalement nous observons une forte variabilité des résultats traduisant le caractère 
subjectif d‟une telle expérience. Néanmoins, il existe une tendance commune aux 
différents observateurs. Comme espéré plus le flou linéaire est long, plus il est 
désagréable pour l‟observateur. 
 Pour des faibles flous (inférieurs à 3 pixels), la qualité perçue par l‟œil est quasiment 
constante et proche de la netteté parfaite de 0 JND. Cela montre l‟impact de l‟acuité 
visuelle. Lorsque le flou est inférieur au cercle de confusion, le flou est difficilement 
discernable par les observateurs. 
 Puis lorsque le flou augmente, la pente des JND augmente pour atteindre un maximum 
autour de 10 pixels, puis elle rediminue. Cela montre que pour des flous de taille 
moyenne, le système visuel humain a une forte discrimination pour dissocier des 
images de flous différents. 
 Lorsque le flou devient important, la discrimination du flou devient de plus en plus 
difficile. D‟après la figure 40.b, si nous observons les résultats sur une échelle 
logarithmique, pour des tailles de flou important nous obtenons une droite (c'est-à-dire 
un logarithme en échelle linéaire). Cette tendance de discrimination logarithmique a 
aussi été observée par [48] pour des expériences de JND similaires. 
 Nous avons pu observer que la force de différenciation de deux images de différentes 
qualités n‟est pas directement liée à l‟acuité visuelle. C'est-à-dire que si l‟on regarde 
en détail, la note d‟acuité des observateurs réalisée par le test ophtalmo, les personnes 
avec une très bonne acuité visuelle (>14/10) n‟aurons pas toujours les meilleurs 
résultats même si en moyenne ils seront légèrement meilleurs que les personnes ayant 
une acuité dite normale (10/10).  
 Du fait de l‟intégration, pour générer cette évolution de la perception en fonction du 
flou linéaire, l‟écart-type entre les différents observateurs augmente avec la force du 
flou. 
Ces premiers résultats de vérité de terrain nous ont permis d‟ajuster notre métrique de 
qualité et de valider notre métrique dans le cas du flou linéaire.  
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Nous avons aussi déduit de cette variation linéaire, une règle de qualité d‟image analogue 
à la règle décimètre classique. Cette règle nous servira dans la deuxième expérience à mesurer 
des flous arbitraires. 
 Calibration de la métrique par rapport au flou linéaire 
L‟expérience de vote forcé nous permet d‟avoir une vérité de terrain pour les flous de 
bougé particuliers que sont les bougés linéaires. Cela nous a permis de calibrer la métrique de 
qualité d‟image en ajustant les coefficients a et b de la métrique. Nous avons alors appliqué 
l‟équation 10 sur des flous linéaires en ajustant a et b. Le meilleur ajustement trouvé est 
a = 12.2 et b = 10. La prédiction de la métrique dans le cas linéaire est présentée figure 42. 
 
Figure 42. Prédiction de la métrique de qualité d’image (points) par rapport à la vérité 
de terrain pour l’évolution des flous linéaires (courbe). 
Comme il peut être remarqué sur la figure, grâce à l‟utilisation de ces coefficients 
d‟ajustement la métrique arrive à prédire les flous linéaires de façon très précise sur une 
grande gamme de flous linéaires. 
2.3.2 2ème expérience de règle de qualité ajustable  
Dans cette deuxième expérience, nous allons étendre notre mesure de flou linéaire à tout 
type de flou. Cela permettra de valider notre métrique pour des flous de bougé quelconques. 
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 Génération de la règle de qualité 
Pour mesurer la qualité des images avec des flous quelconques, j‟ai utilisé les résultats de 
l‟expérience de JND pour générer une règle étalonnée de qualité d‟image. Une règle de 
qualité a été créée pour chaque image de la base de données. Cette règle a été réalisée par la 
même gamme de noyaux de bougé linéaire allant de 0 pixel à 45 pixels de bougé. La règle de 
qualité a été créée pour couvrir une gamme de 0 à -24 JND avec un pas d‟espacement de 
1 JND. Ainsi, chaque image a une large gamme de dégradations linéaires avec de faibles 
espacements en matière de qualité d‟image. Toutes ces dégradations d‟image progressives 
réparties sur toute la gamme créent la règle de qualité d‟image. Cette règle de qualité d‟image 
peut donc mesurer le flou d‟une image en JND, analogue à la règle décimètre qui mesure une 
distance en cm.  
 Génération de flous de bougé quelconques 
Pour générer les flous quelconques, nous avons utilisé notre modèle physiologique de 
tremblement humain [105] pour simuler une variété de temps d‟exposition et de condition 
d‟utilisation. Dix-huit matrices de PSF aléatoires ont été générées grâce à différents temps 
d‟exposition recouvrant une grande gamme de temps d‟exposition depuis des faibles temps 
d‟exposition (<1/64 s) jusqu‟à des temps longs d‟exposition (1/4 s). Nous avons dérivé ces 
matrices de PSF en utilisant ces hypothèses : 200 g. pour la masse de l'appareil photo, une 
distance focale de 105 mm, 5 μm comme taille de pixel. 
Les différentes PSF générées par notre modèle sont présentées figure 43. 
 
Figure 43. Dix-huit différentes PSF obtenues avec notre modèle de tremblement 
suivant différents temps d’exposition. 
PSF 
Temps  
d‟exposition [s] 1/64     1/32           1/16             1/8                 1/8                                   1/4 
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Cette base de données de flou nous donne différents scénario de condition de prise de vue 
avec différents temps d‟exposition. Ces flous quelconques vont être évalués par rapport à la 
vérité de terrain des flous linéaires en utilisant une expérience d‟ajustement de règle de qualité 
d‟image. Cette deuxième expérience nous mène à construire une deuxième vérité de terrain 
pour des flous quelconques. 
 Nouvelle interface graphique 
La qualité des images a été évaluée grâce à la règle de qualité d‟image présentée 
précédemment. Les conditions de visualisation ont été les mêmes que dans l‟expérience de 
vote précédente. L‟évaluation d‟un flou de bougé quelconque a été mesuré par la présentation 
de deux images adjacentes présentées à l‟observateur. La première image, celle qui est à 
évaluer, est dégradée par une PSF de flou quelconque. La seconde image, générée en temps 
réel grâce à l‟ajustement de la taille du flou linéaire, est ajustée en netteté pour obtenir une 
équivalence en termes de qualité d‟image. Pour chaque PSF de bougé quelconque, nous avons 
demandé au sujet d‟ajuster le flou linéaire de façon à trouver la meilleure équivalence par 
rapport à la première image. Par cet ajustement, connaissant la valeur du flou linéaire grâce à 
la règle de qualité, il nous est possible de donner une note au flou quelconque évalué. Pour 
accomplir cette expérience, une deuxième interface graphique Matlab a été implémentée. 
Celle-ci est présentée figure 44 avec son ascenseur qui permet de faciliter l‟ajustement de la 
règle de qualité en temps réel. 
 
Figure 44. Interface graphique de l’expérience de règle de qualité d’image ajustable. 
Image floutée 
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 Nouveau groupe d’observateur 
La même base de données d‟images floutées a été évaluée par 20 observateurs. Les 
observateurs sont des adultes volontaires comptant 5 femmes et 15 hommes avec des âges 
répartis entre 21 et 45 ans. La plupart des observateurs n‟ont aucune expérience en notation de 
qualité d‟image. Chaque observateur a évalué les dix-huit matrices de PSF de flou 
quelconques par rapport au flou linéaire sur les six images de notre base de données. Nous 
avons alors obtenu une base totale de mesure de 2160 résultats. Le temps de l‟expérience a été 
inférieur à 45 minutes comme recommandé par [72] afin de prévenir des risques de fatigue. 
Chaque ajustement a été en moyenne fait en moins de 15 secondes, ce qui correspond à un 
temps normal si on regarde d‟autres expériences avec le même type de mesure [106]. Enfin, 
pour connaitre l‟impact de chaque flou quelconque, nous avons calculé leur note moyenne 
suivant les six scènes et des 20 observateurs. 
 Protocole de la seconde expérience 
Dans cette expérience, nous avons utilisé ces différentes étapes : 
1. L‟acuité visuelle a été testée pour chaque observateur afin de s‟assurer que leur vision 
soit normale ou supérieure à 10/10 corrigé ou non. 
2. Un court exemple avec quelques images test a été présenté à l‟observateur pour lui 
présenter l‟interface graphique, son fonctionnement ainsi que les différentes 
recommandations présentées en annexe 2. Il a été demandé à l‟utilisateur d‟ajuster du 
mieux que possible les images en matière de qualité globale et non par rapport à une 
zone de l‟image ou à un type de dégradation.  
3. Ensuite, le test complet comprenant la base des 108 images floutées a été présenté à 
chaque observateur. 
4. Les résultats ont été moyennés suivant les 6 scènes et les 20 observateurs afin de 
déterminer la moyenne spécifique à chaque matrice de PSF quelconque. 
Cette nouvelle expérience nous permet d‟en déduire une nouvelle vérité de terrain pour 
des flous quelconques. Les résultats sont présentés dans la section suivante. 
2.3.2.2 Résultats de l’expérience et de la performance de 
prédiction de la métrique 
La deuxième expérience utilisant la règle de qualité nous donne une vérité de terrain sur 
les dix-huit flous arbitraires. Pour évaluer les performances de notre métrique de qualité, à 
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prédire la qualité des images, nous avons appliqué l‟équation 10 à chacune des dix-huit PSF. 
Ainsi, notre métrique de flou nous donne la qualité d‟image prédite pour chaque scénario de 
flou. Ces résultats de prédiction sont comparés à ceux des observateurs dans la figure 45. 
 
Figure 45. Comparaison de la prédiction de la métrique (abscisses) avec la vérité de 
terrain issu de l’expérience d’ajustement de la qualité des images (ordonnées). L’écart-
type entre observateurs pour chaque flou est représenté par la barre d’erreur. 
Cette deuxième expérience nous mène vers deux types de résultat : ceux qui sont propres 
à la règle de qualité et ceux qui sont propres à la métrique.  
 Résultats de la règle de qualité  
Si nous regardons dans un premier temps les résultats du point de vue des expériences 
visuelles, nous pouvons observer une variabilité dans les résultats. Cela est normal pour une 
expérience subjective, mais nous remarquons les deux choses suivantes :  
 Plus le flou ressemble à un flou linéaire, plus la mise en correspondance sera facile et 
donc similaire entre observateurs, de la sorte l‟écart-type entre les mesures sera faible. 
 Plus le flou a une forme exotique, plus il sera difficile pour l‟observateur de faire 
correspondre un flou linéaire en termes de qualité. Alors au final l‟écart-type sera fort. 
Le pire cas observé est lorsque l‟image est de forme image dédoublée. 
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 Résultats de la métrique 
Les résultats montrent que la métrique a une très bonne aptitude de prédiction de la 
tendance globale. La métrique donne une bonne prédiction pour la majorité des points avec un 
écart de précision inférieur à 3 JND.  
Pour quelques points, la métrique n‟arrive pas à bien prédire la qualité des images. Elle 
sous-estime leur qualité, c'est-à-dire que l‟observateur la perçoit finalement de meilleure 
qualité. Cela vient du fait que ce type de dégradation d‟image est assez particulier, car elle 
génère une image de forme dédoublée comme présenté figure 46. Dans ces cas précis, nous 
pouvons remarquer que cette mauvaise prédiction est aussi corrélée à l‟augmentation de 
l‟écart-type de notation entre utilisateurs. Du fait de sa sous-estimation en matière de qualité, 
la métrique garantit dans le pire cas au moins la qualité minimum que représente une image 
pour la vision humaine.  
   
Figure 46. Exemple d’image floutée, cas de l’image dédoublée. 
2.3.2.3 L’influence des conditions de visualisation 
Dans la première expérience visuelle de la section 2.3.1, j‟ai placé les observateurs à 2,97 
m de l‟écran afin d‟éviter le problème de sous résolution de l‟écran comme expliqué 
précédemment. Maintenant en pratique, la distance de visualisation n‟est pas si importante, 
elle est plus proche de 2 à 3 fois la hauteur de l‟écran [106]. De plus la tendance actuelle est 
de les regarder soit directement sur l‟écran de l‟ordinateur ou encore sur la télévision et les 
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cadres numériques [3]. Suivant le support de visualisation de l‟image, la distance de 
visualisation de celle-ci ne sera pas la même. Par exemple pour la télévision, la distance 
recommandée sera de 3 fois la hauteur de l‟écran pour les téléviseurs HD et 6 fois pour ceux 
avec une définition standard [107]. Ou encore dans le cas des images imprimées sur des 
supports papier, la distance de visualisation va varier de 2 à 3,4 fois la hauteur de l‟image 
suivant la taille de la photo [9].  Si l‟on regarde ces distances de visualisations par rapport à la 
taille des points de l‟image visualisée, nous pouvons observer que finalement cette distance 
correspond généralement à la distance pour laquelle 1 point de l‟image est regardé par un 
angle de 1 arc minute, soit l‟acuité visuelle. Ceci correspond à la distance pour laquelle il 
n‟est plus possible de discerner un point de l‟image. Excepté pour les expériences visuelles, 
nous nous basons sur cette hypothèse de distance de visualisation : que l‟image est observée à 
la distance pour laquelle 1 point est regardé avec un angle d‟un arc minute, soit l‟acuité 
visuelle. Le flou ressenti dans les images n‟étant pas perçu de manière linéaire comme le 
rappelle la figure 47.a, il y a donc une transformation à faire pour ramener la distance de 
visualisation où un pixel est regardé à 1 arc minute. Pour réaliser cette transformation, la 
courbe figure 47.a de la qualité suivant la dégradation est utilisée comme abaque car se 
rapprocher de l‟écran d‟un facteur 3, revient à augmenter la taille du flou de ce même facteur. 
Le résultat de cette transformation est présenté figure 47.b.  
 
Figure 47. Résultats de la 1ère expérience visuelle de la section 2.3.1.2 montrant 
l’évolution de la qualité d’image perçue suivant la taille du flou linéaire. (a) Pour une 
distance de visualisation à 2,97 m. (b) Pour une distance de visualisation à 0,97 m (1 
pixel vu à l’acuité visuelle). 
(a) (b) 
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 Qualité intrinsèque d’une image 
Lorsque l‟image vient d‟être numérisée sur l‟imageur, dans un premier temps, nous 
pouvons nous ramener à une image qui sera visualisée à 100 % de sa taille imageur. C'est-à-
dire que chaque pixel de l‟imageur correspondra à 1 point de l‟afficheur. Nous appellerons 
cela la qualité intrinsèque de l‟image. Comme vu précédemment, dans le cas où cette image 
est affichée, sa distance de visualisation sera la distance pour laquelle 1 point de l‟image 
correspondra à l‟acuité visuelle de l‟œil humain. 
En général, les images sont rarement regardées à 100 % de leur taille car leurs supports 
de visualisation ont une résolution plus faible [106]. Du coup, nous pouvons nous poser la 
question : « Quelle est leur qualité après réduction suivant le support de visualisation ? ». De 
manière analogue, regarder les images à une distance plus importante est la même chose que 
de réduire l‟image d‟un point de vue détail et taille de l‟image. Ainsi, nous pouvons utiliser 
les courbes présentées figure 47 comme abaque pour transformer la qualité intrinsèque d‟une 
image à sa qualité observée comme présentée figure 48. 
 
Figure 48. Ajustement de la qualité d’image après réduction de celle-ci. 
En conclusion le support et la distance de visualisation sont déterminants lorsque l‟on 
parle de qualité d‟image. Suivant les applications, les besoins ne seront pas les mêmes. Pour 
faciliter le raisonnement dans la suite de mes travaux, de façon arbitraire, nous ne parlerons 
que de qualité intrinsèque. C'est-à-dire des images affichées à 100 % de leur taille pixel avec 
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2.3.3 Application de la métrique au flou de bougé lors 
d’une prise de vue 
La métrique nous permettant de quantifier le flou de bougé, nous pouvons donc nous 
intéresser à la variation de la qualité suivant le temps de pose pour prendre une photo. Nous 
avons vu dans le chapitre d‟introduction que le temps de pose est fixé par la luminosité de la 
scène ainsi que par les paramètres de l‟appareil photo. En résumé moins la scène sera 
lumineuse, plus le temps de pose sera long, alors plus le flou risquera d‟être visible sur 
l‟image suivant la dextérité du photographe. Suivant la qualité d‟exigence de l‟utilisateur ce 
flou visible sur l‟image sera plus ou moins gênant. 
2.3.3.1 Ce que souhaite l’utilisateur en terme de qualité d’image 
 L’exigence de qualité augmente au cours de temps 
Nous avons vu que la mesure de qualité en JND permet de noter la qualité des images de 
manière objective. Mais en général, les utilisateurs finaux souhaitent se rattacher à des critères 
plus subjectifs pour qualifier une image telle que : excellente, bonne, moyenne, pauvre, ne 
vaut pas la peine d‟être gardée. De plus comme nous l‟avons vu en introduction cette 
exigence de qualité augmente au cours du temps rappelé figure 49. 
 
Figure 49. Évolution de l’exigence de la qualité des images au cours du temps exprimé 
en JND par [9]. 1979 : format 110 ; 1990 : format 35-mm ; 2002 : Qualité améliorée. 
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 La tendance des besoins aujourd’hui 
Comme les derniers résultats de l‟étude de [9] présentée figure 49 date de 2002, au jour 
de la rédaction de ce manuscrit, 10 années ce sont écoulées. En conséquence nous avons 
encore « subi » une augmentation de l‟exigence de qualité. Afin de mettre à jour ces données, 
j‟ai réalisé une expérience de notation type MOS à partir d‟images ayant un JND connu pour 
les placer dans cinq cas différents : «excellent », « Bonne », « Moyenne », « Pauvre » et « Ne 
vaut pas la peine d‟être gardé ». Les images utilisées ont été les mêmes que celle des 
expériences précédentes avec 180 flous linéaires (6×30) allant de 0 à -29 JND avec un 
intervalle de 1 JND. Les conditions de visualisation ont aussi été les mêmes que 
précédemment. Les résultats de l‟expérience sont présentés figure 50. 
 
Figure 50. Qualité subjective observée suivant la valeur de qualité objective en JND. 
Ces résultats montrent que l‟exigence de qualité continue à augmenter. Néanmoins, les 
écarts entre les différents groupes sont conservés. Le tableau 6 présente des exemples 
d‟images ayant subi un flou linéaire avec leur note subjective et objective. Ces images ont été 
préalablement ajustées de manière à pouvoir les imprimer au moins en 180 dpi pour les juger 
à 48,5 cm de distance. Nous pouvons conclure de cette expérience que l‟exigence de qualité 
est encore de plus en plus importante. 
Excellente 
Qualité 




Bonne Moyenne Pauvre 
Ne vaut pas la 
peine d‟être 
gardée 
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Tableau 6. Exemple d’images ayant subi un flou de bougé linéaire avec leurs qualités 
objectives et subjectives respectives. Ces images ayant une définition de 180 dpi, une 
fois imprimée en 180 dpi ou plus, devront être visualisées à 48,5 cm afin de retrouver les 
résultats inscrits dans le tableau. 
Image avec flou linéaire Qualité objective Qualité subjective 
 
0 JND Excellente 
 
-3 JND Bonne 
 
- 9 JND Moyenne 
 
- 15 JND Pauvre 
 
-21 JND 
Ne vaut pas la peine d‟être 
gardée 
 
2.3.3.2 Du temps de pose au bougé sur l’imageur 
Comme nous l‟avons vu dans le chapitre 1 figure 24, en entrée de perturbation du 
système de l‟appareil photo, nous avons le tremblement physiologique de la main. Ainsi au 
final suivant les paramètres de l‟appareil photo, nous avons une image floutée sur le capteur 
de celui-ci. Maintenant, grâce à la métrique de qualité d‟image il est possible d‟anticiper la 
qualité de l‟image prise. Nous allons définir une valeur dite de bonne qualité, qui sera utilisée 
comme référence, dans la suite des travaux. Cette note est défini à –3 JND pour les raisons 
suivantes : 
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 L‟image doit être subjectivement perçue comme étant de bonne qualité. 
 L‟écart entre 0 et -3 JND correspond à une limite statistique dans la définition des 
JND. Cette définition est la suivante : si l‟on présente deux images de qualités 
différentes où 100 % des personnes peuvent enfin faire la différence, alors ces images 
sont espacées de 3 JND.  
Ainsi pour la suite de ce manuscrit, lorsque nous parlerons d‟une image de bonne qualité, 
ce sera une image ayant –3 JND comme qualité subjective. 
 Qualité suivant le temps de pose 
Pour un temps de pose fixé, il reste 3 paramètres qui jouent sur la qualité intrinsèque de 
l‟image ; la force du tremblement de la main, la taille des pixels de l‟imageur et la distance 
focale de l‟appareil photo. La formule de transformation de l‟impact du tremblement de la 


























dans laquelle ∆x et ∆y représentent le déplacement du bougé exprimé en pixel. F, la 
distance focale et Tpix, la taille des pixels en m. θx et θy le tremblement de la main en degré. 
Ainsi les deux paramètres  F et Tpix, fixent un ratio d‟amplification du tremblement 
physiologique de la main. 
En fixant ce ratio d‟amplification, deux applications directes pour la photographie sont 
présentées : 
 L‟évolution de la qualité moyenne suivant le temps d‟exposition figure 51.  
 Le pourcentage de bonnes images (Qualité > -3 JND) suivant le temps d‟exposition 
figure 52. 
Ces courbes ont été réalisées grâce à la métrique de qualité, en notant les images floutées 
à partir du modèle de tremblement physiologique. Cent différents bougés pour trois types 
d‟appareils photo ont été simulés fixant ainsi une distance focale (équivalent 35 mm) et une 
taille de pixel : 
 Un Smartphone (28 mm, 1,4 μm). 
 Un appareil photo compact en mode portrait (100 mm, 2 μm). 
 Un appareil photo bridge avec un zoom  (280 mm, 2,8 μm). 
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Figure 51. Évolution de la qualité de netteté en JND suivant le temps de pose pour 
trois types d’appareils photo. 
Les résultats présentés figure 51 montrent que plus le temps de pose augmente, moins les 
images sont de bonne qualité en termes de netteté. Ceci est amplifié par l‟augmentation de la 
distance focale ainsi que la réduction de la taille des pixels comme prévu par l‟équation 13. 
 
Figure 52. Evolution du pourcentage de bonne image (Qualité > -3 JND) suivant le 
temps d’exposition pour 3 types d’appareils photo. 
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En photographie, un principe de base est utilisé pour les formats 35 mm avec les 
appareils reflex, comme rappelé dans les travaux de [40]. Ce principe consiste à ne pas 
dépasser un temps de pose inversement à la distance focale. Par exemple dans le cas d‟un 
appareil avec une distance focale de 28 mm, le temps de pose maximal que préconise ce 
principe est de 357 ms.  Il a été observé par [40] que cette règle n‟était plus tout à fait 
directement valable  pour des appareils tels que les camera phone et les compacts. En effet, 
par exemple dans le cas des camera phone, il y a une réduction du temps de pose par un 
facteur 3. Nos simulations montrent aussi cette tendance. Si nous prenons le cas du 
Smartphone pour garantir une image de bonne qualité dans 90% des cas, nous préconisons un 
temps de pose inférieur à 112 ms. Soit une réduction du temps de pose d‟un facteur 3,2 par 
rapport au principe de base utilisé pour les formats 35 mm. Ces résultats sont en accord avec 
les observations de [40] et s‟expliquent dans notre cas par la petite taille des pixels des camera 
phone. 
En conclusion, plus le temps d‟exposition est important, plus en moyenne les images sont 
de mauvaise qualité. Ou d‟un point de vue statistique, plus le temps d‟exposition est important 
plus, il est difficile d‟avoir une image de bonne qualité.  
2.4 Conclusion sur la métrique de Qualité 
Nous avons présenté une métrique permettant de prédire la qualité des images dans le cas 
du flou de bougé. Cette métrique de qualité est directement basée sur les informations de la 
PSF du bougé de l‟appareil photo. 
Grâce à l‟expérience de vote forcé, nous avons pu déduire une règle de qualité d‟image. 
Cela nous a aussi permis d‟étalonner et de valider cette métrique. Notre métrique de qualité de 
flou de bougé donne une excellente prédiction dans le cas des mesures des flous linéaires.  
La deuxième expérience par règle d‟ajustement nous a permis de mesurer des flous 
quelconques. Ceci nous a permis d‟obtenir une deuxième vérité de terrain pour le cas de flou 
de bougé quelconque. Ainsi cette vérité de terrain a été nécessaire pour valider notre métrique 
dans le cas de flous non linéaires. Les résultats montrent une bonne prédiction de la métrique 
pour la majorité des flous de bougé ordinaires. 
- 90 - 
Concernant les conseils sur le temps de pose afin de prendre une photo nette, 
l‟application de la métrique aux flous photographiques a montré de bons résultats, en accord 
avec la réalité de terrain observée par [40]. 
Grâce aux deux expériences psycho-visuelles nous avons obtenu une vérité de terrains 
confirmant ainsi les performances de notre métrique. La métrique permet de prédire la qualité 
des images perçues soumises aux flous de bougé en calculant leur netteté. Cette connaissance 
de la netteté des images nous ouvre les portes d‟une part pour quantifier les performances des 
algorithmes de stabilisation et d‟autre part, de développer des algorithmes de stabilisation qui 
tiennent compte de la qualité d‟image en cours de stabilisation. 
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Chapitre 3 Systèmes de stabilisation 
d’image 
La stabilisation des images pendant une prise de vue est un facteur clé pour la qualité des 
images, surtout lorsque le temps de pose augmente dans des conditions de scène sombre. 
Nous avons vu précédemment que du fait de la démocratisation des appareils photo, de la 
réduction de la taille des pixels, des optiques et de la masse de l‟appareil, l‟impact du flou 
s‟accentue, et ce malgré une exigence de qualité d‟image toujours accrue des utilisateurs. 
En s‟appuyant, d‟une part sur les propriétés du tremblement humain, propriétés ayant 
donné lieu à la modélisation de son impact sur la PSF du flou de bougé, d‟autre part sur une 
métrique de qualité d‟image, j‟ai développé des architectures de stabilisation répondant à ces 
nouveaux défis.  
Dans ce chapitre, sont présentés : 
 En premier lieu un état de l‟art sur la stabilisation des images. Nous allons, entre 
autres, voir pourquoi les architectures de stabilisation ne permettent pas de garantir 
une netteté d‟image quel que soit le type d‟utilisation. 
 Puis les algorithmes et architectures bas-coûts pour la stabilisation permettant 
d‟atteindre un niveau de qualité de stabilisation. 
 Enfin une architecture qui se base sur un nouveau paradigme : la segmentation du 
temps de pose pour garantir la qualité de stabilisation de l‟image. 
3.1 Etat de l’art sur la stabilisation des images  
L‟utilisateur final s‟attend à avoir des images de bonnes qualités quel que soit l‟usage 
qu‟il fait de son appareil, des conditions d‟exposition et de sa dextérité. Pour cela des 
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systèmes de stabilisation ont été développés pour réduire le flou induit sur l‟image par les 
tremblements de l‟utilisateur. 
3.1.1 Position du problème 
La chaine de stabilisation d‟image est rappelée plus en détail dans la figure 53.  
 
Figure 53. Chaine de stabilisation d’image classiquement implémentée dans les 
appareils photos. 
Les tremblements de la main sont transmis à l‟appareil photo par la tenue de celui-ci 
comme présenté dans le chapitre 1. Nous avons vu dans le chapitre 1 que même si le 
tremblement impacte les 6 degrés de liberté de l‟appareil photo, seuls les bougés sur les axes 
de tangage et de lacet auront un impact important sur la PSF de flou de l‟image. Ce bougé de 
l‟appareil photo va être estimé par un capteur de mouvement. Il s‟agit d‟un gyroscope destiné 
à mesurer de manière précise les rotations autour des axes de tangage et de lacet. Ensuite les 
informations de mouvement seront interprétées et mises en forme par un contrôleur de 
compensation, généralement un digital signal processor réalise cette fonction, afin de 
contrôler le système optique de compensation. La compensation optique permet d‟aligner 
l‟axe optique avec les rayons incidents comme illustré figure 54. 
La stabilisation est réalisée soit par le déplacement de la lentille, soit par le déplacement 
de l‟imageur. Ainsi l‟image projetée sur le plan focal est stabilisée en position par rapport à 
celui-ci, ce qui permet d‟obtenir un gain en netteté de l‟image. 
L‟objectif de nos travaux est de proposer une chaîne de l‟image simplifiée, c‟est-à-dire, 
comportant moins de composants externes, en supprimant le gyroscope ou le système de 
stabilisation optique et en le remplaçant par une solution électronique. Cet objectif doit 
garantir un niveau élevé de qualité d‟image. 
Appareil photo 
Scène 
Image de sortie 
Tremblement 
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Figure 54. Illustration3 de la stabilisation d'image dans le cas de lentille mobile. 
3.1.2 Solution classique de stabilisation d’images 
 Système de détection 
Les stabilisateurs d‟image classiques utilisent des gyroscopes comme système de 
détection du bougé. En effet, comme nous l‟avons vu dans le chapitre 1, les bougés 
importants à détecter sont les rotations de l‟appareil photo. Ainsi les capteurs gyroscopiques 
ont pour fonction de mesurer la rotation, et délivrent un signal de sortie proportionnel à leur 
rotation. Ces gyroscopes sont des capteurs de vitesse angulaire qui font partie de la famille 
des capteurs inertiels. Pour mémoire, le principe du gyroscope est présenté figure 55 : un objet 
de masse m subit des vibrations de vitesse v

. Lorsque le gyroscope tourne avec une vitesse 
angulaire 

, l‟objet de masse m va subir un déplacement additionnel causé par la force de 
Coriolis CoriolisF

, exprimée par l‟équation 14 : 
 )(2 

 vmFCoriolis  (14) 
                                                 
3







Déplacement de la lentille 
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Figure 55. Illustration4 présentant la force de Coriolis. 
La direction de ce déplacement est perpendiculaire à l‟origine du déplacement et de l‟axe 
de rotation [108]. Ainsi lorsque la vitesse et la force de Coriolis sont mesurées, il est possible 
d‟en déduire la vitesse angulaire de l‟objet. Cette vitesse angulaire est exprimée en degrés par 
seconde (dps). 
Depuis le développement industriel des microelectromechanical systems (MEMS), la 
miniaturisation des gyroscopes permet leur intégration dans des systèmes embarqués 
compacts. Ainsi, de nombreuses architectures sont utilisées pour la conception des gyroscopes 
MEMS [109]. Par exemple pour les résonateurs, il existe des architectures qui utilisent des 
quartzs, des modules piézoélectriques vibrants ou encore simplement du silicium. Le faible 
coût et la compacité de ces MEMS, permet aujourd‟hui leur présence dans les téléphones 
portables haut de gamme tels que les smartphones. L‟état de l‟art des gyroscopes MEMS est 
présenté dans le tableau 7. Seuls les MEMS utilisés pour la stabilisation d‟image sont 
présentés Ces derniers ont une bonne sensibilité afin de détecter les tremblements de faibles 
amplitudes. 
En conclusion, malgré un espace supplémentaire de quelques mm
3
 et un coût supérieur de 
quelques euros, les gyroscopes MEMS sont des composants externes très utilisés pour la 
stabilisation optique intégrée car ils ont une forte sensibilité, permettant de détecter les faibles 
tremblements de la main [14]. Cette sensibilité est de quelques millièmes de degré par 
seconde.  
 
                                                 
4
 Cette figure est tirée de [29]. 
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Tableau 7. Etat de l’art des plus petits gyroscopes MEMS disponibles sur le marché 
adapté à la stabilisation d’image. 




[110] ST (L3GD20H, 2012) 3×3×1 8,75  245 
[111] InvenSence (IDG-2020, 2011) 3×3×0,9 30,5  250 
[112] Panasonic (EWTS9P, 2011) 4,6×3,8×0,9 20 300 
 
Dans notre étude, nous allons proposer des architectures de stabilisation qui se passent du 
gyroscope pour supprimer les contraintes d‟espace et de coût supplémentaire de ceux-ci.  
 Méthodes de contre réaction 
Il existe deux technologies pour les systèmes de stabilisation optique : la contre réaction 
de type déplacement de lentille présenté figure 56.a et la contre réaction par le déplacement de 
l‟imageur illustré figure 56.b. 
 
Figure 56. Système de stabilisation optique. (a) Stabilisation par déplacement de 
l’optique5. (b) Stabilisation par déplacement de l’imageur6. 
Aujourd‟hui, la majorité des constructeurs d‟appareil photo proposent un système de 
stabilisation optique avec l‟une de ces solutions dans leurs appareils photo reflex ou compact.  
Nikon, Canon et Sigma sont ceux qui ont le plus développé des systèmes de stabilisation dans 
les optiques. Alors que Sony, Pentax, Olympus, Fujifilm, Samsung, Casio et Ricoh ont 
développé des systèmes de stabilisation où c‟est l‟imageur qui est en mouvement. 
Un des avantages de la stabilisation par déplacement de l‟imageur est que lorsque 
l‟appareil photo peut utiliser différent optiques, la stabilisation est réalisée indépendamment 
                                                 
5
 Schéma provenant de [175]. 
6
 Schéma tiré de [176]. 
(a) (b) 
Imageur 
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de l‟optique alors que dans l‟autre solution la stabilisation doit être intégrée dans chaque 
optique. 
Dans le cas des appareils photos pour téléphone, la contrainte de taille du module optique 
est une contrainte forte d‟intégration. Pour un module ayant une fonction d‟auto focus sa taille 
typique est de 8×8×6 mm [14]. C‟est donc un défi pour que la partie stabilisation optique 
n‟augmente pas trop le volume du module. Dans les travaux de [113] un module de 
stabilisation optique utilisant des bobines mobiles pour faire bouger la partie optique est 
proposé, il a pour dimensions 12×12×5 mm.  
Un autre type de solution utilise des optiques liquides, liquid lens en anglais. Cette 
technologie utilise des optiques composées de liquide afin de faire varier la forme de l‟optique 
ou sa position et ainsi permettre de réaliser une fonction de stabilisation d‟image [114]. Ce 
type de module optique et circulaire a un diamètre de 7,75 mm et une hauteur de 2,2 mm. 
Dans la même idée que la stabilisation par déplacement des imageurs mais en utilisant 
des technique inspiré des MEMS, des solutions miniaturisées sont développées par les 
chercheurs [115]. Ils arrivent à obtenir des modules de très petite taille : 8,8×8,8×0,2 mm. 
Aujourd‟hui, même si les modules avec stabilisation approchent les dimensions des 
modules avec seulement la fonction d‟auto focus, leur implémentation engendre un coût et 
nécessite une technicité plus importante. Dans nos architectures de stabilisation, nous 
proposons des solutions pouvant se passer du module de stabilisation optique. 
 Performances des appareils existantes 
La majorité des constructeurs d‟appareil photo proposent des systèmes de stabilisation 
optique dans leurs produits. Les performances de stabilisation sont réalisées de manière 
empirique. Le nombre de « stops » ou exposure value (EV) est utilisé pour indiquer le nombre 
de fois dont le temps de pose peut être multiplié par deux tout en conservant une image nette. 
C'est-à-dire qu‟un système de stabilisation ayant comme performance 3 stops ou 3 EV 
permettra d‟obtenir des images nettes de même qualité avec un temps de pose 8 fois plus long 
que le même système d‟acquisition  en l‟absence de dispositif de stabilisation. Un exemple de 
type de graphique est présenté figure 57 par [116].  
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Figure 57. Gain des systèmes de stabilisation optique. 
Aujourd‟hui, les performances de stabilisation sont entre 2 et 4 EV suivant les appareils 
photo. Par exemple Sony avec son appareil photo reflex Alpha SLT-A57 [117] estime une 
réduction du bougé entre 2,5 et 4,5 EV suivant l‟utilisation.  
La combinaison d‟un micro-gyroscope en technologie MEMS et de modules de 
stabilisation optique a permis l‟apparition des premiers téléphones équipés d‟appareil photo 
avec des systèmes de stabilisation optique. Par exemple le smartphone Lumia 920 [118] avec 
son concept PureView présente des performances de stabilisation de 3 EV, soit une 
augmentation possible de 8 fois le temps de pose. 
Un premier type de formalisation des performances de systèmes de stabilisation est 
proposée par [101]. Par l‟utilisation d‟un système mécanique il simule le bougé avec des 
données de tremblement humain puis mesure le déplacement résiduel avec ou sans système de 
stabilisation. Enfin, par un calcul de valeur efficace moyenne du bougé résiduel, il détermine 
le gain apporté par celui-ci. 
Un deuxième type de méthode de mesure de performance est proposée par [119]. Il 
consiste à photographier un écran calibre composé de LED pendant que l‟appareil est soumis 
à un bougé avec ou sans stabilisation d‟image. Puis par le traitement de ces images avec 
différent temps de pose, le gain du stabilisateur est déterminé en utilisant l‟analyse en 
composante principale des déplacements résiduels. 
Malgré la proposition d‟harmonisation des méthodes de mesure des performances des 
systèmes de stabilisation, il existe trois limitations pour comparer les performances de tous les 
appareils entre eux : 
- Les signaux de tremblement injectés dans les différents appareils ne sont pas 
comparables. 
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- Les seuils de détermination des images floues ne sont pas les mêmes. 
- Les méthodes de mesure du flou sont différentes. 
Même si ces systèmes de stabilisation optique se généralisent de plus en plus dans les 
appareils photo, d‟autres solutions de stabilisation existent. Elles sont présentées dans la 
section suivante. 
3.1.3 Autres solutions de stabilisation existantes  
Les chercheurs ont développés d‟autres solutions dites numériques pour stabiliser les 
images afin de se passer des composants externes à l‟imageur. Elles consistent soit à faire des 
opérations directement sur l‟imageur en cours d‟intégration, soit une fois l‟image numérisée.  
 Stoppage de l’intégration localisée 
Dans les travaux de [120], la stabilisation de l‟image est réalisée de manière localisée sur 
l‟imageur. Pour chaque pixel il y a un circuit électronique de détection du bougé. Cette 
détection est réalisée de manière ponctuelle suivant une période fixée. Lorsque le circuit 
détecte un bougé, il stop l‟intégration des pixels. Ainsi lorsqu‟un objet est en mouvement dans 
la scène, la zone de l‟image contenant la scène est figée. Par extension, lorsque toute la scène 
sera en mouvement lors d‟un flou de bougé, tous les pixels vont stopper leur intégration. Ceci 
revient finalement à réduire le temps de pose de l‟image, ce qui n‟est pas toujours souhaitable 
pour les scènes peu lumineuses.  
 Couple d’image 
Une autre méthode de stabilisation d‟image développée par [121] consiste à reconstruire 
une image nette à partir d‟un couple d‟image : une avec un temps d‟exposition long sans 
utiliser de flash et une autre avec un temps d‟exposition court avec l‟utilisation du flash. Ainsi 
l‟image nette acquise avec le flash permet de capturer les détails de la scène et celle sans le 
flash permet de prendre la luminosité ambiante. L‟une des principales limitations de cette 
technique est que l‟utilisation du flash n‟est pas toujours possible. 
 Déconvolution 
Un grand nombre d‟algorithme basés sur la déconvolution ont été développés pour 
réduire le flou sur les images. La déconvolution consiste à résoudre le problème inverse du 
floutage de l‟image. Pour inverser la convolution les algorithmes de déconvolutions ont tous 
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besoin d‟accéder à la PSF du flou : soit en connaissant déjà la PSF par supposition ou données 
externes, soit en cherchant la PSF du flou directement sur l‟image finale. On appelle cette 
dernière méthode, blind deconvolution. 
Pour les méthodes de blind deconvolution, il existe de nombreuses recherches sur le sujet 
[122, 123, 124, 125, 126, 127, 128] car l‟avantage de celles-ci est de pouvoir utiliser 
directement les images floutées. Une comparaison d‟algorithmes en termes de performance 
est réalisée dans les travaux de [129], il montre des résultats visuels à partir d‟un flou de 
bougé linéaire ainsi que les valeurs du bruit des images défloutées. Ces méthodes présentent 
l‟inconvénient d‟être gourmandes en puissance de calcul et l‟erreur sur l‟estimation de la PSF 
se cumule à l‟erreur liée au calcul de l‟inversion du floutage. 
Pour les autres méthodes de déconvolution il existe par exemple celles qui utilisent un 
imageur hybride [130, 131, 132]. C'est-à-dire que cette méthode utilise deux imageurs (ou 
deux zones de l‟imageur) : un permettant de prendre simplement la scène pour réaliser 
l‟image finale, l‟autre pour estimer le mouvement du bougé afin de reconstruire la PSF.  
Une autre méthode de déconvolution est celle utilisant un couple d'image comme dans les 
travaux de [133, 134, 135, 136]. Cette technique consiste à prendre deux images consécutives 
afin de prendre la même scène : d‟une part une image avec un temps d'exposition long (donc 
floutée) et d‟autre part une autre image avec un temps d'exposition rapide. Puis un post 
traitement est réalisé avec ces deux images pour retrouver efficacement et fidèlement la PSF 
de bougé de la première image. Ainsi cette seconde image participe à réduire la complexité de 
la reconstruction de la PSF permettant de faire ces traitements directement sur l‟appareil 
photo numérique.  
Globalement, même si certains algorithmes montrent des résultats corrects, ces bons 
résultats sont obtenus dans les cas de faibles bougés sans forme trop complexe, souvent de 
quelques dizaines de pixels maximum [129], donc se limite aux temps d‟exposition courts 
correspondant à des bougés linéaires soit d‟environs 1/10 de seconde. 
 Capture multiple 
Dans les travaux de [137], un algorithme de capture multiple est réalisé de manière locale 
au niveau pixel de l‟imageur. Ainsi lorsqu‟il n‟y pas de bougé détecté dans la zone de 
l‟image, il y a une simple accumulation des différentes captures. Lorsqu‟un bougé est détecté 
dans la zone, une opération d‟estimation de mouvement local est réalisé afin de recombiner 
les séquences successives en tenant compte du mouvement sur la partie de l‟image impactée. 
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Cet algorithme est de type récursif afin de limiter la taille de la mémoire due à la capture 
multiple. Une autre méthode de capture multiple généralisée à toute l‟image est proposée par 
[138]. Elle consiste à découper le temps de pose long, qui génère des images floutées, en 
plusieurs images plus nettes grâce à un temps de pose plus court. La décomposition du temps 
de pose est réalisée par 4 images de temps d‟intégration plus courts. Ensuite le décalage entre 
les 4 images du faite du bougé est détecté afin de recombiner les images entres elles. Cette 
méthode permet aussi de réduire le bruit dans l‟image finale par rapport à la solution 
consistant à prendre une seule image avec un temps de pose court compensée par un fort ISO. 
Plusieurs fabricants d‟appareil photo ont intégré cette fonction de stabilisation 
particulièrement utilisée dans les scènes nocturnes. Par exemple, Canon dans son PowerShot 
S100 [139] et Nikon dans Coolpix [140] proposent cette stabilisation pour les prises de vue de 
la nuit. Le problème de cette approche est qu‟elle se limite seulement à quelques images, donc 
son efficacité s‟en trouve limitée par le temps de pose. 
 Stabilisation sur l’imageur 
Grâce à la propriété des imageurs CCD (charge coupled divice) de pouvoir transférer les 
charges de proche en proche sur l‟imageur, les travaux de [141] réalise la fonction de 
stabilisation directement sur l‟imageur. Cet imageur particulier est  appelé orthogonal 
transfert CCD (OTCCD). Ce capteur permet de répondre aux exigences de l‟observation 
spatiale, permettant de s‟adapter aux turbulences atmosphériques qui entrainent un flou de 
bougé sur l‟imageur pour des temps de pose de plusieurs heures. Dans le même type d‟idée 
mais cette fois-ci pour des imageurs CMOS, Advasense [142] propose un feedback controlled 
pixel (FPC) afin de stabiliser l‟image pour la photographie. Cette technique prévoit de charger 
et décharger les pixels en cours d‟intégration pour faire suivre les charges sur leur nouveau 
lieu d‟intégration suite au bougé. 
 Conclusion 
En conclusion, toutes ces méthodes de stabilisation présentées dans cet état de l‟art 
s‟intéressent à la réduction du flou de bougé mais ne permettent pas de garantir une qualité 
d‟image stabilisée car elles ne prennent pas en compte un critère de qualité, par exemple basé 
sur la qualité voulue par l‟observateur. Par la suite, nous proposerons des architectures qui 
permettent de remettre au centre la qualité exigée par l‟observateur grâce à notre critère de 
qualité d‟image. Ces architectures s‟appuieront sur la capacité des imageurs rapides à générer 
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des séquences d‟images à des cadences bien supérieures à la cadence vidéo (25 à 30 i/s). Un 
état de l‟art sur ces imageurs rapides est présenté dans la section suivante. 
3.1.4 Imageur rapide 
Le premier imageur rapide est apparu dans les années 80‟, il était de technologie CCD 
avec une fréquence de 185 images par seconde (ips) pour une résolution de 512×512 pixels 
[143]. Le développement des imageurs CMOS a permis d‟améliorer la fréquence image grâce 
aux différents types d‟architectures pour la lecture des pixels et notamment grâce à la 
parallélisation de la lecture de ceux-ci [144, 145]. Pour plus de détails sur ces techniques de 
parallélisations, un résumé est présenté dans les travaux de [146]. Dans ces deux technologies 
CCD et CMOS, l‟obturateur qui permet de prendre les images les unes à la suite des autres est 
réalisé de manière électronique par l‟imageur. Potentiellement comme ils n‟utilisent pas de 
système mécanique, la vitesse d‟obturation peut être de quelques nanosecondes soit une 
fréquence de cadence d‟image d‟environs 1 GHz [147]. Néanmoins, pour ces imageurs, leur 
cadence de fonctionnement se trouvera limitée par les circuits d‟entrées sorties. Le tableau 8 
présente un état de l‟art pour les imageurs et les cameras sur le marché ayant des résolutions 
compatibles avec la photographie. 
Tableau 8. Etat de l’art des imageurs et camera les plus rapides ayant une résolution 
supérieur à 1 méga pixel. 
Réf. 
Fabriquant - Modèle 
Equipe de recherche 
Résolution 
Fréquence image [i/s] ; 
 éch./s ; bit/s 
[148] Cypress – VITA 25K, 2010 (imageur) 5120×5120 (10 bit) 53 i/s ; 1,4 Gé/s ; 14 Gb/s 
[149] 
Vision Research – Phantom v1610, 2011 
(camera) 
1280×800 (12 bit) 16000 i/s ; 16 Gé/s ; 196 Gb/s 
[150] Photron – Fastcam SA2, 2009 (camera) 2048×2048 (12 bit) 1080 i/s ; 4,5 Gé/s ; 54,4 Gb/s 
[151] IDT – Y7-S3, 2012 (camera) 1920×1080 (10 bit) 9000 i/s ; 18,7 Gé/s ; 186 Gb/s 
[152] Sony, 2011 (imageur) 8192×2160 (12 bit) 120 i/s ; 2,1 Gé/s ; 34,8 Gb/s 
[153] 
NHK Science & Tech R. Lab, 2012 
(imageur) 
7680×4320 (16 bit) 120 i/s ; 4 Gé/s ; 51,2 Gb/s 
 
L‟état de l‟art montre qu‟aujourd‟hui il est possible de réaliser des imageurs rapides qui 
peuvent générer des images à quelques centaines d‟image par seconde. 
Ces imageurs rapides ont donc une cadence image limitée par la bande passante de leurs 
sorties. Pour éviter ce goulet d‟étranglement, la solution est de garder les images en interne 
dans l‟imageur grâce à des mémoires puis, de les extraire à la vitesse des entrées sorties. Cette 
nouvelle architecture d‟imageur arrive à augmenter de plus d‟un facteur 100 la fréquence des 
images par rapport à ceux présentés ci-dessus. Le problème des systèmes visant à obtenir des 
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images ultra-rapides, est qu‟ils ont aujourd‟hui des formats limités à quelques dizaines voire 
centaines de pixels avec des méthodes difficilement intégrables ni envisageables dans un 
système embarqué. C‟est pourquoi nous ne présenterons pas ce type d‟imageur. Néanmoins le 
lecteur pourra se référer aux travaux de [147] présentant un état de l‟art sur le sujet. 
Nos algorithmes de stabilisation d‟image, présentés dans la section suivante, s‟appuieront 
sur les imageurs rapides. 
3.2 Algorithmes et architectures économiques 
pour la stabilisation  
Plusieurs architectures ont été développées afin de démontrer leurs fonctionnalités et de 
comparer leurs performances. Partant de nos connaissances sur le tremblement humain, nous 
avons envisagé des architectures sans gyroscope afin d‟utiliser l‟imageur comme un capteur 
de bougé.  
Dans cette perspective, en premier lieu, j‟ai conçu une architecture sans gyroscope mais 
conservant encore un système de stabilisation optique.  
Puis j‟en ai décliné une architecture gardant seulement l‟imageur. Dans ce cas l‟imageur 
est autonome et réalise aussi bien l‟estimation de mouvement que la stabilisation de l‟image. 
De ce fait, cette architecture sans gyroscope ni stabilisation optique est complètement 
intégrée. 
Enfin, j‟ai étudié encore une autre solution d‟architecture : une architecture sans système 
de stabilisation optique mais avec gyroscope. 
Les systèmes de stabilisation sans gyroscope ont besoins de détecter par eux même les 
tremblements ; les systèmes de stabilisation sans optique de compensation ont besoin de 
stabiliser par eux même l‟image. Ces deux fonctions sont réalisées d‟une part par un 
estimateur de mouvement et d‟autre part par une sommation cohérente et sont présentées dans 
les paragraphes suivants. 
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3.2.1 Nouvelle approche pour l’estimation de mouvement 
sans gyroscope 
3.2.1.1 Méthodes d’estimation de mouvement existantes basées 
sur l’analyse d’image 
Le but de notre approche est de simplifier la chaîne du stabilisateur d‟image en 
supprimant le gyroscope qui mesure le bougé de l‟appareil photo. Pour réaliser cette fonction, 
nous avons besoin d‟analyser l‟image pendant son intégration afin d‟en retirer les 
informations de mouvement global dû au bougé. Un couple d‟image doit être utilisé afin 
d‟estimer le mouvement relatif de l‟une par rapport à l‟autre. Pour réaliser cette estimation, il 
existe deux principales approches : une approche de bas niveau utilisant l‟image brute ; une 
approche haut niveau utilisant les informations des éléments de l‟image. Les approches bas 
niveau sont résumées ci-dessous.  
 Méthode fréquentielle 
Des méthodes fréquentielles ont été développées pour estimer le mouvement ainsi que les 
rotations et changement de taille entre deux images. Ces méthodes fréquentielles utilisent les 
informations de corrélation de la phase [154, 155] des images après transformée de Fourier de 
celle-ci. Ces méthodes étant basées sur les transformations de Fourier sont encore pour 
l‟instant trop complexes en termes de capacité de calcul pour être embarquées dans des 
systèmes tel que des appareils photos. Nous n‟avons donc pas retenu cette méthode pour 
réaliser l‟estimation de mouvement. 
 Méthode différentielle 
Les méthodes différentielles, développé par [156], s‟appuient sur les dérivées spatiales et 
temporelles pour estimer le mouvement. Elles ont été l‟objet de nombreuses améliorations et 
d‟extension [157, 158], leurs performances sont résumées et comparées dans [159]. Elles 
reposent sur la propriété de conservation de l‟illumination des points de l‟image, ce qui est le 
cas lorsque les deux images sont prisent l‟une à la suite de l‟autre avec le même temps de 
pose. Malgré une complexité importante, due au fait que ces méthodes mettent en jeux des 
dérivées ainsi que des inversions de matrices, nous avons retenu cette méthode comme 
référence d‟estimateur de mouvement car elles permettent d‟atteindre une précision sous-
pixélique et sont réputées pour leur robustesse au bruit [159]. Dans les algorithmes proposés, 
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l‟implémentation pyramidale de Lucas Kanade [160, 161] a été utilisée comme estimateur de 
référence pour ses performances. L‟approche pyramidale permet aussi de ne pas être limité 
par la taille des bougés entre les images [161]. 
 Méthode de mise en correspondance 
Il existe une littérature importante sur les méthodes d‟estimation de mouvement par mise 
en correspondance de zone de l‟image [162, 163, 164, 165]. Cette méthode consiste à prendre 
une zone de la première image appelée motif de référence et de retrouver ce motif sur l‟image 
suivante par une méthode apparentée à la corrélation. La distance entre les deux motifs est 
ainsi la distance de déplacement entre les deux images. Suivant le type de méthodes de mise 
en correspondance, leurs complexités peuvent être réduites afin d‟être embarquées dans des 
systèmes [165]. Principalement pour cette raison, nous avons choisi d‟implémenter cette 
méthode en vue d‟une potentielle intégration sur puce. 
L‟autre approche utilisée pour faire de l‟estimation de mouvement est la méthode 
d‟estimation par  zone d‟intérêt qui est une approche haut niveau. 
 Méthode d’estimation par zone d’intérêt  
La méthode d'estimation par zone d'intérêt pour l‟estimation de mouvement est une 
combinaison de l‟approche bas niveau avec des éléments remarquables de la scène comme par 
exemple des points sur-brillants, des coins, des contours [166]… Ainsi, une fois que ces 
éléments sont détectés sur la scène, ils sont suivis afin de connaitre le déplacement dans 
l‟image. Du fait de la demande d‟un prétraitement des données, donc de l‟ajout d‟une 
surcouche, cette approche est plus complexe. De plus, pour mesurer un bougé majoritaire de 
l‟image il faut prendre un nombre important de points pour s‟assurer de détecter le 
mouvement global de la scène [167] ce qui augmente encore la complexité. Pour ces raisons 
de complexité, nous avons écarté les méthodes d‟estimation par zone d‟intérêt pour réaliser 
l‟estimation de mouvement dans nos algorithmes de stabilisation.  
3.2.1.2 Apport du modèle de tremblement pour l’estimation de 
mouvement 
La modélisation des tremblements de la main appliquée à la photographie nous apporte 
des connaissances précises en vue de son estimation. L‟étude du modèle nous donne des 
informations en termes d‟accélération, de vitesse,  de déplacement et de prédictibilité. Ci-
dessous, nous allons détailler ces propriétés en termes de déplacement et de prédictibilité. 
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 Longueur des déplacements 
Suivant la fréquence de fonctionnement de l‟estimateur, les besoins en termes de 
longueur de mouvement à estimer ne sont pas les mêmes. En effet, plus la fréquence 
d‟estimation est rapide, plus le déplacement à détecter est petit et inversement. Pour 
démontrer cette affirmation, les tailles des déplacements en 2 dimensions sur le plan imageur 
suivant la fréquence d‟estimation ont été calculées. Les résultats sont présentés figure 58 sous 
forme de densité de probabilité des déplacements suivant leur taille. Dans le but de rendre ces 
informations indépendantes de la distance focale ainsi que de la taille des pixels, l‟équation 8 
a été normalisée par la distance focale ainsi que la taille des pixels. 
 
Figure 58. Densité de probabilité de la taille des déplacements normalisés, vis-à-vis 
de la distance focale et de la taille des pixels, suivant la fréquence d’estimations de 
mouvement. 
Plus la fréquence d‟estimation est importante, plus les tailles des déplacements à estimer 
sont petites et concentrées autour d‟une même valeur. Inversement pour des fréquences 
d‟estimation faible, le déplacement à estimer aura plus de chance d‟être grand. Ainsi, si nous 
prenons comme critère de pouvoir estimer 99% des déplacements pour chaque fréquence de 
fonctionnement, nous pouvons borner le système en terme d‟amplitude du bougé sur le plan 
imageur. Ces informations sur l‟amplitude du bougé nous ont permis de dimensionner les 
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estimateurs de mouvement. Spécialement l‟estimateur de mise en correspondance, détaillé par 
la suite, qui a une amplitude d‟estimation fixée par sa zone de recherche. 
 Prédiction 
Plusieurs études ont été menées pour étudier la prédictibilité du bougé bidimensionnel sur 
le capteur. Une première par l‟étude de similarité des vitesses aux instants n et n+k. Nous 
avons observé que plus k est petit, plus il y a une similarité importante sur la vitesse du 
déplacement. L‟autre étude menée a portée sur l‟entropie de la taille des déplacements suivant 
la fréquence d‟estimation de celui-ci. Plus l‟entropie d‟un signal est faible, plus le signal est 
prédictif. 













log()()(  (15) 
où E(X) est l‟entropie du signal X, p(xi) la probabilité d‟apparition du signal pour la 
valeur xi. L‟entropie de la taille de déplacement du bougé sur le plan imageur suivant la 
fréquence d‟estimation du mouvement est présentée figure 59. 
 
Figure 59. Entropie de la taille de déplacement sur le plan imageur suivant la 
fréquence d’estimation de celui-ci. 
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Les résultats montrent que plus la fréquence d‟estimation est importante, plus l‟entropie 
du bougé est petite, donc plus le bougé est prédictible concernant la taille de déplacement et 
inversement. En d‟autres termes, plus la fréquence d‟estimation sera importante, plus un 
système prédictif sera efficace. En pratique, pour un estimateur de mouvement associé à un 
prédicteur, plus la fréquence du fonctionnement sera importante meilleure sera la prédiction 
du mouvement. 
En conclusion, ces études sur le bougé nous permettent pour une utilisation donnée de 
borner le système afin de dimensionner les architectures au plus proche des besoins réels. 
Elles nous permettent aussi d‟envisager un système de prédiction afin de compenser les 
retards induits par l‟estimation de mouvement ou encore le système de contre réaction. Ces 
connaissances du bougé nous permettent de développer des architectures de stabilisation 
d‟image performantes et optimisées en vue d‟une intégration future. 
3.2.1.3  Description du système d’estimation de mouvement 
sans gyroscope 
 Principe de base 
L‟estimation de mouvement sans gyroscope consiste à reconstruire le déplacement initial 
du bougé contenu dans l‟image. Pour réaliser cette fonction, l‟image est décomposée dans le 
temps en trames ayant des temps d‟intégration plus courts que le temps de pose global. Nous 
parlons de trame et non d‟image car chaque trame contient une partie de la luminosité de la 
scène. La somme de ces trames est égale à l‟image intégrée à 100%. A partir des trames, une 
estimation de mouvement est réalisée entre elles comme présenté figure 60. 
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Ainsi par l‟estimation de mouvement entre les différentes trames, les déplacements sur le 
plan image dus aux tremblements de la main sont retrouvés. Ces informations de déplacement 
du bougé peuvent ainsi remplacer les données du gyroscope pour alimenter le contrôleur de 
stabilisation. Pour retrouver le déplacement, l‟estimateur de mouvement utilise la première 
trame comme référence car ceci permet d‟avoir une estimation absolue. Il est possible de faire 
une estimation relative en utilisant la trame n et n+1 pour estimer le mouvement. Le problème 
de cette estimation est qu‟elle cumule les erreurs d‟estimation comme le démontre [167]. 
Nous avons pu aussi observer cette dérive du système en simulation. 
Comme expliqué précédemment, pour réaliser l‟estimation de mouvement, nous avons 
utilisé la méthode différentielle pyramidale comme référence d‟estimateur ainsi que 
l‟estimateur de mouvement par mise en correspondance pour une approche plus embarquée. 
L‟estimateur de mouvement par mise en correspondance implémenté est présenté en détail ci-
dessous. 
 Estimation de mouvement par mise en correspondance 
L‟estimation de mouvement par mise en correspondance, block-matching  en anglais, 
consiste à définir une zone de référence dans la première image ou trame dans notre cas et de 
retrouver cette zone dans l‟image suivante. Cette recherche de zone de l‟image peut être 
réalisée par différentes méthodes de pseudo corrélation détaillées dans [165]. Dans ces 
travaux nous avons choisi la méthode « somme des différences au carré », sum square 
difference (SSD) en anglais pour sa faible complexité et sa robustesse au bruit dans l‟image 
[168]. Comme nous utilisons des trames, nous travaillons avec des faibles luminances et donc 
des trames plus sensible au bruit d‟où un besoin d‟un estimateur robuste au bruit.  La taille de 
la zone de mise en correspondance va avoir un impact sur la précision de l‟estimation de 
mouvement. Plus la taille de la fenêtre sera grande, plus les résultats de l‟estimation seront 
précis et robustes au bruit [169]. Par contre utiliser une grande fenêtre aura un coût de calcul 
plus important. Pour trouver le déplacement, la fenêtre de mise en correspondance va se 
déplacer dans toute la zone de recherche pour trouver où la correspondance sera la meilleure. 
Plus la zone de recherche est grande, plus le bougé détectable peut être grand. Avec une seule 
fenêtre de recherche, il n‟est pas possible d‟avoir une résolution de recherche du déplacement 
sous pixel car l‟opération de mise en correspondance se fait à l‟échelle du pas pixelique. Ainsi 
pour avoir une résolution sous pixel nous avons défini un estimateur élémentaire que nous 
répétons suivant une matrice dans l‟image comme présenté figure 61. En plus d‟avoir une 
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résolution sous pixel par moyennage des résultats des estimateurs élémentaires, nous réalisons 
une estimation de mouvement de façon homogène sur l‟image. 
 
Figure 61. Implémentation de l’estimateur de mouvement par mise en 
correspondance. 
Pour améliorer la précision de l‟estimation globale, une fois que la SSD est réalisée sur 
toute la zone de recherche, nous regardons si la réponse de chaque estimateur élémentaire 
présente un pic distinct. Si la réponse est trop plate, en d‟autre terme qu‟elle n‟a pas de pic de 
corrélation, l‟estimateur élémentaire est disqualifié car jugé non pertinent. Ce cas arrive 
lorsque l‟estimateur élémentaire ce trouve dans une zone uniforme. Ainsi chaque résultat 
d‟estimateur ayant un pic retenu participe au moyennage pour estimer le bougé global dans 
l‟image.  
Le choix de la taille des fenêtres, de la zone de recherche et du nombre d‟estimateur 
élémentaire a été déterminé grâce aux entrées du modèle de tremblement physiologique. Nous 
avons choisi les différents paramètres afin d‟avoir un système réaliste permettant de 
démontrer l‟approche de ce système. Pour la taille des fenêtres, nous avons cherché à obtenir 
des performances similaires en termes de précision à l‟estimation de mouvement par méthode 
différentielle. Ainsi nous avons fixé la taille de la fenêtre à 10×10 pixels, une taille de fenêtre 
dans la gamme des valeurs couramment utilisées pour faire de l‟estimation de mouvement 
[170] et avec 25  estimateurs élémentaires réparties dans l‟image. Comme la taille de la zone 
de recherche est très dépendante de la fréquence d‟estimation, de la distance focale, de la 
taille des pixels et de la force du bougé, elle a été déterminée grâce au modèle de 
tremblement. Cette zone de recherche de +/- 5 pixels a été déterminée afin de couvrir les 
différents cas de nos simulations.  
Zone de recherche 
Taille de la fenêtre de 
mise en correspondance 
Estimateur élémentaire 
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 Prédicteur  
Comme nous avons vu précédemment grâce à l‟étude de notre modèle de génération de 
bougé plus la fréquence de fonctionnement du système est important, plus le bougé est 
prédictif. Pour tirer parti de cet avantage, nous avons développé des prédicteurs afin 
d‟augmenter les performances de l‟estimation du bougé. Ils permettent de rattraper le retard 
dû à l‟intégration des trames avant leurs estimations. Leurs principes est présenté figure 62. 
 
Figure 62. Principe de prédiction pour estimer de manière efficace le déplacement de 
bougé. 
Au démarrage du temps de pose, la première trame commence à s‟intégrer. De ce fait à la 
fin de l‟intégration de la trame 1 (T1), il n‟est pas encore possible de réaliser une estimation 
de mouvement car il manque une référence à T1. Ainsi T1 devient la référence pour toutes les 
futures trames. Lorsque T2 est enfin intégré, si nous avons une estimation idéale, la position 
du bougé est trouvé. Jusque-là il n‟est pas possible de réaliser une prédiction donc le 
déplacement prédit est toujours à 0. Si le système utilise seulement un bloqueur, la position 
prédite sera la même position que celle estimée et ainsi la mise à jour du déplacement se fera 
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contre si le système utilise un interpolateur entre la position de t1 et t2 pour reconstruire de 
manière plus fidèle le passé, la prédiction du futur sera meilleure. Ainsi l‟estimation du 
déplacement prédit sera plus proche du bougé initial. Dans cet exemple figure 62, 
l‟interpolateur et le prédicteur sont linéaires. 
Pour les algorithmes de stabilisation, nous avons utilisé deux types d‟interpolation. 
L‟interpolation linéaire et l‟interpolation cubique. Pour les prédicteurs, nous en avons 
développé un au 1
er
 ordre et l‟autre au 2ème ordre. Ils sont présentés ci-dessous. 



















  (16) 
où xk+1 est la position de déplacement prédit, xk la position du déplacement à l‟instant 



















  (17) 
Où vk et ak sont respectivement la vitesse et l‟accélération du déplacement à l‟instant 
présent. Ainsi le prédicteur au 1
er
 ordre est basé sur l‟équation suivante : 
 dtvxx kkk 1  (18) 
Le prédicteur au 2
ème
 ordre est basé sur l‟équation suivante : 
 21 dtadtvxx kkkk   (19) 
Les résultats avec ou sans prédicteur seront présentés par la suite et montreront différents 
gains dans le système de stabilisation d‟image suivant le type de prédicteur utilisé. 
3.2.2 Nouvelle approche pour la réduction du flou 
 Description du système de sommation cohérente 
La sommation cohérente s‟intéresse à estimer la qualité du flou de chaque trame par 
l‟intermédiaire des PSF trames pour reconstituer l‟image de telle façon que le flou de l‟image 
finale soit minimum. Pour cela, comme pour le temps d‟intégration de l‟image qui est 
découpée dans le temps en trames, l‟évolution du bougé est découpé dans le temps pour 
construire des PSF trames de chaque segment du bougé. Ainsi au final par construction, 
chaque PSF trame correspond au flou de chaque trame. Pour réaliser la sommation cohérente 
de manière efficace présentée figure 63, le premier bloc estimateur de mouvement estime le 
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meilleur déplacement directement sur les PSF trames. Ce déplacement est le meilleur lorsque 
du point de vue de la perception visuelle, l‟addition de ces PSF donne la meilleure netteté. 
Pour arriver à l‟estimation de la meilleure netteté, nous utilisons notre métrique de qualité 
comme critère de choix analogue au maximum de corrélation. Ces informations de 
déplacement sont ensuite transmises au translateur pour effectuer le déplacement de la trame 
avant de l‟additionner aux autres trames stabilisées. La somme finale de trames translatées 
donne une image stabilisée. 
 
Figure 63. Schéma de principe présentant la sommation cohérente des trames. 
Dans la suite nous allons présenter les différentes architectures découlant des différentes 
combinaisons possibles de la suppression du gyroscope, de l‟optique de stabilisation ou des 
deux. Nous évaluerons aussi les performances de ces différentes combinaisons possibles. 
3.2.3 Impact des nouvelles solutions sur l’architecture de 
stabilisation 
Afin de comparer les différentes architectures entre elles, nous avons simulé nos 
architectures dans 3 cas usuels : 
 Un appareil photo de smartphone avec un temps de pose de 1/10 seconde ayant une 
distance focale de 28 mm (éq. 35 mm) et des pixels de 1,4 μm. 
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 Un appareil compact avec un temps de pose de 1/10 seconde réglé à une distance 
focale de 280 mm (éq. 35 mm) avec des pixels de 2,8 μm. 
Dans chaque cas, grâce à notre modèle de tremblement physiologique les même 100 
bougés ont été générés et fournis comme références d‟entrée aux différentes architectures. Les 
performances de ces architectures sont présentées directement par la qualité moyennée des 
100 images stabilisées exprimé en JND grâce à notre métrique de qualité. Donc comme nous 
avons vu précédemment, pour générer les trames avec une cadence important, les imageurs 
rapides sont utilisées. L‟évaluation de la cadence des imageurs rapides requis sera caractérisée 
par la suite pour chaque architecture. Le critère de qualité de stabilisation sera d‟obtenir une 
image de bonne qualité quel que soit le bougé initial, c'est-à-dire une image ayant au 
minimum une qualité de -3 JND. 
3.2.3.1 Architecture sans gyroscope avec système de 
stabilisation optique 
 Description de l’architecture 
L‟architecture de stabilisation d‟image sans gyroscope mais avec un système de 
stabilisation optique s‟appuie sur un imageur rapide pour générer les trames à une cadence 
importante. Cette vitesse de génération de trame est étudiée dans les résultats car suivant la 
fréquence de fonctionnement, un niveau de qualité de stabilisation peut être atteint. Le 
principe de base de cette architecture est le suivant : l‟imageur va être utilisé comme un 
capteur de mouvement pour remplacer le gyroscope. Les informations de déplacement 
générées par l‟estimateur de mouvement seront envoyées au système optique de 
compensation. Le système optique de compensation se chargera d‟ajuster le chemin optique 
afin que les rayons lumineux arrivent de manière stable par rapport à l‟axe optique de 
l‟imageur. Ainsi au cours du temps d‟intégration, les bougés dû aux tremblements seront 
compensés ainsi nous obtiendrons une image stabilisée. Le schéma détaillé de cette 
architecture est présenté figure 64.   
Afin de simuler l‟architecture dans son ensemble, une perturbation est ajoutée en entrée. 
Dans notre cas, nous avons utilisé notre modèle de tremblement physiologique pour générer 
les bougés. Avec un système réel, ces perturbations proviendront des tremblements de la 
main. L‟opérateur de convolution simule l‟intégration de la scène sur le capteur prenant 
compte des bougés résiduels du système optique de compensation. Ainsi les trames sont 
créées pendant le temps de pose. 
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Figure 64. Détail de l’architecture de stabilisation d’image sans gyroscope avec 
système de stabilisation optique. 
La somme de toutes les trames donne l‟image finale de sortie stabilisée. Par ce découpage 
temporel du temps de pose en multi trame, chaque trame est composée d‟une faible luminosité 
mais aussi d‟un faible bougé. Plus le temps d‟intégration des trames sera court, plus les trames 
seront nettes. Et plus les trames seront nettes, plus il sera facile pour l‟estimateur de 
mouvement de mesurer le bougé entre les trames. L‟estimation de mouvement peut être 
réalisée par tout type d‟estimateur. Comme vu précédemment, l‟estimation doit être réalisée 
de manière absolue en utilisant la première trame comme référence. Si l‟estimation est 
réalisée de manière relative, en estimant toujours le mouvement entre 2 trames adjacentes, 
l‟erreur d‟estimation de mouvement est cumulée entre chaque trame. Alors que dans le cas de 
l‟estimation absolue, l‟erreur d‟estimation n‟est pas cumulée, elle est seulement propre à 
chaque estimation de déplacement. Cette estimation de mouvement absolue demande 
d‟estimer des déplacements importants par rapport à une estimation relative qui va chercher 
des déplacements de proche en proche. Pour réduire la taille de zone de recherche, au lieu de 
lancer la recherche à partir de la position de la trame de référence, il est possible de partir du 
lieu de déplacement de la trame précédente.  
Dans notre étude, nous avons utilisé deux types d‟estimateurs présentés en 3.2.1.3 que 
sont le block-matching (BM) en vue d‟une intégration potentielle et Motion 2D (M2D) utilisé 
comme estimateur de référence. 
Après l‟estimation de mouvement, les déplacements estimés sont transmis à un prédicteur 
permettant de rattraper le retard dû à l‟attente de l‟intégration de la nouvelle trame à analyser. 
Les différents types de prédicteurs implémentés présentés dans la section 3.2.1.3 sont : le 
Modèle de 
tremblement 
physiologique + × 
+ 
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prédicteur 1
er
 ordre avec interpolateur linéaire, le prédicteur 1
er
 ordre avec interpolateur 
cubique et le prédicteur 2
ème
 ordre avec interpolateur cubique. Ensuite les informations de 
déplacements prédites sont transmises au système de stabilisation optique de compensation 
afin de réaliser la stabilisation de l‟image. En simulation ceci est réalisé par la soustraction du 
mouvement estimé prédit au bougé d‟entrée. En réalité ce système de stabilisation optique est 
classique, soit composé d‟une lentille amovible ou soit d‟un imageur amovible comme 
présenté dans l‟état de l‟art. 
 Résultats 
Afin d‟étudier les performances de cette architecture de stabilisation suivant les différents 
types d‟estimateur et types de prédicteur, nous présentons dans la figure 65 les résultats de 
stabilisation dans le cas du smartphone (distance focale de 28 mm et taille pixel de 1,4 μm) 
avec un temps de pose d‟une seconde. Cette étude a été réalisée sur la base d‟images Kodak 
composées de 24 images [171] présentant des scènes naturelles différentes.  
 
Figure 65. Résultat de simulation de l’architecture sans gyroscope suivant la 
fréquence de fonctionnement du système. Deux types d’estimation de mouvement sont 
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Nous présentons figure 66 les mêmes résultats avec leur l‟écart type car suivant la 
composition de la scène, les performances de stabilisation peuvent être différentes. En effet, 
c‟est la fonction d‟estimation de mouvement sur l‟image qui va avoir ses performances 
dépendantes de la composition de la scène. Aux notes de qualité d‟image exprimées en JND 
sont notés les intervalles qualificatifs de qualité d‟image facilitant la lecture des résultats. 
Ces résultats montrent très clairement que plus la fréquence de génération des trames est 
rapide, plus cette architecture de stabilisation est performante. Les deux principales raisons : 
 plus les trames sont courtes, moins elles ont un flou interne donc plus l‟estimation de 
mouvement est précise ;  
 plus l‟estimation est fréquente plus les trames à combiner sont nettes donc la somme 
de celles-ci sera nette.  
Dans tous les cas, l‟estimateur le plus performant et M2D. Pour des fréquences de trame 
faible, inférieures à 60 Hz, l‟estimateur par M2D est bien meilleur que le BM. Ceci s‟explique 
par le fait que l‟estimateur par BM est limité dans sa zone de recherche de déplacement (à +/-
 5 pixels). Plus la fréquence trame sera faible, plus le déplacement à estimer entre les trames 
sera important. Le décrochage se produit lorsque les déplacements à estimer se retrouvent en 
dehors de la zone de recherche. Pour éviter ce problème il est possible d‟augmenter la taille de 
la zone de recherche au prix d‟une augmentation de la complexité. Néanmoins cette action est 
limitée du fait qu‟à ces faibles fréquences de fonctionnement, la qualité d‟image sera si 
mauvaise que cette dernière ne sera pas bonne à garder. 
Nous pouvons voir que l‟ajout d‟un prédicteur dans ce type d‟architecture est fortement 
bénéfique car il permet de gagner 5,3 JND de qualité d‟image dans le meilleur des cas, donc 
de faire souvent passer les images dans une catégorie supérieure. Par exemple à la fréquence 
de 256 Hz, l‟image passe de la catégorie moyenne à bonne.  
L‟utilisation de l‟interpolation cubique par rapport à l‟interpolateur linéaire permet au 
prédicteur de gagner dans le meilleur des cas 3 JND. 
Dans la figure suivante, nous reprenons les résultats de l‟architecture sans gyroscope dans 
les cas avec et sans prédiction en y ajoutant l‟écart type de qualité d‟image obtenu par la 
stabilisation des différentes images. 
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Figure 66. Qualité d'image lors de la stabilisation suivant la fréquence de cadence des 
imageurs avec leurs écarts types respectifs. 
Nous pouvons remarquer que l‟estimateur de mouvement M2D est moins sensible au 
type de scène que l‟estimateur de mouvement BM. L‟écart type maximum dans le cas de 
M2D est de 0,21 JND alors que pour le cas de BM il est de 0,6 JND. Ces résultats montrent 
qu‟en termes de qualité finale de l‟image les résultats de stabilisation sont similaires pour des 
scènes naturelles. 
 Conclusion 
Grâce aux résultats de cette architecture de stabilisation, nous avons démontré qu‟il est 
possible de se passer du gyroscope en utilisant l‟imageur comme un capteur d‟environnement 
pour estimer le bougé. Plus la qualité de service recherchée sera importante, plus l‟imageur 
devra avoir une fréquence de fonctionnement importante. Afin d‟obtenir une bonne qualité 
d‟image définie à -3 JND en utilisant un prédicteur 1er ordre avec interpolateur cubique,  
l‟imageur devra avoir une fréquence de fonctionnement de plus de 270 Hz dans le cas de 
l‟estimateur M2D et plus de 300 Hz dans le cas de l‟estimateur BM. Ces fréquences rapides 
de fonctionnement sont atteignables vis-à-vis de l‟état de l‟art sur certains imageurs 
rapidement. Par contre comme nous allons le voir par la suite, cette approche sera limitée par 
le bruit interne aux trames.  
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3.2.3.2 Architecture sans gyroscope ni système de stabilisation 
optique 
 Détail de l’architecture 
L‟architecture sans gyroscope ni système de stabilisation optique utilise seulement un 
imageur rapide. Le principe général de cette architecture est de réaliser une somme cohérente 
de toutes les trames afin d‟obtenir une image stabilisée. Nous pouvons parler d‟une 
architecture totalement intégrée car elle ne comporte aucun composant externe. De même que 
l‟architecture précédente, pour les simulations nous avons utilisé notre modèle de 
tremblement physiologique comme source de perturbation. A une certaine fréquence, 
l‟imageur rapide génère des trames tout au long du temps de pose. Puis une estimation de 
mouvement absolue est réalisée entre les trames pour estimer le déplacement afin de sommer 
les trames entre elles en décalant les trames suivant leur déplacement. Cette sommation avec 
décalage, nommée sommation cohérente est présentée dans la section 3.2.2. L‟estimation de 
mouvement peut être réalisée par tout type d‟estimateur de mouvement. Pour démontrer la 
fonctionnalité dans notre cas, l‟estimateur de référence M2D a été utilisé. 
 
Figure 67. Détail de l’architecture de stabilisation d’image sans gyroscope ni système 
de stabilisation optique. 
 Résultats 
Les performances de l‟architecture complètement intégrée sont présentés figure 68. Les 
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distance focale : smartphone (distance focale de 28 mm ; taille de pixels de 1,4 μm) avec des 
temps de pose de 1/10 et 1 seconde ; appareil photo compact (distance focale de 280 mm ; 
taille de pixels de 2,8 μm) avec un temps de pose de 1/10 de seconde. 
 
Figure 68. Résultat de simulation de l’architecture de stabilisation sans gyroscope ni 
système de stabilisation optique en qualité d’image suivant la fréquence de 
fonctionnement du système. 
Les résultats montrent que plus la fréquence du système est élevée, meilleur est la qualité 
des images donc meilleur est la stabilisation. Les résultats du smartphone montrent que plus le 
temps de pose est important plus la fréquence de fonctionnement doit être légèrement plus 
élevée pour atteindre une même qualité d‟image. Cette tendance observée sera approfondie 
par la suite. 
Logiquement, l‟augmentation de la distance focale amplifie le bougé sur l‟imageur, ce 
qui a pour conséquence de nécessiter une forte augmentation de la fréquence de 
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 Conclusion  
En conclusion cette architecture démontre qu‟il est possible de se passer de tous les 
éléments extérieurs à l‟imageur pour la stabilisation que sont le gyroscope et le système de 
stabilisation optique. 
Pour atteindre une bonne qualité de service définit à -3 JND, le Smartphone devra 
atteindre une cadence de 111 Hz et 125 Hz pour un temps de pose de 1/10 et 1 seconde 
respectivement. Dans le cas de l‟appareil photo compact à une distance focale de 280 mm, 
pour atteindre cette qualité de service, le système devra atteindre une cadence de trame de 
532 Hz pour le cas d‟un temps de pose de 1/10 seconde. 
3.2.3.3 Architecture sans système de stabilisation optique avec 
gyroscope 
 Description de l’architecture 
L‟architecture sans système de stabilisation optique mais avec gyroscope est présentée en 
détaille figure 69.  
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Le principe général de cette architecture est de travailler directement sur la PSF du bougé 
pour stabiliser l‟image finale. Les perturbations d‟entrée ont été simulées par notre modèle de 
tremblement physiologique, mais dans un système réel, les informations de tremblement sont 
fournies par les gyroscopes. A la même cadence trames, des PSF trames sont construites à 
partir des données du bougé, ainsi pour chaque trame est associée sa PSF trame. Entre les PSF 
trames, une estimation de mouvement sur PSF est réalisée pour retrouver le déplacement entre 
les trames. Cette estimation de mouvement sur PSF est réalisée par la métrique de qualité 
d‟image. En utilisant la métrique de qualité, l‟estimateur de mouvement sur PSF va chercher à 
combiner de la meilleure manière les PSF trames afin d‟avoir la meilleure netteté possible. 
Ainsi une sommation cohérente des  PSF trames ainsi que des trames seront réalisées comme 
présenté précédemment dans la section 3.2.2. 
 Résultats 
Les performances de l‟architecture avec gyroscope sont présentés figure 70. Les trois cas 
ont été simulés afin de voir les variations suivant le temps de pose et la distance focale : 
smartphone (distance focale de 28 mm ; taille de pixels de 1,4 μm) avec des temps de pose de 
1/10 et 1 seconde ; appareil photo compact (distance focale de 280 mm ; taille de pixels de 2,8 
μm) avec un temps de pose de 1/10 de seconde.  
De même que les autres architectures, les résultats montrent que plus la fréquence du 
système est élevée, meilleure est la qualité des images donc meilleure est la stabilisation. De 
même que l‟architecture précédente, les résultats du smartphone montrent que plus le temps 
de pose est important plus la fréquence de fonctionnement doit être légèrement plus élevée 
pour atteindre une même qualité d‟image. L‟augmentation de la distance focale entraine une 
forte augmentation de la fréquence de fonctionnement pour atteindre une bonne qualité de 
service. 
 Conclusion 
En conclusion cette architecture démontre qu‟il est possible de se passer du système de 
stabilisation optique et de travailler directement sur la PSF pour stabiliser l‟image de sortie. 
Pour atteindre une bonne qualité de service définit à -3 JND, le smartphone devra 
atteindre une cadence de 108 Hz et 118 Hz pour un temps de pose de 1/10 et 1 seconde 
respectivement. Dans le cas de l‟appareil photo compact avec une distance focale de 280 mm, 
pour atteindre cette qualité de service, le système devra atteindre une cadence de trame de 
500 Hz pour le cas d‟un temps de pose de 1/10 seconde. 
- 122 - 
 
Figure 70. Résultat de simulation de l’architecture de stabilisation sans système de 
stabilisation optique mais avec gyroscope en qualité d’image suivant la fréquence de 
fonctionnement du système. 
3.2.4 Comparaison des performances de stabilisation des 
architectures 
Nous allons maintenant comparer les performances de stabilisation des architectures. Les 
résultats de simulation présentés figure 71 utilisent le smartphone avec un temps de pose de 1 
seconde comme référence de comparaison. Pour chaque fréquence de fonctionnement, la 
qualité d‟image moyenne des trames a été calculée afin d‟obtenir une limite de performance 
de nos architectures de stabilisation. Nous parlons de performance limite car ceci correspond 
au flou intrinsèque moyen pour une trame. De ce fait, comme ces algorithmes ne peuvent pas 
détecter un flou plus petit qu‟une trame, ce type d‟algorithme ne pourra jamais dépasser cette 
limite. Pour l‟architecture avec système de stabilisation optique sans gyroscope, les résultats 
avec prédicteur idéal ont été ajoutés afin de connaître le gain maximal de la prédiction. Le 
prédicteur idéal a été construit de manière à ne plus avoir de retard dans la compensation. Ce 
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Figure 71. Comparaison des différentes architectures suivant leurs fréquences de 
fonctionnement pour le cas du smartphone avec un temps de pose de 1 seconde. A.1 et 
A.2 : Architecture de stabilisation avec système de stabilisation optique sans gyroscope 
utilisant l’estimateur de mouvement M2D (A.1) et BM (A.2).  
Les architectures avec seulement le gyroscope et celle complètement intégrée utilisant la 
technique de sommation cohérente sont les plus efficaces en termes de fréquence de 
fonctionnement et de qualité de stabilisation. Elles approchent quasiment les performances 
limites de stabilisation telles que présentées ci-dessus. Si nous reprenons notre critère à 
atteindre de -3 JND, la fréquence du système de stabilisation sera de 118 Hz, 125 Hz, 270 Hz 
et 295 Hz pour les architectures respectives : avec gyroscope, tout intégrée, avec prédiction 1
er
 
ordre dans le cas M2D et BM. Les architectures avec gyroscope et celle intégrée sont plus 
efficaces que l‟architecture avec système de stabilisation optique sans gyroscope car du fait 
que pour bien reconstruire le tremblement il faut à la base des trames nettes, contrairement 
aux autres architectures qui vont travailler directement sur le flou des trames. 
Nous pouvons remarquer qu‟en dessus de -18 JND, les courbes des deux architectures 
avec système de stabilisation optique mais sans gyroscope (A.1 et A.2) ne se croisent plus et 
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l‟estimation de mouvement M2D, donc pour les systèmes embarqués, nous pouvons 
privilégier la solution avec le BM car cette solution est plus faible en complexité par rapport à 
la solution M2D. 
Pour l‟architecture avec système de stabilisation optique sans gyroscope, le calcul de 
l‟entropie permet de voir que plus le mouvement est estimé à une fréquence élevée, plus il 
sera précis. Si nous reprenons l‟apport du modèle de tremblement dans le calcul de l‟entropie 
de la section 3.2.1.2 mais cette fois ci en regardant l‟entropie du résidu dans le cas de 
l‟estimateur M2D, nous remarquons qu‟il faut atteindre une fréquence de fonctionnement 
importante pour que la probabilité du signal soit faible. Le signal de résidu est simplement le 
signal de bougé d‟entrée moins l‟estimation du bougé prédit. La figure 72 présente les 
résultats de l‟entropie de la taille des déplacements du résidu dans le cas du smartphone pour 
un temps de pose 1/10 seconde. 
 
Figure 72. Résultat de l’entropie de la taille des déplacements du signal résiduelle de 
bougé suivant la fréquence trame pour l’architecture avec système de stabilisation 
optique sans gyroscope.  
Les résultats de cette étude montrent qu‟il faut atteindre une certaine fréquence pour avoir 
une taille de résidu prédictif. Dans le cas présent, la fréquence à atteindre est de plus de 100 
Hz afin d‟envisager un gain de prédiction important, ce que nous observons dans la figure 65. 
Au-delà de cette fréquence de fonctionnement, le gain dû à la prédiction est important alors 
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que pour des fréquences de fonctionnement plus faible ce gain est minime ou parfois 
inexistant. 
Pour simplifier la suite de la présentation des résultats, le nom des 2 architectures, que 
sont d‟une part l‟architecture complètement intégrée et d‟autre part l‟architecture sans 
système de stabilisation optique mais avec gyroscope, seront regroupées en : « architecture 
avec sommation cohérente ». En effet, les résultats de ces deux architectures sont très proches 
du fait de l‟introduction de la sommation cohérente dans leur fonctionnement.  
Concernant l‟architecture avec système de stabilisation optique mais sans gyroscope nous 
retiendrons la solution avec l‟estimateur de mouvement BM ainsi qu‟avec le prédicteur le plus 
efficace (1
er
 ordre avec interpolation cubique) car cette solution nous semble plus intégrable 
que celle avec l‟estimation de mouvement M2D. Pour aussi simplifier la présentation nous 
appellerons cette architecture, l‟architecture sans gyroscope. 
Nous allons étudier la fréquence trame requise pour ces deux types d‟architecture afin 
d‟atteindre une qualité de service fixée à –3 JND suivant l‟évolution du temps de pose ou de 
la distance focal pour le cas de taille de pixel fixé à 1,4 μm. Pour réaliser ces courbes, nous 
avons réalisés des simulations avec différents paramètres (distance focale, temps de pose) afin 
d‟obtenir des courbes similaires à la figure 71. Puis nous en avons tiré les caractéristiques 
(fréquence trame, nombre de trame) du système pour atteindre une qualité d‟image de -3 JND.  
 
Figure 73. Evolution de la fréquence de fonctionnement du système pour garantir une 
stabilisation optimale (-3 JND) suivant la distance focale de l’appareil photo pour un 
temps de pose 1/10 de seconde. 
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L‟évolution de la fréquence des trames suivant la distance focale est présentée figure 73. 
Cette étude a été réalisée pour un temps de pose de 1/10 seconde. En conséquence dans cette 
étude, le temps de pose est toujours le même (1/10 s), seulement la distance focale de 
l‟appareil change. 
Les résultats montrent que plus la distance focale est importante, plus la fréquence trame 
devra être importante. Cette augmentation de fréquence provient de l‟augmentation du bougé 
sur l‟imageur lorsque la distance focale augmente. 
Maintenant si l‟on regarde non plus l‟évolution de la fréquence des trames mais 
l‟évolution du nombre de trames suivant la distance focale, toujours avec un temps de pose de 
1/10 seconde, nous avons les résultats suivant présentés figure 74. 
 
Figure 74. Evolution du nombre de trame requis suivant la distance focale pour 
garantir une bonne qualité de service. 
Pour un même temps de pose, plus la distance focale sera importante, plus le nombre de 
trames sera important pour garantir une bonne qualité de service. Nous avons une 
augmentation quasi linéaire du nombre de trames suivant la distance focale. Les régressions 
linéaires pour les courbes des architectures sans gyroscope et de sommation cohérente sont 
respectivement : 
 27,853,0  xy  (20) 
 01,04,0  xy  (21) 
avec un coefficient de corrélation de 0,99 pour les deux droites.  
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Dans les tests suivants, le cas du smartphone sera utilisé. On rappelle qu‟il a une distance 
focale fixe de 28 mm et une taille pixel de 1,4 μm. Dans les résultats de la figure 75, 
l‟évolution de la fréquence de fonctionnement suivant le temps de pose est étudiée. Nous 
pouvons remarquer que le temps de pose minimal est de 1/50 seconde car à cette vitesse-là, il 
y a plus de 50 % de chance d‟avoir une image de bonne qualité d‟après les résultats présentés 
figure 52 section 2.3.3.2. Donc pour des temps de pose inférieurs à 1/50 seconde, il est 
préférable d‟avoir une seule trame car le temps d‟obturation sera suffisamment rapide pour 
obtenir une image nette. 
 
Figure 75. Evolution de la fréquence de fonctionnement du système suivant le temps 
de pose afin d’obtenir une qualité de service définit à –3 JND. 
Nous pouvons remarquer que suivant le temps de pose, l‟augmentation de la fréquence de 
fonctionnement requise par le système est faible pour garantir la qualité de service, que ce soit 
pour l‟architecture dite sans gyroscope que pour celles avec sommation cohérente. Cette 
légère augmentation provient du fait que plus le temps de pose est long, plus l‟erreur 
résiduelle cumulée au cours du temps sera importante. Ainsi il faudra augmenter légèrement 
la fréquence de fonctionnement pour compenser cette perte. 
De façon complémentaire avec les mêmes conditions que précédemment, l‟évolution du 
nombre de trames suivant le temps de pose est présentée figure 76. 
L‟évolution du nombre de trame est quasiment proportionnelle suivant le temps de pose 
car comme vu précédemment la fréquence augmente peu suivant l‟augmentation du temps de 
pose. 
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Figure 76. Evolution du nombre de trame des architectures de stabilisation suivant le 
temps de pose pour garantir une qualité de -3 JND. 
3.2.5 Conclusion et limitations 
En conclusion, pour garantir une qualité d‟image stabilisée, il faudra une fréquence de 
trame d‟autant plus importante que :  
 La distance focale augmente ou que la taille des pixels de l‟imageur diminue. 
 Le temps de pose augmente. 
L‟augmentation du temps de pose ou de la distance focale aura un impact fort sur le 
nombre de trames, ce qui va poser des problèmes aux algorithmes d‟estimation de mouvement 
car plus le nombre de trame sera important, plus le rapport signal sur bruit ou signal noise 
ratio (SNR) de chacune sera faible. Plus précisément, alors que pour un signal on parle de 
SNR, pour les images, ou trame dans notre cas, nous allons parler de peak signal to noise 
ratio (PSNR). 
 Limitations dues au PSNR 
Différentes sources de bruit vont faire diminuer le SNR du signal d‟entrée des pixels 
comme présenté figure 77. Le signal de la photodiode représentant les pixels de l‟imageur va 
être perturbé par un bruit lié à la nature physique de la lumière et de sa capture appelé le bruit 
photonique. Le bruit photonique provient du fait que le flux de photons reçu n‟est pas 
parfaitement continu, il est soumis à un processus de Poisson. Ce bruit est proportionnel au 
carré du signal, donc proportionnel au carré du nombre de photons captés par la photodiode. 
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Figure 77. Chaine simplifiée de l’acquisition d’un pixel de l’imageur avec les 
différentes sources de bruit. 
En plus de cela va s‟ajouter un bruit de quantification. Ce bruit provient de la conversion du 
signal analogique en signal numérique. 
Pour simuler les limites de nos architectures, nous avons mis en place une chaine de bruit 
présenté figure 78. 
 
Figure 78. Schéma de la chaine du bruit utilisée pour les simulations Matlab 
permettant de mesurer le PSNR de l’image. 
Cette chaine de bruit est construite de la façon suivante :  
 Elle prend en entrée une image couleur échantillonnée sur 24 bits.  
 Puis elle est convertie en niveau de gris en décimal compris entre 0 et 1 afin d‟être 
convertie par la fonction gamma inverse. Cette transformation permet de retrouver 
les valeurs réelles des pixels sur le capteur. Nous avons utilisé un gamma usuel de 
2,2.  
 De la même manière que dans le système globale de simulation, le bougé est 
appliqué sur la trame en cours d‟intégration. 
 Puis la trame est normalisée sur 10 bits en vue de lui appliquer un bruit photonique 
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 Pour chaque valeur de pixel de la trame, suivant une répartition gaussienne, le bruit 
photonique est ajouté avec une valeur de sigma en charge par l‟équation suivante : 
  NeeBruit )(  (22) 
Avec Ne
- 
le nombre total de charges dans la photodiode pour une image finale. 
Maintenant si l‟on converti ce bruit en bits et suivant la trame en cours 
d‟intégration, le nombre de charges compris dans la photodiode sera le nombre total 
de charges (Ne
-
) divisé par le nombre de trames composant l‟image finale. Par 







)(  (23) 
Avec le code égale à 1024 car nous considérons un échantillonneur 10 bits, un 
NbTrame variant suivant le nombre de trames qui sera utilisé pour la stabilisation 
d‟image (cf. figure 74 et 76). 
 Ensuite la quantification est réalisée par l‟arrondissement des valeurs entières suite 
à l‟ajout du bruit photonique pour les transformer en valeurs décimales simulant 
ainsi l‟échantillonnage des valeurs des pixels. Ceci correspond au bruit de 
quantification de la trame estimée en général à une valeur de 1 bit de poids faible, 
de 1 least significant bit (LSB). 
 Enfin le PSNR est calculé sur la trame. Si la trame doit être affichée, la correction 
gamma est réalisée. 
Pour cette étude de PSNR, nous nous sommes placés dans le cas du smartphone ayant un 
pas pixel de 1,4 μm donc pouvant contenir 6000 électrons en pleine capacité [172]. 
L‟évolution du PSNR trame suivant le nombre de trames est présenté figure 79. 
 Ces résultats montrent que plus le nombre de trames augmente, plus la valeur du PSNR 
est faible. Lorsque le bruit de chaque trame est trop élevé (PSNR < 20 dB), les estimateurs de 
mouvement ne permettent plus d‟estimer le mouvement. Dans nos simulations nous avons une 
image en entrée avec bon PSNR de 38,3 dB correspondant aussi au cas où il n‟y a qu‟une 
seule trame. Dans le cas où il y a 100 trames, le PSNR va chuter à 19,1 dB. Afin de calculer la 
robustesse des estimateurs de mouvement, nous avons repris les simulations des différentes 
architectures en insérant la chaine de bruit. 
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Figure 79. Evolution du PSNR d’une trame en fonction du nombre de trames requis 
pour les architectures de stabilisation des images. Leur seuil de limite de fonctionnement 
est présenté pour les estimateurs de mouvement Motion 2D (M2D) et block-matching 
(BM).  
Nous en avons déduit les limites de fonctionnement lorsque l‟estimateur décroche de 1 JND 
par rapport au cas idéal, c‟est-à-dire sans bruit. Ainsi pour l‟algorithme d‟estimation de 
mouvement Motion 2D, nous avons trouvé une limite de fonctionnement pour les trames 
ayant un PSNR de 20 dB. Cette bonne résistance au bruit vient de l‟approche pyramidale de 
cet estimateur, pour lequel, plus l‟image sera grande, plus la résistance au bruit sera 
importante. En dessous de 20 dB dans chaque trame, l‟estimateur de mouvement n‟arrive plus 
à estimer le mouvement de manière correcte, les trames ont un bruit trop fort face au signal. 
Cette limite imposée par le PSNR des trames correspond à 74 trames dans l‟image.  
Dans le cas de l‟estimation de mouvement par mise en correspondance (BM), notre 
estimateur avec des fenêtres ayant pour taille 10×10 pixels va trouver sa limite de 
fonctionnement pour 23,7 dB, ce qui correspond à 30 trames dans l‟image. 
Nous voyons donc qu‟il y a une forte contrainte due au PSNR des trames pour les 
architectures qui utilisent des estimateurs de mouvements basées sur les trames. Si l‟on 
regarde les figures 74 et 76, nos architectures seront limitées en temps d‟exposition et distance 
focale pour garantir une bonne qualité d‟image. 
Limite de signal pour réaliser 
l‟estimation de mouvement 
Motion 2D sur les trames 
Limite de signal pour réaliser 
l‟estimation de mouvement 
BM sur les trames 
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 Conclusion  
En conclusion, pour garantir la netteté des images grâce à ces architectures, il faudra 
arriver à une fréquence de trame d‟autant plus grande que la distance focale augmente ou que 
la taille des pixels de l‟imageur diminue. De même, plus le temps de pose sera important, plus 
la fréquence de génération des trames devra être légèrement plus importante. Ainsi suivant la 
fréquence maximale de l‟imageur rapide, une première limitation fréquentielle sera présente 
pour garantir la stabilisation de l‟image. 
Nous avons vu aussi que plus le nombre des trames utiles pour la stabilisation est 
important, plus le PSNR de chaque trame sera faible. Ainsi à partir d‟un certain nombre de 
trame dépendant du type d‟estimateur de mouvement utilisé, l‟estimation de mouvement ne 
sera plus réalisée correctement. Nous verrons en conséquence les performances des 
architectures de stabilisation chuter jusqu‟à ne plus garantir la qualité de service souhaitée. 
Néanmoins, cette limitation s‟applique seulement aux deux architectures sans gyroscope que 
sont l‟architecture avec système de stabilisation optique sans gyroscope et l‟architecture sans 
système de stabilisation optique ni gyroscope. 
L‟architecture sans système de stabilisation optique mais avec gyroscope sera donc 
seulement limitée par la fréquence de fonctionnement de l‟imageur rapide. 
Pour contourner les deux limitations que sont la vitesse de fonctionnement ainsi que la 
valeur du PSNR des trames, nous avons imaginé une nouvelle architecture qui permet 
d‟optimiser le temps d‟intégration de chaque trame afin de relâcher la contrainte fréquentielle 
ainsi que de maximiser le PSNR des trames tout en s‟assurant de la netteté finale de l‟image. 
3.3 Nouveau paradigme : segmentation du 
temps de pose pour garantir la qualité de 
l’image 
Cette section présente une nouvelle architecture s‟appuyant sur un nouveau paradigme : 
la segmentation du temps de pose pour garantir la qualité de l‟image. Cette architecture se 
base d‟une part sur les observations faites sur le modèle de tremblement humain présenté 
chapitre 1 et d‟autre part sur la métrique de qualité d‟image présenté chapitre 2. 
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3.3.1 Présentation de l’architecture de stabilisation avec 
consigne de qualité 
Le principe de base de cette architecture de stabilisation est de surveiller la qualité de 
l‟image en cours d‟intégration. Cette surveillance est rendue possible grâce à la métrique de 
qualité. Une veille continue est réalisée pendant l‟intégration de chaque trame afin de garantir 
leur netteté comme présenté figure 80. 
 
Figure 80. Schéma de principe de l’évaluation du bougé par la métrique de qualité au 
cours du temps de pose. 
Ainsi lorsque le seuil de qualité acceptable de la trame est dépassé, une nouvelle trame 
commence son intégration. Cette étape est répétée jusqu‟à ce que le temps d‟intégration de 
l‟image finale soit terminé. En observant plus précisément le bougé dû au tremblement de la 
main, nous observons qu‟il y a des grandes zones de temps qui présentent peu ou pas de 
bougé. Ainsi nous pouvons gagner du temps d‟intégration pour certaines trames qui ne 
présentent pas un fort bougé visuel. Par la suite nous verrons différentes possibilités pour 
exploiter ce concept de segmentation du temps de pose afin de l‟intégrer dans un système 
global de stabilisation. Nous appellerons cette surcouche, architecture avec consigne de 
qualité. 
Cette nouvelle architecture basée sur les trames à intégration variable est présenté figure 
81.  
Bougé dans une 






Temps de pose variable d’une trame 
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Figure 81. Détaille de l'architecture basée sur la qualité de service. 
Cette architecture utilise en entrée les informations de perturbation mesurées par 
gyroscope dans le cas classique, dans notre cas en simulation nous avons utilisé les sorties de 
notre modèle de tremblement physiologique. Le modèle nous permet d‟une part de construire 
la PSF des trames et d‟autre part, par la convolution de la PSF du bougé par l‟image, de 
simuler l‟intégration de la scène sur le capteur en cours du temps de pose. A la fréquence 
d‟échantillonnage des informations du bougé, la métrique de qualité va surveiller la qualité de 
chaque trame en cours d‟intégration en calculant la valeur instantanée en JND de la PSF 
trame. Si la qualité de la trame devient inférieure à la consigne de qualité,  l‟intégration de 
cette trame sera interrompue. Et ainsi de suite, n trames seront intégrées avec des temps 
différents suivant les perturbations de bougé d‟entrée avec la particularité d‟avoir toute la 
même qualité de netteté. Avant l‟étape de reconstruction de l‟image finale, la qualité du 
PSNR de la trame peut être calculée afin de juger si la trame est trop bruitée ou non. Par 
exemple s‟il y a eu un bougé important, la trame va avoir un temps d‟intégration très faible 
donc si la trame contient beaucoup de bruit par rapport au signal utile (par exemple à cause du 
bruit de quantification), cette trame pourra être détruite car jugée non pertinente. Puis en 
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3.2.2 est réalisée avec les trames retenues ayant une bonne qualité de PSNR. Un avantage de 
réaliser l‟estimation de mouvement sur les PSF trame et non directement sur les trames est de 
réduire la complexité de l‟estimateur car les dimensions des PSF trames sont beaucoup plus 
petites que les trames elles-mêmes. 
Cette architecture peut être combinée à différents types d‟architecture de stabilisation 
d‟image. Par exemple, elle peut être utilisée dans une chaine classique de stabilisation 
utilisant un système de stabilisation optique avec un gyroscope, la perturbation d‟entrée sera 
le bougé résiduel. Dans le cas d‟une architecture utilisant seulement le gyroscope, les 
informations de la perturbation d‟entrée serons les données gyroscopiques. 
3.3.2 Résultats et conclusion 
Les tests ont été réalisés pour le cas du smartphone ayant une distance focale de 28 mm et 
une taille pixel de 1,4 μm. Cette fois un temps de pose long de ½ seconde a été choisi. 
Lorsque des résultats moyennés sont présentés, ceux-ci sont calculés à partir des mêmes 100 
bougés afin de rendre les résultats comparables. La consigne de qualité a été fixée à -3 JND 
pour garantir une bonne qualité d‟image. La figure 82 montre les résultats de l‟intégration 
variable des trames pour 10 prises de vue. 
 
Figure 82. 10 prises de vue de ½ seconde avec leurs trames ayant des temps 
d’intégration différents. 
Trame : 1       2        … 
2 
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Sur cette figure nous pouvons remarquer que 2 prises de vue différentes, ne vont pas 
avoir le même nombre de trames ni les mêmes temps d‟intégration trame. Ceci montre que le 
bougé a parfois un fort impact sur la qualité de l‟image, caractérisé par les trames courtes, et 
parfois un faible impact sur la qualité d‟image, caractérisé par les trames longues. 
La figure 83 montre les résultats de qualité d‟image en JND pour ces mêmes 10 prises de 
vue. 
 
Figure 83. Qualité des images perçues en JND avec ou sans stabilisation pour 10 
prises de vue. 
Comme nous pouvons le remarquer sur la figure, la qualité de stabilisation est bien 
garantie malgré un temps de pose important de ½ seconde. La moyenne de qualité obtenue 
des 100 images stabilisées est de -2, 9 JND avec un écart type de 0,1 JND. Quel que soit 
l‟impact du bougé initial sur la perception, notre architecture de stabilisation arrive à garantir 
la qualité des images. 
Pour juger visuellement des résultats de la stabilisation par notre architecture, la première 
prise de vue est présentée figure 84. Pour une bonne visualisation des images, de la même 
manière que dans la section 2.3.3.1, les images présentées par la suite ont une définition de 
180 dpi. Ainsi une fois imprimée en couleur avec une définition en 180 dpi ou plus, elles 
devront être visualisées à 48,5 cm afin de retrouver les résultats inscrits en JND. 
Sans stabilisateur d‟image, il est quasiment impossible de prendre une prise de vue de 
½ seconde avec un smartphone comme le montre l‟exemple présenté figure 84.a, l‟image sera 
trop floue. Cette image est jugée sans intérêt par notre métrique qui lui donne une note de -31 
JND.  
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Figure 84. Rendu visuel de l’architecture de stabilisation d’une prise de vue. (a) Image 
non stabilisée. (b) Image stabilisée (sans les sources de bruit parasites). (c) Image 
stabilisée (avec simulation du bruit). (d) Image de référence (scène). Pour visualiser les 
résultats correctement, attention à la résolution d’impression couleur (>180 dpi) ainsi 
qu’à la distance de visualisation (48,5 cm). 
Image non stabilisée (sans bruit) : Tp = ½ s, 100 ISO, QI = - 31 JND 
Image stabilisée (sans bruit) : Tp = ½ s, 100 ISO, QI = -2,95 JND, PSNR = 38 dB 
Image stabilisée (avec les sources de bruit) : Tp = ½ s, 100 ISO, QI = -2,95, PSNR = 37,2 
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Grâce à notre architecture de stabilisation d‟image nous arrivons à obtenir une image 
nette ayant comme qualité -2,95 JND. Si nous ignorons les différentes sources de bruit tels 
que le bruit photonique et le bruit de quantification, nous avons une image de bonne qualité 
(figure 84.b) légèrement moins bonne que l‟image de référence (figure 84.d). Si nous prenons 
en compte les différentes sources de bruit avec les mêmes paramètres que dans la section 
précédente (3.2.5), nous obtenons encore une image de bonne qualité (figure 84.c) avec un 
bruit visible mais non gênant. 
 
Figure 85. (a) Histogramme normalisé du nombre de trames suivant la cadence de 
l’imageur et leur temps d’intégration. (b) Pourcentage cumulé du nombre de trames et 
du temps de pose en fonction de la fréquence maximum de fonctionnement de l’imageur 
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Maintenant, si nous regardons les fréquences requises des imageurs afin de générer les 
trames pour stabiliser les 100 bougés, nous avons la répartition fréquentielle des trames 
présentées figure 85. La figure 85.a présente l‟histogramme normalisé des trames suivant 
leurs temps d‟intégration correspondant à des fréquences de génération de celles-ci par 
l‟imageur réparties tous les 10 Hz. Les fréquences utilisées pour générer les trames s‟étendent 
de 5 à environs 300 Hz et sont plutôt nombreuses dans les basses fréquences avec un pic 
d‟apparition autour de 30 Hz, soit 33 ms de temps d‟intégration des trames. 
Maintenant, si l‟on calcule le pourcentage cumulé du nombre de trames en fonction du 
temps d‟intégration (figure 85.b), plus de 90 % des trames sont supérieurs à 11 ms soit une 
fréquence maximale imageur de 90 Hz et 50 % pour les trames supérieurs à 25 ms soit une 
fréquence maximale imageur de 40 Hz. 
Si l‟on regarde les résultats de façon différente : au cours du temps de pose, une trame 
générée à une faible fréquence aura une grande période, donc elle contribuera fortement au 
temps de pose final de l‟image. Inversement une trame générée à une grande fréquence aura 
une petite période, donc elle contribuera faiblement au temps de pose final de l‟image. Dans 
cette idée, si on ramène les temps d‟intégration des trames en pourcentage du temps de pose 
présenté figure 85.b, avec seulement une fréquence imageur fonctionnant à 23 Hz en moyenne 
ceci correspond à 50 % du temps de pose total. Si l‟on cherche à avoir 90% de l‟intégration 
finale de l‟image en moyenne, la fréquence de fonctionnement pourra être inférieure à 60 Hz. 
Dans cette optique, un moyen de relâcher la contrainte fréquentielle de fonctionnement 
des imageurs est de supprimer les trames ayant un faible temps d‟intégration au profit des 
trames avec un temps d‟intégration plus long comme présenté figure 86. 
 
Figure 86. Principe de suppression des trames afin de relâcher la contrainte 
fréquentielle de l’architecture de stabilisation. Dans cet exemple, le temps d’intégration 
(Ti) final de l’image est de 88 % du temps de pose (Tp) requis de ½ seconde. 
Une image avec ses trames variable dans le temps : Tp = ½ s 
Suppression de 4 trames ayant un temps d‟intégration trop court 
Trames retenues : Ti = 88 % Tp = 0,44 s 
Temps [s] 
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Pendant l‟intégration de chaque trame, la qualité intrinsèque des trames est calculée par la 
métrique de qualité. En fonction de la fréquence maximale du système, si une trame est trop 
peu intégrée c'est-à-dire qu‟à ce moment-là il y a eu un bougé qui a rapidement dégradé la 
trame, cette trame sera simplement supprimée comme dans l‟exemple présenté figure 86. Du 
coup à la fin du temps de pose, l‟image ne sera pas complètement intégrée, une partie de 
l‟exposition de l‟image sera manquante. 
Deux solutions se présentent au système pour compléter cette partie manquante :  
 Augmenter le temps de pose : en continuant la pose jusqu‟à atteindre 100% de 
l‟exposition requise de l‟image.  
 Augmenter l‟ISO : en arrêtant la pose et en la complétant par un gain global sur 
l‟image. 
Ces deux approches différentes sont illustrées figure 87. 
 
Figure 87. Solutions afin d’obtenir l’exposition requise pour avoir une image 
suffisamment lumineuse : par augmentation du temps de pose ou par augmentation de 
l’ISO. 
L‟augmentation du temps de pose va permettre d‟obtenir ainsi l‟exposition requise pour 
que l‟image soit suffisamment lumineuse. Dans certains cas, l‟augmentation du temps de pose 
peut être gênante, par exemple lorsqu‟il y a du mouvement dans la scène. En conséquence la 
solution d‟augmentation de l‟ISO peut être une bonne alternative dans ce cas-là. 
En reprenant l‟exemple du premier bougé produisant un flou sur l‟image estimé à -31 
JND, les résultats visuels sont présentés dans le cas de l‟augmentation du temps de pose 
(figure 88) et dans le cas de l‟augmentation de l‟ISO (figure 89). 
Image ayant 88% de l‟exposition requise : Tp = ½ s, 100 ISO, Ti = 0,44 s 
Augmentation du temps de pose : Tp = 0,558 s, 100 ISO, Ti = ½ s 
Augmentation de l‟ISO : Tp = ½ s,  114 ISO, Ti = 0,44 s 
Exposition requis [%] 
Temps de pose [s] 
Temps d‟intégration des trames [s] 
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Figure 88. Rendu de l’architecture de stabilisation d’image avec consigne de qualité 
fixée à -3 JND utilisant la technique de l’augmentation du temps de pose. (a) Image 
initiale comprenant toutes les trames. (b) Image avec seulement les trames générées à 
une fréquence inférieure à 60 Hz. (c) Image avec seulement les trames générées à une 
fréquence inférieure à 23 Hz. Pour visualiser les résultats correctement, attention à la 
résolution d’impression couleur (>180 dpi) ainsi qu’à la distance de visualisation 
(48,5 cm). 
Au niveau de la netteté de l‟image, dans tous les cas différents présentés figures 88 et 89, 
la qualité de netteté est bien respectée grâce à la consigne de qualité de l‟architecture fixé à -3 
JND. Dans le cas de l‟augmentation du temps de pose (figure 88) nous pouvons observer une 
Avec toutes les trames : Tp = ½ s, 100 ISO, QI = -2,95 JND, PSNR = 37,2 dB 
Fréquence max imageur = 60 Hz : Tp = 0,585 s, 100 ISO, QI = -3,0 JND, PSNR = 37,3 dB 
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légère réduction du bruit dans l‟image liée à la sélection de trame de plus longues durées. 
Cette réduction de bruit est mesurée par l‟augmentation du PSNR de l‟image, elle contribue à 
l‟amélioration de la qualité globale de l‟image. La réduction de bruit vient du fait que lorsque 
l‟on élimine les trames ayant des temps d‟intégration très courts, on élimine aussi les trames 
ayant un plus fort bruit intrinsèque. 
 
Figure 89. Rendu de l’architecture de stabilisation d’image avec consigne de qualité 
fixée à -3 JND utilisant la technique de l’augmentation de l’ISO. (a) Image initiale 
comprenant toutes les trames. (b) Image avec seulement les trames générées à une 
fréquence inférieure à 60 Hz. (c) Image avec seulement les trames générées à une 
fréquence inférieure à 23 Hz. 
Avec toutes les trames : Tp = ½ s, 100 ISO, QI = -2,95 JND, PSNR = 37,2 dB 
Fréquence max imageur = 60 Hz : Tp = ½ s, 105 ISO, QI = -2,95 JND, PSNR = 37,1 dB 
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Au final l‟image finale par l‟addition de toutes les trames s‟en trouve moins bruitée. Dans le 
cas de l‟augmentation de l‟ISO (figure 89) plus le système utilise des trames générées à basse 
fréquence, plus il est important d‟augmenter l‟ISO pour compenser le manque d‟exposition. 
Le fait d‟augmenter le gain dans l‟image va augmenter le bruit dans l‟image finale. 
Néanmoins comme le montre la figure 89.c comparée à la figure 89.a l‟augmentation du bruit 
est seulement de 1,1 dB pour un gain ISO de 40 % permettant au système de fonctionner à 
une fréquence bien inférieure de 23 Hz. 
La segmentation du temps d‟intégration en trame variable grâce à la métrique de qualité 
nous permet d‟envisager l‟intégration future de cette nouvelle architecture de stabilisation au 
vu des performances actuelles des imageurs rapides présentés dans l‟état de l‟art section 3.1.4. 
Ainsi la qualité de service concernant la netteté de l‟image pourra satisfaire l‟observateur 
quel que soit son type d‟utilisation. 
3.4 Conclusion sur les algorithmes de 
stabilisation priorisant la netteté 
Les architectures de stabilisation présentées dans ce manuscrit permettent de répondre 
aux inconvénients de la stabilisation classique qui sont : 
 Intégration plus difficile car utilisation de composants externes dans la 
stabilisation. 
 Ne permet pas de garantir une qualité d‟image donnée. 
De même, les systèmes de stabilisation d‟aujourd‟hui présentés dans l‟état de l‟art ne 
permettent pas de garantir une netteté de l‟image donnée quel que soit le type d‟utilisation. 
Dans ces travaux, nous avons présenté 3 architectures qui permettent de réduire le 
nombre de composant externe, elles seront dites économiques en composants externes : 
 L‟architecture de stabilisation sans gyroscope avec système de stabilisation 
optique. 
 L‟architecture complètement intégrée. 
 L‟architecture sans système de stabilisation optique mais avec gyroscope. 
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Nous présentons une synthèse des principales caractéristiques des différentes solutions en 
figure 90. 
 
Figure 90. Synthèse des différentes architectures de stabilisation. 
Ces architectures économiques permettent de garantir une netteté d‟image dans les cas où 
la fréquence de génération des trames est atteinte, suivant les caractéristiques de l‟appareil 
photo telles que la distance focale, le temps de pose et la taille des pixels. Néanmoins, selon la 
robustesse des algorithmes de stabilisation implémentés, les 2 architectures sans gyroscope 
pourront être limitées en temps de pose. En effet ce sont les performances d‟estimation de 
mouvement qui limitent ces architectures par rapport au temps de pose. Les performances 
d‟estimation de mouvement sont limitées par le niveau de bruit élevé interne dans les trames. 
Plus le temps de pose augmente, plus le nombre de trames utilisées pour la stabilisation est 
important, plus le bruit de chaque trame est important et donc plus l‟estimation de mouvement 
sera difficile à réaliser. 
Afin de relâcher les contraintes fréquentielles tout en garantissant la netteté de l‟image, 
l‟architecture avec consigne de qualité a été présentée. Cette architecture est proposée comme 
surcouche pour certaines architectures de stabilisation.  Cette architecture permet aussi de 
réduire le bruit dans l‟image en cherchant à maximiser le PSNR dans les trames qui 
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Un comparatif des différentes architectures de stabilisation d‟image est présenté tableau 9 
suivant ces 5 critères : 
 La faisabilité : dépend du type d‟imageur, de sa cadence de fonctionnement et de la 
difficulté d‟intégrer un tel système. 
 Les performances de stabilisation : dépend de la qualité de stabilisation que peu 
garantir le système. 
 La possibilité de faire de longs temps de pose (> 1/2 s) en gardant une bonne 
qualité de netteté. 
 Le niveau d‟intégration matériel : dépend du nombre de composants externes ainsi 
que de leur espace requis. 
 La faible complexité : dépend de la complexité calculatoire de l‟architecture de 
stabilisation. 
Dans le tableau proposé ci-dessous, pour chaque architecture de stabilisation, les 3 types 
d‟appareils sont présentés avec leurs différentes utilisations possibles. Les différentes 
utilisations notées dans le tableau sont grand angle, portrait et zoom ayant respectivement des 
distances focales autour de 28 mm, 100 mm et au-delà de 180 mm. 
Pour le cas de la stabilisation classique, la complexité est faible car il n‟y a pas besoin 
d‟analyser l‟image, un digital signal processor se charge de traiter les données gyroscopiques 
pour contrôler le système de stabilisation optique. Par contre au niveau de la faisabilité, 
intégrer un système de stabilisation optique n‟est pas quelque chose de facile dans les 
smartphones comme en témoigne leurs récentes apparitions. Pour les appareils photos 
compacts et reflex, cette technique est largement répandue en conséquence jugée avec une 
forte faisabilité. Pour leur intégration, plus l‟appareil est gros, plus leur intégration est simple. 
Concernant les performances de stabilisation garantissant la netteté des images, plus la 
distance focale augmente, plus le bougé sur l‟image augmente donc plus les performances 
s‟en trouvent réduite. Ceci est nuancé par la masse de l‟appareil permettant de réduire 
l‟impact du tremblement de la main sur l‟appareil ainsi les appareils de masse plus lourde s‟en 
sortent mieux. Pour la capacité à faire des long temps de pose, seul avec un reflex en grand 
angle cela semble envisageable. Dans tous les cas, ce système de stabilisation n‟arrive pas à 
garantir la qualité de netteté des images. Par l‟ajout de la surcouche de l‟architecture avec 
consigne de qualité sur la stabilisation classique, les performances de stabilisation sont 
augmentées car grâce à la consigne de qualité la qualité de la stabilisation est assurée. De plus 
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grâce à la sélection des trames ayant un faible bougé, l‟utilisation de long temps de pose sera 
aussi envisageable. 
Tableau 9. Comparatif des architectures de stabilisation d’image proposées ainsi que 
la stabilisation classique. Plus il y a d’étoiles, meilleure est la note. Les étoiles entourées 
s’ajoutent lorsque l’architecture avec consigne de qualité est ajoutée en surcouche. 
 
Pour le cas de l‟architecture sans gyroscope mais avec système de stabilisation optique, la 
faisabilité sera difficile car il faudra utiliser des imageurs rapides. Plus la distance focale sera 
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dans le cas du smartphone il sera techniquement plus difficile d‟intégrer le stabilisateur 
optique. Dans le cas d‟un imageur assez rapide (>250 trames/s pour f = 28 mm), les 
performances de stabilisation seront élevées (-3 JND) car le niveau de qualité sera garanti. 
Mais pour les temps de pose long, comme le nombre de trames requis sera important, le 
système n‟arrivera plus à réaliser l‟estimation sur les trames car elles auront un PSNR trop 
faible pour réaliser l‟estimation de mouvement comme démontré dans la section 3.2.5. De 
plus comme l‟opération d‟estimation de mouvement est réalisée sur les trames, elle est 
gourmande en calculs et donc complexe. Si l‟on souhaite ajouter la surcouche du stabilisateur 
avec consigne de qualité, il faudra reconstruire la PSF trame en temps réel et donc avoir une 
première étape d‟estimation de mouvement à la cadence élevée. Du coup nous ne pourrons 
pas relâcher les contraintes de cadence de l‟imageur. 
Pour le cas de l‟architecture tout intégré, nous avons quasiment les mêmes contraintes 
que l‟architecture sans gyroscope mais avec système de stabilisation optique. L‟avantage 
principal est l‟intégration maximale du système car seul l‟imageur est requis pour réaliser la 
stabilisation. Comme nous l‟avons vu figure 75, les architectures avec sommation cohérente 
ont des contraintes de cadence plus faibles par rapport à l‟architecture sans gyroscope mais 
avec stabilisation optique, de ce fait la faisabilité d‟imageur rapide s‟en trouve légèrement 
augmentée. De même que pour l‟architecture sans gyroscope si l‟on souhaite ajouter une 
surcouche de stabilisation avec consigne de qualité, nous allons retrouver le même problème 
pour estimer la PSF trame en cours d‟intégration, donc les contraintes de cadence ne seront 
pas relâchées. 
Pour le cas de l‟architecture avec seulement le gyroscope, nous allons avoir les mêmes 
faisabilités, performances, problèmes pour les longs temps de pose que l‟architecture 
complètement intégrée. Pour l‟intégration matérielle, seul un gyroscope est requis donc même 
pour le cas des smartphones ceci n‟est plus une forte contrainte car aujourd‟hui, ils sont 
toujours présents dans ce type d‟appareil. Grâce à la réalisation de l‟estimation de mouvement 
réalisé directement sur les PSF trames, la complexité d‟estimation de mouvement s‟en trouve 
fortement réduite. Si l‟on ajoute la surcouche de stabilisation avec consigne de qualité, grâce à 
l‟estimation de la netteté de chaque trame pendant leur intégration, nous pouvons relâcher 
fortement la cadence de l‟imageur rapide et ainsi rendre sa faisabilité plus aisée. De plus, 
grâce à la sélection des trames ayant un faible bougé, les longs temps de pose seront 
réalisables. 
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Pour conclure sur les architectures proposées ces architectures répondent à différents 
besoins. Si le critère d‟intégration est maximal et que pour des raisons de place ou de 
réduction de coût, il n‟est pas envisageable d‟avoir un gyroscope MEMS dans le système, 
l‟architecture de stabilisation tout intégrée semble être un très bon compromis. 
Si le critère d‟intégration est maximal et qu‟un gyroscope MEMS est disponible ou ne 
présente pas un surcoût, l‟architecture avec gyroscope utilisant la surcouche de l‟architecture 
avec consigne de qualité sera préférée. 
Si la performance de stabilisation recherchée est maximale, l‟ajout de la surcouche de 
l‟architecture avec consigne de qualité sur les architectures de stabilisation classique 
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Conclusions et Contributions 
Dans cette thèse, nous avons proposé des architectures de stabilisation d‟image 
permettant de garantir la qualité de celle-ci quel que soit l‟utilisation de l‟utilisateur. En 
introduction nous avons vu qu‟aujourd‟hui nous arrivons à deux situations conflictuelles.  
D‟un côté, nous observons une tendance à l‟accentuation du flou de bougé causé par : 
 La réduction des dimensions des modules photographique par la réduction de 
l‟optique, de l‟imageur ainsi que la taille des pixels de l‟imageur. 
 La réduction de la masse des appareils qui les rendent plus sensibles aux perturbations 
externes tel que le bougé, en particulier celles hautes fréquences. 
 La démocratisation des appareils photo qui entraine l‟utilisation de ceux-ci dans toutes 
les situations sans prendre de précaution particulière pour limiter le bougé, en 
particulier dans des conditions de faible luminosité. 
De l‟autre côté, l‟utilisateur final est de plus en plus exigeant en termes de qualité 
d‟images, notamment avec une exigence plus élevée en termes de netteté. 
Les différentes solutions de stabilisation de l‟état de l‟art qui visent à réduire le flou de 
bougé, ont été présentées dans la section 3.1.2. Nous en avons montré les limites suivant le 
type d‟architecture : 
 Elles peuvent être constitués des modules de dimensions importantes car requérant des 
éléments externes. Cela limite leur intégration dans les téléphones portables et entraine 
un coût supérieur. 
 Elles ne tiennent pas en compte de la netteté finale souhaitée par l‟utilisateur, car elles 
ne permettent pas de garantir la qualité de netteté de sortie de l‟image. 
Dans cette thèse nous avons proposé différents types d‟architectures qui permettent de 
répondre aux différentes demandes d‟intégration ainsi qu‟une architecture utilisé en surcouche 
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des autres architectures permettant de garantir une qualité de netteté d‟image quelle que soit la 
situation. 
Pour développer ces différentes architectures, nous nous sommes basés sur deux briques 
de base que nous allons rappeler et discuter avant d‟arriver à la discussion finale sur les 
architectures de stabilisation proposées. 
 Modèle de tremblement physiologique 
Une première contribution de cette thèse est l‟apport d‟un modèle de génération de flous 
de bougé basé sur la physiologie du tremblement de la main présentée dans le chapitre 1. A 
notre connaissance, c‟est le premier modèle de bougé qui réunit les observations faites dans 
les domaines statistique, temporel et fréquentiel. Nous avons démontré que notre modèle de 
tremblement est bien plus fidèle que les modèles généralement utilisés que sont le modèle de 
bougé linéaire et le modèle de marche aléatoire. Notre modèle présente néanmoins une 
limitation temporelle : il est valide pour des temps de pose inférieurs à 1 seconde. Au-delà de 
ce temps, notre modèle ne prend pas en compte les contre-réactions volontaires du 
photographe face à sa propre dérive de bougé. Pour répondre à ce problème, il serait 
intéressant de mener une étude comportementale sur les contre-réactions volontaires du 
photographe afin de modéliser l‟impact des réactions du photographe pour des temps de poses 
de plusieurs secondes voir de plusieurs minutes. Il est probable que cette contre réaction se 
traduise par des composantes très basse fréquences par rapport aux tremblements de la main 
et pourrait être ajoutée au modèle de tremblement que nous proposons. L‟avantage d‟avoir un 
tel modèle serait d‟aider à développer un système de stabilisation pouvant se passer 
complètement de trépied même pour des temps de pose supérieurs à plusieurs secondes. 
Comme notre modèle de tremblement est basé sur la densité spectrale de puissance des 
tremblements de la main, pour des tremblements non physiologiques mais pathologiques il 
sera possible de simuler ces types de tremblement en injectant la densité spectrale de 
puissance des différents type de pathologie. Ceci permettrait de dimensionner ou de rendre 
adaptatif des architectures de stabilisation d‟image même pour des personnes ayant un 
tremblement pathologique, plus important que la moyenne. 
 Métrique de qualité d’image 
Une seconde contribution de cette thèse est l‟établissement d‟une relation quantitative 
entre la métrique de qualité d‟image (JND) et « l‟amplitude » du flou définie à partir de sa 
PSF. Nous avons démontré que cette relation permet de prédire avec précision l‟impact sur la 
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qualité perçue des flous résultants de mouvements linéaires et d‟une façon correcte des flous 
quelconques. Pour cela nous avons mis en place deux expériences psycho-visuelles, une 
première par expérience de vote forcé entre deux images de qualité de flou proche afin d‟en 
déduire une règle de qualité d‟image. Une deuxième expérience par règle d‟ajustement nous a 
permis de mesurer des flous quelconques. La relation que nous avons ainsi définie permet une 
bonne prédiction pour la majorité des flous ordinaires mais présente une limite pour les flous 
de type dédoublé comme discuté dans la section 2.3.2.2. De ce fait cette métrique peut être en 
partie améliorée afin de prendre en compte de ces cas particuliers. Il faut cependant noter que 
la relation que nous avons établie sous-estime la qualité des images pour ces cas et donc 
garantie une limite inférieure de qualité, soit autrement dit la métrique garantit le pire cas. 
L‟estimation de la qualité de netteté pourrait être aussi utilisée pour estimer la qualité des 
images finales. Ceci serait possible par l‟utilisation d‟un algorithme mesurant la PSF de 
l‟image de manière fidèle. Puis grâce à la métrique de qualité, la netteté de l‟image pourrait 
être retrouvée. Et ainsi par exemple pour des systèmes tout intégrés ayant seulement un 
imageur à la fin de l‟acquisition de l‟image une mesure de netteté pourrait être réalisée. Ceci 
permettrait d‟indiquer au photographe la qualité de netteté de la photo afin de lui suggérer de 
reprendre une photo ou non pour obtenir une image plus nette. Cette solution peut être aussi 
envisagée lorsque la PSF de l‟image finale est disponible, par exemple pour un système de 
stabilisation classique en calculant la PSF résiduel provenant des bougés résiduels. 
Dans nos travaux, cette métrique nous a permis de prédire la qualité des images perçues 
soumises aux flous de bougé en calculant leur netteté. Par cette connaissance de la netteté des 
images nous avons pu d‟une part quantifier les performances des algorithmes de stabilisation 
et d‟autre part, développer des algorithmes de stabilisation qui tiennent compte de la qualité 
d‟image en cours de stabilisation. 
 Architecture de stabilisation d’image 
Enfin cette thèse contribue à la démonstration d‟architecture de stabilisation d‟image 
permettant de garantir à l‟utilisateur un niveau de qualité de netteté et suivant les cas de 
réduire le nombre de composants externes.  
Nous avons présenté dans la section 3.2.3.1 une première architecture de stabilisation 
avec système de stabilisation optique qui permet de se passer du gyroscope. Cette architecture 
s‟appuie sur une estimation de mouvement réalisée sur les trames générées au court du temps 
de pose. L‟estimation de mouvement permet de recréer la consigne de contre réaction pour le 
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système de stabilisation d‟optique. Afin d‟améliorer la stabilisation nous avons mis en place 
un prédicteur. Nous pensons que par le développement d‟un meilleur prédicteur il est possible 
d‟encore améliorer les performances de stabilisation de cette architecture. 
Une deuxième architecture de stabilisation sans gyroscope ni système de stabilisation 
optique a été présenté section 3.2.3.2. Cette architecture de stabilisation présente l‟avantage 
d‟être la plus intégrée de toute.  
Ensuite une troisième architecture de stabilisation avec gyroscope mais sans système de 
stabilisation a été présentée section 3.2.3.3. Par rapport au deux précédentes, le fait d‟avoir 
directement les données gyroscopiques permet de réduire la complexité due à l‟estimation de 
mouvement entre les trames afin de réaliser la stabilisation de l‟image. Donc si le critère 
d‟intégration est fort et que les données gyroscopiques sont disponibles dans le système, cette 
architecture sera préférée. 
Enfin une architecture utilisée en surcouche a été présenté section 3.3. Cette architecture 
s‟appuie sur un nouveau paradigme, la segmentation du temps de pose, pour garantir la 
qualité de l‟image. Cette surcouche permet de relâcher les contraintes de cadence des 
imageurs rapides car les trames ne sont plus générées à une fréquence fixée mais sont 
générées suivant l‟impact du bougé dans chaque trame. De plus, par la sélection des trames, 
les longs temps de pose sont rendu possibles grâce à cette nouvelle architecture. 
 Vers un stabilisateur d’image idéal ? 
Grâce aux différentes architectures proposées, quelle serait le stabilisateur d‟image idéal 
de demain ? En premier lieu, nous pensons que ce serait une solution complètement intégrée 
où le module photographique réalise intégralement la fonction de stabilisation. L‟avantage 
d‟avoir un seul module est la simplicité d‟intégration pour le fabriquant car il n‟a plus besoin 
d‟intégrer différents composants externes qui communiquent entre eux. Ceci permet aussi 
d‟atteindre un niveau d‟intégration maximal suivant le type de réalisation. Ensuite, c‟est un 
système qui permettrait de garantir la stabilisation des images quel que soit la prise de vue 
même pour des temps de pose supérieurs à la seconde. 
Pour atteindre le plus haut niveau de performance, comme nous l‟avons vu, le système de 
détection le plus efficace est un gyroscope dédié à l‟estimation du bougé du capteur. En effet 
réaliser l‟estimation sur l‟image demande un coût important de calcul et surtout ne permet pas 
d‟avoir un grand nombre de trames à cause de leurs faibles PSNR, limitant le temps de pose 
final. Cependant le gyroscope pourrait être intégré sur la même puce que l‟imageur si les 
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techniques hybrides MEMS et circuit rendent avantageuses la possibilité d‟avoir un seul et 
même circuit. Pour obtenir la plus grande surface dédiée aux photodiodes et embarquer la 
stabilisation sur l‟imageur, la technologie 3D des imageurs pourrait être utilisée. Une 
première couche serait dédiée aux photodiodes permettant d‟obtenir un fill factor de 100 % 
afin de capter le plus de luminosité possible. Pour atteindre un premier niveau de stabilisation, 
un système de stabilisation optique type liquid lens, serait intégré utilisant directement les 
informations de bougé du gyroscope MEMS permettant ainsi de réduire le bougé en gardant 
un fort niveau d‟intégration. Puis pour garantir la qualité de stabilisation, en dessous des 
photodiodes serait intégrée une partie mémorisation afin de stocker une ou plusieurs trames 
avant leurs additions. Le temps d‟intégration de chaque trame serait déterminé par la consigne 
de qualité, réalisée par la métrique de qualité sur les PSF trame du bougé résiduelles. 
Permettant ainsi de garantir la qualité finale de stabilisation comme vue dans la section 3.3. 
Ensuite sous la mémoire, un étage de circuit de contrôle permettrait de réaliser la sommation 
cohérente avec les trames arrivant les unes à la suite des autres. Ainsi l‟image accumulée 
serait une image stabilisée garantissant la netteté. Cette réalisation pourrait faire l‟objet de 
futurs travaux de recherche.     
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Annexe 1 Instructions d’expérience de 
différence juste visible 
Ce protocole d‟instruction est celui utilisé pour faire passer l‟expérience de différence 
juste visible aux différents observateurs. Cette expérience permet de déterminer l‟évolution de 
la perception visuelle en fonction d‟une dégradation. Ces différentes instructions permettent à 
l‟observateur d‟être totalement autonome pendant le test. Préalablement, un test d‟acuité 
visuelle a été réalisé pour s‟assurer que la personne ait une vision d‟au moins 10/10 avec les 
deux yeux. 
- Bonjour, tout d‟abord, merci d‟avoir accepté de prendre du temps pour passer ce test de 
comparaison de qualité d‟image. Merci de vous mettre à l‟aise, est de vous assoir sur cette 
chaise adossé au dossier afin de ne pas bouger pendant tout le long de l‟expérience. Dans cette 
expérience, vous allez évaluer la qualité globale de la scène par comparaison d‟image. Ces 
images ont subits différentes dégradations au niveau d‟un flou de bougé linéaire. Ceci va 
impacter la qualité globale des images. Deux images vont être affichées sur l‟écran avec deux 
flous différents. Le but sera de voter pour l‟image ayant la meilleure qualité. En d‟autre terme, 
vous voterez pour l‟image que vous voudriez garder si vous devez en choisir une seule des 
deux. A chaque fois les deux images ont des flous différents mais peuvent être très proche en 
qualité. Même si il n‟est pas évident de choisir, il faut tout de même se décider pour choisir 
l‟image de meilleure qualité. N‟oubliez pas qu‟il n‟y a pas de bonne ou de mauvaise réponse 
car c‟est votre perception visuelle qui va déterminer qu‟elle est l‟image de meilleure qualité. 
Chaque image est affichée à gauche ou à droite de façon aléatoire de même pour les différents 
flous, ils changent de manière aléatoire. A la fin de l‟expérience, le programme se fermera 
tout seul et enregistrera automatiquement les résultats. 
- Regardons maintenant un exemple : Couple d‟image #1. (Deux images ayant des flous 
différents facilement perceptibles) Par exemple, il apparait d‟une façon claire que cette image 
est de meilleure qualité. Donc votons pour celle-ci justement. (Vote) Regardons encore un 
autre exemple : Couple d‟image #2. (Deux images ayant des flous différents mais peu 
perceptible) Ici par exemple, il est difficile de choisir qu‟elle image choisir, alors il faut voter 
pour celle qui vous semble de meilleur qualité. (Vote) Est-ce que vous avez des questions sur 
comment choisir l‟image de meilleur qualité ? 
Puis l‟observateur test lui-même les 10 couples d‟images suivant en guise 
d‟entrainement. (Vote) 
Avez-vous d‟autres questions avant de commencer le test ? Réponse aux questions, puis 
démarrage du test. 
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Annexe 2 Instructions pour 
l’expérience de règle de qualité 
d’image ajustable 
Ce protocole d‟instruction est celui utilisé pour faire passer l‟expérience de règle de 
qualité d‟image ajustable aux différents observateurs. Cette expérience permet de quantifier la 
qualité d‟une image grâce à une règle de mesure analogue à la règle classique. Ces 
instructions permettent à l‟observateur d‟être totalement autonome pendant le test. 
Préalablement, un test d‟acuité visuelle a été réalisé pour s‟assurer que la personne ait une 
vision d‟au moins 10/10 avec les deux yeux. 
- Bonjour, tout d‟abord, merci d‟avoir accepté de prendre du temps pour passer ce test de 
mise en correspondance de qualité d‟image. Merci de vous mettre à l‟aise, est de vous assoir 
sur cette chaise adossé au dossier afin de ne pas bouger pendant tout le long de l‟expérience. 
Dans cette expérience, vous allez ajuster la qualité d‟une image par rapport à une image à 
quantifier en termes de qualité. Les images à quantifier qui vont vous être présentés ont subits 
différentes dégradations au niveau d‟un quelconque flou de bougé. Ceci va impacter la qualité 
globale de l‟image. Deux images vont être affichées sur l‟écran, l‟une avec un flou fixe, 
l‟image à quantifier et l‟autre avec un flou que vous allez pouvoir faire varier. Le but sera 
d‟ajuster l‟image de flou variable de la même façon et de la meilleure manière que l‟image 
avec un flou fixe. Ainsi par votre ajustement, vous jugerez que les deux images ont 
exactement la même qualité. En d‟autre terme après ajustement, il vous sera impossible de 
dire laquelle est de meilleures qualités. Puis vous passerez à l‟image suivante. A chaque fois 
l‟image à quantifier sera différentes, alors il vous faudra réajuster l‟image de qualité variable. 
A la fin de l‟expérience, le programme se fermera tout seul et enregistrera automatiquement 
les résultats. 
- Regardons maintenant un exemple : Couple d‟image #1, avec une image avec un flou 
fixe, l‟autre avec le flou variable. Grâce à l‟ascenseur, il est simple de faire varier la qualité de 
l‟image avec le flou variable. Une des techniques est de faire varier l‟image de façon 
importante dans les deux sens pour borner (en termes de qualité) l‟image à quantifier puis 
d‟ajuster de manière plus fine jusqu'à avoir les deux images de qualité similaire.  
- Puis l‟observateur ajuste lui-même 3 autres couples d‟images suivant en guise 
d‟entrainement. 
- Avez-vous d‟autres questions avant de commencer le test ? Réponse aux questions. 
- Faire passer le test de calibrage. 
- Puis sans donner les résultats du test de calibrage, choisir le bon calibre puis faire passer 
le test final. 
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Brevet 
En cours de dépôt : « Technique de stabilisation d‟images garantissant leur netteté ». 
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TITRE 
Contribution à des architectures de stabilisation d‟images basées sur la 
perception visuelle et la physiologie du tremblement humain 
RESUME 
Avec l‟intégration des appareils photos dans les appareils mobiles, leur démocratisation 
et la réduction de la taille de l‟imageur, de l‟optique et de la taille pixels, les photos sont de 
plus en plus sujettes au flou de bougé dû aux tremblements de la main. À cette tendance 
s‟ajoute un accroissement constaté dans l‟exigence de qualité d‟image de la part des 
utilisateurs. Pour réduire ce flou, des systèmes de stabilisation d‟image ont été développés. 
Néanmoins ceux-ci ne permettent pas de garantir la qualité de netteté des images et souffrent 
parfois d‟une intégration limitée. 
En réponse à ces limitations, ces travaux de recherche proposent, d‟une part, un modèle 
de tremblement physiologique permettant de simuler de manière fidèle les flous de bougé et, 
d‟autre part, une étude sur la perception visuelle du flou permettant le développement d‟une 
métrique de qualité. Enfin des architectures de stabilisations, exploitant ces nouveaux outils, 
sont proposées. Ces nouvelles architectures permettent de réduire le nombre de composants 
externes ainsi que de garantir la netteté des images stabilisées. 
Mots clés : architectures de stabilisation d’image, flou de bougé, modèle de perception 
humaine du flou, imagerie numérique 
 
TITLE 
Architectures for image sensors stabilization based on visual perception and 
on the physiology of hand tremor; a contribution 
ABSTRACT 
With the integration of cameras in mobile devices, their democratization and the 
reduction of the imager‟s size, the optical system dimensions and the pixels miniaturization, 
the photos become more and more subject to motion blur due to the hand tremor. In addition, 
the requirements in terms of image quality become higher and higher. Hence, in order to 
reduce this blur, several image stabilization systems have been developed. Nevertheless, they 
cannot guarantee the sharpness quality of resulting images and in some cases, they show 
integration difficulties. 
In order to overcome these limitations, the research work presented in this thesis 
proposes, first of all, a physiological tremor model that aims to simulate realistic camera 
shake and secondly, presents a study on visual perception of blur. This study enables the 
development of a quality metric. Finally, stabilization algorithms and architectures exploiting 
these new tools are presented. These new architectures reduce the number of external 
components and ensure sharp stabilized images. 
Keywords: image stabilization architectures, motion blur, human perception blur model, 
digital imaging 
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