Abstract. We consider linear differential equations with bounded time delay driven by additive white noise. Our aim is the estimation of the maximal delay time from observations of one realisation of the solution process X under nonparametric drift assumptions. In the stationarity case the covariance function has a jump in the third derivative according to the location of the delay time. Based on this result, the delay time estimator is obtained from a singularity detection in the covariance function using a multiresolution framework. It is proved that the estimator attains the rate T −1/3 for observation times T → ∞, which corresponds to change point detection in an ill-posed setting.
Introduction
Stochastic delay differential equations (SDDEs for short) appear in the description of many random time-varying processes in applications, see Kolmanovskii and Myshkis (1992) for an overview. Moreover, they extend naturally classical time series models to continuous time. Among the huge variety of types of equations, affine stochastic delay differential equations form a fundamental class. They generalize the Langevin equation leading to the Ornstein-Uhlenbeck process and appear as continuous-time limits of linear autoregressive schemes. A general scalar affine SDDE is of the form dX(t) = The drift coefficient depends linearly on the past trajectory (X(u), u ∈ [t − r, t]) by means of an integration with respect to the finite signed Borel measure a on [−r, 0] . The values r and σ are supposed to be positive and (W (t), t ≥ 0) denotes a standard Wiener process. In order to ensure well-posedness of the differential equation, a whole initial function F independent of the Wiener process is prescribed.
The Langevin equation without memory effect is obtained if a is taken to be a point measure a 0 δ 0 with a 0 ∈ R. The theory for affine or more general SDDEs, sometimes with more general driving processes, is the subject of increasing research interest. The monographs by Mohammed (1984) and Mao (1997) provide a detailed mathematical description. Statistical inference for SDDEs has so far been concentrated on estimating the weight measure a from observations of a trajectory in a parametric and nonparametric setting, e.g. Kutoyants, Mourid, and Bosq (1992) , Gushchin and Küchler (1999) , Reiß (2002) . In these articles the length of the delay was always assumed to be known a priori. Here, we investigate the problem of estimating the delay time in the general setting of a having a Lebesgue density g on [−r, 0) and possibly a point mass in zero. We suppose that the support of g is contained in the interval [ρ, 0] with g(ρ) = 0. Then the affine SDDE (1.1) reads dX(t) = a 0 X(t) + 0 ρ
X(t + u)g(u) du dt + σ dW (t).
For the construction of an estimatorρ T of ρ we assume that some maximal delay time r ≥ |ρ| is known. Our estimator is based on the observation of a path of the solution process X of length T under a recurrence condition. The parametric problem of estimating the location of a point mass of given size in a has been treated by Küchler and Kutoyants (2000) where parallels are drawn to change point problems, because the Bayes estimator outperforms the maximum likelihood estimator. As we shall see here in a closely related situation, problems of this kind indeed lead naturally to change point problems in an ill-posed setting.
We show that the problem of estimating ρ can be reduced to detecting a singularity in the third derivative of the covariance function of X. We therefore use a multiresolution technique to perform this change point detection in the empirical derivative of the covariance function, following ideas of Raimondo (1998) in a regression framework. First a pilot estimator based on wavelet coefficient differences determines the region of the singularity on a low resolution level. Then we improve the estimator in this region by applying a cumulative sum change point estimator to the wavelet coefficients on a higher resolution level inside this region. This approach in nonparametric change point estimation seems to be new and we deviate principally from the approach by Raimondo (1998) since we face correlated noise. Antoniadis, Gijbels, and Macgibbon (2000) apply this approach to estimating a change point in the hazard function from i.i.d. observations. In that case the noise is weakly correlated in space and the authors prove good properties for the pilot estimator and claim that the enhanced estimator works as well as in the standard regression setting.
We prove that our pilot estimator attains the rate (T / log(T )) −1/3 asymptotically for T → ∞. The enhanced estimator increases the speed of convergence to T −1/3 . A numerical example shows the applicability of the estimation procedure. Finally, the rate T −(1+α)/(3+2α) is shown to be an asymptotic lower bound in the minimax setting, depending on the regularity α of the density function g. For α ↓ 0 the lower bound converges to the upper bound T −1/3 and the construction of our estimator is independent of α such that our estimator is almost rate-optimal and robust with respect to regularity assumptions on the density g. We believe that the lower bound is tight, since it approaches for α ↑ ∞ the parametric rate T −1/2 , cf. Gushchin and Küchler (2003) . Of course, an estimator that adapts in a data-driven way to the unknown regularity α would be desirable, but apparently even for idealised regression or white noise models this remains an open problem in the literature.
In Section 2 we recall some facts about affine SDDEs and their stationarity behaviour. Section 3 is devoted to the introduction of the parameter class and to the result about a jump of the third derivative of the covariance function in the point ρ. Section 4 presents the construction of the estimators and the derivation of their theoretical properties. The lower bound proof is given in Section 5. A final discussion is given in Section 6 and some technical large deviation estimates are deferred to Section 7.
Let us fix some notation. P a and E a denote the probability measure and the expectation operator depending on the parameter a. For x ∈ R the largest integer m with m ≤ x is denoted by x . We use the l p -norms v l p also for vectors, in particular for p = 2 we obtain the Euclidean norm. The space of α-Hölder-continuous functions on the interval I is denoted by C α (I), 0 < α < 1, and we define
For s ≥ 1 the space C s (I) is naturally defined by a Hölder condition on the derivative of order s . The space of finite signed Borel measures on I is given by M (I) and equipped with the total variation norm • T V . δ x is the Dirac measure in x and functions g ∈ L 1 (I) are usually identified with the measure a ∈ M (I) having Lebesgue density g. The support of a function or a measure is abbreviated by supp(•). Finally, the symbol A B means that A is bounded by a multiple of B independently of any further constants, that is A = O(B) in the O-notation. Equally, A B stands for B A and A ∼ B for A B as well as A B.
Stochastic delay differential equations
For the theory of deterministic delay equations we refer to the monographs by Hale and Verduyn Lunel (1993) and Diekmann, van Gils, Verduyn Lunel, and Walther (1995) , whereas fundamental results on stochastic delay equations can be found in the monographs by Mohammed (1984) and Mao (1997) . If we put σ = 0 in (1.1), we obtain the deterministic linear delay equatioṅ
As for linear ODEs the ansatz x(t) = e λt gives rise to a characteristic function the zeros of which determine the long-time behaviour of general solutions x. Definition 2.1. The characteristic function associated to (1.1) is defined by
The maximal real part of its zeros is denoted by
Without loss of generality we shall henceforth assume σ = 1 and r = 1; otherwise we rescale time and space and considerX(t) = σ −1 r −1/2 X(rt) instead. Küchler and Mensch (1992) and Gushchin and Küchler (2003) 
The covariance function is continuously differentiable on R \{0} and weakly differentiable on R with q a (
The law µ X of the solution process X on the interval [0, T ] is mutually absolutely continuous to the law µ W of Brownian motion starting in X(0) on the canonical space C ([0, T ] ). We express the likelihood ratio by certain sufficient statistics b T and Q T that will be of major importance subsequently. It is understood that for b T a continuous version in u ∈ [−1, 0] is chosen, which is possible by the Kolmogorov continuity theorem.
This result is the basis for the maximum-likelihood theory developed by Gushchin and Küchler (1999) . Its proof is derived from the Girsanov theorem for diffusiontype processes and the stochastic Fubini theorem, see Liptser and Shiryaev (2001) or Küchler and Sørensen (1997) .
The estimation problem
We assume the observation of a trajectory (X(t), t ∈ [−1, T ]) until time T in continuous time and regard the asymptotic properties in the long time limit T → ∞. Since X is geometrically mixing, we assume without loss of generality a stationary regime. The class of weight measures in the delay term that we consider is the following: 
Usually we shall just write Θ and assume the parameters to be fixed once and for all.
As we shall see, our estimation procedure depends on the knowledge of the sign of g (ρ) . Exactly the same results will hold true for g(ρ) ≥ d in condition (2). If we do not know the sign of g (ρ) , that is only assume |g(ρ)| ≥ d then an additional test will be needed, which is however straightforward, see Section 6. 
which shows that for Re(λ) ≥ 0 the real part of the characteristic function does not vanish under our hypotheses.
Abstractly seen, we aim at estimating the "change point" ρ at which the weight measure is less regular than on [−1, 0] \ {ρ}. The weight density g is supported on [ρ, 0] and jumps to zero at the delay time ρ. The interesting feature is now that the irregularity of the weight measure a is reflected in the covariance function q a . Observe that in the following result the irregularity of a in the point zero does not play a role, hence we can include an instantaneous feedback in our model without difficulties. For the sake of future reference we state the result for the mirrored first derivative of the covariance function.
Theorem 3.3. The function q a (−•), that is the mirrored derivative of the covariance function on the interval
HereS > 0 is a suitably chosen constant depending only on δ and S. In other words, the covariance function q a has a jump in its third derivative.
Proof. From equation (2.2) we infer
Since q a ∈ C 1 ([0, ∞)) and q a (−t) = q a (t) hold, this formula implies that q a is continuously differentiable with
Together with q a (0+) = − 1 2 this shows that the weak derivative of q a on [0, 1] is given by
, that is q a has a jump of size g(ρ) at t = −ρ > 0. Since g is Hölder-continuous by assumption and
holds, when g(u) is defined to be zero for all u < ρ, we infer
. From the spectral representation (2.3) we infer
The last expression is uniformly bounded over a ∈ Θ because Θ is contained in the weakly compact subset {a (Reiß 2004) . It remains to observe that by symmetry the second derivatives of q a (−•) equals −q a (•) and thus has also a jump of size g(ρ).
Construction of the estimator
Regarding the likelihood ratio given in Theorem 2.4, we notice that b T and Q T are sufficient statistics. Moreover, the term involving Q T is just the quadratic variation part such that it is plausible to draw inference on the unknown weight only from b T . Our preparations in the preceding paragraph are tailor-made for this task since
holds for u ∈ [−1, 0]. Heuristically, the observation 
(4.1)
Let us argue for a moment in a purely formal manner and assume that 1 T Q T equals Q a exactly (it contains in fact the less important error). The error term is then given by the stochastic integral which is as regular with respect to u as Brownian motion due to the Kolmogorov continuity theorem. Thus, we do not face the classical "signal+white noise"-model, but rather an integrated form involving the signal and a perturbation by Brownian motion; one may think of drawing inference on the function f from the noisy observation
Observe, however, that in our setting the noise is not Gaussian. Although our noise process is more regular than white noise, after differentiating formally we do not encounter the standard problem of detecting a jump in a signal corrupted by white noise, but rather of detecting a jump in the first derivative of the signal q a (cf. Theorem 3.3) corrupted by some weakly correlated noise.
In practice, we do not differentiate and prefer working directly with 1 T b T as an estimator for q a (−•), because b T is not differentiable in a classical sense and large deviation results from the literature can be applied directly to b T . However, note that we are going to work with wavelet coefficients and by partial integration b T , ψ jk = − b T , ψ jk holds such that a wavelet analysis of the (distributional) derivative b T amounts to an analysis of b T by wavelet derivatives, which share (if they exist) the same analyzing properties as wavelets except for orthonormality and an increase of the number of vanishing moments. Hence, the choice between the two approaches seems to be rather a matter of taste and we follow more closely the procedure by Raimondo (1998) with the distinction of more regular noise, mainly to avoid additional technicalities.
In Figure 1 a simulated trajectory is shown together with discretised versions of the associated statistic an ill-posed setting, see Neumann (1997) for similar problems for convolution-type models solved by kernel methods.
Since our goal is basically to identify an irregularity in some derivative, wavelet methods are very attractive for localizing this point of irregularity. The main multiresolution-type idea is already present in the article by Korostelev (1987) and has been put in a wavelet framework for regression problems by Raimondo (1998) . Starting from the observation that the difference of neighbouring wavelet coefficients becomes large at points of irregularity of the signal, we construct a pilot estimator on a low resolution level in the wavelet domain to identify roughly the region where the irregularity occurs and then we use a higher resolution in this region to determine the location of the irregularity more exactly.
The remaining part of this section is devoted to the construction and analysis of the pilot and the enhanced estimator followed by a short summary of the whole estimation procedure.
The pilot estimator. We shall first consider the wavelet coefficients of the statistic 1 T b T on some low resolution level j 1 . From now on we use a family of wavelets ψ with support in [−1, 2], x k ψ(x) dx = 0 for k ∈ {0, 1} and x 2 ψ(x) dx = 0, for instance the Daubechies ψ 2 -wavelet with two vanishing moments and extremal phase choice (Daubechies 1992, Chapter 6.4) . Of course, more general choices are possible, see (Raimondo 1998, Section 3) . With the slightly adjusted definition
The supports of ψ j,k and ψ j,k have an intersection of at most one point for |k − k | ≥ 3. At the boundary we could use the modifications proposed by Cohen, Daubechies, and Vial (1993) , but since our model ensures that the singularity is strictly in the interior of the interval, we just neglect the boundarycrossing wavelets in theory, although in practice it might be worthwhile to use them, especially for a high noise level, which lets us consider small values of j 1 .
Definition 4.1. For a given level j 1 > 0 and some time T < T , the pilot estimator
The fundamental stochastic principle involved is the behaviour of the maximum over a number of noisy coefficients, each noise term satisfying a large deviation inequality. The following asymptotic result shows that for the correct choice of the level j 1 our pilot estimatorρ T deviates at most of the order (T / log(T )) −1/3 from the true value of ρ, where the logarithmic term is intrinsically due to the definition as maximizing value.
Theorem 4.2. If we choose
The reason why we do not use the whole information contained in (X(t), −1 ≤ t ≤ T ), but only up to time T , is essentially for theoretical reasons. By regarding the observations (X(t), −1 ≤ t ≤ T ) and (X(t), T ≤ t ≤ T ) for T > T separately, we can use the mixing properties of X to infer the asymptotic independence of the two samples provided T − T → ∞ while the asymptotic convergence rates remain the same for T , T T , e.g. choose T = T /3 and T = 2T /3. In Figure 2 on the left the wavelet diagram for 1 T b T with resolution level j 1 = 3 calculated by the package WaveThresh3 (Nason 1998) is shown. The observations are as depicted in Figure 1 . The change point is seen to lie between k = 4 and k = 5. A formal application of our definition yieldsr T = 4/8. Note the large wavelet coefficients at the boundary, which are artefacts since we have used mirrored Daubechies 2-wavelets without boundary correction.
Proof. By (Raimondo 1998, Prop. 3 .1) and Theorem 3.3 we infer that
Denote by A j,T the event that the maximum of
is less than cj 1/2 , c > 0 sufficiently large. We infer from Theorem 7.3 in the appendix with κ = cj 1/2 that
provided c > 1/C 1 . Note that the convergence holds uniformly over a ∈ Θ. On the event A j,T we thus have
with c 3 > 0 sufficiently small shows that the two rates separate and thus the convergence of the conditional probabilities P a (|ρ T − ρ|2 j1 < B | A j1,T ) → 1 follows for T → ∞ uniformly over a ∈ Θ. Together with the asymptotics for P a (A j1,T ) this proves the asserted convergence ofρ T .
The enhanced estimator. From the pilot estimatorρ T we guess that ρ lies in the interval [ρ T − B2
−j 1 ,ρ T + B2 −j 1 ] for some fixed B > 3 and the choice of j 1 announced in Theorem 4.2. We now increase the resolution level j 1 to some j 2 > j 1 and perform another wavelet analysis inside the smaller interval. This has the advantage that we only study a smaller number of coefficients and thereby decrease the stochastic error. Instead of testing our observed function 1 T b T with consecutive wavelet coefficient differences, which produces still too large variability, we consider cumulative coefficient differences. Equivalently, we compare all wavelet coefficients with the first coefficient corresponding to the left boundary of the interval.
The idea is now that the wavelet coefficients start to deviate significantly from the first one as soon as they have passed the singularity ρ. In Raimondo (1998) this detection problem is reduced to estimating the disorder time in a Binomial scheme. Here, however, the stochastic structure of the data does not allow such a procedure because the noise in 1 T b T is not spatially independent. Therefore we proceed by applying the cumulative sum (CUSUM) approach, see e.g. Brodsky and Darkhovsky (2000) for a discussion. Not only in the theoretical deduction, but also in simulations this methods turns out to be superior to the disorder detection algorithm.
For some T ∈ (T , T ) we use the notation
where we take j > j 1 and µ := 2
X(t + u) dX(t) only depends on the values X(s) for s ∈ [T − 1, T ]. Conditionally on
Following the CUSUM approach, we consider the random variables
For indices k to the left of the singularity the coefficients Γ j,k will have small absolute value, since due to its α-regularity the signal varies only slowly. At indices k to the right of the singularity the size of the coefficients will be comparably larger. By a Taylor expansion and the two vanishing moments of the wavelet their expected value 2 j q a (−•), γ j,k will be of order 2 j d x 2 ψ j,0 (x) dx (Raimondo 1998, Prop. 3 .1). 
This expression is of order ±2
−3j/2 depending on the sign of x 2 ψ(x) dx. In the proof and in the simulations we shall take the second moment of ψ to be negative. Hence, the coefficients to the right of the singularity tend to be negative and of larger absolute value than to the left. This explains why the index n 0 maximizing the cumulative sums Z(n) provides a good estimate of the location of ρ. Definition 4.3. We choose 2 j 2 ∼ T 1/3 , T ∈ (T , T ) and define the enhanced estimatorρ T by 2 −j 2 n 0 with
The right diagram in Figure 2 shows the values of Z(n) for j 2 = 5, µ = 9 and n = 2, . . . , 11. Here, we have not split the sample into two subsamples which in practice yields worse results. The enhanced estimator predicts the change point at ρ T = 15 32 . For higher levels of j 2 the picture becomes quickly very noisy such that the precision 2 −5 seems for this particular simulation best possible. The rapid increase in fluctuations follows of course from the fact that the stochastic error grows like 2 j 2 . We obtain the main theoretical result of the paper.
Theorem 4.4. The asymptotic choices T T , T − T T and T − T → +∞ guarantee the uniform rate of convergence for the enhanced estimator
Proof. The analysis of the enhanced estimator will be carried out for arbitrary deterministic values of µ. In a second step the mixing properties of the process X will yield the result for randomμ T . In the case k 0 = k 0 (µ) / ∈ [N 0 /4, 3N 0 /4] our enhanced estimatorρ T will heavily deviate from ρ and we use the trivial bound P(T 1/3 |ρ T −ρ| ≤ B) ≤ 1. Therefore we merely treat the case
is α-Hölder-continuous in this region and we can write γ j,k as the sum of at most k 0 ≤ N 0 consecutive wavelet differences yielding coefficients of order 2 −j(α+3/2) . For k ≥ k 0 + 1 the modulus of q a (−•), γ j,k is equally seen to be of minimal order 2 −3j/2 −N 0 2 −j(α+3/2) by regarding consecutive differences. The choice 2
. Consequently, the rate for k ≥ k 0 + 1 is of order 2 −3j2/2 and the rate N 0 2 −j2(α+3/2) , obtained for k ≤ k 0 − 3, is significantly smaller. Finally observe that also for k, l ≥ k 0 + 1 the deterministic contribution in the difference Γ jk − Γ jl is of maximal order
(4.5)
Let us introduce some short hand notation. We set
, which is positive because of the positive jump in q a (−•) and x 2 ψ(x) dx < 0, see the discussion above. We shall make use of the estimate E 2 −3j 2 /2 . With C we denote a quantity of order
−3j2/2 . The following expected value with m ≥ 1 can thus be estimated from above:
Similarly, we obtain for 1
Since N 0 is of order j 2 , both estimates are for j 2 → ∞ of order (m/N 0 )E with the respective signs.
Substituting for γ j,k in Z(n), we see that the terms involving
By Theorem 7.3 we obtain the large deviation bound
The estimates for the expected value yield with some c 5 > 0
, and consequently with c 6 , c 7 > 0
Arguing the same way for the event
Putting the estimates together, we arrive at
With the choice 2 j2 ∼ T 1/3 the random variable
satisfies P (μ T , T ) =ρ T as well as for given ε > 0, sufficiently large m 0 = m 0 (ε) > 0 and for all deterministic µ with
We finally prove that the enhanced estimatorρ T achieves the announced rate by using the properties of the pilot estimator and the mixing properties of the process X. Let us introduce for τ > (m 0 + 3)c −1 0 the events
We arrive at
The exponential decay of the absolute regularity coefficient β(t) e −δt/2 (Reiß 2001) yields that the last term is for T − 1 − T > 2 log(ε −1 )δ −1 of order ε. Thus we have proved the upper bound.
Summary of the estimation procedure. Let us succinctly review the construction of the estimators in a more algorithmic fashion. Note the references given in Section 6 concerning the non-asymptotic choice of the tuning parameters involved.
First, we choose a wavelet basis (ψ jk ) with vanishing moments of order 0 and 1 translated according to (4.2). For the pilot estimator we fix a resolution level j 1 , a time T < T (e.g. T = T /3) and form the consecutive wavelet coefficient differences ∆ j1,k according to Definition 4.1. The index k maximizing this sequence gives rise to the pilot estimatorρ T . For the asymptotically correct choices of j 1 and T this estimator converges to the delay time ρ with rate (T / log T ) −1/3 . The enhanced estimatorρ T is searched for in the interval [ρ T −B2
−j 1 ,ρ T +B2 j 1 ] for some constant B > 3. To do so we increase the resolution level to j 2 > j 1 and use the data from the trajectory between T − 1 > T to T , e.g. with T = 2T /3. We again form wavelet coefficient differences Γ j2k according to (4.3), but consider this time their cumulative sums Z(n) as in (4.4). The rescaled value of the index n maximizing these cumulative sums defines the enhanced estimator in Definition 4.3, which converges at the rate T −1/3 .
Lower bound
We prove that no estimator of ρ can attain a faster rate than T
−(1+α)/(3+2α)
uniformly over Θ. The dependence of the lower bound on α can be explained intuitively by the observation that the smaller the variations of g the closer we are to the parametric situation where g is constant on [ρ, 0] . The results by Gushchin and Küchler (2003) yield the rate T −1/2 in this case, which is also the limit for α → ∞ in our lower bound. We believe that the lower bound on the minimax rate is tight because we also rediscover for the Lipschitz case α = 1 the rate T −2/5 , which has been proved to be minimax for an abstract regression setting by Neumann (1997) . Be aware that the dependence on the regularity of the function has not been taken care of in the corresponding result by Raimondo (1998) . 
where the infimum is taken over all σ (X(s) 
Proof. Based on (Korostelev and Tsybakov 1993, Prop. 2.3 .3) we perturb the weight measure a * with density g
In the case v 0 (g * ) ≥ −δ we add a negative point mass a 0 δ 0 in zero to a * that ensures v 0 (a * ) < −δ. It turns out that our perturbation a h should be such that d(a h − a * ) = 0 holds. Therefore we define a h (du) for h, c > 0 to equal
and a h ∈ Θ hold for sufficiently large c and small h.
The well-known inequality between the total variation norm and the KullbackLeibler distance (relative entropy) KL (•, •) gives
The part of the measure concentrated on C( [−1, 0] ) is asymptotically negligible for a * − a h T V → 0, see Gushchin and Küchler (2003) , Reiß (2001) . Hence, we use the likelihood function for the same initial function in Theorem 2.4 and obtain by the Lipschitz continuity of the covariance function q a * and the vanishing moment of a * − a h :
Therefore the choice h = h 0 T −(1+α)/(3+2α) implies that a * − a h T V h 0 holds for h 0 < 1 independent of T . Hence, the standard Bayes techniques of proving lower bounds (Korostelev and Tsybakov 1993) yield the announced result, because the change points of a * and a h have distance h while
Discussion
We have accomplished the estimation of the delay time ρ by detecting a singularity in the observed function 1 T b T . The previously developed wavelet methodology could be successfully transferred to obtain an equally good pilot estimatorρ T owing to large deviation estimates for the noise part. The enhanced estimator had to be constructed differently using the traditional CUSUM approach, which is stronger focused on expectations than on distributional properties like the disorder detection algorithm. Probably these estimation procedures can be carried over to a wide variety of change point detection problems in less idealistic models than Gaussian regression. For instance a comparison for finite samples with the numerical results by Antoniadis, Gijbels, and Macgibbon (2000) would be very interesting. We have not addressed the problem of choosing j 1 and j 2 for real data, but refer to the guidelines and experience given by Raimondo (1998) , Antoniadis, Gijbels, and Macgibbon (2000) and Raimondo and Tajvidi (2004) .
In our setting the assumption of exactly one change point, that is of a regular weight function with abrupt jump to zero, is quite natural, but of course an extension to cope with multiple change points could be adapted from the regression literature, see e.g. Spokoiny (1998) , though some technical difficulties will certainly arise. A strongly related problem would be to detect the location of point masses in an otherwise absolutely continuous weight measure a. This is the nonparametric analogon of the model considered by Küchler and Kutoyants (2000) . In this case already the second derivative of q a has jumps at the position of the point masses and we should construct our estimator with wavelets that have only one vanishing moment like Haar wavelets. The same techniques then yield the rate T −1 in the case of exactly one point mass as in the parametric setting and some logarithmic deterioration for multiple point mass localisation.
Our estimator is independent of the regularity α of the weight function. Scrutinizing the proofs of the upper bound, we see that we only need some uniform decay in the wavelet coefficients that is faster than for bounded functions. Neumann (1997) has developed for his estimation problem a kernel-based estimator that uses the information of Lipschitz regularity. A similar construction should be possible in our case as well. The main task, however, is then to find a data-driven construction that attains the lower bound rate without knowing the regularity of g a priori.
Another possible extension concerns the sign of g(ρ). Depending on it, the cumulative sums Z(n) will tend to have a local minimum or maximum in the neighbourhood of the change point index. Since they will be monotonic towards the boundaries an easy procedure to handle this more general situation would be just to decide according to the behaviour of the cumulative sums whether g has a positive or negative jump in ρ. This kind of test will not affect significantly the error in the estimator for ρ; compare also the diagram in Figure 2 on the right, where the coefficient sequence is obviously unimodal. Further topics like sequential estimation without supposing a maximal delay time r or the case of discrete time observations will require some technical effort, but should be feasible by using the techniques developed here together with standard results in some regression or white noise setting.
Large deviation estimates
Definition 7.1. Let (ψ j,k ) be a compactly supported wavelet basis of L 2 ([−1, 0]) and consider for all levels j 
Proof. Due to cosh(x) = m 
In order to evaluate the expected value of the product, let us introduce the set P 2 (2n) of all partitions of the set {1, . . . , 2n} into subsets with two elements. Then the expected value of the product equals 
As in the proof of Theorem 3.2 in Reiß (2004) we conclude that there is a uniform constant K > 0 such that
holds for all β ∈ (0, K −1 T 1/2 ). 
where the last line follows from the large deviation bound provided by Theorem 7.2. Putting the estimates for the two terms together and using κ ≤ C 1 T , we obtain the result.
