Introduction
Statisticians' interest in fitting curves to data goes a long way back. As noted by Ord (1972, p. 1), although towards the end of the nineteenth century 'not all were convinced of the need for curves other than the normal' (K. Pearson, 1905) , 'by the turn of the century most informed opinion had accepted that populations might be non-normal'; some historical accounts are given by E. S. Pearson (1965) . This naturally led to the development of tests for the normality of observations. Interest in this area is still very much alive, and recent contributions to the literature are the skewness, kurtosis and omnibus tests proposed by D'Agostino & Pearson (1973), Bowman & Shenton (1975) and Pearson, D'Agostino & Bowman (1977) , the analysis of variance tests of Shapiro & Wilk (1965) and Shapiro & Francia (1972) , and the coordinate-dependent and invariant procedures described by Cox & Small (1978) .
There has also been considerable recent interest in testing the normality of (unobserved) regression disturbances. This is noted below, but first we introduce necessary notation. We consider the linear regression model, y, = xf + ui, for i = 1, ... , N, where x' is a 1 by K vector of observations on K fixed regressors, f is a K by 1 vector of unknown parameters, and ui is the ith unobservable disturbance assumed to have zero mean and to be homoscedastic, identically distributed and serially independent. An additional assumption frequently made in this model is that the probability density function of ui, f(u,), is the normal probability density function.
The consequences of violation of this normality assumption have been studied by various authors. In estimation, for instance, the ordinary least-squares estimator b = (X'X)-IX'y, which is known to be efficient under normality, may be very sensitive to long-tailed distributions; for example, see Hogg (1979) . Regarding inferential procedures, Box & Watson (1962) consider the usual t and F-tests, and demonstrate that sensitivity to nonnormality is determined by the numerical values of the regressors. They also show that, to obtain the desired significance level, some adjustment in the degrees of freedom of these tests may be required. Similarly, Arnold (1980) studies the distribution of 2 = (y -Xb)'(y -Xb)IN and shows that the significance level of the usual X2 test of the hypothesis a2= U2 is not even asymptotically valid in the presence of nonnormality. Furthermore, it has been found that homoscedasticity and serial independence tests suggested for normal disturbances may result in incorrect conclusions under nonnormality; for example, see Bera & Jarque (1982) . In all, violation of the normality assumption may lead to the use of suboptimal estimators, invalid inferential statements and to inaccurate conclusions, highlighting the importance of testing the validity of the assumption.
In ? 2, we present a procedure for the construction of efficient and computationally simple statistical specification tests. This is used in ? 3 to obtain a test for the normality of observations, and in ? 4 to obtain a test for the normality of (unobserved) regression disturbances. We then present in ? 5 an extensive simulation study to compare the power of the tests suggested with that of other existing procedures.
The score test
The procedure we present for the construction of specification tests consists of the use of the score test on a 'general family of distributions'. The score test, also known as the Lagrange multiplier test, is fully described elsewhere, for example, see Cox & Hinkley (1974, Ch. 9), so here we only introduce notation and state required results.
Consider a random variable u with probability density function f(u). For a given set of N independent observations on u, say ul,... rather than others, in the inferential procedure. It should be mentioned that the Lagrange multiplier method has been applied recently in many econometric problems; for example, see Byron (1970) , Godfrey (1978) and Breusch & Pagan (1980) . Here the procedure for the construction of specification tests also uses this principle, but has its distinct feature in the formulation of 1(0). Rather than assuming a 'particular' probability density function for ui (or transformation of ui), we assume that the true probability density function for u, belongs to a 'general family' (for example, the Pearson family), of which the distribution under Ho is a particular member.
We then apply the Lagrange multiplier principle to test Ho within this 'general family' of distributions. Our subsequent discussion will help make this point clearer. The tests obtained are known to have optimal large sample power properties for members of the 'general family' specified. Yet, this does not imply they will not have good power properties for nonmember distributions. Indeed, as shown in ? 5, the tests can perform with extremely good power even for distributions not belonging to the 'general family' from which the test was derived.
A test for normality of observations
In this section we make use of the Lagrange multiplier method to derive an additional test for the normality of observations which is simple to compute and asymptotically efficient.
Consider having a set of N independent observations on a random variable v, say An alternative is to resort to computer simulation. We see that LM is invariant to the scale parameter, i.e., that the value of LM is the same if computed with v,/o rather than v, (for all finite a>0). Therefore, we may assume V[vi] = 1, and generate n sets of N pseudo-random variates from a N(O, 1). Then, for each of these n sets, LM would be computed, giving n values of LM under Ho. By choosing n large enough, we may obtain as good an approximation as desired to the distribution of LM and, so, determine the critical point of the test for a given significance level a, or the probability of a type I error for the computed value of LM from a particular set of observations. Computer simulation is used in ? 5.1. There, we present a study comparing the finite sample power of LM with that of other existing tests for normality, and a table of significance points for a = 0-10 and 0.05.
To finalize this section, we note that the procedure utilized here may be applied in a similar way to other families of distributions. We have used the Gram-Charlier (type A) family, for example, see Kendall & Stuart (1969 
A test for normality of disturbances
Now we consider the regression model given in ? 1. We note that the regression disturbances u1,... , uN are assumed to be independent and identically distributed with population mean equal to zero. In addition, we now assume that the probability density function of ui, f(uj), is a member of the Pearson family; the same result is obtained if we use the Gram-Charlier (type A) family. This means we can define f(ui) as in (2) and the log-likelihood of our N observations i, --... , yv as in (3) where now the parameters, i.e. 
Testing for normality of observations
We first note that, since p = 0, we have vi = ui; see ? 3 for notation. The tests we consider for the normality of the observations ui have the following forms: Table 1 we present the power calculation obtained. For economy of presentation, we only report full numerical results for sample sizes N = 20 and N = 50, which are sufficient for the purpose of arriving at conclusions. It should be mentioned that, given the number of replications, the power calculations reported in Table 1 (and  also in Table 3 ) are accurate to only two decimal points (with a 90% confidence coefficient). This is not regarded as unsatisfactory for the objective of our analysis; see David (1970, Ch. 2) for the derivation of confidence intervals for quantiles, which we used to obtain intervals for the 10% critical points of the tests.
If we have large samples, and we are considering members of the Pearson family, the theoretical results of ? 3 justify the use of the LM test. For finite sample performance we resort to Table 1 1.000 0.768 0-920 1-000 1-000 1.000 1-000 Lognormal 1.000 1-000 1-000 1-000 1-000 1-000 1.000 Table 2 Normality of observations; significance points for LM normality test; 10 000 replications Table 1 . Overall, LM is preferred, followed by W and W', which in turn dominate the other four tests. Apart from power considerations, LM has an advantage over W (and W') in that, for its computation, one requires neither ordered observations (which may be expensive to obtain for large N) nor expectations and variances and covariances of standard normal order statistics. The simulation results presented, together with its proven asymptotic properties suggest the LM test may be the preferred test in many situations. Therefore, it appeared worthwhile to carry out extensive simulations to obtain, under normality, finite sample significance points for LM. Using expression (4) we carried out 10 000 replications and present, in Table 2 , significance points for a = 0-10 and 0.05 for a range of sample sizes. This table should be useful in applications of the test.
Testing for normality of regression disturbances
We now study the power of tests for normality of (unobserved) regression disturbances. The tests we consider are the same as those described in ? 5.1, but we computed them with estimated regression residuals rather than the true disturbances ui. We denote these by V/bK 2, 2, D*, , W, W' and LMX. The first six are the modified large-sample tests discussed by White & MacDonald (1980) . The seventh test is the one suggested in ? 4. The modified Shapiro-Wilk test, W, has been reported to be superior to modified distance tests, so these were excluded (Huang & Bolch, 1974, p. 334) .
We consider a linear model with a constant term and three additional regressors, i.e. with K = 4, and utilize the ordinary least-squares residuals ici to compute the modified tests. Huang & Bolch (1974) and Ramsey (1974, p. 36) have found that the power of modified normality tests, computed using ordinary least-squares residuals, is higher than when using Theil's (1971, p. 202) best linear unbiased scalar covariance matrix residuals; see also Pierce & Gray (1982) for other possible scalings of the residuals. To obtain ui we use the same ui's as those generated in ? 5.1. For comparison purposes, our regressors X1,... , XK are defined as by White & MacDonald (1980, p. 20) ; that is, we set Xil = 1 (i = 1, .. . , N) and generate X2, X3 and X4 from a uniform distribution. Note that the specific values of the means and variances of these regressors have no effect on the simulation results. This invariance property follows from the fact that, for a linear model with regressor matrix X = (x, ..., XN)' the ordinary least-squares residuals are the same as those of a linear model with regressor matrix XR, where R is any K by K nonsingular matrix of constants (Weisberg, 1980, p. 29) . For N = 20 we use the first 20 of the 300 (generated) observations xi. Similarly for n = 35, 50, 100 and 200.
For this part of the study we utilize the same significance points as those of ? 5.1, except Table 3 Normality 
