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THE EXISTENCE RESULTS FOR SOLUTIONS OF
INDEFINITE SCALAR CURVATURE PROBLEM
YIHONG DU, LI MA
Abstract. In this paper, we consider the indefinite scalar curvature
problem on Rn. We propose new conditions on the prescribing scalar
curvature function such that the scalar curvature problem on Rn (simi-
larly, on Sn ) has at least one solution. The key observation in our proof
is that we use the bifurcation method to get a large solution and then
after establishing the Harnack inequality for solutions near the critical
points of the prescribed scalar curvature and taking limit, we find the
nontrivial positive solution to the indefinite scalar curvature problem.
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Keywords: Scalar curvature, indefinite nonlinearity, blow up, uni-
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1. Introduction
In this work, we consider the indefinite scalar curvature problem both on
Sn and on Rn (n ≥ 3). One may know that there are very few existence
results on such a problem (see [41] for a use of the variation method). Since
the scalar curvature problem can be reduced to that of Rn, we mainly con-
sider the problem on Rn. The problem then is equivalent to solving the
following equation
(1) −∆u = K(x)up, u > 0 in Rn,
where p = n+2n−2 , n ≥ 3, and K is a sign-changing smooth function on R
n,
which has isolated critical points and with
(2) lim
|x|→∞
K(x) = K∞ < 0.
Other extra conditions on both the zero set of K and positive part of K,
which shall be specified below. Roughly speaking, there three kinds of meth-
ods are used in the study of the positive or negative scalar curvature prob-
lems. One is the best constant method of Th.Aubin’s school in the search
of Sobolev inequalities on manifolds (see [3] and [4]). The second one in at-
tacking this problem is the use of the critical point theory (see [6] and [7]).
The third one has been proposed by R.Schoen who prefers to use the degree
counting method starting from a subcritical problem and this method has
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been improved by Chang-Yang, Chen-Li, Chen-Lin, and Y.Y.Li. Unlike the
previous studies of these problems, where the authors only have considered
the existence problem when K is a positive/negative smooth function or an
apriori bound for solutions when K is sign-changing (see the famous works,
for example, [7],[15], [17],[19], [32], [49]), we use the bifurcation method to
attack this problem and we obtain a new result. Related existence result
about critical indefinite elliptic problems on bounded domains is considered
in [26], where a different assumption is used. For subcritical indefinite ellip-
tic problems, this bifurcation point of view was taken in the previous works
of L.Nirenberg, al et [8], and first named author [22], just named a few here.
As it is well-known, the key step in the application of bifurcation theory
developed by P.Rabinowitz [46] and Crandall-Rabinowitz [21] is the apriori
estimate for solutions. For this purpose, our analysis in [24] will play a role
in the study of indefinite scalar curvature problem in Rn.
We now introduce our problems. Let µ ∈ [0, L]. We study the following
equation:
(3) −∆u = µu+K(x)up, u > 0 in Rn,
When K is positive and away from the critical points of K, we have the
uniform bound thanks to the works of Caffarelli-Gidas-Spruck, Chang-Yang,
Chen-Li, Chen-Lin, Y.Y.Li, and Schoen in 90’s.
Assume that 0 ∈ B3R is the isolated critical point of K. To find apriori
estimate of positive solutions to scalar curvature problem, the basic as-
sumption for K is the (β − 1)-flatness condition as introduced by Y.Y.Li
and Chen-Lin, where the condition says that
(i) (n-2-Flatness). Assume K ∈ Cn−2(BR(0). For any ǫ > 0, there exists
a neighborhood Br of 0 such that
|∇sK(q)| ≤ ǫ|∇K(q)|
l−s
l−1 , for q ∈ Br,
where l = n− 2.
If K has n− 2-flatness condition at its critical points, then the solutions
to the scalar curvature problem (1) enjoy the apriori bound on the positive
part of K (see the proof of Theorem 1.9 in [38]). It is also easy to see that
the similar result is also true for equation (3).
We make two kinds of assumptions in this article. One is the n−2-flatness
for K when ∆K(0) ≤ 0. As we pointed out above, in this case, we have the
apriori bound for solutions (in particular we have the Harnack inequality,
17 below).
The other one is for ∆K(0) ≥ 0. The assumption on K in this case is the
following two statements (K):
(ii). Let = min{n − 2, 4}, |K(x)Cβ(B3R) ≤ C1 and 1/C1 ≤ K(x) ≤ C1 in
B3R for some C1 > 0;
and
(iii). There exist s,D > 0 such that for any critical point x ∈ B2R of K,
∆K ≥ 0 in B(x, sR) for n = 4, 5, 6 and ∆K ≥ D in B(x, sR) for n ≥ 7.
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We shall mainly consider this case where these conditions are assumed on
K. Assuming the possible blow up of solutions near the critical points, we
can set up a Harnack inequality (see Theorem 8 below).
As it is well-known that one of the key part of the scalar curvature problem
is the Harnack estimate for positive solutions to (3) on the positive part of
the function K. Roughly speaking, one of main part of our result is
Main Result 1. Assume that µ ≥ 0. Assume (ii) and (iii). We derive
a Harnack inequality for solutions to (3) on B3R. If the positive scalar
curvature function K(x) is sub-harmonic in a neighborhood of each critical
point and the maximum of u over BR is comparable to its maximum over
B3R, then the Harnack type inequality can be obtained. Furthermore, assume
µ > 0, then, as a consequence of Harnack estimate, we can have an uniform
bound for positive solutions to (3) on B3R.
The precise statement of Harnack inequality is stated in next section. We
point out that for the Harnack inequality to be true, we only need a weaker
assumption than n−2-flatness on K, however, we shall not formulate it but
refer to [32].
To obtain the an apriori bound near the zero set of K, we need some
notations.
D− = {x ∈ R
n;K(x) < 0}, D+ = {x ∈ R
n;K(x) > 0}, K+ = max{K(x), 0}.
We now give the assumption
(iv). We assume that D+ = {x ∈ R
n;K(x) > 0} is a bounded domain
with smooth boundary and there exist two positive constants c1, c2 such
that near D0 = {x ∈ R
n;K(x) = 0}, we have
0 < c1 ≤ K(x) ≤ c2.
Using this assumption and the moving plan method, Lin ( see corol-
lary 1.4 in [38]) proved that there is an apriori bound for solutions to (1).
With an easy modification based on some argument in the work of Chen-Lin
[19], we can directly extend Lin’s result to our case (3). Since the proof is
straightforward, we omit the detail here. We just remark that there are
other conditions which make the apriori bound hold true for our equation
(3). For these, one may see the remarkable works of Chen-Li [17] and [38].
In [23], another condition was proposed that if further assume that there is
a continuous function k : D¯+ → (0,∞), which is bounded away from zero
near the boundary ∂D+ and a constant
γ > p+ 1
such that near a neighborhood of ∂D+ in D+, we have
(4) K+(x) = k(x)[dist(x, ∂D+)]
γ + h.o.t,
then by using the moving plane method, the first named author and S.J.Li
[23] showed that there is a uniform L∞ bound for solutions to (3) near the
boundary of D+ in R
n. We remark that there are also some other conditions
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which make the uniform bound to be true ([17] and [40]). The proof of Main
Result 1 with n − 2-flatness is similar to the proof of Theorem 1.9 in [38].
So for this part, we omit the proof.
To obtain the uniform bound on the negative part of the function K, we
can use the boundary blow-up solution to get the bound. By now it is a
standard method, one may see [24].
Using all these uniform bound results, we then obtain the an uniform
apriori estimate for positive solutions to (3).
Theorem 2. (I). Let µ > 0. Assume that the conditions (i-1v) are true
for K. Then there is an uniform constant C > 0 such that for any positive
solution u to (3),
|u|L∞(Rn) ≤ C.
(II). Assume (i) is true at every critical point of K on its positive part, and
assume (iv) and (4). Then we have an uniform bound for positive solutions
to (1).
The proof of part (II) of Theorem 2 is similar to the proof of Theorem
1.9 in [38]. So we omit the proof.
Actually according to the blow up analysis due to Schoen (see also [32]),
we only need to treat the uniform bound near the critical point of K on the
positive part of K. This will be studied by proving the Harnack inequality
(see Theorem 1). Using the standard elliptic theory we further know that
for any solution u,
|u|C2b (Rn)
≤ C,
Using the bifurcation theory developed in [22] (see also [42] for Yamabe
problem with Dirichlet condition), we have the main result of this paper.
Theorem 3. Assume the conditions as in Theorem 2. There is at least one
positive solution to the scalar curvature problem (1).
To prove Theorem 3, we need to study the following problem in the large
ball BR(0) for µ > 0
(5) −∆u = µu+K(x)up, u > 0 in BR(0),
with the Dirichlet boundary condition
(6) u = 0, on ∂BR(0).
We can show
Theorem 4. Assume the conditions as in Theorem 2. There are two con-
stants Γ1 < Γ such that for each µ ∈ (Γ1,Γ), there is at least two positive
solutions to the problem 8 with the Dirichlet boundary condition. Further-
more, the solutions are uniformly bounded with the bound independent of
R >> 1.
As a sharp different, we show that
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Theorem 5. Assume the conditions (i-iv) for K are true in Rn. There
exists a positive constant τ∗ such that for each τ ∈ (0, τ∗), (3) in Rn has a
minimal positive solution uτ and at least another positive solution u
τ , which
is not in the order interval [0, uτ ], and there is no positive solution when
τ > τ∗. Moreover, uτ1 ≤ uτ2 for 0 < τ1 < τ2 < τ
∗ and there is a uniform
constant C depending only on τ and K such that for each τ ∈ (0, τ∗) and
for any positive solution u to (7) in Rn, we have
|u(x)| ≤ C, for x ∈ Rn.
Furthermore, the bound is independent of τ ≥ 0 if x is outside of a large
ball.
One may see [43] for the existence result of the scalar curvature problem
with nontrivial Dirichlet boundary condition.
Here is the plan of the paper. In the first part of this paper, we prove the
existence results based on the apriori estimate. Then we prove the apriori
estimate on the non-positive part of the scalar curvature K in section 3. In
section 4, we obtain apriori estimate based on Harnack inequality on the
positive part of the scalar curvature K. The main apriori estimate is the
Harnack inequality (Theorem 1), whose proof is contained in the remaining
sections. In the proof of Theorem 1, we shall use the some arguments from
Chen-Lin [20] and Li-Zhang [34] (see also [53]).
2. Proofs of Theorem 3 and others assuming the apriori bound
In this section, we give the proof of Theorem 3 according to the bifurcation
method used in [22] (see also [8],[10] and [25] for related problems). In
particular, we recall the following result in [8].
Theorem 6. For any p > 1 and any continuous function m on the clo-
sure of the bounded smooth domain Ω of Rn, if φ denotes the eigenfunction
associated with µ1, which is the principal eigenvalue of the operator
−∆+m(x)
on Ω with the zero Dirichlet boundary condition, and K(x) takes both positive
and negative values, the following assertion holds. If i)
∫
ΩK(x)φ
p+1(x)dx <
0, then there exists τ∗ = τ∗(Ω) > µ1 such that problem
(7) −∆u+ (m(x)− τ)u = K(x)up, in Ω,
with the zero Dirichlet boundary condition or zero Newmann boundary con-
dition, has a solution for every τ ∈ [µ1, τ
∗), while no solution exists for
τ > τ∗. Conversely, condition i) is also a necessary condition for existence
of solutions.
We remark that the existence part of the proof is obtained by a con-
strained minimization method and the necessary part is derived from a gen-
eralized Picone identity. For our case where m(x) = 0, Ω = BR(0) for large
R > 1, and p = n+2n−2 , the condition (i) can be easily verified.
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In fact, let φ1(x) be the first eigenvalue of −∆ on the unit ball B1(0), we
have φR(x) = φ1(x/R) and µR = µ1/R
2 on BR. Then∫
BR
K(x)φp+1R (x)dx = R
n
∫
B1(0)
K(Ry)φ1(y)
p+1dy
= Rn(
∫
BR0/R
+
∫
B1−BR0/R
)K(Ry)φp+11 .
Note that K(Ry) ≤ −A < 0 for y ∈ B1 − BR0/R and |K(Ry)| ≤ B in B1,
hence we have∫
B1−BR0/R
K(x)φp+11 ≤ −A
∫
B1−BR0/R
φp+11 → −A
∫
B1
φp+11 < 0
and ∫
BR0/R
K(Ry)φp+11 → 0, R→∞,
Using this we have ∫
BR
K(x)φp+1R (x)dx < 0
for large R > 0.
Actually we can extend their result when p = n+2n−2 and when the large
ball BR is contained in Ω in the following way.
Theorem 7. Assume the conditions (i-iv) for K are true in Ω. For each
τ ∈ (µ1, τ
∗), (i1) (7) has a minimal positive solution uτ,Ω in the sense that
any positive solution u to (7) satisfies u ≥ uτ,Ω in Ω; (i2) there is a uniform
constant depending only on R and K such that
|u(x)| ≤ C, for x ∈ Ω
for any positive solution to (7) in Ω; (i3) moreover when Ω = BR and setting
τ∗R = τ
∗(BR) and uτ,R = uτ,BR, we have
τ∗R ≤ τ
∗
r , r < R
and
uτ1,r ≤ uτ2,R, (τ1, r) < (τ2, R)
Proof. (i1) and (i3) can be proved in the same way as in [22]. Assume that
u is any positive solution to (7) in Ω. To prove (i2), we note that by the
results obtained in [24], [23], and [32], u is uniformly bounded away from
the critical points of K in the positive part of K. However, near the critical
point of K in positive part of K, we have the Harnack inequality (see the
coming sections). Since u has a uniform lower bound given by ǫφ on Ω, we
have the uniform bound for u.

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Using Theorem 7, we can prove Theorem 5. We remark that in the case
of Theorem 5, all the positive solutions have the behavior at infinity:
lim
|x|→∞
u(x) = −K∞/µ,
and with this and our Harnack inequality 17 (see below), we know that all
solutions to (3) are uniformly bounded. The proof of this result is omitted
here since the proof of the existence part is in [22].
We are now in the position to prove Theorem 3.
Proof. Take a fixed 0 < τ1 < τ
∗ and sequence 0 < τj → 0 with the solution
sequence uj = u
τj . We then define
u(x) = lim
j→∞
uj(x).
We want to show that u is a non-trivial smooth positive solution to (eq1)
with µ = 0. According to our choice of uj , we have a bounded sequence of
point zj such that
uj(zj) > uτ1(zj).
Assume that limj→∞ zj = z
∗. we can assume that
uj(zj) >
1
2
uτ1(z
∗).
Using the standard Harnack inequality we have a uniform ball Br such that
min
Br
uj ≥
1
200
uτ1(z
∗).
Then using the Harnack inequality in Theorem 8 in section 5 again, we have
uj is uniformly bounded in the whole space. Using the elliptic theory, we
have a convergent subsequence, still denoted by uj . Hence the limit u is
a positive bounded solution to (3) on Rn with µ = 0. This completes the
proof of Theorem 3. 
3. apriori bound on non-positive part
Fix δ > 0. On the domain {x ∈ Rn,K(x) ≤ −δ}, one can see easily that
for small R > 0, the boundary blow up function
B(x) =
1
(R2 − |x− x0|2)a
, x ∈ BR(x0)
is a super-solution to (3) in the ball BR(x0). Hence, we obtain the uniform
bound for all solutions on this part.
On the domain {x ∈ Rn, |K(x)| ≤ δ}, one can use the moving plane
method and blow up trick to get the uniform bound for all solutions on this
part too. For more detail, one may refer [18]or [38] to the proof.
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4. apriori bound on positive part based on Harnack inequality
and Pohozaev identity
In this section, we firstly recall the general blow up trick often used in
the study of scalar curvature problem on bounded smooth domains. Then
we show the uniform bound for solutions to (3).
For fix y ∈ Rn, we define
v(x) = vy(x) = τ
n−2
2 u(τx+ y),
which satisfies that
−∆v = λτ2u+K(τx+ y)vp.
Fix R > 0. Consider f(x) = (R − |x|)u1/a. Assume not. Then there are
a sequence of solutions {uj} and a sequence {xj} (|xj | ≤ 1) such that
fj(xj) = (R − |xj|)uj(xj)
1/a = max(R − |x|)u
1/a
j > j →∞,
which implies that
uj(xj)→∞.
Let λj = uj(xj)
−1/a. Let
vj(x) = uj(xj)
−1uj(xj + λjx).
Note that for |x| ≤ R/2, we have
u(x) ≤ 22auj(xj).
The corresponding domain for |vj(z)| ≤ 2
2a contains the ball
{z; |z| ≤ fj(xj)} → R
n.
Using the standard elliptic theory we know that
vj → V, C
2
loc(R
n)
where V is the standard bubble.
With the help of Harnack inequality (see (17) in next section), we can
show that any blow up point is isolated blow up point, which is also a
critical point of K, and furthermore, using Schoen’s trick and n− 2-flatness
condition for K, the isolated blow up point is in fact a simple blow up point.
Then with the help of Pohozaev formula, we show that any positive solution
to (3) is uniformly bounded (see [32] or [19]).
By now the argument for uniform bound of solutions is standard so we
only sketch its proof. Assume that Theorem 2 is not true. Then using the
result in previous section, we know that there is a bounded, convex smooth
domain Ω ⊂ D+ such that Theorem 2 is true outside Ω. Therefore, there
exists a sequence of solutions uj such that
max
Ω
uj →∞, as ∞.
Define
S := {q ∈ Ω;∃xj ∈ Ω s.t. uj(xj)→∞ and xj → q},
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which is the set of blow-up points of {uj}. Using Schoen’s selection method,
we can choose xj (where xj → q) as the local maximum point of uj so
that the assumption for the Harnack inequality is true in an uniform ball
B3R(q) (otherwise, we can use another blow up sequence of solutions). Using
the Harnack inequality in the ball BR(q) we know that the energy of uj is
uniformly bounded (see page 975 in [19]), hence, S is a finite set. Denote by
S = {q1, ..., qm}.
We remark that using the Pohozaev identity we know that qk’s are the
critical points of the function K. Anyway, we can choose σ < 14 mink 6=l |qk−
ql| such that uj is uniformly bounded in the domain Ωσ = Ω1−∪
m
k=1Bσ(qk)
where Ω1 is any bounded convex bounded domain containing some qk. Then
using the n-2 flatness condition as in the same argument in the proof of
Theorem 1.9 in [38], we can complete the proof.
This shows that u is uniformly bounded in Ω. Hence u is uniformly
bounded in the whole space Rn.
5. Harnack inequality
We shall outline the blow up argument and the Pohozaev formula to get
the uniform bound for solutions to (3).
Let Ω ⊂ Rn be a bounded smooth domain. Assume that K is a positive
bounded smooth function on Ω. Let µ = µj, K(x) = Kj(x), and u = uj
satisfy
(8) −∆u = µu+K(x)up, u > 0 in Ω ⊂ Rn,
Let x0 = 0 be a blow up point of {uj}. The point 0 is called a simple
blow up point if there are a constant c and a sequence of local maximum
point xj of uj such that
(9) 0 = lim
j→∞
xj,
and
(10) uj(xj + x) ≤ cUλj (x), for |x| ≤ r0,
where r0 > 0 is independent of j, λj = uj(xj)
− 2
n−2 tends to zero as j →∞
and
(11) Uλ(x) = (
λ
λ2 + |x|2
)
n−2
2
Note that
(12) ∆Uλ + n(n− 2)U
n+2
n−2
λ = 0, in R
n.
It is easy to see that for the simple blow up point 0 we have
(13) uj(xj + x) ≤ cuj(xj)
−1|x|2−n, for |x| ≤ r0,
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Using λ2 + |x|2 ≥ 2|x|λ, we have
(14) Uλ(x) ≤ (2|x|)
2−n
2 .
With these observations, we say that x0 = 0 is a isolated blow up point of
{uj} if
(15) uj(xj + x) ≤ c|x|
2−n
2 , for |x| ≤ r0,
Using a scaling, we know that the spherical Harnack inequality holds for
each r ∈ (0, r0). That is, there exists a unform constant C > 0 such that
max
|x−xj |=r
uj(x) ≤ C min
|x−xj |=r
uj(x).
We shall show the following crucial estimate
Theorem 8. Assume that K satisfies the condition as in Main result 1,
and there exists a constant C2 > 0 such that
(16) max
|x|≤R
u ≥ C2 max
|x|≤3R
u
Then we have the following Harnack inequality that
(17) max
|x|≤R
u min
|x|≤2R
u ≤ CR2−n
for some uniform constant C > 0.
The estimate above is important since it implies that any blow up point
is isolated blow up point as wanted. It also follows from it that the uniform
energy finite property for the solution in the ball BR. To apply our Harnack
inequality (17) near an isolated critical point of K, which is assumed to
be a blow up point of a sequence of solutions {uj}, we need to verify the
assumption (16). Actually, this can be done by move the center of local
maximum point of uj . In fact, assume that uj(yj) → ∞ as yj → 0. We
find a ball B8R(0). Take uj(zj) = maxB¯8R(0) uj(x). Then zj → 0. We define
u¯j(x) = uj(zj+x) and then u¯j satisfies our assumption (16) in the ball B2R.
We can apply the Harnack inequality to u¯j.
Assume (17) is not true. Then we have Rj → 0 and solutions uj corre-
sponding to the data (µj ,Kj(x)) such that
max
|x|≤Rj
uj min
|x|≥2Rj
uj ≥ jR
2−n
j .
Let yj : |yj | ≤ Rj be such that
uj(yj) = max
|x|≤Rj
uj .
Assume that y = lim yj. Let Mj = uj(yj) and τj =M
−n−2
2
j . Then it is easy
to see that Mj →∞. Let
vj(x) = vyj (x)
be the blow up sequence for (uj). Then we have a subsequence, still denoted
by vj, which is convergent to the standard bubble U(x) in nay large ball in
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Rn and for any ǫ > 0, there exists a constant η = η(ǫ) such that on an
unform size of r it holds
min
|x|≤r
vj ≤ (1 + ǫ)U(r).
(This can be shown by arguing by contradiction again).
Following the moving sphere method used by Li-Zhang [34] (see also Chen
-Lin [19]), we can claim that y is the critical point of K(x) = limj Kj(x).
Now we let βj = |∇Kj(yj)|. Then we have βj → 0. Again following
the moving sphere method used by Li-Zhang, we can show that there is a
positive constant C > 0 such that
β
1/(θ−1)
j ≤ Cτj.
With all these preparation, we can further show as in Li-Zhang [34] (see
also Chen-lin [20]) that the Harnack inequality (17) is true.
It is easy to see that the Harnack inequality (17) implies that there is a
uniform constant C(R) > 0 such that
|∇u|L2(BR) + |u|L2n/(n−2)(BR) ≤ C.
The importance of the Harnack estimate is that it implies that the blow
up points for uj are isolated and finite in the ball BR.
Using the flatness condition for K, we can follow Schoen’s localization
trick (using the Pohozaev identity) to show that u is uniformly bounded in
BR.
6. On the proof of Harnack inequality
We shall argue by contradiction. Without loss of generality, we assume
that R = 1 and set B = B1. Then we have a sequence (uj) satisfying (3) on
B3 with K and µ replaced by Kj and µj ∈ [0, L] such that
(18) max
B¯1
uj min
B¯2
uj ≥ j.
Let yj be the maximum point of uj on B¯1. Consider u(x) = uj(
1
2x+ yj)
on the ball B in Lemma 17 and a = (n − 2)/2. Then we find a maximum
point xj of the function
u(x)(1 − |x|)a
such that for σj =
1
2 − |xj − yj| ≤ 1/2,
(19) uj(xj) ≥ 2
−a max
B¯(xj ,σj/2)
uj
and
(20) σaj uj(xj) ≥ 2
auj(yj).
The last inequality implies that uj(xj) ≥ uj(yj). Let
λj =
1
2
uj(xj)
1/aσj
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and
Mj = uj(xj).
Then by (18) and (20) we have
4λj ≥ uj(yj)
a ≥ (uj(yj)min
B¯2
uj)
1/2a ≥ j1/2a →∞.
We let
vj(y) =M
−1
j uj(xj +M
−1/a
j y), |y| ≤M
1/a
j →∞.
By direct computation, uj satisfies that
−∆u = µjM
−2/a
j u+Kj(y)u
p, |y| ≤M
1/a
j .
Note that vj(0) = 1 and by (19,)
max
|y|≤λj
vj ≤ 2
avj(0) = 2
a.
Applying the standard elliptic theory, we may assume that
vj → v; in C
2
loc(R
n)
where v satisfies
−∆v = lim
j
Kj(xj)v
p, in Rn.
Using the classification theorem of Caffarelli et al. [13], we know that v is
radially symmetric about some point x0, which is the only maximum point
of v, and v(y) decays like |y|2−n near ∞. With the help of the data of v, we
may assume that yj is the local maximum point of vj such that
x0 = lim
j
(yj − xj)M
1/a
j .
Then we can re-define vj at the center yj. This is the localization blow up
trick of R.Schoen.
Again, without loss of generality, we assume that limj Kj(xj) = n(n− 2).
Then we have
U(y) = (1 + |y|2)−a.
Recall that, for the Kelvin transformation
y → yλ = λ2y/|y|2,
we have
uλ(y) = (
λ
|y|
)n−2u(yλ),
we have
(21) ∆uλ(y) = (
λ
|y|
)n+2∆u(yλ).
Note that by direct computation, we have
(22) U(r)− Uλ(r) = (1− λ)(1−
λ
r
)0(r2−n), r = |y| ≥ λ.
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Note that on one hand, B(yj,
1
2) ⊂ B2 and
−∆uj ≥ 0,
and by the maximum principle, we have minB¯r vj is monotone non-increasing
in r.
On the other hand, by (18), we have
min
B¯(yj ,
1
2
)
uj ≥ min
B¯2
uj .
Then (18) gives us that
min
2|y|=M
1/a
j
vj(y)|y|
n−2 →∞.
Hence, we can choose ǫj → 0 such that
min
|y|=ǫjM
1/a
j
vj(y)|y|
n−2 →∞,
and
Tj := ǫjM
1/a
j →∞.
We now use the Kelvin transformation
y → yλ = λ2y/|y|2,
where λ ∈ [.5, 2], to the function vj .
Let
vλj (y) := (
λ
|y|
)n−2vj(y
λ).
Using the formula (21), we compute that vλj satisfies
−∆v =
µjM
−2/a
j λ
4
|y|4
v +Kj(xj +M
−1/a
j y
λ)vp, |y| > 0(M
−1/a
j ).)
Let wλ = vj − v
λ
j . Then we have
(23)
Lλ(vj)wλ := ∆wλ+µjM
−2/a
j (1−
λ4
|y|4
)wλ+Kj(yj+M
−1/a
j y)P (vj)
2/awλ = Qλ, in Σλ,
where Σλ := B(0, Tj)− B¯λ,
P (vj)
2/a := (vpj − (v
λ
j )
p)/wλ,
and
Qλ = −(Kj(xj +M
−1/a
j y)−Kj(xj +M
−1/a
j y
λ)wp.
Note that in Σλ, we have
(24) Qλ = 0(M
−1/a
j r
−1−n).
This fact will be used later.
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We want to use two ways to get a contradiction. One is to show that for
any ǫ > 0, there exists a δ0 = δ0(ǫ) such that the inequality
(25) min
|y|≤r
vj(y) ≤ (1 + ǫ)U(r)
holds for 0 ≤ r ≤ δ0Tj . Once (25) is established, we get a contradiction by
our assumption (18). In fact,
min
|y|≤Tj
vj(y) ≥M
−1
j min
|y|≤ǫj
uj(y) ≥
j
M2j ǫ
n−2
j
≥ jT 2−nj ,
and
≥
j
δn−20
U(δ0Tj),
which is absurd to (25). We shall see that by using the companion function,
we can obtain the following result.
Proposition 9. For any ǫ > 0, there exists a δ0 = δ0(ǫ) such that the
inequality
(26) min
|y|=r
vj(y) ≤ (1 + ǫ)r
2−n
holds for r ∈ (λ, δ0M
2/a2
j ).
For dimension n ≥ 5 we have
Proposition 10. Assume that n ≥ 5 and assume that
max
B¯
u ≥ Cmax
B¯2
u
for some uniform constant C > 0. For any ǫ > 0, there exists a δ0 = δ0(ǫ)
such that the inequality
(27) min
|y|≤r
vj(y) ≤ (1 + ǫ)U(r)
holds for r ≤ δ0M
2/a2
j ).
The case when n = 4 will be treated separately. With these preparation,
we can proceed the proof by the other one method, which is the following.
Note that from (21), we have U(r) − Uλ(r) > 0 for r > λ and λ < 1, and
U(r) − Uλ(r) < 0 for r > λ and λ > 1. This is a very important fact for
us to get a contradiction by moving sphere method. In fact, we shall show
that the approximation vj − v
λ
j > 0 (of U(r)−U
λ(r)) on Σλ for some λ > 1
(which is very near to 1 ) to get a contradiction. Life will be too simple if
this can be easily obtained. However, to obtain this, we shall construct a
companion function hλ such that
(28) hλ = 0. on ∂Bλ
and
(29) hλ(x) = ◦(1)r
2−n, on Σλ.
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In other word, hλ is a small perturbation.
Firstly, we consider the boundary condition. By (29) we have that
(30) wλ + hλ > 0, on ∂Σλ − ∂Bλ
We want to show
wλ + hλ > 0, on Σλ.
Hence, to use the maximum principle trick, we need to know that
Lλ(wλ + hλ) ≤ 0, in Σλ
This requires a subtle construction of hλ. One remark is that we actually
only require
Lλ(wλ + hλ) ≤ 0
on the part where wλ+hλ < 0. Note that on the region where vj > 2v
λ
j , we
clearly have wλ + hλ > 0. Let
Ω(λ) = {y; vj(y) ≤ 2v
λ
j (y)}.
We want to construct hλ such that
(31) Lλhλ +Qλ ≤ 0, in Ω(λ).
This will be done in the next section.
Secondly, we consider the initial step to use the moving sphere method.
From (28-29) and because of wλ0 >> 1 for λ0 < 1 near to 1, we know that
(32) wλ0 + hλ0 > 0, in Σλ0
for λ0 < 1 but near to 1. So the first step for us to use moving sphere
method is done.
Once we start the moving sphere method, we can not stop until (31) can
not be held. Anyway, we have hλ such that (20) is true for all λ near to 1.
Then we can use the maximum principle to get that
wλ1 + hλ1 > 0
for some λ1 > 1, which gives us a contradiction as we wanted. Therefore,
(17) is true for general case.
To end this section, let’s prove the Harnack inequality (17) in dimension
three.
Note that the estimate (27) gives a contradiction to our assumption (18)
when n = 3. However, it is weaker when n ≥ 4. As a warm-up, we now
prove Proposition 9.
Proof. Assume that (27) is not true. Then there exist a constant ǫ0 > 0 and
a sequence δj → 0 of positive numbers such that for some rj ≤ δjM
2
j /a
2,
(33) min
|y|=rj
vj(y) > (1 + ǫ0)r
2−n
j .
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We shall use the moving method in the domain Σλ = B(0, rj) − B¯λ. Since
vj → U in C
2
loc(R
n), we must have rj → ∞. Let α ∈ (2, n) and define, for
r = |y| ≥ λ,
g(r) = gα(r) =
1
(2− α)(n − α)
[λ2−α − r2α]−
λn−α
(n− 2)(n − α)
[r2−n − λ2−n].
Note that, for r ≥ λ,
g(λ) = g′(λ) = 0,
and
−C(n, α) ≤ g(r) ≤ 0.
The function g satisfies
∆g = −r−α, in |y| ≥ λ.
Using (24), for large constant Q > 0 and for
h = QM
−1/a
j g = ◦(1)r
2−n < 0, in Σλ,
and
Lλ(vj)(wλ + h) = 0(M
−1/a
j r
−1−n) + ∆h+ P (vj)
2/ah,
which is
≤ 0(M
−1/a
j r
−1−n) + ∆h < 0, in Σλ.
Using the fact that for |y| = rj and for λ ∈ [1 − ǫ1, 1 + ǫ1] with some small
ǫ1, wλ + h > 0, we can use the maximum principle to get that
wλ + h > 0, in Σλ.
This is contradiction to the fact that
wλ + h ≈ vj − v
λ → U(r)− Uλ(r) < 0, for r > λ > 1
in C2loc(R
n). Hence (27) is true. 
As we pointed out before, in dimension three, Proposition 9 implies the
Harnack estimate, which was firstly obtained by Schoen when µ = 0. The
argument above is a good lesson for other dimensions. Anyway, we have
Theorem 11. For n = 3 and any positive C1(B3) function K, the Harnack
inequality (17) is true for solutions to (3).
We should say here that with suitable assumption on the set of critical
points of K, we can use Pohozaev identity trick to show the uniform bound
on the solution set to (3). Since this case is routine, we just state the result
below.
Theorem 12. For n = 3, µ ∈ [0, L], and any positive C2(B3) function K
with 0 < C1 ≤ K ≤ C2 < ∞, |K|C1(B2) ≤ C2, and at the critical point
x ∈ B2, ∆K(x) 6= 0. Then there is a uniform constant C such that for any
solution to (3) on B3, we have
|u|C2(B) ≤ C.
i.e., the uniform bound on the solution set to (3).
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7. The construction of hλ
Observe that in Σλ, we have the expansion
Qλ =
3∑
i=1
M−aij
∑
|α=i
1
α!
K((α)(xj)y
α(
λ2i
|y|2i
− 1)(vλj (y)
p) + 0(M4aj |y|
2−n),
where we have used the estimate vλj (y) = 0(|y|
2−n). Note that suing the
convergence property
vj → U, C
2
loc(R
n),
and so vλj is close to U
λ, we can write it as
Qλ =
3∑
i=1
M−aij
∑
|α=i
1
α!
K((α)(xj)y
α(
λ2i
|y|2i
−1)(Uλ(y)p)+0(M4aj |y|
2−n), in Σλ.
Again, we shall write the above expansion as
Qλ = Q1 +Q2 +Q3 +Q4 +Q5 + 0(M
4a
j |y|
2−n)
with
Q1 =M
−1/a
j ((
λ
r
)2 − 1)(Uλ)p
∑
k
θk,
Q2 =M
−2/a
j r
2((
λ
r
)4 − 1)(Uλ)p(
∑
k 6l
∂klKj(yj)θkθl+
(34)
+
1
2
∑
k
∂kkKj(xj)(θ
2
k − 1/n)),
Q3 =M
−3/a
j r
3((
λ
r
)6 − 1)(Uλ)p(
1
6
∑
k
∂3kKj(yj)(θ
3
k −
3
n+ 2
θk)+
+
1
2(n+ 2)
∑
k
∂3kKj(yj)θk +
1
2
∑
k
∂3kklKj(yj)(θ
2
kθl −
1
n+ 2
θl)
+
1
2(n+ 2)
∑
k 6l
∂kklKj(yj)θl +
∑
k 6l 6=m
∂klmKj(yj)θkθlθm),
Q4 =M
−2/a
j ∆Kj(xj)r
2((
λ
r
)4 − 1)(Uλ)p,
Q5 =
3∑
i=1
Q5,i =
3∑
i=1
M−aij
∑
|α|=i
1
α!
K((α)θαr
i(
λ2i
r2i
− 1)((vλj )
p − Uλ(y)p),
(35)
where θk (k = 1, ..., n) are the first eigenfunctions of Laplacian operator ∆θ
on the sphere Sn−1 corresponding to the eigenvalue n − 1. Note that by
our assumption on K, we have Q4 ≤ 0. This interesting property is firstly
observed by L.Zhang [53]. Note also that the linear operator Lλ(U) satisfies
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the assumption of Proposition 19. We now define, according to Proposition
19 for i = 1, 2, 3, the functions hi satisfying
Lλ(U)hi = Qi, in Σλ
with the boundary condition and the behavior
(36) hi|∂Bλ = 0; |hi(y)| = ◦(1)r
2−n, in Σλ.
Let’s now give more precise description about hi. By using Proposition
20 in appendix B and the fact that
−∆θθk = (n− 1)θk,
we have
(37) h1 =M
−1/a
j
∑
k
∂kKj(yj)θkf1(r).
From the estimate for 1 in Proposition 20, we have
(38) |h1(y)| ≤ C0|∇Kj(yj)|M
−1/a
j r
2−n(1−
λ
r
), λ < r < Tj.
Clearly h1 satisfies (36).
Similarly we have
h2(y) =M
−2/a
j f2(r)(
∑
k 6l
∂klKj(yj)θkθl +
1
2
∑
k
∂kkKj(xj)(θ
2
k − 1/n))
and
h3(y) =M
−3/a
j [f3(r)(
1
6
∑
k
∂3kKj(yj)(θ
3
k −
3
n+ 2
θk)
+
1
2
∑
k
∂3kklKj(yj)(θ
2
kθl −
1
n+ 2
θl) +
∑
k 6=l 6=m
∂klmKj(yj)θkθlθm))
+f4(r)(
1
2(n + 2)
∑
k
∂3kKj(yj)θk +
1
2(n + 2)
∑
k 6l
∂kklKj(yj)θl)].
Using the estimates for f2, f3, f4 in Proposition 20, we have
(39) |h2(y)| ≤ C0|∇Kj(yj)|M
−2/a
j r
2−n(1−
λ
r
), λ < r < Tj
and
(40) |h3(y)| ≤ C0|∇Kj(yj)|M
−3/a
j r
3−n(1−
λ
r
), λ < r < Tj.
Hence, h2 and h3 satisfies (36) as wanted.
Let
w3 = wλ − h1 − h2 − h3.
Then we have, in Ω(λ),
Lλ(vj)w3 = Q4 +Q5 +
3∑
i=1
Q6,i + 0(M
4a
j |y|
2−n)
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where
(41) Q6,i = Kj((yj))P (v
λ
j )
2/a −Kj(yj +M
−1/a
j y)P (vj)
2/ahi.
By this, it is now quite clear that Lλ(vj)w3 has very small positive part. To
control this small positive part, we need to construct a non-positive function
eλ such that ∆eλ can control it, which will done in next section. Then, using
eλ non-positive, we have
Lλ(vj)eλ ≤ ∆eλ
which implies that
Lλ(vj)(w3 + eλ) ≤ Lλ(vj)w3 +∆eλ ≤ 0.
Hence, we can use the maximum principle to w3 + eλ and then the moving
plane method gives us the contradiction wanted provided hi. i = 1, 2, 3 can
be neglected, which will be the purpose below and will be studied case by
case.
We now follow the argument in Lemma 3.2 of [20] to show
Proposition 13. There exist δ > 0 and C > 0 independent of i such that
vj(y) ≤ CU(y), for |y| ≤ δM
1/(2a2)
j := δNj .
Proof. Let Gj(y, η) be the Green function of the Laplacian operator in the
ball Bj = {η; |η| ≤ Nj} with zero boundary value. For any ǫ > 0, let δ1 > 0
be chosen as in Proposition 9. Then for δ¯ << δ1 small enough (independent
of j ) we have
Gj(y, η) ≥
1− ǫ
(n− 2)|Sn−1|
|y − η|2−n
for |y| = δ1Nj and η| ≤ δ¯Nj .
Take zj such that |zj | = δ1Nj and
vj(zj) = min
|y|≤δNj
vj(y).
Then by Proposition 9, we have
(1 + ǫ)(δ1Nj)
2−n ≥ vj(zj) ≥
∫
Bj
Gj(zj , η)(µvj +Kjv
p
j )dη
which is bigger than
C(1− 2ǫ)
((δ1 + δ¯)Nj)n−2
∫
|η|≤δ¯Nj
vpj dη,
where C is a dimension constant. Then we have∫
|η|≤δ¯Nj
vpj dη ≤ C(1 + 4ǫ).
Using vj → U in C
2
loc(R
n), we may choose R > 0 large such that∫
R≤|η|≤δ¯Nj
vpj dη ≤ Cǫ.
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Since vj(y) ≤ 2, we have∫
R≤|η|≤δ¯Nj
v
(p−1)n/2
j dη ≤ Cǫ.
Hence we use the standard elliptic Harnack inequality ([29] and [31]) to get
a uniform constant c such that
max
|y|=r
vj ≤ C min
|y|=r
vj
for r ∈ [2R, δ¯Nj/2]. Using Proposition 9, we have
(42) vj(y) ≤ CU(y)
for 2R ≤ |y| ≤ δ¯Nj/2. Note that (42) is clearly true for |y| ≤ 2R. Hence we
complete the proof of Proposition 13. 
We want to compare vj and U . Let wj = vj − U . Then we have the
equation
(43)
∆wj+µjM
−2/a
j wj+Kj(yj+M
−1/a
j y)P (vj)
2/awλ = −µjM
−2/a
j U+(n(n−2)−Kj(M
−1/a
j y+yj)U
p
where
P
2/a
j := (v
p
j − U
p)/wj .
Using the Pohozaev identity (see Proposition 18 in appendix A) and the
argument of Lemma 3.3 in [20], we have, for some δ1 ≤ δ,
(44) max
y
|vj(y)− U(y)| ≤ CM
−1/a
j , |y| ≤ δ1M
−1/(2a2)
j
Then we use the standard elliptic estimates to find
(45) σj := |vj(y)− U(y)|C2(B3) ≤ CM
−1/a
j
7.1. Completion of the proof of Theorem 8 when n = 4, 5 and some
remarks. In this subsection we prove Theorem 8 when n = 4. Since some
estimates here will be used in higher dimension, we allow n ≥ 4 until the
end of the proof.
Proof. ( of Theorem 8 when n = 4)
Write
Qλ = Q1 + 0(M
−1/a2
j r
−n)
and define
W1 = wλ − h1.
Then we have
L(vj)W1 = 0(M
−1/a2
j r
−n) +Q5,1 +Q6,1.
Since
vj(0) = U(0) = 1, ∇vj(0) = ∇U(0) = 0,
we have
|vj(y)− U(y)| ≤ Cσj|y|
2, in B3.
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Hence we have
|vλj (y)− Uλ(y)| ≤ Cσj|y|
−n, for |y| > λ.
Using the mean value theorem in Calculus we have
vλj (y)
p − Uλ(y)p = 0(σj |y|
−4−n)
which is
0(M
−1/a
j |y|
−4−n), |y| > λ.
Using the expression of Q5,1, we have
(46)
|Q5,1| ≤ C|∇Kj(yj)|M
−1/a
j σj|y|
−3−n ≤M
−1/a
j σj |y|
−3−n ≤M
−2/a
j |y|
−3−n, |y| > λ.
Similarly, using the estimate for h1, we have
|Q6,1| ≤ CM
−2/a
j r
−4, in Ω(λ).
Hence we have
L(vj)W1 ≤ CM
−2/a
j r
−4, in Ω(λ).
Introduce h¯ = QM
−2/a
j f3(r) for large Q > 0. Then we have
L(vj)(W1 + h¯) ≤ 0, in Ω(λ).
Note that
h¯ = ◦(1)r2−n in Σλ.
So, we can use moving plane method to move to some λ > 1 with
W1 + h¯ > 0, in Ω(λ)
which gives us a contradiction when n = 4. Hence, when n = 4, Theorem 8
has been proved.

We now give some important remarks. From the proof above, we
have actually proved the following
Proposition 14. Assume n ≥ 5. For ǫ > 0, there is a δ(ǫ) such that for
all r ≤ δ(ǫ)M
1/a2
j ,
min
|y|=r
vj(y) ≤ (1 + ǫ)U(y).
In fact, assume not. Then there exist ǫ0 > 0, a sequence δj → 0, and a
sequence rj ≤ δjM
1/a2
j such that
min
|y|=rj
vj(y) > (1 + ǫ0)r
2−n
j .
Let
Σλ = B(0, rj)− B¯λ.
Then as in the argument above we have
L(vj)(W1 + h¯) ≤ 0, in Ω(λ).
Again, using the moving plane method to get the contradiction.
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So Proposition 14 has been proved. Using the same argument as in Lemma
3.2 in [20] with our assumption (16) and the standard elliptic estimate [29],
we have
Proposition 15. Assume n ≥ 5. For some constant δ2 > 0 such that
vj(y) ≤ CU(y), |y| ≤ δ2M
1/a2
j
and
|∇vj(y|) ≤ C|y|
1−n, |y| ≤ δ2M
1/a2
j .
We let
Lj =
1
2
δ2M
1/a2
j .
Assume that |∇Kj(yj)| 6= 0 for large some large j. For any e ∈ S
n−1, we
let
v˜j(y) = vj(y + e)
and
K˜j(y) = Kj(M
−1/a
j (y + e) + yj).
We choose e a unit vector such that the vector defined by (
∫
|y|≤Lj
∇kKj(yj)ykv˜j(y)
p+1)
(which is non-zero) is lower bounded by C|∇Kj(yj)| for some uniform C > 0.
We now use the Pohozaev identity (63) in the ball |y| ≤ Lj and get∫
|y|≤Lj
(∇K˜ · y)v˜j(y)
p+1 = 0(M
−2/a
j ),
where the right side consists of boundary terms and lower order terms. Using
the definition of K˜j(y), we have∫
|y|≤Lj
(∇K˜j · y)v˜j(y)
p+1
=M
−1/a
j
∫
|y|≤Lj
(∇Kj(M
−1/a
j (y + e) + yj) · y)v˜j(y)
p+1
=M
−1/a
j
∫
|y|≤Lj
(∇Kj(yj) · y)v˜j(y)
p+1 + 0(M
−2/a
j )
≥ C|∇Kj(yj)|M
−1/a
j ++0(M
−2/a
j ).
Hence, we have
(47) |∇Kj(yj)| ≤ CM
−1/a
j .
Going back to the equation (43), we see that the right side of (43) is
bounded by
0(M
−2/a
j ) + (n(n− 2)−Kj(M
−1/a
j y + yj)U
p,
and using the second order Taylor’s expansion,
Kj(M
−1/a
j y + yj)U
p = −∇kKj(yj)M
−1/a
j ykU
p + 0(M
−3/a
j )(|y|
1−n).
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Then the equation (43) is of the form
∆wj+µjM
−2/a
j wj+Kj(yj+M
−1/a
j y)P (vj)
2/awλ = 0(M
−2/a
j )(1+|y|
−n)+0(M
−3/a
j )(|y|
1−n)
with the conditions
wj(0) = 0 = |∇wj(0)|.
Using this equation and the bound
|wj(y)| ≤ CU(y), |y| ≤ Lj ,
we may follow the argument of Lemma 3.3 in [20] to obtain that
(48) max
y
|vj(y)− U(y)| ≤ CM
−2/a
j , |y| Lj .
Hence, we have
(49) σj ≤ CM
−2/a
j and |v
λ
j (y)− U
λ(y)| ≤ CM
−2/a
j r
−n.
Using this improvement, we show that
Proposition 16. For n ≥ 6 and some constant δ4 > 0, it holds
(50) vj(y) ≤ C(U(y), |y| ≤ δ4M
−3/(2a2)
j
Proof. Note that for n ≥ 5, we have
Qλ = Q1 +Q2 +Q3 + 0(M
−3/a
j r
1−n).
Let
W2 = wλ − h1 − h2.
Using Q4 ≤ 0, we obtain that
(51) L(vj)W2 ≤
2∑
i=1
Q5,i +
2∑
i=1
Q6,i + 0(M
−3/a
j r
1−n).
Using (47) and (49) we can improve the bound in (46) into
(52) |Q5,1| ≤ CM
−8/a
j |y|
−3−n, |y| > λ.
Using (49) we bound
(53) |Q5,2| ≤ CM
−2/a
j |y|
2|(vλj )
p − (Uλ)p| ≤ CM
−8/a
j |y|
−2−n, |y| > λ.
We now consider the bounds for Q6, 1 and Q6,2. Write
Kj(yj)P (v
λ
j )
2/a −Kj(M
−1/a
j y + yj)P (vj)
−2/a
= (Kj(yj)−Kj(M
−1/a
j y+yj))P (v
λ
j )
2/a+Kj(M
−1/a
j y+yj)(P (v
λ
j )
2/a−P (vj)
−2/a).
Using (47)
(Kj(yj)−Kj(M
−1/a
j y + yj))P (v
λ
j )
2/a = 0(M
−2/a
j |y|
−2) Σλ
Note that for r ≤ Lj , we have
P (vj)
−2/a = P (vλj )
2/a + 0(M
−2/a
j )
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and then
Kj(yj)P (v
λ
j )
2/a −Kj(M
−1/a
j y + yj)P (vj)
−2/a = 0(M
−2/a
j |y|
n−6)
For r ≥ Lj and in Ω(λ), we have
P (vj)
−2/a = P (vλj )
2/a + 0(r2−n)
and then
Kj(yj)P (v
λ
j )
2/a −Kj(M
−1/a
j y + yj)P (vj)
−2/a = 0(M
−2/a
j |y|
−2) + 0(r−4),
which can be further estimated by
|Kj(yj)P (v
λ
j )
2/a −Kj(M
−1/a
j y + yj)P (vj)
2/a| ≤ 0(r−4)
where we have used the fact that r ≤ ◦(1)M
1/a
j . Then using (38) we have,
in Ω(λ) with r > Lj ,
(54) |Q6,1| ≤ 0(M
−2/a
j r
−2−n)
and in Ω(λ) with r ≤ Lj,
(55) |Q6,1| ≤ 0(M
−4/a
j r
−4).
Using (39) and (??) we have in Ω(λ) with r > Lj,
(56) |Q6,2| ≤ 0(M
−2/a
j r
−2−n)
and in Ω(λ) with r ≤ Lj,
(57) |Q6,2| ≤ 0(M
−4/a
j r
−4).
By 0(M
−2/a
j r
−2−n) = 0(M
−4/a
j r
−4) for r > Lj, and (51)-(53),(54)-(57) we
have, in Ω(λ),
(58) L(vj)W2 ≤ 0(M
−3/a
j r
1−n) + 0(M
−4/a
j r
−4).
Again we can follow the argument of Lemma 3.3 in [20] to obtain (50) as
wanted. 
Proof. ( of Theorem 8 when n = 5) The idea is the same as the proof of
Theorem 8 when n = 4. For large constant Q > 1, we let
h˜ = QM
−3/a
j f3.
Using (58) we have, in Ω(λ),
L(vj)(W2 + h˜) ≤ 0.
Using the moving plane method again we get a contradiction. So the proof
of Theorem 8 when n = 5 is done. 
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7.2. Completion of the proof of Theorem 8 when n = 6. In this
subsection, we assume that n ≥ 6. Recall that
Qλ = Q1 +Q2 +Q3 +Q4 +
3∑
i=1
Q5,i + 0(M
4a
j |y|
2−n)
and in Ω(λ),
Lλ(vj)w3 = Q4 +Q5 +
3∑
i=1
Q6,i + 0(M
4a
j |y|
2−n)
We need to bound Q5,3 and Q6,3. Using the definition of Q5,3 in (35) and
the bound (49) we have
(59) |Q5,3| = 0(M
−5/a
j r
−1−n)
Similarly, we have by (??) and (??) that for r < Lj,
(60) Q6,3 = 0(M
−5/a
j r
−3)
and for r > Lj ,
(61) Q6,3 = 0(M
−3/a
j r
−1−n).
Note that for r > Lj ,
0(M
−2/a
j r
−2−n) = 0(M
−4/a
j r
−4).
Using (59)-(61) we obtain in Ω(λ), that
Lλ(vj)w3 = 0(M
−4/a
j r
−4).
For large constant Q > 1 and n = 6, we let
h˜ = QM
−4/a
j f3.
Note that for r ∈ (λ, Tj),
h˜ = ◦(1).
Using the expressions above we have, in Ω(λ),
L(vj)(w3 + h˜) ≤ 0.
Using the moving plane method again we get a contradiction. So the proof
of Theorem 8 when n = 6 is done.
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7.3. Completion of the proof of Theorem 8 when n ≥ 7. Assume that
n ≥ 7 in this subsection. By assumption on K, we have
Q4 ≤
Γ
2n
M
−2/a
j r
2(
λ4
r4
− 1)(Uλ)p.
Then by using (59)-(61), we obtain that in Ω(λ) with r > Lj,
Lλ(vj)w3 ≤
Γ
2n
M
−2/a
j r
2(
λ4
r4
− 1)(Uλ)p + 0(M
−4/a
j r
2−n) + 0(M
−2/a
j r
−2−n),
and in Ω(λ) with r ≤ Lj,
Lλ(vj)w3 ≤
Γ
2n
M
−2/a
j r
2(
λ4
r4
− 1)(Uλ)p + 0(M
−4/a
j r
2−n) + 0(M
−4/a
j r
−4),
Hence, since r ≤ ǫjM
1/a
j , we have
Lλ(vj)w3 < 0
for r > 32λ. Note that in Ω(λ) with λ < r < frac32λ, we have
Lλ(vj)w3 ≤ 0(M
−4/a
j r
−4),
whose positive part need to be controlled. To do this, we let fλ satisfy
−∆f = 1, in B2λ −Bλ
with the boundary condition that f = 0 on ∂Bλ
⋃
∂B2λ. Note that there is
a constant C > 0 such that
|fλ| ≤ C(1−
λ
r
), in B2λ −Bλ.
We extend fλ smoothly so that fλ = 0 outside B3λ.
For large constant Q > 1, we let
h˜ = QM
−4/a
j fλ.
Then we have
−∆h˜ = QM
−4/a
j , in B2λ −Bλ.
We now choose Q >> 1 such that
∆h˜+ 0(M
−4/a
j r
−7/2 ≤ 0, in B2λ −Bλ.
Since
|h˜| ≤ CM
−4/a
j (1−
λ
r
), in B2λ −Bλ,
we have, in Ω(Ω),
|Kj(M
−1/a
j y + yj)P (vj)
2/ah˜| ≤
Γ
32n
M
−2/a
j r
2(
1− λ4
r4
)(Uλ)p,
which leads us to
L(vj)(w3 + h˜) ≤ 0, Ω(λ).
Using the moving plane method as before we get a contradiction. So the
proof of Theorem 8 when n ≥ 7 is done.
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We remark that our construction above is similar to that of Li-Zhang
[34](see also [53]). Since the appearance of the extra term µu, we need to
check out all the detail worked out here.
8. appendix A
Let B = B1(0) be the unit ball.
Lemma 17. Let 0 < u ∈ C0(B¯). Let 0 < φ(r) < 1 be a function in C0[0, 1]
be a decreasing monotone function with φ(1). Then there exists a point
x ∈ B such that
u(x) ≥
φ(σ)
φ(1− 2σ)
max
Bσ(x)
u, u(x) ≥
φ(0)
φ(1− 2σ)
u(0),
where σ = (1 − |x|)/2 < 1/2. In particular, for our equation (3) we take
φ(r) = (1− r)a for a = 2n−2 , we have
2au(x) ≥ max
Bσ(x)
u, (2σ)2u(x) ≥ u(0),
Proof. Let v(y) = φ(|y|)u(y). Since v > 0 in B and v = 0 on ∂B, we have
x ∈ B such that v(x) = maxB v > 0. Note that we have σ = (1− |x|)/2 and
σ ≤ 1/2. Then we have
v(x) = φ(1− 2σ)u(x) ≥ max
Bσ(x)
v
and
≥ φ(σ) max
Bσ(x)
u ≥ φ(1− σ) max
Bσ(x)
u.
Similarly, we have
φ(1− 2σ)u(x) ≥ v(0) = φ(0)u(0).
For the special case when φ(r) = (1− r)a, we have φ(0) = 1, φ(1− σ) = σa
and φ(|x|) = φ(1− 2σ) = (2σ)a. 
Let’s recall the important Pohozaev formulae for the solutions to (3) in
the ball BR.
Proposition 18. Let ν = x/R and
(62) B(R,x, u,∇u) = −
n− 2
2
u∂νu−
R
2
|∇u|2 +R|∂νu|
2.
Then we have the first Pohozaev identity:
(63)∫
∂BR
B(R,x, u,∇u) = µ
∫
BR
u2−
µ
2
∫
∂BR
Ru2+
2n
n− 2
∫
BR
(x·∇K)up+1−
R
p+ 1
∫
∂BR
Kup+1.
We also have the second Pohozaev identity
(64)
∫
BR
∇Kup+1 =
∫
∂BR
[(p+ 1)(
λ
2
u2ν +∇u∇nuu−
|∇u|2
2
ν) +Kup+1ν]
By now the proof of above Proposition is standard, so we omit its proof.
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9. appendix B
Assume that n ≥ 3. Let A > 2, b, B, α > 0 and γ ∈ [0, n − 2] be fixed
constants. Assume that the differentiable functions V and H satisfying, for
r ∈ [1, A],
−α−1(1 + r)−2−α ≤ V (r) ≤ n(n+ 2)U(r)2a + br−4(65)
|V ′(r)| ≤ α−1r−3(66)
0 ≤ H(r) ≤ Brγ−n,(67)
and
(68) |H ′(r)| ≤ Brγ−n−1.
Then, as in [34], we have
Proposition 19. There exists a unique solution f = f(r) to the problem
f
′′
+
n− 1
r
f ′ + (V (r)−
2B
r2
)f = −H(r), 1 < r < A,
with the boundary condition
f(1) = 0 = f(A).
Moreover, for r ∈ (1, A),
0 ≤ f(r) ≤ Crγ+2−n
and
|f ′(r)| ≤ Crγ+1−n
where C > 0 depends only on n, a,B, γ, and α.
Since the proof is similar to [34], we omit the detail. We use Proposition
19 to prove
Proposition 20. For each i = 1, 2, 3, there exists a unique C2 radial solu-
tion fi to the problem
∆f + (1 − µ
λ4
r4
+Kj(yj)P (U)
2/a −
i(i+ n− 2)
r2
)f = ri(
λ2i
r2i
− 1)(Uλ)p
where λ < r < Tj with the boundary condition
f(λ) = 0 = f(Tj).
Moreover for i = 1, 2, we have
(69) 0 ≤ f(r) ≤ C0(1−
λ
r
)r2−n, λ < r < Tj
and for i = 3, where C0 is a dimension constant. Similarly there exists a
unique f4 satisfying
∆f + (1− µ
λ4
r4
+Kj(yj)P (U)
2/a −
4(2 + n)
r2
)f = r3(
λ6
r6
− 1)(Uλ)p.
THE EXISTENCE RESULTS 29
where λ < r < Tj with the boundary condition
f(λ) = 0 = f(Tj).
For f4, we have the same bound (69).
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