Labor Input i n Manufacturing THE RELATION between output and labor input in manufacturing is important in quantitative analysis of economic fluctuations. Empirical work on this topic generally supports the conclusion that labor inputs respond with a delay, and not in full proportion, to changes in output. Thus, variations in output are accompanied by corresponding variations in average labor productivity. This phenomenon is something of a paradox, for shortrun increasing returns to labor, or SRIRL, are difficult to rationalize if the sector being explained is assumed to operate on a static production function in which labor is the most variable factor. One need not make this assumption, and a variety of plausible deviations from it, which can explain the qualitative empirical results, have been advanced. It also seems possible that some of the apparent SRIRL reported in previous studies reflects statistical bias in estimating the labor-output relation. Most previous regression studies of this relation have used quarterly data,1 and the estimates have often suggested that most of the response of labor input comes in the same quarter in which output changes. When an estimated lag distribution has such a form, the discrete estimates may not be a reliable guide to the underlying dynamics.2 Also, most previous studies have estimated single-equation distributed lag regressions, treating labor input as the dependent variable. The justification for doing so appears to be that output changes are thought Ito be causally prior to employment changes in the firm-level behavioral mechanisms most often invoked to explain SRIRL. Since these mechanisms do not generate a theory of the error term in the aggregate labor-output relation, they do not justify making labor the dependent variable in a regression.3 Indeed, if some of the error in the relation resides in output, inappropriate regressions of labor on output might imply spuriously large estimates of SRIRL.
where R is the discount factor, it can be shown that the firm's behavior will be described by ( 
1) L(t) -AL(t -1) = (1 -A)(1 -B) E2 B8EtL*(t + s),
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where Et denotes the expectation based on information available up to 5 . It would be more natural to formulate the dynamic optimization problem in continuous time. A short appendix in which this is done and in which the implications of rational expectations and the existence of inventories is explored is available from the author on request. It would also be natural to have L and L* as vectors of factor inputs, and a and b as matrices. This procedure would lead to a set of distributed lag relations, one for each factor input, but the qualitative conclusions of the analysis would remain the same. time t and A and B are parameters that depend on a, b, and R. 6 In the theoretical models used to justify previous econometric work on the relation of labor and output, it has been assumed that expectations are staticthat Et[L*(t + s)] = L*(t) for all s and all t. This implies that the right-hand side of (1) is simply (1 -A)L*(t), so that the distributed lag relation between L and L* is given by ( 
2) L(t) -AL(t -1) = (1 -A)L*(t).
This is a Koyck lag distribution whose coefficients sum to one. When some exogenous influence changes L*, the lag distribution implies that eventually L will adjust in full proportion to the change. But now suppose that in fact L*(t) contains a trend component, l*(t), that, over the relevant time horizon, can be predicted without error; and another component, L*(t) -l*(t), that has expected value zero but is serially correlated. A forecast that puts L* permanently at its current level then makes no sense. Instead, it will be natural to forecast a more or less rapid convergence of L* to its trend line l*-for example,
Et[L*(t + s)] = l*(t + s) + Gs[L*(t) -(t)],
where G is a constant between 0 and 1 that governs how quickly L* approaches its trend.7 If in addition P is an exponential function of time, (1) implies the following equation instead of (2): ( 
3) L(t) -AL(t -1) = (1 -A)(1 -B)(1 -BG)-lL*(t) + T(t),
where T is an exponential function of time. Now the lag distribution implies less than fully proportionate total response of L to L*. This is intuitively reasonable, since now no level of L* is expected to persist indefinitely.8
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To generate an industry-level relation requires summing across firms. In this process, many exogenous influences on L* that are important at the firm level will become trivial. Furthermore, some variables that might not plausibly be assumed exogenous at the firm level may naturally be regarded so when measured as industry aggregates. This seems a particularly important point for output, but applies also to input and output prices if firms have some short-run flexibility in the relation of these prices to market averages.
In this paper, industry output is the sole explicitly measured exogenous influence on L*. In principle, others, particularly input and output prices, should be included. If the estimated regressions are to be interpreted as reflecting forecasting and adjustment processes like those that lead to (3), one hopes that the omitted exogenous influences are well measured by the exponential trend that enters all the estimated relations, and that forecasts of industry output are no better than those obtainable from its own history. If this pair of assumptions is not at least approximately correct, the estimated regressions are likely to fail exogeneity tests.
Besides the negative conclusion that the sum of coefficients on current and lagged L* need not be one, models like that discussed here yield positive conclusions that may help in interpreting results. The parameters A and B tend to zero as b/a tends to zero-that is, as the costs of adjustment diminish relative to the costs of deviating from L*. Thus if Et[L*(t + s)] is close to L*(t) for a short period into the future, as seems reasonable, equation (2) will become nearly accurate, with A near zero, as adjustment costs go to zero: when adjustment costs are small, adjustment will be rapid and nearly fully proportionate. Similarly, the smaller is G the closer to one will be the sum of coefficients on lagged L* in (3); in industries where deviations of output from trend are short-lived, the degree of SRIRL, as measured by the total response of labor to output, should be large. Note that in two industries with the same cost function, and thus the same A and B, the total response of L to L* could still differ because of differences in G, or more generally in the serial correlation properties of the output series: interindustry differences in the size of total response of L to L* need not imply differences in the speed of the response. 
Temporal Aggregation
In this study, temporal aggregation cannot be dealt with in a footnote devoted to the peculiarities of the data. The empirical results and the analysis presented below suggest that it could be the source of a substantial portion of the observed residuals in output-labor relations. Furthermore, the method of temporal aggregation for U.S. data on labor input and output is a likely source of certain systematic biases.
Data on employment and average weekly hours of production workers, on which the "labor" variables of this study and many others are based, apply to the payroll period that includes the 12th of the month, and are thus monthly samplings of weekly averages.9 Data on production and sales in manufacturing, on the other hand, are monthly samplings of monthly averages. Relative to output data, then, labor data are less smoothed, and are shifted back in time by about one-tenth of a month.
The estimated lag distribution in a regression of output on labor will have its mean reduced by 0.1 month by the time shift in the data and will include a bias toward local smoothness generated by the tendency of the lag distribution to correct for the greater smoothness of the output series. On the assumption that labor data are exactly and always 0.25-month averages centered 40 percent of the way through the month while the output data are full-month averages, methods similar to those I have used elsewhere allow an exact characterization of these biases.10 Thus suppose that the true relation between output and labor in continuous time is the identity Y = L. Then, assuming Y and L in fact change only slowly,11 the first row of the Note also that the sum of coefficients in the first row of the table is not exactly one. This is not rounding error, but an intrinsic feature of the analysis. In contrast to the unit averaging of data on both sides of a distributed lag equation,12 the asymmetric time aggregation of labor and output data destroys any exact connection between long-run effects in discrete and continuous data. One can show that so long as weekly L is quite smooth, the bias from this source in sums of coefficients from distributed lag regressions of Y on L will be small.
Distributed lag regressions of labor on output will have their mean lag increased by 0.1 month by the time shift in the data and will include a bias toward local fluctuations generated by the tendency of the estimated lag distribution to correct for the greater smoothness of the output series. The above example for regressions of output on labor can be computed for regressions of labor on output, but such computations are somewhat less helpful here. The limiting forms of the lag distributions of labor on output will in general be complicated, reflecting the tendency to "unsmooth" Y; and the nature of the complications will depend on the unobservable weekly serial correlation patterns in output. Also, the sum of coefficients in this lag distribution will in general show greater bias than the other for a given degree of smoothness in the data. The following tabulation gives an example of the lag distribution for output on labor when the true relation is identity, on the same assumptions underlying the previous tabulation. When the adjustment of labor to output is rapid, as appears to be the case with manhours in response to production or sales in the empirical work reported below, the foregoing analysis suggests that the regressions of output on labor are better indicators of the true relation than are the regressions of labor on output. On the other hand, when the adjustment involves a long, smooth lag distribution, as appears to be the case in some of the empirical work with employment and production, time aggregation will produce little distortion in a regression of labor on output. Since in this case the corresponding lag distribution of output on labor will involve rapid oscillations or derivatives, time aggregation is likely to produce relatively greater distortions.
Many of the estimated lag distributions of output on labor discussed below indicate that a substantial proportion of the adjustment occurs within the contemporaneous month, and standard errors on them are small enough that the spurious coefficient on future labor in the lag distributions listed above would be statistically significant. Therefore, the estimated first future coefficient in lag regressions of output on labor is treated as part of the effect of current and lagged labor on output. 13 While the biases discussed here would be less apparent with quarterly data, they would not necessarily be less misleading. The assumption of a locally very smooth output variable makes the bias in the reported sum of the coefficients for the regression of labor on output optimistically smallabout 7 percent. That bias would not be any smaller with quarterly data, though the suspicious oscillations in the coefficients of the lag distribution would disappear.
Sources of Equation Error
Although the theories of maximizing firm behavior considered thus far include stochastic elements, they derive exact relations between labor and output. Least-squares estimates of the distributed lag regressions considered in the previous section would provide consistent estimates of the equations biased by time aggregations, as discussed there. In at least some of the estimated equations, however, other sources of residual error affect results.
In empirical estimates using output as the dependent variable, results are similar using either deflated sales or the Federal Reserve industrial production index to measure output. When labor is the dependent variable in the regression, however, results with the two output variables are quite different. Labor is estimated as a two-sided, smooth distributed lag function of deflated sales, which does not fit into any natural behavioral story. One possible explanation is some source of pure measurement error in deflated sales that is substantially greater than any pure measurement error in the production index.
The sales data are compiled from a 5,000-firm subsample of the 65,000-firm sample used to generate the annual survey of manufactures. This is a substantially smaller sample than that used to obtain the employment data which, according to the same source, covers two-thirds of all employees in manufacturing.'4 The sampling reliability of the production index varies by industry, but if it approaches that for employment, pure sampling error is at least a candidate for explaining the results.
Suppose that in the discrete data L = Y for the data without sampling error, but that Y* is observed, where Y* = Y + e and e is sampling error.15 If e is serially uncorrelated, Y is first-order Markov with parameter 0.9 in monthly discrete time, and e has one-third the variance of Yt -0. 15. Since the sample of firms used is presumably not redrawn each month, there is no strong presumption that e is serially uncorrelated.
16. If the true lag distribution in discrete time is something more complicated than the identity (a unit coefficient at zero), then the effect of the sampling error will be to convolute the true lag distribution with the lag distribution displayed in the text. Since output and labor data are always aggregated over industries and firms with different normal ratios of output to labor, and since the composition of the aggregates shifts over time, aggregation is undoubtedly a source of residual error in the output-labor relations. How it should affect the relations is unclear, a priori. As with any other general source of specification error, a substantial error of this kind is likely to distort the onesided form of a causal dynamic relation. Thus, the large number of acceptably one-sided relations found here may suggest that aggregation error is not a serious problem.
Fair, and Nadiri and Rosen, have explained regressions of labor on output in which coefficients on future output were significant by arguing that firms have knowledge of future output.17 Hirsch and Lovell have suggested that future output might be known well enough to make actual output a good measure of expectations.'8 In regressions of labor on current and past output, forecasting by firms that is better than that obtainable from linear combinations of current and past output or labor data would cer- tainly be a source of equation error. However, where significant coefficients on future output do appear in the estimates reported below, it will be argued that the prescience of firms is not a convincing explanation. Finally, the equations actually estimated are all log-linear, and are therefore only approximations to the linear relations that follow from the quadratic-linear theory discussed earlier. Since, in some industries, the estimated equations include data affected by strikes or by very sharp seasonals, the log-linear approximation could be a substantial source of specification error, but whether any systematic bias is likely to result from this source of error is difficult to determine a priori.
SEASONALITY
The theory discussed thus far does not in principle distinguish seasonal from nonseasonal movements in output and labor. In the empirical work the regressions have not been required to fit across seasonal and nonseasonal variation. The deterministic component of seasonal movementswhich can be captured in ordinary seasonal dummy variables-ought to be removed from the distributed lag regressions. The data are corrected for workdays per month on the output side, but not for variations in numbers of workdays due to major holidays, which are regarded as seasonal movements. Because of the asymmetric timing of the labor and output data, the result is that variations in output per month due to holidays may not be reflected in the unadjusted labor data, depending on what week of the month the holiday falls in. One working day is about 4 or 5 percent of a working month, and the residual standard error in the estimated equations is 1 percent to 2 percent. Thus, a regular tendency for Christmas to fall outside the sampled payroll period but for President's Day to fall within it would worsen the fit of the regression equation across seasonal frequencies. Since the location of the sampled pay period within the month, as well as that of some major holidays, shifts from year to year, not all of the distortion in the labor-output relation arising from major holidays will be confined to the deterministic component of the seasonal.
Even in the absence of distortion in the underlying relation except at the deterministic seasonal frequencies, equations of the form estimated in this paper could still run into problems arising from the attempts of firms to anticipate slowly evolving seasonal movements in output.
To capture the likely form of firms' projections of seasonal movements in output would require estimation of lag distributions considerably longer than those reported below. But to do this appropriately, allowing a flexible form to the seasonal components of the lag distribution, is beyond the scope of this paper.
THE DATA
Estimates were made with data for all manufacturing, for durables and nondurables, and for three two-digit level industries for which physical production measures are available: primary metals, apparel, and paper.19 In all industries, two labor variables were considered-manhours and employment of production workers. The Federal Reserve index of industrial production was an output variable in all industries. In addition, for total manufacturing, shipments deflated by the wholesale price index for manufacturing was used as an alternative output variable (called "sales").20 All data were collected in seasonally unadjusted form. The statistical procedures used included a kind of seasonal adjustment as one step of the analysis.
For data up to 1963, a substantial part of the Federal Reserve index for total manufacturing estimates "production" from manhour data. In these estimates, a judgmental allowance was made for the possibility that SRIRL exists; but the allowances appear to be small and rare enough that the main effect of using manhour data would be to bias regression estimates toward an identity relation between the labor and production series. Fortunately, cross-checks on results using other data are available.
In this study, such independent cross-checks are provided by the sales 19. Production data for the petroleum industry are directly measured in the Federal Reserve Board index. However, initial estimates for this paper turned up a residual of 10 standard deviations for the January 1969 observation, corresponding to a short strike, whose timing was such that it had maximum effect on the payroll reporting period of the Bureau of Labor Statistics. New results, using a strike dummy variable, eliminated the January 1969 problem but turned up two new outliers of 3.5 standard deviations each. Apparently, output-labor relations in the petroleum industry have highly non-normal residuals, so that least-squares methods probably are not applicable.
20. At an earlier stage of the research, experiments were made with sales corrected for changes in inventories of finished goods as an output variable. Results differed little from those with sales itself, and since such data are available for only a restricted period, the experiments were not pursued.
The official description of the series is given in Board of Governors of the Federal
Reserve System, Industrial Production, 1971 Edition (1972). In the central set of estimates, a procedure described and justified at length elsewhere is applied.23 The aim is to correct for serial correlation in the residuals without any strong prior restriction on the parametric form of the serial correlation, and also to eliminate from the data variation in a band about the seasonal frequencies. The latter part of the procedure is a form of seasonal "overadjustment," aimed at allowing for possible effects on the data of a slowly evolving seasonal pattern of "noise," or errors in which coefficients on lags -2 through -12 (the second through twelfth future coefficients) were constrained to be zero, except where the null hypothesis that these coefficients were zero was rejected (for output on manhours) or the null hypothesis that all twelve future coefficients were zero was rejected (for manhours on output). As appendix Table A-2 Only for primary metals do regressions in both directions offer firm evidence that a less than proportional response of manhours to output persists through the whole six-month adjustment period for either direction of regression. For durables, the regression of manhours on output shows significant, though small, SRIRL at six and twelve months, but the regression in the other direction, which also passes an exogeneity test, shows none at all. SRIRL of this magnitude could easily result entirely from temporal aggregation bias. On the other hand, because of the increasing standard errors on the longer-run responses, even for primary metals the results cannot rule out constant or diminishing returns to labor over twelve or twenty-four months.27
For apparel, the regression of output on manhours shows significant The tendency for the regressions of output on employment to perform poorly has two natural explanations. First, since the ratio of employment to output can undoubtedly be varied in the short run with less inefficiency than would accompany a similar variation in the ratio of manhours to output, employment might be relatively more affected by variables not accounted for in the model. Second, because employment responds slowly and smoothly to output changes, it might be impossible to determine current output from current and past employment.28
As before, one-standard-error bands about the six-month responses overlap one-standard-error bands about twelve-and twenty-four-month responses except for the regression of total manufacturing employment on 28. Technically, the lag distribution of employment on output might not be invertible. If, as is true with many of the lag distributions for manhours on output, the zero-order coefficient is larger in absolute value than the sum of the absolute values of the remaining coefficients, the lag distribution automatically has a one-sided inverse. Except for durable goods and primary metals, the estimated regressions of employment on output come nowhere near meeting this sufficient condition for invertibility. The more rapid and thoroughgoing response of manhours than of employment to output changes supports the presumption that hours per worker are more freely variable than is the number of workers. In fact, because of the logarithmic form of the regressions, the difference in coefficients between the equations for manhours on output and for employment on output gives estimates of the regression of hours per man on output. For all but the suspect results for primary metals, the largest coefficient in these implicit regressions is in the contemporaneous month and is positive. In the industries for which regressions of employment on output show SRIRL persisting even over twelve and twenty-four months while the regressions of manhours on output do not, sums of the coefficients of these implicit hours-perman equations will be positive, implying that part of the effect of output on hours is "permanent."
Findings of Other Studies
The principal finding of this paper-that manhours adjust about in proportion to an output change within six months-can be compared with some of the previous empirical work on short-run demand for labor. Other studies support the present finding that the lag in adjustment of manhours to output is short; but most do not agree that the adjustment is fully proportionate.
Wilson and Eckstein studied manhours of production workers for total manufacturing.29 Their speed of adjustment turns out to vary with a dating variable, which implies an elasticity of manhours with respect to output after six months of 1.06 when time is set at 1948 and of 0.82 when time is set at 1961. Taking a rough average, their six-month elasticity is 0.94.30 Their long-run elasticity is 1.15 in 1948 and 0.87 in 1961, with a rough average of 1.01. Nadiri and Rosen offer estimates for all manufacturing production workers, using deflated sales to measure output.3' After six months, their estimated elasticity of manhours with respect to sales is 0.89, indicating a rapid and almost proportional response. However, they estimate a long, continuing, adjustment that eventually reduces the long-run elasticity to about 0.6. F. P. R. Brechling, studying British manufacturing and apparently using total manhours rather than production workers alone, finds a six-month elasticity of 0.46, with a long-run elasticity of 0.48.32 Thus the Wilson and Eckstein results agree with the finding in this paper that SRIRL has vanished after six months and that reaction is complete within that time, while Nadiri and Rosen and Brechling find a long-run elasticity well below that found in this paper. All three studies agree, however, that the six-month elasticity is almost as large as, or larger than, the long-run elasticity.
29. "Short-Run Productivity Behavior in Manufacturing." 30. In an attempt to make quarterly lag distributions comparable to the monthly results of this paper, the total response through the sixth month is measured as the sum of coefficients on the contemporaneous quarter, the first lagged quarter, and two-thirds of the second lagged quarter. The numbers discussed in this paragraph were obtained by adding the Wilson-Eckstein equation (b) of Table 1 to their equation from Table 3  ( appear that the substantial and unusual drop in productivity for the aggregate economy that has been observed between late 1973 and mid-197435 had a parallel in the productivity of production workers in manufacturing.
Conclusions
The response of labor-taken here as production workers in manufacturing-to changes in output appears to be complete within one year; the adjustment of manhours, as opposed to employment, is probably completed within six months. The response of employment appears to be less than fully proportional, even when it is complete-the phenomenon of short-run increasing returns to labor-in degrees that vary substantially across industries. There is no noticeable tendency for a high degree of SRIRL to be associated with an especially delayed completion of response. Theoretical suggestions made above showed that SRIRL that does not dwindle away in estimated "long-run responses" could arise with firms optimizing under uncertainty, even though cost and production functions have the usual convexity properties. On the other hand, in no industry except primary metals is the estimated response of manhours inconsistent with the absence of SRIRL after six months.
The results of this paper indicate that single-equation relations of output to labor in manufacturing are capable of generating results with a behavioral interpretation (as opposed to purely statistical forecasting relations), and that exogeneity tests are useful for identifying estimated regressions for which structural interpretation is hazardous.
In the three cases (all with employment as the labor variable) in which regressions of output on labor are rejected by the exogeneity tests, the estimated one-sided lag distributions all have unusual and implausible estimates of longer-run responses. Implausible estimates are not present in the regressions in the other direction, which pass the test. For manhours in total manufacturing, results with the two output measures-sales and the FRB production index-are more consistent in regressions of output on manhours, which pass the exogeneity test, than in the regressions of manhours on output, which fail it. When both directions of regression pass the The findings presented here do not have direct implications for rules of thumb for relating economy-wide employment to output in business cycle analysis and forecasting. Most workers are not production workers, and almost any other category of employment seems likely to adjust less rapidly, less strongly, and less consistently to movements in output. The regressions displayed should not be expected to apply to broader aggregates, and the single-equation methods used here very likely would not succeed in such applications. This paper has focused on production workers in manufacturing precisely because the labor demand functions for them are likely to be well defined and because SRIRL, if it exists, would be most paradoxical for this type of labor.
On the other hand, the results do have some implications for business cycle analysis for policymaking purposes. Labor demand regressions have universally included some sort of trending variable-for example, a polynomial in t, capital stock, a broken line interpolated among selected peak years of output or output per worker, "normal hours," or the labor force. The theoretical and empirical results of this paper suggest that attributing causal significance to the estimated coefficients of these trending variables is a mistake. Suppose the trend term is "capacity." Soligo estimates a distributed lag regression of employment on output whose long-run elasticity is 0.49, and concludes that "the long-run productivity change of .51 percent is a measure of the increase in efficiency resulting from moving to a higher degree of capacity utilization."37 This paper has shown that, within the same industry, employment demand functions are likely to have smaller long-run elasticities than manhour demand functions, and that both elasticities can be less than one in the absence of nonconvexity in the static production function. In effect, trending variables will pick up some of the explanatory power that should be associated with the anticipated path of output. An actual change in capacity utilization that did not bear the usual relation to a change in the ratio of output to its trend value would not have the effects predicted by the "capacity" coefficient in the regression. Source: The regression to be tested was estimated by the method described in note 24 above, except that the setting to zero of components of the Fourier transforms in the seasonal bands was omitted. Then, without repeating the correction for serial correlation, the Fourier-transformed data were set to zero in the seasonal bands and the final-stage OLS regression repeated. If interpreted in the frequency domain, this procedure is equivalent in large samples to omitting the frequency-domain "observations" at those harmonic frequencies that lie in the seasonal bands. Since the regressions are fit to 262 observations, the seasonal bands of the width used contain about forty-seven harmonic frequencies in addition to the eleven exact seasonal frequencies. The second regression, then, is in effect fitted to a sample with forty-seven fewer degrees of freedom, and the F(47,1763 statistics can be thought of as testing the significance of a hypothetical group of forty-seven dummy variables accounting exactly for the variance in those forty-seven observations. a. in complaining about the lack of attention to measurement error. While I regard his treatment of employment as proportional to current and lagged output-trend corrected-a gross oversimplification, his attempt to reconcile observed fact with that simple model is intriguing.
Near the beginning of his paper Sims mentions that one of his aims is to use monthly rather than quarterly data. In principle, this practice increases the number of observations three-fold. Ray Fair, who also used monthly data, had warned of potential problems because the employment data refer to a particular sample week while the output and shipments data are, for the most part, based on the whole month.3 With a clever example presented in his first two text tables, Sims demonstrates that these temporal shift and aggregation effects may introduce a psuedo-distributed lag relationship and artificial SRIRL when in fact labor is proportional to current output.
Seasonality is another controversial problem. Fair had criticized the use of seasonally adjusted data in earlier studies, arguing that the seasonal movement in sales should be captured by seasonal movement in output. In contrast, Sims feels that the monthly data should be seasonally adjusted, and he utilizes a sophisticated procedure to do so. One cost is a loss of observations: his technique curtails his sample period from the basic 1947-73 span to March 1950 through December 1971. He does reveal in Table A-1 that dummy-variable seasonal adjustment flunks the F-test in nine of fourteen cases. My guess is that a somewhat more elaborate set of dummy variables, allowing for a moving seasonal, might have done the trick. But a more sophisticated approach would be to rely on the economic arguments advanced by Modigliani and his co-authors long ago. First of all, Modigliani and Sauerlender argued that firms confronted with markedly seasonal sales are likely to have a planning horizon of a year;4 hence Sims might have truncated his lead and lag distributions at twelve rather than twenty-four months. Second, Modigliani and Sauerlender argued-in a departure from Fair-that the coefficients in the production scheduling model are themselves subject to seasonal variation-that is, the response to anticipated sales and to previous errors will depend upon how close the firm is to the seasonal peak or trough in sales. This notion suggests that separate regressions for each season might be useful, possibly with some sort of a dummy to fudge for variations in the number of working days in each month, followed by the customary F-test to determine whether, in fact, pooling over seasons is appropriate.
Sims discusses other types of measurement error. For example, he points out that the sample used in estimating sales is much smaller than that for employment data. And a problem may arise because employment data were used in the construction of the FRB industrial production index. One might presume that the presence of substantial measurement error in both variables would mean that the standard regression model is not appropriate; Sims runs things both ways, but in a majority of industries his exogeneity test rejects neither direction of regression. He suggests that either direction will uncover the true dynamics; presumedly, errors of measurement in both variables mean that either direction will involve bias, although not necessarily of sizable magnitude.
I think that Sims is to be congratulated for skillfully executing a wellconceived project on an intriguing question. It certainly is useful to know that the manhour input generally adjusts in proportion to output changes within six months. My major reservation concerns the appropriate mix between econometric versus economic sophistication. Sims works with an exceedingly simple model and does not find it helpful to distinguish between shipments and output. In contrast to Solow and Soligo,5 he does not incorporate the capital stock in the regressions, hoping that this variable can be netted out by trend. While Sims debates with himself about whether output or labor is exogenous, Schramm worked with a model in which both variables are endogenous.6 I prefer the more elaborate models because of their richer economic content, for the same reason that I prefer the lifecycle to the permanent-income hypothesis. Sims' extremely simple model carries him far once errors of observation and aggregation are given their due. And, in the current state of the economy, it is indeed interesting to learn that while no substantial long-run productivity changes will be associated with changes in output, the short-run cushioning effect of SRIRL will not persist long in a period of anticipated stagnation. Robert M. Solow: The most important results of this paper are summarized in Table 3 . That table shows an almost proportional cumulative response of manhours of production workers to output, with the strongest response in the contemporaneous month and the full response completed within six to nine months. There is evidence for this finding in all industries reported except paper and possibly primary metals. Such results are of interest for two main reasons: they can guide the interpretation of monthly unemployment statistics and they can help in analyzing the short-term employmentoutput relation in macro models.
If the manhours for all workers were like those of production workers in manufacturing, then Sims' results would support a statement that the adjustment of manhours to output takes only about two quarters-indeed, that the response of employment to output is about 80 percent complete in this time. As Sims points out, however, only a small fraction of all workers are manufacturing production workers; so more insight into the rest of employment is required before results like his can be used to interpret economy-wide developments. But his projections for 1973 and early 1974 do coincide with the economy-wide finding reported by Okun (BPEA, 2:1974) that the response of unemployment to output was unusually delayed in this period.
On the analytic issue, a lot of the paradox of short-run increasing returns to labor in macro models has evaporated in this paper. First, Sims estimates nearly constant returns to labor. The differences between his estimates and unity are mostly statistically insignificant. Even if a purist would prefer diminishing returns to labor, it hardly matters. Second, there are overhead workers, even among those who are classified in the data as production workers in manufacturing. Their existence is not explicitly allowed for in the estimation process, so it makes the finding of constant, or even increasing, returns to labor not surprising at all.
A third reason why a finding of constant returns to labor in the short run does not disturb me is that short-run variations in other inputs, especially the services of plant and equipment, are not directly observed, so they cannot be held fixed. If, for instance, the proper model is fixed proportions between the services of plant and equipment and of production workers in the short run, then the movement observed is really one along an expansion path, and not in one variable alone. The cumulative elasticity is to be interpreted as short-run returns to scale rather than to labor alone. In that case unity would be a very cozy value, not at all hard to accept.
Finally, Sims makes an important analytic point in discussing rational expectations that I think can be made more general. Suppose, for instance, that labor requirements are proportional to output statistically so that proportionality is really the rule. If employers know that sales will be a random variable, fluctuating around a constant mean value, and if it is much cheaper to produce a constant mean value of output and meet fluctuations in sales from inventories rather than by variations in production, then labor employment and manhours will be constant. A regression of employment on sales will show a zero sum of coefficients. This is fundamentally measurement error. If one could measure output correctly, one would find labor proportional to output. I think that Sims underestimated the importance of this result by tying it too closely to rational expectations. Much the same thing would follow if employers thought incorrectly that sales would fluctuate as a serially uncorrelated disturbance around a constant mean value. All one needs is that kind of belief about the behavior of output.
I have questions about a couple of points concerning the results. In most of the industries, especially in apparel and paper, the regression of output on manhours appears inconsistent with the regression of manhours on output. In exact terms, if the cumulative response in one case is less than one, the response in the other case ought to be greater than one. If that relation between the two directions is not necessarily true in statistical terms, the reason ought to be explained. Furthermore, I would like to have the trend terms from these regressions to see whether they are plausible in sign and in magnitude. How one interprets the results depends upon the plausibility of these trend terms.
It is cheap to invent difficult things for people to do. However, I suspect there is an asymmetrical cyclical response of manhours to output. It would be useful if Sims could allow for different responses depending upon whether output is rising or falling.
General Discussion
Franco Modigliani related Sims' results to his own view that most productive factors are approximately fixed in the short run, suggesting con-stant returns to labor as a first approximation. The existence of some overhead labor-or of labor used for a time on overhead jobs, such as painting walls-tilts the balance toward increasing returns; while the mixture of vintages in the capital stock with which labor works tilts it toward decreasing returns. Which effect dominates at a particular time is hard to predict, at least until very high levels of utilization are reached; but Modigliani was not surprised at Sims' finding of approximately constant returns on balance.
Other panel members discussed aspects of the production and employment decision that might affect cyclical productivity. Arthur Okun asked why fluctuations in inventories rather than labor input should not be expected to accommodate most of the short-run variation in demand. A model that allowed for this effect might produce different elasticity estimates. Daniel Brill noted, however, that holding inventories lays substantial carrying costs on the firm. R. A. Gordon shared Robert Solow's concern that the ups and downs in economic activity should be separated. He noted that the costs of hiring and laying off workers would affect productivity as much as the presence of overhead labor would, and these turnover costs would be asymmetric between rising and falling periods of the business cycle.
The inadequacies of the FRB production indexes as measures of output drew some comment. Okun and Robert J. Gordon noted the inaccuracies associated with including in production only finished goods and not goodsin-process. For example, a truck engine would not be counted in the FRB index if it were produced by General Motors, but would be if it were produced by an engine company. Others pointed to the use of electricity input to measure output for some industries as well as the use of labor input that Sims had discussed. Lawrence Klein argued that, at the industry level, gross output would be a better index than value added since it could be measured more accurately and avoided the necessarily uncertain estimates of inputs.
Klein and Charles Holt seconded Michael Lovell's interest in a fuller model to support the empirical work. Sims replied that the single equation he estimated could have been derived from a complete model with many inputs, and cited the work of Nadiri and Rosen which did precisely that. Klein remained unpersuaded that the estimations could be interpreted as anything more than correlations between the labor and output variables. They appeared to be neither structural production function relations-which would require technical information about production lags-nor structural labor demand functions-which would require other variables, such as relative prices. Sims responded that production function and labor demand relations need not be different, although the hiring response to current and future output that he modelled did explicitly make his equation one describing labor demand. The exogeneity test indicated that the equations were capturing the dynamics between labor and output, although they did not offer a particular structural interpretation of the relation. Sims did not put relative factor prices in his model because they change slowly and, on evidence of work by others, enter the estimates with the wrong sign. Holt and Saul Hymans objected that, while including relative factor prices in the equation posed problems, omitting them, or any other relevant variable such as labor market conditions, cast doubt on the estimates of the sum of the coefficients on output.
R. J. Gordon described his own labor demand equation, which is similar to Sims' except that it relates total private nonfarm manhours to private output. The sum of the coefficients on output is between 0.65 and 0.85, somewhat lower than Sims' estimates presumably because of the presence of more overhead labor. This equation, which has sufficient coverage to say something meaningful about global productivity, was 2.3 percent below its forecast level for the third quarter of 1974. A slightly larger shortfall was experienced in 1969, and a smaller, although still distinct, shortfall in 1956. These were all periods of stagnant or declining output. But similar errors are not observed for other periods of decline.
