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OPERATORS OF LAPLACE TRANSFORM TYPE AND A NEW
CLASS OF HYPERGEOMETRIC COEFFICIENTS
STUART BOND AND ALI TAHERI
Abstract. A differential identity on the hypergeometric function 2F1(a, b; c; z)
unifying and extending certain spectral results on the scale of Gegenbauer and
Jacobi polynomials and leading to a new class of hypergeometric related scalars
cmj (a, b, c) and polynomialsRm = Rm(X) is established. The Laplace-Beltrami
operator on a compact rank one symmetric space is considered next and for
operators of the Laplace transform type by invoking an operator trace relation,
the Maclaurin spectral coefficients of their Schwartz kernel are fully described.
Other representations as well as extensions of the differential identity to the
generalised hypergeometric function pFq(a;b; z) are formulated and proved.
1. Introduction
Let (M , g) be an N -dimensional (N ≥ 2) compact smooth Riemannian mani-
fold without boundary and let ∆ = ∆g denote the Laplace-Beltrami operator on
M , given in local coordinates, by ∆g = 1/
√
det g
∑
∂j
(√
det g gjk∂k
)
.
By basic spectral theory there exists a complete orthonormal basis (fj : j ≥ 0)
of eigenfunctions of −∆g in L2(M , dvg) with a spectrum Σ = Σ(−∆g) consisting
purely of eigenvalues. Each eigenvalue has a finite multiplicity and the spectrum
can be arranged as 0 = λ0 < λ1 ≤ λ2 ≤ · · · with λj ↗ ∞. Thus −∆gfj = λjfj
and by suitably normalising ||fj||L2(M ) = 1 for all j ≥ 0 while (fj, fk)L2(M ) = 0 for
0 ≤ j 6= k. Now for a given function Φ = Φ(X) in the Borel functional calculus
of −∆g the operator Φ(−∆g) has a Schwartz kernel given by the spectral sum
KΦ(x, y) =
∞∑
j=0
Φ(λj) fj(x)fj(y), x, y ∈M . (1.1)
IfM is a compact rank one symmetric space of a Lie group then by using the
addition formula for the matrix coefficients of irreducible unitary representations
the above simplifies to
KΦ(θ) =
∞∑
k=0
Mk(M )
Vol(M )
Φ(λk)Fk(θ;M ), (1.2)
where Fk = Fk(θ;M ) are the spherical functions on M , λk = λk(M ) are the
numerically distinct eigenvalues of −∆ onM , Mk = Mk(M ) is the dimension of
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the eigenspace associated with λk, θ = θ(x, y) is the distance between x, y ∈M
and Vol(M ) denotes the volume of M . (See, e.g., [4, 19, 23, 31, 32])
The families of compact rank one symmetric spaces of interest in this paper are
the sphere Sn = SO(n + 1)/SO(n), the real projective space RPn = Sn/ {±} =
SO(n+1)/O(n), the complex projective space CPn = SU(n+1)/S(U(n)×U(1)),
the quaternionic projective space HPn = Sp(n+1)/Sp(n)×Sp(1) and the Cayley
projective plane P2(Cay) = F4/Spin(9). These spaces with the exception of the
real projective space RPn (n ≥ 1) and the circle S1 are simply-connected where
pi1(RPn) ∼= Z2 n ≥ 2 and pi1(S1) ∼= pi1(RP1) ∼= Z. (For further discussion and
results see [4, 6, 31] and [11, 12, 30, 32]).
The scale of Jacobi polynomialsP(α,β)k (with k ≥ 0, α, β > −1) are intertwined
with the spherical functions on these symmetric spaces (for suitable α, β) and
here, in the simply-connected case, (1.2) can be rewritten as 1
KΦ(θ) =
∞∑
k=0
Mnk (M )
Vol(M )
Φ(λnk)P
(α,β)
k (cos θ). (1.3)
Table 1 below presents some of the relevant spectral and geometric data for the
rank one symmetric spaces described above and Table 2 gives among other things
the parameters α, β for the spherical functions associated with these spaces. Now
in view of the Schwartz kernel KΦ in (1.3) being an even function of θ, subject to
sufficient regularity, it admits a formal Maclaurin expansion about θ = 0, given
by
∞∑
j=0
θ2j
(2j)!
∂2j
∂θ2j
KΦ
∣∣∣∣∣
θ=0
=
∞∑
j=0
θ2j
(2j)!
b2j[Φ]
Vol(M )
. (1.4)
The Maclaurin spectral coefficients b2j[Φ] defined above through the successive
differentiation of the Schwartz kernel at the origin can be given an interesting
trace formulation by applying the following statement, in essence, a differential-
spectral identity on the Jacobi polynomials. 2
Table 1. The spectral data for rank one symmetric spaces
M N λnk M
n
k (M ) Vol(M )
Sn n k(k + n− 1) (2k+n−1)(k+n−2)!
k!(n−1)!
2pi(n+1)/2
Γ((n+1)/2)
RPn n 2k(2k + n− 1) (4k+n−1)(2k+n−2)!
(2k)!(n−1)!
pi(n+1)/2
Γ((n+1)/2)
CPn 2n k(k + n) 2k+n
n
(
Γ(k+n)
Γ(n)k!
)2
4npin
n!
HPn 4n k(k + 2n+ 1) (2k+2n+1)(k+2n)
(2n)(2n+1)(k+1)
(
Γ(k+2n)
k!Γ(2n)
)2
42npi2n
(2n+1)!
P2(Cay) 16 k(k + 11) 6(2k + 11)Γ(k+8)Γ(k+11)
7!11!k!Γ(k+4)
3!(4pi)8
11!
1When M = RPn it suffices to set Fk(θ) =P((n−2)/2,(n−2)/2)2k (cos θ) = C
(n−1)/2
2k (cos θ).
2This theorem is a special case of a more general result on hypergeometric functions appearing
in Theorem 2.2.
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Towards this end let Pd(X) = p0 +
∑
piX
i (summation for 1 ≤ i ≤ d) be a
polynomial of degree d ≥ 2 and consider the differential operator
LP = Pd (d/dθ) = p0 +
d∑
i=1
pid
i/dθi. (1.5)
Theorem. The action of LP as in (1.5) on the Jacobi polynomialP
(α,β)
k satisfies
the following identity,
LPP
(α,β)
k (cos θ)
∣∣∣∣∣
θ=0
= p0 +
bd/2c∑
m=1
p2m
m∑
j=1
cmj (α, β)[λ
α,β
k ]
j
= p0 +
bd/2c∑
m=1
p2mRm(λ
α,β
k ). (1.6)
Here λα,βk = k(α+β+k+1) are the eigenvalues of the Jacobi operator (see (A.6)),
cmj (α, β) are suitable coefficients and Rm = Rm(X) is the m
th degree polynomial
Rm(X) =
m∑
j=1
cmj (α, β)X
j. (1.7)
Returning now to the discussion prior to the theorem it is seen that here the
Maclaurin spectral coefficients associated with the Schwartz kernel KΦ are given
by b0[Φ] = tr{Φ(−∆M )}, and for j ≥ 1 by
b2j[Φ] =
∂2j
∂θ2j
KΦ(θ)
∣∣∣∣∣
θ=0
Vol(M ) = tr{[RjΦ](−∆M )}, (1.8)
where tr denotes the operator trace, in this case the operator being [RjΦ](−∆M ).
As a particular example, Φ(X) = e−tX in (1.3) gives the heat kernel onM , with
the coefficients in (1.8) corresponding to the Maclaurin heat coefficients.
In this paper we specialise to functions Φ = Φ(X) of Laplace transform type,
namely, those that for a suitable L1-summable f are given by integral
Φ(X) =
∫ ∞
0
f(s)e−Xs ds, X ≥ 0. (1.9)
Applying (1.8), we can write the Maclaurin coefficients for KΦ as
b2l[Φ(−∆)] =
∫ ∞
0
f(s)
∞∑
k=0
Mnk
l∑
j=1
clj[λ
n
k ]
je−λ
n
ks ds
=
∫ ∞
0
f(s)
[
Rl
(
− d
ds
)]
tr es∆ ds =
∫ ∞
0
f(s)b2l[e
s∆] ds. (1.10)
Here the polynomial Rl(X) is defined in (2.8) and b2l[es∆] are the Maclaurin
heat coefficients given by b2l[e
s∆] = Rl (−d/ds) tr es∆. One particular example of
(1.9) is when f(s) = fσ(s) = s
a−1e−sσ/Γ(a) with <a > 1 in which case for Φ one
recovers the resolvent operator Rσ raised to the power a. For related discussion
and applications see [7, 15, 25, 27, 28, 29] and the references therein.
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To describe the plan of the paper, Section 2 explores and extends the differential-
spectral identity (1.6) to the more general context of hypergeometric functions
(see Appendix A). The main theorem here (Theorem 2.2) unifies and extends
these concepts to a setting where no immediate spherical function representation
or spectral interpretation of the hypergeometric function F (a, b; c; z) is applicable.
This leads to a new characterisation of the scalars cmj (a, b, c) and polynomials Rm
in (1.7), reducing to the Jacobi polynomial case when a = −k, b = α+β+ k+1,
c = α + 1 (see Table 2 below). As an application in the remaining sections we
invoke these ideas along with the trace formulation of the Maclaurin spectral co-
efficients (1.8) to operators of Laplace transform type on a scale of compact rank
one symmetric spaces to give a representation of these spectral coefficients via
those of the heat semigroup and the Jacobi theta functions. Let us finish off this
introduction by highlighting some important special cases of the hypergeometric
function F (a, b; c; z) for future reference (cf., e.g., [1, 3, 16, 22]).
• The Legendre polynomial Pk(t), k ≥ 0,
Pk(t) = F (−k, k + 1; 1; (1− t)/2) (1.11)
=
1
2kk!
dk
dtk
[(
t2 − 1)k] .
• The Gegenbauer polynomial C νk (t), ν > −1/2, k ≥ 0,
C νk (t) = F (−k, 2ν + k; ν + 1/2; (1− t)/2) (1.12)
=
(−1)k
2k(ν + 1/2)k
(
1− t2)−ν+1/2 dk
dtk
[(
1− t2)k+ν−1/2] .
• The Jacobi polynomial P(α,β)k (t), k ≥ 0, α, β > −1,
P(α,β)k (t) = F (−k, α + β + k + 1;α+ 1; (1− t)/2) (1.13)
=
(−1)k
2k(α+ 1)k
(1− t)−α(1 + t)−β d
k
dtk
[
(1− t)α(1 + t)β(1− t2)k] .
• The incomplete Beta function B(x; p, q),
B(x; p, q) =
xp
p
F (p, 1− q; p+ q;x) (1.14)
=
∫ x
0
tp−1(1− t)q−1dt.
Note in particular that in the Gegenbauer and Jacobi cases we haveP(α,β)k (1) = 1
and C νk (1) = 1 by the choice of normalisation.
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Table 2. The parameter values for rank one symmetric spaces
M a b c −ab α β
Sn −k k + n− 1 n/2 k(k + n− 1) (n− 2)/2 (n− 2)/2
RPn −2k 2k + n− 1 n/2 2k(2k + n− 1) (n− 2)/2 (n− 2)/2
CPn −k k + n n k(k + n) n− 1 0
HPn −k k + 2n+ 1 2n k(k + 2n+ 1) 2n− 1 1
P2(Cay) −k k + 11 8 k(k + 11) 7 3
2. Hypergeometric coefficients and a combinatorial identity
In this section we present the main result which uses a combinatorial identity
together with a recursive formula to describe the action of the differential operator
LP on the hypergeometric function 2F1(a, b; c; z). This naturally leads to the
introduction of a class of the polynomials Rm = Rm(X) (with m ≥ 1) and a set
of scalars, the hypergeometric coefficients, cmj (a, b, c) (with 1 ≤ j ≤ m) that play
a central role in the paper.
Before stating the main theorem, we introduce some notation. For scalars
ρ0, . . . , ρj−1,
j−1∏
p=0
(
X + ρp
)
=
j∑
l=0
dl,jX
l, (2.1)
where the coefficients dl,j = dl,j(ρ0, . . . , ρj−1) are given by the sum of the products
of the
(
j
l
)
combinations of j − l values ρp from the set (ρp)j−1p=0. In particular, we
have
dj,j = 1, dj−1,j =
j−1∑
p=0
ρp, d0,j =
j−1∏
p=0
ρp. (2.2)
Now we have the following lemma, which relates a product of Pochhammer sym-
bols, which are essential to the hypergeometric function, to the scalars dl,j intro-
duced above.
Lemma 2.1. With the Pochhammer symbol as defined in (A.2), the product of
(a)j and (b)j can be written as a polynomial in ab, specifically,
(a)j(b)j =
j−1∏
p=0
ab+ p(a+ b+ p)︸ ︷︷ ︸
ρp
 = j∑
l=1
dl,j[ab]
l, (2.3)
where the scalars dl,j = dl,j(a+ b) are defined in (2.1) by setting ρp = p(a+ b+p).
Proof. Referring to (A.2) we can write
(a)j =
j−1∏
p=0
(a+ p), (b)j =
j−1∏
l=0
(b+ l). (2.4)
6 STUART BOND1 and ALI TAHERI2?
Thus applying this formulation to the product (a)j(b)j, we have
(a)j(b)j =
j−1∏
k=0
(a+ k)
j−1∏
l=0
(b+ l)
=
j−1∏
p=0
(a+ p)(b+ p)
=
j−1∏
p=0
(ab+ p(a+ b+ p)) . (2.5)
The conclusion now follows at once by observing (2.1). Note that in view of ρ0 = 0
we have d0,j = 0 and so the sum on the right in (2.3) starts from l = 1. 
We can now present the main theorem, which shows the action of the differential
operator LP on the hypergeometric function F (a, b; c; z) and gives an explicit
description of the associated coefficients cmj (a, b, c).
Theorem 2.2 (Hypergeometric coefficients). With LP the operator as in (1.5),
for |z| < 1, and a, b, c ∈ C with c 6= 0,−1,−2, . . . , the hypergeometric function
F (a, b; c; z) satisfies the identity
(LPF )
(
a, b; c;
1− cos θ
2
) ∣∣∣∣∣
θ=0
= p0 +
bd/2c∑
m=1
p2m
m∑
j=1
cmj (a, b, c)[−ab]j. (2.6)
The scalars {cmj (a, b, c) : 1 ≤ j ≤ m}, hereafter referred to as the hypergeometric
coefficients, are given explicitly by
cmj (a, b, c) = (−1)j
m∑
i=j
(−2)−ibmi dj,i
i−1∏
p=0
(c+ p)−1 (2.7)
where bmi are as in (B.6), and dj,i = dj,i(a+ b) are the scalars as defined in (2.1)
with ρp = p(a+ b+ p).
Before stating the proof of this theorem, we introduce the m-degree polynomial
Rm(X), defined as R0(X) = 1, and for m ≥ 1
Rm(X) =
m∑
j=1
cmj (a, b, c)X
j. (2.8)
This lets us write the statement of (2.6) as
(LPF )
(
a, b; c;
1− cos θ
2
) ∣∣∣∣∣
θ=0
= p0 +
bd/2c∑
m=1
p2mRm(−ab). (2.9)
Proof. We begin by noting that since F (a, b; c; (1− cos θ)/2) is an even function
of θ, evaluating its derivatives of odd order at zero will give zero. That is, when
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we apply LP to F (a, b; c; (1− cos θ)/2) and evaluate at θ = 0, we have
(LPF )
(
a, b; c;
1− cos θ
2
) ∣∣∣∣∣
θ=0
= p0 +
d∑
i=1
pi
di
dθi
F
(
a, b; c;
1− cos θ
2
) ∣∣∣∣∣
θ=0
= p0 +
bd/2c∑
m=1
p2m
d2m
dθ2m
F
(
a, b; c;
1− cos θ
2
) ∣∣∣∣∣
θ=0
.
(2.10)
This allows us to use (B.4) with f(cos θ) = F (a, b; c; (1− cos θ)/2) and then apply
the differential identities on F from Appendix A to write,
d2m
dθ2m
F
(
a, b; c;
1− cos θ
2
) ∣∣∣∣∣
θ=0
=
{
m∑
j=1
bmj
(−2)j
dj
dzj
F (a, b; c; z)
}∣∣∣∣∣
z=0
via (A.4) =
m∑
j=1
bmj
(−2)j
(a)j(b)j
(c)j
F (a+ j, b+ j; c+ j, 0)
=
m∑
j=1
bmj
(−2)j
(a)j(b)j
(c)j
. (2.11)
Referring to (A.2), we can write
bmj
(−2)j(c)j =
bmj
(−2)j∏j−1p=0(c+ p) =
bmj
C j(c)
, (2.12)
where we have set C j(c) = (−2)j∏j−1p=0(c+p) for the sake of brevity. Substituting
(2.12) back into (2.11), we have
d2m
dθ2m
F
(
a, b; c;
1− cos θ
2
) ∣∣∣∣∣
θ=0
=
m∑
j=1
bmj
C j(c)
(a)j(b)j
=
m∑
j=1
bmj
C j(c)
j∑
l=1
dl,j(ab)
l. (2.13)
Note that here we have invoked Lemma 2.1 to introduce di,j. Now expanding the
sum and isolating powers of ab enables us to rearrange the above expression as
d2m
dθ2m
F
(
a, b; c;
1− cos θ
2
) ∣∣∣∣∣
θ=0
=
m∑
j=1
(ab)j
(
m∑
i=j
bmi
C i(c)
dj,i
)
=
m∑
j=1
(−ab)j
(
(−1)j
m∑
i=j
bmi
C i(c)
dj,i
)
=
m∑
j=1
(−ab)jcmj (a, b, c), (2.14)
where we have written (−1)j∑mi=j bmi dj,i[C i(c)]−1 = cmj (a, b, c). The conclusion
now follows at once upon substituting this back into (2.10). 
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The first few hypergeometric coefficients can be found in Table 3 below. Using
values of a, b, and c given in Table 2 yields the respective specialised coefficients
for each rank one symmetric space.
Table 3. The first few coefficients cmj (a, b, c)
j c1j c
2
j c
3
j
1 − 1
2c
− 3(a+ b)− 2c+ 1
4c (c+ 1)
−15(a+ b)
2 − 15(a+ b)c
4c (c+ 1) (c+ 2)
−15(a+ b) + 2 c
2 − 9 c+ 4
4c (c+ 1) (c+ 2)
2 0
3
4c(c+ 1)
45(a+ b)− 30 c+ 15
8 c (c+ 1) (c+ 2)
3 0 0 − 15
8 c (c+ 1) (c+ 2)
3. Maclaurin spectral coefficients via Jacobi theta functions on
rank one symmetric spaces
Returning to the Schwartz kernel KΦ(θ) from (1.3), where we described the
Maclaurin coefficients b2l[Φ] as in (1.8), we now specialise to functions Φ = Φ(X)
of the Laplace transform type. For a suitable function f ∈ L1, we take Φ as
Φ(X) =
∫ ∞
0
f(s)e−Xs ds, X ≥ 0. (3.1)
Applying the trace formulation (1.8) and taking advantage of (3.1) we can connect
the Maclaurin spectral coefficients for KΦ to those for the heat kernel by writing,
b2l[Φ(−∆)] =
∫ ∞
0
f(s)
∞∑
k=0
Mnk
l∑
j=1
clj[λ
n
k ]
je−λ
n
ks ds
=
∫ ∞
0
f(s)
[
Rl
(
− d
ds
)]
tr es∆ ds =
∫ ∞
0
f(s)b2l[e
s∆] ds. (3.2)
Here the polynomial Rl(X) is defined in (2.8) and b2l[es∆] are the Maclaurin heat
coefficients given by b2l[e
s∆] = Rl (−d/ds) tr es∆. An interesting example is when
f(s) = fσ(s) = s
a−1e−sσ/Γ(a) with <a > 1 where one recovers the resolvent
operator to the power a, that is, Φ(−∆) = Raσ. (See [15, 13, 28, 29] for more).
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We now introduce the classical Jacobi theta functions ϑ1, ϑ2, ϑ3 of first, second,
and third kind respectively for later use. These are defined for s > 0 in turn as
ϑ1(s) = 1 + 2
∞∑
j=1
e−j
2s, (3.3)
ϑ2(s) =
∞∑
j=0
(2j + 1)e−(j+1/2)
2s, (3.4)
ϑ3(s) = 2
∞∑
j=1
je−j
2s. (3.5)
In this section we express the Maclaurin coefficients b2l[Φ] in terms of these theta
functions, first on the unit sphere Sn, then the real projective space RPn, then
the complex projective space CPn, and finally the quaternionic projective space
HPn. To this effect we introduce some notation that will be used throughout. We
define the scalars Anm,B
n
m,C
n
m,D
n
m respectively as the coefficients in the following
polynomial expansions
S∏
j=0
(X2 − j2) =
S∑
m=0
AnmX
2m+2, S =
n− 3
2
, (3.6)
S− 1
2∏
j= 1
2
(X2 − j2) =
S∑
m=0
BnmX
2m, S =
n− 2
2
, (3.7)
S+ 1
2∏
j= 1
2
(X2 − j2)2 =
2S+2∑
m=0
CnmX
2m, S =
n− 3
2
, (3.8)
S∏
j=1
(X2 − j2)2 =
2S∑
m=0
DnmX
2m, S =
n− 2
2
. (3.9)
Here n is a positive integer. In fact both (3.6) and (3.8) require n ≥ 3 to be odd,
and likewise (3.7) and (3.9) require n ≥ 4 to be even. Note that the products
on the left in (3.7) and (3.8) run over (non-whole) half integers, that is, starting
from j = 1/2 they iterate by j → j + 1.
The first few values of Anm, B
n
m, C
n
m, and D
n
m can be easily calculated. Indeed,
A30 = 1, A
5
0 = −1, A51 = 1. Similarly, we have B40 = −1/4, B41 = 1, C30 = 1/16,
C31 = −1/2, C32 = 1, D40 = 1, D41 = −2, D42 = 1 and so on.
In the following subsections we consider the rank one symmetric spaces Sn,
RPn, CPn, and HPn respectively, and give explicit formulations of the Maclaurin
spectral coefficients for functions Φ of Laplace transform type, as in (3.1), acting
on their respective Laplacians. We refer to Table 1 for the necessary spectral and
geometric data, and to Table 2 for the respective values of a, b, and c associated
to each space. Using these we calculate explicitly the Maclaurin heat coefficients
b2l[e
s∆] for l ≥ 0 and discuss and present some related examples.
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3.1. On the unit sphere Sn. In the following two theorems, for the odd and
even dimensional case respectively, we will see how the Jacobi theta functions of
the first and second kind naturally arise in the Maclaurin coefficients associated
to functions Φ(−∆) of Laplace transform type.
Theorem 3.1 (Sn, n ≥ 3 odd). Take Φ(X) to be a function of Laplace transform
type, as in (3.1). Then the Maclaurin spectral coefficients b2l[Φ] for odd n ≥ 3
can be written as
b0[Φ] =
n−3
2∑
m=0
Anm(−1)m+1
(n− 1)!
∫ ∞
0
f(s)ϑ
(m+1)
1 (s) dµ, (3.10)
where dµ = es(n−1)
2/4ds, and for l > 0 we have
b2l[Φ] =
n−3
2∑
m=0
l∑
j=1
j∑
i=0
Anm(−1)j+m+1clj
(n− 1)!
(
j
i
)(
n− 1
2
)2i ∫ ∞
0
f(s)ϑ
(m+j−i+1)
1 (s) dµ,
(3.11)
where clj = c
l
j(a, b, c) are the hypergeometric coefficients as in (2.7) specialised to
the unit sphere with a, b, c as in Table 2, and the scalars Anm as in (3.6).
Proof. We begin by writing the multiplicty function Mnk in a form that lets us
apply (3.6). Indeed, writing Xk = k+ (n− 1)/2, we can refer to Table 1 to write
the multiplicity as
Mnk = (2k + n− 1)
Γ(k + n− 1)
k!(n− 1)! =
2Xk
(n− 1)!
n−2∏
j=1
(k + j). (3.12)
We now note that each term (k+j), for j = 1, . . . , n−2 of the product above can
be written as (Xk ± j) for j = 0, . . . , (n− 3)/2. Taking the product of (Xk − j)
and (Xk + j) lets us apply (3.6) to write
Mnk =
2
(n− 1)!
n−3
2∏
j=0
(X2k − j2) =
n−3
2∑
m=0
2Anm
(n− 1)!X
2m+2
k . (3.13)
Since the sum above vanishes when Xk is an integer between 1 and (n− 3)/2, we
can use the substitution Xk → p to write the heat trace tr es∆ as
tr es∆ =
∞∑
k=0
Mnk e
−sλnk =
n−3
2∑
m=0
2Anm
(n− 1)!
∞∑
k=0
X2m+2k e
−s(X2k−(n−1)2/4)
=
n−3
2∑
m=0
2Anme
s(n−1)2/4
(n− 1)!
∞∑
p=1
p2m+2e−sp
2
=
n−3
2∑
m=0
Anm(−1)m+1es(n−1)2/4
(n− 1)! ϑ
(m+1)
1 (s). (3.14)
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Substituting the above into (3.2) and differentiating via Leibniz rule gives the
results. 
In the even dimensional case, for n ≥ 2, we have a similar formulation involving
derivatives of the Jacobi theta function of the second kind.
Theorem 3.2 (Sn, n ≥ 2 even). Take Φ(X) as in (3.1). Then the Maclaurin
spectral coefficients can be written as
b0[Φ] =
n−2
2∑
m=0
Bnm(−1)m
(n− 1)!
∫ ∞
0
f(s)ϑ
(m)
2 (s) dµ, (3.15)
where dµ = es(n−1)
2/4ds, and for l > 0 we have
b2l[Φ] =
n−2
2∑
m=0
l∑
j=1
j∑
i=0
Bnm(−1)j+mclj
(n− 1)!
(
j
i
)(
n− 1
2
)2i ∫ ∞
0
f(s)ϑ
(m+j−i)
2 (s) dµ.
(3.16)
where clj = c
l
j(a, b, c) are the hypergeometric coefficients as in (2.7) specialised to
the unit sphere with a, b, c as in Table 2, and the scalars Bnm as in (3.7).
Proof. This proof is similar to the proof of Theorem 3.1, so we skip some of the
details. Taking Xk = k+(n−1)/2, we can expressMnk in terms of the coefficients
Bnm from (3.7) (here we assume n ≥ 4 as for n = 2 we can easily arrive at (3.17)
below with B20 = 1 and without recourse to (3.7)) as
Mnk =
2Xk
(n− 1)!
n−2∏
j=1
(k + j) =
2Xk
(n− 1)!
n−2
2
− 1
2∏
j= 1
2
(X2k − j2)
=
n−2
2∑
m=0
2BnmXk
(n− 1)!X
2m
k . (3.17)
Hence the heat trace tr es∆ can be written as
tr es∆ =
∞∑
k=0
Mnk e
−sλnk =
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)!
∞∑
p= 1
2
2p2m+1e−sp
2
=
n−2
2∑
m=0
Bnm(−1)mes(n−1)2/4
(n− 1)! ϑ
(m)
2 (s). (3.18)
The result follows when we substitute this formulation of the heat trace into (3.2)
and differentiate. 
The polynomial Rl on the sphere, for l = 0, 1, 2. We now present explicit
values of b2l[e
s∆] = Rl(−d/ds)tr es∆ for Sn, for n = 2, 3, 4. We have R0(X) = 1,
R1(X) = −X/n, R2(X) = (2− 2n)/(n2+2n)X +3/(n2+2n)X2. As a result we
have:
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• S2: tr es∆ = ϑ2es/4, R1(−d/ds)tr es∆ = [ϑ′2/2 + ϑ2/8] es/4,
R2(−d/ds)tr es∆ = [3ϑ′′2 + 7/2ϑ′2 + 11/16ϑ2] es/4/8.
• S3: tr es∆ = −ϑ′1es/2, R1(−d/ds)tr es∆ = − [ϑ′′1 + ϑ′1] es/6,
R2(−d/ds)tr es∆ = − [ϑ′′′1 /10 + ϑ′′1/3 + 7/30ϑ′1] es.
• S4: tr es∆ = − [ϑ′2/6 + ϑ2/24] e9s/4,
R1(−d/ds)tr es∆ = − [ϑ′′2 + 5/2ϑ′2 + 9/16ϑ2] e9s/4/24,
R2(−d/ds)tr es∆ = − [ϑ′′′2 /3 + 9/4ϑ′′2 + 179/48ϑ′2 + 51/64ϑ2] e9s/4/16.
3.2. On the real projective space RPn. Before stating the results below we
introduce half series of the odd and even terms that make up the first and second
theta functions. Taking ϑ1,o(s) as the sum of the odd terms of ϑ1, and ϑ1,e(s) as
the sum of the even terms, we can write ϑ1o(s)+ϑ1,e(s) = ϑ1(s). We define these
explicitly as
ϑ1,o(s) =
∑
j∈Z
e−s(2j+1)
2
, ϑ1,e(s) =
∑
j∈Z
e−s(2j)
2
. (3.19)
Note that by a basic inspection we have ϑ1,e(s) = ϑ1(4s), ϑ1,o(s) = ϑ1(s)−ϑ1(4s).
Likewise for ϑ2, we define ϑ2,o(s) and ϑ2,e(s) so that ϑ2,o(s) + ϑ2,e(s) = ϑ2(s) as
ϑ2,o(s) =
∞∑
j=0
(4j + 1)e−s(2j+1/2)
2
, ϑ2,e(s) =
∞∑
j=0
(4j + 3)e−s(2j+3/2)
2
. (3.20)
Theorem 3.3 (RPn, n ≥ 3 odd). Take Φ(X) as in (3.1). Then the Maclaurin
spectral coefficients b2l[Φ] can be written as
b0[Φ] =
n−3
2∑
m=0
Anm(−1)m+1
(n− 1)!
∫ ∞
0
f(s)ϑ
(m+1)
1,? (s) dµ, (3.21)
where dµ = es(n−1)
2/4ds, and for l > 0 we have
b2l[Φ] =
n−3
2∑
m=0
l∑
j=1
j∑
i=0
Anm(−1)j+m+1clj
(n− 1)!
(
j
i
)(
n− 1
2
)2i ∫ ∞
0
f(s)ϑ
(m+1+j−i)
1,? (s) dµ,
(3.22)
where we take ϑ1,o when (n− 1)/2 is odd, and ϑ1,e when (n− 1)/2 is even. Here
clj = c
l
j(a, b, c) are the hypergeometric coefficients as in (2.7) specialised to the
real projective space with a, b, c as in Table 2, and the scalars Anm as in (3.6).
Proof. Taking Xk = 2k + (n − 1)/2, we can use (3.6) to express Mnk in terms of
the coefficients Anm,
Mnk =
2Xk
(n− 1)!
n−2∏
j=1
(2k + j) =
2
(n− 1)!
n−3
2∏
j=0
(
X2k − j2
)
=
n−3
2∑
m=0
2Anm
(n− 1)!X
2m+2
k . (3.23)
OPERATORS OF LAPLACE TRANSFORM TYPE 13
This lets us write the heat trace as
tr es∆ =
∞∑
k=0
Mnk e
−sλnk =
n−3
2∑
m=0
2Anme
s(n−1)2/4
(n− 1)!
∞∑
k=0
X2m+2k e
−sX2k
=
n−3
2∑
m=0
2Anme
s(n−1)2/4(−1)m+1
(n− 1)!
dm+1
dsm+1
∞∑
k=0
e−sX
2
k . (3.24)
Here we note that Xk takes odd integer values when (n − 1)/2 is odd, and even
integer values when (n− 1)/2 is even. With this in mind we can consider both of
these cases separately, and referring to (3.19) we have the following formulations.
(i) When (n− 1)/2 is odd, we substitute Xk → 2j + 1 and extend the sums so
they run over Z by noting that (3.23) gives that Mnk vanishes when Xk is a
integer between 0 and (n− 3)/2.
tr es∆ =
n−3
2∑
m=0
2Anme
s(n−1)2/4(−1)m+1
(n− 1)!
dm+1
dsm+1
∞∑
j=n−3
4
e−s(2j+1)
2
=
n−3
2∑
m=0
Anme
s(n−1)2/4(−1)m+1
(n− 1)!
dm+1
dsm+1
∑
j∈Z
e−s(2j+1)
2
=
n−3
2∑
m=0
Anme
s(n−1)2/4(−1)m+1
(n− 1)! ϑ
(m+1)
1,o (s). (3.25)
(ii) When (n − 1)/2 is even, we use the substitution Xk = 2j and extend the
sums as above to write
tr es∆ =
n−3
2∑
m=0
2Anme
s(n−1)2/4(−1)m+1
(n− 1)!
dm+1
dsm+1
∞∑
j=n−1
4
e−s(2j)
2
=
n−3
2∑
m=0
Anme
s(n−1)2/4(−1)m+1
(n− 1)! ϑ
(m+1)
1,e (s). (3.26)
The result follows when we substitute these formulations of the heat trace into
(3.2) and differentiate appropriately. 
Theorem 3.4 (RPn, n ≥ 2 even). Take Φ(X) as in (3.1). Then the Maclaurin
spectral coefficients can be written as
b0[Φ] =
n−2
2∑
m=0
Bnm
(n− 1)!
∫ ∞
0
f(s)ϑ
(m)
2,? (s) dµ, (3.27)
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where dµ = es(n−1)
2/4ds, and for l > 0 we have
b2l[Φ] =
n−2
2∑
m=0
l∑
j=1
j∑
i=0
Bnm(−1)j+mclj
(n− 1)!
(
j
i
)(
n− 1
2
)2i ∫ ∞
0
f(s)ϑ
(m+j−i)
2,? (s) dµ.
(3.28)
where we take ϑ2,o for n/2 odd, and ϑ2,e for n/2 even. Here c
l
j = c
l
j(a, b, c) are
the hypergeometric coefficients as in (2.7) specialised to the real projective space
with a, b, c as in Table 2, and the scalars Bnm as in (3.7).
Proof. As before we begin by writing the multiplicity function in terms of a
polynomial. We set Xk = 2k + (n− 1)/2 and for n ≥ 4 write
Mnk =
2Xk
(n− 1)!
n−2∏
j=1
(2k + j) =
2Xk
(n− 1)!
n−2
2
− 1
2∏
j= 1
2
(
X2k − j2
)
=
2Xk
(n− 1)!
n−2
2
− 1
2∏
j= 1
2
(
X2k − j2
)
=
n−2
2∑
m=0
2Bnm
(n− 1)!X
2m+1
k , (3.29)
(note that the last equation remains true for n = 2). Next substituting for Mnk
tr es∆ =
∞∑
k=0
Mnk e
−sλnk =
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)!
∞∑
k=0
2Xk(Xk)
2me−s(Xk)
2
=
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)!
∞∑
k=0
dm
dsm
2Xke
−s(Xk)2 . (3.30)
Here the sequence 2Xk for k = 0, 1, 2, . . . takes values 4j+1 for j = 0, 1, . . . when
n/2 is odd, and takes values 4j + 1 when n/2 is even.
(i) When n/2 is odd, we substitute Xk → 2j + 1/2. We then extend the
sums to j = 0 by noting the sum in (3.29) vanishes for Xk = 1/2, 3/2, . . . ,
(n− 2)/2− 1/2.
tr es∆ =
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)!
∞∑
j=n−2
4
dm
dsm
(4j + 1)e−s(2j+1/2)
2
=
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)!
∞∑
j=0
dm
dsm
(4j + 1)e−s(2j+1/2)
2
=
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)! ϑ
(m)
2,o (s). (3.31)
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(ii) When (n− 1)/2 is even, we use the substitution Xk = 2j + 3/2 and extend
the sums as above to write
tr es∆ =
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)!
∞∑
j=n−4
4
dm
dsm
(4j + 3)e−s(2j+3/2)
2
=
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)!
∞∑
j=0
dm
dsm
(4j + 3)e−s(2j+3/2)
2
=
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)! ϑ
(m)
2,e (s). (3.32)
The heat trace formula can then be written as
tr es∆ =
n−2
2∑
m=0
Bnme
s(n−1)2/4
(n− 1)! ϑ
(m)
2,? (s), (3.33)
where we take ϑ2,o when n/2 is odd, and ϑ2,e when n/2 is even. Substituting
(3.33) into (3.2) and differentiating gives the result. 
3.3. On the complex projective space CPn. On CPn for n odd, we see that
the theta function ϑ2 naturally arises in the Maclaurin coefficients, and for n even
we similarly see ϑ3. This is in contrast to the earlier cases of Sn and RPn, where
we saw ϑ1 and ϑ2 instead.
Theorem 3.5 (CPn, n ≥ 3 odd). Let the function Φ(X) be of Laplace transform
type as in (3.1). Then the Maclaurin coefficients b2l[Φ] in odd dimensions n ≥ 3
are given explicitly by
b0[Φ] =
n−1∑
m=0
Cnm(−1)m
n!(n− 1)!
∫ ∞
0
ϑ
(m)
2 (s)f(s) dµ, (3.34)
where dµ = dµ(s) = esn
2/4ds, and for l > 0
b2l[Φ] =
n−1∑
m=0
l∑
j=1
j∑
i=0
Cnm(−1)j+mclj
n!(n− 1)!
(
j
i
)(n
2
)2i ∫ ∞
0
f(s)ϑ
(m+j−i)
2 (s) dµ, (3.35)
where the coefficients clj = c
l
j(a, b, c) are the hypergeometric coefficients as in (2.7)
specialised to the complex projective space with a, b, c as in Table 2, and Cnm are
the scalars defined in (3.8).
Proof. Defining Xk = k + n/2, we can write the multiplicity function M
n
k of the
eigenvalues of the Laplacian on CPn as
Mnk =
2k + n
n
[
Γ(k + n)
Γ(n)k!
]2
=
2Xk
n!(n− 1)!
n−1∏
j=1
(k + j)2. (3.36)
We can write the product above in terms of Xk by noting pairs of terms of the
form (k+ j) for j = 1, 2, . . . , n− 1 can be multiplied together to get terms of the
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form (X2k − j2) for j = 1/2, 3/2, . . . ...(n − 2)/2. Applying (3.8), this leaves us
with
Mnk =
2Xk
n!(n− 1)!
n−3
2
+ 1
2∏
j= 1
2
(X2k − j2)2 =
2Xk
n!(n− 1)!
n−1∑
m=0
CnmX
2m
k , (3.37)
Hence we can write the heat trace tr es∆ as
tr es∆ =
∞∑
k=0
Mnk e
−sλnk =
n−1∑
m=0
2Cnm
n!(n− 1)!
∞∑
k=0
X2m+1k e
−s(X2k−n2/4)
=
n−1∑
m=0
Cnm(−1)mesn2/4
n!(n− 1)!
∞∑
j=0
(2j + 1)
dm
dsm
[
e−s(j+1/2)
2
]
=
n−1∑
m=0
Cnm(−1)mesn2/4
n!(n− 1)! ϑ
(m)
2 (s). (3.38)
Here we have noted that (3.37) implies that the multiplicity vanishes when Xk
is 1/2, 3/2, . . . , (n − 3)/2 + 1/2. This lets us extend the sum in the third step
above. Differentiating via Leibniz rule and substituting the result into (3.1) gives
the solution. 
Theorem 3.6 (CPn, n ≥ 2 even). Take Φ(X) as in (3.1). Then for even n ≥ 2,
the Maclaurin coefficients b2l[Φ] can be expressed as
b0[Φ] =
n−2∑
m=0
(−1)m+1Dnm
n!(n− 1)!
∫ ∞
0
ϑ
(m+1)
3 (s)f(s) dµ, (3.39)
where dµ = dµ(s) = esn
2/4ds and for l > 0,
b2l[Φ] =
n−2∑
m=0
l∑
j=1
j∑
i=0
Dnm(−1)j+m+1clj
n!(n− 1)!
(
j
i
)(n
2
)2i ∫ ∞
0
f(s)ϑ
(m+j−i+1)
3 (s) dµ,
(3.40)
where the coefficients clj = c
l
j(a, b, c) are the hypergeometric coefficients as in (2.7)
specialised to the complex projective space with a, b, c as in Table 2, and Dnm are
the scalars defined in (3.9).
Proof. Taking Xk = k+n/2 as in the proof of the previous theorem, we can then
write the multiplicity as
Mnk =
2k + n
n!(n− 1)!
[
Γ(k + n)
k!
]2
=
2Xk
n!(n− 1)!
n−1∏
j=1
(k + j)2
=
2X3k
n!(n− 1)!
n−2
2∏
j=1
(X2k − j2)2. (3.41)
In the last equality we have noted that each (k + j) from the product over j =
0, . . . , n−1 can be written as (Xk± j) for j = 1, . . . , (n−2)/2. Factoring out the
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j = 0 terms and taking the product of (Xk − j) with (Xk + j) gives the required
result. Now applying (3.9) gives
Mnk =
2X3k
n!(n− 1)!
n−2∑
m=0
DnmX
2m
k , (3.42)
Inserting this formulation into the heat trace, and using that the above sum
vanishes for Xk an integer between 1 and (n−2)/2, we can apply the substitution
Xk → p to write
tr es∆ =
∞∑
k=0
Mnk e
−sλnk =
n−2∑
m=0
2Dnm
n!(n− 1)!
∞∑
p=1
p2m+3e−s(p
2−n2/4)
=
n−2∑
m=0
Dnme
s(n/4)2
n!(n− 1)! (−1)
m+1ϑ
(m+1)
3 (s). (3.43)
The result follows after differentiating this via Leibniz rule. 
The polynomial Rl on the CPn, for l = 0, 1, 2. We now present explicit values
of b2l[e
s∆] = Rl(−d/ds)tr es∆ on CPn, for n = 1, 2, 3, 4. We have R0(X) = 1,
R1(X) = −X/2n, R2(X) = −X/4n+ 3/(4n(n+ 1))X2. As a result we have:
• CP1: Θ(s) = tr es∆ = ϑ2es/4, R1(−d/ds)Θ(s) = [ϑ′2/2 + ϑ2/8] es/4,
R2(−d/ds)Θ(s) = [3ϑ′′2 + 7/2ϑ′2 + 11/16ϑ2] es/4/8.
• CP2: Θ(s) = tr es∆ = −ϑ′3es/4/2, R1(−d/ds)Θ(s) = − [ϑ′′3 + ϑ′3] es/8,
R2(−d/ds)Θ(s) = − [ϑ′′′3 + 3ϑ′′3 + 2ϑ′3] es/16.
• CP3: Θ(s) = tr es∆ = [ϑ′′2/4 + ϑ′2/8 + ϑ2/64] e9s/4/3,
R1(−d/ds)Θ(s) = [ϑ′′′2 + 11/4ϑ′′2 + 19/16ϑ′2 + 9/64ϑ2] e9s/4/72,
R2(−d/ds)Θ = [ϑ′′′′2 +19/3ϑ′′′2 +265/24ϑ′′2+211/48ϑ′2+129/256ϑ2]e9s/4/192.
• CP4: Θ(s) = tr es∆ = − [ϑ′′′3 + 2ϑ′′3 + ϑ′3] e4s/144,
R1(−d/ds)Θ(s) = − [ϑ′′′′3 /9 + 2/3ϑ′′′3 + ϑ′′3 + 4/9ϑ′3] e4s/128,
R2(−d/ds)Θ(s) = −
[
3ϑ
(5)
3 + 35ϑ
′′′′
3 + 129ϑ
′′′
3 + 165ϑ
′′
3 + 68ϑ
′
3
]
e4s/11520.
3.4. On the quaternionic projective space HPn. Before the statement of
the theorem below we require the introduction of some notation. We define the
scalars Enm as the coefficients of X
2m in the polynomial below.
n− 1
2∏
j= 1
2
(X2 − j2)
n− 3
2∏
j= 1
2
(X2 − j2) =
2n−1∑
m=0
EnmX
2m. (3.44)
Note the clear relation to the scalars Bnm defined in (3.7). Indeed, we can write
2n−1∑
m=0
EnmX
2m =
n∑
m=0
B2n+2m X
2m
k
n−1∑
m=0
B2nmX
2m
k . (3.45)
For the first few coefficients we have E20 = −9/64, E21 = 19/16, E22 = −11/4,
E23 = 1. Below we also set E
1
0 = −1/4, E11 = 1.
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Theorem 3.7 (n ≥ 1, HPn). Take Φ(X) to be a function of Laplace transform
type as in (3.1). Then the Maclaurin spectral coefficients b2l[Φ] are given by
b0[Φ] =
2n−1∑
m=0
(−1)mEnm
(2n− 1)!(2n+ 1)!
∫ ∞
0
f(s)ϑ
(m)
2 (s) dµ, (3.46)
where dµ = dµ(s) = es(2n+1)
2/4ds, and for l > 0 we have
b2l[Φ] =
2n−1∑
m=0
l∑
j=1
j∑
i=0
(−1)m+jEnmclj
(2n− 1)!(2n+ 1)!
(
j
i
)(
2n+ 1
2
)2i ∫ ∞
0
f(s)ϑ
(m+j−i)
2 (s) dµ
(3.47)
where the coefficients clj = c
l
j(a, b, c) are the hypergeometric coefficients as in (2.7)
specialised to the quaternionic projective space with a, b, c as in Table 2, and Enm
are the scalars defined in (3.44).
Proof. Setting Xk = k + n+ 1/2, we can write the multiplicity function M
n
k as
Mnk =
(2k + 2n+ 1)(k + 2n)
(2n)(2n+ 1)(k + 1)
(
Γ(k + 2n)
k!Γ(2n)
)2
=
2Xk(k + 2n)
(2n− 1)!(2n+ 1)!(k + 1)
2n−1∏
j=1
(k + j)2
=
2Xk
(2n− 1)!(2n+ 1)!
n− 1
2∏
j= 1
2
(X2k − j2)
n− 3
2∏
j= 1
2
(X2k − j2)
=
2Xk
(2n− 1)!(2n+ 1)!
2n−1∑
m=0
EnmX
2m (3.48)
Hence we can write the heat trace as
tr es∆ =
∞∑
k=0
Mnk e
−sλnk =
2n−1∑
m=0
2Enme
s(2n−1)2/4
(2n− 1)!(2n+ 1)!
∞∑
k=0
X2m+1k e
−sX2k
=
2n−1∑
m=0
(−1)mEnmes(2n−1)2/4
(2n− 1)!(2n+ 1)!
dm
dsm
∞∑
k=0
2Xke
−sX2k . (3.49)
Here we can use the substitution Xk → p, and the extend the sum to zero by
noting that (3.48) shows that the multiplicity vanishes whenXk−1/2 is an integer
between 0 and n− 1.
tr es∆ =
2n−1∑
m=0
(−1)mEnmes(2n+1)2/4
(2n− 1)!(2n+ 1)!
dm
dsm
∞∑
p=n+ 1
2
2pe−sp
2
=
2n−1∑
m=0
(−1)mEnmes(2n+1)2/4
(2n− 1)!(2n+ 1)! ϑ
(m)
2 (s). (3.50)
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Substituting this formulation of the trace into (3.2) and differentiating via Leibniz
rule gives the result. 
The polynomial Rl on the HPn, for l = 0, 1, 2. We now present explicit values
of Rl(−d/ds)tr es∆ on HPn, for n = 1, 2. We have R0(X) = 1, R1(X) = −X/4n,
R2(X) = −(n+ 2)/(8n2 − 4n)X + 3/(162 + 8n)X2. As a result we can write:
• HP1: Θ(s) = tr es∆ = − [ϑ′2 + ϑ2/4] e9s/4/6,
R1(−d/ds)Θ(s) = − [ϑ′′2 + 5/2ϑ′2 + 9/16ϑ2] e9s/4/24,
R2(−d/ds)Θ(s) = − [ϑ′′′2 /3 + 9/4ϑ′′2 + 179/48ϑ′2 + 51/64ϑ2] e9s/4/16.
• HP2: Θ(s) = tr es∆ = − [ϑ′′′2 + 11/4ϑ′′2 + 19/16ϑ′2 + 9/64ϑ2] e25s/4/720,
R1(−d/ds)Θ(s) = −[16ϑ′′′′2 +144ϑ′′′2 +294ϑ′′2+121ϑ′2+225/16ϑ2]e25s/4/92160,
R2(−d/ds)Θ(s) = −[3072ϑ(5)2 +55040ϑ′′′′2 +302976ϑ′′′2 +526560ϑ′′2+209852ϑ′2
+ 24075ϑ2]e
25s/4/58982400.
Remark 3.8. As a result of the well-known identificationsHP1 ∼= S4 and CP1 ∼= S2
we have all the corresponding quantities calculated above agreeing in these special
cases respectively.
4. Further extension to generalised hypergeometric functions
The hypergeometric function 2F1 = F (a, b; c; z) encountered earlier in the paper
is a special case of the generalised hypergeometric function pFq(z) = pFq(a;b; z),
where a = (a1, . . . , ap), b = (b1, . . . , bq) with a1, . . . ap, b1, . . . , bq ∈ C and none of
the parameters b1, . . . , bq being non-positive integers (see [3, 16, 17]). As a matter
of fact here the generalised hypergeometric function is formally defined by the
power series
pFq(a;b; z) =
∞∑
k=0
(a1)k(a2)k . . . (ap)k
(b1)k(b2)k . . . (bq)k
zk
k!
. (4.1)
If any of a1, . . . , ap is a non-positive integer then the series (4.1) terminates
and represents a polynomial in z (of degree −al where al is the largest of the non
positive integers in the list) and so the series converges for all z. For the remaining
cases we have the following convergence criteria, depending on the relative values
of p and q.
• If p > q + 1 the series diverges everywhere except z = 0.
• If p < q + 1 the series converges for all z and so pFq is an entire function.
• If p = q + 1 (as with 2F1(z)) the series converges for |z| < 1 and diverges
for |z| > 1. The series may converge or diverge at points on the unit circle
and depending on the parameters a and b various convergence criteria are
available. Note that in this case the series admits an analytic continuation
along any path avoiding its branch point z = 1 to the exterior of the unit
disk.
Defining the operator ϑ = zd/dz, the generalised hypergeometric function w =
pFq(a;b; z) satisfies a differential equation of order max(p, q + 1), given by,
(ϑ (ϑ+ b1 − 1) . . . (ϑ+ bq − 1)− z (ϑ+ a1) . . . (ϑ+ ap))w = 0. (4.2)
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It is interesting however to point out that for certain values of p and q one can
give explicit examples of differential equations of lower order than expected that
can be satisfied by the generalised hypergeometric function (see, e.g., [22]).
It is straightforward to derive generalisations of the differential identities stated
in Appendix A for 2F1(a, b; c; z) in this context. Indeed, here, the counterpart of
(A.4) takes the form
dm
dzm
pFq(a;b; z) =
∏p
i=1(ai)m∏q
j=1(bj)m
∞∑
k=0
(a1 +m)k(a2 +m)k . . . (ap +m)k
(b1 +m)k(b2 +m)k . . . (bq +m)k
zk
k!
=
∏p
i=1(ai)m∏q
j=1(bj)m
pFq(a+m;b+m; z), (4.3)
where a+m denotes (a1+m, . . . , ap+m) and b+m denotes (b1+m, . . . , bp+m).
The statement and formulation of Lemma 2.1 now naturally involves a product
of p Pochhammer symbols, and as such can be written as
(a1)j(a2)j . . . (ap)j =
j−1∏
k=0
p∏
i=1
(ai + k) =
j∑
l=1
dl,j(a)
[
p∏
i=1
ai
]l
. (4.4)
In this case the scalars dl,j(a) are the coefficients of the ‘eigenvalue’
∏p
i=1 ai in
the above polynomial. With the operator LP = Pd(d/dθ) as in (1.5), we can then
state the following theorem.
Theorem 4.1. Let LP be the differential operator as defined in (1.5). Then for
a = (a1, . . . , ap) and b = (b1, . . . , bq), with each bj not a non-positive integer, the
generalised hypergeometric function pFq(a;b; z) satisfies the differential identity
LP [pFq]
(
a;b;
1− cos θ
2
) ∣∣∣∣∣
θ=0
= p0 +
bd/2c∑
m=1
p2m
m∑
j=1
cmj (a,b)
[
−
p∏
i=1
ai
]j
, (4.5)
where the scalars cmj (a,b), called the generalised hypergeometric coefficients, are
explicitly given by the formula (with 1 ≤ j ≤ m)
cmj (a,b) = (−1)j
m∑
i=j
bmi dj,i
(−2)i∏i−1k=0∏ql=1(bl + k) . (4.6)
Furthermore the set of scalars bmi and dj,i = dj,i(a) are defined by (B.6) and (4.4)
respectively.
Appendix A. The hypergeometric function 2F1(z) = F (a, b; c; z)
The hypergeometric function F = 2F1(z) is defined in the unit disk – its circle
of convergence – by the power series
F (a, b; c; z) =
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
, (A.1)
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with the parameters a, b, c ∈ C and c not a non-positive integer, that is, c 6=
0,−1,−2, · · · . Here (a)m denotes the Pochhammer symbol (or the rising factorial)
defined by (a)0 = 1 and for m ≥ 1 by
(a)m = a(a+ 1) . . . (a+m− 1) = Γ(a+m)
Γ(a)
, (A.2)
where the second equality assumes that a is not a non-positive integer. Note that
from (A.1) we have the point-wise identity F (a, b; c; 0) = 1 that was used earlier
in Section 2. The hypergeometric function satisfies the differential identity
d
dz
F (a, b; c; z) =
ab
c
F (a+ 1, b+ 1; c+ 1; z), (A.3)
from which one obtains upon a straightforward iteration and for m ≥ 1:
dm
dzm
F (a, b; c; z) =
(a)m(b)m
(c)m
F (a+m, b+m; c+m; z). (A.4)
The hypergeometric function is a solution to the hypergeometric differential
equation
z(1− z)d
2w
dz2
+ (c− (a+ b+ 1) z) dw
dz
− abw = 0. (A.5)
This equation can be obtained by a suitable change of variables from any second-
order ordinary differential equation with at most three regular singular points.
The change of variables z = (1− t)/2 and the choice of parameters a = −k, b =
α+β+k+1 and c = α+1 transforms (A.5) into the well-known Jacobi differential
equation,
(1− t2)d
2w
dt2
+ (β − α− (α+ β + 2)t)dw
dt
+ k(α+ β + k + 1)w = 0. (A.6)
The Jacobi polynomial w = P(α,β)k (t) encountered before constitutes a solution
to this equation and as such is a special case of the hypergeometric function.
Appendix B. The Bell polynomial Bm,j and Faa` di Bruno’s formula
To prove the main theorem of Section 2 we make use of Faa` di Bruno’s formula,
a generalised chain rule, in order to write derivatives of F (a, b; c; z) in terms of
(incomplete) Bell polynomials Bm,j(x) (see [2] pp. 204-207 and [9]). These are
defined for x = (x1, . . . , xm−j+1) as
Bm,j(x) =
∑ m!
k1!k2! . . . km−j+1!
m−j+1∏
i=1
(xi
i!
)ki
(B.1)
where the sum is taken over all sequences of non-negative integers k1, . . . , km−j+1
such that
k1 + · · ·+ km−j+1 = j, and k1 + 2k2 + · · ·+ (m− j + 1)km−j−1 = m. (B.2)
For smooth functions f, g, Faa` di Bruno’s formula then asserts that
dm
dxm
f(g(x)) =
m∑
j=1
f (j)(g(x)) · Bm,j
(
g′(x), g′′(x), . . . , g(m−j+1)(x)
)
. (B.3)
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Setting g(x) = cosx in Faa` di Bruno’s formula and evaluating at x = 0 results
in the special case
d2m
dx2m
f (cosx)
∣∣∣∣∣
x=0
=
{
m∑
j=1
bmj
dj
dtj
f(t)
}∣∣∣∣∣
t=1
, (B.4)
where the coefficients
bmj = B2m,j (− sin x,− cosx, sin x, . . . )
∣∣∣
x=0
(B.5)
satisfy the recursive formula, for m, j > 0 integers
bmj =

(−1)m if j = 1
− (j2bm−1j + (2j − 1)bm−1j−1 ) if j < m+ 1
0 if j > m.
(B.6)
Here we have taken advantage of the fact that B2l,j(0, x2, x3, . . . , xm−j+1) = 0 for
all j ≥ l + 1 > 0. This can be seen by setting j ≥ l + 1, k1 = 0, and taking
non-negative integers 0 = k1, . . . , k2l−j+1 which satisfy (B.2) with m = 2l. Then
clearly
∑2l−j+1
i=2 ki = j, but the second condition in (B.2) gives
2l−j+1∑
i=2
iki =
2l−j+1∑
i=2
(i− 2)ki + 2
2l−j+1∑
i=2
ki ≥ 2(l + 1) > 2l, (B.7)
which is a contradiction. So we must have k1 6= 0, and hence the terms of B2l,j
depend on k1.
Appendix C. Asymptotics of Jacobi theta functions ϑ1, ϑ2, ϑ3 and
their derivatives
Here we present asymptotic data for the theta functions and their derivatives
introduced and explored in Section 3 for s > 0 and as s↘ 0. For further details
see [11, 24] and [4]. Indeed starting from ϑ1 we have
ϑ1(s) =
√
pi/s+O(e−1/s), (C.1)
ϑ
(m)
1 (s) = (−1)mΓ(m+ 1/2)s−m−1/2 +O(e−1/s). (C.2)
For ϑ2 and ϑ3, we use the well-known Bernoulli numbers B2j [4, 11, 24] to write
ϑ2(s) ∼ 1
s
+
∞∑
j=0
sj
j!
(−1)j
j + 1
(
1− 2−2j−1)B2j+2, (C.3)
ϑ
(m)
2 (s) ∼
(−1)mm!
sm+1
+
∞∑
j=m
sj−m
(j −m)!
(−1)j
j + 1
(
1− 2−2j−1)B2j+2 (C.4)
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and in a similar way
ϑ3(s) ∼ 1
s
+
∞∑
j=0
sj
j!
(−1)j
j + 1
B2j+2, (C.5)
ϑ
(m)
3 (s) ∼
(−1)mm!
sm+1
+
∞∑
j=m
sj−m
(j −m)!
(−1)j
j + 1
B2j+2. (C.6)
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