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Resumen
Esta tesis estudia la solución al problema de Behrens-Fisher(BF) en el caso del ANOVA
de un factor utilizando cuatro estadísticos de prueba propuestos por Welch(1951), Krish-
namoorthy, Lu y Mathew (2007), Wald (1935) y Fujikoshi(2000). Esto se hace mediante
un análisis teórico y un estudio de simulación donde se estiman y comparan el tamaño
nominal y la potencia de los cuatro estadísticos de prueba. También se realiza una aplica-
ción de estos cuatros estadísticos a un conjunto de datos de expresiones de unas proteínas
llamadas interleuquinas medidas en 38 pacientes, 20 colombianos y 18 americanos, cla-
sificados por diferentes tipos de Toxoplasmosis.
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Capítulo 1
Introducción
1.1. Planteamiento del problema
El problema de Behrens-Fisher se presenta al comparar las medias o vectores medios
de varias poblaciones normales sin asumir la igualdad de las varianzas o matrices de
covarianza de las poblaciones normales. Este problema ha llamado la atención desde hace
décadas, ya que los procedimientos clásicos tales como la prueba t, la prueba F , o el
estadístico T 2 de Hotelling pueden fallar, especialmente bajo el contexto del ANOVA de
un factor.
En particular, en aquellas investigaciones donde se utiliza el ANOVA de un factor,
es decir, el modelo estadístico llamado Análisis de Varianza, en la que se comparan dos
o más medias pertenecientes a unos grupos generados de un proceso de diseño experi-
mental completamente aleatorizado, se suele dar por hecho la presencia o satisfacción de
los supuestos de normalidad y no heterocedasticidad de los residuales. Sin embargo, en
muchas situaciones no se satisfacen dichos supuestos.
El problema de Berhens-Fisher va mas allá de la presencia de heterocedasticidad en
la comparación de dos o más medias. Se trata puntualmente del desconocimiento de la
varianza de cada uno de los grupos.
13
14 CAPÍTULO 1. INTRODUCCIÓN
Varias soluciones aproximadas han sido propuestas, como la prueba de Welch (1951),
la prueba de segundo orden de James (1954), la prueba F generalizada de Weerahandi
(1995), la prueba Bootstrap Paramétrica (PB) de Krishanamoorthy, Lu y Mathew (2007),
entre otras.
Esta tesis es de aplicabilidad en la enseñanza de los cursos de diseño de experimentos
a nivel universitario, por ejemplo, en programas de Estadística, Biología, Química, Medi-
cina, Agronomía, entre otros, donde la investigación de base es de tipo experimental.
En este trabajo se analizará el problema de Behrens-Fisher por medio de simulaciones
y aplicaciones de datos reales, comparando dichos resultados con las existentes soluciones
aproximadas al problema de Behrens-Fisher.
1.2. Justificación
En el diseño experimental de un factor (o más), es natural que la variable respuesta se
separe en dos o más grupos dependiendo de los niveles del factor, y cuyo objetivo del aná-
lisis es hacer la comparación estadística de las medias de dichos grupos, específicamente
se trata de contrastar la hipótesis nula de igualdad de medias de los distintos niveles del
factor. Cuando en este proceso se detecta que no se sabe nada sobre las varianzas pobla-
cionales de donde proceden los datos de cada uno de los grupos, se está bajo el problema
de Behrens-Fisher. Adicionalmente, el supuesto del Análisis de Varianza de igualdad de
varianza no se satisface.
1.3. Objetivo General
Comparar cuatro estadísticos de prueba para el problema de Behrens-Fisher en el
contexto del modelo ANOVA heterecedástico de un factor.
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1.4. Objetivos Específicos
Mostrar casos específicos donde no se satisface el supuesto de homocedasticidad
en el Análisis de Varianza de un factor.
Describir cuatro estadísticos de prueba para el problema de Behrens-Fisher en el
contexto del modelo ANOVA heterecedástico de un factor propuestos porWelch(1951),
Krishnamoorthy, Lu y Mathew (2007), Wald (1935) y Fujikoshi(2000).
Mostrar un estudio de simulación en el cual se estiman el tamaño nominal y la
potencia de los 4 estadísticos de prueba.
Implementar un código computacional y una aplicación donde se ilustra el proble-
ma de Behrens-Fisher en el caso del ANOVA de un factor.
1.5. Metodología
El trabajo se inicia con una revisión bibliográfica que busca reconocer los aportes de
otros autores alrededor del tema planteado. Ésta utiliza las bases de datos de textos es-
pecializados que ofrecen algunas páginas de Internet, como también artículos de revistas
indexadas en el área de matemática y estadística.
Luego se describe en detalle el Análisis de varianza de un factor y particularmente
el problema de la heterocedasticidad. Seguidamente es necesario plantear el problema de
Behrens-Fisher en su componente histórico y analítico, mostrando las diferentes aproxi-
maciones que se han desarrollado para su solución.
El componente principal de este trabajo será la solución del problema de Behrens-
Fisher en el caso específico del ANOVA de un factor, utilizando cuatro estadísticos de
prueba. Esto se hace mediante un análisis teórico y un estudio de simulación donde se
estiman y comparan el tamaño nominal y la potencia de los cuatro estadísticos de prueba.
Los programas computacionales se hacen en R.
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1.6. Organización de la tesis
Este documento está organizado en la siguiente forma: En el Capítulo 2 se presen-
tan algunos conceptos de fundamentación teórica y se presenta en detalles el ANOVA de
un factor y la distribución exacta del estadístico de prueba bajo supuestos de normalidad
y homocedasticidad. En el Capítulo 3 se presenta el problema de Behrens-Fisher en su
componente histórico y analítico y se presentan cuatro estadísticos de prueba para el pro-
blema de Behrens-Fisher en el contexto del modelo ANOVA heterecedástico de un factor.
En el Capítulo 4 se presenta un estudio de simulación en el cual se estiman el tamaño y
la potencia de los estadísticos de prueba descritos en el Capítulo 3. En el Capítulo 5 se
hace una aplicación a un conjunto de datos reales en la cual se comparan la expresiones
de unas proteínas llamadas interleuquinas, medidas en 38 pacientes, 20 colombianos y




En este capítulo se introducen algunos conceptos de fundamentación teórica para el
conocimiento del comportamiento distribucional de los estadísticos de prueba discutidos
en la solución del problema de Behrens-Fisher.
Sea Y = (Y1; :::; Yp)0 un vector aleatorio definido sobre el espacio de probabilidad
(
;F ;P),Y tiene distribución absolutamente continua y función de densidad fY(y1; :::; yp),
si fY verifica




fY(y1; :::; yp)dy1:::dyp = 1.
Conocida fY(y1; :::; yp) se puede encontrar la función de densidad marginal de cada




fY(y1; :::; yj; :::; yp)dy1:::dyj 1dyj+1:::dyp:
Además de la distribución conjunta del vector aleatorio Y, se define el vector de medias
 como
 = (E(Y1); :::; E(Yp))
0;
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donde E(Yj) es la esperanza de la variable marginal Yj , y la matriz de varianzas y cova-
rianzas  = (ij), siendo ij = cov(Yi; Yj), ii = var(Yi). Teniendo en cuenta que el
j-ésimo elemento de la matriz (Y )(Y )0, de orden pp, es del tipo (Yi i)(Yj j)
y que cov(Yi; Yj) = E(Yi   i)(Yj   j), la matriz de varianzas y covarianzas  = (ij)
es definida como
 = E[(Y  )(Y  )0]:
2.1. Algunas distribuciones continuas paramétricas
A continuación se definen cinco distribuciones continuas de gran utilidad en la esta-
dística paramétrica, especialmente porque a partir de ellas se construyen algunas distribu-
ciones de muestreo en el contexto de las pruebas de hipótesis.
2.1.1. Distribución Normal univariada
Una variable aleatoria Y , con E(Y ) =  y V ar(Y ) = 2, está normalmente distri-







2=22 ;  1 < y <1: (2.1)
En este caso, se dice que Y se distribuye N(; 2) y se denota Y  N(; 2).
2.1.2. Distribución Normal multivariada
El vector aleatorio Y = (Y1; :::; Yp)0, tiene una distribución normal multivariada, con
vector de medias  y matriz de varianzas y covarianza , si su función de densidad está
dada por







donde p es el número de variables del vectorY. En este caso se dice queY está distribui-
do como Np(;) y se denotaY  Np(;).
Note que el término (y   )2=2 = (y   )(2) 1(y   ) en el exponente de la
función de densidad normal univariada (2.1) mide el cuadrado de la distancia de y hasta 
en unidades de desviación estándar. De igual manera, el término (Y )0 1(Y ) en
el exponente de la función de densidad normal multivariante (2.2) representa el cuadrado
de la distancia generalizada deY hasta , o la distancia
2 = (Y   )0 1(Y   ) (2.3)
El término, jj1=2 en (2.2) es el análogo de p2 en (2.1).
A continuación se definen algunas distribuciones derivadas de la distribución normal.
2.1.3. Distribución Chi-cuadrado
Sean Y1; Y2; :::; Yk, k variables aleatorias normales independientes de media 0 y va-
rianza 1, la variable definida como
X = Y 21 + Y
2






tiene una distribución chi-cuadrado con k grados de libertad, y se denota comoX  2(k).











x; si x > 0;
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y fX(x) = 0 si x  0. Los grados de libertad corresponden al número de variables
aleatorias independientes en la sumaX = Y 21 + :::+Y
2
k . Se puede notar que la función de
densidad chi-cuadrado es un caso particular de la función de densidad Gamma dada por
fX(x; r; ) =

 (r)
(x)r 1e x; x > 0;
con parámetros r = k=2 y  = 1=2:
Si una variable aleatoria X tiene una distribución chi-cuadrado, entonces el valor es-






















; t < 1=2:
2.1.4. Distribución t de Student
Sea Z una variable aleatoria N(0; 1) y U una variable aleatoria con distribución 2(k),





tiene una distribución t con k grados de libertad. La notación usada es T  t(k) y su
función de densidad está dada por











;  1 < t <1:
2.1.5. Distribución F
SiW1 yW2 son dos variables aleatorias independientes cada una con distribución chi-





tiene una función de distribución F de Snedecor conm y n grados de libertad, y se repre-
senta como:W  F(m;n).










; w > 0;







m(n  2)2(n  4) :
En adelante, cuando se refiere a una sucesión de variables aleatorias (o de vectores
aleatorios) se está refiriendo a la sucesión fXngn1 de variables aleatorias, todas defini-
das en un mismo espacio de probabilidad (
;F ;P). Un problema de interés en teoría
asintótica es la convergencia en distribución de una sucesión de variables o vectores alea-
torios.
22 CAPÍTULO 2. GENERALIDADES TEÓRICAS
2.2. Convergencia en Distribución
Sea fXngn1 una sucesión de variables aleatorias con funciones de distribución Fn(x)
respectivamente, y sea FX(x) la función de distribución de alguna variable aleatoria co-
nocida. Se dice que la sucesión de variables aleatorias fXngn1 converge en distribución




en todo x punto de continuidad de FX(x): La notación simplificada de este límite es
Fn(x)
d ! F (x): Por ejemplo, un caso muy usado en la inferencia estadística clásica es
que la distribución t de Student con n grados de libertad converge a la normal estandar,
esto es, t(n)
d ! N(0; 1).
2.3. Ordenes de magnitud
Otro problema frecuente en el estudio de métodos asintóticos consiste en la compa-
ración de sucesiones de variables aleatorias. La base para el estudio de este problema es
comparar el comportamiento de dos sucesiones de números reales fangn1 y fbngn1,
cuando n tiende al infinito.
Por ejemplo, sea an = b2n, n  1 y suponga que fbngn1 está limitada para todo
n suficientemente grande, o más específicamente, que existe un número real K > 0 y
un entero positivo n0 = n0(K) tal que jbnj  K, 8n  n0. El problema es deducir
propiedades de la sucesión fangn1. En este caso es claro que janj  K2, 8n  n0,
y consecuentemente, se puede deducir que fangn1 también está limitada para todo n
suficientemente grande.
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2.3.1. Orden de magnitud de sucesiones de números reales
Sean fangn1 y fbngn1 sucesiones de números reales, entonces:
i) an = O(bn) si existe un número real K > 0 y un número entero positivo n0 =
n0(K) tal que jan=bnj  K; 8n  n0;
ii) an = o(bn) si para todo  > 0 existe un número entero positivo n0 = n0() tal que
jan=bnj < ; 8n  n0 .
De otra forma, an = O(bn) si jan=bnj es limitado para todo n suficientemente grande
y an = o(bn) si anbn ! 0 cuando n!1.
En particular, an = O(1) si janj  K, 8n suficientemente grande y an = o(1) si
an ! 0 cuando n!1.
2.3.2. Orden de magnitud de sucesiones de variables aleatorias
Sea fXngn1 una sucesión de variables aleatorias y fbngn1 una sucesión de números
reales (o variables aleatorias), entonces:
i) Xn = Op(bn) si para todo número real  > 0 existe un número real positivo K =
K() y un número entero positivo n0 = n0(), tal que
P (jXn=bnj  K)  ; 8n  n0;
o en forma equivalente
P (jXn=bnj  K)  1  ;
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ii) Xn = op(bn) si para todo número real  > 0 y para todo número real  > 0 existe
un número entero positivo n0 = n0(; ), tal que
P (jXn=bnj  ) < ; 8n  n0:






es limitada en probabilidad, para todo n
suficientemente grande, y Xn = op(bn), si para todo número real  > 0, P (jXn=bnj 
)  ! 0 cuando n  !1.
En particular, Xn = Op(1), si para todo número real  > 0 existe un número real
K > 0 tal que P (jXnj  K)  , para todo n suficientemente grande, y Xn = op(1), si
para todo número real  > 0, P (jXnj  )  ! 0 cuando n  !1.
2.4. Análisis de Varianza de un factor
El análisis de varianza de un factor es un procedimiento útil para verificar diferencias
estadísticamente significativas entre a grupos de datos. La idea es evaluar si existen dife-
rencias en una variable respuesta real debida a los distintos \a" niveles de una variable
explicativa o factor, la cual es medida en una escala nominal. Comúnmente se les llama
tratamientos.
Suponga que se mide una variable respuesta Y frente a \a" niveles de una variable
explicativa X llamada factor. La variable Y asume valores en una escala real y X es una
variable categórica. Para la aplicación de la técnica del Análisis de Varianza de un factor,
la información de la muestra puede organizarse como se presenta en la Tabla 2.1.
De otra forma, suponga que se estudia un experimento con a tratamientos, tal que para
el i-ésimo tratamiento, se tiene la j-ésima observación, en cuyo caso la variable respuesta
toma el valor particular yij . La asignación de los tratamientos a cada unidad experimental
se hace en forma totalmente aleatoria. En la Tabla 2.1 la variable y:: representa la media
total y yi: la media del i-ésimo tratamiento, i = 1; 2; :::; a. Note en este caso que por cada
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Tabla 2.1: Datos de un diseño balanceado de un factor
Observaciones
Tratamientos
T1 T2 T3 ... Ta
y11 y21 y31    ya1
y12 y22 y32    ya2
...
...
... . . .
...
y1n y2n y3n    yan
y1: y2: y3:    ya:
y1: y2: y3:    ya:
Tabla 2.2: Datos de un diseño desbalanceado de un factor
Observaciones
Tratamientos
T1 T2 T3 ... Ta
y11 y21 y31 ... ya1










tratamiento se tiene el mismo número de observaciones n, lo que se conoce como un di-
seño balanceado. Sin embargo, algunos experimentos podrían no tener el mismo número
de observaciones dentro de cada tratamiento, como se muestra en la Tabla 2.2. En este
caso se dice que el diseño es desbalanceado.
Se supone que cada tratamiento representa una población a partir de la cual se obtiene
cada muestra; también que las distribuciones de las poblaciones para cada tratamiento son
normales con varianzas iguales, lo que se conoce como el supuesto de homocedasticidad.
De acuerdo con lo anterior, las columnas de la Tabla 2.2 representan amuestras aleatorias
independientes de tamaños ni, i = 1; 2; :::; a de las distribuciones normales independien-
tes N(i; 2):
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Las variables que intervienen en un diseño experimental balanceado de un factor pue-
den relacionarse a través de un modelo lineal de la forma
yij = + i + ij; (2.4)
con i = 1; 2; :::; a y j = 1; 2; :::; n, donde yij representa la j-ésima observación del i-
ésimo tratamiento,  es la media sobre todas las a poblaciones, i representa el efecto
sobre la variable respuesta debido al i-ésimo tratamiento y ij es el error experimental
para la j-ésima observación bajo el i-ésimo tratamiento. Se supone, como se mencionó
antes, que los errores son variables aleatorias independientes, normalmente distribuidos
con medias cero y varianzas iguales. En otras palabras, las variables ij  N(0; 2) para
toda i y j, y son independientes.
Cuando el diseño es no balanceado, el modelo ANOVA de un factor tiene la misma
expresión
yij = + i + ij; (2.5)
con i = 1; 2; :::; a, pero j = n1; n2; :::; na, y se mantienen los mismos supuestos sobre los
errores aleatorios ij . Bajo estos supuestos tanto en (2.4) como en (2.5) la media de cada
yij es dada por E(yij) = + i = i; i = 1; 2; :::; a.
El procedimiento para verificar el efecto de los a diferentes tratamientos sobre la va-
riable Y , se apoya en un sistema de hipótesis donde la hipótesis nula H0 afirma que no
existe diferencia entre las medias de las a poblaciones, mientras que la hipótesis alterna-
tiva H1 dice que por lo menos una de las medias de las poblaciones difiere de las demás.
En otros términos, se trata de contrastar el siguiente sistema de hipótesis:
H0 : 1 = 2 = ::: = a; (2.6)
vs
H1 : l 6= k para algún l 6= k:
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Si es posible rechazar la hipótesis nula con base en las a muestras independientes,
entonces se afirma que las medias de las a poblaciones no son todas iguales entre sí, o
que el efecto de los tratamientos sobre la variable respuesta es estadísticamente distinta.
Si no puede rechazarse la hipótesis nula, cualquier desviación observada en la variable
respuesta se puede atribuir al error aleatorio y no a causa del cambio en los tratamientos.
Lo que sigue es la construcción del Estadístico de Prueba, que es una función de
las a muestras, y por lo tanto una variable aleatoria, a través de la cual se contrastan las
hipótesis anteriores. Una estrategia consiste en descomponer la variación total de los datos
con respecto a la media global en dos componentes: la variación entre las medias de los
a tratamientos respecto a la media global más la variación de los datos dentro de cada
tratamiento respecto a sus propias medias. En resumen, si el diseño es balanceado se trata
































j=1(yij   yi:)(yi:   y::) = 0. Ahora, dividiendo entre los correspon-






















donde SCT se denomina la suma de los cuadrados totales, SCD es la suma de los cuadra-
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dos dentro de los tratamientos y SCE es la suma de los cuadrados entre los tratamientos.
Si el diseño es desbalanceado la n de las sumatorias se cambia por ni y los an de los
denominadores se cambia por N = n1 + : : :+ na:
Intuitivamente, para afirmar que existen diferencias en los valores de la variable res-
puesta según los niveles del factor, tendría que ocurrir simultáneamente que el comporta-
miento de la variable sea lo más distinto posible para los distintos niveles del factor, y a
su vez, que dentro de cada tratamiento los valores sean lo más homogéneos posibles. En
otras palabras, se tiene que dar que la variación dentro de los tratamientos sea mínima, y
que la variación entre los tratamientos sea máxima. Por lo tanto, el análisis de la varianza
se basa no sólo en la descomposición de la variación total, sino también en la compara-
ción de la variación ENTRE tratamientos y la variación DENTRO de los tratamientos,
teniendo en cuenta sus correspondientes grados de libertad.
Cuando se divide cada uno de los términos de la expresión anterior entre sus grados














La F así construida es una función de la muestra y por lo tanto es una variable alea-
toria. En el caso de que la hipótesis nula sea cierta, tiene una distribución F de Snedecor
con a  1 y a(n  1) grados de libertad en el numerador y en el denominador respectiva-
mente, y se puede utilizar para probar el sistema de hipótesis propuesto. Valores grandes
de F permiten rechazar la hipótesis nula con una pequeña probabilidad de error.
Cuando se tienen solamente a = 2 tratamientos, y se quiere comprobar si proceden
de la misma población, con una única media, se podría construir un estadístico de prueba
que tiene distribución t de Student, pero el razonamiento no se puede extender al caso en
que se tienen más de dos grupos, lo que si puede hacerse con el Análisis de Varianza, a
aLas tablas de la distribución F son de Snedecor quien se basó en un trabajo previo de Sir Ronald Aymer
Fisher (1890-1962), y en su honor se denominó F: El ANOVA se debe fundamentalmente a Fisher. George
Waddle Snedecor (1881-1974) fue el primero en fundar en USA un departamento de Estadística en Iowa
State University.
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menos de que se hagan a(a  1)=2 comparaciones por pares lo cual afecta sensiblemente
el nivel de significancia  de la prueba global.
Otras razones para utilizar el análisis de varianza en vez de la t de Student se enuncian
a continuación:
i) La razón más importante (y suficiente) para no utilizar la t de Student con más
de dos grupos es que, al hacer muchas comparaciones de dos en dos, aumenta la
probabilidad de que algunas diferencias resulten significativas debidas al azar y
entonces cabe la posibilidad de afirmar que hay una diferencia (de no aceptar la
hipótesis nula) cuando realmente no la hay.
ii) Una prueba estadística basada en todos los datos utilizados simultáneamente, es
más estable que la prueba o análisis que parcializa los datos y no los examina todos
juntos. El error típico (que expresa la variación en las medias que podemos encon-
trar en diversas muestras) es menor cuando el número de sujetos es mayor, como
sucede cuando se analizan todos los datos de todos los grupos simultáneamente. En
principio es preferible utilizar un método de análisis global que abarque todos los
datos que se quieren examinar.
iii) El ahorro de tiempo es otra razón que a veces se aduce, aunque en si misma no
es una razón válida. El número de comparaciones de dos en dos de a elementos
es igual a a(a   1)=2; con seis grupos habría que hacer 15 comparaciones y con
10 grupos subirían a 45. El análisis de varianza verifica de entrada si existe o no
diferencias significativas entre pares de medias, y si no existe es necesario hacer
más análisis. En cualquier caso no sería legítimo comparar todas las medias de dos
en dos, en un mismo planteamiento.
Como ya se mencionó, el Análisis de Varianza tiene como uno de sus supuestos la ho-
mocedasticidad, esto es, que los grupos o muestras provienen de poblaciones con igual
varianza. El no cumplimiento de este supuesto genera el problema de heterocedasticidad
y es precisamente el problema que aborda el trabajo de Behrens-Fisher.
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Capítulo 3
El problema de BF en el ANOVA de un
factor
En este capítulo se mostrará inicialmente una breve revisión del problema de Behrens-
Fisher (BF) en su componente histórico y analítico, mostrando algunas aproximaciones
que se han desarrollado para su solución. Luego, se describen cuatro estadísticos de prue-
ba para probar la hipótesis (2.6) para el caso del ANOVA de un factor con a tratamientos.
3.1. Una breve revisión al problema BF
Antes de presentar el problema de BF en el contexto del ANOVA de un factor se
introduce el caso general para el caso univariado y multivariado.
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3.1.1. Caso univariado
SeanX1; X2 dos variables aleatorias normales independientes con sus respectivas me-
dias i, i = 1; 2; y con varianzas desconocidas y arbitrarias 2i > 0. Bajo estas condicio-
nes se desea contrastar las hipótesis
H0 : 1 = 2
vs H1 : 1 6= 2:
El contraste de hipótesis está basado en una muestra de n1 + n2 valores
x = fx11; :::; x1n1 ;x21; :::; x2n2g;
donde cada submuestra viene de 2 poblaciones independientes e idénticamente distribui-
das de Xi, para i = 1; 2:
La diferencia con respecto al conocido test t de Student para la comparación de las
medias de dos poblaciones normales con varianzas desconocidas pero iguales consiste en
no hacer ninguna suposición respecto de las varianzas. Esto es, la diferencia fundamental
está en que para aplicar el test t de Student se necesita homocedasticidad mientras que en
el problema de Behrens-Fisher trata el caso heterocedástico. La aparición de heterocedas-
ticidad en los modelos estadísticos suele complicar la inferencia estadística entrando en
un campo donde aparecen las soluciones aproximadas dadas por métodos numéricos.
La solución más temprana a este problema fue propuesta por Behrens en 1929 y luego








donde, para cada submuestra (xi1; :::; xini), i = 1; 2; x1; x2, representan las medias mues-
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trales y s21, s
2
2 corresponden a las varianzas muestrales con denominador ni. El problema
es que el estadístico  no necesariamente se distribuye según el modelo de probabilidad
t de Student con n1 + n2   2 grados de libertad. Luego su esfuerzo se centró en conocer
la forma aproximada de la distribución muestal de  . Fisher encontró una distribución
basada en una diferencia ponderada de dos distribuciones t separadas. Demostró que el
estadístico de prueba
d =








d = t1senR + t2cosR
donde t1 y t2 son variables aleatorias independientes con distribuciones t, con n1 y n2
grados de libertad respectivamente y R = (s1=s2)(n2=n1)1=2. Sukhatme (1938) constru-
yó una tabla para calcular algunos percentiles de la distribución de Behrens-Fisher que
permitía resolver el problema para algunos contenidos probabilísticos dados. Sin embar-
go, actualmente gracias al avance computacional se puede resolver fácilmente el problema
sin necesidad de recurrir a ninguna tabla.
Welch (1938) propuso una aproximación alternativa. En esta aproximación  se con-
cibe como una variable aleatoria distribuida según la t de Student, pero con un número
desconocido de grados de libertad. Para determinar los grados de libertad (gl) que corres-
















y el valor de gl se aproxima al entero más cercano. Se obtienen así unos grados de liber-
tad comprendidos entre un mínimo y un máximo conocidos, el mínimo es el valor más
pequeño de n1 1 y n2 1; y el máximo es n1+n2 2. El criterio de decisión es rechazar
H0 si j j  t(=2;gl) donde t(=2;gl) es el (=2)-percentil superior de una distribución t de
Student con gl grados de libertad.
Para el problema de BF de dos muestras en 1947, Welch aproxima la distribución de
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d por una distribución t cuyos grados de libertad dependen de n1; n2; s21 y s
2
2. Cuando
las dos muestras tienen la misma varianza, la clásica prueba t puede ser utilizada para
comparar las dos medias normales, pero para el problema de BF de dos muestras esta
prueba ya no es aplicable. Sin embargo, Welch (1947) encontró que cuando los grados de
libertad son correctamente ajustados, la clásica prueba t puede ser utilizada resultando la
llamada prueba ADF (Adjusted Degree Freedom), la cual funciona razonablemente bien
en términos de control del tamaño y potencia. La aproximación de los grados de libertad
de Welch (prueba ADF) son obtenidos de la ecuación s21=n1 + s
2
2=n2 con los momentos
de una variable chi-cuadrada (Wang, 1971). El estimador de f es
bf = (f1)(f2)
f2 bC2 + f1(1  bC)2 ;







Más tarde, Welch (1951) extendió su prueba ADF al problema del ANOVA heteros-
cedático de un factor, ajustando correctamente los grados de libertad de la clásica prueba
F .
Varios estadísticos han desarrollado distintas soluciones para el problema de Behrens-
Fisher, pero la mayoría de estas soluciones eran aproximaciones de cualquiera de las
soluciones de Fisher o de Welch. Cochran y Cox (1950), Banerjee (1961) y Patil (1965)
idearon aproximaciones a la solución de Fisher. Las pruebas de Bernajee y de Chochran y
Cox eran fáciles de utilizar, sin embargo el tamaño de la prueba se desvía en una magnitud
similar a la prueba de Fisher. Wald (1955), Pagurova (1968) y Lee y Gurland (1975)
desarrollaron aproximaciones a la solución de Welch.
Más recientemente, para el ANOVA heteroscedástico de un factor, Krishnamoorthy,
Lu y Mathew (2007) proponen la prueba llamada Bootstrap Paramétrico (BP). Esta prue-
ba BP es extendida para el MANOVA de un factor por Krishnamoorthy y Lu (2009).
Como aparece en la literatura, las pruebas basadas en estudios de simulación general-
mente tienen un buen desarrollo en términos de control del tamaño y la potencia. Por
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ejemplo, Krishnamoorthy, Lu y Mathew (2007) y Krishnamoorthy y Lu (2009) desarro-
llaron estudios de simulación, donde su prueba del Bootstrap Paramétrico (BP) tenía buen
desempeño bajo varias configuraciones de parámetros.
3.1.2. Caso multivariado
En el caso multivariado en el cual p variables son medidas sobre cada unidad de obser-
vación, sea yij , i = 1; :::; nj , una muestra aleatoria con distribución Np(j;j), j = 1; 2,
y considerando la hipótesis nula
H0 : 1 = 2; (3.2)
el problema de Behrens-Fisher se presenta al comparar las medias o vectores medios de
las poblaciones normales sin asumir la igualdad de las matrices de varianzas y covarianzas
de dichas poblaciones, es decir cuando1 6= 2. Un estadístico natural para probar (3.2)
es




















(yij   yj)(yij   yj)0:
Se puede observar que (3.3) es la versión multivariada del estadístico considerado por
Welch (1938). También se observa que cuando n1 y n2 tienden al infinito, T converge a
una distribución chi-cuadrado con p grados de libertad. La aproximación chi-cuadrado es
muy sencilla, pero cuando los tamaños de las muestras n1 o n2 son pequeños, la conver-
gencia de T a la 2(p) no es buena.
Cuando n1 = n2 y 1 = 2, (3.3) es equivalente al estadístico T 2 de Hotelling. Por
lo tanto, bajo la hipótesis nula en (3.2), (n  p  1)T=p(n  2) sigue una distribución F
con p y n  p  1 grados de libertad, donde n = n1 + n2.
Para el caso cuando 1 6= 2 o n1 6= n2, varios autores obtuvieron soluciones apro-
ximadas. Bennett (1951) dio una solución al problema de Behrens-Fisher extendiendo los
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resultados de Scheffé (1943) para el caso multivariado. Sin embargo, el estadístico de
Bennett depende del orden de las observaciones dentro de la muestra de mayor tamaño
y por lo tanto no es recomendable. Yao (1965), obtuvo una solución aproximada al pro-
blema multivariado de Behrens-Fisher, mediante la modificación del estadístico T para
seguir aproximadamente una distribución F .
3.1.3. Estadístico T 2 de Hotelling
Sea y1; y2; :::; yn, una muestra aleatoria de la distribución N(; 2),  es estimada por
y y 2 por s2. Para contrastar las hipótesis
H0 :  = 0
vs H1 :  6= 0;











Si H0 es verdadera, t se distribuye como t(n 1), donde n  1 son los grados de libertad, y
se rechazaH0 si j
p
n(y  0)=s)j  t=2;n 1, donde t=2;n 1 es el percentil 1  =2 de la
distribución t(n 1).
Ahora, para el caso en el cual p variables son medidas sobre cada muestra, sea yij ,
i = 1; :::; nj , una muestra aleatoria con distribución Np(j;j), j = 1; 2.  es estimada
por y y  por S. Para contrastar las hipótesis
H0 :  = 0
vs H1 :  6= 0;
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= n(y   0)(s2) 1(y   0);
en cuyo caso y 0 y s2 son reemplazados por y 0 y S respectivamente, obteniéndose
el estadístico
T 2 = n(y   0)0S 1(y   0): (3.5)
La distribución de T 2 fue desarrollada por Hotelling (1931). Cuando H0 :  = 0 es
verdadera y tomando muestras de la Np(;); T 2
d ! 2(p).
3.2. El problema de Behrens-Fisher (BF) para a trata-
mientos
Considere a muestras como en la Tabla 2.2, donde las muestras yij , j = 1; 2; :::; ni
para i = 1; 2; :::; a provienen de a poblaciones normales N(i; 2i ) independientes. El
problema BF se presenta al contrastar las hipótesis
H0 : 1 = 2 = ::: = a; (3.6)
vs H1 : algún par es diferente;
sin asumir la igualdad de varianzas 21 = 
2
2 =    = 2a: A continuación se describen
4 estadísticos de prueba denominados el estadístico de Welch, el estadístico del Boots-
trap Paramétrico, el estadístico de Wald y el estadístico Modificado de Bartlett, que dan
solución a dicho problema.
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3.2.1. Estadístico de Welch





1 ; :::; S
2
a)=(a  1)
1 + (2(a  2)=(a2   1))Pai=1(1=(ni   1))(1  wi=w)2 ; (3.7)
donde T  Fa 1;f aproximadamente; ^2i = S2i ; ^i = X i y
TN(X1; :::; Xa;S
2






















i , ni son las observaciones de las a poblaciones normales con w =
Pa
i=1wi.














Para un nivel de significancia  dado, y un valor observado Tobs de T , el estadístico
de Welch rechaza H0 en (3.6) si P (Fa 1;f > Tobs) < .
3.2.2. Estadístico Paramétrico tipo Bootstrap
Para mejorar el ajuste del estadístico de Welch a su distribución asintótica, Krish-
namoorthy, Lu y Mathew(2007) proponen un remuestreo paramétrico tipo bootstrap y
construyen el estadístico TNB dado en (3.10). El procedimiento de ajuste se describe a
continuación.
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Partiendo del hecho que las distribuciones muestrales para la media X y la varian-
za S2 de una muestra aleatoria de tamaño n de la distribución N(; 2), son X 
N(0; 2=n) y S2  22n 1=(n   1), se puede asumir que la media y la varianza




XBi  N(0; S2i =ni) y S2Bi  S2i 2ni 1=(ni   1);
i = 1; :::; a; respectivamente. Entonces, considerandom submuestras bootstrapB1; B2; : : : ; Bm;

























































Luego, para un vector observado (S21 ; :::; S
2
a) y un nivel de significancia  dados, el





i ) > TNobs) < ; (3.11)
donde TNobs es el valor observado (no remuestreado) de TN .
Ya que la probabilidad anterior no depende de parámetros desconocidos ella puede
ser estimada usando simulación Monte Carlo. El algoritmo de simulación que estima el
p-valor para la prueba se describe a continuación:
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Para valores (n1; :::; na), (X1; :::; Xa), (S21 ; :::; S
2
a), obtenidos de las observaciones de los
tratamientos;
Paso 1. Calcular TN de (3.8) el cual corresponde al TNobs de (3.11).
Paso 2. Para cada j = 1; :::;m;
(i) generar valores Zi  N(0; 1) y 2ni 1 para i = 1; :::; a;
(ii) calcular el estadístico TNB = TNB(Zi; 2ni 1; s
2
i ) de (3.10);
(iii) si TNB > TNobs entonces defina la variable Qj = 1;




Se rechaza la hipótesis H0 en (3.6) a un nivel de significancia  si p-valor< .
Cabe aclarar que las m submuestras bootstrap corresponden a las muestras obtenidas en
el item (i) del Paso 2.
3.2.3. Estadístico de Wald
El problema de Behrens-Fisher para a-muestras se puede replantear desde la perspec-
tiva de la prueba de hipótesis lineal general
H0 : C = c vs H1 : C 6= c; (3.12)
donde  = (1; 2; :::; a)
0 , C : q x a es una matriz de coeficientes conocidos con rango
(C) = q, y c : q x 1 es un vector constante conocido, que puede ser el vector nulo. De
hecho, la hipótesis (3.6) es equivalente a la hipótesis (3.12) para el ANOVA de un factor si
c = 0 y C = [Ia 1; 1a 1] donde Ir y 1r son la matriz identidad de tamaño r y el vector
columna de unos r-dimensional, respectivamente. En este contexto, generalmente C se
denomina una matriz de contrastes y su elección no es única para (3.6). Dos ejemplos
particulares se ilustran a continuación.
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(i) Ejemplo 1:
Si H0 : C = 0, donde
H0 :
266666664
1 0 0 ::: 0  1
0 1 0 ::: 0  1
0 0 1 ::: 0  1
...
...
... . . .
...
...


















entonces H0 implica las siguientes igualdades
1   a = 0
2   a = 0
...
a 1   a = 0;
las cuales a la vez implican la igualdad (3.6).
(ii) Ejemplo 2:
Si H0 : C = 0, donde
H0 :
266666664
1  1 0 0 ::: 0 0
0 1  1 0 ::: 0 0
0 0 1  1 ::: 0 0
...
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entonces H0 implica las igualdades
1   2 = 0 , 1 = 2
2   3 = 0 , 2 = 3
3   4 = 0 , 3 = 4
...
...
a 1   a = 0 , a 1 = a;
las cuales implican a la vez la hipótesis (3.6). Note que r = a  1 y q = a  1.
Construcción del estadístico
En este orden de ideas, para solucionar el problema BF utilizando la prueba MB,
donde i = 1; 2; :::; a, sean
bi = xi = n 1i niX
j=1
xij; b2i = (ni   1) 1 niX
j=1
(xij   xi)2; (3.13)
la media y la varianza muestral para cada tratamiento, respectivamente.































... . . .
...






Partiendo del hecho que Cb  c  Nq(C  c;CC0), se puede construir un estadístico
tipo Wald que en adelante se denominaráW .
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Sea entonces el estadístico V definido como







el estadísticoW corresponde a
W = V 0V = [Cb  C]0 hCC0i 1 [Cb  C] :
Bajo H0, C = c y la distribución exacta deW es dada por
W = [Cb  c]0 hCC0i 1 [Cb  c]  2(a 1); (3.14)
cuando  es conocida, o sea cuando 2i , i = 1; :::; a son conocidas. Cuando  es desco-
nocida, reemplazando  por b en (3.14) se tiene
W = [Cb  c]0 hCbC0i 1 [Cb  c] ; (3.15)








, es un estimador insesgado de . Bajo H0 en (3.6)
W
d ! 2(a 1).
Para el caso de a = 2 tratamientos, el estadístico de pruebaW se calcula como sigue:










, H0 : 1   2 = 0, H0 : 1 = 2.
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Cb = h1  1i "b1b2
#
=






















































 2(1) bajo H0:
Algunas propiedades asintóticas deW
Para desarrollar algunas propiedades asintóticas del estadísticoW , note que
W = (Cb  c)0(CbC0) 1(Cb  c);
puede expresarse convenientemente en la forma





V = HbH0 ;





= (Cb  c)0(CC0) 1=2(HbH0) 1(CC0) 1=2(Cb  c)
= (Cb  c)0(CC0) 1=2 h(CC0) 1=2CbC0(CC0) 1=2i 1 (CC0) 1=2(Cb  c)
= (Cb  c)0(CC0) 1=2(CC0)1=2(CbC0) 1(CC0)1=2(CC0) 1=2(Cb  c)
= (Cb  c)0(CbC0) 1(Cb  c):
En este caso z = (CC
0
) 1=2(Cb  c)  Nq(z; Iq), con
E(z) = (CC
0
) 1=2E(Cb  c) = (CC0) 1=2(C  c) = z;
y







Ahora, sea nmin = minai=1ni y nmax = max
a
i=1ni, el menor y el mayor tamaño mues-
tral, entre todos los tratamientos y asumiendo además que
ni
nmin
! ri <1; i = 1; 2; :::; k; cuando nmin !1; (3.17)
para lo cual se requiere que n1; n2; :::; na proporcionalmente tiendan al infinito, con el
fin de prevenir el caso que nmin sea demasiado pequeño comparado con los otros ta-
maños de muestras, se puede garantizar que nmin(CC
0
) converja a una matriz no sin-
gular cuando nmin ! 1, de donde se puede deducir que (CC0) 1 = O(nmin) y
H = (CC
0
) 1=2C = O(n1=2min). Fujikoshi (2000) probó los siguientes teoremas.
Teorema 1. Bajo la hipótesis nula en (3.12) y bajo las condiciones anteriores, cuando
nmin ! 1, el estadístico W converge a una distribución 2q . (Ver demostración en el
Apéndice 1).
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La razón de convergencia deW es de orden n 1=2min . Esto indica que la distribución de
W bajo H0, se aproxima lentamente a una distribución 2q . En otras palabras, la distribu-
ción 2q , puede no ser una muy buena aproximación a la distribución deW cuando nmin es
pequeño. Para mejorar la razón de convergencia deW , se aplica la corrección de Bartlett
(Fujikoshi, 2000), lo que se denomina en la literatura como el Test Modificado de Bartlett
(Test MB).
Sea hl = (CC
0
) 1=2cl, l = 1; 2; :::; a, donde c1; :::; ca son las a columnas de C. La
corrección modificada de Bartlett, se basa en el siguiente teorema.
Teorema 2. Bajo H0 en (3.12) y bajo las mismas condiciones del Teorema 1, cuando
nmin !1,


























(nmax   1)k   
q
nmin   1 : (3.19)
El Teorema 2 implica que E(W ) = q +O(n 1min) y E(W
2) = q(q + 2) +O(n 1min).
3.2.4. Estadístico Modificado de Bartlett (MB)
Ya que la corrección modificada de Bartlett dada por Fujikoshi(2000) busca el mejo-
ramiento de la convergencia de W a su distribución a un orden superior, para obtener el
orden n 2min se propone la transformación logarítmica
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donde 1 = 22 21 y 2 =
(q+2)2 2(q+4)1
2(2 21) .
Se puede demostrar que E(TMB) = q + O(n 2min) y E(T
2
MB) = q(q + 2) + O(n
 2
min).
Con lo anterior se puede esperar que TMB converja para la distribución 2q , a una mayor
rapidez que la del estadísticoW .
En aplicaciones con datos reales, 1 y 2 deben ser reemplazados por sus estimadores.









c0l(CbC0) 1cl2 =(nl   1); (3.20)
donde bhl = (CbC0) 1=2cl, l = 1; 2; :::; a. Los estimadores b1; b2; b1; b2 se obtienen en
consecuencia para que
bTMB = (nminb1 + b2)log1 + W
nminb1

 2q aproximadamente: (3.21)
Note que
nminb1 = q(q + 2)
3b y
nminb1 + b2 = (q + 2)(2q   b)
6b :
A partir de la prueba del Teorema 2, se puede observar fácilmente que el rango de 
es igual al rango de b. Por lo tanto, siempre que nmin  2, se tendrá que nminb1 > 0 y
nminb1 + b2 > 0. Esto garantiza que bTMB sea una función no negativa y monótonamente
creciente deW .
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El valor crítico de la prueba BM se puede especificar a través de una 2q . Para cualquier
nivel de significancia  dado, se rechaza la hipótesis nula cuando este valor es excedido
por bTMB. De otra forma, la aplicación del test modificado de Barttlet puede llevarse a
cabo mediante el cálculo del p-valor basado en la distribución 2q .
Algunas propiedades estadísticas de TMB
Como se mencionó anteriormente la matriz de contrastes C no es única. El siguiente
teorema muestra que el estadístico TMB es invariante a diferentes especificaciones de C
para el mismo sistema de hipótesis a probar.
Teorema 3. Sean C y ~C dos matrices de contraste especificando la misma hipótesis, el
estadístico TMB es invariante cuando C y c en (3.12) son reemplazadas por
~C = PC y ~c = Pc; (3.22)
respectivamente, donde P es cualquier matriz nosingular.
También es deseado que un buen estadístico sea invariante bajo diferentes rotulacio-
nes de las a medias poblaciones.
Teorema 4. El estadístico TMB es invariante bajo diferentes rotulaciones de las medias
poblaciones 1; 2; : : : ; a:
Ver demostraciones en el Apéndice 1.
Capítulo 4
Estudio de simulación
A continuación se presenta un estudio de simulación tipo Monte Carlo en el cual se
estima el tamaño nominal ( = 0; 05) y la potencia de los cuatro estadísticos discutidos
en el capítulo anterior, para contrastar el sistema de hipótesis (2.6).
En las Tablas 4.1 a 4.4 se presentan los resultados de las simulaciones para diferen-
tes valores de ni, i = 1; 2; :::; a, para a = 2, a = 3, a = 5 y a = 10 tratamientos.
Además para cada caso se consideran diferentes valores de 2i , i = 1; 2; :::; a; se ge-
neraron 1000 simulaciones y 1000 réplicas bootstrap. En cada tabla, las dos primeras
columnas contienen el número de réplicas de cada tratamiento almacenadas en el vector
n y las varianzas poblacionales guardadas en el vector 2, respectivamente. Los valores
en las columnas denominadas como “Wald”, “Welch”, “BP” y “BM”, corresponden a las
estimaciones del nivel de significancia nominal (o tamaño de la prueba), en cuyo caso
1 = 2 =    = a = 0; y a las estimaciones de la potencia de la prueba en cuyo caso
l 6= k; para los estadísticos de Welch, Bootstrap Paramétrico y Bartlett Modificado.
Cabe aclarar que la notación 1 = 2 =    = a = 0; indica que la hipótesis nula
de igualdad de las medias teóricas es verdadera, en cuyo caso se estima el tamaño de la
prueba, es decir, la probabilidad  = P(Rech H0 jH0 es Verdadera):
Utilizando un tamaño nominal o nivel de significancia  fijo del 5%, se espera que los
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Tabla 4.1: Estimación del tamaño y la potencia para el ANOVA con 2 tratamientos
1 = 2 = 0  = (2; 1)
n 2 Wald Welch BP BM Welch BP BM
(2,18) (1,1) 0.195 0.106 0.126 0.104 0.235 0.303 0.227
(1,2) 0.184 0.110 0.128 0.107 0.220 0.271 0.211
(2,1) 0.257 0.119 0.154 0.116 0.176 0.236 0.168
(3,1) 0.252 0.115 0.151 0.112 0.134 0.190 0.128
(3,2) 0.235 0.122 0.154 0.119 0.143 0.182 0.141
(4,1) 0.272 0.129 0.161 0.124 0.143 0.194 0.136
(4,2) 0.229 0.120 0.160 0.116 0.159 0.205 0.154
(4, 16) (1,1) 0.098 0.060 0.061 0.060 0.341 0.359 0.333
(1,2) 0.078 0.053 0.056 0.052 0.305 0.329 0.303
(2,1) 0.100 0.059 0.062 0.059 0.196 0.222 0.191
(3,1) 0.128 0.054 0.064 0.053 0.152 0.164 0.148
(3,2) 0.088 0.056 0.051 0.049 0.162 0.176 0.159
(4,1) 0.093 0.058 0.053 0.052 0.129 0.138 0.127
(4,2) 0.098 0.059 0.055 0.053 0.137 0.144 0.135
(6, 14) (1,1) 0.083 0.053 0.056 0.052 0.466 0.467 0.465
(1,2) 0.077 0.053 0.053 0.052 0.367 0.364 0.366
(2,1) 0.088 0.060 0.064 0.060 0.292 0.296 0.290
(3,1) 0.094 0.059 0.053 0.052 0.206 0.210 0.204
(3,2) 0.089 0.045 0.051 0.048 0.190 0.196 0.187
(4,1) 0.091 0.056 0.053 0.051 0.189 0.198 0.185
(4,2) 0.092 0.057 0.055 0.053 0.168 0.170 0.166
(10, 10) (1,1) 0.064 0.051 0.052 0.051 0.542 0.542 0.542
(1,2) 0.067 0.049 0.050 0.049 0.405 0.403 0.405
(2,1) 0.069 0.052 0.049 0.052 0.414 0.409 0.414
(3,1) 0.071 0.053 0.050 0.050 0.300 0.296 0.300
(3,2) 0.065 0.051 0.049 0.049 0.264 0.258 0.264
(4,1) 0.068 0.051 0.050 0.050 0.245 0.250 0.245
(4,2) 0.072 0.047 0.049 0.048 0.235 0.238 0.234
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valores estimados de  sean próximos a 0,05. La notación l 6= k; indica que las medias
teóricas difieren en una unidad, en cuyo caso se debe optar por la hipótesis alternativa y se
estima la potencia de la prueba P(Rech H0 jH1 es Verdadera) siendo ideal que los valores
estimados se acerquen a 1.
La Tabla 4.1 muestra los resultados para a = 2 tratamientos, considerando 4 especifi-
caciones de n, donde nmin empieza en 2 y se va incrementando hasta 10. Para cada n se
consideraron siete casos de 2. Se puede observar que cuando nmin es pequeño, ningu-
na de las pruebas funcionan bien ya que los cuatro estadísticos sobreestiman el tamaño,
todas las estimaciones de  son mucho mayores del valor nominal 0; 05. Cuando nmin
aumenta, la estimación del tamaño se acerca más a 0; 05 pero el estadístico de Wald sigue
sobreestimando este valor nominal. En particular cuando nmin = 10; los estadísticos de
Welch, BP y MB alcanzan tamaños estimados muy cercanos a 0,05, lo cual es de espe-
rarse una vez que los resultados teóricos son asintóticos. En cuanto a la potencia de la
prueba, en ningún caso la potencia estimada es cercana a 1, lo cual se debe a que cuando
1 = 2 y 2 = 1 aunque los cuatro estadísticos detectan las diferencias entre las medias,
por la cercanía entre las medias teóricas, la probabilidad P(Rech H0 jH1 es Verdadera) no
es cercana a 1 como se desearía.
Los resultados de simulación para a = 3 tratamientos aparecen en la Tabla 4.2, y
son análogos al caso de a = 2 tratamientos. Se consideraron 4 especificaciones para n
y 6 para 2. A medida que nmin aumenta, las estimaciones del tamaño nominal de los
estadísticos mejoraron, pero la convergencia del estadístico de Wald sigue siendo lenta
comparado con Welch, BP y BM.
La Tabla 4.3, muestra los resultados de la simulación para cinco tratamientos. Fueron
considerados cuatro casos para n y cinco casos para 2. En todos los casos el estadístico
de Wald sobreestima el tamaño nominal de 0,05. El estadístico de Welch sobreestima el
tamaño para valores menores a 10 en el vector n. En general, los estadísticos del BP y del
MB presentan valores similares para la estimación del tamaño y el poder. En términos de
la potencia, la prueba BP y BM se acercan a 1 cuando no todas las i son diferentes.
Finalmente, la Tabla 4.4 muestra los resultados de las simulaciones para diez trata-
mientos. En particular, en la Tabla 4.4 se utiliza la notación nr para indicar que los valores
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Tabla 4.2: Estimación del tamaño y la potencia para el ANOVA con 3 tratamientos
1 = 2 = 3 = 0  = (2; 2; 1)
n 2 Wald Welch BP BM Welch BP BM
(2,7,18) (1,1,1) 0.238 0.123 0.135 0.114 0.287 0.331 0.247
(1,1,2) 0.202 0.105 0.117 0.101 0.240 0.286 0.212
(1,2,3) 0.172 0.089 0.093 0.086 0.209 0.237 0.196
(2,2,1) 0.257 0.113 0.129 0.105 0.219 0.250 0.191
(2,1,1) 0.240 0.100 0.118 0.096 0.245 0.271 0.207
(3,1,1) 0.281 0.127 0.137 0.117 0.214 0.232 0.170
(4,7,16) (1,1,1) 0.121 0.063 0.064 0.060 0.475 0.474 0.447
(1,1,2) 0.116 0.062 0.057 0.057 0.345 0.345 0.325
(1,2,3) 0.107 0.046 0.046 0.044 0.224 0.233 0.218
(2,2,1) 0.125 0.053 0.054 0.051 0.290 0.295 0.271
(2,1,1) 0.137 0.066 0.065 0.057 0.395 0.377 0.358
(3,1,1) 0.140 0.069 0.066 0.063 0.374 0.362 0.351
(6,7,14) (1,1,1) 0.088 0.053 0.049 0.048 0.501 0.503 0.491
(1,1,2) 0.095 0.054 0.054 0.051 0.372 0.366 0.366
(1,2,3) 0.096 0.049 0.048 0.048 0.261 0.261 0.254
(2,2,1) 0.107 0.056 0.058 0.054 0.349 0.351 0.340
(2,1,1) 0.076 0.041 0.039 0.036 0.450 0.447 0.436
(3,1,1) 0.100 0.053 0.046 0.048 0.408 0.407 0.398
(10,10,10) (1,1,1) 0.079 0.055 0.055 0.053 0.546 0.535 0.541
(1,1,2) 0.077 0.047 0.050 0.046 0.359 0.353 0.356
(1,2,3) 0.087 0.051 0.049 0.049 0.242 0.244 0.239
(2,2,1) 0.083 0.062 0.058 0.061 0.428 0.430 0.423
(2,1,1) 0.088 0.052 0.054 0.051 0.490 0.483 0.482
(3,1,1) 0.088 0.057 0.055 0.056 0.510 0.507 0.503
del vector n se repiten r veces, es decir, n2 = (1; 2)2 = (1; 2; 1; 2), indicando que se tie-
nen 4 tratamientos con tamaños muestrales 1,2,1 y 2. Esta notación se hace para reducir
la notación vectorial en las columnas de la tabla. Fueron considerados cuatro casos para
n y cinco casos para 2.
Se puede notar que para n = (15; 15; 15; 15; 15)2; los resultados del estadístico de
Welch son cercanos a los del BP y BM en las estimaciones del tamaño, las cuales son
cercanas a 0,05. Por su parte, para todas las especificaciones de 2; cuando nmin  15, la
potencia de la prueba alcanza valores más cercanos a 1.
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Tabla 4.3: Estimación del tamaño y la potencia para el ANOVA con 5 tratamientos
1 = 2 = 3 = 4 = 5 = 0  = (2; 2; 2; 1; 1)
n 2 Wald Welch BP BM Welch BP BM
(4,4,5,5,6) (1,1,1,1,1) 0.199 0.061 0.048 0.045 0.302 0.263 0.242
(1,1,1,1,5) 0.187 0.063 0.049 0.047 0.225 0.187 0.170
(1,2,3,4,5) 0.193 0.057 0.040 0.037 0.117 0.089 0.081
(5,1,1,1,1) 0.227 0.065 0.049 0.042 0.257 0.212 0.199
(5,4,3,2,1) 0.228 0.070 0.049 0.044 0.145 0.106 0.102
(5,5,5,5,5) (1,1,1,1,1) 0.200 0.056 0.042 0.038 0.357 0.309 0.284
(1,1,1,1,5) 0.199 0.064 0.055 0.050 0.223 0.193 0.183
(1,2,3,4,5) 0.217 0.065 0.055 0.050 0.126 0.102 0.097
(5,1,1,1,1) 0.192 0.059 0.050 0.047 0.262 0.229 0.209
(5,4,3,2,1) 0.199 0.072 0.058 0.048 0.161 0.136 0.135
(5,5,5,10,10) (1,1,1,1,1) 0.160 0.048 0.034 0.037 0.448 0.417 0.411
(1,1,1,1,5) 0.156 0.073 0.068 0.061 0.400 0.361 0.351
(1,2,3,4,5) 0.150 0.060 0.046 0.052 0.182 0.157 0.157
(5,1,1,1,1) 0.189 0.078 0.064 0.062 0.377 0.342 0.332
(5,4,3,2,1) 0.177 0.059 0.048 0.046 0.211 0.179 0.177
(15,15,15,15,15) (1,1,1,1,1) 0.089 0.059 0.056 0.057 0.916 0.912 0.914
(1,1,1,1,5) 0.077 0.047 0.044 0.045 0.781 0.774 0.777
(1,2,3,4,5) 0.091 0.048 0.052 0.047 0.384 0.382 0.378
(5,1,1,1,1) 0.082 0.039 0.048 0.045 0.863 0.853 0.859
(5,4,3,2,1) 0.081 0.043 0.039 0.040 0.519 0.509 0.511
Una conclusión general de este estudio de simulación es que para muestras finitas, si el
nmin  15; el tamaño nominal y el poder van alcanzando las estimaciones deseadas, esto
es los estadísticos deWelch, BP yMB van alcanzando la convergencia a sus distribuciones
asintóticas.
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Tabla 4.4: Estimación del tamaño y la potencia para el ANOVA con 10 tratamientos
1 = 2 =    = a = 0  = (2; 2; 2; 1; 1)2
n 2 Wald Welch BP BM Welch BP BM
(4; 4; 5; 5; 6)2 (1; 1; 1; 1; 1)2 0.351 0.091 0.040 0.049 0.481 0.308 0.327
(1; 1; 1; 1; 5)2 0.331 0.087 0.052 0.054 0.384 0.250 0.265
(1; 2; 3; 4; 5)2 0.339 0.085 0.046 0.050 0.239 0.141 0.155
(5; 1; 1; 1; 1)2 0.341 0.097 0.047 0.054 0.403 0.231 0.258
(5; 4; 3; 2; 1)2 0.367 0.109 0.048 0.059 0.280 0.144 0.167
(5; 5; 5; 5; 5)2 (1; 1; 1; 1; 1)2 0.321 0.071 0.039 0.042 0.514 0.357 0.372
(1; 1; 1; 1; 5)2 0.302 0.080 0.038 0.040 0.442 0.299 0.317
(1; 2; 3; 4; 5)2 0.315 0.085 0.039 0.046 0.255 0.156 0.160
(5; 1; 1; 1; 1)2 0.329 0.093 0.055 0.060 0.468 0.329 0.345
(5; 4; 3; 2; 1)2 0.321 0.080 0.042 0.048 0.229 0.146 0.157
(5; 5; 5; 10; 10)2 (1; 1; 1; 1; 1)2 0.243 0.086 0.054 0.060 0.688 0.579 0.615
(1; 1; 1; 1; 5)2 0.256 0.079 0.040 0.057 0.552 0.419 0.454
(1; 2; 3; 4; 5)2 0.238 0.074 0.047 0.048 0.310 0.220 0.244
(5; 1; 1; 1; 1)2 0.271 0.081 0.052 0.058 0.608 0.473 0.519
(5; 4; 3; 2; 1)2 0.254 0.089 0.050 0.056 0.378 0.246 0.297
(15; 15; 15; 15; 15)2 (1; 1; 1; 1; 1)2 0.099 0.043 0.044 0.041 0.985 0.978 0.983
(1; 1; 1; 1; 5)2 0.102 0.055 0.046 0.049 0.974 0.972 0.972
(1; 2; 3; 4; 5)2 0.112 0.053 0.048 0.047 0.776 0.759 0.764
(5; 1; 1; 1; 1)2 0.125 0.060 0.056 0.055 0.987 0.983 0.982
(5; 4; 3; 2; 1)2 0.106 0.051 0.051 0.047 0.794 0.779 0.789
Capítulo 5
Aplicación
La toxoplasmosis es una enfermedad causada por el parásito intracelular Toxoplasma gondii
descubierto por Charles Nicolle y Manceaux en 1908 y es una de las zoonosis parasita-
rias más comunes a nivel mundial, el cual infecta a todas las especies animales de sangre
caliente incluyendo al humano. El hombre adquiere la infección por diferentes rutas: me-
diante la ingestión de quistes tisulares presentes en carne mal cocida proveniente de ani-
males infectados, o de ooquistes liberados en las heces de gatos que contaminan hortalizas
o fuentes de agua potable (Dubey, 1996). Una tercera ruta de infección es la vía transpla-
centaria de la madre al feto. Es una enfermedad benigna o asintomática cuando afecta a
niños o adultos, sin embargo en fetos o en pacientes inmunodeprimidos las consecuencias
pueden ser graves (Remington 2001, Oréfice 2000).
Debido a que la toxoplasmosis es una de las zoonosis más importantes en el humano
con severas consecuencias en la salud de la población, organizaciones de Salud Pública
en algunos países han incluido dentro de sus medidas de sanidad la evaluación epidemio-
lógica de la toxoplasmosis en animales y humanos. Entre las patologías que se presentan
por toxoplasmosis están: encefalitis, coriorretinitis, ceguera y linfadenopatía. Particular-
mente en mujeres embarazadas, Toxoplasma alcanza y atraviesa la placenta alojándose
en el feto en el cual puede producir aborto o inducir malformaciones, hidrocefalia, macro
o microcefalia y lesiones oculares. La infección con Toxoplasma no muestra diferencias
entre género, raza y distribución geográfica (Botero 1992, Kasper 1998).
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En la mayoría de los casos de pacientes inmuno-comprometidos incluyendo aquellos
con SIDA, Toxoplasma se establece en el cerebro desarrollando encefalitis toxoplásmica,
la cual es la principal causa de mortalidad especialmente en países de pocos recursos
(Luft, 1993).
La respuesta inmune a la infección por T. gondii puede variar considerablemente de-
pendiendo de la presentación clínica de la enfermedad. La respuesta inmune local y sisté-
mica puede variar entre individuos y parece que la respuesta inmune depende fuertemente
del componente genético y del estado general del sistema inmune del hospedero.
El ciclo de vida del parásito se desarrolla en dos tipos de huéspedes: el huésped de-
finitivo que comprende todos los felinos, incluido el gato doméstico, y el huésped inter-
mediario, que son todos los animales de sangre caliente (incluido el humano) (Tenter,
2000). Dependiendo del tipo de huésped se puede llevar a cabo la replicación sexual o
asexual. El ciclo de replicación sexual inicia cuando algún felino ingiere una presa infec-
tada con quistes tisulares (forma infectiva que contiene al bradizoíto). Por acción de las
enzimas digestivas intestinales se liberan las formas infectivas del parásito que invaden
a los enterocitos del intestino del felino. En el intestino es donde se lleva a cabo un pro-
ceso de desarrollo y diferenciación celular conocido como gametogonia, proceso sexual
de reproducción celular que conduce a la formación del ooquiste (Botero 1992, Kasper
1998). El ooquiste es liberado en forma no esporulada a través de las heces de los felinos
y expuesto al medio ambiente, en donde bajo condiciones adecuadas esporula en 2-3 días
produciendo en su interior 8 esporozoítos; el ooquiste así maduro se convierte en la forma
infecciosa. Millones de ooquistes son producidos y liberados por los felinos a través de las
heces, contaminando suelo, hortalizas y fuentes de agua (Dubey 1997, Boothroyd 1998).
El ciclo de replicación asexual se desarrolla en los huéspedes intermediarios, los cuales
pueden infectarse mediante el consumo de ooquistes esporulados o de quistes tisulares
presentes en los tejidos de otros huéspedes intermediarios (Jerome, 1998).
En el caso del hombre, la infección puede ser por la ingestión directa de los ooquistes
o por la ingestión de carne mal cocida, contaminada por quistes tisulares de Toxoplasma.
Una vez ingerido el ooquiste ó el quiste tisular, se liberan los esporozoítos y los bra-
dizoítos respectivamente, los cuales rápidamente se diferencian a taquizoítos, la forma
móvil, altamente dinámica e invasiva que atraviesa eficientemente el epitelio intestinal,
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diseminándose a través de todo el organismo (Kasper 1998, Masur 1994). La presencia
del parásito en el organismo activa la respuesta inmune del huésped con la formación
de anticuerpos y la activación de células efectoras de la respuesta inmune celular como
macrófagos, linfocitos T, etc; con la consecutiva liberación de citoquinas como interleu-
quinas e interferón- (IFN-). La presencia de IFN- es uno de los componentes que se
ha descrito que inducen la diferenciación de los taquizoítos intracelulares a la forma de
bradizoíto con la consecutiva modificación de la célula hospedera en un quiste tisular en
el cual vive en una forma latente durante muchos años o incluso durante toda la vida del
individuo.
En casos de inmunosupresión como en los individuos infectados con el VIH, el pa-
rásito puede re-emerger del quiste tisular, diferenciarse de nuevo a taquizoíto e iniciar su
diseminación tisular alcanzando incluso el encéfalo y provocar la muerte del individuo
(Kasper 1998).
Dependiendo de la etapa del ciclo celular, Toxoplasma presenta las formas parasita-
rias: 1) Ooquiste, 2) Esporozoíto, 3)Quiste tisular, 4) Bradizoíto y 5) Taquizoíto.
Interleuquinas
Una interleuquina, interleucina o citocina es una proteína producida naturalmente que
cumple una función de comunicación entre las células principalmente los linfocitos (Ak-
dis, 2011). Las interleucinas regulan el crecimiento celular, la diferenciación y la motili-
dad. Estas son particularmente importantes en la estimulación de las respuestas inmunes,
como la inflamación. El perfil de expresión de una citocina depende de la activación celu-
lar por un antígeno, el estatus de las células T, su interacción con una célula presentadora
de antígeno y el microambiente de citocinas (Akdis, 2011).
Debido a que las citocinas juegan un papel muy importante en la evolución de los
procesos inflamatorios, se ha propuesto su estudio detallado con el fin de componentes
claves en diferentes patologías como el cáncer y enfermedades asociadas con inflamación
crónica. El análisis de las citocinas se puede realizar de forma individual o en forma grupal
de modo que se pueda evidenciar su papel biológico (Costantini, 2010). Debido a que las
citocinas son la forma de comunicación entre las células, sus niveles se deben mantener
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en un delicado balance, lo cual es vital para la estabilidad de un organismo; por lo tanto,
cuándo esta estrecha relación se rompe, se presentan alteraciones clínicas de importancia
como las asociadas con inflamación (Hafler, 2007).
De la gran cantidad de citocinas que existen se encuentra la interleucina 17. Esta
una citocina proinflamatoria que hace parte de la familia de citocinas de la respuesta
Th 17. Es producida por las células T ayudadoras y es inducida por la IL-23(Starnes,
2002). La señalización por IL-17 recluta monocito y neutrófilos al lugar de inflamación
en respuesta a la invasión por patógenos, de forma similar al interferón gamma. Su papel
en los procesos inflamatorios se da en sinergia con el factor de necrosis tumoral y la
interleucina 1 (Chiricozzi 2011 y Miossec 2009). La actividad de esta citocina también
puede ser dirigida al propio organismo y resultar en varios desordenes autoinmunes que
involucran inflamación crónica (Martin, 2013). Por lo tanto, la función mas importante
de la IL-17 es inducir y mediar respuestas inflamatorias y también esta relacionada con
una subpoblación de linfocitos T CD4+ llamados los linfocitos T ayudadores 17 (Th17).
Como resultado de sus funciones, la familia IL-17 se ha asociado a muchas enfermedades
autoinmunes como la artritis reumatoide, asma, lupus, rechazo a trasplantes, actividad
antitumoral y psoriasis (Martin 2013 y Akdis 2011).
En la toxoplasmosis, las células Th17 contribuyen a la respuesta inflamatoria durante
la infección por parte del parásito (Korn, 2009). En Colombia hay reportes que muestran
que la IL-17 en niveles intraoculares de pacientes con toxoplasmosis ocular se encuentra
disminuida, lo que contrasta con la infección toxoplásmica en Europa y Estados Unidos
(Sauer, 2013).
También, dentro de las citocinas se encuentra la interleuquina 5 (IL-5), que es pro-
ducida por linfocitos T y los mastocitos. Sus funciones son estimular el crecimiento de
linfocitos B y aumentar la secreción de celulas productoras de anticuerpos. Es sorpren-
dente observar que en toxoplasmosis, esta citoquina es capaz de aumentar la producción
de IL-12, que juega un importante papel anti-Toxoplasma durante la fase aguda de la
infección.
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Tabla 5.1: Resumen estadístico de los datos de la proteína IL17
Paciente ni Xi Si S Xi
Agudo 4 540,40 68,37 34,18
Congénito 14 317,93 99,37 26,56
Crónico 8 351,72 177,56 62,77
Negativo 7 346,90 123,67 46,74
Ocular 5 488,33 58,91 26,34
Tabla 5.2: p-valores de los estadísticos de prueba para la proteína IL17
Test F Wald Welch BP MB
p-valor 0,0090 0,00000014 0,0017 0,004 0,0029
5.1. Análisis de la proteína Interleuquina IL17
Se tomaron 38 registros de la proteína interleuquina 17 medida en cinco tipo de pa-
cientes con toxoplasmosis: Negativo, Agudo, Crónico, Ocular y Congénito; los pacientes
eran 20 colombianos y 18 americanos. Los registros aparecen en la Tabla 8.1 del Apéndi-
ce 2. La Tabla 5.1 muestra un resumen estadístico de los datos donde aparecen el tamaño
muestral, la media, la desviación estándar y el error estándar muestral para cada trata-
miento.
Un test de Cochran se aplicó para verificar la igualdad de las varianzas poblacionales y
a un nivel de significancia del 5%, se rechaza dicha hipótesis ya que se obtuvo un p-valor
de 0,032. En la Tabla 5.2 aparecen los p-valores para la prueba de la igualdad de medias
del modelo ANOVA (2.5) con a = 5 tratamientos considerando primero la igualdad de
varianzas, es decir utilizando el estadístico F , y luego sin asumir la hipótesis de igualdad
de varianzas, es decir aplicando los cuatro estadísticos del Capítulo 3. Como era de espe-
rarse todos los p-valores son menores de 0,05 y conducen a rechazar la hipótesis de que
la expresión media de IL17 en los distintos tipos de paciente son iguales. Finalmente, se
aplicaron las pruebas de Normalidad de Kolmogorov-Smirnov y Anderson-Darling a los
residuales del modelo. Los p-valores de estas pruebas fueron mayores de 0,05 por lo que
no se puede rechazar la hipótesis de normalidad residual.
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Tabla 5.3: Resumen estadístico de los datos de la proteína IL5
Paciente ni Xi Si S Xi
Agudo 3 13,58 4,49 2,59
Congénito 5 9,95 1,08 0,48
Crónico 4 6,74 2,50 1,25
Negativo 4 10,02 4,53 2,26
Ocular 4 13,84 4,86 2,43
Tabla 5.4: p-valores de los estadísticos de prueba para la proteína IL5
Test F Wald Welch BP MB
p-valor 0,086 0,027 0,209 0,275 0,237
5.2. Análisis de la proteína Interleuquina IL5
Para este caso se analizaron solamente los 20 registros de la proteína interleuquina 5
medida en los distintos tipos de pacientes colombianos. Los registros aparecen en la Tabla
8.2 del Apéndice 2. La Tabla 5.3 contiene el tamaño muestral, la media, la desviación
estándar y el error estándar muestral para cada tratamiento.
Para verificar la igualdad de varianzas por grupo de pacientes, se aplicaron las pruebas
clásicas de Cochran y de Barttlet cuyos p-valores fueron mayores de 0,10, no rechazan-
do dicha hipótesis. En la Tabla 5.4 aparecen los p-valores para la prueba de la igualdad
de medias del modelo ANOVA (2.5) con a = 5 tratamientos para los datos de IL5 con-
siderando tanto la igualdad (prueba F ) como la diferencia en las varianzas. Note que,
excepto por el estadístico de Wald, en los demás casos, todos los p-valores dieron ma-
yores de 0,05, conduciendo al no rechazo de la hipótesis de que la expresión media de
la proteína IL5 para los cinco tipos de paciente son iguales. Las pruebas de Normalidad
de Kolmogorov-Smirnov y Anderson-Darling aplicada a los residuales del modelo dieron
p-valores mayores de 0,05 por lo que no se puede rechazar la hipótesis de normalidad
residual.
Capítulo 6
Conclusiones y trabajos futuros
El estudio de simulación muestra que si el nmin  15 el tamaño y el poder van al-
canzando las estimaciones deseadas de 0,05 para  y cercanas a 1 para la potencia
de la prueba. A pesar de que las distribuciones de los estadísticos bajo la hipótesis
nula son asintóticas, este número no es muy alto.
La aplicación mostró que los estadísticos detectan las diferencias o no entre los ni-
veles medios de expresión de las interleuquinas en pacientes con diferentes tipo de
toxoplasmosis, en cuyo caso los niveles medios de la IL17 consiguen caracterizar
los tipos de toxoplasmosis.
Tanto en el estudio de simulación como en las aplicaciones de las pruebas se obser-
vó que si los tamaños muestrales por tratamiento son muy pequeños, los estadísticos
no siempre detectan las diferencias entre las medias, esto debido a que sus distribu-
ciones son de tipo asintótico.
Como trabajo futuro se propone estudiar el problema de BF en el ANOVA de dos o
más factores, para el MANOVA y para el ANOVA funcional, como también dispo-
nibilizar programas computacionales para R o MATLAB que viabilicen su aplica-
ción.
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Capítulo 7
Apéndice 1
7.1. Prueba del Teorema 1
Bajo las condiciones dadas, se tiene que
b2i  2i 2ni 1=(ni   1); i = 1; 2; :::; a; (7.1)
dondeX  Y mediasX y Y tienen la misma distribución. Se deduce que (b2i  2i )=ni =
Op(n
 3=2
i ); i = 1; 2; :::; a. Por lo tanto b    = Op(n 3=2min ). Note que  = O(n 1min),
además se tiene que
R = H(b )H0 = Op(n 1=2min ); (7.2)
donde H = (CC
0
) 1=2C y H = O(n1=2min). Esto implica que
V = Iq +H(b )H0 = Iq + R = Iq +Op(n 1=2min ):
El Teorema 1 viene del teorema de Slutsky y del hecho que bajo H0; z
0z  2q .
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7.2. Prueba del Teorema 2
Note que bajo H0, se tiene que z  N(0; Iq). Aplicando el concepto de esperanza
condicional y algunos pasos sencillos del álgebra conlleva a
E(W ) = Etr(V 1) y E(W 2) = 2Etr(V 2) + Etr2(V 1); (7.3)
donde E2(X) = [E(X)]2; tr2(Y) = [tr(Y)]2 y tr(Y) denota la traza de Y, es decir, la
suma de las entradas de la diagonal de Y.
De la prueba del Teorema 1, se tiene que V = Iq + R con R = Op(n
 1=2
min ); ver (7.2).
Luego se tiene que V 1 = (Iq + R) 1 = Iq   R + R2   R3 + Op(n 2min) y V 2 =
(Iq+R) 2 = Iq 2R+3R2 4R3+Op(n 2min). Se puede observar de (7.2) que E(R) = 0
y Etr(R) = 0. Por lo tanto
Etr(V 1) = q + Etr(R2)  Etr(R3) +O(n 2min);
Etr(V 2) = q + 3Etr(R2)  4Etr(R3) +O(n 2min); (7.4)
Etr2(V 1) = q2 + Etr2(R) + 2qEtr(R2)  2qEtr(R3)  2Etr(R)tr(R2) +O(n 2min):








, para i = 1; 2; :::; a. Por (7.1), se tiene que




n2i (ni   1)
; y E(u3i ) =
86i
n3i (ni   1)2
; i = 1; 2; :::; a; (7.5)
donde se utiliza el hecho que E(2d=d  1)3 = 8=d2. Note que u1; u2; :::; ua son indepen-
dientes y por (7.5) se tiene que
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La combinación de (7.4) y (7.6) da como resultado que
Etr(V 1) = q + 2 +O(n 2min); Etr(V
 2) = q + 6+O(n 2min);
y
Etr2(V 1) = q2 + (8q + 2) +O(n 2min):
Lo anterior junto con (7.3) conlleva a que














donde 1 = 2nminq  y 2 =
(14+4q)nmin
q(q+2)
 como se deseaba.
En lo que sigue hallamos las cotas inferior y superior de  como aparecen en (3.19).





i. Se puede observar que Si es no negativo y solo





ihi. Se puede verificar que
Pa










i=1 Sl) = q y Iq   Si =
P
r 6=i Sr. Por lo tanto Iq   Si
es no negativo, lo que demuestra que el único valor propio no nulo i de Si es menor que








i =(ni   1) Pa
i=1 
2
i =(nmax   1)  q2= [(nmax   1)a] donde se utiliza el hecho de que para cualquier
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7.3. Prueba del Teorema 3
De la definición (3.15) deW , se puede observar queW es invariante bajo la transfor-
mación (3.22). Luego por (3.21), solo se necesita demostrar que b es invariante bajo la
transformación (3.22). Para i = 1; 2; :::; a, sea ci y ~ci las i-ésimas columnas de las matri-
ces de constraste C y ~C = PC respectivamente. Luego se puede observar que ~ci = Pci,


























i(CbC0) 1ci2 =(ni   1) = b:
7.4. Prueba del Teorema 4
El Teorema se prueba si se puede demostrar que tanto W y b son invariantes bajo
diferentes rotulaciones de las medias 1; :::; a. Sea i1; i2; :::; ia cualquier permutación de
1; 2; :::; a. Luego se puede observar que Cb = Pai=1 cibi = Pau=1 ciubiu y CbC0 =Pa
i=1 n
 1
i b2i cic0i = Pau=1 ni 1u bi2uciuci0u, demostrando que Cb y CbC0 son invariantes
bajo diferentes rotulaciones de las medias poblacionales y al igual queW .
La invariancia de b bajo diferentes rotulaciones de las medias poblacionales sigue de
















y que CbC0 es invariante bajo diferentes rotulaciones de las medias poblacionales.
Capítulo 8
Apéndice 2
Este apéndice contiene las tablas con los datos utilizados en la sección de la Apli-
cación. En la última columna de cada tabla aparecen los residuales del modelo ANOVA
heterocedástico ajustado a cada caso
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Tabla 8.1: Expresiones de interleuquina IL17 para 38 pacientes de toxoplasmosis
Paciente IL17 ^i Paciente IL17 ^i
Neg 414,85 67,9529 Ocular 473,86 -14,472
Neg 385,69 38,7929 Ocular 443,63 -44,702
Neg 518,07 171,173 Ocular 430,13 -58,202
Neg 165,98 -180,917 Ocular 520,57 32,238
Neg 278,17 -68,7271 Ocular 573,47 85,138
Neg 236,62 -110,277 Cong 454,71 136,779
Neg 428,9 82,0029 Cong 493,11 175,179
Agudo 563,34 22,9375 Cong 417,29 99,3593
Agudo 452,24 -88,1625 Cong 379,65 61,7193
Agudo 615,43 75,0275 Cong 380,86 62,9293
Agudo 530,6 -9,8025 Cong 203,19 -114,741
Cron 90,51 -261,209 Cong 246,36 -71,5707
Cron 355,59 3,87125 Cong 338,27 20,3393
Cron 98,74 -252,979 Cong 272,35 -45,5807
Cron 583,61 231,891 Cong 294,53 -23,4007
Cron 349,01 -2,70875 Cong 283,42 -34,5107
Cron 373,02 21,3012 Cong 327,57 9,63929
Cron 466,43 114,711 Cong 162,7 -155,231
Cron 496,84 145,121 Cong 197,02 -120,911
Fuente: Centro de Investigaciones Biomédicas de la Universidad del Quindío
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Fuente: Centro de Investigaciones Biomédicas de la Universidad del Quindío
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