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Abstract
We prove that steady state bifurcations in finite-dimensional dynamical systems that are
symmetric with respect to a monoid representation generically occur along an absolutely
indecomposable subrepresentation. This is stated as a conjecture in B. Rink and J. Sanders,
“Coupled cell networks and their hidden symmetries”, SIAM J.Math. Anal., 46 (2014). It is
a generalization of the well-known fact that generic steady state bifurcations in equivariant
dynamical systems occur along an absolutely irreducible subrepresentation if the symme-
tries form a group – finite or compact Lie. Our generalization also includes non-compact
symmetry groups. The result has applications in bifurcation theory of homogeneous coupled
cell networks as they can be embedded (under mild additional assumptions) into monoid
equivariant systems.
Introduction
In the last decades equivariant dynamics has gained a lot of attention. Symmetries arise fre-
quently in nature and applications and can lead to numerous staggering phenomena such as pat-
tern formation or synchronization of behavior. In equivariant dynamical systems, symmetries
provide the underlying structure to explain such unexpected behavior. Examples are dynamically
invariant subspaces, spectral degeneracies, complicated bifurcations, and many more. Research
in this area has been very active and lots of remarkable results have been established. More
details on equivariant dynamics can be found, for example, in [2, 3, 4, 6] with no claim of this
list being complete. However, in most of these studies the symmetries in question need to have
an underlying structure themselves. In particular they are required to form a group, most often
a finite one or a compact Lie group.
In recent years the field of network dynamical systems has received increased activity and
developments therein have called for less restrictive classes of symmetries. Network dynami-
cal systems exhibit phenomena that resemble those that have been encountered in the context
of equivariant dynamics such as multiple eigenvalues, high dimensional center subspaces, and
similarly unexpected and complex bifurcation behavior. As a matter of fact, in this context we
encounter dynamical systems that are equivariant with respect to linear symmetries as well.
These, however, often do not form a group but less restrictive structures such as a groupoid (see
[5]), a semigroup or a monoid (see [15]).
In this article we investigate generic steady state bifurcations in one-parameter families of
smooth vector fields that are equivariant with respect to a monoid. NIJHOLT, RINK & SANDERS
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[11, 12, 13] and RINK & SANDERS [14, 15, 16] show that under mild additional assumptions
homogeneous coupled cell networks can be regarded as the restriction of equivariant systems
to some invariant subspace. They prove numerous results on how to exploit these symmetries
to investigate the dynamics of the network such as Lyapunov-Schmidt reduction [15], normal
forms [16], center manifold reduction [12] or by determining bifurcations in the extended system
[13]. These techniques provide an easy to apply step-by-step machinery to determine generic
bifurcations in the network. However, one part could not be completely clarified: determining
generic center subspaces of the equivariant system that will lead to bifurcations. In a general
one-parameter family – without any symmetry – a generic steady state bifurcation occurs along
a one-dimensional subspace as the kernel of the linearization is generically one-dimensional. In
the context of group equivariant dynamics the picture is more complicated as symmetry may
force kernels to be higher dimensional. However, it is well-known that generic steady state
bifurcations occur along an absolutely irreducible subrepresentation. That is an invariant sub-
space that contains no further nontrivial invariant subspaces and whose endomorphism space is
isomorphic to the real numbers.
A similar result so far only exists in a special case for one-parameter families of systems
that are monoid equivariant. A monoid representation decomposes into indecomposable sub-
spaces meaning they cannot be decomposed any further. These are once again invariant under
the dynamics. Just as in the group case they can be of three types depending on their endomor-
phism space. RINK & SANDERS [15] show that whenever the representation decomposes into
indecomposable subrepresentations that are pairwise nonisomorphic, steady state bifurcations
in one-parameter families generically occur along an absolutely indecomposable subprepresen-
tation. It is already anticipated in their paper that this result holds in full generality. However,
no proof is given. In this article we close this gap by proving
Main Theorem. Steady state bifurcations in one-parameter families of systems that are equiv-
ariant with respect to a finite-dimensional representation of a monoid generically occur along
an absolutely indecomposable subrepresentation.
This is the immediate generalization of the aforementioned result in the group context. It can be
seen uncoupled from network dynamical systems.
At this point, we would like to mention an article by Nijholt and Rink that is currently avail-
able as a preprint (see NIJHOLT & RINK [10]). Therein the authors address the same question
that is already mentioned in [15] from a much more general point of view. They investigate
generic bifurcations in 푘-parameter families of monoid equivariant vector fields by determining
which configuration of invariant subrepresentations generically occurs as generalized kernel or
as center subspace. Their article also includes the results of this text as a special case. The
proof, however, is a lot more involved as it is presented in an algebraic setting and makes use of
algebraic geometry as well as noncommutative algebra – most importantly in the form of Wed-
derburn’s structure theorem. On the other hand, our result and the proof are presented from the
perspective of the application to homogeneous coupled cell networks. For that reason it is not
suitable to provide the result in even more generality. It may, however, be seen as an easy step
into the theory of monoid representations coming from network dynamical systems.
We use Section 1 to wrap up the basics of representation theory of monoids that are needed
throughout the text. The results are stated without proofs as they are nicely presented in [15].
Section 2 contains the proof of the main result. We start in Subsection 2.1 by investigating nilpo-
tent endomorphisms of representations that are direct sums of subrepresentations which are all
pairwise isomorphic. These form building blocks of arbitrary representations and are called iso-
typic components. In Subsection 2.2 we complete the proof by reducing the question of generic
generalized kernels in an arbitrary representation to that of determining the nilpotent endomor-
phisms of its isotypic components. Finally, in Section 3 we investigate a homogeneous coupled
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cell systemwith eight cells as an example to illustrate the application of the main theorem. Some
technical details on submanifolds of matrix manifolds are postponed to the appendix.
1 Finite dimensional real monoid representations
We use this chapter to summarize some results on finite-dimensional real representations of
monoids. Note that we do not impose any further restrictions on the monoid throughout the
whole article. It may be finite or infinite and, therefore, includes finite or compact symmetry
groups. But also noncompact groups are included. The proofs for the results in this section are
omitted. In RINK & SANDERS [15] they are stated for finite monoids. However, only the fact
that the representations are finite-dimensional is used, and therefore they also apply in the case
in consideration here.
Definition. The tuple (Σ, ⋅), where Σ is a set and ⋅∶ Σ × Σ→ Σ is a map so that
(i) (휎 ⋅ 휎′) ⋅ 휎̃ = 휎 ⋅ (휎′ ⋅ 휎̃) for all 휎, 휎′, 휎̃ ∈ Σ (associativity)
(ii) there exists an element 1 ∈ Σ so that 1 ⋅ 휎 = 휎 ⋅ 1 = 휎 for all 휎 ∈ Σ (neutral element)
is called a monoid. We abbreviate 휎휎′ = 휎 ⋅ 휎′ and call Σ the monoid if the multiplication is
clear from context.
The definition of a representation is well known in the context of groups and we define it
accordingly for monoids. Let Σ be a monoid and let 푉 be a finite-dimensional real vector space
and 픤픩(푉 ) the space of linear maps from 푉 to itself. We call the monoid homomorphism
퐴∶ Σ → 픤픩(푉 ), 휎 ↦ 퐴휎 ,
with
퐴휎휎′ = 퐴휎퐴휎′ for all 휎, 휎′ ∈ Σ
and 퐴1 = ퟙ푉 for the neutral element, a representation of Σ. When the homomorphism is knownfrom context or not needed in its explicit form we also call 푉 a representation of Σ. A subspace
푊 ⊂ 푉 is called a subrepresentation if it is invariant under the action of the monoid:
퐴휎푊 ⊂ 푊 for all 휎 ∈ Σ.
The representation 푉 is called irreducible if there exists no proper subrepresentation 푊 ⊂ 푉
with 푊 ≠ {0}, 푉 . It is called indecomposable if there are no two proper subrepresentations
푊 ,푊 ′ with 푉 = 푊 ⊕ 푊 ′. Unlike for group representations, these two properties are not
equivalent as an indecomposable representation need not be irreducible. However, the definition
of indecomposability directly yields the existence of a decomposition of 푉 into indecomposable
subspaces
푉 = 푊1 ⊕…⊕푊푠.
This decomposition is unique up to equivalence of subrepresentations, which is stated in the
following theorem.
Theorem 1.1 (Krull-Schmidt). Let 푉 be a representation of Σ and let
푉 = 푊1 ⊕…⊕푊푠
be a decomposition of 푉 into indecomposable subrepresentations. Then this decomposition is
unique up to isomorphisms: If it also holds that
푉 = 푊 ′1 ⊕…⊕푊
′
푠′
with indecomposable subrepresentations 푊 ′1 ,… ,푊
′
푠′ then 푠 = 푠
′ and 푊푖 ≅ 푊 ′푖 for all 푖 after
renumbering the subrepresentations.
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Consider a second representation 퐴′∶ Σ → 픤픩(푉 ′) on a finite dimensional real vector space
푉 ′ and a linear map
퐿∶ 푉 → 푉 ′.
If 퐿 commutes with the monoid action
퐿◦퐴휎 = 퐴′휎◦퐿 for all 휎 ∈ Σ
we call it a homomorphism of representations and write 퐿 ∈ HomΣ(푉 , 푉 ′). If 푉 = 푉 ′, wecall 퐿 an endomorphism and write EndΣ(푉 ) = HomΣ(푉 , 푉 ). If 퐿 is invertible, we call it an
isomorphism and 푉 and 푉 ′ are equivalent or isomorphic. The following remark points out why
endomorphisms are especially interesting for the study of monoid equivariant dynamics.
Remark. Assume that 퐹 ∶ 푉 → 푉 is a continuously differentiable vector field and 푥0 ∈ 푉 is a
point such that
(i) 푥0 is an equilibrium point of 퐹 , i.e., 퐹 (푥0) = 0 ;
(ii) 푥0 is Σ-symmetric, i.e. 퐴휎푥0 = 푥0 for all 휎 ∈ Σ;
(iii) 퐹 is Σ-equivariant, i.e. 퐹◦퐴휎 = 퐴휎◦퐹 for all 휎 ∈ Σ.
Then differentiation of 퐹
(
퐴휎푥
)
= 퐴휎퐹 (푥) at 푥 = 푥0 = 퐴휎푥0 yields
퐿0◦퐴휎 = 퐴휎◦퐿0
with 퐿0 = 퐷푥퐹
(
푥0
)
and hence 퐿0 ∈ EndΣ(푉 ).
When we consider an indecomposable representation the space of endomorphisms has some
interesting properties itself.
Proposition 1.2. Let 푉 be an indecomposable representation and let 퐿 ∈ EndΣ(푉 ). Then 퐿 is
either invertible or nilpotent (i.e., there exists 푛 ∈ ℕ such that 퐿푛 = 0).
This result is also known as the Fitting lemma and can be found, for example, in JACOBSON [9].
As a corollary we obtain that the set of nilpotent endomorphisms of an indecomposable monoid
representation
EndnilΣ (푉 ) =
{
퐿 ∈ EndΣ(푉 ) ∣ 퐿 is nilpotent
}
is an ideal in EndΣ(푉 ). Factoring out this ideal we obtain the following lemma
Lemma 1.3 (Schur’s Lemma). Let 푉 be an indecomposable representation. The quotient
EndΣ(푉 )∕ End
nil
Σ (푉 )
is a real division algebra.
Remark. This result, stemming from module theory, is a significant generalization of the origi-
nal lemma of Schur on irreducible modules – which is important in the representation theory of
groups – to indecomposable ones.
Recall that any finite-dimensional real associative division algebra is isomorphic to either ℝ,ℂ,
or ℍ. In the first case we say 푉 is a representation of real type or an absolutely indecomposable
representation. In the other two cases it is called a representation of complex or, respectively, of
quaternionic type. Furthermore, we define the index of 푉 to be the dimension of the division
algebra:
ind (푉 ) = dimEndΣ(푉 )∕ End
nil
Σ (푉 ).
The next result is an immediate consequence of the Fitting lemma. It investigates concate-
nations of homomorphisms of indecomposable representations. Even though it appears to be
out of context here, it turns out to be useful later in the text.
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Proposition 1.4. Let 푉 and 푉 ′ be indecomposable representations, and consider two homo-
morphisms 퐿 ∈ HomΣ(푉 , 푉 ′) and 퐾 ∈ HomΣ(푉 ′, 푉 ). If 퐾◦퐿 is invertible, both 퐿 and 퐾 are
isomorphisms.
The final result of this section discusses perturbations of endomorphisms. Any퐿 ∈ EndΣ(푉 )imposes a decomposition of 푉 into the so-called generalized kernel and reduced image of 퐿
푉 = ker0(퐿)⊕ im0(퐿).
These are kernel and image of 퐿푛 when 푛 = dim푉 or equivalently the generalized eigenspace
of the eigenvalue 0 and the direct sum of the generalized eigenspaces of all nonzero eigenvalues.
Furthermore, both are subrepresentations that are invariant under 퐿. Note that this decomposi-
tion is the same used in RINK & SANDERS [15] even though it is defined differently.
Lemma 1.5. Let 퐿0 ∈ EndΣ(푉 ) and denote the decomposition into generalized kernel and
reduced image of 퐿0 by
푉 = ker0(퐿0)⊕ im0(퐿0)
with respect to which
퐿0 =
(
퐿110 0
0 퐿220
)
with 퐿110 nilpotent and 퐿
22
0 invertible. Then there is an open neighborhood 푈 ⊂ EndΣ(푉 ) of the
zero endomorphism 0 ∈ EndΣ(푉 ) and smooth maps
휙11∶ 푈 → EndΣ(ker0(퐿0)) and 휙22∶ 푈 → EndΣ(im0(퐿0))
so that for every 퐿 ∈ 푈
퐿0 + 퐿 is conjugate to
(
휙11(퐿) 0
0 휙22(퐿)
)
.
It holds that 휙11(퐿) = 퐿110 + 퐿
11 + (‖퐿‖2) and 휙22(퐿) = 퐿220 + 퐿22 + (‖퐿‖2).
2 Generic steady state bifurcations in real monoid represen-
tations
In this section we aim to prove the main theorem. The principal part of the proof is a gen-
eralization of the proof in RINK & SANDERS [15]. Therefore, the structures of the proofs are
similar and some of the notation is used again. The major difference is that we have to take
special care of monoid representations containing multiple direct summands that are equivalent
subrepresentations.
In order to prove the claim, let Σ be a monoid which is represented on the finite-dimensional
real vector space 푉 as before:
Σ→ 픤픩(푉 ), 휎 ↦ 퐴휎 .
For the rest of this text all representations are real and finite-dimensional. Furthermore, let
퐹 ∶ 푉 ×ℝ→ 푉
be a smooth equivariant vector field that depends on a real parameter:
퐹
(
퐴휎푥, 휆
)
= 퐴휎퐹 (푥, 휆) for all 푥 ∈ 푉 , 휆 ∈ ℝ and 휎 ∈ Σ.
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We assume that for all 휆 the vector field possesses a Σ-symmetric equilibrium 푥0. The implicitfunction theorem implies that for varying parameter values, solution branches can only emerge
from 푥0 at a parameter value 휆0 when the linearization 퐿휆0 = D푥퐹 (푥0, 휆0) is not invertible.Without loss of generality, we may assume 휆0 = 0. Furthermore, Lyapunov-Schmidt reductiontells us that possible new solution branches then locally occur along the generalized kernel (the
generalized eigenspace to the eigenvalue 0) of 퐿0. As we have seen in a remark in Section 1,the linearization is equivariant as well. Hence 퐿휆 = D푥퐹 (푥0, 휆) is a one parameter family of en-domorphisms of 푉 . RINK & SANDERS [15] prove that the Lyapunov-Schmidt reduction can be
performed to preserve equivariance. Hence, the bifurcation equation reduces to an equivariant
equation on the generalized kernel. Thus, in order to prove the main theorem we have to inves-
tigate generalized kernels of one-parameter families of endomorphisms of finite-dimensional
representations of monoids.
2.1 Isotypic components and nilpotent endomorphisms
As a first step we decompose the representation 푉 into indecomposable components
푉 = 푊1 ⊕…⊕푊푚
where each푊푖 is an indecomposable subrepresentation of 푉 . This decomposition is unique dueto the Krull-Schmidt theorem (1.1). It yields a partition of {1,… , 푚} = 푃1 ∪… ∪ 푃푠 such that
푊푖 ≅ 푊푗 if 푖 and 푗 are in the same 푃푘 and푊푖 ≇ 푊푗 if 푖 and 푗 are not in the same 푃푘. Summingup the components according to that partition
푉푘 =
⨁
푖∈푃푘
푊푖,
i.e., summing up those components that are isomorphic or equivalent, we obtain a coarser de-
composition
푉 = 푉1 ⊕…⊕ 푉푠.
We call the 푉푘 isotypic components. As it stems directly from the decomposition into indecom-posable subrepresentations, this decomposition is unique up to equivalence of subrepresenta-
tions as well. As a matter of fact, we may identify each isotypic component with the finite direct
sum of one of its indecomposable subrepresentations
푉푖 ≅ 푊
푠푖
푗
for some 푠푖 ∈ ℕ and suitable 푗 ∈ {1,… , 푚}. We will prove some preparatory results on isotypiccomponents first.
Lemma 2.1. Let 푋 and 푌 be indecomposable Σ-representations and let 푉 = 푋푠 and푊 = 푌 푟
for some 푟, 푠 ∈ ℕ be representations consisting of precisely one isotypic component. For 퐿 ∈
HomΣ(푉 ,푊 ) and 퐾 ∈ HomΣ(푊 ,푉 ) it holds that 퐾퐿 ∈ EndΣ(푉 ), and we may represent it as
a block matrix with respect to the decomposition:
퐾퐿 =
⎛⎜⎜⎝
퐵11 ⋯ 퐵1푠
⋮ ⋮
퐵푠1 ⋯ 퐵푠푠
⎞⎟⎟⎠
so that 퐵푖푗 ∈ EndΣ(푋) for all 푖, 푗. Suppose that 푋 and 푌 are nonisomorphic representations,
i.e., 푋 ≇ 푌 . Then all the 퐵푖푗 are nilpotent.
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Proof. As a first step we present 퐾 and 퐿 in block matrix form respecting the decompositions
of 푉 and푊 , respectively:
퐿 =
⎛⎜⎜⎝
퐿11 ⋯ 퐿1푠
⋮ ⋮
퐿푟1 ⋯ 퐿푟푠
⎞⎟⎟⎠ and 퐾 =
⎛⎜⎜⎝
퐾11 ⋯ 퐾1푟
⋮ ⋮
퐾푠1 ⋯ 퐾푠푟
⎞⎟⎟⎠
where 퐿푖푗 ∈ HomΣ(푋, 푌 ) and 퐾 푖푗 ∈ HomΣ(푌 ,푋) for all 푖, 푗. Therefore, the product 퐾퐿 is an
푠 × 푠 block matrix with entries
(퐾퐿)푖푗 =
푟∑
푙=1
퐾 푖푙퐿푙푗 ,
which are in EndΣ(푋). In particular, this holds for each of the summands 퐾 푖푙퐿푙푗 ∈ EndΣ(푋) forall 푖, 푗, 푙. Proposition 1.2 yields that such products are either invertible or nilpotent. Suppose
now that 퐾 푖푙퐿푙푗 is invertible for some 푖, 푗, 푙. Then Proposition 1.4 yields that both 퐾 푖푙 and 퐿푙푗
are isomorphisms and hence 푋 ≅ 푌 . This is a contradiction to our assumptions, and therefore
퐾 푖푙퐿푙푗 are nilpotent for all 푖, 푗, 푙. The fact that EndnilΣ (푋) is an ideal (see Proposition 1.2) providesthe same result for finite sums of these elements and hence for all blockwise entries of the product
퐾퐿 which completes the proof.
Remark. The previous lemma is a generalization of Proposition 1.4 on isotypic components.
Next, we aim at understanding nilpotent endomorphisms of isotypic components in a sim-
ilar fashion as for indecomposable representations. In order to do so we consider a real finite-
dimensional representation consisting of precisely one isotypic component
푉 = 푋푠
unless stated differently. Presenting the endomorphisms of 푉 in block matrix form as before we
may identify
EndΣ(푉 ) ≅ M(푠; EndΣ(푋)),
whereM(푠; EndΣ(푋)) is the algebra of 푠 × 푠 matrices with entries in EndΣ(푋). The first step inunderstanding the nilpotent endomorphisms EndnilΣ (푉 ) is to see that the collection Endb−nilΣ (푉 )of matrices with blockwise nilpotent entries
Endb−nilΣ (푉 ) = M(푠; End
nil
Σ (푋))
is an ideal in EndΣ(푉 ). This follows immediately from the fact that EndnilΣ (푋) is an ideal in
EndΣ(푋) (see Proposition 1.2) and from the rules of matrix summation and multiplication.
Lemma 2.2. The collection
Endb−nilΣ (푉 ) ⊂ EndΣ(푉 )
is an ideal.
Proof. Let
퐿 =
⎛⎜⎜⎝
퐿11 ⋯ 퐿1푠
⋮ ⋮
퐿푠1 ⋯ 퐿푠푠
⎞⎟⎟⎠ , 퐾 =
⎛⎜⎜⎝
퐾11 ⋯ 퐾1푠
⋮ ⋮
퐾푠1 ⋯ 퐾푠푠
⎞⎟⎟⎠ ∈ M(푠; EndΣ(푋)).
We may easily check the requirements for an ideal using the fact that EndnilΣ (푋) is an ideal.
(i) Obviously 0 ∈ Endb−nilΣ (푉 ).
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(ii) Let 퐿,퐾 ∈ Endb−nilΣ (푉 ). Then 퐿푖푗 , 퐾 푖푗 ∈ EndnilΣ (푋) for all 푖, 푗, and therefore −퐿푖푗 ,−퐾 푖푗 ∈
EndnilΣ (푋) as well as 퐿푖푗 −퐾 푖푗 ∈ EndnilΣ (푋) for all 푖, 푗. Thus 퐿 −퐾 ∈ Endb−nilΣ (푉 ).
(iii) Let 퐿 ∈ Endb−nilΣ (푉 ). Then
(퐿퐾)푖푗 =
푠∑
푙=1
퐿푖푙퐾 푙푗
with each summand being an element in EndnilΣ (푋) as it is an ideal. Thus the same holds
for the finite sum and 퐿퐾 ∈ Endb−nilΣ (푉 ). Exchanging the role of 퐿 and퐾 yields the samefor 퐾퐿.
Remark. Note that all elements in Endb−nilΣ (푉 ) are nilpotent themselves. This can be seen using
the fact that after a choice of a basis for 푉 endomorphisms can be represented as real matrices
with
tr
(
퐿푘
)
= 0
for 퐿 ∈ Endb−nilΣ (푉 ) and all 푘 ∈ ℕ.
As Endb−nilΣ (푉 ) is an ideal in EndΣ(푉 ) or more precisely inM(푠; EndΣ(푋)), we may considerthe factor ring/factor space
M(푠; EndΣ(푋))∕M(푠; End
nil
Σ (푋)).
This yields the decomposition
M(푠; EndΣ(푋)) = End
b−nil
Σ (푉 )⊕푊 . (2.1)
where
푊 ≅ M(푠; EndΣ(푋))∕M(푠; End
nil
Σ (푋)).
The isomorphism is exactly the projection map
휋 ∶ M(푠; EndΣ(푋))→ M(푠; EndΣ(푋))∕M(푠; End
nil
Σ (푋))
restricted to푊 . Note that factoring out Endb−nilΣ (푉 ) = M(푠; EndnilΣ (푋)) is the same as factoring
out EndnilΣ (푋) entrywise. Therefore,
M(푠; EndΣ(푋))∕M(푠; End
nil
Σ (푋)) = M(푠; EndΣ(푋)∕ End
nil
Σ (푋)).
The spaces are not only isomorphic but equal. Remember from the considerations after Schur’s
lemma (1.3) that we may furthermore identify
EndΣ(푋)∕ End
nil
Σ (푋) ≅ 핂
where 핂 = ℝ,ℂ, or ℍ depending on the representation type of 푋. Therefore, we may identify
M(푠; EndΣ(푋)∕ End
nil
Σ (푋)) ≅ M(푠;핂)
using an isomorphism 휅. It is important to bear in mind that, even though we identify the factor
space with complex or even quaternionic matrices, we still treat it as a real algebra, meaning that
we allow scalar multiplication by real numbers only.
Lemma 2.3. Let 퐿 ∈ EndΣ(푉 ). Then 퐿 is nilpotent if and only if 휋(퐿) is nilpotent in
M(푠; EndΣ(푋)∕ End
nil
Σ (푋)) and 휅휋(퐿) is nilpotent inM(푠;핂).
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Proof. The first direction of the proof follows directly from the fact that 휋 and 휅 are ho-
momorphisms of rings. Conversely, let 퐿 ∈ EndΣ(푉 ) such that 휋(퐿) is nilpotent in
M(푠; EndΣ(푋)∕ End
nil
Σ (푋)) (or equivalently 휅휋(퐿) nilpotent in M(푠;핂)). Then there ex-
ists 푘 ∈ ℕ such that 휋(퐿)푘 = 0 ∈ M(푠; EndΣ(푋)∕ EndnilΣ (푋)). This is the same as
휋(퐿푘) = 0 ∈ M(푠; EndΣ(푋)∕ End
nil
Σ (푋)) or equivalently 퐿푘 ∈ Endb−nilΣ (푉 ). As mentioned
in the last remark, the elements of Endb−nilΣ (푉 ) are nilpotent themselves, so 퐿푘 and therefore 퐿are nilpotent.
Summarizing we have seen that
EndnilΣ (푉 ) =
{
퐿 ∈ M(푠; EndΣ(푋)) ∣ 휋(퐿) nilpotent
}
=
{
퐿 ∈ M(푠; EndΣ(푋)) ∣ 휅휋(퐿) nilpotent
}
.
Recall from Equation 2.1 that we may uniquely decompose elements 퐿 ∈ M(푠; EndΣ(푋)) asfollows:
퐿 = 퐿1 + 퐿2 where 퐿1 ∈ Endb−nilΣ (푉 ), 퐿2 ∈ 푊 , (2.2)
which yields
휋(퐿) = 휋(퐿2) ∈ M(푠; EndΣ(푋)∕ End
nil
Σ (푋)).
Therefore, using Lemma 2.3, we obtain
퐿 = 퐿1 + 퐿2 ∈ End
b−nil
Σ (푉 )⊕푊 nilpotent⇔ 휋(퐿) ∈ M(푠; EndΣ(푋)∕ EndnilΣ (푋)) nilpotent
⇔ 휋(퐿2) ∈ M(푠; EndΣ(푋)∕ End
nil
Σ (푋)) nilpotent
⇔ 퐿2 ∈ 푊 nilpotent
⇔ 휅휋(퐿2) ∈ M(푠;핂) nilpotent
and in conclusion
EndnilΣ (푉 ) =
{
퐿1 + 퐿2 ∣ 퐿2 nilpotent
}
=
{
퐿1 + 퐿2 ∣ 휅휋(퐿2) ∈ M(푠;핂) nilpotent
}
.
(2.3)
Thus, we have to investigate nilpotent matrices inM(푠;핂) to deepen our understanding of nilpo-
tent endomorphisms of isotypic components. In the following we continue to speak of 휋(퐿)
for endomorphisms 퐿 ∈ EndΣ(푉 ) identified withM(푠; EndΣ(푋)) and remember that this is thesame as 휋(퐿2).First of all, recall that matrices in M(푠;핂) are noninvertible if they are nilpotent and fur-
thermore that they are invertible if and only if they have full rank over 핂. The rank is defined
to be the number of (right) linear independent column vectors or equally the number of (left)
linear independent row vectors. These results are well known for real and complex matrices.
For the quaternionic case consult ZHANG [17] and the appendix. We may therefore decompose
EndnilΣ (푉 ) as follows:
EndnilΣ (푉 ) =
푠⋃
푖=1
퐽푖,
where 퐽푖 =
{
퐿 ∈ EndΣ(푉 ) ∣ 휅휋(퐿) nilpotent, rank 휅휋(퐿) = 푠 − 푖
}. Furthermore, we may em-
bed the 퐽푖 into larger collections by dropping the requirement to be nilpotent
퐽푖 ⊂ Λ푖 =
{
퐿 ∈ EndΣ(푉 ) ∣ rank 휅휋(퐿) = 푠 − 푖
}
.
Let M푖 (푠;핂) denote the submanifold of matrices with rank 푠 − 푖 in M(푠;핂). Its dimensionand codimension are known from Proposition A.1 in the appendix. The Λ푖 are submanifolds of
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EndΣ(푉 ) of the same codimension which can be seen from the decomposition in Equations 2.1and 2.3,
codimΛ푖 = codimM푖 (푠;핂)
= 푖2 dim핂
= 푖2 ind (푋)
More precisely speaking, 휋 and 휅 are clearly surjective linear maps and therefore submersions
of manifolds. Hence, 휋−1휅−1(M푖 (푠;핂)) ⊂ EndΣ(푉 ) is a submanifold of the same codimension.Recall that 푖 = 1,… , 푠 and note that this codimension is 1 if and only if 푖 = 1 and ind (푋) = 1
or equivalently 푖 = 1 and 핂 = ℝ. In that case we skip the embedding of 퐽1 into Λ1. As isproven in Proposition A.2 in the appendix the real nilpotent matrices of rank 푠 − 1 form an
(푠2 − 푠)-dimensional submanifold ofM(푠;ℝ) that we callMnil1 (푠;ℝ). Thus the codimension of
퐽1 is
codim 퐽1 = codimMnil1 (푠;ℝ)
= 푠
using the same argument as before for the first equality. This equals 1 if and only if 푠 = 1. In
this case we are considering 1 × 1 real matrices and the only nilpotent one is 0. We summarize
these results in the following theorem.
Theorem 2.4. Let푋 be an indecomposable finite-dimensional real representation of the monoid
Σ and 푉 = 푋푠 for some 푠 ∈ ℕ. Then the set of nilpotent endomorphisms EndnilΣ (푉 ) is contained
in the finite union of submanifolds of EndΣ(푉 ) of codimensions:
(i) 푠, 푖2 with 푖 = 2,… , 푠 if ind (푋) = 1 or
(ii) 푖2 ind (푋) with 푖 = 1,… , 푠 if ind (푋) = 2 or 4.
Remark. This codimension equals 1 if and only if the representation 푋 is absolutely indecom-
posable and the isotypic component consists of only one indecomposable summand. That is
when ind (푋) = 1 and 푠 = 1.
2.2 Generalized kernels in generic one parameter familes of endomor-
phisms
We now return to arbitrary finite-dimensional real representations
푉 = 푉1 ⊕…⊕ 푉푚,
where the 푉푖 are its isotypic components.
Lemma 2.5. Let 퐿 ∈ EndΣ(푉 ) be nilpotent and represented as
퐿 =
⎛⎜⎜⎝
퐿11 ⋯ 퐿1푚
⋮ ⋮
퐿푚1 ⋯ 퐿푚푚
⎞⎟⎟⎠ ∈ EndΣ(푉 )
with 퐿푖푗 ∈ HomΣ(푉푗 , 푉푖). Then all the 퐿푖푖 ∈ EndΣ(푉푖) are nilpotent.
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Proof. Let
퐿 =
⎛⎜⎜⎝
퐿11 ⋯ 퐿1푚
⋮ ⋮
퐿푚1 ⋯ 퐿푚푚
⎞⎟⎟⎠ ∈ EndΣ(푉 )
and 푛 ∈ ℕ such that 퐿푛 = 0. The blockwise entries of 퐿푛 are
(퐿푛)푖푗 =
∑
1≤푙1,…,푙푛−1≤푚
퐿푖푙1퐿푙1푙2⋯퐿푙푛−1푗 .
Especially for 푖 = 푗 we have
0 = (퐿푛)푖푖 =
∑
1≤푙1,…,푙푛−1≤푚
퐿푖푙1퐿푙1푙2⋯퐿푙푛−1푖
=
(
퐿푖푖
)푛 + ∑
1≤푙1 ,…,푙푛−1≤푚
∃푟∶ 푙푟≠푖
퐿푖푙1퐿푙1푙2⋯퐿푙푛−1푖.
Lemma 2.1 tells us that
퐿푖푙1퐿푙1푙2⋯퐿푙푛−1푖 ∈ Endb−nilΣ (푉푖)
whenever there exists an 푟 such that 푙푟 ≠ 푖 – all its blockwise components are nilpotent. As
Endb−nilΣ (푉푖) is an ideal the same holds for(
퐿푖푖
)푛 = − ∑
1≤푙1 ,…,푙푛−1≤푚
∃푟∶ 푙푟≠푖
퐿푖푙1퐿푙1푙2⋯퐿푙푛−1푖.
This especially yields that (퐿푖푖)푛 is nilpotent and thus the same holds true for퐿푖푖which completes
the proof.
We have assumed that 푉 splits as a sum of isotypic components. These furthermore decom-
pose into indecomposable representations as follows:
푉푖 ≅ 푋
푗푖
푖 ,
where the 푋푖 ⊂ 푉 are indecomposable and 푗푖 ∈ ℕ suitable. If 퐿 ∈ EndΣ(푉 ) is an arbitraryendomorphism, its generalized kernel ker0(퐿) is a subrepresentation with a complement – thereduced image im0(퐿). Hence, by the Krull-Schmidt theorem (1.1) it is isomorphic to the directsum of some of the indecomposable components of 푉 :
ker0(퐿) ≅ 푋
푠1
푖1
⊕…⊕푋푠푘푖푘
with 푘 ≤ 푚, 1 ≤ 푖1 < … < 푖푘 ≤ 푚 and suitable 1 ≤ 푠푟 ≤ 푗푖푟 ∈ ℕ . We may therefore classifyendomorphisms according to their generalized kernels. Renaming its isotypic components
푊푟 = 푋
푠푟
푖푟
we denote
Iso
(
푊1 ⊕…⊕푊푘
)
=
{
퐿 ∈ EndΣ(푉 ) ∣ ker0(퐿) ≅ 푊1 ⊕…⊕푊푘
}
.
Theorem 2.6. Suppose 푉 decomposes as the direct sum of indecomposables
푉 ≅ 푋푗11 ⊕…⊕푋
푗푚
푚
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where the 푋푖 are pairwise nonisomorphic. Choose 푘 ≤ 푚, 1 ≤ 푖1 < … < 푖푘 ≤ 푚 and
1 ≤ 푠푟 ≤ 푗푖푟 and rename푊푟 = 푋푠푟푖푟 for 푟 = 1,… , 푘. Then Iso (푊1 ⊕…⊕푊푘) is contained in
the finite union of submanifolds of codimensions
푘∑
푟=1
푑푟
where
푑푟 =
{
푠푟, 푝2 with 푝 = 2,… , 푠푟 if ind
(
푋푖푟
)
= 1
푝2 ind
(
푋푖푟
)
with 푝 = 1,… , 푠푟 if ind
(
푋푖푟
)
= 2 or 4.
Proof. Choose an arbitrary endomorphism 퐿0 ∈ Iso
(
푊1 ⊕…⊕푊푘
) and decompose 푉 into
the generalized kernel and reduced image of 퐿0:
푉 = ker0(퐿0)⊕ im0(퐿0).
Recall from Lemma 1.5 that for an endomorphism 퐿 ∈ EndΣ(푉 ) close enough to the zeroendomorphism 0 ∈ EndΣ(푉 ) the sum 퐿0 + 퐿 is conjugate to(
휙11(퐿) 0
0 휙22(퐿)
)
with respect to that decomposition. As 휙22(퐿) = 퐿220 + (‖퐿‖) and 퐿220 invertible, 휙22(퐿) isinvertible as well. The generalized kernel ker0(퐿0 + 퐿) is therefore isomorphic to ker0(퐿0) ifand only if 휙11(퐿) is nilpotent. As a matter of fact this means
퐿0 + 퐿 ∈ Iso
(
푊1 ⊕…⊕푊푘
)
⇔ 휙11(퐿) nilpotent
for all 퐿 in a suitable neighborhood 푈 of 0 ∈ EndΣ(푉 ).Furthermore,
휙11∶ 푈 → EndΣ(ker0(퐿0)) ≅ EndΣ(푊1 ⊕…⊕푊푘)
with 휙11(퐿) = 퐿110 +퐿11 +(‖퐿‖2). Hence 휙11 is clearly a submersion and it suffices to provethat
EndnilΣ (푊1 ⊕…⊕푊푘)
is contained in the union of submanifolds of EndΣ(푊1⊕…⊕푊푘) of the specified codimensions.It then follows by an argument that has already been used before that(
휙11
)−1 (EndnilΣ (ker0(퐿0))) ⊂ 푈
is contained in the union of submanifolds of the same codimensions.
Let 퐿 ∈ EndΣ(푊1⊕…⊕푊푘) be arbitrary and decomposed respecting isotypic components
퐿 =
⎛⎜⎜⎝
퐿11 ⋯ 퐿1푘
⋮ ⋮
퐿푘1 ⋯ 퐿푘푘
⎞⎟⎟⎠ .
Aswe have seen in Lemma 2.5 the block-diagonal elements are nilpotent if퐿 is nilpotent. Hence
we can embed
EndnilΣ (푊1 ⊕…⊕푊푘) ⊂
{
퐿 ∈ EndΣ(푊1 ⊕…⊕푊푘) ∣ 퐿푟푟 ∈ End
nil
Σ (푊푟) for all 1 ≤ 푟 ≤ 푘} ,
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which we call Γ. Theorem 2.4 tells us that each EndnilΣ (푊푟) is contained in the finite union ofsubmanifolds of EndΣ(푊푟) of codimensions
푑푟 =
{
푠푟, 푝2 with 푝 = 2,… , 푠푟 if ind
(
푋푖푟
)
= 1
푝2 ind
(
푋푖푟
) with 푝 = 1,… , 푠푟 if ind (푋푖푟) = 2 or 4. . (2.4)
Hence Γ is contained in the finite union of submanifolds ofEndΣ(푊1⊕…⊕푊푘) of codimensions
푘∑
푟=1
푑푟,
where the 푑푟 are chosen as in (2.4). This completes the proof.
Remark. Note that these codimensions are 0 if and only if 푘 = 0. In that case the union of sub-
manifolds from Theorem 2.6 contains all nonsingular matrices. The sum of these codimensions
equals 1 if and only if 푘 = 1, 푠1 = 1, and ind
(
푊1
)
= 1. In that case the nilpotent endomor-
phisms form a real subspace and hence a proper submanifold. They are not only contained in
one. In all other cases the sum of codimensions is at least 2.
We have now collected all measures to complete the proof of the main theorem.
Main Theorem. Steady state bifurcations in one-parameter families of systems that are equiv-
ariant with respect to a finite-dimensional representation of a monoid generically occur along
an absolutely indecomposable subrepresentation.
Proof of Main Theorem. Let 푉 be a finite-dimensional real representation of Σ that decomposes
as the direct sum of indecomposables
푉 ≅ 푋푗11 ⊕…⊕푋
푗푚
푚 .
Choose 푘 ≤ 푚, 1 ≤ 푖1 < … < 푖푘 ≤ 푚 and 1 ≤ 푠푟 ≤ 푗푖푟 and rename푊푟 = 푋푠푟푖푟 for 푟 = 1,… , 푘.Theorem 2.6 and the remark thereafter tell us that Iso (푊1 ⊕…⊕푊푘) is a submanifold ofcodimension 0 if and only if 푘 = 0. It is of codimension 1 if and only if 푘 = 1, 푠1 = 1, and푊푖1is absolutely indecomposable. In all other cases Iso (푊1 ⊕…⊕푊푘) is contained in the finiteunion of submanifolds of codimension 2 or higher. This especially means that
휁 =
{
퐿 ∈ EndΣ(푉 ) ∣ ker0(퐿) ≠ {0} is absolutely indecomposable}
is the finite union of submanifolds of EndΣ(푉 ) of codimension 1 and
휂 =
{
퐿 ∈ EndΣ(푉 ) ∣ ker0(퐿) ≠ {0} is not absolutely indecomposable}
is contained in the finite union of submanifolds of EndΣ(푉 ) of codimension 2 or higher.This is due to the fact that we only have finitely many possibilities of choosing 푘 ≤ 푚,
1 ≤ 푖1 <… < 푖푘 ≤ 푚 and 1 ≤ 푠푟 ≤ 푗푖푟 .Thom’s transversality theorem (compare to HIRSCH [8]) now tells us that 휁 is intersected
transversely – especially in isolated points – and 휂 is not intersected at all by a generic one
parameter family of endomorphisms. Together with the considerations at the beginning of this
section, this completes the proof.
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Figure 1: An 8-cell homogeneous coupled cell system.
3 An example
Finally, we investigate the generic steady state bifurcations in an 8-cell homogeneous coupled
cell system to illustrate the use of the main theorem. Consider the network in Figure 1 where
each cell is subject to 1-dimensional internal dynamics governed by its incoming arrows and a
parameter 휆 ∈ ℝ via the same function 푓 ∶ ℝ8 ×ℝ→ ℝ. Denoting the state of cell 푖 by 푥푖 ∈ ℝ,it’s behavior is driven by its inputs 휂1(푖),… , 휂8(푖) through the ordinary differential equation
푥̇푖 = 푓 (푥휂1(푖),… , 푥휂8(푖)).
The corresponding parameter dependent vector field is
퐹 (푥, 휆) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
푓 (푥1, 푥2, 푥3, 푥4, 푥5, 푥6, 푥7, 푥8, 휆)
푓 (푥2, 푥6, 푥4, 푥8, 푥2, 푥6, 푥7, 푥8, 휆)
푓 (푥3, 푥5, 푥7, 푥3, 푥8, 푥6, 푥7, 푥8, 휆)
푓 (푥4, 푥2, 푥7, 푥4, 푥8, 푥6, 푥7, 푥8, 휆)
푓 (푥5, 푥6, 푥3, 푥8, 푥5, 푥6, 푥7, 푥8, 휆)
푓 (푥6, 푥6, 푥8, 푥8, 푥6, 푥6, 푥7, 푥8, 휆)
푓 (푥7, 푥8, 푥7, 푥7, 푥8, 푥6, 푥7, 푥8, 휆)
푓 (푥8, 푥6, 푥7, 푥8, 푥8, 푥6, 푥7, 푥8, 휆)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We investigate generic steady state bifurcations in this network using the method introduced
in RINK & SANDERS [15] (in that setting the network is its own fundamental network). The
network vector fields are precisely those vector fields on ℝ8 that are equivariant with respect to
the representation of the monoid Σ with eight elements generated by the linear transformations
휎1∶ (푥1, 푥2, 푥3, 푥4, 푥5, 푥6, 푥7, 푥8)↦ (푥2, 푥6, 푥4, 푥8, 푥2, 푥6, 푥7, 푥8),
휎2∶ (푥1, 푥2, 푥3, 푥4, 푥5, 푥6, 푥7, 푥8)↦ (푥3, 푥5, 푥7, 푥3, 푥8, 푥6, 푥7, 푥8).
To translate the equivariance to the parameter dependent systems we assume the action is only
on the spatial variable.
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To investigate steady state bifurcations we assume the existence of the trivial branch of so-
lutions
퐹 (0, 휆) = 0
for all parameter values 휆 ∈ ℝ. Furthermore, we want the bifurcation to occur at 휆0 = 0 whichcan only happen if 퐷푥퐹 (0, 0) is noninvertible due to the implicit function theorem. This meansthat the linearization 퐷푥퐹 (0, 0) has a nontrivial generalized kernel along which the steady statebifurcations may occur (compare to the beginning of Section 2).
The representation of Σ decomposes into four absolutely indecomposable components
ℝ8 = 푋 ⊕ 푌 ⊕ 푉 ⊕푊
where
푋 =
{
푥1 = … = 푥8
}
,
푌 =
{
푥2 = … = 푥8 = 0
}
,
푉 =
{
푥1 = 푥4, 푥2 = 푥5 = 푥6 = 푥8 = 0
}
,
푊 =
{
푥1 = 푥5, 푥3 = 푥4 = 푥7 = 푥8 = 0
}
.
The main theorem tells us that, generically, branches of steady states bifurcate off the trivial
solution along one of these components meaning that the generalized kernels of linearizations
of vector fields are generically equivalent to one of the components as subrepresentations. In
each case we perform the equiavariant Lyapunov-Schmidt reduction (see RINK & SANDERS
[15]) to restrict to an equivariant equation on the subrepresentation.
The subrepresentations 푋 and 푌 are both one-dimensional and both transformations act
trivially on them. On 푋 both 휎1 and 휎2 act as identity whereas 휎1 and 휎2 both act as zero on 푌 .Therefore, we expect a transcritical bifurcation in both cases. The transcritical bifurcation on푋
is fully synchronous. The one on 푌 occurs only in cell 1. This is due to the fact that cell 1 has
no outgoing arrows into any other cell.
Choosing the basis
(1, 0, 0, 1, 0, 0, 0, 0)푇 , (0, 0, 1, 0, 0, 0, 0, 0)푇 , (0, 0, 0, 0, 0, 0, 1, 0)푇
for 푉 and
(1, 0, 0, 0, 1, 0, 0, 0)푇 , (0, 1, 0, 0, 0, 0, 0, 0)푇 , (0, 0, 0, 0, 0, 1, 0, 0)푇
for푊 the transformations act as matrices 푎, 푎′ for 휎1 and 푏, 푏′ for 휎2 on 푉 and푊 , respectively,where
푎 =
⎛⎜⎜⎝
0 0 0
1 0 0
0 0 1
⎞⎟⎟⎠ , 푎′ =
⎛⎜⎜⎝
0 1 0
0 0 1
0 0 1
⎞⎟⎟⎠ , 푏 =
⎛⎜⎜⎝
0 1 0
0 0 1
0 0 1
⎞⎟⎟⎠ , 푏′ =
⎛⎜⎜⎝
0 0 0
1 0 0
0 0 1
⎞⎟⎟⎠ .
Therefore, 푉 and 푊 are equivalent as subrepresentations via the isomorphism 휑 with matrix
representation ⎛⎜⎜⎝
0 −1 1
−1 0 1
0 0 1
⎞⎟⎟⎠
for 휑 and 휑−1. Hence, we may restrict to 푉 as the generic steady state bifurcations on 푊 are
the same in their specific coordinates. They only differ by their respective choice of a basis.
Performing the equivariant Lyapunov-Schmidt reduction onto 푉 and choosing coordinates
푣1, 푣2, 푣3 we obtain the bifurcation equation
푟(푣, 휆) =
⎛⎜⎜⎝
푟1(푣1, 푣2, 푣3, 휆)
푟2(푣1, 푣2, 푣3, 휆)
푟3(푣1, 푣2, 푣3, 휆)
⎞⎟⎟⎠ = 0
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with the properties inherited from 퐹 ,
푟(0, 휆) = 0 for all 휆 ∈ ℝ,
퐷푣푟(0, 0) has eigenvalue 0.
Furthermore, 푟 is equivariant in its spatial component with respect to 휎1 and 휎2 (which act as 푎and 푏 on 푉 ). This provides the additional properties
푟1(0, 푣1, 푣3, 휆) = 0, 푟1(푣2, 푣3, 푣3, 휆)= 푟2(푣1, 푣2, 푣3, 휆),
푟2(0, 푣1, 푣3, 휆) = 푟1(푣1, 푣2, 푣3, 휆), 푟2(푣2, 푣3, 푣3, 휆)= 푟3(푣1, 푣2, 푣3, 휆),
푟3(0, 푣1, 푣3, 휆) = 푟3(푣1, 푣2, 푣3, 휆), 푟3(푣2, 푣3, 푣3, 휆)= 푟3(푣1, 푣2, 푣3, 휆).
These restrictions yield that up to second order we have to solve the equations
훼휆푣1 + 훽푣21 + 훾푣1푣3 + (|휆|2, ‖(푣, 휆)‖3) = 0,
훼휆푣2 + 훽푣22 + 훾푣2푣3 + (|휆|2, ‖(푣, 휆)‖3) = 0,
훼휆푣3 + (훽 + 훾)푣23 + (|휆|2, ‖(푣, 휆)‖3) = 0.
Under the generic conditions that 훼, 훽 ≠ 0 and 훾 ≠ −훽, we are given eight branches of solutions
푣1 = 0 푣2 = 0 푣3 = 0,
푣1 = −
훼
훽
휆 + (휆2) 푣2 = 0 푣3 = 0,
푣1 = 0 푣2 = −
훼
훽
휆 + (휆2) 푣3 = 0,
푣1 = −
훼
훽
휆 + (휆2) 푣2 = −훼훽 휆 + (휆2) 푣3 = 0,
푣1 = 0 푣2 = 0 푣3 = −
훼
훽 + 훾
휆 + (휆2),
푣1 = −
훼
훽 + 훾
휆 + (휆2) 푣2 = 0 푣3 = − 훼훽 + 훾 휆 + (휆2),
푣1 = 0 푣2 = −
훼
훽 + 훾
휆 + (휆2) 푣3 = − 훼훽 + 훾 휆 + (휆2),
푣1 = −
훼
훽 + 훾
휆 + (휆2) 푣2 = − 훼훽 + 훾 휆 + (휆2) 푣3 = − 훼훽 + 훾 휆 + (휆2).
Returning to the original system these imply the coexistence of eight solution branches (the
trivial one and seven transcritical ones) with different cells being synchronous:
푥1 = 푥2 = 푥3 = 푥4 = 푥5 = 푥6 = 푥7 = 푥8 = 0,
푥1 = 푥4 = −
훼
훽
휆 + (휆2), 푥2 = 푥3 = 푥5 = 푥6 = 푥7 = 푥8 = 0,
푥1 = 푥2 = 푥4 = 푥5 = 푥6 = 푥7 = 푥8 = 0, 푥3 = −
훼
훽
휆 + (휆2),
푥1 = 푥3 = 푥4 = −
훼
훽
휆 + (휆2), 푥2 = 푥5 = 푥6 = 푥7 = 푥8 = 0,
푥1 = 푥2 = 푥3 = 푥4 = 푥5 = 푥6 = 푥8 = 0, 푥7 = −
훼
훽 + 훾
휆 + (휆2),
푥1 = 푥4 = 푥7 = −
훼
훽 + 훾
휆 + (휆2), 푥2 = 푥3 = 푥5 = 푥6 = 푥8 = 0,
푥1 = 푥2 = 푥4 = 푥5 = 푥6 = 푥8 = 0, 푥3 = 푥7 = −
훼
훽 + 훾
휆 + (휆2),
푥1 = 푥3 = 푥4 = 푥7 = −
훼
훽 + 훾
휆 + (휆2), 푥2 = 푥5 = 푥6 = 푥8 = 0.
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A Appendix
We want to prove some results on submanifolds of the space M(푛;핂) of 푛 × 푛 matrices over
핂 = ℝ,ℂ, or ℍ. We treat M(푛;핂) as a real vector space meaning that we restrict scalar multi-
plication to real numbers. The result in the first proposition is well-known in the cases 핂 = ℝ
or 핂 = ℂ. The necessary arguments for the real case are sketched as an exercise in the equally
known book GUILLEMIN & POLLACK [7]. We state them here especially for the case 핂 = ℍ
even though they hold true for all three cases. For more details on quaternionic matrices consult
ZHANG [17]. We summarize some facts and definitions that are especially important for our
considerations.
Let us consider scalar multiplication by quaternions for a moment. As multiplication of
quaternions is not commutative, we have to distinguish between left and right scalar multiplica-
tion and left and right linear (in)dependence (overℍ). The rank of a quaternionic matrix퐴 is the
number of right linear independent column vectors or equally the number of left linear indepen-
dent row vectors of 퐴. A quadratic matrix 퐴 ∈ M(푛;ℍ) is invertible (there exists 퐵 ∈ M(푛;ℍ)
such that 퐴퐵 = 퐵퐴 = 1) if and only if it has full rank 푛. Furthermore, rank 푃퐴푄 = rank 퐴 for
any invertible matrices 푃 and 푄 of suitable dimensions.
Proposition A.1. Let 핂 = ℝ,ℂ, orℍ andM(푛;핂) be the space of all 푛×푛matrices with entries
in 핂 considered as a real vector space. Then
퐌푟 (푛;핂) = {퐴 ∈ M(푛;핂) ∣ rank 퐴 = 푟}
with 푟 = 0,… , 푛 is a submanifold of codimension (푛 − 푟)2 dim핂.
Proof. As 퐌0 (푛;핂) = {0} and 퐌푛 (푛;핂) = {퐴 ∈ M(푛;핂)∶ 퐴 invertible}, the special cases
푟 = 0 and 푟 = 푛 are clear. Hence, let 푟 ∈ {1,… , 푛 − 1} and 퐿 ∈ 퐌푟 (푛;핂). Then 퐿 has 푟(right) linear independent column vectors 푣1,… , 푣푟. Without loss of generality (by exchangingcolumns of퐿), wemay assume that these are the first 푟 columns of퐿. The 푛×푟matrix (푣1,… , 푣푟)consisting of those column vectors still has rank 푟. Hence it has 푟 (left) linear independent row
vectors. The exchanging of rows of said matrix allows us to assume that the first 푟 rows are
(left) linear independent. Applying the same exchange of rows to the full matrix 퐿 allows us to
assume
퐿 =
(
퐴 퐵
퐶 퐷
)
,
where 퐴 ∈ M(푟;핂) is invertible – especially rank 퐴 = 푟 – and 퐵 ∈ M(푟 × (푛 − 푟);핂),
퐶 ∈ M((푛 − 푟) × 푟;핂) and 퐷 ∈ M((푛 − 푟);핂). Consider the matrix
퐿0 =
(
1 −퐴−1퐵
0 1
)
,
where the dimensions of the identity matrices are suitably chosen. Then
퐿퐿0 =
(
퐴 0
퐶 −퐶퐴−1퐵 +퐷
)
.
As 퐿0 is clearly invertible
푟 = rank 퐿 = rank 퐿퐿0 = rank 퐴 + rank
(
−퐶퐴−1퐵 +퐷
)
.
But already rank 퐴 = 푟 and thus
rank
(
−퐶퐴−1퐵 +퐷
)
= 0,
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which is only fulfilled by the zero matrix 0 ∈ M((푛 − 푟);핂). Furthermore, these considerations
show that any block matrix
퐾 =
(
훼 훽
훾 훿
)
,
whose upper left block 훼 ∈ M(푟;핂) is invertible, has rank 푟 if and only if
−훾훼−1훽 + 훿 = 0.
We may now choose a suitably small neighborhood 푈 around 퐿 in a suitable topology such
that every 퐾 ∈ 푈 is of the form
퐾 =
(
훼 훽
훾 훿
)
with 훼 ∈ M(푟;핂) invertible. If 퐾 is close to 퐿, then 훼 is close to 퐴 and hence is invertible
as well. To see this in the quaternionic case we may use Theorem 7.3 in ZHANG [17] which
dates back to Wolf in 1936 and connects the rank of a quaternionic matrix to that of its complex
adjoint matrix. On the neighborhood 푈 we define a map
푓 ∶ 푈 → M((푛 − 푟);핂),
퐾 ↦ −훾훼−1훽 + 훿.
This map is smooth and we have seen that 퐾 ∈ 푈 has rank 푟 if and only if 푓 (퐾) = 0.
We have to check that the derivative of 푓 at 퐾 = 퐿 is surjective on tangent spaces. As the
target space of 푓 is a linear space, its tangent space is the same space M((푛 − 푟);핂). To prove
surjectivity let 푋 ∈ M((푛 − 푟);핂) be arbitrary and consider the smooth curve
휈(푡) = 퐿 + 푡
(
0 0
0 푋
)
with 푡 being restricted to an interval around 0 so that 휈(푡) ∈ 푈 for all 푡. Then
푓 (휈(푡)) = −훾훼−1훽 + 훿 + 푡푋
and
d
d푡
푓 (휈(0)) = 푋.
This proves surjectivity of D푓 . Hence퐌푟 (푛;핂) ∩푈 = 푓−1(0) is a submanifold of codimension
codim퐌푟 (푛;핂) = dimM((푛 − 푟);핂) = (푛 − 푟)2 dim핂,
which completes the proof.
The next proposition treats nilpotent real matrices whose rank is reduced by one. Embedding
them into all matrices of that rank would only yield a codimension 1 submanifold using the last
proposition. The proof relies on the normal form of matrices presented in ARNOLD [1].
Proposition A.2. The collection of real nilpotent matrices of rank 푛 − 1 is a submanifold of
M(푛;ℝ) of codimension 푛.
Proof. Let 퐿 ∈ M(푛;ℝ) be nilpotent and rank 퐿 = 푛 − 1. This directly yields that the Jordan
normal form of 퐿 consists of precisely one Jordan block
⎛⎜⎜⎜⎝
0 1
⋱ ⋱
⋱ 1
0
⎞⎟⎟⎟⎠ .
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ARNOLD [1] presents amatrix normal form that depends smoothly on thematrix –more precisely
speaking a versal deformation. Any suitably small perturbation 퐾 of 퐿 is conjugate to a matrix
⎛⎜⎜⎜⎝
0 1
⋱ ⋱
0 1
푎1 … … 푎푛
⎞⎟⎟⎟⎠ (⋆)
with 푎1,… , 푎푛 ∈ ℝ depending smoothly on퐾 . As퐾 is an 푛×푛matrix it is nilpotent if and onlyif 퐾푛 = 0. However, 퐾푛 is conjugate to(
푎1 … 푎푛
∗
)
,
which can only be 0 if 푎푖 = 0 for all 푖 = 1,… , 푛. This yields that 퐾 close to 퐿 is nilpotent(and of rank 푛 − 1) if and only if it is conjugate to 퐿. The deformation in (⋆) is constructed to
have the minimal number of parameters which is 푛. It equals the codimension of the conjugacy
orbit of 퐿. Therefore, the collection of matrices conjugate to 퐿 is a submanifold ofM(푛;ℝ) of
codimension 푛.
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