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Abstract
The pattern avoidance problem seeks to construct a set with large fractal dimen-
sion that avoids a prescribed pattern, such as three term arithmetic progressions,
or more general patterns such as finding a set whose Cartesian product avoids the
zero set of a given function. Previous work on the subject has considered patterns
described by polynomials, or functions satisfying certain regularity conditions.
We provide an exposition of some results in this setting, as well as considering
new strategies to avoid ‘rough patterns’. There are several problems that fit into
the framework of rough pattern avoidance. For instance, we prove that for any set
X with lower Minkowski dimension s, there exists a set Y with Hausdorff dimen-
sion 1−s such that for any rational numbers a1, . . . ,aN , a1Y + · · ·+aNY is disjoint
from X , or intersects solely at the origin. As a second application, we construct
subsets of Lipschitz curves with dimension 1/2 not containing the vertices of any
isosceles triangle.
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Lay Summary
Geometers are often interested in constructing shapes satisfying certain proper-
ties. For instance, given three points, can one find a circle connecting them? Most
questions of this type involving shapes like circles or polygons have been an-
swered. But many open questions remain about more modern families of shapes.
Here, we focus on fractals, a class of shapes whose most well known representa-
tives include the Koch snowflake and the Sierpinski triangle. Fractals often occur
in applications such as small scale physics and computer graphics.
This thesis focuses on constructing large fractals which avoid the existence of
certain configurations. For example, can one construct a large fractal so that one
cannot form an equilateral triangle from three points contained on the fractal? We
begin with an exposition of some previous results of this type which have been
achieved in the literature, and then provide new construction techniques utilizing
a novel random approach.
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Preface
This thesis gives an exposition by the author, of the pattern avoidance problem
and the geometric measure theory required to understand the pattern avoidance
problem in the non-discrete setting. In Chapter 3 and 4, the author presents details
of joint work with his supervisors Dr. Joshua Zahl and Dr. Malabika Pramanik.
The results of these sections have been accepted for publication in the Springer
series Harmonic Analysis and Applications. As is the norm in mathematical re-
search, all researchers are assumed to have contributed equally to these results.
But to list concrete contributions, the author of this thesis reviewed the back-
ground literature detailed in the bibliography to this paper, and came up with the
main problem statement behind Theorem 27. In Chapter 5, the author presents
details on partially completed results emerging from discussions with Dr. Joshua
Zahl and Dr. Malabika Pramanik, which he hopes can be refined and published in
the near future.
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Chapter 1
Background
In this chapter we discuss the required background to understand the techniques
of the pattern avoidance problem. The majority of the background in geometric
measure theory can be found in other resources, e.g. in [2], [8], or [11], though
not in the context of the pattern avoidance problem.
1.1 Configuration Avoidance
Our main focus in this thesis is the pattern avoidance problem. In this section, we
formalize the notion of a pattern, and what it means to avoid it. Given a set A, we
let
Cn(A) = {(a1, . . . ,an) ∈ An : ai 6= a j if i 6= j}.
and
C(A) =
∞⋃
n=1
Cn(A).
We call C(A) the configuration space of A.
Example (Non-Colinearity). We say a set X ⊂ Rd avoids colinear points if no
three points x1,x2,x3 ∈ X lie on a common line in Rd . Define
C =
{
(x,x+av,x+2av) ∈ C3(Rd) : a ∈ R−{0},v ∈ Rd−{0}
}
.
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Then X avoids colinear points if and only if C3(X) is disjoint from C.
Example (Isosceles Triangle Configuration). We say a set X ⊂ R2 avoids isosce-
les triangles if no three points x1,x2,x3 ∈ X form the vertices of a non-degenerate
isosceles triangle. Define
C = {(x1,x2,x3) ∈ C3(R2) : |x1− x2|= |x1− x3|} .
A set X avoids isosceles triangles if and only if C3(X) is disjoint from C.
Example (Linear Independence Configuration). Let V be a vector space over a
field K. We set
C =
∞⋃
n=1
{
(x1, . . . ,xn) ∈ Cn(V ) :
{
there is a1, . . . ,an ∈ K such
that a1x1+ · · ·+anxn = 0
}}
.
A set X ⊂V is linearly independent in V if and only if C(X) is disjoint from C.
Remark. In this thesis, we will be most interested in the linear independence
configuration where K = Q, and V = R. Results in this setting are discussed in
both Chapter 4 and 5.
Example (Sum Set Configuration). Let G be an abelian group, and fix Y ⊂G. Set
C1 = {g ∈ C1(G) : g+g ∈ Y} and C2 = {(g1,g2) ∈ C2(G) : g1+g2 ∈ Y}.
Define C = C1∪C2. Then (X+X)∩Y = /0 if and only if C(X) is disjoint from C.
All the configurations we discuss in this thesis can be specified in terms of
subsets of C(A). Thus we formally define a configuration on A to be a subset of
C(A). In particular, if n> 0, we say a configuration C is an n point configuration
if it is a subset of Cn(A). For a fixed configuration C on A, we say a set X ⊂ A
avoids C if C(X) is disjoint from C. The pattern avoidance problem asks to find
sets X of maximal size avoiding a fixed configuration C. Often, the configuration
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C describes algebraic or geometric structure, and the pattern avoidance problem
asks to find the maximal size of a set before it is guaranteed to have such structure.
Depending on the structure of the ambient space A and the configuration C,
there are various ways of measuring the size of sets X ⊂ A for the purpose of
the pattern avoidance problem. If A is finite, for instance, a natural choice is the
cardinality of X . But our goal is to study pattern avoidance where A = Rd . In
certain cases, one can use the Lebesgue measure to determine the size of a pattern
avoiding set. But this really only works for ‘discrete’ configurations on Rd , as
the next theorem shows, under the often true assumption that C is translation
invariant, i.e. that if (a1, . . . ,an) ∈ C and b ∈ Rd , (a1+b, . . . ,an+b) ∈ C.
Theorem 1. Let C be a n-point configuration on Rd . Suppose
(A) C is translation invariant.
(B) For any ε > 0, there is (a1, . . . ,an) ∈ C with diam{a1, . . . ,an} ≤ ε .
Then no set with positive Lebesgue measure avoids C.
Proof. Let X ⊂ Rd have positive Lebesgue measure. The Lebesgue density theo-
rem implies that there exists a point x ∈ X such that
lim
l(Q)→0
|X ∩Q|
|Q| = 1, (1.1)
where Q ranges over all axis-oriented cubes in Rd with x ∈ Q, and l(Q) denotes
the sidelength of Q. Fix ε > 0, to be specified later, and choose r small enough
that |X ∩Q| ≥ (1− ε)|Q| for any cube Q with x ∈ Q and l(Q) ≤ r. Now let
Q0 denote a cube centered at x with l(Q0) ≤ r. Applying Property (B), we find
C = (a1, . . . ,an) ∈ C such that
diam{a1, . . . ,an} ≤ l(Q0)/2. (1.2)
For each p ∈ Q0, let C(p) = (a1(p), . . . ,an(p)), where ai(p) = p+(ai− a1). A
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union bound shows
|{p ∈ Q0 :C(p) 6∈ C(X)}| ≤
n
∑
i=1
|{p ∈ Q0 : ai(p) 6∈ X}| . (1.3)
We have ai(p) 6∈ X precisely when p+(ai−a1) 6∈ X , so
|{p ∈ Q0 : ai(p) 6∈ X}|= |(Q0+(ai−a1))∩X c|. (1.4)
Note Q0+ (ai− a1) is a cube with the same sidelength as Q0. Equation (1.2)
implies |ai−a1| ≤ l(Q0)/2, so x ∈ Q0+(ai−a1). Thus (1.1) shows
|Q0+(ai−a1))∩X c| ≤ ε|Q0|. (1.5)
Combining (1.3), (1.4), and (1.5), we find
|{p ∈ Q0 :C(p) 6∈ C(X)}| ≤ εn|Q0|.
Provided εn < 1, this means there is p ∈ Q0 with C(p) ∈ C(X). Property (A)
impliesC(p) ∈ C, so X does not avoid C.
Since no set of positive Lebesgue measure can avoid non-discrete, translation
invariant configurations, we cannot use the Lebesgue measure to quantify the size
of pattern avoiding sets in this setting. Geometric measure theory provides us
with various quantities that are able to distinguish between the size of sets of
measure zero. These are the fractal dimensions of a set. In all configuration
avoidance problems in this thesis, we use a fractal dimension to measure the size
of configuration avoiding sets.
There are many variants of fractal dimension. Here we choose to focus on
Minkowski dimension, Hausdorff dimension, and Fourier dimension. These quan-
tities assign the same dimension to any smooth manifold with non-vanishing cur-
vature, but can differ for rougher sets. Minkowski dimension measures relative
density at a single scale, whereas Hausdorff dimension measures relative density
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at countably many scales. Fourier dimension is a refinement of Hausdorff dimen-
sion which places structural constraints on the set in the ‘frequency domain’.
1.2 Minkowski Dimension
Given l> 0, and a bounded set E ⊂Rd , we let N(l,E) denote the covering number
of E, i.e. the minimum number of sidelength l cubes required to cover E. We
define the lower and upper Minkowski dimension as
dimM(E) = liminf
l→0
[
log(N(l,E))
log(1/l)
]
and dimM(E) = limsup
l→0
[
log(N(l,E))
log(1/l)
]
.
If dimM(E) = dimM(E), then we refer to this common quantity as theMinkowski
dimension of E, denoted dimM(E). Thus dimM(E)< s if there exists a sequence
of lengths {lk} converging to zero such that for each k, E is covered by fewer than
(1/lk)
s sidelength lk cubes, and dimM(E)< s if E is covered by fewer than (1/l)
s
sidelength l cubes for any suitably small l.
Remark. Any cube with sidelength r is covered by Od(1) balls of radius r. Con-
versely, any ball of radius r is covered by Od(1) cubes of sidelength r. Thus for
any r > 0, if we temporarily define NB(r,E) to be the optimal number of radius r
balls it takes to cover E, then N(r,E)∼d NB(r,E). As r→ 0, this means
log(N(r,E))
log(1/r)
=
log(NB(r,E))
log(1/r)
+o(1).
In particular, dimM(E) < s if and only if there exists a sequence of lengths {rk}
such that E is covered by (1/rk)
s radius rk balls, and dimM(E) < s if and only if
E is covered by (1/r)s radius r balls, for any suitably small r > 0.
It is often easy to upper bound the Minkowski dimension of a set, simply by
providing a cover of the set and counting the number of cubes that cover it. Let
us now consider an example. We say a set S ⊂ Rd is an s dimensional Lipschitz
manifold if there exists a family of bounded, open subsets {Uα} of Rs, together
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with a family of bi-Lipschitz maps { fα :Uα → S}, such that the sets { fα(Uα)}
form a relatively open cover of S. EveryC1 manifold inRd is a Lipschitz manifold.
This example proves useful in Chapter 3.
Theorem 2. Let S ⊂ Rd be a Lipschitz manifold of dimension s. Then for any
compact set K ⊂ S, dimM(K)≤ s.
Proof. Since K is compact, we can find finitely many bi-Lipschitz maps f1, . . . , fN
such that the family { fi(Ui) : 1≤ i≤ N} covers K. Then there is a constantC > 0
such that for each i, if x,y ∈Ui,
| fi(x)− fi(y)| ≤C · |x− y|.
Since eachUi is bounded, for any r> 0, we can find a family of balls Bi,1, . . . ,Bi,Mi
of radius (r/C) coveringUi, such that the centers xi,1, . . . ,xi,Mi of the balls also lie
inUi, and Mi . (C/r)
s. But then the balls of radius r with centers lying in
{ fi(xi, j) : 1≤ i≤ N,1≤ j ≤Mi}
cover K, and there are ∑Ni=1Mi . (N/C
s)r−s such balls. Since C and N are inde-
pendent of r, and r > 0 was arbitrary, this shows dimM(K)≤ s.
1.3 Hausdorff Dimension
For E ⊂ Rd and δ > 0, we define the Hausdorff content
Hsδ (E) = inf
{
∞
∑
k=1
l(Qk)
s : E ⊂
∞⋃
k=1
Qk, l(Qk)≤ δ
}
.
The s-dimensional Hausdorff measure of E is
Hs(E) = lim
δ→0
Hsδ (E) = sup
{
Hsδ (E) : δ > 0
}
.
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It is easy to see Hs is an exterior measure onRd , andHs(E∪F) =Hs(E)+Hs(F)
if the Hausdorff distance d(E,F) between E and F is positive. So Hs is actually a
metric exterior measure, and the Caratheodory extension theorem shows all Borel
sets are measurable with respect to Hs. Sometimes, it is convenient to use the
exterior measure
Hs∞(E) = inf
{
∞
∑
k=1
l(Qk)
s : E ⊂
∞⋃
k=1
Qk
}
.
The majority of Borel sets which occur in practice fail to be measurable with
respect to Hs∞, but the exterior measure H
s
∞ has the useful property that H
s
∞(E) = 0
if and only if Hs(E) = 0.
Lemma 3. Consider t < s, and E ⊂ Rd .
(i) If Ht(E)< ∞, then Hs(E) = 0.
(ii) If Hs(E) 6= 0, then Ht(E) = ∞.
Proof. Suppose that Ht(E) = A< ∞. Then for any δ > 0, there is a cover of E by
a collection of intervals {Qk}, such that l(Qk)≤ δ for each k, and
∞
∑
k=1
l(Qk)
t ≤ A< ∞.
But then
Hsδ (E)≤
∞
∑
k=1
l(Qk)
s ≤
∞
∑
k=1
l(Qk)
s−t l(Qk)t ≤ δ s−tA.
As δ → 0, we conclude Hs(E) = 0, proving (i). And (ii) is just the contrapositive
of (i), and therefore immediately follows.
Corollary 4. If s> d, Hs = 0.
Proof. The measure Hd is just the Lebesgue measure on Rd , so
Hd[−N,N]d = (2N)d.
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If s> d, Lemma 3 impliesHs[−N,N]d = 0. By countable additivity, takingN→∞
shows Hs(Rd) = 0. Since Hs is a positive measure, Hs(E) = 0 for all E.
Given any Borel set E, Corollary 4, combined with Lemma 3, implies there
is a unique value s0 ∈ [0,d] such that Hs(E) = 0 for s > s0, and Hs(E) = ∞ for
0≤ s< s0. We refer to s0 as the Hausdorff dimension of E, denoted dimH(E).
Theorem 5. For any bounded set E, dimH(E)≤ dimM(E)≤ dimM(E).
Proof. Given l > 0, we have a simple boundHsl (E)≤N(l,E) · ls. If dimM(E)< s,
then there exists a sequence {lk}with lk→ 0, and N(lk,E)≤ (1/lk)s. We conclude
that
Hs(E) = lim
k→∞
Hslk(E)≤ limk→∞N(lk,E) · l
s
k ≤ 1.
Thus Lemma 3 implies dimH(E)≤ s. Taking infima over all s> dimM(E) shows
dimH(E)≤ dimM(E).
Remark. If dimH(E) < d, then |E| = Hd(E) = 0. Thus any set with fractal di-
mension less than d (either Hausdorff of Minkowski) must have measure zero.
This means we can use the dimension as a way of distinguishing between sets of
measure zero, which is precisely what we need to study the configuration avoid-
ance problem for non-discrete configurations.
The fact that Hausdorff dimension is defined over multiple scales simulta-
neously makes it more stable under analytical operations. In particular, for any
family of at most countably many sets {Ek},
dimH
{⋃
Ek
}
= sup{dimH(Ek)} .
This need not be true for the Minkowski dimension; a single point has Minkowski
dimension zero, butQ∩[0,1], which is a countable union of points, hasMinkowski
dimension one. An easy way to make Minkowski dimension countably stable is
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to define the modified Minkowski dimensions
dimMM(E) = inf
{
s : E ⊂
∞⋃
i=1
Ei,dimM(Ei)≤ s for each i
}
and
dimMM(E) = inf
{
s : E ⊂
∞⋃
i=1
Ei,dimM(Ei)≤ s for each i
}
.
This notion of dimension, in a disguised form, appears in Chapter 3.
1.4 Dyadic Scales
It is now useful to introduce the dyadic notation we utilize throughout this thesis.
At the cost of some techniques which can be used by exploiting the full continuous
structure of Rd , applying dyadic techniques often allows us to elegantly discretize
problems in Euclidean space.
Fix an integer N. The classic family of dyadic cubes with branching factor N
is given by setting, for each integer k ≥ 0,
Ddk =
{
d
∏
i=1
[
ni
Nk
,
ni+1
Nk
]
: n ∈ Zd
}
,
and then setting Dd = ⋃k≥0Ddk . Elements of Dd are known as dyadic cubes, and
elements of Ddk are known as dyadic cubes of generation k. The most important
properties of the dyadic cubes is that for each k, Ddk is a cover of Rd by cubes
of sidelength 1/Nk, and for any two cubes Q1,Q2 ∈ Dd , either their interiors are
disjoint, or one cube is nested in the other.
• For each cubeQ1 ∈Ddk+1, there is a unique cubeQ2 ∈Ddk such thatQ1⊂Q2.
We refer to Q2 as the parent of Q1, and Q1 as a child of Q2. Each cube in D
has exactly Nd children. For Q ∈ Ddk+1, we let Q∗ ∈ Ddk denote its parent.
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• We say a set E ⊂ Rd is Dk discretized if it is a union of cubes in Ddk . If E is
Dk discretized, we define
Dk(E) = {Q ∈ Qdk : Q⊂ E}.
Then E =
⋃Dk(E).
• Given k ≥ 0, and E ⊂ Rd , we let
E(1/Nk) =
⋃
{Q ∈ Ddk :Q∩E 6= /0}.
Then E(1/Nk) is the smallestDk discretized set containing E in its interior.
Our choice of notation invites thinking of E(1/Nk) as a discretized version
of the classic 1/Nk thickening
{x ∈ Rd : d(x,E)< 1/Nk}.
We have no need for the standard notion of thickening in this thesis, so there
is no notational conflict.
Since any cube is covered by at most Od(1) cubes in D of comparable sidelength,
from the perspective of geometric measure theory, working with dyadic cubes is
normally equivalent to working with the class of all cubes.
Our main purpose with working with dyadic cubes is to construct fractal-type
sets. By this, we mean defining sets X as the intersection of a nested family of sets
{Xk}, where each Xk is Dk discretized, and each successive set Xk+1 is obtained
from Xk by application of a simple, recursive procedure. Such a construction satis-
fies the following three properties of Falconer’s definition of a fractal, as detailed
in the introduction to [2]:
(i) X has detail at arbitrarily small scales.
(ii) X is too irregular to be described in traditional geometric language.
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(v) X is defined recursively.
This justifies the term ‘fractal’ when used to refer to these sets.
Example. Let us construct the middle thirds Cantor set C as a fractal-type set.
We form C from the family of dyadic cubes with branching factor N = 3. We
initially set C0 = [0,1]. Then, given the Dk discretized set Ck, we consider each
I ∈ D1k(Ck), and let D1k+1(I) = {I1, I2, I3}, where I1, I2, I3 are given in increasing
order with respect to their appearance in I. We set
Ck+1 =
⋃
{I1∪ I3 : I ∈ D1k(Ck)}.
ThenC =
⋂
k≥0Ck is the Cantor set.
Unfortunately, a constant branching factor is not sufficient to describe the frac-
tal type constructions we discuss in this thesis. Thus, we introduce a more general
family of cubes, which, abusing terminology, we also refer to as dyadic. Instead
of a single branching factor N, we fix a sequence of positive integers {Nk : k≥ 1},
with Nk ≥ 2 for all k, which gives the branching factor at each stage of the class
of cubes we define.
• For each k ≥ 0, we define
Qdk =
{
d
∏
i=1
[
mi
N1 . . .Nk
,
mi+1
N1 . . .Nk
]
: m ∈ Zd
}
.
These are the dyadic cubes of generation k. We let Qd = ⋃k≥0Qdk . Note
that any two cubesQd are either nested within one another, or their interiors
are disjoint.
• We set lk = (N1 . . .Nk)−1. Then lk is the sidelength of the cubes inQdk .
• Given Q ∈ Qdk+1, we let Q∗ ∈ Qdk denote the parent cube of Q, i.e. the
unique dyadic cube of generation k such that Q⊂ Q∗.
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• We say a set E ⊂Rd isQk discretized if it is a union of cubes inQdk . In this
case, we let
Qk(E) = {Q ∈Qdk : Q⊂ E}
denote the family of cubes whose union is E.
• For E ⊂ Rd and k ≥ 0, we let E(lk) = {Q ∈ Qdk : Q∩E = /0}.
Sometimes, our recursive constructions need a family of ‘intermediary’ cubes that
lie between the scales Qdk and Qdk+1. In this case, we consider a supplementary
sequence {Mk : k ≥ 1} withMk |Nk for each k.
• For k ≥ 1, we define
Rdk =
{
d
∏
i=1
[
mi
N1 . . .Nk−1Mk
,
mi+1
N1 . . .Nk−1Mk
]
: m ∈ Zd
}
.
• We set rk = (N1 . . .Nk−1Mk)−1. Then rk is the sidelength of a cube inRdk .
• The notions of beingRdk discretized, the collection of cubesRdk (E), and the
sets E(rk), are defined as should be expected.
The cubes inRdk are coarser than those in Qdk , but finer than those inQdk−1.
In this thesis, when we say we apply a single-scale construction, we utilize the
cubes Qd , for an appropriate choice of parameters {Nk}, as well as the notation
given in this section. When we apply a multi-scale construction, we utilize both
the cubes inQd andRd , for an appropriate choice of parameters {Nk} and {Mk},
and use the notation introduced above.
Remark. We note that there is some notational conflict between the cubes Dd
and the cubesQd , but since we never use both families simultaneously in a single
argument, it should be clear which notation we are using.
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1.5 Frostman Measures
It is often easy to upper bound Hausdorff dimension, but non-trivial to lower
bound the Hausdorff dimension of a given set. A key technique to finding a lower
bound is Frostman’s lemma, which says that a set has large Hausdorff dimension
if and only if it supports a Borel measure obeying a decay law on small sets.
We say a finite Borel measure µ is a Frostman measure of dimension s if it is
non-zero, compactly supported, and there exists C > 0 such that for any cube Q,
µ(Q) ≤ C · l(Q)s. The proof of Frostman’s lemma will utilize a technique often
useful, known as the mass distribution principle. To prove the mass distribution
principle, we apply weak convergence.
Lemma 6. Suppose {µi} is a Cauchy sequence of non-negative, regular Borel
measures on Rd , in the sense that for any f ∈Cc(Rd), the sequence{∫
f dµi
}
is Cauchy. Then there is a regular Borel measure µ such that µi → µ vaguely, in
the sense that for any f ∈CC(Rd),∫
f dµ = lim
i→∞
∫
f dµi.
Proof. Fix a compact set K. Then we can find a function ϕ ∈ Cc(Rd) such that
IK ≤ ϕ . This means that
µi(K) =
∫
IKdµi ≤
∫
ϕdµi.
Since {∫ ϕdµi} is Cauchy, the values ∫ ϕdµi are uniformly bounded in i. In partic-
ular, µi(K) is uniformly bounded in i. Applying the Banach Alaoglu theorem, we
conclude that the collection of measures {µi|K} is contained in a compact subset
of the space of non-negative Borel measures with respect to the vague topology.
But every compact subset of a locally convex space is complete, and so we can
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therefore find a finite Borel measure µK supported on K such that µi|K → µK
vaguely.
If f ∈Cc(Rd) is supported on K1∩K2, for two compact sets K1 and K2, then∫
f dµK1 = lim
i→∞
∫
K1
f dµi = lim
i→∞
∫
K2
f dµi =
∫
f dµK2 .
Thus we can define a measure µ such that for each f ∈Cc(Rd), if f is supported
on a compact set K, then ∫
f dµ =
∫
f dµK .
For any f ∈Cc(Rd), f is supported on some compact set K, and then∫
f dµ =
∫
f dµK = lim
i→∞
∫
K
f dµi = lim
i→∞
∫
f dµi.
Since f was arbitrary, µi → µ in the vague topology.
Theorem 7 (Mass Distribution Principle). Let w :Qd → [0,∞) be a function such
that for any Q0 ∈ Qd ,
∑
Q∗=Q0
w(Q) = w(Q0). (1.6)
Then there exists a regular Borel measure µ supported on
∞⋂
k=1
[⋃
{Q ∈ Qdk : w(Q)> 0}
]
,
such that for each Q ∈ Qd ,
µ(Q◦)≤ w(Q)≤ µ(Q), (1.7)
and for any set E and k ≥ 0, if Ek =Qk(E(lk)), then
µ(E) ≤ ∑
Q∈Ek
w(Q). (1.8)
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Proof. For each i, let µi be a regular Borel measure such that for each j ≤ i, and
Q ∈Qdj , µi(Q) = µi(Q◦) = w(Q). One such choice is given, for each ϕ ∈Cc(Rd),
by the equation ∫
ϕdµi = ∑
Q∈Qdi
w(Q)
|Q|
∫
Q
ϕ dx.
We claim that {µi} is a Cauchy sequence. Fix ϕ ∈ Cc(Rd), and choose some
N such that ϕ is supported on [−N,N]d . Set Q′ = [−N,N]d , and for each i, set
Q′i =Qi(Q′). Since ϕ is compactly supported, ϕ is uniformly continuous, so for
each ε > 0, if i is suitably large, there is a sequence of values {aQ : Q ∈ Qdi (Q′)}
such that if x ∈ Q, |ϕ(x)−aQ| ≤ ε . But this means
∑
Q∈Q′i
(aQ− ε)IQ ≤ ϕ ≤ ∑
Q∈Q′i
(aQ+ ε)IQ.
Thus for any j ≥ i,∫
ϕ dµ j ≤ ∑
Q∈Q′i
(aQ+ ε)µ j(Q) = ∑
Q∈Q′i
(aQ+ ε)w(Q)
and ∫
ϕ dµ j ≥ ∑
Q∈Q′i
(aQ− ε)µ j(Q) = ∑
Q∈Q′i
(aQ− ε)w(Q).
In particular, if j, j′ ≥ i,∣∣∣∣∫ ϕdµ j−∫ ϕdµ j′∣∣∣∣≤ 2ε ∑
Q∈Q′i
w(Q).
Repeated applications of (1.6) show that
∑
Q∈Q′i
w(Q) = ∑
Q∈Q′0
w(Q),
which is therefore bounded independently of i. Since ε and ϕ were arbitrary, this
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shows {µi} is Cauchy.
Applying Lemma 6, we find a regular Borel measure µ such that µi → µ
vaguely. For any Q ∈ Qd , since Q is a closed set,
µ(Q)≥ limsup
i→∞
µi(Q) = w(Q),
and since Q◦ is an open set,
µ(Q◦)≤ liminf
i→∞
µi(Q
◦) = w(Q).
This establishes (1.7). Conversely, if E is arbitrary, then E ⊂ E(li)◦ for any i, so
if Ei =Qi(E(li)), then
µ(E) ≤ liminf
i→∞
µi(E(li)
◦)≤ liminf
i→∞
µi(E(li)) = ∑
Q∈Ei
w(Q).
This establishes (1.8).
Remark. The reason why we cannot necessarily find a function µ which precisely
extends w is that in the weak limit, mass which the weight function w assigns to
one cube can ‘leak’ into the mass of adjacent cubes when we take a weak limit.
This is why we must use the weaker ‘extension bounds’ (1.7) and (1.8). This
doesn’t cause us to ‘gain’ or ‘lose’ any mass in the weak limit, as (1.7) shows, so
the result is still a ‘mass distribution’ result. It just means that the mass specified
by wmay be shared by adjacent cubes in the weak limit, if enough mass is pushed
out to the boundary of these cubes. If, for each Q′ ∈Qd ,
lim
k→∞ ∑
Q∈Q′
k
w(Q) = 0,
whereQ′k =Qk(Q′(lk))−Qk(Q′), then (1.7) and (1.8) together imply we actually
have µ(Q) = w(Q) for all Q ∈ Q. Thus µ is a measure extending w. One such
condition that guarantees this is that w(Q). l(Q)s for some s> d−1. Another is
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that for any k ≥ 0, and distinct Q0,Q1 ∈ Qdk with Q0∩Q1 6= /0, either w(Q0) = 0
or w(Q1) = 0.
Theorem 8 (Frostman’s Lemma). If E is a Borel set, Hs(E) > 0 if and only if
there exists an s dimensional Frostman measure supported on E.
Proof. Suppose that µ is s dimensional and supported on E. If Hs(F) = 0, then
for each ε > 0 there is a sequence of cubes {Qk} whose union covers F , with
∑∞k=1 l(Qk)
s ≤ ε . But then
µ(F)≤
∞
∑
k=1
µ(Qk).
∞
∑
k=1
l(Qk)
s ≤ ε.
Taking ε → 0, we conclude µ(F) = 0. Thus µ is absolutely continuous with
respect to Hs. Since µ(E) > 0, this means that Hs(E)> 0.
To prove the converse, we will suppose for simplicity that E is compact. We
work dyadically with the classical family of dyadic cubes Dd , with branching
factor N = 2. By translating, we may assume that Hs(E ∩ [0,1]d) > 0, and so
without loss of generality we may assume E ⊂ [0,1]d. For each Q ∈ Dd , define
w+(Q) = Hs∞(E ∩Q). Then
w+(Q)≤ l(Q)s, (1.9)
and w+ is subadditive. We now recursively define a function w such that for any
Q ∈Qd , (1.6) and
w(Q)≤ w+(Q), (1.10)
are satisfied at each stage of the definition of w. We initially define w by setting
w([0,1]d)=w+([0,1]d). GivenQ∈Ddk , we enumerate its children asQ1, . . . ,QM ∈
Ddk+1. We then consider any values A1, . . . ,AM ≥ 0 such that
A1+ · · ·+AM = w(Q), (1.11)
and for each k,
Ak ≤ w(Qk). (1.12)
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This is feasible to do because w+(Q1)+ · · ·+w+(QM)≥w+(Q), and (1.10) holds
for the previous definition of w. We then define w(Qk) = Ak for each k. Equation
(1.11) implies (1.6) holds for this new set of definitions, and (1.12) implies (1.10)
holds. Thus w is a well defined function. Furthermore, (1.11) implies (1.6) of
Lemma 7, and so the mass distribution principle gives the existence of a measure
µ supported on E, satisfying (1.8) and (1.7). In particular, (1.8) implies µ is
non-zero. For each Q′ ∈ Ddk , #[Ddk (Q(lk))] = 3d = Od(1), so if we define Q′ =
Ddk (Q(lk)), then (1.7), (1.9), and (1.10) imply
µ(Q′).d max
Q∈Q′
w+(Q)≤ 1/2ks = l(Q)s.
where Q′ ranges over the cubes in Ddk (Q(lk)). Given any cube Q, we find k with
1/2k−1 ≤ l(Q) ≤ 1/2k. Then Q is covered by Od(1) dyadic cubes in Ddk , and so
µ(Q). l(Q)s. Thus µ is a Frostman measure of dimension s.
Given any finite Borel measure µ , we let
dimH(µ) = {s : µ is a Frostman measure of dimension s} .
Frostman’s lemma says that for any Borel set E, dimH(E) is the supremum of
dimH(µ), over all measures µ supported on a closed subset of E. We refer to
dimH(µ) as the Frostman dimension of the measure µ .
1.6 Fourier Dimension
A popular technique in current research in geometric measure theory is exploiting
Fourier analysis to obtain additional structural information about configurations in
sets. A key insight to this technique is that the Frostman dimension of any finite
Borel measure µ is equal to
sup
{
s> 0 :
∫ |µ̂(ξ )|2
|ξ |d−s dξ < ∞
}
.
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For brevity, we leave the proof to other sources, e.g. [9, Section 3.5]. Note that if
∫ |µ̂(ξ )|2
|ξ |d−s dξ < ∞,
then there exists a constantC such that for most values ξ ∈ Rd ,
|µ̂(ξ )| ≤C|ξ |−s/2. (1.13)
We obtain a strengthening of the Frostman measure condition if we require (1.13)
to hold for all values ξ . In particular, we define the Fourier dimension of a finite
Borel measure µ on Rd as
dimF(µ) = sup{0< s≤ d : sup
ξ∈Rd
|ξ |s|µ̂(ξ )|}.
If this is true, then for all t < s,
∫ |µ̂(ξ )|2
|ξ |d−t dξ < ∞
so µ has Frostman dimension t for all t < s. Thus if we define the Fourier dimen-
sion of a set E as
dimF(E) = sup{dimF(µ) : µ is supported on E} ,
then dimF(E)≤ dimH(E).
We view the Fourier dimension as a refinement of the Hausdorff dimension
which gives greater structural control on the set in the ‘frequency domain’. Most
classical examples of fractals, like the middle-thirds Cantor set, have Fourier di-
mension zero. Nonetheless, one principle in this setting is that the Fourier di-
mension of random families of sets tend to almost surely have Fourier dimension
equal to their Hausdorff dimension. Our main technique to construct configura-
tion avoiding sets in Chapter 3 involves a random selection strategy, and so in
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Section 6.2, we attempt to utilize this random selection strategy to find sets with
large Fourier dimension avoiding configurations.
1.7 Dyadic Fractal Dimension
It is often natural for us to establish results about fractal dimension ‘dyadically’,
working with the family of cubes Qd and branching factors {Nk : k ≥ 1}. We
begin with Minkowski dimension. For each m, let NQ(m,E) denote the minimal
number of cubes in Qdm required to cover E. This is often easy to calculate, up to
a multiplicative constant, by greedily selecting cubes which intersect E.
Lemma 9. For any set E,
NQ(m,E)∼d #{Q ∈ Qdm : Q∩E 6= /0} ∼d N(lm,E).
Proof. Let E = {Q ∈Qdm : Q∩E 6= /0}. Then N(lm,E)≤ NQ(m,E)≤ #(E). Con-
versely, let {Qk} be a minimal cover of E by cubes. Then each cube Qk intersects
at most 3d cubes in Qdk , so #(E)≤ 3d ·N(lm,E)≤ 3d ·NQ(m,E).
Thus it is natural to ask whether it is true that for any set E,
dimM(E) = liminf
k→∞
log[NQ(k,E)]
log[1/lk]
and
dimM(E) = limsup
k→∞
log[NQ(k,E)]
log[1/lk]
.
(1.14)
The answer depends on the choice of {Nk}. In particular, a sufficient condition
(and as we see later, essentially necessary) is that
Nk+1 .ε (N1 . . .Nk)
ε for any ε > 0. (1.15)
We will see that this condition allows us to work dyadically in many scenarios
when it comes to fractal dimension.
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Theorem 10. If (1.15) holds, then (1.14) holds.
Proof. Fix a length l, and find k with lk+1 ≤ l ≤ lk. Applying Lemma 9 shows
N(l,E)≤ N(lk+1,E).d NQ(k+1,E)
and
N(l,E)≥ N(lk,E)&d NQ(k,E).
Thus
log[N(l,E)]
log[1/l]
≤
[
log(1/lk+1)
log(1/lk)
]
log[NQ(k+1,E)]
log[1/lk+1]
+Od(1/k)
and
log[N(l,E)]
log[1/l]
≥
[
log(1/lk)
log(1/lk+1)
]
log[NQ(k,E)]
log[1/lk]
+Od(1/k).
Provided that
log(1/lk+1)
log(1/lk)
→ 1, (1.16)
the conclusion of the theorem is true. But (1.16) is equivalent to the condition that
log(Nk+1)
log(N1)+ · · ·+ log(Nk) → 0,
and this is equivalent to (1.15).
Any constant branching factor satisfies (1.15) for the Minkowski dimension.
In particular, we can work fairly freely with the classical dyadic cubes without any
problems occurring. But more importantly for our work, we can let the sequence
{Nk} increase rapidly.
Theorem 11. If Nk = 2
⌊2kψ(k)⌋, where ψ(k) is any decreasing sequence of positive
numbers tending to zero, such that
ψ(k)≥ log2(k)/k, (1.17)
then (1.15) holds.
21
Proof. We note that log(Nk) = 2
kψ(k)+O(1), and that (1.17) implies that
2ψ(1)+ · · ·+2kψ(k) ≥ k.
Putting these two facts together, we conclude that
log(Nk+1)
log(N1)+ · · ·+ log(Nk) =
2(k+1)ψ(k+1)+O(1)
2ψ(1)+22ψ(2)+ · · ·+2kψ(k)+O(k)
.
2(k+1)ψ(k+1)
2ψ(k)+22ψ(k)+ · · ·+2kψ(k)
.
2(k+1)ψ(k+1)
2(k+1)ψ(k)
(2ψ(k)−1)
≤ (2ψ(k)−1)→ 0.
This is equivalent to (1.15).
We refer to any sequence {lk} constructed by {Nk} satisfying (1.17) for some
function ψ as a subhyperdyadic sequence. If a sequence {lk} is generated by a
sequence {Nk} such that for some fixed c> 0,
Nk = 2
⌊2ck⌋,
then the values {lk} are referred to as hyperdyadic. The next (counter) example
shows that hyperdyadic sequences are essentially the ‘boundary’ for sequences
that can be used to measure the Minkowski dimension.
Example. We consider a multi-scale dyadic construction, utilizing the two fam-
ilies Qd and Rd . Fix 0 ≤ c < 1, and define Nk = 2⌊2ck⌋, and Mk = 2⌊c2ck⌋. Then
Mk |Nk for each k. We recursively define a nested family of sets {Ek}, with each
Ek a Qdk discretized set, and set E =
⋂
Ek. We define E0 = [0,1]. Then, given
Ek, for each Q ∈ Qk(Ek), we select a single cube RQ ∈ Rk+1(Ek), and define
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Ek+1 =
⋃
RQ. Then #(Q0(E0)) = 1, and
#(Qk+1(Ek+1)) = (Nk+1/Mk+1)#(Qk(Ek)),
which we can simplify to read
#(Qk(Ek)) = N1 . . .Nk
M1 . . .Mk
. (1.18)
Noting that log(Ni) = 2
ci+O(1), and log(Mi) = c2
ci+O(1), we conclude that
log#(Qk(Ek))
log(1/lk)
=
(1− c)(2c+ · · ·+2ck)+O(k)
(2c+ · · ·+2ck)+O(k) → 1− c.
On the other hand, for each k,
#(Rdk+1(Ek)) = #(Qk(Ek)) =
N1 . . .Nk
M1 . . .Mk
,
and so
log#(Rdk+1(Ek))
log(1/rk+1)
=
(1− c)(2c+ · · ·+2ck)+O(k)
(2c+ · · ·+2ck)+ c2c(k+1)+O(k)
=
(1− c) ·2c(k+1)+O(k)
(1− c+ c2c) ·2c(k+1)+O(k)
→ 1− c
1− c+ c2c < 1− c.
In particular,
dimM(E) 6= liminf
k→∞
log [N(lk,E)]
log(1/lk)
,
so measurements at hyperdyadic scales fail to establish general results about the
Minkowski dimension.
We now move on to calculating Hausdorff dimension dyadically. The natural
23
quantity to consider is the measure defined for any set E as
HsQ(E) = limm→∞H
s
Q,m(E),
where
HsQ,m(E) = inf
{
∑
k
l(Qk)
s : E ⊂
∞⋃
k
Qk, Qk ∈
⋃
i≥m
Qdi for each k
}
.
A similar argument to the standard Hausdorff measures shows there is a unique
s0 such that H
s
Q
(E) = ∞ for s < s0, and H
s
Q
(E) = 0 for s > s0. It is obvious that
Hs
Q
(E) ≥ Hs(E) for any set E, so we certainly have s0 ≥ dimH(E). The next
lemma guarantees that s0 = dimH(E), under the same conditions on the sequence
{Nk} as found in Theorem 10.
Lemma 12. If (1.15) holds, then for any ε > 0, HsQ(E).s,ε H
s−ε(E).
Proof. Fix ε > 0 and m. Let E ⊂ ⋃Qk, where l(Qk) ≤ lm for each k. Then for
each k, we can find ik such that lik+1 ≤ l(Qk) ≤ lik . Then Qk is covered by Od(1)
elements of Qdik , and
HsQ,m(E).d ∑ lsik ≤∑(lik/lik+1)sl(Qk)s ≤∑
(
lik/lik+1
)s
lεikl(Qk)
s−ε . (1.19)
By assumption,
lik+1 =
1
N1 . . .NikNik+1
&s,ε (N1 . . .Nik)
1+ε/s = l
1+ε/s
ik
. (1.20)
Putting (1.19) and (1.20) together, we conclude that Hs
Q,m(E) .d,s,ε ∑ l(Qk)
s−ε .
Since {Qk} was an arbitrary cover of E, we conclude HsQ,m(E) . Hs−ε(E), and
since m was arbitrary, that Hs
Q
(E). Hs−ε(E).
Finally, we consider computing whether we can establish that a measure is a
Frostman measure dyadically.
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Theorem 13. If (1.15) holds, and if µ is a Borel measure such that µ(Q). l(Q)s
for each Q ∈Qdk , then µ is a Frostman measure of dimension s−ε for each ε > 0.
Proof. Given a cube Q, find k such that lk+1 ≤ l(Q) ≤ lk. Then Q is covered by
Od(1) cubes inQdk , which shows
µ(Q).d l
s
k = [(lk/l)
slε ]ls−ε ≤ [ls+εk /lsk+1]ls−ε =
[
Nsk+1
(N1 . . .Nk)ε
]
ls−ε .ε ls−ε .
Let’s recognize the utility of this approach from the perspective of a dyadic
construction. Suppose we have a sequence of nested sets {Ek}, where Ek is a
Qk discretized subset of [0,1]d, and for each Q0 ∈ Qk(Ek), there is at least one
cube Q ∈ Qk+1(Ek+1) with Q∗ = Q0. Then we can set E =
⋂
Ek as a ‘limit’ of
the discretizations Ek. We can associate with this construction a finite measure µ
supported on E. It is defined by the mass distribution principle with respect to a
function w : Qd → [0,∞). We set w([0,1]d) = 1, and for each Q ∈ Qk+1(Ek+1),
set
w(Q) =
w(Q∗)
#{Q′ ∈Qk+1(Ek+1) : (Q′)∗ = Q∗}
.
The mass distribution principle then gives a Borel measure µ , which we refer to
as the canonical measure associated with this construction. For this measure, it is
often easy to show from a combinatorial argument that w(Q) . l(Q)s if Q ∈ Qd ,
which together with (1.7) also implies µ(Q) . l(Q)s for Q ∈ Qd . This makes
Theorem 13 useful.
Remark. The dyadic construction showing that Minkowski dimension cannot be
measured only at hyperdyadic scales also shows that a bound on a measure µ on
hyperdyadic cubes does not imply the correct bound at all scales. It is easy to
show from (1.18) that the canonical measure µ for this example satisfies, for each
k, each Q ∈ Qk(Ek), and each ε > 0,
µ(Q) = (#(Qk(Ek)))−1 .ε l(Q)1−c−ε
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for all Q ∈ Qk(Ek), yet we know that for the set constructed in that example,
dimH(E)≤ dimM(E)< 1− c.
Frostman’s lemma implies we cannot possibly have µ(Q) .ε l(Q)
1−c−ε for all
ε > 0 and all cubes Q.
1.8 Beyond Hyperdyadics
If we use a faster increasing sequence of branching factors than that satisfying
(1.15), we must exploit some extra property of our construction, which is not
always present in general sets. Here, we rely on a uniform mass distribution be-
tween scales. Given the uniformity assumption, the lengths can decrease as fast
as desired. We utilize the multi-scale set of dyadic cubes Qd and Rd introduced
in Section 1.4.
Lemma 14. Let µ be a measure supported on a set E. Suppose that
(A) For any Q ∈ Qdk , µ(Q) . lsk.
(B) For each R ∈ Rdk+1, #[Qdk+1(E(lk)∩R)]. 1.
(C) For any R ∈ Rdk+1 with parent cube Q ∈ Qdk , µ(R) . (1/Mk+1)d ·µ(Q).
Then µ is a Frostman measure of dimension s.
Proof. We establish the general bound µ(Q). l(Q)s for all cubesQ by separating
our analysis into two different cases:
• Suppose there is kwith rk+1≤ l(Q)≤ lk. Then #(Rdk+1(Q(rk+1))). (l/rk+1)d .
Properties (A) and (C) imply each of these cubes has measure at most
O((rk+1/lk)
dlsk), so we obtain that
µ(Q). (l/rk+1)
d(rk+1/lk)
dlsk = l
d/ld−sk . l
s.
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• Suppose there exists k with lk ≤ l ≤ rk. Then #[Rdk (Q(rk))]. 1. Combining
this with Property (C) gives #[Qdk (Q(rk)∩E(lk))] . 1. This and Property
(A) then shows
µ(Q) . lsk ≤ ls.
We have addressed all cases, so µ is a Frostman measure of dimension s.
This theorem is commonly used here when dealing with multi-scale dyadic
fractal constructions, whose character is summarized in the following Theorem.
Theorem 15. let E =
⋂
Ek, where {Ek} is a nested family of subsets of Rd , such
that Ek isQk discretized for each k. Suppose that
(A) For each Q ∈Qk(Ek), there exists a setRQ ⊂Rk+1(Q) such that #(RQ)≥
(1/2) ·#(Rk+1(Q)), and
#(Qk+1(R∩Ek+1)) =
1 : R ∈RQ,0 : R 6∈ RQ.
(B) For any ε > 0, N1 . . .Nk .ε N
ε
k+1.
(C) There is 0< s≤ 1 such that for any ε > 0, Nk+1 .ε M(1+ε)/sk+1 .
Then E has Hausdorff dimension sd.
Remark. Note that Property (B) is essentially the opposite of (1.15).
Proof. Consider the function w :Qd → [0,∞) defined with respect to the sequence
{Ek}, which generates the canonical measure µ supported on E using the mass
distribution principle. For each R∈Rk+1(Ek)with parent cubeQ∈Qk(Ek), Prop-
erty (A) shows
w(R)≤ (2/Mdk+1) f (Q). (1.21)
Properties (B) and (C) together imply that for each ε > 0,
1/Mk+1 .ε r
1−ε
k+1 .ε l
s(1−2ε)
k+1 . (1.22)
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If Q ∈ Qk+1(Ek+1) has parent cubes R ∈ Rk+1(Ek) and Q∗ ∈ Qk(Ek), then by
(1.21), (1.22), and the fact that w(Q∗)≤ 1,
w(Q) = w(R)≤ (2/Mdk+1)w(Q∗)≤ (2/Mdk+1).ε lds(1−2ε)k+1 . (1.23)
If Q is a cube with length lk, then #(Qdk (Q(lk))) = Od(1), which combined with
(1.8), shows that
µ(Q) .ε l
ds(1−2ε)
k+1 . (1.24)
Property (B) of Lemma 14 is implied by Property (A). Equation (1.24) is a form of
Property (A) in Lemma 14. Together with (1.8), (1.21) implies that the canonical
measure µ satisfies Property (C) of Lemma 14. Thus all assumptions of Lemma
14 are satisfied, and so we conclude µ is a Frostman measure of dimension ds(1−
2ε) for each ε > 0. Taking ε → 0, and applying Frostman’s lemma, we conclude
that the Hausdorff dimension of the support of µ , which is a subset of E, is greater
than or equal to ds. For each k, and ε > 0,
#(Qk+1(Ek+1))≤ #(Rk+1(Ek))≤ (1/Mk+1)d .ε lds−εk+1 .
Taking k→ ∞, and then ε → 0, we conclude that
dimH(E)≤ dimM(E)≤ ds.
Since we already know dimH(E)≥ ds, this completes the proof.
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Chapter 2
Related Work
Here, we discuss the main papers which influenced our results. In particular, the
work of Keleti on translate avoiding sets, Fraser and Pramanik’s work on sets
avoiding smooth configurations, and Mathe´’s result on sets avoiding algebraic
varieties.
2.1 Keleti: A Translate Avoiding Set
In [4], Keleti constructs a set X ⊂ [0,1] with Hausdorff dimension such that for
each t 6= 0, X intersects t+X in at most one place. The set X is then said to avoid
translates. This paper contains the core idea behind the discretization method
adapted in Fraser and Pramanik’s paper. We also adapt this technique in our paper,
which makes the result of interest.
Lemma 16. Let X be a set. Then X avoids translates if and only if there do not
exists values x1 < x2 ≤ x3 < x4 in X with x2− x1 = x4− x3. In particular, a set X
avoids translates if and only if it avoids the four point configuration
C = {(x1,x2,x3,x4) : x1 < x2 ≤ x3 < x4, x2− x1 = x4− x3}.
Proof. Suppose (t+X)∩X contains two points a< b. Without loss of generality,
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we may assume that t > 0. If a≤ b− t, then the equation
a− (a− t) = t = b− (b− t)
shows that the tuple (a− t,a,b− t,b) lies in C. We also have
(b− t)− (a− t) = b−a,
so if a− t < b− t ≤ a < b, then (a− t,b− t,a,b) ∈ C. This covers all possible
cases. Conversely, if there are x1 < x2 ≤ x3 < x4 in X with
x2− x1 = t = x4− x3,
then X+ t contains x2 = x1+(x2− x1) and x4 = x3+(x4− x3).
The basic, but fundamental idea of the interval dissection technique is to intro-
duce memory into Cantor set constructions. Keleti constructs a nested family of
discrete sets {Xk}, with Xk aQk discretized set, and with X =
⋂
Xk. The sequence
{Nk} will be specified later, but each Nk will be a multiple of 10. We initialize
X0 = [0,1]. The novel feature of the argument is to incorporate a queuing proce-
dure into the construction, i.e. the algorithm incorporates a list of intervals (known
as a queue) that changes over the course of the algorithm, as we remove intervals
from the front of the queue, and add intervals to the back of the queue. The queue
initially just contains the interval [0,1], and we let X0 = [0,1]. To construct the
sequence {Xk}, Keleti iteratively performs the following procedure:
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Algorithm 1 Construction of the Sets {Xk}:
Set k = 0.
Repeat
Take off an interval I from the front of the queue.
For all J ∈ Qk(Xk):
Order the intervals inQk+1(J) as J1, . . . ,JN .
If J ⊂ I, add all intervals Ji to Xk+1 with i≡ 0 modulo 10.
Else add all Ji with i≡ 5 modulo 10.
Add all intervals in Qdk+1 to the end of the queue.
Increase k by 1.
Each iteration of the algorithm produces a new set Xk, and so leaving the al-
gorithm to repeat infinitely produces a sequence {Xk} whose intersection is X .
Lemma 17. The set X is translate avoiding.
Proof. If X is not translate avoiding, there is x1 < x2 ≤ x3 < x4 with x2− x1 =
x4− x3. Since lk → 0, there is a suitably large integer N such that x1 is contained
in an interval I ∈ QN not containing x2,x3, or x4. At stage N of the algorithm,
the interval I is added to the end of the queue, and at a much later stage M, the
interval I is retrieved. Find the start points x◦1,x
◦
2, x
◦
3,x
◦
4 ∈ lMZ to the intervals in
QM containing x1, x2, x3, and x4. Then we can find n and m such that x◦4− x◦3 =
(10n)lM, and x
◦
2− x◦1 = (10m+ 5)lM. In particular, this means that |(x◦4− x◦3)−
(x◦2− x◦1)| ≥ 5LM. But
|(x◦4− x◦3)− (x◦2− x◦1)|= |[(x◦4− x◦3)− (x◦2− x◦1)]− [(x4− x3)− (x2− x1)]|
≤ |x◦1− x1|+ · · ·+ |x◦4− x4| ≤ 4LM
which gives a contradiction.
It is easy to see from the algorithm that
#(Qk(Xk)) = (Nk/10) ·#(Qk−1(Xk−1)).
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Closing the recursive definition shows
#(Qk(Xk)) = 1
10klk
.
In particular, this means |Xk| = 1/10k, so |X | has Lebesgue measure zero regard-
less of how we choose the parameters {Nk}.
Theorem 18. For some sequence {Nk}, the set X has full Hausdorff dimension.
Proof. Set Nk = 10Mk for each k ≥ 1, then one sees that for each R ∈ Rk(Xk),
#(Qk+1(R∩Xk+1)) = 1. Thus Property (A) of Theorem 15 is satisfied. Further-
more, Property (C) of Theorem 15 is satisfied with s = 1. We conclude that if
N1 . . .Nk .ε N
ε
k+1, then all assumptions of Theorem 15 is satisfied, and we con-
clude X is a set with full Hausdorff dimension. This is true, for instance, if we set
Nk = 2
2⌊k logk⌋ .
The most important feature of Keleti’s argument is his reduction of a non-
discrete configuration avoidance problem to a sequence of discrete avoidance
problems on cubes. Let us summarize the result of Keleti’s discrete argument
in a lemma.
Lemma 19. Let T1,T2 ⊂ R be disjoint, Qk discretized sets. If Mk+1 = Nk+1/10,
then we can find S1 ⊂ T1 and S2 ⊂ T2 such that
(i) For each k, Sk is a Qk+1 discretized subset of Tk.
(ii) If x1 ∈ S1 and x2,x3,x4 ∈ S2, then x2− x1 6= x4− x3.
(iii) For each i, and each cube R ∈ Rk+1(Si), #(Qk+1(R∩Si)) = 1.
Property (i) of Lemma 19 allows Keleti to apply his argument iteratively at
each dyadic scale. Property (ii) implies Keleti obtains a configuration avoiding set
by iterative the argument infinitely many times. And the reason why Keleti obtains
a set with full Hausdorff dimension, relating back to Property (C) in Theorem 15,
is because of Property (iii), which allows us to select Nk+1 .Mk+1.
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Of course, it is not possible to extend the discrete solution of the configuration
argument to general configurations; this part of Keleti’s method strongly depends
on the arithmetic structure of the configuration. The iterative application of a
discrete solution, however, can be applied in generality. Combined with Theorem
15, this technique gives a powerful method to reduce configuration avoidance
problems about Hausdorff dimension to discrete avoidance problems on cubes.
2.2 Fraser/Pramanik: Smooth Configurations
Inspired by Keleti’s result, in [3], Pramanik and Fraser obtained a generalization of
the queue method which allows one to find sets avoiding n+1 point configurations
given by the zero sets of smooth functions, i.e.
C = {(x1, . . . ,xn) ∈ Cn[0,1]d : f (x0, . . . ,xn) = 0},
under mild regularity conditions on the function f : Cn[0,1]d → [0,1]m.
Theorem 20 (Pramanik and Fraser). Fix m ≤ d(n− 1). Consider a countable
family of C2 functions { fk : [0,1]dn → [0,1]m} such that for each k, D fk has full
rank at any (x1, . . . ,xn)∈ Cn[0,1]d where fk(x1, . . . ,xn) = 0. Then there exists a set
X ⊂Rd with Hausdorff dimension m/(n−1) such that X avoids the configuration
C =
⋃
k
{(x1, . . . ,xn) ∈ Cn(Rd) : fk(x1, . . . ,xn) = 0}.
Remark. For simplicity, we only prove the result for a single function, rather
than a countable family of functions. The only major difference between the two
approaches is the choice of scales we must choose later on in the argument, and a
slight modification of the queuing argument.
Just like Keleti, Pramanik and Fraser begin by solving a discrete variant of
the configuration problem in Theorem 20, which they can then iteratively apply
at each scale. In the discrete setting, rather than making a linear shift in one
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of the variables, as in Keleti’s approach, Pramanik and Fraser must utilize the
smoothness properties of the function which defines the configuration to find large
sets. Corollary 23 gives the discrete result that Pramanik and Fraser utilize in a
queuing construction, analogous to the queueing method of Keleti, to find a set
X satisfying the conclusions of Theorem 20. Here, a multi-scale approach proves
useful, so we utilize the family of cubes Q and R, assuming the existence of two
sequences of branching factors {Nk} and {Mk} which we will specify later on in
the argument.
Lemma 21. Fix n > 1. Let T ⊂ [0,1]d and T ′ ⊂ [0,1](n−1)d be Qk discretized
sets. Let B⊂ T ×T ′ beQk+1 discretized. Then there exists aQk+1 discretized set
S⊂ T , and a Qk+1 discretized set B′ ⊂ T ′, such that
(A) (S×T ′)∩B⊂ S×B′.
(B) For every Q ∈Qdk , there existsR(Q)⊂Rdk+1(Q), such that
#(R(Q))≥ (1/2) ·#(Rdk+1(Q)),
and for each R ∈Rdk+1(Q),
#(Qk+1(R)) =
1 : R ∈ R(Q),0 : R 6∈ R(Q).
(C) #(Qk+1(B′))≤ 2(N1 . . .Nk)d (Mk+1/Nk+1)d ·#(Qk+1(B)).
Proof. Fix Q0 ∈Qk(T ). For each R ∈Rk+1(Q0), define a slab S[R] = R×T ′, and
for each Q ∈ Qk+1(Q0), define a wafer W [Q] = Q×T ′. We say a waferW [Q] is
good if
#(Qk+1(W [Q]∩B))≤ (2/Ndk+1) ·#(Qk+1(B)). (2.1)
Then at most Ndk+1/2 wafers are bad. We call a slab good if it contains a wafer
which is good. Since a slab is the union of (Nk+1/Mk+1)
d wafers, at mostMdk+1/2=
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(1/2) ·#(Rk+1(Q0)) slabs are bad. Thus if we set
R(Q0) = {R ∈Rk+1(Q0) : S[R] is good},
then
#(R(Q0))≥ (1/2) ·#(Rk+1(Q0)). (2.2)
For each R ∈ R(Q0), we pick QR ∈ Qk+1(R) such thatW [QR] is good, and define
S=
⋃
{QR : R ∈ R(Q0)}.
Equation (2.2) implies S satisfies Property (B).
Let B′ be the union of all cubes Q′ ∈Qk+1(T ′) such that there is Q ∈Qk+1(S)
with Q×Q′ ∈ Qk+1(B). By definition, Property (A) is then satisfied. For each
Q ∈Qk+1(S),W [Q] is good, so (2.1) implies
#{Q′ : Q×Q′ ∈Qk+1(B)} ≤ (2/Ndk+1) ·#(Qk+1(B)).
But #(Qk+1(S))≤ #(Rk+1(T ))≤ (1/rk+1)d = (N1 . . .Nk)dMdk+1, so
#(Qk+1(B′))≤ #(Qk+1(S))[(2/Ndk+1) ·#(Qk+1(B))]
≤ 2(N1 . . .Nk)d(Mk+1/Nk+1)d#(Qk+1(B)),
which establishes Property (C).
We apply the lemma recursively n−1 times to continually reduce the dimen-
sionality of the avoidance problem we are considering. Eventually, we obtain the
case where n= 0, and then avoiding the configuration is easy.
Lemma 22. Fix n> 1. Let T ⊂ [0,1]d be Qk discretized, and let B⊂ T be Qk+1
discretized. Suppose
#Qk+1(B)≤
[
C ·2n−1(N1 . . .Nk)d(n−1)(Mk+1/Nk+1)d(n−1)
]
(1/lk+1)
dn−m.
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and
Nk+1 ≥
[
C ·2n(N1 . . .Nk)2dn
]1/m
M
d(n−1)/m
k+1 . (2.3)
Then there exists a Qk+1 discretized set S⊂ T such that
(A) S∩B= /0.
(B) For each Q0 ∈Qk(T ), there isR(Q0)⊂Rk+1(Q0) with
#(R(Q0))≥ (1/2)#(Rk+1(Q0)),
such that for each R ∈ Rk+1(Q0),
#(Qk+1(R∩S)) =
1 : R ∈R(Q0),0 : R 6∈ R(Q0).
Proof. For each Q0 ∈Qk(T ), we set
R(Q0) = {R ∈Rk+1(Q0) : #(Qk+1(R∩B))≤ (2/Mdk+1) ·#(Qk+1(B))}.
SinceRk+1(Q0) =Mdk+1,
#(R(Q0))≥ #(Rk+1(Q0))− (Mdk+1/2)≥ (1/2) ·#(Rk+1(T )).
Now (2.3) implies that for each R ∈R(Q0),
#(Qk+1(R∩B))≤ (2/Mdk+1) ·#(Qk+1(B))
≤ (2/Mdk+1)
(
C ·2n−1(N1 . . .Nk)2dn(Mk+1/Nk+1)d(n−1)
)
.
=
[
2nC(N1 . . .Nk)
2dn
](
M
d(n−2)
k+1 /N
m−d
k+1
)
< (Nk+1/Mk+1)
d
=Qk+1(R).
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Thus for each R ∈ R(Q0), we can find QR ∈ Qk+1(R) such that QR∩B= /0. And
so if we set
S=
⋃
{QR : R ∈ R(Q0),Q0 ∈ Qk(T )},
then (A) and (B) are satisfied.
Corollary 23. Let f : [0,1]dn → [0,1]m be C2, and have full rank at every point
(x1, . . . ,xn) ∈ Cn(Rd) such that f (x1, . . . ,xn) = 0. Then there exists a universal
constantC depending only on f such that, if (2.3) is satisfied, then for any disjoint,
Qk discretized sets T1, . . . ,Tn ⊂ [0,1]d, we can find Qk+1 discretized sets S1 ⊂
T1, . . . ,Sn ⊂ Tn such that
(A) If x1 ∈ S1, . . . ,xn ∈ Sn, then f (x1, . . . ,xn) 6= 0.
(B) For each k, and for each Q0 ∈ Qk(Tk), there isR(Q0)⊂Rk+1(Q0) with
#(R(Q0))≥ (1/2) ·#(Rk+1(Q0)),
and for each R ∈Rk+1(Q0),
#(Qk+1(R∩S)) =
1 : R ∈R(Q0),0 : R 6∈ R(Q0).
Proof. Since f is C2 and has full rank on the set
V ( f ) = {(x1, . . . ,xn) ∈ Cn(Rd) : f (x1, . . . ,xn) = 0},
the implicit function theorem implies V ( f ) is a smooth manifold of dimension
nd−m in Rdn, and so the co-area formula implies the existence of a constant C
such that for each k,
#{Q ∈Qdnk : Q∩V ( f ) 6= /0} ≤C/ldn−mk .
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To apply Lemma 21 and 22, we set
B= #{Q ∈Qdnk : Q∩V ( f ) 6= /0}.
Applying Lemma 21 iteratively n−1 times, then finishing with an application of
Lemma 22 constructs the required sets S1, . . . ,Sn.
Just like in Keleti’s proof, Pramanik and Fraser’s technique applies a discrete
result, Corollary 23, iteratively at many scales, with the help of a queuing process,
to obtain a high dimensional set avoiding the zeros of a function. We construct a
nested family {Xk : k≥ 0} ofQk discretized sets, converging to a set X , which we
will show is translate avoiding. We initialize X0 = [0,1]. Our queue shall consist
of n tuples of disjoint intervals (T1, . . . ,Tn), all of the same length, which initially
consists of all possible tuples of intervals inQd1([0,1]d). To construct the sequence
{Xk}, we perform the following iterative procedure:
Algorithm 2 Construction of the Sets {Xk}
Set k = 0
Repeat
Take off an n tuple (T ′1, . . . ,T
′
n) from the front of the queue
Set Ti = T
′
i ∩Xk for each i
Apply Corollary 23 to the sets T1, . . . ,Td , obtaining Qk+1 discretized sets
S1, . . . ,Sn satisfying Properties (A), (B), and (C) of that Lemma.
Set Xk+1 = Xk−
⋃n
i=1Ti−Si.
Add all n tuples of disjoint cubes (T ′1, . . . ,T
′
n) in Qdk+1(Xk+1) to the back of
the queue.
Increase k by 1.
Lemma 24. The set X constructed by the procedure avoids the configuration
C = {(x1, . . . ,xn) ∈ Cn(Rd) : f (x1, . . . ,xn) = 0}.
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Proof. Suppose x1, . . . ,xn ∈ X are distinct. Then at some stage k, x1, . . . ,xn lie in
disjoint cubes T ′1, . . . ,T
′
n ∈ Qdk (Xk), for some large k. At this stage, (T ′1, . . . ,T ′n)
is added to the back of the queue, and therefore, at some much later stage N, the
tuple (T ′1, . . . ,T
′
n) is taken off the front. Sets S1 ⊂ T ′1, . . . ,Sn ⊂ T ′n are constructed
satisfying Property (A) of Corollary 23. Since x1, . . . ,xn ∈ X , we must have xi ∈ Si
for each i, so f (x1, . . . ,xn) 6= 0.
What remains is to show that for some sequence of parameters {Nk} and {Mk}
satisfying (2.3), we can apply Theorem 15. The conclusion of Corollary 23 shows
Property (A) of Theorem 15 is always satisfied. If we set
Nk+1 =
⌈[
C ·2n(N1 . . .Nk)2dn
]1/m
M
d(n−1)/m
k+1
⌉
,
then (2.3) holds, so we can apply Lemma 20 at each scale. Properties (B) and
(C) of Theorem 15 are satisfied with s=m/d(n−1) if N1 . . .Nk .ε Mεk+1 for each
ε > 0. This is true, for instance, if we set Mk = 2
⌊2k log k⌋, and Theorem 15 then
shows the resultant set X has Hausdorff dimension m/(n−1).
2.3 Mathe´: Polynomial Configurations
Mathe´’s result [7] constructs sets avoiding low degree algebraic hypersurfaces.
Theorem 25 (Mathe´). For each k, let fk :R
nkd →R be a rational coefficient poly-
nomial with degree at most m. Then there exists a set X ⊂ [0,1]d with Hausdorff
dimension d/m which avoids the configuration
C =
⋃
k
{(x1, . . . ,xn) ∈ Cnk(Rd) : fk(x1, . . . ,xn) = 0}.
Originally, Mathe´’s result does not explicitly use a discretization method anal-
ogous to Keleti and Pramanik and Fraser, but his proof strategy can be reconfig-
ured to work in this setting. For the purpose of brevity, we do not carry out the
complete argument, merely giving the discretization method below. By first trying
39
to avoid the zero sets of the partial derivatives of the function f , one can reduce
to the case where a partial derivative of f is non-vanishing on the Qk discretized
sets we start with. The key technique is that f maps discrete lattices of points
to a discrete, ‘one dimensional lattice’ in Rd , and the degree of the polynomial
gives us the difference in lengths between the two lattices. This idea was present
in Keleti’s work, and one can view Mathe´’s result as a generalization along these
lines. We revisit this idea in Chapter 5. As in Pramanik and Fraser’s result, we uti-
lize the multi-scale dyadic notationsQ andR, with an implicitly chosen sequence
{Nk} and {Mk}.
Theorem 26. Let f : [0,1]dn → R be a rational coefficient polynomial of degree
m, and disjoint, Qk discretized sets T1, . . . ,Tn ⊂ [0,1]d, such that inf |∂1 f | 6= 0 on
T1×·· ·×Tn. Then there exists a constant C, depending only on f , such that if
Nk+1 ≥C · (N1 . . .Nk)m−1 ·Mmk+1, (2.4)
then there existsQk+1 discretized sets S1 ⊂ T1, . . . ,Sn ⊂ Tn such that
(A) f (x) 6= 0 for x ∈ S1×·· ·×Sn.
(B) For each i, and for each R ∈Rdk+1(Ti), #(Qdk+1(R∩Si)) = 1.
Proof. Without loss of generality, by considering an appropriate integer multiple
of f , we may assume f has integer coefficients. Let A⊂ (rk+1 ·Z)d . Since f has
degree m, f (A) ⊂ rmk+1 ·Z. Suppose that c0 ≤ |∂1 f | ≤C0 on T1×·· ·×Tn. Then
the mean value theorem guarantees that if δ ≤ rk+1, then
c0δ ≤ | f (a+δe1)− f (a)| ≤C0δ .
Pick ε ∈ (0,1) small enough that ε/c0 < (1− ε)/C0. If
lk+1 ≤ [(1− ε)/C0− ε/c0]rmk+1 (2.5)
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we can find δ ∈ lk+1 ·Z is such that
[ε/c0]r
m
k+1 ≤ δ ≤ [(1− ε)/C0]rmk+1.
Equation (2.5) is guaranteed by (2.4) for a sufficiently large constant C. We then
find d( f (A+δe1),r
m
k+1 ·Z)≥ εrmk+1. For i> 1, define
Si =
⋃
[a1,a1+ lk+1]×·· ·× [ad,ad+ lk+1],
where a= (a1, . . . ,ad) ranges over all start points to intervals
[a1,a1+ rk+1]×·· ·× [ad,ad+ rk+1] ∈ Rdk+1(Ti).
Similarly, define
S1 =
⋃
[a1+δe1,a1+δe1+ s]× [a2,a2+ lk+1]×·· ·× [ad,ad+ lk+1],
where a ranges over all start points to intervals
[a1,a1+ rk+1]×·· ·× [ad,ad+ rk+1] ∈Rdk+1(T1).
Because f is C1, we can find C2 such that if x,y ∈ Rd satisfy |xi− yi| ≤ t for all i,
then | f (x)− f (y)| ≤C2t. But then for a sufficiently large constantC, (2.4) implies
that
d( f (S1×·· ·×Sn),rmk+1 ·Z)≥ εrmk+1−C2lk+1 ≥ (ε/2)rmk+1.
In particular, this implies Property (A).
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Chapter 3
Avoiding Rough Sets
In the previous chapter, we saw that many authors have considered the pattern
avoidance problem for configurations C which take the form of many general
classes of smooth shapes; in Mathe´’s work, C can take the form of an algebraic
variety of low degree, and in Pramanik and Fraser’s work, C can take the form of
a smooth manifold. In this chapter, we consider the pattern avoidance problem
for an even more general class of ‘rough’ patterns, that are the countable union of
sets with controlled lower Minkowski dimension. The results of this chapter, and
the applications obtained from these results detailed in the following chapter, have
been accepted into the Springer series Harmonic Analysis and Applications, in a
paper entitled Large Sets Avoiding Rough Patterns. A preprint [1] is also available
on the ArXiv.
Theorem 27. Let s ≥ d, and suppose C ⊂ Cn(Rd) is the countable union of pre-
compact sets, each with lower Minkowski dimension at most s. Then there exists
a set X ⊂ [0,1]d with Hausdorff dimension at least (nd− s)/(n−1) avoiding C.
Remarks.
1. When s< d, avoiding the configuration C is trivial. If we define pi : Cn(Rd)→
Rd by pi(x1, . . . ,xn) = x1, then the set X = [0,1]
d−pi(C) is full dimension
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and avoids C. Note that obtaining a full dimensional set in the case s = d,
however, is still interesting.
2. Theorem 27 is trivial when s= dn, since we can set X = /0. Wewill therefore
assume that s< dn in our proof of the theorem.
3. Let f : Rdn → Rm be a C1 map such that f has full rank at any point
(x1, . . . ,xn) ∈ Cn(Rd) with f (x1, . . . ,xn) = 0. If we set
C = {x ∈ Cn(Rd) : f (x) = 0},
Then C is aC1 submanifold of Cn(Rd) of dimension nd−m. A submanifold
of Euclidean space is σ compact, so we can write C = ⋃Ki, where each Ki
is a compact set. Applying Theorem 2 shows dimM(Ki) ≤ nd−m for each
i, so we can apply Theorem 27 with s = nd−m to yield a set in Rd with
Hausdorff dimension at least
nd− s
n−1 =
m
n−1 .
This recovers Theorem 20, making Theorem 27 a generalization of Pra-
manik and Fraser’s result.
4. Since Theorem 27 does not require any regularity assumptions on the set
C, it can be applied in contexts that cannot be addressed using previous
methods in the literature. Two such applications, new to the best of our
knowledge, have been recorded in Chapter 4; see Theorems 31 and 32 there.
Like with the results considered in the last chapter, we construct the set X
in Theorem 27 by repeatedly applying a discrete avoidance result at the scales
corresponding to cubes Qd , constructing a Frostman measure with equal mass at
intermediary scales, and applying Lemma 14. However, our method has several
innovations that simplify the analysis of the resulting set X =
⋂
Xk than from pre-
vious results. In particular, through a probabilistic selection process we are able
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to use a simplified queuing technique then that used in [3] and [4], that required
storage of data from each step of the iterated construction to be retrieved at a much
later stage of the construction process.
3.1 Avoidance at Discrete Scales
In this section we describe a method for avoiding a discretized version of C at a
single scale. We apply this technique in Section 3.2 at many scales to construct a
set X avoiding C at all scales. In the discrete setting, C is replaced by a union of
cubes inQdnk+1 denoted by B. We say a cube Q=Q1×·· ·×Qn ∈Qdnk+1 is strongly
non-diagonal if the n cubes Q1, . . . ,Qn are distinct. Given a Qk discretized set
T ⊂Rd , our goal is to construct aQk+1 discretized set S⊂ T , such thatQdnk+1(Fn)
does not contain any strongly non-diagonal cubes of Qdnk+1(B).
Lemma 28. Fix k, s∈ [1,dn), and ε ∈ [0,(dn−s)/2). Let T ⊂Rd be a nonempty,
Qk discretized set, and let B⊂ Rdn be a nonemptyQk+1 discretized set such that
#(Qk+1(B))≤ Ns+εk+1 .
Then there exists a constant C(s,d,n) > 0, depending only on s, d, and n, such
that, provided
Nk+1 ≥C(s,d,n) ·M
d(n−1)
dn−s−ε
k+1 , (3.1)
then there is aQk+1 discretized set S⊂ T satisfying the following three properties:
(A) For any collection of n distinct cubes Q1, . . . ,Qn ∈Qk+1(S),
Q1×·· ·×Qn 6∈ Qk+1(B).
(B) For each Q ∈ Qk(T ), there existsRQ ⊂Rk+1(Q) such that
#(RQ)≥ #(Rk+1(Q))
2
,
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and if R ∈ Rk+1(Q),
#(Qk+1(R∩S)) =
1 : R ∈ RQ0 : R 6∈ RQ.
Proof. For each R∈Rk+1(T ), pickQR uniformly at random fromQk+1(R); these
choices are independent as R ranges overRk+1(T ). Define
A=
⋃
{QR : R ∈ Rk+1(T )} ,
and
K(A) = {K ∈Qk+1(B)∩Qk+1(An) : K strongly non-diagonal}.
The sets A and K(A) are random, in the sense that they depend on the random
variables {QR}. Define
S(A) =
⋃[
Qk+1(A)−{pi(K) : K ∈ K(A)}
]
, (3.2)
where pi : Rdn →Rd is the projection map (x1, . . . ,xn) 7→ x1, for xi ∈ Rd .
Given any strongly non-diagonal cube K = K1× ·· ·×Kn ∈ Qk+1(B), either
K 6∈ Qk+1(An), or K ∈Qk+1(An). If the former occurs then K 6∈ Qk+1(S(A)) since
S(A) ⊂ A, so Qk+1(S(A)n) ⊂ Qk+1(An). If the latter occurs then K ∈ K(A), and
since pi(K) = K1, K1 6∈ Qk+1(S(A)). In either case, K 6∈ Qk+1(S(A)n), so S(A)
satisfies Property (A). By construction, we know that for each R ∈Rk+1(T ),
#(Qk+1(S(A)∩R))≤ #(Qk+1(A∩R)) = 1. (3.3)
To conclude that S(A) satisfies Property (B), it therefore suffices to show that
#(K(A))≤ (1/2) ·Mdk+1.
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We now show this is true with non-zero probability.
For each cube Q ∈ Qk+1(T ), there is a unique ‘parent’ cube R ∈ Rk+1(T )
such that Q⊂ R. Note that (3.1) implies, ifC(s,d,n)≥ 4d, that Nk+1 ≥ 4d ·Mk+1.
Since QR is chosen uniformly from Qk+1(R), for any Q ∈ Qk+1(R),
P(Q⊂ A) = P(QR = Q) = (Qk+1(R))−1 = (Mk+1/Nk+1)d.
Suppose K1, . . . ,Kn ∈ Qk+1(T ) are distinct cubes. If the cubes have distinct par-
ents in Rdk+1, we can apply the independence of the random cubes {QR} to con-
clude that
P(K1, . . . ,Kn ⊂ A) = (Mk+1/Nk+1)dn.
If the cubes K1, . . . ,Kn do not have distinct parents, (3.3) shows
P(K1, . . . ,Kn ⊂ A) = 0.
In either case, we conclude that
P(K1, . . . ,Kn ⊂ A)≤ (Mk+1/Nk+1)dn. (3.4)
Let K = K1×·· ·×Kn be a strongly non-diagonal cube in Qk+1(B). We deduce
from (3.4) that
P(K ⊂ An) = P(K1, . . . ,Kn ⊂ A)≤ (Mk+1/Nk+1)dn. (3.5)
If
C(s,d,n)≥ 4 1dn−s ≥ 2 1dn−s−ε ,
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by (3.5), linearity of expectation, and (3.1), we conclude
E(#(K(A))) = ∑
K∈Qk+1(B)
P(K ⊂ An)
≤ #(Qk+1(B)) · (Mk+1/Nk+1)dn
≤Mdnk+1/Ndn−s−εk+1
≤ (1/2) ·Mdk+1.
In particular, there exists at least one (non-random) set A0 such that
#(K(A0))≤ E(#(K(A)))≤ (1/2) ·Mdk+1. (3.6)
In other words, S(A0) ⊂ A0 is obtained by removing at most (1/2) ·Mdk+1 cubes
in Bds from A0. For each Q ∈ Bdl (T ), we know that #Qk+1(Q∩ A0) = Mdk+1.
Combining this with (3.6), we arrive at the estimate
#Qk+1(Q∩S(A0)) =Qk+1(Q∩A0)−#{pi(K) : K ∈ K(A0),pi(K) ∈ A0}
≥ Qk+1(Q∩A0)−#(K(A0))
≥Mdk+1− (1/2) ·Mdk+1 ≥ (1/2) ·Mdk+1
Thus, S(A0) satisfies Property (B). Setting S= S(A0) completes the proof.
Remarks.
1. While Lemma 28 uses probabilistic arguments, the proof of the lemma is
still constructive. In particular, one can find a suitable S constructively by
checking every possible choice of A (there are finitely many) to find one
particular choice A0 which satisfies (3.6), and then defining S by (3.2). Thus
the set we obtain in Theorem 27 exists by purely constructive means.
2. As with the proofs in Chapter 2, the fact that we can choose
Nk+1 ∼M(1−ε)/tk+1
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where t = (dn− s)/d(n−1), implies we should be able to iteratively apply
Lemma 28 to obtain a set with Hausdorff dimension (dn− s)/(n−1).
3.2 Fractal Discretization
In this section we construct the set X from Theorem 27 by applying Lemma 28 at
many scales. Let us start by fixing a strong cover of C, as well as the branching
factors {Nk}, that we will work with in the sequel.
Lemma 29. Let C ⊂Cn(Rd) be a countable union of bounded sets with Minkowski
dimension at most s, and let εkց 0 with εk < (dn−s)/2 for all k. Then there exists
a choice of branching factors {Nk : k ≥ 1}, and a sequence of sets {Bk : k ≥ 1},
with Bk ⊂ Rdn for all k, such that
(A) Strong Cover: The interiors {B◦k} of the sets {Bk} form a strong cover of C.
(B) Discreteness: For all k ≥ 1, Bk is a Qk discretized subset of Rdn.
(C) Sparsity: For all k ≥ 1, Qk(Bk)≤ Ns+εkk .
(D) Rapid Decay: For all ε > 0 and k ≥ 1, Nk is a power of two such that
N1 . . .Nk−1 .ε Nεk ,
and for all k ≥ 1,
Nk ≥C(s,d,n).
Proof. We can write C = ⋃∞i=1Yi, with dimM(Yi) ≤ s for each i. Let {ik} be a se-
quence of integers that repeats each integer infinitely often. The branching factors
{Nk} and sets {Bk} are defined inductively. Suppose that the lengths N1, . . . ,Nk−1
have been chosen. Since dimM(Yik) < s+ εk, there are arbitrarily small lengths
l ≤ lk−1 such that if Nk = lk−1/l,
#(Qk(Yik(l)))≤ (1/l)s+(εk/2). (3.7)
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In particular, we can choose l small enough that l ≤ l2s/ε+2k−1 , which together with
(3.7) implies
#(Qk(Yik)(l))≤ Ns+εkk . (3.8)
We can certainly also choose l small enough that
Nk ≥max(C(s,d,n),(N1 . . .Nk−1)1/εk).
We know that lk−1 is a power of two, so we can ensure Nk is a power of two.
We then set lk = l. With this choice, Property (D) is satisfied. And if Bk =⋃Qk(Yik(lk)), then this choice of Bk clearly satisfies Property (B). And Property
(C) is precisely Equation (3.8).
It remains to verify that the sets {B◦k} strongly cover C. Fix a point z∈ C. Then
there exists an index i such that z ∈ Yi, and there is a subsequence k1,k2, . . . such
that ik j = i for each j. But then z ∈ Yi ⊂ B◦ik j , so z is contained in each of the sets
B◦ik j , and thus z ∈ limsupB
◦
i . Thus Property (A) is proved.
To construct X , we consider a nested, decreasing family of sets {Xk}, where
each Xk is an lk discretized subset of R
d . We then set X =
⋂
Xk. The goal is to
choose Xk such that X
n
k does not contain any strongly non diagonal cubes in Bk.
Lemma 30. For each k, let Bk ⊂ Rdn be a Qk discretized set, such that the inte-
riors {B◦k} strongly cover C. For each index k, let Xk be a Qk discretized set such
thatQk(Xnk )∩Qk(Bk) contains no strongly non diagonal cubes. If X =
⋂
Xk, then
X avoids B.
Proof. Let x= (x1, . . . ,xn) ∈ C be a point such that x1, . . . ,xn are distinct. Define
∆ = {(y1, . . . ,yn) ∈ Rdn : there exists i 6= j such that yi = y j}.
Then d(∆,x)> 0, where d is the Hausdorff distance between ∆ and x. Since {Bk}
strongly covers C, there is a subsequence {km} such that x ∈ B◦km for every index
m. Since lk converges to 0 and thus lkm converges to 0, if m is sufficiently large
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then
√
dn · lkm < d(∆,x). Note that
√
dn · lkm is the diameter of a cube inQkm . For
such a choice of m, any cube Q ∈Qdkm which contains x is strongly non-diagonal.
Thus x ∈ B◦km . Since Xkm and Bkm share no cube which contains x, this implies
x 6∈ Xkm . In particular, this means x 6∈ Xn.
All that remains is to apply the discrete lemma to choose the sequence {Xk}.
Given C, apply Lemma 29 to choose a sequence {Nk} and a sequence {Bk}. We
recursively define the sequence {Xk}. Set X0 = [0,1]d. Then, Property (D) of
Lemma 29 implies
#(Qk+1(Bk+1))≤ Ns+εkk+1
LetMk+1 be the largest power of two smaller than
(
Nk+1
C(s,d,n)
) dn−s−εk
d(n−1)
(3.9)
Then 1≤Mk+1 ≤Nk+1, and (3.1) is satisfied. Set B= Bk+1, and T = Xk. Then we
can apply Lemma 28 to find a set S satisfying all Properties of that Lemma, and
set Xk+1 = S.
Property (A) of Lemma 28 together with Lemma 30 implies that the set X =⋂
Xk avoids C. Property (B) of Lemma 28 shows that the sequence {Xk} satisfies
Property (A) of Theorem 15. Property (D) of Lemma 29 implies Property (B) of
Theorem 15 is satisfied. And by definition, i.e. the choice of {Mk} as given by
(3.9), we know
Nk ≤M
d(n−1)
dn−s−εk
k .ε M
1+ε
t
k (3.10)
where t = (nd− s)/d(n− 1). (3.10) is a form of Property (C) of Theorem 15.
Thus all assumptions of Theorem 15 are satisfied, and so we find X has Hausdorff
dimension (nd− s)/(n−1), completing the proof of Theorem 27.
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Chapter 4
Applications
As discussed in the introduction, Theorem 27 generalizes Theorems 1.1 and 1.2
from [3]. In this chapter, we present two applications of Theorem 27 in settings
where previous methods do not yield any results.
4.1 Sum Sets Avoiding Specified Sets
Theorem 31. Let Y ⊂ Rd be a countable union of sets with lower Minkowski
dimension at most t. Then there exists a set X ⊂ Rd with Hausdorff dimension at
least d− t such that X+X is disjoint from Y .
Proof. Define C = C1∪C2, where
C1 = {(x,y) : x+ y ∈ Y} and C2 = {(x,y) : y ∈ Y/2}.
Since Y is a countable union of sets with lower Minkowski dimension at most
t, C is a countable union of sets with lower Minkowski dimension at most d+
t. Applying Theorem 27 with n = 2 and s = d+ t produces a set X ⊂ Rd with
Hausdorff dimension 2d − (d + t) = d − t such that (x,y) 6∈ C for all x,y ∈ X
with x 6= y. We claim that X +X is disjoint from Y . To see this, first suppose
x,y ∈ X , x 6= y. Since X avoids Z1, we conclude that x+ y 6∈ Y . Suppose now that
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x = y ∈ X . Since X avoids Z2, we deduce that X ∩ (Y/2) = /0, and thus for any
x ∈ X , x+ x= 2x 6∈ Y . This completes the proof.
4.2 Subsets of Lipschitz curves avoiding isosceles
triangles
In [3], Fraser and the second author prove that there exists a set S ⊂ [0,1] with
dimension log32 such that for any simple C
2 curve γ : [0,1]→ Rn with bounded
non-vanishing curvature, γ(S) does not contain the vertices of an isosceles tri-
angle. Our method enables us to obtain a result that works for Lipschitz curves
with small Lipschitz constants. The dimensional bound that we provide is slightly
worse than [3] (1/2 instead of log32), and the set we obtain only works for a
single Lipschitz curve, not for many curves simultaneously.
Theorem 32. Let f : [0,1]→ Rn−1 be Lipschitz with
‖ f‖Lip := sup
{| f (x)− f (y)|/|x− y| : x,y ∈ [0,1],x 6= y}< 1.
Then there is a set X ⊂ [0,1] of Hausdorff dimension 1/2 so that the set
{(t, f (t)) : t ∈ X}
does not contain the vertices of an isosceles triangle.
Corollary 33. Let f : [0,1]→ Rn−1 be C1. Then there is a set X ⊂ [0,1] of Haus-
dorff dimension 1/2 so that the set
{(t, f (t)) : t ∈ X}
does not contain the vertices of an isosceles triangle.
Proof of Corollary 33. The graph of anyC1 function can be locally expressed, af-
ter possibly a translation and rotation, as the graph of a Lipschitz function with
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small Lipschitz constant. In particular, there exists an interval I ⊂ [0,1] of pos-
itive length so that the graph of f restricted to I, after being suitably translated
and rotated, is the graph of a Lipschitz function g : [0,1]→ Rn−1 with Lipschitz
constant at most 1/2. Since isosceles triangles remain invariant under these trans-
formations, the corollary is a consequence of Theorem 32.
Proof of Theorem 32. Set
C =
{
(x1,x2,x3) ∈ C3[0,1] :
The points p j = (x j, f (x j)) form
the vertices of an isosceles triangle
}
. (4.1)
In the next lemma, we show C has lower Minkowski dimension at most two.
By Theorem 27, there is a set X ⊂ [0,1] of Hausdorff dimension 1/2 so that X
avoids C. This is precisely the statement that for each x1,x2,x3 ∈ X , the points
(x1, f (x1)), (x2, f (x2)), and (x3, f (x3)) do not form the vertices of an isosceles
triangle.
Lemma 34. Let f : [0,1]→ Rn−1 be Lipschitz with ‖ f‖Lip < 1. Then the set C
given by (4.1) satisfies dimM(C)≤ 2.
Proof. First, notice that three points p1, p2, p3 ∈ Rn form an isosceles triangle,
with p3 as the apex, if and only if p3 ∈ Hp1,p2 , where
Hp1,p2 =
{
x ∈ Rn :
(
x− p1+ p2
2
)
· (p2− p1) = 0
}
. (4.2)
To prove C has Minkowski has dimension at most two, it suffices to show the set
W =
{
x ∈ [0,1]3 : p3 = (x3, f (x3)) ∈ Hp1,p2
}
has upper Minkowski dimension at most 2. This is because C is covered by three
copies of W , obtained by permuting coordinates. We work with the family of
dyadic cubes Dn. To bound the upper Minkowski dimension ofW , we prove the
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estimate
#
(Dk(W (1/2k)))≤Ck4k for all k ≥ 1, (4.3)
whereC is a constant independent of k. Then for any ε > 0, (4.3) implies that for
suitably large k,
#
(Dk(W (1/2k)))≤ 2(2+ε)k.
Since ε was arbitrary, this shows dimM(W )≤ 2.
To establish (4.3), we write
#
(Dk(W (1/2k)))= 2k∑
m=0
∑
I1,I2∈Dk[0,1]
d(I1,I2)=m/2
k
#
(
Dk(W (1/2k)∩ (I1× I2× [0,1])
)
. (4.4)
Our next task is to bound each of the summands in (4.4). Let I1, I2 ∈ Dk[0,1], and
let m = 2k · d(I1, I2). Let x1 be the midpoint of I1, and x2 the midpoint of I2. Let
(y1,y2,y3) ∈W ∩ (I1× I2× [0,1]). Then it follows from (4.2) that(
y3− y1+ y2
2
)
· (y2− y1)+
(
f (y3)− f (y2)+ f (y1)
2
)
· ( f (y2)− f (y1)) = 0.
We know |x1− y1|, |x2− y2| ≤ 1/2k+1, so∣∣∣∣(y3− y1+ y22
)
(y2− y1)−
(
y3− x1+ x2
2
)
(x2− x1)
∣∣∣∣
≤ |y1− x1|+ |y2− x2|
2
|y2− y1|+
(
|y1− x1|+ |y2− x2|
)∣∣∣∣y3− x1+ x22
∣∣∣∣ (4.5)
≤ (1/2k+1) ·1+(1/2k) ·1≤ 3/2k+1.
Conversely, | f (x1)− f (y1)|, | f (x2)− f (y2)| ≤ 1/2k+1 because ‖ f‖Lip ≤ 1, and a
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similar calculation yields∣∣∣( f (y3)− f (y1)+ f (y2)
2
)
· ( f (y2)− f (y1))
−
(
f (y3)− f (x1)+ f (x2)
2
)
· ( f (x2)− f (x1))
∣∣∣≤ 3/2k+1. (4.6)
Putting (4.5) and (4.6) together, we conclude that∣∣∣(y3− x1+ x2
2
)
(x2− x1)
+
(
f (y3)− f (x2)+ f (x1)
2
)
· ( f (x2)− f (x1))
∣∣∣≤ 3/2k. (4.7)
Since |(x2 − x1, f (x2)− f (x1))| ≥ |x2 − x1| ≥ m/2k, we can interpret (4.7) as
saying the point (y3, f (y3)) is contained in a 3/k thickening of the hyperplane
H(x1, f (x1)),(x2, f (x2)). Given another value y
′ ∈W ∩ (I1 ∩ I2 ∩ [0,1]), it satisfies a
variant of the inequality (4.7), and we can subtract the difference between the two
inequalities to conclude
∣∣(y3− y′3)(x2− x1)+( f (y3)− f (y′3)) · ( f (x2)− f (x1))∣∣≤ 6/2k. (4.8)
The triangle difference inequality applied with (4.8) implies
( f (y3)− f (y′3)) · ( f (x2)− f (x1))≥ |y3− y′3||x2− x1|−6/2k
=
(m+1) · |y3− y′3|−6
2k
.
(4.9)
Conversely,
( f (y3)− f (y′3)) · ( f (x2)− f (x1))≤ ‖ f‖2Lip · |y3− y′3||x2− x1|
= ‖ f‖2Lip · (m+1)/2k · |y3− y′3|.
(4.10)
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Combining (4.9) and (4.10) and rearranging, we see that
|y3− y′3| ≤
6
(m+1)(1−‖ f‖2Lip)
.
1
m+1
, (4.11)
where the implicit constant depends only on ‖ f‖Lip. We conclude that
#Qk(W (1/2k)∩ (I1× I2× [0,1])). 2
k
m+1
, (4.12)
which holds uniformly over any value of m.
We are now ready to bound the sum from (4.4). Note that for each value of
m, there are at most 2k+1 pairs (I1, I2) with d(I1, I2) = m/2
k. Indeed, there are 2k
choices for I1 and then at most two choices for I2. Equation (4.12) shows
#Qk(W(1/2k)) =
2k
∑
m=0
∑
I1,I2∈Qk[0,1]
d(I1,I2)=m/2
k
#Qk(W (1/2k)∩ (I1× I2× [0,1]))
. 4k
2k
∑
m=0
1
m+1
. k/4k.
In the above inequalities, the implicit constants depend on ‖ f‖Lip, but they are
independent of k. This establishes (4.3) and completes the proof.
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Chapter 5
Future Work
To conclude this thesis, we sketch some ideas developing the theory of ‘rough
sets avoiding patterns’, which we introduced in Chapter 3. Section 6.1 attempts
to exploit additional geometric information about certain rough configurations to
find sets with large Hausdorff dimension avoiding patterns, and Section 6.2 finds
configuration avoiding sets supported a measure with large Fourier decay.
5.1 Low Rank Avoidance
One way we can extend the results of Chapter 3 is to utilize additional geometric
structure of particular rough configurations C to obtain larger avoiding sets. Recall
that in Chapter 3, we studied the avoidance problem for configurations with low
Minkowski dimension. This condition means precisely that these configurations
are efficiently covered by cubes at all scales. The idea of this section is to study
configurations which are efficiently covered by other families of geometric objects
at all scales. Here, we study the simple setting where our set is efficiently covered
by families of thickened hyperplanes or thickened lines. We note that a set E is
efficiently covered by a family of thickened parallel hyperplanes, at each scale of
thickening, if and only, for a linear transformation M with that hyperplane as a
kernel, M(E) has low Minkowski dimension.
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Theorem 35. Let C ⊂ C(R) be the countable union of sets {Ci} such that
• For each i, there exists ni such that C i ⊂ Cni(R).
• There exists an integer mi > 0 and si ∈ [0,mi), together with a full-rank
rational-coefficient linear transformation Mi : R
ni → Rmi such that Mi(Ci)
is a bounded subset of Rmi with lower Minkowski dimension at most si.
Then there exists a set X ⊂ [0,1] avoiding C with Hausdorff dimension at least
inf
i
(
mi− si
mi
)
.
Remarks.
1. A useful feature of this method is that the resulting set does not depend on
the number of points in a configuration, i.e. we do not need to restrict our-
selves to an n point configuration for some fixed integer n. This is a feature
only shared by Mathe´’s result, Theorem 25 in Section 3.3. We exploit this
feature later on in this section to find large subsets avoiding a countable
family of equations with arbitrarily many variables.
2. It might be expected, based on the result of Theorem 27, that one should be
able to obtain a set X ⊂ [0,1] avoiding C with Hausdorff dimension
inf
i
(
mi− si
mi−1
)
,
whenever si ≥ 1 for all i. We plan to study whether Theorem 35 can be
improved to give this bound in the near future.
3. Compared to Theorem 27, this result only applies in the one-dimensional
configuration avoidance setting. We also plan to study higher dimensional
analogues to this theorem, when d > 1.
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For the purpose of brevity, here we only describe a solution to the discretized
version of the problem. This can be fleshed out into a full proof of Theorem 35
by techniques analogous to those given in Chapters 2 and 3. Thus we discuss a
single linear transformationM : Rdn → Rm, and try to avoid a discretized version
of a low dimensional set.
Before we describe the discretized result, let us simplify the problem slightly.
Since our transformationM has full rank, we may find indices
i1, . . . , im ∈ {1, . . . ,n}
such that the transformationM is invertible when restricted to the span of {ei1 , . . . ,eim}.
By an affine change of coordinates in the range ofM, which preserves theMinkowski
dimension of any set, we may assume without loss of generality that M(ei j) = e j
for each 1≤ j ≤ m.
Theorem 36. Fix s ∈ [0,m) and ε ∈ [0,(m− s)/2). Let T1, . . . ,Tn ⊂ [0,1] be dis-
joint,Qk discretized sets, and let B⊂ Rm be aQk+1 discretized set such that
#(Qk+1(B))≤ Ns+εk+1 . (5.1)
Then there exists a constant C(n,m,M) > 0, and an integer constant A(M) > 0,
such that if A(M) |Nk+1, and
Nk+1 >C(n,m,M) ·M
m
m−(s+ε)
k+1 . (5.2)
then there existsQk+1 discretized sets S1 ⊂ T1, . . . , Sn ⊂ Tn such that
(A) For any collection of n distinct cubes Q1, . . . ,Qn ∈Qk+1(Si),
Q1×·· ·×Qn 6∈ Qk+1(B).
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(B) For each i, and for each Q ∈Qk(Ti), there existsRQ ⊂Rk+1(Q) such that
#(RQ)≥ #(Rk+1(Q))
A(M)
,
and if R ∈ Rk+1(Q),
#(Qk+1(R∩Si)) =
1 : R ∈RQ,0 : R 6∈ RQ .
Proof. For each i 6∈ {i1, . . . , im}, there are rational numbers ai j = pi j/qi j ∈Q such
thatM(ei) = ∑ai je j. Set A(M) = ∏i j qi j. For each interval R ∈ Rk+1(Ti), we let
a(R) ∈ {0, . . . ,N1 . . .NkMk+1−1}
be the unique integer such that
R=
[
a(R)
N1 . . .NkMk+1
,
a(R)+1
N1 . . .NkMk+1
]
.
Let X ∈ {0, . . . ,Nk+1/Mk+1−1}m. For each 1≤ j ≤ m, define
Si j(X) =
⋃
R∈Rk+1(Ti j )
[
a(R)
N1 . . .NkMk+1
+
X j
N1 . . .Nk+1
,
a(R)
N1 . . .NkMk+1
+
X j+1
N1 . . .Nk+1
]
.
For i 6∈ {i1, . . . , im}, define
Si(X) =
⋃
R∈Rk+1(Ti)
∏qi j |a(R)
[
a(R)
N1 . . .NkMk+1
,
a(R)
N1 . . .NkMk+1
+
1
N1 . . .Nk+1
]
For each i, we let Si(X) denote the set of startpoints to intervals in Si. Then
Si j(X)⊂
Z
N1 . . .NkMk+1
+
X j
N1 . . .Nk+1
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and for i 6∈ {i1, . . . , im},
Si(X)⊂ ∏qi jZ
N1 . . .NkMk+1
.
It therefore follows that if
A(X) =M(S1(X)×·· ·×Sn(X)),
then
A(X)⊂ Z
m
N1 . . .NkMk+1
+
X
N1 . . .Nk+1
.
In particular, if X 6= X ′,A(X) andA(X ′) are disjoint. Equation (5.2) implies there
is a constantC(n,m,M), such that
#
{
n ∈ Zm : d
(
n
N1 . . .Nk+1
,B
)
≤ 2√
d · ‖M‖
1
N1 . . .Nk+1
}
≤C(n,m,M)m−(s+ε) ·Ns+εk+1 .
(5.3)
Applying the pigeonhole principle, (5.1), and (5.3), there exists some value X0
such that
#
{
n ∈ A(X0) : d(n,B)≤ 2√
d · ‖M‖
1
N1 . . .Nk+1
}
≤ C(n,m,M)
m−(s+ε) ·Ns+εk+1
(Nk+1/Mk+1)m
≤ C(n,m,M)
m−(s+ε) ·Mmk+1
N
m−(s+ε)
k+1
< 1.
In particular, this set is actually empty. But this means that the set
M(S1(X0)×·· ·×Sn(X0))
is disjoint from B. Taking Si = Si(X0) for each i completes the proof.
Before we move on, consider one application of Theorem 35, which gives an
extension of Theorem 31 to arbitrarily large sums.
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Theorem 37. Let Y ⊂R be a countable union of bounded sets with lower Minkowski
dimension at most t. Then there exists a set X ⊂ R with Hausdorff dimension at
least 1− t such that for any integer n > 0, for any a1, . . . ,an ∈ Q, and for any
x1, . . . ,xn ∈ X,
(a1X+ · · ·+anX)∩Y ⊂ (0).
Proof. Let Y =
⋃∞
i=1Yi, where each Yi has lower Minkowski dimension at most t.
For each n, i, and a= (a1, . . . ,an) ∈Qn with a 6= 0, let
Cn,a,i = {(x1, . . . ,xn) ∈ Cn : a1x1+ · · ·+anxn ∈ Yi},
and let C = ⋃Cn,a,i. Let Tn,a(x1, . . . ,xn) be the linear map given by
Tn,a(x1, . . . ,xn) = a1x1+ · · ·+anxn.
Then Tn,a is nonzero, and Tn,a(Cn,i,a) how lower Minkowski dimension at most
t. Applying Theorem 35, we obtain a set X ⊂ [0,1] avoiding C with Hausdorff
dimension at least 1− t.
We prove X satisfies the conclusions of this theorem by induction on n. Con-
sider the case n= 1, and fix a ∈Q. If a 6= 0, then because X avoids Cn,a,i for each
i, if x ∈ X , ax 6∈ Y , so aX ∩Y = /0. If a= 0, then aX = 0, so (aX)∩Y ⊂ (0).
In general, consider a = (a1, . . . ,an+1) ∈ Qn+1. If a 6= 0, then because X
avoids Cn,a,i for each i, we know if x1, . . . ,xn+1 ∈ X are distinct, then a1x1+ · · ·+
an+1xn+1 6∈ Y . If the values x1, . . . ,xn+1 ∈ X are not distinct, then by rearrang-
ing both the values {xi} and {ai}, we may without loss of generality assume that
xn = xn+1. Then
a1x1+ · · ·+an+1xn+1 = a1x1+ · · ·+an−1xn−1+(an+an+1)xn
⊂ (a1X+ · · ·+an−1X+(an+an+1)X).
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By induction,
(a1X+ · · ·+an−1X+(an+an+1)X)∩Y ⊂ (0),
so we conclude that either a1x1+ · · ·+an+1xn+1 6∈Y , or a1x1+ · · ·+an+1xn+1 = 0.
The only remaining case we have not covered is if a ∈Qn+1 is equal to zero. But
in this case,
(a1X+ · · ·+anX) = (0+ · · ·+0) = 0,
and so it is trivial that (a1X+ · · ·+anX)∩Y ⊂ (0).
5.2 Fourier Dimension
Recently, there has been much interest in determining whether sets with large
Fourier dimension can avoid configurations. Results published recently in the
literature include [5] and [10]. In this Section, we attempt to modify the procedure
of Theorem 27 to obtain a set with large Fourier dimension. We obtain such a
result, though with a suboptimal dimension to what we expect from Theorem 27,
and only holds in the setting where d = 1. We are currently researching methods
to resolve the deficiencies in this method.
Theorem 38. Suppose C is a configuration onR, formed from the countable union
of bounded sets, each with lower Minkowski dimension at most s. Then there exists
a set X ⊂ [0,1] with Fourier dimension at least (n− s)/n avoiding C.
We begin with a lemma which uses the Poisson summation theorem to re-
strict the analysis of the Fourier decay of the probability measures we study to the
analysis of frequencies in Z.
Lemma 39. Fix s ∈ [0,d]. Suppose µ is a compactly supported finite Borel mea-
sure on Rd . Then there exists a constant A≥ 1, depending only on the dimension
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of d and the radius of the support of µ , such that
sup
ξ∈Rd
|ξ |s/2|µ̂(ξ )| ≤ 1+A
(
sup
m∈Zd
|m|s/2|µ̂(m)|
)
.
Proof. Without loss of generality, we may assume that µ is supported on a com-
pact subset of [1/3,2/3)d, since every compactly supported measure is a finite
sum of translates of measures of this form. Let
C = sup
m∈Zd
|m|s/2|µ̂(m)|,
which we may assume, without loss of generality, to be finite. Consider the dis-
tribution Λ = ∑m∈Zd δm, where δm is the Dirac delta distribution at m. Then the
Poisson summation formula says that the Fourier transform of Λ is itself. If ψ ∈
Cc(R
d) is a bump function supported on [0,1)d, with ψ(x) = 1 for x∈ [1/3,2/3)d,
then µ = ψ(Λ∗µ), so
|µ̂(ξ )|= |[ψ̂ ∗ (Λµ̂)](ξ )|
=
∣∣∣∣∣ ∑
m∈Zd
µ̂(m)(ψ̂ ∗δm)(ξ )
∣∣∣∣∣
=
∣∣∣∣∣ ∑
m∈Zd
µ̂(m)ψ̂(ξ −m)
∣∣∣∣∣ .
(5.4)
Sinceψ is smooth, we know that for all η ∈Rd , |ψ̂(η)|. 1/|η|d+1. If we perform
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a dyadic decomposition, we find
∑
1≤|m−ξ |≤|ξ |/2
|µ̂(m)||ψ̂(ξ −m)| ≤C ∑
1≤|m−ξ |≤|ξ |/2
|ξ |−s/2|ψ̂(ξ −m)|
.C
log |ξ |
∑
k=1
∑
|ξ |
2k+1
≤|m−ξ |≤ |ξ |
2k
|ξ |−s/2
(
2k/|ξ |
)d+1
.C
log |ξ |
∑
k=1
|ξ |−s/2(2k/|ξ |).C|ξ |−s/2.
(5.5)
There are Od(1) points m ∈ Zd with |m−ξ | ≤ 1, so if |ξ | ≥ 2,
∑
|m−ξ |≤1
|µ̂(m)||ψ̂(m−ξ )|.C|ξ |−s/2. (5.6)
We can also perform another dyadic decomposition, using the fact that for all
η ∈ Rd , |ψ̂(η)|. 1/|η|2d , to find that
∑
|m−ξ |≥|ξ |/2
|µ̂(m)||ψ̂(m−ξ )|.
∞
∑
k=0
∑
|ξ |2k−1≤|m−ξ |≤|ξ |2k
|µ̂(m)|
|ξ |2d22dk
.C
∞
∑
k=0
|ξ |−d2−dk .C|ξ |−d.
(5.7)
Combining (5.5), (5.6), and (5.7) with (5.4), we conclude that there exists a con-
stant A≥ 1 depending only on the dimension d such that if |ξ | ≥ 2,
|µ̂(ξ )| ≤ A ·C · |ξ |−s/2. (5.8)
Since ‖µ̂‖L∞(Rd) ≤ 1, (5.8) actually holds for all ξ ∈ Rd , providedC ≥ 1.
Our goal now is to carefully modify the discrete selection strategy and dis-
cretized probability measures we use to obtain have sharp control over the Fourier
transform of these measures at each scale of our construction. In particular, we
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aim to obtain a sequence of pairs {(µk,Xk)}, where {Xk} is a decreasing family
of subsets of R such that the set X =
⋂
Xk is configuration avoiding, and µk is a
probability measure supported on Xk such that for each integer k and ε > 0, there
exists a constantCk,ε > 0 such that
sup
m∈Zd
|m| n−s2 −ε |µ̂k+1(m)− µ̂k(m)| ≤Ck,ε , (5.9)
and for each ε > 0, ∑∞k=0Ck,ε < ∞. We will initialize this sequence by letting
X0 = [0,1], and let µ0 be the Lebesgue measure restricted to X0. It then follows
that if µ is a weak limit of some subsequence of the measures µk, then µ̂ is the
pointwise limit of some subsequence of µ̂k. And so for each ε > 0,
sup
m∈Z
|m| n−s2 −ε |µ̂(m)| ≤ sup
m∈Z
|m| n−s2 −ε |µ̂0(m)|+
∞
∑
k=0
sup
m∈Z
|m| n−s2 −ε |µ̂k+1(m)− µ̂k(m)|
. 1+
∞
∑
k=0
Ck,ε < ∞.
Combined with Lemma 39, this implies that X , upon which µ is supported, has
the required Fourier dimension. A key strategy to obtaining bounds of the form
(5.9), in light of our random selection strategy, is to obtain high probability bounds
using Hoeffding’s inequality.
Theorem 40 (Hoeffding’s Inequality). Let {Xi} be an independent family of N
mean-zero random variables, and let A> 0 be a constant such that |Xi| ≤A almost
surely for each i. Then for each t > 0,
P
(∣∣∣∣∣ 1N N∑
i=1
Xi
∣∣∣∣∣≥ t
)
≤ 2exp((N/A2) · (−t2)) .
As with Theorem 27, we perform a multi-scale analysis, using the notations
introduced in Section 1.4. Lemma 39 implies that we only need control over
integer-valued frequencies. The discretized measures {νk} we select are, for each
k, a sum of point mass distributions at the points Z/N1 . . .Nk. Therefore, ν̂k will
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be N1 . . .Nk periodic, in the sense that for any m ∈ (N1 . . .Nk)Z and ξ ∈R, ν̂k(ξ +
m) = ν̂k(ξ ). Since we are only concerned with integer valued frequencies, it will
therefore suffice to control the Fourier transform of νk on frequencies lying in
{1, . . . ,N1 . . .Nk}.
In the discrete lemma below, we rely on a variant of the proof strategy of
Theorem 2.1 of [10], but modified so that we can allow the branching factors
{Nk} to increase arbitrarily fast. For each Qk discretized set E ⊂ [0,1], we define
a probability measure
νE =
1
#(Qk(E)) ∑Q∈Qk(E)
δ (a(Q)),
where for each x ∈ R, δ (x) is the Dirac delta measure at x, and for each Q ∈ Qk,
a(Q) is the startpoint of the interval Q. Also, for each k, we define a probability
measure
ηk =
1
Nk
Nk−1
∑
i1,...,id=0
δ
(
i
N1 . . .Nk
)
.
The purpose of introducing ηk is so that, given a measure µ which is a sum of
point mass distributions in Z/N1 . . .Nk, the probability measure µ ∗ηk+1 is a sum
of point mass distributions in Z/N1 . . .Nk+1, uniformly distributed at the scale
1/N1 . . .Nk+1.
Lemma 41. Fix s ∈ [1,dn), and ε ∈ [0,(n− s)/4). Let T ⊂ R be a nonempty,Qk
discretized set, and let B⊂ Rn be a nonemptyQk+1 discretized set such that
#(Qk+1(B))≤ Ns+εk+1 . (5.10)
Provided that
Mk+1 ≤ N
n−s−2ε
n
k+1 ≤ 2Mk+1, (5.11)
Nk+1 ≥ 31/ε , (5.12)
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Nk+1 ≥ exp
((
4n
n− s
)4
N1 . . .Nk
)
, (5.13)
and
Nk+1 ≥ (1/ε)1/ε , (5.14)
there exists a universal constant A(n,s) and aQk+1 discretized set S⊂ T , satisfy-
ing the following properties:
(A) For any collection of n distinct cubes Q1, . . . ,Qn ∈Qk+1(S),
Q1×·· ·×Qn 6∈ Qk+1(B).
(B) For any m ∈ Z,
|ν̂S(m)− η̂k+1(m)ν̂T (m)| ≤ A(n,s) · (N1 . . .Nk+1)−
n−s
2n +2ε .
Proof. For each R ∈ Rk+1(T ), let QR be randomly selected from Qk+1(R), such
that the collection {QR} forms an independent family of random variables. Then,
set S=
⋃{QR : R ∈Rk+1(T )}. We then have
#(Qk+1(S)) = #(Rk+1(T )) =Mk+1 ·Qk(T ). (5.15)
Without loss of generality, removing cubes from B if necessary, we may assume
that for every cube Q1×·· ·×Qn ∈ Qk+1(B), the values Q1, . . . ,Qn occur in dis-
tinct intervals in Rk+1(T ). In particular, given any such cube, just as in Lemma
28, we have
P(Q1× . . .Qn ∈ Qk+1(Sn)) = (Mk+1/Nk+1)n. (5.16)
Thus (5.10), (5.11), and (5.16) imply
E [#(Qk+1(B)∩Qk+1(Sn))]≤Mnk+1/Nn−(s+ε)k+1 ≤ 1/Nεk+1. (5.17)
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Markov’s inequality, together with (5.12) and (5.17), imply
P(Qk+1(B)∩Qk+1(Sn) 6= /0) = P(#(Qk+1(B)∩Qk+1(Sn))≥ 1)
≤ 1/Nεk+1 ≤ 1/3.
(5.18)
ThusQk+1(Sn) is disjoint from Qk+1(B) with high probability.
Now we analyze the Fourier transform of the measures νS. For each cube
R ∈Rk+1(T ), and for each m ∈ Z, let
AR(m) = e
−2pi im·a(QR)
N1...Nk+1 − 1
Nk+1
Nk+1−1
∑
l=0
e
−2pi im·[Nk+1a(Q)+l]
N1...Nk+1 .
Then E[AR(m)] = 0, |AR(m)| ≤ 2 for each m, and
ν̂S(m)− η̂k+1(m)ν̂T (m) = 1
#(Rk+1(T )) ∑R∈Rk+1(T )
AR(m).
Fix a particular value of m. Since the random variables {AR(m) : R ∈ Rk+1(T )}
are bounded and independent from one another, we can apply Hoeffding’s in-
equality with (5.15) to conclude that for each t > 0,
P
(|ν̂S(m)− η̂k+1(m)ν̂T (m)| ≥ t)≤ 2exp(−#(Rk+1(T ))t2
4
)
= 2exp
(−#(Qk(T ))Mk+1t2
4
)
.
(5.19)
The function ν̂S− η̂k+1ν̂T is N1 . . .Nk+1 periodic. Thus, to uniformly bound this
function, we need only bound the function over N1 . . .Nk+1 values of m. Applying
a union bound with (5.19), we conclude
P
(‖ν̂S− η̂k+1ν̂T‖L∞(Z) ≥ t)≤ 2N1 . . .Nk+1 exp(−#(Qk(T ))Mk+1t2
4
)
. (5.20)
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In particular, (5.11), applied to (5.20), shows
P
(
‖ν̂S− η̂k+1ν̂T‖L∞(Z) ≥ (N1 . . .NkMk+1)−1/2 log(Mk+1)
)
≤ 2N1 . . .Nk+1 exp
(
−#(Qk(T )) log(Mk+1)
2
4N1 . . .Nk
)
= 2N1 . . .Nk exp
(
log(Nk+1)− log(Mk+1)
2
4N1 . . .Nk
)
≤ 2N1 . . .Nk exp
(
log(Nk+1)−
[(
n− s
4n
)
log(Nk+1)− log(2)
]2
1
N1 . . .Nk
)
.
Thus (5.13) implies
P
(
‖ν̂S− η̂k+1ν̂T‖L∞(Z) ≥ (N1 . . .NkMk+1)−1/2 log(Mk+1)
)
≤ 1/3. (5.21)
Taking a union bound over (5.18) and (5.21), we conclude that there is a non-zero
probability that the set S satisfies Property (A), and
‖ν̂S− η̂k+1ν̂T‖L∞(Z) ≤ (N1 . . .NkMk+1)−1/2 log(Mk+1).
Since (5.14) holds,
(N1 . . .NkMk+1)
−1/2 log(Mk+1).n,s log(Nk+1)(N1 . . .Nk+1)−
n−s−2ε
2n
≤ (N1 . . .Nk+1)−
n−s
2n +2ε .
Thus the set S also satisfies Property (B) with an appropriately chosen constant
A(n,s).
Remark. Comparing the method of this lemma to that of Lemma 28, note that
here we never needed to perform a non-random ‘deletion step’ after the forma-
tion of our random set S. This is because (5.11) gives a larger gap between Nk
and Mk than the gap provided by the analogous inequality (3.1) in Lemma 28,
which results in the Fourier dimension bound in Theorem 38 being smaller than
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the Hausdorff dimension bound in Theorem 27. While performing non-random
deletions of O(Mdk+1) intervals results in a negligible change to a Frostman-type
bound like those dealt with in Chapter 3 once normalized. However, this many
non-random deletions can cause a drastic shift in the Fourier transform of the
associated measure on the set if these deletions occur non pseudorandomly. Im-
proving Theorem 38 thus requires a more subtle analysis of the deletions we must
perform at each step.
The construction of the set X follows essentially the construction of the config-
uration avoiding set in Chapter 3. We choose a decreasing sequence of parameters
{εk} such that εk < (n− s)/4 for each k, as well as parameters {Nk} such that
Nk ≥ 31/εk ,
Nk ≥ exp
((
4n
n− s
)4
N1 . . .Nk−1
)
,
Nk ≥ (1/εk)1/εk ,
Nk ≥ (N1 . . .Nk−1)2/εk . (5.22)
The choice of Nk is also chosen sufficiently large that we can find aQk discretized
set Bk such that
#(Qk(Bk))≤ (N1 . . .Nk)s+εk/2 ≤ Ns+εkk ,
and such that the collection {Bk} forms a strong cover of the configuration C. We
then choose a sequence {Mk} such that for each k,
Mk ≤ N
n−s−2εk
n
k
≤ 2Mk+1.
We also assume each Nk and Mk is a power of two, which means automatically
thatMk |Nk for each k.
Just as was done in Chapter 3, this choice of parameters enables us to find a
nested family of sets {Xk}, obtained by setting X0 = [0,1], and letting Xk+1 be
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obtained from Xk by applying Lemma 41 with ε = εk+1, T = Xk, and B = Bk+1.
We set X =
⋂
Xk. Since Property (A) of Lemma (41) is true at each step of the
process, this is sufficient to guarantee that X avoids the configuration C. The
remainder of this section is devoted to showing that Property (B) of Lemma 41 is
sufficient to obtain the Fourier dimension bound on X guaranteed by Theorem 38.
Let νk = νXk for each k. Property (B) of Lemma 41 implies that for each k,∥∥ν̂k+1− η̂k+1ν̂k∥∥L∞(Z) ≤ A(n,s) · (N1 . . .Nk+1)− n−s2n +2εk+1. (5.23)
We shall form a sequence of measures {µk} by convolving the measures {νk}with
an appropriate family of mollifiers, which will be sufficient to obtain the required
asymptotic bound.
Lemma 42. There exists a sequence of probability measures {µk}, with µk sup-
ported on Xk for each k, such that for each ε > 0,
sup
k>0
sup
m∈Z
|m| n−s2n −ε |µ̂k(m)|< ∞.
Proof. For each k, let
ψk(x) = (N1 . . .Nk) · I[
0, 1N1...Nk
].
Then it is easy to calculate that
|ψ̂k(m)|.min
(
1,
N1 . . .Nk
|m|
)
. (5.24)
Note that the measures µk = νk ∗ψk are still supported on Xk, and
µ̂k(ξ ) = ν̂k(ξ )ψ̂k(ξ ).
Also note that ψk = ψk+1 ∗ηk+1. If ε > 0, then we can apply (5.23) with (5.24) to
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conclude
|µ̂k+1(m)− µ̂k(m)|
= |ψ̂k+1(m)||ν̂k(m)− η̂k+1(m)ν̂k(m)|
.min
(
1,
N1 . . .Nk+1
|m|
)
(N1 . . .Nk+1)
− n−s2n +2εk+1 .
=min
(
|m| n−s2n −ε
(N1 . . .Nk+1)
n−s
2n −2εk+1
,
(N1 . . .Nk)
1− n−s2n +2εk+1
|m|1− n−s2n +ε
)
|m|− n−s2n +ε .
(5.25)
The minima is maximized when |m|= N1 . . .Nk+1, which gives
min
(
|m| n−s2n −ε
(N1 . . .Nk+1)
n−s
2n −2εk+1
,
(N1 . . .Nk)
1− n−s2n +2εk+1
|m|1− n−s2n +ε
)
≤ (N1 . . .Nk+1)2εk+1−ε .
Thus, for all k, for all m ∈ Z, and for all ε > 0,
|µ̂k+1(m)− µ̂k(m)|. (N1 . . .Nk+1)
2εk+1−ε
|m| n−s2n −ε
. (5.26)
For each k, let
Ak = sup
m∈Z
|µ̂k(m)||m|
n−s
2n −ε .
Then (5.26) implies that
Ak+1 = Ak+O
(
(N1 . . .Nk+1)
2εk+1−ε) .
Thus for all k > 0,
Ak = O
(
∞
∑
k=1
(N1 . . .Nk)
2εk+1−ε
)
.
Provided the sum on the right hand side converges for each ε > 0, this gives a
uniform bound of Ak in k for each ε > 0, completing the proof. But for suitably
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large k, depending on ε , it is eventually true that εk+1 ≤ ε/8, and so
Ak = Oε(1)+
∞
∑
k=1
(N1 . . .Nk)
−ε/4 = Oε(1)+
∞
∑
k=1
2−kε/4 = Oε(1).
Just as for the sequence of measures in Theorem 7, the sequence {µk} is
a Cauchy sequence of probability measures, and therefore converges weakly to
some measure µ . Because for each k, µk is supported on Xk, µ is supported on⋂
Xk = X . Furthermore, the Fourier transform of each µk converges pointwise to
the Fourier transform of µ . Thus we find that for each ε > 0,
sup
m∈Z
|m| n−s2n −ε |µ̂(m)| ≤ sup
k>0
sup
m∈Z
|m| n−s2n −ε |µ̂k(m)|< ∞.
Combined with Lemma 39, this implies X has Fourier dimension (nd− s)/n.
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