This paper proposes a behavioral level partitioning method for efficient behavioral synthesis from a large sequential program consisting of a set of functions. Our method optimally determines functions to be inlined into the main module and the other functions to be synthesized into sub modules in such a way that the overall datapath is minimized while the complexity of individual modules is lower than a certain level. The partitioning problem is formulated as an integer programming problem. Experimental results show the effectiveness of the proposed method.
Introduction
Due to the continuously increasing size of LSIs, the traditional Register-Transfer Level (RTL) design with Hardware Design Languages (HDLs) is approaching to its limit on design productivity. Behavioral synthesis (or high-level synthesis), which automatically synthesizes an RTL circuit from a behavioral description, is one of the most promising solutions to improve the design productivity [1] . At present, however, behavioral synthesis tools have not been widely used in industry yet since the quality of automatically generated circuits is still inferior to that of human-designed ones, especially, in the synthesis from large behavioral descriptions.
This paper studies behavioral level partitioning which divides a large behavioral description into a set of smaller ones. Behavioral level partitioning yields a number of advantages such as reduced synthesis runtime, improved performance, satisfaction of packaging or I/O constraints, and so on [2] . In fact, most of the earlier studies on partitioning [1] aim at satisfying physical design constraints such as packaging and I/O pins, but recently, improvement of performance and synthesis runtime has become a more important concern of designers.
In general, a large sequential description written in a high-level programming language such as C * consists of a set of functions (or procedures). Without behavioral level partitioning, all the callee functions are inlined into their callers, which results in a huge main function, and then, the main function is fed by a behavioral synthesis tool. This Final manuscript received September 6, 2007 . † The authors are with the Department of Information Engineering, the Graduate School of Information Science, Nagoya University, Nagoya-shi, 464-8603 Japan.
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a) E-mail: hara@ertl.jp DOI: 10.1093/ietfec/e90-a. 12.2853 produces an inefficient circuit with a long critical path delay due to the complicated control path as well as multiplexers in the datapath, or behavioral synthesis may not be completed within a practical time as we will see in our experiments. Specifically, inlining is ineffective for large functions which are called a number of times from different points of the program text. A straightforward approach to behavioral level partitioning is to run behavioral synthesis for each function. This function-based partitioning approach produces N hardware modules (one main module and N − 1 sub modules) from a program consisting of N functions. Some behavioral synthesis tools which have been developed recently such as SPARK [3] and CCAP [4] employ the function-based approach. However, this approach suffers from a large datapath area because hardware resources (e.g., functional units, registers, memories, etc.) cannot be shared among functions even when only a single function is active at a time.
In our earlier work [5] , we have proposed a 2-way partitioning method based on integer programming. The method optimally determines functions to be inlined into a main module and ones to be synthesized into a sub module in such a way that the overall datapath is minimized while keeping the complexity of the control path lower than a certain level. The method enables resource sharing among multiple functions by merging them into one function. However, the method assumes that there exists only a single sub module in addition to a main module. This paper proposes an improved method for behavioral level partitioning. This work significantly improves our previous method [5] in two ways. First, this work performs N-way partitioning, where N denotes the number of hardware modules * * , while the previous work does 2-way partitioning. In addition, this work optimizes N, simultaneously with N-way partitioning.
In the last decade, Vahid has extensively studied behavioral level partitioning for sequential programs [2] , [6] - [8] . The partitioning approach presented in [2] consists of three steps; procedure determination, pre-clustering and N-way partitioning. The first two steps decide the appropriate granularity of procedures (functions) using various techniques such as inlining, exlining [6] , cloning [7] , port calling [8] , and so on. After that, traditional N-way partitioning is performed. Our method presented in this paper is different from the work in [2] in several ways. First, our method simultaneously performs function inlining and N-way partitioning, while the work in [2] achieves them in separate steps. Next, we optimize the number of hardware modules at the same time. Finally, we formally define the partitioning problem using integer linear programming (ILP) in order that the optimal partitioning can be obtained.
The rest of this paper is organized as follows. Section 2 describes two traditional approaches for behavioral level partitioning and their comprehensive comparisons in the preliminary experiments. Section 3 presents an improved method for function-based partitioning. Also, the preliminary experiments to compare the traditional approaches and the improved method are shown. Section 4 proposes a function-level partitioning method based on integer programming. Section 5 shows experimental results to demonstrate the effectiveness of the proposed method. Section 6 concludes this paper with a summary and future work.
Traditional Methods
This section presents fundamental techniques for behavioral synthesis and discusses their advantages and disadvantages.
Function Inlining
Function inlining is a well-known compiler optimization technique which replaces function calls with the bodies of the callee functions. Inlining is also widely used for behavioral synthesis.
Let us consider an example program shown in Fig. 1(a) . This program consists of a main function and two functions, f1 and f2, which are called from the main function. Figure 1(b) shows the FSM of a circuit which is synthesized from the program in Fig. 1(a) with inlining. Note that function f1 is inlined twice since it is called twice from the main function.
Inlining has several advantages. First, inlining enables resource sharing among different functions, resulting in small datapath area. Assume that function f1 requires one adder and one multiplier, and function f2 requires two adders and two multipliers. Since the two functions are implemented in the same hardware module, they can share the functional units, that is, two adders and two multipliers are used in total. Second, no overhead of inter-module communication is necessary. Next, inlining extends the scope of optimizations such as common sub-expression elimination, constant propagation, copy propagation, dead-code elimination and so on. Finally, inlining also extends operation-level parallelism. Inlining, however, increases both the area and delay of control path because the number of states in the main module becomes large. Also, inlining may increase the datapath delay due to multiplexers between functional units and registers. At worst, if the main function after inlining becomes too large, behavioral synthesis may not be completed within a practical time. These disadvantages become critical especially in the case of large functions are called a number of times from different points of the program text. Let us consider the same example program in Fig. 1(a) . The FSM of the circuit synthesized with this approach is shown in Fig. 1(c) , where one main module and two sub modules are generated. Note that only a single module is generated for function f1 even though it is called twice.
The main advantage of function-based partitioning is that it can reduce the complexity of individual modules. Thus, the area and delay of the control path can be reduced. On the other hand, the function-based partitioning increases the overall datapath area because hardware resources cannot be shared among functions even when the same resources are required by multiple functions. For example, in Fig. 1(c) , three adders and three multipliers are allocated in total even though the two functions are sequentially executed. Another disadvantage of this approach may degrade the performance by inter-module communication.
Preliminary Comparisons between Function Inlining
and Function-Based Partitioning without Clustering
We preliminarily made comparisons to evaluate the advantages and disadvantages of inlining and function-based partitioning without clustering. We used five benchmark programs consisting of two functions: a main function and a double-precision floating-point addition function which is called from the main function. The addition function is implemented by using integers [9] . Fundamental structures of these programs are almost the same except the number of times the addition function is called. We compared circuit area (equivalent gate count), clock period, the number of states, the number of execution cycles, execution time and behavioral synthesis time for the five programs. In the experiments, we used commercial tools YXI eXCite 3.0 [10] for behavioral synthesis and Xilinx ISE [11] for logic synthesis. In these comparisons, we specified the constraint on clock period as 50 MHz (20 ns) and Xilinx Virtex 2 as a target device.
The results of the preliminary experiments are shown in Table 1 . The first column represents the number of times the addition function is called from the main function. In Comprehensive comparisons between function inlining and function-based partitioning without clustering show that inlining results in a long critical path delay due to the complicated control path as well as multiplexers in the datapath. On the other hand, function-based partitioning leads to an increase in the number of execution cycles due to the inter-module communication, and the execution time also becomes longer.
Based on the above results, it is not appropriate to inline functions which are called a number of times. On the other hand, all the functions should not individually be partitioned because sharing no hardware resources makes the circuit area larger. We will show the more shortcomings of function-based partitioning without clustering in Sect. 3.
Sharing of Hardware Resources by Function-Based Partitioning with Clustering
In this section, we explain a method called "function-based partitioning with clustering," which is an improvement of both function inlining and function-based partitioning without clustering.
Function-Based Partitioning with Clustering
As shown in Sect. 2.2, function-based partitioning is not efficient in terms of the datapath area. This drawback can be suppressed by clustering functions. Figure 2 (a) shows the FSM of the circuit synthesized from the same program in Fig. 1 (a) with clustering. In Fig. 2(a) , two functions f1 and f2 are clustered into the same sub module in order that they can share the hardware resources. The number of states in the sub module is almost the same as the sum of those of individual modules. Note that the number of states for f1 is not doubled though f1 is called twice. Thus, clustering can keep the datapath area small while suppressing the complexity of the control path. Function clustering can be implemented by transforming the original program in Fig. 1 (a) into one shown in Fig. 2(b) . A function f merge is newly defined, which calls either f1 or f2 depending on a parameter id. Next, when synthesizing from f merge, f1 and f2 are inlined into f merge, while f merge itself is not inlined into the main function.
As shown above, clustering enables sharing of hardware resources among functions and also results in a smaller number of states than inlining does. However, the amount of communication between modules is increased in order to send id of the function to be called. This may degrade the performance. In addition, the sub module requires additional comparators to select the function to be executed. Also, it should be mentioned that clustering too many functions in the same module results in a complex control path.
Preliminary Comparisons between Three Techniques
We made preliminary comparisons to show that functionbased partitioning with clustering can generate more efficient circuits than inlining and function-based partitioning without clustering. We used a benchmark program consisting of three functions: a main function, addition and subtraction functions for double-precision floating-point numbers [9] . The addition and subtraction functions are called from the main function twice and once, respectively. The hardware resources required by these two functions are almost same.
We compared the following five methods for the benchmark program: partitioned without clustering: the addition and subtrac- tion functions are partitioned without clustering. inlined/inlined: the addition and subtraction functions are inlined into the main module. partitioned/inlined: the addition function is partitioned into a sub module and the subtraction function is inlined into the main module. inlined/partitioned: the addition function is inlined into the main module and the subtraction function is partitioned into a sub module. partitioned with clustering: the addition and subtraction functions are partitioned with clustering.
We compared circuit area (equivalent gate count), clock period, the number of states, the number of execution cycles, execution time and synthesis time between five methods shown above. We used the same synthesis tools and constraints as described in Sect. 2.3. The results of the preliminary experiments are shown in Table 2 .
The circuit area generated by partitioned without clustering is large since each module possesses the hardware resources and cannot share them between modules. While the area of the circuit generated by inlined/inlined is smaller than that by partitioned without clustering since both functions are inlined into the main module and can share the resources. In addition, there is no inter-module communication, resulting in both the smallest number of execution cycles and shortest execution time of all. However, the complexity of the control path is increased due to the large number of states in the main module, which leads to the longest time in behavioral synthesis.
In partitioned/inlined, its total time in behavioral synthesis can be kept short, but these two functions cannot share the resources, and therefore, the total area increases. In inlined/partitioned, the hardware resources cannot be shared between modules as in partitioned/inlined. In inlined/partitioned, a larger area is generated than in partitioned/inlined since the complexity of the control path is increased by inlining the addition function, which is called twice from the main function, in addition to sharing no resources between modules.
In partitioned with clustering, by partitioning after clustering the two functions in a single function, it is possible to share the hardware resources required by both these two functions as well as in inlining, and its datapath area is moderated. Also, it can suppress the number of states, which leads to the small control path. As a result, its total area is the smallest among the five methods.
As shown in these preliminary comparisons, it is possible to moderate the circuit area by applying partitioning with clustering for functions which require the same resources. In addition, this method can decrease the number of states in both modules compared with inlining, especially when the same function is called several times. Thus, the advantages of both inlining and partitioning without clustering are available in partitioning with clustering. If too many functions are clustered in the same module, however, the generated module has the large number of states, which leads to the long delay and a large area of the control path and long time in behavioral synthesis, similar to inlining. Therefore, it is important to appropriately determine functions to be inlined into the main module and ones to be partitioned into sub modules, when synthesizing from a large program with a number of functions because it is not practical to cluster all the functions in a single module.
Complexity-Constrained Partitioning
This section proposes a new behavioral level partitioning method based on integer programming.
Problem Description
As discussed in the previous sections, function inlining is effective in order to reduce execution cycles and datapath area. However, the size of functions after inlining should not exceed the limit manageable by synthesis tools.
Given a sequential program consisting of a set of functions, we face the following questions:
• Which functions should be inlined?
• Which functions should be clustered into the same module? • How many modules are necessary?
This section proposes a behavioral partitioning method that simultaneously solves these three questions in a single combinational optimization framework based on integer programming. Our goal is to minimize the overall datapath area (i.e., the total cost of hardware resources), while keeping the complexity (i.e., the number of states) of individual modules lower than a certain level specified by a designer.
In our problem definition, the delay and area of the control path, which sometimes affect the overall critical path delay and chip area, are not explicitly taken into account. Instead, they are implicitly managed by means of the constraint on the number of states since it is known that the number of states largely affects the delay and area of the control path [12] .
For simplicity, we assume that no function except the main function calls other functions. Relaxation of this assumption is one of our future works. At present, if a function f calls another function f', either f or f' needs to be inlined into its caller before the partitioning step. For this purpose, granularity selection techniques presented in [2] can be used. Let us consider an example shown in Fig. 3(a) . Fig. 3(a) describes a call graph of a program consisting of a main function and four functions which are called from the main function. The number associated with each edge denotes the number of function calls written in the program text † . Our method generates a partitioning as shown in Fig. 3(b) , where function f1 is inlined into the main module, functions f2 and f3 are clustered into the same sub module, and function f4 is implemented in a different sub module.
Problem Formulation
In this section, we formulate the partitioning problem as an integer programming problem. First, we define the following notations: It should be noted that d i is one in most cases, but may be more than one depending on the numbers and sizes of data to be transferred. Therefore, for generality, we leave d i as a parameter rather than one.
Next, we define a 0-1 variable x i,k as follows:
where k x i,k = 1. With the notations defined above, the number of states in module m k is estimated as follows:
Formula (1) represents the estimated number of states in the main module. The number of states for inlined functions is added to that for the main module. Since no communication overhead is necessary, d i is subtracted from s i . With function inlining, the actual number of states can be less than the one obtained by formula (1) because of global optimization beyond function boundaries. This effect is not considered in our current formulation and should be incorporated in the future.
Formula (2) represents the estimated number of states in sub module m k . The last term min(1, i x i,k ) denotes an additional state for selecting the function to be executed when multiple functions are clustered into m k .
The number of states in each module cannot exceed the limit specified by a designer. Therefore, the formula below must hold.
Next, the datapath area of the main module and sub modules can be estimated by formulas (4) and (5), respectively.
In module m k , the required number of resource r j is given by the maximum number among n i, j 's for functions which are clustered into module m k . A sub module which implements more than one function requires comparators to determine the function to be executed. The required number of comparators, N cmp k , is given by i x i,k when it is greater than one, otherwise 0.
Then, the total datapath area A total can be estimated by the formula below:
As shown above, the optimization problem on behavioral level partitioning can be defined as an integer programming problem, which finds x i,k minimizing formula (6) with † Note that the number does not mean the dynamic number of function calls.
satisfying the constraints in formula (3) . By finding the optimal solution of the integer programming problem, a designer can obtain the optimal partitioning. To find the optimal solution, some commercial solvers for ILP can be used, or some general algorithms such as the branch and bound method, simulated annealing, the genetic algorithm, and so on, can be applied. As we will see later, a simple exhaustive search algorithm was used in our experiments. Still, it yields an optimal solution within one second for realistic benchmark programs. For larger programs, however, it may be necessary to develop more efficient algorithms, which remains as one of our future works.
It should be noted that our method finds the optimal number of hardware modules as well as the optimal N-way partitioning simultaneously, by simply adding the following equation into the integer programming formulation.
This equation does not mean that the number of modules must be exactly N F , but means that it must be equal to or less than N F . If the optimal number of modules is less than N F , a solver will yield x i,k = 0, ∀i, for some module m k .
Overall Synthesis Flow
As defined above, our partitioning method requires that, for each function, the numbers and types of hardware resources (i.e., n i, j ) and the number of states (i.e., s i ) be known. Therefore, we need to run behavioral synthesis for each function in order to obtain these pieces of information. Thus, the overall flow of behavioral synthesis is as follows. One problem in Step 3 is how a designer should decide the constraint on the number of states. The optimal number of states is affected by several factors such as the ability of the behavioral and logic synthesis tools, the clock frequency constraint, and so on, so finding the optimal one is not an easy problem. Therefore, the synthesis steps described above need to be repeated with varying the constraint on the number of states. The key point is that the method proposed in this paper can be used as a tool which significantly reduces the design space to be explored. For each constraint, our method finds an optimal partitioning without actually synthesizing the circuits, so the designer does not have to run behavioral/logic synthesis for all the possible partitionings.
Discussion on the Constraint
In our function-level partitioning approach, we try to keep the control path complexity below a certain level. In general, however, it is a very difficult problem to estimate the complexity of the control path before behavioral and logic synthesis. In our formulation, therefore, we use the number of states as an approximate metric for control path complexity as defined in formulas (1)-(3). The reason is as follows. A control path can be divided into two parts. One is a circuit to generate control signals to the datapath (e.g., control signals of multiplexers, read/write signals of registers, and so on), and the other is one to compute the next state. Out of the two, the circuit to generate control signals often exists on the critical path of the overall circuit because computation in the datapath starts upon the arrival of the control signals. During behavioral synthesis, therefore, it is important not to increase the delay of the path for control signal generation. Note that the path delay for control signal generation is heavily dependent on the number of state bits, especially, in case of Moore's FSM-based control paths. In our ILP formulation, therefore, we constrain the maximum number of states for each module in order not to increase the critical path delay.
Although the number of states is not an accurate approximation for control path delay, our experimental results show the effectiveness of our ILP formulation as we will see in the next section. However, one may want to model the control path delay more accurately. Recent work by Gupta reveals in [12] that the number of operations in the behavioral description is another important factor for deciding the control path complexity. Our ILP formulation can be easily extended so that the number of operations should not exceed a certain level for each module. Such extention is realized by using the following constraint formulas (8)-(10) in addition to the original formulas (1)- (3) † .
o i : the number of operations in a module synthesized from function f i individually O k : the number of operations in module m k O const : the designer-specified constraint on the number of operations for each module
It should also be noted that, since the behavioral synthesis runtime significantly depends on the number of operations in the behavioral description, the use of our new formulas (8)- (10) is also effective in order to complete behavioral synthesis in a practical time. In fact, the number of operations and that of states are not independent, i.e., more operations tend to result in more states. In other words, using the number of states as a constraint implicitly constrains that of operations. Actually, our experimental results presented in the next section show that the tighter constraint on the number of states leads to shorter runtime of behavioral synthesis.
In our ILP formulation, the performance (i.e., the number of execution cycles) is also taken into account not explicitly but implicitly. As shown in experiments in the next section, looser constraints on the number of states tend to result in an increase in execution cycles with the area reduced. This indicates that designers can efficiently explore performance-area trade-off points by varying the constraint on the number of states.
Experiments
We conducted two sets of experiments to demonstrate the effectiveness of our partitioning approach. We used two benchmark programs: sqrt, which computes the squareroot of a given double-precision floating-point number, and ludcmp, which performs LU decomposition for a given matrix of double-precision floating-point numbers. Note that the two benchmark programs are rather large, each of which consists of more than 1,000 lines of C code. Each program is composed of a main function and several double-precision Table 3 shows the number of function calls in each benchmark program, where double is omitted from some function names due to the limited space. For exmaple, double add is called once in the both programs, while double mul is called three times and five times in sqrt and ludcmp, respectively. First, we ran behavioral synthesis for each function in order to obtain the types and numbers of required hardware resources and the number of states. We used a commercial behavioral synthesis tool eXCite 3.0 from YXI [10] . Scheduling was performed without resource constraint. The number of states for each function is shown in Table 3 . Due to the limited space, the types and numbers of hardware resources required for each function were omitted in this paper. It should be mentioned that some functions are very resource-hungry. For example, double mul requires four 64-bit adders, one 64-bit subtractor, one 32-bit subtractor, four 64-bit multipliers, one 64-bit divider, two 64-bit shifters, seven 64-bit comparators, and three 32-bit comparators. Next, we performed behavioral level partitioning proposed in this paper. At that time, we varied the constraint on the number of states. We developed a C program to find the optimal solution for the integer programming problem defined in the previous section. Our solver is based on exhaustive search, but it took less than one second to find the optimal partitioning.
Then, for each partitioning result, we performed behavioral synthesis, logic synthesis, and place-and-route to evaluate the area and clock period of the design. Xilinx Virtex 2 was used as a target device, and Xilinx ISE [11] was used for logic synthesis and place-and-route. All of these synthesis processes were optimized for performance maximization. Register-transfer level simulation was also performed to measure the execution cycles. Tables 4 and 5 summarize the synthesis and simulation results for sqrt and ludcmp, respectively. Behavioral synthesis runtime is also shown in the tables. The first column denotes the constraint on the number of states in individual modules. The fourth column "gate count" means the equivalent gate count including not only LUTs but also built-in multipliers and block RAMs occupied by the design. The eighth column represents area-delay product, which is defined as the product of area (gate count) and execution time. Since in general area and execution time are in a trade-off relation, area-delay product is used to comprehensively evaluate the designs. In the first column, "w/o clustering" denotes the function-based partitioning without clustering described in Sect. 2.2. In both of the benchmark programs, this function-based approach gives the highest performance but also the largest area.
In Table 4 , when the state constraint is 70 to 80, five modules were generated. In the fourth module, four functions are clustered. The performance is slightly worse than "w/o clustering" due to the communication overhead required to specify the function ID for the clustered module. When the constraint is 220, the number of execution cycles is relatively small. This is because several functions are inlined into the main function (see Sect. 2.1 for the advantages of function inlining). As the constraint becomes loose, the area tends to decrease due to the increased resource sharing. When the constraint is 170 to 210, the actual number of states in the largest module is 152. This satisfies the more severe constraint (i.e., 160 states). If multiple functions are clustered, the functions can share not only hardware resources but also states. However, this possibility is not captured at present (it should be captured in the future) in our formulation in Sect. 4.2. When the constraint is 520 or larger, all the functions are inlined into the main module. In this case, however, behavioral synthesis could not be completed within 24 hours.
The results for ludcmp are shown in Table 5 . Similar to the results for Table 4 , "w/o clustering" yields the highest performance and the largest area. Also, behavioral synthesis could not be completed when the constraint was the least severe. The area of ludcmp is much larger than that of sqrt because of the memory for the matrix to be LUdecomposed. When the constraint is 160, the actual number of states in the main module exceeds the constraint. This is due to the underestimation of the communication overhead in the main module, which should be improved in the future.
When the constraint is 100 to 120 in Table 4 , in spite of sharing more resources, the area is slightly larger than that when the constraint is 90. Other partitionings with a similar discrepancy are also found in Tables 4 and 5 . This is mainly due to the following reason. As described in Sect. 4.2, the proposed method determines the functions to be inlined into the main module and partitioned into sub modules based on estimated datapath area in formulas (4) and (5) . Indeed, the estimated area when the constraint is 100 to 120 is smaller than that when the constraint is 90. On the other hand, the area in Table 4 is the actual one after logic synthesis and place-and-route. Logic-level optimization often affects the area significantly, but that is not taken into account in our formulas (4) and (5) . This problem needs to be handled more carefully in future.
The experimental results in Tables 4 and 5 demonstrate the effectiveness of the partitioning method proposed in this paper. In the behavioral synthesis from a large program, inlining of all the functions is impractical because the main module becomes too complex to be synthesized. Therefore, the complexity of individual modules should be constrained within a manageable level. Function-based partitioning without clustering leads to a high-performance design, but the area becomes large. The function-level partitioning approach presented in this paper enables efficient exploration of area-performance trade-off points as shown in Tables 4 and 5 .
Conclusions
In this paper, we have proposed a behavioral level partitioning method based on integer programming. Our method optimally determines functions to be inlined into the main module and ones to be synthesized into sub modules in such a way that the overall datapath is minimized while keeping the complexity of individual modules within a manageable level. Experimental results demonstrate that the proposed partitioning method enables efficient behavioral synthesis from a large sequential program.
The current partitioning method assumes a single-level hierarchy of function calls, and does not consider the potential parallelism between modules. These assumptions should be relaxed in future. Also, overestimation and underestimation of the number of states in our formulation need to be improved.
