Recent literature has uncovered asymmetries in the response of real output to monetary policy variables. Nevertheless, it remains unclear whether such asymmetries relate to different responses to monetary policy or to the business cycle. This paper uses nonlinear models to examine the issues in the context of interest rate effects on quarterly UK GDP growth. Strong evidence of nonlinearity is found, with asymmetry relating to the business cycle through lagged GDP regimes and interest rate changes. The results suggest that interest rate effects on GDP are larger when either lagged growth has been high or when interest rates have substantially increased in the past. However, the inclusion of interest rate regimes without taking account of GDP regimes yields an unsatisfactory model.
I. Introduction
The role of interest rates in the UK economy is a very topical issue. Since the Bank of England was given responsibility in 1997 for controlling inflation, its Monetary Policy Committee has used short-term interest rates as the tool for achieving its inflationary target.
Although it is widely acknowledged that monetary policy also affects the real economy, the extent of this influence remains an issue for debate. Therefore, when considering possible trade-offs between failure to meet its inflation target and possible adverse effects of interest rate increases on real activity, the Monetary Policy Committee has no firm foundation on which to judge the latter.
One specific area of debate concerns asymmetries in the effects of monetary policy on the real economy. Such asymmetry was widely accepted by economists in the period subsequent to the Great Depression, when monetary policy was seen as ineffective in combating recession (Johnson, 1962, p.365) . Linear models, with their implied symmetry, held sway during the 1970s and 1980s, but a number of recent empirical studies have again returned to the issue and found evidence of asymmetry. One strand of this literature is based on regime-switching models with the regime defined in terms of the value (sometimes simply the sign) of a monetary variable. Many studies of this type have been undertaken for the US, including Choi (1999) , Cover (1992) , DeLong and Summers (1988) , Morgan (1993) and Ravn and Sola (1996) , while Karras (1996) considers European countries. All these authors find evidence of asymmetry, with different effects on real output of shocks to money or interest rates depending on the monetary regime.
The second strand of this literature returns to the postwar issue of the effectiveness of monetary policy over the phases of the business cycle, by assuming that nonlinearity is associated with the growth of output. In this context, Garcia and Schaller (1995) find that US monetary policy is more effective during recessions than expansions; similar results are also obtained by Weise (1999) . On the other hand, Thoma (1994) finds asymmetry associated with both the sign of the monetary shock and the business cycle phase, with negative shocks having greater effects in periods of high growth. For the task of predicting US recessions, the studies of Anderson and Vahid (2001) and of Estrella and Mishkin (1998) emphasise the importance of the interest rate spread. In the UK context, Simpson, Osborn and Sensier (2001) investigate a business cycle regime model for output growth, with the regime transition probabilities functions of interest rate changes. They find that large increases in interest rates affect the expansion to recession probability, with little role for interest rates in the switch from recession to expansion. Their findings are compatible with the initial postwar view that interest rates are ineffective in combating recession, but contrast to recent US results of Garcia and Schaller (1995) and Weise (1999) .
Most of the studies referred to above use small vector autoregressive (VAR) systems to capture the interrelationships between the real and monetary variables under study. These VAR systems typically either assume that the same type of nonlinearity (arising through common regimes defined in terms of a single variable) applies to all equations of the system, or that the nonlinearity is confined to the output equation. Either of these assumptions is contentious.
Of the studies that justify the use of nonlinear models from the perspective of economic theory, Cover (1992) , Morgan (1993) , Ravn and Sola (1996) and Weise (1999) all use arguments based on prices being less flexible downward than upward. It is indisputable that relative downward price inflexibility may be a source of nonlinearity in these models, but placing too strong a reliance on this explanation ignores other possible sources of nonlinearity. One such source has been highlighted in recent research that has explicitly investigated the nature of monetary policy rules used by central banks. Here evidence has been found of asymmetry in the design of monetary policy, with this asymmetry associated either with the sign of the deviation of inflation from its target or with the phases of the business cycle; see Bec et al. (2000) and Dolado et al. (2000) . Such asymmetry not only renders inadequate any linear equation for the monetary variable(s), but also supports the view that different types of nonlinearity should be permitted in the various equations of the VAR. From an empirical perspective, Anderson and Vahid (2001) find nonlinearity in both equations of their bivariate system for output growth and the interest rate spread, but the hypothesis of common nonlinearity is soundly rejected.
Specifying and estimating a nonlinear VAR model to capture the full output/monetary policy interactions is a desirable objective of UK research, and this paper is a contribution towards that goal. In particular, this paper analyses the output equation, focusing on the output/interest rate relationship. Inflation is not included so that we may focus on the effects of interest rates for the real economy, but it needs to be recognised that any relationship uncovered reflects not only the direct effects of interest rates on output, but also indirect effects which operate through inflation or other omitted variables. We are alert to the fact that the use of an interest rate "rule" by the monetary authority may imply that current and projected future output plays a role in the setting of interest rates. To alleviate the resulting endogeneity, the first lag of interest rate changes is excluded from all models estimated.
As the above discussion indicates, there is substantial evidence of asymmetry in the effect of interest rates (or other variables measuring monetary conditions) on growth, but the literature is not yet clear whether the asymmetry is associated with phases of the business cycle, with regimes in the monetary variable, or both. The two types of regime are, of course, closely related, both because monetary policy tends to be easier during recessions than expansions and because monetary conditions may contribute to regime changes in real activity. Nevertheless, understanding the relative contributions of the two is important for the monetary authority in assessing the impact of its policy.
Studies that explicitly compare regimes associated with monetary variables and real output apparently relate only to the US. Of these, Anderson and Vahid (2001) and Rothman et al. (2001) find that the nonlinearity is associated with the monetary variable, whereas Weise (1999) concludes the opposite. While there are important differences between the approaches of these studies, all three use the smooth transition class of nonlinear models. An alternative type of regime-dependent model is the Markov-switching model, associated with Hamilton (1989) . Here we prefer the smooth transition class because we have found it to be relatively flexible while, in practice, simpler to estimate than the corresponding Markov switching model with regime probabilities that are functions of observed variables. This simplicity derives from the single transition function required to capture two regimes in the smooth transition case, compared to the two required in the Markov switching model. Related models of the latter type are employed in the UK analysis of Simpson et al. (2001) .
Although following the recent literature in using smooth transition models to capture the nonlinearity in the output/interest rate relationship, we go further than previous studies in that we allow for two transition functions, one defined in terms of past output growth and the second in terms of interest rate changes. Hence, we are able to compare directly the implications of the two types of regimes. To give a preview of our results, we find that both types of regimes are important for understanding the impact of monetary policy on output growth in the UK.
The paper proceeds as follows. Section II explains the models used, with empirical results discussed in Section III. Section IV then contains an analysis of the implied dynamics and asymmetries in the estimated models, while Section V concludes.
II. Model Specification Issues Smooth Transition Models
Smooth transition regression (STR) models are a development of the smooth transition autoregressive (STAR) models promoted by Teräsvirta and Anderson (1992) and Teräsvirta (1994) . Öcal and Osborn (2000) explore some of the implications of univariate STAR models for the UK when the regimes can be associated with stages of the business cycle.
With a single transition function defined in terms of a transition variable r t-d , our general STR model for the quarterly growth in real output (y t ) is ( 1) where z t is the quarterly change in interest rates. Notice the exclusion of the first lag of interest rate changes in (1) as already discussed, and also the use of a maximum lag of 8 quarters for both y and z, since this lag is always able to account satisfactorily for the dynamics. The disturbance ε t is assumed to be white noise with zero mean; in practice it is also assumed to be homoscedastic over regimes with variance σ 2 and to be normally distributed.
The transition function is assumed to have the logistic form
where ) ( r σ is the sample standard deviation of r. This logistic form has been widely used for STR models when the regimes are defined by "large" and "small" values of r t-d . For example, using the change in the short-term interest rate as the transition variable with c = 0 allows output growth to be asymmetric with respect to increases and decreases in interest rates. In practice, however, we estimate the location parameter c and the slope parameter, γ, together with the delay d, of (2). As possible transition variables, we investigate both quarterly output growth and the quarterly change in interest rates, together with the corresponding annual change variables. This latter transformation effectively smoothes the changes and may be more appropriate for capturing "regimes" than the more noisy quarterly changes (see also van Dijk et al. 2002 ).
An obvious generalisation of (1) incorporates two transition functions, F 1 and F 2 to yield the general specification where both F 1 (y t-d ) and F 2 (z t-e ) are logistic functions as in (2) and e is the delay of the second transition function. By using both y t-d and z t-e as transition variables in (3), we consider regimes defined in terms of both output growth and interest rate changes. It should be noted, however, that prior to estimating (3), we consider statistical tests of additional nonlinearity in the single transition function model of (1). Öcal and Osborn (2000) and van Dijk and Franses (1999) find two-transition function models to be of practical importance for modelling macroeconomic time series for the UK and US respectively as univariate series. However, such specifications do not appear to have been applied previously to examine the impact of monetary policy.
Modelling Procedure
To provide a basis of comparison for the STR models, linear models are also estimated. All linear and nonlinear models are initially specified with maximum lag orders of eight, with intermediate lags then deleted one by one (starting with the least statistically significant according to the t-ratio) provided that such deletions reduce the Akaike Information Criteria (AIC).
Our procedure for the specification and estimation of STR models is similar to that of the univariate study of Öcal and Osborn (2000) , but relies more systematically on grid search procedures. For the specification of all single-transition STR models the procedure is:
1. Undertake a three-dimensional grid search of the residual sum of squares (RSS) over values for d (to a maximum of 8 lags), γ and c. Each grid search involves γ = 1, 2, ..., 100
and 40 values for c. 1 The range of γ is extended if a boundary value minimises the RSS. (1) is estimated by ordinary least squares (OLS) and AIC is used to select a specific dynamic specification (deleting the most statistically insignificant variable at each stage, provided this improves AIC). Notice the use of a fixed transition function in step 2 above. This speeds model specification, since estimation can be conducted by OLS when the transition function is given. We have found this procedure to work well in practice for single transition models, typically resulting in very similar specifications and estimates to those obtained using a full nonlinear estimation after each variable deletion. under the alternative hypothesis. For the STR models, the last two tests are performed as in Eitrheim and Teräsvirta (1996) for the specific model (ignoring "holes") with fewer lags. In the case of the linear model, the nonlinearity test suggested by Teräsvirta (1994) is applied to the linear model including all lags of GDP and interest rates to the maximum of 8. Because of degrees of freedom problems with an overall test statistic such as suggested by Luukkonen et al. (1988) , nonlinearity tests are applied separately for each lag of the possible transition variable.
Two tests specific to STR models are presented. One is the general parameter constancy test of Eitrheim and Teräsvirta (1996) . The second is a test for regime-dependent heteroscedasticity. The latter is computed by running a regression of the squared residuals on the value(s) of the transition function(s) and testing the null hypothesis of zero coefficient(s) on the transition function(s). This test is, strictly speaking, not valid in the sense that it assumes that the transition function is known, rather than estimated. Nevertheless, it should give some indication of the validity of the assumption that the disturbance variance in (1) 
, where k is the number of estimated parameters using T sample observations. In these computations, the delay(s) are not counted as parameters being estimated for the nonlinear specifications. As already discussed, AIC is used as the basis of the dynamic specification of each model. However, it should be emphasised that neither AIC nor SIC values can be validly compared across linear, one transition and two transition specifications, because the continuity assumptions on which such comparisons are based are not valid when comparing across different parametric families of models (Kapetanios, 1999) . The usual measures R 2 and the residual standard deviation (s, corrected for degrees of freedom) are also presented.
The second statistical model comparison undertaken is an examination of the forecast accuracy of our models. One-step ahead forecast measures are presented for 1995q1 to 1999q1, with this providing a genuine post-sample comparison since these observations are not employed for model specification. The model is sequentially re-estimated (but not respecified) each quarter throughout the forecast period. However, this period may not show the nonlinear models to advantage, since steady growth was observed throughout. For this reason we also generate one-step ahead forecasts between 1990q1 and 1999q1 to compare the models' capability for forecasting the 1990s recession. In this latter case, the comparison is not a genuine post-sample one, since the observations to 1994q4 are also used for model specification. Once again, however, the parameters are sequentially re-estimated over the period.
III. Estimated Models
Our focus of interest is the effect of interest rates on the quarterly growth rate of output. For the latter, we use seasonally adjusted real gross domestic product (GDP), where seasonally adjusted values have been used to avoid complications associated with seasonality. Figure 1   5 shows the values of GDP growth, obtained as the first difference of the (natural) logarithm of real GDP, over our sample period of 1960q1 to 1994q4. Outliers, evident in the original series as dotted lines in this figure, have been removed by linear interpolation in the levels series 6 . The treatment of outliers is an important practical problem in nonlinear economic modelling (see , but since they are not of central interest to this study, we choose to remove them.
The monetary policy variable is the change in the interest rate on three-month prime bank bills, with this series being an average of daily short-term interest rates. The change, rather than the level, of the nominal rate of interest is used because this variable is stationary according to conventional unit root tests. Quarterly and annual changes in nominal interest rates are used, both of which are shown in Figure 1 . Our estimated linear and nonlinear models are reported in Table 1 .
Single-Transition Function Models
As anticipated, interest rate changes have negative effects on GDP growth. These effects are evident primarily at lags of one to two years in the linear model of Table 1 . However, the evidence of ARCH effects in this model and, more particularly, the nonlinearity tests for Model 1 (see Tables 2 and 3) indicate that this linear specification may not be adequate.
5 All the graphics in the paper were created in Givewin (Doornik and Hendry, 2001 ).
There is strong evidence in Table 2 of nonlinearity when the transition variable is quarterly GDP growth lagged three periods, with evidence also at other lags. The test rejection here is stronger than when the lagged annual GDP difference is used as a transition variable in Table   3 . Nevertheless, Table 3 Our specification search leading to the GDP regime model also considered the possibility that the transition variable could relate to interest rate changes. However, had we considered only interest rates, then the nonlinearity test results (Tables 2 and 3 ) and the grid search (see the appendix tables) would both point to the fourth lag of the annual interest rate change. The resulting interest rate regime model is shown as Model 3 in Table 1 . To keep the separation clear between the GDP and interest rate regimes, the transition function in this second case is denoted as F 2 .
The estimated location parameter for the interest rate transition function, at 2.89 percentage points, implies that only large interest rate increases over a year lead to nonlinear effects on GDP growth a year later. Therefore, once again the regimes detected are not connected with the sign of the transition variable, but rather with relatively extreme values.
Also notice from Table 1 how the estimated coefficients that arise from the interaction of this transition function and lagged interest rates are negative. The obvious implication is that a large interest rate increase will have a larger (negative) effect than a decrease in interest rates of the same magnitude. However, this comment needs to be qualified by the complicated effects which work through the GDP dynamics and through the shift in the intercept implied by positive coefficient estimated for the transition function variable itself, F 2 . The interpretation of these effects will be investigated further by the generalised impulse response function analysis in Section IV.
The transition function F 2 is plotted against time as the first chart in Figure 3 , with shading indicating the recessions as dated by Birchenhall, Osborn and Sensier (2001) .
Indeed, this plot indicates the difficulty in separating business cycle regimes from those associated with monetary variables, since the interest rate transition function picks up the first two indicated recessions very well. Further, the spike in 1986 can be associated with a low growth episode. However, interpreted as a recession indicator, the transition function is too early for the 1990s recession. This paper set out to examine the relative importance of monetary and business cycle regimes for the effect of interest rates on GDP. Since the specification search over both past GDP growth and interest rate changes selected lagged GDP growth as the transition variable, it appears that business cycle regimes (or, to be more precise, high growth versus normal growth or decline) are a more important source of nonlinearity than interest rate regimes.
Nevertheless, comparing the two single transition function models of Other results, however, indicate that neither type of regime fully captures the nonlinearity. In particular, the tests for additional nonlinearity in Tables 2 and 3 show some evidence of nonlinearity associated with the annual interest rate change lagged six or seven quarters for the GDP regime model, while the interest rate regime model has some suggestion of nonlinearity associated with the third lag of quarterly GDP growth. Therefore, there may be roles for both GDP and interest rate regimes.
The Two-Transition Model
The last column in Table 1 (denoted Model 4) presents a model combining both types of regimes. That is, it includes two transition functions, one defined in terms of GDP growth lagged three quarters and the other using the annual difference of interest rates lagged seven quarters. The specification of this model was based on the nonlinearity test results in Table 2 and 3, since the lowest p-value is obtained when ∆ 4 IR t-7 is examined as an additional transition variable in the GDP regime model.
The transition function F 1 again relates to GDP regimes. Compared to the earlier GDP regime model, the estimated value for the scale parameter γ 1 and, more particularly, the location parameter c 1 is seen to be largely unaffected by the introduction of the transition function for interest rate regimes. Analogous comments apply to the transition function F 2 , despite the use of lag 7 rather than lag 4 of annual interest rate changes as the transition variable. The transition functions for this final model of Table 1 are plotted as functions of observed values of the corresponding variables in the two panels of Figure 2 and against time in the last two panels of Figure 3 . It is notable that the interest rate transition function F 2 now fits quite well with the 1990s recession as dated by Birchenhall et al. (2001) .
Although the estimated transition functions alter relatively little in the two-transition model of Table 1 compared with the two single-transition models, the coefficients are sometimes quite sensitive to the specification. One notable change is that the effect of The diagnostics of the two-transition model in Table 1 are generally satisfactory, despite some evidence of heteroscedasticity associated with the regimes. Tables 2 and 3 yield no evidence of unmodelled nonlinearity for this specification.
Little has been said about the estimated coefficients on the autoregressive lags in these models. Interpretation is, clearly, not simple. However, one feature is that, despite the use of seasonally adjusted GDP data, the one and/or two year lag of GDP growth is always significant in the models of Table 1 and, further, these coefficients vary with regime. This indicates scope for further exploration of the relationship between nonlinearity and seasonality for GDP.
Forecast Comparisons
As noted earlier, we consider one-step ahead forecast comparisons over 1995q1-1999q1 and 1990q1-1999q1 , with the former being a post-sample comparison. The forecast root-mean square error (RMSE) for each model over each of these periods is given in Table 4 . For the latter period, we further break down the RMSE for quarters of recession (1990q3-1992q2) and expansion (the remaining quarters of this period). Table 4 indicates that nonlinear models may, but certainly do not necessarily, improve the accuracy of output forecasts according to the RMSE criterion. The relative performances of the models change when the forecast period is extended to include the 1990 recession. The model with the best RMSE over this longer period is the two-transition function model. In particular, over the recession period itself, this model does particularly well in relation to its competitors. This is presumably due to the interest rate transition function here predicting the recession, as illustrated in Figure 3 . On the other hand, the linear model has the lowest RMSE for the 1990s expansion, which concurs with the result over the post-sample period, which is also a period of expansion. The results overall echo those found in other recent studies of the forecasting performance of linear and nonlinear economic models, including Simpson et al. (2001) .
IV. Dynamic Properties
Figures 4 and 5 illustrate the properties of our models through a counter-factual analysis based on the generalised impulse response functions (GIRF) of Koop et al. (1996) . The linear model is included for comparison purposes, although the effects for this model are independent of the timing of the shock, with magnitudes of effects proportional to the size of the shock. All effects are multiplied by 100 and then cumulated to have the interpretation as percentage effects on the level of real GDP.
We examine the dynamics of GDP for our estimated models by applying a disturbance shock of magnitude 2s at a specific quarter, where s is the estimated standard error of the residuals from the corresponding model. Shocks applied in all subsequent quarters are randomly generated NID(0, s Greater asymmetry is detected in the models that include the interest rate transition functions. The chart for Model 3 implies that increases in the interest rate during an expansion will actually lead to an increase in GDP after eight quarters when the transition function becomes active. An effect of a smaller magnitude is also felt in recession though the increase starts later, after 10 quarters. Reduction of the interest rate in both phases has the effect of increasing output after a year, but these effects are relatively small in magnitude.
This would suggest to policy makers that using the interest rate to kick-start an economy in a recession is of little use as suggested by Johnson (1962) . However, the implication of this model that large interest rate increases lead to higher output is implausible from an economic perspective. These results could be related to the "price puzzle" in the monetary policy VAR literature for the US (see for example Sims, 1992) where, contrary to what is expected, estimated models can imply that increases in interest rates lead to increases in inflation and output. Walsh (1998) explains that the reason for this puzzle may be because the variables included in the VAR do not span the full information set available to the central bank. They will increase interest rates because their forecasts of future inflation are high but the factors that have led to these higher forecasts may already be in play and impossible to offset. An increase in output may then accompany this increase in inflation. Our estimated relationship for the interest rate regime model may be detecting a corresponding omitted variable effect.
However, these results do point to misspecification of this model, especially when considered in conjunction with its poor post-sample forecast performance as discussed above.
The response of Model 4 with the GDP and interest rate transition function is quite different to that just discussed for increases in interest rates. Here increases of the interest rate in expansion lead to flat output for seven quarters then a large drop, similar to the finding of Thoma (1994) that negative monetary shocks have greater effects in periods of high growth. Our final model suggests that a reduction in the interest rate in a recession could lead to a greater increase in GDP as compared to when the same reduction is applied in an expansion. Therefore monetary policy is more effective in a recession, supporting Garcia and Schaller (1995) . There are also asymmetries in relation to the sign of the interest rate changes, with interest rate increases having effects of greater magnitude than decreases as suggested by Cover (1992) and Karras (1996) .
V. Concluding Remarks
The motivation for this paper was to examine possible asymmetric effects for changes in nominal interest rates on growth in UK real GDP. In particular, we wished to examine possible nonlinearities concerned with the stages of the business cycle and with interest rate regimes, in order to shed light on the question of the underlying nature of asymmetries.
Our results strongly suggest that the stage of the business cycle is important, with interest rates having a greater influence on output when past growth has been high than when past growth has been "normal" or negative. This is the case whether business cycle regimes are considered alone, or in conjunction with interest rate regimes. However, in the absence business cycle regimes, an interest rate regime model yields poor post-sample forecasts and implausible economic implications. Assuming that the results obtained here are not specific to the UK experience, this indicates that studies that consider only monetary policy regimes may be seriously misspecified. Since this statement covers a large body of literature, including Choi (1999 ), Cover (1992 , DeLong and Summers (1988) , Karras (1996 ), Morgan (1993 and Ravn and Sola (1996) , it is important that further research examines the relative roles of these two types of regimes in the context of other countries, particularly the US.
Despite the greater importance of the business cycle regime, we do find evidence that monetary policy regimes have a distinct role in a two transition function specification that allows for both types of regime. Therefore, we conclude that asymmetries may operate in relation to both the business cycle and monetary regimes. Monetary policy contractions (increasing the interest rate) appears to reduce output in both cycle phases, but more so for expansion, whereas monetary expansions at a gradual pace do lead to increases in output of a steady amount. This would suggest the Bank of England is correct in carefully manoeuvring the interest rate by small amounts when there is a looming danger of economic crisis. capturing business cycle regimes. We hope to tackle some of these issues in our future research. Teräsvirta (1994) and for the STR models is that detailed in Eitrheim and Teräsvirta (1996) . The p-value is presented for a test for nonlinearity or additional nonlinearity for each possible transition variable. 1960 1965 1970 1975 1980 1985 1990 1995 .5 1 GDP Regime for Two-Transition Model 1960 1965 1970 1975 1980 1985 1990 1995 . 
