We prove the expansion formula for the classical Futaki invariants on the blowup of Kähler surfaces, which explains the balancing condition of Arezzo-Pacard in [3] . The relation with Stoppa's result [18] is also discussed.
Introduction
In [8] , E. Calabi introduced the extremal Kähler metric on a compact Kähler manifold, which is a critical point of the Calabi functional. A special case of extremal Kähler metrics is the constant scalar curvature Kähler (cscK for brevity) metrics. The uniqueness of extremal Kähler metric was proved by Chen-Tian in [9] . However, the existence of extremal Kähler metrics or constant scalar curvature metrics is a long standing difficult problem, which is closely related to some stabilities conditions in algebraic geometry. In some special cases, the extremal metrics can be constructed explicitly and they have many interesting properties (cf. [8] [19] [1] ). In a series of papers, Arezzo-Pacard [2] [3] and Arezzo-Pacard-Singer [4] get a general existence result on the blowup of a Kähler manifold with extremal Kähler metrics or constant scalar curvature metrics at finite many points with some conditions by using a gluing method.
To state Arezzo-Pacard's theorem, we introduce some notations. Let (M, ω) be a compact Kähler manifold with a Kähler metric ω, and K the group of automorphisms of M which are also exact symplectorphisms of (M, ω). There is a normalized moment map
where k is the Lie algebra of K. Moreover, for any X ∈ k, ξ , X is a Hamiltonian generating function on X and satisfying the normalization condition algebraic manifold) and the holomorphic vector field X generates a C * action, the DonaldsonFutaki invariant for the induced product test configuration coincides with the classical Futaki invariant of X up to a universal constant [11] . Since the vanishing of Futaki invariant is an obstruction to the existence of cscK metric, we can prove the non-existence of cscK metrics by a corresponding expansion formula for the classical Futaki invariant on the blown up manifold. In this paper, we will prove such a formula. For technical reasons, we restrict our attention to complex dimension 2. 
whereX is the natural holomorphic extension of X overM, and the Kähler classΩ ε is
Here ε i > 0 are small numbers and ν p i (Ω, X ) are given by
where θ X is the holomorphy potential of X with respect to Ω, and θ X is the average of θ X .
The notations in Theorem 1.2 will be introduced in Section 2. Note that (θ X − θ X )(p i ) is independent of the choices of ω g and θ X , see Lemma 2.1. When the manifold is a projective algebraic surface, the polarization is asymptotically Chow stable and the holomorphic vector field generates a C * action, then (θ X − θ x )(p i ) equals the Chow weight of p i up to a universal constant factor and hence our result coincides with Stoppa's. For details, see section 6.
The proof of Theorem 1.2 is based on Futaki [14] and Tian's localization formula in [20] for the Futaki invariant, which essentially uses Bott's residue formula for characteristic numbers in [6] . However, Bott's residue formula needs the non-degeneracy condition on the holomorphic vector fields, and it will be difficult to remove this condition when calculating the Futaki invariant. When we consider the blown up manifold as in Arezzo-Pacard's result, under the nondegeneracy assumption the induced holomorphic vector field on the blown up manifold may still be degenerate somewhere and we need to calculate the residue carefully in this case.
The key step in the proof of Theorem 1.2 is to calculate the residue formula in the degenerate case, and we use only elementary calculus. It should be generalized to higher dimensions. We note that there is a vast amount of literatures discussing various residue formulas on C n (cf. [17] [22] and references therein), but few of them focus on the case in the Kähler manifolds, which usually involves Kähler metrics. The calculation in this paper might be the first step toward this direction.
A direct corollary of Theorem 1.2 is the following result, which gives a partial converse of Theorem 1.1 in the special case of Kähler surfaces: 
where ξ satisfies the normalization condition (1.1) and ε i > 0 are small, thenM has no constant scalar curvature metrics in the Kähler class
In fact, it is well-known that the moment map ξ under the normalization condition (1.1) can be characterized by ξ , X = θ X − θ X . Therefore, Corollary 1.3 follows directly from Theorem 1.2. Corollary 1.3 gives a criterion on the non-existence of constant scalar curvature metrics on the blown up manifold. Moreover, the condition (1.3) may be related to theK-stability, which is introduced by Donaldson in [12] [13] .
The structure of the paper is as follows: In section 2, we include basic facts concerning the Futaki invariant and also outline the proof of the localization formula of Futaki and Tian. To state our result in a clear way, we also define some local invariants on the zero locus of a holomorphic vector field X . In section 3, we prove Theorem 1.2 in the case when the blow up center is an isolated zero point of X , and in section 4, we consider the case when the blow up center lies on a 1-dimensional component of the zero locus of X . Note that the extension of X on the blow up manifold is degenerate if and only if the blow up center p is an isolated zero point of X and the linearization of X at p is not semisimple. This is proved in section 3.1. The proof of the degenerate case is the most technical part of our paper, and occupies section 3.3 and 3.4. Then in section 5, we apply our result to the blowup of CP 1 × CP 1 at 2 or 3 points. The Futaki invariants in the former case has already been calculated by LeBrun and Simanca in [16] . Our method can also obtain a full expression for the Futaki invariant. For simplicity, we only write down the first order terms, which suffices to prove the non-existence of cscK metrics in some Kähler classes. Finally in section 6, we compare our result with that of Stoppa.
In a forthcoming paper, we will use a different method to get the expansion of the Futaki invariant on compact Kähler manifolds of higher dimensions and general holomorphic vector fields. As an application, we will show Corollary 1.3 for more general cases.
Preliminaries
In this section, we will recall briefly the localization formula of Bott [6] , Futaki [14] and Tian [20] for the calculation of the Futaki invariant.
Let (M, ω g ) be a compact Kähler manifold, where ω g = g ij dz i ∧ dz j . Here we adopt the convention that ω and Ric(ω) are defined without the usual " √ −1" factor. Let h 0 (M) be the space of holomorphic vector fields with nonempty zero locus. For any X ∈ h 0 (M), we denote by Zero(X ) the zero set of X , which consists of complex subvarieties Z λ (λ ∈ Λ). We say X is non-degenerate on Z λ , if Z λ is smooth and det
The holomorphy potential of X ∈ h 0 (M) with respect to ω g , denoted by θ X , is given by the equation
Such a θ X always exists and is unique up to a constant. Note that the function θ X restricted on any Z λ is a constant, and we define
where Proof. First we fix the Kähler form ω g , then θ X is unique up to adding a constant. Then obviously θ X − θ X is independent of the choice of θ X . Now let's fix a ω g and θ X with θ X = 0. We change ω g by ω φ = ω g + ∂∂ φ . Then we can choose the holomorphy potential with respect to ω φ to be θ X − X (φ ). Since X (φ ) vanishes on any zero point of X , we need only to prove
tφ . Integrate this and using integration by parts, we get directly f ′ (t) = 0, hence f (1) = 0.
The Futaki invariant of Ω and the holomorphic vector field X is defined by
where h is a function satisfying
Now we start with some general discussions.Let φ be any symmetric GL-invariant polynomial of degree n + 1, and E a vector bundle over M. Assume that h is a hermitian metric on E and θ X (h) be an End(E)-valued function satisfyinḡ
where R(h) denotes the curvature of h. Then we can check that
We define a (1, 0) form η on M\Zero(X ) by η(Y ) = g(Y,X )/g(X ,X ) for any Y ∈ h 0 (M) and we define a formal series of forms by
Direct calculation shows that
Let B ε (Z λ ) be an ε-neighborhood of Z λ . Using (2.4) and the Stokes formula, we have
where ∂ B ε (Z λ ) has the induced orientation such that the last equality holds. The following result was essentially proved by Bott in [6] , and the readers are referred to Theorem 5.2.8 of [14] for the details. 
Lemma 2.2. ([6][14]) If X is non-degenerate on M, then
(2.6)
In the following, we want to choose the polynomial φ and the vector bundle E → M such that (2.6) can be simplified by Lemma 2.2. We assume without loss of
then we have
where R(h) is the curvature of the Hermitian metric on E j 1 and θ X (h) is determined by (2.2). Therefore, we have
, we have
Combining this with (2.5), we have
For the last term of (2.6), we choose E = L n+1−2k and do the same calculation as above,
Combining the equalities (2.6)-(2.10), we have
where I Z λ (Ω, X ) and J Z λ (Ω, X ) are defined by
and
Note that using the identities
the equality (2.11) can be simplified to [14] , [20] 
) For a Kähler class Ω and non-degenerate X
, (2.14) 
where I Z λ (Ω, X ) and J Z λ (Ω, X ) are given by (2.14) and (2.15) respectively when X is nondegenerate on Z λ , and by (2.13) and (2.12) in the general case. Moreover, we define
When M has complex dimension 2, we can simplify the formula in Theorem 2.3 as follows. Write the set of indices Λ = Λ 0 ∪ Λ 1 where Λ i consists of all λ with dim C Z λ = i(i = 0, 1) and we set
The following result is a direct corollary of Lemma 2.3:
for the case λ ∈ Λ 0 , and
Corollary 2.5 is given by [20] and the details of the proof is given by [21] .
Remark 2.6. We will also use the expression of I Z λ (Ω, X ) and J Z λ (Ω, X ) when dim C Z λ = 0, 1 in later sections. So we write them down here:
• When dim C Z λ = 1, we have
Blowing up at isolated zeros
In this section we will calculate the Futaki invariant of the blow up π :M → M of a Kähler surface M at an isolated zero point p ∈ M of X with the exceptional divisor π −1 (p) = E. In this case, X can be naturally extended to a holomorphic vector fieldX onM. We would like to calculate the Futaki invariant of (Ω ε ,X ) onM whereΩ ε = π * Ω − εc 1 ([E]).
Now we study the zero set ofX on the blown upM. The zero set Zero(X ) = ∪ λ ∈ΛZλ ofX onM can be divided into two types: one coincides with the zero set of X on M and we denote the set of the indices by Λ. The other belongs to the exceptional divisor E and we denote the set of the indices by ϒ. Thus, the indices of the zeros setsZ λ has the decompositionΛ = Λ ∪ ϒ. Set
With these notations, we have
where J M (Ω, X ) is defined by (2.16).
Proof. The Futaki invariant of (Ω ε ,X) onM is given by
Note that for any λ ∈ Λ we have
where we used the fact that
The lemma follows from the above equalities.
The zero set of the holomorphic vector fieldX
In this subsection, we will calculate the zero locus of the holomorphic vector fieldX onM. Let p ∈ M be an isolated zero point of X and U be a neighborhood of p with coordinates (z, w). Near the point p the vector field X can be written as
where X 1 (z, w) and X 2 (z, w) are holomorphic functions on U . We assume that the functions X 1 and X 2 can be expanded on U near p ∈ M as
where a i , b i , c i j and d i j are constants. By our non-degenerate assumption, the matrix
is non-singular. Consider the blowing up map π :M → M at the point p.
Lemma 3.2. Let p be a non-degenerate isolated zero point of X , where X is locally given by (3.2)-(3.3). ThenX is non-degenerate if and only if the matrix
is semisimple(i.e. diagonalizable.).
Proof. By a linear transform of coordinates, we may assume that the matrix
is a Jordan canonical form. In particular, a 2 = 0. We choose the coordinates onŨ := π −1 (U ) as OnŨ 1 the holomorphic vector fieldX can be written as
Thus, using the coordinates onŨ 1 the vector fieldX can be expressed bỹ
Since p is an isolated zero of X , the zero set ofX onŨ 1 lies in the exceptional divisor and it is given by
which consists of the following cases:
• If
where a = 0, then Z 1 = {p 1 } where p 1 has the coordinates
andX is degenerate at this point.
Now we calculate the zero set ofX onŨ 2 . Using the coordinates onŨ 2 the holomorphic vector fieldX can be written as
Thus, the zero set Z 2 ofX on E ∩Ũ 2 is given by
So we have:
where a = b, then Z 2 = {q 1 } where q 1 has the coordinates
Hence the lemma is proved.
The non-degenerate cases
In this subsection, we will calculate the Futaki invariant of (Ω ε ,X) for the non-degenerate cases in Lemma 3.2. It follows from Lemma 3.1 that we need to calculate the local Futaki invariant on the zero set ofX which lies in the exceptional divisor E . The calculation is not difficult since we have the nice formula in Corollary 2.5 whenX is non-degenerate.
Theorem 3.3. IfX is non-degenerate onM, then
where ν p (Ω, X ) is given by
Proof. By Lemma 3.1, it suffices to compute fZ λ (Ω ε ,X )(λ ∈ ϒ) for the non-degenerate cases in Lemma 3.2. We divide the proof into two cases:
Case 1: For a 1 = b 2 , a 2 = b 1 = 0 the zero set ofX onŨ is given by Z = E. Note that by (3.4)-(3.5) we havẽ
To calculate B E := trΩ ε (X)| E , we need to choose a suitable Kähler metric onM in the classΩ ε .
We shall choose such a metric as Griffiths and Harris did in their book [15] . The construction is as follows: ) ofM and let h be the global Hermitian metric defined by
Then the function |σ | 2 h onB 1 2 is given by
Given a Kähler metric ω g with the Kähler class Ω =
Thus, the holomorphy potentialθX ofX with respect toω ε is given bỹ
Using the expression (3.4)-(3.5) and (3.9), we haveX log |σ | 2 h | E = a 1 . In conclusion, we havẽ
where θ p = θ X (p).
Note that the genus of the exceptional divisor is zero andμ = µ + δ , by Corollary 2.5 we have
where we used (3.8). On the other hand, using Corollary 2.5 again we can compute f p (Ω, X ) and J p (Ω, X ) as follows:
where we used the fact that A p = 2a 1 , B p = θ p and C p = a 2 1 . Combining these with Lemma 3.1 we have
Case 2: For a 1 = b 2 and a 2 = b 1 = 0, the zero set Z = {p 1 , q 1 } where p ∈Ũ 1 and q ∈Ũ 2 and the coordinates are given by
By the expression (3.4)-(3.5) ofX near p 1 we havẽ
whereB p 1 can be calculated as Case 1. Thus, the local Futaki invariant of p 1 is give by
Similarly, by the expression (3.6)-(3.7) ofX near q 1 we havẽ
The local Futaki invariant of q 1 is give by
Next, we calculate the local Futaki invariant of p. Clearly, on the point p ∈ M,
and we have
Collecting the above results, we have
The theorem is proved.
The degenerate case
In this subsection, we will calculate the Futaki invariant whenX is degenerate on the exceptional divisor E. In this case, the calculation of Bott, Futaki and Tian fails and it should be related to the general theory of Residue currents (cf. [22] and reference therein). However, when M has complex dimension 2 , we can do the direct calculation using only the elementary calculus:
Theorem 3.4. Let p be an isolated zero of X . IfX is degenerate at a zero pointp ∈ E, then the Futaki invariant of (Ω ε ,X) is given by
where
Proof. First, we claim that we can find a holomorphic coordinate transform around p such that in the new coordinates, our holomorphic vector field contains only linear terms. The reason is the following: We call a vector λ = (λ 1 , . . . , λ n ) ∈ C n to be "resonant", if there is an integral relation of the form λ k = ∑ n i=1 m i λ i , where m i are non-negative integers with ∑ i m i ≥ 2. And we say λ belongs to the Poincaré domain if the convex hull of λ 1 , . . . , λ n in C does not contain the origin.
Theorem 3.5 (Poincaré, [5],P190). If the eigenvalues of the linear part of a holomorphic vector field at a singular point (i.e. zero point) belong to the Poincaré domain and are non-resonant, then the vector field is biholomorphically equivalent to its linear part in a neighborhood of the singular point.
The idea of this theorem is that if the linear part of the vector field satisfies the "non-resonant condition", then we can construct a family of holomorphic coordinate transforms that eliminate the k-th order terms recursively for any k ≥ 2. And if the eigenvalues are in the Poincaré domain, then the compositions of the coordinate transforms also converge to a holomorphic coordinate transform. The interested reader can find a detail discussion in [5] .
In our case, the linear part of X clearly satisfies the conditions in Poincaré's theorem, so in the following discussion, we can assume without loss of generality that
Then in the coordinates (u 1 , v 1 ) of previous subsections,X can be written as the following oñ
It is clear from the discussion in Section 2 that in defining I p and J p , we can use any family of domains shrinking to p. So in this section, we choose special domains to simplify the computation. Let B r be a sufficiently small "distorted" ball around p 1 , defined by |X| 2 g (u 1 , v 1 ) ≤ r 4 . We have the following Lemma 3.6. Let φ be any smooth function onŨ 1 . Then we have
We use this lemma to calculate f p 1 (Ω ε ,X). First, note that for any smooth 2-form χ, we have lim
This can be seen from the expression of η in the next subsection. By (2.12), we have
To calculate the last term, we need to expand the functionθX . In fact, near p 1 we havẽ
It follows thatθX
By Lemma 3.6 and (3.13), we have
Next, we calculate I p 1 (Ω ε ,X). When n = 2 we have
Direct computation shows that
Combining this with (3.13) and Lemma 3.6, we have
On the other hand, we have
Combining the above results, we have
Proof of Lemma 3.6
We first write η as (for simplicity, we sometimes use
, and α i = g ijX j . Direct computation shows that
where α ...,k means derivative in the direction ofz k . In our 2-dimensional case, we have
Now we have the following:
Proof of Lemma 3.6: To compute the limit
We use scaling: Set (u 1 , v 1 ) = (r 2 u, rv), and for a function f (u 1 , v 1 ,ū 1 ,v 1 ) , the function f (r) is defined to be
, rv). (u, v) , the boundary ∂ B r becomes
Now in the coordinate
Recall that on ∂ B r , we have |X | 2 g ≡ r 4 . Then we have:
Now when r → 0, for any function f we have f (r) → f (p 1 ). Moreover, we have that
where Q 0 is the hermitian quadratic form defined by g ij (p 1 ).
We claim that when taking limit, we need only to consider the terms with the factor 1 r . First, for terms with a factor r, the limit vanishes automatically. For other terms without the factor 1 r , the integration operation commutes with taking limit, and we can use the special symmetries of Q 0 (au, −v 2 ) to prove that the limit integral also vanishes. To sum up, we have Lemma 3.7. We have
where Φ(r) is the integral over S r .
Now we use the Taylor expansion of the function φ (r) det g (r) , and using the symmetry of S 0 , we have
whereB r is the image of B r under the coordinate change. Next we evaluate the second integral. Since under the degree 2 map (u, v) → (au, −v 2 ), the surface S 0 becomes S = {(s,t)|Q 0 (s,t) = 1}.
So we have
.
For the first limit we have the following lemma:
Lemma 3.8. We have
Now combining the above results, we get Lemma 3.6.
Proof of Lemma 3.8:
To compute the integral
whereB r is given bỹ
Consider the following differentiable coordinate transformation:
Then the domainB r is transformed to
Note that
It follows that
where we used
. We have
Similarly, we have
Using (3.17), we have
Now using the 2-1 mapping (s,t) → (s,t 2 ), we have
Finally using (3.18) and (3.19), we get
Remark 3.9.
We can also prove Lemma 3.6 by a direct method without using Poincaré's theorem, but the calculation is much more complicated.
4 Blowing up at non-isolated zeroes
The zero set of holomorphic vector fields
In this section, we consider the non-isolated case. Let Z λ be a one dimensional component of the zero set of X on a Kähler surface M. We choose a coordinate (z, w) on a neighborhood U of p such that Z λ ∩U = {z = 0}. Therefore, X can be locally written as
where h(z, w) and k(z, w) are holomorphic functions on U. Since X is non-degenerate at Z λ , we have
and we can assume that
Let π :M → M be the blowing up of M at the point p. We denote by L the strict transform of Z λ under π, and by Z the zero locus ofX overM. Then obviously L ⊂ Z. Now we study the zeroes ofX on the exceptional divisor E. Choose coordinate chartsŨ 1 andŨ 2 ofŨ = π −1 (U ) as in Section 3:Ũ whereX 1 andX 2 are given bỹ
The zero set ofX onŨ 1 is given by
which is a non-degenerate zero ofX.
On the other hand, we choose coordinates u 2 = ζ η , v 2 = w onŨ 2 and we have E ∩Ũ 2 = {v 2 = 0} and L ∩Ũ 2 = {u 2 = 0}. Note thatX can be written as
Therefore, the zero set ofX onŨ 2 consists of the following cases:
Combining the above results, we have 
The local Futaki invariant
In this section we will calculate the Futaki invariant of the blow-up π :M → M of Kähler surface M at a point p ∈ l where l is a one-dimensional component of the set of X . We assume that X is non-degenerate on l. As before X can be naturally extended to a holomorphic vector fieldX oñ M. We would like to compute the Futaki invariant of (Ω ε ,X) onM whereΩ ε = π * Ω − εc 1 ([E]), where E = π −1 (p) is the exceptional divisor.
Let Zero(X ) = ∪ λ ∈Λ Z λ be the zero set of X on M and Z 0 = l where l is the curve containing the point p as above. Let L = π * l − E be the strict transform of l. ThenX vanishes on L and the zero setZ ofX onM can be divided into three types according to Lemma 4.1:Z = L ∪ {q} ∪ λ ∈Λ,λ =0Zλ , whereZ λ is the strict transform of Z λ , and q ∈ E is an isolated zero point ofX which does not lie on L. Letμ = c 1 (M)·Ω ε Ω 2 ε and we define
Note that for any λ ∈ Λ, λ = 0, we have
Thus, using Corollary 2.5 we have
Combine these formulas, we proved the lemma. 
where ν(Ω, X ) is given by
We choose the following Kähler form in the class Ω a,b on M:
then we can choose the holomorphy potential of Z to be:
By symmetry, we have θ Z = − a 2 . We have the following:
By Theorem 4.3, we have
Since ε 2 − ε 1 − ε 3 and ε 2 − ε 1 + ε 3 can not be both zero when all the ε i 's are positive, we have: 
Relation with Stoppa's result
In this section, we point out the relation of Stoppa's theorem with ours when the Kähler manifold is a polarized algebraic surface (M, L), with Kähler class Ω = c 1 (L). Let's first recall Stoppa's result. Let Z = ∑ i a i p i be a 0-dimensional cycle on a n-dimensional polarized algebraic manifold (M, L), where p i ∈ M are different points and a i ∈ Z + . We writeM := Bl Z M and denote by p :M → M the blowing up map, with exceptional divisor E. 1 Assume X is a holomorphic vector field on M that generates a holomorphic C * action α(t). where F(M, L, X ) is the algebraic Donaldson-Futaki invariant of the product test configuration of (M, L) with C * action induced by α, and C H (∑ i a n−1 i p i , α) is the Chow weight of α(t) acting on 0-dimensional cycles.
In our case, the blowing up centers p i are non-degenerate zero points of X , so they are fixed by α(t), and hence Y = Z × C. So X = Bl Z M × C is a product test configuration. In this case, both F(X ) and F(M, L, X ) are the classical Calabi-Futaki invariants, up to a universal constant factor (see [11] ). Observe that in this case, the holomorphic vector fieldX also have non-degenerate zero locus. This is because X generates a C * action, so the linearization of X at any of its zero point is semisimple, and our Lemma 3.2 guarantees the non-degeneracy. Now we give a formula for the Chow weight in this case, using the potential of X . Assume L γ is very ample. For simplicity, we also assume that the induced action of α on H 0 (X , γL) gives a 1-ps of SL(N + 1). We also assume that (M, L) is asymptotically Chow polystable. First by Stoppa's work ( [18] 14-15), we know that C H (∑ i a i p i , α) = − ∑ i a n−1 i λ (p i ). The definition of λ (p i ) is as follows. Since the C * action α(t) preserves the fiber of L over p i , we have a well-defined notion of weight for this action. This is λ (p i ). We also write the induced linear C * action on P N as α(t). Suppose the image of p i is the point [1, 0, . . . , 0], and the action of α(t) is in a diagonal form diag(t λ 0 , . . . ,t λ N ). Then λ 0 = −γλ (p i ).
The holomorphy potential of X is defined by the equation −∂ θ X = i X ω. Applying the d operator, we get −∂∂ θ X = L X ω. We can choose a special metric to compute θ X . So let's assume that ω is the pull-back metric 1 γ ∂∂ log(|Z 0 | 2 + · · · + |Z n | 2 ).
Since we assume that (M, L) is asymptotically Chow polystable, we can choose ω to be a balanced metric. The real 1-parameter group associated with X (and α(t)) is β (s) = diag(e λ 0 s , . . . , e λ N s ).
Then by the definition of Lie derivatives, we have
The first equality is because the action is Hamiltonian. So we can take
where the right handside means restriction to the image of M under Kodaira's embedding map.
Evaluate at p i , we get θ X (p i ) = − 2 γ λ 0 = 2λ (p i ). Since ω is balanced, we have θ X = 0. So ν p i (Ω, X ) = −4λ (p i ). So in this case, our result coincides with (6.1), up to a universal constant factor.
