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I N T R O D U C T I O N
The respiratory rhythm is generated by interacting populations of neurons distributed within a neuronal column located in the ventrolateral medulla. Neurons within this "ventrolateral respiratory column" (VRC) can be classified by firing activity relative to the respiratory cycle, biophysical properties including ion channels and receptors, synaptic interactions within the column, projections to other brain regions, and responses to numerous physiological challenges (Alheid et al. 2002; Bianchi et al. 1995; Cohen 1979; Duffin 2004; Feldman 1986; Feldman et al. 2003; Lindsey et al. 2000; Richter and Spyer 2001; Segers et al. 2008; von Euler 1986) . Contemporary views consider this column to include (in the rostral-to-caudal direction) the retrotrapezoid nucleus (RTN), the Bötzinger (BötC) and pre-Bötzinger (pre-BötC) complexes, and the rostral and caudal ventral respiratory groups (rVRG and cVRG, respectively) (Alheid et al. 2002; Feldman and Del Negro 2006; Onimaru et al. 2006; Rybak et al. 2007a; Smith et al. 1991 Smith et al. , 2007 . Some of the VRC populations may include neurons with specific biophysical properties defined by different ionic channels, such as persistent sodium (Butera 1999; Del Negro et al. 2002; Pace et al. 2007a; Rybak et al. 2002 Rybak et al. , 2003a Rybak et al. ,b, 2004a Rybak et al. ,b, 2007a Smith et al. 2007) , calcium (Elsen and Ramirez 1998; Pierrefiche et al. 1999) , calcium-activated potassium (Richter et al. 1993) , and other channels (Pace et al. 2007b; Pierrefiche et al. 2004) , which allow these populations to generate endogenous bursting activity under certain conditions. Endogenous oscillations may play a predominant role in rhythm generation during early development (Duffin 2004) and/or when the network reconfigures during physiological state changes, as in the transformation from eupnea to gasping during hypoxia Rybak et al. 2002 Rybak et al. , 2003b Rybak et al. , 2007a St-John and Paton 2003a,b; St-John et al. 2002) .
The VRC is embedded in a larger network and interacts with other brain stem regions including the nucleus tractus solitarius (NTS) (Bianchi et al. 1995; Kubin et al. 2006) , medullary raphé nuclei , and several pontine nuclei collectively termed the pontine respiratory group (PRG) (Alheid et al. 2004; Dick et al. 1994; Ezure and Tanaka 2006; Segers et al. 2008; Wang et al. 1993) . The PRG has been proposed to contribute to respiratory phase-switching (Cohen and Shaw 2004; Haji et al. 2002; Okazaki et al. 2002; Rybak et al. 2004a) , modulation of the network in responses to changes in physiological conditions (e.g., altered chemical drive or blood pressure) (Felder and Mifflin 1988; Hamilton et al. 1981; Hsieh et al. 2004; Lara et al. 1994; Song and Poon 2004) , reconfiguration of the network during sleep states (Douglas et al. 2004; Kubin and Fenik 2004; Radulovacki et al. 2004) , entrainment by somatic afferent stimulation (Potts et al. 2005) , and other breathing-related behaviors (e.g., coughing) (Shannon et al. 2004a,b) .
Several previous computational models of respiratory rhythm generation contributed to our understanding of the respiratory brain stem (e.g., see Balis et al. 1994; Butera et al. 1999; Duffin 1991; Duffin et al. 1995; Gottschalk et al. 1994; Lindsey et al. 2000; Ogilvie et al. 1992; Rybak et al. 1997a,b; Smith et al. 2000) . These models, however, did not consider spatial compartmentalization of respiratory neuron populations within the VRC, nor did they consider a possible role of the PRG in respiratory rhythm and pattern generation. Rybak et al. (2004a Rybak et al. ( , 2007a and Smith et al. (2007) made a first attempt to consider in modeling a spatially compartmentalized pontomedullary network. However, in the models by Rybak et al. (2007a) and Smith et al. (2007) , the pontine compartment provided drive to VRC but did not contain neural populations, and in the model by Rybak et al. (2004a) , connections between PRG and VRC were largely ad hoc and no connections were considered within the PRG. As reported in the preceding companion paper (Segers et al. 2008) , we have now identified numerous interactions among PRG neurons and between the VRC and PRG using in vivo multi-array recording technology and spike train analysis.
The present study had three major objectives. The first was to extend current computational models of the pontomedullary respiratory network by incorporating the PRG and functional connections of pontine neurons identified during coordinated experimental studies (Segers et al. 2008 ). In new models described herein, the respiratory modulation of PRG neurons is due to both inputs from the VRC and connectivity within the PRG. In contrast to a previous model (Balis et al. 1994) , the new models incorporate an enhanced "I-Driver" or "I-E/I" pre-BötC population of neurons with conditional pacemaker properties that allow this population to generate intrinsic oscillations under certain conditions (see Rybak et al. 2004a Rybak et al. , 2007a Smith et al. 2007) . Starting with an initial model, development was done with the goal of recapitulating all earlier modeling results on alterations in neuronal discharge profiles and motor patterns following removal of vagal pulmonary stretch receptor (PSR) feedback and various pontine lesions (Rybak et al. 2004a) .
Our second objective was to simulate and reproduce the specific changes in neuronal discharge profiles and motor patterns observed under different experimental conditions in other coordinated in vivo studies Shannon et al. 2004a,b) and earlier work . Our approach here was to reproduce these changes in the neuronal and motor patterns by altering the excitability of particular neural populations in the model; this allowed us to make specific predictions about potential mechanisms underlying the changes observed in these patterns. Specifically, we considered alterations in neuronal and motor patterns observed during fictive cough, an airway defensive reflex, and moderate hypoxia in non-rapid eye movement (NREM) sleep.
The third objective was to investigate specific relationships between network and pacemaker rhythm-generating mechanisms. Studies of Paton et al. (2006) provided evidence for a hypoxia-driven transformation within the brain stem respiratory network in which gasping relies on intrinsic persistent sodium (I NaP )-dependent bursting pacemaker mechanisms, whereas normal breathing (eupnea) does not depend on this cellular mechanism and relies on network interactions within the brain stem respiratory center. Recent experimental and modeling studies (Rybak et al. 2007a; Smith et al. 2007 ) have also demonstrated the presence of a network and I NaP -dependent pacemaker mechanisms that may be uncovered by brain stem transections so that with reduction of the respiratory network by removing the pons and more rostral medullary compartments, the rhythmogenic mechanism switches from a network-based to a pacemaker-driven I NaP -dependent process. Based on these previous studies, I NaP -based intrinsic bursting properties have been incorporated into our model's I-Driver neurons of pre-BötC. Interestingly, our preliminary simulation results predicted that network-based and pacemaker-driven rhythms can be co-expressed under certain conditions, resulting in a "burst-ramp" motor pattern. We tested the prediction in vivo and demonstrated that such complex motor patterns may indeed occur in certain conditions, for example, during the recovery of respiratory network activity after hypoxia-induced gasping.
Preliminary accounts of this work have been reported Morris et al. 2005; Shannon et al. 2006) .
M E T H O D S

Simulations
All simulations were performed using an upgraded version of our custom software package that was developed based on the SYSTM11 program by MacGregor (1987; see details in Balis et al. 1994) . The upgraded version of the package was implemented using the C language in the UNIX environment. All models presented in this paper describe interacting populations of neurons simulated in the "integrate-and-fire" (IF) style. Although a series of recent models employed neuron models developed in the Hodgkin-Huxley style (e.g., Rybak et al. 2004a Rybak et al. , 2007a Smith et al. 2007 ), IF models provide a computationally more efficient and appropriate alternative because many of the parameters in the conductance-based models are unknown. Moreover, the (pseudo) activity profiles generated by the IF style models, even though there is no explicit spike generation mechanism, can resemble recorded spiking patterns of the different classes of respiratory neurons incorporated in the model. The detailed formal descriptions of IF neuron models used in our simulations (except those for I-Driver neurons) and their parameters can be found in MacGregor (1987) . We explicitly used these neuron models and our simulation package was based on MacGregor's SYSTEM11 program (MacGregor 1987) . Slow dynamics of the threshold for spike generation (activity-dependent increase of the threshold) were incorporated in models of neurons with adaptive firing behavior (i.e., neurons responded to a stepwise excitation with an initial increase in the spike frequency followed by a slow reduction of the frequency to a steady state level) (see Balis et al. 1994; MacGregor 1987) . To model the I-Driver (I-E/I) population of pre-BötC neurons with conditional I NaP -dependent bursting properties, a simplified description for such neurons in the IF style was derived from the model of Breen et al. (2003) that reproduced I NaP -dependent bursting behavior of the previous pacemaker bursting neuron model developed in the HodgkinHuxley style (Butera et al. 1999) ; parameters are listed in Table A2 , APPENDIX. Excitability of each neuron was regulated by synaptic currents, an injected current to the neuron, and noise added to provide variability in the activity of each neuron. External drives to the network were simulated as synaptic inputs from "fiber populations." At each integration step (0.5 ms), the simulator updated state variables for membrane potential (E ij ), spike-generation threshold (TH ij ), post action potential potassium conductance (GK ij ), and synaptic conduc-tances (G ijk ) for each neuron (j) of each population (i) and each synaptic type (k). When the membrane potential of any cell exceeded the cell's threshold for spike generation, an action potential was generated (S ij ). Simultaneously, the input conductances were activated and all target cells received (after conduction times) input synaptic currents defined by weights of synaptic connections and type of synapses. A simplified model of lung slowly adapting PSR feedback was also incorporated in the model (see Table A3 of the APPENDIX).
Heterogeneity within classes of respiratory neurons was assumed and some types of neurons described in the literature as distinct were grouped, either for simplicity or because different terminology has been used in different papers for neurons with similar discharge patterns and proposed functions. A glossary and key to abbreviations for the specific neuron populations considered in this study and in the models described are summarized in Table 1 .
The full model description and model parameters can be found in the APPENDIX. All parameters for the initial model are presented in Tables A1-A4 of the APPENDIX; Tables A5-A8 give extended model parameters. The number of neurons in a population ranged from 99 to 300 (see Tables A1 and A5 ). The VRC IE population had 99 neurons because cells with this particular discharge pattern were encountered in previous studies less often than other categories of respiratory neurons. Otherwise, no attempt was made to match the relative numbers of different "types" of neurons found in vivo with the numbers of neurons in simulated populations.
Simulations were run on 64-bit Intel and AMD multiprocessorbased computers under the Linux operating system.
In vivo experiments
As detailed subsequently in RESULTS, some connections among neural populations in the initial model were assigned from previously published experimental data, and some were assigned as necessary to provide network mechanisms for rhythm generation. Most connections incorporated in the final extended model were based on the results of coordinated complementary in vivo experiments undertaken and used iteratively to develop and test model-based hypotheses. As described in a companion paper, multiple arrays of microelectrodes with individual depth adjustment were used for extracellular neuronal recordings from the brain stem in vivo and various computational methods were applied to screen the resultant large datasets of simultaneously recorded spike trains (Segers et al. 2008) . Extended correlation linkage maps among PRG and VRC neurons were developed and used to screen for the presence of functional connections postulated in our initial model and to guide both the pruning and addition of connections in subsequent revisions of the model.
In the experiments devoted to the study of respiratory neuron activities during hypoxic gasping and recovery reported herein, the general methods were the same as in the companion paper (Segers et al. 2008) . All experiments were performed under protocols approved by the University of South Florida's Animal Care and Use
TABLE 1. Glossary and key to abbreviations for neuronal populations
Neuronal Population Description I-Driver (I-EI) Excitatory inspiratory neurons in the pre-BotC region that excite other I neurons. During eupnea, they are usually activated before the expiratory-inspiratory phase transition. In our models these neurons have intrinsic, persistent sodium current-dependent pacemaker bursting properties which may be released under certain conditions. I-Aug (BS)
Inspiratory neurons with an augmenting firing pattern during the inspiratory phase. BS -a subset of bulbospinal I-Aug neurons with axonal projections to spinal cord; does not exclude collateral axons in the brain stem.
I-Dec
Inhibitory inspiratory neurons with a decrementing firing pattern. ILM Inspiratory laryngeal motoneuron IE Neurons with average peak of firing rate at the inspiratory-to-expiratory (I-to-E) phase transition or at the end of inspiration ("late I").
EI
Neurons with average peak of firing rate at the expiratory-to-inspiratory (E-to-I) phase transition. E-Aug (-early, -late, -BS, -HT) Expiratory neurons with an augmenting discharge pattern. "Early" Ϫ onset of activity begins early in the phase and continues throughout the phase; includes E-"constant" firing rate pattern (Ezure 1990) . "Late" Ϫ activity onset is delayed and may be limited primarily to the later half of the expiratory interval (stage 2 expiration). BS Ϫ bulbospinal. High-threshold (HT) neurons are a subset of the E-Aug-late population with activity evoked by cough and chemoreceptors. ELM Expiratory laryngeal motoneuron E-Other
Additional expiratory pontine population in initial model E-Dec (-T, -P) Expiratory neurons with a decrementing firing rate; most active during the early-expiratory (post-inspiratory) interval: -T and -P represent such populations with tonic and phasic discharge pattern, respectively NRM (ϩ, Ϫ)
Neurons with non-respiratory-modulated activity as judged by statistical methods; (excitatory or inhibitory, respectively). PRG I Pontine neuron with a peak firing rate during the second half of the inspiratory phase and with a generally augmenting activity profile during the phase. PRG E Pontine neuron with a peak firing rate during the second half of the expiratory phase and with an augmenting activity profile during the phase. PRG IE Pontine neuron with a peak firing rate during the I-to-E phase transition and with a decrementing activity profile in the latter phase. PRG EI Pontine neuron with a peak firing rate during the E-to-I phase transition and with a decrementing activity profile in the latter phase.
Pumpϩ and PumpϪ
Neurons located in the NTS that are excited by pulmonary stretch receptors during lung inflation; do not receive direct central respiratory drive. Pumpϩ neurons are excitatory; PumpϪ neurons are inhibitory. Phrenic (Phr) Phrenic motoneuron Lum (Exp MN) Spinal (Lumbar) motoneurons controlling expiratory muscle. PSR Slowly adapting pulmonary stretch receptors Second order (cough) Second-order NTS neurons that affect respiratory neurons in both VRC and PRG, causing reconfiguration of the respiratory network to produce the cough motor pattern Heterogeneity within classes of respiratory neurons was considered and some "types" of neurons described in the literature were grouped together, either for simplicity or because different terminology has been used for neurons with similar discharge patterns and proposed functions as noted elsewhere (e.g., Ezure 1990).
Committee. Animals were initially anesthetized with either intravenous sodium thiopental (22.0 mg/kg) or isoflurane (2-5%) and later decerebrated at the mid-collicular level (Kirsten and St-John 1978) . Prior to decerebration, the level of anesthesia was assessed periodically by a noxious stimulus (toe pinch). If the withdrawal reflex occurred or there was an increase in blood pressure or respiration, additional anesthesia was given until the response was absent. Hypoxic gasping was induced by ventilating animals on a gas mixture of 5% O 2 -95% N 2 . Two statistical tests were performed to evaluate a neuron's respiratory modulation (Morris et al. 1996) ; firing rate, respiratory cycle-triggered histograms, and a measure of respiratory modulation (Orem and Dick 1983) were calculated for each neuron.
R E S U L T S
Initial model of the respiratory network: Rationale for initial PRG-VRC network architecture
Our initial model (Fig. 1) incorporated elements of previous large-scale population-based models of the respiratory network (Balis et al. 1994; Lindsey et al. 2000) and, similar to recent models of Rybak et al. (2004a Rybak et al. ( , 2007a and Smith et al. (2007) , explicitly considered the spatial (compartmental) organization of the respiratory network within the brain stem. The following VRC compartments were incorporated in the model ( Fig. 1) : ventral respiratory group (VRG), pre-BötC, and BötC. The medullary part of the network also included the nucleus of the solitary tract (NTS). The following neural populations were included in the VRC compartments: bulbospinal (BS) I-Aug, IE-VRG, and E-Aug-BS (all in VRG); I-Driver and I-Dec (both in pre-BötC); E-Aug-early, E-Aug-late, E-Dec-P (phasic), E-Dec-T (tonic), and NRM (all in the BötC). The E-Dec-P and E-Dec-T populations have been assumed to have similar inputs. The VRC IE population represents neurons designated by other authors as late-I or Early E-Dec. I-Aug and I-Aug-BS populations were combined into a single population for computational efficiency. The I-Aug population drives the phrenic motoneurons controlling the diaphragm and the E-Aug-BS population drives a population of expiratory motoneurons.
In the initial model, the dorsolateral pons was conditionally subdivided into rostral (rPons) and caudal (cPons) parts (see Fig. 1 ). Neural populations with inspiratory (I), phase-spanning (rIE) and expiratory (E) modulation were included in the rPons to represent such populations found in the parabrachialis and Kölliker-Fuse nuclei (Alheid et al. 2004; Cohen and Shaw 2004; Dick et al. 1994; Ezure and Tanaka 2006) . In keeping with the prior model by Rybak et al. (2004a) , the caudal region contained a tonic NRM population to provide an additional pontine drive to the VRC. Based on early preliminary data from the companion study (Segers et al. 2008) , a subset of the IE population (cIE), the EI population, and some E neurons were also represented in the caudal region. Table 1 contains explanations of the abbreviations for the neuronal populations considered in this study. Parameters for each population are given in Table A1 of the APPENDIX.
Simplified models of the lungs and slowly adapting PSRs were included in the model and provided pulmonary volume feedback to the respiratory network. This volume feedback operated via the excitatory (Pumpϩ) and inhibitory (PumpϪ) pump cell populations of NTS. All feedback parameters are given in Table A3 of the APPENDIX.
Connections among neural populations within the VRC (Fig.  1) were assigned based on results from dual neuronal recordings, including both extracellular spike train cross-correlation data and spike-triggered averages of synaptic potentials, published prior to the present study (Anders et al. 1991; Bianchi et al. 1995; Ezure 1990; Feldman and Speck 1983; Jiang and Lipski 1990; Li et al. 1999; Lindsey et al. 1987 Lindsey et al. , 1989a Lindsey et al. ,b, 1998 Morris et al. 1996; Rekling et al. 2000; Segers et al. 1987; Shannon et al. 1998 Shannon et al. , 2000 or were accepted from previous models (Balis et al. 1994; Lindsey et al. 2000; Rybak et al. 1997a Rybak et al. ,b, 2004a . Parameters for connections between populations are given in Table A4 of the APPENDIX. Some connections, especially connections between the VRC and the PRG, were assigned ad hoc as necessary to reproduce simulated behaviors.
Interactions within the PRG (among different respiratorymodulated pontine populations) had not been investigated prior to our study described in the companion paper (Segers et al. 2008) , and only a few studies have previously addressed the possible interactions between VRC and PRG populations (e.g., Ezure 2004; Segers et al. 1985) . In the initial model, some interconnections between the VRC and PRG were based on the early study from our laboratory (Segers et al. 1985 ) (see green squares in Fig. 1 ). Other such connections and connections within PRG were incorporated based on general assumptions (yellow triangles). Specifically, we suggested that (see also Segers et al. 2008) : 1) the respiratory modulation of PRG neurons is provided, at least in part, by paucisynaptic inputs from the corresponding VRC populations; 2) functional connections among PRG neurons contribute to the shaping of their respiratory-modulated activities; 3) PRG populations project to the VRC populations involved in respiratory phase-switching; and 4) pericolumnar VRC NRM neurons and pontine NRM neurons have widely distributed functional interactions with respiratory-modulated neurons and modulate their activities.
A few previously identified or postulated neuronal interconnections were also included in the model. Specifically within the rPons, I and E neurons inhibited rIE neurons; within the cPons, E-Other neurons and EI neurons inhibited cIE neurons, whereas NRM cells excited cIE neurons; between the rPons and cPons, E neurons inhibited cPons NRM neurons, and similarly, I neurons inhibited E-Other neurons (see Fig. 1 ).
The following connections from VRC to rPons populations have been included in the initial model ( Fig. 1) : 1) excitatory to I population from I-Aug and inhibitory to this population from E-Dec-P; 2) excitatory to rIE population from both I-Aug and E-Dec-T, and (iii) excitatory to E population from E-Auglate. These interactions, together with the hypothesized intrapontine connections, provide I, IE, and E modulation of the corresponding rPons populations (I, rIE and E, respectively). Similarly, the EI population of cPons receives excitation from the medullary I-Dec population. On the other hand, the I population of rPons provides excitation to the medullary I-Aug and IE-VRG populations, the rIE population of rPons excites both E-Dec-P and IE-VRG medullary populations, and the E population of rPons inhibits the I-Dec population. In addition, the cIE population of cPons provides excitation to I-Driver, the EI population of cPons excites both E-Dec-T and IE-VRG, and the NRM population of cPons provides excitatory drive to all medullary respiratory populations except for I-Dec and E-Aug-BS. The model, therefore suggests the existence of spatially organized mutual interactions between VRC populations and several pontine populations (see also The PSR afferents activate Pump cells of the NTS, which in turn project to both VRC and PRG (Fig. 1) . The Pump cell connections to VRC populations are based in part on previously published in vivo data (Ezure and Tanaka 2004; Kubin et al. 2006) ; other connections in these particular pathways remain speculative, as do projections of Pump cells to pontine populations that provide presynaptic inhibition of VRC inputs to the PRG as suggested previously (Cohen and Shaw 2004; Feldman et al. 1976; Kubin et al. 2006) .
The mean values for weights of all connections were adjusted in the simulations in an attempt to reproduce specific patterns of neural activity observed experimentally or described in the literature.
Performance of the initial model
Network interactions within the VRC among I-Aug, I-Dec, IE and both E-Dec populations (see Fig. 1 ) define the basic circuitry for the inspiratory off-switch (IOS) mechanism in this model. According to this mechanism, the IE-VRG population (of late-I type) plays a key role in the IOS initiation (Cohen 1979; Cohen and Shaw 2004; Cohen et al. 1993; Haji et al. 2002; Okazaki et al. 2002; Richter 1996; Richter et al. 1986; Rybak et al. 1997a Rybak et al. ,b, 2004a by providing initial inhibition of the I-Dec population, resulting in disinhibition of both E-Dec populations, which in turn provide inhibition of all VRC inspiratory populations, thereby completing the transition to expiration. The pontine inputs to the medullary IE-VRG (and, indirectly, to I-Aug and E-Dec-P) population contribute to the IOS mechanism by controlling the transition from inspiration to expiration; hence, these pontine inputs in the model control the duration of inspiration.
Interactions between the E-Dec populations of BötC and the I-Driver population of pre-BötC (see Fig. 1 ) define the basic circuitry for the expiratory off-switch (EOS) mechanism. During expiration, the I-Driver population is inhibited by both E-Dec populations. As the I-Driver population is released from inhibition and becomes active, it provides initial activation to the I-Dec and I-Aug populations. The I-Dec population inhibits all VRC expiratory populations and hence completes the switch to inspiration. Pontine inputs to the medullary expiratory neurons and I-Driver population contribute to the EOS mechanism controlling the transition from expiration to inspiration; these inputs control the duration of expiration.
Under normal conditions, the initial model generates a stable "eupneic" respiratory rhythm and exhibits realistic firing patterns of individual respiratory neurons (see Fig. 2A ). Specifically, the firing bursts of individual I-Aug neurons as well as the phrenic discharge exhibit "augmenting" patterns ( Fig. 2A) . The mechanical feedback from PSRs, via the excitatory (Pumpϩ) and inhibitory (PumpϪ) pump neurons of the NTS, also affect the activity of key neural populations involved in the IOS and EOS mechanisms. Specifically, the excitatory inputs from Pumpϩ neurons to I-Aug and IE-VRG neurons and the inhibitory input from PumpϪ cells to I-Dec neurons provide pulmonary feedback control of the IOS mechanism [the inspiration-inhibitory Hering-Breuer (HB) reflex that shortens inspiration; see Fig. 1 ]. In turn, the excitatory inputs from Pumpϩ neurons to both E-Dec populations provide the expiration-facilitatory part of the HB reflex. At the same time, the PumpϪ population, activated by pulmonary feedback, presynaptically inhibits all medullary inputs to rPons (I, rIE, and E populations), thereby suppressing both the respirationrelated activities of rPons populations and the pontine control of respiratory phase transitions and phase durations. Importantly, the IOS and EOS mechanisms operate in the model under control of both pontine input and pulmonary feedback (see Cohen and Shaw 2004; Haji et al. 2002; Okazaki et al. 2002; Rybak et al. 2004a ). However, with the pulmonary feedback intact, the pontine control of the respiratory motor pattern is suppressed.
Altered patterns with perturbations
Disconnection of PSR feedback in the model increases the amplitude and duration of phrenic discharges ( Fig. 2B ; perturbation 1), reflecting the loss of the HB reflex (e.g., see Bonham and McCrimmon 1990; Clark and von Euler 1972; Cohen 1979; Feldman 1986; Sant'Ambrogio and Widdicombe 2001; von Euler 1986) . Also, removal of pulmonary feedback eliminates the suppressing influence of vagal afferents via the PumpϪ cells of NTS on the pontine (rPons) I, rIE and E populations (see Fig. 1 ), thereby increasing the role of these populations in the control of respiratory phase switching. This pontine control is provided via the same medullary IOS and EOS circuits that are controlled by pulmonary feedback when the latter are intact (see Cohen and Shaw 2004; Okazaki et al. 2002; Rybak et al. 2004a) .
Early studies performed in cats demonstrated that removal of the rostral pons in a vagotomized animal converts eupnea to apneusis, an abnormal breathing pattern that is characterized by a dramatically increased inspiratory duration (Cohen 1979; Marckwald 1887; St-John 1998; Wang et al. 1993) . A subsequent complete removal of the pons produces a gasping-like pattern, which therefore may be generated by some mechanisms inherent to the medulla (Lumsden 1923; St-John 1998) . Similarly, the removal of rPons in our model converted the eupneic pattern to "apneusis" ( Fig. 2C ; perturbation 2), and the complete elimination of the pons (additional removal of cPons) replaced apneusis with a "gasping-like" pattern ( Fig. 2D ; perturbation 3). The loss of the pons reduced excitatory input to the medullary expiratory neurons (specifically to E-Dec-P and E-Dec-T), resulting in a reduction of the phasic inhibitory influence of E-Dec neurons on the I-Driver population of the pre-BötC (see Fig. 1 ). In addition, removal of the pons reduced excitatory drive to the medulla, and specifically eliminated tonic drive from the pontine NRM population to I-Driver neurons (see Fig. 1 ). Both of these factors create the necessary conditions for a release of I NaP -dependent pacemaker-driven activity in the I-Driver population of pre-BötC (see Butera et al. 1999; Rybak et al. 2003b Rybak et al. , 2004a Rybak et al. ,b, 2007a Smith et al. 2007 ). The intrinsic I NaP -dependent oscillations of this population now drive the activity in the medullary network and produce output phrenic discharges with a gasping-like (or in vitro-like) shape (see Fig. 2D ).
In summary, our initial model supports the concept that under normal conditions in vivo, the eupneic respiratory rhythm is generated by network (mostly inhibitory) interactions without involvement of endogenous bursting mechanisms in pre-BötC (in the I-Driver population) that are normally suppressed during eupnea by the pontomedullary interactions Rybak et al. 2002; Smith et al. 2007 ). During eupnea, the I-Driver population operates in a tonic firing state and is inhibited during expiration by expiratory neurons. However, regardless of the operational "state" of the I-Driver population of the pre-BötC, it is a necessary part of the respiratory network. Hence suppression of its activity as illustrated in Fig. 3A (perturbation 4), where the I-Driver population was turned off, should normally stop the respiratory pattern. The result is a termination of both network oscillations and output phrenic activity (Fig. 3B ). At the same time, our simulation demonstrated that a subsequent application of an external tonic excitation of the I-Aug and I-Dec populations (Fig. 3A , perturbation 5) can re-establish network oscillations and a normal rhythmic phrenic output (Fig. 3B ). This property A and B: discharge patterns of individual respiratory neurons from each simulated population and network region (labels on the left) and the integrated population traces for expiratory and phrenic motoneurons and lung volume receptors (3 bottom traces) during "eupneic" respiratory rhythm (A) and following disconnection of lung volume or slowly adapting PSR feedback (B,"vagotomy"-perturbation 1-circled here and in Fig. 1 ), which produced an increase in the amplitude and duration of phrenic discharge. C: the effect of rostral pons "removal" (inactivation of populations representing the rostral pons; perturbation 2-circled here and in Fig. 1 ) resulted in an apneustic pattern with prolonged and irregular inspiratory phase durations. D: complete removal of the pons (perturbation 3-circled here and in Fig. 1 ) led to a gasping-like pattern. See text for details.
confirmed and extended an earlier modeling result (Balis et al. 1994 ) which predicted that, under certain conditions, a respiratory rhythm could be generated without the I-Driver population of the pre-BötC. Some implications of this hypothesis are considered later in RESULTS.
Extended model of the brain stem respiratory network
The extended model of the brain stem respiratory network (see schematic in (Segers et al. 2008) . The correlation linkage maps described in that paper were used for assigning additional connections in the extended model. The new in vivo data provided experimental support for some connections proposed by the initial model and for many other connections not considered previously, indicating a richer set of functional relationships than initially considered. Note, however, that neurons recorded experimentally were grouped in populations defined primarily by similar discharge patterns in vivo, while the "real" functional neural populations, despite exhibiting similar activity patterns, could have different sources of inputs, provide different actions (excitation and inhibition), and project to different targets. Overall, the in vivo results supported the four major assumptions that had been used in the initial model as a basis for assigning connections between VRC and PRG populations and within the PRG (see preceding text). Specifically, we initially assumed that the respiratory modulation of PRG neurons is provided, at least in part, by paucisynaptic inputs from the corresponding VRC populations, and our in vivo data partly confirmed this assumption. We found a variety of short-time scale correlations between PRG and VRC activities. For example, we found the following functional relationships: VRC I-Aug neurons excite PRG I neurons, both E-Dec-T and EDec-P neurons excite PRG IE neurons, and VRC E-Aug neurons excite PRG E neurons and inhibit PRG I neurons. Other detected correlations suggest that VRC I-Dec neurons excite PRG EI and I neurons and inhibit PRG IE neurons.
We also assumed that functional connections among PRG neurons contribute to the shaping of their respiratory modulated activities. We did find evidence that, for example, PRG I neurons excite PRG IE neurons, and PRG IE neurons inhibit PRG EI neurons.
Another initial assumption was that PRG populations project to VRC populations involved in respiratory phase switching. In support, our in vivo data suggested that PRG IE neurons excite VRC putative I-Driver, VRC IE, and E-Dec neurons. These detected functional connections may explicitly contribute to pontine control of respiratory phase switching.
Finally, we assumed that pericolumnar VRC NRM neurons and PRG NRM neurons have widely distributed functional interactions with respiratory-modulated neurons. Evidence from the in vivo experiments supported this assumption. We found, for example, that VRC NRM neurons excite PRG I neurons and inhibit PRG IE neurons; PRG NRM neurons excite PRG I neurons and VRC I-Driver, IE, I-Aug, E-Dec-P, and NRM populations; and PRG NRM neurons inhibit PRG I neurons.
The specific connections mentioned in the preceding text have been incorporated in the extended model (see Fig. 4 ). In addition, the extended model includes some speculative connections; e.g., those suggested previously in the literature, such as Pump-cell-mediated inhibition in the pons, or those hypothesized during development of the new model as potentially contributing to the shaping of target neuron discharge patterns: PRG I neurons excite VRC I-Aug and IE populations; PRG EI neurons excite VRG E-Dec-T neurons; PRG NRM neurons excite VRC E-Aug-early, E-Aug-late, and E-Dec-T neurons; the VRC I-Dec population inhibits the PRG I population; and PRG E neurons inhibit PRG IE neurons. The IE population was divided into rostral (r) and caudal (c) subsets, with the caudal group (cIE) distinguished by an excitatory input to the I-Driver population as suggested in the companion study (Segers et al. 2008) ; the majority of IE neurons were recorded in the caudal region of the dorsolateral pontine domain sampled.
Our data suggest that neuronal inputs from the PRG to VRC populations provide a basis for pontine control of phase switching and the durations of inspiratory and expiratory phases. Functional implications of specific connections included in the extended model are considered in subsequent sections of RESULTS. To simulate specific motor behaviors during network reconfigurations, additional connections to premotor (I-Aug-BS and EAug-BS) and motoneuron populations, including the inspiratory (ILM) and expiratory (ELM) laryngeal motoneurons, were also added to the extended model. These circuit elements were based on previously reported neuron responses, spike-triggered averages of synaptic potentials or multi-unit nerve recordings, and related circuit models (Baekey et al. 2001 (Baekey et al. , 2004 Ezure 1990; Ezure et al. 1989; Lindsey et al. 1998) .
In the course of extended model development, some speculative connections present in the initial model were deleted because of a lack of experimental support or because alternative circuit elements with corresponding functions were implemented (compare the initial model in Fig. 1 with the extended model in Fig. 4 and Table A4 with Table A6 of the APPENDIX). These "pruned" connections included the VRC E-Dec-P neuron inhibition of PRG I neurons (replaced by E-Dec-T inhibition); the VRC E-Aug-late neuron excitation of PRG E neurons (replaced by VRC E-Aug-early excitation); and the PRG E excitation of PRG EI neurons, PRG NRM excitation of PRG cIE neurons, VRC IE inhibition of E-Aug-BS, and the PRG E-Other population and its connections.
Simulations with the extended model
The extended model was able to reproduce all "control" modes of behavior previously demonstrated with the initial model (Fig. 2, A-D) . For example, Fig. 5 shows a simulation of vagotomy (disconnection of vagal/PSR feedback; perturbation 1). Similar to the initial model, removal of slowly adapting PSR feedback (indicated by the vertical dashed line) produces an increase in the amplitude and duration of phrenic discharges (Fig. 5) . In addition, the extended model was able to realistically reproduce and propose plausible network mechanisms for other behaviors as described in the following sections.
Modeling changes of the respiratory motor pattern during cough
The cough reflex is an important airway defensive mechanism. A previous network model and simulations predicted FIG. 4 . Extended model of the pontomedullary respiratory network incorporating connections inferred from results of coordinated in vivo experiments (Segers et al. 2008) . Model parameters are detailed in Tables A5 and A6 of the APPENDIX. A subset of the E-Aug-late population had a higher threshold and was designated E-Aug-late-HT. Same labeling conventions as in Fig. 1 ; key indicates speculative connections that were proposed in the initial model and confirmed (yellow triangles overlaid with blue squares), connections carried over from the initial model that were based on preliminary results of the work presented in Segers et al. (2008) , and "new" connections suggested by later results in the study of Segers et al. (2008) . See text for details.
important roles for, and the reconfiguration of, the ventrolateral medullary respiratory network during cough . Subsequent parallel neuron recordings in vivo and correlation analysis supported many of the model's predictions and suggested specific network interactions involved in cough motor pattern generation .
Our extended model incorporated earlier hypotheses and proposed that activation of airway cough receptors changes firing activity of second-order NTS neurons that affect (directly or indirectly) different respiratory neurons in both VRC and PRG, causing reconfiguration of the respiratory network to produce the cough motor pattern-acting, at least in part, through the same VRC neurons involved in providing drive to muscles during normal breathing. To simulate the motor pattern reorganization during cough, all VRC populations (except I-Driver and E-Dec-T) were excited throughout the cough cycle by the second-order cough neurons, as were PRG populations ( Fig. 4; perturbation 2) . Although the latter connectivity remains speculative, the rostral dorsolateral pons is known to receive projections from airway rapidly adapting receptor relay neurons in the NTS (Ezure et al. 1991) . The model generated realistic cough-like motor patterns (compare Fig. 6 to Fig. 7) in phrenic, lumbar, and laryngeal motoneurons, and exhibited activity profiles of functionally antecedent VRC and pontine neuron populations similar to those observed in vivo (Baekey et al. 2001; Shannon et al. 2000 Shannon et al. , 2004a .
Firing rate changes of pontine neurons during fictive cough elicited in vivo by mechanical stimulation of the intrathoracic trachea (mid-cervical to carinal region) are illustrated in Fig. 6 (data derived from Shannon et al. 2004a) . Whether the PSR presynaptic inhibition of VRC respiratory-modulated inputs to PRG neurons is altered during cough remains unknown; the effect was blocked during simulated cough by an inhibitory connection from cough second-order neurons to PumpϪ neurons that project to the PRG to allow accentuated changes in activity in PRG neurons as observed in vivo.
The inspiratory phase of cough was elicited by activation of cough afferents that excited the second-order cough neurons. These neurons excited VRC I-Dec and I-Aug neurons, leading to an increased slope, amplitude, and duration of inspiratory motor (phrenic and inspiratory laryngeal, ILM) activity. Expiratory neurons were suppressed by the inhibitory actions of I-Dec and I-Aug neurons. The duration of the inspiratory phase was determined in part by I-Driver neurons and was terminated by the onset of the inhibitory actions of E-Dec-P, E-Aug-early and VRC IE activity. This E-Dec-P and E-Aug neuron activity was due to a reduction in inhibition by I-Dec neurons and excitation by increased PSR-driven Pumpϩ cell and cough receptor activity.
The compressive (C) phase was brief and occurred near the end of the I phase; it was characterized by a large simultaneous increase in activity of E-Aug-BS, spinal E motoneurons (Lumbar) and expiratory laryngeal motoneurons (ELM). E-Aug-BS activity increased because of excitation by cough receptors and PSR Pumpϩ cells, reduced inhibition by I-Dec and subpopulations of E-Aug-early and E-Dec-P neurons, and postinhibitory rebound. The burst of ELM activity was due to excitation by E-Dec-P neurons, with the latter population's discharge enhanced by cough receptors and PSR, and enhanced postinhibitory rebound resulting from the cessation of previously enhanced I-Dec neuron activity. The compressive phase ended with a rapid decline in ELM discharge due to inhibition from E-Aug-late neurons that also inhibited the "residual" I-Aug-BS activity.
The expulsive phase of cough began with the sharp decline in ELM activity. E-Aug-BS neuron and lumbar activities continued to increase for a short time after the compressive phase. As the expiratory phase progressed, E-Aug-BS neurons and expiratory motoneurons had a dec- Table A3 of the APPENDIX) with a synaptic strength of 0.02 was used to represent cough receptor excitation; each fiber had a firing probability of 0.05 at each simulation time step. This fiber population excited a second-order "cough" neuron population (Fig. 4) ; see Table A7 (APPENDIX) for properties of the cough population, Table A8 (APPENDIX) for details of connections with other populations, and the text for further details.
rementing discharge pattern, shaped by the inhibitory actions of E-Aug-late neurons with activity that began after the onset of the E phase, and decreasing PSR activity.
The enhanced model with its incorporated PRG connectivity and pontine neuron discharge patterns similar to those observed in vivo (Fig. 6 ) provided a framework for the following hypotheses on roles of the pons in cough motor pattern generation.
First, the slope and peak activity of PRG I cells increases during the inspiratory phase of cough due to excitatory input from VRC I-Aug and I-Dec neurons. The PRG I neurons reciprocally excite VRC I-Aug neurons contributing to the augmented motor output. In addition to a cessation of inspiratory drive from the VRC, PRG I neuron activity is inhibited by VRC E-Aug neurons.
Second, PRG EI neuron firing rates rise sharply at the onset of the cough I phase and then decrement due to excitation from cough receptors, the pattern of excitation from VRC I-Dec neurons, and increasing inhibition by PRG IE neurons. This PRG EI activity, in turn, contributes to excitation of PRG rIE neurons, thus accelerating this recurrent inhibitory input. Both PRG EI and PRG I neurons excite VRC IE neurons. While activity of the latter population persists at the inspiratorycompressive phase transition in the model, its firing rate is diminished relative to control cycles. The termination of the inspiratory phase during cough in the model is thus due primarily to VRC E-Dec and E-Aug-early neurons.
Third, an increase in PRG IE neuron activity begins in the cough I phase and peaks near the transition of the inspiratory to compressive phase. The firing rate subsequently decrements during the expulsive phase. The inspiratory portion of the PRG IE neuron pattern is shaped by excitatory inputs from PRG I and EI neurons and cough receptors and inhibitory inputs from VRC I-Aug and I-Dec neurons. The pattern of the PRG IE neurons reflects increased excitation from VRC E-Dec neurons starting at the IE phase transition, along with increased inhibition from PRG E neurons, which contributes to the decrementing pattern during the expulsive phase. Excitatory projections from PRG IE neurons to VRC IE and E-Dec neurons contribute to the termination of the inspiratory phase; PRG EI neurons are also inhibited by PRG IE neurons.
Fourth, PRG E neurons generally have an augmenting pattern during control cycles. During cough, they reach peak firing rate during the early expiratory phase followed by a slowly or rapidly declining frequency. These discharge patterns result from excitatory drive from VRC E-Aug neurons and cough receptors. The increased activity in the early expiratory phase during cough is due to input from E-Aug-early neurons. In addition to the inhibition of PRG IE neurons, PRG E neurons inhibit VRC I-Dec neurons.
Modeling the effects of hypoxia on the respiratory motor pattern during NREM sleep
Our modeling efforts were coordinated with experimental investigation of changes in the activity of medullary respiratory neurons during hypoxia in NREM sleep in the cat . Activity of 120 neurons was analyzed. In normoxia during NREM sleep, inspiration develops slowly with peak airflow rates occurring at the end of the breath. In expiration, a high airflow rate occurs in early expiration and gradually decreases throughout the phase. These patterns are reversed in hypoxia. Specifically, a high inspiratory airflow rate occurs at the beginning of the breath; it is maintained or decreases as the breath proceeds. Similarly, the pattern of airflow during expiration in hypoxia is opposite to the pattern in normoxia. That is, expiratory airflow is minimal at the beginning of expiration but increases at the end of expiration . In addition to the changes in airflow profile, the rate of breathing increases in hypoxia, primarily because of a reduction in the duration of inspiration.
Changes in neuronal activity pattern profiles in NREM sleep during hypoxia with respect to the activity profiles observed during normoxia are shown in Fig. 8A (derived from Lovering et al. 2006 ; used with permission). The activity patterns are representative of the predominant responses of the respective cell types, but there were cells of each type that responded differently. The majority of I cells were more active in hypoxia than normoxia, and in the case of I-Aug neurons, the pattern of activity was a step increase in activity followed by a ramping increase to peak activity at the end of inspiration. These changes could cause the change in inspiratory airflow profile in hypoxia. Similarly, the observation that decrementing, augmenting, and inspiratory-expiratory neurons increased their activity sooner and ended their activity more abruptly during inspiration in hypoxia during NREM sleep could explain the increased rate of breathing.
To simulate the effects of hypoxia during NREM sleep an additional drive ("hypoxia," imitating an increased input from the peripheral chemoreceptors) was incorporated in the model. This additional drive was applied to all neuron types ( Fig. 8C ; perturbation 3): expiratory (E-Aug-late, E-Augearly, E-Aug-late-HT, E-Aug-BS, E-Dec-P, and E-Dec-T), inspiratory (I-Dec, I-Aug, I-Aug-BS), IE-VRG, and I-Driver. Using our extended model, we were able to find a set of synaptic weights representing the effects of chemoreceptor activity with hypoxia to these neuronal populations (see hypoxia effect population properties and connections, Tables A7 and A8, APPENDIX) that allowed the model to closely reproduce changes in profiles of different medullary respiratory populations observed in NREM sleep during hypoxia (Fig. 8B ). Our simulations were also able to reproduce changes in timing of neuronal activities similar to those seen in vivo. In particular, the earlier onset of activity in the E-Dec population and increased firing rates of the VRC IE neurons (not shown), both of which are inhibitory to inspiratory neurons, caused a decrease in the duration of inspiration.
Prediction of possible co-expression of multiple rhythms under certain conditions
As shown in the preceding text, the removal of the pons in the initial model (eliminating PRG modulation of the respiratory network behavior) resulted in a I NaP -dependent gasping-like motor activity originating in the I-Driver population (Fig. 2D) . Similarly, the loss of pontine input in the extended model (see Fig. 4 , perturbation 4) also switched the I-Driver population to an endogenous bursting state, in which it can drive rhythmic activity in the entire network (Fig. 9, A and B, left) . Simultaneously, the activity in other inspiratory and expiratory populations was reorganized (Fig.  9, A and B, left) . The VRC I-Aug and I-Dec populations exhibited increased activity early in each resulting gaspinglike burst. The prolongation of the I-Dec population's interval of declining activity until the subsequent expiratory phase reflected the balance of synaptic strengths in the extended model and the accommodative properties of the I-Dec population.
Importantly, a subsequent suppression of expiratory activity (in the E-Dec-P, E-Aug-early, and E-Aug-late populations) did not perturb stable oscillations of phrenic nerve activity driven by pacemaker activity in the I-Driver population (Fig. 9A, right) , whereas a suppression of I NaP in the I-Driver population (by setting the maximal conductance for NaP channels in all neurons of the population to 0) stopped rhythm generation (not shown), confirming that the rhythm originates in this population and is based on I NaP . Alternatively, when the I-Driver population was inhibited instead, the phrenic motor output was suppressed, but the network continued generation of rhythmic activity produced by network interactions (Fig. 9B ). This result extended the earlier observation from the initial model that a network-based rhythm can be generated even in the absence of an I-Driver population, and led to the prediction that the network can be configured with more than one rhythm-generating mechanism (see also Rybak et al. 2007a; Smith et al. 2000 Smith et al. , 2007 .
A gasping-like activity produced in the model by removal of PRG inputs and reduction of excitatory drive is shown in Fig. 10A (left) . This activity with decrementing gasp-like bursts in phrenic nerve is similar to that observed during gasping in vivo (Solomon 2000) and in situ ). Using our model, we have shown that with a subsequent tonic re-excitation of the VRC network, the model may continue generating pacemaker-driven gasp-like bursts, but with a second, network-generated activity superimposed on it, resulting in a "burst-ramp" motor pattern (Fig. 10A, right) . The phrenic pattern in one cycle (marked by dashed red ellipse) is shown enlarged in Fig. 10B .
During severe brain hypoxia and initial re-oxygenation in vivo, the eupneic pattern of inspiratory motor output is replaced by gasping and/or augmented bursts (i.e., a eupneiclike burst terminated by a gasp-like discharge) (Solomon 2000) . Our simulation results allow the suggestion that hypoxia-induced gasps are generated by a dynamically "reduced" network, involving a I NaP -dependent intrinsic mechanism in the pre-BötC (see Paton et al. 2006; Rybak et al. 2002 Rybak et al. , 2004a Rybak et al. , 2007a Smith et al. 2007) , and that recovery from hypoxiainduced gasping may be associated with transitional states, with gasp-like bursts superimposed on a re-emerging networkgenerated ramp-like inspiratory pattern (Fig. 10C) . These modeling results motivated new in vivo experiments to address this hypothesis.
To test this prediction, activity of different respiratory neurons within the VRC and efferent phrenic (fictive) motor patterns were monitored in vivo during control fictive breathing, followed by hypoxia (gas mixture of 5% O 2 -95% N 2 ) and then by re-oxygenation (Solomon 2000 (Solomon , 2002 in vagotomized, decerebrate, neuromuscularly blocked, thoracotomized, and artificially ventilated cats. Parallel recordings of multiple single neuron spike trains were made with a multi-electrode array. In 9 of 11 experiments, the patterns of phrenic nerve activity during severe brain hypoxia and recovery were similar to those resulting from the simulations described in the preceding text: activity progressed from fictive gasp-like bursts to ramp activity with superimposed bursts to augmenting discharge patterns similar to those observed during the control period.
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FIG. 8. Modeling effects of hypoxia on the respiratory motor pattern during non-random eye movement (NREM) sleep. A: changes in the integrated profiles of activity of different respiratory neurons during hypoxia (red traces) vs. normoxia (blue) from a coordinated in vivo study by Lovering et al. (2006) and used with permission. B: activity profiles in different medullary model populations closely reproduced changes found during hypoxia in NREM sleep. Hypoxia was simulated by incorporation of additional source of excitatory drive. C: schematic shows excitatory inputs that simulated a "hypoxic drive" to the indicated VRC populations (perturbation 3). A fiber population consisting of 100 fibers, each with 100 excitatory synaptic terminals with a synaptic strength of 0.025 was used to represent chemoreceptor drive; each fiber had a firing probability of 0.05 at each simulation time step. This fiber population, in turn, excited a second-order "Hypoxia" effect neuron population; see Table  A7 (APPENDIX) for properties of this population and Table A8 (APPENDIX) for details of connections with other populations represented in C. See text for further details.
The firing rates of 10 simultaneously monitored single neurons and phrenic nerve activity recorded during a control period are shown in Fig. 11A . This sample included VRC neurons with I-EI (putative I-Driver), I-Aug, IE, E-Dec, and E-Aug discharge patterns (see Fig. 11G ). Hypoxic exposure in this carotid body-intact preparation first produced an excitatory response followed by hypoxic depression (not shown). Subsequently, during recovery from the depression, phrenic gasp-like bursts were observed, which were associated with corresponding activity in the I-EI neuron and a subset of I neurons (Fig. 11B) . Some spike train burst peaks were observed that preceded phrenic bursts, while others were synchronized with or followed peak phrenic activity.
The posthypoxic "recovery" was first associated with the re-emergence of E-Aug neuron activity (Fig. 11C ) followed by spiking in the E-Dec neurons (Fig. 11, D-F) . After recovery, an augmenting eupneic-like phrenic pattern was fully re-established (Fig. 11F) . However, this recovery of the eupneic phrenic pattern went through intermediate stages in which gasp-like decrementing bursts were superimposed with re-emergent augmenting bursts (Fig. 11, D and E) . The evolution of integrated phrenic discharge profiles is shown in Fig.  11H , which demonstrates that during the recovery phase distinct phrenic motor patterns evolved, alternating in successive cycles during some intervals. The phrenic pattern marked by a dashed red ellipse was similar to the phrenic activity profile from the model shown in Fig. 10B . As the pattern returned to that observed during the control period, two profiles alternated, with a burst apparently superimposed on a control-like ramp (dashed red line; see bottom 2 profiles). This sequence of simultaneously recorded discharge patterns suggests that components of a distributed neural network active during eupnea can be coordinated with a functionally "simplified" and distinct mechanism that generates gasps and augmented burst activity during recovery from severe brain hypoxia as predicted by the model. gasp-like phrenic activity pattern and traces of representative membrane potentials from single representative neurons after PRG removal and reduced excitation of E-Aug-BS,VRC IE, I-Aug, I-Dec, E-Aug-late, E-Aug-early, E-Dec-P, and E-Dec-T populations. A "burst-ramp" type phrenic motor pattern emerged with the onset of tonic re-excitation of the VRC network populations (red dashed line), together with additional I-Aug excitation mediated by an excitatory "Biasing" population (see Table A7 , APPENDIX for parameters). B: detail from A shows a "burst-ramp" type pattern during an inspiratory phase. C: summary of a prediction from the model showing that 2 active rhythm-generating mechanisms can be simultaneously expressed during recovery from hypoxic gasping. See text for details.
D I S C U S S I O N
This study was motivated by the need to develop a model framework for investigation of the role of the pontine respiratory group and its functional connectivity with neurons in other brain stem regions involved in generating and shaping respiratory motor patterns. An additional goal was to use the model for generating predictions for network mechanisms responsible for the specific changes in neuronal discharge profiles and motor patterns observed during various perturbations, including brain stem lesions, evoked cough, and during state-dependent motor pattern alterations during sleep Shannon et al. 1998 Shannon et al. , 2000 Shannon et al. , 2004a . The results of modeling also led us to the prediction that a "burst-ramp" motor pattern can be generated during the re-emergence of respiratory network activity after hypoxia-induced gasping, which we tested experimentally.
Our approach consisted of model development in coordination with in vivo experiments guided by both model predictions and gaps in knowledge highlighted by the models. In our initial model, the core VRC circuit incorporated a large set of functional connections based on in vivo dual neuronal recordings analyzed with either extracellular spike train cross-correlation data or spike-triggered averages of synaptic potentials. However, most connections between VRC and PRG populations and within the PRG were ad hoc, which provided a basis for addressing several model-guided hypotheses. These hypotheses were then supported by subsequent experimental work (Segers et al. 2008) . The results of our experimental studies supported some of the hypothesized functional interactions (while rejecting others) and provided evidence for other connections that were included in the extended model.
The extended model represents a new instantiation of the motivating hypotheses that both paucisynaptic inputs from VRC populations and intrinsic pontine interactions shape the respiratory modulation of PRG neurons and that PRG populations participate in phase switching and the reconfiguration of the respiratory network under different conditions. The resultant model has demonstrated robust rhythmgenerating properties and suggests the existence of at least two (network-based and pacemaker-driven) rhythmogenic mechanisms, which may respectively dominate under different conditions (see also Paton et al. 2006; Rybak et al. 2002 Rybak et al. , 2004a Rybak et al. , 2007a Smith et al. 2000 Smith et al. , 2007 and, as we show in this study, can be co-expressed during state-transitional periods.
Results from the present models on the re-initiation of rhythmic activity without I-Driver neurons replicated previous simulation results (Balis et al. 1994) . These simulations predicted that complete suppression of I-Driver activity can produce transient apnea and that rhythmogenesis can, in principle, reappear without activity in that population. Transient apneas following ablation of the pre-BötC (St-Jacques and St-John 1999) and ataxic breathing patterns following selective lesions of pre-Bö tC neurons that expressed neurokinin-1A receptors (Gray et al. 2001 ) are consistent with this hypothesis.
Changes in chemical drive could potentially contribute to such a recovery from the apnea following inactivation of the I-Driver population. Experimental observations (Morris et al. 1996 ) support a distinct but parallel chemoreceptor regulation of phase timing and drive. Putative I-Driver neurons were observed to be influenced differently than caudal presumptive premotor inspiratory neurons by selective stimulation of peripheral chemoreceptors. The duration of the active phase of the rostral I-Driver neurons decreased with little or no increase in firing rate, whereas the caudal I-Aug neurons increased their firing rate.
Preliminary results from multi-array recordings from in vivo preparations similar to those reported herein have shown that I-EI (I-Driver-like), I-Aug, and I-Dec neurons may exhibit concurrent decreases in firing rate during hyperventilatory (hypocapnic) apnea, while E-Aug neuron activity may become tonic (not respiratory modulated) and increase . These results are consistent with earlier observations of tonic expiratory motoneuron activity during hypocapnic apnea and reciprocal inhibition of tonic inspiratory and expiratory activity with changes in chemical drive (Sears et al. 1982) .
Strengths and limitations of approach
In this study, we used a computational model of a spatially compartmentalized brain stem respiratory network as a tool to guide coordinated complementary experiments. In turn, the model was iteratively constrained by data obtained from the in vivo experiments (Segers et al. 2008 ). The new model focused on the role of the PRG and interactions between the PRG and VRC. It also consolidated disparate observations and hypotheses on the organization of the brain stem respiratory network, including spatial organization of the brain stem respiratory network and the existence of multiple state-dependent mechanisms for respiratory rhythm generation (Rybak et al. 2007a; Smith et al. 2007 ), reorganization of rhythm-generation mechanisms during the transition from eupnea to gasping , the important role of I NaP -dependent mechanisms within the pre-Bö tC (Smith et al. 2000) , and the role of the PRG in control of timing of respiratory phase transitions and phase durations (Cohen and Shaw 2004; Haji et al. 2002; Okazaki et al. 2002) . Also, our simulations led to an interesting prediction on the reconfiguration of the respiratory network and the re-emergence of the eupneic pattern following hypoxia, which was confirmed experimentally.
Further development of the model will require more data on connectivity within the respiratory network. For example, the current model has not considered the effects of PSR activation on the activity of different PRG neurons (Dick et al. 2002) other than previously suggested presynaptic inhibition of VRC respiratory inputs (Feldman et al. 1976; Kubin et al. 2006 ). Pump-cell-mediated presynaptic inhibition remains speculative and other network interactions may contribute to changes in pontine respiratory-modulated activity following vagotomy (Dick et al. 2008) . The model has yet to incorporate proposed connectivity of the VRC with other modulatory brain regions such as the medullary raphé nuclei ality (Mulkey et al. 2004) . We note that preliminary results from large-scale multi-array recordings suggest a rich set of connections between the raphé nuclei and the pontomedullary network, including "indirect" paths between the PRG and VRC via intervening brain stem midline neurons (Nuding et al. 2006) .
Changing respiratory pattern with brain stem transections
Our models were able to reproduce early experimental data on breathing pattern transformation following brain stem transections in cats in vivo (Lumsden 1923; St-John 1998) . Specifically similar to these in vivo experiments in cats, a removal of rPons in our models converted the eupneic three-phase pattern to "apneusis" and the complete elimination of the pons (additional removal of cPons) replaced apneusis with a gasping-like pattern.
Interestingly, Rybak et al. (2007a) and Smith et al. (2007) have recently performed a detailed investigation of changes in the rhythmogenic mechanisms and pattern of phrenic activity in an in situ perfused rat brain stem-spinal cord preparation following brain stem transections that were sequentially shifted in the rostral-to-caudal direction. They have clearly demonstrated that with removal of the pons, the normal three-phase respiratory rhythm is transformed to a two-phase rhythm, exhibiting a square-wave pattern of phrenic activity, and that the transition to a one-phase "gasping-like" rhythm occurs with more caudal brain stem transections. These data obtained in the in situ perfused rat preparations differ from the earlier data obtained in vivo in cats (Lumsden 1923; St-John 1998) , in which a gasping-like pattern occurred after removal of the pons. Our coordinated experimental studies did not include brain stem transections. However, they were performed in cats in vivo. Therefore although our models could be re-adjusted to fit Rybak et al. (2007a) and Smith et al. (2007) data, we preferred to relate our models to the earlier cat data. At the same time, we note that generally our model has no conceptual contradiction with the Rybak et al. (2007a) and Smith et al. (2007) results. Indeed, certain differences between the preparations (in vivo cat versus in situ perfused rat) exist. The two-phase pattern described by Rybak et al. (2007a) and Smith et al. (2007) looks similar to (and maybe is) an apneustic pattern: it is characterized by a prolonged duration of inspiration and a square-wave shape of phrenic bursts. The phrenic pattern during apneusis in rats is not the same as in cats; the inspiratory duration is not as long and expiratory duration is rather normal or increased but not reduced as in cat (e.g., see Fung and St-John 1995; Morrison et al. 1994; Rybak et al. 2004a) . Moreover, the apneustic phrenic pattern in the rat looks similar to the two-phase pattern described by Rybak et al. (2007a) and Smith et al. (2007) . The latter studies also demonstrated that with more caudal brain stem transections (when drives from structures rostral to BötC-pre-BötC were reduced), the phrenic pattern changed from an "apneustic" two-phase pattern to a "gasping-like" one-phase pattern. Hence, the major difference may be the point at which the system switches from an apneustic two-phase pattern to a one-phase gasping-like pattern: with the transection at the pontine-medullary junction (Lumsden 1923; St-John 1998) or with more caudal brain stem transections (Rybak et al. 2007a; Smith et al. 2007 ). This difference may reflect differences between the preparations, different consequences of transections, and/or different metabolic conditions within the preparations. For example, it may be the case that in rats (in contrast to cats), drive from RTN to more caudal structures (when RTN is fully intact) is still strong enough to maintain a two-phase rhythm even when pons is removed. Hence we do not consider this difference to be a critical conceptual contradiction.
Reconfiguration of the network during cough
The extended model presented herein can reproduce firing profiles and changes in the respiratory motor pattern observed in vivo in response to various perturbations, including those evoked during cough. The discharge profiles of several PRG neuron populations during cough were similar to those observed in antecedent experimental work (Shannon et al. 2004a ). The in vivo work had suggested that pontine neuron discharge patterns during cough reflect, at least in part, inputs from the ventral respiratory column because the response patterns of the pontine I, IE, and E cells were similar to those observed in subgroups of medullary VRC neurons with comparable control discharge profiles . The present results suggest a specific network configuration and that both intra-pontine interactions and connections between the pons and VRC contribute to cough motor pattern dynamics during this airway defensive behavior. Further research is needed to identify the routes through which cough receptors act to evoke reconfiguration of the network in vivo Bolser et al. 2006; Shannon et al. 2004a,b) .
Patterns and responses observed during hypoxia and sleep
Hypoxia profoundly alters the pattern of breathing in intact unanesthetized animals Solomon 2003) . Inspiratory activity increases during hypoxia in several ways. First, the profile of diaphragmatic activity changes from an augmenting ramp to basically a square wave, and, second, this activity persists, although diminished, into expiration, presumably to brake expiratory airflow. Also the rate of breathing increases because of a decrease in the duration of inspiration. Studies of single respiratory neurons in unanesthetized cats have demonstrated that a majority of neurons in both inspiratory and expiratory categories exhibit increased activity during hypoxia in NREM sleep . Specifically, the following average increases were measured during hyp- FIG. 11. In vivo VRC neuronal activity profiles during control, hypoxic gasping, and recovery. A-F: firing rates of 10 simultaneously recorded VRC neurons and efferent phrenic nerve activity during the prestimulus control period (A), hypoxia-induced gasp-like activity (B), and re-oxygenation (C-F). G: control respiratory cycle-triggered histograms for neurons in A; 37 cycles averaged. One inspiratory neuron had a relatively uniform firing rate during the inspiratory phase and was designated "I-plateau" (I-Plat); H: integrated phrenic nerve activity profiles detail control, gasping, and a return to eupneic-like phrenic patterns with superimposed augmented bursts. Pattern with dashed line ellipse is similar to the phrenic activity profile observed in model simulations as shown in Fig.  10 . See text for details. oxia: I-Dec (183%); I-Aug (154%); I (155%); E-Dec (230%), E-Aug (191%), and E (136%).
Therefore to simulate the effect of hypoxia, an additional excitatory input to all VRC neurons was included in the model. Based on the preceding experimental data, both I-Dec and E-Dec populations were excited more strongly than the other populations (the synaptic weights to these populations were larger; see Table A8 , APPENDIX). This allowed us to reproduce the alternations of discharge patterns of major VRC neuronal types like those recorded in vivo. Our simulations also led to the prediction that the increased rate of breathing observed in the intact animal's response to hypoxia can be explained by earlier and increased E-Dec and IE activity (Batsel 1965; England et al. 1995; Lovering et al. 2006) .
Coupled rhythm-generating processes and gasping
In the model, a gasping-like activity associated with removal of PRG inputs became superimposed on a second networkgenerated rhythm during subsequent tonic re-excitation of the VRC network, resulting in a "burst-ramp" motor pattern. This result suggested that two rhythmogenic mechanisms were engaged and could operate simultaneously: one based on network interactions and the other relying on conditional endogenous pacemaker properties in the pre-BötC I-Driver population. Specifically, the model predicted that such a co-expression of these mechanisms could occur during the transition from gasping to eupnea and be seen in the phrenic motor output.
Two different views on the role of medullary pacemaker neurons in the generation of eupnea and gasping have recently been debated St-John 2007 vs. Ramirez and Garcia 2007 ; see also Rybak et al. 2007b ). These concepts differ in their view on the role of pacemaker neurons in respiratory rhythm generation during eupnea but agree that pacemaker neurons are essential for generation of gasping. Recent studies by Rybak et al. (2007a) and Smith et al. (2007) specifically addressed in detail the issue of the roles of pre-BötC neuronal intrinsic bursting properties in different network states and provided a possible biophysical mechanism to explain why these properties may not be involved during generation of the eupneic pattern (i.e., under high tonic excitatory drive, I NaP is essentially inactivated because of its voltage-dependent inactivation properties). Our model is also consistent with the idea of an essential role of pacemaker-generating activity during gasping. As in the previous models of Rybak et al. (2004a Rybak et al. ( , 2007a and Smith et al. (2007) , during eupneic conditions the I-Driver population in the model operates in a nonendogenous bursting state without an involvement of endogenous pacemaker properties. The complete suppression of the pre-BötC I-Driver population can lead to apnea. However, our simulation shows and predicts that a subsequent increase in tonic excitation to key network elements can re-establish a eupneic-like pattern.
This prediction and the involvement of a functionally "reduced" network in the generation and transmission of the gasping motor pattern were subsequently supported by large electrode array recordings in coordinated in vivo experiments. Our approach exploited the well-established sequence of hypoxia-induced respiratory drive depression followed by apnea, gasping, and then recovery with re-oxygenation in decerebrate and anesthetized animal models (Solomon 2000; St-John and Paton 2003a,b) . The results of our in vivo studies of hypoxia are also consistent with the hypothesis that in addition to direct motor output, gasp-producing neural networks operate to reactivate the respiratory network after hypoxic depression (Eisenberg 2006; Harper et al. 2000; Thuot et al. 2001) . Inspiratory activity during gasping could "prime" or activate inspiratory neurons that participate in the re-emergence of the more distributed network-based respiratory pattern. Because we did not try to block NaP channels in the pre-BötC (which would be difficult to do in cats in vivo), we cannot confirm that the gasp-producing mechanism is I NaP -dependent. However, based on previous studies in rats , we suggest that this intrinsic bursting mechanisms relies on I NaP -dependent properties of the pre-BötC neurons.
Future directions
Further development of the model in conjunction with ongoing and future experimental studies of neuronal connectivity in the respiratory brain stem is likely to be fruitful. There is already a large body of experimental data on correlational linkages among neurons of the medullary raphé nuclei and the VRC (Arata et al. 2000; Lindsey et al. 1994 Lindsey et al. , 1998 Nuding et al. 2006) , and the raphé has been proposed as a site for transforming and transmitting information from various external and internal sensory systems (Feldman et al. 2003 ) and cardio-respiratory coupling ) and for contributing to the induction and expression of long-term facilitation (LTF), a type of respiratory memory (Millhorn 1986; Mitchell and Johnson 2003; Morris et al. 2003) . The model does not yet incorporate modifiable synapses or other mechanisms for generation of respiratory LTF Neverova et al. 2007) .
As noted in the preceding text, other neuronal populations of interest include those of the RTN (Feldman and Del Negro 2006; Mulkey et al. 2004; Onimaru et al. 2006) , lateral tegmental field (Orer et al. 2006) , and nonrespiratory modulated neurons adjacent to and intermingled with the neurons of the VRC (Segers et al. 2008) . These sites are putative sources of network modulation and may participate in reconfiguring the network, for example, during evoked respiratory-related behaviors such as cough (Bolser et al. 2006) .
The present modeling studies on network reconfiguration were confined to simulated "lesions" and physiological perturbations. The representation of such an expanded network in three-dimensional brain stem coordinate space will allow further model development and simulations of various brain stem lesions and other physiological and pharmacological perturbations that generate various reproducible alterations of the respiratory motor pattern. We also anticipate additional information on details of model network dynamics from the method of two-dimensional plotting of the distances in phase space between past and future states of the models (and of multineuronal data) in relation to a sliding reference point (DuninBarkowski et al. 2006) . Finally, efforts to address other important questions about the role of the pons in coordinating laryngeal and diaphragmatic motor activities which typify eupneic and adaptive patterns of breathing will benefit from extending the model to include representations of the airways, lungs, and respiratory muscles. All values representing voltages are relative to the resting potential, which is considered equal to zero. N is the number of neurons simulated in each population. THO, the resting threshold, is normally distributed in the population around the value of THO with a standard deviation equal to the "THO variability" value. TMEM is the membrane time constant. B is the amplitude of the post-spike increase in potassium conductance. TGK is the time constant of the potassium conductance decay following an action potential. C and TTH define the change in threshold associated with spike adaptation. C is the ratio of the threshold increase to the membrane potential increase; its value is between 0 and 1. TTH is the time constant of the rise in threshold with spike adaptation. Noise Amplitude. Each cell has an internal noise generator that acts like two synapses, one with an equilibrium potential of 70 mV above resting and the other with Ϫ70 mV. Each acts like it has an incoming firing probability of 0.05 per time step, and a synapse time constant of 1.5 ms. This parameter is the conductance that gets added to the synapse conductance on each (virtual) spike. DC. An injected current will raise the membrane potential by an amount that is inversely proportional to the membrane conductance. Instead of being specified directly as a current, this parameter is specified in mV, and it is interpreted as the current that is required to raise the membrane potential by the specified number of mV when the membrane conductance has its resting value. The effect on the membrane potential at other membrane conductances will be inversely proportional to the conductance. Note also that as in other types of IF neuron models, our neuron models do not actually generate action potential-like spikes but only identified moments of spikes, so "spiking" shown in all neuron simulations are represented graphically by assigning vertical spike-like lines at computed times of threshold crossing. The I-Driver neuron was modeled using "hybrid IF conditional burster model" derived from Breen et al. (2003) . All parameters in this model correspond to Breen et al. model ; h is inactivation variable of the persistent sodium (NaP) channel The following modifications of the original Breen et al. model were made: the Threshold voltage parameter was set constant (not dependent on h) and reset of h with each spike ⌬h (h) ϭ Ϫ0.00185h. Lung volume dynamics were not directly simulated in our models. Input to the pulmonary stretch receptor (PSR) population was formed via low-pass filtering of the output of the Phr (Fig. 1) population or I-Aug-BS/Phr population (Fig. 4) with rise and fall time constants given in the table. Connections between individual neurons were made according to a sequence of pseudorandom numbers calculated from a unique seed number for each source-to-target connection. Targets were chosen with replacement. This table includes the means Ϯ SD of the number of neurons in each target population innervated by each source neuron in each population. Corresponding values are also shown for source neurons that innervated each target neuron in each population. These data indicate the extent of divergence and convergence, respectively. Most neurons in each source population made a single terminal connection with each target neuron. Mean No. of Terminals, the mean number of terminals from each source neuron innervating each target neuron. The efficacy of connections between populations of neurons was influenced by the change in conductance associated with each action potential at a synapse (Synaptic Strength) and the number of terminals for each axon. Synaptic types were distinguished by their equilibrium potentials and time constants. The time constant of some synapses was slightly longer than others because troughs in cross-correlograms from which the particular synaptic connections were inferred tended to have longer durations. Four types of synapses were used in the first series of simulations: excitatory (Ex, equilibrium potential of 115.0 mV; time constant, 1.5 ms); type 1 inhibitory (Inh_1, equilibrium potential, Ϫ 25.0 mV; time constant, 1.5 ms); type 2 inhibitory (Inh_2, equilibrium potential, Ϫ25.0 mV; time constant, 2.0 ms); pre-synaptic modulation (Pre, time constant, 1.5 ms). If the value of the pre-synaptic modulatory strength parameter (Synaptic Strength) was Ͻ1.0, the strength of the connection it modulates was reduced to the product of the presynaptic Synaptic Strength parameter and target synapse conductance. If the presynaptic Synaptic Strength parameter was Ͼ1.0, the amount by which it was greater than 1 is added to its target synapse's conductance. Minimum and maximum conduction times, are expressed in 0.5-ms simulation clock ticks for each source-to-target axon population. No. of Terminals, number of terminals from source neuron. 
