We analyze changes in the skill content of occupations in US four-digit manufacturing industries between 1999 and 2010. Following a 'task-based' approach, we elaborate a measure of non-routine skill intensity that captures the effects of industry exposure to both technology and international trade. The paper adds to previous literature by focusing on both the determinants of demand for non-routine skills and their effects on industry productivity and wages. The key finding is that import competition from low-wage countries has been a strong driver of demand for non-routine skills during the 2000s. Both technology and trade with low-wage countries are associated with mild cross-industry convergence in skill intensity, while trade with high-and medium-wage countries are at the root of persistent heterogeneity across occupational groups. We also find that higher nonroutine skill intensity has had, at best, a modest effect on productivity and wages, except in high-skill occupations.
Introduction
This paper elaborates an empirical study of changes in the skill content of occupations in US manufacturing industries from 1999-2010. Our goal is to elaborate an assessment of the key drivers of changes in workforce composition by focusing on non-routine (NR) skills, a particular set of workers' abilities that are used when carrying out analytical and interactive tasks. The relationship between job tasks and skills is a staple of a flourishing strand of research on the relationship between capital and labor. The seminal study by Autor, Levy and Murnane (2003) on the effects that computer technology exerted on the composition of employment in the 1990s found a substitution effect for routine-intensive occupations, such as clerks, and complementarity with managerial, professional and technical occupations.
Given the argument that the shock wave of the 1990s may have subsided due to the stabilization of the computer's life-cycle (see e.g., Vona and Consoli, 2015) , we take stock of the empirical evidence and gauge the effect of technology on the demand for skills and on occupational composition in the 2000s. Our analysis also takes into account the remarkable growth of international trade due to the expansion of China and other emerging economies (Hanson, 2012) . We note that, although a few exceptions (e.g., Lu and Ng, 2013) exist, there are no systematic accounts of how trade has reshaped the skill content of occupations and industries. Filling this gap is the second objective of the paper.
Our analysis yields three main findings. First and foremost, import competition from lowwage countries emerges as a stronger driver of demand for non-routine skills than technology in the 2000s. Second, both technology and imports from low-wage countries are associated with skill convergence across industries. This finding is consistent with the literature showing that trade-induced adjustments are stronger in industries with lower initial skill levels (Bugamelli et al., 2008; Pierce and Schott, 2012) . Furthermore, when allowing for heterogeneity across occupational groups, we find that the convergence of NR skill intensity across industries is not driven by convergence across occupations. Conversely, heterogeneity across occupational groups is persistent due to imports from high-and medium-wage countries. The last major finding is that upgrading non-routine skills has, at best, a modest effect on productivity and wages, except for in high-skill occupations.
The paper is structured as follows. Section 2 reviews the literature. Section 3 outlines the empirical strategy, and Section 4 describes the dataset. The central part of the paper involves the analysis of the determinants of NR skills; Section 5 presents the baseline model and unpacks the heterogeneous effects on different occupational categories. In Section 6, we focus on the effects of NR skills on the wages of major occupational groups and productivity.
The conclusions summarize and sketch future lines of research.
Literature review
Innovation studies have made significant contributions to the analysis of the relationships between knowledge, industry evolution and competitiveness. This paper focuses on one particular mechanism through which knowledge is applied to economic ends, namely, employment. Arguably, besides sporadic bursts of interest (e.g., Nelson and Phelps 1966; Freeman and Perez, 1988; Amendola and Vona, 2012; Consoli et al., 2013; Boschma et al., 2014) , the workings of labor markets and the relationship between human labor and technology have not been fully integrated into the intellectual apparatus of innovation studies.
However, employment is the pathway that permits the translation of human know-how into productive activities, and understanding what the mechanisms that influence changes in the employment structure are is the key to identifying which forms of know-how are relevant at any time and the role that technology plays in modifying this know-how.
We explore these issues by building on the task-based approach proposed by Autor, Levy and Murnane (2003) (ALM henceforth) . In the perspective put forth by ALM, skills are ensembles of abilities applied to job tasks. The key intuition is that productive activities can be broken down into functionally different task groups and that technological change affects the comparative advantage of productive factors, i.e., workers and machines, in performing a certain task (Levy and Murnarne, 2004) . This approach opens up new possibilities for understanding the process by which individual abilities emerge, combine, or are selected as a result of innovation and structural change; it is an appealing conceptual framework to address issues that are central to innovation studies. First, it allows for a more flexible interpretation of the relationship between labor and capital in performing work tasks, which is especially relevant in those contexts in which technology plays a dual role, partly complementing and partly substituting human work. Clearly, this approach is grounded in an interdisciplinary view whose central tenet, traceable to Herbert Simon (see e.g., 1969) , holds that machines perform better physical and cognitive 'routine' tasks that can be codified in the form of instructions, while humans retain a cognitive comparative advantage at 'non-routine' activities that involve problem-solving, pattern recognition (e.g., Langlois, 2003) and personal interaction, such as communicating with others (interpersonal skills) or interpreting information (analytical skills). However, another advantage of the task-based approach is that it accommodates empirical findings of non-neutral labor market outcomes due to the diffusion of new general purpose technologies (GPTs) 1 and associated changes in the organization of production for which the traditional capital-skill complementarity hypothesis (i.e., Krusell et al. 2000) does not suffice.
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Building on the review above, we propose an analysis of the determinants and effects of changes in the demand of non-routine (NR henceforth) skills in US manufacturing industries from 1999-2010. This time window is especially interesting due to the co-occurrence of key global events, such as China's admission to the WTO and the great recession after 2007.
Previous studies on the determinants of change in the demand for skills draw attention to ICTs and trade. ALM (2003) first proposed that ICTs induced 'polarization' in employment and the demand for skills, that is, the decline of routine-intensive jobs and wages relative to occupations that are either at the top or at the bottom of the earning distribution (Autor et al., 2008; Goos and Manning, 2007) . As discussed before, computer capital substitutes for routine tasks, thus reducing the demand for routine-intensive occupations, while increasing the productivity of non-routine analytical and interactive skills and thus the demand for highly skilled professionals. Interestingly, these empirical regularities also have been Acemoglu and Autor (2011); Jaimovich and Siu (2012) . 4 See also Oliner and Sichel (2000) , Wolff (2003) and Basu and Fernald (2007) . To illustrate, the product cycle for semiconductors (i.e., the lag between successive releases) has shifted back to a 3-year period since 2000 (Jorgenson et al., 2008) after being reduced to a 2-year period during the intense competition of the mid-1990s. Recent examples of ICT diversification also confirm this shift, e.g., Hubbard (2003) and Athey and Stern (2002) . maturity and, as codification has caught up with the skills that pushed the technological frontier in the 1990s (Vona and Consoli, 2015) , the dynamics of both productivity and wages have adapted accordingly. The first goal of the paper is to take stock of existing evidence and assess whether technology continued to be a major driver of the demand for skills during the 2000s; in particular, this paper seeks to determine whether technology has spurred any further divergence across occupations and industries.
The debate on the changes in the skill content of the workforce has been recently enriched by the inclusion of trade as a key explanatory factor. Trade's inclusion is not surprising considering the remarkable pace of expansion of China and of various emerging economies that have transformed the global import-export matrix (Hanson, 2012) . With regard to the US, the general agreement is that higher exposure to foreign competition had a negative employment effect, especially after China's entry into the WTO in 2001 (Pierce and Schott, 2012; . The literature draws attention to two mechanisms. On the one hand, the greater fragmentation of supply chains (Baldwin, 2011) has opened up the scope for offshoring routine tasks involving minimal complexity (Blinder, 2009 ). On the other hand, domestic producers have reacted to foreign competition by switching to higher quality products and innovations that require the intensive use of non-routine tasks (Verhoogen, 2008) . In general, much empirical evidence lends support to the conjecture that the impact of trade has been heterogeneous across industries and occupations. 5 With the notable exception of Lu and Ng (2013) , however, few have analyzed the impact of trade on the skill content of US industries during the large increase of trade with low-wage and emerging countries.
Addressing this issue is the second objective of this paper. 5 Note that large trade shocks are not limited to the US; empirical evidence shows a direct effect of trade shocks on returns to skills in both developing (Verhoogen, 2008; Amiti and Davis, 2012) and developed countries (Guadalupe, 2007; Raitano and Vona, 2013) . Bugamelli et al. (2008) find that the Euro and increased competition from China induced restructuring in the workforce composition, especially among low-tech sectors.
By tackling the two questions outlined above, this study adds to previous literature in two ways. First, it focuses both on the determinants of the demand for NR skills and the effects of NR skills on performance, as captured through changes in industry wages and productivity.
Second, studies on the determinants of NR skills (Autor et al., 2003; Lu and Ng, 2013) arguably neglect the dynamic process through which the composition of the workforce gradually adapts to a new, ex ante undetermined, target level of NR skills. Our empirical strategy accounts for this adaptation process using standard system-GMM techniques. We believe that these techniques are the appropriate, as technological revolutions induce a dynamic response in the employment structure and the attendant know-how (Autor et al., 2003; Vona and Consoli, 2015) .
Empirical strategy
Let us now illustrate our empirical strategy. To fix ideas, we are primarily interested in explaining non-routine skill intensity at time t in industry i (NRI it ) as a linear function of trade and technology variables. In the second part of the paper, we focus on an indicator of performance Y as a function of NR intensity, trade and technology proxies, as shown in the following formulae:
Assuming the linearity of f(.) is not just for the sake of simplicity. This paper is mainly an empirical exercise and relies on previous work to derive testable predictions; therefore, we do not present theoretical justifications in support of including interactions or nonlinear effects.
In addition, relevant literature keeps the empirical specification to a minimum to avoid a misinterpretation of the effects of interest. Accordingly, we opt for a parsimonious specification. In the studies of Autor et al. (2003) and Lu and Ng (2013) , the identification of the effects of interest is warranted through the inclusion of unobservable individual effects and/or through the use of IV. An IV approach would be appealing for us because unobservable time-varying factors likely affect both the demand for NR skills and the evolution of technology. However, previous works have been unsuccessful in finding appropriate instruments for both trade and technology proxies. For example, and use NR skill levels in the 1950s as instruments for NR skill levels to explain the changes in employment shares across occupational groups in later decades. This empirical strategy has the problem that instruments based on initial conditions are suitable for explaining the demand for NR skills in the 1960s but lose explanatory power in the following decades, thus becoming weak predictors for the crucial decade of the ICT revolution.
Another important source of bias is true state dependence in the data generating process. In our case, the 0.97 point estimate of the autocorrelation coefficient for NR skills indicates that state dependence characterizes the adjustment in the industry demand for NR skills. 6 Such a high degree of persistence is not surprising considering that both the demand for and the supply of skills are variables that change slowly over time. Demand changes slowly because of non-negligible hiring and firing costs due to skill specificity; supply changes slowly because there are significant lags in the adjustment through training and education. Note thatin past work, e.g., ALM (2003), state dependency may have been less severe because the time unit was a decade or a 5-year period. More recently, Lu and Ng (2013) used an industryby-year panel and correctly concluded that their findings do not change when dynamics are properly accounted for. However, their point estimates for the effect of the lagged dependent variable range between 0.05 and 0.15, well below that of our data. 7 A similar argument applies to our measures of performance, i.e., industry wages and productivity, which also exhibit high persistence with estimated autocorrelation coefficients above 0.9. Therefore, our specifications in eq. 1-2 are as follows:
where , and , are an industry effect, a time effect and a generic disturbance term, respectively. While it is well-known that OLS and fixed-effect estimators deliver biased estimates of the effects of interest under these circumstances (Nickell, 1981) , the debate on what is the best fix is still open. The system-GMM estimator (Arellano and Bover, 1995; Blundell and Bond, 1998) has gained some consensus among applied economists. The basic rationale underpinning these estimators is the use of a lagged dependent variable with its lags or lagged differences. Within this class of estimators, the system GMM reduces the smallsample bias of the difference GMM (Arellano and Bond, 1991) when the endogenous variables are persistent, using moment conditions both for the equation in level and in firstdifferences (Bond, 2002) . Such a bias exists because the pure random disturbance generated when differencing a persistent variable is, by definition, a weak instrument.
The inclusion of the lagged dependent variables does not fully address the endogeneity of trade and technology variables, even if the lagged dependent variable is a good proxy for industry-time-varying factors that are likely to bias our effects of interest. For technology, we exploit the long data series available for our technology proxy and use past values as proxies for current ones. For trade variables, we could have followed the same route, but we would lost two years for our analysis because trade variables are only available until 2007. We therefore opted for including trade variables with a 3-year lag to avoid the problem of having Bond 1998 ), which we argue may generate a downward bias of the autocorrelation coefficient. Using a Montecarlo experiment, Hauk and Wacziarg (2009) show that the differenced GMM tends to considerably underestimate the autocorrelation coefficient compared with a system GMM estimator.
'too many instruments' compared with the number of observations (Roodman 2009a Further details of the empirical strategy are outlined in the results section. 9 Let us now illustrate the dataset and the construction of the variables.
Data and variables
Our empirical analysis combines data from three different sources. We use US Bureau of
Labor Services (BLS) data for employment and hourly wages across industries (four-digit occupations based on the Standard Occupational Classification System, henceforth SOC) and four-digit NAICS. The latter is matched with information on occupation-specific task content, the O-NET abilities survey of the US Department of Labor. Lastly, we use NBER data for variables on international trade data, technology, productivity and the remaining controls.
Data construction and measurements are detailed below, while further details are provided in the online appendix.
Construction of task variables
The US Department of Labor's O-NET abilities survey is the main source of information to compute our task variables. This database gathers information on worker attributes and job characteristics from questionnaires aimed at both job incumbents and occupational analysts (see Tippins and Hilton, 2010) . routine cognitive (RC) and routine manual (RM). Table B1 in the appendix lists the 40 O-NET task items used in this study, ten for each macro-category. The macro-categories are computed by adding up the score of importance for a particular SOC occupation. The index of task intensity is as follows:
where NRC, NRI, RM and RC are the task constructs outlined above for industry i and occupation j in year t. Emp Share ijt refers to the employment share in industry i and occupation j in year t, which is constructed using data for the four-digit NAICS and four-digit SOC from the BLS. To define skill categories, we build on the classification of Acemoglu and Autor (2011) by including additional items (see Table B1 in the appendix). Moreover, we partially depart from previous literature because our measure is not the employment share of occupations ranked according to initial levels of non-routine skill content (see ); we instead use an industry-level measure of non-routine skills. We believe that this is a first step towards a fully dynamic account of the process analyzed.
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Furthermore, to capture heterogeneity in the effect of our variables of interest across occupations, we follow and differentiate between three broad occupational groups. The first category, which includes occupations that are intensive in terms of non-routine tasks (NRI and NRC), is labeled as the high-skill (henceforth HS) group.
The second category encompasses routine-task-intensive activities and contains medium-skill (henceforth MS) occupations. The last group features low-skill jobs and includes low-skill (LS henceforth) occupations. Similar to what was done for the task measure above, we create three different task measures referring to the three broad occupational categories: high skill (NR intensity HS), medium skill (NR intensity MS) and low skill (NR intensity LS).
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Labor productivity and hourly wage measures
We analyze the effects of changes in non-routine tasks by focusing on labor productivity and hourly wages. The former is an aggregate (industry-level) measure of performance, while the latter varies across occupations and thus provides useful insights into the impact of our variable of interest, NR intensity, over different types of workers. Labor productivity (Prod it )
is computed as the value added per worker at the four-digit NAICS; it is the total value added in $ million per 1,000 employees and is available on a yearly basis for the 1989-2009 period.
Information on total value added and employment is extracted from the NBER-CES manufacturing industry database (Becker and Gray, 2013) . The source of the other performance indicator, the average hourly wage for four-digit occupations, is the BLS.
Following the same logic underlying the construction of the task measures, we seek to capture heterogeneity across the three occupational categories by considering group-specific hourly wages, namely, Wage HS, Wage MS and Wage LS.
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Measures of technology and trade
We represent investments in ICTs using the information on the investment in capital equipment per worker available from the NBER-CES Manufacturing Industry database (Becker and Gray, 2013) . This simple measure is appropriate for our purposes considering the vast literature on the pervasiveness of automated processes in production technology (e.g., David and Wright, 2003; Brynjolfsson and McAfee, 2011) and their capacity to capture embodied technical change (Cummins and Violante, 2002) .
12 All task measures are aggregated in the occupational group by weighting for the employment shares of each occupation belonging to the group. 13 The aggregate hourly wage at the occupational group level is weighed by employment shares.
We measure exposure to trade using an index of import penetration that is widely used in the literature (Bernard et al., 2006; Lu and Ng, 2013) . Import penetration ratios are a reliable measure of the evolution in the exposure of manufacturing industries to foreign competition.
Accordingly, we define two measures of import penetration. Imp Pen Hi-Med it is the ratio of the total value of US imports from high-and medium-wage countries to the total value of shipments and imports minus exports. To capture the effects coming from low-wage countries, we also define import penetration from low-wage countries (Imp Pen Low) 14 and from China (Imp Pen China) . To construct our measures, we employ US import and export data for the manufacturing industries for the 1996-2007 period, as compiled by Peter Schott, and data on the value of shipments from the NBER-CES manufacturing industry database. [FIGURE ONE ABOUT HERE] Table 1 presents basic statistics with details on the reference period and the data source. [ Table 1 ABOUT HERE]
Let us now turn to the analysis of the determinants and the effects of changes in the demand for non-routine skills.
Determinants of non-routine skills
This section presents the analysis of the demand of NR skills at the industry level. Table 2 shows the baseline results. These results are extended in Table 3 by allowing heterogeneity across different occupational groups. To ease the interpretation, recall that our measure of NR skills is basically tantamount to a general measure of employment quality. 16 The validity of the standard specification tests applies to all the models presented in the remainder of the paper. Second, dynamic specifications reduce the bias of the estimated effects, especially for capital equipment. This is evident from a comparison between Table 2 and Table A1 The inclusion of Imp Pen Low yields a twofold increase in the capital equipment coefficient, which is now statistically significant at a 95% level. insignificant) only in industries highly exposed to the competition of developing countries, the opposite holds for Cap Equip (resp. Imp Pen Low). Interestingly, the Cap Equip coefficient is much higher in industries with high exposure to Imp Pen Low, but it displays a high variability, which makes it statistically insignificant. This finding is broadly consistent with the finding of that the effects of trade from low-wage countries and of technology do not overlap. We therefore conclude that differences in the effect of technology across industries may not be visible unless imports from low-wage countries are taken into account.
Baseline specification
The statistical significance of the estimated effects may not correspond to economic significance. However, in this case, the size of the two short-run effects of Cap Equip and Imp Pen Low reflects the increasing importance of the latter relative to the former. In particular, a one standard deviation increase in Cap Equip (resp. Imp Pen Low) explains 2.1% (resp. 3.6%) of a standard deviation in NR intensity. 18 Note that the long-term effects of these two variables are considerably larger, i.e., more than 11 times larger, than the short-term effects.
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[ Table 2 ABOUT HERE] 18 A possible objection is that the effect of Imp Pen Low is reduced by the particular lag structure chosen (see Section 2) . To check for this possibility, we replicate the analysis using a shorter lag structure and find that both the size and the statistical significance of the estimated coefficients are fully consistent with those of Model 3. The results are available upon request. 19 The long-run effect is equal to the short-run effect multiplied by 1 (1 − ) ⁄ , where is the estimated autocorrelation coefficient.
The descriptive analysis in Figure 3 may suggest a mild tendency towards the industry catching up in the level of NR skills. However, the high values of the autocorrelation coefficient for NR intensity together with the negative and statistically significant coefficients of the Low Tech and Med Tech dummies in Table 2 imply considerable persistence in the demand for NR skills. We investigate this tendency by splitting the sample using the median of the initial level of NR skill intensity and excluding the Low Tech and Med Tech dummies.
Models 3c and 3d illustrate that Imp Pen Low and Cap Equip have a large and statistically significant effect only in industries with a below-median initial skill level. In turn, the positive and near significant (p-value=0.138) effect of Imp Pen Hi-Med in skilled industries is offset by a negative and significant effect in unskilled industries. In sum, at the industry level, trade from low-wage countries and technology emerge as the strongest convergence force for NR skills, while trade with high-wage countries is a mild source of divergence.
In sum, two major findings stand out so far. First, Imp Pen Low induces restructuring and skill adaptation, especially in LS industries that are arguably more exposed to competition from low-wage countries. The fact that the adjustment to foreign competition depends on the initial skill level and is a source of skill convergence across industries is in line with previous studies on European countries (Bugamelli et al., 2008) and the US (Pierce and Schott, 2012) .
Second, technology, represented by capital equipment, is not a source of skill divergence; it is instead a source of mild cross-industry convergence. This finding suggests that as ICTs have matured and their activities have been codified, the impact of technology may have faded away (Vona and Consoli, 2015) .
Heterogeneity in occupational skill content
Models 1-3 in Table 3 replicate the analysis of Table 2 by allowing for heterogeneity across the three previously defined occupational categories. As expected from the employment patterns depicted in Figure 1 , the results reveal substantial heterogeneity across occupational groups. First, skill persistence, captured by the lagged NR occupation-specific coefficient is stronger for supervised occupations, viz. LS and MS, relative to HS occupations. In regards to our main explanatory variables, Imp Pen Hi-Med has a negative and significant effect on LS but a positive effect on the other occupations. Taking into account significance levels and considering the results for the above-median split sample of Table 2 , we conclude that Imp Pen Hi-Med is a source of skill divergence mainly between MS and LS occupations. Second, in accordance with ALM (2003), Cap Equip continues to exert a polarizing effect because skill upgrading is stronger for HS and LS occupations compared with MS occupations. Third, Imp Pen Low is also a source of significant skill polarization. This result, in line with the Heckscher-Ohlin model, suggests that trade is a source of inequality in terms of the use of certain inputs or tasks, in this case non-routine tasks, especially between countries with very large differences in endowments. For LS occupations, the net effect depends on the direction of the adjustments that follow trade-induced job loss. 20 On the whole, the share of LS occupations will be lower but the surviving workers will be more qualified.
[ Table 3 ABOUT HERE] Models 4-6 in Table 3 further articulate the effect of trade by breaking down Imp Pen Low into two import penetration ratios, thus isolating imports from China (Imp Pen China) from those of other low-income countries (Imp Pen Low No China) . Imp Pen China has a positive effect on all groups, especially the HS group, for which the effect is also statistically significant. The coefficient for the HS category is in line with earlier remarks on the fragmentation of production chains (Baldwin, 2011) and the comparative advantage that 20 For the sake of space, we do not report results for employment that are consistent with the literature. In particular, Imp Pen Low has a negative, large and significant effect on the employment of LS workers. A recent study by Autor, Dorn, Hanson and Song (2013) finds that workers initially employed in industries with higher exposure to Chinese competition are more likely to change jobs and move out of manufacturing altogether; high-wage workers are able to relocate before large-scale restructuring occurs and thus avoid significant earning losses, while low-wage workers, who are generally less mobile, are more likely to be laid off.
countries such as China have gained in labor-intensive sub-activities within high-tech industries (Krugman, 2008; Hanson, 2012) . In particular, the demand of NR skills is expected to increase, especially among HS occupations, as a result of the offshoring of routine-taskintensive jobs to low-wage countries. The positive effect of Imp Pen Low on the NR skills among LS occupations is fully captured by the effect of other low-wage countries, except for
China. This finding is consistent with recent evidence on the shift from LS to MS production in China (Amiti and Freund, 2010) . The selection effect on the quality of the workforce in LS occupations should be stronger for low-wage countries that remain specialized in LS production.
Note that the results are qualitatively confirmed by the use of the BE estimator (see Table A2 in Appendix A). These findings also suggest a substantially heterogeneous effect of trade and technology across occupational groups, which is further corroborated by the graphical analysis on the differences between the estimated coefficients (see Figure A1 and A2 in the online appendix).
The effects of NR skills
This section presents the analysis of the effects of NR skills in terms of industry-level performance, which is divided into two parts. The first part focuses on productivity, and the second part focuses on wages. Table 4 shows the results for the analysis of productivity growth, which is measured as the value added per worker. To take into account the dynamic nature of the process, our estimations are based on system GMM. 21 In particular, we use a catching-up equation (e.g., Griffith et al., 2004) in which the dynamic term is the lagged distance-to-frontier effect, which is computed as the difference between each industry's productivity of and that of the most productive industry divided by the latter's productivity (Distance to frontier). 22 The inclusion of the distance-to-frontier term allows the modeling of productivity dynamics as dependent on the scope of the catching up of the specific industry at stake (Nicoletti and Scarpetta, 2003) . All variables are in log to allow for a direct interpretation of the effects in terms of elasticity. Table 4 ABOUT HERE
Productivity
The first specification, Model 1, shows that the effect of skill upgrading is, as expected, positive and statistically significant. In particular, a 1% increase in the intensity of NR intensity yields a 0.18% increase in productivity. Note that this effect is akin to a short-term effect because it is obtained by controlling for the distance-to-frontier term. The distance-tofrontier coefficient suggests cross-industry convergence with a large effect of 6.8% catchingup on a yearly basis. Our catching-up specification for productivity dynamics captures faster productivity growth in industries with lower initial levels, as the positive sign of the dummies for middle-and low-tech industries confirms. However, this specification suffers from an omitted variable bias, as many other sources of productivity growth are not included. We address this shortcoming by including various proxies for skills and other drivers of productivity.
The addition of the industry employment shares of HS and MS, using LS as 'reference group', to Model 2 reverses the result for NR intensity, which is now negative. In turn, higher shares of HS and MS workers are observed to have positive productivity effects with shortterm elasticity (0.15% and 0.1%, respectively). This finding suggests that the relative quantity 22 We use information from our productivity measure and define the productivity distance in sector i and year t as the value of the most productive industry in year t: Max(Prod) t .
of HS workers matters more than the relative quality of the workforce for industry productivity growth.
To further elucidate the catching up, the sample is split into two groups according to initial productivity levels, above (Model 2a) and below (Model 2b) the median productivity of the pre-sample period, 1990-1998. Observe that catching up is concentrated in industries above the median productivity level. Because the distribution of value added per capita is rightskewed, industries with average productivity levels catch up with those at the frontier. The Comparing these results with the existing literature, these technology-related results resonate with evidence on the positive impact of ICTs on industry productivity (Siegel and Griliches, 1992; Jorgenson et al., 2008) . For trade, the effect is not in line with new trade models à la Melitz (2003) , and it is important to note that this last set of results is not always robust to the use of a robust BE estimator (see Appendix). Finally, the finding on the effect of NR skills is consistent with the study of Wolff (2003) , showing that growth in cognitive skills has a positive, albeit modest, association with industry productivity growth. Reassuringly, this main result on the effect of NR skills on productivity is robust to changes in specifications and to different productivity measures.
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Industry wages
Wage changes are frequently used in the study of the dynamics of skills and employment.
The existing literature extensively analyzes the effect of routinization and trade on wage inequality, i.e., the wage difference between higher and lower occupations. The usual assumption is to rank occupations according to their initial skill levels, so that the effect of interest is not skill upgrading on wages but rather trade and technology on wages mediated by the initial skill level. In this section, we address a complementary research question: how much do wages react to upgrading an occupation's NR skill content? Wages are interpreted here as a measure of economic performance at the occupational level. 24 This shift in perspective is possible because our dataset allows us to create skill measures for occupational macro-groups that vary over time and across industries. 25 All things being equal, we expect that workers with higher NR intensity values will be paid more.
The evolution of the wages of occupation i in industry j is characterized by true state dependency, which leads us to adopt, for the same reasons discussed earlier in regard to NR intensity, a dynamic specification. However, the lagged dependent variable is not normally included in the standard Mincerian wage equation. Hence, in Table 5 , we compare two main specifications for wages: the baseline model with industry fixed effects, but without dynamics (Models 1-3), and our favorite dynamic specification, estimated with system GMM (Models 4-6). Here we instrument the lagged dependent variable, the occupational-specific level of NR intensity and its share of employment. Again, all variables are in log to interpret the effects in terms of elasticity.
Models 1-3 in Table 5 show that the effect of NR intensity is positive and statistically significant across all occupational groups. However, the estimated elasticity is decreasing in the occupational ranking and is significantly lower for LS occupations. Additionally, Emp HS has a positive wage effect for clerks (p-value=0.10), even more so for lower occupations.
Conversely, Emp MS is associated with a statistically significant wage penalty for all occupational groups. what we noted in regard to productivity, the effects of trade on wages are not very robust to the use of the BE estimator, while the other variables remain qualitatively unaffected (Table   A3 in online appendix).
The modest and unclear wage effect of trade is accounted by two effects that tend to cancel out at the macro level. On the one hand, a contraction in employment entails a selection effect that favors the best workers' survival and increases their average productivity and, in turn, their wages. On the other hand, lower bargaining power compresses the wages of continuing workers. Overall, these findings are in line with other industry-level studies showing that trade competition has had little impact on US manufacturing wages (Edwards and Lawrence, 2010; Ebenstein et al., 2013) .
Concluding remarks and future research
This augmented the productivity of occupations requiring high levels of interactive and analytical skills to the detriment of routine-task intensive occupations. Such a process, in turn, gave way to significant divergences within and between occupations and industries. The first goal of the paper was to assess whether technology continued to be a source of divergence throughout the 2000s. We also acknowledge the prominence of other global forces, in particular the remarkable transformation of the global import-export matrix due to the expansion of international trade with China and other emerging economies. Accordingly, the second goal of the paper was to gauge the impact of trade on the skill content of US occupations and industries after the increase in trade with low-wage and emerging countries.
Our analysis yields three main results. First, import competition from low-wage countries has induced skill adaptation in LS industries that are arguably more exposed to foreign competition. In general, compared with technology, trade emerges as a stronger driver of demand for non-routine skills during the 2000s. The second key finding is that both technology and imports from low-wage countries have induced skill convergence across industries not due to convergence across occupations. Indeed, both technology and trade with low-wage countries induce stronger skill upgrading for HS and LS occupations and, in turn, a polarization effect. The last result is in line with previous literature and confirms that higher non-routine skills have overall modest effects on both productivity and wages, except for in HS occupations.
Looking ahead, the limitations and omissions of this study are a compass for future research on these issues. To keep things simple, we opted for an admittedly uncomplicated portrayal of technology, which leaves plenty of room for a richer characterization. One step in this direction is the exploration of a notion that has been mentioned but not fully developed here, namely, that technology evolves and that different stages of the life-cycle significantly influence the relevance of the skills that are necessary to use technology (Vona and Consoli, 2015) . Second, the data available to us cover a time span that is too short to disentangle the changes in employment shares between occupations from the changes in task content within occupations. Such an analysis would mark an important step towards understanding the evolution of occupations beyond mere structural changes. Yet another promising departure from the present paper would be an analysis of the origin of new educational programs. In a truly dynamic process, the short-run imbalances triggered by trade and technology on the demand for skills are expected to stimulate the creation of educational packages aimed at facilitating the diffusion of new skills. In this spirit, our future research will focus on the evolution of formal education and training in response to changing demand for particular skills. 
