ABSTRACT In recent times, the trending modification of control chart is a result of its effective application in various aspects of life. In this paper, we propose a new charting scheme called mixed exponentially weighted moving average (EWMA) dual-cumulative sum (CUSUM) to monitor the location parameter. The driving goal, which inspired this scheme, was the enhancement in the sensitivity of the control scheme used by analyzers in the petro-chemical industry which identify different quantities of components present in different catalysts. The proposed scheme is the combination of a dual-CUSUM chart and a time-varying EWMA chart. We explore the scheme with robust estimators by evaluating their thresholds in the presence of disturbances and contaminations. We do this by introducing both location and variance contaminants into the process environment. The average and standard deviation of the run lengths were used as the benchmark for performance evaluation through the various estimators. We applied this scheme on real life datasets from refinery laboratory statistics which is the case study.
I. INTRODUCTION
Control charts are among the most essential techniques of all the tools of Statistical Process Control (SPC). They are widely used in industries, getting premium attention of academia. However, they are phasing-out the vestiges of other tools of SPCs such as Pareto charts, cause and effect diagrams, checklists, histograms etc. (see [1] ). Control charts provide a retrospective study of any particular process, defines the in-control state and assess the stability of the process over a specified period of time while constructing a reliable control limit for the process in Phase I. In Phase II, control charts monitor and measure the process based on the designed limits therein to prevent/report any variations that could disrupt the process from meeting the target parameters. The variations are of two types: Natural cause and assignable cause of variation. The presence of the natural cause of variation in a process doesn't take it from the fold of being in statistical control, whereas, the assignable cause of variation purportedly puts a process in an out-of-control state.
The sensitivity of the memory chart has elevated its utilization in recent times, sparking the interest of researchers looking at the modification of these charts to increase their sensitivity and detection abilities. Scores of publications are available in literature on modifications of the Cumulative Sum (CUSUM) and Exponentially Weighted Moving Average (EWMA) charts; the two major types of memory charts. The combination of the Shewhart and CUSUM statistics form a single control chart which was introduced by Lucas [2] , producing a chart that measures both large and moderate shifts in the process. Lucas and Saccucci [3] in a similar way, designed a Shewhart-EWMA chart that enhanced the performance of the chart. Lucas and Crosier [4] initiated the Fast Initial Response (FIR) modification that was incorporated into the CUSUM chart to produce a head start. Similarly, Lucneo and Puig-Pey [5] proposed a random intrinsic FIR of one-sided CUSUM chart. In the name of increasing the sensitivity of the CUSUM chart, Yaschin [6] designed a weighted CUSUM that assigned different weights to previous information. Jiang et al. [7] differs where his approach with an adaptive CUSUM procedure using EWMA-based shift estimators in a range of targeted shifts. Meanwhile, Wu et al. [8] recently proposed an enhancement to the adaptive scheme. Liu and Tien [9] designed a single featured EWMA-X control chart fordetecting shifts in process mean and standard deviation together. Recently, Riaz et al. [10] improved the CUSUM control charts performance by applying the concept of run rules schemes. Abbas et al. [11] applied the same modification to the EWMA chart.
Abbas et al. [12] pioneered the mixture of two memorytype charts to increase the ability of detecting minute and moderate shifts. He proposed a combination of the EWMA and CUSUM structures to form a single chart, called the Mixed EWMA-CUSUM (MEC) chart. Zaman et al. [13] designed a Mixed CUSUM-EWMA (MCE) statistic which differs from the previously mentioned combination. The difference between MEC and MCE will be explained in the next section. Interestingly, Ajadi et al. [14] and Zaman et al. [15] have worked on improving and/or increasing the sensitivity ability of either the MEC or MCE charts. For more modifications in mixed control charting, see [16] - [19] and references therein.
Dualizing a one-sided CUSUM statistic was an idea of Zhao et al. [20] which he tapped from modifying Lorden's [21] strategy of combining a set of infinite numbers of classical CUSUM and monitoring them simultaneously. Zhao et al. [20] made a finite number (in fact two) of combinations and monitors them simultaneously which produced a simulation results unlike Lordens. The Dual-CUSUM has since proved superior the classical CUSUM in performance. Series of articles are available for dualizing the EWMA statistic. Shamma and Shamma [22] , Zhang and Chen [23] , Mahmoud and Woodall [24] , and Alkahtani [25] have all independently studied the Double EWMA chart. They investigated the signal resistance measure and emphasized the superiority of the Dual EWMA statistic over the classical EWMA and evaluated its robustness in comparison. Zafar et al. [26] also made a comparative study of various memory charts (that measure location parameter) under normal and contaminated environments.
In this article, we have aimed to enhance the performance of control schemes used by analyzers in a petro-chemical sector. To this aim, we adopted a memory-type chart which incorporates both the mixture of the EWMA chart and a dualization of the CUSUM charts. We propose a Mixed EWMA-Dual CUSUM chart for monitoring the location process. This proposed scheme entails a dual single CUSUM and EWMA setup. Though the two components are memory charts, such as MEC and MCE, but the CUSUM statistic is dualized, which turns out to perform better than the classical CUSUM. The sensitivity of the proposed scheme increases rapidly by the combination of two memory charts, which implies a quicker ability of the scheme to detect a shift. This article also explores the proposed scheme with different location estimators to inculcate robustness for withstanding different disturbances.
II. MEMORY-TYPE CONTROL CHARTS
What distinguishes the memory-type charts from the memory-less chart is that the former employs both the past information of any process in addition to the present information for designing its structure. While the latter only uses the current information for constructing its charts. This important feature of the memory-type charts enables it to quickly detect moderate and minuscule shifts in the process under consideration unlike the memory-less charts. The two types of the memory charts are the Cumulative Sum (CUSUM) and Exponentially Weighted Moving Average (EWMA) and their mixed variants are the Mixed EWMA-CUSUM and Mixed CUSUM-EWMA (MCE). The four memory charts are explained in detail in the subsections below.
A. THE CLASSICAL CUMULATIVE SUM (CUSUM) CHART
The Cumulative Sum chart which was originated by Page [27] has become commonly used control chart for monitoring small and moderate shifts in processes. The classical CUSUM control chart comprises of two statistics C + i and C − i which are plotted against a single limit interval H . Researchers have published a number of articles where the selection of these parameters (K and H ) and its effect on the chart were studied in details (See [28] for the detailed structure of CUSUM chart).
B. THE CLASSICAL EXPONENTIALLY WEIGHTED MOVING AVERAGE (EWMA) CHART
The memory-type control chart EWMA used for the process mean which was introduced by Roberts [29] . The two parameters of EWMA chart are λ (sensitivity parameter) and L (limit coefficient). The smaller the value of λ the more VOLUME 6, 2018 sensitive the chart becomes to the smaller shifts. Inferably, if λ = 1, the chart then becomes a Shewhart chart, which is memory-less and suitable for large shifts. Details regarding the application of the EWMA chart in the chemical engineering sector can be seen in [30] and references therein.
C. THE MIXED EWMA-CUSUM (MEC) CHART
The assortment of the two memory-type charts was pioneered by Abbas et al. [12] . He proposed the combination to improve the sensitivity of the charts. The MEC chart was designed as such to embed the EWMA statistic into the CUSUM statistic. This combination results in a chart structure closer to the CUSUM chart in appearance. The MEC chart is defined as follows:
where M . a i is a time-varying reference value for the chart and Q i , the EWMA structure is defined in equation (2);
where λ q is the smoothing constant just like λ in the classical EWMA, such that 0 < λ q < 1 and the initial value of Q i statistics is set equal to the target mean (i.e. Q 0 = µ 0 ). The mean and variance of Q i statistics are given as:
The Y i is the ith sample point of the process under consideration with individual observations. The two parameters of this chart are both time-varying due to the effect of the variance of the EWMA structure therein, and they are defined as:
The constants a * and b * are chosen dependently for a specified ARL 0 value. The statistics M , the process has shifted below the target value (see [12] ).
D. THE MIXED CUSUM-EWMA (MCE) CHART
The hotchpotch of this scheme is a total reverse of the MEC chart. Where the MEC chart uses the EWMA structure as an embedment of the CUSUM statistics, the MCE chart was designed making the EWMA statistics the predominant part of the medley and making the CUSUM chart subsidiary. The pioneer of this alternative idea was Zaman et al. [13] . He defined a proposed scheme with two statistics: 
Adopting the parameters in equation (6), the control limit of MCE scheme is defined as:
where L C is the width coefficient. Whenever MCE + t goes beyond UCL t at point t, the process is said to have shifted upwards. If MCE − t crosses the limit, the process is deemed as shifted downwards.
III. THE PROPOSED MIXED EWMA-DUAL CUSUM CONTROL CHART
This proposed chart comprises of a dual one-sided CUSUM statistics and a classical EWMA chart. The predominant VOLUME 6, 2018 part of this mixture is the dual-CUSUM (DCUSUM), as the EWMA structure is embedded in it. Before getting into details, it should be noted at this point that all charts aforementioned were explained and designed for individual observation, and therefore can easily be extended for subgroup observation when sample size n > 1. The rest of the scheme will be based on subgroup observation. The Dual-CUSUM designed by Zhao et al. [20] is being modified in this proposed scheme as:
The statistics are characterized by different parameters whose selection are based on some axioms, Z i is the EWMA structure defined as:
andθ i is the estimator of i th sample subgroup of the process under consideration. As usual, the smoothing factor of the EWMA structure lies between 0 < λ ≤ 1 and the initial values of the statistics are made equal to zeros (i.e. C + 10 = C + 20 = 0) while the initial value of the EWMA structure is set equal to the target mean, that is, Z 0 = µ 0 . Logically, the mean and variance of Z i are given as:
The parameters K 1 , K 2 and H 1 , H 2 are dependently chosen for the statistics C + 1i , C + 2i with a specified ARL 0 based on the following conditions:
In order to avoid the redundancy and inefficiency of any of the two statistics, these three listed conditions must be met. These parameters are then used to construct the control limits as defined in equation 11;
where t = 1, 2. The statistics are then plotted against their respective limits. If at any point either of the two statistics crosses their respective limits, the process is said to be out of control.
Theθ i can then be replaced by any estimator of location or dispersion. For the course of this article we shall explore this scheme by five different estimators including the mean. The mean is kept as a yardstick to measure and evaluate other estimators. The efficiency and robustness of this scheme is a factor of the estimator with which it was constructed. These five estimators have been examined by researchers and were proven to be able to withstand disturbances, both in the location and dispersions parameters. The five estimators are defined as follows based on a random sample of size n with observation {x 1 , x 2 , . . . x n }:
1. Meanx: Is the summation of all the observations in a sample divided by the sample size i.e.x = n i=1 x i n . The sample mean is not a robust estimator, though it's a useful and common measure of central tendency, especially for processes that follow a normal distribution, but included in the study as a base of comparison between others. 2. Medianx : Unlike the mean, the median is a robust estimator of location. It is said to have a breakdown point of 50%, whereas the mean has a breakdown point of 0%. It is the numerical value that separates the higher half of a sample from the lower half. For an odd number sample, the median is the middle order statistic, and the average of the two middle-order statistic for an even number. 3. Mid-range: Is the average of the largest and lowest observation in a sample. It can also be defined as the mid-point of range. Due to its composition, the two extreme values in the sample make it very sensitive to outliers. Furthermore, it's also a non-robust estimator as it ignores all other elements of the sample in its computation, having a breakdown point of 0%. 4. Tri-Mean: The tri-mean, also referred to as Turkey trimean, is defined as the weighted average of the sample VOLUME 6, 2018 median and its two quartiles. TM =
. It is also equivalent to the average of the median and the mid-hinge TM = 2 ). It is a robust estimator of location that combines the median's emphasis on center values with the mid-hinge's attention to the extremes. It has a breakdown point of about 25% and 88% efficiency relatively to the sample mean. 5. Hodges -Lehmann: Hodges and Lehmann [31] proposed an estimator defined as the median of the pairwise averages of all the observation in a sample. HL = median (x i + x j )/2, 1 ≤ i < j ≤ n . It is a robust estimator with a breakdown point of 29% and at least 95% of relative efficiency compared to mean with the presence of contaminations and outliers in the probability distribution under consideration.
IV. PERFORMANCE EVALUATION OF THE PROPOSED SCHEME
The common and most widely-used measure of control charts is the run length behavior of the scheme. The run length can be simply defined as a random variable representing the number of plotted statistics until a signal occurs. The average of this random variable is called Average Run Length (ARL), while its standard deviation is termed Standard Deviation of Run Length (SDRL). The ARL and SDRL are of two versions; the in-control denoted as ARL 0 and SDRL 0 , that is, the ARL and SDRL of the chart when there is no shift in the process (δ = 0) and the other one is the out-of-control ARL and SDRL, denoted as ARL 1 and SDRL 1 . These are the ARL's and SDRL's when the process has shifted from its target mean (δ = 0). The run length distribution of a control chart can be investigated through different techniques such as Markov chains [32] , integral equations [33] , and Monte Carlo simulations. These are the three main methods of obtaining the ARL values of control charts. Due to the complexity of using either Markov chains or integral equations on the proposed scheme, for the course of this study, we have employed Monte Carlo simulation by developing an algorithm in Matlab, which records the run length, this algorithm was repeated 10 5 times, afterwards the average and standard deviation of the run length variable are calculated.
The algorithm for simulating the ARL's and SDRL's was that, we generated a 5 × 10 5 random numbers of sample size n = 5 each, from a standard normal distribution, calculated the five estimators explained above, standardized them (haven known the standard deviation of each estimator) and use them for constructing the mixed EWMA-DCUSUM chart for a range of shifts, combinations of K 1 , K 2 and H 1 , H 2 for a specified ARL 0 = 370 and different cases of λ. Recall that in the classical EWMA, if the smoothing factor λ = 1, the chart becomes a Shewhart chart (a memory-less chart) also if λ = 1 in the MEC chart, it becomes a classical CUSUM chart. Similarly, when λ = 1 in our proposed scheme, it results to the DCUSUM chart. We carried out this algorithm for different values of λ under the contaminated and uncontaminated normal environments. Prior to applying the proposed scheme on a real data set, we use the algorithm for simulating a synthetic data. The simulations generate the in-control ARL's ((ARL 0 ) and the out of control ARL's (ARL 1 ) for different conditions. These conditions are the uncontaminated environment, the location-contaminated environment and the variance contaminated environments. The significance of these values are explained in sections 5.1 -5.3 for each environment.
A. UNCONTAMINATED NORMAL ENVIRONMENT
By uncontaminated normal environment, we mean the standardized normal distribution, that is the process was drawn from a N µ 0 = 0, σ 2 0 = 1 . Adopting the algorithm earlier described, we computed the ARL's and SDRL's of MEDC schemes for different values of EWMA structure smoothing factor λ, (λ = 0.05, 0.25, 0.5and0.75). we found out that the simulation result of MEDC scheme for λ = 1, is exactly the same as the DCUSUM scheme. Table 1 (a-d) shows the result for uncontaminated environment for a specified ARL 0 = 370. When δ = 0, the ARL 0 's of all the five estimators are close to zero in all cases of λ. Though the scope of this study is not to compare the choice of λ, yet there is a room for that. Under this environment, the performance of the estimators are close because they are all unbiased estimator of the mean. Despite the closeness, the mean estimator distinguishes itself from others by having the lowest out of control ARL's, followed by it are Trimean and Hodges-Lehmann estimators. Finally comes the Midrange and Median estimators in that hierarchy.
B. LOCATION -CONTAMINATED NORMAL ENVIRONMENT (LCNE)
A random variable X is said to be drawn from a LCNE, if it has (ϕ) 100% observations from N (µ 0 , σ 2 0 ) and (1 − ϕ) 100% observations from N µ 0 + ωσ 0 , σ 2 0 where −∞ < ω < ∞. We introduced disturbances -based on this definition-to our synthetic data in order to investigate how long the estimators could retain their performance in the VOLUME 6, 2018 presence of disturbances and violation of normality assumptions. This feature is the yardstick we measure the robustness of the scheme via the respective estimators. Generating the random variables from a 10%, 5% and 1% location contaminated environment with ω = 4, goes a long way to reveal the robustness of each estimator. To save space, we shall limit the discussion of the simulation results on the 1% contamination only. The ARL 0 's of all the estimators are lesser than 70% of the expected value 370.
The contamination is the major factor for this gross reduction, added to it is the fact that its location based, while the scheme is also monitoring the location parameter.
However, the aim of the study is not defeated; we noticed that both midrange and mean turn worst as their performances were not comparable with other estimators (cf. Table 2(a-d)) . Whereas, the median, trimean and Hodges-Lehmann estimators are relatively performing better. Though the median has the highest ARL 0 , but its inability to send quick signals in the presence of small shift as revealed by smaller values of ARL 1 's deprived it from being the best estimators. On the other hand, trimean and Hodges-Lehmann combined the features of being robust against contamination and the ability to send signals quickly in the presence of any shift. Relatively, the trimean is the overall best estimator, followed by Hodges-Lehmann and median estimators respectively under the location contaminated environment.
C. VARIANCE -CONTAMINATED NORMAL ENVIRONMENT (VCNE)
A random variable say X , is said to be drawn from a VCNE, if it has (ϕ) 100% observations from N (µ 0 , σ 2 0 ) and (1 − ϕ) 100% observations from N µ 0 , τ σ 2 0 where −∞ < τ < ∞. Similarly, we generated the random variables for simulating the MDCE schemes from 5% and 1% VCNE, with τ = 9, for different values of λ. The outcomes of the simulation results were not different rather better than the LCNE case (see Table 3 (a-d) and Figure 3) . Here, the least ARL 0 is greater than 80% of the expected 370 value for the in-control ARL. The hierarchy of the estimators' performance is still maintained in this environment both the in and out of control ARL's. The trimean, Hodges-Lehmann and median estimators (in hierarchy) are more robust than the mean and midrange estimators.
V. NAPHTHA REFORMING CATALYST ANALYZER
Monitoring the performance of chloride in Naphtha reforming catalyst analyzer is indeed significant. Chloride is the VOLUME 6, 2018 active component of the catalyst used in the naphtha reforming process at petroleum refineries; where naphtha quality is upgraded from a low octane number of naphtha to high octane number upon passing the low naphtha feed via reactors filled with catalyst. The high octane number naphtha is used for making high octane numbered gasoline.
Catalysts with a very high concentration of chloride cause severe cracking to the feed (i.e. the naphtha) and catalyst with very low concentration of chloride cause the catalyst inactive. The parameter monitored was chloride concentration level -expressed in weight%-in catalyst used in petroleum refining process. The chloride concentration level was estimated experimentally by using the globally adopted standard lab testing procedure ''UOP979: Total Chloride in Alumina Supported Catalyst by WD-XRF''. The confidence limit obtained from the analytical method is not available for chloride concentration level of 1-wt%. The catalyst concentration limit in chloride has to be balanced and controlled during the chemical reforming process. This is why monitoring is indeed paramount. Coupled with the facts that catalysts are very expensive, shutting down the naphtha reforming chemical plant due to uncontrolled chloride concentration negatively impact the chemical process plant economics.
Regular catalyst sampling and testing for the chloride content is a common practice at petroleum refineries.
Typically, X-Ray Fluorescence Spectrometry (XRFS) is the technique used at petroleum refineries laboratories for testing the chloride content in naphtha reforming catalyst samples. This lab testing procedure is based on grinded small portions of the catalysts to a fine powder, which are then packed and introduced in the XRFS to measure the chloride concentration level. The XRFS chloride analyzer is regularly calibrated. Prior to making measurements of the routine catalyst samples, a quality control catalyst standard with a chloride concentration level (0.99wt % ±1 %) is used. The Shewhart chart type is used for monitoring the XRFS chloride analyzer for potential process drifts.
Meanwhile, we used an Energy Dispersive X-Ray Fluorescence Spectrometry (ED-XRFS) in our study. The ED-XRFS is also an X-Ray based lab analyzer like XRFS, but the advantage is that it derives its data from a sample size as minuscule as a few microns thick and a few micrograms in weight. Observations obtained by X-Ray based analyzers such as ED-XRF are characterized by being so stable with very small magnitudes of variations. So only sensitive charts will be able to detect the process shift for observations obtained from X-Ray measuring equipment. Unlike the Shewhart chart, a memory-type chart is needed in order to enhance the ability of the scheme adopted by the analyzers in detecting small and smaller shifts from the prescribed target level of the chloride concentration.
VI. APPLICATION OF THE SCHEME WITH A REAL-LIFE DATA SET
In this section, we present the practicability of the proposed scheme using a real-life data set from a petro-chemical sector, which is the goal of the research. As earlier explained in section 3, the rate of shifts of chloride content in catalysts used in Naphtha process is so minimal to be monitored by memory-less type of control chart, such as Shewhart. Therefore, it should be monitored by memory-type chart and its modifications that are more sensitive to small shifts.
The dataset we employed was a 30 by 5 sample points, recorded from Energy Dispersive X-Ray (ED X-Ray) in determining the level of chloride concentration (in weight %) in Silica Amorphous catalyst. We used these dataset as originally collected from the analyzer, and regard it as the uncontaminated-normal version of the data, then explored it through all the five estimators under comparison. We then went ahead to introduce some contaminations based on our definitions in sections 5.2 and 5.3 on the original dataset, and applied the scheme using the same set of estimators.
The results are presented in three folds, the uncontaminated normal environment (original dataset), the location contaminated environment and the variance contamination environment. Each of these three folds has five charts representing each of the five location estimators under consideration.
The outcome of the application (cf. Figures 2-3 ) is unsurprisingly buttressing the facts established by the simulation results. In each of the charts, the process is said to be out of control if the C 1i crosses the H 1 or/and the C 2i crosses the H 2 , otherwise, it's in control. With a careful look at all the graphs, we noticed that, the scheme while using the mean and midrange estimators is out of control as either of C 1i or C 2i is getting beyond H 1 or H 2 respectively. Even in the uncontaminated fold of the result (i.e. the original dataset), the performance of these charts is not an exception.
The results of this scheme based on the dataset implies, the analyzer (which has been comfortable with the memory-less type of chart using only the mean estimator), couldn't detect any abnormality in the process. Despite the normality conditions met by the dataset and those assumed by the scheme, the mean and midrange estimators were not robust enough to keep the process under control. Whereas, other competing estimators; Trimean, Hodges Lehmann and median were not reporting unnecessary false alarms.
On the other hand, we compare this scheme to its contemporary using the dataset. The DCSUM scheme is plotted on the dataset, in the three ramifications; the uncontaminated, the location contaminated and the variance contaminated environments. Figures 5-7 depict that the DCUSUM cannot detect any out of control observation for all the estimators, neither in the uncontaminated environment nor the contaminated environments. This Implies the MEDC scheme outperform the DCUSUM scheme, as the MEDC could detect shifts and send signal faster than the DCUSUM scheme.
VII. SUMMARY AND CONCLUSION
In this article, we proposed a mixture of the DCUSUM and EWMA structures, making DCUSUM a dominant part of the scheme. We explored the scheme with the five estimators and investigated their robustness under contaminated and uncontaminated normal processes. With the EWMA structure embedded, the smoothing factor is also playing a significant role to how fast, the scheme could detect small shifts if any.
Findings show that the mean estimator is preferred to others under the uncontaminated environments, but it is not robust against contamination. Under the location and variance contamination, the trimean estimator out performs others, next to it in performance is the Hodges-Lehmann estimator. Despite the largest values of the median estimator for the in-control ARL, its weak performance in the out-of-control deprived it from been the best in the contaminated environments.
It should be noted that the proposed scheme (with λ ≤ 0.25) is very robust against variance contamination. Even without using the robust estimators, it has almost the same in-control average run length values. In terms of out of control average run lengths, mean estimator has minimum values, followed by Hodges-Lehmann and trimean 
