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Abstract. This paper describes an innovative approach to estimate mo-
tion from image observations of divergence-free flows. Unlike most state-
of-the-art methods, which only minimize the divergence of the motion
field, our approach utilizes the vorticity-velocity formalism in order to
construct a motion field in the subspace of divergence free functions.
A 4DVAR-like image assimilation method is used to generate an esti-
mate of the vorticity field given image observations. Given that vorticity
estimate, the motion is obtained solving the Poisson equation. Results
are illustrated on synthetic image observations and compared to those
obtained with state-of-the-art methods, in order to quantify the improve-
ments brought by the presented approach. The method is then applied to
ocean satellite data to demonstrate its performance on the real images.
1 Introduction
A fluid is called incompressible if its velocity field has zero divergence. A fluid
is said incompressible if its motion is characterised by a null divergence. For
instance, atmosphere and ocean are such incompressible fluids that are daily
observed by a large number of satellites providing 2D observations of these sys-
tems. The 2D incompressible hypothesis still remains a good approximation for
ocean satellite sequences if no or small vertical motion occurs (no upwelling and
downwelling). This is the geostrophic assumption. Introducing the divergence-
free heuristics for motion estimation methods is then a promising issue for such
data sequences.
If the divergence-free assumption is assumed to be valid on an image se-
quence, it should be implemented through the whole computational process.
However, in most of image processing methods, the velocity field w is estimated
by solving a brightness transport equation with additional regularisation terms.
In order to satisfy the divergence-free hypothesis, these terms constrain the di-
vergence to be as small as possible, but its value is not zero. In the data as-
similation framework, motion is estimated as a compromise between heuristics
on the dynamics of w and the image observations [1]. If the motion field is
divergence-free, it is then only characterised by its vorticity ξ, according to the
Helmholtz orthogonal decomposition [2]. In this paper, we then propose to re-
place the heuristics on the dynamics of w by their equivalent on the vorticity
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ξ. As temporal integration of vorticity requires an additional knowledge of the
velocity field, an algebraic method is described, based the projection of vorticity
on a reduced basis, that converts vorticity to velocity. The divergence-free mo-
tion estimation problem is then formalised as a cost function to be minimised.
Its gradient is computed from an adjoint variable [3]. The output is the vorticity
field computed over the whole assimilation window, corresponding to the input
image sequence. The motion field is obtained from that vorticity field solving
the Poisson equation.
During the last two decades, many authors investigated the issue of fluid
flow motion estimation, see for instance [4] for a survey. On one hand, transport
brightness equations, based on fluid flow laws, have been proposed as alterna-
tives to the famous brightness constancy assumption [5]. For instance, a 2D
brightness transport equation may be derived from the 3D continuity equation
in radiography fluid flow imagery [6,7]. The 2D continuity equation has also
been proposed due to its robustness to rotational motion [8,9]. For Sea Surface
Temperature (SST) oceanographic images, a 2D brightness transport equation
is derived from a 3D model of ocean surface temperature [10]. On another hand,
regularisation techniques, dedicated to fluid motion estimation, have been in-
tensively studied. On 2D image sequences, a notable result is due to Suter [11],
which proposed to restrain the divergence and the curl of w or their variations
to be as small as possible. Each term having its own weight value, the user
decides to constrain the divergence or/and the vorticity to be either low value
or spatially regular. Suter’s solution is computed with a variational technique
and a B-spline decomposition. Additionally, Isambert et al. [12] proposed a B-
spline multi-scale approach and a partition of unity to define control points,
used to derive the solution. A multi-resolution div-curl regularisation combin-
ing Markov Random Field and Gauss-Seidel relaxation is described in [13]. The
div-curl regularisation has also been used for 3D images of fluid flow [14,15], on
which the incompressible assumption is verified. In [14], 3D velocity is computed
from 3D Cine CT images using a L2 regularisation under divergence-free con-
straint. In [15], motion is computed with a 3D div-curl regularisation function
and stochastic models. To constrain motion having exact null divergence, alter-
natives to div-curl regularisation are proposed in the literature. Ruhnau et al.,
in [16], solves the optical flow equation under the constraints of Stokes equation
and null divergence. Amimi, in [6], characterises the divergence-free motion as
deriving from a stream function that verifies the optical flow equation.
More recently, variational data assimilation methods were applied to estimate
motion using a dynamic equation on the velocity field. Ruhnau et al., in [17],
define a filtering method, based on an evolution equation of vorticity. The vor-
ticity being initialised with a null value at T = 0, the method minimises, at each
observation date, an energy function under the constraint of null divergence.
This function includes three terms: optical flow equation, spatial regularity of
vorticity, and coherency with the evolution equation of vorticity. The authors
explain that estimations are reliable after around ten observations, which makes
the method not usable for shorter sequences. In [18], velocities and temperature
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are computed from Shallow-Water and transport equations and temperature
values are compared to SST image acquisitions. The velocity field is regularised
with a second order div-curl norm. In [19], vorticity and divergence are both
components of the state vector. The vorticity dynamics is described by a 2D
approximation of the Navier-Stokes equations, that requires the simultaneous
knowledge of velocity and vorticity. The divergence is supposed to be function
of a Gaussian random variable and the authors use the heat equation to describe
its dynamics. The computation of motion from vorticity and divergence is then
performed in the Fourier domain using the Biot-Savart law. The comparison
of the state vector with the image observations is achieved by the optical flow
equation. In Papadakis et al. [20], a pure divergence-free model is defined for
periodic motion field: motion is characterised by its vorticity value, which is the
only component of the state vector, and the 2D Navier-Stokes equations provide
the dynamic model. An error term on the dynamics is considered as a control of
the optimisation problem. Images are assimilated using the optical flow equation
as observation equation. The underlying assumption is that motion is constant
between two consecutive acquisitions, which is however not coherent with the
dynamic model.
This paper describes a divergence-free motion estimation approach, based on
the Euler equations, and relying on an algebraic method to derive the motion
vector from its vorticity value. The state vector X includes the vorticity value ξ
and a pseudo-image Is: X =
(
ξ Is
)T
. Is is supposed to have the same temporal
evolution as the studied image sequence. In the paper, the heuristics of trans-
port of grey level values by the motion field is applied. During the assimilation
process, values of Is are compared to image observations in order to constrain
the motion estimation process. The paper will discuss the impact of including
the pseudo-image Is in the state vector on the quality of results. The assump-
tion of Lagrangian constancy for w is used, from which an evolution equation of
vorticity ξ is derived.
Section 2 describes the divergence-free image model used for motion estima-
tion on an image sequence. As the evolution equations involve the velocity w,
the algebraic method that computes w from its vorticity ξ is described. Section 3
explains how the solution is obtained by minimising a cost function with a strong
4D-Var (for a perfect model with no error on the dynamics) data assimilation
method. Section 4 details the numerical aspects required for an effective imple-
mentation by interested Readers. Section 5 quantifies results on synthetic data
and discusses the estimation obtained on oceanographic satellite data. Compar-
isons with state-of-the-art methods are provided, that justify the interest of our
approach.
2 Problem statement
This section describes the divergence-free model, that represents motion on an
image sequence.
4 I. Herlin, D. Be´re´ziat, N. Mercier, S. Zhuk
Let us denote Ω × [0, tN ] the bounded space-time domain on which images,
vorticity and motion fields are defined.
2.1 Divergence-free model
Vorticity characterises a rotational motion while divergence characterises sinks
and sources in a flow. 2D motion w =
(
u v
)T
is described by its vorticity,
ξ =
∂v
∂x
−
∂u
∂y
, under the hypothesis of null divergence [2]. ξ is chosen as the first
component of the state vector X of the model. Deriving the evolution law for
ξ requires heuristics on the velocity w. The Lagrangian constancy hypothesis,
dw
dt
= 0, is considered in the paper. It can be expanded as:
∂w
∂t
+ (w.∇)w = 0:
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= 0 (1)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
= 0 (2)
Let us compute the y-derivative of Eq. (1), subtract it from the x-derivative of
Eq. (2), and replace the quantity
∂v
∂x
−
∂u
∂y
by ξ, we obtain:
∂ξ
∂t
+ u
∂ξ
∂x
+ v
∂ξ
∂y
+ ξ
(
∂u
∂x
+
∂v
∂y
)
= 0 (3)
that is rewritten in a conservative form as:
∂ξ
∂t
+∇.(ξw) = 0 (4)
The pseudo-image Is is transported by motion with the same heuristics as
the image sequence: this is the well known optical flow constraint equation [5],
expressed as:
∂Is
∂t
+∇Is.w = 0 (5)
and rewritten as:
∂Is
∂t
+∇.(Isw) = 0 (6)
under the divergence-free hypothesis.
The model is then defined by the state vector X =
(
ξ Is
)T
and its evolution
system:
∂ξ
∂t
+∇.(ξw) = 0 (7)
∂Is
∂t
+∇.(Isw) = 0 (8)
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2.2 Algebraic computation of w
When the state vector is integrated in time with Eqs. (7,8), from an initial
condition defined at date 0, the knowledge of ξ, Is and w is required at each
time step. The velocity field w should then be computed from the scalar field
ξ at each time step. A stream function ϕ is first defined as the solution of the
Poisson equation:
−∆ϕ = ξ (9)
Then, w is derived from ϕ by:
w =
(
∂ϕ
∂y
−∂ϕ
∂x
)T
(10)
In the literature (see for instance in [20]) Eq. (9) is usually solved in the
Fourier domain with pseudo-spectral methods assuming periodic boundary con-
ditions. However, this periodicity property is inadequate in our context, as there
is no reason having a motion field with periodicity of the image domain’s size. An
algebraic solution of the Poisson equation is proposed in the following, in order
to allow vorticity having Dirichlet boundary conditions with null value [21].
An eigenfunction, φ, of the linear operator −∆ has to verify −∆φ = λφ, where
λ is the corresponding eigenvalue. Explicit solutions of this eigenvalue problem
are the family of bi-periodic functions φn,m(x, y) = sin(πnx) sin(πmy) with the
associated eigenvalues λn,m = π
2n2+π2m2. These functions form an orthogonal
basis of a subspace of L2(Ω), space of square-integrable functions defined on Ω.
They have null values on the domain boundary. Let (an,m) be the coefficients of
ξ in the basis (φn,m): ξ(x, y) =
∑
n,m
an,mφn,m(x, y). It comes:
ϕ(x, y) =
∑
n,m
an,m
λn,m
φn,m(x, y) (11)
and eq. (9) is verified:
−∆ϕ(x, y) = −
∑
n,m
an,m
λn,m
∆φn,m(x, y) =
∑
n,m
an,m
λn,m
λn,mφn,m(x, y) = ξ (12)
At each date, having knowledge of ξ and (φn,m), the values of (an,m) are first
computed. Then ϕ is derived by Eq. (11), using the (λn,m) values.
3 4D-Var Data Assimilation
In order to determine X, the 4D-Var framework considers a system of three
equations to be solved.
The first equation describes the evolution in time of the state vector X. This is
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given by Eqs. (7,8). For sake of simplicity, the system is summarised by intro-
ducing the evolution model M for the state vector X:
∂X
∂t
+M(X) = 0 (13)
Let us consider having some knowledge on the state vector value at initial date 0,
which is described by a background value Xb(x, y). As this initial condition is
uncertain, the second equation of the system involves an error term ǫB :
X(x, y, 0) = Xb(x, y) + ǫB(x, y) (14)
The error ǫB(x, y) is supposed to be Gaussian with zero-mean and covariance
function B(x, y). If estimating motion from an image sequence, the only know-
ledge that is available is the background of the component Is, that is chosen as
the first image of the sequence: I(x, y, t1). The background equation, Eq. (14),
reduces to:
Is(x, y, 0) = I(x, y, t1) + ǫBI (x, y) (15)
with BI the part of B related to Is.
The last equation, named observation equation, links the state vector to the
studied image sequence I(x, y, t) : the pseudo-image Is has to be almost identical
to the image observation I(x, y, t). It is expressed as:
Is(x, y, t) = I(x, y, t) + ǫR(x, y, t) (16)
Image acquisitions are noisy and their underlying dynamics could be different
from the one described by Eq. (8). The observation error, ǫR, is used to model
these uncertainties. It is supposed Gaussian and characterised by its variance
R(x, y, t).
In order to discuss how Eqs. (13,15,16) are solved by the data assimilation
method, the state vector and its evolution equation are first approximated in
time with an Euler scheme. The space variables x and y are further omitted for
sake of simplicity. Let dt be the time step, the state vector at discrete index k,
0 ≤ k ≤ Nt, is denoted X(k) = X(k × dt). The discrete evolution equation is:
X(k + 1) = X(k)− dtM(X(k)) = Zk(X(k)) (17)
with Zk(X(k)) =
(
ξ(k)− dt∇.(ξ(k)w(ξ(k)))
q(k)− dt∇.(q(k)w(ξ(k)))
)
.
Nobs image observations I(ti) are available from the image sequence, at in-
dexes t1 < · · · < ti < · · · < tNobs . Looking for X = (X(0), · · · ,X(Nt)) sol-
ving Eqs.(17,15,16) is expressed as a constrained optimisation problem: the cost
function
J(X) =
1
2
∫
Ω
B−1I (Is(0)− I(t1))
2dxdy
+
1
2
Nobs∑
i=1
∫
Ω
R−1(ti)(Is(ti)− I(ti))
2dxdy
(18)
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has to be minimised over Eq. (17). The first term of J comes from Eq. (15) and
the second one from Eq. (16), which is valid at observation indexes ti.
From Eq. (17), we derive:
X(k) = Zk−1 · · ·Z0[X(0)] (19)
expressing that the state vector at index k only depends on X(0). The con-
strained optimisation problem (18) is then rewritten as an unconstrained one:
minimisation of the cost function:
J(X(0)) =
1
2
∫
Ω
B−1I (HX(0)− I(t1))
2
dxdy
+
1
2
Nobs∑
i=1
∫
Ω
R−1(ti) (HZti−1 · · ·Z0[X(0)]− I(ti))
2
dxdy
(20)
where H stands for the projection of the state vector X on its component Is.
Using calculus of variation, the gradient of J is obtained from its directional
derivative:
〈
∇JX(0), η
〉
=
∫
Ω
(Hη)TB−1I (HX(0)− I(t1))dxdy
+
Nobs∑
i=1
∫
Ω
(
H
∂Zt1−1
∂X
· · ·
∂Z0
∂X
η
)T
×
R−1(ti) (HZti−1 · · ·Z0[X(0)]− I(ti)) dxdy
(21)
Introducing the adjoint operator, defined by 〈Af, g〉 = 〈f,A∗g〉, we factorise η
in the previous equation and obtain:
∇JX(0) = H
TB−1I (HX(0)− I(t1))
+
Nobs∑
i=1
(
∂Z0
∂X
)
∗
· · ·
(
∂Zti−1
∂X
)
∗
HTR−1(ti)(HZti−1 · · ·Z0[X(0)]− I(ti))
(22)
Let us introduce the auxiliary variable λ defined by:
λ(k) =
(
∂Zk
∂X
)
∗
λ(k + 1) +HTR−1(k) (HX(k)− I(k)) , (23)
λ(Nt) = 0, and H
TR−1(k)(HX(k) − I(k)) being only taken into account at
observation indexes ti. It can be easily proved that the gradient reduces to:
∇JX(0) = H
TB−1I (HX(0)− I(t1)) + λ(0) (24)
The cost function J is minimised using an iterative steepest descent method.
At each iteration, the forward time integration of X provides the value of J ,
then a backward integration of λ computes λ(0) and provides ∇J . An efficient
solver [22] is used to perform the steepest descent given J and ∇J . Full details
are given in [3] about the derivation of ∇J .
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4 Numerical implementation
The numerical scheme applied for the forward time integration of X is des-
cribed in the following. As the evolution equations of vorticity and pseudo-image,
Eqs. (7) and (8), are similar, the description is only given for the first one.
A source splitting is first applied. Given a time interval [t1, t2], we integrate
successively the two equations:
∂ξ∗
∂t
+
∂(uξ∗)
∂x
= 0 t ∈ [t1, t2] (25)
∂ξ∗∗
∂t
+
∂(vξ∗∗)
∂y
= 0 t ∈ [t1, t2] (26)
with ξ∗(x, y, t1) = ξ(x, y, t1) and ξ
∗∗(x, y, t1) = ξ(x, y, t1). ξ(x, y, t2) is then
approximated as ξ(x, y, t2) = ξ
∗∗(x, y, t2) + (ξ
∗(x, y, t2)− ξ(x, y, t1)).
Let f be a function defined on the space-time domain Ω × [0, tN ]. Let dx
and dy be the spatial discretisation steps, supposed equal without any loss of
generality: dx = dy. The discrete representation of f is fki,j = f(i × dx, j ×
dx, k × dt) with 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny and 0 ≤ k ≤ Nt. With these notations,
Eqs. (25,26) are approximated as in [23]:
ξ∗i,j = ξ
k
i,j −
dt
dx
((Fu)ki+1,j − (F
u)ki,j) (27)
ξ∗∗i,j = ξ
k
i,j −
dt
dx
((F v)ki,j+1 − (F
v)ki,j) (28)
with Fu = uξ and F v = vξ. A non-central scheme of order 3 (see [24]) is used
to approximate fluxes (Fu) and (F v) from the discrete representations of ξ and
w. (Fu)ki+1,j is equal to:
uki+1,j [ξ
k
i,j + d0(ν
k
i+1,j)(ξ
k
i+1,j − ξ
k
i,j)+
d1(ν
k
i+1,j)(ξ
k
i,j − ξ
k
i−1,j)]
if uki+1,j ≥ 0 (29)
uki+1,j [ξ
k
i+1,j + d0(ν
k
i+1,j)(ξ
k
i,j − ξ
k
i+1,j)+
d1(ν
k
i+1,j)(ξ
k
i+1,j − ξ
k
i+2,j)]
if uki+1,j < 0 (30)
with d0(ν) =
1
6 (2 − ν)(1 − ν), d1(ν) =
1
6 (1 − ν)
2 and νki+1,j =
dt
dx
|uki+1,j |. The
same formulation is applied for (Fu)ki,j , (F
v)ki,j+1 and (F
v)ki,j .
Eqs. (27,28), and those obtained from the approximation of Eq. (8), provide
the discrete operator Zk. The adjoint operator
(
∂Zk
∂X
)∗
is automatically generated
from the discrete operator Zk by an efficient automatic differentiation software
(see [25]).
5 Results
5.1 Synthetic experiment
The divergence-free model is run from the initial conditions displayed in Figure 1.
This provides a sequence of five synthetic observations (the first one is the initial
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Fig. 1. Pseudo-image, vorticity and motion field at t = 0. Positive vorticity
values are coloured in red and negative one in blue.
condition and the four others are displayed on Figure 2) and the ground-truth
of vorticity, motion and pseudo-image over the whole temporal window.
Fig. 2. Four observations of the twin experiment.
An assimilation experiment, named twin experiment, is performed with these
five observations in order to retrieve the vorticity and motion fields. For that
experiment, the background of vorticity is set to zero and the one of pseudo-
image is the first observation. The result of the assimilation process is the state
vector X(k) =
(
ξ(k) Is(k)
)T
and its associated motion vector w(k) over the
same temporal interval than the image sequence. Statistics on the misfit between
motion results and ground truth demonstrate the validity of the method: the
average of the angular error and relative norm error are respectively 0.18◦ and
0.65%.
In order to compare our approach with state-of-the-art methods, a gaussian
noise is added to the original observations, whose standard deviation is around
one third of the image range. This provides the new observations displayed on
Figure 3. In Table 1, the error between the motion result, obtained by data assim-
ilation with these noisy images, and the ground truth is given for our approach
and six state-of-the-art methods. In all cases, the optimal parameter values have
been used. The first five one are image processing methods that rely on a L2
regularisation of motion [5,26] or on a second-order regularisation of the diver-
gence [12,13,11]. We also compare with [20] that applies data assimilation for a
divergence-free model, whose state vector reduces to vorticity, with the optical
flow equation as observation equation. Results demonstrate the improvement
obtained with our formalism. As the method presented in Papadakis et al. [20]
is the most similar to our approach, it is important to explain why we obtain
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Fig. 3. Noisy observations of the twin experiment.
Table 1. Error analysis: misfit between motion results and ground truth.
Angular error (in deg.) Relative norm error Endpoint error
Method Mean Std. Dev. Mean (in %) Mean
Horn et al [5] 30.38 29.29 73 0.81
Sun et al [26] 11.31 12.54 60 0.6
Papadakis et al [20] 17.01 28.36 56 0.55
Corpetti et al [13] 7.19 10.78 26 0.26
Isambert et al [12] 6.71 14.35 42 0.37
Suter [11] 6.88 14.28 45 0.45
Our approach 3.32 10.5 5 0.04
better results. As said before, we assume that Nobs image observations I(ti) are
available at temporal indexes t1 < · · · < ti < · · · < tNobs . At each observation
date, our observation equation is Is(ti) = I(ti) + ǫR(ti) while [20] uses:
∂I
∂t
(ti) +∇I(ti).w(ti) = ǫR(ti) (31)
The temporal gradient in Eq. (31) being computed from the image sequence, it
involves at least two frames, for instance ti and ti+1. Then, Eq. (31) implicitly
assumes that motion is constant from ti to ti+1, which is not coherent with the
evolution equation (Navier-Stokes equations) of vorticity and motion used in the
dynamic model. Inconsistency of equations in the data assimilation system has
a negative impact on results.
5.2 Application to oceanographic SST satellite images
The approach has also been applied on satellite data. Observations are images
acquired by NOAA/AVHRR sensors over Black Sea 1, and measure the Sea Sur-
face Temperature (SST) with a spatial resolution of about 1 km at nadir. In the
upper layer of the Black Sea, horizontal motion is around 30 cm/s for mesoscale
eddies, while vertical motion is around 10−4 cm/s and can be neglected. The 2D
divergence-free assumption, or geostrophic equilibrium, is then roughly verified
and the method is applicable. For the assimilation experiment, the background
1 Data have been provided by E. Plotnikov and G. Korotaev from the Marine Hy-
drophysical Institute of Sevastopol, Ukraine.
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of vorticity is set to zero and the one of pseudo-image is the first acquisition
of the sequence. Two experiments are described: the first one with five observa-
Fig. 4. Exp. 1. Observations and motion result at t = 1, 3, 5.
tions (part is displayed on Figure 4) and the second one with four observations
(see Figure 5). The result of motion estimation is displayed on the same figures.
Visualization is made with the coloured representation tool of the Middlebury
database2, superposed with the vector representation. As explained in Section 3,
the method computes the initial condition for velocity and pseudo-image that
achieves the best compromise between dynamics and observations. Therefore, at
acquisition dates, pseudo-images are not exactly equal to the satellite acquisi-
tions. Their correlation measures if the structures (edges) are correctly assessed,
and motion accurately estimated. Results are given in Table 2: correlation values
are close to 1, proving that the motion retrieved by our method is coherent with
the dynamics underlying the evolution displayed by the observations.
Table 2. Correlation between pseudo-images and observations.
Date 1 2 3 4 5
Experiment 1 0.96 0.94 0.93 0.94 0.94
Experiment 2 0.99 0.93 0.94 0.97 –
6 Conclusion
The paper describes an image assimilation approach to estimate divergence-free
motion on satellite acquisitions. An image model is designed: its state vector in-
2 http://vision.middlebury.edu/flow/
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Fig. 5. Exp. 2. Observation and motion results at t = 1, 3.
cludes the vorticity and a pseudo-image, whose importance has been discussed in
the results section. Motion is computed from vorticity by an algebraic method.
The divergence value is then exactly null during the whole process. This allows to
avoid Tikhonov regularity constraints on the divergence and the difficulty to cor-
rectly assess the constraint weights. The image assimilation technique performs
a compromise between the image model and the acquired image observations in
order to derive motion from an image sequence.
The method has been quantified on synthetic experiments, applied on satel-
lite acquisitions and positively compared to well-known state-of-the-art methods.
Three main perspectives are envisaged. First, the cost of the algebraic compu-
tation of w from the vorticity will be decreased by limiting the set of projection
fields to be taken into account for retrieving w from ξ. Second, model reduc-
tion, with a Galerkin projection on a subspace including only these projection
fields, will be applied. This reduction will allow to perform data assimilation
at lower cost, on long temporal assimilation windows. Last, other optimisation
techniques, such as the minimax method are considered in order to also derive
the estimation of uncertainty on the motion result.
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