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Abstract 
The blowup asymptotics for classical solutions of ut = Au + e" + g(t) are analyzed, including the nordocal case where 
# has a functional dependence of the form fa ut dx. The method of analyzing the evolution of the blowup singularity 
is a dynamical systems approach using center manifold techniques and analyzing an ~o-limit set for a corresponding 
Hamilton-Jacobi equation. © 1998 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
In this paper, we consider parabolic equations of the form 
ut = Au + e u + O(t). (1.1) 
for example in the thermal 
u(x,O)=uo(x), xE  R n, (1.2) 
and for the initial-boundary value problem (IBVP), consider (1.1) on BR × (0, oo), where BR = {X" Ixl 
<R} with 
u(x, O) = Uo(X), x E BR 
u(x, t )=O, (x , t )EdBR × (0, oo). (1.3) 
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Problems of this type arise in many areas of applied mathematics; 
combustion of a reactive-diffusive gaseous process [4]. We are primarily concerned with estimating 
the asymptotic behavior of classical solutions that become unbounded in finite time. For the Cauchy 
problem (CP), consider (1.1) on Rnx (0, c~) with initial condition 
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The initial condition u0 is assumed to be nonnegative and C 2 on its domain. In addition, it is 
assumed u0 is radially symmetric, decreasing and u0 = uo(r), where r = Ixl, satisfies 
u~(0)=0, u~'(0)<0, u0(r)<0 for r>0.  (1.4) 
The assumptions on g are 
gcC 1, 9>t0. (1.5) 
For the IBVP (1.1)-(1.3), we also consider the nonlocal case 
9(t) = ~ - 1 __1  I ut(x, t) dx, ~ > 1, 
7 vol(BR) aBR 
U0 = 0. ( 1.6) 
This particular choice of g is motivated by the 9aseous reactive-diffusive ignition model discussed 
in [4]. Observe that if 7 = 1, then 9 -  0 and (1.1) reduces to the solid fuel ignition model that has 
received much attention (see [6] and the references therein). 
In some instances we will assume 
Au0 + eU° ~>0, g'>~0. (1.7) 
The following facts are consequences of classical PDE theory: 
• The CP (1.1)-(1.2) and the IBVP (1.1)-(1.3) have a unique non-extendable classical solution 
on [0, T), where T = c~ or T < c~ and limt~T- supx u(x, t )=  c~, which we refer to as finite time 
blowup. 
• The solution u is radially symmetric and decreasing. 
• When (1.6) or (1.5) and (1.7) hold then ut>>,O. See [4] for the case when (1.6) holds. 
Since we are primarily concerned with the asymptotic behavior of u as it becomes unbounded, 
we assume that T<c~;  however, if g satisfies (1.6) then by [4, Section 5.4] u is guaranteed to have 
finite time blowup. 
The aim of this paper is to analyze the asymptotic behavior of unbounded solutions to (1.1), 
including the nonlocal case (1.6). We are ultimately able to describe the final-time profile u(x, T) 
for the CP in a neighborhood of the origin, which is the blowup point. Incidentally, the profile is 
precisely the same as the case where g(t) - O, which proves that the profile is stable with respect 
to L ~ time-dependent perturbations in the right-hand side of (1.1). See [3, 6] for the stability of 
the profile with respect o small perturbations of the elliptic operator Au + e u. Currently, nonlocal 
problems are receiving much attention, with applications to gaseous ignition models, shear bands in 
metals, turbulence, gravitation and Ohmic heating (see [5] and the references therein). However, to 
our knowledge, this is the first paper analyzing the asymptotic behavior and how solutions blowup 
for problems like (1.1) that include a nonlocal term. 
The outline of the paper is as follows: In Section 2 we prove single point blowup for both 
the CP and the IBVP. The analysis is a modification [6] of the maximum principle technique due 
to Friedman and McLeod [7], which works for bounded domains. In [1, 4] single point blowup 
was obtained for a bounded domain, but their analysis does not produce sufficiently tight bounds 
to achieve the necessary L~ bounds. Specifically, our choice of an appropriate auxiliary function 
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yields a tighter L ~ estimate in the ignition variable domain discussed in Section 4. We also obtain 
precise L °~ estimates for u(O, t) and the gradient. 
In Section 3, we determine the asymptotic behavior in the so-called hot-spot variable domain. In 
this domain, we use a stabilization argument of Langlais and Phillips [9] to determine the ~o-limit set 
for a corresponding PDE. To determine the precise rate, which includes spatial dependence, we use 
a nonautonomous center manifold argument [3, 6]. Our analysis of the associated time-dependent 
reduced equation is more easily extendable to other nonlocal problems since it does not rely on 
phase-plane type observations as in previous papers. 
Finally, in Section 4 we use a dynamical systems technique to determine the asymptotic behavior 
in an ignition variable domain that is larger than the hot-spot domain. The usual rescaled function 
in this domain satisfies a perturbed Hamilton-Jacobi equation that has a uniformly stable a~-limit 
set. This allows us to precisely determine the asymptotic behavior, 
lim [log(T - t) + u(q((T - t)l log(T - t)l)l/2,t)] = - log(1 + Irt12/4) 
t---* T -  
uniformly on compact subsets in q. Incidentally, this is precisely the same behavior as for the 
case 9 -  O, which illustrates that the asymptotic behavior of (1.1) is stable with respect o small 
time-dependent perturbations of the right-hand side. 
It should be possible to use the methods in this paper to analyze the asymptotic behavior of 
classical solutions to ut = Au + u p + 9(0, P> 1. With similar hypotheses on the function 9(0, we 
expect to obtain the same asymptotic behavior as for the case 9---0 [6]. 
In this paper, a numerical investigation of the blowup asymptotics for (1.1) is not presented, but 
could be the subject of a future paper. 
2. Single point blowup and L ~ bounds 
In the first part of this section, we prove that the origin is the only blowup point. Our proof is a 
modification of the well known method of Friedman and McLeod [7]. In [4] a proof of single point 
blowup is given for the IBVP with 9 e f t (0 ,  T), which includes the case (1.6). However, their proof 
does not generalize to the CP so we follow the technique introduced in [6], which uses a compactly 
supported function. We also use a slightly different auxiliary function than [4], which allows us to 
obtain a better estimate that can be used to derive an important L ~ bound given in Theorem 2.6 
that will be used in Section 4. In the second half of this section, we prove some useful L ~ bounds, 
which are given in Theorems 2.3-2.6. 
Theorem 2.1. Let u be the solution to either the CP (1.1)-(1.2) or the 1BVP (1.1)-(1.3), and 
assume (1.4), (1.6) or 9EL1(O,T). Then the origin is the only blowup point. 
Proof. Since u is radially symmetric, (1.1) is equivalent to 
Ut =rl-n(rn-lur)r q- e u + #(t). (2.1) 
Suppose there exists b>0 such that limt_¢- u(b, t )= c~. We will show this yields a contradiction. 
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On the set [0, b] × [q, T), define the function 
J(r, t) = r"-lu,(r, t) + ec(r)F(u, t), (2.2) 
where F, c and r/are to be determined. It can be shown that J satisfies 
n -1  
Jr - J,, - AJ =D (2.3) 
r 
J r+  
where 
A = e" - 2eF, (1 
D = -ec  
c(n l  c ,n l)) 
~-- -  
r n-I r e c 
+ - -  2reFF, + gceU(F~ - F) + ecFt 
F C C 
+ + c" gcF~u2r . (2.4) 
Y 
Similar to [4, 6] we take 
F(u,t)= ~1 exp(u + k(t)), k( t )= O(s)ds. (2.5) 
a+u 
We point out that since 9 ELl( 0, 7'), k(t) ~ 0 as t ~ i/'-, which will eventually allow us to obtain 
tighter L ~ bounds than the choice in [4]. 
As in [6] we take c(r) to be a C 2 approximation of the function 
{r  n, O<~r<~b/2, 
~b(r)= (b - r ) " ,  b/2<r<~b, 
with c(r)= 4fir) on (0, b/4)U (3b/4,b) and c'(r)= 0 only when r = b/2. By substituting (2.5) into 
(2.4) and considering the three regions: O~r<~b/4, b/4~r<~3b/4 and 3b/4~r~b separately, we 
can show D ~ 0 for all e c [0, e-L/2] with L = r • . fo g(s)ds, and a sufficmntly large and q sufficmntly 
close to 7'. The analysis is very technical, but similar to [6, Section 2] and so we do not include 
the details. 
By the maximum principle, 
J(r,t)<O, (r,t)E [0,b] × [q,T). (2.6) 
For any 0 < r <b/4, since c(r)= r", inequality (2.6) gives us the estimate 
u(O,t) ~r 2 
(a + s)e -~ ds ~> e k. (2.7) 
a u(r, t ) -~  
This implies for any 0 <r0 <b/4 that 
,o,t)(a + s)e-* ds>. >0, 
and taking the limit as t ~ T-  gives a contradiction since limt-,r-u(ro, t)>. l imt--+r-u(b,t)= oo. 
Thus we have single point blowup at r = 0. [] 
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An upper bound for the final-time profile follows from (2.7), which we now mention. 
Coronary 2.2. Let u satisfy the hypotheses of  Theorem 2.1, then u(r, T) satisfies 
ful ~ g'F2 r,r)(a + s)e -s ds i> -~-. (2.8) 
Proof. By Theorem 2.1, r = 0 is the only blowup point. Using a similar argument on the set 
BR × (r/, T) with c(r) = r" yields the result. [] 
We point out that inequality (2.7) yields the bound 
u(r,t)<~ - 21ogr + log logr + C, (2.9) 
for any 0 < t ~< T, which we will see in Section 4 is the best possible. 
In the remaining portion of this section, we prove three useful L ~ bounds. 
Theorem 2.3. Let u satisfy the hypotheses of  Theorem 2.1. Then 
u(O,t)>~ - log(T - t) - O(s)ds. (2.10) 
Proof. Since ur (0 , t )=0 and Urr(O,t)<~O we have from (1.1) that 
ut(O, t) <~ eU(°'°[1 + 9(t)e-U(°'tl]. 
Integrating from t to T gives 
e -u(O' t )  = e -s ds <<. T - t + 9(s)e -uC°'~) ds. 
O,t) 
We now use a standard Gronwall type argument. Let 
l U(t) = T - t + 9(s)e -u(°'s) ds 
then U'+ 9U>~ - 1, which upon integration from t to T yields 
U(t)<<.(T- t)exp ( f t rg (s )ds )  , 
and since exp(-u(0,t))~< U(t) the result follows. [] 
Theorem 2.4. Let u satisfy the hypotheses of  Theorem 2.1. In addition, i f9  is not 9iven by (1.6) 
then assume (1.7). Then 
u(x,t)<~ - log(T - t) + C. (2.11) 
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Proof. We first show that if g is given by (1.6) then [9 ' ]_ -min{0,g'} is in LI(O,T). By the 
divergence theorem, 
g ' - - ? - -  I 1 [ u t tdx-  ' -1  f8 ? volB~ aaR vo-ll~ R(Au' + e~ut)dx 
'-1 [L °u' f. 1 - voT~ . ~-n d~ + eUu, dx  > - ~ 
R 
since ut/> 0 and u,,(R, t) is bounded, which is because u blows up only at the origin. Thus [g']_ E 
L1(O,T). 
Now, to prove the theorem, let 
J(x, t) = u, - ~(u)h(t) + m(t) 
and observe that J satisfies 
n -1  _l l l~ 2 Jt - -  J r r  - -  "Jr + eU(J - m) + eUh(~k - ~k') - ~kh' - ~b'hg + g' + m' + ~u nu,. 
r 
Taking ~k=eexpu, with h= exp(ftrg(s)ds) and m= f f [9 ' ] -ds  gives 
f T t i t .  2 Jt - AJ - eUj = [9']+ - e u [g']_ (is q- ~ nu r >10. 
Now, choose R0 and t/such that ut+ftr[g']_ ds>0 on the parabolic boundary ofBR0 × (r/, T), which 
is possible since ut >0 and [g']_ ELl(0, T). Next, choose ~>0 sufficiently small so that J>0 on the 
same parabolic boundary, which is possible since u is bounded on the boundary and g ELI(O,T). 
By the maximum principle we have that on BRo × (rl, T) 
u,>~exp (u + f~o(s),~) - fr[o']_ ~. 
This implies 
e-Uut >~ - ?(t)e-", 
where ?(t) = f,r[g'(s)]_ ds, which is also in L~(O, T). Integrating from t to T gives 
( e-U >~e(r  - t )  - ~,(s)e-~ ds. 
Let U(t) = e(T - t) - f r 7(s)e_ . ds, which satisfies the differential inequality U' - ?U ~< - e and thus 
yields, after integrating from t to 7", 
U(t )>.e (T - t )  exp (f0 t ?(s) ds ) .  
Since exp(-u)f> U, the result follows. [] 
We now give an important gradient bound for both the CP and the IBVP. 
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Theorem 2.5. Let u satisfy the hypotheses o f  Theorem 2.1. Then 
_1 Ur 2 ~<eU(0,t0)(1 + L) - e u(r't) (2.12) 
2 
T 
for all (r , t)E [0,R)× [0,t0) with to~ T and L= fo g(s)ds. 
Proof. The proof given in [4] can easily be modified to include the Cauchy problem as well. [] 
We now give a more precise lower bound on u(0, t) that will be useful in Section 4 for obtaining 
an estimate on the asymptotic behavior of u near the blowup point. 
Theorem 2.6. Let u satisfy the hypotheses of  Theorem 2.4 and assume that log(T-t)  ft r g(s ) ds ~ 0 
as t---, T -  when g is not given by (1.6). I f  g satisfies (1.6) then assume n>>.3. Then, 
[ enexp(k(t)) (1 + o(1))] 
u(O,t)>~llog(T - t)l 1 + Ilog(T - 012 
Proof. Let z ( r , t )=r l - ' J (u ( r , t ) , t )=ur  + erF(u,t), where J and F are as in Theorem 2.1. Now, 
z(O, t) = 0 and z(r, t) <<. 0 for r > 0 since J ~< 0. Thus zr(0, t) ~< 0 and so ut = nU~r + e u + g(t) when 
r = 0. Let v(t) = u(O, t) then 
v '< 'eV+g( t ) -enF(v ' t )=eV[  1 e exp(k(t)) + 9e(-~] "a+v 
Integrating from t to T gives 
f tr  e k f r  - -  ds + g(s)e -~s) ds. e -v(t) <~ T - t - en a + v 
Let U(t) be the fight-hand side of this inequality and choose a sufficiently large so that it is 
nounegative. Then U satisfies the differential inequality 
~ne k 
U' + gU >~ - 1 + v' a+ 
which implies, using exp(-k)  as the integrating factor and integrating from t to T, 
e -v ~< U(t) ~<ek(r - t) + ene k . 
a-l-v 
Using v(s)<~ - log( r -  s )+ c, which follows from (2.11), in the integral we obtain 
f 
T 
- v <<. g(s) (is + log(T - t )  + log(  1 - a( t ) ) ,  
where 
en exp(k) f r  ds 
~(t)-- "T -~t . ,  c+a- t - log(T -s )  
and a is sufficiently large so that • < 1. 
(2.13) 
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Before we proceed, we need to show log(T -  t)ft r #(s)ds ~ 0 as t ~ T- when g is given by 
(1.6) and n >13. Observe by the divergence theorem that 
By (2.12) we have that 
f au . N d~<c/x / -~-s ,  
and by (2.10) we have that fBR eu dx < o0 when n >~ 3. Thus, f f  g(s) ds <. Cv~ - t. 
Continuing with the proof of the theorem, we can show ~=ene~(1 + o(1) ) / [ log(T -  t)[ by 
l'H6pital's rule and so (2.13) yields 
ene k ( 1 ) l og(T - t )  -v<<. log(T -  t) [ log(T _ t)l(1 + o(1)) + o , 
which gives the result. [] 
3. The asymptotic behavior in the hot-spot variable domain 
To begin the analysis, we make the hot-spot change of variables 
z=- log(T -  t), y=x(T -  t) -t/E, (3.1) 
w(y, z) = u(x, t) + log(T - t), 
where w solves the equation 
we = Aw - ½y. V'w + e w - 1 + e-~g(T - e -t) (3.2) 
on R n x (z0,cc) for the CP or on Be~::R x (z0,c~) for the IBVP with moving boundary condition, 
w(y,z)=O, (y,z)EOBe,/:R x(z0,c~). 
By Theorems 2.3-2.5, there exist constants uch that 
- c ,  - c21yl <w<c3,  1~Twl ~C4' (3.3) 
IAwl <c5, Iw~l <e6 + eTlYl. 
The following theorem gives the asymptotic behavior as t ~ T-,  but does not include any spatial 
dependence. 
Theorem 3.1. Let u satisfy the hypotheses of  Theorem 2.4. Then 
lim [u(x, t) + log(T - t)] = 0 
t---. T -  
uniformly on sets Ixl < Cv~ - t, c > 0. 
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We do not include the proof of this theorem as it is similar to [6, Theorem 3,4] and [3, Theorem 
4.1]. Basically, we use a technique of [9] that relies on the energy functional 
E ( t )= ~ e-lyl2/4[½IV'wI 2 + w-  eW]dy 
vq 
to show that the omega limit set consists of solutions to the stationary problem 
Aw-  ly .  V ,w+e TM _ 1 =0.  
In the hot-spot variables, Theorem 3.1 says that w(.,z)---~O as z---~c~ uniformly on compact 
subsets in y. We now obtain a refined estimate of the asymptotic behavior that includes spatial de- 
pendence; moreover, we precisely estimate the rate at which w converges to 0. This is accomplished 
by using a center manifold argument for a nonautonomous system, which is based on techniques in 
[6, Section 4]. Initially, the idea is to show the stable component is dominated by the center and 
unstable components. Since the analysis is very similar to [6], we merely outline this argument for 
the readers convenience. To that end, let us write (3.2) in the form 
wT =Aw + N(w) + ~/(z) (3.4) 
where 
AW : 1 ~7. (p~7W) nt- W, p : e - lyl2/4, 
p 
N(w) = e TM - w - 1, (3.5) 
= e-Tg(T - e -T ) .  
We point out that the operator A has eigenvalues Am = 1 - m/2 for m = 0, 1,2,... with corresponding 
eigenfunctions hm(y)=Hm(y/2), where Hm is the ruth Hermite polynomial. 
2__  Let Lp - { f  E L2oc(R n): fR, Ifl2p dy} and L2p0 denote the restriction to radially symmetric functions. 
Then the operator A induces a splitting of the space as L 2 =/ / ,  @ Hc • Hs, where P0 
Hu =sp(1) ,  Hc=sp(lYl 2 - 2n), Hs=cl(L2,o - (H, GHc)) 
are the unstable, center and stable subspaces, respectively. Let n .  denote the projection operator 
onto H.  for • = u, c and s. By using an ordinary differential inequality lemma developed in [6] and 
proceeding as in [2, 6], we can show the following. 
Let u satisfy the hypotheses of Theorem 2.4. Then given e > 0 there exists ? such that 
II ,wll   (ll .wll + II  wll) (3.6) 
for ~ ~>?, where I1" II denotes the norm associated with L 2. 
It is possible to use (3.6) to obtain a system of nonautonomous ODEs, called the reduced equation, 
that captures the behavior of solutions decaying to the origin. Specifically, if we write 
w(y,z) =a(Q + b(Q(lyl 2 - 2n) + ~(y ,Q 
where a(z), b(Q E ~ and ~ E Hs, then (3.6) implies 
1 2 a' =a  + ~(a + 8nb 2) + p('c), 
b' = ab + 4b 2 + p(z), 
where P(m)=cll~(',~)ll  and zf p(s)ds O as z~oo.  
(3.7) 
(3 .8 )  
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For the remainder of this section, we will concentrate on analyzing system (3.8). In [2, 3, 6], 
where p(z) was discarded, the analysis was based in large part on phase-plane techniques. The 
following new analysis is independent of phase-plane arguments and thus more easily extendable to 
classes of nonlocal problems, which yield nonautonomous systems. Basically, the idea is to show a 
and p are very small compared to b and thus reduce (3.8) to the equation b' =4b 2. 
First, by l'H6pital's rule we know p('c)=O('C-2). We now make some preliminary observations 
that follow from what we know about w(y,z). Theorems 2.6 and 3.1 translated into the hot-spot 
variables imply that 
w(O,z)>~ c(1 + o(1)) (3.9) "c 
and a( z ), b( z ) --+ 0 as z ~ c~. 
Proposition 3.2. a(z)<O for all z. 
Proof. Suppose there exists zt such that a(zl ) >f O. Then a'/> a + p implies a(z) >t e ~ f~ e-Sp(s) ds. 
Since the right-hand side does not approach zero as z ~ c~, we get a contradiction. [] 
Proposition 3.3. a E Ll(~o, oo) 
Proof. If a ~L' then lim~--.oo f~ a (s )ds=-oo  by Proposition 3.3. Now, (3.8) implies 
a(z) - a(zo)= a(s)ds 1 + f~[a2 + 8nb2 + 2p] ds. 
2 f;; a(s)ds 
and since a(z) ~ 0 we have 
lim f~[a2 + 8nb2 + 2p] ds = -1. 
~oo 2 f~ a(s)ds 
Now, the limit of the numerator exists (possibly infinite) since the integrand is normegative, and 
the limit of the denominator is infinite. Thus, in order that the limit of the quotient be nonzero, it 
must be of the form co/c~ and so by l'H6pital's rule 
lim a2('c) + 8nb2(~) + 2p('c) = _ 1, 
~oo 2a(z) 
which implies, since a(z )~ O, that 
lim 4nb2(z) + p(z) = -1.  
~---,oo a(z) 
Hence, lim~-.oo b2(z)/a(z) and lim~_.~ p('c)/a(z) both exist and are nonpositive with both not zero. 
Thus, there exists 0 < k < oo such that 
lim [b + 4b2 + P] 
~--. oo a 
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Let z I be sufficiently large such that T~Z I implies 
4b 2 + p k 
- 2k<~b+ - -<~ - - (3.10) 
a 2" 
Since a<0, system (3.8) and (3.10) implies b'~> -ka/2  for z~>z], which upon integration yields 
k f ,  ~ b(z) - b(Zl ) >/ - ~ a(s) ds. 
The right-hand side goes to infinity as z ~ oo, which contradicts b ~ 0 and so the result follows. [] 
Proposition 3.4. b(z)< 0 for all "c. 
Proof. Suppose there exists Zl such that b(zl)>~O. Then (3.8) implies b'>~ab + p(z) and so 
b(z)>, exp (~a(s )ds ) [b (Z l ) -k  f,~ exp ( - f la (~)d~)p(s )ds ] .  
Since b(z~)>>.O and a, pCLl(zo, c~) the limit of the right-hand side is positive and finite, which 
contradicts b ~ 0. [] 
Proposition 3.5. zlb('c)[ is bounded for all z and za(z)---~O as z--.oo. 
Proof. From (3.8) we have that b' ~>4b 2 by Propositions 3.3 and 3.5. Integrating ives 
1 
- b(z) <~ ~ + o(z -1 ). (3.11 ) 
For z sufficiently large, 1/2 ~< 1 +a(z)/2 <~ 3/2 and, since a < 0, this implies a/2/> a(1 +a/2)/> 3a/2. 
Now, by (3.11) and since p(z)=O(Z-2), system (3.8) implies for z sufficiently large that a ' -  
a/2 <~ O(z -2) and so 
~< ez/2 ~c¢ e-S/20(S-2) ds. 
Integrating by parts yields 
1 e~/2 --a('c)~O('c -2) + 2 ~ e-S/20(s-3) ds~O('c-2), 
from which the result follows. [] 
Proposition 3.6. b(z)= -1/4z + O(~ "-1) 
Proof. By Proposition 3.6, a(z)b(z)=o(z -2) and so (3.8) can be written as 
b' = 4b 2 1 + (3.12) 
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We now show that lim~_~ o('c-2)/b2(z)=0. Let {z,} be an arbitrary sequence going to infinity, 
and without loss of generality we assume z, >/0. By (3.9) and the orthogonality of the components, 
we know 
+ Ib(v.)l + Ip(v.)l] >c(1 + o(1)). (3.13) 
Let N be such that infn>~N(1 + O(1))>0. By Proposition 3.6 and since p(z)=o(z-2) ,  inequality 
(3.13) gives that infn>~N ~, Ib(v.)l >0. Thus for n>~N, 
l ina 4z2b2(v,) ~< l irn 4inf,>~N'C,2b2(z,) =0, 
which implies lim~__.~ o(z-2)/b2(z)= 0. Therefore (3.12) can be written as b' =4b2[1 + o(1)], from 
which the result follows. [] 
We now give a precise estimate on the rate at which w converges to zero. Notice that the 
expansion has spatial dependence. 
Theorem 3.7. Let w satisfy the hypotheses of  Theorem 2.4. Then 
1 2 w(y, ~)--- -~( ly l  - 2n) + o(~ -1 ) (3.14) 
as ~--* oe uniformly on compact subsets in y. Expansion (3.14) holds for the 9radient and laplacian 
as well. 
Proof. By Proposition 3.6 a(~)=o(z-~), and by Proposition 3.7 we know b(~)=- l /4~ + o(z-l). 
Also, ~(y, T)=o(~ -1) since p(r) is. Substituting these into (3.7), one can prove the convergence 
result as in [2, 3]. [] 
4. The asymptotic behavior in the ignition variable domain 
In this section a dynamical systems technique [3] is used to obtain the asymptotic behavior in the 
ignition variable domain Ixl c( ( r -  t)l l og(T -  t)l) l/z, which is a larger domain then the hot-spot 
variable domain of Section 3. Finally, the final-time profile is obtained. 
To begin the analysis, we introduce the rescaled variables 
Y =x((T - t)l log(T - t)l) -~/2, r/-- ~1/2 (4.1) 
O(q, ~) = w(rt~ v2, ~). 
The function 0 solves the perturbed Hamilton-Jacobi equation (PHJE) 
O, = H(O) + P(~, 0), 
where 
(4.2) 
H(O) = -½rl " ~70 + exp(0) - 1 
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and the small perturbation P is given by 
0) = 1-( 0 + +  e- g(r - e- ' ) ) .  "C 
The function 0 satisfies the preliminary bounds 
1~701~<c,, -c2(1+1~1)~<0~<c3, (4.3) 
which can be proven as in [3, 6]. Moreover, from the center manifold analysis of Section 3, we 
know 
O(O,z) = ~z(1 + o(1)), 
(4.4) lq 
dO(O,z) = -2 (1  + o(1)). 
We can consider P(z, 0) as a small perturbation of the semilinear Hamilton-Jacobi equation (HJE) 
h¢=H(O) - - -½~.  V'0+e ° -  1. (4.5) 
For convenience, we will outline the procedure for determining the asymptotic behavior of solutions 
to PHJE (4.2), but we will not provide the proofs as they are similar to those given in [3, 6]. The 
key point of the procedure is a dynamical systems approach [8] that we summarize. Let t2pnj denote 
the o-limit set of a given trajectory to PHJE (4.2), and let f2nj, denote a reduced o-limit set of 
HJE (4.3). Then •PHJ ~ ~r~I-IJa, provided the following three formal hypotheses are satisfied: 
• (HI) The orbits of PHJE (4.2) are relatively compact. 
• (H2) PHJE (4.2) is a small perturbation of HJE (4.3). 
• (H3) The set I2,jR is uniformly stable. 
The hypotheses (H1) and (H2) will not be discussed and we refer the interested reader to [3, 6]. 
We briefly discuss (H3), which is the most interesting hypothesis. It turns out that the appropriate 
choice for the reduced og-limit set of (4.3) is an invariant set of (4.5) that has the following 
properties. If f E ~'~PHJ then 
f=f ( [~/ [ )~C,  f ' (0 )=0,  f does not decrease, 
f (0)  = 0, f"(0)  = -½, 




The conditions in (4.7) follow from (4.4), and the bound (4.8) follows from inequality (2.7). See 
[3, 6] for details, where the only modification is in the choice of e. Indeed, if we perform the 
analysis in Theorem 2.1 on 0/, T) then e can be taken to be exp(-k(r/)/2). Letting t ~ T followed 
by r/---, T yields the result. 
Let R = { f  E C: f satisfies (4.6)-(4.8)}, then it can be shown that R is an invariant set of HJE 
(4.5). The proof relies on being able to explicitly solve (4.5). See [3, 6]. In fact, we can show the 
~o-limit set of HJE (4.5) reduced to R, which we denote as 12fuR, is given by 
~e'~nj R = {-  log(1 + 1~12/4)}.  
Moreover, we can show ~2.j R is uniformly stable in the following sense: 
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For any e>0 
d(h(., 0), t2njR ) ~< e implies d(h(., ~), ~'~HJR ) ~ ~ 
for all z, where d(., .) is an appropriate metric. 
Invoking the dynamical systems approach, we can conclude ~2pHj C_ ~2HJR, which yields the follow- 
ing result on the behavior of 0 since ~r~nJ R is one function. Let 0(.,z) be a solution to PHJE (4.3) 
then 
l im 0(r/, "c) = - log(1 + 1~/12/4), 
uniformly on compact subsets in r/. In the original variables this result gives us the following 
estimate in the ignition variable domain. 
Theorem 4.1. Let u satisfy the hypotheses o f  Theorem 2.4. Then 
lim [log(T - t) + uOl((T - t)l log(T - t)l)l/2,t)] = - log(1 + 1r/12/4) 
t----, T -  
as t ~ T -  uniformly on any compact set in ~l. 
This precise estimate in the ignition variable domain can be used to determine the final time 
profile u(x, T). The proof is similar to [3, 6], which we do not provide. 
Theorem 4.2. Let u satisfy the hypotheses o f  Theorem 2.4. Then 
u(x, T) = -2 log Ixl + log I log Ixll + log8 + o(1) 
as x --~ O. 
This is precisely the same final-time profile for the case g -  0, which proves that the gaseous and 
solid fuel ignition models have, up to leading order, the same final-time profile. 
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