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We consider a nonstationary array of conductors, connected by resistances that fluctuate with
time. The charge transfer between a particular pair of conductors is supposed to be dominated
by “electrical breakdowns” – the moments when the corresponding resistance is close to zero. An
amount of charge, transferred during a particular breakdown, is controlled by the condition of
minimum for the electrostatic energy of the system. We find the conductivity, relaxation rate, and
fluctuations for such a system within the “classical approximation”, valid, if the typical transferred
charge is large compared to e. We discuss possible realizations of the model for colloidal systems
and arrays of polymer-linked grains.
PACS numbers: 73.23.-b, 73.63.-b, 73.90.+f
I. INTRODUCTION
Nanosize metal objects appear in many branches of
modern science and technology. In microelectronics1
they serve for creating single electron tunnelling devices2
and have many optical applications3. Metal nanoparti-
cles are also extensively used in biology and medicine4
for tissue engineering, drug delivery, and detection of
pathogens and proteins.
A wide range of properties of such nanoparticle sys-
tems has been studied intensively, including electric con-
ductance in both regular5 and disordered6 arrays, current
noise7, optical response, and heat transfer8.
One of the basic elements in most theoretical ap-
proaches to the description of the conducting grains em-
bedded in an insulating matrix, is the Coulomb energy
of the system
HC{Q} = 1
2
∑
ij
Uij(Qi − qi)(Qj − qj) +
∑
i
QiV
(E)
i
(1)
where Qi are the charges of individual grains, Uˆ = Cˆ
−1 is
the inverse of the matrix of electric induction coefficients
(or capacitance matrix) Cˆ, and V
(E)
i is the external po-
tential. In the case of homogeneous external electric field
V
(E)
i = −(E · ri). The “offset charges” qi are random
variables arising due to the potentials of charged defects
trapped in the insulating matrix at random places.
Another important ingredient of the theory is the set of
tunnelling resistances Rij between neighbouring grains.
These resistances are assumed to be large: Rij  Rq ≡
~/e2; they exponentially depend on the thicknesses dij of
insulating layers, separating the grains:
Rij ∼ R0eκdij (2)
with typical value κ ∼ 1 A˚−1. In the vast majority
of papers dealing with the solid systems of nanoparti-
cles the parameters Uij , qi, and Rij are assumed to be
time-independent. For most systems this stationarity as-
sumption seems to be valid – at least as far, as robust ob-
servables, like conductivity or effective dielectric constant
are discussed. For certain subtle effects, like dephasing
in qubits, which are related to very long time-scales, the
fluctuations of qi due to slow migration of charged defects
in the insulating matrix, are sometimes considered9.
In the present paper we will be interested in the man-
ifestly nonstationary systems, where the parameters of
the network are subject to strong fluctuations in time:
Uij = Uij(t), qi = qi(t), Rij = Rij(t), (3)
are some stochastic processes. Characteristic time-scale
t0 of these processes should not be extremely large, so
that they can be relevant already for such rough effects,
as the dc conductivity.
We can see three groups of systems, which, in our opin-
ion, may satisfy the above requirements
A. Colloidal solutions
Colloidal suspensions of conducting particles exist in
an abundant variety (see. e.g.,10). To prevent the par-
ticles from aggregating, some sort of stabilizing agent
that sticks to the particle surface is usually added to
the solution, so that the particles are coated in the sur-
factant shells with typical thickness ∆d ∼ 0.1 − 1nm.
Normally these shells are insulating, so that the resis-
tance Rij between two particles remains relatively large
even for dij = 0, i.e., when their shells touch each other:
R0  Rq.
Since the particles are floating in a liquid, their local
environments are here, indeed, nonstationary. One can
hope that the conductivity of a particular colloidal solu-
tion can be described by the model with time-dependent
parameters (3) under the following conditions:
1. The concentration of ions in the liquid solution
should be small, so that the conduction process is
not dominated by the intrinsic conductivity of the
electrolyte;
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2FIG. 1: (a) Two movable metal grains i and j covered with
insulating coatings of thickness δd. (b) A collision of a pair
of floating grains. Light arrows indicate directions of motion
for individual grains, the black arrow symbolizes the pulse of
current, occuring due to the collision
2. The solution should be dense, so that the conduc-
tion process is dominated not by the motion of indi-
vidual charged particles, but rather by the particle-
to-particle charge transfer.
B. Polymer-linked systems
There is a class of artificial arrays of metal (usually
– golden) grains, connected to each other via polymer
molecules (usually of the thiol family, e.g., alkanethiol
CH3(CH2)nSH, see
11 and references therein). The expo-
nential dependence (2) of the intergrain resistance R(d)
on the length d of the connecting molecule (which is pro-
portional to n) is well-documented for such systems11,
with κ ≈ 0.8 A˚−1. The thiol molecules serve as elastic
bonds, connecting massive grains, so that vibrations of
the system are manifested, in particular, as fluctuations
δdij of the bonds lengths dij . Unfortunately, these bonds
are relatively rigid, so that the relative amplitudes of vi-
brations ε = δd/d are small. However, since the bonds
are long, the parameter κd is large (typically ∼ 10), and
variations of the resistances δR/R ≈ (κd)ε can be con-
siderable.
Thus, time dependent fluctuations of resistances may
occur in polymer-linked structures. In principle, the ef-
fect can be strong, provided that soft polymer molecules
are used. However, so far we were not able to find any
clear experimental evidence for such an effect in the lit-
erature.
C. Shuttled arrays
There is a class of artificial nanodevices, namely
nanomechanical shuttles12, that are based on a simi-
lar principle of charge transport. The simplest example
of such device is nanoelectromechanical single-electron
m
n
FIG. 2: An array of grains linked by elastic polymer
molecules. Charge transfer act (shown by black arrow) oc-
curs, when, during a vibration process, a pair of grains come
especially close to each other
FIG. 3: Nanoemchanical shuttle: A grain is linked to the
leads by elastic strings.
transistor (see. Fig.3). Metallic grain is suspended be-
tween the source and the drain by elastic strings. Driven
by Coulomb forces, the grain may approach the contacts
and exchange charge with them. Thus the charge may
be transferred between the source and the drain. Due
to Coulomb blockade effect it is likely that during each
cycle of the grains oscillation only one electron will be
exchanged, so that this shuttle serves as a single-electron
tunnelling device.
Large arrays of shuttles are expected to show chaotic
behaviour because of nonlinear coupling between the
grains13.
Since metal grains are linked by strings, they are quite
movable (see. Fig.3). The tunnelling resistances between
the grains change significantly during the vibrations, and
this effect is crucial for conductive properties of a system.
II. THE MODEL
Thus, we will consider a system that can be modelled
by a network with the time-dependent parameters (3).
Moreover, we will assume that the dominant fluctuations
are those of resistance Rij and neglect the fluctuations
of Uij and qi. This approximation seems to be reason-
able, since Rij exponentially depend on the fluctuating
geometrical parameters of the system (namely, on dij),
while for Uij and qi these dependences are only relatively
weak power-law ones.
As to the character of fluctuations of resistances, we
will adopt the following scenario:
3A. Requirements for the character of fluctuations
• The stochastic processes Rnm(t) at different bonds
〈nm〉 are statistically independent and have the
same characteristics at all bonds.
• Most of the time the resistance between each pair of
neighbouring grains 〈nm〉 is quite high: Rnm(t) ∼
Rtyp, but sometimes fluctuations with characteris-
tic Rnm ∼ Rcoll  Rtyp occur. For simplicity we
model Rnm(t) as a Poissonian (with average fre-
quency w ∼ 1/t0) sequence of pulses with duration
tcoll  t0. The above fluctuations are associated
with the events in which the partners approach each
other especially closely, so that we will call them
“collisions” in what follows (see Fig.4).
• The charge relaxation time τtyp = RtypC of the pair
in the “equilibrium” state is quite large: τtyp  t0,
so that the contribution of this state to the relax-
ation can be neglected. Here C is the characteristic
scale of the capacitance (Uij ∼ 1/C).
• The relaxation time τcoll = RcollC of the pair in the
“collision state” is quite short: τcoll  tcoll, there
is time enough for the complete relaxation within
the duration of one collision. Thus, each collision
leads to effective transient electrical breakdown of
corresponding resistance. During the collision, the
charges are redistributed between the two grains i
and j, and the new charges {Q′} immediately after
collision may be determined from the requirement
HC{Q′} → min (4)
with additional conditions
Qn +Qm = Q
′
n +Q
′
m, Qi = Qi, for i 6= n,m, (5)
where {Q} is the set of charges immediately before
the collision. Naturally, all the charges after, as
well as before the collision should be integers in
the units of electrons charge e.
B. Classical approximation
The charge discreteness is, in general, a very important
condition, leading, in particular, to the Coulomb block-
ade effect at low temperatures. However, we will start the
study of our model from the continuous charge approxi-
mation, where this condition is totally disregarded. This
approximation can be justified, if Q – the characteristic
value of charges Qi in our problem – is large compared
to e. As we will see, such situation can be realised in the
case of large external field E, applied to the system:
E  E0 = e(aCgap)−1. (6)
(a)
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FIG. 4: (a) Stochastic behaviour of the distance between two
grains dnm and of the related resistance Rnm. The points
t1, t2, . . ., where dnm → 0 and Rnm → Rcoll, correspond to
“collisions”, accompanied with breakdowns of corresponding
resistances. (b) A model Poissonian process of randomly oc-
curring identical pulses with short duration tcoll
Under this condition one can also neglect qi in the elec-
trostatic energy, so that the condition (4), governing the
evolution of the charges due to a particular collision of
grains n and m, is reduced to
V ′n = V
′
m, V
′
i ≡ V (E)i +
∑
j
UijQ
′
j , (7)
Vi being the electrostatic potential on the i-th grain. The
solution of (7) together with (5) gives the law of the linear
transformation, which expresses the “new” charges {Q′}
immediately after the collision through the “old” ones
{Q} that existed immediately before the collision:
Q′i = Q
′
i{Q} =
∑
j
g
〈nm〉
ij Qj +X
〈nm〉
i , (8)
with
g
〈nm〉
ij = δij − C〈nm〉eff (δin − δim)(Unj − Umj), (9)
X
〈nm〉
i = −C〈nm〉eff (δin − δim)(V (E)n − V (E)m ), (10)
C
〈nm〉
eff = (Unn + Umm − 2Umn)−1. (11)
The upper indices 〈nm〉 in (8) indicate that the collision
occurs between grains n and m. Note, that in an impor-
tant case of a regular array with translational symmetry,
considered in the following sections, C
〈nm〉
eff ≡ Ceff does
not depend on the position of the bond.
Thus, the evolution of the system in the classical ap-
proximation is reduced to subsequent application of the
linear transformations (8), occurring at random moments
at randomly chosen bonds 〈nm〉 (see Fig.5). These trans-
formations describe partial equilibriums of the system
taking place during the collisions.
4mn
FIG. 5: The stochastic process of charge transfer in a regular
array of grains. Black arrows show pulses of current, occurring
at random bonds in random moments of time
III. ELECTROSTATICS OF A REGULAR
ARRAY
Although any realistic network of grains should be to
some extent disordered, we expect that in many cases
this geometric disorder does not lead to any dramatical
changes of the effects, caused by the collision-like fluctu-
ations, described in the previous subsection. So in this
paper we restrict our consideration to an infinite regu-
lar array of identical conducting grains. The grains are
assumed to be placed close to each other, so that the
size of the grains is approximately equal to the distance
a between neighbouring grains, while the minimal width
d of the insulating gap between neighbouring grains is
narrow: d  a. Under these condition the matrix Cˆ
is dominated by capacitances of these gaps Cgap which
are larger than the geometric capacitance Csol ∝ a of a
solitary grain
Λ = Cgap/Csol  1. (12)
For example, if the grains are identical spheres, then14
C(sph)gap ≈ (εgapa/8) ln (a/d) , C(sph)sol ≈ εouta/2. (13)
Here εgap is the dielectric constant of the insulating gap
between the grains and εout is the dielectric constant
of the “outer space” – the three-dimensional medium in
which the array is embedded. In the case of a three di-
mensional array one should simply put εout = εgap, but
for low dimensional arrays these two constants may be
different (see below).
In realistic cases, the actual value of Cgap strongly de-
pends on the geometry of the system. Since we are not
going to restrict our consideration by some definite choice
of the grains shape, we treat Cgap as an independent
phenomenological characteristic of our system in what
follows.
A. The leading approximation
In the leading approximation in parameter Λ 1 one
can neglect all geometric capacitances. In this approxi-
mation the total charge Qi of any grain i is split into z (z
is the coordination number of our array) parts qij , each
of them being localised near the contact with neighbour
j. Then
qij = Cgap(Vi − Vj), Qi =
∑
j:〈ij〉
qij , (14)
where the summation runs over all z neighbours j of the
grain i. So, one readily gets the capacitance matrix
Cij = −Cgap∆ij , ∆ij =
∑
n:〈in〉
(δjn − δji) (15)
The matrix ∆ij is often called “discrete Laplace opera-
tor” in discrete mathematics. The translational invari-
ance of the regular lattice leads to the relation Cij = Cn,
where n ≡ i − j and rn is a radius-vector, connecting
sites i and j. In the Fourier domain
C(k) =
∑
n
Cne
i(k·rn) = Cgap
∑
~δ
(1− ei(k·~δ)) =
= 4Cgap
∑
µ
sin2(akµ) =
8Ceff
z
∑
µ
sin2(akµ), (16)
where the summation in the first line runs over all z vec-
tors ~δ, connecting certain site of the lattice with its near-
est neighbours, while in the second line – over z/2 spa-
tial directions µ. Thus, the function Un should obey the
equation −Cgap∆ˆ · Uˆ = 1 from which the Gauss theorem
immediately follows. The latter theorem, in particular,
establishes a simple relation between the constant Ceff ,
entering (9) and (10), and the gap capacitance Cgap:
C
〈nm〉
eff = Ceff =
1
2(U0 − U1) ≡ zCgap/2, (17)
where z is the coordination number of the lattice.
For large-distance tails of Uˆ(r) at r  a we get:
U(r) =
∫
dDk
(2pi)D
e−i(k·r)
C(k)
≈
≈ 1
C˜gap

b(1D) − r/2a, for D = 1,
b(2D) − ln(r/a)
2pi
, for D = 2,
a
4pir
, for D = 3.
(18)
Unknown constants b(1D), b(2D) appearing in the low-
dimensional versions of (18) arise due to pathological
divergence of U(r) at large distances in low dimensions
(see below). In three-dimensional case the divergence
does not occur, and we get a very natural result
U (3D)(r) ≈ 1
εeffr
, (19)
εeff =
4piCgap
a
= 4piΛεout. (20)
which describes effective dielectric screening of the
Coulomb potential.
5B. Inconsistency of the leading approximation for
low-dimensional arrays
The three-dimensional version (19) of the result (18)
remains valid for arbitrary large distances r, provided
there is no Debye screening in the system (see below).
It is not the case, however, as long as low-dimensional
arrays are concerned. Indeed, the 1D and 2D versions of
the result (18) can not be valid at large enough distances
because of the imperative requirement U > 0 (see, e.g15).
It also shows that zero approximation in small parameter
Λ−1, which we have used above, becomes insufficient at
large distances in low dimensions, and small corrections
to Cˆ should be taken into account, which somehow will
be crucial at large distances and will resolve the problem:
Cij = −Cgap∆ij + δCij , δCij ∼ Csol  Cgap. (21)
The result (18) actually implies the true D-dimensional
electrostatics, in which the field lines are supposed to be
confined to the array. For D < 3 it is important to have
in mind that our low-dimensional array is embedded in
the real three-dimensional space (with a dielectric con-
stant εout) and the field lines would eventually escape
the array at large enough distances. As a consequence
the dielectric screening of Coulomb potential due to po-
larisation of the grains becomes irrelevant at these large
distances and the conventional bare Coulomb potential
is restored, so that the law (18) is substituted by
U(r) ≈ 1
εoutr
. (22)
C. Metal gate: Debye screening
The above problem of inconsistency is often resolved
in a somewhat voluntary way, just by choosing some
simplistic form of correction, usually the self-capacitance
one: δC
(0)
ij = C0δij . In the k-representation it reads
C(k) ≈ Cgap(ka)2 + C0. (23)
However, any C(k) with C(0) 6= 0 leads to an exponential
decay
U(r) ∝ e−r/rD , r  rD = a(Cgap/C0)1/2 (24)
rD being the effective screening radius. Such a decay
can only be physically justified for systems with Debye
screening, caused by presence of a metal gate. Note that
the gate leads to the Debye screening also for a three-
dimensional array.
D. No metal gate: dielectric screening in low
dimensions
If we assume that our system is a global insulator, then
the requirement
lim
k→0
δC(k) = 0, (25)
must be fulfilled. This requirement, in its turn, indi-
cates that the δC(k) should be non-analytic function of
k at k = 0 in low dimensional arrays. Indeed the only
analytic behaviours, compatible with the rotational sym-
metry would be either δC(k) ≈ const (the metallic case,
considered in the previous subsection), or δC(k) ∝ k2 (an
irrelevant small renormalisation of the constant Cgap).
Now we will present physical arguments that allow for
reconstruction of δC(0)(k) in the insulating case on a
quantitative level.
Since the true long-distance asymptote of U(r) is given
by (22), we can find the low-k behaviour of C(k), or,
rather of δC(k), by means of Fourier-transforming (22):
δC(k) =
(∫
aDdDr
εoutr
ei(k·r)
)−1
≈
≈ εouta
−
1
2 ln(|k|a) , for D = 1,
|k|a/2pi, for D = 2,
(26)
and, finally
C(k) = Cgap

(ka)2 − 1
Λ ln(|k|a) , for D = 1,
(ka)2 +
|k|a
piΛ
, for D = 2.
(27)
Thus, we have shown that the corrections are indeed non-
analytic and indeed do dominate at small k in both two-
and one-dimensional arrays.
It should be stressed that the basic result (27) in the
form of a sum of two contributions is not just an interpo-
lation formula between two limiting cases: it is quantita-
tively valid also in the case when both terms are of the
same order of magnitude, the only condition for its valid-
ity being k  a−1. Indeed, the formula (27) represents
the first two terms in the expansion of C(k) in series of
powers of small parameter Λ−1. These coefficients are
functions of the parameter ka only, and we have found
their asymptotic expressions for ka  1. Although the
coefficient in the second term was found with the help of
physical arguments, applicable only in the case when this
second term is dominant, the obtained result for this co-
efficient must be valid for ka 1, independent on which
term of the two dominates at given value of Λ.
In order to highlight the dimensional crossover, occur-
ring with increase of distance, it is instructive to find
C(r) and U(r) using the expressions (27). We will do
that for the 2D and 1D cases separately.
6E. Two-dimensional array: crossover from 2D to
3D electrostatics
Making the inverse Fourier transformation of the lower
line of (26) we come to
C(2D)(r) =
Csola
3
pi
∫
d2k
(2pi)2
|k|e−i(k·r) = −Csol
2pi2
(a
r
)3
,
(28)
valid for r  a. Thus, the tail of C(2D)(r) at large r  a
is completely dominated by the correction term, propor-
tional to Csol. Note also, that the off-diagonal elements
of the matrix Cij are negative, in accord with the gen-
eral requirement (see15). Similarly, from the lower line of
(27) we obtain
U (2D)(r) =
1
Cgap
F (2D)
(
r/r(2D)c
)
, (29)
where
r(2D)c = piaΛ a, (30)
is the characteristic length-scale of crossover, and the
function
F (2D)(z) ≡ 1
2pi
∫ ∞
0
J0(zt)
dt
t+ 1
=
1
4
[H0(z)− Y0(z)]
(31)
can be expressed in terms of the Struve function H0(z)
and the Neumann function Y0(z). This result was ob-
tained earlier by J. E. Mooij and G. Schoen (see16), who
used the analogy with the problem of screening of the
Coulomb field of a point-like charge, placed in an insu-
lating film, solved by L. V. Keldysh17
The general shape of the function F is shown in Fig.6
Its asymptotes
F (2D)(z) ≈ 1
2pi
{
ln(1/z), for z  1,
1/z, for z  1. (32)
reproduces the expression (22) (lower line) and the 2D-
version of expression (18) (upper line). Moreover, com-
paring (32) with (18), one can identify the unknown con-
stant b(2D) entering Eq.(18):
b(2D) =
1
2pi
ln Λ 1. (33)
Thus, the result (29) describes smooth crossover from
the 2D electrostatics, confined to the array, to the con-
ventional 3D one, which sets on, when spatial scale of the
problem exceeds the crossover radius r
(2D)
c . The repul-
sion energy of two electrons, placed at distance r from
each other
V (r) = ECF
(2D)(r/r(2D)c ), EC = e
2/2Cgap. (34)
is equal to EC ln Λ/2pi for nearest neighbours (r = a)
and decreases only very slowly up to r ∼ r(2D)c , where
the conventional 3D Coulomb law V (r) = e2/2εoutr sets
on.
FIG. 6: Plot of the function F (z), defined by (31). Its asymp-
totical forms for small and large values of the argument are
shown by dashed lines.
F. One-dimensional array: crossover from 1D to
3D electrostatics
Following the same lines, as in the previous subsection,
we get the long-distance tail of Cij :
C(1D)(r) = −Csola
∫ ∞
−∞
dk
2pi
e−ikr
ln(|k|a) ≈ −
Csol
2(r/a) ln2(r/a)
,
(35)
U (1D)(r) ≈ 1
εoutr
(1D)
c
F (1D)(r/r(1D)c , ln Λ). (36)
where the function of two variables
F (z, y) ≈ 1√
z2 + 1
+
y
2
e−z (37)
and the crossover radius is
r(1D)c = a (Λ ln Λ/2)
1/2  a. (38)
Derivation of this formula is given in Appendix A. The
relevant asymptotic forms of this function are:
F (z, y) ≈

y
2
(1− z), for z  1, y  1,
1/z, for z  ln y, y  1.
(39)
The upper line of (39) reproduces the result (18) with
the constant b(1D) ≈ (Λ ln Λ/2)1/2 /2. The lower line
reproduces the bare three-dimensional Coulomb interac-
tion (22).
7IV. THE CHARGE AND CURRENT
RELAXATION
In this Section we discuss the evolution of the distri-
bution of the charges in the system in the absence of
external field (for V Ei = 0). Under this condition the
linear transformation (8) is homogeneous, and one can
write
Qi(t) =
∑
j
Gij(t)Qj(0), Gˆ(t) =
∏
0<tλ<t
gˆ〈nm〉λ (40)
where the index λ numerates the collisions. It is natural
to call the matrix Gˆ(t) the evolution operator, or the
Green’s function.
Clearly, Gˆ depends on the specific sequence of colli-
sions and, therefore, is a random operator. In order to
determine the statistically averaged charge distribution
we have to find Gˆ(t). Since the collisions happen at ran-
dom places without any correlation, the individual fac-
tors gˆ〈nm〉λ in the product in (40) can be averaged over
the position of bond 〈nm〉 independently. As a result, we
obtain
Gˆ = 〈gˆM 〉M , (41)
where
gˆ = 〈gˆ〈nm〉〉〈nm〉 = 1 + Ceff
Nb
∆ˆ · Uˆ (42)
is the matrix gˆ〈nm〉, averaged over all possible positions
of the bond 〈nm〉, and Nb is a total number of bonds
(pairs of neighbouring grains) in the system. The ran-
dom variable M is a total number of collisions that have
occurred within the time interval (0, t). Its average is
M = Nbwt and its dispersion is relatively small:((
M −M)2)1/2 ∼M1/2 M, (43)
so that atNb →∞ the fluctuations ofM can be neglected
and
Gˆ = gˆM =
(
1 +
Ceff
Nb
∆ˆ · Uˆ
)Nbwt
≈ exp
{
Ceffwt∆ˆ · Uˆ
}
(44)
Formulas (42), (43) and (44) lead us to the follow-
ing general expression for the average evolution operator,
valid for arbitrary Uij :
Gij(t) =
∫
BZ
aDdDk
(2pi)D
exp {Ceff∆(k)U(k)wt− ik · rij}
(45)
where integration should be held over the Brillouin zone.
For the current through bond 〈nm〉 (in the direction
from n to m) one can write
Inm(t) =
∑
tα
δ˜(t− tα){Qm(tα + 0)−Qm(tα − 0)} =
= Ceff
∑
tα
δ˜(t− tα)
∑
k
(Un−k − Um−k)Qk(tα − 0),
(46)
where the summation runs over moments tα correspond-
ing to the 〈nm〉-collisions. The current consists of a se-
quence of short pulses with a shape δ˜(t−tα) which repro-
duces the shape of the pulses in Rnm(t). The intensities
of the pulses are linear functions of the charges just be-
fore the collision. By means of averaging of (46) it can
be shown that the average currents at the moment t can
be expressed through the average charges at the same
moment:
I〈nm〉(t) = wCeff
∑
i
(Uni − Umi)Qi(t) =
= R−1eff (V m(t)− V n(t)), (47)
where
Reff = (wCeff)
−1, (48)
is the effective time-averaged resistance of a bond.
So, on average, our system behaves as a regular lattice,
where each pair of neighbours is connected by an ohmic
resistance Reff . If we place a charge Qi in some site j of
this regular lattice, it produces long-range fields
E〈nm〉 = (Un−i − Um−i)(Qi/a), (49)
which, in their turn, give rise to currents in the whole
sample (not only in the immediate vicinity of the charge).
A. The leading approximation: homogeneous
relaxation
In the leading approximation in Λ−1, when the expres-
sion (15) is valid, the result (44) is dramatically simpli-
fied:
Gij(t) = e
−t/τ · δij , τ = 2/zw. (50)
So, the average charge at the initial site decays exponen-
tially, while at all other sites average charges remain ze-
ros. For an arbitrary initial distribution of charges Qi(0)
the homogeneous relaxation is predicted:
Qi(t) = e
−t/τQi(0). (51)
At the first glance this result seems to contradict the
total charge conservation, but the contradiction is re-
solved, if one looks at the divergence of the average cur-
rent density at site n, induced by a charge Qi, placed at
8site i:
∂Qn(t)
∂t
= −Reff (∇ ·E(t))|n =
= Reff
[
∆ˆ · Uˆ
]
ni
Qi(t) = −δniQi(t)
τ
. (52)
It means that the average charges at all sites, except
the origin, do not change with time and remain zeros.
There is a full analogy to a classical problem of relaxation
for a charged sphere, placed into an infinite conducting
medium. In this problem the initial charge also decays
with time exponentially, due to currents, arising in the
medium. These currents, produced by the long-range
Coulomb fields, deliver the decaying charge directly to
infinity, while no charge can be detected at any interme-
diate place at finite distance from the sphere. Certainly,
this result is valid only in a quasistatic approximation,
when the velocity of light is assumed to be infinite and
no retardation effects are taken into account.
Thus, we conclude that in the leading approximation
in Λ−1 the average charge goes to spatial infinity without
being trapped anywhere.
In three-dimensional arrays this result holds also be-
yond the leading approximation, provided there is no De-
bye screening.
B. Metal gate: relaxation via diffusion
In the presence of the Debye screening the relaxation
becomes inhomogeneous in arrays of all dimensions. In
this subsection we will consider the case of a three-
dimensional array, where the screening is the only mech-
anism that gives rise to the inhomogeneity. On the other
hand, in low dimensional arrays there is a competing
mechanism due to modification of dielectric screening at
large distances r & rc. The latter mechanism dominates,
if rc < rD.
In 3D case we have
Uij = e
−r/rD/εeffr, r ≡ rij , (53)
and the general expression (45) can be, for large distances
rij  a, rewritten as
Gij(t) ≈
∫
a3d3k
(2pi)3
exp
{
− t
τ
(krD)
2
(krD)2 + 1
− i(k · rij)
}
(54)
This integral can be evaluated in different limiting cases.
At initial stage of relaxation (t . τ) the average charge
Gij(t) at site i 6= j is arising mainly due to the field
produced by the initial unit charge at point j:
Gij(t) ≈ tReff
[
∆ˆ · Uˆ
]
ij
=
t
τ
a3
4pir2Dr
e−r/rD (55)
During this early stage a finite part (∼ t/τ) of the initial
charge leaves the origin and spreads over the domain of
size ∼ rD, while only exponentially small fraction of the
charge reaches distances r  rD.
At late stage of relaxation t τ almost all the charge
is distributed over the domain of size
r(t) = (Defft)
1/2 ∼ rD(t/τ)1/2  rD. (56)
On this stage the secondary charge is produced not by
the field of the initial charge at the origin, but by the
secondary charges themselves, in a self-consistent way.
It results in an effective diffusion of charge:
Gij(t) ≈ a
3
(4piDefft)3/2
exp
{
− r
2
4Defft
}
, Deff =
r2D
τ
.
(57)
It should be noted that the diffusive law (57) ceases to
work at very large distances r  r(t), where the distri-
bution (55) remains valid even at t  τ . This far tail
of the distribution, however, describes only an exponen-
tially small fraction of the total charge.
The phase diagram, depicting different modes of relax-
ation on the r − t plane is shown in Fig.7
FIG. 7: Different modes of relaxation in a 3D array with
weak Debye screening (arising, e.g., due to presence of a metal
gate). For small t and/or r the charge relaxes due to the field
effect – here the charges are small, though the currents are
large. For large t and/or r the standard diffusion sets on.
C. Inhomogeneous relaxation in two-dimensional
arrays
As we have mentioned, for low-dimensional arrays the
relaxation becomes inhomogeneous at large times and
distances already without Debye screening, just because
of the existence of the crossover radius rc.
At large distances r  a we can write
Gij(t) ≈
∫
a2d2k
(2pi)2
exp
{
− t
τ
krc
1 + krc
− i(k · rij)
}
(58)
9Again, as in the previous subsection, we consider sepa-
rately the early (t . τ) and the late (t τ) stages of the
relaxation. At the early stage
Gij(t) ≈ tReff
[
∆ˆ · Uˆ
]
ij
=
=
t
τ
a2
2pirrc
{1− pi(r/2rc)[H0(r/rc)− Y0(r/rc)]} ≈
≈ t
τ

a2
2pirrc
, (a r  rc),
rca
2
2pir3
, (r  rc = r(2D)c ≡ piaΛ).
(59)
At the late stage, as in the case with the Debye screening,
the secondary charges are produced in a self-consistent
way, but here it leads not to the conventional diffusion
of the charge, but to some kind of “quasidiffusion”, de-
scribed by the evolution law
Gij(t) ≈ r(t)a
2
2pi
[
r2 + r2(t)
]3/2 , r(t) = rct/τ. (60)
Thus, at large enough times (t τ) the whole (with the
accuracy up to exponentially small in t/τ corrections)
charge is distributed over the area with linear size r(t).
In contrast with the case of standard diffusion, this size
grows linearly with t, not as a square root. Note that
the second moment of the distribution (60) diverges, and
formally the diffusion coefficient, corresponding to this
process, is infinite. Indeed, however, it only means that
the notion of the diffusion coefficient is useless in this
problem and proliferation of the charges occurs in a much
faster process. The domains with different modes of re-
laxation on the r − t plane are shown in Fig.8
FIG. 8: Different modes of relaxation in a 2D array with
large rc  a. As in the weakly screened 3D case, for small t
and/or r the charge relaxes due to the long range field effect.
For large t and/or r the quasi-diffusion regime, described by
the law (60), sets on.
D. Inhomogeneous relaxation in one-dimensional
arrays
Here we have
Gij(t) ≈
∫
adk
2pi
exp
{
− t
τ
Λ(ka)2| ln(ka)|
1 + Λ(ka)2| ln(ka)| − ikr
}
,
(61)
so that at the early stage of relaxation, for t . τ
Gij(t) ≈ tReff
[
a2d2U(r)
dr2
]
r=rij
≈
≈ t
τ
a3
εout
{
2
(r2 + r2c )
3/2
+
ln Λa3
2r3c
e−r/rc
}
≈
≈ t
τ
1
εout

ln Λa3
2r3c
(1− r/rc), (a r  rc),
2a3/r3, (r  rc ln ln Λ),
(62)
where rc = r
(1D)
c ≡ a (Λ ln Λ/2)1/2. At the late stage, for
t τ , the charge proliferates due to a sort of quasidiffu-
sion:
Gij(t) = a(4piDefft)
−1/2 exp
{−r2/4Defft} , (63)
where the “diffusion coefficient”
Deff = Deff(r) ≈ r
2
c
τ
{
1 +
ln(t/τ)
ln Λ
}
. (64)
depends (though, only logarithmically) on time t. The
derivation of this result is given in Appendix B.
V. CONDUCTIVITY IN AN EXTERNAL
ELECTRIC FIELD
When discussing the charge relaxation and deriving the
expression (51) and (47) for average charges and currents,
we had in mind only a “partial averaging”. Namely, we
had fixed some particular spatial distribution of charges
Qi(0) at time t = 0, and then averaged over all pos-
sible evolutions of this distribution up to time t. Thus
“partially averaged” distributions of charges and currents
keep the memory of the initial distribution at t = 0,
though this memory is fading with time. In the absence of
external field the partially averaged currents and charges
relax to zero for full averaging, i.e., for t→∞. It is not
the case, however, in the external field. It is only the fully
averaged charges, that vanish in the presence of external
field, while the fully averaged currents remain finite. In-
deed, the fully averaged potentials do not vanish:
V i(t) = V
(E)
i = −(E · ri), (65)
so that the fully averaged currents are
I〈nm〉(t) = −R−1eff (E · ~δnm), (66)
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where ~δnm is a vector, connecting neighbouring sites n
and m. As a result, the conductivity of the system is
σ = a2−DR−1eff = a
2−DwCeff . (67)
We see that σ is proportional to Cgap. So, to have large
conductivity, one should choose an array with narrow
insulating gaps d between grains and large “contact sur-
faces”.
VI. FLUCTUATIONS
In contrast to the currents, which do not vanish upon
full averaging in the presence of an external field, the av-
erage charges are zeros even in the field. It is clear, how-
ever, that the collisions produce fluctuations of charges;
a study of these fluctuations will be our task in this sec-
tion. In particular, we will find the correlators of charges
and fields
K(i− j, t) ≡ Qi(t)Qj(0), (68)
K˜µµ′(n− n′, t) ≡ Eµ(n, t)Eµ′(n′, 0), (69)
and demonstrate, that, in the leading approximation,
1. The time dependence of both K(i − j, t) and
K˜µµ′(n − n′, t) is trivial: it describes the homo-
geneous relaxation
K(i− j, t) = e−t/τKi−j(0), (70)
K˜µµ′(n− n′, t) = e−t/τ K˜µµ′(n− n′, 0). (71)
2. Characteristic amplitude of charge fluctuations
Q0 = (K0(0))
1/2 ∼ CeffaE (72)
3. Characteristic amplitude of field fluctuations
Eµ = (K˜µµ(0))
1/2 ∼ (AE2 +BE2µ)1/2 (73)
is of the order of external field E. These fluctua-
tions are anisotropic: they are stronger in the di-
rection of the external field.
4. Correlations of the charges vanish for distances rij
larger than one lattice spacing.
5. For the array dimension D > 1 the correlations of
field fluctuations decay with distance as r−D. The
sign and the magnitude of correlations strongly de-
pend on orientation of the bonds and of the electric
field. ForD = 1 field fluctuations at different bonds
are not correlated at all.
A. General expressions for the correlator of charge
fluctuations
To evaluate the correlator (68) in an external field, we
write down the general solution of the inhomogeneous
evolution equations (8):
Qi(t) =
∞∑
p=1
∑
j
[
p−1∏
q=1
gˆ(q)
]
ij
X
(p)
j , (74)
where indices p, q numerate the collisions within the in-
terval (−∞, t) and the numeration starts from the latest
collision within this interval. Let us first find the same-
time correlator
Kij ≡ Qi(t)Qj(t) =
=
∞∑
p1 = 1
p2 = 1
[
p1−1∏
q1=1
gˆ(q1)
]
ii′
X
(p1)
i′
[
p2−1∏
q2=1
gˆ(q2)
]
jj′
X
(p2)
j′ (75)
We note, that the cross terms in the sum (those with
p1 6= p2) vanish after averaging. Indeed, consider, for in-
stance, the case p1 < p2. Then, since the indices np2 ,mp2
appear only in the factor ~X(p2), this factor turns out to
be statistically independent from all other factors in this
term, and should be averaged independently. On the
other hand, Xi = 0, and thus the terms with p1 6= p2 fall
out. Hence
Kij(0) =
∞∑
p=1
∑
i′j′
[
p−1∏
q=1
Gˆ(q)
]ij
i′j′
X
(p)
i′ X
(p)
j′ =
=
∞∑
p=1
∑
i′j′
[
Gˆp−1
]ij
i′j′
Xi′Xj′ =
∑
i′j′
[
1
1− Gˆ
]ij
i′j′
Xi′Xj′ ,
(76)
where
XiXj =
Θij
Nb
, Θij = C
2
eff
∑
~δ
(~δ · ~E)2(δij − δij+~δ),
(77)
Nb →∞ being the total number of bonds in the lattice,
and the four-index object Gˆ is defined as an average over
the positions of the collision-bond 〈nm〉:
Giji′j′ ≡ gˆ〈nm〉ii′ gˆ〈nm〉jj′ = δii′δjj′ +N−1b Γˆiji′j′ , (78)
Γˆ = Γˆ(0) + Γˆ(1), (79)
[
Γˆ(0)
]ij
i′j′
= Ceff
{
δii′
[
∆ˆ · Uˆ
]
jj′
+ δjj′
[
∆ˆ · Uˆ
]
ii′
}
,
(80)
11[
Γˆ(1)
]ij
i′j′
= C2eff
∑
~δ
(
Uj−j′ − Uj−j′+~δ
)
×
×
{
δij
(
Ui−i′ − Ui−i′+~δ
)
− δi,j+~δ
(
Ui−i′−~δ − Ui−i′
)}
.
(81)
Finally, substituting (78) into (76) we get
Kij(0) = −
∑
i′j′
[
Γˆ−1
]ij
i′j′
Θi′j′ (82)
The two-times correlator can be found in a similar way
(see Appendix C):
Kij(t) ≡ Qi(t)Qj(0) =
∑
k
Gik(t)Kkj(0) (83)
where the average Green function Gik(t) is given by (45).
The four-index objects appear in our correlators be-
cause the bilinear expressions like (76) contain two oper-
ators gˆ〈nm〉 corresponding to the same collision. They
are not statistically independent and can not be av-
eraged separately. If one would need to calculate
some N -point correlator, one will have to deal with
2N -index objects – direct products of N gˆ-matrices –
gˆ〈nm〉 ⊗ gˆ〈nm〉 · · · ⊗ gˆ〈nm〉. A similar situation occurs in
quantum mechanics, where calculation of correlators also
leads to multi-index objects – the multi-particle Green
functions.
For general Uˆ the four-index object Γˆ, defined by
(79,80,81) is hard to deal with, because the translational
invariance allows to exclude only one of the four indices.
That is not enough for easy diagonalization of Γˆ: after
the Fourier transformation one is still left with an inte-
gral equation to solve, and its solution is not accessible
for general Uˆ . Similarly, in quantum mechanics, the gen-
eral translational invariance allows to reduce the calcula-
tion of the two-particle Green-function to the problem of
one particle in an external potential, which is not always
possible to solve. It should be noted, however, that the
analogy of our problem to the quantum mechanics is only
partial, since our “two-particle Hamiltonian” Γˆ is not a
hermitian one.
In the leading approximation in 1/Λ  1, however,
this problem can be circumvented, as we will demonstrate
in the next subsection.
B. Correlators in the leading approximation
In the leading approximation expression for Γˆ(0) can
be simplified: [
Γˆ(0)
]ij
i′j′
= −zδii′δjj′ (84)
It is this simplification, that helps to overcome the diffi-
culty, mentioned in the previous subsection.
Within the total space of pairs of grains S ≡ {(ij)}
one can single out subspace S1, containing pairs of near-
est neighbours together with the pairs of two identical
grains: S1 ≡
{
(ij) : i− j = ~δ or ~0
}
. This subspace is in-
variant with respect to the operator Γˆ(1) because of the
specific structure of the latter. Within the leading ap-
proximation S1 turns out to be invariant also with respect
to the unity-like Γˆ(0). Since the ”initial state” Θ already
belongs to the subspace S1, we conclude that the entire
calculation of the correlator proceeds completely within
S1, and, in particular, the result of this calculation – Kij
– also belongs to S1. It means that the correlator does
not vanish only if i− j = λ, where λ = j − i takes z + 1
values: either λ = 0, or λ = ~δ.
Within the subspace S1 the four-index “matrix” Γˆ(1)
and two-index “vector” Θ are reduced to[
Γ(1)
]ij
i′j′
→ γˆλλ′(i− i′), (85)
[Θ]ij → Θλ, (86)
where
γδλ′(r) = −C2eff(Ur+(δ−λ′) − Ur−λ′)(Ur+δ − Ur), (87)
γ0λ′(r) = C
2
eff
∑
δ
(Ur − Ur+δ)(Ur−λ′ − Ur−λ′+δ), (88)
Θλ = −C2eff(~δ · ~E)2, Θ0 = 2C2effE2a2, (89)
and we get
Kij → Kλ =
∑
λ′
Tλλ′Θλ′ (90)
Tλλ′ =
[
(z − γˆ)−1]
λλ′ , γλλ′ =
∑
r
γλλ′(r). (91)
Evaluation of the matrices γˆ and Tˆ is presented in the
Appendix D, here we give only the final results of calcu-
lations:
K0 =
2z
z2 − 2(CeffaE)
2, (92)
K~δ = − (CeffEa)2
(
A+Be2µ
)
, (93)
A =
2f1z
2
(z2 − 2)(z2(1 + f1)− 2) , B =
z
z2(1 + f1)− 2 ,
(94)
where µ denotes the Cartesian axis, parallel to ~δ, e is the
unit vector, parallel to E, and the constant f1 is defined
by (D4), (D6). In one dimension we obtain:
K0 = 2(aCeffE)
2, K~δ = −(aCeffE)2, (95)
In two dimensions:
K0 =
4
7
(CeffaE)
2, (96)
K~δ = −
2
2 + 7pi
(
1
7
+ pie2µ
)
(CeffaE)
2, (97)
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In three dimensions:
K0 =
6
17
(CeffaE)
2 (98)
K~δ ≈ −(CeffaE)2(0.0026 + 0.1689e2µ). (99)
We conclude that in the leading approximation the
fluctuations of the charges are correlated only at neigh-
bouring grains. This correlation is negative, since the
collisions, being the source of fluctuations, lead to oppo-
site charging of the neighbouring grains that participate
in the collision. We also see that the correlation for the
pairs of grains, aligned along the direction of external
field, is much (in three dimensions – almost by two or-
ders of magnitude!) stronger, than for pairs, aligned in
the perpendicular direction.
At the end of this subsection we note that in the lead-
ing approximation Gii′(t) = e
−t/τδii′ . So, in this ap-
proximation we obtain a homogeneous time-decay of the
two-times correlator.
Kij(t) = e
−|t|/τKij(0) (100)
C. Correlator of local electric fields
The local potential drops V〈nm〉 ≡ Vn− Vm (related to
the electric fields E〈nm〉 = −(Vn− Vm)/a) are associated
with particular bonds 〈nm〉. There are D = z/2 different
bonds in the unit cell (see Fig. 9), therefore we will
mark the bonds by two indices: by the coordinate ri of
the reference site in the cell, and by spatial directions
µ = x1, x2, . . . xD of the bonds.
FIG. 9: The unit cell for the case of 2D square array contains
one site and two bonds.
Then the same-time correlator of fields
K˜µµ′(n− n′) ≡ δE〈n,n+~δµ〉δE〈n′,n′+~δµ′ 〉 =
=
∑
iλ
(Un−i − Un+~δµ−i)(Un′−i−λ − Un′+~δµ′−i−λ)
Kλ
a2
=
=
(
z
4aCeff
)2 ∫
BZ
aDdDk
(2pi)D
ei(k·r(nµ|n
′µ′))K(k)
× sin(akµ/2) sin(akµ′/2) sin
2(akµ′′/2)[∑
ν sin
2(akν/2)
]2 ,
(101)
where ~δµ is a vector of length a in the positive direction
of the axis µ and
r(nµ|n′µ′)) ≡ (rn − rn′) + 1
2
(~δµ − ~δµ′) (102)
is nothing else, but the vector, connecting centres of the
bonds (nµ) and (n′µ′).
K(k) =
∑
λ
Kλe
i(k·λ) = −
∑
~δ
K~δ(1− ei(k·
~δ)) =
= 4 (CeffEa)
2
∑
µ
(
A+Be2µ
)
sin2(akµ/2) (103)
K˜µµ′(n− n′) =
(
zE
2
)2∑
µ′′
(
A+Be′′2µ
)
Oµµ′µ′′(r(nµ|n′µ′))
(104)
Oµµ′µ′′(r) =
∫
BZ
aDdDk
(2pi)D
ei(k·r)
× sin(akµ/2) sin(akµ′/2) sin
2(akµ′′/2)[∑
ν sin
2(akν/2)
]2 (105)
For the same-bond correlator of fields we have
δE2µ = K˜µµ(0) = −
(
zE
2
)2∑
µ′′
(
A+Be′′2µ
)
Oµµµ′′(0) =
= E2
(
A˜+ B˜e2µ
)
,
(106)
where
A˜ =
(z
2
)2 2f1z3
(z2(1 + f1)− 2)(z2 − 2) ,
B˜ =
(z
2
)2 2− f1z2
z2(1 + f1)− 2 , (107)
The calculation of the constants A˜, B˜ is given in Ap-
pendix E. In particular, for the 2D-array
A˜ =
32
7
1
2 + 7pi
, B˜ = 4
pi − 2
2 + 7pi
.
Let us now turn to the correlations of fields at different
bonds. In one-dimensional case there is only one option
for all three indices µ, µ′, µ′′ = x, so that
Oxxx(x) ≡ O(xnn′) =
∫ pi/a
pi/a
adk
2pi
eikxnn′ = δnn′ , (108)
K˜(n− n′) = E2(A+B)δnn′ (109)
Thus, in 1D the fluctuations of fields are not correlated
in space. The physical reason for that is clear: There
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FIG. 10: The angular dependence of the correlator of electric
fields for a two-dimensional square lattice of grains. Both
bonds are assumed to be parallel to each other and to the
axis y. The length of the radius-vector is proportional to
|K˜yy(r)|, while the angle θ represents the angle between r and
the crystallographic y-axis. Direction of the external field is
indicated by the arrow. Correlation is positive (negative) at
the lobes, depicted with thick (thin) lines
is only one bond in the unit cell of the one-dimensional
chain, and the potential drops V〈nm〉 can be chosen as in-
dependent variables instead of charges Qi. Since, within
the leading approximation in Λ, the Coulomb energy of
the system is diagonal in these variables, their fluctua-
tions are statistically independent.
In dimensions D > 1 the correlations of fields at dif-
ferent bonds do not vanish. In particular, for the case
n− n′  1, we obtain
K˜µµ′(n− n′) ≈ (zE/2)
2
(rnn′/a)D
×
{
δµµ′
[
a+ beµeµ′ + c
∑
ν
n2νe
2
ν
]
−
− z
2
nµnµ′
[
a+ b(e2µ + e
2
µ′) + c
(
1 +
4
z
)∑
ν
n2νe
2
ν
]}
(110)
Derivation of the results (110) and general expressions
for the constants a, b, c are presented in the Appendix
E. Here we give only the values of constants for the 2D-
array:
a =
1
14pi
≈ 0.0227, b = −c = 1
2 + 7pi
≈ 0.0417.
The angular dependence of the correlator of electric
fields on parallel bonds is analysed in Fig.10.
VII. LIMITATIONS OF THE MODEL
The most principal limitation of the approach, pre-
sented in this paper, is the “classical approximation”,
described in the Section II B – the assumption of the
continuous charge. It is this assumption, that allows for
finding the charge distribution after each collision from
the condition of minimal energy (4) without applying the
constraint of the charge discreteness. Obviously, this ap-
proximation can be justified if, due to some reason, the
fluctuations of charges are large compared to e. Using
the results of Section VI B (see (95),(96),(98)), we see,
that this condition is fulfilled, in particular, if the elec-
tric field, applied to the system, is large enough:
E  e(aCeff)−1. (111)
Being taken into account, charge discreteness leads to
the Coulomb blockade effect. The randomness of the off-
set charges qi, in composition with the Coulomb blockade
leads to strong suppression of both electronic transport
and relaxation in a granular system, so that “variable
range cotunnelling”6 becomes the leading mechanism of
conductivity at low temperatures. In nonstationary sys-
tem, however, the offset charges are subject to temporal
fluctuations, and these fluctuations may locally suppress
the Coulomb blockade and thus facilitate transport. This
interesting effect we will discuss in a separate publication.
Another important factor, which we did not take into
account in this paper, is temperature. For finite T one
has to take into account thermal fluctuations governed
by Gibbs distribution, and the condition that the energy
should be minimized after each collision is, strictly speak-
ing, not valid. Thermal fluctuations in the system should
be treated in parallel with the external nonthermal fluc-
tuations, considered in this paper. The most obvious ef-
fect of thermal fluctuations would be T -dependent renor-
malization of the fluctuations rate w. However, some
other less trivial effects are also expected.
VIII. CONCLUSION
We have considered transport processes in an array
of conducting grains, connected by nonstationary resis-
tances. These processes consist of a sequences of lo-
cal breakdowns, occurring due to “collisions” of grains
with each other. Three-dimensional, as well as low-
dimensional arrays were studied. We were able to find
conductivity, relaxation rate and correlators of fluctua-
tions (of local charges and local fields) in the “classi-
cal approximation”, which neglects the discreteness of
charges. This approximation is valid, if the charge fluc-
tuations are large due to strong applied fields and/or to
large capacitances of the intergrain contacts. The effects
of the charge discreteness, essential for the low-field con-
ductivity will be discussed in a separate publication.
We have studied in detail the case, when the electro-
static properties of the system are dominated by the in-
tergrain capacitances Cgap, which is true for a system
with narrow dielectric gaps between grains. Both con-
ductivity of the system and the amplitude of fluctuations
appear to be proportional to Cgap. The correlations of
the charge fluctuations are of a short range type, while
the spatial correlations of electric fields decay as a power
law, and are strongly anisotropic.
Possible candidates for the realization of the model
were discussed: the colloidal solutions, and the polymer-
14
linked systems of metal grains, including the arrays of
nanomechanical shuttles.
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Appendix A: Evaluation of Uij in one-dimensional
case
Using exact relation between U(r) and C(k) (the upper
line of (18)) together with the definitions (27), we can
write
U(r) =
1
Cgap
∫ pi/a
−pi/a
adk
2pi
e−ikr
(ka)2 − 1Λ ln(|k|a)
=
=
1
εoutr
(1D)
c
F (1D)(r/r(1D)c , ln Λ), (A1)
where
r(1D)c = a (Λ ln Λ/2)
1/2
, (A2)
F (z, y) =
y
pi
∫ ∞
0
cos zξdξ
ξ2 +
(
1− 2 ln ξy
)−1 , (A3)
and we are interested in behaviour of this function for
arbitrary z and large y  1.
For z . 1 one can neglect the logarithmic correction
in the denominator, so that
F (z, y) ≈ y
pi
∫ ∞
0
cos zξdξ
ξ2 + 1
=
y
2
e−z, (z . 1). (A4)
To evaluate the integral (A3) for z  1 it is convenient
to decompose the integrand in three parts:
1
ξ2 +
(
1− 2 ln ξy
)−1 ≡ 1ξ2 + 1 − 2 ln ξy −
−2ξ
2 ln ξ
y
1 + (ξ2 + 1)
(
1− 2 ln ξy
)
(ξ2 + 1)
[
ξ2
(
1− 2 ln ξy
)
+ 1
] (A5)
1. The first term in (A5) after the integration gives
exactly the result (A4), coming from ξ ∼ 1.
2. The second term, after integration by parts and
regularization, gives
− 2
pi
∫ ∞
0
cos zξdξ ln ξ =
2
piz
∫ ∞
0
sin zξ
ξ
dξ =
1
z
, (A6)
This contribution comes mainly from ξ ∼ z−1  1.
3. The third term gives small contribution ∼ 1/z3,
that can be neglected
Thus, for z  1 there are two independent contributions
to (A3), coming from two different domains of ξ that do
not overlap for z  1:
F (z, y) =
1
z
+
y
2
e−z. (A7)
The first term in (A7) dominates for z  ln y, while the
second one dominates at 1 z  ln y. As we have seen,
the second term in (A7) gives a correct result also for
z . 1. If the second term dominated over the first one
for all z . 1, we would use the result (A7) for all z –
small, large and intermediate. Unfortunately, however,
it is not possible: for very small z < 1/y the first term
begins to dominate again and (A7) becomes incorrect for
these small z. To get rid of this problem it is enough just
to regularise the first term so that it ceases to grow at
z . 1. For example, one can choose
F (z, y) =
1√
z2 + 1
+
y
2
e−z (A8)
Other regularisations are also possible: different ones
may be not equivalent from the practical point of view
(quality of description of numerical data at finite y may
be different), but all of them are legitimate since they all
should be asymptotically correct at y  1.
Appendix B: Quasidiffusion in one dimension
At late stage of the evolution the charge is already
far from the origin, and the characteristic value k0 of
momentum k in the integral (61) are so small that
Λ(ka)2| ln(ka)|  1 and we can write
Gij(t) ≈
∫
dk
2pi
exp
{
− t
τ
Λ(ka)2| ln(ka)| − ikr
}
. (B1)
The momentum k appearing under the logarithm in (B1)
can be substituted by its characteristic value k0 and we
get
Gij(t) ≈
∫
dk
2pi
exp
{−tDeffk2 − ikr} , (B2)
Deff =
Λa2
τ
| ln(k0a)| = r
2
c
τ
2| ln(k0a)|
ln Λ
. (B3)
Now we have to estimate k0 = k0(t, r) in the Gaussian
integral (B2):
k0(t, r) ∼ max
{
(tDeff)
−1/2, r/(tDeff)
}
. (B4)
Substituting this result into (B3), and neglecting the
log log-corrections, we get
Deff =
2r2c
τ ln Λ
∣∣∣ln max{[(t/τ)Λ]−1/2, (τ/t)(ar/r2c )}∣∣∣ .
(B5)
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We are mostly interested in the spatial domain r . r(t) =
(tDeff)
1/2, where almost all the charge is confined. In
this domain the maximum in (B5) is dominated by the
first term, and we finally arrive at the result (64). One
should have in mind, however, that for large r  r(t) the
effective diffusion coefficient logarithmically depends not
only on t, but also on r.
Appendix C: Calculation of the two-times correlator
For the two-time correlator we need
Qj(0) =
∞∑
p2=1
∑
j′
[
p2−1∏
q2=1
gˆ(q2)
]
jj′
X
(p2)
j′ ,
(C1)
Qi(t) =
∞∑
p1=1
∑
ki′
[
M∏
s=1
gˆ(s)
]
ik
[
p1−1∏
q1=1
gˆ(q1)
]
ki′
X
(p1)
i′ +
+
M∑
u=1
∑
i′
[
u−1∏
s=1
gˆ(s)
]
ii′
X
(u)
i′ .
(C2)
Here indices q, p numerate breakdowns within the inter-
val (−∞, 0) and indices s, u – within the interval (0, t).
Both numerations start from the latest breakdown within
the corresponding interval. It is easy to understand that
1. The terms, containing X
(u)
i′ vanish upon averaging
of Qi(t)Qj(0) in (83).
2. The factors gˆ(s) coming from the first term in (C2)
are statistically independent both with respect to
each other and with respect to all other factors in
the product.
3. The cross terms with p1 6= p2 vanish in the same
way, as it happened in (75).
As a result, we arrive at
Kij(t) =
∑
k
[
M∏
s=1
gˆ(s)
]
ik
×
×
∞∑
p=1
[
p−1∏
q1=1
gˆ(q1)
]
ki′
∞∑
p=1
[
p−1∏
q2=1
gˆ(q2)
]
jj′
X
(p)
i′ X
(p)
j′ , (C3)
which can be rewritten in the form (83).
Appendix D: Evaluation of the matrices γˆ and Tˆ
As it follows from (87), (88),∑
λ
γλλ′ = 0, (D1)
This property allows, as the first step, to exclude the
components with λ = 0 from all the objects that we are
dealing with. In particular,
K~δ =
∑
~δ′
T˜~δ~δ′Θ~δ′ , K0 = −
∑
~δ
K~δ, (D2)
T˜~δ~δ′ =
[
(z − ˆ˜γ)−1
]
~δ~δ′
, γ˜~δ~δ′ = γ~δ~δ′ − γ~δ0. (D3)
It is much more convenient to work with a symmetric z×z
matrix ˆ˜γ, than with the initial asymmetric (z+1)×(z+1)
matrix γˆ.
There are only two different matrix elements in the
matrix ˆ˜γ. For ~δ 6= ±~δ′
γ˜~δ~δ′ =
∫
BZ
(1− cos akx)(1− cos aky)
2
[∑
µ′(1− cos akµ′)
]2 aDdDk(2pi)D = f1,
(D4)
and
γ˜~δ~δ = γ˜~δ,−~δ =
∫
BZ
(1− cos akx)2
2
[∑
µ′(1− cos akµ′)
]2 aDdDk(2pi)D =
= f2 =
1
z
−
(z
2
− 1
)
f1,
(D5)
The integral (D4) can be calculated analytically in two
dimensions, while in three dimensions it can be done only
numerically:
f
(D=2)
1 = 1/4pi, f
(D=3)
1 = 0.0421. (D6)
There are three groups of eigenvectors ψ
(α)
~δ
and corre-
sponding eigenvalues γ˜(α) of the matrix ˆ˜γ:
1. z/2 degenerate modes, antisymmetric with respect
to reflections:
ψ
(µ−)
~δ
= χ
(µ−)
~δ
, γ˜(µ−) ≡ γ˜(−) = 0, (D7)
where
χ
(µ±)
~δ
=
1√
2
(
δ~δ,+µ ± δ~δ,−µ
)
, (D8)
and the indices µ = x1, x2, . . . xD denote D = z/2
spatial Cartesian axes.
2. One fully-symmetric mode
ψ
(s)
~δ
=
1√
z
, γ˜(s) = 2f2 + (z − 2)f1 = 2
z
, (D9)
3. z/2− 1 degenerate modes, symmetric with respect
to reflections, but not fully symmetric with respect
to permutations:
ψ
(η)
~δ
=
∑
µ
e(η)µ χ
(µ+)
~δ
, (D10)
γ˜(η) ≡ γ˜(as) = 2(f2 − f1) = 2
z
− zf1, (D11)
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where z/2− 1 unit vectors e(η)µ form, together with
the fully-symmetric vector a
(s)
µ =
√
2/z, the full or-
thonormal basis in the z/2 = D-dimensional space.
Consequently, there are three different eigenvalues for the
matrix Tˆ :
T˜ (−) =
1
z
, T˜ (s) =
1
z − γ˜(s) =
z
z2 − 2 , (D12)
T˜ (as) =
1
z − γ˜(as) =
z
z2(1 + f1)− 2 . (D13)
It is convenient also to split Θ into three parts of the
same type:
Θ(−) = 0, Θ(s) =
1
z
∑
~δ
Θ~δ = −
2(CeffaE)
2
z
, (D14)
Θ
(as)
~δ
≡ Θ~δ −Θ(s) = −C2eff
(
(~δ · ~E)2 − 2(Ea)
2
z
)
,
Then
K0 = −zT˜ (s)Θ(s), K~δ = T˜ (s)Θ(s) + T˜ (as)Θ(as),
and we finally arrive at the final result (92), (93).
Appendix E: Derivation of the correlator of electric
fields
For the kernel Oµµµ′′(0), entering the same-bond cor-
relator of fields, we have
Oµµµ′′(0) =
∫
BZ
aDdDk
(2pi)D
sin2(akµ/2) sin
2(akµ′′/2)[∑
ν sin
2(akν/2)
]2 .
(E1)
Comparing this expression with (D4) and (D5), we have
Oµµµ′′(0) = 2f1(1− δµµ′′) + 2
[
1
z
−
(z
2
− 1
)
f1
]
δµµ′′
(E2)
and, substituting this expression to (106), we arrive at
δE2µ = E
2
(
A˜+ B˜e2µ
)
,
A˜ =
(z
2
)2 [
f1(zA+ 2B)− f1z
2 − 2
z
A
]
,
B˜ =
2− f1z2
z
B =
(z
2
)2 2− f1z2
z2(1 + f1)− 2 , (E3)
from where, using expressions (94) for A and B, we get
the final result (107).
To find the kernel for the correlations of fields at bonds
at large distance r  a from each other, one should ex-
pand the integrand in small k:
Oµµ′µ′′(r) ≈
∫
BZ
aDdDk
(2pi)D
ei(k·r)
kµkµ′k
2
µ′′
k4
. (E4)
To evaluate the integral in (E4) we consider
Iµ1µ2µ3µ4(u) =
〈
(mµ1mµ2mµ3mµ4e
i(m·u)
〉
m
=
=
∂4ϕ(u)
∂uµ1∂uµ2∂uµ3∂uµ4
, (E5)
where the averaging is performed over the unit vector m.
After simple calculations we get
Iµ1µ2µ3µ4(u) =
= {δµ1µ2δµ3µ4 + permutations}
(
d
udu
)2
ϕ+
+ {δµ1µ2uµ3uµ4 + permutations}
(
d
udu
)3
ϕ+
+uµ1uµ2uµ3uµ4
(
d
udu
)4
ϕ,
where
ϕ(u) =
〈
ei(m·u)
〉
m
= JD/2(u) =
{
sinu/u, (D = 3),
J0(u), (D = 2).
The kernel Oµµ′µ′′(r) is related to the integral
Iµ1µ2µ3µ4(u):
Oµµ′µ′′(r) =
1
rD
∫
uD−1du
2piD−1
Iµµ′µ′′µ′′(nu) =
=
δµµ′
rD
{
I1(1 + δµµ′′ + δµ′µ′′) + I2n
2
µ′′
}
+
+
nµnµ′
rD
{
I2(1 + 2δµµ′′ + 2δµ′µ′′) + I3n
2
µ′′
}
(E6)
where n ≡ r/r and
Ik =
∫ ∞
0
uD−1+2(k−1)du
2piD−1
(
d
udu
)k+1
ϕ(u). (E7)
As a result, we arrive at (110) with
a1 = A[I1(z/2 + 2) + I2] +BI1,
b1 = 2BI1, c1 = I2B,
a2 = A[I2(z/2 + 4) + I3] +BI2,
b2 = 2BI2, c2 = I3B,
The integrals (E7) are ultraviolet-divergent. However,
their divergent parts only contribute to the short-range
part of the correlator, which is zero outside the immedi-
ate vicinity of r = 0. Indeed, consider, for example, the
most divergent term {m.d.t.} for the three-dimensional
case. It arises from the integral I3 and corresponds to
the term with the highest power of u in the integrand:
I3 =
∫
u6du
2pi2
(
d
udu
)4
ϕ(u)→
∫
u2du
2pi2
ϕ(u)→ δ(r)
Obviously, this term does not contribute to the long-
range correlator.
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Then, after integration by parts in (E7) and discarding
the divergent terms, we obtain
I1 =

∫ ∞
0
du
2pi2
u− sinu
u3
= 1/8pi, (D = 3),
−J ′′0 (0)/2pi = 1/4pi, (D = 2),
(E8)
I2 = −DI1, I3 = D(D + 2)I1 (E9)
and, consequently,
a1 = I1(2A+B), b1 = 2I1B, c1 = −(z/2)I1B,
a2 = −zI1
2
(2A+B), b2 = −zI1B, c2 = z(z + 4)
4
I1B.
Substituting (94) for A and B, we arrive at the final
result:
a1 = I1(2A+B) =
z(z2 + 4f1z − 2)I1
(z2 − 2)(z2(1 + f1)− 2) ,
b1 =
2zI1
z2(1 + f1)− 2 , c1 = −
z2I1
2(z2(1 + f1)− 2) ,
a2 = I2(2A+B) = −(z/2)a1,
b2 = −(z/2)b1, c2 = −[(z + 4)/2]c1,
(E10)
with the constant I1 = (1/pi)2
−z/2.
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