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Uvod
Fourierovi redovi predstavljaju jedan od osnovnih alata matematicˇke analize koriˇsten
u gotovo svim podrucˇjima matematike, ali i puno sˇire — u elektrotehnici, obradi sig-
nala i slika, akustici, kvantnoj fizici, optici, ekonometriji, itd. Jedno od osnovnih pi-
tanja vezanih za njih jest pitanje raznih tipova konvergencije u ovisnosti o svojstvima
funkcije. Vec´ se sam Fourier pocˇetkom 19. stoljec´a pitao konvergira li Fourierov red
neprekidne funkcije k njoj samoj u svakoj tocˇki. Najprije je Dirichlet dokazao da
Fourierov red funkcije klase C1 konvergira k njoj samoj u svakoj tocˇki. Nakon tog
rezultata mnogi su eksperti vjerovali da slutnja vrijedi i za neprekidne funkcije sve
dok 1876. Paul du Bois-Reymond nije nasˇao primjer neprekidne funkcije cˇiji Fouri-
erov red ne konvergira u jednoj tocˇki i time opovrgnuo slutnju. Danas je poznato da
Fourierov red funkcije ogranicˇene varijacije konvergira k funkciji u tocˇkama nepre-
kidnosti (dokaz se mozˇe nac´i npr. u [2]), cˇime je Fourierovo pitanje dobilo pozitivan
odgovor za sˇiroku klasu funkcija.
S druge strane, paralelno s razvojem Lebesguove mjere i Lp prostora pojavila su
se nova pitanja o konvergenciji Fourierovog reda. Naime, iz cˇinjenice da familija prik-
ladnih trigonometrijskih funkcija cˇini bazu za prostor L2 funkcija na torusu slijedi
da Fourierov red L2 funkcije konvergira k njoj u L2 normi. Odatle slijedi da pos-
toji podniz niza parcijalnih suma koji konvergira k polaznoj funkciji gotovo svuda.
Medutim, N. Luzˇin je 1915. godine prvi naslutio da za L2 funkciju njen Fourierov red
konvergira k njoj samoj u gotovo svakoj tocˇki. Slutnja se pokazala vrlo tesˇkom za
dokazati i prvi znacˇajan pomak u shvac´anju g.s. konvergencije Lp funkcija napravio
je A. Kolmogorov, koji je 1922. godine dao primjer L1 funkcije cˇiji Fourierov red
divergira u gotovo svakoj tocˇki i time dokazao da analogna tvrdnja ne vrijedi za L1
funkcije. Zbog toga se vjerovalo da Luzˇinova slutnja ne vrijedi sve dok je L. Carleson
nije dokazao 1966. godine. Dvije godine kasnije, 1968. R. Hunt je poopc´io rezultat
na Lp funkcije, gdje je 1 < p <∞ te se od tada tvrdnja da Fourierov red Lp funkcije
konvergira k njoj samoj u gotovo svakoj tocˇki naziva Carleson-Huntov teorem. Car-
lesonov prvi dokaz vrlo je dugacˇak i tehnicˇki slozˇen, a prvi konceptualno drugacˇiji i
krac´i dokaz nasˇao je C. Fefferman 1973. godine u [1]. Nakon njega su M. Lacey i C.
Thiele 2000., koristec´i tehniku koja se danas naziva “wave packet analysis”, nasˇli vrlo
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kratak dokaz Carlesonovog teorema [5]. Cilj ovoga rada je detaljno izlozˇiti dokaz M.
Laceyja i C. Thielea.
Primijetimo konacˇno da Carlesonov teorem daje drugacˇiji parcijalan odgovor na
pocˇetno Fourierovo pitanje. Naime, svaka neprekidna funkcija na torusu je u L2 pa,
iako njen Fourierov red ne mora konvergirati u svakoj tocˇki, znamo ipak da je skup
na kojem ne konvergira vrlo mali, tj. mjere 0.
Dokaz Carlesonovog teorema podijelit c´emo u 2 dijela. U prvom c´emo poglav-
lju najprije izlozˇiti osnovne pojmove harmonijske analize koje c´emo koristiti u radu,
a zatim pokazati kako ocjena Carlesonovog operatora povlacˇi konvergenciju gotovo
svuda. Drugo poglavlje posvec´eno je dokazu ocjene Carlesonovog operatora pratec´i
[5, 4]. U prvom odjeljku pokazujemo kako ocjenu Carlesonovog operatora svesti na
ocjenu bolje lokaliziranog operatora, a zatim u drugom odjeljku dokazujemo ocjenu
tog operatora uz pretpostavku triju propozicija. Konacˇno, u posljednja tri odjeljka
drugog poglavlja dokazujemo te tri propozicije i time kompletiramo dokaz Carleso-
novog teorema.
Htio bih se josˇ zahvaliti najprije svojim roditeljima zbog kojih sam razvio ljubav
prema matematici i koji su mi tijekom cijeloga zˇivota pruzˇali bezuvjetnu podrsˇku
na putu koji sam izabrao. Posebno se zˇelim zahvaliti i mentoru, izv. prof. dr. sc.
Vjekoslavu Kovacˇu, na nebrojenim korisnim savjetima i razgovorima u kojima mi je
prenio veliku kolicˇinu znanja tijekom svih godina studiranja.
Poglavlje 1
Uvodne redukcije
1.1 Kratki uvod u harmonijsku analizu
Harmonijska analiza u najˇsirem smislu predstavlja matematicˇku disciplinu koja se
bavi kvantitativnim proucˇavanjem oscilacija i transformacija funkcija. S obzirom da
c´emo u radu koristiti razne pojmove harmonijske analize, u ovom odjeljku definirat
c´emo one koje koristimo i uputiti cˇitatelja na dodatnu literaturu.
Notacija
U cijelom radu pod mjerom podrazumijevamo Lebesgueovu mjeru, a za izmjeriv
skup E ⊂ R, sa |E| oznacˇavamo njegovu Lebesgueovu mjeru. Pod pojmom integrala
podrazumijevamo Lebesgueov integral. Za izmjerivu funkciju f : R→ C i realan broj
1 ≤ p <∞ sa ‖f‖p oznacˇavat c´emo njenu p-normu, definiranu kao
‖f‖p :=
(∫
R
|f(x)|pdx
) 1
p
,
dok c´emo sa ‖f‖∞ oznacˇavati njenu normu-beskonacˇno, koja se definira kao:
‖f‖∞ = inf
{
a ≥ 0 :
∣∣∣{x : |f(x)| > a}∣∣∣ = 0}.
Sa Lp oznacˇavat c´emo Lp(R), odnosno prostor svih izmjerivih funkcija kojima je p-
norma konacˇna. Pritom identificiramo funkcije koje su g.s. jednake. Ukoliko proma-
tramo p-normu restrikcije funkcije na izmjeriv podskup E od R, to c´emo oznacˇavati
sa ‖·‖Lp(E).
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Nadalje, za izmjerivu funkciju f : R→ C i 1 ≤ p <∞, sa ‖f‖Lp,∞ oznacˇavat c´emo
slabu p-normu funkcije, koju definiramo kao:
‖f‖Lp,∞ := sup
λ>0
(λp|{x : f(x) > λ}|) 1p .
U radu koristimo sljedec´u notaciju za operatore translacije, modulacije, dilatacije
i refleksije:
Tyf(x) := f(x− y),
Mνf(x) := e
2piiνxf(x),
Dpλf(x) := λ
− 1
pf(λ−1x), 1 ≤ p ≤ ∞, λ > 0,
f˜(x) := f(−x).
Lako se vidi da operatori translacije i modulacije cˇuvaju svaku Lp normu za
1 ≤ p ≤ ∞, dok operator dilatacije Dpλ cˇuva Lp normu funkcije. Za linearan operator
T : Lp → Lq, kazˇemo da je (p, q) ogranicˇen ako postoji konstanta C > 0, takva da za
svaku funkciju f ∈ Lp vrijedi
‖Tf‖q ≤ C‖f‖p.
Tada c´emo sa ‖T‖Lp→Lq oznacˇavati njegovu normu.
S druge strane za linearan operator T : Lp → Lq,∞ kazˇemo da je slabo (p, q)-
ogranicˇen ako postoji konstanta C > 0, takva da za svaku funkciju f ∈ Lp vrijedi
‖Tf‖Lq,∞ ≤ C‖f‖p.
U nastavku rada koristit c´emo takoder i notaciju implicitnih konstanti u ocjenama
pa tako A . B, gdje su A i B izrazi, znacˇi da postoji konstanta C > 0 koja ne ovisi
ni o kojem parametru u izrazu i vrijedi A ≤ C · B. U slucˇaju da konstanta C ovisi
o nekom parametru izraza, na primjer p, to oznacˇavamo sa A .p B, ali u slucˇaju da
je taj parametar fiksan tijekom cijelog rada, indeks c´emo ipak izostaviti. Pisat c´emo
A ∼ B ako vrijedi A . B i B . A i analogno sa parametrom u indeksu u slucˇaju
kad konstante ovise o nekom od parametara u izrazu.
Fourierovi redovi i Fourierova transformacija
Zbog sˇiroke primjene Fourierovih redova i Fourierove transformaicije, koriste se ra-
zlicˇite normalizacije u definiciji istih pa c´emo ovdje istaknuti definicije koje c´emo
koristiti u radu.
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Za 1-periodicˇnu funkciju f : R → C, takvu da je f |[0,1] ∈ L1([0, 1]) i k ∈ Z
definiramo k-ti Fourierov koeficijent sa:
f̂(k) :=
∫
[0,1]
f(x)e−2piikxdx.
Fourierovim redom nazivamo formalni red
∑
k∈Z f̂(k)e
2piikx, a sa Snf(x) oznacˇavat
c´emo operator koji funkciji pridruzˇuje n-tu parcijalnu sumu Fourierovog reda:
Snf(x) :=
n∑
k=−n
f̂(k)e2piikx.
Prirodnija definicija Fourierovog reda bila bi za L1 funkcije na jednodimenzional-
nom torusu, ali s obzirom na to da mozˇemo poistovijetiti 1-periodicˇke funkcije na
R i funkcije na jednodimenzionalnom torusu, zbog tehnika koje koristimo u dokazu
Carlesonovog teorema, odabrali smo prethodnu definiciju.
Uz definiciju ek(x) := e
2piikx, poznata je cˇinjenica da familija funkcija {ek}k∈Z cˇini
ortonormiranu bazu za Hilbertov prostor L2([0, 1]) pa kako tada Fourierov koeficijent
f̂(k) mozˇemo zapisati kao 〈f, ek〉, iz Besselove nejednakosti slijedi da je za svaki n ∈ N
Sn ogranicˇen operator na L2([0, 1]). Takoder, iz cˇinjenice da je (ek)k∈Z ortonormirana
baza prostora L2([0, 1]), slijedi Snf L
2−→ f , a time mozˇemo pridati smisao i formalnom
Fourierovom redu za L2 funkcije.
Nadalje, za f ∈ L1(R) Fourierovu transformaciju funkcije definiramo sa:
f̂(ξ) =
∫
R
f(x)e−2piiξxdx,
a za operator Fourierove transformacije koristimo takoder i oznaku F . Za funkcije
f ∈ L2(R), Fourierovu transformaciju definiramo kao jedinstveni operator koji pro-
sˇiruje gornji operator f 7→ f̂ definiran na gustom potprostoru L1 ∩ L2 prostora L2,
kao sˇto je to napravljeno u [2]. Za tako definiran operator Fourierove transformacije
na L2(R) vrijedi poznati teorem
Teorem 1.1.1 (Plancherelov identitet). Operator Fourierove transformacije
F : L2 → L2 je unitaran operator.
Gornjim postupkom prosˇirili smo operator Fourierove transformacije sa L1 na
L1 + L2. Taj prosˇireni operator oznacˇavat c´emo takoder s ·̂ ili F .
Na nekoliko mjesta u radu koristit c´emo sljedec´i poznati teorem za Fourierovu
transformaciju.
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Teorem 1.1.2 (Riemann-Lebesgueova lema za Fourierovu transformaciju). Za f ∈
L1 vrijedi
lim
|ξ|→∞
f̂(ξ) = 0.
Takoder c´emo koristiti i analogni teorem za Fourierove redove.
Teorem 1.1.3 (Riemann-Lebesgueova lema za Fourierov red). Za periodicˇnu funkciju
f , takvu da je f |[0,1] ∈ L1([0, 1]) vrijedi
lim
n→∞
f̂(n) = 0.
Dokaz obje leme mozˇe se nac´i u [2].
Primijetimo josˇ da su operatori translacije, modulacije i dilatacije povezani po-
moc´u operatora Fourierove transformacije F na nacˇin:
FTy = M−yF , FMξ = TξF , FD2λ = D2λ−1F
i prethodne cˇinjenice (cˇiji se dokazi mogu nac´i u [2]) koristit c´emo bez eksplicitnog
pozivanja na njih.
Dualnost
Vrlo korisna tehnika kod dokazivanja ocjena za p-norme i slabe p-norme je tehnika
dualizacije. U radu c´emo pod dualizacijom podrazumijevati sljedec´a dva teorema.
Dokazi oba teorema mogu se nac´i u [3]. Za p, p′ ∈ [1,∞] kazˇemo da su konjugirani
eksponenti ako vrijedi 1
p
+ 1
p′ = 1.
Teorem 1.1.4. Za izmjerivu funkciju f : R→ C i 1 ≤ p <∞ vrijedi
‖f‖p = sup
{∣∣∣∫
R
f(x)g(x)dx
∣∣∣ : ‖g‖p′ = 1},
gdje je p′ konjugirani eksponent eksponenta p.
Dalekosezˇna posljedica gornjeg teorema je cˇinjenica da je za 1 ≤ p < ∞ dual
prostora Lp(R) upravo prostor Lp′(R) i to je korisno imati na umu pri razmiˇsljanju o
Lp prostorima, ali u radu to ne koristimo pa nec´emo ulaziti u detalje.
Teorem 1.1.5. Za svaku funkciju f : R→ C i 1 < p <∞ vrijedi
‖f‖Lp,∞ ∼p sup
{
|E|− 1p′
∣∣∣∣∫
E
f(x)dx
∣∣∣∣ : 0 < |E| <∞} ,
gdje je p′ konjugirani eksponent eksponenta p.
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Hardy-Littlewoodova maksimalna funkcija
Hardy-Littlewoodova maksimalna funkcija vrlo je vazˇan objekt u harmonijskoj ana-
lizi. Za f ∈ L1loc(R) (sˇto je oznaka za funkciju koja je integrabilna na svakom kompak-
tnom podskupu od R) definiramo Hardy-Littlewoodovu maksimalnu funkciju Mf(x)
na sljedec´i nacˇin:
Mf(x) := sup
r>0
1
2r
∫
[x−r,x+r]
|f(y)|dy.
U radu c´emo koristiti i sljedec´i poznati teorem, cˇiji se dokaz mozˇe nac´i u [2, 3].
Teorem 1.1.6 (Hardy-Littlewoodov maksimalni teorem). Za izmjerivu funkciju
f : R→ C i 1 < p ≤ ∞ vrijedi
‖Mf‖p .p ‖f‖p,
dok za p = 1 vrijedi
‖Mf‖L1,∞ . ‖f‖1.
Slicˇno prethodnoj funkciji, mozˇemo definirati i necentriranu maksimalnu funkciju
na sljedec´i nacˇin:
Mncf(x) := sup
x∈I
1
|I|
∫
I
|f(y)|dy,
gdje se supremum uzima po svim intervalima I u R koji sadrzˇe x.
Tada se lako provjeri da vrijedi
Mf(x) ≤Mncf(x) ≤ 2Mf(x).
Viˇse o maksimalnim operatorima i funkcijama mozˇe se nac´i u [3].
Vremensko-frekvencijska analiza
Vremensko-frekvencijska analiza bavi se dekompozicijom funkcija i operatora u di-
jelove koji imaju dobru lokaliziranost po vremenu i frekvenciji. Idealno, pod poj-
mom lokaliziranosti funkcije u prostoru htjeli bismo podrazumijevati da funkcija ima
kompaktan nosacˇ na zˇeljenom intervalu, dok bismo pod pojmom frekvencijske lokali-
ziranosti htjeli shvac´ati funkcije kojima Fourierove transformacije imaju kompaktan
nosacˇ u zˇeljenom intervalu. Medutim, poznato je da ne postoji funkcija s kompak-
tnim nosacˇem kojoj i Fourierova transformacija ima kompaktan nosacˇ. Dokaz se
mozˇe vidjeti u [2, 3]. Zbog toga se pojam lokaliziranosti oslabljuje samo na lokali-
ziranost s obzirom na neku funkciju koja dovoljno brzo trne u beskonacˇnosti i kojoj
Fourierova transformacija trne dovoljno brzo u beskoncˇanosti. U radu c´emo za to
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koristiti Schwartzovu funkciju φ, koju c´emo kasnije definirati. Tada c´emo rec´i da
je φ dobro lokalizirana na nekom proizvoljnom pravokutniku I × ω, a za dilatiranu,
translatiranu i moduliranu funkciju, M−ηT−yD2λφ kazˇemo da je dobro lokalizirana
na pravokutniku (λI + y) × (λ−1ω + η). Ravninu u kojoj skiciramo pravokutnike
na kojima su funkcije i njihove Fourierove transformacije lokalizirane nazivat c´emo
vremensko-frekvencijskom ravninom.
Ideja dekompozicija funkcija i operatora u dobro lokalizirane dijelove toliko je
vazˇna da se dokaz ocjene Carlesonovog operatora temelji upravo na njoj. Operator
raspiˇsemo kao sumu dobro lokaliziranih dijelova, grupiramo dijelove sume na pogodan
nacˇin i zatim svaki dio zasebno ocjenjujemo.
1.2 Svodenje na maksimalni operator
Kao sˇto smo u uvodu napisali, cilj diplomskog rada je u potpunosti dokazati sljedec´i
teorem.
Teorem 1.2.1 (Carlesonov teorem). Za f ∈ L2([0, 1]) vrijedi:
f(x) = lim
n→∞
Snf(x) g.s.
Iako je moguc´e direktno dokazati slabu ogranicˇenost operatora Sn, kao sˇto je to
napravio C. Fefferman u [1], mi c´emo u ovome radu, zbog tehnika koje se koriste u
[5], dokazati najprije analogni teorem za Fourierovu transformaciju te zatim pokazati
kako iz njega slijedi gore navedeni teorem. Zbog srodnosti problema, i sljedec´i teorem
se u literaturi naziva Carlesonovim teoremom.
Teorem 1.2.2 (Carlesonov teorem za Fourierovu transformaciju). Za f ∈ L2(R)
vrijedi formula inverzije:
f(x) = lim
N→∞
∫ N
−N
f̂(ξ)e2piiξxdξ g.s.
Ukoliko imamo zadanu familiju (slabo) ogranicˇenih operatora {An}n∈N na Lp pros-
toru, standardan pristup dokazivanja konvergencije gotovo svuda oblika
limn→∞Anf(·) jest dokazivanje konvergencije na nekom gustom skupu koji ima po-
godnija svojstva od samog Lp prostora i zatim slabo ogranicˇavanje maksimalnog
operatora A?f := supn∈N |Anf |. S obzirom da c´emo u svrhu potpunosti rada pri-
mijeniti navedenu tehniku u specijalnom slucˇaju, nec´emo detaljnije ulaziti u iskaz
ovog teorema vec´ nam on sluzˇi samo kao motivacija za sljedec´e definicije i teoreme.
Detaljnije o napisanom principu mozˇe se nac´i u [3].
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Prirodno pridruzˇena familija operatora problemu dokazivanja formule inverzije
jest sljedec´a familija operatora koja ima istu ulogu kao i familija operatora n-tih
parcijalnih suma Fourierovog reda.
Definicija 1.2.3. Za f ∈ L2 definirajmo familiju operatora (Cr)r∈R na sljedec´i nacˇin:
Crf(x) =
∫ r
−r
f̂(ξ)e2piiξxdξ.
Lema 1.2.4. Familija operatora Cr je uniformno ogranicˇena familija operatora sa L2
u L2,∞.
Dokaz. Iz Plancherelovog teorema i parnosti funkcije Dr slijedi
Crf(x) =
∫
R
f̂(ξ)1[−r,r](ξ)e2piiξxdξ = 〈f̂ ,M−x1[−r,r]〉 = 〈f, TxDr〉 = Dr ∗ f(x), (1.1)
gdje smo sa Dr oznacˇili funkciju
Dr(x) :=
sin(2pirx)
pix
.
Ponekad se u literaturi ova funkcija naziva Dirichletovom jezgrom, iako je uobicˇajeno
taj naziv rezerviran za jezgru operatora Sn. Da bismo dokazali slabu L2 ogranicˇenost,
koristimo teorem 1.1.5. Neka je E ⊂ R takav da je |E| < ∞. Tada po Cauchy-
Schwarzovoj nejednakosti vrijedi:∫∫
R
|f(x− y)Dr(y)|1E(x)dxdy
≤
(∫∫
R2
|f(x− y)|21E(x)dxdy
) 1
2
(∫∫
R2
|Dr(y)|21E(x)dxdy
) 1
2
= |E|‖f‖2‖Dr‖2 <∞.
Zbog toga smijemo primijeniti Fubinijev teorem kod racˇunanja sljedec´ih integrala:∣∣∣∣∫
R
(f ∗Dr)(x)1E(x)dx
∣∣∣∣ = ∣∣∣∣∫
R
Dr(y)
∫
R
f(x− y)1E(x)dxdy
∣∣∣∣
=
∣∣∣∣∫
R
(1E ∗ f˜)(y)Dr(y)dy
∣∣∣∣
= |〈1̂E ̂˜f, D̂r〉|
= |〈̂˜f1[−r,r], 1̂E〉|
≤
∥∥∥∥̂˜f1[−r,r]∥∥∥∥
2
∥∥∥1̂E∥∥∥
2
≤ |E| 12‖f‖2,
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gdje smo u prvoj jednakosti koristili Fubinijev teorem, u trec´em retku Plancherelov
identitet, u cˇetvrtom svojstvo D̂r = 1[−r,r], u petom Cauchy-Schwarzovu nejednakost
i u sˇestom opet Plancherelov identitet. Kako gornja nejednakost vrijedi za proizvoljan
skup E konacˇne mjere, iz teorema 1.1.5 slijedi
‖Crf‖L2,∞ ≤ ‖f‖2.
Dakle, familija operatora Cr je uniformno ogranicˇena familija operatora sa L2 u L2,∞.
Kao sˇto smo spomenuli prije leme, standardna tehnika dokazivanja konvergencije
gotovo svuda zahtijevat c´e ogranicˇavanje maksimalnog operatora pridruzˇenog nave-
denoj familiji pa definirajmo i taj operator.
Definicija 1.2.5. Za f ∈ L2(R) definiramo simetrizirani Carlesonov operator na
nacˇin:
Csymf(x) := sup
N∈R
∣∣∣∣∫ N−N f̂(ξ)e2piiξxdξ
∣∣∣∣.
Cilj nam je dokazati slabu ogranicˇenost gornjeg operatora. Medutim, razlog zbog
kojeg gornji operator nismo nazvali jednostavno Carlesonovim operatorom jest taj sˇto
se u tehnikama koje c´emo koristiti u nastavku prakticˇnijim pokazuje sljedec´i operator,
kojeg c´emo onda zvati Carlesonovim operatorom.
Definicija 1.2.6. Za Schwartzovu funkciju f Carlesonov operator definiramo kao:
Cf(x) = sup
N∈R
∣∣∣∣∫ N−∞ f̂(ξ)e2piiξxdξ
∣∣∣∣.
Provjerimo da je definicija prethodnih operatora dobra. Dokazat c´emo za Carle-
sonov operator, a za simetrizirani Carlesonov operator dokaz je potpuno analogan.
Za Schwartzovu funkciju f̂ je opet Schwartzova funkcija, a time u L1 pa je funkcija
N 7→
∫ N
−∞
f̂(ξ)e2piiξxdξ
neprekidna po N i x. Zbog neprekidnosti po N vrijedi
Cf(x) = sup
N∈Q
∣∣∣∣∫ N−∞ f̂(ξ)e2piiξxdξ
∣∣∣∣,
a tako definirana funkcija je ocˇito izmjeriva kao supremum prebrojivo izmjerivih (cˇak
i neprekidnih) funkcija. U sljedec´em poglavlju dokazat c´emo sljedec´i teorem, koji
predstavlja centralni teorem ovog rada.
POGLAVLJE 1. UVODNE REDUKCIJE 11
Teorem 1.2.7 (ocjena Carlesonovog operatora). Neka je C Carlesonov operator i f
Schwartzova funkcija. Tada vrijedi
‖Cf‖L2,∞ . ‖f‖2.
Dokazˇimo da prethodni teorem uz lemu 1.2.4 povlacˇi slabu (2, 2) ogranicˇenost
simetriziranog Carlesonovog operatora. Dokaz je adaptiran iz [3].
Korolar 1.2.8. Za simetrizirani Carlesonov operator Csym i za funkciju f ∈ L2(R)
vrijedi
‖Csymf‖L2,∞ . ‖f‖2.
Dokaz. Zbog toga sˇto za svaku Schwartzovu funkciju f vrijedi Csymf(x) ≤ 2Cf(x),
gornja ocjena za Schwartzove funkcije slijedi direktno iz prethodnog teorema.
Neka je sada (qn)n∈N proizvoljna enumeracija racionalnih brojeva. Tada po ne-
prekidnosti integrala L2 funkcije na kompaktnim skupovima zakljucˇujemo da vrijedi:
Csymf(x) = sup
n∈N
|Aqnf(x)| = lim
N→∞
max
1≤n≤N
|Aqnf(x)|.
Dakle, dovoljno je dokazati slabu ogranicˇenost operatora max1≤n≤N |Aqnf(x)| za N
fiksan, s konstantom neovisnom o N . Tada c´e ogranicˇenost simetriziranog operatora
slijediti naprosto iz Fatouove leme. Neka je sada f ∈ L2 i ε > 0 proizvoljan. Oda-
berimo tada Schwartzovu funkciju g tako da je ‖f − g‖2 < ε. Koristec´i jednostavnu
cˇinjenicu da za izmjerive funkcije (fk)
n
k=1 vrijedi∥∥∥∥∥
n∑
k=1
fk
∥∥∥∥∥
2
L2,∞
≤ n2
n∑
k=1
‖fk‖2L2,∞
dobivamo:∥∥∥∥ max1≤n≤N |Aqnf |
∥∥∥∥2
L2,∞
.
∥∥∥∥ max1≤n≤N |Aqng|
∥∥∥∥2
L2,∞
+
∥∥∥∥ max1≤n≤N |Aqn(f − g)|
∥∥∥∥2
L2,∞
. ‖g‖22 +
∥∥∥∥∥
N∑
n=1
|Aqn(f − g)|
∥∥∥∥∥
2
L2,∞
. ‖g‖22 +N2
N∑
n=1
‖Aqn(f − g)‖2L2,∞
. ‖g‖22 +N3‖f − g‖22
≤ (‖f‖2 + ε)2 +N3ε2,
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gdje smo u prvom retku koristili svojstvo da je L2,∞ kvazinorma, u drugom retku
maksimalnu ocjenu iz 1.2.7, u trec´em retku josˇ jednom svojstvo kvazinorme, a u
cˇetvrtom retku lemu 1.2.4.
Kako je ε > 0 proizvoljan, pusˇtanjem ε→ 0 slijedi da je∥∥∥∥ max1≤n≤N |Aqnf |
∥∥∥∥2
L2,∞
. ‖f‖2
s konstantom neovisnom o N i time je dokazana tvrdnja korolara.
U nastavku poglavlja dokazujemo da prethodni teorem povlacˇi Carlesonov teorem.
U tu svrhu dokazat c´emo najprije analogni teorem za Fourierovu transformaciju.
Dokaz teorema 1.2.2. Iz (1.1) slijedi da je desna strana jednaka DN ∗ f , uz notaciju
kao i prije.
Sada tvrdnja teorema slijedi za Schwartzove funkcije g iz cˇinjenice da je∫
R
DN(x)dx = 1 i lim
N→∞
∫
|x|≥δ
DN(x) = 0.
Naime, zbog toga sˇto je g ∈ C∞, za ε > 0 postoji δ > 0 takav da za svaki |y| < δ
vrijedi
∣∣∣g(x−y)−g(x)y ∣∣∣ . 1. Odatle slijedi:
lim sup
N→∞
|DN ∗ g(x)− g(x)| ≤ lim sup
N→∞
∣∣∣ ∫
|y|≤δ
g(x− y)− g(x)
piy
sin(2piNy)dy
∣∣∣
+ lim sup
N→∞
∣∣∣∣∫|y|≥δ(g(x− y)− g(x))DN(y)dy
∣∣∣∣ = 0,
gdje prvi cˇlan ide u 0 po Riemann-Lebesgueovoj lemi, a drugi po svojstvu jezgre DN
i L∞ ogranicˇenosti od g.
Za f ∈ L2(R) dokazˇimo da je:
Lf (x) := lim sup
N→∞
∣∣∣∣f(x)− ∫ N−N f̂(ξ)e2piiξxdξ
∣∣∣∣ = 0 g.s.
Za to je dovoljno dokazati da za svaki ε > 0 vrijedi |{Lf > ε}| . ε. Neka je
g ∈ C∞c (R), tako da je ‖f − g‖L2 ≤ ε3/2. Kako formula inverzije vrijedi za g,
zakljucˇujemo da vrijedi Lf ≤ Csym(f − g) + |f − g|. Dakle, sad po korolaru 1.2.8
vrijedi:
|{Lf > ε}| ≤ |{Csym(f − g) > ε/2}|+ |{|f − g| > ε/2}| . ε−2||f − g||2L2 . ε
i time je tvrdnja dokazana.
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Da bismo dokazali Carlesonov teorem, treba nam josˇ jedan poznati teorem vezan
za Fourierove redove.
Teorem 1.2.9 (Riemannov princip lokalizacije). Za 1-periodicˇnu funkciju f , takvu
da je f |[0,1] ∈ L1([0, 1]) i x ∈ [0, 1] limes
lim
n→∞
Snf(x)
postoji ako i samo ako za neke a, b ∈ R, takve da je a < 0 < b postoji limes:
lim
n→∞
∫
[a,b]
sin(2n+ 1)piy
piy
f(x− y)dy
i u tom slucˇaju su jednaki.
Iako je rezultat poznat u literaturi, obicˇno je iskazan za simetricˇan interval oko x
pa c´emo navesti dokaz radi potpunosti.
Dokaz. Primijetimo najprije da vrijedi:
Snf(x) =
n∑
k=−n
∫
[0,1]
f(y)e−2piikydye2piikx =
∫
[0,1]
f(y)Dn(x− y)dy
gdje smo sa Dn oznacˇili Dirichletovu jezgru:
Dn(x) = sin(2n+ 1)pix
sin(pix)
.
Nadalje, zbog periodicˇnosti funkcije f , primijetimo da je gornji izraz nadalje jednak:∫
[− 1
2
, 1
2
]
f(x− y)Dn(y)dy. (1.2)
Neka je sada 0 < δ < 1
2
neki dovoljno mali broj, tako da vrijedi (x− δ, x+ δ) ⊂ (a, b).
Tada iz (1.2) i prethodne oznake za DN vrijedi:∣∣∣∣Snf(x)− ∫
[a,b]
sin(2n+ 1)piy
piy
f(x− y)dy
∣∣∣∣ ≤ ∣∣∣∣∫
[−δ,δ]
f(x− y)(Dn(y)−Dn+ 1
2
(y))dy
∣∣∣∣
+
∣∣∣∣∣
∫
δ<|y|≤ 1
2
f(x− y)Dn(y)dy
∣∣∣∣∣
+
∣∣∣∣∫
y∈(a,b):|y|≥δ
f(x− y)Dn+ 1
2
(y)
∣∣∣∣.
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Prvi je integral jednak∣∣∣∣∫
[−δ,δ]
f(x− y)h(y) sin((2n+ 1)piy) dy
∣∣∣∣,
gdje je h(y) := piy−sin(piy)
piy sin(piy)
. Zbog toga sˇto je h(y) ogranicˇena na [−δ, δ] \ {0}, to je
f(x − y)h(y) u L1([−δ, δ]) pa integral po Riemann-Lebesgueovoj lemi konvergira u
0 za n → ∞. Nadalje zbog toga sˇto su funkcije 1
y
· 1|y−x|>δ i 1sin(piy) · 1|y−x|>δ u L∞,
njihov produkt sa f(x− y) je u L1 na intervalima integracije pa drugi i trec´i integral
takoder po Riemann-Lebesgueovoj lemi konvergiraju u 0 za n→∞ i time je teorem
dokazan.
Konacˇno, dokazˇimo da teorem 1.2.2 povlacˇi Carlesonov teorem.
Dokaz teorema 1.2.1. Neka je f : R → R 1-periodicˇna funkcija, takva da je
f |[0,1] ∈ L2([0, 1]). Definirajmo tada g : R → C sa g := f · 1[−1,2]. Ocˇito je tada
g ∈ L2(R). Po Carlesonovom teoremu za Fourierovu transformaciju postoji E ⊂ R
mjere 0 tako da za svaki x ∈ Ec vrijedi limn→∞(D2n+1 ∗ g)(x) = g(x). Posebno, ako
je x ∈ [0, 1] ∩ Ec, prethodna jednakost mozˇe se zapisati kao:
f(x) = g(x) = lim
n→∞
(D2n+1 ∗ g)(x) = lim
n→∞
∫
R
(f · 1[−1,2])(x− y)sin(2n+ 1)piy
piy
dy
= lim
n→∞
∫
[x−2,x+1]
f(x− y)sin(2n+ 1)piy
piy
dy.
Medutim, tada iz prethodnog teorema slijedi limn→∞ Snf(x) = f(x) i time je Carle-
sonov teorem dokazan.
Poglavlje 2
Ocjena Carlesonovog operatora
U ovom poglavlju prezentirat c´emo dokaz teorema 1.2.7 pratec´i dokaz iz [5] s nekim
nadopunama iz [4]. Kao sˇto smo rekli u uvodu, ideja dokaza ocjene Carlesonovog
teorema mozˇe se sazˇeti u 2 koraka — svodenje ocjene na ocjenu sume dobro lokalizi-
ranih operatora i zatim grupiranje i ogranicˇavanje sume po dijelovima. Prvi odjeljak
posvec´en je prvom koraku, dok su sljedec´a tri odjeljka posvec´ena drugom koraku.
U nastavku pod interval podrazumijevamo poluotvoreni interval [x, y). Sa c(I)
oznacˇavat c´emo srediˇste intervala I a za α > 0 sa αI oznacˇavat c´emo interval s istim
srediˇstem, ali duljinom α|I|. Definirajmo i tezˇinske funkcije:
w(x) := (1 + |x|)−ν , i wI(x) := Tc(I)D1|I|w,
gdje je ν neki po volji velik prirodan broj cˇija tocˇna vrijednost nije vazˇna te mozˇe
biti razlicˇit na razlicˇitim mjestima. Bitno je samo da koristimo konacˇno razlicˇitih
vrijednosti za ν jer su tada ocjene koje ovise o tom parametru i dalje ogranicˇene
konstantom, a to jest slucˇaj u nastavku dokaza.
2.1 Dekompozicija operatora
Neka je φ Schwartzova funkcija, takva da je 1[−0.09,0.09] ≤ φ̂ ≤ 1[−0.1,0.1]. Za pravo-
kutnik P = IP × ωP povrsˇine 1 definiramo:
φP := Mc(ω1P )Tc(IP )D
2
|IP |φ,
gdje smo sa ω1P oznacˇili donju polovicu, tj. ωP ∩ (−∞, c(ωP )) intervala ωP . Slicˇno,
sa ω2P oznacˇavat c´emo gornju polovicu, ωP \ ω1P , intervala ωP . Primijetimo da je
nosacˇ od φ̂P sadrzˇan u
1
2
ω1P i da vrijedi:
|φP (x)| .φ,ν |IP | 12wP (x),
15
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gdje smo sa wP oznacˇili wIP . Time smo definirali funkciju koja je dobro lokalizirana
u vremensko-frekvencijskoj ravnini na pravokutniku P i nazivamo je valni paket. Po-
kazat c´emo da su svojstva ovakve familije vrlo povoljna u smislu da “skoro” cˇine
ortonormiranu bazu. Naime, valni paketi koji imaju disjunktne frekvencijske inter-
vale bit c´e ortogonalni dok c´e valni paketi koji su jako razmaknuti ili jako razlicˇito
skalirani biti “skoro ortogonalni”. Preciznu tvrdnju iskazat c´emo u sljedec´oj lemi. Na-
pomenimo samo da to sˇto konstanta ovisi o Schwartzovoj funkciji ne pravi problem
u dokazu ogranicˇenosti operatora buduc´i da smo funkciju odabrali na pocˇetku i ne
mijenja se tijekom dokaza. Zbog toga c´emo u nastavku izostavljati pisanje ovisnosti
konstanti o φ, kao sˇto smo i napomenuli u uvodu.
Dijadski interval je interval oblika [n2k, (n+1)2k), za k, n ∈ Z. Sa P oznacˇit c´emo
skup svih pravokutnika I × ω, gdje su I i ω dijadski intervali, takvi da je |I||ω| = 1,
a elemente od P nazivat c´emo plocˇicama. Za plocˇice P i P ′ c´emo rec´i da su jednako
skalirane ukoliko je |IP | = |IP ′ |. Na skupu plocˇica uvodimo parcijalni uredaj < na
sljedec´i nacˇin. Kazˇemo da je P < P ′ ako je IP ⊂ IP ′ i ωP ′ ⊂ ωP . Vazˇno svojstvo
dijadskih intervala koje c´emo ucˇestalo koristiti bez referenciranja je svojstvo da su dva
dijadska intervala ili disjunktna ili je jedan podskup drugoga. Ono nam omoguc´ava
da realni pravac diskretiziramo i razlog je vrlo sˇiroke primjene dijadskih intervala u
modernoj harmonijskoj analizi.
Lema 2.1.1. Neka su φP i φP ′ valni paketi pridruzˇeni plocˇicama P, P
′ ∈ P i neka
je |IP ′ | ≤ |IP |. Tada vrijedi
|〈φP , φP ′〉| . |IP | 12 |IP ′|− 12‖wP1P ′‖1
Dokaz. Koristec´i ocjenu na φP pomoc´u wP vrijedi:
|〈φP , φP ′〉| ≤ |IP | 12 |IP ′ | 12
∫
R
wP (x)wP ′(x)dx.
Bez smanjenja opc´enitosti pretpostavimo da je c(IP ′) > c(IP ). Translacijom za c(IP ′)
i dilatacijom za |IP ′|, u slucˇaju |IP | > |IP ′ | problem svodimo na dokazivanje da je∫
R
T−N− 1
2
D12nw(x)w(x)dx .
∫
[− 1
2
, 1
2
]
T−N− 1
2
D12nw(x)dx,
za brojeve n,N ∈ N0, n ≥ 1. Primijetimo da je zbog definicije funkcije w vrijed-
nost integrala funkcije na lijevoj strani po podrucˇju (−∞,−N − 1/2] manja nego
po podrucˇju [−N − 1/2,∞) pa je dovoljno ogranicˇiti integral po drugom podrucˇju.
Rastavimo drugo podrucˇje na [−N − 1/2, 1/2) ∪ [1/2,∞).
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Rastavljanjem nadalje [1/2,∞) na ⋃k≥0[1/2+k, 3/2+k) i koriˇstenjem L∞ ograde
funkcije w na pojedinom intervalu te cˇinjenice da je funkcijaT−N− 1
2
D12nw(x) padajuc´a
na [1/2,∞), slijedi:∫
[ 1
2
,∞)
T−N− 1
2
D12nw(x)w(x)dx ≤
∑
k≥0
(
k +
3
2
)−ν ∫
[ 1
2
+k, 3
2
+k)
T−N− 1
2
D12nw(x)dx
.
∫
[−1
2
, 1
2
]
T−N− 1
2
D12nw(x)dx.
Analogno, rastavljanjem [−N−1/2, 1/2) na ⋃Nk=0[−1/2−k, 1/2−k) i koriˇstenjem
L∞ ograde funkcije w na pojedinom intervalu slijedi∫
[−N− 1
2
, 1
2
]
T−N− 1
2
D12nw(x)w(x)dx
≤
∫
[− 1
2
, 1
2
]
T−N− 1
2
D12nw(x)dx+
N∑
k=1
(
k +
1
2
)−ν ∫
[− 1
2
, 1
2
]
T−N+k− 1
2
D12nw(x)dx.
Dakle, dovoljno je dokazati da za x ∈ [−1
2
, 1
2
]
vrijedi
N∑
k=1
(
k +
1
2
)−ν
T−N+k− 1
2
D12nw(x) . T−N− 1
2
D12nw(x).
Medutim, lako se provjeri da uz
c(k) =

(
k
2
)−ν
za k ≤ N
2
,(
N+ 1
2
−k
2
)−ν
za k > N
2
vrijedi:(
k +
1
2
)−ν
T−N+k− 1
2
D12nw(x) ≤ c(k)T−N− 1
2
D12nw(x) za x ∈
[
−1
2
,
1
2
]
.
Konacˇno, kako je
∑N
k=1 c(k) . 1, tvrdnja je dokazana za |IP | > |IP ′|.
U slucˇaju kad je |IP | = |IP ′| problem se uz napisanu translaciju i dilataciju svodi
na dokazivanje: ∫
R
T−Nw(x)w(x)dx .
∫
[− 1
2
, 1
2
]
T−Nw(x)dx
za N ∈ N te postupamo potpuno analogno kao i u prethodnom slucˇaju.
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Kako bismo koristili kombinatoriku vremensko-frekvencijske ravnine, trebamo za-
pisati Carlesonov operator u obliku koji c´e nam omoguc´iti koriˇstenje valnih paketa.
Primijetimo najprije da Carlesonov operator mozˇemo zapisati pomoc´u operatora
F−f(x) =
∫ 0
−∞ f̂(ξ)e
2piiξxdξ na nacˇin:
Cf = sup
N∈R
|F−(MNf)|.
Navedimo sljedec´u korisnu propoziciju koja c´e nam sluzˇiti za karakterizaciju operatora
F−.
Propozicija 2.1.2. Za svaki ogranicˇeni operator T na L2(R) koji komutira s trans-
lacijama postoji m ∈ L∞ takva da vrijedi:
Tf = (mf̂)∨.
Dodatno, vrijedi i ‖m‖∞ = ‖T‖L2→L2 .
Dokaz. Ukoliko je T nuloperator, definiramo m = 0. U suprotnom, neka je ψ(x) :=
e−pix
2
. Tada je ψ̂ = ψ i vrijedi:
ψ · (Tf)∧ = (ψ ∗ Tf)∧ =
(
〈Tf,Txψ˜〉
)∧
= (〈T−xTf, ψ〉)∧
= (〈TT−xf, ψ〉)∧ = (〈T−xf, T ∗ψ〉)∧ =
(
T˜ ∗ψ ∗ f
)∧
= T̂ ∗ψf̂ ,
gdje smo sa T ∗ oznacˇili hermitski adjungirani operator operatoru T . Definirajmo
sada m(ξ) := T̂ ∗ψ(ξ)ψ(ξ)−1. Za takvu funkciju m i za svaku f ∈ L2(R) vrijedi
(Tf)∧ = mf̂.
Neka je c > 1, neka je E := {m > c‖T‖L2→L2} i F ⊂ E kompaktan skup mjere
barem min{1, |E|/2}. Tada za f = (1F )∨ vrijedi:
|F | 12‖T‖L2→L2 = ‖f‖2‖T‖L2→L2 ≥ ‖Tf‖2 = ‖(Tf)∧‖2 = ‖m1F‖2 > c‖T‖L2→L2|F |
1
2 ,
sˇto je kontradikcija za |F | 6= 0. Dakle, zakljucˇujemo da je ‖m‖∞ < c‖T‖L2→L2 za
svaki c > 1. Odatle slijedi ‖m‖∞ ≤ ‖T‖L2→L2 .
S druge strane, pretpostavimo da postoji 0 < c < 1 takav da je ‖m‖∞ = c ·
‖T‖L2→L2 . Tada mozˇemo izabrati f ∈ L2(R) tako da vrijedi ‖Tf‖2 > c‖f‖2 pa
imamo
c‖T‖L2→L2‖f̂‖2 = ‖m‖∞‖f̂‖2 ≥ ‖mf̂‖2 = ‖(Tf)∧‖2 = ‖Tf‖2 > c‖T‖L2→L2‖f‖2.
Medutim, to je kontradikcija zbog ‖f̂‖2 = ‖f‖2. Dakle ‖m‖∞ = ‖T‖L2→L2 i time je
tvrdnja dokazana.
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Koristec´i prethodnu propoziciju sada mozˇemo dokazati karakterizaciju operatora
F− koju c´emo koristiti u nastavku.
Propozicija 2.1.3. Do na umnozˇak konstantom, F− je jedinstveni ogranicˇeni opera-
tor na L2 koji komutira s translacijama i dilatacijama, a jezgra mu sadrzˇi sve funkcije
kojima je nosacˇ Fourierove transformacije sadrzˇan u (0,∞).
Dokaz. Neka je T ogranicˇen operator na L2 koji zadovoljava gornja tri svojstva.
Iz prvog svojstva slijedi T̂ f = mf̂ za neku m ∈ L∞. Drugi uvjet povlacˇi da je
m(ξ) = m(ξ/|ξ|) za ξ 6= 0. I konacˇno, f ∈ KerT akko je supp(f̂) ∩ supp(m) = ∅.
Dakle, m je jednaka 0 na pozitivnom dijelu x osi i konstantna na negativnom. Zato
vrijedi da je T = cF−.
Primijetimo da nam je djelovanje operatora F− poznato na valnim paketima koje
smo prije definirali. Zbog toga za f ∈ L2 i ξ ∈ R definirajmo operator:
Aξf :=
∑
P∈P
1ω2P (ξ)〈f, φP 〉φP ,
gdje je poredak sumacije nevazˇan s obzirom na to da c´e iz dokaza slijediti da je ko-
nvergencija bezuvjetna, a konvergenciju, naravno, shvac´amo u L2. Navedeni operator
zapravo ima “skoro jednako” djelovanje kao i F− na valne pakete φP . U idealnom
slucˇaju kad bi sve funkcije φP bile ortogonalne , operator bi imao tocˇno jednako dje-
lovanje, ali to ne mozˇemo ocˇekivati zbog napisane nemoguc´nosti potpune lokalizacije
funkcije u faznoj ravnini pa je zbog toga ovo najbolje sˇto mozˇemo. Prednost opera-
tora Aξ nad operatorom F− je ta sˇto je prikazan pomoc´u valnih paketa pa mozˇemo
koristiti jake alate koje imamo u faznoj ravnini za njegovu kontrolu.
Dokazˇimo najprije osnovna svojstva operatora Aξ koja c´emo kasnije koristiti.
Propozicija 2.1.4. Za svaki je ξ ∈ R operator Aξ dobro definiran ogranicˇen operator
na L2 s ogradom neovisnom o ξ. Nadalje, KerAξ sadrzˇi sve funkcije kojima je nosacˇ
Fourierove transformacije sadrzˇan u [ξ,∞) i svaki Aξ je pozitivno definitan. Nadalje,
za svaki k ∈ Z vrijedi:
Aξ = D
2
2−kAξ2−kD
2
2k , (2.1)
Aξ,kT2k = T2kAξ,k, (2.2)
gdje je Aξ,k =
∑
P∈P
|IP |≤2k
1ω2P (ξ)〈f, φP 〉φP .
Dokaz. Za fiksan ξ ∈ R i n ∈ Z neka je Ωn = {P ∈ P : ξ ∈ ω2P i |IP | = 2n} i neka je
A
(n)
ξ f =
∑
P∈Ωn
〈f, φP 〉φP .
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Primijetimo da su sve plocˇice za koje doprinose sumi u definiciji operatora Aξ sadrzˇane
u
⋃
n∈ZP n.
A
(n)
ξ f(x) dobro je definirano za svaki x ∈ R zbog cˇinjenice da su funkcije φP
brzotrnuc´e i da su dovoljno razmaknute:∑
P∈Ωn
|〈f, φP 〉φP (x)| ≤ ‖f‖2‖φP‖2
∑
P∈Ωn
|Tc(IP )D2|IP |φ(x)|
. ‖f‖2|IP |− 12
∑
P∈Ωn
(1 + |x− c(Ip)||IP |−1)−ν
. ‖f‖2|IP |− 12
∑
n∈N
(1 + n)−ν
. ‖f‖2|IP |− 12 .
Dokazat c´emo da je svaki A
(n)
ξ ogranicˇen operator na L
2 s ogradom neovisnom o
ξ. Operatori A
(m)
ξ i A
(n)
ξ razlikuju se do na kompoziciju s operatorima translacije i
dilatacije koji cˇuvaju L2 norme pa je dovoljno dokazati ogranicˇenost operatora A
(0)
ξ .
Ocjenjivanjem manjeg od brojeva |〈f, φP 〉|, |〈φP ′ , f〉| vec´im i koriˇstenjem simetrije
te nakon toga koriˇstenjem leme 2.1.1 imamo:
‖A(0)ξ f‖22 ≤
∑
P∈P 0
∑
P ′∈P 0
|〈f, φP 〉〈φP , φP ′〉〈φP ′ , f〉|
≤ 2
∑
P∈P 0
|〈f, φP 〉|2
∑
P ′∈P 0
|〈φP , φP ′〉|
.
∑
P∈P 0
|〈f, φP 〉|2
∑
P ′∈P 0
∫
R
wP (x)1P ′(x)dx
≤
∑
P∈P 0
|〈f, φP 〉|2‖wP‖1
.
∑
P∈P 0
|〈f, φP 〉|2.
Iz Cauchy-Schwarzove nejednakosti vrijedi |〈f, φP 〉|2 .
∫ |f |2|φP |, pa zbog cˇinjenice
da su plocˇice u Ωn udaljene za cjelobrojne vrijednosti, a funkcije φP brzotrnuc´e, vrijedi
||∑P∈P 0 φ||L∞ . 1. Odatle slijedi:∑
P∈P 0
|〈f, φP 〉|2 .
∫
|f(x)|2
∥∥∥∑
P∈P 0
φP (x)
∥∥∥
L∞
dx . ‖f‖22
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i time je dokazana tvrdnja o ogranicˇenosti uniformnom ogradom.
Za m 6= n i P ∈ Pm, P ′ ∈ Ωn vrijedi da su intervali ω1P i ω1P ′ disjunktni pa su φP
i φP ′ ortogonalne funkcije. Odatle slijedi da su operatori A
(n)
ξ medusobno ortogonalni
s uniformnom ocjenom norme pa je za f ∈ L2 dobro definiran L2 limes
Aξf = lim
N→∞
∑
|n|≤N
A
(n)
ξ f.
i vrijedi da je operator Aξ ogranicˇen na L
2.
Zbog toga sˇto Fourierova transformacija svih funkcija φP u definiciji operatora Aξ
ima nosacˇ u (−∞, ξ), to je tvrdnja o jezgri operatora ocˇita. Tvrdnja da je operator
pozitivno semidefinitan vidi se iz:
〈Aξf, f〉 =
∑
P∈P
ξ∈ω2P
|〈f, φP 〉|2 ≥ 0
Posebno, vrijedi 〈AξφP , φP 〉 > 0 pa operator nije nuloperator. Konacˇno, dva napisana
identiteta slijede direktno iz definicije.
Definirajmo nadalje za Schwartzovu funkciju f sljedec´i operator.
Πξf(x) := lim
n→∞
1
|Kn|
∫
Kn×[0,1]
M−ηT−yD22−κA2−κ(η+ξ)D
2
2κTyMηfdydηdκ,
gdje je Kn rastuc´i niz pravokutnika oblika In×ωn koji popunjava R2. Primijetimo da
iz definicije slijedi da je operator M−ηT−yD22−κA2−κ(η+ξ)D
2
2κTyMη zapravo operator
Aξ na dijadskoj resˇetci fazne ravnine koja je skalirana za 2
−κ, tj. ima “osnovnu”
plocˇicu [0, 2−κ) × [0, 2κ) i zatim translatirana za (y, η) pa gornji operator intuitivno
predstavlja prosjek operatora Aξ na neprekidno skaliranim i translatiranim dijadskim
resˇetkama. Dokazˇimo sada da je gornja definicija i formalno dobra.
Propozicija 2.1.5. Za Schwartzovu funkciju f sljedec´i red
lim
n→∞
∑
|k|≤n
M−ηT−yD22−κA
(k)
2−κ(η+ξ)D
2
2κTyMηf(x)
konvergira apsolutno za sve x ∈ R. Takoder, red konvergira k
M−ηT−yD22−κA2−κ(η+ξ)D
2
2κTyMηf(x)
uniformno po x, η, y ∈ R, κ ∈ [0, 1] i ξ ≤ ξ0, za proizvoljan ξ0 ∈ R.
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Dokaz. Za k < 0 koristec´i Plancherelov identitet u skalarnom produktu vrijedi:
|M−ηT−yD22−κA(k)2−κ(η+ξ)D22κTyMηf(x)|
≤
∑
|ωP |=2−k
2−κ(η+ξ)∈ω2P
∣∣∣∫
R
f̂(ζ)T−ηMyD22κφ̂P (ζ)dζ
∣∣∣ · ∣∣M−ηT−yD22−κφP (x)∣∣
≤
∑
|ωP |=2−k
2−κ(η+ξ)∈ω2P
∣∣∣∫
R
f̂(ζ)1
(−∞,ξ−2κ |ωP |
8
]
(ζ)dζ
∣∣∣ · ∣∣T−yD2−κTc(IP )D∞|IP |φ(x)∣∣
.
∑
|ωP |=2−k
2−κ(η+ξ)∈ω2P
∣∣∣∫
R
(1 + |ζ|)−ν1
(−∞,ξ−2κ |ωP |
8
]
(ζ)dζ
∣∣∣ · ∣∣T−yD2−κTc(IP )D∞|IP |φ(x)∣∣,
gdje smo u drugom retku koristili cˇinjenicu da je∣∣∣φ̂P ∣∣∣ ≤ |IP | 121[c(ωP )− 38 |ωP |,c(ωP )− 18 |ωP |],
a u trec´em svojstvo da je f̂ takoder Schwartzova funkcija. Konacˇno, za k dovoljno
mali u odnosu na ξ, tako da je 2−k > 16|ξ|, vrijedi da je zadnji integral . 2kν , a kako
su funkcije φ brzotrnuc´e i 2κ ∼ 1, to je kao i prije i zadnja suma ogranicˇena sa . 2kν .
U slucˇaju kad je k > 0, vrijedi:
|M−ηT−yD22−κA(k)2−κ(η+ξ)D22κTyMηf(x)|
≤
∑
|ωP |=2−k
2−κ(η+ξ)∈ω2P
‖f‖2‖φ‖2 ·
∣∣M−ηT−yD22−κφP (x)∣∣
. 2− k2 ‖f‖2
∥∥∥ ∑
|ωP |=2−k
2−κ(η+ξ)∈ω2P
∣∣T−yD2−κTc(IP )D∞|IP |φ∣∣∥∥∥∞
. 2− k2 ‖f‖2,
gdje smo koristili Cauchy-Schwarzovu nejednakost i cˇinjenicu da je 2κ ∼ 1.
Dakle, za velike i male k-ove, A
(k)
ξ f(x) je po apsolutnoj vrijednosti ogranicˇen
geometrijskim redom pa odatle slijede tvrdnje propozicije.
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Kako je familija operatora Aξ uniformno ogranicˇena na L
2, to za Schwartzovu
funkciju f i funkciju g ∈ L2 vrijedi:∣∣∣∣∣
∫
R
(Πξf)(x)g(x)dx
∣∣∣∣∣
≤ lim inf
n→∞
1
|Kn|
∫
R
∫
Kn×[0,1]
|M−ηT−yD22−κA2−κ(η+ξ)D22κTyMηf(x)||g(x)|dydηdκdx
≤ lim inf
n→∞
1
|Kn|
∫
Kn×[0,1]
∥∥M−ηT−yD22−κA2−κ(η+ξ)D22κTyMηf∥∥2‖g‖2dydηdκ
≤ lim inf
n→∞
1
|Kn|
∫
Kn×[0,1]
‖f‖2‖g‖2dydηdκ
= ‖f‖2‖g‖2,
gdje smo u prvom retku koristili nejednakost trokuta i Fatouovu lemu, u drugom Fu-
binijev teorem za nenegativne funkcije i Cauchy-Schwarzovu nejednakost i u trec´em
retku uniformnu ogranicˇenost operatora i svojstvo da modulacije, translacije i dila-
tacije ne mijenjaju 2-normu. Odatle dualizacijom slijedi da je za svaki ξ ∈ R
‖Πξf‖2 . ‖f‖2,
s implicitnom konstantom neovisnom o ξ. Dakle, svaki se operator Πξ na jedinstven
nacˇin mozˇe prosˇiriti do ogranicˇenog operatora na L2. Zˇelimo konacˇno dovesti u vezu
operatore Πξ s operatorima u Carlesonovom teoremu.
Propozicija 2.1.6. Za Schwartzovu funkciju f vrijedi
Πξf(x) = MξF−(M−ξf).
Posebno, odatle slijedi
Cf(x) = sup
ξ
|Πξf(x)|.
Dokaz. Primijetimo da direktno iz definicije operatora Πξ vrijedi
M−ξΠξMξf = Π0f
Naime, zbog prethodne propozicije za proizvoljan ε > 0 postoji N dovoljno velik,
tako da se Πξf(x) za svaki x ∈ R razlikuje od
lim
n→∞
1
|Kn|
∫
Kn×[0,1]
∑
|k|≤N
M−ηT−yD22−κA
(k)
2−κ(ξ+η)D
2
2κTyMηf(x)dydηdκ
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za manje od ε te analogna tvrdnja vrijedi za Π0f(x). Nakon zamjene varijabli η+ξ 7→
η, gornji izraz jednak je
lim
n→∞
1
|Kn|
∫
In×(ξ+ωn)×[0,1]
∑
|k|≤N
M−ηT−yD22−κA
(k)
2−κ(ξ+η)D
2
2κTyMηf(x)dydηdκ.
Primijetimo da je to, do na podrucˇje integracije, tocˇno izraz koji aproksimira Π0f(x)
do na ε. Medutim, zbog toga sˇto je za fiksne k i κ sumand u integrandu koji sadrzˇi
plocˇice sa |ωP | = 2k periodicˇan po η sa periodom 2κ2k, cijeli integrand je periodicˇan
po η s periodom 2κ2N . Zbog toga za dovoljno velik n, prosjeci po pravokutnicima
In × (ξ + ωn) i In × ωn razlikovat c´e se po volji malo i time je tvrdnja dokazana.
Dakle, za dokaz propozicije dovoljno je dokazati da je Π0 = F−. U tu svrhu
dovoljno je provjeriti da je Π0 nenul operator koji zadovoljava uvjete propozicije
2.1.3. Ogranicˇenost slijedi iz prethodnih razmatranja pa dokazˇimo komutiranje s
translacijama.
Neka je ε > 0 proizvoljan. Tada, kao i u prethodnom razmatranju, zbog uniformne
konvergencije reda u integralu postoji dovoljno velik N tako da se Π0f(x) razlikuje
od
lim
n→∞
1
|Kn|
∫
Kn×[0,1]
∑
|k|≤N
M−ηT−yD22−κA
(k)
2−κηD
2
2κTyMηf(x)dydηdκ (2.3)
za manje od ε, za svaki x ∈ R. Tada vrijedi
T−zΠ0Tz =
1
|Kn|
∫
Kn×[0,1]
∑
|k|≤N
M−ηT−y−zD22−κA
(k)
2−κηD
2
2κTy+zMηf(x)dydηdκ.
Zbog toga sˇto je svaka funkcija u sumi unutar integrala za fiksan κ periodicˇna s obzi-
rom na y s periodom 2−κ2k, vrijedi da je integrand periodicˇna funkcija s obzirom na y
s periodom 2−κ2N . Prema tome, definicijski integral od Π0f(x) sa odsjecˇenom sumom
razlikuje se od gornjega samo po podrucˇju integracije, koje je u gore napisanom izrazu,
uz zamjenu varijabli y+z 7→ y jednako (In+z)×ωn. Koristec´i periodicˇnost, pusˇtanjem
n→∞ zakljucˇujemo da su integrali jednaki. Dakle, |T−zΠ0Tzf(x)− Π0f(x)| < 2ε.
Kako je ε > 0 proizvoljan, pusˇtanjem ε→ 0 zakljucˇujemo da Π0 komutira s transla-
cijama.
Dokazˇimo komutiranje s dilatacijama. Neka je λ > 0 proizvoljan. Zˇelimo dokazati
D2λΠ0D
2
λ−1 = Π0. Lijeva strana je po definiciji jednaka
lim
n→∞
1
|Kn|
∫
Kn×[0,1]
D2λM−ηT−yD
2
2−κA2−κηD
2
2κTyMηD
2
λ−1f(x)dydηdκ
= lim
n→∞
1
|Kn|
∫
Kn×[0,1]
M−ηλ−1T−λyD
2
2−κλA2−κηD
2
2κλ−1TλyMηλ−1f(x)dydηdκ.
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Nadalje, postoji l ∈ Z takav da je λ ∈ [2l, 2l+1) pa mozˇemo zapisati λ = 2l+δ, gdje je
δ ∈ [0, 1). Koristec´i (2.1) i zamjenu varijabli (2ly, 2−lη) 7→ (y, η), gornji izraz jednak
je
lim
n→∞
1
|K ′n|
∫
K′n×[0,1]
M−2−δηT−2δyD
2
2−κ+δA2−κηD
2
2κ−δT2δyM2−δηf(x)dydηdκ,
gdje je K ′n = 2
lIn × 2−lωn. Rastavimo sada gornji integral na:∫
K′n×[0,δ]
M−2−δηT−2δyD
2
2−(κ+1−δ)D
2
21A2−κηD
2
2−1D
2
2κ+1−δT2δyM2−δηf(x)dydηdκ
+
∫
K′n×[δ,1]
M−2−δηT−2δyD
2
2−(κ−δ)A2−κηD
2
2κ−δT2δyM2−δηf(x)dydηdκ.
Prvi integral koriˇstenjem (2.1) i zamjenom varijabli (2δy, 2−δη, κ+ 1− δ) 7→ (y, η, κ)
prelazi u: ∫
K′′n×[1−δ,1]
M−ηT−yD22−κA2−κηD
2
2κTyMηf(x)dydηdκ,
dok drugi integral zamjenom varijabli (2δy, 2−δη, κ− δ)→ (y, η, κ) prelazi u∫
K′′n×[0,1−δ]
M−ηT−yD22−κA2−κηD
2
2κTyMηf(x)dydηdκ,
gdje je K ′′n = λIn×λ−1ωn. Odatle zbrajanjem, dijeljenjem sa |Kn| i pusˇtanjem limesa
slijedi trazˇena tvrdnja.
Cˇinjenica da jezgra od Π0 sadrzˇi sve funkcije kojima je nosacˇ Fourierovre tran-
sformacije u (0,∞) je ocˇita iz definicije. Naime, ako je suppf̂ ⊂ (0,∞) tada za sve
η, y, κ i P ∈ P zbog disjunktnosti nosacˇa funkcija vrijedi
〈f̂ ,T−ηMyD22κφP 〉12−κη∈ω2P = 0
pa preostaje dokazati samo da Π0 nije nuloperator.
U tu svrhu dokazat c´emo da je 〈Π0f, f〉 > 0 za f := M−0.1φ. Iskoristimo opet da
postoji dovoljno velik N tako da se Π0f(x) razlikuje od (2.3) za manje od ε za svaki
x ∈ R. Koristec´i vec´ navedenu periodicˇnost integranda po y i η, postoji dovoljno
velik n tako da se izraz (2.3) razlikuje od
1
|Kn|
∫
Kn×[0,1]
∑
|k|≤N
M−ηT−yD22−κA
(k)
2−κηD
2
2κTyMηf(x)dydηdκ
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za manje od ε za svaki x ∈ R. Zbog toga sˇto je f ∈ L1, to se 〈Π0f, f〉 razlikuje od
1
|Kn|
∫
R
∫
Kn×[0,1]
∑
|k|≤N
M−ηT−yD22−κA
(k)
2−κηD
2
2κTyMηf(x)dydηdκf(x)dx
za manje od 2ε‖f‖1. Prema tome, ostaje dokazati pozitivnost gornjeg izraza. Tada
pusˇtanjem ε→ 0 zakljucˇujemo trazˇenu pozitivnost od 〈Π0f, f〉. U gornjem integralu
Fubinijev teorem smijemo primijeniti jer se unutrasˇnji integrand razlikuje od f za
manje od 2ε pa je zbog toga ogranicˇen, a vrijedi i da je f ∈ L1. Zbog toga je gornji
integral jednak:
1
|Kn|
∫
Kn×[0,1]
〈 ∑
|k|≤N
M−ηT−yD22−κA
(k)
2−κηD
2
2κTyMηf, f
〉
dydηdκ.
Nadalje, zbog toga sˇto operator M−ηT−yD22−κA
(k)
2−κηD
2
2κTyMη predstavlja operator
A
(k)
0 samo na dijadskoj resˇetci koja je skalirana i translatirana, primijetimo iz ge-
ometrije nosacˇa od φ da za svaki κ postoje intervali I ′n ⊂ In i ω′n ⊂ ωn takvi da
je 〈
M−ηT−yD22−κA
(0)
2−κηD
2
2κTyMηf, f
〉
> 0
za y ∈ I ′n i η ∈ ω′n. Naime, translatiramo i moduliramo plocˇicu [0, 2−κ) × [0, 2κ) u
dijadskoj resˇetci skaliranoj sa 2κ i koristimo karakterizaciju od φ u frekvencijskom
dijelu da im “poklopimo” nosacˇe. Prema tome, cijeli integral je pozitivan i time smo
dokazali da operator Π0 nije nuloperator te time dokazali tvrdnju propozicije.
Primijetimo da je operator Πξ zapravo integralni prosjek operatora A2−κ(ξ+η).
Zbog toga ocˇekujemo da slaba ocjena maksimalnog operatora familije Aξ povlacˇi slabu
ocjenu maksimalnog operatora familije Πξ. Precizno, vrijedi sljedec´a propozicija.
Propozicija 2.1.7. Neka je f Schwartzova funkcija. Pretpostavimo da je funkcija
supξ|Aξf | izmjeriva i da vrijedi∥∥∥sup
ξ∈R
|Aξf |
∥∥∥
L2,∞
. ‖f‖2, (2.4)
tada vrijedi ∥∥∥sup
ξ∈R
|Πξf |
∥∥∥
L2,∞
. ‖f‖2.
Dokaz. Kao u dokazu izmjerivosti Cf zakljucˇujemo da je
sup
ξ∈R
|Πξf(x)| = sup
ξ∈Q
|Πξf(x)|.
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Neka je (qm)m∈N enumeracija racionalnih brojeva. Tada za svaki M ∈ N vrijedi
max
m≤M
|Πqmf(x)|
= lim
n→∞
max
m≤M
1
|Kn|
∣∣∣∣∫
Kn×[0,1]
M−ηT−yD22−κA
(k)
2−κ(qm+η)D
2
2κTyMηf(x)dydηdκ
∣∣∣∣.
Naime, za fiksan qm, za svaki x ∈ R po tocˇkovnoj konvergenciji vrijedi
Πqmf(x) = lim
n→∞
1
|Kn|
∫
Kn×[0,1]
M−ηT−yD22−κA
(k)
2−κ(qm+η)D
2
2κTyMηf(x)dydηdκ
pa je maksimum od konacˇnog broja limesa jednak limesu maksimuma. Odatle za
E ⊂ R takav da je |E| <∞ primjenom Fatouove leme i nejednakosti trokuta slijedi∫
R
max
m≤M
|Πqmf(x)|1Edx
≤ lim
n→∞
∫
R
max
m≤M
1
|Kn|
∫
Kn×[0,1]
|M−ηT−yD22−κA2−κ(qm+η)D22κTyMηf(x)|dydηdκ1Edx.
Medutim, sada je zadnji integral po pretpostavci manji ili jednak od∫
R
1
|Kn|
∫
Kn×[0,1]
sup
ξ∈R
|M−ηT−yD22−κA2−κ(ξ+η)D22κTyMηf(x)|dydηdκ1Edx
. 1|Kn|
∫
Kn×[0,1]
|E| 12
∥∥∥∥sup
ξ
|M−ηT−yD22−κA2−κ(ξ+η)D22κTyMηf |
∥∥∥∥
L2,∞
dydηdκ
. 1|Kn|
∫
Kn×[0,1]
|E| 12∥∥D22κTyMηf∥∥2dydηdκ
. ‖f‖2|E| 12 ,
gdje smo u drugom retku koristili dualnost slabe norme, a u trec´em ogradu (2.4).
Dualizacijom odatle slijedi ∥∥∥∥maxm≤M|Πqmf |
∥∥∥∥
L2,∞
. ‖f‖2,
gdje implicitna konstanta ne ovisi o M . Sada zbog toga sˇto je
sup
qm
|Πqmf(x)| = lim
M→∞
max
m≤M
|Πqmf(x)|,
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josˇ jednom primjenom Fatouove leme slijedi da za E ⊂ R takav da je |E| <∞ vrijedi∫
R
sup
qm
|Πqmf(x)|1E(x)dx ≤ lim
M→∞
∫
R
max
m≤M
|Πqmf |1E(x)dx
. lim
M→∞
∥∥∥∥maxm≤M|Πqmf |
∥∥∥∥
L2,∞
|E| 12
. lim
M→∞
‖f‖2|E| 12 .
Odatle josˇ jednom dualizacijom slijedi tvrdnja propozicije.
Dakle, preostaje nam jedino dokazati ocjenu (2.4) i tome je posvec´en ostatak rada.
Medutim, trebamo josˇ svesti ocjenu na pogodniji oblik.
Neka je (P n)n∈N familija konacˇnih podskupova od P , takvih da vrijedi:
1. Za svaki P ∈ P n vrijedi 2−n ≤ |IP | ≤ 2n,
2. P n ⊂ P n+1 za svaki n ∈ N0,
3.
⋃
n∈NP n = P .
Po prethodnoj propoziciji o tocˇkovnoj konvergenciji operatora Aξ slijedi da za Sc-
hwartzovu funkciju f vrijedi
Aξf(x) = lim
n→∞
∑
P∈Pn
1ω2P (ξ)〈f, φP 〉φP (x).
Zbog toga, nadalje, vrijedi{
x : sup
ξ
|Aξf(x)| > λ
}
⊂
⋃
n∈N
{
x : sup
ξ∈R
k≤n
∣∣∣ ∑
P∈P k
1ω2P (ξ)〈f, φP 〉φP (x)
∣∣∣ > λ}
Promotrimo funkciju ∑
P∈P k
1ω2P (ξ)〈f, φP 〉φP (x).
Iz konacˇnosti skupa Pk slijedi da je funkcija po dijelovima konstantna po ξ i jednaka 0
za |ξ| dovoljno velik pa vidimo da je supremum na desnoj strani zapravo maksimum od
konacˇno izmjerivih funkcija pa je zbog toga i funkcija supξ|Aξf | izmjeriva. Nadalje,
postoji izmjeriva funkcija N : R→ R takva da vrijedi
sup
ξ∈R
k≤n
∣∣∣ ∑
P∈P k
1ω2P (ξ)〈f, φP 〉φP (x)
∣∣∣ = ∣∣∣ ∑
P∈Pn
1ω2P (N(x))〈f, φP 〉φP (x)
∣∣∣
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Naime, zbog toga sˇto je P n rastuc´a familija konacˇnih skupova, u tocˇkama x u kojima
se supremum postizˇe za neki k < n broj N(x) jednostavno definiramo kao neki
dovoljno velik broj. Trik uvodenja funkcije koja tocˇkama pridruzˇuje vrijednost ξ za
koje se supremum postizˇe naziva se “linearizacija supremuma” i prvi ga je uveo C.
Fefferman u [1]. Dakle, preostaje dokazati da nejednakost∣∣∣∣{x : ∣∣∣ ∑
P∈Pn
1ω2P (N(x))〈f, φP 〉φP (x)
∣∣∣ > λ}∣∣∣∣ . λ−2‖f‖22 (2.5)
vrijedi za proizvoljan λ > 0 jer c´e tada trazˇena slaba ocjena za supξ|Aξf | slijediti
po neprekidnosti mjere s obzirom na rastuc´i niz dogadaja. Medutim, dualizacijom i
primjenom nejednakosti trokuta, vidimo da je dovoljno dokazati∑
P∈P
|〈f, φP 〉〈φP (1ω2P ◦N),1E〉| . ‖f‖2|E|
1
2 (2.6)
za sve Schwartzove funkcije f , izmjerive funkcije N , izmjerive skupove E, takve da
je |E| <∞ i konacˇne podskupove P od P .
Kako je nejednakost homogena u f i invarijantna na prikladne simultane dilatacije
f , N , E i P za faktor 2n, n ∈ Z, dovoljno je dokazati 2.6 uz pretpostavke ‖f‖2 = 1 i
1
2
< |E| ≤ 1. Za fiksan E u nastavku dokaza definiramo:
EP := E ∩ {x : N(x) ∈ ωP}, E2P := E ∩ {x : N(x) ∈ ω2P}.
2.2 Glavna ideja
Familiju plocˇica T zovemo stablo ako postoji plocˇica PT = IT × ωT , koju nazivamo
vrh, takva da je P < PT za svaku P ∈ T . Primijetimo da ne zahtijevamo da je vrh
u stablu. Stablo sa vrhom IT × ωT nazivamo j-stablom ako za svaki P ∈ T vrijedi
ωjT ⊂ ωjP , j = 1, 2.
Za sljedec´e definicije prisjetimo se da je zadan skup E ⊂ R, takav da je |E| ≤ 1,
Schwartzova funkcija f , takva da je ‖f‖2 = 1 i izmjeriva funkcija N . Za P , konacˇan
podskup od P definirajmo:
masa(P ) := sup
P∈P
sup
P ′∈P :P<P ′
∫
E′P
wP ′(x)dx,
energija(P ) := sup
T
(
|IT |−1
∑
P∈T
|〈f, φP 〉|2
) 1
2
.
gdje se sup u definiciji energije gleda po svim 2-stablima T ⊂ P .
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Tvrdnja ocjene (2.6) slijedit c´e iz sljedec´ih propozicija koje nam govore o dekom-
poziciji familija plocˇica s obzirom na masu.
Propozicija 2.2.1. Neka je P konacˇan skup plocˇica. Tada se P mozˇe napisati kao
unija skupova Plagane i Ptesˇke tako da vrijedi:
masa(Plagane) ≤ 2−1masa(P )
i Ptesˇke je unija skupa stabala T takvih da je∑
T∈T
|IT | . masa(P )−1. (2.7)
Propozicija 2.2.2. Neka je P konacˇan skup plocˇica. Tada se P mozˇe napisati kao
unija skupova Pvisoke i Pniske tako da vrijedi:
energija(Pniske) ≤ 2−1masa(P )
i Pvisoke je unija skupa T stabala takvih da je∑
T∈T
|IT | . energija(P )−2. (2.8)
Propozicija 2.2.3. Za stablo plocˇica T vrijedi sljedec´a nejednakost:∑
P∈T
|〈f, φP 〉〈φP ,1E2P 〉| . energija(T )masa(T )|IT |. (2.9)
Navedene propozicije dokazat c´emo u sljedec´a 2 poglavlja, a u nastavku ovog
poglavlja dokazat c´emo da one impliciraju ogranicˇenost Carlesonovog operatora. Za
danu konacˇnu kolekciju plocˇica P koristimo propozicije 2.2.1 i 2.2.2 za rastav skupa
P u skupove Pn, gdje n ide po nekom konacˇnom skupu cijelih brojeva, za koje vrijedi:
masa(Pn) ≤ 22n , energija(Pn) ≤ 2n (2.10)
i Pn je unija skupa stabala Tn za koji vrijedi∑
T∈Tn
|IT | . 2−2n. (2.11)
Naime, inicijalno P zadovoljava ocjene (2.10) za neki n dovoljno velik. Ako je
masa(P ) vec´a od 22(n−1), primijenimo dva puta propoziciju 2.2.1 da rastavimo P
na Plagane i Ptesˇke. Dodajmo Ptesˇke u Pn i zamijenimo P sa Plagane. Nadalje, ako je
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energija(P ) > 2n−1, rastavimo pomoc´u propozicije 2.2.2 P na Pvisoke i Pniske. Do-
dajmo Pvisoke u Pn i zamijenimo P sa Pniske. Tada P zadovoljava 2.10 sa n − 1
umjesto n i nastavljamo postupak. Algoritam ocˇito ima konacˇno koraka jer je P
konacˇan.
Konacˇno, iz propozicije 2.2.3 i opservacije da je masa proizvoljne kolekcije plocˇica
zbog 1-dilatacije tezˇinske funkcije u definiciji ogranicˇena univerzalnom konstantnom
C slijedi ∑
T∈T
∑
P∈T
|〈f, φP 〉〈φP ,1E2P 〉| . 2n min(C, 22n)2−2n.
Kako je desna strana sumabilna po Z, vrijedi:∑
P∈P
|〈f, φP 〉〈φP ,1E2P 〉| . 1.
Odatle, zbog pretpostavki ‖f‖2 = 1 i |E| ∼ 1, slijedi (2.6) i time je dokazan teorem
1.2.1.
2.3 Dekompozicija po masi
U ovom odjeljku dokazat c´emo propoziciju 2.2.1 koju koristimo u prethodnom dokazu.
Dokaz propozicije 2.2.1. Neka je µ = masa(P ) i neka je Ptesˇke skup svih plocˇica
P ∈ P takvih da je masa(P ) > 2−1µ. Svakoj takvoj plocˇici mozˇemo pridruzˇiti
plocˇicu P ′(P ), takvu da je P < P ′(P ) i vrijedi:∫
EP ′(P )
wP ′(P )(x)dx > 2
−1µ
Neka je P ′ skup elemenata u {P ′(P ) : P ∈ Ptesˇke} koji su maksimalni s obzirom na
parcijalni uredaj <. Dovoljno je dokazati da vrijedi∑
P ′∈P ′
|IP ′| . µ−1
jer se sve plocˇice u Ptesˇke mogu grupirati u stabla sa vrhovima u P
′.
Tvrdimo da postoji c > 0, neovisan o familiji P , takav da za svaki P ∈ P ′ postoji
n ∈ N0 tako da vrijedi
|EP ∩ 2nIP | ≥ c22nµ|IP |. (2.12)
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Naime, ako za c > 0 postoji P ∈ P ′ za koji ne vrijedi tvrdnja, iz ocjene na masu i
gornje ograde funkcije wP na intervalu 2
nIp \ 2n−1Ip vrijedi:
2−1µ <
∫
EP∩IP
wP (x)dx+
∑
n≥1
∫
wP (x)1EP∩2nIp\2n−1Ipdx
≤ cµ+
∑
n≥1
cµ22n(3/2 + 2n−1)−ν .
Kako je za ν > 2 desna strana sumabilna, iz gornjeg izraza slijedi donja ocjena na
c > 0 za koje tvrdnja ne vrijedi. Dakle, tvrdnja vrijedi za neki dovoljno malen c > 0.
Za k ≥ 0 sa Pk oznacˇimo skup svih plocˇica za koje nejednakost (2.12) vrijedi basˇ za
n = k. Tada iz prethodne tvrdnje slijedi P ′ =
⋃
k≥0Pk. Za svaki P ∈ Pk promotrimo
prosˇireni pravokutnik (2kIP ) × ωP . Birajmo redom elemente iz Pk sa maksimalnim
IP koji imaju prosˇireni pravokutnik disjunktan sa prosˇirenim pravokutnicima vec´
odabranih plocˇica. U trenutku kada viˇse ni jedan pravokutnik nije moguc´e izabrati,
tada svaku plocˇicu P ′ ∈ Pk mozˇemo pridruzˇiti nekoj odabranoj plocˇici P tako da
je |I ′P | ≤ |IP | i da se prosˇireni pravokutnici od P i P ′ sijeku. Kako su plocˇice u Pk
disjunktne (jer su u P ′ samo maksimalne plocˇice), vidimo da su intervali IP ′ plocˇica
P ′ koje su pridruzˇene istoj odabranoj plocˇici P disjunktni i sadrzˇani u 2k+2IP . Naime,
frekvencijski intervali svih plocˇica pridruzˇenih plocˇici P sadrzˇe ωP pa zbog toga sˇto
su plocˇice P ′ medusobno disjunktne, vrijedi da su intervali IP ′ disjunktni. Tvrdnja o
sadrzˇanosti u intervalu 2k+2IP slijedi iz cˇinjenice da je IP ′ ≤ IP . Odatle vrijedi:∑
P∈Pk
|IP | ≤ 2k+2
∑
P odabrani
|IP | . 2−kµ−1
∑
P odabrani
|Ep ∩ 2kIP |
= 2−kµ−1
∣∣∣∣∣E ∩ ⋃
P odabrani
(2kIp)
∣∣∣∣∣ ≤ 2−kµ−1|E|
≤ 2−kµ−1.
Sumiranjem po k ≥ 0 dobivamo trazˇenu ocjenu.
2.4 Dekompozicija po energiji
U ovom odjeljku dokazujemo dekompoziciju plocˇica s obzirom na energiju.
Dokaz propozicije 2.2.2. Neka je ε = energija(P ). Za 2-stablo T oznacˇimo sa
∆(T ) :=
(
|IT |−1
∑
P∈T
|〈f, φP 〉|2
) 1
2
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energiju 2-stabla T . Konstruirat c´emo induktivno kolekciju T cˇija c´e unija biti Pvisoke.
Ako postoji 2-stablo T takvo da je ∆(T ) ≥ 2−1ε, odaberimo ono koje ima c(ωT )
minimalan medu svim takvima. Neka je T 1 maksimalno stablo (s obzirom na inklu-
ziju) sa vrhom IT × ωT .
Dodajmo T 1 u T i dodajmo T u T2, kolekciju koju paralelno definiramo i koju
c´emo koristiti kasnije radi boljih svojstava disjunktnosti od T . Uklonimo T 1 iz P i
ponavljamo korak dok god postoji 2-stablo sa ∆(T ) ≥ 2−1ε. Kad takvog stabla viˇse
nema, definiramo da je Pniske = P . Uocˇimo da je energija(Pniske) ≤ 2−1ε jer u Pniske
ne postoji nijedno 2-stablo s energijom vec´om od 2−1ε.
Neka su T i T ′ razlicˇita stabla u T2 i neka je P ∈ T i P ′ ∈ T ′. Ako je ωP ⊂ ω1P ′ ,
tada je IP ′ ∩ IT = ∅. Naime, primijetimo da je c(ωT ) < c(ωT ′) zbog toga sˇto je c(ωT )
sadrzˇano u ωP ⊂ ω1P ′ , a c(ωT ′) je u ω2P ′ pa znacˇi da je stablo T izabirano prije stabla
T ′. Medutim, kad bi IP ′ bio podskup od IT (ne mozˇe biti nadskup zbog toga sˇto
je ωT ⊂ ωP ⊂ ω1P ′), tada bi I ′P bio odabran u T 1 pa ne bi mogao biti u T ′, sˇto je
suprotno pretpostavci.
Ostaje za dokazati da vrijedi:
ε2
∑
T∈T2
|IT | . 1.
Neka je P unija svih 2-stabala T u T2. Tada iz cˇinjenice da je energija svakog stabla
T manja ili jednaka ε, vrijedi:
ε2
∑
T∈T2
|IT | .
∑
P∈P
|〈f, φP 〉|2. (2.13)
Nadalje, iz Cauchy-Schwarzove nejednakosti i pretpostavke ‖f‖2 = 1 vrijedi:∑
P∈P
|〈f, φP 〉|2 =
〈∑
P∈P
〈f, φP 〉φP , f
〉
≤
∥∥∥∑
P∈P
|〈f, φP 〉|φP
∥∥∥
2
. (2.14)
Primijetimo sada da je dovoljno dokazati da vrijedi:∥∥∥∑
P∈P
|〈f, φP 〉|φP
∥∥∥2
2
.
∑
P∈P
|〈f, φP 〉|2. (2.15)
Naime, kvadriranjem (2.14) i koriˇstenjem prethodne ocjene slijedi da je tada desna
strana u (2.13) ogranicˇena konstantom. Odatle slijedi trazˇena ocjena.
Lijeva strana u (2.15) jednaka je:∑
P,P ′∈P :ωP=ωP ′
|〈f, φP 〉〈φP , φP ′〉〈φP ′ , f〉| (2.16)
+ 2
∑
P,P ′∈P :ωP⊂ω1P ′
|〈f, φP 〉〈φP , φP ′〉〈φP ′ , f〉|, (2.17)
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gdje smo koristili simetriju i cˇinjenicu da je 〈φP , φP ′〉 = 0 kad god ω1P i ω1P ′ nisu
sadrzˇani jedan u drugome.
Ocijenimo manji od brojeva |〈f, φP 〉|, |〈f, φP ′〉| vec´im pa koriˇstenjem simetrije
slijedi da je (2.16) manje od konstante pomnozˇene s:∑
P∈P
|〈f, φP 〉|2
∑
P ′∈P :ωP ′=ωP
|〈φP , φP ′〉|,
sˇto je, nadalje, zbog leme 2.1.1 manje ili jednako od∑
P∈P
|〈f, φP 〉|2
∑
P ′∈P :ωP ′=ωP
‖wP1IP ′‖1.
Zbog toga sˇto su intervali IP i IP ′ za plocˇice sa ωP ′ = ωP disjunktni, unutrasˇnju sumu
mozˇemo kao i u 2.1.4 ocijeniti sa ‖wP‖1 . 1 i time je dokazana ocjena za (2.16).
Sumand (2.17) mozˇemo koristec´i Cauchy-Schwarzovu nejednakost ocijeniti sa:∑
P∈P
|〈f, φP 〉|
∑
P ′∈P :ωP⊂ω1P ′
|〈φP , φP ′〉〈φP ′ , f〉|
≤
∑
T∈T2
(∑
P∈T
|〈f, φP 〉|2
) 1
2
H(T )
1
2 ≤ ε
∑
T∈T2
|IT | 12H(T ) 12
gdje je:
H(T ) :=
∑
P∈T
 ∑
P ′∈P :ωP⊂ω1P ′
|〈φP , φP ′〉〈φP ′ , f〉|
2
Primijetimo da ako dokazˇemo da vrijedi H(T ) . ε2|IT | za svako stablo T ∈ T2, to
dokazuje propoziciju 2.2.2. Naime, u tom slucˇaju je (2.17) do na umnozˇak s kons-
tantom ogranicˇen s ε2
∑
T∈T2 |IT |, sˇto josˇ jednom primjenom ocjene (2.13) dokazuje
(2.15) i time zavrsˇava dokaz propozicije.
Medutim, iz leme 2.1.1 i ocjene na energiju za svaku plocˇicu P ′ u P (koja je sama
po sebi 2-stablo) vrijedi:
H(T ) . ε2
∑
P∈T
|IP |
 ∑
P ′∈P :ωP⊂ω1P ′
‖wP1IP ′‖1
2 .
Za fiksni P , intervali IP ′ za koje vrijedi ωP ⊂ ω1P ′ su disjunktni s IT zbog iz komentara
na pocˇetku dokaza, ali su i u parovima disjunktni. Naime, ako je su P ′ 6= P ′′ dvije
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plocˇice sa gornjim svojstvom u istom 2-stablu T ′, tada je ωP ′ = ωP ′′ jer im i gornja
i donja polovica imaju presjek. Medutim, to znacˇi da su im vremenski intervali
disjunktni. S druge strane, ako su P ′ i P ′′ u razlicˇitim stablima, T ′ i T ′′, onda
ako vrijedi |ωP ′| = |ωP ′′ |, tada opet vrijedi ωP ′ = ωP ′′ jer obje sadrzˇe ωP pa su im
vremenski intervali disjunktni. U slucˇaju da je |ωP ′| < |ωP ′′ |, tada mora vrijediti
ωP ′ ⊂ ω1P ′′ pa disjunktnost slijedi iz komentara na pocˇetku dokaza.
Iz prethodnog sada slijedi:∑
P ′∈P :ωP⊂ω2P ′
∥∥wP1IP ′∥∥1 ≤ ‖wP1T c‖.
Nadalje, za svaki x ∈ IT postoji za fiksnu duljinu |IP | tocˇno jedan P ∈ T takav da je
x ∈ IP (zbog toga sˇto im se svima frekvencijski intervali sijeku) pa vrijedi:∑
P∈T
|IP |‖wP1T c‖21 ≤
∑
P∈T
|IP |‖wP1T c‖1
=
∑
k≥0
∑
P∈T :|IP |=2−k|IT |
|IP |
∫
R
1IcT (x)Tc(IP )D
1
2−k|IT |w(x)dx
=
∑
k≥0
∫
R
1IcT (x)
∑
P∈T :|IP |=2−k|IT |
|IP |D1|IP |w(x− c(IP ))dx,
gdje prva nejednakost vrijedi zbog ‖wP‖1 < 1. Nadalje, zbog toga sˇto je funkcija w
konveksna na [0,∞) i (−∞, 0] i x ∈ IcT , Jensenova nejednakost u integralnom obliku
povlacˇi da je zadnji izraz manji ili jednak od∑
k≥0
∫
R
1IcT (x)
∑
P∈T :|IP |=2−k|IT |
∫
IP
D12−k|IT |w(x− y)dydx
=
∑
k≥0
∫
R
1IcT (x)
∫
R
1IT (y)D
1
2−k|IT |w(x− y)dydx.
Koristec´i Fubinijev teorem posljednji izraz je jednak∑
k≥0
∫∫
R2
1IT (x− y)D2−k|IT |w(y)1IT (x)dydx
=
∑
k≥0
∫
R
(
y1|y|≤|IT | + |IT |1y>|IT |
)
D12−k|IT |w(y)dy
.
∑
k≥0
2−k|IT | . |IT |.
Dakle, dobili smo trazˇenu ogradu na H(T ) i time je zavrsˇen dokaz propozicije 2.2.2.
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2.5 Ocjena stabla
U ovom odjeljku dokazat c´emo ocjenu stabla i time dovrsˇiti dokaz ocjene Carlesonovog
operatora. Medutim, za to nam je potrebna sljedec´a jednostavna lema.
Lema 2.5.1. Za f ∈ L1 vrijedi∣∣f ∗D1λw(x)∣∣ .Mλf(x),
gdje je
Mλf(x) := sup
r>λ
1
2r
∫ x+r
x−r
|f(y)|dy
“odsjecˇena” Hardy-Littlewoodova maksimalna funkcija.
Dokaz. Fiksirajmo x i oznacˇimo I := (x − λ, x + λ). Rastavljanjem domene na
disjunktnu uniju, R = I∪⋃k≥0(2k+1I \2kI) i koriˇstenjem L∞ ocjena funkcije D1λw(x)
na svakom dijelu imamo:∣∣f ∗D1λw(x)∣∣ ≤ 1λ
∫
I
|f(y)|dy +
∑
k≥0
1
λ
(1 + 2k)−ν
∫
2k+1I\2kI
|f(y)|dy
≤ 2 1|I|
∫
I
|f(y)|dy +
∑
k≥0
2k+2(1 + 2k)−ν
1
|2k+1I|
∫
2k+1I
|f(y)|dy
.Mλf(x) +
∑
k≥0
2−kMλf(x)
.Mλf(x).
Time je tvrdnja leme dokazana.
Konacˇno, spremni smo za dokazivanje ocjene stabla.
Dokaz ocjene (2.9). Oznacˇimo radi krac´eg zapisa ε = energija(T ) i µ = masa(T ).
Neka je J kolekcija svih maksimalnih intervala takvih da 3J ne sadrzˇi nijedan IP
za P ∈ T . Tada je J particija od R. Naime, kako u stablu imamo konacˇno plocˇica,
to postoji β = minP∈T |IP | > 0. Ako je J dijadski interval velicˇine 2−2β, tada 3J
ne sadrzˇi ni jedan IP . Prema tome, svaki se realan broj nalazi u nekom dijadskom
intervalu koji ne sadrzˇi ni jedan IP pa se nalazi i u nekom maksimalnom takvom.
Kako je familija maksimalnih dijadskih intervala disjunktna, J cˇini particiju od R.
Neka su P kompleksni brojevi modula 1 takvi da vrijedi∑
P∈T
|〈f, φP 〉〈φP ,1E2P 〉| =
∫
R
∑
P∈T
P 〈f, φP 〉φP1E2P .
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Zbog toga sˇto familija J cˇini particiju od R, desnu stranu gornjeg izraza mozˇemo
ogranicˇiti koristec´i nejednakost trokuta sa∑
J∈J
∑
P∈T :|IP |≤|J |
∥∥∥〈f, φP 〉φP1E2P∥∥∥
L1(J)
+ (2.18)
∑
J∈J
∥∥∥ ∑
P∈T :|IP |>|J |
P 〈f, φP 〉φP1E2P
∥∥∥
L1(J)
. (2.19)
Ogranicˇimo prvo izraz (2.18). Za svaki J ∈ J vrijedi∥∥∥〈f, φP 〉φP1E2P∥∥∥
L1(J)
≤ ε|IP | 12
∫
R
|φP (x)|1E2P∩J(x)dx
. ε
∫
R
(
1 +
|x− c(IP )|
|IP |
)−2ν
1E2P∩J(x)dx
. ε|IP |(1 + dist(IP , J)|IP |−1)−ν
∫
R
wP (x)1EP (x)dx
= εµ|IP |(1 + dist(IP , J)|IP |−1)−ν ,
gdje smo u prvoj nejednakosti koristili ocjenu energije za plocˇicu P , u drugoj cˇinjenicu
da Schwartzova funkcija pada brzˇe od bilo koje potencije polinoma i u trec´em retku
cˇinjenicu da integriramo samo po skupu J koji je udaljen od IP . Fiksirajmo cijeli
broj k takav d je 2k ≤ |J | i promotrimo sve P ∈ T takve da je |IP | = 2k. Tada su
intervali IP u parovima disjunktni (jer je ωT ⊂ ωP za svaki P ∈ T ), disjunktni s J
po definiciji skupa J i sadrzˇani u IT pa vrijedi:∑
P∈T :|IP |=2−k
|IP |(1 + dist(IP , J)|IP |−1)−ν .
∑
P∈T :|IP |=2−k
|IP |(2 + dist(IP , J)|IP |−1)−ν
.
∫
IT
(
1 +
dist(x, J)
|IP |
)−ν
dx
. 2k
(
1 + dist(IT , J)|IT |−1
)−ν′
.
Zbrajanjem po svim 2k ≤ |J | dobijemo da je (2.18) manje od:
2εµ
∑
J∈J
|J | (1 + dist(IT , J)|IT |−1)−ν .
Maksimalnost od J povlacˇi da je dist(x, IT ) ∼ |J | za x ∈ J pa posljednji izraz mozˇemo
ocijeniti s:
Cεµ
∑
J∈J
∫
J
(
1 + dist(x, IT )|IT |−1
)−ν . εµ|IT |
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i time smo dokazali trazˇenu ogradu za (2.18).
Ogranicˇimo sada (2.19). Pretpostavljamo da sumiramo samo po onim J ∈ J za
koje postoji P tako da je |J | < |IP | (u suprotnom je pribrojnik jednak 0). Tada
vrijedi J ⊂ 3IT zbog maksimalnosti od J i |J | < |IT | za svaki J koji se pojavljuje u
sumi.
Fiksirajmo J ∈ J i primijetimo da je
GJ := J ∩
⋃
P∈T :|IP |>|J |
E2P
mjere . µ|J |, gdje implicitna konstanta ne ovisi o J . Naime, neka je J ′ dijadski
roditelj od J . Po maksimalnosti od J , 3J ′ sadrzˇi neki P ∈ T . Neka je P ′ plocˇica
takva da je IP ′ = |J ′| i P < P ′ < IT ×ωT . Tada je ocˇito GJ ⊂ J ∩EP ′ (jer ωP ′ sadrzˇi
sve ωP za P za koje je |IP | > |J | ), a kako je masa(P ) ≤ µ i J ⊂ 3IP ′ , vrijedi:
|J ∩ EP ′ |
|J | =
1
|J |
∫
R
1J(x)1EP ′ (x)dx ≤ 2
(
5
2
)ν ∫
R
wP ′(x)1EP ′ (x)dx . µ.
Neka je T2 2-stablo svih P ∈ T takvih da je ω2T ⊂ ω2P i neka je T1 = T \ T2.
Definirajmo za j = 1, 2
FjJ :=
∑
P∈Tj :|IP |>|J |
P 〈f, φP 〉1E2P .
Ako su P i P ′ u 1-stablu T1 i razlicˇito su skalirani, tada su skupovi ω2P i ω2P ′
disjunktni pa su disjunktni i skupovi E2P i E2P ′ . Prema tome, promatrajuc´i razlicˇito
skalirane plocˇice odvojeno i koristec´i ogradu na energiju svake plocˇice P , vrijedi
‖F1J‖L∞ . ε pa zakljucˇujemo:
‖F1J‖L1(J) . ε|GJ | . µ|J |.
Sumirajuc´i po disjunktnim intervalima J ⊂ 3IT dobijemo trazˇenu ocjenu za T1 dio
od (2.19).
Fiksirajmo x i pretpostavimo da je F2J(x) razlicˇito od 0. Kako su intervali ω2P
za P ∈ T2 ugnijezˇdeni, znamo da postoji najvec´i i najmanji interval, ω+ i ω−, u
ovisnosti o x oblika ωP i ω2P , respektivno, za neke P ∈ T2 takve da je x ∈ E2P
i |IP | > |J |. Dakle, mozˇemo F2J(x) zapisati pomoc´u sljedec´e funkcije, koju bolje
znamo kontrolirati:
F2J(x) =
∑
P∈T2:|ω−|<ωP≤|ω+|
P 〈f, φP 〉φP
=
∑
P∈T2
P 〈f, φP 〉
(
φP ∗
(
Mc(ω+)D
1
0.18|ω+|−1φ−Mc(ω−)D10.18|ω−|−1φ
))
(x),
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gdje druga jednakost vrijedi zbog 1ω± ≤ Tc(ω±)D∞0.18−1|ω±|φ̂ ≤ 11.1ω± i lokaliziranosti
Fourierovih transformacija od φP
Primijetimo da vrijedi |ω−|−1 > |ω+|−1 > |J | u svakoj tocˇki od J . U slucˇaju kad
je 0.18|J | < 0.18|ω+|−1 ≤ |J |, vrijedi D10.18|ω+|−1φ . D1|J |φ pa koristec´i 2.5.1 imamo:∣∣∣∣∣( ∑
P∈T2
P 〈f, φP 〉φP
)
∗D10.18|ω+|−1φ(x)
∣∣∣∣∣ .M|J |
(∑
P∈T2
P 〈f, φP 〉φP
)
(x)
≤ sup
I⊃J
1
|I|
∫
I
∣∣∣∑
P∈T2
P 〈f, φP 〉φP (z)
∣∣∣dz,
dok u slucˇaju kad je 0.18|ω+|−1 > |J |, koristec´i lemu 2.5.1 imamo∣∣∣∣∣( ∑
P∈T2
P 〈f, φP 〉φP
)
∗D10.18|ω+|−1φ(x)
∣∣∣∣∣ .M0.18|ω+|−1
(∑
P∈T2
P 〈f, φP 〉φP
)
(x)
≤ sup
I⊃J
1
|I|
∫
I
∣∣∣∑
P∈T2
P 〈f, φP 〉φP (z)
∣∣∣dz.
Analogne nejednakosti vrijede za 0.18|ω−|−1 pa zakljucˇujemo da je F2J(x) za svaki
x ∈ J ogranicˇeno s
C sup
I⊃J
1
|I|
∫
I
∣∣∣∑
P∈T2
P 〈f, φP 〉φP (z)
∣∣∣dz,
sˇto je konstanta na J .
Medutim F2J ima nosacˇ sadrzˇan u GJ , sˇto je skup mjere . µ|J | pa vrijedi:∑
J∈J :J⊂3IT
‖F2J‖L1(J) .
∑
J∈J :J⊂3IT
µ|J | sup
I⊃J
1
|I|
∫
I
∣∣∣∑
P∈T2
P 〈f, φP 〉φP (z)
∣∣∣dz
. µ
∥∥∥∥∥M
(∑
P∈T2
P 〈f, φP 〉φP
)∥∥∥∥∥
L1(3IT )
≤ µ‖13IT ‖2
∥∥∥∥∥M
(∑
P∈T2
P 〈f, φP 〉φP
)∥∥∥∥∥
2
. µ|IT | 12
∥∥∥∥∥∑
P∈T2
P 〈f, φP 〉φP
∥∥∥∥∥
2
,
gdje je M Hardy-Littlewoodova maksimalna funkcija. U gornjem nizu nejednakosti u
prvom smo retku koristili prethodnu ocjenu, u drugom cˇinjenicu iz uvoda da je necen-
trirana Hardy-Littlewoodova maksimalna funkcija ogranicˇena Hardy-Littlewoodovom
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maksimalnom funkcijom. U trec´em retku koristili smo Cauchy-Schwarzovu nejedna-
kost, a u zadnjem retku Hardy-Littlewoodov maksimalni teorem.
Primijetimo sad da su za razlicˇito skalirane P i P ′ intervali ω1P i ω1P ′ disjunktni
pa su funkcije φP i φP ′ ortogonalne. Dakle, L
2 normu u posljednjem izrazu mozˇemo
kao i (2.16) ogranicˇiti sa:
C
(∑
P∈T2
|〈f, φP 〉|2
) 1
2
. |IT | 12 ε,
gdje smo u zadnjoj nejednakosti josˇ jednom iskoristili gradu na energiju. Uvrsˇtava-
njem ocjene u prethodni izraz dobivamo konacˇno da je i (2.19) ogranicˇeno sa Cεµ|IT |
i time je dovrsˇen dokaz propozicije.
Dokazom prethodne propozicije kompletiran je dokaz Carlesonovog teorema.
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Sazˇetak
U ovom radu u potpunosti je iznesen dokaz jednog od fundamentalnih teorema harmo-
nijske analize — Carlesonovog teorema o Fourierovom redu. U prvom dijelu koristec´i
standardne tehnike harmonijske analize teorem se svodi na dokaz slabe ocjene izvjes-
nog maksimalnog operatora, a zatim se u drugom dijelu dokazuje slaba ogranicˇenost
tog maksimalnog operatora prema radu M. Laceya i C. Thielea.
Summary
In this thesis, the proof of one of the fundamental theorems of harmonic analysis —
Carleson’s theorem on Fourier series — is fully presented. In the first part, using the
standard techniques of harmonic analysis, the problem is reduced to the weak bound
for a certain maximal operator. Then, in the second part, the weak boundedness of
this maximal operator is proved following the article of M. Lacey and C. Thiele.
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njima, a najvec´i uspjeh mi je sudjelovanje na Medunarodnoj matematicˇkoj olimpijadi
2013. godine, gdje sam osvojio pocˇasnu pohvalu. Iste godine upisujem preddiplomski
inzˇenjerski studij matematike na Prirodoslovno-matematicˇkom fakultetu u Zagrebu.
Tijekom studiranja nastavio sam se natjecati na studentskim natjecanjima, a najvec´i
uspjeh mi je prva nagrada na medunarodnom studentskom natjecanju iz matematike
IMC 2014. godine. 2015. godine izdana je knjiga “Olympiad inequalities” izdavacˇke
kuc´e GIL Publishing House, u kojoj sam sudjelovao kao koautor na poziv rumunj-
skog profesora Mircea Lascua. Diplomski studij teorijske matematike upisujem 2016.
godine, tijekom kojeg se usmjeravam na ucˇenje tehnika harmonijske analize, kojom
se planiram baviti i u buduc´nosti.
