Informed consent is the result of tumultuous events in both the clinical and research arenas over the last 100 years. Throughout this time, the notion of informed consent has shifted tremendously, both due to advances in medicine, as well as the type of data being gathered. As such, informed consent has misaligned with the goals of medical research. It is becoming more and more vital to address this chasm, and begin building new frameworks to link this disconnect. Thus, we address three goals in this paper. First, we discuss the history of informed consent and unify the varying definitions of the term. Second, we evaluate the current research on the topic, classify them into themes, and attend to the problems therein. Lastly, we employ these themes of informed consent research mentioned previously to provide guidance and insight for future research in the arena.
research. As such, it is becoming more and more vital to address this gap, and begin building new frameworks to bridge this rift. Our focus in this paper is to familiarize the reader with the broader history of informed consent, introduce the modern aspects of informed consent within the observational medical research arena (i.e.: research using data), discuss inherent problems therein, and begin offering solutions on how to navigate today's informed consent minefield.
Our current understanding of informed consent is that it is the full disclosure of the nature of the research and the participant's involvement, adequate comprehension on the part of the potential participant, and the participant's voluntary choice to participate [1] . However, originally consent was sought for a single study with a pre-specified timespan and specific purpose [2] . With the rise of big data, and the enormous biomedical data warehouses being built, it becomes more and more difficult to foresee the uses and applications of subject data, therefore compounding the difficulty in attaining informed consent, according to the original definition.
Further challenges have been placed on biomedical research through the nature and types of data being gathered. Some biomedical data cannot be anonymized while still retaining utility. Further, some types of data, such as DNA data cannot ever be fully anonymized. In the face of these challenges, we hear increasing calls from prominent scientists and authoritative figures for compulsory research participation [3, 4] . They see that individuals have an obligation to participate in research, as it is a benefit for society as a whole [5] . These advocates are pushing for removing the need for informed consent all-together.
As such, the goals of this paper are threefold. First, we aim to address the history of informed consent and unify the varying definitions of the term. Then, we evaluate the current research on the topic, categorize them into overarching streams, and address the issues and challenges therein. Finally, we utilize the streams of informed consent research mentioned previously to assist and guide future research in the area.
The Evolution of Informed Consent
Over the last century, the design of informed consent has arisen from tumultuous events in two distinct arenas: medical care and humansubject research. While these streams can be traced back millennia, to the time of Hippocrates, and to the roots of western medicine (when most information was concealed from patients), it is the last 100 years that have been the most horrendous [6] .
Informed Consent in Medical Care
As mentioned prior, the main focus of this manuscript is discussing informed consent in biomedical research. While not immediately related to research-at-hand, informed consent in medical practice is still a vital subset of the evolution of the modern form of informed consent in medical research. Issues with informed consent in the medical care arena preceded the larger-scale devastating breaches of informed consent in medical research, and began to form the groundwork for many of the laws governing medical data today. As such, the history of informed consent in medical practice must be discussed prior to that of medical human-subject research.
Informed consent in medical care is generally regarded as a result of doctors' paternalistic approach to patient treatment. Numerous wellcited court cases were initiated due to adverse effects of medical procedures that patients either opposed, did not approve, or were not provided with adequate information about. Despite this, medicine has a long-standing tradition of upholding patient interests. As far back as 1665, physicians and surgeons were required to obtain a patient's consent prior to treatment under the Duke of York's laws of 1665, which were the founding laws for New York [7, 8] . However, even then, these laws had murky grey areas. It was also stated in the Duke of York's laws of 1665 that as long as a treatment demonstrated no perceived risk or harm, physicians had the right to act without a patient's consent. What constituted 'harm', was up to the physician's discretion.
The first major hurdle leading to informed consent can be traced back to the 1905 case of Pratt v. Davis, where a surgeon removed an unknowing woman's uterus and ovaries, in order to treat her epilepsy [8, 9] . The physician, Dr. Edwin Pratt, defended his actions by claiming that a patient implicitly consents to a physician when placing themselves in the care of that physician. Further, the physician then has the right to treat a patient as they best see fit with regards to the patient's well-being. Despite Dr. Pratt's claim, the court ruled in favor of Mrs. Davis, arguing that a "physician or surgeon, however skillful […] [cannot] violate without permission the bodily integrity of his patient" [9] .
Despite this leap in favor of the patient's rights, the fundamental turning point for informed consent did not come about until nearly a decade later, with the 1914 case of Schloendorff v. Society of New York Hospital [6, 8, 10, 11] . A woman entered the hospital complaining of stomach discomfort. When physicians discovered a mass during examination, the patient insisted that she did not want the mass or tumor excised. Despite Mrs. Schloendorff's refusal, the surgeons proceeded with the procedure, and performed a hysterectomy. Further, due to complications arising from the surgery, the patient developed gangrene on her left arm, and some of her fingers were amputated. Further, additional surgeries needed to be performed on her arm, due to an embolism resulting from the original surgery. In the verdict for this case, Judge Benjamin Cardozo succinctly gave one of the most-cited statements in American medical law, later becoming one of the pillars of current health legislation: "Every human being of adult years and sound mind has a right to determine what shall be done with his own body […]" [10, 11] .
The last of the landmark cases in the area of informed consent was the somewhat more contemporary, 1957 case of Salgo v. Leland Standford Jr. University Board of Trustees [6, 8] . It was during this case that the term 'informed consent' first appeared. The patient, Martin Salgo, awoke paralyzed after a routine aortography, which proved permanent. Salgo had never been informed by the physicians and surgeons that such a risk even existed, sued the hospital, and was awarded $250,000 in damages. This pivotal case helped engrain in modern medical care that the failure to disclose medical risks and alternative treatments are cause for legal action [6] .
Over time, it was instances such as these that developed and molded the foundation of modern medical legislature, and the notion of informed consent in the patient-physician relationship.
Informed Consent in Human-Subject Research
Unfortunately, it was not just isolated court cases that guided the evolution of informed consent, but much larger and more catastrophic events as well, upending not only general ethics, but overall human rights. There were three specific events with tragic outcomes that were commenced under the absence of informed consent and external scrutiny. In conjunction, these led directly to the creation of numerous pieces of legislation, as well as both the Belmont Report and Institutional Review Boards.
The first event follows the Nazi party's torturous medical experimentation throughout World War II [8, 11, 12] . Herein, Nazi physicians tortured and killed concentration camp victims in the name of scientific research. This 'research' was comprised of such horrific acts as killing Jews for anatomical studies, and utilizing non-consenting prisoners for experiments involving exposure to deadly diseases, poisons, simulated high-altitude, and immersion in freezing water [8] . After the end of the Second World War, in 1946, these heinous acts were tried before a tribunal of three American judges in a trial known as 'The Medical Case'. This led to the accountability of the responsible medical doctors, and the introduction of the Nuremberg Code, wherein it was stated that "the voluntary consent of the human subject is absolutely essential", that research subjects "should be so situated as to able to exercise free power of choice", and that they "should have sufficient knowledge and comprehension of the elements of subject matter" [13] . While the Nuremberg Code was incorporated into numerous human rights legislations, it did little to guide the behavior of researchers dealing with human-subjects. However, over time, its indirect influence prompted the medical research community to develop its own guidelines for human-subject research, which later became the Declaration of Helsinki [8] . Furthermore, the Declaration of Helsinki has been continuously updated over time, as needed, with its latest update in 2013 [14] . It now includes provisions on the privacy of identifiable human materials and data, as well as the dissemination of their results.
The second instance in which the lack of external scrutiny led to disastrous results was the Stanford Prison Experiment of the 1971 [12] . Philip Zimbardo, a researcher at Stanford University devised an experiment in which a group of students were to act either as prisoners or guards in a makeshift penitentiary setting [15] . The purpose of the experiment was to study "the development of norms and the effects of roles, labels, and social expectations in a simulated prison environment" [15] . After only seven days, the experiment was halted. Following the study, the subjects experienced enduring psychological trauma, and even the researchers admitted to the prolonged psychological effects of the experiment [15] .
Furthering the limelight of unethical human-subject research, details of the Tuskegee Syphilis Experiment emerged immediately after the Stanford Prison Experiment [8, 12] . In this experiment by the United States Health Service, the effects of untreated syphilis was studied using human subjects over a 40 year span (between 1931 and 1972), despite the subjects being told the experiment would last only a few months [16] . Six hundred impoverished African American land workers were offered the ability to participate in an experiment. Out of this group 399 had syphilis prior to the start of the experiment, and 201 did not [16] . The subjects were not informed that they had the disease, and regardless of having a known cure (penicillin), were not offered any remedies. Instead, infected subjects were told that they were being tested and treated for 'bad blood', a term commonly used at the time to refer to a group of illnesses. The subjects were notified that they would receive food, medicine and burial insurance in case of death, in exchange for their participation. However, no medicine was actually given to alleviate the disease [16] . This monumental violation of human rights in research, along with the Stanford Prison Experiment, established the groundwork for the Federal Policy for the Protection of Human Subjects, also known as the Common Rule, which required human-subjects to be overseen by certain governing bodies (which later became Institutional Review Boards or Ethical Review Boards) [12] .
In addition, the cumulation of these three cases led to the creation of the 1979 Belmont Report, which detailed the principles through which oversight processes for research on human subjects would be developed [8, 12] . Further, the Belmont Report also detailed the basic ethical principles in human subject research: respect for person, beneficence, and justice. 'Respect for person' entails respecting the autonomy of all individuals involved in the human subject study, and that people with diminished autonomy (vulnerable individuals, such as children) need to receive additional protection. The purpose of this tenet is to protect subjects from exploitation. They are to be under no obligation to participate in an experiment, and are free to leave at any time. This principle led to the creation of 'informed consent' clauses, in which experimenters are required to disclose the purpose, potential risks, benefits, and any alternatives to the study. The second principle of 'beneficence' implies that all human subjects are to be treated ethically, and their decisions respected. This follows the Hippocratic creed under which the risk to subjects is to be minimized, while the benefits to them maximized. Subjects are to be protected, and kept out of harm's way. Lastly, 'justice' details that there must also be a fair distribution of the benefit among participants. It is unethical, for example, to provide a cure to a disease for one test group of individuals, while another test group with the same disease does not receive any help. The Belmont report was a landmark report and subsequently acted as the cornerstone of institutional research policies.
In sum, due to the atrocities within the human-subject research arena, a number of legislations were created including The Nuremberg Code, The Declaration of Helsinki, the Common Rule, as well as the creation of the Belmont Report. Each of these served as a milestone in the creation of the notion of informed consent. Further, while the studies mentioned above were interventional (where treatments were intentionally withheld from subjects either psychologically or medically), not all medical research falls into this category. Much of the medical research today relating to informed consent and data privacy issues, is observational, with minimal bodily risk to the subjects. Naturally, these two types of research pose differing types and levels of potential harm to subjects, and as such, some legislations have begun to address them separately due to this inherent difference (e.g.: Europe's new General Data Protection Regulation (GDPR) [17] ). The data privacy risks will be further developed in Section 3, after discussing the components of informed consent.
The Definition of Informed Consent
Over time, numerous definitions of informed consent have arisen. This has made it even more difficult to obtain a subject's consent within the ever-evolving and continually changing data landscape. As such, in this section, these differing definitions are examined, and the definition used throughout the remainder of the article is rationalized. It is important to note, as historically the term 'informed consent' is rather recent, published definitions and explanations of the concept are offered from numerous court cases, and legislations, even if the verbatim words 'informed consent' were not used. Instead the focus of the below table hinges on the concept and evolution of the meaning behind informed consent.
As can be seen in Table 1 , evolution of the term 'informed consent' has shifted drastically over time from being purely medical practicebased, to being research-centric and involving all aspects of humansubject research. Throughout the definitions, three constructs underpin the notion of 'informed consent' (Fig. 1 ):
• Study information • Subject's comprehension and understanding • Voluntary participation First, the most recent pillar of informed consent, states that it is crucial to disclose all information about a study to the participants [13, [17] [18] [19] [20] [21] [22] . Further, all risks, however trivial, need to be disclosed to subjects, regardless of the effect they may have on said subject's willingness to participate in the study [18, 19, 22] . These items usually include items such as research procedures, the purpose of the research, risks and anticipated benefits, any available alternative procedures, and/or the opportunity for the subject to ask any questions [20] .
The second construct of 'comprehension' is cited by every statement mentioned in Table 1 [7, 9, 10, 13, [17] [18] [19] [20] [21] [22] . This subset of informed consent evaluates the mental capacity of subjects, and their ability to fully cognize the information given to them by the researchers, as well as understand the risks and benefits of their participation. Of course, comprehension and information are in some ways interlocked, as in some cases comprehension measures how well an individual has the capacity to understand the information that is given to them. Still, during the evolution of informed consent, it was not necessary to disclose all information to subjects. As such, some sources only mention comprehension without the use of information, implying that individuals need to be coherent, and of sound mind (in general), but without the need for physicians to disclose all relevant information to them [5, 7, 8] . [9] [ …] under a free government at least, the free citizen's first and greatest right, which underlies all others-the right to the inviolability of his person, in other words, his right to himself-is the subject of universal acquiescence, and this right necessarily forbids a physician or surgeon, however skillful or eminent, who has been asked to examine, diagnose, advise and prescribe (which are at least necessary first steps in treatment and care), to violate without permission the bodily integrity of his patient by a major or capital operation, placing him under anaesthetics for that purpose, and operating on him without his consent or knowledge. 3 Schloendorff v. Soc'y of N.Y. Hospital (1914) [10] Every human being of adult years and sound mind has a right to determine what shall be done with his own body; and a surgeon who performs an operation without his patient's consent, commits an assault, for which he is liable in damages. 4 The Nuremberg Code (1949) [13] The voluntary consent of the human subject is absolutely essential. This means that the person involved should have legal capacity to give consent; should be so situated as to be able to exercise free power of choice, without the intervention of any element of force, fraud, deceit, duress, over-reaching, or other ulterior form of constraint or coercion; and should have sufficient knowledge and comprehension of the elements of the subject matter involved, as to enable him to make an understanding and enlightened decision. This latter element requires that, before the acceptance of an affirmative decision by the experimental subject, there should be made known to him the nature, duration, and purpose of the experiment; the method and means by which it is to be conducted; all inconveniences and hazards reasonably to be expected; and the effects upon his health or person, which may possibly come from his participation in the experiment. 5 Salgo v. Leland Standford Jr. University Board of Trustees (1957) [18] […] the duty of a physician to disclose to the patient 'all the facts which mutually affect his rights and interests and of the surgical risk, hazard and danger, if any.' A physician violates his duty to his patient and subjects himself to liability if he withholds any facts which are necessary to form the basis of an intelligent consent by the patient to the proposed treatment. Likewise the physician may not minimize the known dangers of a procedure or operation in order to induce his patient's consent. 6 Declaration of Helsinki (1964) [19] In any research on human beings, each potential subject must be adequately informed of the aims, methods, sources of funding, any possible conflicts of interest, institutional affiliations of the researcher, the anticipated benefits and potential risks of the study and the discomfort it may entail. The subject should be informed of the right to abstain from participation in the study or to withdraw consent to participate at any time without reprisal. After ensuring that the subject has understood the information, the physician should then obtain the subject's freely-given informed consent, preferably in writing. If the consent cannot be obtained in writing, the non-written consent must be formally documented and witnessed. 7
Belmont Report (1979) [20] 1.) Information: Most codes of research establish specific items for disclosure intended to assure that subjects are given sufficient information. These items generally include: the research procedure, their purposes, risks and anticipated benefits, alternative procedures (where therapy is involved), and a statement offering the subject the opportunity to ask questions and to withdraw at any time from the research. 2.) Comprehension: The manner and context in which information is conveyed is as important as the information itself. For example, presenting information in a disorganized and rapid fashion, allowing too little time for consideration or curtailing opportunities for questioning, all may adversely affect a subject's ability to make an informed choice. 3.) Voluntariness: An agreement to participate in research constitutes a valid consent only if voluntarily given. This element of informed consent requires conditions free of coercion and undue influence. Coercion occurs when an overt threat of harm is intentionally presented by one person to another in order to obtain compliance. Undue influence, by contrast, occurs through an offer of an excessive, unwarranted, inappropriate or improper reward or other overture in order to obtain compliance. 8 Common Rule (1991) [21] [ …] no investigator may involve a human being as a subject in research covered by this policy unless the investigator has obtained the legally effective informed consent of the subject or the subject's legally authorized representative. An investigator shall seek such consent only under circumstances that provide the prospective subject or the representative sufficient opportunity to consider whether or not to participate and that minimize the possibility of coercion or undue influence. The information that is given to the subject or the representative shall be in language understandable to the subject or the representative. No informed consent, whether oral or written, may include any exculpatory language through which the subject or the representative is made to waive or appear to waive any of the subject's legal rights, or releases or appears to release the investigator, the sponsor, the institution or its agents from liability for negligence. 9 EU Directive 2001/20/EC (2001) [22] Informed Consent is the decision, which must be written, dated and signed, […] taken freely after being duly informed of Thirdly, voluntariness, has also been mentioned in all 10 publications listed in Table 1 [7,9,10,13, [17] [18] [19] [20] [21] [22] . This construct emphasizes the necessity of a subjects' consent to be fully voluntary, with no caveats, coercion or influence from the investigator. Further, voluntariness has sometimes included not just the act of stepping into a research or medical study environment, but also the act of withdrawal from it. The notion of voluntary withdrawal from studies and research is rather recent. Until now, it has only been mentioned in the Belmont Report, the Common Rule, the Declaration of Helsinki, and the 2018 General Data Protection Regulation [17, 18, 20] . As such, it could be argued that other sources only explicitly offer partial voluntariness.
As such, we have combined these three elements to form the definition of 'informed consent' used herein: Informed consent is the full disclosure of the nature of the research and the participant's involvement, adequate comprehension on the part of the potential participant, and the participant's voluntary choice to participate [1] .
In the next sections, the current practices in informed consent are analyzed, and the possible future directions in the area discussed.
Current Practice

Current Data-Intensive Research Context
Big data is triggering a revolution in Biomedical research and health care. This transformation is fueled by the advancement in digital technologies that can track individual's behavior to a higher degree, and by the technical capacity to store, link, and analyze data [23] .
In our context, "big" refers to the volume of the data, its diversity (originating from multiple sources) and/or complexity (the computational effort necessary for analysis) [24] . The big data transformation can be witnessed in the biomedical research field which, increasingly requires the continuous collection and linking of a wide range of information types from various observational and instrumental sources such as health data, research data, and data from health devices/services.
The variety in the collected data types along with the advancement in digital technologies are paving the way to novel approaches in biomedical research. Precision medicine is one such data-driven approach that promises to advance diagnosis, prevention and treatment of diseases. The personal Genome Project [25] , the 1000 Genome Project [26] , Genomics England [27] , the Danish National Centre for Registerbased research [28] , and All of US [29] programs are just a few recent examples of active large-scale projects generating enormous databases that link complex biomedical information, promote sharing and re-use of data, and support continuous data updates.
The collection and management of such a complex bouquet of heterogeneous data can only be justified if the data is kept for long (indefinite) periods, used in multiple studies, for different research purposes, and if it is shared widely with other investigators. This however raises many privacy and ethical issues.
Big Data: Sharing and Risks
The growing amount of data collected on individuals paints a precise picture about them even when direct identifiers are removed. The indefinite storage, and unlimited re-use of the data aggravates and extends the problem. Moreover, the advances in genomic sequencing and the ability to incorporate Genomic data with clinical data complicates the problem even further and raises new and challenging privacy problems. Genomic data is highly distinguishable (there is confirmation that a sequence of 30 to 80 single-nucleotide polymorphism (SNPs) could uniquely identify an individual [30] ), and very stable [31] (genomic data undergoes little changes over the lifetime of an individual, and thus has an eternal value). It provides sensitive information about genetic conditions and predispositions to certain diseases such as cancer, Alzheimer's, and schizophrenia. Moreover, it does not only provide information about the sequenced individuals, but also about their ancestors, and offspring (the authors in [32] describe privacy risks to the family members of individuals who shared their genetic data for medical research). Such personal information can be very damaging to the 1.) Where processing is based on consent, the controller shall be able to demonstrate that the data subject has consented to processing of his or her personal data. 2.) If the data subject's consent is given in the context of a written declaration which also concerns other matters, the request for consent shall be presented in a manner which is clearly distinguishable from the other matters, in an intelligible and easily accessible form, using clear and plain language. Any part of such a declaration which constitutes an infringement of this Regulation shall not be binding. 3 .) The data subject shall have the right to withdraw his or her consent at any time.
The withdrawal of consent shall not affect the lawfulness of processing based on consent before its withdrawal. Prior to giving consent, the data subject shall be informed thereof. It shall be as easy to withdraw as to give consent. 4.) When assessing whether consent is freely given, utmost account shall be taken of whether, inter alia, the performance of a contract, including the provision of a service, is conditional on consent to the processing of personal data that is not necessary for the performance of that contract. Table 1 , as opposed to in the references section.
individuals, and it can be used against them to limit insurance coverage, to guide employment decisions, or to apply social stigma. The economic harm that results from insurance and employment discrimination is the highest concern cited by 52% of study participants [33] . A 2005 report by Greenhouse and Barbaro alleges that major employers (including Wal-Mart) base some of their hiring decisions on the applicants' health records [34] . Another 1996 survey of people at risk of developing a genetic condition found "more than 200 cases of genetic discrimination among the 917 people who responded" (these cases involved either insurance and/or employer discrimination.) [35] . Another survey of care givers and patients identified "550 people who had been denied employment or insurance based on their genetic predisposition to illness" and that "misuse of genetic information could have intergenerational effects that are far broader than any individual incident of misuse" [35] .
While the above examples act as impediment for biomedical data sharing, the demands for data sharing are mounting, and not solely for research facilitation. Scientists are increasingly required to share their data to allow for study replication and verification, and to abide by the rules of the publication medium [36] . Certain federal agencies in the US (such as the National Institute of Health (NIH)) mandate the sharing of data generated or used under federal funding.
Legally, data sharing requires the consent of individuals to the concerned study, or the anonymization of the data. This is conventionally known as the 'consent or anonymize paradigm'. In fact, in both the United States and Europe, biomedical data can be shared and re-used without seeking additional consent if the data is anonymized.
Challenges to Anonymization
Anonymization is a data protection technique that is generally used to avoid seeking consent [23] . The Common Rule, for example, allows the use of data and samples "without the knowledge and consent of the individual provided they are de-identified" [21] . The European Union's data protection regime states that the removal or perturbation of information can transform personal data into non-personal data [37] . Similarly, GDPR states that "the principles of data protection should […] not apply to anonymous information" [17] .
Anonymization is legally defined as a technique to prevent identification taking into account all the "means reasonably likely to be used to identify a natural person" [17, 37] . It is a process of de-identification that produces data that cannot be linked back to its originators. However, the effectiveness of anonymization has been questioned in the past 15 years as high-profile cases of re-identification occurred when clinical data are re-used. For example, in 2006, America Online (AOL) published a sample of its search queries after replacing screen names with random numbers. The New York Times were able to re-identify and reveal one of the users. Similar and more recent anonymization failures occurred to data released by Netflix [38] , the New York Taxi and Limousine Commission [39] , and more [40] [41] [42] . In fact, there is a consensus among privacy experts that no form of de-identification can guarantee the above notion of anonymity.
Re-identification of anonymous subjects usually occurs by combining various publicly available information with the de-identified data. The type and complexity of biomedical data being collected, along with the abundance of publicly available data sources, contribute to the inadequacy of anonymization even further. This is particularly true when huge amounts of data are collected for individuals over extended periods of time (electronic medical records-EMR data), and even more so, when genomic data is involved.
Multiple independent and recent genomic studies demonstrated the possibility to breach the privacy of participants from genomic datasets that were thought to be anonymized. Gymrek et al. were able to infer the identity of 50 anonymous male subjects using their sequenced Ychromosome, as part of the 1000 Genome Project [43] . The researchers exposed the identities of these anonymized research participants, as well as their relatives using public genealogy databases. In other recent studies, Sweeny et al. identified participants in the Personal Genome Project using public demographic data [44] , Malin et al. used public information, such as death notices, to recover the identities of family members of participants in the 1000 Genome Project [45] , and Homer et al. demonstrated the ability to identify the participants of a genome-wide association study using data from the database of genotypes and phenotypes, dbGaP. In the last example, The authors proved that allele frequencies of a subject can be used to determine whether they participated in a study with high accuracy "even if the study reported only summary statistics on hundreds or thousands of participants" [44, 46] . These, and similar studies [47, 48] , had great impact on the research community due to the increasing sensitivity of the collected biomedical data and its mounting potential for harm.
Although anonymization does not fully protect the data (in that re-identification risk remains), it necessitates extensive stripping of data sets and excludes data updates and linking (once the data is anonymized, there is no possibility to update it with new information nor link it with another dataset), which are essential activities in modern biomedical research. A solution has been to assign a unique random identifier to every subject using a process known as pseudonymization. However, pseudonymization does not preclude the application of data protection law [17] .
Moreover, while inadequate in protecting data, anonymization gives legal immunity to data holders and releases them from the obligations of further data protection [23] . Consent on the other hand, is accepted globally as the highest standard of legitimacy, and as most likely to promote and foment trust with participants and communities [49] . In the following section, the challenges in adapting consent to the current data-intensive age are discussed.
Challenges to Adapting Consent
The consent mechanism should provide data subjects with control over who can access their stored data, for what purposes, and for how long. The challenges to adapting existing consent processes to modern biomedical data are multi-dimensional. Current consents (i) lack the dynamicity required for modern data, (ii) they are not well suited for the education and comprehension components, (iii) they are unable to deal with consent revocation, and (iv) they do not have mechanisms for the return of research results to participants in the context of translational genomics. i. Traditional consent was designed to deal with a single study, having a specific purpose, and a pre-defined timespan. The process is mostly paper-based, and is typically logged at the start of the study, resulting in a static process that locks consent information to that single time point [50] , and requires all future data usages to be specified at the time of the initial consent. With the rise of big data, data sharing, data re-purposing, and data aggregation into enormous data warehouses, it has become unfeasible to foresee all future uses and applications of the data at the initial time of collection. Pre-defining an array of future uses on the dataset limits creativity, and can act against the incremental nature of research. ii. The 'information' and 'comprehension' constructs of informed consent (as mentioned in Fig. 1 ) impose the inclusion of a welldesigned education and assessment component. These components ensure that all information related to the data usage and data protection are conveyed and understood by the participants. These notions are challenged with current big data for several reasons:
a. Our understanding of the data, and what it reveals about the participants is progressing, thus it is not possible to quantify the amount and sensitivity of personal information that can be derived from the collected data. b. Big data is often used to reveal unpredictable connections between data points, as such, it presents greater uncertainty regarding future research. An example is provided by Mittelstadt regarding the secondary effect of medications "which can be identified by comparing data not only from multiple clinical trials, but informed sources as well, such as incidental self-reporting via social media and search engine queries", such connections cannot be "accurately predicted prior to carrying out research" which means that consent cannot be informed [24] . c. Studies show that participants have discrepancies in their understanding of consent information [51, 52] , yet consent forms continue to increase in length and complexity and are likely to incorporate difficult legal language [53, 54] . In many instances, participants are provided with these lengthy documents just to alleviate any legal responsibility, which does not serve the comprehension construct. With the uncertainty surrounding future research, the long life of modern data, and the obligation to provide participants with information about how their data will be protected [24] , it is essential for modern biomedical data warehouses to include a well-planned and comprehensive education program that recognizes that (i) participants (and humans) can only absorb a limited amount of information at any one time, and that (ii) re-contacting participants to provide additional education materials (or to obtain appropriate consents for each new study) is arduous, timeconsuming, and expensive. Moreover, it can have a negative impact on the participants, and on the research endeavor. iii. Consent revocation is a necessary motivator for research participation, and an essential part of the 'voluntariness' construct. The authors in [55, 56] argue that as consent grants individuals the right to decide when and how to use their data, it should logically give them the right to change or withdraw their consent. Traditionally, withdrawing from a study an individual consented to was a straightforward process. Conversely, as current data is re-used and shared with multiple research organizations over indefinite periods of time, it is complicating the issue of revocation significantly. A good tracking mechanism for data-sharing should allow consent revocation provided proper agreements are made prior to sharing the data, and proper mechanisms are used to ensure compliance. However, it is important to note that data withdrawal could severely bias study results, thus compromising the study and undermining the investigators' effort and time and wasting resources. Current best practices recommend that any samples collected from the individual wishing to withdraw from the study be discarded, and that medical data no longer be used. However, shared samples and data do not necessarily need to be revoked [57] . GDPR for example gives data subjects the right to withdraw consent at any time and states that "it shall be as easy to withdraw consent as to give it" (the previous EU Directive did not address consent withdrawal specifically), however, withdrawal only applies to future data processing and not to data already in process. Yet, it is not clear how to deal with the data of dead participants and whether relatives or offspring can exercise the right to revocation. iv. In this highly dynamic context, the lines between clinical and research practice are fading. Research in translational genomics is increasingly calling for the return of individual results back to participants and their physicians, thus challenging the traditional approach to consent even further. The recommendations governing the return of individual results are usually aligned with returning 'clinically actionable' results. Such recommendations are often criticized for excluding the community from the discussion [58] . Multiple studies have deduced that the majority of participants would like to learn more about their genetic results (than is recommended). Further, they would like to decide what results to be returned [59] . This complicates the 'information' and 'comprehension' constructs of the informed consent once again, and necessitates a re-design of a consent process to capture the informed (and fluctuating) choices of participants with regards to returning their interpreted data, and to educate participants on these very difficult and highly sensitive issues.
In conclusion, informed consent is evolving from a single contract for a specific experiment, with well-defined purpose, and a limited time span, into a dynamic, long term contract, that requires continuous subject involvement and education. This evolution, and the challenges it puts forward, invokes varying approaches to consent from the research community. We examine these approaches next.
New Approaches to Consent
The challenges to consent adaptation created a tension between the proponents of open data, and those who advocate for informed consent. Proponents of open data increasingly view consent as a barrier to creative and timely biomedical research [60] . They advocate for the elimination of consent altogether, and in some cases, they go as far as advocating for a 'duty to participate' [5, 24] . Proponents of informed consent are calling for the preservation of consents' core values (information, comprehension, and voluntariness), and they suggest using modern IT to maintain active and continuous engagement with participants [61] . As such, various consent mechanisms have been developed, or are under development, (limited by the governing privacy legislations) that span between these two extremes.
The majority of modern data warehouses practice global types of consent such as 'broad', 'blanket', and 'tiered' consent [62] . Blanket consent authorize all future and unforeseeable data uses with no limitation [63] , That is, participants consent to the broad usage of their data, without any specific information about any future research, nor any possibility for further oversight. Broad consent also authorizes all future and unforeseeable data but within broadly specified research areas, and gives subjects the ability to exercise restrictions in some of these areas [63] . In that sense, both mechanisms are a shift from specific consent, into 'consent to be governed' (by the institution holding the data) [23] . The recent revision to the Common Rule promotes the use of broad consent as a mean to facilitate research data collection [63] . Broad and blanket consents have been criticized for limiting the autonomy of participants and for not offering them any meaningful control over their personal data and samples [64, 65] . Proponents of broad consent argue for its ethicality if certain restrictions are imposed, for example, if personal information is handled safely, if subjects are given the right of withdrawal and if all studies are overseen by an ethics board.
Tiered consent is a minor upgrade from broad consent. It allows participants to choose general research areas they wish to participate in, and exclude others. Subjects can also request to be re-consented for future uses of their data. While tiered consent offers more autonomy for the subjects, it is still limited by the pre-specified (and general) uses of the data. Similarly, 'opt-out' is another consent mechanism that assumes broad consent for research by default, unless individuals explicitly optout. Opt-out consent models are not seen as ethically acceptable. As pointed out by Hayden [46] , they tend to take advantage of people in vulnerable moments, such as when they are seeking treatment. These models have a common goal of maximizing the availability of research data with limited involvement and control from the subjects. As such, they dilute the information construct of the informed consent, for the advantage of research and science. To compensate for consent relegation, some organizations designate institutional review boards and ethics review committees to provide research oversight [66] , by reviewing each data usage/sharing instance to ensure that it is not problematic [67, 68] . However, the extent of oversight and control from these boards is subjective, and varies from one implementation to another.
Dynamic consent is another approach to consent that claims to be consistent with the three pillars of informed consent. Dynamic consents are personalized online consent and communication platforms [69] , and use modern IT to provide a communication channel between researchers and participants of a project. This allows consent documents to be tied to events in real-time, as they occur in the data life cycle. Such framework enables alerting individuals of new research opportunities, and allows participants to accept or decline participation in a research project if they match the research's specific profile, moreover, it enables sponsors to conform their protocols to the dynamic privacy laws. Researchers will be able to update or include new consent documents whenever significant feedback from participants is required, and participants will be able to respond to these changes and/or to modify their consent at their convenience. The framework also allows all consent material to be available in one platform, including the return of individual results back to participants. For example, if new knowledge/treatments are available that could have an impact on participants (such as if new information is generated that changes a variants' status from ambiguous to actionable), then additional consent documents can be created to allow participants to decide if they want to receive more information about the treatment, and/or to allow that information to be transmitted to their physicians. Recently, several clinical and population-based genomic research projects are implementing dynamic consent platforms [70] [71] [72] [73] . Similar projects are underway in the health care arena that enable patients to view, update and share their health records with health care providers [74, 75] . Some commercial genomic sequencing companies, such as 23andme [76] , provide a limited form of dynamic consent models through their secure online portal systems. While dynamic consent platforms are fairly new and mostly under development, they are being welcomed as empirical evidence shows that a significant number of participants would like to have substantial control over their data. At the same time, multiple concerns have been raised and need to be considered prior to adoption: (i) Dynamic consents are costly to implement and to maintain, (ii) participants enrolling in studies through online portals may not be diverse in terms of race and education level as shown by recent studies [71] , (iii) dynamic consents require excessive time from participants to comprehend and consent for each study, this could lead to information overload and withdrawal, it moreover may lead to excessive self-protection behavior [77] , (iv) dynamic consent may be asking participants more than they are able to deliver, as they have the responsibility to decide on complex issues they do not have the time, or capacity, to fully comprehend or assess, and (v) dynamic consent does not solve the issue of consent revocation and its implications. As argued in [78, 79] withdrawal is complicated by the fact that participants' samples/data may already have been shared by multiple other research organizations.
The comprehension pillar of informed consent is increasingly challenged by the complexity of biomedical research and by the low rates of health literacy [80] . As argued before, informed consent requires asking some people more than they can deliver, given their time and capacity. As a solution, it has been suggested, wherever permissible by law, to delegate consent to a third party, or to one of pre-defined consent models (in such case, representatives or care givers could help participants to decide). Thus, participants would 'consent to be governed by a third party of choice' rather than consent to detailed studies [81] .
Open consent is another form of consent that relies on 'information altruists' to openly share their data for the public good [2] . Many investigators have highlighted that the gathering of increasing amounts of clinical and genetic information cannot be made anonymous and will ultimately reveal subjects' identities in our data driven and wired world. The growing availability of public data on the internet including personal (what people reveal about themselves), and genealogical data makes it extremely difficult to share data in a secure way [82] . Open consent proponents realize that promises of privacy may not be realistic, so they rely on individuals who value public good more than confidentiality to donate their data unconditionally for research. By its nature, open consent commands openness and honesty from investigators as well. Participants need to feel passionate about the ultimate goal of the research and they need to be constantly updated about how their participation is facilitating research, and ultimately improving knowledge in the biomedical field. In addition, investigators have a moral obligation to discuss clearly (as much as possible) the repercussions of biomedical data sharing. The Personal Genome Project, PGP [25] , which practices open consent, actively engages its participants by returning all results, and strives to keep them truly informed along the way. The education component in the PGP open consent is extensive, potential participants undergo an eligibility screening to understand whether their privacy preferences conform with the open consent mechanism. They are given study material that offers an introduction to genomics, and that discusses potential risks of data sharing. Individuals are then tested for comprehension, and are required to score 100% to be eligible for participation. The risks discussed with potential participants in PGP include remote scenarios such as "being framed for criminal activities [because of your genetic makeup], or being cloned" [82] . Participation in this case rests on one's faith in the societal benefits of research and is thus "consenting to uncertainty" [83] . However, only people with good social standing tend to openly offer their data. These are people with good social and economic status, that generally offers them protection against any future discrimination or harm 2 [2, 24, 85] . Unfortunately, effective result-driven research mandates the inclusion of diverse subpopulations. Skewed samples are not representative of the underlying community and thus lead to inaccurate results.
With the potential gain from big data and the inadequacy of consent, scientists are growing impatient. After all, novelty and experimentation are at the heart of big data research and it is hard to confine these to the norms of a traditional consent. Thus, there are increasing calls from prominent scientists for obligatory sharing of research data (a step beyond scrapping consent altogether). Proponents of this method believe that laws should be instated to protect participants from discrimination based on their health information. An example of such law is the Genetic Information Non-discrimination Act (GINA) adopted by the US government in 2008. GINA forbids discrimination by insurers or employers on the basis of genetic information. The problem with such regulations is that they are enforced only when discrimination on the basis of genetic information is proven, which necessitates the difficult task of knowing/establishing these malicious intentions. So, until such laws are successful in thwarting these risks, it will be hard for this idea to gain traction. Table 2 below displays the established, modern consent mechanisms mentioned in this section, and evaluates them in terms of their adherence to the pillars of informed consent (information, comprehension and voluntariness). It also provides examples of real-world research projects within each mechanism. Please note:
• 'Varies' (under the Information heading) indicates that the information given to participants depend on the institution implementing the mechanism. For example, the Vanderbilt Genome-Electronic Records Project (VGER) [66] , a subset of the eMERGE network [86] , implements the opt-out mechanism, however they have an extensive information program to educate and involve the community about their project.
• 'Partial' withdrawal indicates that participants can easily withdraw from any additional usage of their data, however they cannot withdraw from studies already underway.
• '-'indicates no available information on how withdrawal is implemented.
Alternatives to Consent
Rapid progress is taking place in privacy research in the biomedical area, driven by the need to protect and benefit from big biomedical data warehouses. Some of these methods provide alternatives to 'informed consent' through novel governance mechanisms. These will be presented in the following two sub-sections.
Ownership-Based Governance
Many privacy and ethics activists argue for the right of individuals to own their data, in fact, data ownership is at the heart of the ethical debate behind informed consent. While ownership is often discussed as the right of the subjects to control their data, it can also refer to owning intellectual property produced from using the data. Right of data control is defined as the subjects' (unlimited) right to track all data usages and restrict undesired uses [90] . Naturally, this includes understanding who holds what data, and for what purpose. Data control is also sometimes interpreted to include the right to data guardianship, in other words, individuals hold on to their data, and decide to grant access (to family, health authorities, or research facilities) as they see fit. However, the numerous challenges in terms of data storage data security, and access control, speak against this scheme [62] .
Even without data guardianship, significant technical and practical challenges stand against the realization of this concept in the era of big data. For instance, to have any meaningful control, individuals are required to put significant effort to compile and understand their data, to understand the aims of the proposed research, as well as treatments available for any relevant condition(s). As mentioned in [24] , "Big data requires significant computational power, storage, and advanced scientific know-how. […] Analysis will require discipline-specific skills and knowledge, [and] the amount of time and effort required […] may easily be overwhelming".
Other issues that require attention relate to data ownership after the subjects' death, and responsibilities toward a close family member that requests results (particularly in the case of genomic data) [91] .
Solidarity/Community-Based Governance
Recent research proposes to revolutionize the notion informed consent and eliminate some of its downside. The proposals in the literature include: (i) basing research participation on the concept of solidarity, (ii) shifting the notion of consent toward a community-based environment, or (iii) granting systemic governance of data to research boards.
Prainsack et al. presented a shift from the traditional autonomybased consent governance toward a solidarity-based governance mechanism [92] . Solidarity recognizes people's willingness to engage in risky activities for the benefit of others. They argue against the current governance framework for being solely founded on the promotion of participants' autonomy, neglecting the fact that assisting others is one of the main motivations of research participation [93] . Their solidarity-based framework would thus "[Assist] others as its main research goal […] to improve [the] health of individuals" [92] . The application of this novel concept necessitates major shifts in the research practice. The framework is based on individual willingness to accept certain levels of risk and uncertainty for the benefit of others, rather than the exclusive focus on risk mitigation. General values, mission, and goals of proposed research (what it hopes to achieve) should be communicated to participants, re-consent should only be sought when such goals change significantly. The mechanism also shifts the emphasis from risk mitigation to harm mitigation, meaning that it would devise strategies for action if an undesirable event actually occurs (instead of focusing all resources on risk prevention). For example, funds can be made available to individuals that actually suffer harm, such as victims of discrimination.
One of the main arguments for a solidarity-based consent mechanism is to give up consent in its current form entirely, as it is believed to be hindering the progress of research and failing to benefit society. However, eliminating the need for informed consent amid the potential risks that big data entails is not something that can be accepted without a public debate [24] . Moreover, the uncertainty over what the data will be able to reveal about the participants in the future (particularly genetic data) renders the argument of 'accepting costs to assist others' unfounded, and renders individuals accountable of the heavy burden of this social good [94] .
Community-based participatory research (CBPR) is a collaborative research between scientists and the community affected directly by the research (such as a group with a common illness) [95] . CBPR is characterized by shared decision making, shared management and ownership, transfer of knowledge and expertise, shared analysis and interpretation of data, and wide dissemination of findings [82] . While CBPR is developing rapidly, it can be complicated and challenging. It requires significant commitment from community members (particularly for pursuing grants) requiring them to give up some of their existing roles. However, there are growing numbers of funding opportunities dedicated to CBPR, including new National Institute of Health (NIH) sponsored funding, as well as fellowship programs, workshops, and courses [95] .
Lastly, the 'systemic oversight' model calls for stronger oversight mechanisms that are "aimed at orienting and monitoring […] research activities" [77] . As such, the oversight mechanism should maintain ethical controls throughout the continuum of data activities (data collection and data use), and direct health-research activities toward socially anticipated topics.
Technical Methods
Technical mechanisms attempt to perform data analysis in a privacy preserving manner without the need for consent. De-identification is the most familiar technical approach to privacy. It is a complex process that consists of generalization techniques [96, 97] , randomization techniques [98, 99] , or synthetic data generation techniques [100] . However, as mentioned earlier, de-identification techniques are not effective in the modern data context, they significantly reduce the utility of the data, without necessarily offering the required privacy [42, 101] .
The inadequacy of current de-identification methods, prompted privacy experts to seek new solutions that protect and benefit from the large biomedical data warehouses being built worldwide. Current research into technical privacy preserving mechanisms are numerous, among the most promising we cite risk-aware systems, and Secure Multiparty Computations (SMC). Risk-aware systems attempt to quantify privacy risk, both from the participants' perspective, and the data holder's perspective. They then try to impose mitigation measures to counter the posed risk. As such, the systems evaluate the risk posed by a data access request, and provide it with appropriate protection measures [67, 102, 103] . In essence, more mitigation measures would be imposed on requests of higher sensitivity (requests for data with higher potential for injury or from requester that are not highly trusted). Such mitigations could manifest as a reduction in the granularity of the data and/or as restrictions on when and how a user can access the data [104, 105] . Implementations of riskbased systems are found in [106, 107] .
SMC approaches are based in cryptography. SMC allows multiple parties (each holding a fraction of the data to be analyzed) to collectively carry out calculations on the overall dataset without any party having to reveal any of their own raw data. SMCs offer an attractive solution particularly when coupled with differential privacy [108] , however they are not efficient in every setting due to their communication and computational overhead [109, 110] (extensive message passing between the different concerned parties is the main bottleneck of existing secure multi-party computations). Relevant implementations of SMC can be found in [110] [111] [112] [113] [114] [115] [116] [117] .
The search for technical ways to deal with the privacy problem is becoming increasingly challenging in the big biomedical data context. The technologies mentioned above help moderate some of these difficulties, however they still have to overcome significant challenges before being adopted widely.
Summary and Outlook
The principle of informed consent was introduced over a century ago, in order to protect patients from unwanted intrusions into "their bodily integrity" [118] , and give them the ability to decide on their treatment options. Later, informed consent was extended to research practice in order to grant individuals the autonomy to decide when, how, and with whom to share their data and samples. However, tension around informed consent has existed since its inception. After the Nuremberg code, physician-investigators were reluctant to share their medical/research decisions with their patients, and worked hard to water down the requirement of informed consent as stated by the Nuremberg Code [8] . This could be witnessed in the Declaration of Helsinki, wherein it was stated that for individuals suffering an illness, informed consent "was only necessary [as long as] it was consistent with patient psychology" [8] . It could also be seen in the provisions of the Common Rule, which allow consent exemptions, under the guidance of IRBs.
With the advances of big biomedical data, along with the challenges they posed to consent, the friction between proponents of open data and proponents of informed consent is escalating.
Proponents of informed consent are calling for a refocus on the pillars of informed consent, in order to avoid a replication of the past. However, one of the main challenges of applying informed consent in big data is the information overload. Significant amount of time and effort is required from participants to attain the required knowledge and background that enables them to understand the totality of the data about them. While there are many willing individuals, the process will be overwhelming and highly stressful for most. A good solution could be in allowing a multi-consent mechanism that enables subjects to choose whether they want to acquire the needed background, to delegate their consent to a trusted and independent third party (consent to delegate data governance to a person of choice), or any other consent mechanism that best suits them.
On the other side, proponents of open data perceive informed consent (and controlled data access in general) as a barrier to timely research. They maintain that open data leads to more research output, and increases the probability of a scientific breakthrough. While this is true, individuals that accept to share their data openly enjoy certain privileges that others may not be able to afford themselves. They generally possess good social or economic status that protects them from the potential risks of exposing current or future health vulnerabilities [2] . In order to combat this, and to widen the subject scope to include people from varied backgrounds, we need to offer valid and substantial protection to vulnerable populations (minorities, children, sick, etc.) against abuse. Such protection could be offered through novel laws and policies (a new example is GDPR, but its impact is yet to be tested), or through health insurance and compensation to affected participants.
Furthermore, the ownership of these intellectual properties produced from the collected data, and the idea of benefit sharing them with participants, are issues of high relevance that are rarely discussed in literature [90] . While it is common practice to be compensated for research participation (generally only limited compensation), one issue that arises is the lack of benefit after medical research is successfully completed. Big data collected from participants has the potential to develop valuable products, yet subjects do not enjoy any return on investment. As of now, participants do not benefit from the intellectual properties introduced (e.g. drugs developed or medical procedures validated). Proponents of open data (even those that call for obligatory data sharing for the benefit of society) do not guarantee that the generated products (such as medicine) will actually be accessible and within reach to the public (or even to the participants, should they need it). Thus, in order to encourage subject participation (and appeal to the subjects' altruistic side), the discussion on the participation's benefit to society should widen to encompass not only knowledge advancement, but also benefit sharing and access to treatments.
The objective of this article is to further the dialogue about informed consent in the context of biomedical research. In sum, it highlights the struggles in maintaining informed consent in the age of big data. Further research is still needed to determine the best way forward with the notion of informed consent. Future research must engage individuals into designing consent mechanism that best suit them. It must also explore whether/when an exemption from consent can be practiced (legally and ethically), and the technological measures required for the protection of participants in such instances.
