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Abstract
Recently we introduced a new technique for computing the average free energy of a system
with quenched randomness. The basic tool of this technique is a distributional zeta-function. The
distributional zeta-function is a complex function whose derivative at the origin yields the average
free energy of the system as the sum of two contributions: the first one is a series in which all
the integer moments of the partition function of the model contribute; the second one, which
can not be written as a series of the integer moments, can be made as small as desired. In this
paper we present a mathematical rigorous proof that the average free energy of one disordered λϕ4
model defined in a zero-dimensional space can be obtained using the distributional zeta-function
technique. We obtain an analytic expression for the average free energy of the model.
keywords: disordered systems; average free-energy; replicas; distributional zeta-function.
PACS numbers: 05.20.-y, 75.10.Nr
1e-mail: benar@impa.br
2e-mail: nfuxsvai@cbpf.br
Disordered systems have been investigated for decades in statistical mechanics [1–5], gravita-
tional physics [6–11], number theory [12] and condensed matter. For the case of disordered systems
with quenched disorder, one is mainly interested in averaging the free energy over the disorder,
which amounts to averaging the log of the partition function Z. The central problem is how to
average the disorder dependent free energy over the ensemble of configurations of the disorder
degrees of freedom. The main approaches to obtain the average free energy are the dynamical ap-
proach [13], the cavity method [14,15] and also the replica method [16]. In the replica method, the
expected value of the partition function’s k-th power Zk = EZ
k is computed by integrating over
the disorder field and the average free energy is obtained using the formula E lnZ = limk→0
Zk−1
k
,
where Zk for 0 < k < 1 is derived from its values for k integer. This approach sometimes requires
a symmetry breaking procedure to yield physical sound results [17–19].
Despite the success in the application of the replica method in disordered systems, some authors
consider that a mathematical rigorous derivation to support this procedure is still lacking [20–23].
It is therefore natural to ask whether there exists a mathematically rigorous method, based on
the use of replicas, for computing the average free energy of systems with quenched disorder. In
Ref. [24], Dotsenko considered an alternative approach where the summation of all integer moments
of the partition function is used to evaluate the average free energy of the random energy model.
Also a replica calculation using only the integer moments of the partition function have been
considered in Ref. [25]. In this paper we present a mathematical rigorous use of a new procedure
to find the average free energy in systems with quenched disorder [26].
We associate with systems with quenched disorder a complex function which, due to its similar-
ities with zeta-functions, we call distributional zeta-function, obtained by an integral with respect
to a probability distribution. We will show that the derivative of the distributional zeta-function
at the origin yields the average free energy of the underlying system with quenched disorder.
For simplicity we study a disordered zero-dimensional field theory model, which allows a rigorous
use of our method. Nevertheless, all the computations can be formally extended to more complex
physical models where the support of the disorder probability distributions are infinite-dimensional
spaces. In our derivation the average free energy of the zero-dimensional disordered λϕ4 model is
given by the sum of two terms, a series in which all the integer moments of the partition function
contribute and a term that can not be written as a series of the integer moments, but can be made
as small as desired.
We would like to point out that zero-dimensional models has been widely studied in field
theory [27,28]. For instance, it is well known that many perturbative series in quantum field theory
has zero radius of convergence [29,30]. Although this zero radius of convergence is encountered in
many models in quantum field theory models in a four-dimensional space-time, the nature of the
perturbative expansion has been investigated also in systems with disorder is smaller dimensions.
The structure of the perturbative expansion of system without [31–33] or with quenched disorder
in models in zero dimensions was investigated in many papers [34, 35]. Zero-dimensional models
appear in the strong-coupling expansion in field theory [36–39], and also is closed related with
matrix models since gauge theories in zero-dimensions are described by matrix models [40, 41].
The organization of this paper is as follows. In section II we introduce the distributional zeta-
1
function and compute the derivative of the distributional zeta-function at the origin in order to
obtain the average free energy of the system with quenched disorder. Conclusions are given in
section III. We use ~ = c = kB = 1.
1 The distributional zeta-function in disordered models
In the zero-dimensional scalar λϕ4 model, without disorder, the action and the partition func-
tion are, respectively,
S(ϕ) =
1
2
m20ϕ
2 +
λ
4!
ϕ4 and Z =
∫
dϕ exp(−S(ϕ)). (1)
The normalized correlation functions of this model are just weighted integrals of kind
〈 f 〉 = 1
Z
∫
dϕ f(ϕ) exp(−S(ϕ)).
In the presence of a disorder h linearly coupled with ϕ, the action and partition function becomes
S(h, ϕ) = S(ϕ) + hϕ, (2)
and
Z(h) =
∫
dϕ exp
(
−1
2
m20ϕ
2 − λ
4!
ϕ4 − hϕ
)
. (3)
The disorder dependent free energy i.e., the h-dependent free energy F (h) is given by
F (h) = ln Z(h). (4)
Let µ be the probability distribution of the disorder, that is, µ is a Borel measure in R and
µ(R) = 1. If µ happens to have a probability density function P (h), the probability distribution
can be written as
dµ(h) = dhP (h).
A widely used distribution is the normal distribution
dµ = dh
1√
2πσ
exp
(
−(h−m)
2
2σ
)
,
nevertheless, we can consider more general probabilities, as for example, discrete ones. The average
free energy Fq is defined as
Fq =
∫
dµ(h)F (h) =
∫
dµ(h) lnZ(h). (5)
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To evaluate this integral, we will resort to a zeta-function method, extending to this context a
useful procedure of quantum field theory [42].
Recall that a measure space (Ω,W, η) consist in a set Ω, a σ-algebra W in Ω, and a measure
η in this σ-algebra. Given a measure space (Ω,W, η) and a measurable f : Ω→ (0,∞), we define
the associated generalized ζ-function as
ζ η,f (s) =
∫
Ω
f(ω)−s dη(ω)
for those s ∈ C such that f−s ∈ L1(η), where in the above integral f−s = exp(−s log(f)) is
obtained using the principal branch of the logarithm. This formalism encompasses some well-
known instances of zeta-functions:
1. if Ω = R+, W is the Lebesgue σ-algebra, η is the Lebesgue measure, and f(ω) = ⌊ω⌋ we
retrieve the classical Riemann zeta-function [43, 44];
2. if Ω and W are as in item 1, η(E) counts the prime numbers in E and f(ω) = ω we retrieve
the prime zeta-function [45–48];
3. if Ω, W, and f are as in item 2 and η(E) counts the non-trivial zeros of the Riemann zeta-
function, with their respective multiplicity, we obtain the families of superzeta-functions [49].
4. if Ω, W, and f are as in item 2 and η(E) counts the eigenvalues of an elliptic operator, with
their respective multiplicity, we obtain the spectral zeta-function [50–54].
Further extending this formalism to the case where f(h) = Z(h) and η = µ, the probability
distribution of h, leads to the definition of the distributional zeta-function Φ(s),
Φ(s) =
∫
dµ(h)
1
Z(h)s
(6)
for s ∈ C, this function being defined in the region where the above integral converges. Before
continue, we would like to point out that the free energy of the system with annealed disorder is
given by
Fa = − ln Φ(s)|s=−1.
The next technical lemma will be used to study the domain of definition of the distributional
zeta-function.
Lemma 1.1. For any h ∈ R, Z(h) ≥ Z(0) > 0.
Proof. In view of Eq. (3), only the first inequality needs to be proved. Take h ∈ R. Since
Z(h) = Z(−h) = (Z(h) + Z(−h))/2, again in view of Eq. (3) we can write
Z(h) =
∫
dϕ exp
(
−1
2
m20ϕ
2 − λ
4!
ϕ4
)
cosh (hϕ) ,
which trivially implies the desired inequality.
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Now we will prove, without further assumptions on µ, that Φ(s) is well defined in the half
complex plane Re(s) ≥ 0.
Theorem 1.2. The distributional zeta-function Φ(s) specified in Eq. (6) is well defined and
continuous for Re(s) ≥ 0.
Proof. It follows from Lemma 1.1 that for Re(s) ≥ 0
∫
dµ(h)
∣∣∣∣ 1Z(h)s
∣∣∣∣ ≤
∫
dµ(h)
1
Z(0)Re(s)
=
1
Z(0)Re(s)
<∞.
Therefore, the integral in Eq. (6) is convergent in the half complex plane Re(s) ≥ 0 and Φ is
well defined in this region, without resorting to analytic continuations. Take M > 0 and define
CM = max{1, 1/Z(0)M}. Using again Lemma 1.1 we conclude that∣∣∣∣ 1Z(h)s
∣∣∣∣ ≤ CM for 0 ≤ Re(s) ≤ M.
Since s 7→ 1/Z(h)s is continuous (for each h) and ∫ dµ(h)CM = CM < ∞, it follows from the
above inequality and Lebesgue’s dominated convergence theorem that Φ(s) is continuous in the
strip 0 ≤ Re(s) ≤ M . As M > 0 is arbitrary, Φ(s) is continuous for Re(s) ≥ 0.
Next we show that the average fee energy can be retrieved from Φ. From now on
d
ds
f(s)
∣∣∣∣
s=0+
= lim
s→0+
f(s)− f(0)
s
whenever this limit exists.
Theorem 1.3. If Fq, the average free energy defined by Eq. (5), is well defined, then (d/ds)Φ(s)|s=0+
exists and
Fq = −
∫
dµ(h)
d
ds
1
Z(h)s
∣∣∣∣
s=0+
= − d
ds
Φ(s)
∣∣∣∣
s=0+
. (7)
Proof. Only the second equality needs to be proved. To prove it, take 1 > s > 0 and h ∈ R. It
follows from the mean value theorem that there is 0 < θ < 1 such that∣∣∣∣Z(h)
−s − 1
s
∣∣∣∣ = ∣∣Z(h)−θs lnZ(h)∣∣ .
Direct use of the inequality Z(h) ≥ Z(0) > 0 yields
∣∣Z(h)−θs lnZ(h)∣∣ = ∣∣∣Z(0)−θs lnZ(h)∣∣∣ ≤ | lnZ(h)|max{1, Z(0)−1}.
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Hence,
∣∣∣∣Z(h)
−s − 1
s
∣∣∣∣ ≤ | lnZ(h)|max{1, Z(0)−1} ∈ L1(µ) for 0 < s < 1,
where the inclusion follows from the assumption of the integral on Eq. (5) being well defined. It
follows from the above equation and Lebesgue dominated convergence theorem that
lim
s→0+
∫
dµ(h)
Z(h)−s − Z(h)0
s
=
∫
dµ(h) lim
s→0+
Z(h)−s − Z(h)0
s
and the conclusion follows.
From now on we assume that the average free energy as specified in Eq. (5) is well defined,
so that this physical quantity can be obtained by Eq. (7), Note that Eqs. (6) and (7) provides
an analytic expression for Fq which does not require derivation of the (integer) moments of the
partition function.
To obtain from Eq. (7) a new expression for the average free energy, we will derive another
integral representation for the distributional zeta-function. Direct use of Euler’s integral represen-
tation for the gamma function give us
1
Z(h)s
=
1
Γ(s)
∫
∞
0
dt ts−1e−Z(h)t, for Re (s) > 0.
Substituting the above equation in Eq. (6) we get
Φ(s) =
1
Γ(s)
∫
dµ(h)
∫
∞
0
dt ts−1e−Z(h)t, for Re(s) > 0. (8)
Recall that the integer moments of the partition function are
EZk =
∫
dµ(h)Z(h)k k = 1, 2, . . .
The family of integer moments of Z are called in the literature the replica partition function. If
the probability distribution µ has compact support, which is to say that µ (R \ [−r, r]) = 0 for r
large enough, then there is a geometric bound for the growth of the partition function moments,
as proved in the next lemma.
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Lemma 1.4. If µ has compact support, then there exists α, β > 0 such that EZk ≤ α βk for any
k.
Proof. Choose k ≥ 1. Using the notation
~ϕ = (ϕ1, . . . , ϕk), ‖~ϕ‖p = (|ϕ1|p + · · ·+ |ϕk|p)1/p, 1k = (1, . . . , 1) ∈ Rk (9)
we can write
∫
dµ(h)Z(h)k =
∫
dµ(h)
∫ k∏
i=1
dϕi exp
(
−m0
2
‖~ϕ‖22 −
λ
4!
‖~ϕ‖44 − h〈1k, ~ϕ〉
)
. (10)
It follows from Ho¨lder inequality for the conjugate exponents p = 4 and q = 4/3, that
|〈1k, ~ϕ〉| ≤ k3/4‖~ϕ‖4.
For any τ ∈ R,
− λ
4!
τ 4 + |hτ |k3/4 ≤ 3
4
(
3!
λ
)1/3
k|h|4/3.
It follows from the two above inequalities and Eq. (10) that
∫
dµ(h)Z(h)k ≤
∫
dµ(h)
∫ k∏
i=1
dϕi exp
(
−m0
2
‖~ϕ‖22 + kCλ|h|4/3
)
for Cλ =
3
4
(
3!
λ
)1/3
.
For r > 0 large enough the interval [−r, r] contains the support of µ and, therefore,
∫
dµ(h)Z(h)k ≤
∫
[−r, r]
dµ(h)
∫ k∏
i=1
dϕi exp
(
−m0
2
‖~ϕ‖22 + kCλ|h|4/3
)
≤ exp(kCλr4/3)
∫ k∏
i=1
dϕi exp
(
−m0
2
‖~ϕ‖22
)
which proves the lemma.
Our aim now is to use the representation of Φ provided in Eq. (8) to express the average free
energy of the system as the sum of two contributions: the first one is a series in which all the
integer moments of the partition function of the model contribute; the second one, which can not
be written as a series of the integer moments, can be made as small as desired. We will show
that such a representation can be obtained whenever the probability distribution µ, has compact
support.
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Theorem 1.5. If µ has compact support, then for any a > 0,
Fq =
∞∑
k=1
(−1)k+1ak
k!k
EZ k−( ln(a) + γ)+R(a), (11)
where γ = 0.577 . . . is Euler’s constant and
R(a) = −
∫
dµ(h)
∫
∞
a
dt
t
e−Z(h)t, |R(a)| ≤ 1
Z(0)a
exp
(− Z(0)a). (12)
Proof of Theorem 1.5. take a > 0 and write Φ = Φ1 + Φ2 where
Φ1(s; a) =
1
Γ(s)
∫
dµ(h)
∫ a
0
dt ts−1e−Z(h)t,
Φ2(s; a) =
1
Γ(s)
∫
dµ(h)
∫
∞
a
dt ts−1e−Z(h)t.
(13)
In view of Lemma 1.1, the integral Φ2(s; a) defines a an analytic function in s on the whole complex
plane. Moreover,
d
ds
Φ2(s; a) =
(
d
ds
1
Γ(s)
)∫
dµ(h)
∫
∞
a
dt ts−1e−Z(h)t
+
1
Γ(s)
∫
dµ(h)
∫
∞
a
dt ts−1 ln t e−Z(h)t.
Since Γ(s) has a first-order pole at s = 0 with residue 1,
− d
ds
Φ2(s; a)|s=0 = −
∫
dµ(h)
∫
∞
a
dt
t
e−Z(h)t = R(a). (14)
Direct use of the definition of R(a) and of Lemma 1.1 yields the bound
|R(a)| ≤
∫
dµ(h)
∫
∞
a
dt
t
e−Z(0)t ≤ 1
Z(0)a
exp
(− Z(0)a). (15)
In the innermost integral in Φ1(s; a) the series representation for the exponential converges
uniformly (for each h). Since the domain of this integral is bounded, we can interchange the order
of this integration with the summation of the series to obtain
Φ1(s; a) =
∫
dµ(h)
1
Γ(s)
∞∑
k=0
(−1)kak+s
k!(k + s)
Z(h)k
=
as
Γ(s+ 1)
+
1
Γ(s)
∫
dµ(h)
∞∑
k=1
(−1)kak+s
k!(k + s)
Z(h)k.
(16)
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where the second equality is obtained by direct integration of the term k = 0 and the use of the
identity Γ(s)s = Γ(s+ 1). We claim that for Re(s) > −1
∞∑
k=1
∫
dµ(h)
∞∑
k=1
∣∣∣∣ a
k+s
k!(k + s)
Z(h)k
∣∣∣∣ =
∞∑
k=1
|ak+s|
k!|k + s|
∫
dµ(h)Z(h)k <∞. (17)
The equality follows from the monotone convergence theorem applied to the partial sums of the
series of nonegative functions in the first integral while the inequality follows from Lemma 1.4.
In view of the above inequality, we can interchange the order of integration and sum on the right
hand-side of the last equality of Eq. (16) to obtain
Φ1(s; a) =
as
Γ(s+ 1)
+
1
Γ(s)
∞∑
k=1
(−1)kak+s
k!(k + s)
EZk. (18)
It follows from Lemma 1.4 that the series in the above equation is analytic for Re(s) > −1.
Therefore, using again the fact that Γ(s) has a first order pole in 0 with residue 1 we conclude
that
− d
ds
Φ1(s)|s=0+ =
∞∑
k=1
(−1)k+1ak
k!k
EZ k + f(a), (19)
where
f(a) = − d
ds
(
as
Γ(s+ 1)
)
|s=0 = −
(
ln(a) + γ
)
(20)
and γ is Euler’s constant 0.577 . . . To end the proof, combine Eqs. (13), (14), (19), and (20) with
Theorem 1.3 and use the bound provided by Eq. (15).
A case of special interest is a = 1 in Theorem 1.5; with this choice the average free energy can
be written as
Fq =
∞∑
k=1
(−1)k+1
k!k
EZ k − γ +R(1), |R(1)| ≤ 1
Z(0)
exp
(− Z(0)). (21)
Observe that in Theorem 1.5 one cannot take the limit a→∞, because in this case the series in
Eq. (20) become meaningless. Nevertheless, for Z(0) bounded away from zero the contribution of
R(a) to the free energy can be made as small as desired, taking a large enough.
Note that the representation of the average free energy just by a series on the integer moments
of the partition function would not describe the behavior of the free energy when Z(h) → 0; the
divergence of the free energy in this case comes from R(a) = −(d/ds)Φ2(s) as revealed by direct
inspection of Eq. (13). The contribution to the free energy due to the series expansion captures
its non-analytic behaviour when Z(h)→∞. Note that the Eq. (16) does not require compactness
of µ’s support.
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2 Conclusions
There is a growing interest in disordered systems in physics and many areas beyond physics.
The usual approach to study such disordered systems is to transform the random problem into
a translational invariant one. For quenched disorder, one is mainly interested in averaging the
free energy over the disorder, which amounts to averaging the log of the partition function Z, the
connected vacuum to vacuum diagrams.
The replica method is a powerful tool used to calculate the free energy of systems with quenched
disorder. Despite the absence of a mathematically rigorous derivation, the standard replica method
provides correct results in many situations. It is natural to ask if it is possible to find a mathemat-
ically rigorous derivation which legitimates the use of the replica partition functions for computing
the average free energy of the system.
In this paper we use the distributional zeta-function technique to obtain a a mathematically
rigorous derivation of the average free energy of the zero-dimensional λϕ4 model. Contrary to the
standard replica method, our method neither involves derivation of the integer moments of the
partition function with respect to those indices, nor extension of these derivatives to non-integers
values. The derivative of the distributional zeta-function at s = 0 yields the average free energy.
Making use of the Mellin transform and analytic continuation, it is possible to obtain a series
representation for the average free energy where all the integer moments of the partition function
of the model contribute. The average free energy of the system is the sum of two contributions:
the first one is a series in which all the integer moments of the partition function of the model
contribute; the second one, which can not be written as a series of the integer moments, can be
made as small as desired.
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