In this paper we study the problem of learning context-free grammar from a corpus. We investigate a technique that is based on the notion of minimum description length of the corpus. A cost as a function of grammar is defined as the sum of the number of bits required for the representation of a grammar and the number of bits required for the derivation of the corpus using that grammar. On the Academia Sinica Balanced Corpus with part-of-speech tags, the overall cost, or description length, reduces by as much as 14% compared to the initial cost. In addition to the presentation of the experimental results, we also include a novel analysis on the costs of two special context-free grammars, where one derives only the set of strings in the corpus and the other derives the set of arbitrary strings from the alphabet.
Introduction and Overview
In this paper we study the problem of learning context-free grammar (CFG) [1] from a corpus of part-of-speech tags. The framework of CFG, although not complex enough to enclose all human languages [2] , is an approximation good enough for many purposes. For a natural language, a "decent" CFG can derive most sentences in the language. Put differently, with high probability, a sentence can be parsed by a parser based on the CFG.
The main issue with CFG is how to get one. Generally speaking, learning contextfree grammar from sample text is a difficult task. In [3] , a context-free grammar which derives exactly one string is reduced to a simpler grammar generating the same string. This achieves a lossless data compression. In [4] , an algorithm of time complexity O(N 2 ) for learning stochastic context-free grammar (SCFG) is proposed, where N is the number of non-terminal symbols. This is a great reduction from the inside-outside algorithm which requires O(N 3 ). Context-free grammars can be used in many applications. In [5] , an automatic speech recognition system uses a dynamic programming algorithm for recognizing and parsing spoken word strings of a context-free grammar in the Chomsky normal form. CFG can also be used in software engineering. In [6] , the components in a source code that need to be renovated are recognized and new code segments are generated from context-free grammars. In addition, since parsing outputs larger and less-ambiguous meaning-bearing structures in the sentence, for high-level natural language processing tasks such as question answering [7] and interactive voice response [8] systems, the design and implementation of CFG can be crucial to their success.
If the goal of learning is to acquire a grammar that derives most sentences in the domain of interest, then a good one is apparently domain-specific. An all-purpose CFG is not likely to be the best since it tends to derive a much larger set than is necessary. We thus propose to learn CFGs from corpus. The basic problem is this: Given a set of sentences, we want to find a set of derivation rules that can derive the original set of sentences. Note that there are infinitely many CFGs from which the original set of sentences can be derived. To discriminate one CFG from another, we will consider the costs they incur in deriving the original corpus. The cost functions will be defined shortly. Thus, we are proposing to find the set of rules that can derive the original language with the minimum cost.
This paper is organized as follows. Following this introduction and review, we analyze two special cases of CFG and the proposed rules in Section 2. The experimental results are presented in Section 3 followed by discussion and comments. In Section 4, we summarize our work.
Mathematical Analysis

The Cost Functions
There are two different kinds of costs in the description of a corpus by a CFG. The first kind is incurred from the representation of the CFG. A rule in a CFG is of the form
It consists of a non-terminal symbol A on the left-hand side and a string of symbols β on the right-hand side. The cost of a rule is the number of bits needed to represent the left-hand side and right-hand side. For (1), this is
where Σ is the symbol set and |Σ| is the number of symbols in Σ. The second kind is the cost to derive the sentences given the rules. In order to derive a sentence W , the sequence of rules must be specified in the derivation from S 1 to W ,
where we have adopted the notation defined in [1] . The sequence of rules always starts with one of the S-derivation rules 2 , S → α.
This step results in a derived string α. If there is no non-terminal symbols in α, we are done with the derivation. Otherwise, we expand the left-most non-terminal symbol, say X, in α by one of its derivation bodies 3 . The process continues until there is no non-terminal symbols in the derived string, which will be the sentence W at that point. To illustrate, suppose we are given the CFG
and we want to derive the sentence W = ABABC. For this example, one can verify that the derivation sequence is R 1 (S)R 1 (X)R 1 (X), where R t (Z) represents the tth Zderivation rule. The cost is
where m is the number of rules in the derivation sequence, s k is the non-terminal symbol for the kth derivation, and |R(s k )| is the number of rules in the CFG using s k as the left-hand side.
Combining (2) and (5), the total cost is
where p is the number of rules, q is the number of sentences, n i is the number of symbol tokens in rule i, and m j is the length of the derivation sequence for sentence j.
Special-Case Analysis
We will analyze the costs for two special CFGs in this section. The first CFG, which we call the exhaustive CFG, uses every distinct sentence in the corpus as a direct derivation body of the start symbol S. The corpus is thus covered trivially. To compute the cost, we first rearrange the sentences in the lexicographic order and then move the repeated sentences to the back. The number of symbols for a rule is simply the number of words of the corresponding sentence n w , plus 1 (for the start symbol S), and |Σ| is the vocabulary size |V | of the corpus plus 1 (again for the start symbol). Thus the rule cost is
In this case, each sentence is derived from S in one step, by specifying the correct one out of the |R(S)| rules. Thus the derivation cost for a sentence is
Note that q is generally not equal to |R(S)| as there may be repeated sentences. Combining (7) and (8), the total cost for the exhaustive CFG is
The second case, which we call the recursive CFG, uses recursive derivation for S,
where the non-terminal A can be expanded to be any word in the vocabulary. Combined with the rule S → , this CFG clearly covers any string of the alphabet, Σ * , which is a much larger set than any real corpus.
The rule cost is significantly smaller in recursive CFG than that of the exhaustive CFG. The only rules are the two instances of S-derivation and the |V | instances of A-derivation, so the rule cost is
where n can be 1, 2 or 3 depending on the rule. The derivation cost, however, is much larger. To derive a sentence W of n w words, the recursive rule of S and substitution rule of A have to be applied alternatively for n w times, followed by a final rule of S → . Thus the derivation cost for a sentence is
Combining (11) and (12), the total cost for the recursive CFG is
In Table 1 we list the costs of these cases computed on the Academia Sinica Balanced Corpus [9] (ASBC). The exhaustive CFG has a large rule cost (28.1 million bits) and a small derivation cost (4.1 mb). The recursive CFG has an extremely small rule cost (merely 607 bits) and an extremely large derivation cost (88.4 mb). To overall cost is higher for the recursive CFG (88.4 mb) than the exhaustive CFG (32.2 mb). From this table, one can see that there is a trade-off between the rule cost and the derivation cost. In addition, the numbers illustrate the important point that minimizing the rule cost alone will lead to a CFG that is inappropriate.
The exhaustive CFG is too restricted in the sense that it covers only those sentences seen in the learning corpus. The recursive CFG is too broad in the sense that it covers all sentences including the non-sense ones. Our goal is to strike a balance between these two extremes.
Proposed Rules
The special cases we analyze above do not have the minimum cost of all possible CFGs from which the corpus can be derived. To reduce the overall cost, we start with the initial CFG and then iteratively look for a new CFG rule. The kind of rules we investigate in this study is of the form X → Y Z.
The introduction of such a rule to the exhaustive CFG described in Section 2.2 has the following impacts on the cost:
• Each occurrence of Y Z is replaced by X, so the total number of symbol tokens in the S derivation rules is reduced.
• |Σ| is incremented by 1.
• The derivation cost may or may not change, depending on whether two or more of the S-derivation rules become identical.
Since there are two symbols on the right-hand side, the number of candidate rules is |Σ × Σ| = |Σ| 2 , where Σ is the current symbol set. To choose one, we compute the bigram counts of all bigrams and use the bigram with the highest count as the right-hand side of the new rule, whose left-hand side is a new symbol.
Experiments
Data Preparation
We use the ASBC corpus for our experiments. In this corpus, the part-of-speech tag is labeled for each word. On the raw text data, we apply the following pre-processing steps:
1. The punctuation of period, question mark and exclamation mark are used to segment a sentence into multiple sentences.
2. The parenthesis tags are discarded.
3. The part-of-speech tag sequence is extracted for each sentence.
The initial statistics of the data after pre-processing is summarized in Table 2 . A total of 229852 sentences are extracted and 203651 of them are distinct. The total number of tokens is 4.84 millions. Note that in the experiments, the symbols are the part-of-speech tags rather than the words for our CFG learning algorithm. This approach focuses more directly on the syntax and alleviates the issue of data sparsity.
Results
The learning process is an iterative algorithm. We start with the exhaustive CFG introduced in Section 2.2. In each epoch, we The representation cost as a function of the number of learned rules is presented in Figure 1 . There are three curves in the plot, representing the rule cost, the derivation cost and the total cost. The initial cost is 32.2 million bits, as we show in Section 2.2. As the learning process progresses, the two kinds of cost behave in different ways: the derivation cost stays constant while the rule cost decreases. The derivation cost is invariant for two reasons: 1) the number of S-derivation rules does not change and 2) there is no ambiguity in expanding non-S symbols, in our current learning scheme. The rule cost reduces because the decrease in the number of tokens in the rules outweighs the increase in the size of symbol set. As a result, the total cost reaches a minimum of 27.7 million bits when the 92nd rule is learned. The cost reduction is 14.0%. After the 92nd rule, the largest bigram count is not high enough for the reduction of the number of tokens to outweigh the increase in the alphabet, so the cost increases. The maximum bigram count is plotted against the epoch (number of rules learned) in Figure 2 . From this figure, one can see that the maximum bigram count decreases very fast. The top-20 rules learned from ASBC are listed in Table 3 . In this table, we also include examples of words and sentences from ASBC. In addition, the definition and more examples of the part-of-speech tags are listed in Table 4 . From Table 3 , one can see that the new symbols (M1, . . . , M20) here indeed represents larger phrasal structures than the basic part-of-speech tags. Furthermore, M7 and M9 embed M1, giving evidence for a deep parsing structure. In Figure 3 , two sentences in ASBC parsed based on the learned CFG (left) and parsed manually (right) are shown. We can see that the verb phrase (VP) structure of sentence (a) in both parses. For sentence (b), the VP is scattered in two subtrees M 40 and M 66. The symbol M 66 can be identified as a noun phrase (NP).
Summary
The construction of a context-free grammar for a specific domain is a non-trivial task. To learn a CFG automatically from corpus, we define a cost function as the number of bits for the representation of CFG and sentence derivation. Our objective is to find a grammar that covers the learning corpus with the minimum cost. We analyze two extreme cases to illustrate the framework. The proposed rules are learned from heuristic bigram counting. The results show that on ASBC corpus, the reduction of cost is 14.0% of the initial cost.
There are other kinds of CFG rules that are not considered in this study, such as the A → B|C rules. The candidate set of rules should be enlarged for more descriptive power. Another line of research is to extend the current work to the word level (as opposed to the part-of-speech level). This should be doable at least in a restricted domain. Finally, from the data compression and information theory [10] , one can design a different cost function that takes the symbol frequencies into account and achieves further reduction on the number of bits.
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