Abstract. We solve the inverse nodal problem of reconstructing the potential function q and its derivatives, as well as the boundary conditions of a Sturm-Liouville problem y + q(x)y = λy using the nodal points together with the integral average of q. All the algorithms have a firstorder convergence rate. They seem to be useful in studying the smoothness of the potential function. Our method is based on the works of Shen, and can also work for other similar inverse nodal problems.
Introduction
Inverse spectral problems have been an important research issue in mathematical physics. Using the spectral data, different methods have been proposed for recovering coefficient functions in differential equations [8] . Normally the spectral data contain the eigenvalues and a second set of data. In 1988, McLaughlin [7] showed that knowledge of the nodal points alone can determine the potential function of the Sturm-Liouville problem up to a constant. This is the so-called inverse nodal problems. Numerical schemes were then given by Hald and McLaughlin [4] for the reconstruction of the density function of a vibrating string, the elastic modulus of a vibrating rod, the potential function in the Sturm-Liouville problem, and the impedance in the impedance equation. Explicit error estimates were given for the first two cases.
In this paper, we solve the inverse nodal problem of reconstructing the potential function q and all its derivatives, as well as the boundary conditions of the Sturm-Liouville problem from the nodal points of the eigenfunctions, provided q is smooth enough. These reconstruction algorithms seem to be useful in studying the smoothness of the potential function. Our method can also work for the reconstructions of other coefficient functions.
The method is based on a series of works by Shen. He and his coworkers studied the relation between the nodal points and the density function of the string equation y +λρy = 0 under the Dirichlet boundary condition [9] [10] [11] . Let λ n be the nth eigenvalue and 0 < x −1/2 as well as its first two derivatives using eigenvalues and nodal points as spectral data. The method of proof is very original. One can easily observe that the eigenvalues in the algorithms can be removed. Thus, these algorithms may only rely on the nodal data and the integral average 1 0 √ ρ. Moreover, the approximations can be easily adapted to apply to non-Dirichlet problems. However, no convergence rate was given, and only two first derivatives were reconstructed. Although it was claimed that the algorithms can be extended to work for higher derivatives, it would be too tedious after one or two more derivatives.
We extend Shen's method to study the Sturm-Liouville problem and work for higher derivatives. In particular, we show that given any nonnegative integer N , when q is C N+1 , its derivatives q (k) (x) (k = 1, . . . , N) can be approximated using nodal data. The convergence is of order one. When the asymptotic estimate for λ n is used instead of itself in the numerical algorithm, the approximation only needs information of the nodal points, and the value of the integral 1 0 q(x) dx, as required in [7] . Furthermore, assuming that q is continuous, we recover the boundary conditions of the Sturm-Liouville problem, again with a convergence rate of first order.
The aim is to introduce the difference quotient operator δ and analyse its asymptotic properties inductively. This δ-operator discretizes the differential operator in a nice way. It resembles the difference quotient operator in finite difference.
Consider the Sturm-Liouville problem:
where 0 α, β < π. We use the same notations as above. Let λ n 's be the eigenvalues, i . Hence, we have π
Part (a) of the above proposition follows by (1.3) and the asymptotic estimates of λ n [5, 12] . The estimate for l (n) i also follows from an estimate established in [7] , x (n) i
Let j n (x) be the largest index j such that 0 x (n) j
x. As in [11] , also let denote the difference operator:
Here we introduce the difference quotient operator δ:
, and let j = j n (x) for each x ∈ (0, 1). Then as n → ∞,
and for all k = 1, 2, . . . , N,
All the order estimates above are uniformly valid on compact subsets of (0, 1). 
So applying the mean value theorem, when n is sufficiently large,
Then we employ a modified Prüfer substitution to solve the boundary conditions α and β at x = 0 and x = 1 respectively.
Theorem 1.3. For the Sturm-Liouville problem (1.1), (1.2), assume that q is continuous. Let i be any positive integer. (a) If
Furthermore, using the asymptotic estimates of λ n , we arrive at a solution of the inverse nodal problem by the following theorem.
Theorem 1.4. For the Sturm-Liouville problem (1.1), (1.2), suppose that q is
Here scot γ = 0 if γ = 0; = cot γ otherwise. All the order estimates above are uniformly valid on compact subsets of (0, 1).
The algorithm in theorem 1.4 extends algorithm 3B in [4] , which is concerned with the non-Dirichlet problem. Recently Yang [12] also gave algorithms for the potential function by first approximating its primitive function g(x) = x 0 g(t) dt, and let q(x) = dg dx almost everywhere. There q only needs to be integrable, but the formula becomes indirect and the convergence rate could be very slow. In the same paper, theorem 1.3 was proved except for the order estimates. We need smoothness conditions on q, but we have better convergence rate and sometimes better algorithms.
In [12] , Yang also raised the inverse nodal problem on the smoothness of the potential function. It would be natural to conjecture that if the algorithms above converge for k = 1, . . . , N, then q is C N and each q (k) can be approximated by the corresponding algorithm. We shall give a result to support our argument. The proof will further justify our use of the δ-operator. The problem will be studied in depth in a later paper.
There is one more advantage to our method. It works equally well for all the coefficient functions of a self-adjoint differential operator. With other methods, one needs to transform to the Liouville normal form but then the smoothness problem becomes more complicated.
In section 2, properties of the operators k and δ k are studied. A modified Prüfer substitution introduced by Ashbaugh-Benguria [1, 2] is first applied to evaluate δ k q(x (n) j ) in theorem 3.1 of section 3. Theorem 1.2 is the consequence of theorems 3.1 and 3.2. In section 4, the boundary conditions are recovered and theorem 1.4 is proved. Finally, the smoothness of the potential function and other inverse nodal problems will be discussed in section 5.
Preliminaries
Hereafter, we shall drop the superscript (n) in x (n) j and l (n) j , whenever there is no confusion. We also note that the subscript j in this section stands for an arbitrary index.
as n → ∞ and the order estimate is independent of j .
Proof. By proposition 1.1, for each n there exists a finite sequence (ξ j ),where
. The lemma holds when k = 1. Apply the operator again,
Substitute into (2.1).
). Now since the -operator is linear,
where φ j,i = c j,i ϕ j,i,1 . . . ϕ j,i,k i , for which c j,i ∈ R and each ϕ j,i,p stands for one of the l j +s , l −1 j+s and µ l j +s , (0 s k and 1 µ < k). Now suppose that
First the two terms containing the k operator are of order O(n −(k+3) ). Then since
It will be clear that we need to apply the difference and difference quotient operators on a special class of sequences. Fix n, j ∈ N. Define 
The rest of the proof follows by induction. 
for some ξ ∈ (x j , x). Thus, there exist some ξ j ∈ (x j , x j+1 ) and η j ∈ (x j , x j+2 ) such that
Proof. Use induction on m. First, let ψ(x j ) = x j +p for some p ∈ N ∪ {0}. Then ψ(x j ) = O(1), and δψ(
Thus, by lemma 2.1,
So the statement is valid for m = 1. Suppose the statement holds for m − 1. Thus since δ(a j b j ) = a j +1 δb j + b j δa j , we have
However, by (2. 
Proof of theorem 1.2
We use a modified Prüfer substitution due to Ashbaugh-Benguria [1] (see also [2, 6] )
where
by lemma 2.3. Hence using (3.1) again,
Note that by lemma 2.3,
Finally, using integration by parts,
Thus by lemma 2.2,
The order estimate is independent of j .
Proof. In view of the above derivations and the fact that δl j = l j /l j = O(n −3 ), it suffices to show that
3) follows by lemma 2.2.
The order estimate is uniformly valid on compact subsets of (0, 1).
To prove the theorem, we need two lemmas. For k = 1, . . . , N, let
Next, we consider the following (k + 1) × (k + 1) matrix:
After some row operations,
Let B be the matrix at the right-hand side. By lemma 2.2 and theorem 2.4,
Proof of theorem 3.2. 
Boundary conditions and nodal data
Proof. We rewrite the Sturm-Liouville problem as
and compare it with the equation
Both equations correspond to boundary conditions (1.2). Apply the modified Prüfer substitution to (4.2).
where λ 0 = λ − q M . Let θ and φ be the modified phases for (4.2) and (4.3) respectively. Note that
The corresponding phase equations are
Hence by a comparison theorem [3, lemma
. The rest of the proof is similar.
Proof of theorem 1.3. First from (4.1),
Thus γ M is close to π/2. So by Taylor expansion,
Similarly,
Therefore, by lemma 4.1,
and so cot α = λ n − λ n x (n)
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Hence, part (a) follows by applying the asymptotic estimates of √ λ (cf [5] or [12] ). Similarly we let u(x) = y(1 − x) and transform the equation The above lemma can be verified using [12, lemma 2.8] and integration by parts, as q is C 1 . With this lemma, theorem 1.4 is obvious.
Other inverse nodal problems
Our method can be applied with no difficulty to prove the C N -approximation for the density function and the elastic modulus. Note that in both cases, k l j = O(n −k ). The main result in [11] can be refined to the following theorem. The order estimates are uniformly valid on compact subsets of (0, 1).
