Abstract: This study systematically compares acoustic simulation and in-situ measurement in terms of speech transmission index (STI), speech intelligibility scores and relationship curves when considering (binaural) room impulse response and four general room conditions, namely, an office, a laboratory, a multimedia lecture hall and a semi-anechoic chamber. The results reveal that STI can be predicted accurately by acoustic simulation (using room acoustics software ODEON) when there is a good agreement between the virtual models and the real rooms and that different reverberation time (RT) and signal-to-noise ratio (SNR) may exert less significant influence on the simulated STI. However, subjective intelligibility may be overestimated when using acoustic simulation due to the head-related transfer function (HRTF) filter used, and the score bias may be minimal and difficult to detect in everyday situations. There is no obvious score tendency caused by different RT, though with the decrease in the SNR, score bias may increase. Overall, considering that the accurate acoustic modelling of rooms is often problematic, it is difficult to obtain accurate speech intelligibility prediction results using a simulation technique, especially when the room has not yet been built.
Comparisons between simulated and in-situ measured speech intelligibility based on (binaural) room impulse responses 
Introduction
Speech intelligibility is an important metric and can be used to evaluate the sound transmission quality of auditoriums. The assessment of speech intelligibility mainly includes subjective evaluation and objective evaluation [1, 2] . However, performing such measurements in real rooms has limitations, such as schedule conflicts, and it is difficult to perform a speech intelligibility test simultaneously with a large number of subjects at a single receiver position. In recent years, the rapid progress in the acoustic simulation technique offers a potential solution to these limitations and provides an unlimited capacity to reproduce the same listening environments while also making it possible for speech intelligibility to be assessed in a room before it is built [3, 4, 5, 6, 7, 8] . However, before it can be used with confidence, the acoustic simulation technique must be validated in comparison with in-situ measurement in real rooms.
Subjective intelligibility tests were performed in virtual and real classrooms, and the results were compared by Yang and Hodgson [3] using the CATT-Acoustics prediction and auralization system. The results showed that auralized subjective intelligibility tests were found to be reliable if the classroom was neither very absorptive nor noisy. However, in their study, the comparison of the objective evaluation metric speech transmission index (STI) was not involved. Subjective intelligibility tests were also performed in virtual and real classrooms, and the results were compared by Hodgson et al. [4] using the CATT-Acoustics and ODEON prediction and auralization system. The results suggested that auralization is not accurate in the case of high noise or low reverberation. The comparison of the objective evaluation metric STI, however, was still not involved in this study. Peng et al. [5, 6, 7, 8] made many meaningful attempts on using acoustic simulation technique to assess the speech intelligibility of Chinese. The results showed that the relationship between the subjective intelligibility scores and STI can be better reflected based on acoustic simulation, which is an effective method for the evaluation of speech intelligibility. However, their conclusions obtained are mainly based on simulation, and in-depth comparison and validation with the in-situ measurement are still needed. Overall, there is still a lack of study on the systematic comparison and validation of simulation technique for the evaluation of speech intelligibility.
The aim of this study is therefore to systematically compare the simulated speech intelligibility scores, STI and the curve thus produced with that of the in-situ measured. Finally, the influence factors for simulation bias, if any, should be considered carefully.
Methods
This section starts with selecting four general rooms and then, based on the room impulse response (IR) and binaural room impulse response (BRIR) and the STI and Chinese speech intelligibility scores of 12 receiver positions, a total of 48 listening environments in the four general rooms were obtained by the two types of methods: in-situ measurement and acoustic simulation. A general flowchart of this study is given in Figure 1 .
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Experimental arrangement
Four general rooms were selected as the test rooms in this study, including an office, a laboratory, a multimedia lecture hall and a semi-anechoic chamber (with one desk and four chairs inside), of which, the office, laboratory and semi-anechoic chamber are rectangular, and the multimedia lecture hall is octagon. There are two receiver positions arranged in the office, three receiver positions in the laboratory, six receiver positions in the multimedia lecture hall and one receiver position in the semi-anechoic chamber. The layout of the receiver positions and the sound sources are shown in Figure  2 .
To obtain a wide range of the STI, an interference noise source (monitor loudspeaker GENELEC 8020B) was placed at a distance of 0.5 m beside the signal source. A dodecahedral sound source was not used as an interference noise source in this experiment because, for the dodecahedral sound source, there was no main radiation and the directivity changed with orientations, the equalisation and calibration was difficult [9] , and room acoustics software could hardly simulate a real dodecahedral sound source. Accordingly, these factors may exert significant influence on the comparison results. In an anechoic chamber, the sound pressure level (SPL) on the front axis at 1 m of the signal source (artificial mouth GRAS 44AA) was set at 60 dBA [10] . The noise source reproduced a males spectra shaped [10] pink noise, and the SPL was adjusted simultaneously to make the positions 1 m away from the two sound sources correspond to four distinct relative background noise levels (RBNLs): 5 dB, 0 dB, -10 dB, and -20 dB. The SPL on the front axis at 1 m of the monitor loudspeaker 8020B was set as 65 dBA, 60 dBA, 50 dBA, and 40 dBA, respectively. The RBNL equals the signal-to-noise ratio (SNR) in a noiseless anechoic chamber; however, due to the influence of different reflections and sound source directivity patterns, and possible environmental noise, the RBNL does not equal the actual SNR at the R1-R12 receiver positions. The signal source and the noise source, preset in an anechoic chamber, were placed in the corresponding sound source positions in the test rooms and at each receiver position, the STI, IR and BRIR as well as the operational speech level and background noise levels were each measured in turn. Both of the sound source systems were equalised using their inverse filter systems calculated from the impulse responses measured on the front axis of the sources in an anechoic chamber [9] . Fig. 2 . The layout of the receiver positions and the sound sources in the four rooms. S1 is the signal source and S2 is the noise source. R1-R12 are the receiver positions. The height of the receiver positions is 1.2 m, and the height of the loudspeaker is 1.5 m.
Virtual room modelling
Four room models were erected corresponding to the four real rooms using the ODEON version 12.0 [11] room acoustics software. During the simulation, the virtual signal source and the virtual interference noise source, namely, virtual-44AA and virtual-8020B, respectively, were erected in ODEON using the horizontal and vertical directivity patterns of the artificial mouth GRAS 44AA and the monitor loudspeaker 8020B. In the 'Directivity Polar Plot Editor' menu, both the virtual-44AA and the virtual-8020B were marked with 'Natural', the horizontal and vertical directivity patterns of each octave band were established, and the '+EQ' of each octave band was adjusted to ensure that, in the 'Point Source Editor' menu, the SPL of the virtual-44AA on the front axis at 1 m (which should be 20 dB higher than the SPL on the front axis at 10 m) was set to the same octave band (from 125 to 8000 Hz) SPL as that measured on the front axis at 1 m in an anechoic chamber when reproducing a composite signal of seven half-octave band carriers without modulation with a SPL of 60 dBA using the artificial mouth 44AA. The SPL of the virtual-8020B on the front axis at 1 m was set to the same octave band (from 125 to 8000 Hz) SPL as that measured on the front axis at 1 m in an anechoic chamber when reproducing a male spectra shaped [10] pink noise with a SPL of 60 dBA using the monitor loudspeaker 8020B. In addition, in the 'Point Source Editor' menu, the '+EQ' of each octave band was set to 0 dB for both virtual-44AA and virtual-8020B, the 'Overall gain' was set to 0 dB for the virtual-44AA, and 5 dB, 0 dB, -10 dB, and -20 dB, respectively, for the virtual-8020B. The octave band SPL for the artificial mouth GRAS 44AA and the monitor loudspeaker 8020B measured on the front axis at 1 m in an anechoic chamber are presented in Table 1 . In Figure 3 , the horizontal and vertical directivity patterns of the monitor loudspeaker 8020B and the artificial mouth GRAS 44AA at 500, 1000, 2000, and 4000 Hz are shown based on the data provided by the manufacturer of the monitor loudspeaker 8020B, while the data for the artificial mouth 44AA were obtained through measurements taken in an anechoic chamber for this study. The corresponding receiver and sound source positions for the four virtual models were set in accordance with Figure 2 .
The acoustic parameters were obtained based on hybrid methods combining ray tracing and image source modelling in ODEON [11] . The acoustic properties, such as the absorption and scattering coefficients of the materials in the four virtual rooms, were adjusted carefully to ensure good agreement between the simulated and measured acoustic parameters for each receiver position. The simulated and measured early decay time (EDT), reverberation time (RT), clarity (C80) and SPL for each octave band (from 125 to 8000 Hz) at the R1 through R12 receiver positions are presented in Appendix A, where the virtual-44AA and artificial mouth GRAS 44AA were employed. As the simulated and measured acoustic parameter results, with the sources being the virtual 8020B and the GENELEC 8020B, were similar to those of the virtual-44AA and the GRAS 44AA, they are not listed. Appendix A indicates that good agreement was found between the simulated and measured RT and that, compared with the measured values, most prediction differences were generally within approximately 0.10 s. Furthermore, it is evidenced from Appendix A that the largest difference, 0.20 s, appeared at the receiver position R6 at the central frequency of 1000 Hz and that, with respect to EDT, good agreement was found between the simulated and measured values, while the prediction differences were greater than those of RT, especially at the receiver positions R6, R7 and R8. The largest difference, 0.31 s, appeared at the receiver position R8 at the central frequency of 500 Hz. With respect to C80, good agreement was found in the office and the laboratory, most prediction differences were generally within approximately 1 dB, the largest difference was rarely more than 2 dB. Furthermore, the prediction differences for the multimedia lecture hall and the semi-anechoic chamber were greater than those for the office and the laboratory, especially when the frequency was low. The greatest difference attained was 6.59 dB in the multimedia lecture hall. This appeared at the receiver position R8 at the central frequency of 125 Hz where it reached 10.47 dB in the semi-anechoic chamber and appeared at the receiver position R12 at the central frequency of 250 Hz. With respect to the SPL, most prediction differences were generally within 2 dB and often within 1 dB. The greatest difference reached was 5.04 dB, which appeared at the receiver position R8 at the central frequency of 4000 Hz. 
STI simulation and in-situ measurement
The STI can be derived from ODEON using the virtual-44AA signal source in the virtual room to a given receiver position [11] . The STI parameter takes into account the background noise level, which can be adjusted by the user in the 'Room Setup' menu in ODEON [11] . For the STI parameter to be valid, it is important to adjust the background noise accordingly. In this study, the background noise levels calculated by ODEON using the virtual-8020B noise source were inputted into the ROOM SETUP menu, and the STI was then derived from ODEON. There are two in-situ STI measurement methods recommended by IEC 60268-16 [10] , namely, the direct method, which is based on signal modulation, and the indirect method, which is based on impulse response. With the exception of certain commercial STIPA meters that adopt the direct measurement method [12] , the STI measurement platforms available, such as Dirac [13] , Aurora [14] , etc. [15] , all adopt the indirect measurement method. In this study, Aurora was used as the STI measurement platform, and the test signal for the measurement of operating speech level and the SPL calibration of signal source 44AA in an anechoic chamber, the noise signal for the measurement of background noise level and the SPL calibration of interference noise source 8020B in an anechoic chamber were also compiled. The test signal was a compound signal of seven half octave-band carriers without frequency modulation but including the male spectrum as described in IEC [10] , and the noise signal was a males spectra shaped [10] pink noise. The operating speech level was measured at the receiver position in the four rooms by reproducing the test signal via the signal source 44AA, and the background noise level was measured at the receiver position in the four rooms by reproducing the interference noise signal via the noise source 8020B at four different SPLs. Using the measured operating speech level and background noise level, the correction SNR was obtained and the STI was then calculated.
The measurement system includes signal source GRAS 44AA, noise source GENELEC 8020B, audio interface B&K ZE-0948, microphone B&K 4189 (power supply is B&K 1704), sound recording software Audition (v3.0) and binaural microphone B&K 4101-A (for the measurement of BRIRs). To reduce the inaccuracy caused by the measurement system, loop calibration was performed to ensure that it was a linear time-invariant (LTI) system without harmonic distortions.
2.4 Subjective intelligibility test for simulation and in-situ measurement
Test materials
Chinese was used as the test speech in this study. As previous study [16] showed that the curve of Chinese speech intelligibility scores corresponding to STI was approximately similar to that of English, and in this paper the speech intelligibility tests were exactly the same for the two methods and only the comparison results were considered, the results are also suitable for Western languages. Subjective Chinese speech intelligibility tests are usually conducted in one of two ways: a Diagnostic Rhyme Test (DRT), specified by GB/T 13504-2008 [17] and SJ2467-84 [18] , or a PB word dictation test, specified by GB/T 15508-1995 [19] . DRT is a type of closed set test, for which higher scores are more easily obtained [20] . Therefore, the discrimination of this test is lower at high intelligibility levels, which does not typically reflect the relationship between subjective and objective evaluation. Therefore, Chinese PB word lists specified by GB/T 15508-1995 [19] were used as the test material in this study. Each Chinese PB word list comprises 25 three-syllable rows, and the three syllables in each row were randomly arranged, thus a total of 75 syllables were used and embedded in a carrier phrase. All the test word lists spoken by a male speaker were recorded at a rate of 4 words per second in an anechoic chamber, and were used as the training PB word lists according to GB/T 15508-1995 [19] , to guarantee all the subjects were familiarised with the PB word lists.
The subjective intelligibility test was conducted by reproduction through headphones. For the in-situ measurement method, the speech material was the signal convolving the in-situ measured BRIR of each receiver position with the PB word list recorded in an anechoic chamber. Additionally, four types of background noise from each receiver position were recorded in the real room and mixed. The BRIRs were measured at the receiver position using a binaural microphone B&K 4101-A with the ear canals blocked placed on the author's head and pointing to the signal source. Specifically, the signal source artificial mouth GRAS 44AA was used. For the acoustic simulation method, the BRIRs were obtained by combining the simulated IRs with that of a virtual listener, as defined by head-related transfer functions (HRTFs). The virtual listener was modelled using the HRTF of Subject_021 (the default HRTF in ODEON, which is the Kemar dummy head with blocked ear canals) while facing the speaker [11] . The auralisation procedure involved the creation of the BRIR, separately for the virtual-44AA signal source and the virtual-8020B noise source. The BRIR was then convolved from the virtual-44AA with the word lists recorded in an anechoic chamber and the BRIR from the virtual-8020B with the noise signal (a males spectra shaped [10] pink noise) for each listening environment, respectively. The convolved wav files were then mixed, ensuring the correct relative levels, to give the speech intelligibility test signals [11] . Finally, the amplitudes of the simulated speech material lists were adjusted, after applying a headphone equalisation filter, to ensure the same speech level as the corresponding in-situ measurement speech material lists. The headphone used in the test is the Sennheiser HD-600, the corresponding power amplifier is the Rane-HC4s, and the audio interface is the B&K ZE-0948. HD-600 is an open-air headphone and is, therefore, inclined to be affected by ambient noise. Accordingly, the test was conducted in a semi-anechoic chamber.
Test procedures
Sixteen testing juries with four subjects per jury (sixty-four subjects) participated in the subjective test. The sixteen juries were divided into two groups. One group of eight juries listened to the speech material lists for the R1 through R6 receiver positions using the two methods, while the other group of eight juries listened to the speech material lists for the R7 through R12 receiver positions using the two methods. For one group of eight juries, every two juries composed a test pair. Thus, there were four test pairs obtained, which corresponded to the arranged four RBNLs. Each jury in a test pair listened to twelve speech material lists, six lists for the simulation method and six lists for the in-situ measurement method. Accordingly, twelve different word lists recorded in an anechoic chamber were used and divided into two groups, one for each of the two methods. These twelve word lists were also used by the other group of eight juries. Two juries in a test pair listened to the speech material lists with the same receiver position and same RBNL condition, except for the six word lists that were interchanged for the two methods. Finally, each sound environment for the two methods received eight scores from the paired juries. Thus, with four scores from each jury using the two different word lists, the eight scores were then averaged. As the repeated use of word lists may significantly influence the testing results [21] , the twelve word lists listened that each jury listened to were different in this study. To reduce the inaccuracy caused by listening sequence and memory, the twelve speech material lists listened to by one jury were carefully arranged to avoid, as much as possible, the same adjacent RBNL and method. The speech material lists and the listening sequence for the R1 through R6 receiver positions for each of the two methods listened to by one of the groups of eight juries are listed in Appendix B.
All subjects were junior students at a university between 20-22 years old, and the hearing threshold level (HL) of each subject was in normal range. The pre-experiment indicated that the scores from different subjects may vary greatly even under identical conditions, especially when the listening environment is poor. Because the hearing threshold level of each subject was examined prior to the test, the disparity may be related to the personal quality of the subjects. To reduce this inaccuracy, systematic training was provided to all of the subjects prior to the test to ensure that they understood the entire test process and could master the key points.
Many studies have debated the ability of headphones to produce the same listening effect as that of actual listening on site [22, 23] . Therefore, to guarantee the reliability of the reproduction through headphones, the following items were carefully considered in the test: whether the spectrum of the reproduction speech signals were the same as the actual recording spectrum on site, whether the SPL of the reproduction was exactly the same as the SPL on site, whether the pre-set RBNLs were truly reflected, as well as the equalisation processing of the reproduction system, etc. In this study, the conditions can be realised via the signal processing program compiled based on binaural technology [24] . The comparison results between the signal recorded by an artificial head at the receiver position R5 (-10 dB RBNL) when the word list was reproduced through the artificial mouth GRAS 44AA and the signal recorded by the artificial head when the corresponding test speech material list was reproduced through the headphones are provided in Table 2 . It shows that the reproduced spectrum and speech level were similar to that on site.
The SPL calibration of word lists recorded in an anechoic chamber for convolution is also a factor that can easily cause inaccuracy. Generally, speech signals are not continuous and contain numerous pauses; the calibration method for its SPL is based on the removal of the silent parts of the speech signals, i.e. the pauses between the words [25] , which were used to calibrate the word lists in this study. Naturally, the SPL of all other test signals, such as the noise signal and test signal for the direct method, were accurately controlled at the beginning of signal generation by filtering, to ensure the complete equivalence of the SPL between the test signals and speech signals. 
Results and Discussion
We first compare the STIs for each sound environment of the two methods and then compares the speech intelligibility scores for each sound environment of the two methods. The curve between the Chinese speech articulation scores and the STIs for each of the two methods are subsequently established and compared. The factors that may have influenced the simulation inaccuracy are then discussed. The STI values and speech intelligibility scores for each of the two methods, as well as their differences, in the 48 sound environments of the four rooms are presented in Appendix C.
Comparison of STI
The differences of simulated and in-situ measured STIs are presented in Figure 4 . Based on Figure 4 , it is noted that only three STI differences, -0.032, 0.037 and 0.054, exceed a just noticeable difference (JND) [26] . Furthermore, they appear when the RBNL is -20 dB at the receiver position R6 and when RBNLs are -10 dB and -20 dB at the receiver position R8. The mean value of the 48 STI differences is -0.00163. To further evaluate these inaccuracies, the paired-sample T-test statistical method is used to confirm whether there exists significant difference between the simulated and measured STIs. The p-value is found to be 0.546, indicating that there is no significant variation. These results reveal that the STI can be predicted accurately when there is a good agreement between the virtual models and the real rooms.
The mean STI differences of the two methods with different RBNLs for the four rooms are presented in Figure 5 . It is noted that all mean STI differences are below one JND. The maximum STI difference variation range for different RTs is 0.022, which is less than one JND. This difference appears between the semi-anechoic chamber and the laboratory when the RBNL is -10 dB, indicating that the influence exerted by different RTs is not highly significant. The maximum STI difference variation range for different RBNLs is 0.014 in the semi-anechoic chamber, which, again, is less than one JND, indicating that the influence exerted by different SNRs is not highly significant. Fig. 4 The difference between the simulated and in-situ measured STIs. 
Comparison of speech intelligibility scores
The differences between the speech intelligibility scores of the simulation and in-situ measurement methods are provided in Figure 6 . It is evidenced that most of the score differences are not large and there is no obvious tendency caused by the different RTs for the four rooms. The mean score difference of the 48 measurement conditions is approximately 1%, and the largest score difference, 8 .6%, appears when the RBNL was 0 dB at the receiver position R9. To evaluate these inaccuracies, the paired-sample T-test statistical method is used to confirm whether there exists a significant difference between the simulated and the measured scores. The p-value of 0.011 indicates that the bias of the simulated scores is significant and, therefore, cannot be ignored.
The mean score differences of the twelve receiver positions under different RBNLs are presented in Figure 7 . Figure 7 reveals that with the decrease of the SNR, score bias may increase, a finding that is similar to Hodgson's conclusion [4] that auralisation is not accurate in the case of high noise. Fig. 7 The mean score differences of the twelve receiver positions under different RBNLs.
Comparison of simulated and in-situ measured curves
Data for the in-situ measurement method and the simulation method, based on 48 subjective and objective evaluations and their best-fitting third-order polynomial curves, are provided in Figure 8 . It is evidenced from Figure 8 that the simulated curve is higher than the in-situ measured curve, especially in the case of high noise, although the score bias is quite small. The largest score difference appears whenthe STI is in the vicinity of 0.25, thus reaching approximately 3%. Considering the great majority of the standard deviations for the eight scores for each sound environment in Appendix C exceed 3%, the score bias may be difficult to detect in everyday situations. With respect to the in-situ measurement method, the curve covers speech intelligibility scores that range from 39.2% to 99.3% and STIs that range from 0.250 to 0.979. The coefficient of determination, R 2 , of the curve is 0.9049, and the standard deviation between the speech intelligibility scores and the curve is 5.38%. With respect to the simulation method, the curve covers speech intelligibility scores ranging from 42.5% to 99.0% and STIs ranging from 0.250 to 0.990. The coefficient of determination, R 2 , of the curve is 0.9048, and the standard deviation between the speech intelligibility scores and the curve is 5.17%. The relationship between speech intelligibility scores and STIs for the in-situ measurement method (yin-situ) and the simulation method (ysimu.) are given in Eq. (1) 
Discussion
In the process of simulation, though the speech related acoustic parameters [27] such as EDT, RT, C80 and SPL have been carefully controlled, biases still exist between the simulated and in-situ measured speech intelligibility scores, and accordingly, further investigation is required to determine the cause.
The spectrum difference between the simulated and measured IRs and BRIRs following the normalisation of the octave-band levels to 60 dBA are presented in Tables 3 and 4 . During the simulation of the BRIRs and IRs in ODEON, the HRTF of Subject_021 (M=0, without headphone equalisation) and the default filter (A(stop): 40 dB; A(pass): 0.1 dB; band overlap: 5%) were used.
It is evidenced from Table 3 that the spectrum difference between the simulated and measured IRs was less significant and that there was no obvious tendency. A finding that is similar to the SPL result in Appendix A. From Table 4 , it is noted that the spectrum difference between the simulated and measured BRIRs was significant in the low frequency range and that, with the decrease of frequency from 500 Hz, the difference tended to increased. Specifically, the mean difference between the simulated and measured BRIRs of the twelve receiver positions increased by up to -20.62 dB when the frequency decreased to 125 Hz. This BRIR difference tendency is likely the reason that the simulated scores are slightly higher than the in-situ measured scores. Because the simulated speech material lists were adjusted to have the same speech levels as the corresponding in-situ measurement speech material lists, the energy in the high frequency range of simulated speech material lists should be higher than that of the in-situ measured speech material lists, a factor that should positively influence the understanding of language [28] . Though the spectrum differences between the simulated and the measured BRIR were considerable, the score bias was less significant in this experiment. This is perhaps because both the BRIRs from the virtual-44AA and those from the virtual-8020B had the same spectrum tendency, and thus, as the SNR was not influenced, it remained similar to that of the in-situ measurement. In addition, according to the spectrum difference between simulated and measured BRIRs seen in Table 4 , the low and mid-frequency portions of the simulated speech material lists were lower. This can be deemed to reflect the sensitivity difference in the low and mid-frequency range between the binaural microphone used by ODEON and that used in the in-situ measurement. If both binaural microphones were calibrated for a certain frequency, for example 1000 Hz, the speech intelligibility scores using simulated BRIRs would certainly be lower than those using in-situ measured BRIRs due to the sound level decrease in the low and mid-frequency bands. Thus, the amplitudes of the simulated speech material lists were adjusted to have the same speech level as the corresponding in-situ measurement speech material lists in this paper. Moreover, if the background noise levels are not considered by ODEON or considered in the actual measurement, only the speech material lists are simulated by ODEON and adjusted to have the same speech level as that of the corresponding in-situ measurement. Accordingly, the score bias may increase.
To further investigate the reason for the simulated BRIR spectrum bias, the comparison results between the BRIR spectrum for Subject_021 with normal incidence and clockwise 80°from the front axis incidence direct sound measured by CIPIC Interface Laboratory (http://interface.cipic.ucdavis.edu/index.htm) and the BRIR for Subject_021 with normal incidence and clockwise 80°from the front axis incidence direct sound simulated by ODEON in a free field (using default filter, M=0, without headphone equalisation) are presented in Figures 9 and 10 . Accordingly, it is noted that compared to the original BRIR measured by CIPIC Interface Laboratory (http://interface.cipic.ucdavis.edu/index.htm), the spectrum of simulated BRIR decreased significantly when the frequency was below 630 Hz (with normal incidence direct sound) and 650 Hz (with clockwise 80°from the front axis incidence direct sound). This decrease, however, may be the result of the HRTF filter used by ODEON.
Disregarding the influence of the HRTF filter used by ODEON, the different heads used in the BRIR simulation and BRIR in-situ measurement may still have contributed to the large spectrum difference seen in Table 4 . In this paper the simulated BRIRs were obtained by combining the simulated IRs with the HRTF of Subject_021, and the in-situ BRIRs were measured at the receiver position using a binaural B&K 4101-A microphone placed on the author's head. In addition, the HRTF filter-induced BRIR spectrum decrease also shows some differences by direction. Moreover, studies [29, 30, 31] also showed that the predictive accuracy of room acoustic parameters at low frequencies is lower than that at middle and high frequencies. However, these influences may not be so large, because the spectrum difference between simulated and measured BRIRs in Table 4 has exactly the same tendency as the HRTF filter-induced BRIR spectrum decrease in Figures 9 and 10 .
Many factors could exert significant influences on the comparison results, and some measures have been adopted in this study to obtain correct and reliable results: a monitor loudspeaker was used as the interference noise source instead of the dodecahedral sound source, as the room acoustics software could hardly simulate a real dodecahedral sound source; real sound sources were calibrated in an anechoic chamber, and the data were used to calibrate the virtual sound sources in the model. The virtual interference noise source and the virtual signal source were erected directly using the horizontal and vertical directivity patterns of the monitor loudspeaker 8020B and the artificial mouth GRAS 44AA and were marked with 'Natural', and the '+EQ' of each octave band was set to 0 dB in the 'Point Source Editor' menu, to ensure the accurate equivalence of virtual and real sound sources and avoid the frequency response of the sound source being included twice in the auralisation. Both of the sound source systems were equalised using their inverse filter systems calculated from the impulse responses measured on the front axis of the sources in an anechoic chamber. The noise signal for the measurement of background noise level was compiled and used in the auralisation, to ensure accurate equivalence of simulated and measured background noise levels; to reduce inaccuracy due to listening sequence and memory, subject speech intelligibility tests were carefully designed. The SPLs for the word lists were calibrated based on the removal of the silent parts of the speech signals, and the SPLs of all other test signals were accurately controlled at the beginning of signal generation by filtering, to ensure the complete equivalence of the SPL between test signals and speech signals. Table 3 . Spectrum difference (in dB) between simulated and measured IR at the R1-R12 receiver positions in the four test rooms. The sources are the virtual-44AA and artificial mouth GRAS 44AA after the octave band levels have been normalised to an A-weighted level of 60 dB. Table 4 . Spectrum difference (in dB) between simulated and measured BRIR at R1-R12 receiver positions in the four test rooms. The sources are the virtual-44AA and artificial mouth GRAS44AA after the octave band levels have been normalised to an A-weighted level of 60 dB. The data in the 
Conclusions
In this paper, the simulation technique for evaluating speech intelligibility under general room conditions was systematically compared. The results reveal that the STI can be predicted accurately by acoustic simulation when there is a good agreement between the virtual models and the real rooms and that different RT and SNR may exert less significant influence on the simulated STI. However, subjective intelligibility may be overestimated by acoustic simulation due to the HRTF filter used by ODEON, especially in the case of high noise. While this is consistent with the comparison results of the simulated and in-situ measured curves, the score bias may be minimal and difficult to detect in everyday situations. There is no obvious score tendency caused by different RT, though with a decrease in the SNR, the score bias may increase. Overall, considering that the accurate acoustic modelling of rooms is often difficult, it is difficult to obtain accurate speech intelligibility prediction results using a simulation technique, especially when the room has not yet been built.
Appendix A Simulated and measured acoustic parameters at the R1-R12 receiver positions in the four test rooms with the source being the virtual-44AA and the artificial mouth GRAS 44AA. Appendix B The speech material lists and the listening sequence for the R1-R6 receiver positions of the two methods, listened by one group of eight juries. In-situ. is the in-situ measurement method; Simu. is the simulation method; Pair_1 is test pair 1, (a) is one of the two juries in the test pair. Appendix C The STI values and speech intelligibility scores for the two methods, and their differences, with 48 sound environments divided among the four rooms (standard deviations for the eight scores of each sound environment in brackets). 
