Abstract: While the importance of continuous monitoring of electrocardiographic (ECG) or 1 photoplethysmographic (PPG) signals to detect cardiac anomalies is generally accepted in preventative medicine, 2 there remain major barriers to its actual widespread adoption. Most notably, current approaches tend to lack 3 real-time capability, exhibit high computational cost, and be based on restrictive modeling assumptions or 4 require large amounts of training data. We propose a lightweight and model-free approach for the online 5 detection of cardiac anomalies such as ectopic beats in ECG or PPG signals based on the change detection 6 capabilities of Singular Spectrum Analysis (SSA) and nonparametric rank-based cumulative sum (CUSUM) 7 control charts. The procedure is able to quickly detect anomalies without requiring the identification of fiducial 8 points such as R-peaks and is computationally significantly less demanding than previously proposed SSA-based 9 approaches. Therefore, the proposed procedure is equally well suited for standalone use and as an add-on to 10 complement existing (e.g. heart rate (HR) estimation) procedures. 
A so-called trajectory matrix X is constructed by mapping X N into a sequence of K = N − M + 1 lagged 112 column vectors X j = (x j , . . . , x j+M−1 ) T , j = 1, . . . , K of size M, yielding 
Notice the Hankel-structure of X = (x i j )
M,K i, j=1 , i.e. X has equal elements on the anti-diagonals i + j = const.
114
One can think of X as multivariate data with M characteristics and K observations and accordingly X j of X with matrices X i = √ λ i U i V T i being of rank 1 and V i = X T U i / √ λ i .
123
Note that V i are the eigenvectors of X T X and √ λ i , U i , V i the eigentriples of the SVD in Eq. (2) .
124
Also note that due to the symmetry of left and right singular vectors, the SVD of trajectory matrices 125 obtained with window length M and K = N − M + 1 are equivalent. Accordingly, one can impose the 126 limitation M ≤ N/2 on the window length since there is no additional benefit in using a larger window (see, 127 e.g.
[47] at 47, [37] at 69).
129

Eigentriple Grouping
130
In order to separate the signals of interest from noise and artifacts, the third stage of basic SSA aims to find 131 particular disjoint subsets of the set of indices {1, . . . , d} such that the respective systems of eigenvectors 132 span the subspaces associated with the different signal components.
133
Consider the task of separating a signal of interest from unwanted noise. One then looks for a certain subset 
such that
In the case of separability (see, e.g.
[47] at 17), the contribution of X I to the entire observed signal X is
143
represented by the respective share of eigenvalues i∈I λ i / 
One can then e.g. easily reconstruct the approximation of the signal of interest through the eigentriples 152 with indices I through the one-to-one correspondence between X I and the respective time series X N =
153
(x 1 , . . . ,x N ) which provides an approximation of the entire time series X N or some components of it,
154
depending on the particular choice of indices I.
The usefulness of basic SSA is illustrated in the example depicted in Figure 1 where the wandering baseline
156
of an ECG signal (blue solid line) is removed by subtracting the trend reconstructed through SSA (with a window 157 length of M = 100 and using the first two eigentriples
158 from the original signal, i.e.
yielding the cleaned ECG signal (green solid line). For a more detailed discussion of SSA, we refer to two well-known monographs [37, 48] The sequential application of SSA described in the following is based on work by Moskvina and Zhigljavsky
164
and will be referred to as MZ in the remainder of this paper (see [35] [36] [37] 'base' for reasons that will become obvious in a moment) for time index n with M ≤ N/2, K = N − M + 1 and 170 performs the SVD and grouping steps as in basic SSA yielding an l-dimensional subspace L (n)
by the respective eigenvectors which captures the main structure of the signal.
172
The basic idea of MZ relies on the fact that the distance between the vectors X (n)
controlled by the specific choice of I, can be reduced to rather small values. If monitoring of the series {x t } N t=1 174 continues for t > N without a change in the underlying data generating mechanism, the vectors X j , j > K are 175 expected to remain relatively close to L (n)
I while, on the other hand, if such a change were to occur at time N + τ, intersecting) windows (of M-dimensional data), of length K and Q = q − p respectively, slide over the data.
186
Let N, M, l, p, q be fixed integers s.t. l < M < N/2 and 0 ≤ p < q. Then, for each n = 0, 1, . . . MZ 187 proceeds as follows:
where
3. Compute the detection statistic D n,I,p,q
where 
such that it does not depend on the unknown variance of the noise (see [35] at 28) with v n being an 203 estimator ofD n,I,p,q , e.g. v n =D m,I,0,K with m ≤ n such that the hypothesis of no change can be accepted. 
holds. While MZ provides a powerful methodology that could be applied directly to raw ECG (or PPG) data, it 212 exhibits some drawbacks (for the particular application at hand) that motivated the development of the novel 213 approach to be presented below which we shall refer to as lightweight-SSA-ChangePointDetection (l-SSA-CPD). 
Motivation and Informal Description of the Improvements
215
As discussed in the preceding Section, MZ makes use of two (possibly intersecting) windows that are slid 216 over the observed time series, one comprising the data that is embedded to form the trajectory matrix, which We shall first highlight the main improvements of our method prior to its formal description.
223
•
Low Computational Complexity
224
Small variations over time are intrinsic to cardiac signals and may, besides noise and motion artifacts, e.g.
225
be due to Heart Rate Variability. Contrary to anomalies caused by abnormal cardiac excitation phenomena, 226 these changes in the time between consecutive R-peaks are subtle and often not readily discernible. Most 227 importantly, they do not induce changes as severe as to change the signal's main characteristics which are 228 captured through the decomposition and grouping stages of SSA. This is illustrated in Figure 2 which shows 229 a raw (unfiltered) ECG signal with two distinctly shaped PVCs (highlighted in purple) in the third quarter 230 of the excerpt.
231
For the task at hand, performing the SVD of a newly generated trajectory matrix each time a new data point 232 becomes available is not strictly necessary. We are able to drastically reduce the computational burden T is a sliding window since X (n)
B .
238
• Simplicity
239
By sliding only a single instead of two windows over the time series the entire procedure is simplified and 240 benefits from a reduction in tuning parameters.
241
In fact, while the total number Q of columns in X T is of course relevant, p and q are not since, due to
B an overlap of X B and X T can only occur in the first N − p samples for p < N. While our 243 algorithm allows for such an initial overlap of X B and X T , the following discussion is purposely limited e.g.
[35] at 30).
248
The question as to whether or not X B and X T should overlap and if so by how much is therefore removed.
249
Furthermore, since p = N, q = N + 1 can generally be recommended (see Section 4), we can omit both 250 tuning parameters p and q. the control charts, in that regardless of the choice of Q the PVC is detected and monitoring for further 281 changes can swiftly resume. As was to be expected, Q = 1 is favorable in terms of detection delay. To allow for better comparison, we use the notation introduced in Section 2.2 as far as possible.
284
Let N, M, l, p, q be fixed integers s.t. l < M < N/2 and 0 ≤ p < q. Then our method proceeds as follows:
, which akin to MZ involves
288
(a) Construction of the trajectory/base matrix X B = X (0)
Then, for each n = 0, 1, . . . we proceed as follows
with
taking values in 0,
eigenvectors spanning L I , and • denoting the Hadamard (element-wise) product. 
The Sequential Ranks CUSUM is then
with C 0 = 0 and k SRC being a reference constant.
309
The SRC then signals and a change-point at n is declared if 
end (c) Set the control limit h SRC as the B · (1 − ARL 0 −1 ) ordered extracted maximum value with ARL 0 being the nominal in-control average run length (ARL) (see Appendix A).
Performance Evaluation
317
To evaluate and assess the performance and utility of our method we use records which are publicly 318 available through Physiobank [46], a vast and commonly used resource for ECG and other biophysiological 319 data. In particular, since we claim our method to be suitable for both ECG and PPG data, we found the 320 Physionet Challenge 2015 training database (PC15) [45] to be of particular interest as it provides a collection 321 of synchronized ECG and PPG recordings from which we chose a subset similar to the one used in [53] . With 322 PC15 records not being annotated, we purposely chose to limit our evaluation to records containing PVCs (with 323 different frequencies of occurrence) since they can quite accurately be spotted by careful visual inspection.
324
Before presenting some results, it seems appropriate to briefly restate the goal of our method, which is 325 to provide a lightweight, model-free tool capable of providing a rough assessment under tight constraints on 326 computational resources, e.g. as a pre-screening tool. It is therefore not to substitute for but rather to complement 327 more sophisticated and (computationally) expensive procedures. 
Performance Metrics
329
In reporting our results we rely on established metrics commonly used in the literature and report sensitivity 330 (Se), specificity (Sp), and accuracy (Acc) defined as
with T P, FP, T N, FN being the number of true positives, false positives, true negatives, and false negatives, [35] [36] [37] 44, 47, 48] and references therein), it shall suffice to briefly discuss our settings and the rationale behind 362 them.
363
Consider a periodic signal with period T , then for SSA to capture the main structure of the signal it is 364 important that M be at least equal to T . Taking into account the physiological limits on HR and the sampling 365 frequency of our signals, M = 300 appears to be a safe and reasonable choice. Accordingly, since as discussed 366 in Section 2.1.1 we impose M ≤ N/2, we set N = 2M = 600. Furthermore, we set I to contain the leading l eigentriples such as to account for 90% of the data's variance. As for the SRC's control limit, we use 368 h SRC = 79.4107 which we obtained through Algorithm 1 for B = 10 6 , N SRC = 5000, ARL 0 = 5000, k SRC = 0.5.
370
It shall further be emphasized that we apply l-SSA-CPD on the raw unfiltered data without any preprocessing 371 steps. Clearly, suitable preprocessing steps might further enhance performance, the objective here however is to 372 ascertain whether or not usable pre-screening information (pertaining to presence or absence of anomalies) can 373 be obtained by solely applying our l-SSA-CPD with very general parameter settings. A direct performance 374 comparison to MZ is therefore omitted for two main reasons:
375
• MZ would be computationally prohibitively expensive.
376
Recall that the PC15 records are approximately 75 · 10 3 samples long, requiring computing the SVD of a 377 300 × 301 trajectory matrix, assuming M = 300, N = 600, K = N − M + 1, Q = 1 about 74100 times as 378 opposed to just once for l-SSA-CPD (see Figure 2 ).
379
• We aim to assess whether, based on its own merits, the performance of l-SSA-CPD suffices to be considered 380 for potential real life applications such as the use case presented in this paper. To further this goal an 381 in-depth comparative analysis to competing algorithms is not required and deemed to be beyond the scope 382 of this paper. Table 1 shows the experimental results obtained by applying l-SSA-CP configured as described above to 8
385
PC15 ECG records with varying length Q = {1, 5, 10} of the test matrix X (n)
T .
386
A crucial condition for l-SSA-CPD to work properly is that the first N samples, which are embedded to 387 form the trajectory matrix X B , be an adequate representation of the underlying signal. In other words, we require 388 this initial segment to be free of anomalies. If an anomaly occurs in the first N samples, those samples are to 389 be discarded. This was the case for record t662s, which contains a premature ventricular contraction at about 390 n = 332 < N and required us to discard the first few hundred observations.
391
Examining the entries of Table 1 it is apparent that l-SSA-CPD performs well, especially keeping in mind 392 that in our setup it is applied with fairly general parameters to raw, unfiltered ECG traces. The bottom of the 393 table highlighted in red presents the average performance over the entire 8 records for the three different test
n,I,p,q } and test matrix widths Q = {1, 5, 10}.
395
Note the increased performance of l-SSA-CPD with test statistic D † 3 n,I,p,q and the rather small benefit (if 396 any) of using larger values for Q. These findings corroborate our recommendations made in Section 3.1 to use
n,I,p,q and Q = 1, with the latter being in agreement with results reported by other authors (see, e.g. [35, 36] ).
398
Results obtained using the second ECG trace of the 8 PC15 records were similar and are therefore omitted. Singular Spectrum Analysis (SSA) and nonparametric rank-based cumulative sum (CUSUM) control charts.
416
The procedure is able to quickly detect anomalies without requiring the identification of fiducial points such as 417 R-peaks and is computationally significantly less demanding than previously proposed SSA-based approaches. Consider an observed sequence {x (n) , n ≥ 1} of independent random variables such that 442 {x (1) , . . . , x (τ − 1)} ∼ F and {x (τ) , x (τ + 1) , . . . } ∼ G, i.e. a distributional shift F → G occurs at time 443 instance τ.
444
Under the assumption that F and G were normally distributed with known parameters, Page's CUSUM [55] 445 represents the gold-standard change detection technique and can be computed sequentially as
The CUSUM signals, thereby declaring a distributional shift to have occurred, if 447 C C (n) > h C (A2) with pre-specified control limit/threshold and reference constant h C and k C , respectively. h C and k C are 448 chosen such that a nominal average run length (ARL) of ARL 0 is attained when the control chart operates 449 in-control, i.e. without distributional shifts occurring (see, e.g.
[56]).
450
Formally, the in-control ARL is defined as the expected time until a change is signaled under F, i.e. 
