Abstract. We construct certain rational functions (modular units) on the moduli stack of Drinfeld shtukas. The divisors of these rational functions are supported on horospherical divisors of the moduli stack. The key to our construction is a vanishing theorem for shtukas with zeros and poles satisfying certain conditions. Using deformation theory, we calculate the divisors of these rational functions.
Introduction

Conventions and notation.
The following conventions and notation will be used throughout the article.
Fix a prime number p and fix a finite field F q of characteristic p with q elements. Let X be a smooth projective geometrically connected curve over F q . Let k be the field of rational functions on X. Let A be the ring of adeles of k. Let O be the subring of integral adeles in A.
For any scheme S over F q , denote Φ S = Id X × Fr S : X × S → X × S, and let π S : X × S → S be the projection. We sometimes write Φ and π instead of Φ S and π S when there is no ambiguity about S.
For any scheme S over F q , we denote Fr S to be its Frobenius endomorphism relative to F q . For two schemes S 1 and S 2 over F q , S 1 × S 2 denotes the fiber product of S 1 and S 2 over F q , and by a morphism S 1 → S 2 we mean a morphism over F q .
For a scheme S over F q and two morphisms α, β : S → X, we say that they satisfy condition ( * ) if • β = ∅ for all i, j ∈ Z ≥0 . Condition ( * ) is equivalent to the combination of (+) and the condition that α and β map S to the generic point of X.
For a morphism α : S → X, we sometimes write α instead of Γ α .
Background and motivation.
The notion of a shtuka (originally called an F -sheaf) was defined by Drinfeld in [4, 6] , and was used to prove the Langlands correspondence over function fields by Drinfeld in the case of GL 2 and by L. Lafforgue in the case of GL d for arbitrary d ≥ 2. More recently, V. Lafforgue proved the automorphic-to-Galois direction of the Langlands correspondence for arbitrary reductive groups over function fields using a more general notion of shtukas. In Section 6 of [5] , Drinfeld calculated the kernel of the intersection pairing for horospherical divisors of the (compactified) moduli scheme of shtukas of rank 2 with all level structures. Since H 1 of the moduli scheme vanishes as shown in [7] , this kernel equals the space of those horospherical divisors that are principal up to torsion. Its description can be thought of as a function field analogue of the Manin-Drinfeld theorem on cusps of modular curves. In Remark (2) of Section 6 of [5] , Drinfeld asked to explicitly construct the rational functions corresponding to those principal horospherical divisors.
In this article we construct certain rational functions on the moduli stack of Drinfeld shtukas of rank ≥ 2. The divisors of these rational functions are supported on the horospherical divisors. The approach via toy shtukas in [2] provides more principal horospherical divisors than the ones constructed here. 0.3. Contents. We give a review of Drinfeld shtukas in Section 1. In particular, we recall the notion of partial Frobeniuses, which is important in the theory of shtukas and will be used extensively throughout the article.
In Section 2, we introduce the notion of reducible shtukas. Proposition 2.2.3 plays an important role in our study of cohomology of shtukas.
The key to our construction of rational functions is given in Section 3. We prove several vanishing results (Proposition 3.2.1, Corollary 3.2.2 and Corollary 3.2.3) for shtukas over a field with zeros and poles satisfying condition (+). In particular, if such a shtuka is irreducible, the dimension of its cohomology behaves as if the shtuka corresponds to a Drinfeld module. (See the remark following Proposition 3 in [3] for the case of Drinfeld modules.)
In Section 4, we study the deformation theory of shtukas as a preparation for the next two sections. With the notion of toy shtukas introduced in [2] , deformation theory is no longer necessary for our main result. But we hope that it is interesting of its own right.
Sections 5 and 6 are devoted to the proof of our main result Theorem 6.4.2, which describes the determinant of cohomology of the universal shtuka over the moduli stack of shtukas. In Section 5, we use deformation theory to calculate the cohomology of shtukas over formal neighborhoods of a point on the moduli stack. In Section 6, we use the result in Section 5 to obtain the multiplicities of cohomology of shtukas at horospherical divisors.
In Section 7, we construct some rational functions on the moduli scheme of shtukas with all level structures. The existence of these rational functions follows from Corollary 3.2.3. With Theorem 6.4.2, we are able to determine the divisors of these rational functions, and therefore explicitly exhibit some principal horospherical divisors of the moduli scheme. 0.4. Acknowledgements. The research was partially supported by NSF grant DMS-1303100. I would like to express my deep gratitude to my advisor Vladimir Drinfeld for his continual guidance and support. I thank Alexander Beilinson and Madhav Nori for helpful discussions.
Review of Drinfeld shtukas
1.1. Definition of Drinfeld shtukas. Let S be a scheme over F q . Denote Φ = Id X × Fr S : X × S → X × S. Definition 1.1.1 (Drinfeld) . A left shtuka of rank d over S is a diagram
of locally free sheaves of rank d on X × S, where i and j are injective morphisms, the cokernel of i is an invertible sheaf on the graph Γ α of some morphism α : S → X, the cokernel of j is an invertible sheaf on the graph Γ β of some morphism β :
of locally free sheaves of rank d on X × S, where f and g are injective morphisms, the cokernel of f is an invertible sheaf on the graph Γ α of some morphism α : S → X, the cokernel of g is an invertible sheaf on the graph Γ β of some morphism β : S → X. We say that α is the zero of the shtuka and β is the pole of the shtuka. Definition 1.1.2 (Drinfeld). For two morphisms α, β : S → X, a shtuka of rank d over S with zero α and pole β is a locally free sheaf F of rank d on X × S equipped with an injective morphism Φ
Remark 1.1.3. When the zero and the pole have disjoint graph, Construction A in Section 1.2 shows that there is no difference between a shtuka, a left shtuka and a right shtuka. This remains true after applying any powers of partial Frobeniuses (see Section 1.3) if we impose condition (+) on the zero and the pole. From now on, when the zero and the pole satisfy condition (+), we do not distinguish left and right shtukas, and simply call them shtukas. Lemma 1.1.4. Let M be a quasi-coherent sheaf on X and let M be the pullback of M under the projection X × S → X. Then we have a canonical isomorphism
Definition 1.1.5 (Drinfeld) . Let F be a shtuka (resp. a left shtuka, resp. a right shtuka) of rank d over S with zero α and pole β. Let D be a finite subscheme of X such that α and β map to X − D. A structure of level D on F is an isomorphism ι :
D×S such that the following diagram commutes:
General constructions for shtukas. We have the following constructions for shtukas, which induce morphisms between moduli stacks of shtukas. Construction A:
֒− → G be a left shtuka with zero α and pole β such that Γ α ∩Γ β = ∅. We form the pushout diagram
G is a right shtuka of the same rank, with the same zero and pole.
(
G be a right shtuka with zero α and pole β such that Γ α ∩ Γ β = ∅. We form the pullback diagram (ii) For a right shtuka
F with zero α and pole β, we can construct
֒− → G of the same rank, with zero α and pole Fr X • β. Construction C: For a shtuka F with zero α and pole β satisfying Γ α ∩ Γ β = ∅, its dual F ∨ is a shtuka of the same rank, with zero β and pole α.
Construction D: Let F be a shtuka over S. Let L be an invertible sheaf on X, and let L be the pullback of L under the projection X × S → X. then F ⊗ L is a shtuka of the same rank, with the same zero and pole.
Construction D': Suppose in Construction D the shtuka F is equipped with a structure of level D and the invertible sheaf L is trivialized at D. Then the shtuka F ⊗ L is naturally equipped with a structure of level D.
Construction E: Let F be a shtuka of rank d equipped with a structure of level D. Suppose we are given an
′ is a shtuka of the same rank, with the same zero and pole.
Construction E': Suppose in Construction E we are given a surjective morphism
′ is a subscheme of D. Then the composition
Definition 1.3.1. Let F 1 be the construction of first applying A(ii) and then applying B(i). Let F 2 be the construction of first applying B(ii) and then applying A(i). They are called partial Frobenius.
For a shtuka F over S with zero and pole satisfying condition (+), we have natural isomorphisms
Remark 1.3.3. If a shtuka F over S has zero α and pole β, then F 1 F has zero α • Fr S = Fr X • α and pole β, and F 2 F has zero α and pole β • Fr S = Fr X • β. Lemma 1.3.4. Let E be a perfect field over F q . Let F be a shtuka over Spec E with zero α and pole β satisfying condition (+). Then there is a unique subsheaf H ⊂ F satisfying the following conditions. 
Reducible shtukas over a field
In this section, we fix a field E over F q . 
is a torsion sheaf at β of length at most one, and (Φ * G + G )/Φ * G is a torsion sheaf at α of length at most one.
Proof. Let η = Spec E ′ be the generic point of X ⊗ E. Recall that k is the field of rational functions on X. The injective homomorphism Id
The definition of a shtuka implies that (Φ * F + F )/F is a torsion sheaf at β of length at most one, hence is (
Remark 2.1.3. Let the notation be the same as in Definition 2.1.1. Let G be the saturation of E in F . We have an exact sequence of locally free sheaves on
Assume α = β. From Lemma 2.1.2 we see that one (and only one) of the following two possibilities holds.
(1) G is a shtuka with zero α and pole β, and the morphism Φ
H is a shtuka with zero α and pole β, and the morphism Φ
Remark 2.1.4. Let F be a shtuka over Spec E with zero and pole satisfying condition (+). Let n ∈ Z if E is perfect and n ∈ Z ≥0 in general. Let F n be the shtuka obtained from F by applying partial Frobenius (
Assume F is reducible, and let G , H be as in Remark 2.1.3. Then F n is also irreducible with the following more precise description.
In case (1) of Remark 2.1.3, we have an exact sequence of locally free sheaves on 
• α for some m ≥ 0. Proposition 2.2.2. Let G be a shtuka over Spec E with zero α and pole β. Assume that there exists a subsheaf E ⊂ G satisfying
Proof. The d-th exterior power of a shtuka of rank d is a shtuka of rank 1 with the same zero and pole. So we can apply the d-th exterior power to all sheaves involved to reduce the problem to the case d = 1. Now we have G = E (D), where D is an effective divisor of X ⊗ E. We see that
Since the shtuka has rank 1, we have
The statement now follows from Lemma 2.2.1. Proposition 2.2.3. Let F be a shtuka over Spec E with zero α and pole β satisfying condition (+). Let S 1 (resp. S 2 ) be the poset of all subsheaves E ⊂ F satisfying the following condition (1) (resp. (2)).
(1) The image of Φ * E in F (β) is contained in E (β), the sheaf F /E is locally free, and the morphism
(2) The image of Φ * E in F (β) is E . Then the poset S 1 has a least element, denoted by F I . The poset S 2 has a greatest element, denoted by F II , and F /F II is locally free.
Proof. The set S 2 is nonempty since it contains the zero subsheaf. Let
is not contained in G . Now Remark 2.1.3 implies that G is a shtuka with zero α and pole β. Applying Proposition 2.2.2 to G and its subsheaf F II , we deduce that β = Fr n X • α for some n ≥ 0, contradicting condition (+).
Let F ∨ be the dual of the given shtuka F . It has zero β and pole α which also satisfy condition (+). Therefore, there is a unique maximal subsheaf ( (2), and
Remark 2.2.4. Suppose F is a right shtuka over Spec E with zero and pole satisfying condition (+). Then F is irreducible if and only if F I = F and F II = 0.
Cohomology of Shtukas over a Perfect Field
In this section, we fix a perfect field E over
3.1. Notation. Let F 0 be a shtuka over Spec E with zero α and pole β satisfying condition (+). We further assume that χ(F 0 ) = 0. As in Remark 1.3.5, for each i ∈ Z we obtain a shtuka F i from the above one by applying partial Frobenius (F 2 )
i .
We get a chain of inclusions
Remark 2.1.4 allows us to identify F II i for all i ∈ Z, and we denote it by A . Similarly we can identify F i /F I i for all i ∈ Z, and we denote it by B. We know that A is a subbundle of all F i , and B is a quotient bundle of all
The goal of this section is to prove the following proposition.
Corollary 3.2.2. Let G be a shtuka over Spec E with zero and pole satisfying con- 
Proof. Since α and β satisfy condition (+), we have Φ
Hence the composition is injective. Since both Φ * (F i /F i−1 ) and F i+1 /F i have length one, the statement follows.
is nonzero. Hence the image of Φ * s under the composition Φ
Proof. The statement follows from Lemma 3.2.6, Serre duality and base change for
Proof of Proposition 3.2.1. Since F i+1 /F i has length one for all i ∈ Z, we know that
Now the statement follows from Lemmas 3.2.5 to 3.2.7.
Deformation of Shtukas
In this section, we fix a field E over F q . For a scheme S over Spec E, we denote p S : S → Spec E to be the structure morphism.
4.1. The category ArtAlg E . We define a category ArtAlg E . Its objects are local Artinian E-algebras whose residue fields are identified with E. We further require that for any A ∈ ArtAlg E , the composition E → A → E is the identity. Morphisms in ArtAlg E are local homomorphisms of E-algebra which induce the identity on the residue field. Define ArtAlg
E to be the full subcategory of ArtAlg E whose objects satisfy the condition that x q n = 0 for any x in the maximal ideal.
For any A ∈ ArtAlg E , let p A : Spec A → Spec E be the structure morphism, and let e A : Spec E → Spec A be the closed point.
4.2.
Upper and lower modifications of vector bundles. Let S be a scheme over F q equipped with a morphism λ : S → X. Let E be a locally free sheaf of finite rank on X × S. By a upper modification of E at λ we mean a locally free sheaf E ′ on X × S together with an injective morphism E ֒→ E ′ such that E ′ /E is an invertible sheaf on Γ λ . By a lower modification of E at λ we mean a locally free sheaf E ′ together with an injective morphism E ′ ֒→ E such that E /E ′ is an invertible sheaf on Γ λ .
Remark 4.2.1. Let λ 1 , . . . , λ m be morphisms from S to X. Suppose we are given upper/lower modifications E i of a locally free sheaf E at each
are mutually disjoint, we can form a locally free sheaf by applying modifications consecutively at each λ i according to E i , and the sheaf we obtain is independent of the order of modifications.
Remark 4.2.2. Let T be a scheme over Spec E with structure morphism p T : T → Spec E. Let E be a locally free sheaf of finite rank on X × T . For a morphism µ : Spec E → X, there is a natural bijection between E-morphisms from T to P(E (µ)/E ) (resp. P(E /E (−µ))) and upper (resp. lower) modifications of E at µ • p T .
4.3.
Notation for the shtuka to be deformed. Fix a shtuka F over Spec E with zero α and pole β satisfying condition ( * ). We put
by an upper modification at Fr i X • α and a lower modification at Fr
induced by upper and lower modifications. We denote
For an E-scheme S, we denote p S : S → Spec E to be the structure morphism. When i ≥ 1, Remark 4.2.2 says that there is a natural bijection between morphisms from S to P ♯ (resp. P ♭ ) and upper (resp. lower) modifications of (Id X ×p S )
We know that F is obtained from F τ by an upper modification at α and a lower modification at β. Let p ♯ : Spec E → P ♯ (resp. p ♭ : Spec E → P ♭ ) be the E-point corresponding to that upper (resp. lower) modification.
4.4.
Infinitesimal deformation of shtukas. Let A ∈ ArtAlg E . A deformation of the given shtuka F to Spec A is a shtuka F over Spec A together with an isomorphism e * A F ∼ − → F . We say that two deformations F 1 and F 2 are isomorphic if there is an isomorphism 4.5. Universal Deformation. Let G 1 : ArtAlg E → Sets be the functor which associates to each A ∈ ArtAlg E the set of isomorphism classes of deformations of the given shtuka F to Spec A with zero α • p A and pole β • p A . Let G 2 : ArtAlg E → Sets be the functor which associates to each A ∈ ArtAlg E the set of E-morphisms f :
be the restrictions of the functors
E . Now we define a morphism of functors ξ :
E . Let F be a deformation of the given shtuka to Spec A with zero α • p A and pole β • p A . Then we have an isomorphism
Note that the modifications are at disjoint closed subschemes of X ⊗ A since α and β satisfy condition ( * ), so Remark 4.2.1 applies.
For the modifications at α • p A and β • p A , we get two morphisms f ♯ : Spec A →
If two deformations are isomorphic, they are obtained from the same
) by the same modifications. This defines a morphism ξ
for all m ≥ n. Thus we get a morphism of functors ξ :
Proposition 4.5.1. The morphism of functors ξ :
A is injective, it suffices to show that in the above construction the modifications for the pair (( 
i . The proof for the lower modifications is similar. To prove that ξ (n)
A is surjective, for any morphism f ♮ : Spec A → P ♮ such that f • e A = p ♮ , we construct a deformation of the given shtuka to Spec A with zero α • p A and pole β • p A such that the corresponding morphism is f ♮ . 
Multiplicity: Infinitesimal Calculation
In this section, we use deformation theory to study cohomology of shtukas on infinitesimal neighborhoods of a point on the moduli stack. The goal is to prove Proposition 5.6.1. 5.1. Notation. Fix a perfect field E over F q and fix two morphisms α, β : Spec E → X satisfying condition ( * ). For a scheme S over Spec E, we denote p S : S → Spec E to be the structure morphism.
Let B be an invertible sheaf on X ⊗ E equipped with an isomorphism Φ *
. Let n denote a positive integer greater than or equal to h. E , and let F be a deformation of the given shtuka to Spec A with zero α • p A and pole
Let f ♯ : Spec A → P ♯ be the morphism corresponding to the upper modification of E n at α • p A , and f ♭ : Spec A → P ♭ be the morphism corresponding to the lower
Let
Proof. Let m be the smallest positive integer such that h 0 (B m ) > h 0 (B). Choose
. Then s has nonzero image in
and their linear span has zero intersection with H 0 (X ⊗ E, B). Thus h 0 (B m+j ) = h 0 (B) + j + 1. When j is sufficiently large, we have
Thus m = h + 1. This means that h 0 (B) = h 0 (B k ) when 1 ≤ k ≤ h. The statement follows.
Identification of the boundary maps. By isomorphism (4.1) we can identify
) for all i > 0. Since E is perfect, α and β satisfy condition ( * ), χ(F ) = 0, F /F I ∼ = B, and F II = 0, we have an isomorphism
for i > 0 and they have rank 1. Their kernels are the same as the kernel of the morphism
→ B is surjective. The E-vector space π E * (B(α)/B) has dimension 1 since rank B = 1. The morphism π E * (B(α)/B) → R 1 π E * B is injective by Lemma 5.2.1. Therefore the morphisms in question have rank 1.
. Hence we get isomorphisms
induces the following commutative diagram
The isomorphisms in the left column are from the isomorphisms
Therefore, the first row and the last row have the same kernel and image. This proves the first statement. The second statment follows from injectivity of the morphism π E * (B(α)/B) → R 1 π E * B and the identifications of the two morphisms π E * ( F
and
5.4. Deformation in the direction of major importance.
Lemma 5.4.1. Let V, W 0 be two vector spaces over E and assume dim E W 0 = 1. Let δ : V → W 0 be a nonzero linear map. Put P = ProjSym V * . Let S be a scheme over E with a morphism f : S → P , and L = f
− − → W 0 be the composition induced by the canonical morphism and δ. Then im ∆ = W 0 ⊗ I f −1 (H δ ) , where H δ is the hyperplane of P corresponding to ker δ and
Proof. It suffices to prove the lemma for S = P, f = Id. In this case, since L → V is the canonical morphism, ∆ identifies L as the subsheaf W 0 ⊗ I H δ of W 0 .
Denote H ♯ to be the hyperplane of P ♯ corresponding to the kernel of the morphism
corresponding to the upper modification of the pair (E n , F ) at α • p A . The following proposition deals with deformation in the direction of major importance. Recall that we assume n ≥ h.
Proposition 5.4.2. We have an isomorphism
By Lemma 5.3.1, we have rank δ j = 1 and im δ j = W 0 for j = 1, 2, . . . , n. By flat base change
is the canonical morphism. Thus we can apply Lemma 5.4.1 to deduce that the image of the coboundary map π
, where H δ j is the hyperplane of P ♯ corresponding to the ker δ j , and
. By Lemma 5.3.1, we see that H δ j = H ♯ for j = 1, 2, . . . , n. So
Recall that E 
Since R 1 π A * is right exact, it commutes with push out. So E
Hence the assumption n ≥ h implies that
Deformation in the direction of minor importance. The following lemma deals with deformation in the direction of minor importance. Recall that we assume n ≥ h.
Proof. Consider the following commutative diagram
where the horizontal sequences are exact. Since
graphs, the map i n is an isomorphism. By commutativity of the left square, to prove that d ± n = 0, it suffices to prove that d − n = 0. We prove that it is indeed the case if n = h.
It suffices to prove that
). By flat base change,
) is free. Hence it remains to show that e * A R 1 π A * E − h and e * A R 1 π A * E h have the same dimension over E, where e A : Spec E → Spec A is the closed point. By construction, e *
) = h by Corollary 3.2.2 and Remark 2.1.4. Now we prove that j ± n is an isomorphism for all n ≥ h. Recall that P ♮ = P ♯ ×P ♭ . As in Section 4.1, let p ♮ be the E-point of P ♮ corresponding to the upper and lower modifications in the shtuka F . For j ≥ 0, let Spec A j be the (q j − 1)-th infinitesimal neighborhood of p ♮ in P ♮ . By base change of cohomology, the statement follows from the special case when A = A n and F is the deformation of F corresponding to the natural closed immersion f n : Spec A n → P ♮ .
Recall that H ♯ denotes the hyperplane of P ♯ corresponding to the kernel of the
. Let x ∈ A n be a generator of the ideal of A n corresponding to f
By our construction, E ± n and E ± h are canonically isomorphic on X × Spec A h . Thus the case n = h above implies that j ± n induces an isomorphism on Spec A h . The A nmodule R 1 π An * E ± n is finitely generated since E ± n is coherent. Applying Lemma 5.5.2, we deduce that j ± n is an isomorphism. Proof. For i = 1, 2, . . . , m, letē i be the element of
0 which is 1 on the i-th component and 0 elsewhere. Pick u i ∈ U such that ξ(u i ) =ē i . Since U is finitely generated, by Nakayama's lemma, u 1 , u 2 , . . . , u m generate U. Consider morphisms of R b -modules Recall that
We denoted H ♯ to be the hyperplane of P ♯ corresponding to the kernel of the morphism
Recall that E ± n = F , and f ♮ : Spec A → P ♮ = P ♯ × P ♮ is the morphism corresponding to the upper modification of the pair (E n , F ) at α • p A and the lower modification of the pair (E n , F ) at β • p A .
Proposition 5.6.1. We have an isomorphism
Proof. The statement follows from Proposition 5.4.2 and Lemma 5.5.1.
Multiplicity: Result
In this section, we use results in the previous section to obtain the multiplicities of cohomology of shtukas at horospherical divisors. The goal is to prove Theorem 6.4.2, which describes the determinant of cohomology of the universal shtuka.
Definition and
Let E be an algebraically closed field over F q . Fix two morphisms α, β : Spec E → X over F q satisfying condition ( * ).
For a scheme S over Spec E, let p S : S → Spec E denote the structure morphism. For all r ≥ 1, let Sht r E be the moduli stack of shtukas of rank r over Spec E with zero α and pole β.
Let M be the moduli stack of shtukas F of rank d over Spec E with zero α and pole β satisfying χ(F ) = 0.
Let Vect r X denote the set of isomorphism classes of locally free sheaves of rank r on X. In particular, we have Vect
Definition 6.1.1. A trivial shtuka of rank r over an F q -scheme S is a locally free sheaf E on X × S of rank r together with an isomorphism Φ *
Let T r denote the stack classifying trivial shtukas of rank r over Spec E. Theorem 2 of Section 3 of Chapter 1 of [9] says that
where T E is the quotient stack [Spec E/ Aut E ].
Definition 6.1.2. Given 1 ≤ r ≤ d − 1 and E ∈ Vect r X , we define R I E to be the stack which to every scheme S over Spec E associates the groupoid of exact sequences
where
(ii) the morphisms A → F and F → B are morphisms of shtukas. The following proposition is an immediate consequence of Theorem 11 of Section 1 of Chapter II of [9] . Proposition 6.1.5. The morphism
is of finite type and smooth of pure relative dimension rank B (resp. rank A ).
It follows from the above proposition that R 
A ,B be the stack which to every scheme S over Spec E associates the groupoid of the following data:
(i) an exact sequence of shtukas 0
(ii) an exact sequence of shtukas 0
(S) and N is as in (i). The above data (i), (ii) are equivalent to the following data:
and L is as in (i').
Theorem 11 of Section 1 of Chapter II of [9] implies the following proposition. See also the remark on top of page 103 of [9] . Proposition 6.1.11. Let S be a projective scheme over F q . Let L be an algebraically closed field over F q . Then the functor F → F ⊗ L is an equivalence between the category of coherent sheaves F on S and the category of coherent sheaves M on
Lemma 6.1.12. Let L be a field over F q . Let F be a shtuka over Spec L with zero α and pole β satisfying condition ( * ). Let G be a subshtuka of F of the same rank with the same zero and pole. Then Φ *
Proof. We apply d-th exterior power to all sheaves involved to reduce the problem to
Applying Lemma 2.2.1 to the two morphisms β, Fr X • β : Spec L → X, we see that β = Fr i X • β for some i ≥ 1, a contradiction to condition ( * ). The proof of the second statement is similar.
Lemma 6.1.13. Let L be an algebraically closed field. Let F be a shtuka of rank d over Spec L with zero and pole satisfying condition ( * ). Let G be a subshtuka of F of the same rank with the same zero and pole. Then F /G is supported on D ⊗ L for some finite subscheme D ⊂ X. Moreover, for any structure of level D on F , G is obtained from F by applying Construction E in Section 1.2 with respect to that level structure and an
Since F and G have the same rank, M is supported on a finite subscheme D ⊂ X.
Equip F with a structure of level
We see that G is obtained from F by applying Construction E with respect to R. Proof. Lemma 6.1.10 and Lemma 6.1.14 show that the statement is true if F is the field of rational functions of W.
6.2. Definition of Multiplicity. Let π : X × M → X be the projection. For a coherent sheaf E on M which is zero outside horospherical divisors, we can define its multiplicity at horospherical divisors as follows. Since M is a DeligneMumford stack by Corollary 6 of Section 3 of Chapter of [9] , we can choose ań etale surjective morphism q : M ′ → M where M ′ is a scheme. Choose Y to be an irreducible component of a horospherical divisor, and W to be an irreducible component of the inverse image of Y in M ′ . Let η denote the generic point of W. The local ring O M ′ ,η is a discrete valuation ring and q * E restricts to a torsion O M ′ ,η -module of finite length. We see that the length does not depend on the choice of M ′ and W, and we define it to be the multiplicity of E at Y, denoted by mult Y E . By Corollary 3.2.3, the zero morphism 0 → Rπ * F is a quasi-isomorphism on the complement of the horocycles. Since horocycles have positive codimension, by Theorem 3 of [8] , we get a canonical isomorphism det(Rπ * F )
where Y runs through all horospherical divisors. Since F is locally free, its direct image π * F is torsion free. By Corollary 3.2.3, π * F is zero on the complement of horocycles. Hence π * F = 0. So we get
6.3. Mittag-Leffler condition for automorphisms of modules.
Definition 6.3.1. Let (S n ) n≥1 be an inverse system of sets with respect to the natural order on positive integers. We say that it satisfies the Mittag-Leffler condition if for each for each n ≥ 1, there exists N ≥ n such that the images of S i and S j in S n coincide for all i, j ≥ N.
Lemma 6.3.2. If a inverse system of sets (S n ) n≥1 satisfies the Mittag-Leffler condition, and each S n is nonempty, then lim ← −n S n is nonempty.
Let A be a complete Noetherian local ring with maximal ideal m. Put A n = A/m n .
Let M be a finitely generated A-module and M n = M ⊗ A A n . Let G n be the group of automorphisms of M n . Then we have natural group homomorphisms G n+1 → G n for all n ≥ 1.
Lemma 6.3.3. The inverse system (G n ) n≥1 satisfies the Mittag-Leffler condition. In particular, lim ← −n G n is nonempty.
Proof. Let E n be the endomorphism algebra of M n . We have natural homomorphisms E n+1 → E n for all n ≥ 1. Since A is Noetherian and M n is finitely generated over A, E n has finite dimension over A/m. Hence E n is an Artinian A n -module. So the inverse system (E n ) n≥1 satisfies the Mittag-Leffler condition. For each n, let E ′ n be the image of E m in E n for sufficiently large m. We see that E ′ n is a subalgebra of E n , and the natural homomorphisms E ′ n+1 → E ′ n are surjective for all n ≥ 1. Let U n be the group of units of E ′ n . Then U n is a subgroup of G n , and the image of G m in G n is contained in U n for sufficiently large m.
Now it suffices to show that the homomorphism U n+1 → U n is surjective for each n ≥ 1. Let u n ∈ U n . We can find v n ∈ U n such that u n v n = 1. Since
This shows that u n+1 has a right inverse. Similarly, we can show that u n+1 has a left inverse. Thus u n+1 ∈ U n+1 .
6.4. Multiplicity at Horospherical Divisors. Choose a surjectiveétale morphism Proposition 6.4.1. We have isomorphisms where A w is the completion of the local ring of M ′ at w, and p w is the ideal of the restriction of W to Spec A w .
The statement is true if it is true when E is replaced by an extension. So we can assume F = E in Lemma 6.1.15. Thus we can pick an E-point w in U such that the shtuka F w over w satisfies F w /(F w ) I ∼ = B ⊗ E and (F w ) II = 0, where (F w ) I and (F w ) II are as in Proposition 2.2.3, i.e., (F w ) II is the maximal trivial subshtuka and F w /(F w ) I is the maximal trivial quotient shtuka.
Let m w be the maximal ideal of A w . Put A w,n = A w /m n w . Proposition 5.6.1 shows that when n ≥ q h 1 (B) , there exists an isomorphism
A w,n /a q i w,n where a w,n is the ideal of A w,n corresponding to H ♯ × P ♭ in loc. cit. By Lemma 6.3.3, we can choose the above isomorphisms so that they are compatible with respect to the homomorphisms A w,n+1 ։ A w,n . Now Artin-Rees lemma implies that 
Moreover, for any g, h ∈ GL − d (A), the natural isomorphism det
is compatible with the composition
Now we define f − : GL Lemma 7.3.1. Let G be a group and let G − be a subset G which forms a semigroup under the group structure of G. Suppose that for any g ∈ G, there exists u 1 , v 1 , u 2 , v 2 ∈ G − such that g = u 1 v −1
2 u 2 . Then any homomorphism from G − to a group H extends uniquely to a homomorphism from G to H. Let E be an algebraically closed field and let α, β : Spec E → X be two morphisms satisfying condition ( * ).
Let M denote the moduli stack of shtukas F of rank d over Spec E with zero α and pole β satisfying χ(F ) = 0. Let M all denote the moduli scheme of shtukas satisfying the same condition as M and equipped with structures of all levels compatible with each other.
Let Proof. The statement follows from Theorem 6.4.2 and functoriality of det in [8] .
The GL d (A)-equivariant structure in Section 7.3 induces a GL d (A) 0 -equivariant structure on L 0 . We obtain the following theorem. 
