Abstract. We present a finite-element approximation for the one-sided Stefan problem and the one-sided Mullins-Sekerka problem, respectively. The problems feature a fully anisotropic Gibbs-Thomson law, as well as kinetic undercooling. Our approximation, which couples a parametric approximation of the moving boundary with a finite-element approximation of the bulk quantities, can be shown to satisfy a stability bound, and it enjoys very good mesh properties, which means that no mesh smoothing is necessary in practice. In our numerical computations we concentrate on the simulation of snow crystal growth. On choosing realistic physical parameters, we are able to produce several distinctive types of snow crystal morphologies. In particular, facet breaking in approximately crystalline evolutions can be observed.
Introduction
Pattern formation during crystal growth is one of the most fascinating areas in physics and materials science. Furthermore, crystallisation is a fundamental phase transition, and a good understanding is crucial for many applications. In this paper we will concentrate on a mathematical model based on the one-sided Stefan and Mullins-Sekerka problems, for which we will introduce a new numerical method of approximation. The numerical solutions presented here are tailored for the description of snow crystal growth. However, we note that with minor modifications our approach can be used for other crystal growth scenarios (see [11] ), which in particular have applications in engineering as, for example, in the foundry industry.
The basic mathematical model for crystal growth involves diffusion equations in the bulk phases together with complex conditions at the moving boundary, which separates the phases. Depending on the application, either heat diffusion or the diffusion of a solidifying species has to be considered. If a pure, e.g. metallic, substance solidifies, then the basic diffusion equation is the heat equation for the temperature (see [31, 11] ), whereas for snow crystal growth the diffusion of water molecules in the air is the main diffusion mechanism (see [33] ). In the case that a binary metallic substance solidifies, then models involving both heat and species diffusion simultaneously, and which are coupled through the interface conditions, are considered, see e.g. [16] .
At the moving boundary a conservation law either for the energy or for the matter has to hold. In the case of heat diffusion, one has to take into account the release of latent heat through the well-known Stefan condition, which relates the velocity of the interface to the temperature gradients at the interface, the latter being proportional to the energy flux; see [31, 16, 11] . For snow crystal growth the continuity equation at the interface relates its velocity to the particle flux at the interface, which is given in terms of the gradient of the water molecule density. In conclusion, mathematically very similar conditions arise in both models.
Beside the above-discussed continuity equation, another condition has to be specified at the interface. In the case that heat diffusion is the main driving force in the bulk, thermodynamical considerations lead to the GibbsThomson law with kinetic undercooling at the interface; see [31, 16, 11] . This law relates the undercooling (or superheating) at the interface to the curvature and the velocity of the interface. In the case of snow crystal growth one has to consider a modified Hertz-Knudsen formula, which relates the supersaturation of the water molecules at the interface to the curvature and velocity of the interface; see e.g. equations (1) and (23) in [33] . The physics at the interface depends on the local orientation of the crystal lattice in space, and hence the parameters in the interface conditions discussed above are anisotropic. In particular, the corresponding surface energy density leads, through variational calculus, to an anisotropic version of curvature, which then appears in the moving boundary condition; see [23] . In addition, kinetic coefficients in the moving boundary condition will also, in general, be anisotropic.
In the numerical experiments in Section 5, we focus on snow crystal growth, where the unknown will be a properly scaled number density of the water molecules. However, straightforward modifications, e.g. choosing different anisotropies, allow our approach to apply in the context of other crystal growth phenomena. In addition, we note that our approach can be used for many other moving boundary problems; see e.g. [11] .
In earlier work, the present authors introduced a new methodology to approximate curvature-driven curve and surface evolution; see [6, 5, 8] . The method has the important feature that mesh properties remain good during the evolution. In fact, for curves semidiscrete versions of the approach lead to polygonal approximations, where the vertices are equally spaced throughout the evolution. This property is important, as most other approaches typically lead to meshes which deteriorate during the evolution and often the computation cannot be continued. The approach was first proposed for isotropic geometric evolution equations, but later the method was generalized to anisotropic situations, [7, 9] , and to situations where an interface geometry was coupled to bulk fields, [11] . In most cases it was even possible to show stability bounds. In [11] the two-sided Stefan and Mullins-Sekerka problems, as a model for dendritic solidification, were numerically studied. The physical parameters, such as the heat conductivity, had to be chosen the same in both phases, whereas in this paper we focus on the situation where diffusion can be restricted to the liquid or gas phase, respectively. Hence, we need to study a one-sided Stefan or Mullins-Sekerka problem. This has a significant impact on the numerical analysis, and it necessitates novel computational techniques; see e.g. Section 4.1 below. We remark that an anisotropic version of the one-sided Mullins-Sekerka problem is relevant for snow crystal growth; see [33] and [13] . This, and the fact that the anisotropy in snow crystal growth is so strong that nearly faceted shapes occur, makes this application a perfect situation in order to test whether our approach is suitable for one-sided models for solidification.
Before discussing our numerical approach and several phenomena, which we wish to simulate, we formulate the anisotropic one-sided Stefan and Mullins-Sekerka problem with the Gibbs-Thomson law and kinetic undercooling in detail. Let Ω ⊂ R d be a given domain, where d = 2 or d = 3. We now seek a time-dependent interface (Γ(t)) t∈[0,T ] , Γ(t) ⊂⊂ Ω, which for all t ∈ [0, T ] separates Ω into a domain Ω + (t), occupied by the liquid/gas, and a domain Ω − (t) := Ω \ Ω + (t), which is occupied by the solid phase. See Figure 1 for an illustration. For later use, we assume that (Γ(t)) t∈[0,T ] is a sufficiently smooth evolving hypersurface parameterized by x(·, t) : Υ → R d , where Υ ⊂ R d is a given reference manifold, i.e., Γ(t) = x(Υ, t). Then V := x t · ν is the normal velocity of the evolving hypersurface Γ, where ν is the unit normal on Γ(t) pointing into Ω + (t).
We now need to find a time-and space-dependent function u defined in the liquid/gas region such that u(·, t) : Ω + (t) → R and the interface (Γ(t)) t∈[0,T ] fulfill the following conditions:
where ∂Ω denotes the boundary of Ω. In addition, f is a possible forcing term, while Γ 0 ⊂⊂ Ω and u 0 : Ω + (0) → R are given initial data. We always assume that the solid region Ω − (t) is compactly contained in Ω. The unknown u is, depending on the application, either a temperature or a suitably scaled negative concentration. The orientation-dependent function β is a kinetic coefficient, γ is the anisotropic surface energy, and ϑ ≥ 0, K, λ, ρ, α, and a > 0 are constants whose physical significance is discussed in [11, 13] . For snow crystal growth (see [13] ), −u is a suitably scaled concentration with −u D being the scaled supersaturation.
It now remains to introduce the anisotropic mean curvature κ γ . One obtains κ γ as the first variation of an anisotropic interface free energy
where γ : R d → R ≥0 , with γ( p) > 0 if p = 0, is the surface free energy density which depends on the local orientation of the surface via the normal ν; and
The function γ is assumed to be positively homogeneous of degree one, i.e.,
where γ is the gradient of γ. The first variation of |Γ| γ is given by (see e.g. [23] and [9] )
2) where ∇ s . is the tangential divergence on Γ; i.e., we have in particular that d dt
We remark that in the isotropic case we have that 4) which implies that γ( ν) = 1; and so |Γ| γ reduces to |Γ|, the surface area of Γ. Moreover, in the isotropic case the anisotropic mean curvature κ γ reduces to the usual mean curvature, i.e., to the sum of the principal curvatures of Γ. In this paper we are interested in anisotropies of the form 5) where G ∈ R d×d , for = 1 → L, are symmetric and positive definite matrices. We note that (1.5) corresponds to the special choice r = 1 for the class of anisotropies 6) which has been considered by the authors in [11] . Numerical methods based on anisotropies of the form (1.6) have first been considered in [7] and [9] , and there this choice enabled the authors to introduce unconditionally stable fully discrete finite-element approximations for the anisotropic mean curvature flow, i.e., (1.1c) with a = 0, and other geometric evolution equations for an evolving interface Γ. Similarly, in [11] , the choice of anisotropies (1.6) leads to fully discrete approximations of the Stefan problem with very good stability properties. We note that the simpler choice r = 1, i.e., when γ is of the form (1.5), leads to a finite-element approximation with a linear system to solve at each time level; see (3.6a-c). In three space dimensions, the choice (1.5) only gives rise to a relatively small class of anisotropies, which is why the authors introduced the more general (1.6) in [9] . For the modelling of snow crystal growth, however, the choice (1.5) is sufficient, and we will stick to this case in the present paper, but we point out that using the method from [11] the approach in this paper can be easily generalized to the more general class of anisotropies in (1.6). We now give some examples for anisotropies of the form (1.5), which later on will be used for the numerical simulations in this paper. For the visualizations we will use the Wulff shape, [40] , defined by
Here we recall that the Wulff shape W is known to be the solution of an isoperimetric problem; i.e., the boundary of W is the minimizer of | · | γ in the class of all surfaces enclosing the same volume; see e.g. [20] .
for ε > 0. Then a hexagonal anisotropy in R 2 can be modelled with the choice 8) where R(θ) denotes a clockwise rotation through the angle θ, and θ 0 ∈ [0, π 3 ) is a parameter that rotates the orientation of the anisotropy in the plane. The Wulff shape of (1.8) for ε = 0.01 and θ 0 = 0 is shown in Figure 2 . In order to define anisotropies of the form (1.5) in R 3 , we introduce the rotation matrices
is one such example, where θ 0 ∈ [0, π 3 ) again rotates the anisotropy in the x 1 -x 2 plane. The anisotropy (1.9) has been used by the authors in their numerical simulations of anisotropic geometric evolution equations in [9, 12, 10] , as well as for their dendritic solidification computations in [11] . Its Wulff shape for ε = 0.01 is shown on the left of Figure 3 .
A small modification of (1.9), which is more relevant for the simulation of snow flake growth, is
Its Wulff shape for ε = 0.01 is shown on the right of Figure 3 . We note that the Wulff shape of (1.10), in contrast to (1.9), for ε → 0 approaches a prism where every face has the same distance from the origin. In other words, for (1.10) the surface energy densities in the basal and prismal directions are the same. We remark that if W 0 denotes the Wulff shape of (1.10) with ε = 0, then the authors in [30] used the scaled Wulff shape 1 2 W 0 as the building block in their cellular automata algorithm. In addition, we observe that the Figure 4 . Scaled Wulff shape for the approximation of (1.11) with γ TB = 1 (left) and γ TB = 0.1 (right) for ε = 10 −2 .
choice (1.10) agrees well with data reported in e.g. [35, p. 148] , although there the ratio of basal to prismal energy is computed as γ B /γ P ≈ 0.92 < 1.
In addition, we consider an example of (1.5), where L = 2 and
, so that it approximates for small ε the anisotropy
as considered in e.g. [25] . See Figure 4 , where we show its Wulff shape for γ TB = 1 and γ TB = 0.1 for ε = 10 −2 . We note the Wulff shape of (1.11) is given by a cylinder with basal radius one and height 2 γ TB . Hence its ratio of height to basal diameter is γ TB . More examples of anisotropies of the form (1.6) can be found in [7, 9, 12] . Let us briefly discuss why the novel way that we deal with the anisotropy makes it possible to compute evolution equations resulting from nearly crystalline surface energies, i.e., when the Wulff shape has sharp corners and flat parts. Energies of the form (1.8) and (1.9) have as building blocks simple quadratic expressions, and for ε close to zero they reduce to crystalline surface energies. It is now possible to discretize these energies, such that the resulting discrete equations are linear and such that they allow for a stability bound; compare Theorem 3.1 below and [7, 9] . Stability bounds for nearly crystalline energies are very difficult to obtain. The fact that we obtain stability bounds for small ε, and hence nearly crystalline energies, together with the good mesh properties of our discrete approximation of the interface enable us to perform numerical computations in situations which involve nearly crystalline surface energies. In this context let us mention that the good mesh quality results from a tangential redistribution of the mesh, where the tangential velocity arises naturally from the discretization of a variational formulation of (1.2). Figure 5 . The Nakaya diagram illustrates which snow crystal forms appear at different temperatures and supersaturations. This figure is taken from [33] .
Crystal growth in general, and snow crystal growth in particular, is a highly anisotropic mechanism. In snow crystal growth the morphologies that appear depend strongly on the environment and, in particular, on the temperature and the supersaturation, which influence the values of α and u D , respectively, in (1.1a-e). This can be seen in the famous Nakaya diagram; see Figure 5 . Depending on these parameters, either solid prisms, needles, thin plates, hollow columns or dendrites appear in snow crystal growth. The anisotropy of the surface energy can be responsible for the hexagonal symmetry, but probably also an anisotropic β has an influence on the shapes appearing in snow crystal growth; see e.g. [33] and [41] . Depending on the size of the crystal, either the kinetic anisotropy or the anisotropy in the surface energy dominates; see [42] or [32] . It is one of the goals of this paper to study the influence of the anisotropies in β and γ on the growth morphologies. It was discussed in [33] that the kinetic coefficient can vary drastically between the directions of the two basal hexagonal facets and the directions of the six prismal facets. Depending on the environmental conditions either flat crystals or column crystals appear; see Figure 5 .
A derivation of the set of equations (1.1a-e) can be found in [31] and [16] . The evolution of interfaces driven by anisotropic curvature has been studied by many authors, and we refer to [23] for an overview. For the full problem (1.1a-e), to the knowledge of the authors, no existence result seems to be known, although there are results for two-sided variants; see [34] in the isotropic case and [21] in the anisotropic case. We remark that also cases where the Wulff shape is crystalline have been studied. In this case nonlocal curvature quantities have to be considered, and the geometric equation (1.1c) for the interface is of singular diffusion type. Then local existence to (1.1a-e) has been obtained for anisotropies where the Wulff shape is a prism with polygonal base, for a restricted class of Γ 0 and on assuming that no facet bending or facet breaking occurs; see [28, 29] . In addition, it was shown in [25] that self-similar solutions for (1.1a-e) exist in a situation where the Wulff shape is a cylinder. We will attempt to compute such self-similar solutions in Section 5.
In snow crystal growth often flat parts appear, and in some cases they become unstable and break; see Figure 5 , [33] and [27] . Only recently have researchers studied facet breaking from a mathematical point of view. The three-dimensional case has been considered in [15] and [22] for geometrical evolution equations-see also the numerical studies in [9] . A full crystalline model of solidification facet breaking has, so far, only been studied analytically in [26] and numerically in [11] . Clearly from the Nakaya diagram, facet breaking is an important issue in snow crystal growth, and we will study this aspect numerically in Section 5.
Numerical approaches for dendritic solidification that are based on the Stefan problem with the Gibbs-Thomson law are often restricted to two space dimensions; see e.g. [42, 38] and [3] , where in the latter article the coupling to a fluid flow is also considered. The first implementations in three space dimensions are due to Schmidt (see [36, 37] ), and the present authors later proposed a stable variant of Schmidt's approach which could also handle the anisotropy in a more physically rigorous way; see [11] . We also would like to refer to the fascinating results on snow crystal growth, which were established in [30] , using a cellular automata model. They were able to compute a large variety of forms, which resemble snow crystals in nature, even though the overall approach does not stem from basic physical conservation laws and it is difficult to relate its parameters to physical quantities.
The outline of this paper is as follows. In Section 2 we introduce a weak formulation of the one-sided Stefan problem and the one-sided MullinsSekerka problem, which we consider in this paper. Based on this weak formulation, we then introduce our numerical approximation of these problems in Section 3. In particular, on utilizing techniques from [11] , we derive a coupled finite-element approximation for the interface evolution and the diffusion equation in the bulk. Moreover, we show well-posedness and stability results for our numerical approximation. Solution methods for the discrete equations and implementation issues are discussed in Section 4. In addition, a non-dimensionalization of a model for snow crystal growth from [33] , which allows us to derive physically relevant parameter ranges, is recalled in Section 5.1. Finally, we present several numerical experiments, including simulations of snow crystal formations in three space dimensions, in Section 5.
Weak formulation
In this section we state a weak formulation of the problem (1.1a-e) and derive a formal energy bound. Recall that ϑ ≥ 0 and K, λ, ρ, α, a > 0 are physical parameters that are discussed in more detail in [11] and in [13] .
We introduce the function spaces
In addition, we define
, where we recall that Υ is a given reference manifold. A possible weak formulation of (1.1a-e), which utilizes the novel weak representation of κ γ ν introduced in [9] , is then given as follows. Find time-dependent functions u, x, and κ γ such that u(·, t) ∈ S D,+ (t), x(·, t) ∈ V , κ γ (·, t) ∈ W , and
hold for almost all times t ∈ (0, T ], as well as the initial conditions (1.1e).
We note that, for convenience, we have adopted a slight abuse of notation in (2.1a-c). Here, and throughout this paper, we will identify functions defined on the reference manifold Υ with functions defined on Γ(t). In particular, we identify v ∈ W with v • x −1 on Γ(t), where we recall that Γ(t) = x(Υ, t), and we denote both functions simply as v. For example, x ≡ id is also the identity function on Γ(t). In addition, we have introduced the shorthand notation ∇ G s ·, ∇ G s · γ for the inner product defined in [9] . In particular, on recalling (1.5), we define the symmetric positive-definite matrices G with the associated inner products (·, ·) G on R d by
Then we have that
} being an orthonormal basis with respect to the G inner product for the tangent space of Γ(t); see [9] for further details.
Assuming, for simplicity, that the Dirichlet data u D is constant, we can establish the following formal a priori bound. Choosing
, and η = α λ a x t in (2.1c) we obtain, on using the identities
with L d denoting the Lebesgue measure in R d (see e.g. [18] ) and
(see [9] ), that d dt
where | · | Ω + denotes the L 2 -norm on Ω + (t). In particular, the bound (2.5) for ϑ > 0 gives a formal a priori control on u and Γ(t) only if V ≥ 0, i.e., when the solid region is not shrinking. 
Finite-element approximation
Let K m Ω be the number of nodes of T m , and let
be the standard basis functions for 
j=1 be the standard basis functions for S m 0 . The parametric finite-element spaces in order to approximate x and κ γ in (2.1a-c), are defined as follows. Similarly to [8] , we introduce the following discrete spaces, based on the seminal paper [19] 
where , and similarly π m :
. Throughout this paper, we will parameterize the new closed surface Γ m+1 over Γ m , with the help of a parameterization X m+1 ∈ V (Γ m ), i.e., Γ m+1 = X m+1 (Γ m ). Moreover, for m ≥ 0, we will often identify X m with id ∈ V (Γ m ), the identity function on Γ m .
For scalar and
we introduce the L 2 inner product ·, · m over the current polyhedral surface Γ m as follows:
Here and throughout this paper, · ( * ) denotes an expression with or without the superscript * , and similarly for subscripts. If v and w are piecewise continuous, with possible jumps across the edges of {σ m j } 
where we have assumed that the vertices { q m j k } d k=1 of σ m j are ordered such that ν m : Γ m → R d induces an orientation on Γ m , and such that ν m points into Ω m + . Before we can introduce our approximation to (2.1a-c), we have to introduce the notion of a vertex normal on Γ m . We will combine this definition with a natural assumption that is needed in order to show existence and uniqueness, where applicable, for the introduced finite-element approximation.
Then we further assume that
Given the above definitions, we also introduce the piecewise-linear vertex normal function
and note that
Following [4] , we consider the following unfitted finite-element approximation of (2.1a-c). First we need to introduce the appropriate discrete trial and test function spaces. To this end, let Ω (3.5)
Our finite-element approximation is then given as follows. Let Γ 0 , an approximation to Γ(0), and, if
and set Γ m+1 = X m+1 (Γ m ). Here we define
and, in a similar fashion,
For later use we note that it follows immediately from (3.5) and (3.7a) that
In addition, we set f m+1 (·) := f (·, t m+1 ), where we assume for convenience that f is defined on Ω. In addition, for ϑ > 0,
, where u 0 ∈ C(Ω) is an appropriately defined extension to Ω of the given initial data from (1.1e).
Moreover, ∇ G s ·, ∇ G s · γ,m in (3.6c) is the discrete inner product defined by
Note that (3.9) is a natural discrete analogue of (2.2); see [9] for details. This choice of discretization will lead to unconditionally stable approximations in certain situations; see Theorem 3.1, below.
Remark 3.1. We note that for ϑ > 0 the approximation (3.6a-c) is only meaningful when the discrete solid region does not shrink. To see this, assume that the discrete solid region shrinks at some time step, so that
0,+ , which means that the node p m j is an active node in S m 0,+ , but was inactive in S
Here the value U m ( p m j ) = 0 is arbitrary, and has no physical meaning. Crucially, however, this value will play a role on the discrete level, since choosing ϕ = φ m j in (3.6a), and noting that (φ m j , φ m j ) h m,+ > 0, means that U m+1 will depend on U m ( p m j ). In practice this technical restriction is not very relevant, since in physically meaningful simulations the solid region typically never shrinks. Here we also recall that the formal energy bound (2.5), for ϑ > 0, is also only meaningful, when the solid region is not shrinking. 
Proof. As the system (3.6a-c) is linear, existence follows from uniqueness. In order to establish the latter, we consider the following system: (3.12b) , and η = α λ a X in (3.12c) yields, on noting (3.4), that
It immediately follows from (3.13) and (3.8) that U = 0 ∈ S m 0,+ . In addition, on recalling that α, λ > 0, it holds that X ≡ X c ∈ R d . Together with (3.13), for U = 0, and the assumption (A) this immediately yields that X ≡ 0, while (3.12b) with χ = κ γ implies that κ γ ≡ 0; compare Theorem 3.1 in [9] . Hence there exists a unique solution (U m+1 , X m+1 , κ m+1
It remains to establish the bound (3.11). Let X A denote the characteristic function of a set A.
and hence (3.11) follows immediately, where we have used the result that
see e.g. [7] and [9] for the proofs for d = 2 and d = 3, respectively.
The above theorem allows us to prove unconditional stability for our scheme under certain conditions. 
Proof. The result immediately follows from (3.11) on noting that, if ϑ > 0, it follows from our assumptions that , on the other hand, is ensured whenever the discrete solid region is not shrinking. This is in line with the corresponding continuous energy law (2.5). Note also that the condition U m ∈ S m D,+ would be too strong, as in physically meaningful computations the solid region grows, and so the condition would enforce that U m = 0 at vertices which are now in the solid region, but were degrees of freedom in S m−1 D,+ . In the simpler case that ϑ = 0, the stability bound (3.11) is independent of U m , and so here the stability bound (3.14) holds for arbitrary choices of bulk meshes T m . Remark 3.3. With the techniques introduced in this paper, it is a simple matter to extend the finite-element approximation introduced in [11] for the two-sided Stefan problem with constant heat conductivity K = K s = K l to the case K s −K l = 0, where we have adopted the notation from [11, (2.1a-e)]. Here the subscripts s and l refer to the solid and liquid phase, respectively.
Our finite-element approximation for this problem is then given as follows. 
Solution of the discrete system
Introducing the obvious abuse of notation, the linear system (3.6a-c) can be formulated as follows:
here denote the coefficients of these finite-element functions with respect to the standard bases of S m , W (Γ m ), and V (Γ m ), respectively. The definitions of the matrices in (4.1) directly follow from (3.6a-c), but we state them here for completeness.
Then, on recalling (3.2), we have that
where
Clearly, the matrix A Ω will in general be singular. In particular, it will have zero diagonal entries for every vertex p m j ∈ Ω m,h − . Hence we enforce U m+1 ∈ S m D,+ by setting
i.e., we replace zero diagonal entries by 1. The assembly of the matrices in (4.2), apart from A Ω , is described in [11, Section 4]. The assembly of A Ω , and in particular the possible definitions of the region Ω m,h + , will be discussed in Section 4.1 below. The linear system (4.1) can be efficiently solved with iterative solvers applied to a Schur complement formulation; see [11] for details. For completeness we state that for the application of preconditioners and for the solution of subproblems we make use of the packages LDL and AMD; see [17, 1] . 4.1. Definition of the discrete liquid/gas region. We now discuss possible choices of Ω m,h + in (3.5) and (3.7a,b). To this end, we partition the elements of the bulk mesh T m into liquid/gas, solid, and interfacial elements as follows. Let 
(4.8b) was used in [3] for a two-sided Stefan problem with nonvanishing heat conductivity coefficients. We note that for the one-sided situation considered in this paper, the strategy (4.8b) does not make sense, as it dramatically affects the accuracy of the approximation U m+1 on Γ m . An alternative approach is the choice 
Numerical results
We implemented our finite-element approximation (3.6a-c) within the framework of the finite-element toolbox ALBERTA; see [39] . We use the bulk mesh and parametric mesh refinement strategies introduced in [11, Section 5] . Here the bulk mesh adaptation algorithm, which was inspired by a similar strategy proposed in [14] and [2] − . Of course, the definitions (3.5) mean that this has no effect on the numerical results. Moreover, the parametric mesh refinement uses bisections in order to avoid elements getting too large over time. We stress that apart from this simple mesh refinement, no other changes were performed on the parametric mesh in any of our simulations. In particular, no mesh smoothing (redistribution) was required.
Throughout this section we use (almost) uniform time steps, in that τ m = τ , m = 0 → M − 2, and τ M −1 = T − t m−1 ≤ τ . Unless otherwise stated we set Ω = (−H, H) d with H = 4. Similarly, unless otherwise stated, we always employ the strategy (4.8a) for the computation of Ω m,h + . The initial interface Γ(0) is always a circle/sphere of radius R 0 ∈ (0, H) around the origin. For the Stefan problem, i.e., if ϑ > 0, we set
unless a true solution u is given. For later purposes, we define
and similarly for U .
5.1.
Non-dimensionalization of a model for snow crystal growth. An aim of this paper is to be able to perform computations for the growth of snow crystals with realistic parameters and on physically relevant length and time scales. Upon non-dimensionalizing the continuum model for snow crystal growth from [33] , it turns out that (1.1a-c) with
is a physically realistic model. Here the typical length scale is 100 µm, typical time scales vary from 100 s to 1300 s, −u denotes a scaled concentration of water vapour in the gas phase, and −u D is a scaled supersaturation. We refer to [13] for more details on the physical interpretation of these parameters. i . An example of how the discrete interface Γ 0 cuts the bulk mesh T 0 is shown in Figure 6 .
The numerical results are shown in Table 1 , where we observe that the strategies (4.8c,d) produce far smaller errors than (4.8a,b). However, as we will see in the subsequent convergence experiments, this does not seem to have an influence on the overall approximation error for the underlying solutions u and Γ.
For completeness, we repeat the same experiments for d = 3, where now N f = 2 6+i , N c = 4 i , and Table 2 . Ω = (−4, 4) 3 . Approximation error vol( Table 3 . Ω = (−4, 4) 2 and T = 1. Convergence test for (5.3) with (4.8a). Table 4 . Ω = (−4, 4) 2 and T = 1. Convergence test for (5.3) with (4.8c) and (4.8d).
one-sided Stefan problem (1.1a-e), in the case of the isotropic surface energy (1.4). Here we adapt the following expanding circle/sphere solution for the two-phase Stefan problem in [11, (6.5) ], where the radius of the circle/sphere is given by r(t), and so Ω + (t) = Ω \ B r(t) (0). Assume that ϑ = K = λ = ρ = α = a = 1 and let
Then it is easy to see that on letting
the solution u to (1.1a-e), with u D in (1.1d) replaced by u | ∂ D Ω , is given by the restriction to Ω + (t) of Table 3 . Here
due to the growth of the interface.
In addition, we use the convergence experiment in order to compare the different strategies (4.8c) and (4.8d). See Table 4 , where we present the same computations as in Table 3 , but now for (4.8c) and (4.8d). For the new results we omit the additional mesh statistics, as they are very similar to the results for (4.8a) shown in Table 3 .
We also compare the numbers in Tables 3 and 4 with the corresponding errors for the approximation from [11] for the two-phase Stefan problem (see (2. 1a-e) in [11] ), with the same choice of parameters. Note that u(·, t) : Ω → R as defined in (5.3) then is the desired true solution. The corresponding errors, where Table 5 . Table 5 . Ω = (−4, 4) 2 and T = 1. Convergence test for the two-phase Stefan problem. Table 6 . Ω = (−4, 4) 3 and T = 0.1. Convergence test for (5.3) with (4.8a).
Similarly to Table 3 , we perform a convergence test for the solution Table 6 .
In addition, we use the convergence experiment in order to compare the different strategies (4.8c) and (4.8d). See Table 7 , where we present the same computations as in Table 6 , but now for (4.8c) and (4.8d).
We also compare the numbers in Tables 6 and 7 with the corresponding errors for the approximation from [11] for the two-phase Stefan problem with the same choice of parameters. The corresponding errors can be seen in Table 8 .
5.2.2.
One-sided Mullins-Sekerka problem. We start with a comparison of our algorithm (3.6a-c) for the following exact solution to the one-sided Mullins-Sekerka problem (1.1a-e) with ϑ = 0, in the case of the isotropic Table 7 . Ω = (−4, 4) 3 and T = 0.1. Convergence test for (5.3) with (4.8c) and (4.8d). Table 8 . Ω = (−4, 4) 3 and T = 0.1. Convergence test for the two-phase Stefan problem.
surface energy (1.4). Here we use the following expanding circle/sphere solution, where the radius of the circle/sphere is given by r(t). Assume that ϑ = 0, K = λ = ρ = α = a = 1, and f = 0, and let r(t) = (r 2 (0) + 2 t)
Then it is easy to see that the solution u to (1.1a-e), with u D in (1.1d) replaced by u | ∂ D Ω , is given by the restriction to Ω + (t) of Table 9 .
In addition, we use the convergence experiment in order to compare the different strategies (4.8c) and (4.8d). See Table 10 , where we present the same computations as in Table 9 , but now for (4.8c) and (4.8d).
We also compare the numbers in Tables 9 and 10 with the corresponding errors for the approximation from [11] for the two-phase Mullins-Sekerka Table 9 . Ω = (−4, 4) 2 and T = 1. Convergence test for (5.4) with (4.8a). Table 10 . Ω = (−4, 4) 2 and T = 1. Convergence test for (5.4) with (4.8c) and (4.8d).
problem with the same choice of parameters, when the function u(·, t) : Ω → R from (5.4) is the desired true solution. The corresponding errors can be seen in Table 11 . Table 11 . Ω = (−4, 4) 2 and T = 1. Convergence test for the two-phase Mullins-Sekerka problem.
Similarly to Table 9 , we perform a convergence experiment for the true solution (5.4) to the one-sided Mullins-Sekerka problem, now for d = 3, leaving all the remaining parameters fixed as before. To this end, for i = 0 → 3, we Table 12 . Table 12 . In addition, we use the convergence experiment in order to compare the different strategies (4.8c) and (4.8d). See Table 13 , where we present the same computations as in Table 12 , but now for (4.8c) and (4.8d). We also compare the numbers in Tables 12 and 13 with the corresponding Table 13 . Ω = (−4, 4) 3 and T = 0.1. Convergence test for (5.4) with (4.8c) and (4.8d).
errors for the approximation from [11] for the two-phase Mullins-Sekerka problem with the same choice of parameters. The corresponding errors can be seen in Table 14 .
What all of the numerical results in Tables 3-14 reveal is that the three strategies (4.8a,c,d) all behave very similarly in practice, with the simple strategy (4.8a) surprisingly showing the smallest errors in general. This, combined with the fact that implementing this strategy requires the fewest computational steps, means that from now on we will always use (4.8a) in our experiments. Lastly we note that also in the anisotropic setting the different strategies (4.8a,c,d) perform very similarly. For example, when we Table 14 . Ω = (−4, 4) 3 and T = 0.1. Convergence test for the two phase Mullins-Sekerka problem. compared the numerical simulations in Figure 8 , below, for the two strategies (4.8a) and (4.8c), the numerical results were virtually identical.
5.3.
Crystal growth simulations for d = 2. Throughout this subsection we use the parameters in (5.2) and γ = γ hex defined by (1.8) with ε = 0.01 and θ 0 = π 12 . We use this rotation of the anisotropy γ hex , so that the dominant growth directions are not exactly aligned with the underlying finite-element meshes T m . For the kinetic coefficient we usually set β = γ. Moreover, the radius of the initial crystal seed Γ(0) is always chosen to be R 0 = 0.05.
We begin with a value of u D = −0.004. The results are shown in Figure 7 . We also show the same experiment for β = 1; see Figure 8 . We observe that for this experiment, the kinetic coefficient β appears to have hardly any influence on the growth of the crystal. Moreover, we can observe that the initially circular crystal seed almost immediately assumes a shape that is favoured by the anisotropy γ, i.e., a shape that is close to the Wulff shape. This shape then expands at first in a self-similar fashion, before dendritic arms start to grow at the vertices of the shape. In order to underline the different effects of γ and β, we compare the results in Figure 8 with an experiment where we reverse the choices of γ and β; i.e., we choose an isotropic surface energy density γ = γ iso as in (1.4), while the kinetic coefficient is defined by β = γ hex ; recall (1.8). The numerical results for this experiment can be seen in Figure 9 .
Before we look at experiments with larger values of |u D |, we present the results for a run with u D = −0.004, but now run on the larger domain Ω = (−8, 8) 2 and until the later time T = 2500. See Figure 10 for the results, where the different effects of γ and β are once again visible. In fact, the results for the isotropic surface energy γ = γ iso seem to indicate that the orientation of the underlying finite element mesh has a larger influence on the directions, in which the unstable interface grows, than the kinetic coefficient β = γ hex itself. To confirm this interpretation, we present a further comparison. This time, we choose all coefficients as isotropic, so that γ = γ iso and β = 1. The corresponding result is shown on the right of Figure 10 . Once again it appears that the role that β plays here is insignificant. We observe that in the case that γ is isotropic a tip-splitting instability occurs.
In the next experiment, we set u D = −0.01 for γ = β = γ hex . The results are shown in Figure 11 , and we observe that a larger supersaturation enhances the unstable behaviour. In the next experiment, we set u D = −0.04. The results are shown in Figure 12 . The distribution of U at time t = 40 can be seen in Figure 13 . Here we note that, according to the definitions (3.5), in these plots U is set to zero inside the solid phase. As a comparison, we repeat the same experiment as in Figure 13 now for (i) the one-sided Stefan problem, (ii) the two-sided Mullins-Sekerka problem, and (iii) the two-sided Stefan problem with ϑ = 1 for the Stefan problems. Note that for (ii) and (iii) we employ the finite-element approximation from [11] , while for (i) we use (3.6a-c) with ϑ = 1. The corresponding plots are shown in Figures 14-16 . We observe that the difference between the onesided and the two-sided problems is not very pronounced, but one notices that the sidearms in the two-sided problems grow more slowly due to the fact that diffusion into the crystal is possible.
In We note that in practice, similarly to the two-dimensional results in Figures 7  and 8 , there was hardly any difference between the numerical results for a kinetic coefficient β that is isotropic in the x 1 -x 2 plane, such as β flat and β tall , and one that is anisotropically aligned to the surface energy density, such as e.g. β = β flat γ. Hence in all our experiments we always choose coefficients β that are isotropic in the x 1 -x 2 plane, e.g. that the kinetic coefficient seems to be responsible for the fact whether solid prisms or thin plates grow; see also the Nakaya diagram in Figure 5 and [33] . More details of the evolution for the simulation in Figure 20 are given in Figure 21 . A continuation of the evolution shown in Figure 21 , now on the larger domain Ω = (−8, 8) 3 , can be seen in Figure 22 , where the onset of dendritic growth can be observed. An experiment for u D = −0.002 and β = β tall,1 can be seen in Figure 23 , where a solid prism grows. An experiment for u D = −0.008 and β = β tall,2 can be seen in Figure 24 . In this case the basal facets break, leading to hollow columns; see Figure 5 and [26] .
An experiment for u D = −0.02 and β = β flat,3 can be seen in Figure 25 . In this case the prism facets break, leading to capped columns which also can be observed in nature; see [33] .
An experiment for u D = −0.02 and β = β flat,3 , but for the anisotropy γ defined by with ε = 0.01 and θ 0 = π 12 can be seen in Figure 26 . This leads to a geometrically more complicated breaking of the prismal facets. These can also be observed in nature, and they are called hollow plates; see [33] . We also performed simulations varying β in time. This is realistic as a growing snow crystal falls to the earth through changing weather conditions, which influence the governing parameters, e.g. via the temperature. In the first such example, we choose Results for these choices of β and for u D = −0.004 can be seen in Figure 27 . The shapes in Figure 27 can also be observed in nature, and they are called scrolls on plates. The remaining numerical experiments are for the cylindrical anisotropy (1.11) with ε = 10 −2 ; recall Figure 4 . The first case is for γ TB = 1, u D = −0.004, and β = β tall,1 , and the results, which show facet breaking both in the basal and prismal directions, can be seen in Figure 28 . Some plots of the concentration are shown in Figures 29 and 30 , where Berg's effect (see e.g. [24] ) can clearly be seen; i.e., U increases towards the centre of the basal face before facet breaking occurs. For the anisotropy (1.11) it is of interest to find for what value of γ TB the evolution of (1.1a-e) with ϑ = 0, K = 1, λ = 1, ρ = 1, α = 1, a = 1, β = γ, f = 0 (5.8)
is self-similar. For example, in [25] it was shown that there exists a value γ TB > 0 for which this is the case. Numerically this can be checked by starting this flow with a scaled Wulff shape (or a shape close to that), and then to observe whether the height-to-basal-diameter ratio of the evolving approximate cylinder converges to γ TB . In practice we choose Γ(0) to be a cylinder with basal radius R 0 = 0.1 and a height/basal diameter ratio of γ TB . In order to obtain the desired sign for V, i.e., for an expanding evolution, we set u D = −21 in (1.1d) . For the domain Ω we choose Ω = (−8, 8) 3 .
In practice we appear to obtain a value for self-similarity for some γ TB ∈ [0.92, 0.93], although the precise value seems to depend on the resolution of the bulk mesh. In Figure 31 we plot some results for an experiment with γ TB = 0.925, while in Figure 32 we show the evolution of the ratio of interest for two experiments with γ TB = 0.92 and γ TB = 0.925, respectively. These results seem to indicate that there exists a value γ TB close to γ TB = 0.92 for which the evolution of (1.1a-e) with (5.8) and (1.11) is self-similar.
Conclusions
We have presented a fully practical finite-element approximation for onesided Mullins-Sekerka and Stefan problems with anisotropic Gibbs-Thomson rigorous thermodynamical principles and balance laws. To our knowledge, the numerical results presented in this paper are the first simulations of snow crystal growth that are based on such a rigorous, physically motivated model. In our numerical simulations of snow crystal growth in three space dimensions, we were able to produce a significant number of different types of snow crystals. In particular (recall Figure 5) , we obtained results that resemble solid plates, solid prisms, hollow columns, dendrites, capped columns, and scrolls on plates. Also, facet breaking in the moving-boundary problems computed have been observed in cases with nearly crystalline anisotropic energies; see also [26] for theoretical predictions of facet breaking. We therefore believe that the results presented here may help to understand the different factors that play a role in the shaping of snow crystals in the real world.
Producing more complicated dendritic shapes in three space dimensions, with complicated substructures such as steps and ridges, as in e.g. [33, Figure 1] , or as in the beautiful simulations in [30] , which were obtained with a cellular automata algorithm, would need a much higher computational cost when computed with the help of a discretized moving-boundary problem for a diffusion equation. The main reason is that the highly detailed and irregularly structured surface of snow flakes (see e.g. Figure 1 (c) in [33] ) would need to be accurately captured with a triangulated surface Γ m , say. On this surface, a second-order partial differential equation then needs to be solved, which is coupled to a PDE in the bulk. The necessary resolutions for both meshes, as well as the involved computational effort to solve the linear systems arising from (3.6a-c), mean that on currently available computer hardware those kind of computations cannot be performed.
Nevertheless, it is our belief that the numerical methods presented here, combined with suitable randomizations and fluctuations of physical parameters together with sophisticated computing equipment, should be able to produce all the possible variations of realistic snow crystals. In addition, we believe that the computations presented in this paper are the most accurate and complex which have been computed so far with the help of a Stefan or Mullins-Sekerka problem with hexagonal symmetry.
