A Reinforcement Learning Approach for Fast Frequency Control in
  Low-Inertia Power Systems by Stanojev, Ognjen et al.
A Reinforcement Learning Approach for Fast
Frequency Control in Low-Inertia Power Systems
Ognjen Stanojev˚, Ognjen Kundacina:, Uros Markovic˚, Evangelos Vrettos;, Petros Aristidou§, Gabriela Hug˚˚ EEH - Power Systems Laboratory, ETH Zurich, Switzerland: Department of Power, Electronic and Communications Engineering, University of Novi Sad, Serbia; Swissgrid AG, Laufenburg, Switzerland§ Department of Electrical Engineering, Computer Engineering and Informatics, Cyprus University of Technology, Cyprus
Abstract—The electric grid is undergoing a major transition
from fossil fuel-based power generation to renewable energy
sources, typically interfaced to the grid via power electronics. The
future power systems are thus expected to face increased control
complexity and challenges pertaining to frequency stability due
to lower levels of inertia and damping. As a result, the frequency
control and development of novel ancillary services is becoming
imperative. This paper proposes a data-driven control scheme,
based on Reinforcement Learning (RL), for grid-forming Voltage
Source Converters (VSCs), with the goal of exploiting their
fast response capabilities to provide fast frequency control to
the system. A centralized RL-based controller collects generator
frequencies and adjusts the VSC power output, in response
to a disturbance, to prevent frequency threshold violations.
The proposed control scheme is analyzed and its performance
evaluated through detailed time-domain simulations of the IEEE
14-bus test system.
Index Terms—reinforcement learning, voltage source converter,
frequency control, low-inertia systems
I. INTRODUCTION
The energy sector is in the midst of a fundamental transition
reflected in the large-scale integration of Renewable Energy
Sources (RES) and the subsequent phase-out of some of
the conventional Synchronous Generators (SGs). The shift
in generation technology poses new challenges to power
system operation due to lower levels of rotational inertia
and damping in the system [1]. Larger frequency deviations
and higher Rate-of-Change-of-Frequency (RoCoF) following
a disturbance are thus expected, which can in turn lead to
triggering Under Frequency Load Shedding (UFLS) relays and
consequent disruptions in the power supply. A new ancillary
service - Fast Frequency Control (FFC) - has been proposed
in several frequency control areas to meet the upcoming grid
challenges [2]. Such service can effectively reduce frequency
deviations and RoCoF during contingencies by utilizing the
available flexibility of fast-responding units.
Grid-forming Voltage Source Converters (VSCs) with ad-
ditional battery storage belong to the most suitable unit
types for FFC provision due to their fast ramp rates and
low response times. Current FFC strategies for grid-forming
VSCs primarily focus on Virtual Synchronous Machine (VSM)
[3] and droop-based control techniques [4] which emulate
frequency-power dynamics of synchronous machines. More-
over, the performance of basic VSM and droop controllers
can be improved through adaptive parameter (i.e., inertia and
damping) tuning [5]–[7] or adjustment of controller setpoints
[8]–[10]. In particular, an online optimization algorithm is
used in [5], a linear quadratic regulator in [6] and a neural
predictive control scheme in [7] to continuously search for
optimal parameters during the operation of the VSM. Even
though a more efficient limitation of frequency excursions
was demonstrated, the inclusion of all relevant operational
constraints in the control remains a challenge. The studies
in [8]–[10] employ Model Predictive Control (MPC) methods
[11] to incorporate all control requirements within a single
formulation and to produce optimal setpoint adjustments for
droop or VSM controllers. Nevertheless, the drawbacks of
MPC approaches lie in high computational costs as the opti-
mization needs to be solved online, as well as in considerable
observability requirements.
The recent research efforts in Reinforcement Learning (RL)
[12] open possibilities for controllers to learn a goal-oriented
control law from interactions with a (partially) observable
system or its simulation model. Compared to MPC methods,
a low online computational effort is required as the optimal
control action is obtained by evaluating a function approxi-
mator or a look-up table. However, stability and performance
certificates are harder to obtain [13]. In the domain of power
system frequency control, RL methods have previously been
considered solely for load frequency control [14], [15] and
frequency containment [16], with a detailed survey available in
[17]. In most works [15], [16], the control action is discretized
to allow the use of Q-Learning algorithms which in turn might
lead to inaccurate control decisions.
This work develops a centralized RL-based algorithm for
FFC that can be integrated as an additional layer to the VSM or
droop-based VSC control schemes. It is activated in the events
of large active power disturbances, as the last control measure
before triggering the UFLS relays. The proposed controller
aims to find the optimal adjustment of converters’ active power
setpoints to keep the frequency nadir and RoCoF within safe
operating limits. The optimal control is designed in a data-
driven fashion using the Deep Deterministic Policy Gradient
(DDPG) algorithm, which is a model-free RL method suitable
for continuous control problems. Furthermore, the proposed
controller is compared against an equivalent MPC formulation
previously developed in [9]. We show that significant im-
provement in online computational efficiency, as well as lower
observability requirements, can be achieved at the expense of
high offline computational cost. Finally, contrary to [8] and
[10], the control performance evaluation is conducted through
time-domain simulations using the detailed dynamic model of
a low-inertia system from [18].
The remainder of the paper is structured as follows. First,
theoretical preliminaries on RL and DDPG are introduced in
Section II. Subsequently, Section III motivates the need for
FFC and describes the proposed VSC control scheme, whereas
Section IV presents the proposed RL-based algorithm and
formulates the equivalent MPC problem. Simulation results
and comparison are given in Section V, while Section VI
draws the main conclusions of the study.
II. THEORETICAL PRELIMINARIES
A. Reinforcement Learning
In RL, an agent interacts with a generally stochastic en-
vironment at each time step t by making an observation
ot P O of the current state of the environment st P S and
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applying an action at P A which governs the environment
into a new state st`1. The action is selected based on a
policy pi : O ÞÑ A such that at “ pipotq. Additionally, the
agent receives a reward signal rt P R defined as a function
of the state and the action, i.e., r : S ˆ A ÞÑ R. The
transition between the environment states is modelled by the
transition probability function p pst`1, rt | st, atq, describing
the dynamics of the environment. Hence, the RL problem can
be expressed as the Markov decision process defined by the
5-tuple pS,A,R,O, pq, where S is a set of states, A is a set
of actions, R is a set of immediate rewards, and O denotes
the set of observations.
The objective of the agent is to find the optimal policy that
maximizes the expected long-term reward Gt “ ř8i“0 γirt`i
for each time step t, with γ P r0, 1s representing the discount
factor. In finding the optimal policy, many RL algorithms rely
on the action-value function (Q-function) defined by
Qpips, aq “ E
pi
rGt | st “ s, at “ as, (1)
where Qpips, aq represents the expected discounted return
when taking action a in state s and following policy pi. If
the system at hand is not fully observable, the Q-function can
be defined in terms of observations o instead of states s.
Deep Reinforcement Learning (DRL) algorithms attempt
to extract the optimal policy from the history of interactions
between the agent and the environment using the advances
in the deep learning field to approximate the aforementioned
action-value and policy functions. In the following we focus on
a model-free, off-policy and actor-critic DRL algorithm (i.e.,
DDPG [19]), which demonstrates good results for problems
with continuous state and action spaces.
B. Deep Deterministic Policy Gradient
In the DDPG algorithm [19], two neural networks are used
to approximate the Q-function (1) and the policy function pi;
the so-called critic network Qpo, a | θQq and actor network
µpo | θµq, respectively, with θQ and θµ being the parameters
of the respective networks. For a given observation, the actor
network outputs an action, while the critic network takes the
observation-action pair as the input and outputs the Q-value
associated with this pair. Moreover, two additional networks
- the target actor network Q1po, a | θQ1q and the target critic
network µ1po | θµ1q - are introduced as time-delayed copies of
the actor and the critic networks. They are used for creating
the labels for training the original networks, thus making the
learning process more stable. In particular, the parameters θQ
1
and θµ
1
of the target networks slowly track the parameters of
the original networks, as follows:
θQ
1 Ðß τθQ ` p1´ τqθQ1 , (2a)
θµ
1 Ðß τθµ ` p1´ τqθµ1 , (2b)
with the tracking rate defined by the soft update coefficient
τ ! 1.
The training process assumes running a predefined number
of episodes, each comprising a series of steps in which the
agent interacts with the environment. During the training, the
agent explores the environment (i.e., allows less favorable
actions with respect to the current knowledge) by adding the
noise sampled from the OrnsteinUhlenbeck (OU) noise pro-
cess N pσq to the actor’s output: at “ µpot | θµq`N pσq, where
σ denotes the OU noise hyperparameter used to quantify the
exploration. After each interaction, the tuple pot, at, rt, ot`1q
is stored into the experience replay memory D, from which
the minibatches (i.i.d. sets of samples) employed for training
of the original networks are selected. The critic network is
updated by minimizing the loss function, averaged over N
samples in the minibatch:
LpθQq “ 1
N
Nÿ
i“1
pyi ´Qpoi, ai | θQqq2. (3)
The label for the i-th sample in the minibatch is calculated
as a sum of the immediate reward received in that sample
and the expected Q-function value of the next observation o1i,
determined by the target actor and critic networks as
yi “ ri ` γQ1
´
o1i, µ1po1i | θµ
1q | θQ1
¯
. (4)
The performance of policy µp¨ | θµq can be evaluated for
each sample in the minibatch using the policy score function
defined by
Jpθµq “ E “Qpo, a | θQq | o“oi,ai“µpoiqs. (5)
The policy can be improved by maximizing the policy score
function, thus applying the gradient ascent to the actor net-
work. The gradient is approximated by the average value of
the policy score function gradients across the minibatch:
∇θµJ « 1
N
Nÿ
i“1
p∇aQpoi, a | θQq | a“µpoiq∇θµµpoi | θµqq. (6)
III. FAST FREQUENCY CONTROL PROVISION BY VSCS
A. The Necessity for Fast Frequency Control
Large frequency deviations are presently arrested by the
joint effort of Primary Frequency Reserves (PFR) and nat-
ural responses of rotating masses of electrical machines and
frequency dependent loads. Nevertheless, the current trends
in deployment of RES lead to the decommissioning of con-
ventional generation and therefore the reduction in system
inertia and oscillation damping. As a result, faster dynamics
and larger frequency excursions are expected, contributing to
the degradation of system stability margins. The conventional
PFR, with typical response times ranging from 10 s to 30 s, are
becoming inadequate for containing fast frequency dynamics
of low-inertia systems [2]. Such concerns necessitate the
design of novel frequency services, namely FFC, acting at
significantly shorter timescales [20] (below 1 s) to reduce
the underlying RoCoF and frequency deviation. Prominent
candidates for providing such service are converter-interfaced
generators with controllable energy storage due to their fast
response times and considerable power capacity. Effective FFC
provision by these devices can be enabled by a two-level VSC
control scheme comprising inner and outer loops with VSM or
droop-based active power control together with a supervisory
layer that manages the VSC active power setpoint, as discussed
in the following.
B. FFC Provision by Voltage Source Converters
The VSC model considered in this study is composed of
a DC-side circuit and lossless switching unit connected to
the grid through an RLC filter prf , `f , cf q P R3ą0 and a
transformer prt, `tq P R2ą0, as depicted in Fig. 1, with the
mathematical model defined in the dq-domain and per-unit.
The DC-side circuit comprises a DC-link capacitor cdc P Rą0,
a constant current source i‹dc P R modeling the input of the
renewable generation and a controllable DC current source
i¯dc P R representing flexibility of the associated energy
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Fig. 1. Proposed control structure, with the added supervisory layer shown
in orange.
storage system. A PI controller is employed to maintain the
capacitor voltage at a predefined reference v‹dc P Rą0 using
the flexibility of the DC-side storage.
The employed VSC control is based on a two-level scheme
comprising an inner and an outer control loop. The outer
control loop consists of active and reactive power controllers
(denoted by P - and Q-Control in Fig. 1) providing the output
voltage magnitude }vc} P R and frequency ωc P R references
by adjusting the predefined setpoints pp‹c , ω‹c , q‹c , V ‹c q P R4 ac-
cording to the droop control law and the power measurements
pc :“ vTf ig and qc :“ vTf Jig , as follows:
ωc :“ ω‹c `Rpcpp‹c `∆p‹c ´ p˜cq, 9˜pc :“ ωf ppc ´ p˜cq, (7a)
}vc} :“ V ‹c `Rqcpq‹c ´ q˜cq, 9˜qc :“ ωf pqc ´ q˜cq, (7b)
with J P R2ˆ2 denoting the 90˝ rotation matrix, vf P R2 and
ig P R2 representing the filter voltage and the transformer
current, respectively; Rpc P Rą0 and Rqc P Rą0 denote
the active and reactive power droop gains, p˜c P R and
q˜c P R represent the low-pass filtered active and reactive power
measurements, ωf P R is the cut-off frequency of the low-pass
filter, and ∆p‹c P R indicates the setpoint change generated by
the supervisory layer, discussed in the following section.
The output of the active and reactive power controllers is
then passed to the inner control loop comprising a cascade
of voltage and current PI controllers, which compute the
switching voltage reference v‹sw P R2. Note that the modu-
lation voltage reference signal v‹sw is assumed to be perfectly
transformed to the AC side, i.e., vsw :“ v‹sw. Further details
on the presented VSC control scheme can be found in [9].
IV. RL-BASED SUPERVISORY CONTROL DESIGN
The goal of the supervisory RL agent is to keep the
frequencies of all units in the system after a disturbance within
the permissible limits predefined by the TSO by determining
appropriate setpoint adjustments ∆p‹c . The frequency support
in this work is designed as an emergency control scheme,
where the RL-based controller remains inactive for acceptable
frequency deviations below the threshold. Each FFC providing
unit is expected to inject as much power as required to prevent
the triggering of UFLS relays in the case of an emergency.
A. Agent
In this work, we consider a centralized single agent control
architecture, with bidirectional communication links to each
VSC i P Nc and unidirectional communication lines from
each SG j P Ng in the system. The communication network is
assumed to operate via optical-fibre cables with signal delays
below 100 ms [21]. The agent actions are defined as a vector of
converter setpoint changes a “ p∆p‹c1 , . . . ,∆p‹cnc q P Rnc and
the agent’s observations are frequency and RoCoF measure-
ments at each generator bus o “ pf1, . . . , fn, 9f1, . . . , 9fnq P
R2n, with nc “ |Nc| and n “ |Nc Y Ng|. The RoCoF is
measured by sampling the obtained frequency measurements
at a rate of 20 ms and computing an average over 3 samples.
B. Training Environment
The environment for the supervisory RL agent training
needs to capture the power system frequency dynamics with
sufficient accuracy, while simultaneously being simple enough
to alleviate the offline computational burden for the agent
training. We use a commonly employed model [9], [22],
where SG dynamics are described by the swing equation and
governor control, VSC units by their active power controllers,
and network via DC-power flow equations. Hence, a third-
order SG model of the form
Msj 9ωsj “ ´Dsjωsj ` p‹mj ´ psj , (8a)
Tgj 9˜psj “ ´p˜sj ´Kgjωsj , (8b)
9θsj “ ωsj (8c)
is employed, where xsj “ pθsj , ωsj , p˜sj q P R3 is the state
vector describing the rotor angle θsj P r´pi, piq, rotor speed
ωsj P Rě0, and dynamics of governor control p˜sj P R of each
synchronous generator j P Ng; psj P R indicates changes
in the electrical power output, Msj P Rą0 and Dsj P Rą0
denote generator inertia and damping constants, whereas Tgj P
Rą0 and Kgj P Rą0 represent the governor time constant and
control gain respectively. The swing equation (8a) is linearized
around a steady state and assumes constant mechanical input
p‹mj P Rě0 over the timescales of interest. A first-order low-
pass filter given by (8b) models the governor dynamics and
droop control of the generator [23]. Each VSC-interfaced unit
i P Nc is modeled with two dynamic states xci “ pθci , p˜ciq P
R2, reflecting the voltage angle θci P r´pi, piq and filtered
active power p˜ci P R from (7a). Using droop control, the
angle dynamics can be expressed by
9θci “ Rpcip∆p‹ci ´ p˜ciq, (9)
thus capturing the frequency response of the converter.
A uniform representation of the network comprising nn “|Nn| nodes, nb “ |Nb| branches, ng “ |Ng| synchronous
and nc converter-interfaced generators can be established by
combining (9) with (8a)-(8c) and the DC power flow balance,
resulting in the following linear system:
9x “ Ax`Bu` Ed, (10a)
y “ Cx`Du` Fd, (10b)
with the system matrices A P Rp2nc`3ngqˆp2nc`3ngq, B P
Rp2nc`3ngqˆnc , C P Rpnc`ngqˆp2nc`3ngq, D P Rpnc`ngqˆnc ,
E P Rp2nc`3ngqˆnn , and F P Rpnc`ngqˆnn , and vectors of
variables defined as
x “
´
xc1 , . . . , xcnc , xs1 , . . . , xsng
¯
P R2nc`3ng , (11a)
u “ `∆p‹c1 , . . . ,∆p‹cnc ˘ P Rnc , (11b)
d “ `∆pl1 , . . . ,∆plnn ˘ P Rnn , (11c)
y “
´
fc1 , . . . , fcnc , fs1 , . . . , fsng
¯
P Rnc`ng . (11d)
In (11c), ∆plk denotes the change in power balance at
node k P t1, . . . , nnu, which is treated as a disturbance in
this model. Moreover, fsi “ fbωsi and fci “ fbωci in
(11d) represent individual frequencies of SG and VSC units
converted into SI, with fb “ 50 Hz being the base frequency.
Agent actions now coincide with the vector of control inputs
(i.e., a ” u), and the vector of observations is the vector y
augmented by the RoCoF measurements. The reward signal is
designed to evaluate the effectiveness of agent control actions.
For this purpose, a cost coefficient CP P Rą0 is assigned to
the control actions to achieve the targeted objectives under
minimum control effort, i.e., r “ ´CP }u}. The reward signal
is further reduced by a constant CH P Rą0 if any of the
generator frequencies fi R rflim, sflims or RoCoF measure-
ments 9fi R r 9flim, s9f lims, @i “ 1, . . . , n exceed the permissible
range. Hence, by maximizing the reward function, the agent
determines a policy that will preserve the relevant frequency
metrics within limits while simultaneously minimizing the
underlying control effort. In a similar fashion, the device-level
converter constraints pertaining to active power and state-of-
charge can also be included in the agent design. However,
these constraints are omitted from the design for simplicity
and brevity of presentation.
C. Algorithm
During the agent training M episodes are repeated, with
each episode consisting of the predefined number of steps
T referring to instants when agent-environment interaction
takes place. The variety of training scenarios, i.e., episodes,
is created by selecting a random step disturbance at a random
element of vector d defined in (11c). At the beginning of
each step, an action is selected and executed by adding values
to the appropriate elements of vector u defined in (11b),
corresponding to each VSC, and solving the system (10).
Subsequently, state observation variables and the reward signal
are created, sent to the agent and stored in the experience
replay buffer along with the starting observation and the action.
The actor and critic network parameters are updated using
the minibatches sampled from the experience replay buffer, as
described in Section II. The step is completed by updating the
target networks’ parameters, as presented in Algorithm 1.
Algorithm 1 DDPG-based FFC agent training
1: Initialize critic Qpo, a | θQq and actor µpo | θµq networks
2: Initialize target networks Q1po, a | θQ1q and µ1po | θµ1q with
original networks’ parameters θQ and θµ
3: Initialize the experience replay buffer D
4: for episode “ 1, 2, . . . ,M do
5: Generate random disturbance value and select a
random node in the system
6: Initialize the environment by simulating generated
disturbance
7: Send the initial state variables to the agent
8: for t “ 1, 2, . . . , T do
9: Select the action using at “ µpot | θµq `Nt
10: Execute action and collect the information about
the immediate reward rt and the next state st`1
11: Store tuple pot, at, rt, ot`1q in D
12: Sample the minibatch of tuples from D
13: Create labels for critic network training using (4)
14: Update critic network parameters by minimizing
the loss function given in (3)
15: Update actor network parameters using (6)
16: Update target network parameters using (2)
17: end for
18: end for
D. Equivalent MPC Formulation
For comparison purposes, an equivalent MPC formulation
of the RL problem can be established following the modeling
procedure in [9]. Nonetheless, there are several notable dis-
tinctions, as the MPC problem has the possibility of enforcing
hard constraints. The objective function aims at minimizing
the total control effort over the full horizon k P H and over
all converter units i P Nc:
min
u,ηf ,ηr
ÿ
kPH
CP }u} ` CH p}ηf }8 ` }ηr}8q (12a)
s.t. @k P H,@i P Nc,@j P Nu,
xpk ` 1q “ Adxpkq `Bdupkq ` Eddpkq, (12b)
ypkq “ Cdxpkq `Ddupkq ` Fddpkq, (12c)
9fjpkq “ pfjpkq ´ fjpk ´ 1qq{Ts, (12d)
flim ´ ηf pkq ď fjpkq ď sflim ` ηf pkq, (12e)
9flim ´ ηrpkq ď 9fjpkq ď s9f lim ` ηrpkq, (12f)
ηf pkq ě 0, ηrpkq ě 0, (12g)
where Nu “ Ng YNc denotes the index set of all generators
(including both synchronous and converter-interfaced ones) in
the system. The prediction model in (12b)-(12c) represents the
discrete-time counterpart (denoted by subscript d) of the state
space given by (10)-(11), with the vector of node injections
d in (11b) being populated by PMU measurements of system
disturbances and remaining constant throughout the prediction
horizon. The RoCoF is calculated for all generators in (12d).
Frequency and RoCoF constraints are enforced on all gen-
erators in (12e)-(12f), whereas non-negativity constraints are
imposed on slack variables in (12g). It is clear that the MPC
formulation has higher observability requirements compared
to the RL method, as PMU measurements of power injections
at each bus are required for the prediction model in addition
to state variable measurements for each generator (12b).
V. RESULTS
All simulations are performed on a modified version of the
well-known IEEE 14-bus test system, depicted in Fig. 2. The
system has been adapted by replacing the SG at node 2 by a
VSC unit and including an additional converter-interfaced gen-
erator at node 1, with all converter-based units having a power
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Fig. 2. Modified IEEE 14-bus system, with inverter-based generation placed
at nodes 1 and 2 and indicated communication links between generation units
and the supervisory control.
TABLE I
LIST OF DDPG HYPERPARAMETERS.
Hyperparameters Values
Experience replay size |D| 6ˆ 105
Number of steps T in an episode 10
Minibatch size N 256
Discount factor γ 0.99
Actor learning rate 10´5
Critic learning rate 10´4
Actor network size (neurons per layer) 8, 128, 128, 2
Critic network size (neurons per layer) 10, 128, 128, 128, 2
Optimizer Adam
Target update factor τ 10´3
σ parameter for OU noise 0.02
rating of 850 MW. Other system parameters can be found
in [24]. The disturbances considered for control performance
evaluation are a loss of generator and a loss of load, both of
which can be simulated through step-changes in active power
injections at network buses of interest. The triggering of UFLS
is assumed to occur in case of frequency deviation beyond
˘0.5 Hz or RoCoF magnitudes above ˘1 Hz{s. Consequently,
the limits flim and 9flim, used to define the reward function,
are set to 50˘ 0.5 Hz and ˘1 Hz{s, respectively.
A. Agent Training & Validation
We first analyze the agent training process and its perfor-
mance in the training environment, i.e., the frequency dynam-
ics model from (10). The discretization step for the state space
model is 100 ns and the agent-environment interaction takes
place every 100 ms. The hyperparameters used for DDPG
implementation are presented in Table I, together with the
sizes of actor and critic neural networks. The Rectified Linear
Unit (ReLU) activation function is used for all hidden layers
of actor and critic networks and subsequently applied to the
output of the actor network.
In Fig. 3, the average actor and critic loss per episode are
presented. The actor loss is defined as the negative action-
value function, since its minimization leads to maximization
of the action-value function (1), and the critic loss is given
in (3). As the training progresses, the actor and the critic
loss decrease and finally converge to an equilibrium. The
initial training shows asymptotic convergence within 8000
episodes. In addition, Fig. 3 showcases the progress of the
received reward over the trained episodes. To further test the
agent adaptiveness to changes in the environment, the inertia
constants of generators at buses 3 and 4 are reduced by 30 %
after 104 episodes. As can be seen from the figure, the agent
manages to adapt to the environment change fairly quickly,
in approx. 1000 episodes. Understandably, more control effort
is required to keep the frequencies within limits for a system
with less inertia and hence the total episode reward is lower.
After the training is completed, the actor network can be
extracted and used to find optimal setpoint changes in real-
time operation. To test and verify the agent performance, we
apply a disturbance of 800 MW at bus 14 indicated in Fig. 2.
Generators’ frequency and RoCoF responses as well as the
applied setpoint changes are depicted in Fig. 4. Provided that
the average RoCoF values over 60 ms time step are of interest
for the RL controller, as discussed in Sec. IV-A, the RoCoF
presented in Fig. 4 can be considered a 60 ms moving average
of the instantaneous RoCoF signal. It can be observed that the
contributions of the FFC providing units accurately and timely
arrest the frequency decay with minimal control effort. Due
to its shorter electrical distance from the fault, the VSC at
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Fig. 3. Average actor and critic loss per episode (top) and total episode reward
progress (bottom).
bus 1 responds at a higher rate compared to other converter-
interfaced generator. The instantaneous frequency spikes are a
result of the grid-forming control strategy.
B. Comparison: RL vs. MPC
In this section, the system depicted in Fig. 2 is implemented
using a high-fidelity dynamic model comprising detailed repre-
sentations of both synchronous and converter-based generation
(see Section III) as well as transmission network dynamics,
previously developed in [18]. The objective is to verify the
performance of the RL agent in an environment that closely
resembles the real power system and to compare it against the
MPC approach from [9].
The prediction horizon of three time steps was chosen in the
MPC formulation (12) to reflect a trade-off between controller
performance and computational effort. MPC operates at a time
step of 250 ms to account for the computational time needed to
solve the optimization problem and the communication delays.
On the contrary, since evaluation of the actor network is almost
instantaneous, the RL agent is chosen to operate every 100 ms
to account only for the communication delays. A smoother
response and a lower control effort of the RL approach are
the consequence of the shorter operating time step.
Fig. 5 illustrates the MPC and RL agent performances for
a disturbance of 1000 MW at bus 14. The dashed frequency
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Fig. 5. Individual unit frequency, active power and setpoint change responses
for the RL (left) and MPC (right) FFC approaches following a disturbance at
bus 14. Dashed lines indicate responses of the respective variables for inactive
FFC scheme.
response line indicates the center-of-inertia frequency for the
case when the FFC scheme is disabled, i.e., only droop
control is active. The results suggest that both MPC and RL
approaches lead to successful frequency containment, with
lower frequency oscillations under the RL agent supervision.
Similarly, the dashed lines in the converter power response
reflect the VSC activation with droop control only. Hence,
the difference between the solid and the dashed lines reflects
the contribution of the supervisory layer. A higher control
effort is employed under the MPC regulation, resulting in more
pronounced oscillations in the VSC power output.
Note that if the operating time step of the two control
schemes was chosen to be the same, the controllers would
behave similarly, with RL still being slightly more accurate as
it directly maps frequencies to power outputs, without needing
the disturbance measurement.
C. Computational Aspects
The results are obtained on an Intel Core i7-8700 CPU and
26 GB of RAM, with the DAE model implementation done in
MATLAB and RL agent training performed in Python using
the PyTorch library [25]. The MPC design has been obtained
using YALMIP [26] and CPLEX as the solver. The average
computational time needed for determining the optimal set-
points is 150 ms. On the other hand, the RL agent obtains the
optimal inputs in only 200 µs. The difference becomes even
more drastic for longer MPC prediction horizons. However,
the low online computational burden is shifted to large offline
CPU times required for agent training, amounting to 24 min
on average for 8000 episodes.
VI. CONCLUSION
The paper introduces a novel RL-based FFC scheme for
frequency support in low-inertia systems. A supervisory RL
agent adjusts power setpoints of grid-forming VSCs in re-
sponse to a disturbance in order to keep the frequency within
permissible limits. A DDPG algorithm is used for agent design
and training is conducted by simulating a number of random
disturbances at arbitrary buses in the system. The training
procedure demonstrates fast convergence and capability to
quickly adapt to parameter changes in the system. A com-
parison between the proposed RL-based supervisory controller
and a recently developed MPC-based FFC scheme reveals that
the RL approach provides smoother frequency control due
to shorter activation times and overall lower control effort.
Nonetheless, the offline training procedure is required and
performance certificates cannot be guaranteed.
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