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Abstract
Domain adaptation in person re-identification (re-ID)
has always been a challenging task. In this work, we
explore how to harness the similar natural characteris-
tics existing in the samples from the target domain for
learning to conduct person re-ID in an unsupervised man-
ner. Concretely, we propose a Self-similarity Group-
ing (SSG) approach, which exploits the potential simi-
larity (from the global body to local parts) of unlabeled
samples to build multiple clusters from different views
automatically. These independent clusters are then as-
signed with labels, which serve as the pseudo identi-
ties to supervise the training process. We repeatedly
and alternatively conduct such a grouping and training
process until the model is stable. Despite the appar-
ent simplify, our SSG outperforms the state-of-the-arts by
more than 4.6% (DukeMTMC→Market1501) and 4.4%
(Market1501→DukeMTMC) in mAP, respectively. Upon
our SSG, we further introduce a clustering-guided semi-
supervised approach named SSG++ to conduct the one-
shot domain adaption in an open set setting (i.e. the num-
ber of independent identities from the target domain is
unknown). Without spending much effort on labeling,
our SSG++ can further promote the mAP upon SSG by
10.7% and 6.9%, respectively. Our Code is available at:
https://github.com/OasisYang/SSG .
1. Introduction
Person re-identification (re-ID) aims at matching images
of a person in one camera with the images of this person
from other different cameras. Because of its essential appli-
cations in security and surveillance, person re-ID has been
drawing lots of attention from both academia and industry.
Despite the dramatic performance improvement obtained
by the convolutional neural network [20, 36, 38], it is re-
ported that deep re-ID models trained on the source domain
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Figure 1. Illustration of proposed Self-similarity Grouping (SSG).
We group target images by three cues, whole bodies, upper parts
and bottom parts, independently and assign labels according to the
corresponding group. The global information of the whole body
and the local information of body parts can help us learn a better
representation of individuals.
may have a significant performance drop on the target do-
main [8, 10] due to the data-bias existing between source
and target datasets. Since it is costly and unfeasible to an-
notate all images in target dataset, one of the most popular
solutions for such issue is unsupervised domain adaptation
(UDA).
Currently, the common UDA has been studied exten-
sively in image classification, object detection, face recog-
nition and semantic segmentation. However, the traditional
UDA approaches [4, 5, 27] always have an assumption that
the source and target domain share the same set of classes,
which does not hold for the person re-ID problem. Notably,
in the person re-ID, different datasets have different iden-
tities (i.e. classes). Recently, several unsupervised domain
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adaptation approaches for person re-ID have been proposed
and achieve some promising improvements. Some works
aim to translate the appearance of images from the source
domain to the target domain based on the generative adver-
sarial networks [8, 40] by preserving the annotation infor-
mation of the source domain. Besides, the disparities of
cameras is another critical factor influencing re-ID perfor-
mance, and HHL [49] is proposed to address intra-domain
image variations caused by different camera configurations.
However, the performances of these UDA approaches are
still far behind their fully-supervised counterparts. The
main reason is that most previous works focus on increasing
the training samples or comparing the similarity or dissim-
ilarity between the source dataset and the target dataset but
ignoring the similar natural characteristics existing in the
training samples from the target domain.
In order to address the problem above and discover the
similarities among person images in target dataset, we pro-
posed unsupervised Self-similarity Grouping (SSG) to mine
the potential similarities from global to local manner. The
critical idea of SSG arises from some recent re-ID works
based on part matching, where different parts contain differ-
ent discriminative information of a person. Fig 1 illustrates
our proposed SSG approach. In particular, we extract fea-
tures of all persons in target dataset and group them by three
different cues, whole bodies (A), upper parts (B) and lower
parts (C) independently. Then, we can obtain three sets of
groups: CA, CB , CC . By assigning a pseudo label to each
group, we can pair every person with different pseudo la-
bels. For instance, given a person xi, it should be assigned
by three pseudo labels, CiA, C
i
B and C
i
C . As a result, we
can establish a new dataset with pseudo labels, which can
be treated as the normally labeled dataset. Since individu-
als with the same pseudo label should share lots of similar-
ities, we iteratively mine these by finetuning the pre-trained
model with the established dataset.
Upon our SSG, we further present a semi-supervised so-
lution based clustering-guided annotation to approach the
performance of the fully-supervised counterpart and effi-
ciently achieve the adaption from the source domain to
the target one. It is no more natural for us to think of
the simplest semi-supervised solution, i.e. one shot learn-
ing. In particular, the traditional one shot learning is based
on the setting that only one sample from each category is
labeled. However, the traditional one shot setting is not
suitable for person re-ID case. Unlike image recognition
problem, which is usually based on a closed set assump-
tion, person re-ID problem is actually an open set prob-
lem. In other words, we cannot know in advance how many
identities are included in a given unlabeled target dataset.
Thus, the superior characteristics from traditional one shot
setting cannot be directly applied to the re-ID case. To
tackle the above-mentioned issue, we innovatively provide
a clustering-guided semi-supervised solution. The proposed
semi-supervised training strategy is based on the clustering-
guided annotations, which samples a single image from
each clustering. By doing this, we can significantly avoid
choosing the same identity as two different ones. Hence, it
allows us to leverage traditional one shot learning method
and achieve similar performance.
We summarize our contributions as follows:
• We propose the Self-similarity Grouping (SSG)
method, which is a simple yet effective unsupervised
domain adaptation (UDA) framework for person re-ID,
in order to recover the performance of its fully super-
vised counterpart.
• We introduce a similarity-guided semi-supervised
training strategy for person re-ID and integrate it into
the UDA framework, so that we can train unsupervised
branch and semi-supervised branch jointly and effec-
tively boost the process of domain adaption.
• We conduct extensive experiments and ablation
study on several popular benchmarks including
Market1501 [45], DukeMTMC-ReID [31, 46] and
MSMT [40], to demonstrate the effectiveness of pro-
posed SSG and semi-supervised solution.
2. Related Work
Unsupervised domain adaptation. Our work is closely
related to unsupervised domain adaptation (UDA) where no
data in target domain are labeled during training. Some
works in this community try to address this problem by re-
ducing the discrepancy between source domain and target
domain [6, 34, 42]. For example, CORAL [34] learns a lin-
ear transformation that aligns the mean and covariance of
feature distribution between two domains. And Sun [35]
proposes deep CORAL to extend original approach to deep
neural networks with a nonlinear transformation. Some
other methods aim to learn a transformation to generate
samples that are similar to target domains by adversarial
learning approach [3, 25, 21]. Recently, some works solve
this problem by mapping the source data and target data to
the same feature space for the domain-invariant representa-
tions [16, 17, 27, 37]. For instance, Ganin et al. [16] pro-
pose a gradient reversal layer (GRL) and integrate it into
a standard deep neural network for minimizing the clas-
sification loss while maximizing domain confusion loss.
However, most of existing unsupervised domain adaptation
methods are based on an assumption that class labels are
the same across domains, while the person identities of dif-
ferent re-ID datasets are entirely different. Hence, the ap-
proaches mentioned above cannot be utilized directly for
person re-ID task.
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Figure 2. Overview of the proposed SSG approach. The CNN model is ResNet50 and pre-trained on source dataset. For each iteration,
after feature extraction, we (1) split the feature maps into an upper part and a lower part and employ GAP on the whole, upper and lower
feature maps. (2) Then, we group person images with different feature representations(blue, green and orange) and assign each different
self-pseudo labels by grouping results(A, B, C). (3) Next, we update the CNN model by minimizing the triplet loss with each pseudo label.
(4) During testing, we concatenate three feature representations together as the final representation of query person.
Unsupervised re-ID. Some methods based on hand-
craft features [2, 18, 24] can be directly applied for un-
supervised person re-ID. However, these methods always
have a poor performance on large-scale dataset because they
ignore the distribution of samples in the dataset. Benefit
from the success of deep learning, some recent works [8,
29, 39, 40] attempt to address unsupervised domain adap-
tation based on deep learning framework. Deng et al. [8]
aim to translate images from the source domain to the tar-
get domain by proposed similarity preserving generative
adversarial network(SPGAN). And the translated images
are utilized for training re-ID model in a supervised way.
In [39], a Transferable Joint Attribute-Identity Deep Learn-
ing (TJ-AIDL) is proposed to learn an attribute-semantic
and identity discriminative feature representation space for
target domain without using additional labeled data in the
target domain. In [49], Zhong et al. introduce a Hetero-
Homogeneous Learning (HHL) method, which aims to im-
prove the generalization ability of re-ID models on the tar-
get set by achieving camera invariance and domain con-
nectedness simultaneously. Although these unsupervised
domain adaptation approaches achieve promising progress,
the performance is still unsatisfactory compared with the
fully supervised approaches.
Semi-supervised re-ID. Semi-supervised learning aims
at learning a task from one or very few training exam-
ples [11], and there are some works of one shot person re-
ID [1, 13, 26, 41]. In [1], Bak et al. utilize a metric learn-
ing approach for a pair of cameras which can be split into
texture and color components for one shot image-based re-
ID. Wu et al. [41] propose a progressive sampling method
to gradually predict reliable pseudo labels and update deep
model for one shot video-based re-ID. However, the pre-
vious one shot re-ID works actually does not make sense.
As described in the previous section, re-ID problem is an
open set problem which means we cannot know how many
identities in that dataset, so we cannot achieve the one/few
shot setting under this situation. Based on the above analy-
sis, in this paper, we aim to address person re-ID domain
adaptation by Self-similarity grouping approach and fur-
ther improve the performance by clustering-guided semi-
supervised training.
3. Proposed Method
Problem Definition For unsupervised domain adapta-
tion in person re-ID, we have a labeled source dataset
{XS , YS}, which contains Ns person images and each
image xis has a corresponding label y
i
s, where y
i
s ∈
{1, 2, ..., Ps}. Ps is the number of identities in the source
dataset. Also, we have another target dataset {Xt}, which
consists of Nt person images. Note that the identity of each
image xt in target dataset {Xt} is unknown. The goal of
UDA person re-ID is to learn great discriminative embed-
dings of target dataset by only using the supervised infor-
mation of source dataset.
3.1. Fully Supervised Pre-training
Many existing UDA approaches are based on a model
pre-trained on source dataset, and we follow the similar set-
ting in [14, 47, 49, 51] to obtain the pre-trained model. In
particular, we first utilize ResNet50 [19] pre-trained on Im-
ageNet [7] as backbone network. The last fully connected
(FC) layer is discarded and two additional FC layers are
added. The first one has 2048 dimensions named as “FC-
2048”. The output of second FC layer is Ps dimensional,
where Ps is the number of identity in source dataset, named
as “FC-#ID”. Given each labeled image xs in the source
dataset and its ground truth identify ys, we train the base-
line model with cross-entropy loss and hard-batch triplet
loss [20]. Specifically, the cross-entropy loss is employed
with “FC-#ID” by casting the training process as a classi-
cation problem and hard-batch triplet loss is employed with
“FC-2048” by treating the training process as a verification
problem. We name this model as baseline in this paper.
The baseline model achieves good performance with fully
labeled data, but always fails when adopted to a new dataset.
3.2. Unsupervised Self-similarity Grouping
Although the re-ID performance drops dramatically
when directly adopted to another dataset, it is still much bet-
ter than the performance of directly applying the ResNet50
pre-trained on ImageNet, which is almost zero. From this
observation, we believe that the model trained on source
dataset still learns some useful representations of a person
for the re-ID task. The reason why it performs so severely
on target dataset is that the similarities among different per-
son images cannot be discovered correctly. In order to mine
these similarities and make use of them for the re-ID task,
we propose Self-similarity Grouping(SSG) approach. The
overview of proposed SSG approach is shown in Fig 2. The
motivation of SSG is that we aim to encourage the model
to discover the similarities existing in target dataset by self-
similarity grouping. Then each unlabeled person is assigned
with a pseudo label based on grouping results, which can be
further used to reconstruct the target dataset and fine-tune
the baseline model. Inspired by recent re-ID work [15, 38],
we compare the similarities between two persons not only
by global information obtaining from the whole body but
also by more fine and local information getting from upper
and lower parts of a person. By combining the global and
local information, we can obtain a more robust and discrim-
inative representation of a person, which is more informa-
tive for self-similarity grouping.
To formulate the porposed SSG algorithm, we first feed
each unlabeled images xit in target dataset into the base-
line model trained by configurations described in Sec 3.1
for feature extraction, denote as F it ∈ IRH×W×C (blue one
in Fig 2). Then, we split F it into two parts horizontally and
each part contains the information of upper body or lower
body and denoted as F it up ∈ IR
H
2 ×W2 ×C (green one) and
F it low ∈ IR
H
2 ×W2 ×C (orange one). Next, we employ the
Global Average Pooling (GAP) operation on whole feature
map and two sliced feature maps, i.e. F it , F
i
t up and F
i
t low,
to obtain three feature vectors f it , f
i
t up and f
i
t low. We
repeat above steps on every unlabeled images to generate
three sets of feature vectors.
ft = {f1t , ..., fkt , ..., fNtt }
ft up = {f1t up, ..., fkt up, ..., fNtt up}
ft low = {f1t low, ..., fkt low, ..., fNtt low}
(1)
Based on these feature vectors sets, we utilize unsupervised
clustering algorithm [9] on each set to obtain a series of
groups, leading to every person image can be assigned with
a pseudo label according to the group it belongs to, named
as self-label. As shown in Fig 2, we group images accord-
ing to the three kinds of feature vectors, thus we can get
three self-labels for each image xit, denoted as y
i
t, y
i
t up and
yit low. As a result, we can establish a new target dataset
where each image has three self labels based on grouping
result of three feature vectors, described as following.
XT = {xit : (yit, yit up, yit low); 1 ≤ i ≤ Nt} (2)
In addition to the feature set in equation (1), following the
setting of the baseline model, we also employ one FC layer
after the f it to get a global embedding vector f
i
t e, which is
2048-dims and shares the same self label with f it . Note that
this FC layer will also be updated during training.
Finally, we employ the self-labels as the supervised
information to fine-tune the pre-trained model for cross
dataset adaptation using triplet loss Ltriplet, which will be
elaborated in Section 3.4. Specifically, given an image, each
feature vector and its corresponding self-label are used as
two inputs for Ltriplet. The full objective function of SSG
is formulated as following,
Lssg =Ltriple(ft, yt) + Ltriple(ft up, yt up)
+ Ltriple(ft low, yt low) + Ltriple(fte , yt)
(3)
During training, we follow the above steps to fine-tine the
baseline model and employ the SSG for each iteration.
During testing, we concatenate f it , f
i
t up, f
i
t low together as
the final representation of each image xit.
3.3. Clustering-guided Semi-Supervised Training
Although unsupervised domain adaptation for person re-
ID has been studied extensively [8, 40, 39, 49], there is still
more than 25% and 15% performance drop in mAP and
Rank-1 accuracy comparing to their fully supervised coun-
terparts. In order to narrow the enormous performance gap,
we further extend our SGG to a semi-supervised setting.
Previous semi-supervised person re-ID works are mostly
under an one shot setting, which is actually not practical in
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Figure 3. Overview of proposed clustering-guided semi-
supervised training strategy combined with SSG. Given a target
dataset, we annotate a few images based on the clustering results.
And from these labeled images, we employ the step-wise learning
approach to exploit the dataset gradually and obtain a more robust
model.
the re-ID case since it is hard to know the number of in-
dependent identities in advance for a new dataset (as dis-
cussed in Section 2). Hence, we introduce a new semi-
supervised training strategy based on clustering-guided an-
notation, which is more practical and useful for real-world
applications. As shown in Fig 3, we employ the unsuper-
vised clustering algorithm on ft to generate Ng groups.
Then, we randomly sample a single image from each group
to form a very small sub-dataset Xg with Ng images. Next,
we label this small sub-dataset manually and perform la-
bels assignment based on this annotation. Specifically, we
extract features of all images in sub-dataset Xg and follow
the same operation described in Section 3.2 to obtain three
feature vector sets fg , fg up and fg low and treat each of
them as an identity dictionary. Given an unlabeled image
xit, we find the most similar images from Xg by different
cues, whole bodies, upper parts and lower parts, and assign
xit with corresponding labels y
i
tg , y
i
tg up and y
i
tg low, which
can be formulated as following.
yitg = argmin
k=1:Ng
dist{f it , fkg }
yitg up = argmin
k=1:Ng
dist{f it up, fkg up}
yitg low = argmin
k=1:Ng
dist{f it low, fkg low}
(4)
Note that we employ the k-reciprocal encoding [47], a
variation of Jaccard distance between nearest neighbor sets,
as the distance metric for similarity measurement.Since
each image in Xg is from different groups, it’s less possi-
ble that two different images share the same identity, which
allows us to adopt some one shot learning approaches and
further improve the performance. In particular, we follow
the step-wise learning approach proposed in [41] to exploit
the whole dataset during training stage progressively.
Furthermore, since SSG and clustering-guided semi-
supervised training strategy share the same feature space,
we can design a simple yet effective way to train the whole
framework jointly and end-to-end, as shown in Fig 3. And
the superiority of joint training strategy will be illustrated in
ablation study.
3.4. Loss Function
Fully Supervised Training. As describe in Sec 3.1, we uti-
lize both the batch-hard triplet loss proposed in [20] and the
softmax loss jointly. The triplet loss with hard mining is
first proposed in [20] as an improved version of the original
semi-hard triplet loss [32]. We randomly sample P iden-
tities and K instances for each mini-batch to meet the re-
quirement of the batch-hard triplet loss. Typically, the loss
function is formulated as follows:
Ltriplet =
P∑
i=1
K∑
a=1
[α+
hardest positive︷ ︸︸ ︷
max
p=1...K
||x(i)a − x(i)p ||2
− min
n=1...K
j=1...P
j 6=i
||x(i)a − x(i)p ||2
︸ ︷︷ ︸
hardest negative
]+
(5)
where x(i)a , x
(i)
p , x
(i)
n are features extracted from the anchor,
positive and negative samples respectively, and α is the mar-
gin hyperparameter. Besides batch-hard triplet loss, we em-
ploy softmax cross entropy loss for discriminative learning
as well, which can be formulated as follows:
Lsoftmax = −
P∑
i=1
K∑
a=1
log
e
WTya,i
xa,i∑C
k=1 e
WTk xa,i
(6)
where yi,a is the ground truth identity of the sample {a, i},
and C is number of identity. Our loss function for opti-
mization is the combination of softmax loss and batch-hard
triplet loss as follows:
Lbaseline = Lsoftmax + Ltriplet (7)
Unsupervised and Semi-Supervised Training Unsuper-
vised and semi-supervised training share the same loss
function, and we just leverage the hard-batch triplet loss for
metric learning. Also, each loss function has four compo-
nents, whole body, upper body, lower body and global em-
bedding, which can be formulated as follows:
Lssg =Ltriple(ft, yt) + Ltriple(ft up, yt up)
+ Ltriple(ft low, yt low) + Ltriple(fte , yt)
Lsemi =Ltriple(ft, ytg) + Ltriple(ft up, ytg up)
+ Ltriple(ft low, ytg low) + Ltriple(fte , ytg)
(8)
Hence, the objective function used in jointly training strat-
egy is
Ljointly = Lssg + Lsemi. (9)
4. Experiments
In this section, we evaluate the proposed method on
three large-scale re-ID datasets, i.e. Market1501 [45],
DukeMTMC-ReID [31, 46] and MSMT17 [40].
4.1. Datasets and Evaluation Protocol
Market1501 [45] contains 32,668 images of 1,501 la-
beled persons from six camera views. Specifically, 12,936
person images of 751 identities detected by DPM [12] are
used for training. For testing, in total 19,732 person im-
ages of 750 identities plus some distractors form the gallery
set, and 3,368 manually cropped person regions from 750
identities form the query set.
DukeMTMC-ReID [46] is a subset of the DukeMTMC
dataset [31]. It contains 1,812 identities captured by 8 cam-
eras. There are 16,522 training images, 2,228 query images,
and 17,661 gallery images, with 1,404 identities appearing
in more than two cameras. Also, similar to the Market1501,
the rest 408 identities are considered as distractors.
MSMT17 [40] is the largest re-ID dataset, which con-
tains 126,441 bounding boxes of 4,101 identities taken by
15 cameras during 4 days. These 15 cameras include 12
outdoor and 3 indoor ones. Faster RCNN [30] is utilized
for pedestrian bounding box detection. To the authors’
best knowledge, the MSMT17 is the most challenging re-
ID dataset with large-scale images and multiple cameras.
Evaluation Protocol In our experiment, we use Cumu-
lative Matching Characteristic (CMC) curve and the mean
average precision (mAP) to evaluate the performance of re-
ID. For Market-1501 and DukeMTMC-ReID, we use the
evaluation packages provided by [45] and [46], respectively.
Moreover, for simplicity, all results reported in this paper
are under the single-query setting, and no post-processing
like re-ranking [47] is applied.
4.2. Implementation Details
Baseline training As described in Section 3.1, we first
train a baseline model on the source dataset by following
the training strategy described in [51]. Specifically, we keep
the size of input images and resize them to 256 × 128. For
data augmentation, we employ random cropping, flipping
and random erasing [48]. To meet the requirement of hard-
batch triplet loss, each mini-batch is sampled with randomly
selected P = 16 identities and randomly sampled K = 8
images for each identity from the training set, so that the
mini-batch size is 128. And in our experiment, we set the
margin parameter to 0.5. During training, we use the Adam
[22] with weight decay 0.0005 to optimize the parameters
for 150 epochs. The initial learning rate is set to 3 × 10−4
and decays to 3× 10−5 after 100 epochs.
Unsupervised and Semi-supervised training. For un-
supervised branch and semi-supervised branch, we follow
the same data augmentation strategy and triplet loss setting.
And we decrease the initial learning rate from 3 × 10−4 to
6 × 10−5 and change training epoch from 150 to 70. For
fairness, we randomly select a single image from each clus-
tering to annotate and preserve them for all ablation study.
Besides, the whole framework is trained for several itera-
tions until the model is stable.
Our model is implemented on Pytorch [28] platform and
trained with two NVIDIA TITAN X GPUs. All our ex-
periments on different datasets follow the same settings as
above.
4.3. Ablation Study
Comparison between supervised learning, direct
transfer and state-of-the-art unsupervised method. The
performance of supervised baseline method and the direct
transfer method are specified in Table 1. When comparing
two methods, we can clearly find that there is a large per-
formance drop when directly adopting source-trained model
on target dataset. For instance, the baseline model trained
on Market1501 tested on Market1501 achieves 92.5% in
rank-1 accuracy and 80.8% in mAP, but it drops to 30.5%
and 16.1% when tested on DukeMTMC-reID, where the
performance gap is more than 55%. Also, a similar drop can
be observed when DukeMTMC-reID is used as the training
set and tested on Market1501. Nevertheless, many recently
proposed unsupervised domain adaptation methods cannot
well address this great performance gap. For example, when
transferring from DukeMTMC-reID to Market1501, to our
best knowledge, the best UDA approach [8] only achieved
53.7% and 75.8% on mAP and rank-1 accuracy, which is
lower than the fully supervised method by about 20%.
Effectiveness of Self-similarity Grouping. We per-
form several ablation studies to prove the effectiveness
of proposed SSG as listed in Table 1. Specifically, with
SSG, we improve the performance by 21.2% and 27.1%
in mAP and rank-1 accuracy when the model is trans-
ferred from DukeMTMC-reID to Market1501. Similarly,
when the model is trained on Market1501 and tested on
DukeMTMCreID, the performance gain becomes +37.9%
and +42.9% in rank-1 accuracy and mAP, respectively.
Moreover, compared with state-of-the-art UDA method,
SSG can improve the performance by more than 5% on
Market1501 and more than 3% on DukeMTMC-reID. This
is because proposed SSG mines the potential similarity
from global to fine manner, which can learn a more robust
and discriminative model compared with [8]. Thus, SSG
is a simple yet effective unsupervised method for domain
adaptation in person re-ID.
In addition, we compare the performance of SSG
with different number of sliced horizontal feature spatial
parts.Table 2 suggests that SSG achieves the best results
when we only split the feature maps into two parts: the up-
Methods DukeMTMC-Re-ID→Market1501 Market1501→ DukeMTMC-ReIDmAP R1 R5 R10 mAP R1 R5 R10
Baseline(Upper Bound) 80.8 92.5 97.5 98.4 70.5 82.6 92.3 94.4
Direct Transfer 26.6 54.6 71.1 77.1 16.1 30.5 45.0 51.8
UDA(paper) [33] 53.7 75.8 89.5 93.2 49.0 68.4 80.1 83.5
Baseline + UDA 53.0 74.7 86.9 90.3 50.5 69.3 80.2 83.1
Baseline + SSG 58.3 80.0 90.0 92.4 53.4 73.0 80.6 83.2
Baseline + SSG+ 62.5 81.4 91.6 93.8 56.7 74.2 83.5 86.7
Baseline + SSG++ 68.7 86.2 94.6 96.5 60.3 76.0 85.8 89.3
Table 1. Comparison of various methods on the target domains. When tested on DukeMTMC-reID, Market-1501 is used as the source
and vice versa. “Baseline” denotes using the full identity labels on the corresponding target dataset(See Section 3.1). “Direct Transfer”
means directly applying the source-trained model on the target domain.“UDA” stands for the state-of-art unsupervised domain adaptation
approach. “Baseline+xxx” means using “xxx” domain adaptation method upon baseline model. “SSG” means Self-similarity Grouping
in Section 3.2. “SSG+” and “SSG++” stand for proposed SSG enhanced by clustering-guided semi-supervised training w/o and w/ joint
training strategy described in Section 3.3.
Methods mAP R1 R5 R10
UDA 49.0 68.4 80.1 83.5
SSG(2 parts) 53.4 73.0 80.6 83.2
SSG(3 parts) 50.4 71.3 79.1 82.0
SSG(4 parts) 49.1 69.1 78.4 81.6
Table 2. The performance of proposed SSG with different number
of splitted parts when trained DukeMTMC-reID dataset and tested
on Market1501 dataset.
Methods DukeMTMC-reID→Market1501mAP R1 R10
SSG∗ 66.8 84.5 95.3
SSG++ 68.7 86.2 96.5
Methods Market1501→ DukeMTMC-reIDmAP R1 R10
SSG∗ 57.6 74.4 88.1
SSG++ 60.3 76.0 89.3
Table 3. Comparison of proposed cluster-guided annotation
with random sampling annotation on Market1501 dataset and
DukeMTMC-reID dataset. SSG∗ is semi-supervised training with
random sampling annotation
per and lower body. It infers that the upper and lower body
contain the most discriminative information for re-ID. More
fragments of features may break this information and yield
worse similarity mining and matching.
Effectiveness of clustering-guided semi-supervised
training. Table 1 shows the performance of the proposed
cluster-guided semi-supervised method (SSG+). Compared
to the unsupervised one (SSG), SSG+ outperforms SSG
by 4.2% and 1.4% in terms of mAP and rank-1 accuracy
when tested on Market1501. In addition, it outperforms
the direct transfer method by 35.9% in mAP and 26.8% in
rank-1 accuracy. These demonstrate the effectiveness of the
clustering-guided semi-supervised training.
Effectiveness of joint training strategy Instead of fine-
tuning the model obtained by SSG for SSG+, we con-
duct experiments to jointly train the model parameters us-
ing both SSG and SSG+ losses, and we denote this jointly
trained model as SSG++. In Table 1, when transferred
from DukeMTMC-reID to Market1501, SSG++ outper-
forms SSG+ by 6.2% and 4.8% in terms of mAP and rank-1
accuracy. The performance of testing on DukeMTMC-reID
also boosts by 3.6% and 1.8% in mAP and rank-1 accuracy.
It indicates that joint training strategy has its superiority on
both two datasets, and training also becomes more efficient.
Effectiveness of clustering-guided annotation Intu-
itively, compared to random sampling from the target do-
main, clustering-guided annotation (i.e. sampling from un-
supervised clustered groups and annotating) will increase
the identity diversity in the sample set, and enhance the
learned feature representation ability with limited super-
vised information. To validate this intuition, we compare
clustering-guided and random sampling annotation on the
jointly learned SSG++. For fairness, we randomly sampled
the same number of images from the whole dataset for the
latter. In Table 3, SSG++ surpasses the random sampling
one by 2.7% and 1.6% in mAP and rank-1 accuracy when
testing on DukeMTMC-reID and the similar improvement
on performance can be found when testing on Market1501
as well. It verifies that the proposed clustering-guided an-
notation is better than the random one.
In conclusion, SSG++ with clustering-guided annota-
tion yields the best performance on both Market1501 and
DukeMTMC-reID dataset. For instance, we achieve 42.1%
and 31.6% improvements in mAP and rank-1 accuracy
when testing on Market1501 compared with direct adapta-
tion.
4.4. Comparision with State-of-arts
In this section, we compare the proposed method with
state-of-the-art unsupervised learning methods on Mar-
ket1501, DukeMTMC-reID and MSMT17 in Table 4, Ta-
ble 5 and Table 6 respectively. SSG outperforms existing
approaches with dominantly advantage. In particular, our
model outperforms the best published method ARN [23]
by almost 20% on mAP when testing on Market1501 and
DukeMTMC-reID dataset. Moreover, it also surpasses the
unpublished UDAP [8] and MAR(CVPR2019) [44] by a
large margin.
Methods mAP R1 R5 R10
LOMO [24] 8.0 27.2 41.6 49.1
Bow [45] 14.8 35.8 52.4 60.3
UMDL [29] 12.4 34.5 52.6 59.6
PTGAN [40] - 38.6 - 66.1
PUL [10] 20.5 45.5 60.7 66.7
SPGAN [8] 22.8 51.5 70.1 76.8
CAMEL [43] 26.3 54.5 - -
SPGAN+LMP [8] 26.7 57.7 75.8 82.4
TJ-AIDL [39] 26.5 58.2 74.8 81.1
HHL [49] 31.4 62.2 78.8 84.0
ARN [23] 39.4 70.3 80.4 86.3
UDAP [33] 53.7 75.8 89.5 93.2
MAR [44] 40.0 67.7 81.9 -
ENC [50] 43.0 75.1 87.6 91.6
SSG 58.3 80.0 90.0 92.4
SSG++ 68.7 86.2 94.6 96.5
Table 4. Comparison of proposed SSG approach with state-of-
arts unsupervised domain adaptive person re-ID methods on Mar-
ket1501 dataset.
Results on Market1501 On Market-1501, we com-
pare our results with two hand-crafted features, i.e. Bag-
of-Words (BoW) [45] and local maximal occurrence
(LOMO) [24], three unsupervised methods, including
UMDL [29],PUL [10] and CAMEL [43], and six unsuper-
vised domain adaptation methods, including PTGAN [40],
SPGAN [8], TJ-AIDL [39], ARN [23], UDAP [33] and
MAR [44]. The two hand-crafted features are directly ap-
plied to the test dataset without any training process, but
it is obvious that both features fail to obtain competitive
results. While training on target set, unsupervised meth-
ods always obtain higher results than hand-crafted features.
Comparing with unsupervised domain adaptation methods,
our proposed SSG is superior. Only in unsupervised setting,
we achieve rank-1 accuracy = 80.0% and mAP = 58.3%,
which outperforms the best unsupervised method [33] by
4.6% and 4.2%. Furthermore, with clustering-guided semi-
supervised training strategy, we further improve the perfor-
mance by 10% on mAP and 6% on rank-1 accuracy.
Results on DukeMTMC-reID The similar improve-
ment can also be observed when we test it on DukeMTMC-
reID dataset. Specifically, we achieve mAP = 53.4% and
rank-1 accuracy = 73.0% by unsupervised SSG and ob-
tain mAP = 60.3% and rank-1 accuracy= 76.0% under
semi-supervised setting. Compared with best unsupervised
method, our result is 4.4%/11.3% and 4.6%/7.6% higher
on mAP and rank-1 accuracy. Therefore, the superiority
of the proposed SSG adaptation approach for person re-
ID can be concluded. In addition, we improve the perfor-
mance by a large margin and recover about 90% perfor-
mance of the fully supervised method by clustering-guided
semi-supervised training strategy.
Results on MSMT17 In addition, we further evaluate
the proposed SSG approach on MSMT17 dataset, which
is the largest and most challenging re-ID dataset. We
achieve mAP= 13.3% and rank-1 accuracy= 32.2% when
Methods mAP R1 R5 R10
LOMO [24] 4.8 12.3 21.3 26.6
Bow [45] 8.3 17.1 28.8 34.9
UMDL [29] 7.3 18.5 31.4 37.4
PTGAN [40] - 27.4 - 50.7
PUL [10] 16.4 30.0 43.4 48.5
SPGAN [8] 22.3 41.1 56.6 63.0
CAMEL [43] - - - -
SPGAN+LMP [8] 26.2 46.4 62.3 68.0
TJ-AIDL [39] 23.0 44.3 59.6 65.0
HHL [49] 27.2 46.9 61.0 66.7
ARN [23] 33.4 60.2 73.9 79.5
UDAP [33] 49.0 68.4 80.1 83.5
MAR [44] 48.0 67.1 79.8 -
ENC [50] 40.4 63.3 75.8 80.4
SSG 53.4 73.0 80.6 83.2
SSG++ 60.3 76.0 85.8 89.3
Table 5. Comparison of proposed SSG approach with state-
of-arts unsupervised domain adaptive person re-ID methods on
DukeMTMC dataset.
Methods DukeMTMC-reID→MSMT17mAP R1 R10
PTGAN [40] 3.3 11.8 27.4
SSG 13.3 32.2 51.2
SSG++ 18.3 41.6 62.2
Methods Market1501→MSMT17mAP R1 R10
PTGAN [40] 2.9 10.2 24.4
SSG 13.2 31.6 49.6
SGG++ 16.6 37.6 57.2
Table 6. Comparison of proposed SSG approach with state-of-arts
unsupervised domain adaptive person re-ID methods on MSMT17
dataset.
trained DukeMTMC-reID, which improves state-of-the-arts
by 10.0% and 20.4%. Also, similar improvement can be ob-
served while trained on Market1501 as well, which further
verifies the effectiveness of our proposed method.
5. Conclusion
In this work, we proposed Self-similarity Grouping
(SSG), which can mine the potential similarity existing in
target dataset automatically by different appearance cues
(from global to local) in an unsupervised manner, to tackle
the challenging domain adaption in person re-ID. Further-
more, we introduce a clustering-guided semi-supervised ap-
proach upon proposed SSG to adopt traditional one shot
learning method to person re-ID, which is an open set prob-
lem. Extensive experimental results demonstrate that the
performance of our approach outperforms the state-of-the-
arts by a large margin.
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