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Abstract
We introduce certain classes of random point ﬁelds, including fermion and boson point
processes, which are associated with Fredholm determinants of certain integral operators and
study some of their basic properties: limit theorems, correlation functions, Palm measures etc.
Also we propose a conjecture on an a-analogue of the determinant and permanent.
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1. Introduction
There are two special classes of random point ﬁelds or point processes that are
associated with determinants and permanents. They are called fermion (or
determinantal) point processes and boson point processes [9,23–25]. In the present
ARTICLE IN PRESS
Corresponding author.
E-mail addresses: shirai@kenroku.kanazawa-u.ac.jp (T. Shirai), takahasi@kurims.kyoto-u.ac.jp
(Y. Takahashi).
1Partially supported by JSPS under the Grant-in-Aid for Scientiﬁc Research No.13740057.
2Partially supported by JSPS under the Grant-in-Aid for Scientiﬁc Research No.13340030.
0022-1236/03/$ - see front matter r 2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-1236(03)00171-X
paper we reformulate and extend them in terms of their Laplace transforms and
study some of the basic properties.
The fermion process has been studied from several points of view since [24,25].
Spohn [39] discussed the Dyson model whose reversible measure is a fermion random
ﬁeld associated with the sine kernel (cf. Example 1.1). A further study was given by
Osada [28]. Our ﬁrst motivation was to give a general framework to such studies [30].
Soshnikov studied the Gaussian ﬂuctuation for fermion point processes in [35,36,38].
Borodin and Olshanski used the fermion point processes to describe and study
characters of the inﬁnite-dimensional unitary group UðNÞ [4,5].
It is the Gaussian unitary ensemble (GUE) in random matrix theory that exhibits
the character of fermion processes in a natural manner: their Laplace transforms are
determinants as well as their densities and correlation functions are (cf. [27,40]). On
the other hand, the densities and correlation functions of boson processes are
permanents while the Laplace transforms are also related to determinants but given
by their reciprocals.
Thus, we are led to the classes of random point ﬁelds whose Laplace transforms
are given by the powers or inverse powers of determinants. Let Q be the locally ﬁnite
conﬁguration space over a Polish space R: Given a real number a and a locally trace
class integral operator K on an L2-space L2ðR; lÞ; we seek for the probability
measure ma;K on Q such thatZ
Q
ma;KðdxÞ expð/x; fSÞ ¼ DetðI þ aKjÞ1=a ð1:1Þ
for any nonnegative test function f where j ¼ 1 ef ; Kj ¼ ﬃﬃﬃjp K ﬃﬃﬃjp and
/x; fS ¼Pi f ðxiÞ if x ¼Pi dxiAQ:
If such a measure ma;K exists, its densities (precisely, the densities of its restriction
to the ﬁnite conﬁguration space over compact subsets) and correlation functions turn
out to be given by the following analogue of the determinant and permanent for a
square matrix A ¼ ðaijÞni; j¼1:
deta A ¼
X
sASn
annðsÞ
Yn
i¼1
aisðiÞ; ð1:2Þ
where a is a real number, the summation is taken over the symmetric group Sn; the
set of all permutations of f1; 2;y; ng; and nðsÞ stands for the number of cycles in s:
This quantity is called the a-permanent by Vere-Jones [41] but we refer to it as a-
determinant in the present paper in order to emphasize on the following relationship
with the Fredholm determinant for a trace class integral operator J shown in
Section 2:
DetðI  aJÞ1=a ¼
XN
n¼0
1
n!
Z
Rn
deta ðJðxi; xjÞÞni; j¼1l#nðdx1?dxnÞ: ð1:3Þ
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The fermion process corresponds to the case a ¼ 1 where det1 A is the usual
determinant det A and the boson process corresponds to the case a ¼ 1 where det1 A
is the permanent per A: Now it is almost obvious that the Poisson point processes are
within our framework with a ¼ 0: Indeed, taking the limit as a-70 in (1.1) and
(1.2), one ﬁnds that det0 A ¼
Q
i aii and thatZ
Q
m0;KðdxÞ expð/x; fSÞ
¼ expðTrðKjÞÞ ¼ exp 
Z
R
ð1 ef ðxÞÞKðx; xÞlðdxÞ
 
: ð1:4Þ
Hence m0;K is the Poisson point process with intensity Kðx; xÞlðdxÞ:
The existence and uniqueness was already studied for a ¼ 1 (cf. [30,37]) and it is
known that the operator KðI  KÞ1 plays an important role. The generalization to
locally trace class operators and general a’s can be done in two ways from K and
from Ja ¼ KðI þ aKÞ1: First we start from the operator K :
From now on, for simplicity, we will assume that the space R is locally compact
Hausdorff space with countable basis and l is a nonnegative Radon measure on R;
and take continuous functions or bounded measurable functions with compact
support as test functions. The space Q is then the space of nonnegative integer-
valued Radon measures on R: In particular, Q is a Polish space since it is a closed
subset of the space of Radon measures with vague topology. The space Q and R will
be endowed with their topological Borel structure.
In below we assume that the Radon measure l is nonatomic. But one can also
consider the case where l is atomic and obtain almost the same results except for
some properties based on the absence of multiple points, such as (1.10) below and
(6.29) in Section 6.
Our standing assumption is as follows:
Condition A. (A1) The operator K is a bounded symmetric integral operator on
L2ðR; lÞ: Moreover, it is of locally trace class: the restriction KL ¼ PLKPL of K to
each compact subset L is of trace class where PL stands for the projection operator
from L2ðR; lÞ to the subspace L2ðL; lÞ:
(A2) The operator K is nonnegative deﬁnite. In particular,
SpecðKÞC½0;NÞ: ð1:5Þ
If ao0; the operator I þ aK is also nonnegative deﬁnite so that
SpecðKÞC½0;1=a: ð1:6Þ
For simplicity of description, we will assume K to be real symmetric. Statements are
the same for the case where K is hermitian (symmetric operator on a complex
L2-space) except for Section 6.4.
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Example 1.1. Let R ¼ R1: Take an integrable even function kˆ with values in ½0; 1
and let k be its Fourier transform. Deﬁne K as the convolution operator on
L2ðR1; dxÞ with convolution kernel k: Then SpecðKÞC½0; 1 and K satisﬁes
Condition A with a ¼ 1: The most interesting example in this class is the sine
kernel, kðxÞ ¼ sin px=px (cf. Remark 5.8 and Corollary 5.12).
We obtain the following existence and uniqueness theorem under Condition A.
Theorem 1.2. Let R be a locally compact Hausdorff space with countable basis,
l be a nonnegative, nonatomic Radon measure on R and K be a bounded
symmetric integral operator on L2ðR; lÞ: Assume Condition A and let
aAf2=m; mANg,f1=m; mANg: Then there exists a unique probability Borel
measure ma;K on the configuration space Q such thatZ
Q
ma;KðdxÞ expð/x; fSÞ ¼ DetðI þ aKjÞ1=a ð1:7Þ
for each nonnegative measurable function f on R with compact support where Kj stands
for the trace class operator defined as
Kjðx; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jðxÞ
p
Kðx; yÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jðyÞ
p
ð1:8Þ
and
jðxÞ ¼ 1 expðf ðxÞÞ: ð1:9Þ
The probability measure ma;K has no multiple points:
ma;KðxðfagÞX2 for some a ARÞ ¼ 0: ð1:10Þ
Moreover, its correlation functions are given by
rn;a;Kðx1; x2;y; xnÞ ¼ detaðKðxi; xjÞÞni; j¼1: ð1:11Þ
Theorem 1.2 is a consequence of Theorems 3.6, 4.1 and 6.13.
The generalized binomial distribution gives a toy model of Theorem 1.2. Let
R be a one point space, l be a unit point mass on R and k be a positive real
number. Then the Fredholm determinant is reduced to a number and if jzj is small
enough,
ð1þ að1 zÞkÞ1=a ¼ ð1þ akÞ1=a
XN
n¼0
cðnÞðaÞ
n!
jnaz
n; ð1:12Þ
where cðnÞðaÞ ¼Qn1i¼0 ð1þ iaÞ and ja ¼ kð1þ akÞ1: This series is a probability
generating function in z if and only if a40 or a ¼ 1=m with m ¼ 1; 2;y : The
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probability thus deﬁned is called a generalized binomial distribution. In particular, it
is called a negative binomial distribution if a40 in our notation.
There is another sufﬁcient condition for the existence and uniqueness:
Condition B. (B1) a40:
(B2) The operator K is a bounded integral operator on L2ðR; lÞ and the kernel
function of the operator Ja ¼ KðI þ aKÞ1 is nonnegative.
Under Condition (B2) the operator K ¼ JaðI  aJaÞ1 also has nonnegative kernel.
Example 1.3. Consider a Markov process on R and assume that its transition
semigroup Tt admits a continuous transition probability density with respect to l:
Let Rb ¼
RN
0 e
btTt dt; b40; be its resolvent and set K ¼ Rb: Then, by the resolvent
equation one obtains Ja ¼ Rbþa so that K satisﬁes Condition B.
The following is an immediate consequence from the proof of Theorem 1.2.
Theorem 1.4. Let K be a bounded integral operator on L2ðR; lÞ: Assume Condition B.
Then there exists a unique probability Borel measure ma;K on Q that satisfies (1.7).
Moreover, (1.10) and (1.11) hold and ma;K is infinitely divisible.
Once Theorems 1.2 and 1.4 are established, it is immediate to see the following
generalization of test functions using the estimates stated in Lemma 4.2 and the
relation DetðI þ aKjÞ ¼ DetðI þ ajKÞ for nonsymmetric trace class operators jK :
Thus, one can consider the characteristic function or the Fourier transform of ma;K to
prove the central limit theorem (Proposition 5.7).
Theorem 1.5. Assume Condition A with aAf1=m; mANg,f2=m; mANg or
Condition B. Then we haveZ
Q
ma;KðdxÞ expð/x; fSÞ ¼ DetðI þ ajKÞ1=a ð1:13Þ
for any complex-valued bounded measurable function f with compact support provided
that jj f jjN is sufficiently small.
The existence and uniqueness theorem can also be proved by starting the operator
Ja ¼ KðI þ aKÞ1 (Theorem 6.17) by applying a convergence theorem in forms
(Proposition 3.11). Then the random point ﬁelds ma;K might be regarded as ‘‘Gibbs
measures’’ (or random ﬁeld realizations of Gibbs states, if any) under ‘‘a-statistics’’
as will be discussed in Section 6.5 (cf. [32]). If a ¼ 1; they are the usual Gibbs
measures and are discussed in detail in lattice cases in Part II [31]. See also [3,21,22]
for lattice cases when a ¼ 1: The Glauber dynamics for fermion point ﬁelds in
lattice case is discussed by Yoo and the ﬁrst named author in [33].
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When R ¼ Rd and K is translation invariant, the basic limit theorems for ma;K can
be proved rather easily since ma;K admits both of the ‘‘moment expansion’’ (Theorem
4.1) and the ‘‘cumulant expansion’’ (Proposition 3.9). We can show the law of large
numbers, the central limit theorem and a large deviation result in the present Part I.
For instance, we obtain the following large deviation result:
Proposition 1.6. Let K be a convolution operator with kernel k on L2ðRdÞ: Take a
nonnegative measurable function f on Rd with compact support and set fNðÞ ¼ f ð=NÞ:
Suppose, in addition, that jjaK jjp1 when a40: Then
lim
N-N
1
Nd
log
Z
Q
ma;KðdxÞ expð/x; fNSÞ
¼ 1
2p
 dZ
Rd
dt
Z
Rd
dxFaðkˆ ðtÞ; f ðxÞÞ; ð1:14Þ
where kˆ is the Fourier transform of the kernel k and
Faðk; uÞ ¼ 1a logð1þ akð1 e
uÞÞ; kX0; uX0: ð1:15Þ
This proposition with a ¼ 1 is nothing but Rd-version of Szego¨’s ﬁrst theorem
for Toeplitz matrices where R ¼ Z1 (cf. [15]). In Part II we also give the Zd-version.
See [31].
The determinantal structure brings us further properties. It might be remarkable
that the class of fermion processes is closed under the operation of taking Palm
measures.
Theorem 1.7. If m is the fermion process associated with operator K, then for l-almost
every x0 the Palm measure mx0 coincides with the fermion process associated with the
operator Kx0 defined by
Kx0ðx; yÞ ¼ 1
Kðx0; x0Þ det
Kðx; yÞ Kðx; x0Þ
Kðx0; yÞ Kðx0; x0Þ
 !
ð1:16Þ
whenever Kðx0; x0Þ40:
The Palm measure is a basic concept in point process theory and describes the
spacing distribution and this theorem will be proved as Theorem 6.5 and a little more
general result is obtained in Corollary 6.6.
Under Condition B, the Palm measure of a boson or boson-like ða40Þ process is
given by the convolution of itself and some measure (Theorem 6.12).
The boson and boson-like processes can be constructed as a mixture of Poisson
processes (or a Cox process) with random intensity obeying w2-distributions [9].
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Theorem 1.8. Assume Condition A. Let X ðxÞ; xAR be a Gaussian random field with
mean 0 and covariance Kðx; yÞ which is continuous and PX 2 be a Poisson random field
over R with random intensity XðxÞ2lðdxÞ: Then,
E½PX 2ðdxÞ ¼ m2;KðdxÞ; ð1:17Þ
where E stands for the expectation with respect to the Gaussian random field XðxÞ:
As a by-product we can prove the existence of the random point ﬁeld ma;K for
aAf2=m; mANg (Theorem 6.13). This gives another proof to the positivity of
permanents of nonnegative deﬁnite matrices.
In the ﬁnal Section 7 we will propose a conjecture on the nonnegativity of deta A:
Conjecture 1.9. Let 0pap2: Then deta A is nonnegative whenever A is a nonnegative
definite square matrix.
Theorems 1.2 and 6.13 turn out to be an afﬁrmative partial answer to the
conjecture proved by probabilistic methods. Conversely, if the conjecture is true for
some a40; the random ﬁeld ma;K exists for any nonnegative deﬁnite K: It seems that
our conjecture is closely related to Lieb’s conjecture on permanents [13]. If we restrict
ourselves to the case aAf1=m; mANg; the conjecture can also be proved
algebraically by using expansion (7.3) of deta A by using the immanants.
Finally, we should notice here that the random point ﬁeld ma;K exists whenever
deta ðJaðxi; xjÞÞni; j¼1 are nonnegative even if K is nonsymmetric [14,29].
2. Preliminary
2.1. Properties of trace class operators
First of all, let us recall some basic facts on the trace class operators and ﬁx the
notations. Let H be a complex separable Hilbert space equipped with an inner
product /; S: A compact operator T is said to be a trace class operator (or a
nuclear operator) if
jjT jj1 ¼ TrðjT jÞoN; ð2:1Þ
where jT j ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃTTp : The totality of the trace class operators will be denoted by I1
and jjT jj1 is called the trace norm. The trace of T is given by
TrðTÞ ¼
XN
n¼1
/Ten; enS; ð2:2Þ
where feng is a complete orthonormal system in H and TrðTÞ does not depend on
the choice of feng: Let H#n ¼ H#?#H be the n-fold tensor product of H and we
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deﬁne an inner product /;S on H#n by extending
/j1#?#jn;c1#?#cnS ¼
Yn
i¼1
/ji;ciS ð2:3Þ
for ji;ciAH ð1pipnÞ:
LetAH#n be the anti-symmetric subspace of H#n: For an operator T on H; we
denote
4nðTÞ ¼ T#?#T jAH#n : ð2:4Þ
We need the following two lemmas which can be found in, for instance, [11,34].
Lemma 2.1. (i) Let S be a bounded operator and T a trace class operator. Then
TrðTSÞ ¼ TrðSTÞ ð2:5Þ
and
TrðjST jÞpjjSjjTrðjT jÞ: ð2:6Þ
Thus, I1 forms an ideal in the Banach algebra of bounded operators.
(ii) Let T be a trace class operator on a Hilbert space. Then for each nX1; the
operator 4nðTÞ is also of trace class and satisfies the following estimate:
jj4nðTÞjj1p
1
n!
jjT jjn1: ð2:7Þ
The Fredholm determinant of I þ T is defined by
DetðI þ TÞ ¼
XN
n¼0
Trð4nðTÞÞ: ð2:8Þ
If, in addition, S is a bounded operator, then
DetðI þ TSÞ ¼ DetðI þ STÞ: ð2:9Þ
(iii) If jjT jjo1 and TAI1; then
DetðI þ TÞ ¼ exp
XN
n¼1
ð1Þn1
n
TrðTnÞ
 !
: ð2:10Þ
(iv) The Fredholm determinant DetðI þ TÞ; as a functional from I1 to C; is
continuously Fre´chet differentiable. If 1eSpecðTÞ its logarithmic derivative is given
by the formula
d½log DetðI þ TÞ ¼ TrððI þ TÞ1dTÞ: ð2:11Þ
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Remark 2.2. Let T be a trace class integral operator on L2ðR; lÞ with continuous
kernel Tðx; yÞ: If we identify a bounded measurable function y with the
multiplication operator by y and if we denote the eigenvalues of T by fkigiX1 and
the corresponding normalized eigenfunctions by fcigiX1; then the Fredholm
determinant can be expressed as
DetðI þ yTÞ ¼
XN
n¼0
1
n!
Z
Rn
Yn
i¼1
yðxiÞ detðTðxi; xjÞÞni; j¼1l#nðdx1?dxnÞ ð2:12Þ
¼
XN
n¼0
1
n!
X
1pi1o?oin
Yn
j¼1
kij

Z
Rn
Yn
i¼1
yðxiÞjdetðcij ðxkÞÞnj;k¼1j2l#nðdx1?dxnÞ: ð2:13Þ
Note that
Qn
j¼1 kij are eigenvalues and
ð1=n!Þ1=2 detðcij ðxkÞÞnj;k¼1 ð2:14Þ
are the normalized eigenfunctions of the trace class operator4nðTÞ considered as an
integral operator on L2ðRn; l#nÞ: These functions (possibly, without the normalizing
constant 1=ðn!Þ1=2) are called Slater determinants in physical literature.
Remark 2.3. The well deﬁnedness of the Fredholm determinant appeared in (1.7) is
guaranteed by the minimax principle. Indeed, if T is a trace class symmetric operator
on the space L2ðR; lÞ with SpecðTÞC½0;NÞ and c is a measurable function on R
with values in ½0; 1: Then the operator
Tc ¼
ﬃﬃﬃ
c
p
T
ﬃﬃﬃ
c
p
ð2:15Þ
is also a trace class operator and, for each kX1; the kth eigenvalue of Tc is
dominated by the kth eigenvalue of T :
2.2. Expansion of DetðI  aJÞ1=a
The next theorem is a generalization of (2.12) in Remark 2.2, which is obtained in
[41] for ﬁnite matrices.
Theorem 2.4. Let J be a trace class integral operator. If jjaJjjo1; we have
DetðI  aJÞ1=a ¼
XN
n¼0
1
n!
Z
Rn
deta ðJðxi; xjÞÞni; j¼1l#nðdx1?dxnÞ; ð2:16Þ
ARTICLE IN PRESS
T. Shirai, Y. Takahashi / Journal of Functional Analysis 205 (2003) 414–463422
where deta is defined by (1.2). If aAf1=m; mANg; (2.16) holds without condition
jjaJjjo1:
Proof. Let T ¼ aJ: If jjT jjo1 we know (2.10) holds. Expanding the exponential in
(2.10) of Lemma 2.1(iii), we obtain for any bAR
DetðI  TÞb ¼ 1þ
XN
k¼1
bk
k!
X
n1;y;nkX1
TrðTn1Þ?TrðTnkÞ
n1?nk
¼ 1þ
XN
n¼1
Xn
k¼1
bk
k!
X
n1;y;nkX1;
n1þ?þnk¼n
TrðTn1Þ?TrðTnkÞ
n1?nk
: ð2:17Þ
It is well known that there is one to one correspondence between conjugacy classes of
the symmetric group Sn and partitions of n; that is, ð j1;y; jkÞ with
Pk
i¼1 ji ¼ n and
j1X?XjkX1: Indeed, the conjugacy class ½s of a permutation is determined by the
length ji ð1pipnðsÞÞ of cycles in s: It is easy to see that
1
k!
X
n1;y;nkX1;
ðn
1
;y;n
k
Þ¼ð j1;y; jkÞ
n!
n1?nk
¼
X
sASn;
½s¼ð j1;y; jkÞ
1; ð2:18Þ
where ðn1;y; nkÞ is the rearrangement of ðn1;y; nkÞ so that n1X?Xnk: Hence we
obtain
1þ
XN
n¼1
Xn
k¼1
bk
k!
X
n1;y;nkX1;
n1þ?þnk¼n
TrðTn1Þ?TrðTnkÞ
n1?nk
¼ 1þ
XN
n¼1
Xn
k¼1
bk
n!
X
j1X?XjkX1
j1þ?þjk¼n
X
sASn;
½s¼ð j1;y; jkÞ
TrðTj1Þ?TrðTjkÞ
¼ 1þ
XN
n¼1
1
n!
Xn
k¼1
X
sASn
nðsÞ¼k
bnðsÞ
Z
Rn
Yn
i¼1
Tðxi; xsðiÞÞl#nðdx1?dxnÞ ð2:19Þ
and then
DetðI  TÞb
¼ 1þ
XN
n¼1
1
n!
X
sASn
bnðsÞ
Z
Rn
Yn
i¼1
Tðxi; xsðiÞÞl#nðdx1?dxnÞ: ð2:20Þ
The formal computation as above can be immediately justiﬁed if TAI1 and jjT jjo1:
Consequently, we obtain (2.16) by setting b ¼ 1=a and T ¼ aJ: &
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If a ¼ 1; formula (2.16) is nothing but formula (2.12) if one expresses the traces
as the integrals of usual determinants. Thus it is analytic in T and so we can remove
the condition jjJjjo1 if a ¼ 1: More generally, since the left-hand side of (2.16) is
the mth power of an analytic function in J; we can remove the condition jjaJjjo1 if
aAf1=m; mANg:
Remark 2.5. Let A be an n by n nonnegative deﬁnite matrix. As is well known
(cf. [2]), there hold the inequalities
per AX
Yn
i¼1
aiiXdet AX0: ð2:21Þ
In other words,
det1 AXdet0 AXdet1 AX0: ð2:22Þ
3. Existence and general property
In this section we will prove Theorem 1.2 for aAf71=m; mANg except for
assertion (1.11) on correlation functions which will be proved separately in the next
section. The rest cases aAf2=m; mANg will be treated in Section 6 by a constructive
method.
3.1. Some lemmas
We assume Condition A and, in addition, we assume the following operators are
well deﬁned as bounded operators for compact subsets L if ao0:
Ja½L ¼ ðI þ aKLÞ1KL: ð3:1Þ
The operator Ja½L is the quasi-inverse of KL in the sense that
ðI þ aKLÞðI  aJa½LÞ ¼ I ð3:2Þ
(though the terminology is usually used only for a ¼ 1). If L is compact, the operator
Ja½L is also a trace class operator with spectrum in ½0;NÞ: Moreover,
SpecðJa½LÞC½0; a1Þ if a40 ð3:3Þ
and
SpecðJa½LÞC½0;NÞ if ao0: ð3:4Þ
Note that Ja½L is not a restriction operator while KL is.
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Lemma 3.1. Let L be a compact subset of R and f :R-½0;NÞ be measurable and
assume
supp fCL: ð3:5Þ
Then,
DetðI þ aKjÞ1=a ¼ DetðI þ aKLÞ1=a DetðI  aðJa½LÞef Þ1=a; ð3:6Þ
where ðJa½LÞef ¼ ef =2Ja½Lef =2:
Proof. By using (2.9) we can compute the Fredholm determinant as follows:
DetðI þ aKjÞ ¼DetðI þ aKLjÞ ¼ DetðI þ aKL  aKLef Þ
¼DetðI þ aKLÞDetðI  ðI þ aKLÞ1aKLef Þ
¼DetðI þ aKLÞDetðI  aJa½Lef Þ
¼DetðI þ aKLÞDetðI  aðJa½LÞef Þ: ð3:7Þ
Hence we obtain the lemma. &
Now let QðLÞ be the conﬁguration space over L: If L is compact, QðLÞ will be
identiﬁed with
SN
n¼0 L
n=B where the equivalence relation B is deﬁned by
permutations of coordinates. Using deta we can deﬁne a symmetric function sL;a;K
on
SN
n¼0 L
n as follows: set, for nX1;
sL;a;Kðx1;y; xnÞ ¼ DetðI þ aKLÞ1=a detaðJa½Lðxi; xjÞÞni; j¼1 on Ln ð3:8Þ
and for n ¼ 0 if we denote the empty conﬁguration by |;
sL;a;Kð|Þ ¼ DetðI þ aKLÞ1=a on L0 ¼ f|g: ð3:9Þ
Deﬁne a (possibly, signed) measure mL;a;K on QðLÞ byZ
QðLÞ
mL;a;KðdxÞ expð/x; fSÞ
¼
XN
n¼0
1
n!
Z
Ln
sL;a;Kðx1;y; xnÞ exp 
Xn
k¼1
f ðxkÞ
 !
l#nðdx1?dxnÞ: ð3:10Þ
The measure mL;a;K will turn out to be a probability measure for a ¼71=m in
Lemma 3.3 below and for a ¼ 2=m in Section 6. The rest case is to be posed as
Conjecture 7.1 in Section 7.
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Lemma 3.2. Let f be a nonnegative measurable function on R. Assume (3.5) holds, i.e.,
supp fCL; ð3:11Þ
and set j ¼ 1 ef : Then for aAf1=m; mANg,ð0;NÞ;Z
QðLÞ
mL;a;KðdxÞ expð/x; fSÞ ¼ DetðI þ aKjÞ1=a: ð3:12Þ
Proof. Assume supp fCL: If a40; jjaJa½Ljj ¼ jjaKLðI þ aKLÞ1jjo1 and otherwise
we assume aAf1=m; mANg: Then we can apply Theorem 2.4 to the right-hand
side of (3.12) and we get
DetðI þ aKjÞ1=a
¼ DetðI þ aKLÞ1=a DetðI  aðJa½LÞef Þ1=a
¼ DetðI þ aKLÞ1=a 1þ
XN
n¼1
1
n!
Z
Ln
detaððJa½LÞef ðxi; xjÞÞni; j¼1l#nðdx1?dxnÞ
( )
¼ DetðI þ aKLÞ1=a
 1þ
XN
n¼1
1
n!
Z
Ln
detaðJa½Lðxi; xjÞÞni; j¼1 exp 
Xn
k¼1
f ðxkÞ
 !
l#nðdx1?dxnÞ
( )
¼
XN
n¼0
1
n!
Z
Ln
sL;a;Kðx1;y; xnÞ exp 
Xn
k¼1
f ðxkÞ
 !
l#nðdx1?dxnÞ
¼
Z
QðLÞ
mL;a;KðdxÞ expð/x; fSÞ: &
Lemma 3.3. If aAf71=m; mANg the measure mL;a;K is a probability measure on
QðLÞ and sL;a;K is its density with respect to "Nn¼0 l#n:
Proof. If a ¼71; then it is obvious that the function sL is nonnegative since
det1 ¼ det and det1 ¼ per (see Remark 2.5). Hence, mL;71;K is a probability measure
and sL;71;K is its density.
By the deﬁnition of their Laplace transforms, the measure mL;a=m;K is the m-fold
convolution of mL;a;K=m:Z
QðLÞ
mL;a=m;KðdxÞe/x;fS
¼
Z
QðLÞ?QðLÞ
mL;a;K=mðdx1Þ?mL;a;K=mðdxmÞe/x1þ?þxm;fS: ð3:13Þ
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Hence, mL;71=m;K is also a probability measure and sL;71=m;K is necessarily
nonnegative. &
Let a ¼ 1 and L be a compact subset of R: If the restricted operator KL admits 1
as its eigenvalues, J1½L loses its meaning. So we cannot follow the argument above.
But this gap will be compensated for by the next lemma (see also [37]). Thus we may
safely abuse notation (3.8) even in the degenerated cases where detðI  KLÞ ¼ 0: the
precise deﬁnition (3.8) is then given by (3.16) below.
Lemma 3.4. Let a ¼ 1 and L be a compact set of R. Let 1Xk1Xk2X?X0 are the
eigenvalues of KL and fcigiX1 be the corresponding normalized eigenfunctions.
(i) Assume that all the eigenvalues of KL are strictly less than 1: Then the density
function sL;1;K defined in (3.8) can be expressed as
sL;1;Kðx1;y; xnÞ
¼
X
1pi1o?oin
Yn
j¼1
kij
Y
kai1;y;in
ð1 kkÞ
 !
jdetðcij ðxkÞÞnj;k¼1j2 on Ln: ð3:14Þ
(ii) Assume that 1 is an eigenvalue of KL with multiplicity m. Then there exists a
unique probability measure mL;1;K such thatZ
QðLÞ
mL;1;KðdxÞe/x;fS ¼ DetðI  KjÞ; ð3:15Þ
where j ¼ 1 ef : Its density function sL;1;K is given by
sL;1;Kðx1;y; xnÞ ¼
X
1pi1o?oin
i1¼1;y;im¼m
Yn
j¼mþ1
kij
Y
kai1;y;in
ð1 kkÞ
 !
jdetðcij ðxkÞÞnj;k¼1j2 on Ln ð3:16Þ
for nXm and sL;1;Kðx1;y; xnÞ ¼ 0 on Ln for nom: In particular,
mL;1;KðxðLÞXmÞ ¼ 1: ð3:17Þ
Similarly, if a positive integer k is an eigenvalue of KL with multiplicity m, then for
a ¼ 1=k
mL;1=k;KðxðLÞXmkÞ ¼ 1: ð3:18Þ
Proof. (i) Recall that
DetðI  KjÞ ¼ DetðI  KLÞDetðI þ ef J1½LÞ ð3:19Þ
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for any nonnegative measurable function f with supp fCL: Applying (2.13) of
Remark 2.2 to (3.19) with y ¼ ef and T ¼ J1½L; we obtain
DetðI  KjÞ
¼ DetðI  KLÞ
XN
n¼0
1
n!
X
1pi1o?oin
Yn
j¼1
kij ð1 kij Þ1

Z
Ln
e
Pn
i¼1 f ðxiÞjdetðcij ðxkÞÞnj;k¼1j2l#nðdx1?dxnÞ
¼
XN
n¼0
1
n!
X
1pi1o?oin
Yn
j¼1
kij
Y
kei1;y;in
ð1 kkÞ

Z
Ln
e
Pn
i¼1 f ðxiÞjdetðcij ðxkÞÞnj;k¼1j2l#nðdx1?dxnÞ: ð3:20Þ
(ii) Let 0oso1 and consider the operator sK : Then one can obtain the probability
measures mL;1;sKð0oso1Þ: On one hand, the Laplace transform DetðI  ðsKÞjÞ of
mL;1;sK converges to DetðI  KjÞ as s-1 for any nonnegative measurable function
f with supp fCL: Since the Laplace transform determines a probability measure
uniquely, we obtain a unique probability measure on QðLÞ associated with K;
say mL;1;K :
On the other hand, the probability measure mL;1;sK has the density function
sL;1;sK given by (3.14) with ski in place of ki: Thus taking the limit s-1; we easily
obtain the density function sL;1;K of the form (3.16). &
Finally, we note the following fact.
Remark 3.5. Let a ¼ 1 and assume Condition A on K: If 1 is an eigenvalue of KL;
then 1 is also an eigenvalue of K and any corresponding eigenfunctions are localized
on the set L: In fact, let KLfL ¼ fL and deﬁne f : R-C by setting f ¼ fL on L and
f ¼ 0 outside L: Then
jj f jj2 ¼ jj fLjj2 ¼ jjKLfLjj2pjjKLfLjj2 þ jjKLcLfLjj2 ¼ jjKf jj2pjj f jj2; ð3:21Þ
where KLcL stands for the operator PLc KPL: Hence, KLcL fL ¼ 0 and Kf ¼ f :
3.2. The existence and uniqueness theorem under Condition A for a ¼71=m
The existence and uniqueness theorem under Condition B will be treated in
Section 6.
Theorem 3.6. Assume Condition A and aAf71=m; mANg:
(i) The family fmL;a;K ;LCR; compactg satisfies the Kolmogorov consistency
condition and, hence, there exists a unique probability measure ma;K on the whole
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configuration space Q ¼ QðRÞ satisfyingZ
Q
ma;KðdxÞ expð/x; fSÞ ¼ DetðI þ aKjÞ1=a: ð3:22Þ
(ii) If supp fCL; thenZ
Q
ma;KðdxÞ expð/x; fSÞ
¼
Z
QðLÞ
mL;a;KðdxÞ expð/x; fSÞ
¼
XN
n¼0
1
n!
Z
Ln
sL;a;Kðx1;y; xnÞ exp 
Xn
k¼1
f ðxkÞ
 !
l#nðdx1?dxnÞ: ð3:23Þ
(iii) Assume, in addition, l is a nonatomic Radon measure. Then the measure ma;K has
no multiple points:
ma;KðxAQ; xðfagÞX2 for some aARÞ ¼ 0: ð3:24Þ
Proof. Let
L0 ¼ supp f ; L0-L1 ¼ | ð3:25Þ
and set
L ¼ L0,L1: ð3:26Þ
Then, since supp fCL; we have
DetðI þ aKjÞ1=a
¼
Z
QðLÞ
mL;a;KðdxÞ expð/x; fSÞ
¼
XN
n¼0
1
n!
Z
Ln
sL;a;Kðx1;y; xnÞ exp 
Xn
k¼1
f ðxkÞ
 !
l#nðdx1?dxnÞ
¼
XN
m¼0
XN
c¼0
1
m!
Z
Lm0
Z
Lc1
sL;a;Kðx1;y; xm; y1;y; ycÞl#cðdy1?dycÞ
 exp 
Xm
k¼1
f ðxkÞ
 !
l#mðdx1?dxmÞ: ð3:27Þ
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On the other hand,
DetðI þ aKjÞ1=a ¼
Z
QðL0Þ
mL0;a;KðdxÞ expð/x; fSÞ
¼
XN
n¼0
1
n!
Z
Ln0
sL0;a;Kðx1;y; xnÞ
 exp 
Xn
k¼1
f ðxkÞ
 !
l#nðdx1?dxnÞ: ð3:28Þ
Consequently, comparing the above two Eqs. (3.27) and (3.28), one can conclude
sL0;a;Kðx1;y; xmÞ ¼
XN
c¼0
1
c!
Z
Lc1
sL;a;Kðx1;y; xm; y1;y; ycÞl#cðdy1?dycÞ; ð3:29Þ
which is nothing but the desired consistency condition. Hence by a version of
Kolmogorov’s extension theorem (e.g. cf. [18]), there exists a unique probability
measure m ¼ ma;K on Q ¼ QðRÞ which satisﬁesZ
Q
FðxÞma;KðdxÞ ¼
XN
n¼0
1
n!
Z
Ln
sL;a;Kðx1;y; xnÞF
Xn
i¼1
dxi
 !
l#nðdx1?dxnÞ ð3:30Þ
for any bounded measurable function F such that FðxÞ ¼ FðxLÞ where xL is the
restriction of x to L: Hence we obtain (i). In particular, putting FðxÞ ¼
expð/x; fSÞ for f supported by L; we obtain (ii).
To prove (iii), it is sufﬁcient to show that for any compact set ACR
ma;KðxAQ; xðfagÞX2 for some aAAÞ ¼ 0 ð3:31Þ
or, a fortiori, that
ma;KðxAQ; xðLÞX2Þ ¼ oðl1ðLÞÞ ð3:32Þ
as l1ðLÞ-0 uniformly in LCA where l1ðLÞ ¼
R
Q
ma;KðdxÞxðLÞ: However, by using a
mean value theorem for the function gðtÞ ¼ DetðI þ taKLÞ1=a; we obtain
ma;KðxðLÞX2Þ ¼ 1 ma;KðxðLÞ ¼ 0Þ  ma;KðxðLÞ ¼ 1Þ
¼ 1DetðI þ aKLÞ1=a DetðI þ aKLÞ1=aTrðJa½LÞ
p 1
2
DetðI þ taKLÞ1=ajð1þ aÞðTrðJta½LÞÞ2  2a Trð42Jta½LÞj
p 1þ 2jaj
2
jjJta½Ljj21 ð3:33Þ
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for some 0oto1: Here we used (2.7) in Lemma 2.1 for the last inequality. Thus we
have
ma;KðxðLÞX2Þp
1þ 2jaj
2
maxðjjKLjj1; jjJa½Ljj1Þ2
p ðconst:ÞjjKLjj21 ¼ ðconst:Þl1ðLÞ2; ð3:34Þ
where the constant depends only on KA and a: Hence we obtain (3.32). &
Remark 3.7. The above proof remains valid for a Polish space R if we replace
compact sets L by measurable sets L with lðLÞoN and functions with compact
support by functions with lðsupp f ÞoN:
Remark 3.8. Behind formula (3.29) there lies the relation
Ja½L0 ¼ Ja½LL0 þ aJa½LL0L1ðI  aJa½LL1Þ
1
Ja½LL1L0 ; ð3:35Þ
where L ¼ L0,L1 and L0-L1 ¼ |: It can be proved directly as follows. If T is a
positive deﬁnite operator with bounded inverse T1 on a Hilbert space H; then
ðT1Þ11 ¼ ðT11  T12ðT22Þ1T21Þ1 ð3:36Þ
whenever Tij ¼ PiTPj ði; j ¼ 1; 2Þ for some orthogonal projection P1 on H and
P2 ¼ I  P1: Consequently, we have
aJa½L0 ¼ I  ½I þ aKL0 1
¼ I  ½ðI þ aKLÞL0 
1
¼ I  ½fðI  aJa½LÞ1gL0 1
¼ I  fðI  aJa½LÞL0  ðI  aJa½LÞL0L1ðI  aJa½LL1Þ
1ðI  aJa½LÞL1L0g
¼ aJa½LL0 þ a2Ja½LL0L1ðI  aJa½LL1Þ
1
Ja½LL1L0 : ð3:37Þ
Here we note that (3.36) implies
ðT1Þ11XðT11Þ1: ð3:38Þ
This inequality will be used in the proof of Theorem 6.17.
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3.3. An expansion formula and two convergence theorems
As a direct consequence of the expansion formula (2.10) of the Fredholm
determinant in Lemma 2.1 we obtain the following ‘‘cumulant expansion’’ (cf.
[36,38]).
Proposition 3.9. Let f be a nonnegative measurable function with compact support L:
Suppose jjaKLjjo1: Then we have
 log
Z
Q
ma;KðdxÞ expð/x; fSÞ
¼
XN
p¼1
Xp
n¼1
ð1Þp1 an1
X
p1;y;pnX1
p1þ?þpn¼p
1
n  p1!?pn!
Z
Rn
Kðx1; x2Þ?Kðxn; x1Þ

Yn
i¼1
f ðxiÞpil#nðdx1?dxnÞ
¼
Z
R1
Kðx; xÞ f ðxÞlðdxÞ  1
2
Z
R1
Kðx; xÞ f ðxÞ2lðdxÞ

þ a
Z
R2
Kðx; yÞ2f ðxÞ f ðyÞl#2ðdxdyÞ

þy : ð3:39Þ
Proof. We can immediately obtain (3.39) by using Taylor expansion of the
exponential function. &
One of the advantages of our deﬁnitions of those point processes is a convergence
theorem.
Proposition 3.10. Let fK ðnÞgnX1 be integral operators with nonnegative definite
continuous kernels K ðnÞðx; yÞ: Assume that K ðnÞ satisfies Condition A (or Condition B)
and that K ðnÞðx; yÞ converges to a kernel Kðx; yÞ uniformly on each compact
sets as n tends to infinity. Then the kernel Kðx; yÞ defines the integral operator
K satisfying Condition A (or Condition B, respectively). Moreover, if
aAf1=m; mANg,f2=m; mANg; the measure ma;KðnÞ on Q associated with K ðnÞ
converges weakly to the measure ma;K associated with K as n tends to infinity.
From the nonnegative deﬁniteness of operators we also obtain the following
convergence theorem in terms of quadratic forms, which is sometimes much more
useful than Proposition 3.10.
Proposition 3.11. Let Tn; nX1; be nonnegative definite trace class operators on a
Hilbert space H. Assume that there exists a trace class operator T such that the
quadratic form /Tnf ; fS is monotone nondecreasing in n and converges to /Tf ; fS as
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n goes to infinity for every fAH: Then the Fredholm determinant DetðI þ TnÞ
converges to DetðI þ TÞ:
For the proofs we need the following fact whose proof can be found, e.g., in [34].
Lemma 3.12. Let Tn; T be nonnegative definite symmetric operators on a Hilbert
space. Suppose that as n-N; Tn converges to T weakly and jjTnjj1 converges to jjT jj1:
Then jjTn  T jj1-0:
Proof of Proposition 3.10. First we prove the case of Condition A. Since the kernels
K ðnÞðx; yÞ are continuous and nonnegative deﬁnite, the trace coincides with the
integral on diagonal:
TrðK ðnÞL Þ ¼
Z
L
K ðnÞðx; xÞlðdxÞ ð3:40Þ
for each compact sets L: Hence, the compact-uniform limit Kðx; yÞ is also
continuous and nonnegative deﬁnite and
TrðKLÞ ¼
Z
L
Kðx; xÞlðdxÞoN: ð3:41Þ
Moreover, we obtain jjKjjpC from jjK ðnÞjjpC for all nAN: Thus, the operator K
satisﬁes Condition A if K ðnÞ satisﬁes Condition A.
Let eðnÞ ¼ sup
ðx;yÞALL
jKðx; yÞ  K ðnÞðx; yÞj: One can check that
jjKL  K ðnÞL jjpeðnÞlðLÞ ð3:42Þ
and so since K
ðnÞ
L ðx; yÞ-KLðx; yÞ is a compact uniform convergence then K ðnÞL
converges to KL in uniform operator topology. Moreover,
jTrðK ðnÞL Þ  TrðKLÞjpeðnÞlðLÞ ð3:43Þ
and so jjK ðnÞL jj1-jjKLjj1 as n-N: Then by Lemma 3.12 we obtain
jjKL  K ðnÞL jj1-0: ð3:44Þ
Since DetðI þ aKjÞ is continuous in K with respect to the norm jj  jj1 for each j with
compact support, one can conclude that the Laplace transform
R
e/x; fSma;KðnÞ ðdxÞ
converges pointwise to
R
e/x; fSma;KðdxÞ: Consequently, the probability measure
ma;K ðnÞ on the space QðRÞ converges weakly to ma;K : &
It is also easy to prove the case of Condition B.
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Proof of Proposition 3.11. Since /Tnf ; fS converges to /Tf ; fS for any fAH; Tn
converges T weakly. Since, in addition, the convergence is monotone nondecreasing
and each /Tnei; eiS is nonnegative, one obtains
jjTnjj1 ¼
XN
i¼1
/Tnei; eiSs
XN
i¼1
/Tei; eiS ¼ jjT jj1; ð3:45Þ
where feigNi¼1 is an orthonormal basis of H: Thus, by Lemma 3.12, Tn converges to T
in the norm jj  jj1 and hence DetðI þ TnÞ-DetðI þ TÞ as n-N: &
4. Correlation functions
4.1. Definitions of correlation measures and correlation functions
Let us recall the deﬁnitions of correlation measures and correlation functions. Let
m be a probability measure on Q: Assume that ðQ; mÞ has no multiple points. For
xAQ and any bounded measurable function fn on Rn with compact support, denote
/xn; fnS ¼
X
x1;x2;y;xnAx
fnðx1; x2;y; xnÞ; ð4:1Þ
where
P denotes the sum over all mutually distinct points x1; x2;y; xn: Then, for
any function f with compact support one obtains
expð/x; fSÞ ¼
XN
n¼0
ð1Þn
n!
/xn;jnS; ð4:2Þ
where jnðx1; x2;y; xnÞ ¼
Qn
i¼1 jðxiÞ ¼
Qn
i¼1 ð1 expðf ðxiÞÞ: In fact, the right
hand side is a ﬁnite sum since N ¼ xðsupp f ÞoN and so (4.2) is easily obtained from
the identity
YN
i¼1
ð1 aiÞ ¼
XN
n¼0
ð1Þn
X
ICf1;y;Ng
jI j¼n
Y
iAI
ai: ð4:3Þ
If xðLÞn is m-integrable for each compact subset L of R; then /xn; fnS is m-integrable
for each bounded measurable function fn with compact support on R
n and the
formula Z
Q
/xn; fnSmðdxÞ ¼
Z
Rn
fnðx1;y; xnÞlnðdx1?dxnÞ ð4:4Þ
deﬁnes a Radon measure ln on Rn which is called the nth correlation measure of m: In
particular, l1 is often called the intensity or the mean of m:
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Moreover, if
R
Q
xðLÞnmðdxÞ; nX1; satisfy a suitable growth condition for each L so
that if
PN
n¼1ð1=n!Þ
R
Q
xðLÞnmðdxÞoN for each L; then one can integrate (4.2) and
obtains the following expansion formula of the Laplace transform by correlation
measures:Z
Q
expð/x; fSÞmðdxÞ ¼
XN
n¼0
ð1Þn
n!
Z
Rn
jnðx1;y; xnÞlnðdx1?dxnÞ; ð4:5Þ
where f is a nonnegative measurable function with compact support.
Now let l1 be the intensity of m: Fix a Radon measure l on R and assume that l1 is
absolutely continuous with respect to l: Then the nth correlation measures ln of m
are absolutely continuous with respect to the direct product measures l#n whenever
it exists. The Radon–Nikodym density rnðx1;y; xnÞ is called the n-th correlation
function of m (with respect to l).
Moreover, if m admits all the correlation functions and (4.5) holds, then one
obtains the following expansion formula of the Laplace transform by correlation
functions: Z
Q
expð/x; fSÞmðdxÞ ¼
XN
n¼0
ð1Þn
n!
Z
Rn
jnðx1;y; xnÞ
 rnðx1;y; xnÞl#nðdx1?dxnÞ: ð4:6Þ
For instance, if m is the Poisson point process with intensity l; then ln ¼ l#n and
rn ¼ 1 for each nX1 and (4.6) is the expansion of the exponential function.
The nth correlation function rnðx1;y; xnÞ is obviously symmetric in x1;y; xn and
so it is often convenient to write it as rðX Þ where X ¼ fx1;y; xng:
Under this notation, the correlation functions rðXÞ of the convolution m ¼
mð1Þ  mð2Þ are given by the formula
rðX Þ ¼
X
X¼X10X2
rð1ÞðX1Þrð2ÞðX2Þ; ð4:7Þ
where
P
X¼X10X2 stands for the summation over all disjoint subsets X1; X2 of X with
X10X2 ¼ X and rðiÞ is the correlation function of mðiÞ; i ¼ 1; 2: Formally, (4.7)
follows from Z
Q
mðdxÞe/x;fS ¼
Z
Q
mð1ÞðdxÞe/x;fS 
Z
Q
mð2ÞðdxÞe/x;fS ð4:8Þ
by using (4.6).
4.2. a-Determinants and correlation functions
Now we proceed to prove the last part of Theorem 1.2 assuming the other parts.
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Theorem 4.1. Assume Condition A and aAf2=m; mANg,f1=m; mANg: Then all
the correlation functions rn;a;K of the probability measure ma;K defined in Theorem 1.2
exist and are given by the formula
rn;a;Kðx1;y; xnÞ ¼ detaðKðxi; xjÞÞni; j¼1 ðnX1Þ ð4:9Þ
and
r0;a;K ¼ 1: ð4:10Þ
Moreover, if we assume, in addition, jjjjjNjjaKjjo1 when a40; we have the expansion
formulaZ
Q
ma;KðdxÞ expð/x; fSÞ
¼
XN
n¼0
ð1Þn
n!
Z
Ln
deta ðKðxi; xjÞÞni; j¼1jnðx1;y; xnÞl#nðdx1?dxnÞ: ð4:11Þ
In order to prove the existence of correlation functions, we need the following
estimates of the probabilities of basic events for ma;K :
Up to now we have discussed things only for a ¼71=mðmANÞ: But the proofs
below work also in the case a ¼ 2=mðmANÞ which will be discussed in Section 6.
Lemma 4.2. For any compact set LCR; the following estimates hold:
ma;KðxðLÞ ¼ kÞp
1
k!
jjKLjj1
1 jjaKLjj
 k
if ao0; ð4:12Þ
ma;KðxðLÞ ¼ kÞpCL;g
gjjaKLjj
1þ jjaKLjj
 k
if a40 ð4:13Þ
for any g41 and some CL;g40:
Proof. In the case of a ¼ 1 it is immediate from Lemma 2.1(i) and (ii) since
m1;KðxðLÞ ¼ kÞ ¼ DetðI  KLÞ Trð4kJ1½LÞ ð4:14Þ
for any kAN: In the case of a ¼ 1=m ðmANÞ; m1=m;K is the m-fold convolution of
m1;K=m and so
m1=m;KðxðLÞ ¼ kÞ ¼
X
j1þ?þjm¼k
Ym
i¼1
m1;K=mðxðLÞ ¼ jiÞ
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p
X
j1þ?þjm¼k
1
j1!?jm!
jjaKLjj1
1 jjaKLjj
 j1þ?þjm
¼ 1
k!
jjKLjj1
1 jjaKLjj
 k
: ð4:15Þ
In the case of a40; note thatXN
k¼0
zkma;KðxðLÞ ¼ kÞ ¼ DetðI þ aKLÞ1=a DetðI  zaJa½LÞ1=a ð4:16Þ
and then the right-hand side is analytic in z whenever jzj  jjaJa½Ljjo1: Thus, there
exists a constant CL;g40 for g41 so that
ma;KðxðLÞ ¼ kÞpCL;g gjjaJa½Ljjð Þk
pCL;g
gjjaKLjj
1þ jjaKLjj
 k
: & ð4:17Þ
Proof of Theorem 4.1. First assume a40: By Lemma 4.2, for each compact set L of
R; we have
ma;KðxðLÞ ¼ kÞpCL;gbk; ð4:18Þ
where b ¼ gjjaKLjjð1þ jjaKLjjÞ1 for any g41: Since jjjjjNjjaKLjjo1; we get
jjjjjNbð1 bÞ1o1 if we take g sufﬁciently near to 1: Consequently,
X
nXN
ð1Þn
n!
Z
Q
/xn;jnSma;KðdxÞ


p
X
nXN
jjjjjnN
n!
Z
Q
xðLÞðxðLÞ  1Þ?ðxðLÞ  n þ 1Þma;KðdxÞ
p
X
nXN
jjjjjnN
n!
CL;gn!b
n
ð1 bÞnþ1oN: ð4:19Þ
Hence for any bounded measurable function with compact support the formula (4.4)
is well deﬁned and the correlation measure ln;a;K of ma;K exist for each n: Thanks to
estimate (4.19), we can integrate the both hand side (4.2) safely to obtainZ
QðLÞ
expð/x; fSÞmL;a;KðdxÞ ¼
XN
n¼0
ð1Þn
n!
Z
Ln
jnðx1;y; xnÞln;a;Kðdx1ydxnÞ:
ð4:20Þ
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On the other hand, by expansion (2.16) of a-determinant in Theorem 2.4, we obtainZ
QðLÞ
expð/x; fSÞmL;a;KðdxÞ
¼ DetðI þ aKjÞ1=a
¼
XN
n¼0
ð1Þn
n!
Z
Ln
detaðKjðxi; xjÞÞni; j¼1l#nðdx1?dxnÞ
¼
XN
n¼0
ð1Þn
n!
Z
Ln
detaðKðxi; xjÞÞni; j¼1jnðx1;y; xnÞl#nðdx1?dxnÞ: ð4:21Þ
Comparing (4.21) with (4.20), we can conclude that ln;a;K is absolutely continuous
with respect to l#n and
rn;a;Kðx1; x2;y; xnÞ ¼ detaðKðxi; xjÞÞni; j¼1: ð4:22Þ
In the case where ao0; a similar argument shows (4.22). &
4.3. Correlation inequalities
Finally, we had better to notice that fermion and fermion-like ða ¼ 1=mo0Þ
point processes have ‘‘repulsive’’ character and boson and boson-like ða ¼ 1=m40Þ
point processes have ‘‘attractive’’ character.
Proposition 4.3. The correlation functions of the probability measure ma;K satisfy the
following inequalities:
rn;a;Kðx1;y; xnÞXr1;a;Kðx1Þyr1;a;KðxnÞ if a ¼ 1=m40 ð4:23Þ
and
rn;a;Kðx1;y; xnÞpr1;a;Kðx1Þyr1;a;KðxnÞ if a ¼ 1=mo0; ð4:24Þ
where m is a positive integer.
Furthermore, if a ¼ 1;
rnþmþc;1;Kðx1;y; xn; y1;y; ym; z1;y; zcÞrc;1;Kðz1;y; zcÞ
prnþc;1;Kðx1;y; xn; z1;y; zcÞrmþc;1;Kðy1;y; ym; z1;y; zcÞ: ð4:25Þ
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Proof. It sufﬁces to prove the assertions only for a ¼71: Indeed, ma=m;K is the
m-fold convolution of ma;K=m and it follows from (4.7) that
rn;a=m;KðX Þ ¼
X
X10X20?0Xm¼X
Ym
j¼1
rn;a;K=mðXjÞ
X
p
( ) X
X10X20?0Xm¼X
Yn
i¼1
r1;a;K=mðxiÞ
¼
Yn
i¼1
r1;a;KðxiÞ ¼
Yn
i¼1
r1;a=m;KðxiÞ; ð4:26Þ
where X ¼ fx1;y; xng and the summation is taken over all mutually disjoint subsets
X1;y; Xm of X with X1,?,Xm ¼ X : Here we used the fact that r1;a;K depends
only on K :
First we consider the case a ¼ 1: Inequalities (4.24) and (4.25) follow from an
inequality for a nonnegative deﬁnite, 3 by 3 block matrix:
det
A11 A12 A13
A21 A22 A23
A31 A32 A33
0B@
1CAdetA22pdet A11 A12
A21 A22
 !
det
A22 A23
A32 A33
 !
: ð4:27Þ
For the case a ¼ 1; we immediately obtain (4.23) by considering the highest
coefﬁcient of perðAðtÞÞ and putting t ¼ 1 in the following Theorem 4.4 obtained by
Lieb [19]. &
Theorem 4.4. Let
AðtÞ ¼ tB C
C D
 !
; ð4:28Þ
where t is an indeterminate over C: Assume that Að1Þ is nonnegative definite. Then all
the coefficients of the polynomial per AðtÞ are real and nonnegative.
5. Limit theorems
5.1. Convolution kernels
In this section we restrict ourselves to convolution operators on Rd and qdiscuss
basic limit theorems, namely, the law of large numbers, the central limit
theorem and a large deviation result. Throughout this section, we assume
aAf71=m; mANg,f2=m; mANg: We continue to assume Condition
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A in Theorem 1.2, which can be restated in terms of the Fourier transform as
follows.
Lemma 5.1. Assume that K is a convolution operator on L2ðRdÞ with continuous kernel
k. Then the following two statements are mutually equivalent:
(a) K satisfies Condition A.
(b) The convolution kernel k is the Fourier transform of an even function kˆ
in L1ðRdÞ
kðxÞ ¼ 1
2p
 dZ
Rd
kˆ ðtÞeixt dt ð5:1Þ
and kˆ takes values in ½0;NÞ if a40 and in ½0; jaj1 if ao0:
Remark 5.2. Note that (b) implies kAL2ðRdÞ: But k does not necessarily belong to
L1ðRdÞ: Indeed, the sine kernel sin px=px is a typical example which satisﬁes
Condition A but does not belong to L1ðR1Þ:
Remark 5.3. For the convolution operator K there exist no localized eigenfunctions.
Indeed, if there existed an eigenfunction f with compact support, say L; associated
with an eigenvalue a; then its translations fx ¼ f ð þ xÞ would be also eigenfunctions.
Thus, a would be an eigenvalue of K *L with inﬁnite multiplicity whenever a compact
set *L contains an open neighborhood of L: This would contradict the compactness
of operators K *L:
On the other hand, the convolution operator K itself may have an eigenvalue with
inﬁnite multiplicity. For instance, consider the sine kernel kðxÞ ¼ sin px=px on R1:
Then the function kxðyÞ ¼ kðx  yÞ is an eigenfunction with eigenvalue 1 for
each xAR1:
From now on we always assume the kernel kðxÞ satisfy the conditions given in
above Lemma 5.1. Thus, it follows from Theorem 4.1
r1;a;KðxÞ ¼ kð0Þ; r2;a;Kðx; yÞ ¼ kð0Þ2 þ ajkðx  yÞj2; ð5:2Þ
etc.
5.2. Law of large numbers
First we compute the limiting covariance in generic case.
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Lemma 5.4. Let f be a bounded measurable function on Rd with compact support and
set fN ¼ f ð=NÞ: Then, as N-N;Z
Q
ma;KðdxÞ /x; fNS
Z
Q
/x; fNSma;KðdxÞ
 2
¼
Z
Q
/x; fNS2ma;KðdxÞ 
Z
Q
/x; fNSma;KðdxÞ
 2
BNd
Z
Rd
f ðxÞ2 dx  1
2p
 dZ
Rd
kˆ ðtÞð1þ akˆ ðtÞÞ dt: ð5:3Þ
Proof. By the deﬁnition of the correlation functionZ
Q
/x; fNSma;KðdxÞ ¼
Z
Rd
fNðxÞr1;a;KðxÞ dx;
Z
Q
/x; fNS2ma;KðdxÞ ¼
Z
RdRd
fNðxÞ fNðyÞr2;a;Kðx; yÞ dx dy
þ
Z
Rd
fNðxÞ2r1;a;KðxÞ dx: ð5:4Þ
Hence from (5.2) we can compute the left-hand side of (5.4) directly to obtain
ðLHSÞ ¼
Z
RdRd
fNðxÞ fNðyÞðkð0Þ2 þ ajkðx  yÞj2Þ dx dy þ
Z
Rd
fNðxÞ2kð0Þ dx

Z
Rd
fNðxÞkð0Þ dx
 2
¼
Z
Rd
fNðxÞ2kð0Þ dx þ a
Z
RdRd
fNðxÞ fNðyÞjkðx  yÞj2 dx dy
¼Nd
Z
Rd
f ðxÞ2kð0Þ dx þ a
Z
Rd
kðuÞ2du
Z
Rd
f ðxÞ f x þ u
N
 
dx
 
BNd kð0Þ þ a
Z
Rd
jkðuÞj2 du
 Z
Rd
f ðxÞ2 dx
¼Nd 1
2p
 dZ
Rd
kˆ ðtÞð1þ akˆ ðtÞÞ dt 
Z
Rd
f ðxÞ2 dx: & ð5:5Þ
Now let us state our law of large numbers. It is an immediate consequence of
Lemma 5.4.
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Proposition 5.5. Let f be a bounded measurable function on Rd with compact support.
Then
x;
fN
Nd
 
-
Z
Rd
f ðxÞkð0Þ dx ma;K -a:e: x and in L1ðQ; ma;KÞ; ð5:6Þ
where fNðÞ ¼ f ð=NÞ:
Remark 5.6. If K is a convolution operator on Rd ; the translation turns out to be
mixing under ma;K : Further properties are known when a ¼ 1: The totally mixing
property (the mixing property with arbitrary multiplicity) and the absolute
continuity of the spectrum are proved in [37]. Ergodic properties for the case where
R ¼ Zd such as entropy, Gibbs property and Bernoullicity are treated in [22,31].
5.3. Central limit theorem
The central limit theorem for the point processes for a ¼ 1 was discussed in (cf.
[35,37,38]). See also Remark 5.8. For general a; it can be shown by using cumulant
expansion thanks to the fact that the Laplace transform is given as the Fredholm
determinant to the power 1=a:
Proposition 5.7. Let f be a bounded measurable function on Rd with compact support
and assume
R
Rd
f ðxÞ dx ¼ 0: Then
lim
N-N
Z
Q
ma;KðdxÞ exp i x;
fN
Nd=2
  
¼ exp 1
2
s2a;K jj f jj22
 
; ð5:7Þ
where
s2a;K ¼ kð0Þ þ a
Z
Rd
jkðxÞj2 dx ð5:8Þ
¼ 1
2p
 dZ
Rd
kˆ ðtÞð1þ akˆ ðtÞÞ dt ð5:9Þ
and fNðÞ ¼ f ð=NÞ:
Proof. Set L ¼ supp f : Let jNðxÞ ¼ 1 expðifNðxÞ=Nd=2Þ; NL ¼ fNx; xALg; and
LN ¼ jNKNL: Since
R
Rd
f ðxÞ dx ¼ 0; we get
TrðLNÞ ¼
Z
Rd
1 exp i
Nd=2
f
x
N
  
þ i
Nd=2
f
x
N
  
kð0Þ dx
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¼ 1
2
Z
Rd
f ðxÞ2kð0Þ dx þ O 1
Nd=2
 
-
1
2
Z
Rd
f ðxÞ2kð0Þ dx: ð5:10Þ
Similarly, we have
TrðL2NÞ ¼ 
Z
RdRd
kðxÞkðxÞf ðyÞf y þ x
N
 
dx dy þ O 1
Nd=2
 
- 
Z
Rd
jkðxÞj2 dx
Z
Rd
f ðxÞ2 dx: ð5:11Þ
Using (2.6) in Lemma 2.1(i) and Theorem 1.5, we obtain the following estimates:
for sufﬁciently large N;
log
Z
Q
ma;KðdxÞ exp i x;
fN
Nd=2
  
 TrðLNÞ þ a
2
TrðL2NÞ
 
p
X
nX3
jajn1
n
TrðjLN jnÞ
p
X
nX3
jajn1
n
jjLN jjn2 TrðjLN j2Þ
p jaj logð1 jjaKjj  jjjN jjNÞ TrðjLN j2Þ ð5:12Þ
and since KNL is bounded and nonnegative deﬁnite
TrðjLN j2Þp jjjN jj2N TrðK2NLÞ
p jjjN jj2NjjKNLjj TrðKNLÞ
p jj f jjN
Nd=2
 2
jjK jjNd jLjkð0Þ
¼ kð0Þjj f jj2NjjK jjjLj: ð5:13Þ
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Here we used jjjN jjNpjj f jjN=Nd=2: From (5.12) and (5.13) it follows
 lim
N-N
log
Z
Q
ma;KðdxÞ exp i x;
fN
Nd=2
  
¼ 1
2
kð0Þ þ a
Z
Rd
jkðxÞj2 dx
 Z
Rd
f ðxÞ2 dx
¼ 1
2
1
2p
 dZ
Rd
kˆ ðtÞð1þ akˆ ðtÞÞ dt
Z
Rd
f ðxÞ2 dx: ð5:14Þ
Remark 5.8. In the case where ao0 the range of the Fourier transform kˆ is crucial
for the asymptotic behavior of the variance. For instance, if a ¼ 1 and kˆ takes only
two values, 0 and 1; then the quantity s21;K vanishes and the standard scaling factor
Nd=2 loses its meaning. The sine kernel kðxÞ ¼ sin px=px is a typical case among
such degenerated cases. Indeed, if we denote the fermion process associated with it
by m1;sine; then one obtains the following log N behavior:Z
Q
/x; fNS2m1;sineðdxÞ 
Z
Q
/x; fNSm1;sineðdxÞ
 2
Bðlog NÞ 1
2p2
X
ðf ðx þ 0Þ  f ðx  0ÞÞ2 ð5:15Þ
for functions f of bounded variation and with compact support provided that its
jumps are square summable. In particular, if we take the indicator function of unit
interval ½0; 1 as f ;Z
Q
/x; fNS2m1;sineðdxÞ 
Z
Q
/x; fNSm1;sineðdxÞ
 2
¼ 1
p2
log N þ Oð1Þ: ð5:16Þ
This comes from the well-known log N behavior for Dirichlet kernel in Fourier
analysis (cf. [42]). In fact,Z
Q
/x; fNS2m1;sineðdxÞ 
Z
Q
/x; fNSm1;sineðdxÞ
 2
¼
Z N
0
dx 
Z N
0
Z N
0
sin pðx  yÞ
pðx  yÞ
 2
dx dy
¼ N 1
Z N
N
sin pu
pu
 2
du
 !
þ 1
p2
Z N
0
1 cos 2pu
u
du
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¼ Oð1Þ þ 1
p2
Z N
1
du
u
þ Oð1Þ
 
¼ 1
p2
log N þ Oð1Þ: ð5:17Þ
The central limit theorem does hold for indicator functions of an interval under this
log N scaling. It was ﬁrst proved by Costin and Lebowitz [7]. Further discussions
were given for general f by Soshnikov [35,38].
5.4. A large deviation result
Proposition 5.9. Let f be a nonnegative measurable function on Rd with compact
support and set fNðÞ ¼ f ð=NÞ: Suppose, in addition, that jjaKjjp1 when a40: Then
lim
N-N
1
Nd
log
Z
Q
ma;KðdxÞ expð/x; fNSÞ
¼ 1
2p
 dZ
Rd
dt
Z
Rd
dxFaðkˆ ðtÞ; f ðxÞÞ; ð5:18Þ
where we set
Faðk; uÞ ¼ 1a logð1þ akð1 e
uÞÞ: ð5:19Þ
Remark 5.10. The quantity Faðk; uÞ is the logarithm of the Laplace transform of a
generalized binomial distribution:
expFaðk; uÞ ¼ ð1þ akð1 euÞÞ1=a ¼ ð1þ akÞ1=a
XN
n¼0
cðnÞðaÞ
n!
jnae
nu; ð5:20Þ
where cðnÞðaÞ ¼ Qn1i¼0 ð1þ iaÞ and ja ¼ kð1þ akÞ1 as in the introduction.
Proof of Proposition 5.9. First we assume kAL1 in addition to kˆAL1: Let j ¼
1 expðf Þ; jN ¼ 1 expðfNÞ and L ¼ supp f : Note that KjN ¼
ﬃﬃﬃﬃﬃﬃ
jN
p
KNL
ﬃﬃﬃﬃﬃﬃ
jN
p
;
and by Lemma 2.1(i) we obtain
TrðKnjN Þp jjjN jj
n
N  jjKNLjjn1 TrðKNLÞ
¼ jjjjjnNjjK jjn1kð0ÞNd jLj ð5:21Þ
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and
TrðKnjN Þ ¼
Z
Rdn
kðx1  x2Þ?kðxn  x1ÞjNðx1Þ?jNðxnÞ dx1ydxn
¼
Z
Rdn
kðy1Þ?kðyn1Þkðy1 ? yn1Þ
 j x1
N
 
j
x1 þ y1
N
 
?j
x1 þ y1 þ?þ yn1
N
 
dx1 dy1ydyn1
¼
Z
Rdn
kðy1Þ?kðyn1Þkðy1 ? yn1Þ
 jðxÞj x þ y1
N
 
?j x þ y1 þ?þ yn1
N
 
Nd dx dy1ydyn1
BNd
Z
Rdðn1Þ
dy1ydyn1kðy1Þ?kðyn1Þkðy1 ? yn1Þ

Z
Rd
dxjðxÞn
BNd
1
2p
 dZ
Rd
dtkˆ ðtÞn
Z
Rd
jðxÞn dx: ð5:22Þ
By the dominated convergence theorem, we get
lim
N-N
1
Nd
log DetðI þ aKjN Þ
¼  lim
N-N
XN
n¼1
ðaÞn
n
1
Nd
TrðKnjN Þ
¼ 
XN
n¼1
ðaÞn
n
1
2p
 dZ
Rd
dtkˆ ðtÞn
Z
Rd
jðxÞn dx
¼ 1
2p
 dZ
Rd
dt
Z
Rd
dx logð1þ akˆ ðtÞjðxÞÞ: ð5:23Þ
Now we consider the general case. If kˆ is in L1 then we can ﬁnd a sequence fkng such
that both kn and bkn are in L1 and jjkˆ  bknjjL1-0 as n-N: Consequently we obtain
Proposition 5.9 from the following lemma. &
Lemma 5.11. Let f be a nonnegative measurable function of compact support and
jðxÞ ¼ 1 ef ðxÞ: Suppose jjaK jjp1: Then,Z
Rd
dt
Z
Rd
dx logð1þ akˆ ðtÞjðxÞÞ ð5:24Þ
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is Lipschitz continuous in kˆ with respect to the norm jj  jjL1 and so are the quantities
1
Nd
log Detð1þ aKjN Þ ð5:25Þ
uniformly in N where jN ¼ jð=NÞ:
Proof. We only give a proof to the second assertion because the ﬁrst one is proved in
a similar and easier way.
Let k0; k1 be such that kˆ 0; kˆ 1AL1 and set kr ¼ ð1 rÞk0 þ rk1 ð0prp1Þ: Denote
by K ðrÞ the operator corresponding to kr: Then, by Lemma 2.1(iv),
d
dr
log Detð1þ aK ðrÞjN Þ ¼ a Tr ð1þ aK
ðrÞ
jN
Þ1 d
dr
K ðrÞjN
 
ð5:26Þ
and
d
dr
K ðrÞjN ðx; yÞ ¼ ðjNðxÞjNðyÞÞ
1=2ðk1  k0Þðx  yÞ
¼ ðjNðxÞjNðyÞÞ1=2
1
2p
 dZ
Rd
ðkˆ 1  kˆ 0ÞðtÞeiðxyÞt dt: ð5:27Þ
d
dr
log Detð1þ aK ðrÞjN Þ ¼ a
1
2p
 dZ
Rd
/ð1þ aK ðrÞjN Þ
1ctN ;c
t
NSðkˆ 1  kˆ 0ÞðtÞ dt; ð5:28Þ
where
ctNðxÞ ¼ eixtjNðxÞ1=2: ð5:29Þ
Now noting jjaK ðrÞjjp1 and
/ð1þ aK ðrÞjN Þ
1ctN ;c
t
NSp ð1 jjjjjNÞ1/ctN ;ctNS
¼Ndð1 jjjjjNÞ1jjjjjNj supp jj; ð5:30Þ
we obtain
d
dr
log Detð1þ aK ðrÞjN Þ
 pCjajNd jjkˆ 1  kˆ 0jjL1 ð5:31Þ
with C ¼ ð1 jjjjjNÞ1jjjjjNj supp jj=ð2pÞd :
Consequently,
1
Nd
log Detð1þ aK ð1ÞjN Þ 
1
Nd
log Detð1þ aK ð0ÞjN Þ
 pCjaj  jjkˆ 1  kˆ 0jjL1 : & ð5:32Þ
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If we consider the degenerated fermion and fermion-like point processes, we obtain
the following, rather strange result from Proposition 5.9. One might say that a strong
mean ﬁeld theory works for degenerated fermion and fermion-like point processes.
Corollary 5.12. Let f be a nonnegative measurable function on Rd with compact
support and set fNðÞ ¼ f ð=NÞ: Suppose a ¼ 1=m; mAN and kˆ takes only two
values 0 and m: Then,
lim
N-N
1
Nd
log
Z
Q
m1=m;KðdxÞ exp /x; fNSð Þ ¼ kð0Þ
Z
Rd
f ðxÞ dx: ð5:33Þ
6. Further properties
6.1. Palm measures
Throughout this section, we assume that l is nonatomic and we deal only
with point processes which have no multiple points and admit all the correlation
measures ln:
Deﬁnition 6.1. Let m be a probability measure on Q: If m has mean l1; one can deﬁne
a probability measure mx on Q for l1-a.e. x by the disintegration formulaZ
Q
mðdxÞ
Z
R
xðdxÞuðx; xÞ ¼
Z
R
l1ðdxÞ
Z
Q
mxðdxÞuðxþ dx; xÞ ð6:1Þ
for any bounded measurable function uðx; xÞ on Q  R with compact support in x:
The probability measure mx on Q is called the Palm measure or Palm-Khintchin
measure or sometimes Kendall measure of m:
Remark 6.2. In our deﬁnition, the Palm measure mx of m is supported on the set of x
satisfying xfxg ¼ 0; that is,
mxðxAQ; xfxg ¼ 0Þ ¼ 1: ð6:2Þ
For instance, ifP is the Poisson point process with intensity l; then its Palm measure
Px coincides with P for l-a.e. x: Indeed, differentiatingZ
Q
PðdxÞe/x;fþtgS ¼ exp 
Z
R
ð1 ef ðxÞtgðxÞÞlðdxÞ
 
ð6:3Þ
in t at t ¼ 0; one ﬁndsZ
Q
PðdxÞ/x; gSe/x;fS ¼
Z
R
lðdxÞgðxÞef ðxÞ
Z
Q
PðdxÞe/x;fS ð6:4Þ
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for any nonnegative measurable functions f and g with compact support. If we set
uðx; xÞ ¼ gðxÞe/x;fS; then those functions span the space L1ðQ  R;P#lÞ: Hence,
(6.1) holds for m ¼ P with mx ¼ P:
Similarly, for nX2 the nth Palm measure is deﬁned as the probability measure
mx1;y;xn on Q for ln-a.e. ðx1;y; xnÞ satisfying the following equation:Z
Q
mðdxÞ
Z
Rn
xnðdx1?dxnÞuðx; x1;y; xnÞ
¼
Z
Rn
lnðdx1?dxnÞ
Z
Q
mx1;y;xnðdxÞuðxþ dx1 þ?þ dxn ; x1;y; xnÞ ð6:5Þ
for any measurable function uðx; x1;y; xnÞ on Q  Rn: These Palm measures satisfy
the recursive relation
mx1;x2;y;xn ¼ ðmx1;x2;y;xn1Þxn ln-a:e:ðx1;y; xnÞ: ð6:6Þ
The following is a well-known fact which gives an intuitive picture to Palm
measures.
Lemma 6.3. Let l1 be a nonnegative nonatomic Radon measure and let m be a
probability measure on Q with intensity l1: Suppose thatZ
xðUÞX2
xðUÞmðdxÞ ¼ oðl1ðUÞÞ ð6:7Þ
for open sets as U-fxg for l1-a.e. x. Then the Palm measure mx is the limit of the
conditional probability subject to the condition that there exists a particle in a
neighborhood U of x as U shrinks to fxg: Precisely, for any bounded continuous
function F,
mðF j xðUÞ40Þ-
Z
Q
Fðxþ dxÞmxðdxÞ ð6:8Þ
as U-fxg for l1-a.e. x. Moreover, if the nth correlation measures ln exists
mðF j xðUiÞ40 for 1pipnÞ-
Z
Q
Fðxþ dx1 þ?þ dxnÞmx1;y;xnðdxÞ ð6:9Þ
as Ui-fxig ð1pipnÞ for ln-a.e. ðx1;y; xnÞ:
Also it may be worthy to notice here that the spacing distribution is given by Palm
measures when R ¼ R1: Let yðxÞ be the distance between the two particles in x that
are the nearest and the second nearest to the origin 0 among those located on ½0;NÞ:
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Assume for simplicity the probability measure m is translation invariant. Then there
hold the equalities
mðyðxÞ4tÞ ¼ m0ðxð0; t ¼ 0Þ ¼ @
@x
mðxðx; t ¼ 0Þjx¼0: ð6:10Þ
Next lemma shows the relationship between correlation functions of m and those of
its Palm measures.
Lemma 6.4. Let m be a point process over R and fix a Radon measure l on R. Assume
that m admits all the correlation functions frngnX1 (with respect to l). Then for mX1
and for lm-a.e. ðx1;y; xmÞ the Palm measure mx1;y;xm admits all the correlation
functions frx1;y;xmn gnX1 (with respect to l) and
rmðx1;y; xmÞ  rx1;y;xmn ðy1;y; ynÞ ¼ rmþnðx1;y; xm; y1;y; ynÞ ð6:11Þ
holds for l#n-a.e. ðy1;y; ynÞ:
Proof. We only give a formal proof. A rigorous proof can be easily done by
induction on n and m keeping in mind the deﬁnition of xn’s. Let f ; g be any bounded
measurable nonnegative functions with compact support. Then,Z
R
r1ðxÞlðdxÞgðxÞef ðxÞ
Z
Q
mxðdxÞe/x;fS
¼
Z
Q
mðdxÞ/x; gSe/x;fS
¼ d
dt

t¼0
Z
Q
mðdxÞe/x;fþtgS
¼ d
dt

t¼0
XN
n¼0
ð1Þn
n!
Z
Rn
rnðx1;y; xnÞ
Yn
i¼1
ð1 ef ðxiÞtgðxiÞÞl#nðdx1?dxnÞ
¼
Z
R
lðdx1Þgðx1Þef ðx1Þ
XN
n¼0
ð1Þn
n!
Z
Rn
rnþ1ðx1; x2;y; xnþ1Þ

Ynþ1
i¼2
ð1 ef ðxiÞÞl#nðdx2?dxnþ1Þ: ð6:12Þ
Hence, the correlation function rx1n of m
x1 exists and is given by
rx1n ðy1;y; ynÞ ¼
1
r1ðx1Þ
rnþ1ðx1; y1;y; ynÞ: ð6:13Þ
Similarly, we can obtain (6.1) for mX2: &
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6.2. Palm measures of fermion processes
As is mentioned in the introduction, the class of fermion processes is closed under
the operation of taking Palm measures.
Theorem 6.5. If m1;K is the fermion process associated with operator K and if we
denote its intensity by l1; then for l1-almost every x0 the Palm measure m
x0
1;K coincides
with the fermion process associated with the operator Kx0 defined by
Kx0ðx; yÞ ¼ 1
Kðx0; x0Þ det
Kðx; yÞ Kðx; x0Þ
Kðx0; yÞ Kðx0; x0Þ
 !
ð6:14Þ
whenever Kðx0; x0Þ40:
Proof. Assume Kðx0; x0Þ40 and show that Kx0 satisﬁes Condition A. In fact,
Kx0pI because Kx0 ¼ K  Kðx0; Þ#Kð; x0Þ=Kðx0; x0ÞpK : To see Kx0X0;
one may apply to the eigenexpansion KL ¼
P
knjn#jn for any compact LCR:
Then
/Kx0L f ; fS ¼
XN
n¼1
kn/jn; fS
2  ð
PN
n¼1 knjnðx0Þ/jn; fSÞ2PN
n¼1 knjnðx0Þ2
X 0: ð6:15Þ
Hence OpKx0pI and Kx0L is of trace class for each compact LCR: Finally, it
follows from Lemma 6.4 that
rx0n;1;Kðx1;y; xnÞ ¼
1
r1;1;Kðx0Þ
rnþ1;1;Kðx0; x1;y; xnÞ: ð6:16Þ
On the other hand, it is immediate to see
detðKx0ðxi; xjÞÞni; j¼1 ¼
1
Kðx0; x0Þ detðKðxi; xjÞÞ
n
i; j¼0: ð6:17Þ
Hence,
rx0n;1;Kðx1;y; xnÞ ¼ detðKx0ðxi; xjÞÞni; j¼1: ð6:18Þ
Consequently, mx01;K is the fermion process associated with K
x0 : &
By induction we have the following:
ARTICLE IN PRESS
T. Shirai, Y. Takahashi / Journal of Functional Analysis 205 (2003) 414–463 451
Corollary 6.6. For each nX2 the Palm measure mx1;y;xn1;K is associated with the integral
kernel Kx1;y;xn given by
Kx1;y;xnðx; yÞ ¼ ðdetðKðxi; xjÞÞni; j¼1Þ1
 det
Kðx; yÞ Kðx; x1Þ ? Kðx; xnÞ
Kðx1; yÞ Kðx1; x1Þ ? Kðx1; xnÞ
^ ^ & ^
Kðxn; yÞ Kðxn; x1Þ ? Kðxn; xnÞ
0BBB@
1CCCA ð6:19Þ
for ln-a.e. ðx1;y; xnÞ; where ln is the nth correlation measure of m1;K :
The following formula may be interesting in itself.
Example 6.7 (Kobayashi [16]). Let R ¼ R1 and l be the Lebesgue measure on it,
and Kðx; yÞ be the resolvent kernel of a one-dimensional diffusion process or, the
Green function for a Sturm–Liouville equation. Write
Kðx; yÞ ¼ uðxÞvðyÞ if xpy;
uðyÞvðxÞ if xXy:
(
ð6:20Þ
Then
detðKðxi; xjÞÞni; j¼1
¼ Kðx1; x1ÞKx

1ðx2; x2ÞKx

2ðx3; x3Þ?Kx

n1ðxn; xnÞ
¼ Kðxn; xnÞKx

nðxn1; xn1ÞKx

n1ðxn2; xn2Þ?Kx

2ðx1; x1Þ; ð6:21Þ
where x1o?oxn is the rearrangement of x1;y; xn:
Proof. Let ai; bi; i ¼ 1;y; n be complex numbers. Then it is well known that
detðaminfi; jgbmaxfi; jgÞni; j¼1 ¼ a1 
b1 b2
a1 a2

  b2 b3a2 a3

 ?  bn1 bnan1 an

  bn: ð6:22Þ
Hence (6.21) follows from the deﬁnition of Kxð; Þ: &
Remark 6.8. Relation (6.21) shows that the spacings, i.e. the distances between
nearest neighboring particles in x; are independent under m1;K (cf. [9]). The converse
is also true (cf. [37]).
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6.3. Palm measures of boson processes: the case of nonnegative kernel
Recall that a point process m is said to be inﬁnitely divisible if for any nAN there
exists a point process nn so that m is expressed by the n-fold convolution product
of nn:
Theorem 6.9. Assume Condition B. Then for any a40 there exists a unique probability
measure ma;K such thatZ
Q
ma;KðdxÞ exp /x; fSð Þ ¼ DetðI þ aKjÞ1=a; ð6:23Þ
where j ¼ 1 ef and f is a nonnegative measurable function with compact support.
Moreover, ma;K is always infinitely divisible.
Proof. Assume Condition B. First we note that if the kernel function of the operator
Ja is nonnegative then the operator Ja½L also has nonnegative kernel. Indeed, as is
easily seen by formula (3.36), we have
Ja½L ¼ ðJaÞL þ aðJaÞLLcðI  aðJaÞLcÞ1ðJaÞLcL ð6:24Þ
for any compact set LCR: Since detaðJa½LÞ is nonnegative for a40; it follows from
(2.16) and (3.2) that DetðI þ aKLÞ1=a is nonnegative and hence the density functions
sL;a;K on Ln deﬁned in (3.8) and (3.9) are nonnegative. Consequently, one can obtain
the unique probability measure ma;K satisfying (6.23).
Obviously, if a and K satisfy Condition B, so do na and K=n for any nAN: Hence
mna;K=n is also a probability measure and then the Laplace transform of ma;K is equal
to the nth power of the Laplace transform of mna;K=n: Consequently, ma;K is inﬁnitely
divisible. &
Remark 6.10. If ma;K is inﬁnitely divisible, then the restriction mL;a;K to the subspace
QðLÞ is also inﬁnitely divisible for each compact set L and we obtain the following
representation by the Le´vy measure (cf. [9,17]):Z
Q
mL;a;KðdxÞe/x;fS
¼ exp 
XN
n¼1
an1
n
Z
Ln
ð1 e
Pn
i¼1 f ðxiÞÞZLn;a;Kðdx1?dxnÞ
 !
; ð6:25Þ
where
ZLn;a;Kðdx1?dxnÞ ¼
Yn
i¼1
Ja½Lðxi; xiþ1Þl#nðdx1?dxnÞ ð6:26Þ
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with xnþ1 ¼ x1: Indeed, if supp fCL; we obtain
1
a
log DetðI þ að1 ef ÞKLÞ
¼ 1
a
log DetðI  aJa½LÞ þ 1a log DetðI  ae
f Ja½LÞ
¼
XN
n¼1
an1
n
½TrðJa½LÞn  Trðef Ja½LÞn
¼
XN
n¼1
an1
n
Z
Ln
ð1 e
Pn
i¼1 f ðxiÞÞZLn;a;Kðdx1?dxnÞ ð6:27Þ
by using (3.2) and the expansion formula (2.10) in Lemma 2.1.
Remark 6.11. When the underlying space R is a ﬁnite set, Grifﬁths and Milne [12]
already discussed the necessary and sufﬁcient condition on the matrix K for the
inﬁnite divisibility.
As was mentioned in Remark 6.2, the Palm measure of a Poisson random ﬁeld P is
given by
Px ¼ P for l-a:e: x ð6:28Þ
and that relation (6.28) gives a characterization of the Poisson random ﬁelds. This
implies that the existence of a particle at x does not affect the location of other
particles in the Poisson random ﬁelds while the next theorem indicates that the
existence of a particle at x increases the number of particles in the boson random
ﬁelds.
Theorem 6.12. Let ma;K be the point process given in Theorem 6.9 above. If we denote
the intensity of ma;K by l1; then for l1-a.e. x there exists a probability measure nx;a;K on
fxAQ; xðRÞoNg such that the Palm measure mxa;K is given by the convolution
mxa;K ¼ ma;K  nx;a;K : ð6:29Þ
Proof. Let f ; g be nonnegative measurable functions on R with compact support
contained in a compact set L: ThenZ
R
lðdxÞKðx; xÞgðxÞef ðxÞ
Z
Q
mxa;KðdxÞe/x;fS
¼
Z
Q
ma;KðdxÞ
Z
R
xðdxÞgðxÞe/x;fS
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¼ d
dt

t¼0
Z
Q
ma;KðdxÞe/x;fþtgS
¼ d
dt

t¼0
DetðI þ að1 eftgÞKLÞ1=a
¼ DetðI þ að1 ef ÞKLÞ1=a Trðgef KLðI þ að1 ef ÞKLÞ1Þ
¼
Z
R
lðdxÞKðx; xÞgðxÞef ðxÞfKLðI þ að1 ef ÞKLÞ1gðx; xÞ
DetðI þ að1 ef ÞKLÞ1=a: ð6:30Þ
Hence, Z
Q
mxa;KðdxÞ exp /x; fSð Þ
¼ fKLðI þ að1 ef ÞKLÞ1gðx; xÞ 
Z
Q
ma;KðdxÞ expð/x; fSÞ: ð6:31Þ
Now we recall that the kernel function Ja½L is nonnegative under Condition
B as was seen in the proof of Theorem 6.9. Consequently, if xAL and supp fCL;
then
KLðI þ að1 ef ÞKLÞ1 ¼ Ja½LðI  aef Ja½LÞ1
¼
XN
n¼0
anJa½Lðef Ja½LÞn ð6:32Þ
and so one can deﬁne a probability measure by the formulaZ
Q
nx;a;KðdxÞ expð/x; fSÞ
¼
XN
n¼0
anJa½Lðef Ja½LÞnðx; xÞ
¼
XN
n¼0
an
Z
Ln
Ja½Lðx; x1Þ?Ja½Lðxn; xÞe
Pn
i¼1 f ðxiÞl#nðdx1?dxnÞ ð6:33Þ
for any measurable function f of compact support. &
6.4. Boson point processes and Gaussian random fields
The boson process and boson-like process ða ¼ 1=m; mANÞ can be regarded as
Cox processes [9]. It is well known that symmetric nonnegative deﬁnite Hilbert–
Schmidt operators correspond to centered Gaussian random ﬁelds whose covariance
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are the given operators. In particular, under our Condition A there exists a Gaussian
random ﬁeld XLðxÞ on L for a symmetric integral operator K with continuous kernel
and a compact subset L of R since KL is then a Hilbert–Schmidt operator. It is not
difﬁcult to see that the family fXLðxÞ; xALg; L being a compact subset, satisﬁes the
consistency condition and so there exists a Gaussian random ﬁeld X ðxÞ on R with
mean 0 such that X ðxÞ is locally square integrable with respect to l and satisﬁes
E
Z
L
XðxÞ2lðdxÞ
 
¼
Z
L
Kðx; xÞlðdxÞoN ð6:34Þ
for each compact subset L of R and
E½X ðxÞX ðyÞ ¼ Kðx; yÞ for l#l-a:e: ðx; yÞ: ð6:35Þ
Thus we can consider the Poisson random ﬁeld PX 2 over R with random intensity
XðxÞ2lðdxÞ: Then, it is immediate to see
E
Z
Q
PX 2ðdxÞ exp /x; fSð Þ
 
¼E exp 
Z
R
ð1 ef ðxÞÞXðxÞ2lðdxÞ
  
¼DetðI þ 2ð1 ef ÞKÞ1=2: ð6:36Þ
Thus, the Poisson point process with random intensity X 2l gives us the probability
measure m2;K : The Boson point process associated with the integral operator K is
given by the convolution of two independent copies m2;K=2 or equivalently the
Poisson point process with random intensity ðX 2 þ Y 2Þ  l where X and Y are
independent copies of Gaussian random ﬁelds deﬁned above from K=2: This
construction brings us an extra bonus.
Theorem 6.13. Assume Condition A as in the Theorem 1.2. Then for aAf2=m; mANg
there exists a unique probability measure ma;K such that (1.7) holds.
Proof. We have already got a probability measure m2;K as above. The probability
measure m2=m;K is nothing but the m-fold convolution of m2;K=m: &
Remark 6.14. Dynkin gave an integration by parts formula for Gaussian random
ﬁelds in [10]. The following special case is called Dynkin’s isomorphism theorem in
[1]: let X ¼ fXðxÞgxAR be a Gaussian random ﬁeld on R: Then there exists an
independent random variable LðxÞ such that
E FðX 2Þ XðxÞ
2
E½XðxÞ2
" #
¼ E½FðX 2 þ LðxÞÞ: ð6:37Þ
The random variable LðxÞ is known to be an occupation ﬁeld of a certain Markov
process on R starting at x and killed at x: In our context, this formula can be
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understood as a restatement of formula (6.29) in the case where a ¼ 2 and K is a
Green operator. In particular,
nx;a;K ¼ E½PLðxÞ: ð6:38Þ
The fact that all the correlation functions of ma;K for aAf2=m; mANg are
nonnegative leads us to the following conclusion.
Corollary 6.15. Let aAf2=m; mANg: Then deta A is nonnegative whenever A is a
nonnegative definite square matrix.
Now expand the term e/x;fS in the left-hand side of (6.36) according to (4.2).
Then one ﬁnds
E
Z
Q
PX 2ðdxÞe/x;fS
 
¼
XN
n¼0
ð1Þn
n!
E
Z
Q
PX 2ðdxÞ/xn;jnS
 
; ð6:39Þ
where jnðx1;y; xnÞ ¼
Qn
i¼1ð1 ef ðxiÞÞ as in Section 4. Since PX 2 is a Poisson point
process with intensity XðxÞ2lðdxÞ; we haveZ
Q
PX 2ðdxÞ/xn;jnS ¼
Z
Rn
Xðx1Þ2?XðxnÞ2jnðx1;y; xnÞl#nðdx1?dxnÞ: ð6:40Þ
On the other hand, we know by Theorem 2.4 that if jjjjjNjj2K jjo1
DetðI þ 2ð1 ef ÞKÞÞ1=2
¼
XN
n¼0
ð1Þn
n!
Z
Rn
det2ðKðxi; xjÞÞni; j¼1jnðx1;y; xnÞl#ðdx1?dxnÞ: ð6:41Þ
Consequently,
det 2ðKðxi; xjÞÞni; j¼1 ¼ E½X ðx1Þ2?X ðxnÞ2 l#n-a:s: ð6:42Þ
for each nX1:
Similarly, we can obtain a representation of deta A for a ¼ 2=m; mAN; by
Gaussian integrals. In particular, we have the following:
Corollary 6.16. Let A ¼ ðaijÞni; j¼1 be a symmetric nonnegative definite matrix and
Z ¼ ðZiÞi¼1;2;y;n be a Gaussian random variable with mean 0 and covariance A. Then
the a-determinant for a ¼ 2 can be expressed as follows:
det2 A ¼ E½Z21 ? Z2n: ð6:43Þ
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Another, direct proof can be given by differentiating detðI þ AÞ1=2 repeatedly in a
suitable manner [32].
6.5. A statistical–mechanical aspect
So far we constructed the random point ﬁeld ma;K starting from K and showed that
the density sL;a;K is given in terms of the operator Ja½L ¼ KLðI þ aKLÞ1: But,
if one wants to interpret ma;K as an object of statistical mechanics, it is natural to
start from the operator Ja ¼ KðI þ aKÞ1: The operator J is the quasi-inverse
of K in the sense that ðI  aJaÞðI þ aKÞ ¼ I and its existence should be assumed
if ao0:
Let H be a Hamiltonian operator and N be the number operator both realized on
a L2-space L2ðR; lÞ: It may be quite natural to assume that the operator
J ¼ ebðHzNÞ ðb40; zARÞ ð6:44Þ
is a symmetric operator and furthermore J may be assumed to be nonnegative
deﬁnite. Assume, in addition, SpecðJÞC½0; 1=jajÞ if a40: Under so-called a-statistics
the grand canonical partition function is given by an inﬁnite product using
eigenvalues. We may consider
ZaðLÞ ¼ DetðI  aJLÞ1=a ¼
YN
n¼1
ð1 aEnðLÞÞ1=a; ð6:45Þ
where JL is the restriction of J to L
2ðL; dlÞ and EnðLÞ; nX1 are the eigenvalues of
JL: The a-statistics is the fermion and the boson statistics if a ¼ 1 and 1;
respectively. If we want to realize the grand canonical ensemble mðLÞa as a random
point ﬁeld, its Laplace transform will beZ
QðLÞ
mðLÞa ðdxÞ expð/x; fSÞ ¼
1
ZaðLÞDetðI  aðJLÞef Þ
1=a: ð6:46Þ
Applying Proposition 3.11 to (6.46), we obtain the following second construction of
ma;K starting from J:
Theorem 6.17. Let aAf1=m; mANg,f2=m; mANg and J be a bounded symmetric
integral operator with continuous kernel Jðx; yÞ: Assume J is nonnegative definite and,
in addition, jjaJjjo1 if a40: For a compact subset L of R define a probability measure
mðLÞa by
mðLÞa ðdx1?dxnÞ ¼
1
ZaðLÞ detaðJðxi; xjÞÞ
n
i; j¼1l
#nðdx1?dxnÞ ð6:47Þ
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on each Ln: Then mðLÞa satisfies (6.46) and converges as L tends to R to the probability
measure ma;K constructed in Theorem 1.2 with K ¼ JðI  aJÞ1: In other words,Z
QðLÞ
mðLÞa ðdxÞ exp /x; fSð Þ ¼
1
ZaðLÞDetðI  ae
f JLÞ1=a
-DetðI þ aKjÞ1=a
¼
Z
Q
ma;KðdxÞ expð/x; fSÞ ð6:48Þ
as L tends to R for each nonnegative measurable function f with compact support.
Proof. It is obvious that mðLÞa satisﬁes (6.46). Set
Ka½L ¼ JLðI  aJLÞ1 ¼ ððI  aJLÞ1  IÞ=a: ð6:49Þ
Then we have
DetðI  aef JLÞ
DetðI  aJLÞ ¼DetððI þ aKa½LÞ  ae
f Ka½LÞ
¼DetðI þ ajKa½LÞ: ð6:50Þ
By using (3.38) in Remark 3.8 we obtain
IL þ aðKa½L0ÞL ¼ fðI  aJL0 Þ1gLXðIL  aJLÞ1 ¼ IL þ aðKa½LÞL: ð6:51Þ
Thus, for any fAL2ðR; lÞ;
/ðaKa½L00ÞL f ; fS ¼/ðaKa½L00ÞL0 fL; fLS
X/ðaKa½L0ÞL0fL; fLS
¼/ðaKa½L0ÞLf ; fS ð6:52Þ
whenever LCL0CL00: Hence, ðaKa½L0ÞL is nondecreasing in L0 in the sense of
quadratic forms and converges strongly to
fIL  aJL  a2JL;LcðILc  aJLcÞ1JLc;Lg1  IL ¼ aKL: ð6:53Þ
Consequently, we can apply Proposition 3.11 and obtain
DetðI þ a ﬃﬃﬃjp ðKa½L0ÞL ﬃﬃﬃjp Þ-DetðI þ a ﬃﬃﬃjp KL ﬃﬃﬃjp Þ ð6:54Þ
as L0-R when supp fCL: &
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7. On a-determinant
7.1. Conjecture and partial results
In Section 2 we encountered the function deta A of a matrix A deﬁned by
deta A ¼
X
sASn
annðsÞ
Yn
i¼1
aisðiÞ ð7:1Þ
for an n by n matrix A ¼ ðaijÞni; j¼1 where Sn is the symmetric group of order
n and nðsÞ is the number of the cycles which consist of s: The existence problem of
random point ﬁelds associated with DetðI þ KjÞ1=a was equivalent to the
nonnegativity problem of deta A for all nonnegative deﬁnite matrices. The
nonnegativity is trivial if the entries of A is nonnegative and a40 even if A is not
symmetric matrix. For a nonnegative deﬁnite matrix we have proved the
nonnegativity for aAf2=m; mANg,f1=m; mANg by the probabilistic construc-
tion given in Section 3 and in Section 6, respectively. Besides, one can easily see that
deta AX0 for small a’s for each ﬁxed matrix size. We strongly feel that the following
is true.
Conjecture 7.1. Let 0pap2: Then deta A is nonnegative whenever A is a nonnegative
definite square matrix.
It is easy to see that Conjecture 7.1 for ao0 fails unless aAf1=m; mANg:
Conjecture 7.2. Let a42: Then there exists a matrix size nðaÞ such that the
nonnegativity of deta A fails for some nonnegative definite square matrix A of size n if
and only if nXnðaÞ:
Remark 7.3. (i) The usual q-analogue of determinants is deﬁned by using the
inversion number iðsÞ in place of n  nðsÞ where 0pqp1 and iðsÞ ¼
#fði; jÞ; 1piojpn and sðiÞ4sð jÞg: The function dðs; tÞ ¼ iðs1tÞ is a distance
in Sn and the matrix ðqiðs1tÞÞs;tASn is nonnegative deﬁnite. Hence, this q-analogue is
nonnegative if A is nonnegative deﬁnite [6]. But the matrix ðannðs1tÞÞs;tASn is not
nonnegative deﬁnite in general for 0oao1: Indeed, cðlÞðaÞ’s deﬁned below in (7.4)
are the eigenvalues of this matrix.
(ii) It is well known that there is one to one correspondence between the
equivalence class of irreducible characters of Sn and the partitions l ¼
ðl1; l2;y; lkÞ of n: The following quantity is called immanant of A (cf. [13,20]):
detwðlÞ A ¼
X
sASn
wðlÞðsÞ
Yn
i¼1
aisðiÞ; ð7:2Þ
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where wðlÞ is the irreducible character which is associated with a partition l: It is also
known that detwðlÞ A is nonnegative whenever A is nonnegative deﬁnite. Thus one can
discuss point processes associated with immanants (cf. [8]).
(iii) It is not so difﬁcult to see the following formula which seems to be well known
among specialists [26]:
Let A be an n by n matrix. For any aAR; we obtain
deta A ¼
X
l
1
n!
ðdim lÞcðlÞðaÞ detwðlÞ A; ð7:3Þ
where dim l is the dimension of an irreducible representation associated with a
partition l and we set
cðlÞðaÞ ¼
Yk
i¼1
Yli
j¼1
ð1þ ð j  iÞaÞ: ð7:4Þ
The dimension dim l is given by the formula
dim l ¼ n!
c1!?ck!
Dðc1;y; ckÞ; ð7:5Þ
where ci ¼ li þ k  i ð1pipkÞ and Dðc1;y; ckÞ ¼
Q
iojðcj  ciÞ is the Vander-
monde determinant.
Formula (7.3) gives a quick proof to the fact that deta is nonnegative for
aAf71=m; mANg,½0; 1=n if A is an n by n nonnegative deﬁnite matrix. But the
fact that deta is nonnegative also for aAf2=m; mANg is rather mysterious and
is difﬁcult, at least to the authors, to be deduced from formula (7.3) with (7.4)
and (7.5).
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