The resolution-of-the-identity ͑RI͒ approximation has placed the onus of the cost of a second-order Møller-Plesset ͑MP2͒ calculation on the underlying self-consistent field ͑SCF͒ calculation for many moderately sized molecules. A dual-basis approach to the SCF calculation, based on previous methods demonstrated for density functional theory, is combined with RI-MP2 calculations, and small basis subsets for cc-pVTZ, cc-pVQZ, and 6-311+ + G͑3df ,3pd͒ are presented. These subsets provide time savings of greater than 90%, with negligible errors in absolute and relative energies, compared to the associated full-basis counterpart. The method is tested with a series of rotational barriers, relative conformational energies of alanine tetrapeptides, as well as the full G3/99 molecular set. RI-MP2 calculations on alanine octapeptides ͑40 heavy atoms, 3460 basis functions͒, using cc-pVQZ, are presented. Results improve upon previous methods that diagonalize the virtual space separately.
I. INTRODUCTION
One of the most common and fundamental approximations in electronic structure theory is the expansion of molecular orbitals as linear combinations of atomic basis functions. Several recent case studies demonstrate that large basis sets are needed in order to accurately capture physical properties, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and, in some cases, these large basis sets are required even for qualitatively correct predictions. 11, 12 While self-consistent field ͑SCF͒ calculations are believed to converge relatively quickly with respect to basis set size, electron correlation calculations are often strongly basis set dependent 6, 13 and may require enormous basis sets with many angular and radial nodes to reach completeness.
Second-order Møller-Plesset perturbation theory 14 ͑MP2͒ calculations are often the first single-determinant electron correlation method of choice beyond the SCF level.
The local MP2 algorithms of Pulay and co-workers [15] [16] [17] [18] [19] and Werner and co-workers 20, 21 have very successfully reduced the scaling of MP2 correlation calculations and approach linear ͑system size͒ scaling for large systems. Ayala et al. have also implemented an atomic-orbital-based linear scaling MP2, 22, 23 based upon the Laplace transform methods of Häser 24 and Almlöf and co-workers. [25] [26] [27] An alternative approach, based on auxiliary basis set fitting and often called the resolution-of-the-identity ͑RI͒ approximation, [28] [29] [30] [31] [32] [33] has reduced the overall computational prefactor while leaving the formal scaling unchanged. RI methods, 21 as well as further approximations ͑RI-DF-LMP2, 21 , RI-TRIM, 12 RI-MOS, 34 RI-SOS, 35 etc.͒, have drastically reduced the MP2 correction time, leaving the SCF step time dominant for a large class of molecules. For example, in the recent publication of DiStasio, Jr. et al., 12 the RI-TRIM MP2 correction time for a sample tetrapeptide ͑at the cc-pVQZ level͒ was 2 hours, while the preceding SCF calculation required approximately 6 days.
The dual-basis SCF ͑DB-SCF͒ approach demonstrated by Liang and Head-Gordon 36 is well suited for addressing this timing imbalance. In this method, an SCF calculation is converged in a small basis set; the density matrix is subsequently projected into the large, or target, basis set, and an energy correction is applied after only a single Roothaan step is taken. For basis sets yielding accurate correlation energies, tractable calculations are still in the regime where construction of the Fock matrix is computationally dominant. Thus, if we assume that at least ten SCF cycles are required for convergence, computational savings at the SCF level should be approximately 90%. For the small/target combination of 6-311G * / 6-311+ + G͑3df ,3pd͒, both absolute energy and atomization energy errors were shown to be less than 0.2 kcal/ mol for the G2/91 ͑Ref. 37͒ set of molecules, relative to B3LYP 38,39 /6-311+ + G͑3df ,3pd͒ results. In this work, we utilize the molecular orbitals generated by the DB-SCF procedure to obtain correlation corrections at the MP2 ͑or RI-MP2͒ level of theory. One additional advantage to the dual-basis scheme is its intrinsic amenability to other SCF algorithms. Linear scaling, [40] [41] [42] [43] [44] [45] RI-HF, 28, [46] [47] [48] and pseu-dospectral methods [49] [50] [51] [52] [53] [54] all provide possible future augmentations to our method.
Extending a dual-basis scheme to MP2 calculations was originally proposed by Jurgens-Lutovsky and Almlof 55 and, more recently, implemented by Wolinski and Pulay. 56 Lee and Head-Gordon 57 also implemented a similar perturbative method for polarized atomic orbital ͑PAO-SCF͒ calculations. Though these methods are discussed in more detail below, their distinguishing feature is the separate diagonalization of the occupied-occupied and virtual-virtual ͑oo and vv͒ subspaces of the large-basis Fock matrix, often termed "pseudocanonicalization." Difficulty in accurately capturing the virtual space in correlation calculations logically leads to this expansion for the MP2 calculations; however, maintaining the strong orthogonality between small-and large-basis orbitals is not required and, as shown below, leads to unnecessary inflexibility in the orbitals. The method we present here utilizes a full diagonalization of the large-basis Fock matrix, in which extension basis functions are allowed to mix in the occupied and virtual orbital coefficients.
II. METHODS
In this section, the details of the DB-SCF/MP2 method and its implementation, as well as the calculations to test its robustness, are presented. Lowercase letters are used to represent matrices in the small basis; uppercase letters denote matrices in the target basis. When applicable, Greek letters ͕ , ͖ signify atomic orbital ͑AO͒ basis indices, while Roman letters ͕i , j͖ and ͕a , b͖ signify occupied and virtual molecular orbital ͑MO͒ indices, respectively.
A. Dual-basis SCF/MP2
Upon choosing a suitable small basis ͑sub͒set, an SCF calculation is performed to convergence, yielding a smallbasis SCF energy,
where h is the one-electron Hamiltonian and I is the fourthrank tensor containing the full set of electron-repulsion integrals in the AO basis. The one-particle density matrix p is subsequently projected onto the large basis set. From this small-basis density matrix ͑now defined in the larger space as P͒, a new Fock matrix F is built in the large-basis space via F = H + IP. A full diagonalization ͑or equivalent 36 ͒ provides the new MO coefficients CЈ and, subsequently, a new density matrix PЈ. The energy after this single Roothaan step is given as
where ⌬P is defined as PЈ − P. By ignoring terms that are quadratic in the change in density matrix ͑the terms that would require a second large-basis Fock build͒, the energy lowering due to the single Roothaan step is represented by the dual-basis energy correction:
where F is the Fock matrix built from P. In other words, only a single 58 Roothaan step is taken in the large basis, and the energy of this step is approximated by Eq. ͑3͒. Using the new MO coefficients and orbital energies, the MP2 energy correction can be constructed in the usual fashion:
or can be implemented using more advanced local or density-fitting algorithms. The sum of contributions ͑1͒, ͑3͒, and ͑4͒ defines a dual-basis MP2 energy, where ͑3͒ provides the leading contribution due to orbital relaxation and ͑4͒ is the pair correlation energy. Since a new set of occupied-space MO coefficients is obtained ͑and hence, the density matrix has changed͒, the current Fock matrix is no longer the Fock matrix built from the new density, as would be the case for a converged SCF. For completeness, the contribution of the perturbative singles ͑rigorously nonzero since the Brillouin theorem is not satisfied in the large basis͒ should also be included:
where FЈ is a new ͑second͒ Fock matrix built from PЈ. The magnitude of the singles contribution is discussed below. This code has been implemented in a development version of Q-CHEM 3.0. 59 We have also implemented, for comparison, the dual-basis method of Wolinski and Pulay. 56 Since the separate oo / vv diagonalization leaves the density matrix unchanged, term ͑3͒ is, by definition, zero. Term ͑5͒ is the only correction to the SCF energy.
The computational savings of DB-SCF/MP2 are twofold. First, since only one large-basis Fock build is required, the cost of the SCF portion is reduced by a factor approaching the number of SCF steps typically required for convergence. The formal scaling of an SCF calculation is O͑N 4 ͒, where N is the size of the basis set. In practice, for a fixed basis set size per atom and varying molecular size, this scaling has been reduced to methods approaching O͑N͒. However, for fixed molecular size and varying basis set size, the aforementioned O͑N 4 ͒ scaling is still accurate. Savings due to DB-SCF, therefore, should be on the order of
where C i is the number of SCF cycles in each basis, and n and N correspond to the size of the small and large basis sets, respectively. ͓Note that the ͑N / n͒ 4 savings alone neglects the often dominant cost of one SCF step in the large basis͔. Second, strong integral screening can be applied to the Fock build and accounts for the inequality in the factor above. During the AO-integral portion of the Fock build ͑I P ͒, integrals involving pairs corresponding to P = 0 can be excluded. Note that these integrals are not rigorously zero; however, they do not contribute to the dual-basis energy, since the projected density matrix has all new basis function terms equal to zero. 60 Given this screening, the scaling of the lone Fock build can be estimated. For the simultaneous con-struction of exchange and Coulomb contributions, this scaling is
where NЈ is the number of strictly large-basis functions, i.e., NЈ = N − n. Contrast this cost with the standard scaling of the Fock matrix construction, O͑͑NЈ + n͒ 4 /8͒, where the factor of 8 stems from the permutational symmetry of the integrals.
In previous dual-basis MP2 implementations, integral savings have also been exploited during the first two quartertransformations at the MP2 level. The motivation for this paper, however, is based upon the significant savings already inherent in the RI approximation. No additional screening has been implemented at the RI-MP2 level, though its addition to a more optimized code is possible.
B. Basis sets
Several preliminary tests were performed to obtain optimal basis set combinations that are ͑i͒ conservative enough to maintain useful accuracy and ͑ii͒ disparate enough to make use of the savings available in a large truncation. We choose to use only proper subsets of the target basis set ͑a property that is also exploited in the DB-SCF gradient in a forthcoming paper͒. Dunning-type sets [61] [62] [63] [64] [65] [66] are common and attractive sets for correlation calculations, particularly due to the availability of accurate extrapolation schemes 67 that permit the estimation of properties beyond those of the largest basis set used. However, the cc-pVXZ ͑X =D,T,Q,5,6, ...͒ series is not comprised of sequential supersets, so we have constructed our own truncated versions of these basis sets. The scheme for Dunning-type subsets is summarized in Table I . Since the T → Q extrapolation ͑see below͒ is our ultimate goal, the truncation of cc-pVTZ is more modest than that for cc-pVQZ. Only the set of f functions has been removed from second-row atoms in cc-pVTZ, whereas both the set of f functions and the set of g functions have been removed from cc-pVQZ. ͑Retaining only one set of d functions was also considered but yielded slightly higher errors than desired.͒ Interestingly, one p-type ͑polarization͒ function was found to be necessary on hydrogen in both subsets, in addition to the retention of all s functions. The most compact p function is retained in the cc-pVTZ subset; the middle p function is retained in cc-pVQZ. Adding additional p functions in the small basis did not produce significant changes in results. In the end, the cc-pVQZ subset ͑hereafter called dual-cc-pVQZ͒ is of a size roughly intermediate between cc-pVDZ and cc-pVTZ for most molecules. Both subsets are available in the supplementary materials.
Previous density functional theory ͑DFT͒ tests 36 on a small test set also indicate that 6-311G * serves as a sufficient subset for 6-311+ + G͑3df ,3pd͒, 68-71 the largest Pople-style basis set currently available. Though the 6-311G * / 6-311+ +G͑3df ,3pd͒ pairing continues to perform well for B3LYP on our larger test sets, this truncation is too drastic for an MP2 calculation. This observation again demonstrates the faster convergence of SCF calculations with respect to basis set size, relative to correlation calculations. We choose to present results for both 6-311+ G ** and 6-311+ G͑3d , p͒ subsets. The latter pairing is the Pople-style analog of the conservative cc-pVTZ truncation described previously and, as will be shown below, is the subset of choice for near reproduction of 6-311+ + G͑3df ,3pd͒ properties. However, the 6-311+ G ** subset still makes a marked improvement upon the gap in single-basis properties, though the reproduction of 6-311+ + G͑3df ,3pd͒ properties is not exact. While our goal is to accurately approach the basis set limit at reduced computational cost, this smaller pairing is included to demonstrate the fact that drastic truncations still dramatically improve upon a single-basis calculation in the small basis. This smaller subset may be a suitable compromise, since RI auxiliary basis sets are not currently available for these large Pople-style basis sets. Typical SCF savings for the 6-311+ G ** subset are roughly a factor of 10, while the larger and more accurate 6-311+ G͑3d , p͒ subset produces SCF savings of roughly a factor of 6.
The auxiliary basis sets used throughout this work for the RI approximation to cc-pVTZ and cc-pVQZ calculations are those of Weigend, Köhn, and Hättig. 
C. Test sets
The methods and basis sets described above were tested on three sets of molecules. Our intent is to demonstrate the broad applicability of DB-SCF/MP2 across a range of molecular systems. In all cases, we have explored cc-pVTZ, cc-pVQZ, and the T → Q extrapolation; and the two Poplestyle combinations are included in two of the applications for comparison. Given the immense amount of data tabulated for these test sets, only set-wide statistics are reported. All SCF calculations were converged to at least a rms DIIS 74 error of 10 −8 a.u. between successive density matrices, using integral cutoffs of 10 −12 a.u.
• A series of nine conjugated hydrocarbons [75] [76] [77] was used to examine 16 relative conformational energies and rotational barriers. They include six vinyl-G ͑G =NO 2 , CHO, CFO, Vi, OH, NH 2 ͒ and three phenyl-GЈ ͑GЈ = CHO, CFO, C 2 H 3 ͒ compounds, for which geometries were optimized at MP2 / 6-31G * . Only relative energies are examined, which range in magnitude from 0.15 to 8.5 kcal/ mol. The RI approximation is used for the Dunning-type basis sets.
• A set of 27 alanine tetrapeptide conformations 78, 12 was used as a quantitative and qualitative application of DB-SCF/RI-MP2. The conformations range from linear to globular geometries and have relative energy differences ͑normalized to the lowest-energy conformation͒ from 0.5 to 8.0 kcal/ mol. The quantitative agreement with full-basis relative energies, as well as the relative ordering of the conformations, was examined for cc-pVTZ, cc-pVQZ, and the T → Q extrapolation. The conformational geometries were optimized at HF/ 6-31G ** , 78 and coordinates are available in the supplementary materials of Ref. 12 . The frozen core approximation is used in these calculations.
• The G3/99 ͑Refs. 37, 79, and 80͒ set of 223 open-and closed-shell ͑neutral͒ molecules was used to examine absolute energies and atomization energies across a wide range of molecules. The latter comparison provides a realistic upper bound to the errors inherent to the method.
Throughout the tables, msd= mean signed deviation, mad= mean absolute deviation, Max.= maximum absolute deviation, and rms= root mean squared deviation, and a reasonably chosen "acceptance" cutoff is presented in the final column. Table II includes results for the set of rotational barriers and conformational energies. Dual-basis results agree to within 0.019 and 0.014 kcal/ mol ͑rms͒ of their full-basis RI counterparts, respectively, for cc-pVTZ and cc-pVQZ. Despite the use of a more drastic truncation in the small basis, the cc-pVQZ results are actually closer to their full-basis counterpart, most likely due to the fact that the dual-ccpVQZ is still more complete than the cc-pVTZ subset.
III. RESULTS

A. Energetics
Rotational barriers
The error in the large Pople-style set ͑0.015 kcal/ mol͒ is intermediate to the error in cc-pVTZ and cc-pVQZ. The smaller subset ͑6-311+ G ** ͒ produces errors that are, in general, two to three times larger, though these errors are still quite tolerable and consist of only hundredths of a kcal/mol. The average absolute percentage error is also dominated by the result for CH 2 CH -CFO, which has a cis-trans conformational energy difference of only 0.2 kcal/ mol. The dualbasis approximation introduces an error of 0.03 kcal/ mol in this case. In all cases, dual-basis errors are significantly less than the relative errors associated with single-basis calculations in the small basis sets. For example, single-basis calculations in cc-pVTZ produce a rms error of 0.210 kcal/ mol, relative to cc-pVQZ single-basis calculations. Dual-basis calculations with dual-cc-pVQZ have an associated error that is at least an order of magnitude less. The Pople-style combinations reduce the rms error from 0.509 to 0.046 kcal/ mol ͑6-311 +G ** ͒ and from 0.207 to 0.015 kcal/ mol ͓6-311+ G͑3d , p͔͒. The T → Q extrapolation was also applied to these results, using the extrapolation scheme of Halkier et al. 67 for cc-pV͑XY͒Z basis sets, with X Ͻ Y:
.
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The singles energy, when applicable, is included in E HF . Extrapolated barriers agree with the full-basis barriers to within 0.02 kcal/ mol, an average of less than one-half of 1%. This error is comparable in magnitude to the error introduced by the RI approximation, and we can reliably conclude that it is sufficiently small to replace full MP2 calculations with DB-SCF/RI-MP2 calculations. It should be emphasized that, using the DB-SCF/RI-MP2 scheme and these extrapolations, we are able to obtain results of approximately cc-pV5Z quality, using basis sets between cc-pVDZ and cc-pVTZ sizes. The data for rotational barriers also illustrate a common trend among our calculations. Since the SCF energy has already been corrected using our dual-basis formalism, the contribution from the perturbation theory singles is quite small ͑only differences in rms errors of 0.0025 and 0.0009 kcal/ mol for cc-pVTZ and cc-pVQZ͒. This negligible contribution to the energy does not justify the construction of a second Fock matrix, a Fock matrix for which integral screening can no longer be exploited, effectively doubling the cost of the total SCF calculation. Thus, the singles can safely be neglected without significant loss in quality of the results.
Alanine tetrapeptides
Another test of relative conformational energies reiterates the numerical robustness of DB-SCF/MP2, as well as the qualitative consistency of the method ͑see Table III͒. For the 27 tetrapeptide conformations, described above, the dualbasis approximation ͑without singles͒ introduces relative rms errors of 0.023 and 0.015 kcal/ mol, respectively, for ccpVTZ and cc-pVQZ. Addition of the singles provides very little improvement. Worth noting is the fact that these errors are slightly less than the errors inherent to some MP2 localization schemes. 12 Relative to a full RI-MP2 calculation, these two basis sets make four and three qualitative errors in the relative ordering of the conformations. It should be emphasized, however, that differences in relative conformational energies can be as small as 0.005 kcal/ mol in this test set. These qualitative errors are eliminated at the T → Q extrapolated level. 
G3 set
Absolute energy errors for the G3/99 set are presented in Table IV . Results for dual-cc-pVTZ agree to within 0.263 kcal/ mol, and results for dual-cc-pVQZ agree to within 0.265 kcal/ mol. Again, the contribution of the singles is quite small, less than 0.040 kcal/ mol across the set, confirming our previous assertion that the singles can safely be ignored.
Particularly of note is the fact that our full diagonalization algorithm, with or without singles, shows improvement over previous algorithms that only expand the virtual space ͑denoted by "Pseudocanonicalization" in the data tables͒. By retaining the flexibility of the orbitals ͑and their associated energies͒ to mix small-and large-basis functions, we obtain better orbitals and energies, at nearly identical cost.
The results are consistently reliable: only two ͑P 4 and C 6 H 5 ͒ of the 233 test molecules exhibited errors in absolute energy above 1 mHartree. Additionally, our results are mostly one sided, as shown by the similarity in signed and absolute errors. Though the DB-SCF energy is not strictly variational, we have found very few cases where DB-SCF/ MP2 overcorrects ͑only 17 and 8 of the 233 calculations were overcorrected, for cc-pVTZ and cc-pVQZ, respectively͒, leaving open the possibility for further systematic improvement in DB-SCF/MP2 energies.
A more strenuous and chemically relevant test of DB-SCF/MP2 is shown in the atomization energies of Table V . Here, errors are larger than the errors in Table II ; however, the relative energies also range from 7 to 2600 kcal/ mol. In general, DB-SCF/MP2 errors are roughly 0.25 kcal/ mol. The dual-cc-pVQZ error of 0.251 kcal/ mol is a vast improvement over the error in single-basis cc-pVTZ calculations ͑7.881 kcal/ mol͒, despite the fact that the small basis is often smaller than cc-pVTZ.
An additional, more transferable analysis on a per-bond basis is provided in Table VI as well. In this analysis, only atom connectivity is taken into account ͑e.g., a triple bond is considered one connection͒. The range of molecules in the G3 set is thus compared on a more size-independent footing and provides a rough measure of the error involved in treating chemical reactions. The 6-311+ G ** / 6-311+ +G͑3df ,3pd͒ combination introduces 0.19 kcal/ mol error per bond, whereas the large Pople subset, dual-cc-pVTZ, and dual-cc-pVQZ combinations all introduce only 0.08 kcal/ mol error. These small errors remain roughly the same at the T → Q extrapolated level. The DB-SCF/MP2 method is thus well suited for chemical reaction energies, particularly in the context of the error associated with singlebasis calculations in the small basis.
Methods that diagonalize the virtual space separately still fare well in this analysis, as rms errors are still on the order of tenths of a kcal/mol. However, this analysis highlights the advantages of a full diagonalization. rms errors per bond are roughly half those of their virtual-only counterparts, at no additional cost.
While the Dunning-style set results shown in Tables IV-VI are for DB-SCF/RI-MP2, the RI approximation introduces a negligible error, which is not dependent on the dualbasis approximation used. In calculating atomization energies, for example, the RI approximation introduced rms errors of 0.061 kcal/ mol across the same set for both standard SCF/MP2 and DB-SCF/MP2. The dual-basis error is roughly four times larger than the error intrinsic to RI. This 56 ͒ merits discussion. In general, our approximation underestimates the SCF energy, since we are only taking one ͑approximate͒ Roothaan step. Since the SCF is not fully converged, however, orbital energy gaps are presumably smaller, leading to an overestimate of the correlation energy. A fortuitous cancellation of error between the SCF and MP2 energies is the ultimate result and is partially responsible for the small overall errors. For example, the G3 set absolute energies contained an average signed SCF error of 0.44 kcal/ mol for both dual-cc-pVTZ and dual-cc-pVQZ; the corresponding signed correlation energy errors were −0.24 kcal/ mol ͑0.25 kcal/ mol unsigned͒ for dual-cc-pVTZ and −0.22 kcal/ mol ͑0.23 kcal/ mol unsigned͒ for dual-ccpVQZ. ͑Note that this does not imply that the SCF energy is "less converged" with respect to basis set, as the SCF energy is two to three orders of magnitude larger than the correlation energy.͒ Standalone DB-HF energies would, unfortunately, not benefit from this error cancellation. However, this dualbasis error ͑0.44 kcal/ mol͒ is still a marked improvement over the 9.2 kcal/ mol average basis set error for absolute energies in single-basis cc-pVTZ calculations, relative to cc-pVQZ. TABLE VII. Errors in dual-basis DFT ͑B3LYP͒ absolute and atomization energies on the G3/99 set of 223 neutral molecules. Results are errors relative to single-basis DFT energies ͑in kcal/mol͒. The 6-311+ G ** subset is used for 6-311+ + G͑3df ,3pd͒; the dual-cc-pVTZ and dual-cc-pVQZ subsets are used for the Dunning- To put these MP2 results in perspective, a final comparison to dual-basis DFT is provided in Table VII . Absolute and atomization energies for DB-DFT show, in general, a more consistent correspondence with single-basis DFT calculations than do DB-HF/MP2 energies. However, this result is to be expected, as we are no longer trying to capture a strictly correlation-based space with the dual-basis formalism. Additionally, for the now well-known cases where standard DFT methods fail ͑dispersion interactions, van der Waals complexes, etc.͒, DB-SCF/RI-MP2 calculations are now approaching the same feasibility regime as DFT calculations for a wide range of molecules ͑see Table VIII͒. Table  VII also shows that the Dunning-type subset constructions continue to work extremely well for DFT calculations. For the same time savings discussed previously, DB-DFT/dualcc-pVQZ atomization energies are within 0.1 kcal/ mol of single-basis DFT atomization energies and within 0.03 kcal/ mol per bond. In general, DB-DFT errors are also significantly reduced relative to the standalone DB-HF absolute energy errors discussed previously.
B. Timings
All calculations discussed in this work were performed on a 2 GHz, single-processor Opteron node with 8 Gbytes of random access memory ͑RAM͒ and a 7200 rpm hard drive with up to 1 Tbytes of available disk space ͑though it should be noted that even the largest calculations described in this section did not require these large amounts of memory or disk space͒.
To demonstrate the drastic savings introduced, timings for the most stable styrene ͑phenyl-C 2 H 3 ͒ structure are shown in Table VIII . The full cc-pVQZ calculation utilizes 680 basis functions, while the dual-cc-pVQZ subset consists of 312 basis functions. Since the SCF calculations took 14 and 15 cycles to converge for dual-and single-basis calculations, respectively, the SCF speedup predicted in Sec. II becomes
or 89.2% savings. ͑These calculations used the superposition of atomic densities ͑SAD͒ guess for the initial density matrix. We have generated these atomic densities for the Dunning basis subsets; these densities are available in the supplementary materials.͒ Indeed, we do see a tremendous speedup due to the dual-basis approximation, as shown in Table VIII . Total SCF savings is 89.3%, and total job savings using the RI approximation is 92.8%, with only 0.3 kcal/ mol error in total energy and 0.003 kcal/ mol in the rotational barrier. Note that use of the RI approximation alone-while impressively reducing the correlation time ͑by 98%͒-still only reduces the total job time by 38% due to the imbalance in SCF and correlation computation times. The calculations shown in Table VIII represent a full MP2 time of almost 14 h and a DB-SCF/RI-MP2 time of only 1 h. The energies in Table IX also exhibit the same error cancellation trend mentioned previously. In the case of styrene, the SCF energy is underestimated by 0.68 kcal/ mol, and the MP2 correction is overestimated by 0.31 kcal/ mol ͑the RI approximation adds an additional 0.04 kcal/ mol overestimate͒.
Despite the savings demonstrated in Table VIII , the RI approximation still introduces enough correlation speedup to render the SCF portion of the calculation dominant. Figures  1 and 2 explore the regime in which the DB-HF/RI-MP2 crossover occurs. We should note that these calculations were performed with fairly conservative SCF convergence , respectively͒ so that any observed errors are solely due to the approximations described herein. They also allow for direct comparison to the results of Ref. 12. Shown are timings for two, four, and eight alanine residues in the polypeptide. Using linear least-squares fits for these data ͑summarized in the figures͒, the system size crossovers are established. For standard SCF and RI-MP2, the cc-pVTZ crossover occurs at 56 and 80 heavy atoms for linear ͓one-dimensional ͑1D͔͒ and globular ͓three-dimensional ͑3D͔͒ systems, respectively. The ͑albeit conservative͒ truncation using dual-cc-pVTZ reduces this crossover to 35 and 48 heavy atoms. For cc-pVQZ, the SCF/RI-MP2 crossover occurs at 77 and 106 heavy atoms, well beyond the practical reach of current computing technology for this basis set. The DB-SCF/RI-MP2 crossover now occurs at 28 and 37 heavy atoms. Both standard SCF and DB-SCF methods are noticeably dependent upon system dimensionality; the RI-MP2 correction shows essentially no dimensionality dependence. For reference, reduction of the convergence and threshold parameters to 10 −6 /10 −9 reduces the DB-SCF/RI-MP2 crossover to 22 ͑1D͒ and 24 ͑3D͒ heavy atoms, with only an additional 0.006 kcal/ mol error in the relative 1D-3D conformational gap.
The prefactors and exponents extrapolated from these plots demonstrate two noteworthy aspects of the dual-basis formalism. With respect to system size, DB-SCF calculations still scale identically to their single-basis counterparts. However, since only one step is taken in the large basis, the overall prefactor is reduced by a factor of 3.5-4.4 for cc-pVTZ and by a factor of 8.5-11.2 for cc-pVQZ. Note that greater speedup is obtained for the 3D systems. With respect to basis set size, the scaling itself is reduced, due to the ͑N / n͒ 4 basis set dependence. Standard SCF calculations are shown to scale as N 3.3 , while DB-SCF calculations scale as N 2.2 with respect to the target basis set size. This reduction is particularly significant since most attempts to reduce the scaling of SCF calculations focus upon system size while leaving the basis size dependence unchanged. The noticeable deviation from linearity in the SCF results of Fig. 3 is most likely due to angular momentum dependence of the evaluation of the Fock matrix integrals.
These reduced scalings and prefactors have subsequently made possible the DB-SCF/RI-MP2 cc-pVQZ calculation of the alanine octapeptides, C 24 N 8 O 8 H 42 ͑1574 small-basis functions, 3460 large-basis functions, and 7590 auxiliarybasis functions͒. To our knowledge, this is the largest system to date treated with cc-pVQZ, and the entire calculation took less than 6 days on a single processor. Using the linear fits ͑as well as standard MP2 fits not shown in the plots, for clarity͒, we can estimate the cost of using previous methodologies. The timing progression is thus as follows: A standard SCF/MP2 calculation would require 3 -4 months, an SCF/RI-MP2 calculation would require 3 -4 weeks, and our DB-SCF/RI-MP2 calculations required 6 -7 days.
In the large-molecule limit, the RI-MP2 portion of the calculation will continue to dominate; however, since the dual-basis approximation to the SCF calculation is essentially standalone, further modifications to the MP2 portion ͑local algorithms, etc.͒ could easily be implemented to extend the range in which savings are significant and in which the HF and post-HF portions of the calculations are competitive. 
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IV. CONCLUSIONS
The RI approximation to MP2 integrals and the availability of high-quality RI auxiliary basis sets have shifted the time cost of an MP2 calculation to the underlying SCF calculation for many molecules of interest. The combination of RI with our dual-basis method has demonstrated the following characteristics.
• Subsets of 6-311+ + G͑3df ,3pd͒, cc-pVTZ, and cc-pVQZ have been established that produce errors sufficiently small to safely replace MP2 calculations with DB-SCF/RI-MP2 calculations. Standard MP2 energies are accurately reproduced by DB-SCF/RI-MP2 calculations, with absolute energy errors typically on the order of 0.3 kcal/ mol and correspondingly small errors in relative conformational energies ͑0.02 kcal/ mol͒ and atomization energies ͑0.3 kcal/ mol͒. Errors in chemical reaction energies are roughly 0.08 kcal/ mol.
• Total time savings of a DB-SCF/RI-MP2 calculation are 90%-95%, relative to a full ͑nonlocal͒ MP2 calculation for the quadruple-zeta basis sets presented. The regime in which the SCF/RI-MP2 crossover occurs has been reduced from 106 to 37 heavy atoms for cc-pVQZ.
• The inclusion of singles introduces a small enough improvement to DB-SCF/MP2 energies that its contribution can be neglected. The cost of adding this contribution roughly doubles the cost of the SCF calculation, which further justifies its exclusion.
• A full diagonalization of the large-basis Fock matrix, followed by the dual-basis correction scheme, produces more accurate and more consistent results than methods which diagonalize the virtual space separately.
• A DB-SCF calculation reduces the computational prefactor with respect to system size, as well as the scaling with respect to basis set size. Molecules previously untouched with large basis sets are now tractable on single processors.
• DB-SCF/RI-MP2 calculations are significantly faster than standard DFT calculations for most currently attainable system sizes. DB-DFT calculations attenuate this timing imbalance; however, DB-SCF/RI-MP2 calculations provide a useful and competitive alternative in cases where DFT might not be applicable.
More aggressive basis set truncation schemes are certainly possible and would lead to even greater computational savings; however, we recommend the above pairings for energy calculations as a conservative compromise between speed and accuracy. The analytic DB-HF gradient has already been implemented in Q-CHEM and has shown promising results for derivative timings and properties. Upcoming papers detailing the interfacing of the DB-HF and RI-MP2 gradients, as well as DB-DFT gradients, will explore the possibility of more aggressive basis set truncation schemes for derivative properties and geometry optimizations. 
APPENDIX: SUPPORTING MATERIAL
The dual-cc-pVTZ and dual-cc-pVQZ basis sets, as well as their associated SAD guesses, are available for download at http://www.cchem.berkeley.edu/ϳmhggrp.
