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Abstract. We present a general perturbative effective field theory (EFT) description of
galaxy shape correlations, which are commonly known as intrinsic alignments. This rigorous
approach extends current analytical modelling strategies in that it only relies on the equiva-
lence principle. We present our results in terms of three-dimensional statistics for two- and
three-point functions of both galaxy shapes and number counts. In case of the two-point
function, we recover the well-known linear alignment result at leading order, but also present
the full next-to-leading order expressions. In case of the three-point function we present
leading order results for all the auto- and cross-correlations of galaxy shapes and densities.
We use a spherical tensor basis to decompose the tensor perturbations in different helicity
modes, which allows us to make use of isotropy and parity properties in the correlators.
Combined with the results on projection presented in a forthcoming companion paper, our
framework is directly applicable to accounting for intrinsic alignment contamination in weak
lensing surveys, and to extracting cosmological information from intrinsic alignments.
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1 Introduction
Intrinsic galaxy alignments are the correlations between intrinsic galaxy shapes and the large-
scale structure, i.e. before the effect of gravitational lensing on the observed shapes [see 1, 2,
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for reviews]. These are known to exist between luminous red galaxies at low redshift [3–
7], and are considered a contaminant for cosmology with weak gravitational lensing [8–10].
Despite these alignments being measured to high significance in current galaxy surveys, there
have been relatively few efforts on exploring possible models for this signal. Historically, the
literature has adopted the “linear tidal alignment” model (LA) [11, 12] and only recently
have alternatives been considered. The LA model relies on assuming that projected intrinsic
galaxy shapes are proportional to the projected tidal field of the large-scale structure. While
this model seems to accurately describe alignments for red galaxy pairs separated by large
distances (& 10h−1Mpc), recent measurements of the alignment signal show an excess above
the linear prediction for smaller separations [6, 13]. In contrast, the alignment correlations of
blue galaxies remain poorly constrained, with only upper limits currently available [10, 13, 14],
and proposed models rely on the impact of tidal torques from the large-sale structure on the
direction of the galactic angular momenta [8, 9, 15, 16].
There are two main motivations for improving on the modelling of intrinsic galaxy align-
ments. First, obtaining unbiased parameter constraints from weak lensing surveys requires
accurate modelling of all potential contributions to observed correlations of galaxy shapes,
which includes the intrinsic alignment signal [17]. With the advent of the next generation
of weak lensing surveys such as Euclid [18], the Large Synoptic Survey Telescope (LSST)
[19] and WFIRST [20], requirements on the accuracy of the alignment model are becoming
more strict [21]. Notably, the most important contribution to consider is the correlation
between the density field responsible for the lensing of galaxy shapes, which at the same time
sources the alignments of physically nearby galaxies. This is typically known as the “GI”
contamination [9]. Second, it has been shown that intrinsic alignments encode information
from phenomena such as primordial non-Gaussianity and gravitational waves from inflation
in complementary manner to other probes of the large-scale structure [22–25]. Accurate
extraction of this information requires a reliable alignment model.
Beyond the linear predictions, intrinsic alignment modelling has been extended using
tools like standard perturbation theory (SPT) [26–28], the halo model [29, 30] and cosmolog-
ical hydrodynamical simulations [31–43]. These methods target different questions regarding
modelling of galaxy intrinsic alignments. Analytical predictions like those provided by SPT
aim to be fast and extend the LA model to smaller scales. They are designed to work in
regimes where density perturbations are small, but suffer from lack of convergence at small
scales [44–46]. The halo model approach aims for a phenomenological prediction of the non-
linear behaviour of galaxy alignments within halos. Cosmological simulations can serve as a
validation tool for all these models and help constrain their free parameters in as much as
the simulated galaxy population is representative of the observed one.
In this work, we pursue an approach closer to the Eulerian perturbation theory, and
describe how a complete bias-like expansion up to a given order in perturbations can be
constructed to describe the statistics of any tensorial field in the large-scale structure using
the effective field theory (EFT) of the large-scale structure [47]. This method is based on the
description of the matter density distribution as an effective fluid on large scales. Small-scale
physics is integrated out and encapsulated in a set of free parameters that can be fit to either
simulations or observations. This systematic approach has previously been applied to scalar
fields representing number counts of galaxies and halos (see [48] for a review). Since it also
includes contributions that involve higher spatial derivatives of the density and tidal fields, it
consistently solves the issue of unphysical dependence of SPT predictions on very small-scale
modes which are not correctly described by perturbation theory.
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This EFT of tracer shapes allows us to extend the modelling of intrinsic alignments from
linear scales to the quasi-linear regime. In our approach, we model three-dimensional galaxy
shapes within the EFT by identifying all terms that correspond to gravitational observables
at a given order and that satisfy the symmetries of a trace-free tensor. We then employ this
expansion to consistently compute auto-correlations of intrinsic galaxy shapes, and the cross-
correlation between intrinsic shapes and a set of scalar biased tracers, such as a generic galaxy
population. Our work, however, can be straightforwardly extended to applications that are of
interest to weak lensing surveys, such as the modelling of cross-correlations between intrinsic
shapes and the matter density field (this includes the case of the lensing by the cosmic
microwave background [49–52]). In addition, it is also possible to model the selection effects
induced by intrinsic alignments in scalar biased tracers observed by galaxy redshift surveys
[53–55] along the lines of [56]. Finally, the EFT prescription for scalar biased tracers can also
be applied to intrinsic correlations of galaxy sizes, as well as other galaxy properties. Size
correlations have recently been detected in current surveys [57] and can pose a challenging
contaminant in the attempt to constrain cosmological magnification via observed galaxy size
perturbations [57–59].
This work is organised as follows. Section 2 gives a general description of the expansion
of three-dimensional galaxy shapes in terms of local gravitational observables. In section 3,
we introduce the spherical tensor basis which is used to decompose the galaxy shape tensors.
We then proceed to compute three-dimensional statistics (both two- and three-point func-
tions) in section 4. In section 5, we present explicit one-loop power spectrum and tree-level
bispectrum results and give estimates of the contribution of each term in our intrinsic align-
ment framework. These contributions are scaled by unknown bias coefficients which should
be constrained from simulations, observations, or marginalised over in cosmological analyses.
In section 6 we outline briefly additional physical/observational effects that can affect the
observables. In particular we mention the galaxy shape projection on the sky and redshift
space distortions. These are the topic of an upcoming companion paper [60]. We conclude in
section 7. Most of the detailed calculations are delegated to the appendices. In appendix A
we perform the decomposition of the tensor fields in spherical tensor components that allows
us to isolate the relevant correlator contributions to the two- and three-point functions. The
detailed tensor field perturbative expansion is performed in appendix B and one-loop power
spectrum and tree-level bispectrum results are obtained. Some renormalisation concepts
concerning the tensor field of biased tracers are addressed in appendix C.
For numerical results, we assume a Euclidean ΛCDM cosmology with Ωm = 0.295, Ωb =
0.047, ns = 0.968, σ8 = 0.835 and h = 0.688. We consider the case of adiabatic Gaussian
perturbations and General Relativity. The case of primordial non-Gaussianity is straightfor-
ward to include following Ref. [24]. Furthermore, in perturbative calculations, we make the
usual approximation of setting the n-th order growth factor D(n)(τ) to [D(τ)]n. Notation
conventions and a list of most important quantities used in the paper are given in the table 1.
2 General bias expansion for shapes
Galaxy shapes, more specifically ellipticities, are a spin-2 field on the sky, and their description
is analogous to polarization; specifically, shapes refer to the trace-free part of the second-
moment tensor of the projected image of the galaxy. Unlike the effect of gravitational lensing
on shapes, which is a projection effect, intrinsic galaxy shape correlations have to be described
in three-dimensional space, since they arise from physical interactions [24]. Our goal therefore
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f(k) ≡ ∫ d3x f(x)e−ik·x Fourier transform conventions∫
p
≡ ∫ d3p(2π)3 Momentum integral
F(p1,p1)δ(p2)δ(p2) Integration over repeated momenta
≡ ∫
p1
∫
p2
F(p1,p2)δ(p1)δ(p2)
δKij Kronecker symbol
δ˜Kij = N
−1
0 δ
K
ij Normalized Kronecker symbol (Eq. (3.14))
δD(x) Dirac delta function in real space
δDk−k′ ≡ (2π)3δD(k − k′) Dirac delta function in Fourier space
Dij ≡ ∂i∂j/∇2 − (1/3)δKij Shear derivative
k1···n ≡ k1 + · · · + kn Sum notation (k1n ≡ k1···n in appendix B)
Y
(m)
ij (x) Rank two spherical tensor basis
〈O(k1) · · ·O(kn)〉′ n-point correlator without momentum conservation1
δm Fractional matter density perturbation
δL Linear-order fractional matter density perturbation
Θij ≡ Dijδm Scaled tidal field
Π
[1]
ij ≡ Dijδm + (1/3)δKij δm Scaled Hessian of gravitational potential
vi Matter velocity field
δn Fractional galaxy number density perturbation
δs Fractional galaxy size density perturbation
(trace of shape tensor)
Sij 3D galaxy shape tensor
gij Trace-free part of 3D galaxy shape tensor
γij Projected shape on the sky
(trace-free part of projected shape tensor)
Table 1: List of notation and most important quantities used in this paper. Fields in Fourier
space are understood to be integrated over repeated momentum variables.
will be to first describe the statistics of the three-dimensional galaxy shape tensor, and then
to project it on the sky to obtain the observed spin-2 shape field. Note that the projection
mixes the trace- and trace-free parts of the three-dimensional shape tensor, so even though we
are mostly interested in the trace-free part after projection, we need to specify the full three-
dimensional shape tensor to begin with. As we will describe, the three-dimensional shapes
of galaxies in their rest frame can be described through a well-defined “bias” expansion in
terms of local gravitational observables. Hence, throughout this paper, all indices refer to
three-dimensional spatial indices.
1Explicitly, we write
〈O(k1) · · ·O(kn)〉 = (2π)
3δD(k1···n) 〈O(k1) · · ·O(kn)〉
′ , (2.1)
where the Dirac delta function ensures the total momentum conservation, and is a consequence of the statistical
translation invariance.
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2.1 Definitions and preliminary considerations
The fractional number density perturbation, δn, of galaxies at a space-time position (x, τ) is
defined as
δn(x, τ) ≡ ng(x, τ)〈ng(τ)〉 − 1 . (2.2)
The EFT of large-scale structure provides an effective description for this field which we
summarize in the next section. The EFT allows the prediction of galaxy count statistics for
a given cosmology, i.e. “galaxy clustering”, up to a number a free bias parameters that need
to be determined from simulations or observations.
As in the case of galaxy clustering, we should disentangle intrinsic physical effects (from
the point of view of an observer comoving with a galaxy) from projection effects which deal
with the mapping from the rest frame of the galaxy to the coordinates of the observer. In
the context of galaxy shapes, this means that we describe physical alignment effects in terms
of the three-dimensional galaxy shape in its rest frame, not in terms of the shape projected
on the sky plane. We will come back to the effect of projection in section 6, and in more
detail in the accompanying paper [60].
We assume that, for each galaxy α, its light distribution is described by the symmetric
second-moment tensor Iij(xα).
2 This is akin to modelling the 3D light distribution of each
galaxy with an ellipsoid, where three degrees of freedom represent the lengths of ellipsoid
semiaxes, and the residual three parameters describe the relative orientation of the ellipsoid
(three Euler angles) at the position xα. We can then formally define a tensor field of intrinsic
galaxy shapes as a function of comoving location,
Iij(x) =
∑
α
Iij(xα)δD(x− xα) , (2.5)
where the sum runs over all galaxies in the survey. The trace of the field returns a scalar
field which describes the number-weighted galaxy size, i.e.
tr[Iij(x)] = s2(1 + δs(x)), (2.6)
where s2 is defined through 〈Iij〉 = δKij s2/3 and δs(x) is the corresponding size fluctuation
2We adopt the notation in which the vectorial quantities in the invariant form are represented as
V = Vie
i, (2.3)
where ei are the basis vectors and Vi are the vector components. In analogy to this notation, invariant form
of the tensorial quantities can be represented as
T = Tije
i ⊗ ej , (2.4)
where the basis is given as the Cartesian product of the two basis vectors ei, and Tij are the usual tensor
components in the given basis.
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field.3 More generally, we define the shape fluctuation field
Sij(x) =
Iij(x)− 〈Iij(x)〉
tr〈Iij〉 =
Iij(x)
tr〈Iij〉 −
1
3
δKij = gij(x) +
1
3
δs(x)δ
K
ij , (2.8)
where we have introduced the trace-free tensor gij , which describes galaxy shape perturba-
tions. As was already mentioned, different normalizations of the field Sij (i.e. Iij) might be
more convenient in different situations; for example, one might introduce a number density
weighting in Eq. (2.7). However all these different definitions do not change the bias expan-
sion which we introduce below, which is agnostic to the precise definition of the galaxy shape
field. We will only need the fact that gij(x) is a symmetric trace-free tensor field. We return
to comment on the possible effects of this choice later on when we discuss the bias expansion
in Section 2.3.
2.2 Review of bias expansion for scalar tracers
Any scalar tracer in the Universe can be connected to local gravitational observables by
means of a bias expansion,
δn(x, τ) =
∑
O
b
(n)
O [O] (2.9)
where [O] are renormalised operators constructed out of the density field, gravitational poten-
tial and other perturbations, and the b
(n)
O are the corresponding (renormalised) bias param-
eters. We will define and perform the renormalisation procedure when we turn to statistics
in Sec. 4. If the physical processes that determine the properties of the tracers are local,
then the need to satisfy the equivalence principle suggests that the operators in the bias
expansion are those corresponding to the density and the tidal field. This expansion allows
us in principle to predict any given statistics of the biased tracers, and to connect them to
the underlying cosmological model. Note further that the bias expansion is not unique: at
any given order in perturbations, the complete set of operators forms the basis of a vector
space, and any other basis can serve as an equivalent choice.
Reference [61] showed that one such complete basis of the general galaxy bias expansion
(at lowest order in derivatives) consists of all scalar combinations of a set of operators, Π[n].
The operatorsΠ[n] are second-rank tensors and thus the components always carry two indices,
i.e. Π
[n]
ij . These tensors are defined recursively starting from
Π
[1]
ij (x, τ) =
2
3ΩmH2∂x,i∂x,jΦ(x, τ) =
1
3
δKij δm +Θij , (2.10)
which is proportional to the Hessian of the gravitational potential and contains the leading
gravitational observables at a given spacetime position x, τ : the matter density perturbation
δm and scaled tidal field Θij . Note the superscript [1], to be distinguished from (1), refers
3An alternative definition for the tensor field of interest could be
Iij(x) =
∑
α
Iij(xα)
tr〈Iα,ij〉
δD(x− xα) , (2.7)
where we use the estimated flux normalization for each individual object. With this choice, the trace of the
shape field Iij yields the galaxy number density, i.e. tr[Iij(x)] = 〈ng〉(1 + δn(x)). Our EFT expansion will
apply to either definition, as well as any other definition in terms of physical observables. However, the values
of the bias parameters will depend on the chosen definition.
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to the fact that Π[1] starts at first order in perturbation theory, but contains higher order
terms as well. Thus, Θij is the scaled fully nonlinear tidal field, while Θ
(1)
ij will stand for its
linear-order component. To avoid any confusion, we introduce the label “generation” for [n]
and reserve the label “order” for the perturbative expansion (n). For example,
(
Π[1]
)(3)
is
then an operator of the first generation and third order. We can define the higher generation
tensors Π[n] by convective time derivatives:
Π[n] =
1
(n− 1)!
[
(Hf)−1 D
Dτ
Π[n−1] − (n− 1)Π[n−1]
]
, (2.11)
where
D
Dτ
≡ ∂
∂τ
+ vi
∂
∂xi
(2.12)
is the convective (or Lagrangian) time derivative, and f = d lnD/d ln a is the logarithmic
growth rate. Including all operators at a given order constructed out of the Π[n] then consis-
tently incorporates the effect of time evolution on the final tracer field [61] (see also Section 2
of [48]).
For example, the set of operators that contribute to the expansion for a scalar field up
to cubic order are4
(1) tr
[
Π[1]
]
,
(2) tr
[(
Π[1]
)2]
,
(
tr
[
Π[1]
])2
,
(3) tr
[(
Π[1]
)3]
, tr
[(
Π[1]
)2]
tr
[
Π[1]
]
,
(
tr
[
Π[1]
])3
, tr
[
Π[1]Π[2]
]
. (2.13)
Notice that this expansion is not only applicable to galaxy densities, but in general to any
scalar field that satisfies the local bias assumption. In particular, it can be also applied to
other properties of galaxies such as their sizes, in which case
δs(x, τ) =
∑
O
b
(s)
O [O] . (2.14)
Equations (2.9) and (2.14) assume a deterministic relation between the biased tracer field
and the local gravitational operators. Beyond this set of operators, we should also consider
the contributions from higher derivative operators and stochasticity attributed to the initial
conditions on very small scales, which we cover in section 2.5.
Equivalently to Eq. (2.9), we can construct observables from the Fourier-transformed
tracer overdensity field:
δn(k) =
∞∑
n=1
(2π)3δDk−p1···nK
(n)
n (p1 . . . ,pn)δL(p1) . . . δL(pn). (2.15)
where K
(n)
n are bias-dependent symmetrised kernels that will be introduced in section 3.1.
4When dealing with notation of the trace and trace-free bias operators constructed from the Π tensor
fields we adopt the shorthand notation, e.g. tr
[(
Π[1]
)2]
, instead of writing the tensor elements explicitly as
tr
[
Π
[1]
ij Π
[1]
jk
]
.
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Similarly to the case of biased tracers, the EFT [47, 62] provides a standard expansion
for the matter field, i.e. what is needed to make theoretical predictions of gravitational
lensing (e.g [63, 64]). Up to third order, this is given by
δm(x) = δ
(1) + δ(2) + δ(3) + 2πc2sR
2
nl∇2δ(1), (2.16)
where c2s is the effective sound speed of the evolved matter density field, corresponding to
the leading EFT counterterm in the matter density field, and Rnl is the characteristic scale
of the nonlinear regime. It is again often convenient to work with the Fourier transformed
field,
δm(k) =
∞∑
n=1
(2π)3δDk−p1···nF
(n)(p1 . . . ,pn)δL(p1) . . . δL(pn) + counterterms, (2.17)
where F (n) are the symmetrised SPT kernels [44] and p1···n ≡ p1 + . . .+ pn.
2.3 Bias expansion of shapes
For galaxy shapes, we now want to perform a similar deterministic expansion of the intrinsic
three-dimensional shape at lowest order in derivatives,
gij =
∑
O
b
(g)
O [Oij ] . (2.18)
and we need to determine which operators Oij need to be included at a given order in
perturbation theory. The basic building block for this expansion is still the set of tensor fields
Π[n] of all generations n ≥ 1. Rather than considering scalar combinations, we now need
to take into account all trace-free tensor combinations. We denote the trace-free operator
associated with a generic tensor operator Tij by
TF[T ]ij ≡ Tij − 1
3
δKijδ
K
klT
kl . (2.19)
For example, gij = TF[S]ij . Notice that in order to be consistent under renormalisation, trace
and trace-free parts in general are multiplied by different bias parameters (see appendix C
for further discussion), which is why we perform the bias expansion for gij here, not Sij .
By taking all trace-free combinations of theΠ[n], we obtain the following list of operators
up to third order:
1st TF[Π[1]]ij (2.20)
2nd TF[Π[2]]ij , TF[(Π
[1])2]ij , TF[Π
[1]]ij tr[Π
[1]]
3rd TF[Π[3]]ij , TF[Π
[1]Π[2]]ij , TF[Π
[2]]ij tr[Π
[1]] ,
TF[(Π[1])3]ij , TF[(Π
[1])2]ij tr[Π
[1]] , TF[Π[1]]ij(tr[Π
[1]])2 , TF[Π[1]]ij tr[(Π
[1])2] .
The number of operators is higher than in the scalar case: we have one more second order
and three more third-order operators. As argued by [61], we do not need to include tr[Π[n]]
with n > 1 in either scalar or trace-free tensor basis, since those operators can always be
re-expressed in terms of lower order operators that we have already included. This does not
hold for TF[Π[n]] however: the term TF[Π[2]] needs to be included at second order, since
Π
[2]
ij ∝
∂i∂j
∇2
[
δ2m −
3
2
(Θkl)
2
]
(2.21)
– 8 –
cannot be expressed as a linear combination of the other second order bias operators. This
is an important difference to the case of galaxy bias, where Π[2] only appears at third order
(via the nonlocal operator variously called Otd,Γ3 and others). TF[Π
[2]] corresponds to the
term tij recently also included in [27, 28]. More generally, in the expansion of galaxy shapes
at n-th order we have terms up to including the n-th generation, whereas we only obtain
terms up to (n− 1)-th generation in the bias expansion of galaxy number counts (and other
scalar observables).
We emphasise again that, while the bias expansion for 3D shapes is independent of how
the shape field is precisely defined, the values of the bias parameters b
(g)
O will, in general,
differ depending on this definition. For example, when galaxy number weighting is included,
one obtains a contribution to one of the second-order bias coefficients given by
btr[Π[1]] TF[Π[1]] ⊃ b1bTF[Π[1]] , (2.22)
where b1 is the linear bias corresponding to the number counts of the galaxy sample whose
shape field is being measured.5
This dependence of the values of bias parameters on the definition of the tracer is of
course not unique to shapes: weighted galaxy number counts (e.g., by luminosity) also lead
to different bias parameters than unweighted counts. The central point is that, when leaving
all bias parameters free, the EFT expansion is able to describe any physical tracer, regardless
of its selection or weighting as long as these are based on physical observables.
2.4 Selection effects
So far, we have assumed that the intrinsic, three-dimensional shape of galaxies (as measured
through its surface brightness) does not involve any preferred directions apart from those
introduced by the large-scale tidal field which is encoded in the operators in Eq. (2.20).
Then, the statistics of projected galaxy shapes can be derived from Eq. (2.18) by projecting
the three-dimensional shape tensor gij to a tensor γij on the sky. For the in-depth treatment
of these projection effects we refer the reader to the accompanying paper [60].
In reality, both observed number counts and shapes can also depend on the orientation
of the galaxy with respect to the line of sight. For example, the detection probability of
luminous red galaxies is higher when they are aligned along the line of sight [53, 55, 65].
Similarly, edge-on disks could be detected more easily due to higher signal-to-noise. However,
in this case dust absorption within the galaxy could also play a role. In order to include such
effects, one has to allow for the line of sight to appear in the shape expansion. Ref. [56]
5Consideration of the galaxy number weighting of the shape fluctuation field Sij can be viewed as a
reinterpretation of Eq. (2.8). We could thus decompose the Sij field as
Sij(x) = (1 + δn(x))
(
g˜ij(x) +
1
3
δ˜s(x)δ
K
ij
)
, (2.23)
where we have newly defined shape g˜ij and size δ˜s fields. The connection to the earlier definition in Eq. (2.8)
is simply given by the multiplicative, (1 + δn), number weighting factor
gij(x) = (1 + δn(x)) g˜ij(x), δs(x) = (1 + δn(x)) δ˜s(x). (2.24)
At linear order we still have bg1 = b˜
g
1 and b
s
1 = b˜
s
1, while at second order we obtain terms proportional to b
n
1 b˜
g
1
and bn1 b˜
s
1. However, in either definition there also exists an independent operator tr[Π
[1]] TF[Π[1]], as part of
the expansion of gij(x) and also g˜ij(x), whose free coefficient can absorb the difference and thus renders the
two expansions formally equivalent.
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recently provided the complete enumeration of these terms for the galaxy density. Here, we
generalise their result to shapes, i.e. to a trace-free three-dimensional tensor instead of a
scalar tracer. We obtain the following relevant subset of new terms up to second order:
1st − (2.25)
2nd TF[nˆknˆlΠ
[1]
ikΠ
[1]
jl ] , nˆ
knˆlΠ
[1]
kl TF[Π
[1]]ij
3rd TF[nˆknˆlΠ
[1]
ikΠ
[2]
jl ] , nˆ
knˆlΠ
[1]
kl TF[Π
[2]]ij , nˆ
knˆlΠ
[2]
kl TF[Π
[1]]ij .
Here, we have not included terms which are proportional to nˆinˆj. This is because such
contributions disappear after projection onto the sky, which is the observationally relevant
case we focus on in this paper. Further, we have neglected writing the cubic contributions
that are of order (Π[1])3, as they disappear in the power spectrum after renormalisation.
Note that there is no additional contribution at linear order (and lowest order in deriva-
tives). This is because we do not have any additional indices to contract with nˆknˆl, so a
linear term involving nˆ has to be proportional to nˆinˆj. The same holds for all higher-order
terms of the form TF[Π[n]]ij . At second order, there are two contributions, the second of
which involves nˆknˆlΠ
[1]
kl ≡ Π
[1]
‖ , which is the leading selection effect that appears in the bias
expansion of the galaxy density (e.g., [56]). Thus, the second contribution could arise due to
the selection effect for aligned galaxies mentioned above, coupled with the fact that the shear
field is weighted by the galaxy number density. At third order, terms of similar structure
appear but now involving Π[2] (there is no selection contribution involving Π[3] at this order
following the above reasoning, while we have not written any of the (Π[1])3 contributions).
2.5 Higher derivatives
So far, we have worked to lowest order in spatial derivatives. Essentially, this assumes that
galaxy shapes are perfectly local functions of density and tidal field along the fluid trajectory.
This is clearly an approximation. To go beyond it, we promote the bias parameters in
Eq. (2.18) to spatial functionals of the operators. Then, expanding the operators inside these
functionals in a formal Taylor series, one can show that one obtains spatial derivatives acting
on the operators Oij , where for each derivative we obtain one power of R∗, the typical spatial
extent of the kernel. For example, in the case where dark matter halos are treated as a biased
tracer, it is often assumed that the typical scale associated with the derivative expansion is
approximately the halo Lagrangian radius, i.e. R∗ ∼ RL. The leading higher derivative term
in Eq. (2.18) is
R2∗∇2 TF[Π[1]]ij . (2.26)
At higher order, we obtain terms such as
R2∗∇2TF[(Π[1])2]ij , R2∗ TF[∂kΠ[1]∂kΠ[1]]ij , (2.27)
and many others; these terms increase rapidly in number at higher order. Fortunately, as
long as R∗ is of order the halo Lagrangian radius or smaller, these terms are fairly small.
For example, Eq. (2.26) is suppressed by (R∗k)2. In that case, it is sufficient to keep only
Eq. (2.26) for the 1-loop power spectrum. If the scale R∗ is larger than the spatial length
scale (nonlinear scale) controlling the perturbative expansion, then one can correspondingly
include higher-order derivative terms. This might be the case for very massive halos [66–68],
for example, or due to radiative-transfer effects [69–74].
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2.6 Stochasticity
The small-scale modes that we integrate over to define the bias parameters bO in Eq. (2.18)
(which are really responses of galaxy shapes to long-wavelength perturbations) lead to stochas-
ticity or scatter around the mean relations. In analogy with stochastic contributions to galaxy
bias [48], Eq. (2.18) is generalized to
gij(x, τ) =
∑
O
[
b
(g)
O (τ) + ǫO(x, τ)
]
Oij(x, τ) + ǫij(x, τ) . (2.28)
The fields ǫij , ǫO are uncorrelated with the Oij , have vanishing expectation value and more-
over are completely described by their one-point distributions: 〈ǫO(x)ǫO′(x)〉′ etc. While the
ǫO are scalar fields, ǫij is a trace-free tensor in keeping with the symmetry properties of gij .
In fact, ǫij after projection describes the leading order shape noise contribution to the shape
power spectrum
〈ǫij(k)ǫkl(k′)〉′ =
(
δKikδ
K
jl + δ
K
il δ
K
jk −
2
3
δKijδ
K
kl
)
P gǫ , (2.29)
where P gǫ is a white-noise (constant) power spectrum on large scales, with corrections toward
smaller scales scaling as k2R2∗. Using the requirement that ǫij inherits the tensorial properties
of the gij field, it can be easily shown that this is indeed the only trace-free tensorial structure
that we can form that does not depend on the direction of the k mode (see appendix A.1).
Since the formation process of tracers is local in real space, the noise cannot depend on k in
the limit that k → 0.
Beyond linear order, the higher-order stochastic contributions up to third order are
given by
1st ǫij (2.30)
2nd ǫδij tr[Π
[1]] ,
ǫΠ[1] TF[Π
[1]]ij ,
3rd ǫδ
2
ij
(
tr
[
Π[1]
])2
, ǫK
2
ij tr
[(
Π[1]
)2]
,
ǫΠ[2] TF[Π
[2]]ij , ǫ[Π[1]]2 TF[(Π
[1])2]ij , ǫΠ[1]Π[1] TF[Π
[1]]ij tr[Π
[1]] .
The second-order contributions on the second line in particular will become relevant in the
three-point function (bispectrum) of shapes, sizes and number counts.
3 The shape, size and number count fields
We are now ready to obtain expressions for the galaxy shape, size, and number count fields.
We proceed in two steps: first, we transform all operators to Fourier space. Second, we
decompose the tensors into irreducible spherical tensor components, which greatly simplifies
both the loop integrals and sky projections.
3.1 Perturbation expansion in Fourier space
We use perturbation theory to compute the behaviour of the tracer overdensity and shape
fields in the mildly nonlinear regime. Given that our goal is to investigate one-loop power
spectra and tree-level bispectra, it is required to obtain the explicit expressions for the field
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up to the third order. Thus in order to proceed we need to compute the perturbative
contributions from each of the bias terms in Eq. (2.13) and Eq. (2.20). Since, for any operator
OTF in the list Eq. (2.20) there is an operator O such that
OTFij = TF[O]ij −
1
3
δKij tr[O], (3.1)
we can perform the field expansion in terms of the operators I and then take the trace and
trace-free components at the end. The latter will precisely yield the operators in Eq. (2.20),
while the former will lead to Eq. (2.13) with some trivial degeneracies.
Starting with the leading term Π[1] in Eq.(2.10), in Fourier space we have
Π
[1]
ij (k) =
kikj
k2
δm(k), (3.2)
where the perturbative expansion (up to the EFT counterterms) of the matter field δm is given
in Eq. (2.17). Writing the explicit form of these higher order bias operators is straightforward
though tedious. For this reason we refer the interested reader to appendix B for the detailed
derivation.
Combining all these results we can write down the full perturbative expansion for the
bias expansion of the number density δn, size δs and shape gij fields at each order in PT.
Collecting all the terms in Eq. (2.20) and using the expansions detailed above we get the
contributions that we summarise in table 2.
Finally, the biased tracer observables of both density and shape fields can now be
obtained by taking trace and trace-free components of these operators. We can thus write
a ∈ {n, s} : δa(k, τ) =
∑
O
b
(a)
O (τ) tr[Oij ](k, τ) ,
gij(k, τ) =
∑
O
b
(g)
O (τ)TF[Oij ](k, τ) , (3.3)
where by the set of operators Oij we mean the operators in table 2, in addition to the deriva-
tive and stochastic operators. Writing the scalar field bias expansion in this form generates
several degenerate terms. This is expected, since taking the trace of all the operators in
Eq. (2.20) leads to a subset of linearly independent operators. These degeneracy relations
between the trace of the operators in table 2 are explicitly given in appendix B.2. Once these
degeneracies are removed, we recover known results on the bias expansion of the galaxy
density (see [48] for a review).
Similarly to the case of scalar fields in Eq. (2.15), it is convenient to work with the
Fourier transformed tensorial field expansion when describing the shape field. We define the
expansion of the Fourier transformed symmetric rank two tensor field given in Eq. (2.8) as
Sij(k) =
∞∑
n=1
(2π)3δD(k − p1···n)
[
K
(n)
ij (p1, · · · pn)
]
δL(p1) · · · δL(pn) . (3.4)
whereK
(n)
ij are bias-dependent symmetrised kernels. Notice that we do not indicate explicitly
that it refers to the shape field, since we will only deal with this biased field in the following.
The expressions given in Eq. (3.3) can now be obtained by taking either trace or trace-free
components of these bias expansion representation of the S(k) tensor. We also note that
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Order Gen. Family Operator Kernel K
(n,q,p)
ij
(1) [1] 1 Π
[1]
ij
pipj
p2
(2) [1] 1 Π
[1]
ij
p12,ip12,j
p212
F (2)(p1,p2)
[2] 1 Π
[2]
ij π
(2,2)
ij (p1,p2)
2
[(
Π[1]
)2]
ij
1
2
p1.p2
p21p
2
2
(p1ip2j + p2ip1j)
3 Π
[1]
ij tr
[
Π[1]
]
1
2
(
p1ip1j
p21
+
p2ip2j
p22
)
(3) [1] 1 Π
[1]
ij
p123,ip123,j
p2123
F (3)(p1,p2,p3)
[2] 1 Π
[2]
ij π
(2,3)
ij (p1,p2,p3)
2
[(
Π[1]
)2]
ij
[
(p12.p3) p12,{ip3,j}
3p212p
2
3
F (2)(p1,p2)
]
sim
3 Π
[1]
ij tr
[
Π[1]
] [
1
3
(
p12,ip12,j
p212
+
p3,ip3,j
p23
)
F (2)(p1,p2)
]
sim
[3] 1 Π
[3]
ij π
(3,3)
ij (p1,p2,p3)
2
[(
Π[1]
)3]
ij
[
(p1.p2)(p2.p3)
3p21p
2
2p
2
3
(p1,ip3,j)
]
sim
3
[
Π[1]Π[2]
]
ij
[
p{1,ip1,m
p21
π
(2,2)
mj} (p2,p3)
]
sim
4 Π
[2]
ij tr
[
Π[1]
] [
1
3π
(2,2)
ij (p1,p2)
]
sim
5
[(
Π[1]
)2]
ij
tr
[
Π[1]
] [ (p1.p2)p1,{ip2,j}
6p21p
2
2
]
sim
6 Π
[1]
ij
(
tr
[
Π[1]
])2 [p1,ip1,j
3p21
]
sim
7 Π
[1]
ij tr
[(
Π[1]
)2] [p1,ip1,j(p2.p3)2
3p21p
2
2p
2
3
]
sim
Table 2: Table of bias kernels K
(n,q,p)
ij up to the third order in PT. All the operators
are categorised according to the PT order n and operator generation q they belong to.
Within each order n and generation q, we assign an additional labelling number, that we call
“family number” p. Thus, every operator is uniquely identified by the set of integers (n, q, p).
Note that the family number is arbitrarily given by ordering in this table for convenience in
referring to these operators in the following section. Importantly, at fixed generation and
family number (q, p), operators of different order have the same bias coefficient. The label
“sim” indicates that kernels are to be symmetrised in all pi momenta.
the scalar bias kernel K(n) used in case of the scalar field in Eq. (2.15), can be expressed
just as the trace of K
(n)
ij , once the degeneracies mentioned above are removed. Within each
order and generation we assign an additional labelling number to each operator Oij , which
we call family number, in order to distinguish all the operators and biases just by their order,
generation, and family numbers. Note that the family number is arbitrarily given by the
ordering given in table 2 and carries no physical meaning. For the kernels in Eq. (3.4) we
can write an explicit expression in terms of operators given in table 2 (in addition to the
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derivative and stochastic operators). We can thus write
K
(n)
ij (p1, · · ·pn) =
∑
q,p
(
c(s)q,p
1
3δ
K
ij tr
[
K(n,q,p)(p1, · · · pn)
]
(3.5)
+ c(g)q,p TF
[
K(n,q,p)(p1, · · ·pn)
]
ij
)
,
where we have now inserted the bare bias parameters, as they are yet to be renormalised.
Note that at each PT order n we have contributions of generations such that q ≤ n, and
indices ‘s’ and ‘g’ are respectively labels for bias coefficients of size density and shapes (or
equivalently trace and trace-free parts). Notice that these bias coefficients depend only on
the generation q and family p numbers but not the PT order n. One might naively expect
that for the field of same tracers the same bias coefficients could potentially be used for both
trace and trace-free part. However, the renormalisation shows that we are in general not
allowed to make this assumption; c
(s)
q,p and c
(g)
q,p are different in general. For more extensive
discussion on this technical but important point we refer the reader to appendix C. In order
to familiarise ourselves with the notation introduced here, it is useful to explicitly write the
kernels for e.g. the size density field and compare it to the expansion used in previous work.
Note this expansion is the same in the case of the number count field, but with different bias
coefficients. We can write down the first and second order kernels as
δ(1)s (k) = δ
D
k−p tr[K
(1)
ij ](p)δL(p) =
(
cs1,1 + c
s
R∗R
2
∗k
2
)
δL(k), (3.6)
δ(2)s (k) = δ
D
k−p1−p2 tr[K
(2)
ij ](p1,p2)δL(p1)δL(p2)
= δDk−p1−p2
(
cs1,1F
(2)(p1,p2) + c
s
2,1π
(2,2)
ij (p1,p2) + c
s
2,2
(p1.p2)
2
p21p
2
2
+ cs2,3
)
δL(p1)δL(p2).
= δDk−p1−p2
(
c˜s1,1F
(2)(p1,p2) + c˜
s
2,2
(p1.p2)
2
p21p
2
2
+ c˜s2,3
)
δL(p1)δL(p2).
Here we have used the shorthand notation for Dirac delta and integration over repeated
momenta described in Table I. In the first line, we have included the leading higher-derivative
term as well, since it can be conveniently combined with the linear bias term. As we shall
discuss in section 4.3, when the trace is taken in the expression for δ
(2)
s , the three operators
appearing after the second equality exhibit a degeneracy (see Eq. (B.63)), and thus one
of them can be reabsorbed in the other two operators. This gives us the last line in the
expression for δ
(2)
s . We can compare this expression to some of the usual bias expansions and
nomenclature used in the literature. For example, in ref. [75] the biased tracer field at second
order is expressed in terms of second order dark matter field δ(2), square of linear density
[δL]
2 and scaled tidal operator6 [Θ(1)]2. In this basis we can write the above size density field
as
δ(1)s (k) = b
s
1
(
1− 1
2
bsR∗R
2
∗k
2
)
δL(k), (3.7)
δ(2)s (k) = b
s
1δ
(2)
m (k) +
1
2
bs2[δL]
2(k) +
1
2
bsΘ2 [Θ
(1)]2(k)
= δDk−p1−p2
(
bs1F
(2)(p1,p2) +
1
2
bs2 +
1
2
bsΘ2
(
(p1.p2)
2
p21p
2
2
− 1
3
))
δL(p1)δL(p2).
6Note that ref. [75] uses the sij label for the tidal field, instead of Θij used here.
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We see that in this second order example it is easy to identify the relation of the bias
parameters in the two bases. These are related by the simple linear transformation (see also
Appendix C of [48])
bs1 = c˜
s
1,1, b
s
R∗ = −2c˜sR∗/c˜s1,1, bs2 = 2c˜s2,3, and bsΘ2 = 2c˜s2,2 −
2
3
c˜s2,3. (3.8)
Of course, similar relations would be obtained for higher generation bias parameters from
the higher order terms in the field expansion.
To reiterate, we see that at the second order in PT, we have nominally four bias param-
eters appearing in both shape and size (or number count) fields. These, we label c1,1, c2,1,
c2,2 and c2,3. Linear bias c1,1 is the first generation bias parameter and since it is the only one
in any of the fields (number, size or shape), we can drop the second label and simply write
c1 ≡ c1,1. The rest of these parameters carry the common generation index in first place,
while the second index indicates the fact that there are three operators in this generation.
As we have seen above, when the trace of these operators is taken, operators are degenerate,
and we can redefine the parameters in order to reduce the operator basis, making it consis-
tent with Eq. (2.13). However, this will not be the case when trace-free (shape) components
are considered. In this case, no such degeneracy appears at the level of the field, and all
of the parameters and operators listed above need to be retained. Degeneracies as well as
renormalisation are further discussed in section 4.3 and again, in more detail, in appendix B.
3.2 Irreducible spherical tensor decomposition
So far we have been discussing the expansion and parametrisation of biased tracers, describ-
ing their number densities, sizes and shapes. Eventually we are interested in computing
statistical correlators, such as power spectra and bispectra between these tracer fields. On
such correlators and statistical quantities we moreover impose some symmetry properties,
like spatial homogeneity, isotropy and parity invariance, which motivates us to use a specific
decomposition of our biased fields in order to optimally utilise these properties.
In this section we particularly focus on isotropy and the consequences it has on the
decomposition of the tensor (rank two) fields we have been discussing in the previous section.
Given this setting, it is useful to decompose our symmetric tensors in the basis tensors that
have simple transformation properties under the irreducible representations of the SO(3)
rotation group. Such tensors we call spherical tensors [76] of multipole order ℓ = 2. They
transform under rotation as
Y
(m)
ij (kˆ
′) =
2∑
m′=−2
D2mm′(φ, θ, ψ)Y (m
′)
ij (kˆ), (3.9)
where D2 is the rank five Wigner matrix. We can now decompose any tensor field Tij(k)
into these basis functions in terms of helicity m = 0,±1,±2 defined with respect to the
wavevector k:
Tij(k) =
∑
ℓ=0,2
ℓ∑
m=−ℓ
T
(m)
ℓ (k)
(
Y
(m)
ℓ (kˆ)
)
ij
(3.10)
=
1
3
T
(0)
0 (k)δ
K
ijY
(0) +
2∑
m=−2
T
(m)
2 (k)Y
(m)
ij (kˆ).
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Here, Y
(0)
0,ij = Y
(0)δKij is the single helicity-0 mode, and Y
(0) = 1 is defined for symmetry.
Often, it will be convenient to drop the tensor indices ℓ on the basis vectors; hence, we
choose the boldface symbol Y in order to emphasise that we are dealing with a basis ℓ = 2
tensor, while for the ℓ = 0 component we will use the explicit form given above. T
(m)
ℓ
are the spherical tensor components transforming under rotation analogously to the basis
tensors given in Eq. (3.9). Spherical tensor components can be directly obtained from Tij by
projections using the basis vectors:
T
(0)
0 (k) = tr[T (k)], T
(m)
2 (k) = Y
(m)∗
2 (kˆ).T (k). (3.11)
It is important to stress that this decomposition is relying on symmetry properties only and
no dynamical properties of the field are used thus far. In other words, the decomposition is
equally valid in cases when PT/EFT methods are used to describe the field, as we do in this
paper, or if one would use e.g. N-body or hydro simulations to describe these fields. In this
sense, this decomposition allows us to modularize and separate the properties of statistical
symmetry of our system from the explicit dynamic characteristics.
In order to construct the basis tensors explicitly, we first define an orthonormal basis of
3D Euclidean space through
e1 =
k × nˆ
|k × nˆ| , e2 = kˆ × e1 ek = kˆ , (3.12)
where nˆ is chosen to be an arbitrary, non-collinear direction to kˆ. From this, the helicity
basis can be constructed as
e0 = ek, e
± = ∓ 1√
2
(e1 ∓ ie2) . (3.13)
Using this basis, the tensor basis functions are defined as
Y
(0)
ij = N0
(
kˆikˆj − 13δKij
)
, Y
(±1)
ij = N1
(
kˆje
±
i + kˆie
±
j
)
, Y
(±2)
ij = N2e
±
i e
±
j , (3.14)
where N0,1,2 =
{√
3
2 ,
√
1
2 , 1
}
are normalisation constants so that the basis is orthonormal.
Notice that Y
(m)
ij are trace-free.
More details and properties of the helicity basis are given in App. A. Most importantly,
at the power spectrum level, the only nonvanishing contributions involve two fields of the
same helicity. This is due to statistical isotropy (the absence of preferred directions). In
addition, parity guarantees that the power spectra of opposite helicity will be the same. This
fact significantly reduces the number of terms we have to consider in the following. Similar
reductions occur also for higher order statistics.
4 Three-dimensional correlation statistics
We are now ready to derive the statistics of scalar (size, number) and tensor (shape) fields.
Our results will be the two-point functions at 1-loop (next-to-leading) order as well as the
three-point functions at leading order.
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4.1 Two-point functions
There are three types of two-point functions to consider: the auto-correlations of scalar and
trace-free tensor fields, and their cross-correlation. We write these as
〈δa(k)δb(k′)〉′ = (2π)3δDk+k′P ab(k) , where a, b ∈ {n, s} (4.1)
〈δa(k)gij(k′)〉′ = (2π)3δDk+k′P agij (k)
〈gij(k)gkl(k′)〉′ = (2π)3δDk+k′P ggijkl(k) .
We reiterate that, in our notation, the different fields are denoted as
n : fractional galaxy number density perturbation (4.2)
s : fractional galaxy size perturbation
gij (g) : trace-free galaxy shape perturbation.
In order to obtain expressions for these spectra we can consider the power spectrum of the
full 3D shape field and then project out the trace and trace-free part. We define the power
spectrum of the full 3D shape field as〈
Sαij(k)S
β
kl(k
′)
〉
= (2π)3δDk+k′P
αβ
ijkl(k), (4.3)
where (α,β) are the labels of different bias samples (e.g. different mass halos, LRG’s, etc).
However, we will drop these indices here for simplicity and they can be easily reinstated if
needed. Using the decomposition into spherical tensor basis given in Eq. (3.10) we can intro-
duce the power spectra of the spherical tensor field components S
(m)
2 . Given that the tensors
are invariant quantities and the basis spherical tensors transform according to Eq.(3.9), the
components S
(m)
2 also transform as spherical tensors. Statistical isotropy and homogeneity
then give for the component power spectra〈
S
(m)
ℓ (k) S
(m′)
ℓ′ (k
′)
〉
= (2π)3δKmm′δ
D
k+k′P
(m)
ℓℓ′ (k), (4.4)
where ℓ and ℓ′ can take values 0 or 2 representing the trace or trace-free components (or
alternatively the total angular momentum), and m and m′ are helicity components. We see
that as a consequence of statistical isotropy different helicity components do not correlate.
Given that we started from the real shear tensor it follows that S
(m)∗
ℓ (k) = (−1)ℓS(m)ℓ (−k)
which together with the parity invariance gives P
(m)
ℓℓ′ (k) = P
(−m)
ℓℓ′ (k). Combining the above
results, the shear-shear tensor power spectrum can be decomposed into six independent scalar
contributions, i.e. we have
Pijkl =
1
9
δKijδ
K
klP
(0)
00 +
1
3
δK{ijY
(0)
kl} P
(0)
02 + Y
(0)
ij Y
(0)
kl P
(0)
22 +
2∑
q=1
(−1)qY (q){ij Y
(−q)
kl} P
(q)
22 , (4.5)
where δK{ijY
(0)
kl} = Y
(0)
ij δ
K
kl + δ
K
ijY
(0)
kl , and in the last term we also symmetrize over (q) and
(−q) contributions, i.e. Y (q){ij Y
(−q)
kl} = Y
(q)
ij Y
(−q)
kl + Y
(−q)
ij Y
(q)
kl (notice that we do not divide
by 2). The first term here is the auto-correlation of the trace components, while the next
term describes the cross-correlation of the trace component of one field with the trace-free
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component of the other. If one is correlating different tracers, then this term separates
into two contributions ∝ Pαβ02 , Pαβ20 . Finally, the remaining terms correspond to the auto-
correlation of the trace-free parts, which consists of three distinct helicity components. We
have thus reduced the, naively, 6×6 components of Pijlm(k) to 5 (6 in case of different tracers
being cross-correlated, as P
(0)
02 6= P (0)20 ) functions of k only. For a more detailed derivation
of this decomposition we refer the reader to appendix A.1. It is worth stressing again that
the decomposition above is valid in the fully nonlinear case and does not rely on any PT
considerations.
We are interested in the auto- and cross-correlators of galaxies and shapes that can be
obtained by taking the trace or trace-free components, i.e. δs = tr
[
S
]
and gij = TF
[
S
]
ij
.
Combining the expressions in Eq. (4.1) and (4.5) we have
P ab(k) = P
ab(0)
00 (k), where a, b ∈ {n, s} (4.6)
P agij (k) = Y
(0)
ij (kˆ)P
ag(0)
02 (k),
P ggijkl(k) = Y
(0)
ij (kˆ)Y
(0)
kl (kˆ)P
gg(0)
22 (k) +
2∑
q=1
(−1)qY (q){ij (kˆ)Y
(−q)
kl} (kˆ)P
gg(q)
22 (k) .
The helicity m = ±1 and m = ±2 contributions only appear in the shape-shape auto-
spectra. We also note that the expressions for the auto- and cross-power spectra involving
the fractional galaxy number density perturbation δn are identical in form to those for δs,
but with different bias coefficients. We will thus no longer distinguish between them.
4.2 One-loop power spectrum components
The use of the perturbative form of the shear tensor field given by Eq. (3.4) allows us to
obtain the one-loop PT expression for the power spectrum as
P one−loopijkl (k) = P
L
ijkl(k) + P
(22)
ijkl (k) + P
(13)
ijkl (k) + P
(31)
ijkl (k) + c.t.+ h.d.+ stochastic, (4.7)
where we noted that appropriate loop counterterms (c.t.) and potential higher derivative
(h.d.) bias terms (ones that are not already included in PLijkl below) have to be added, as well
as additional stochastic terms discussed in section 2. Individual perturbative contributions
are defined as
(2π)3δDk+k′P
L
ijkl(k) =
〈
S
(1)
ij (k)S
(1)
kl (k
′)
〉
, (4.8)
(2π)3δDk+k′P
(22)
ijkl (k) =
〈
S
(2)
ij (k)S
(2)
kl (k
′)
〉
,
(2π)3δDk+k′P
(13)
ijkl (k) =
〈
S
(1)
ij (k)S
(3)
kl (k
′)
〉
.
where the (31) contribution is obtained by replacing the (ij) and (kl) index pairs. The linear
order result including the leading higher-derivative term then gives
PL+h.d.ijkl (k) =
(
1
3c
s
L(k)δ
K
ij + c
g
L(k)Y
(0)
ij
)(
1
3c
s
L(k)δ
K
kl + c
g
L(k)Y
(0)
kl
)
PL(k), (4.9)
where
a,∈ {n, s, g} : caL(k) = ca1 + caR∗,1R2∗k2 +O(R4∗k4), (4.10)
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and cs1 is the linear bias of fractional size density while c
g
1 is linear bias of the trace-free shape
field. Note that in Eq. (3.5) we used the two index notation for the bias coefficient cp,q, but
for linear level bias this is of course not required since there is only one coefficient, and thus
we suppress the second index, i.e. cs1 ≡ cs1,1. Second, the remaining terms of order R2∗k2 in
the expression above are the leading size and shape derivative bias terms
c1cR∗R
2
∗k
2PL(k), (4.11)
which contribute to results for P
(0)
00 , P
(0)
02 , P
(0)
22 , while higher helicity terms do not have such
contributions at the order we work in.
The one-loop contributions (22) and (13) are given by
P
(22)
ijkl (k) = 2 K
(2)
ij (p,k − p)K(2)kl (p,k − p)PL(p)PL(k − p),
P
(13)
ijkl (k) = 3
(
1
3c
s
1δ
K
ij + c
g
1Y
(0)
ij
)
PL(k)K
(3)
kl (k,p,−p)PL(p). (4.12)
Applying the decomposition in Eq. (4.6) we get the following table:
Order Terms Integrals
(lin) P
ab(q)
00 = P
ab(q)
02
= P
ab(q)
22 = δ
K
q0 c
a
1c
b
1PL(k)
(22) P
ab(0)
00 = 2 tr
[
K(2)(p,k − p)
]
tr
[
K(2)(p,k − p)
]
PL(p)PL(k − p)
P
ab(0)
20 = 2 Y
(0)∗
2 .K
(2)(p,k − p) tr
[
K(2)(p,k − p)
]
PL(p)PL(k − p)
P
ag(0)
02 = 2 tr
[
K(2)(p,k − p)
]
Y
(0)
2 .K
(2)(p,k − p)PL(p)PL(k − p)
P
gg(q)
22 = 2 Y
(q)∗
2 .K
(2)(p,k − p) Y (q)2 .K(2)(p,k − p)PL(p)PL(k − p)
(13) P
ab(0)
00 = P
ab(0)
20 = 3 c
(a)
1 tr
[
K(3)(k,p,−p)
]
PL(p)PL(k)
P
ab(q)
02 = P
ab(q)
22 = 3 δ
K
q0 c
(a)
1 Y
(0)∗
2 .K
(3)(k,p,−p)PL(p)PL(k)
Table 3: One-loop contribution decomposition.
We see that only the (22) contribution gives rise to the m = ±1 and m = ±2 helicity modes
while linear theory as well as (13) contribute only to the q = 0 helicity modes. We can also
notice that, in case of q = 1 and 2, projections of the type Y
(q)∗
ij Y
(−q)∗
kl P
gg
ijkl(k) directly probe
(22) contributions. That is, these projections are the leading order terms on largest scales
and thus directly probe the second kernels K(2).
4.3 Bias degeneracies and renormalisation of the one-loop power spectrum
Counting the operators in table 2, we see that there are eleven bias operators (besides stochas-
tic and higher-derivative ones). However, given that we are interested here in only one-loop
level two-point and tree-level three-point statistics we expect additional degeneracies to ap-
pear. This will reduce the number of independent operator correlators and consequently also
the number of independent bias coefficients relevant for these statistics. In this section we
summarize these degeneracies and give results that contain the maximal non-degenerate set
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of operators for the one-loop power spectrum. For the full study of degeneracy and renor-
malisation for the one-loop power spectrum we refer the interested reader to appendix B.1.
After decomposing the second-order operators in table 2 into helicity components, we
obtain seven independent scalar operators at second order, which we combine into a set of
kernels K(2)(k1,k2):
K
(2)(k1,k2) ≡
{
tr
[
Π[1](2)
]
, tr
[(
Π[1]
)2]
,
(
tr
[
Π[1]
])2
,Y
(0)∗
2 (k12).
(
Π[1]
)2
, (4.13)
Y
(1)∗
2 (k12).
(
Π[1]
)2
,Y
(2)∗
2 (k12).
(
Π[1]
)2
,Y
(2)∗
2 (k12).
[
Π[1] tr
[
Π[1]
]]}
(k1,k2).
Using this operator basis we can evaluate all the contributions to the (22) loop integrals given
in table 3. These contributions are given as the cross-correlations of all the operators in the
basis and can be represented by the following integrals
Inm(k) =
[
K
(2)
]
n
(p,k − p) [K(2)]
m
(p,k − p)PL(p)PL(k − p). (4.14)
Components of the Iij(k) are given in table 4. Symmetry of the integral components Iij(k) =
Iji(k) is a consequence of the symmetric integrand structure. Moreover, these component
contributions exhibit further linear dependencies. Trace and q = 0 contributions thus give
one more dependence expressed by Eq. (B.45), while higher helicity correlators give three
similar dependencies, given by Eq. (B.46), after the azimuthal integration is performed. This
finally gives us ten independent integral correlators that need to be evaluated in order to
obtain all the (22) contributions in table 4. These are
I11, I12, I13, I22, I23, I24, I33, I34, I44, I55, (4.15)
explicitly listed in Eq. (B.47). On the left panel of figure 1 we show the functional form
of these terms on the scales of interest at z = 0. We note that all the Inm terms have
∼ k2 asymptotic functional dependence on large scales (after the constant part has been
subtracted), except the matter I11 term which is ∼ k4 (due to the mass conservation equation
valid in the dark matter case). We subtract the UV-sensitive constant contribution on large
scales since this is absorbed by the renormalised stochastic power spectrum Pǫ in Eq. (2.29).
We return to this below. The full biased tracer mode coupling (22) correlators are then
determined by two trace, and three trace-free second order bias coefficients that can be
defined as
a ∈ {n, s} :
{
ba2,1, b
a
2,2
}
, where : ba2,1 = c
a
2,2 +
2
7c
a
2,1, b
a
2,2 = c
a
2,3 +
5
7c
a
2,1, (4.16)
g :
{
bg2,1, b
g
2,2, b
g
2,3
}
, where : bg2,1 = c
g
2,1 + c
g
2,2 + c
g
2,3, b
g
2,2 = c
g
2,3 +
20
7 c
g
2,1, b
g
2,3 = c
g
2,3.
Let us proceed with investigation of the (13) terms in table 3. Here, only helicity-
zero operators (q = 0) contribute, appearing in kernel forms tr
[
K(3)
]
and Y
(0)∗
2 .K
(3). As
we saw earlier, the reason why only q = 0 terms contribute to (13) term is the coupling
of linear with third order perturbations. Given that at linear order only scalar (q = 0)
contributions exist, statistical isotropy ensures only q = 0 components survive also in all (13)
terms. Moreover, the specific form of the kernel input vectors k, p and −p gives additional
constraints on the contributing operators. For the trace term, there are five such relations
listed in Eq. (B.68), leaving six independent operators in the tr
[
K(3)
]
term. The remaining
contraction, using the Y
(0)∗
2 basis function, yields similar constraints listed in Eq. (B.69).
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Figure 1: Inm(k) and Jn(k) contributions that are present in the power spectra of size
and shape fields at one-loop order, at z = 0. Dashed lines represent negative contributions
while the solid ones are positive. Left panel shows Inm mode coupling terms, obtained from
correlating two second order fields. Right panel shows Jn, propagator like, terms that are
obtained from correlating the linear and third order fields.
This leaves altogether eight remaining terms in the Y
(0)∗
2 .K
(3) kernel part. Using these
relations we can re-express the residual contributions in K(3) kernels. One particular choice
of use of these degeneracy relations is given in table 5, where the surviving independent
operators are listed with the accompanying bias degeneracies. Moreover, these operators
also exhibit UV-sensitive, potentially divergent, behaviour, which thus needs to be regularised
and renormalised. In order to isolate these UV-sensitive contributions, we can consider the
leading contributions in the low-k Taylor expansion. We thus look at the following expression(
3
∫
p
K(3)(k,p,−p)PL(p)
)
UV
,
and consider only the set of independent operators given in table 5. In order to perform this
procedure we proclaim the linear bias cs1 parameter to be a ‘bare’ parameter, and to be in
fact a sum of a finite part and a UV counter term part:
cs1 =
(
cs1
)
fin.
+
(
cs1
)
UV
. (4.17)
The UV counter term above is then chosen to precisely cancel the UV-sensitive kernel parts
(explicitly given in Eq. (B.49)). This renormalisation procedure generates new degeneracies
and after taking these into account we end up with just two independent trace operators{
tr
[
Π[1]
]
, tr
[(
Π[1]
)2]}
fin.
. (4.18)
This implies one independent third order bias parameter, since Π[1] operator multiplies the
renormalised linear bias,
(
cs1
)
fin.
. This result is, as expected, in agreement with earlier ob-
tained one-loop power spectrum results for the density of biased tracers (see e.g. [66, 77]).
In analogy to the Inm mode coupling integrals that contribute to (22), we can introduce
the (13) integrals:7
Jn(k) = 3
[
K
(3)
]
n
(k,p,−p)PL(p), (4.19)
7Notice that we never use ordinary Bessel functions in this paper, so no confusion can arise.
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where the relevant integral components are given in Eq (B.55). As we shall see, Jn has
altogether three independent components, even though only two of these contribute to the
trace tr
[
K(3)
]
part. The third component will contribute only to the trace-free part, as we
show below.
We look next at the trace-free scalar projection Y
(0)∗
2 .K
(3). The renormalisation pro-
cedure is analogous to that for the trace part and detailed explanation is given in and after
Eq. (B.56). It is of interest to also explore the possible dependencies among terms in trace
and trace-free basis for the K(3) kernel, which leads to new relations given in Eq. (B.59).
Finally, for the Y
(0)∗
2 .K
(3) we obtain three independent contributions{
tr
[
Π[1]
]
fin.
, tr
[(
Π[1]
)2]
fin.
, N0Y
(0)∗
2 .
[(
Π[1]
)2]
fin.
}
. (4.20)
Thus, besides the two independent terms appearing also in trace contributions to the (13),
trace-free terms, we have an additional independent term and thus one additional bias pa-
rameter. Hence, in addition to the two existing components of the Jn integrals Eq. (4.19) we
get a new component given in Eq. (B.61). The factor of N0 appears because of our choice of
normalisation of Y
(0)
2 tensor basis function.
Before summarising, notice that the higher-order stochastic terms in Eq. (2.30), that
we have been neglecting so far, do not lead to additional contributions. In particular, they
are all absorbed in the renormalised values for P gǫ in Eq. (2.29), or similar white noise part in
the P sǫ case of size and number counts. It is also interesting to note that the cross-correlation
power spectrum 〈δ(k)gij(k′)〉′ does not have any shot noise contribution at lowest order in
k, as expected, since correlators like 〈ǫ(k, τ)ǫij(k′, τ)〉′ are zero by symmetry when k → 0.
At order k2, there exists a stochastic contribution, however.
After taking into account all of these degeneracies, functional redundancies and after
renormalisation is performed we obtain the irreducible functional form for trace and trace-
free part of (13) of the one-loop power spectrum. Combining these results with results for the
(22) term we can obtain the full one-loop power spectrum for the biased tracers of number
densities, sizes and shapes. We have contributions of the following independent bias terms
a,∈ {n, s} :
P11︷ ︸︸ ︷{
ba1
}⋃ P22︷ ︸︸ ︷{
ba2,1, b
a
2,2
}⋃ P13︷ ︸︸ ︷{
ba3,1
}⋃{
baR∗
}⋃{
stoch.
}
, (4.21)
g :
{
bg1
}
︸ ︷︷ ︸
P11
⋃{
bg2,1, b
g
2,2, b
g
2,3
}
︸ ︷︷ ︸
P22
⋃{
bg3,1, b
g
3,2
}
︸ ︷︷ ︸
P13
⋃{
bgR∗
}⋃{
stoch.
}
,
with associated one-loop contributions explicitly given in Eq. (B.47), (B.55) and (B.61). For
the one-loop power spectrum of fractional galaxy number density δn and fractional galaxy
size density perturbation δs we see that we require four bias coefficients (one linear and
three non-linear) in addition to the derivative bias terms and stochastic bias terms. For
the one-loop power spectrum of the trace-free part of galaxy shapes we have two additional
(non-linear) bias parameters, that we label bg2,3 and b
g
3,2. In all cases, the leading derivative
contributions are
a, b,∈ {n, s, g} : ba1bbR∗R2∗k2PL(k), (4.22)
and, as discussed, at one-loop these contribute only to the power spectra with helicity q = 0.
Stochastic contributions to the spectra, symbolically added to the parameter list above,
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consist of white noise contributions to the P 000 and P
q
22 power spectra. It is important to
note however that these white noise contributions to the P q22 spectra are given by the same
parameter for all the helicities q = 0, 1 and 2.
4.4 Resummation of the IR modes and the BAO
Standard Eulerian perturbation theory relies on the expansion of density and velocity fields,
and subsequently correlators of these fields, into perturbations that can be attributed to
tidal forces and displacements due to long wavelength modes. The underlying assumptions
is thus that both of these are small. However, on mildly nonlinear scales, the effects of
long displacement modes can be of order one and thus the simple perturbative expansion is
no longer feasible. In standard Eulerian PT such contributions mostly cancel out in equal-
time correlators, which is a consequence of equivalence principle [78–80]. Nonetheless the
effects of these long displacement modes are more prominently visible in the Baryon Acoustic
Oscillation (BAO) feature, and thus it is of interest to try to handle these displacements in a
non-perturbative way. It turns out that is possible to perform the resummation of such long
(IR) displacement modes, and such procedure is known under the name of IR-resummation.
For the statistics of number density field the natural setting to perform such IR-resummation
is the Lagrangian perturbation theory [81–84], however the equivalent task can be performed
also in the Eulerian settings [85–88].
In the simpler rendering of the IR-resummation methods, we first split the linear power
spectrum into smooth (nw) and oscillatory parts (w) via
PL(k) = P
nw
L (k) + P
w
L (k), (4.23)
where the long displacement resummation now affects only the Pw part [83, 85]. Performing
such IR-resummation for the one-loop nonlinear power spectrum, either for dark matter or
halo overdensity, we get
P IR(k) = P nwL (k) + e
− 1
2
Σ2k2
(
1 +
1
2
Σ2k2
)
PwL (k) (4.24)
+ P1−loop
[
PL(k)→ P nwL (k) + e−
1
2
Σ2k2PwL (k)
]
(k) + {h.d.}IR + . . . ,
where Σ is the estimated dispersion of the long mode displacement contributions:
Σ2 =
∫ Λ
0
dk
6π
[
1− j0(krbao) + 2j2(krbao)
]
PL(k), (4.25)
and Λ is the characteristic scale of the IR mode splitting, although in practice this scale can
be pushed to arbitrarily small scales, given that contributions to the integral from high k
end of PL is small. This procedure is equivalent in case of matter and galaxy power spectra,
since at leading order of soft modes doing the displacing, the displacement field is the same
for both matter and biased tracers (due to the equivalence principle).
In case of the shape spectra and cross-spectra featuring in e.g. Eq. (4.6) we have several
spectra P
(0)
02 , P
(q)
22 that each follow the same PT expansion as presented above. Thus the
IR-resummation can be organised in the analogous manner, and we can write a general
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expression for each of the P
(0)
00 , P
(0)
02 , P
(q)
22 power spectra
[
P IR
](q)
ℓℓ′
(k) =
[
P nwL
](q)
ℓℓ′
(k) + e−
1
2
Σ2k2
(
1 +
1
2
Σ2k2
)[
PwL (k)
](q)
ℓℓ′
(4.26)
+
[
P1−loop
[
PL(k)→ P nwL (k) + e−
1
2
Σ2k2PwL (k)
] ](q)
ℓℓ′
(k) + {c.t.}IR + . . . .
The displacement dispersion Σ2 can again be estimated in the same way as earlier. The IR-
resummation procedure will guarantee that the shape of the BAO oscillations is described
correctly in all of the above spectra, and corresponding correlation functions.
Alternatively, one could perform the full IR-resummation as described in [81, 82], which
is suitable to apply on Eulerian PT, without resorting to the splitting of linear power spectrum
into the wiggle and no-wiggle parts. On the other hand, if we start from the bias expansion in
Lagrangian coordinates IR-resummation is naturally done by keeping the long displacements
exponentiated in the power spectrum and correlator estimation [83].
4.5 Three-point functions
We turn next to the three-point function of shapes as well as number and size correlations.
Even though we will consider only the tree-level result for the bispectrum, the decomposition
in spherical tensors that we perform here is valid nonlinearly for any order in PT, as was the
case for the power spectrum. We saw how the statistical homogeneity, isotropy, and parity
invariance contributed in constraining the form of the power spectrum of rank two tensor
fields. We would like to repeat this exercise here for the case of the bispectrum to obtain the
minimal basis template constrained by these symmetries. For the bispectrum we correlate
three tensor fields, which each contain trace and trace-free parts and are expanded as in
Eq. (3.4). This gives
〈
Sαij(k1)S
β
kl(k2)S
γ
rs(k3)
〉
= (2π)3δDk1+k2+k3B
αβγ
ijklrs(k1,k2,k3). (4.27)
where (α,β,γ) are again the labels of different bias samples (e.g. different mass halos, LRG’s,
etc), that we drop below. For more extensive discussion of isotropy and parity invariance
we refer the reader to appendix A.2. As we did in the case of the power spectrum, it is
convenient to introduce the bispectrum of spherical tensor components of the Sij tensors,
given by
〈
S
(m1)
ℓ1
(k1) S
(m2)
ℓ2
(k2) S
(m3)
ℓ3
(k3)
〉
= (2π)3δDk1+k2+k3B
(m1m2m3)
ℓ1ℓ2ℓ3
(k1,k2,k3). (4.28)
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This provides us with the decomposition of the full bispectrum in terms of the Y (m) basis
tensors:
Bijklrs(k1,k2,k3) =
1
27
δKijδ
K
klδ
K
rsB
(0,0,0)
000 (k1,k2,k3) (4.29)
+
1
9
δKijδ
K
kl
2∑
m3=−2
Y (m3)rs
(
kˆ3
)
B
(0,0,m3)
002 (k1,k2,k3) + 2 cycle
+
1
3
δKij
2∑
mi=−2
i=(2,3)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
(0,m2,m3)
022 (k1,k2,k3) + 2 cycle
+
2∑
mi=−2
i=(1,2,3)
Y
(m1)
ij
(
kˆ1
)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
(m1,m2,m3)
222 (k1,k2,k3).
It is not as trivial to employ statistical rotation and parity invariance in bispectrum as is for
the power spectrum, and we refer the interested reader to appendix A.2 for details. Here we
just state that the condition following from these symmetry requirements reads
B
(m1,m2,m3)
ℓ1ℓ2ℓ3
= (−1)m1+m2+m3B(−m1,−m2,−m3)ℓ1ℓ2ℓ3 . (4.30)
Using this we can significantly reduce the number of the independent bispectra of spherical
tensor components in the expansion above. For the scalar-scalar-tensor B
(0,0,m3)
002 part we
thus have only three independent contributions, while the scalar-tensor-tensor B
(0,m2,m3)
022 has
13 independent contributions. The tensor-tensor-tensor part has, as expected, the richest
structure yielding 63 independent contributions. For the explicit decomposition into these
independent components we refer to Eq. (A.37), (A.38) and (A.39). Similar as in the case of
power spectrum, all dynamical effects and biasing expansion are contained in theseB
(m1m2m3)
ℓ1ℓ2ℓ3
bispectra of spherical components, while the index structure is captured by the basis tensors
Y (m). We note again that the decomposition above is valid for the fully nonlinear bispectrum
and does not rely on PT expansion. At the end of the next section we will return to the
bispectrum and give the explicit tree-level computation in the form of our bias expansion in
Eq. (2.20).
The observables that we can construct out of these tensors are auto- and cross-correlators
of galaxy densities, sizes and shapes that can be obtained by taking the trace δs = tr
[
S
]
and
trace-free gij = TF
[
S
]
ij
components. Combining expressions above we have
Babc(k1,k2,k3) = B
abc,(0)
000 (k1,k2,k3), where a, b, c ∈ {n, s} (4.31)
Babgij (k1,k2,k3) =
2∑
m=−2
Y
(0)
ij
(
kˆ3
)
B
abg,(m)
002 (k1,k2,k3),
Baggijkl(k1,k2,k3) =
2∑
mi=−2
i=(2,3)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
agg,(m2,m3)
022 (k1,k2,k3),
Bgggijklrs(k1,k2,k3) =
2∑
mi=−2
i=(1,2,3)
Y
(m1)
ij
(
kˆ1
)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
ggg,(m1,m2,m3)
222 (k1,k2,k3),
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where more explicit decompositions of these bispectra, in terms of minimal number of com-
ponents, are given in Eq. (A.37), (A.38) and (A.39). Note that helicity ±1 and ±2 can, in
principle, contribute to any of the shape bispectra where at least one shape field is correlated.
At first sight, this might seem unexpected, especially for the size-size-shape contributions,
given that in the power spectrum, rotational invariance forbade existence of such higher he-
licity contributions in the cross-correlations with scalar fields. In the bispectrum, however,
these symmetry constraints are not as strong, and higher helicity modes can contribute even
in cross-correlations with a single shape field. Naturally, further simplifications on large
scales can be obtained once PT is employed, but those emerge from dynamical and physical
reasons rather than symmetries. As expected, the expressions for correlators of the fractional
galaxy number density perturbation δn bispectra look equivalent to the δs bispectra, except
for the respective bias coefficients. In the next section, we summarise the PT results at
tree-level in terms of the above decomposition, while all the calculation details are delegated
to appendix B.3.
Before that, we discuss the leading stochastic contributions to the bispectrum, which
are less trivial than in the power spectrum case. Starting from the simplest size-size-
size correlator we typically have two type of contributions: 〈ǫ(k1)ǫ(k2)ǫ(k3)〉′ and also
〈δm(k1)ǫ(k2)[ǫδm](k3)〉′ ∼ const PL(k2). Moving on to the size-size-shape correlator we get
only one contribution where stochastic operators can contribute at leading order,
〈δs(k1)δs(k2)gij(k3)〉′ ⊃
〈
ǫ(k1)δm(k2)
[
ǫΠ[1] TF[Π
[1]]ij
]
(k3)
〉′
∼ const. PL(k2)Y (0)ij (kˆ2) ,
(4.32)
and, of course, the similar one if we exchange k1 and k2. This contribution is similar to
the second contribution in the size-size-size case above. The size-shape-shape bispectrum
has the richest structure in terms of the stochastic fields. First we have contribution from
auto-correlation of stochastic components
〈δs(k1)gij(k2)gkl(k3)〉′ ⊃ 〈ǫ(k1)ǫij(k2)ǫkl(k3)〉′ ∼ const.
(
δKikδ
K
jl + δ
K
il δ
K
jk −
2
3
δKijδ
K
kl
)
. (4.33)
In addition, there are contributions from the second order stochastic operators
〈δs(k1)gij(k2)gkl(k3)〉′ ⊃
〈
δm(k1)ǫij(k2)
[
ǫδklδm
]
(k3)
〉′
(4.34)
∼ const.
(
δKikδ
K
jl + δ
K
il δ
K
jk −
2
3
δKijδ
K
kl
)
PL(k1) ,
〈δs(k1)gij(k2)gkl(k3)〉′ ⊃
〈
ǫ(k1)TF[Π
[1]]ij(k2)
[
ǫΠ[1] TF[Π
[1]]kl
]
(k3)
〉′
∼ const. PL(k2)Y (0)ij (kˆ2)Y (0)kl (kˆ3) ,
and the latter contribution can be symmetrised in k2 and k3 variables. This is an explicit
example where the ǫO(x)Oij(x) type of operators contribute in a non-degenerate way to
the higher n-point correlation functions from the ǫij,O(x)O(x) type of operators, which thus
justifies our stochastic operators basis in Eq. (2.30).
The last correlator to consider is the shape-shape-shape bispectrum. Here we have only
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pure tensorial stochastic contributions of ǫij and ǫ
δ
ijδm operators. These contributions are
〈gij(k1)gkl(k2)gmn(k3)〉′ ⊃ 〈ǫij(k1)ǫkl(k2)ǫmn(k3)〉′ (4.35)
∼ const. ∆Kij,kl,mnBǫ ,
〈gij(k1)gkl(k2)gmn(k3)〉′ ⊃
〈
TF[Π[1]]ij(k1) [ǫklδm] (k2)ǫmn(k3)
〉′
∼ const.
(
δKkmδ
K
ln + δ
K
knδ
K
lm −
2
3
δKklδ
K
mn
)
PL(k1)Y
(0)
ij (kˆ1) ,
where the latter contribution is to be symmetrised in all ki variables. Here, Bǫ is a white
noise tensorial bispectrum amplitude, and we used the ∆Kij,kl,mn notation for the total pair-
symmetric, pair-traceless tensor
∆Kij,kl,mn =
4
3
δKijδ
K
klδ
K
mn +
3
4
(
δKinδ
K
jkδ
K
lm + δ
K
inδ
K
jlδ
K
km + δ
K
imδ
K
jkδ
K
ln + δ
K
imδ
K
jlδ
K
kn (4.36)
+ δKikδ
K
jmδ
K
ln + δ
K
ikδ
K
jnδ
K
lm + δ
K
il δ
K
jmδ
K
kn + δ
K
il δ
K
jnδ
K
km
)
− δKijδKknδKlm − δKijδKkmδKln − δKklδKinδKjm − δKklδKimδKjn − δKnmδKikδKjl − δKnmδKil δKjk .
The contributions above constitute all the stochastic terms that are present at tree level.
We note that in the expressions above we did not explicitly include all the necessary index
and argument permutation, nonetheless, it should be clear how these should be added to the
total correlators.
5 Results
In this section we give explicit expressions for 3D shape power spectra up to one-loop or-
der in PT, and tree-level bispectra. We combine the expressions for the spectra given in
table 3 with independent renormalised biases in Eq. (4.21) and explicit integral forms given
in Eq. (B.47), (B.55) and (B.61). Results for the bispectra are presented summarising the
results from appendix (B.3). In order for the results to be as general as possible we also
consider the cross-correlations of different types of tracers which we label with α, β and γ 8.
Thus our formalism distinguishes tracers depending on their type (scalar, tensor) and their
internal properties (mass, luminosity, metallicity, etc.), which are in turn reflected in the
values of the bias coefficients.
5.1 One-loop power spectrum
We first look at the (22) contributions. Combining all the results given in table 3, with
explicit, non-degenerate form of second order kernels given in Eq. (B.38), and redefinition of
bias terms in Eq. (B.48) we have[
P
αβ(0)
00
]
(22)
= 2 tr
[
K(2)α (p,k − p)
]
tr
[
K
(2)
β (p,k − p)
]
PL(p)PL(|k − p|) (5.1)
= 2b
s(α)
1 b
s(β)
1 I11(k) + 2b
s{(α)
1 b
s(β)}
2,1 I12(k) + 2b
s{(α)
1 b
s(β)}
2,2 I13(k)
+ 2b
s(α)
2,1 b
s(β)
2,1 I22(k) + 2b
s{(α)
2,1 b
s(β)}
2,2 I23(k) + 2b
s(α)
2,2 b
s(β)
2,2 I33(k).
8Note again that these labels are different from a and b labels we used to label either the number density
δn or size density δs and δa. In this section we have no need in distinguishing between the number density
and size since the expressions for size we give are also equally valid for number density.
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This result corresponds to the standard density-density bias expansion and can be found
in many other references (e.g. [48, 66, 77, 89]). Next we consider the (22) part of the
cross-correlation of density and shape:[
P
αβ(0)
02 = P
βα(0)
20
]
(22)
= 2 tr
[
K(2)α (p,k − p)
]
Y
(0)∗
2 .K
(2)
β (p,k − p)PL(p)PL(|k − p|) (5.2)
= 2
√
2
3b
s(α)
1 b
g(β)
1 I11(k) + 2
√
2
3b
s(α)
2,1 b
g(β)
1 I12(k) + 2
√
2
3b
s(α)
2,2 b
g(β)
1 I13(k)
+ 2b
s(α)
1 b
g(β)
2,1 I14(k) + 2b
s(α)
2,1 b
g(β)
2,1 I24(k) + 2b
s(α)
2,2 b
g(β)
2,1 I34(k)
+ b
s(α)
1 b
g(β)
2,2
√
1
6 (I13(k)− I12(k)) + b
s(α)
2,1 b
g(β)
2,2
√
1
6 (I23(k)− I22(k))
+ b
s(α)
2,2 b
g(β)
2,2
√
1
6 (I33(k)− I23(k)) ,
while the scalar part of the shape-shape auto-correlation is given by:[
P
αβ(0)
22
]
(22)
= 2 Y
(0)∗
2 .
[
K(2)α (p,k − p)
]
Y
(0)∗
2 .
[
K
(2)
β (p,k − p)
]
PL(p)PL(|k − p|) (5.3)
= 43b
g(α)
1 b
g(β)
1 I11(k) + 2b
g{(α)
1 b
g(β)}
2,1
√
2
3I14(k) + b
g{(α)
1 b
g(β)}
2,2
1
3 (I13(k) − I12(k))
+ b
g(α)
2,2 b
g(β)
2,2
1
12 (I22(k) − 2I23(k) + I33(k)) + b
g{(α)
2,1 b
g(β)}
2,2
√
1
6 (I34(k) − I24(k))
+ 2b
g(α)
2,1 b
g(β)
2,1 I44(k).
We notice that all these spectra depend only on three bias parameters b1, b2,1 and b2,2, besides
the stochastic contributions. This implies that the scalar power spectra are not sensitive to
the third bias operator b2,3, which is of course not surprising given our choice of basis given
in Eq. (B.48). This bias term shows up only in the q = 2 helicity term.
The q = 1 and q = 2 helicities contribute only to the shape-shape auto-correlations.
For the q = 1 contributions we have a single contribution[
P
αβ(1)
22
]
(22)
= 2 Y
(1)∗
2 .K
(2)
α (p,k − p) Y (−1)∗2 .K(2)β (p,k − p)PL(p)PL(|k − p|) (5.4)
= 2b
g(α)
2,1 b
g(β)
2,1 I55(k).
At one-loop this term consists thus of the autocorrelation of the operator Y
(1)
2 .(Π
[1])2. It is
interesting to note that this q = 1 projection can then be used to isolate the bias bg2,1, i.e.
without resorting to higher n-point functions, and can thus serve as a consistency check of
the biasing framework. However, as we see from the figure 1, on large and mildly nonlinear
scales k < 1Mpc/h this term is suppressed by a few orders of magnitude relative to the other
mode coupling Inm terms. Moreover, we should keep in mind that these are 3D spectra
which, when considering the real data survey, eventually need to be projected on the sky.
These projections further complicate the potential isolation of this term, even though this
q = 1 contribution is the sole one-loop contribution to the B-modes of projected galaxy
shapes [60], and thus the sole contaminant from nonlinear intrinsic alignments to searches
for tensor modes using galaxy shapes [22, 23, 90]. For q = 2, there are several contributions:[
P
αβ(2)
22
]
(22)
= 2 Y
(2)∗
2 .K
(2)
α (p,k − p) Y (−2)∗2 .K(2)β (p,k − p)PL(p)PL(|k − p|) (5.5)
= 2b
g(α)
2,1 b
g(β)
2,1 I66(k) + 2b
g{(α)
2,2 b
g(β)}
2,3 (I67(k)− I66(k))
+ 2b
g(α)
2,3 b
g(β)
2,3 (I66(k) − 2I67(k) + I77(k)) .
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As was mentioned before, this is the only one-loop power spectrum channel that depends on
the new bg2,3 bias parameter. All the scale-dependent mode coupling terms I66, I67 and I77
that appear here are given as linear combinations of other Inm terms presented in Eq. (B.46).
It is however interesting to discuss the scale-dependence of these terms (figure 4). We see
that, at scales where we expect the one-loop results to be relevant (at k ∼ 0.1Mpc/h for
z = 0), all of these three functional dependent terms in tensor channel are at least one order
of magnitude larger than the I55 term relevant in the vector channel.
We proceed to investigate the (13) contributions to the one-loop power spectra. Here,
as discussed earlier, only the q = 0 part contributes and thus we have the density/size and
shape auto- and cross-correlations[
P
αβ(0)
00
]
(13)
= 2b
s(α)
1 b
s(β)
1 J1(k) + b
s{(α)
1 b
s(β)}
3,1 J2(k), (5.6)[
P
αβ(0)
02
]
(13)
= b
s(α)
1 b
g(β)
1
(
1 +
√
2
3
)
J1(k) +
(
b
s(α)
3,1 b
g(β)
1 + b
s(α)
1 b
g(β)
3,1
√
2
3
)
J2(k) + b
s(α)
1 b
g(β)
3,2 J3(k),[
P
αβ(0)
22
]
(13)
= 2b
g(α)
1 b
g(β)
1
√
2
3J1(k) + b
g{(α)
1 b
g(β)}
3,1
√
2
3J2(k) + b
g{(α)
1 b
g(β)}
3,2
√
2
3J3(k).
Integrals J1, J2 and J3 above are derived in appendix B.1 and the explicit expressions can
be found in Eq. (B.55) and (B.61). The factor of
√
2/3 comes from the normalisation of
the N0. We also note that both cross-size-shape and auto-shape-shape power spectra have
a new bias dependence bg3,2. From the left panel of figure 1 we see that the contribution of
J3 term is comparable to J1 term, but is suppressed relative to the J2 on scales of interest
(k < 0.15Mpc/h for z = 0).
These (22) and (13) terms, in addition to stochastic and derivative contributions, can
now be combined to give galaxy number, size and shape two-point statistics, up to one-loop.
Size-size auto- and cross-correlations are given by
P ssαβ(k) = P
αβ(0)
00 (k) =
[
P
αβ(0)
00
]
L
(k) +
[
P
αβ(0)
00
]
22
(k) +
[
P
αβ(0)
00
]
13
(k) +
[
P
αβ(0)
00
]
ǫ
(k) + . . . ,
(5.7)
where the linear term includes also the leading derivative contributions[
P
αβ(0)
00
]
L
(k) =
(
b
s(α)
1 b
s(β)
1 + b
s({α)
1 b
s(β})
R∗
R2∗k
2
)
PL(k) +O
(
R4∗k
4
)
, (5.8)
as explicitly given in Eq. (4.9) and (4.10), and we include the sum over the symmetrised
indices α and β. Note that bsR∗ parameter is also degenerate with the leading counterterms
to the (13) loops and thus can be considered as a parameter that also captures these renor-
malisation effects. No new counterterms thus need to be included at this PT order. The
leading stochastic contributions is given just by the shot noise term[
P
αβ(0)
00
]
ǫ
(k) = Pαβs,ǫ +O(R2∗k2), (5.9)
where Pαβs,ǫ = const., as discussed in Sec. 2.6.
Size-shape cross-correlation have a simple tensorial structure[
P sgαβ(k)
]
ij
= P
αβ(0)
02 (k)Y
(0)
ij (kˆ), (5.10)
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where we have
P
αβ(0)
02 (k) =
[
P
αβ(0)
02
]
L
(k) +
[
P
αβ(0)
02
]
22
(k) +
[
P
αβ(0)
02
]
13
(k) + . . . . (5.11)
The linear term again includes leading derivative contributions[
P
αβ(0)
02
]
L
(k) =
(
b
s(α)
1 b
g(β)
1 + b
s({α)
1 b
g(β})
R∗
R2∗k
2
)
PL(k) +O
(
R4∗k
4PL(k)
)
, (5.12)
while the shot noise contributions vanish due to symmetries at leading order in derivatives
(see the discussion related to Eq. (4.21)), no matter which tracers are considered. Notice that
the term proportional to b
s(α)
1 b
g(β)
1 corresponds to the case of the LA model [11] evaluated
in linear theory. The stochastic contributions in the power spectrum start with the leading
derivative expansion term ∼ R2∗k2, which come from the off-diagonal derivative terms ∝
R2∗(∂i∂j − 13δij∇2)ǫ(x) in the expansion of stochastic fields.9
Shape-shape auto- and cross-correlations are given by the expression
[
P ggαβ(k)
]
ijlm
= Y
(0)
ij Y
(0)
lm P
αβ(0)
22 (k) +
2∑
q=1
Y
{(q)
ij Y
(−q)}
lm P
αβ(q)
22 (k), (5.15)
where we have
P
αβ(0)
22 (k) =
[
P
αβ(0)
22
]
L
(k) +
[
P
αβ(0)
22
]
22
(k) +
[
P
αβ(0)
22
]
13
(k) +
[
P
αβ(0)
22
]
ǫ
(k) + . . . , (5.16)
P
αβ(1)
22 (k) =
[
P
αβ(1)
22
]
22
(k) +
[
P
αβ(1)
22
]
ǫ
(k) + . . . ,
P
αβ(2)
22 (k) =
[
P
αβ(2)
22
]
22
(k) +
[
P
αβ(2)
22
]
ǫ
(k) + . . . .
The linear term contributes only to the first equation above and contains also the leading
derivative contributions[
P
αβ(0)
22
]
L
(k) =
(
b
g(α)
1 b
g(β)
1 + b
g({α)
1 b
g(β})
R∗
R2∗k
2
)
PL(k) +O
(
R4∗k
4
)
. (5.17)
Here again the term proportional to b
g(α)
1 b
g(β)
1 is the one considered in the LA model and
evaluated in linear theory. Leading stochasticity is given by Eq. (2.29), while no other
operators in Eq. (2.30) yield new contributions (see also the discussion related to Eq. (4.21)).
Interestingly, all the helicity contributions, q = 0, 1, 2, have the same functional form[
P
αβ(q)
22
]
ǫ
(k) = 2Pαβg,ǫ +O(R2∗k2), (5.18)
9The leading derivative contributions to the stochastic trace-free tensor field come from operators
R2∗∇
2ǫij(x), R
2
∗(∂i∂j −
1
3
δij∇
2)ǫ(x). (5.13)
In cross-correlations of scalar and tensor fields 〈δsgij〉 the first term above does not contribute, for essentially
same reasons as in the case of white noise contribution. The second term however gives a non-vanishing
contribution
〈δsgij〉
′ ⊃ 〈ǫǫij〉
′ ∼ const. R2∗(kikj − δijk
2/3), (5.14)
which then contributes to the power spectrum P
(0)
02 (k) ⊃ const. Y
(0)∗
ij (kˆ)R
2
∗(kikj − δijk
2/3) = const. R2∗k
2.
Note that, one is in fact forced to introduce such terms when considering the UV sensitivity of the mode cou-
pling (22) loop integrals, which means that “const.” parameter above can also be interpreted as a renormalised
stochastic counterterm.
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where Pαβg,ǫ ∼ const. is the simple shot noise contribution. This fact can potentially also be
used as a cross-check of possible systematic errors in the data.
In figure 2 we show auto power spectra for P
(0)
00 , P
(0)
02 , P
(0)
22 , P
(1)
22 and P
(2)
22 . We present
the total one-loop power spectra for an arbitrary choice of bias coefficients. In figures, we fix
b1 = 1 and all the plots are for z = 0. (Validation against simulations and observations are left
for future work.) In the larger top panels we show several lines; the dashed line corresponds
to the linear theory (the LA model [11]), the dot-dashed corresponds to one-loop results
where only b
s/g
1 contributions is kept and the rest of bias parameters are set to zero, and
the solid line is the full one-loop result with bias choice b
s/g
n = b1/4 and b
s/g
R∗
= −3/2 fixed
(with the scale R∗ set to 1 Mpc/h), and no stochastic contributions. In the lower panels of
figure 2, we show the ratios to linear theory (except for the P
(1)
22 and P
(2)
22 case where there is
no linear contribution). These plots indicate the relative size of these one-loop contributions
when order-unity values for the bias parameters are assumed.
An alternative way to estimate the relevance of the one-loop contribution is to treat
the loop corrections as a theoretical error estimates. These we can again do by assuming the
order of magnitude values for all of the bias parameters. We assume that the higher bias
coefficients are approximately of the same order as the linear bias. Even though this might
not be the true value for each of the bias coefficients, the expectation is that for most of
coefficients this will be the case. This allows us to estimate the band of relevance where we
expect the contributions for the one-loop power spectrum to be of importance. Using again
the values b
s/g
1 = 1 and b
s/g
R∗
= −3/2 (with R∗ = 1Mpc/h) we estimate the values of the bs/gn ,
with a limit of |bs/gn | < b1/4 imposed, such that deviation from the linear theory on the scales
of interest ( k < 0.15Mpc/h at z = 0) is maximal. In figure 3 we show these estimated error
band regions for the three scalar spectrum contributions P
(0)
00 , P
(0)
02 , P
(0)
22 , since only scalar
spectra have a linear order contribution. We see that in all three cases one-loop corrections
behave similarly and thus we can expect approximately the same accuracy in comparison to
the e.g. N-body simulations or data from galaxy surveys. At higher redshift, the accuracy
is expected to improve at a given scale, given that there has been less time for structure to
grow.
We should also note that the scale R∗ controlling the expansion in derivatives (powers
of k2) could be substantially different from the scale controlling loop corrections. This scale
depends on the tracer [91] and, in particular, also captures non-gravitational effects such as
pressure forces, radiative transfer, the choice of shape measurement method or the wavelength
of observation [7, 92, 93].
5.2 Tree-level bispectrum
Here we give expressions for the auto- and cross-bispectra at tree-level in PT. For details
we refer the reader to equation (B.3), while here we summarize the main results and give
explicit expressions for all the possible contributions. We consider all possible three-point
correlations of galaxy sizes and shapes10:
Size-size-size correlations are given by scalar expression
Bsss(k1,k2,k3) = B
(0)
000(k1,k2,k3). (5.19)
10Noting again that correlators considering galaxy density δn are equivalent to the ones with galaxy size δs,
with same bias structure but different bias values.
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Figure 2: The size and shape auto- and cross- power spectra. In each of the four panels,
the upper plot shows the power spectra themselves, while the lower plot shows the ratio to
the linear theory or leading low-k dependence (in case of q = 1 and 2). In all configurations
we use characteristic bias values b1 = 1, bR∗ = −3/2 (and R∗ = 1Mpc/h), as well as
bn = b1/4 for all of the other one-loop bias contributions. In all cases, we neglect the
stochastic bias contributions. In the upper-left panel, we show the size-size contribution
P
(0)
00 . Dashed lines are linear theory predictions containing only b1 bias parameter, solid
lines are nonlinear predictions but again using only b1 bias parameter, while the dot-dashed
lines show the full one-loop bias result. In the upper-right panel, we show size-shape power
spectrum P
(0)
02 , containing only helicity zero component. Dashed, solid, and dot-dashed lines
again correspond to contributions as in the previous panel. Lower-left panel shows the helicity
zero component of the shape-shape power spectrum P
(0)
22 , where again, three different lines
are the same as in the previous panels. Lastly, the lower-right panel shows helicity one and
two components of the shape-shape power spectrum P
(1)
22 and P
(2)
22 . Here the leading order
contributions start at one-loop with the characteristic mode coupling ∼ k2 dependence at
large scales. Note that the amplitude of the helicity one contribution, which is the only
one contributing to the CBB angular spectrum, is approximately two orders of magnitude
suppressed relative to the helicity two case (which contributes to the CEE).
– 32 –
- - 
-
-
-




Δ



/



=
- - 
-
-
-




Δ



/



- - 
-
-
-




 [/	]
Δ



(

)
/



= =
/{Δ=-	/
 Δ=|/|}
Figure 3: Relative contributions of the one-loop bias contributions compared to the dark
matter one-loop power spectra for P
(0)
00 , P
(0)
02 , P
(0)
22 . We again used b1 = 1, bR∗ = −3/2
and for the rest of the biases we use the values |bn| = b1/4. The sign of bias values bn are
adjusted so that the grey area represents the band of potential bias one-loop contributions
where |bn| < b1/4. In all cases we neglect the stochastic bias contributions. Effectively
this provides an estimate of the validity regime of linear alignment model, provided our bias
coefficient choice is realistic.
This is the usual scalar (for example, number-count) bispectrum at tree-level. These results
have been extensively investigated in many earlier works (see e.g. [48, 56, 66, 77, 94–96]
and references therein, for recent discussions). The deterministic bias contributions, can be
organised and written as three contributions:
B
αβγ,(0)
000 (k1,k2,k3) = Fαβγ,(0)0 (k1,k2) + Fβγα,(0)0 (k2,k3) + Fγαβ,(0)0 (k3,k1), (5.20)
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where the kernel for size like tracers is given by
Fαβγ,(0)0 (k1,k2) = 2bs(α)1 bs(β)1 tr
[
K(2)γ (k1,k2)
]
PL(k1)PL(k2) (5.21)
= 2b
s(α)
1 b
s(β)
1
(
b
s,(γ)
1 F
(2)(k1,k2) + b
s,(γ)
2,1
(
kˆ1.kˆ2
)2
+ b
s,(γ)
2,2
)
PL(k1)PL(k2).
This kernel, besides the dependence on the bs1 bias parameter, depends also on two other
second order size bias parameters bs2,1 and b
s
2,2. The explicit dependence of the kernel at tree-
level PT is given in Eq (B.73) and corresponding operators are defined in Table 2. In addition
to these deterministic quadratic order biases, tree-level results also have contribution from
stochastic field components discussed in Sec. 4.5. The two contributions can be written as
B
αβγ,(0)
000 (k1,k2,k3) ⊃ const.αβγ1 + const.αβγ2 PL(k1) + 2 cycle . (5.22)
Size-size-shape correlation is the simplest bispectrum sensitive to the shape fields. It
consists of correlating one shape and two size fields, and according to Eq. (4.6) and (A.37)
can be expanded in three independent bispectra of spherical tensor components
Bssgij (k1,k2,k3) =
2∑
m=−2
Y
(m)
ij
(
kˆ3
)
B
(0)
002(k1,k2,k3) (5.23)
= Y
(0)
ij
(
kˆ3
)
B
(m)
002 (k1,k2,k3) + 2
2∑
m=1
Re
[
Y
(m)
ij
(
kˆ3
)]
B
(m)
002 (k1,k2,k3).
This is the term where all four shape bias coefficients can appear in addition to the usual
scalar (size) bias coefficients. We can organise these deterministic bias contributions as follows
B
αβγ,(m)
002 (k1,k2,k3) = Fαβγ,(m)2 (k1,k2)+ δ˜K0,mFβγα,(0)0 (k2,k3)+ δ˜K0,mFγαβ,(0)0 (k3,k1)+ stoch.,
(5.24)
where δ˜K0,m = N
−1
0 δ
K
0,m is the normalised Kronecker delta function. In addition to the scalar
contributions given in Eq. (5.21) we have tensor (shear) contributions given by the new kernel
Fαβγ,(m)2 (k1,k2) = 2bs(α)1 bs(β)1 Y (m)2
(
kˆ3
)
.K(2)γ (k1,k2)PL(k1)PL(k2). (5.25)
The explicit form of this kernel is at tree-level PT is given in Eq. (B.74) with corresponding
operators given in Table 2. Besides the dependence on the linear bg1 bias parameter, this shape
kernel depends on additional three, second order, shape bias parameters bg2,1, b
g
2,2 and b
g
2,3.
In order to show explicitly these result we can consider this bispectrum in the plane parallel
approximation, i.e. we consider only the triangle configurations k1, k2, and k3 that lie in the
plane parallel to the line of sight. Furthermore, we can assume that the k3 vector lies along
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the xˆ axes in the plane, while e1 is along the yˆ plane axes. This gives us contributions
Fαβγ,(0)2 (k1,k2) = 2bs(α)1 bs(β)1
2N0
3
[
c
g(γ)
1 F
(2)(k1,k2) (5.26)
+ c
g(γ)
2,1
(
5
7
(
1−
(
kˆ1.kˆ2
)2)
+
1
4
(
kˆ21x − kˆ21y + kˆ22x − kˆ22y
)
+
1
2
(
kˆ1.kˆ2
)
kˆ1xkˆ2x
)
+ c
g(γ)
2,2
(
1
4
(
kˆ21x − kˆ21y + kˆ22x − kˆ22y
)
+
1
2
(
kˆ1.kˆ2
)
kˆ1xkˆ2x
)
+ c
g(γ)
2,3
1
4
(
2kˆ21x − kˆ21y + 2kˆ22x − kˆ22y
)]
PL(k1)PL(k2),
Fαβγ,(1)2 (k1,k2) = −2bs(α)1 bs(β)1
N1√
2
(
c
g(γ)
2,1 + c
g(γ)
2,2 + c
g(γ)
2,3
)(
kˆ1xkˆ1y + kˆ2xkˆ2y
)
PL(k1)PL(k2),
Fαβγ,(2)2 (k1,k2) = 2bs(α)1 bs(β)1 N2
[(
c
g(γ)
2,1 + c
g(γ)
2,2
) 1
2
(
kˆ1.kˆ2
)
kˆ1y kˆ2y
+ c
g(γ)
2,3
1
4
(
kˆ21y + kˆ
2
2y
)]
PL(k1)PL(k2),
where the relations between the cg and bg bias coefficients is given in Eq. (4.16). However,
besides these deterministic bias contributions given explicitly in appendix B.3 we need to
consider also stochastic contribution given in Eq. (4.32). This contribution can be projected
to the bispectrum of spherical tensor components B
(0)
002, and it is proportional to the scalar
product of two spherical tensors
B
αβγ,(0)
002 (k1,k2,k3) ⊃ const.αβγ PL(k2)
(
Y (0)
(
kˆ2
)
.Y (0)
(
kˆ3
)) ∝ [(kˆ2.kˆ3)2 − 1
3
]
PL(k2) ,
(5.27)
and the similar contribution also comes from exchanging k1 and k2.
It is convenient to perform the change of basis and to define the electric E and magnetic
B components of the Bssgij bispectrum by introducing the components of the shear field
E = (gxx − gyy)/2, B = gxy = gyx in the plane parallel approximation. We will discuss these
projection effects in various bases, including the full sky treatment, in more detail in the
accompanying paper [60]. Here however, motivated by making the connection to the recent
results in [28], we stick to this basis. In this new basis, using the coordinate frame set up
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from above, we obtain two independent E and B contributions
Bαβγ,ssgE (k1,k2,k3) =
1
2
N0B
αβγ,(0)
002 (k1,k2,k3)−
1
2
N2B
αβγ,(2)
002 (k1,k2,k3) (5.28)
= b
s(β)
1 b
g(γ)
1
(
b
s(α)
1 F
(2)(k2,k3) + b
s(α)
2,1
(
kˆ2.kˆ3
)2
+ b
s(α)
2,2
)
PL(k2)PL(k3)
+ b
s(α)
1 b
g(γ)
1
(
b
s(β)
1 F
(2)(k3,k1) + b
s(β)
2,1
(
kˆ3.kˆ1
)2
+ b
s(β)
2,2
)
PL(k3)PL(k1)
+ b
s(α)
1 b
s(β)
1
(
b
g(γ)
1 F
(2)(k1,k2) +
(
b
g(γ)
2,2 − bg(γ)2,3
) 1
4
(
1−
(
kˆ1.kˆ2
)2)
+ b
g(γ)
2,1
[
fE(k1) + fE(k2)
])
PL(k1)PL(k2)
+ const.αβγ
([(
kˆ1.kˆ3
)2
− 1
3
]
PL(k1) +
[(
kˆ2.kˆ3
)2
− 1
3
]
PL(k2)
)
,
Bαβγ,ssgB (k1,k2,k3) = −
√
2N1B
(1)
002(k1,k2,k3)
= b
s(α)
1 b
s(β)
1 b
g(γ)
2,1
[
fB(k1) + fB(k2)
]
PL(k1)PL(k2).
where, following [9], we used abbreviations fE(k) = (kˆ
2
x − kˆ2y)/2 and fB(k) = kˆxkˆy, and we
replaced cg bias coefficients with bg biases using the map given in Eq. (4.16). Note that from
this projected bispectrum alone one can constrain the combination of bias parameters bg1, b
g
2,1
and bg2,2−bg2,3. As mentioned, this bispectrum configuration has been studied in reference [28]
(see Eq. (2.34) and (2.35)), using equivalent projections on the plane, in order to constrain
the second order bias parameters. Our results agree with theirs, up to trivial bias coefficient
redefinitions and a contribution in BssgE given by csb
3
1D
4(1 + z)P (k1)P (k2) (first term in the
third line of their Eq. (2.34)), which does not appear in our results; indeed, each contribution
to the tree-level bispectrum should come with precisely three bias coefficients. We also give
the stochastic term contributing to the BssgE bispectrum component in the last line.
Size-shape-shape correlation is the next bispectrum we consider here. Once at least two
shape fields are correlated, higher helicities m = ±1 and ±2 start contributing in richer ways.
We can decompose this bispectrum as
Bsggijkl(k1,k2,k3) =
2∑
mi=−2
i=(2,3)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
(m2,m3)
022 (k1,k2,k3), (5.29)
where the explicit expansion can be written in terms of 13 independent contributions B
(m2,m3)
022 ,
as given in Eq. (A.38). However, since at least two linear PT level fields need to be correlated
and those carry only scalar contributions, we can further simplify these results at the tree-
level PT. It follows that only bispectra with only one mi different from zero can contribute.
In other words, contributions like B
(±1,±1)
022 , B
(±1,±2)
022 and B
(±2,±2)
022 appear only at PT orders
higher than tree-level. These reduces the number of independent terms to altogether five
contributions, of B
(0,m3)
022 and B
(m2,0)
022 form. In terms of the bias expansion, these two contri-
butions have equivalent functional forms, up to the exchange of k2 and k3 variables. Thus
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for the tree-level result we can further simplify the decomposition above and write
Bsggijkl(k1,k2,k3) = Y
(0)
ij
(
kˆ2
)
Y
(0)
kl
(
kˆ3
)
B
(0,0)
022 + 2
2∑
m=1
(
Re
[
Y
(m)
ij
(
kˆ2
)
Y
(0)
kl
(
kˆ3
)]
B
(m,0)
022 (5.30)
+ Re
[
Y
(0)
ij
(
kˆ2
)
Y
(m)
kl
(
kˆ3
)]
B
(0,m)
022
)
.
At tree PT order, deterministic bias contributions are given in terms of kernels F (0)0 and
F (m)2 that we already introduced above Eqs. (5.21) and (5.25) respectively. We have
B
αβγ,(m2,m3)
022 (k1,k2,k3) = δ˜
K
0,m2 δ˜
K
0,m3F
αβγ,(0)
0 (k2,k3) + δ˜
K
0,m2F
βγα,(m3)
2 (k1,k2) (5.31)
+ δ˜K0,m3F
γαβ,(m2)
2 (k1,k3) + stoch.,
where Kronecker delta functions reflect the constraints of the tree-level PT result discussed
above. These deterministic biases are also more extensively discussed in appendix B.3.
Besides deterministic bias contributions, this bispectrum has the richest stochastic struc-
ture given by three distinct terms in Eq. (4.33) and (4.34). This contribution can be projected
to the bispectrum of spherical tensor components B
(0,0)
022 , and it is proportional to the scalar
product of two spherical tensors
B
αβγ,(m2,m3)
022 (k1,k2,k3) ⊃ δ˜K0,m2 δ˜K0,m3
(
const.αβγ1 + const.
αβγ
2 PL(k1) (5.32)
+ const.αβγ3
[
PL(k2) + PL(k3)
]) (
Y (0)
(
kˆ2
)
.Y (0)
(
kˆ3
))
.
As indicated by the Kronecker delta functions, it contributes only to the q = 0 component,
while higher helicity components are free of constant, Poisson noise-like, contributions. For
these, the stochasticity starts with the derivative terms like the ones discussed earlier when
we looked at the power spectrum.
Shape-shape-shape correlation is the shape auto-bispectrum and consists of only shape
bias parameters and operators. It has the richest correlator structure where in principle
all the helicities can contribute. However, for the same reason as for the size-shape-shape
correlator, only components with one non-zero helicity index mi survive at tree level. We
can decompose the auto-tensor bispectrum as
Bgggijklrs(k1,k2,k3) =
2∑
mi=−2
i=(1,2,3)
Y
(m1)
ij
(
kˆ1
)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
(m1,m2,m3)
222 (k1,k2,k3). (5.33)
As argued above, in the expansion given in Eq. (A.39) only terms with only one nonzero mi
contribute and we have
Bgggijklrs(k1,k2,k3) = Y
(0)
ij
(
kˆ1
)
Y
(0)
kl
(
kˆ2
)
Y (0)rs
(
kˆ3
)
B
(0,0,0)
222 (5.34)
+ 2
2∑
m=1
(
Re
[
Y
(0)
ij
(
kˆ1
)
Y
(0)
kl
(
kˆ2
)
Y (m)rs
(
kˆ3
)]
B
(0,0,m)
222 + 2 cycle
)
.
This gives us just seven independent contributions, which is a drastic reduction from the full
case of 63 independendt contributions. Deterministic bias in these contributions consist only
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of F (m)2 kernels given in Eq. (5.25), and component bispectra can be written as
B
αβγ,(m1,m2,m3)
222 (k1,k2,k3) = δ˜
K
0,m1 δ˜
K
0,m2F
αβγ,(m3)
2 (k1,k2) (5.35)
+ δ˜K0,m1 δ˜
K
0,m3F
βγα,(m2)
2 (k2,k3) + δ˜
K
0,m2 δ˜
K
0,m3F
γαβ,(m1)
2 (k3,k1)
+ stoch.
As earlier, explicit derivations are given in appendix B.3. The structure of the kernel and
the Kronecker deltas again reflect the constraints of the tree-level PT, showing that only one
mi can be of helicity ±1 or ±2 at the time.
In addition to the deterministic contributions size auto-bispectrum has two distinct
constant stochastic contributions given in Eq. (4.35). This contribution can be projected to
the bispectrum of spherical tensor components, where they contribute only to the helicity
zero term B
(0,0,0)
222 . These are proportional to the scalar product of spherical tensors
B
αβγ,(m1,m2,m3)
222 (k1,k2,k3) ⊃ δ˜K0,m1 δ˜K0,m2 δ˜K0,m3
(
const.αβγ2
(
Y (0)
(
kˆ1
)
.Y (0)
(
kˆ2
)
.Y (0)
(
kˆ3
))
(5.36)
+ const.αβγ1 PL(k1)
(
Y (0)
(
kˆ2
)
.Y (0)
(
kˆ3
))
+ 2 cycle
)
,
while the stochasticity of the higher helicity contributions starts with the k−dependent terms,
similar to what we discussed in the case of the one-loop power spectrum.
6 Projection and redshift-space distortions
Defining a projection operator onto the sky
Pij = δKij − xˆixˆj , (6.1)
where xˆ denotes the direction of the line of sight, the measured shape γij is given by the
trace-free part of the sky-projected shape tensor [24]:
γij(x, z) = TF
[
P ki P lj gkl(x, τ [z])
]
+ γG,ij(x, τ [z]) , (6.2)
where γG,ij denotes the weak lensing shear, which at linear order simply adds to the intrinsic
shape. We shall address the effects of projection in the accompanying paper [60], but empha-
sise that the spherical-tensor decomposition makes their implementation especially simple
and conceptually clear.
The expression in Eq. (6.2) above is only correct at leading order, since the true relation
between intrinsic shape, shear, and observed shear is nonlinear. Further, redshift-space
distortions need to be taken into account in case of spectroscopic galaxy samples (see e.g.
[6, 97, 98] for linear theory treatments). Finally, there are “GR corrections” to the projection
effects similar to the galaxy density going beyond the usual “Kaiser+magnification bias”
formula. These subleading projection contributions, which contain the effect of Doppler
boost on the observed galaxy shape and other interesting effects, could be straightforwardly
derived following e.g. [99] (see also references therein). We defer all of these additional
contributions to future work.
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7 Conclusions
In this paper, we have developed a consistent perturbative framework to study the statistics of
extended objects. In particular, we focused on the statistics of objects that can be described
with tensor fields of rank two. As a most obvious application, the formalism describes galaxy
shape correlations, i.e. intrinsic alignments, as well as cross-correlations with scalar fields like
galaxy number density or galaxy size fields. Our key findings can be summarised as follows:
• As in the case of galaxy clustering, we should disentangle intrinsic physical effects (from
the point of view of an observer comoving with the galaxy) from projection effects which
deal with the mapping from the galaxy’s rest frame to the observer’s coordinates. In
the context of galaxy shapes, this means that we describe physical alignment effects
in terms of the 3D galaxy shape gij in its rest frame, before any projection on the sky
(γij).
• We allow for all local physical observables to appear in the expansion of 3D galaxy
shapes. This includes the density and tidal field along the fluid trajectory, as well
as spatial derivatives thereof [61, 77, 100]. The latter (higher derivative terms) are
suppressed by an additional scale R∗ (non-locality scale) which depends on the galaxy
sample, but is expected to be of order the Lagrangian radius of the parent halos. The
density and tidal field along the fluid trajectory can be expanded in terms of convective
time derivatives which can then be reordered into terms of successively higher order in
perturbation theory [61]. The additional nonlocal bias terms generated by primordial
non-Gaussianity can also be included in this formalism along the lines of [22, 24, 25]. In
particular, our expansion allows for a consistent derivation of the three-point function
of galaxy shapes including primordial non-Gaussianity, which is left for future work.
• The case of shapes is exactly analogous to that of the galaxy number density, the
only difference being that instead of a 3-scalar, we are now dealing with a trace-free,
symmetric 3-tensor, gij . The bias expansion of galaxy intrinsic sizes is on the other hand
equivalent to that of galaxy number density (with the same number of bias parameters
and operator basis). While the latter are not as well developed in the context of current
experiments, the projection on the sky plane mixes 3D trace and trace-free parts, so
that bias expansions for both components are necessary in order to consistently describe
projected galaxy shapes. Further, the results could prove useful for the application of
intrinsic size correlations in galaxy evolution studies and to model their contamination
to the cosmological magnification of galaxy sizes in the future.
• Any symmetric three-tensor can be decomposed into spherical tensors, which gives us a
natural framework to study correlations and utilize symmetries like statistical isotropy
and parity, independently of the details of dynamics and bias expansion. The choice
of spherical tensor basis also charts the path towards projecting the correlators in 3D
onto the sky sphere where they are observed, which will be addressed separately in [60].
• We use the bias expansion and perturbation theory to compute the one-loop power
spectrum and tree-level bispectrum statistics in the rest frame. The expression we
derive is valid for all auto- and cross-correlations of galaxy number density, sizes, and
shapes. We find that in order to have a closed bias renormalisation scheme, shape
bias requires independent bias coefficients from galaxy number density or galaxy size
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(appendix C). That is, even if one were to observe the intrinsic three-dimensional shape
tensor of galaxies, one would have to allow for different coefficients in the bias expansion
of its trace and trace-free parts. This is expected because these two components trans-
form differently under rotations. They thus do not respond to a specific configuration
of large-scale modes in the same way.
• The bias coefficients contributing to the one-loop power spectrum and tree-level bis-
pectrum statistics are
a,∈ {n, s} :
P11︷ ︸︸ ︷{
ba1
}⋃ P22︷ ︸︸ ︷{
ba2,1, b
a
2,2
}⋃ P13︷ ︸︸ ︷{
ba3,1
}⋃{
baR∗
}⋃{
stoch.
}
,
g :
{
bg1
}
︸ ︷︷ ︸
P11
⋃{
bg2,1, b
g
2,2, b
g
2,3
}
︸ ︷︷ ︸
P22
⋃{
bg3,1, b
g
3,2
}
︸ ︷︷ ︸
P13
⋃{
bgR∗
}⋃{
stoch.
}
.
For the fractional galaxy number density δn and fractional galaxy size perturbation δs,
four deterministic bias coefficients (one linear and three non-linear) are required. For
the power spectrum of the trace-free part of galaxy shapes, we have two additional (non-
linear) bias parameters that we label bg2,3 and b
g
3,2. For each tracer we add the leading
higher-derivative bias parameter, and the associated operator we treat as a third order
term in the power spectrum. Shape-shape power spectra with helicity different from
zero have contributions from only mode coupling terms and thus need only second order
bias terms. Due to this counting, these higher-derivative terms thus do not contribute
to the leading, tree-level, bispectra. In the case of the tree-level bispectra, only second-
order bias parameters contribute, entering in all the auto- and cross-correlations. The
range of scales where this perturbative approach is expected to be applicable is the
same as that for the clustering of biased tracers studied extensively in the literature.
• We also explore the contributions arising from the stochasticity in the bias relation.
In the power spectrum, the dominant contributions at large scales come from the shot
noise-like spectrum (one parameter for each cross-spectrum), except for the P 002 com-
ponent which does not have a shot noise-like contribution. In shape-shape power spec-
trum, these arise from auto-correlations of the ǫij stochastic field, while the higher
stochastic operator contribution only renormalises the shot noise spectrum. In the case
of the shape-shape power spectra all three helicity contributions q = 0, 1, 2 have the
same shot noise spectrum, providing a window for consistency checks. In the bispec-
trum, the landscape is a bit richer, and besides purely stochastic contributions, higher
order stochastic operators ǫδij tr[Π
[1]], ǫΠ[1] TF[Π
[1]]ij also give non-degenerate contribu-
tions already at tree-level. We thus need two, one, three, and two stochastic parameters
in the size-size-size, size-size-shape, size-shape-shape and shape-shape-shape contribu-
tions, respectively.
One of the advantages of the general, EFT-based expansion presented here is that it
applies regardless of the precise definition of the shape field, e.g. whether number-density
weighting is included, how the galaxies are selected, how the shape is measured or even if
the objects being studied are galaxies at all (e.g. clusters of galaxies also display significant
alignments [91]). All of these effects are absorbed by the free coefficients in the bias expansion.
In addition, if one were to study shape correlations of spectroscopic galaxies, redshift space
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distortions need to be considered, and our formalism can be straightforwardly extended to
include these effects.
Last but not least, we stress that the formalism we have developed for the correlations of
the description of galaxy intrinsic alignments goes beyond this specific physical application.
In particular, the treatment and decomposition of tensor fields in terms of the tensor spherical
harmonics are, to our knowledge, pioneered in this paper. This allows one to modularise and
study separately the dynamical effects, like nonlinear clustering and bias expansion, from the
symmetry properties, like isotropy and parity. The significance and benefit of this approach
become especially apparent once additional physical and statistical phenomena need to be
considered. As an example, such decomposition simplifies the treatment of the projection
effects (that we address in [60]), and it could be useful in the full sky treatment of other
projection effects, like redshift space distortions.
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A Helicity decomposition
The tensor field of our interest Sij(x) is, by construction, a symmetric tensor. This means
that, at each the (t = const), spatial hyper-surfaces are homogeneous and isotropic and we
can perform harmonic analysis. A spatial tensor field can be decomposed into irreducible
components under rotations and translations, which then evolve independently. In flat space
this is nothing but the Fourier decomposition, where by considering an arbitrary Fourier
mode k on a given slice we can choose two normalised vectors e1 and e2 perpendicular to k,
so that the set (e1,e2,ek) constitutes an orthonormal basis. For a given vector mode k, this
basis can be constructed just by choosing another random and non-collinear direction to kˆ,
that we can call nˆ. The ortonormal basis is given as
e1 =
k× nˆ
|k × nˆ| , e2 = kˆ × e1 ek = kˆ. (A.1)
In this basis each vector can be decomposed as V = V 1e1+V
2e2+V
kek = V1e
1+V2e
2+Vke
k,
and the covariant and contravariant cartesian basis are equivalent, i.e. ei = e
i. It also is
useful to introduce the (covariant) helicity basis e0 = ek, e± = ∓ 1√2 (e1 ± ie2), where the
relations between the covariant and contravariant basis vectors read
ei = e
i∗, ei = e∗i , ei = (−1)ie−i, ei = (−1)ie−i, (A.2)
and form a complex orthonormal basis ei.e
j = ei.e
∗
j = δ
K
ij . The contravariant basis is
explicitly given by e0 = ek and e
± = ∓ 1√
2
(e1 ∓ ie2). Any vector can be expanded in terms
of basis vectors, i.e., written as V = Vie
i = V iei, and the relations between covariant and
contravariant spherical components are given by Vi = (−1)iV −i and V i = (−1)iV−i. If V
is a real vector i.e., if V ∗ = V , then V ∗i = V
i and V i∗ = Vi. On the other hand, if V is
complex, then V ∗i = (V
∗)i and V i∗ = (V ∗)i, where vector components are Vi = V .ei and
V i = V .ei.
Let us first decompose our tensor field in the trace and trace-free part:
Tij(k) =
1
3δ
K
ij tr
[
T
]
(k) + TF
[
T
]
ij
(k). (A.3)
We can now decompose any field in the sets of (contravariant) harmonic tensor basis:
helicity-0: Y (0) = 1, (A.4)
helicity-1: Y
(0)
i = kˆi, Y
(±1)
i = e
±
i ,
helicity-2: Y
(0)
ij = N0
(
kˆikˆj − 13δKij
)
, Y
(±1)
ij = N1
(
kˆje
±
i + kˆie
±
j
)
, Y
(±2)
ij = N2e
±
i e
±
j ,
where N0,1,2 =
{√
3
2 ,
√
1
2 , 1
}
so that the basis is orthonormal. The relation to the covariant
basis is given by
Yℓ,(m) = Y
(m)∗
ℓ , Y
(m)
ℓ = Y
∗
ℓ,(m), Yℓ,(m) = (−1)mY (−m)ℓ , and Y (m)ℓ = (−1)mYℓ,(−m). (A.5)
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Symmetric tensors can now be decomposed into the a sum of products of the basis elements
and appropriate spherical components that do not carry index structure
Tij(k) =
∑
ℓ=0,2
ℓ∑
m=−ℓ
T
(m)
ℓ (k)
(
Y
(m)
ℓ (k)
)
ij
(A.6)
=
1
3
T
(0)
0 (k)δ
K
ij +
2∑
m=−2
T
(m)
2 (k)Y
(m)
ij (kˆ),
and thus
tr
[
T
]
(k) = T
(0)
0 (k)Y
(0), TF
[
T
]
ij
(k) =
2∑
m=−2
T
(m)
2 (k)Y
(m)
ij . (A.7)
Since Tij(r) is a real tensor field it implies that T
∗
ij(k) = Tij(−k). From Eq. (A.1) we have
a basis corresponding to the k′ vector kˆ′ = −kˆ, e′+ = e−, e′− = e+, that corresponds to the
rotation (ψ, θ, φ) = (0, π, 0). For a general basis vector, we can use the fact that the basis
elements are spherical tensors and we have
Y
(m)
ℓ (kˆ
′) =
ℓ∑
q=−ℓ
Dℓmq(0, π, 0)Y (q)ℓ (kˆ) = (−1)ℓ+mY (−m)ℓ (kˆ) = (−1)ℓY (m)∗ℓ (kˆ), (A.8)
where Dℓ is a Wigner rotation matrix, and in particular Dℓmq(0, π, 0) = δK−m,q(−1)ℓ+q. Using
this result we have that T ∗ij(k) = Tij(−k) implies T (m)∗0,2 (k) = T (m)0,2 (−k). More generally, we
can show (using again the Wigner matrix) that vector components transform as T
(m)
ℓ (−k) =
(−1)ℓT (m)∗ℓ (k).
Under parity P : ki → −ki basis elements transform similar to the ordinary spherical
harmonics, i.e.
PY
(m)
ℓ (kˆ) = (−1)ℓY (m)ℓ (−kˆ) = (−1)mY (−m)ℓ (kˆ) = Y (m)∗ℓ (kˆ). (A.9)
This can be explicitly seen from Eq. (A.4) above, given that Pkˆ → −kˆ and Pe± → −e±.
Note that this is different from simply choosing the basis Y
(m)
ℓ (kˆ
′) around some different
vector k′ that happens to be k′ = −k, as we did above. The difference comes from the fact
that parity changes the right-handed basis into a left-handed and vice versa (so no rotation
can be performed to get from one basis to another). On the other hand, if we are interested
in obtaining, say, a right-handed basis around some arbitrary vector k′, we can get it by
rotating the right-handed basis from the one around the k, as we did earlier. It also follows
that tensor components transform as PT
(m)
ℓ (kˆ)→ T (m)∗ℓ (kˆ).
For comparison, consider the SVT decomposition in real space. Any vector can be
decomposed into longitudinal (scalar, S) and transverse (proper vector, V) parts through
ξi = ξiS + ξ
i
V , ξ
i
S = ∂
i
[
1
∇2 ∂jξ
j
]
, ξiV =
[
δij −
∂i∂j
∇2
]
ξj . (A.10)
Similarly, a symmetric trace-free tensor field hij is decomposed as
hij = h
S
ij + h
V
ij + h
T
ij , h
S
ij =
[
∂i∂j
∇2 −
1
3
δij
]
hS , hVij = ∂(ih
V
j) , (A.11)
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where hS is a scalar field while hVj is a transverse vector field. We can easily identify the scalar,
vector, and tensor contributions with the helicity−0, helicity±1, and helicity±2 contributions,
respectively, in the Fourier-space decomposition described above.
The divergence of the tensor field is then directly related to the longitudinal or scalar
part through
hS =
∂i∂j
∇2 hij , (A.12)
while the curl yields the tensor part:
ǫijk∂ihjk = ǫ
ijk∂ih
T
jk . (A.13)
In order not to confuse the helicity decomposition with our classification of scalar (den-
sity) and tensor (shape) observables, we refer to helicity-0,1,2 components throughout this
paper, instead of the sometimes used language of “scalar, vector, tensor” components.
A.1 Two-point functions
Next we consider the consequences of statistical homogeneity, isotropy, as well as parity
invariance on two-point correlators. First we note the implication of statistical homogeneity
for the total two-point function in Fourier space, i.e. power spectrum
〈
Sij(k) Skl(k
′)
〉
= (2π)3δDk′+kPij,kl(k). (A.14)
Notice that in the following we allow for the two fields in this correlator to be different tracers,
although this is not indicated explicitly in the notation. Moreover we can also define spectra
of each field component as well. For an arbitrary rotation ki → k′i = R.ki we have〈
S
(m)
ℓ (k
′
1) S
(m′)
ℓ′ (k
′
2)
〉
=
∑
q,q′
Dℓqm(R)Dℓ
′
q′m′(R)
〈
S
(q)
ℓ (k1) S
(q′)
ℓ′ (k2)
〉
. (A.15)
In particular if the rotation is around the k vector, by angle φ, the first S
(m)
ℓ term gets a
phase eimφ while the second one gets a phase e−im′φ (since k′ = −k)11. From statistical
isotropy thus follows 〈
S
(m)
ℓ (k) S
(m′)
ℓ′ (k
′)
〉
= (2π)3δKmm′δ
D
k+k′P
(m)
ℓℓ′ (k). (A.16)
This shows that by correlating two general tensors 〈Sij(k)Slm(k′)〉 we can expect all helicity
contributions, but without mixing of different helicities in the power spectrum. Using the
facts that δ∗(k) = δ(−k) and S∗ij(k) = Sij(−k) we have shown that S(m)∗ℓ (k) = S(m)ℓ (−k)
(since we are interested in cases ℓ = 0 and 2) and so
〈
S
(m)
ℓ (k) S
(m′)
ℓ′ (k
′)
〉∗
=
〈
S
(m)
ℓ (−k) S(m
′)
ℓ′ (−k′)
〉
=
〈
S
(−m)
ℓ (k) S
(−m′)
ℓ′ (k
′)
〉
, (A.17)
11 Note that we have built our helicity basis out of the Cartesian coordinate system given in Eq. (A.1) and
that m is the eigenvalue of the projected angular momentum operator on the kˆ direction, i.e. L.kˆ. Thus, if
we change k → −k the sign of m also changes. This is why we refer to the m index as the helicity.
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that is to say that the power spectrum behaves as P
(m)∗
ℓℓ′ (k) = P
(−m)
ℓℓ′ (k). Using the expansion
in Eq (A.6) we have
〈
Sij(k) Skl(k
′)
〉
=
1
9
δKijδ
K
kl
〈
S
(0)
0 (k) S
(0)
0 (k
′)
〉
(A.18)
+
1
3
δKkl
2∑
m=−2
Y
(m)
ij (kˆ)
〈
S
(m)
2 (k) S
(0)
0 (k
′)
〉
+
1
3
δKij
2∑
m′=−2
Y
(m′)
kl (kˆ
′)
〈
S
(0)
0 (k) S
(m′)
2 (k
′)
〉
+
2∑
m,m′=−2
Y
(m)
ij (kˆ)Y
(m′)
kl (kˆ
′)
〈
S
(m)
2 (k) S
(m′)
2 (k
′)
〉
.
Given that each of the spectra P
(m)∗
ℓℓ′ (k) = P
(−m)
ℓℓ′ (k) are real, and we have for q = ±1 or ±2
Y
(q)∗
ij Y
′(q)∗
kl P
(q)∗
22 + Y
(−q)∗
ij Y
′(−q)∗
kl P
(−q)∗
22 = Y
(−q)
ij Y
′(−q)
kl P
(−q)
22 + Y
(q)
ij Y
′(q)
kl P
(q)
22 , (A.19)
it follows that
P ∗ij,kl(k) = Pij,kl(k), (A.20)
i.e. the total power spectrum is a real quantity. This is of course the consequence of the fact
that S∗ij(k) = Sij(−k) (i.e. the configuration space fields are real).
Simplifying the expression for the power spectrum and using Eq. (A.8) to get the bases
elements in terms of the same kˆ vector we have
Pij,lm =
1
9
δKijδ
K
lmP
(0)
00 +
1
3
Y
(0)
ij δ
K
lmP
(0)
20 +
1
3
δKijY
(0)
lm P
(0)
02 +
2∑
q=−2
(−1)qY (q)ij Y (−q)lm P
(q)
22 , (A.21)
Note that in general, if different tracers are considered P
(0)
20 and P
(0)
02 give different con-
tributions, and become equivalent only when we look at the tracer auto-correlations. For
parity-invariant auto-correlations and cross-correlations we have P
(q)
22 = P
(|q|)
22 (see below).
Thus, for general cross-correlations, assuming parity-invariance, we have 6 distinct contribu-
tions which reduces to 5 for tracer auto-correlations. If one does not impose parity-invariance
there are two more contributions in both cases. For simplicity, from now on we focus only on
auto-correlations, which implies P
(0)
20 = P
(0)
02 .
It is useful to introduce the following new labels for linear combination of the spectra
P
(0)
00 = P
0
a , P
(0)
02 = P
(0)
20 = P
0
b , P
(0)
22 = P
0
c , P
(±1)
22 = −
1
2
(
P+d ± P×d
)
, P
(±2)
22 =
1
2
(
P+e ± P×e
)
.
(A.22)
The decomposition above is independent on dynamical equations and thus it is valid also in
the fully nonlinear case, as well as at a given PT order. We see that the power spectrum
can be decomposed in seven independent scalar spectra functions Pn depending only on
amplitude of each k mode.
Using the new basis we can thus rewrite the power spectrum as
Pij,lm =
(
P 0ae
(0)
a + P
0
b e
(0)
b + P
0
c e
(0)
c + P
+
d e
(+)
d + P
×
d e
(×)
d + P
+
e e
(+)
e + P
×
e e
(×)
e
)
ijlm
(A.23)
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where we have relations of the two sets of basis vectors(
e(0)a
)
ijlm
=
1
9
δKijδ
K
lm, (A.24)(
e
(0)
b
)
ijlm
=
1
3
(
δKijY
(0)
lm + Y
(0)
ij δ
K
lm
)
,(
e(0)c
)
ijlm
= Y
(0)
ij Y
(0)
lm ,(
e
(+)
d
)
ijlm
=
1
2
(
Y
(1)
ij Y
(−1)
lm + Y
(−1)
ij Y
(1)
lm
)
= kˆikˆj kˆlkˆm − 1
4
(
δKil kˆj kˆm + δ
K
imkˆj kˆl + δ
K
jl kˆikˆm + δ
K
jmkˆikˆl
)
,(
e(+)e
)
ijlm
=
1
2
(
Y
(2)
ij Y
(−2)
lm + Y
(−2)
ij Y
(2)
lm
)
=
1
4
(
δKimδ
K
jl + δ
K
il δ
K
jm − δKijδKlm + δKij kˆlkˆm + δKlmkˆikˆj
− δKimkˆj kˆl − δKil kˆj kˆm − δKjmkˆikˆl − δKjl kˆikˆm + kˆikˆj kˆlkˆm
)
,
and for the parity odd part(
e
(×)
d
)
ijlm
=
1
2
(
Y
(1)
ij Y
(−1)
lm − Y
(−1)
ij Y
(1)
lm
)
,
(
e(×)e
)
ijlm
=
1
2
(
Y
(2)
ij Y
(−2)
lm − Y
(−2)
ij Y
(2)
lm
)
.
The last symmetry condition we can apply is the parity invariance of the power spectra, i.e.〈
P S
(m)
ℓ (k) P S
(m′)
ℓ′ (k
′)
〉
=
〈
S
(m)
ℓ (k) S
(m′)
ℓ′ (k)
〉
, (A.25)
from which immediately follows that P
(q)
22 = P
(−q)
22 = P
(|q|)
22 . Parity invariance thus implies
that opposite helicity spectra are equal and P×d = P
×
e = 0. Our tensor power spectrum is
now given by
Pij,lm =
1
9
δKijδ
K
lmP
(0)
00 +
1
3
(
δKijY
(0)
lm + Y
(0)
ij δ
K
lm
)
P
(0)
02 + Y
(0)
ij Y
(0)
lm P
(0)
22 +
2∑
q=1
(−1)qY (q){ij Y
(−q)
lm} P
ab(q)
22
= P 0ae
(0)
a + P
0
b e
(0)
b + P
0
c e
(0)
c + P
+
d e
(+)
d + P
+
e e
(+)
e . (A.26)
Finally, after imposing the statistical homogeneity, isotropy and parity invariance we end
up with tensor auto-power spectrum described with only five independent scalar spectral
functions.
In section 2.6 we give the form of the shot noise contribution to the shape-shape auto-
power spectrum on large scales(
δKikδ
K
jl + δ
K
il δ
K
jk −
2
3
δKijδ
K
lm
)
Pǫ , (A.27)
which is a result of correlations of the stochastic contributions ǫij(k). It is quite simple to
show that this structure arises naturally from our expansion above by requiring that the
shot noise spectrum does not depend on direction nor amplitude of the k modes in the limit
k → 0. For example, using this requirement on Eq. (A.26) we get Pa = Pb = 0, Pc = 2Pǫ,
Pd = −Pe = −4Pǫ.
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A.2 Three-point functions
Here we focus on the consequences of the homogeneity, isotropy, and statistical parity in-
variance on the form of the bispectra of rank two tensor fields. Correlating three such fields
gives us
〈Sij(k1)Skl(k2)Srs(k3)〉 = (2π)3δDk1+k2+k3Bijklrs(k1,k2,k3), (A.28)
and using again the expansion given in Eq. (A.6) yields
〈Sij(k1)Skl(k2)Srs(k3)〉 = 1
27
δKijδ
K
klδ
K
rs
〈
S
(0)
0 (k1)S
(0)
0 (k2)S
(0)
0 (k3)
〉
(A.29)
+
1
9
δKijδ
K
kl
2∑
m3=−2
Y (m3)rs
(
kˆ3
) 〈
S
(0)
0 (k1)S
(0)
0 (k2)S
(m3)
2 (k3)
〉
+ 2 cycle
+
1
3
δKij
2∑
m2,m3=−2
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
) 〈
S
(0)
0 (k1)S
(m2)
2 (k2)S
(m3)
2 (k3)
〉
+ 2 cycle
+
2∑
mi=−2
Y
(m1)
ij
(
kˆ1
)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
) 〈
S
(m1)
2 (k1)S
(m2)
2 (k2)S
(m3)
2 (k3)
〉
.
Again, while we do not indicate this in the notation here for clarity, our results in the following
are valid also for cross-correlations of three different fields. Note that the statistical rotation
isotropy can not be exploited here in the same simple way as it was in the two-point function
case by just rotating around the kˆ axes by angle φ. In the case of the bispectrum, this
operation is not very convenient since each of the vectors k1, k2 and k3 point in different
directions. Nonetheless, statistical isotropy and homogeneity give further constraints on the
bispectrum of spherical tensor components. For an arbitrary rotation ki → k′i = R.ki we
have
〈
S
(m′1)
ℓ1
(k′1) S
(m′2)
ℓ2
(k′2) S
(m′3)
ℓ3
(k′3)
〉
= (A.30)∑
m1,m2,m3
Dℓ1
m1m′1
(R)Dℓ2
m2m′2
(R)Dℓ3
m3m′3
(R)
〈
S
(m1)
ℓ1
(k1) S
(m2)
ℓ2
(k2) S
(m3)
ℓ3
(k3)
〉
,
given that S
(m)
ℓ transforms as a spherical tensor. Due to the statistical homogeneity we can
isolate a Dirac delta function that guarantees the conservation of the total momenta from
the bispectrum of spherical tensor components
〈
S
(m1)
ℓ1
(k1) S
(m2)
ℓ2
(k2) S
(m3)
ℓ3
(k3)
〉
= (2π)3δDk123B
(m1m2m3)
ℓ1ℓ2ℓ3
(k1,k2,k3). (A.31)
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This allows us to write the tensor bispectrum in terms of bispectra of spherical tensor com-
ponents
Bijklrs(k1,k2,k3) =
1
27
δKijδ
K
klδ
K
rsB
(0,0,0)
000 (k1,k2,k3) (000) (A.32)
+
1
9
δKijδ
K
kl
2∑
m3=−2
Y (m3)rs
(
kˆ3
)
B
(0,0,m3)
002 (k1,k2,k3) + 2 cycle (002)
+
1
3
δKij
2∑
mi=−2
i=(2,3)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
(0,m2,m3)
022 (k1,k2,k3) + 2 cycle (022)
+
2∑
mi=−2
i=(1,2,3)
Y
(m1)
ij
(
kˆ1
)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
(m1,m2,m3)
222 (k1,k2,k3). (222)
From the fact that δ∗L(k) = δL(−k) and S∗ij(k) = Sij(−k) it follows that S(m)∗ℓ (k) =
(−1)ℓS(m)ℓ (−k), and thus it follows〈
S
(m1)∗
ℓ1
(k1) S
(m2)∗
ℓ2
(k2) S
(m3)∗
ℓ3
(k3)
〉
=
〈
S
(m1)
ℓ1
(−k1) S(m2)ℓ2 (−k2) S
(m3)
ℓ3
(−k3)
〉
. (A.33)
Using Eq. (A.30) and setting the bispectrum triangle in the plane xˆ− yˆ plane and rotating
around the zˆ axes for π gives〈
S
(m1)
ℓ1
(−k1) S(m2)ℓ2 (−k2) S
(m3)
ℓ3
(−k3)
〉
= (−1)m123
〈
S
(−m1)
ℓ1
(k1) S
(−m2)
ℓ2
(k2) S
(−m3)
ℓ3
(k3)
〉
,
(A.34)
which thus gives the constraint B
(m1,m2,m3)∗
ℓ1ℓ2ℓ3
= (−1)m123B(−m1,−m2,−m3)ℓ1ℓ2ℓ3 . We can also impose
invariance under the parity transformation which simply requires that〈
P S
(m1)
ℓ1
(k1) P S
(m2)
ℓ2
(k2) P S
(m3)
ℓ3
(k3)
〉
=
〈
S
(m1)
ℓ1
(k1) S
(m2)
ℓ2
(k2) S
(m3)
ℓ3
(k3)
〉
, (A.35)
which gives the constraint B
(m1,m2,m3)
ℓ1ℓ2ℓ3
= (−1)m123B(−m1,−m2,−m3)ℓ1ℓ2ℓ3 .
Using these symmetries, we can simplify individual terms in Eq. (A.32). Besides the
first, trivial, purely scalar, term, the second term has a single nonzero helicity component.
We can simplify it by using
Y
(−m)
ij
(
kˆ3
)
B
(0,0,−m)
002 + Y
(m)
ij
(
kˆ3
)
B
(0,0,m)
002 =
(
(−1)mY (−m)ij
(
kˆ3
)
+ Y
(m)
ij
(
kˆ3
))
B
(0,0,m)
002
= 2Re
[
Y
(m)
ij
(
kˆ3
)]
B
(0,0,m)
002 . (A.36)
Thus only three components of the B
(0,0,m)
002 bispectrum are independent. For the (002)
contribution in Eq. (A.32) we thus have
2∑
m=−2
Y
(m)
ij
(
kˆ3
)
B
(0,0,0)
002 (k1,k2,k3) = Y
(0)
ij
(
kˆ3
)
B
(0,0,0)
002 (k1,k2,k3)
+ 2
2∑
m=1
Re
[
Y
(m)
ij
(
kˆ3
)]
B
(0,0,m)
002 (k1,k2,k3). (A.37)
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For the (022) bispectrum we have more terms contributing. Naively 25 terms would con-
tribute, but after statistical parity and rotation invariance condition is used only 13 of them
are independent. This gives us
2∑
mi=−2
i=(2,3)
Y
(m2)
ij
(
kˆ2
)
Y
(m3)
kl
(
kˆ3
)
B
(0,m2,m3)
022 = Y
(0)
ij
(
kˆ2
)
Y
(0)
kl
(
kˆ3
)
B
(0,0,0)
022 (A.38)
+ 2
2∑
m=1
(
Re
[
Y
(m)
ij
(
kˆ2
)
Y
(0)
kl
(
kˆ3
)]
B
(0,m,0)
022 +Re
[
Y
(0)
ij
(
kˆ2
)
Y
(m)
kl
(
kˆ3
)]
B
(0,0,m)
022
+Re
[
Y
(m)
ij
(
kˆ2
)
Y
(m)
kl
(
kˆ3
)]
B
(0,m,m)
022 +Re
[
Y
(m)
ij
(
kˆ2
)
Y
(−m)
kl
(
kˆ3
)]
B
(0,m,−m)
022
+Re
[
Y
(m)
ij
(
kˆ2
)
Y
(3−m)
kl
(
kˆ3
)]
B
(0,m,3−m)
022 +Re
[
Y
(m)
ij
(
kˆ2
)
Y
(m−3)
kl
(
kˆ3
)]
B
(0,m,m−3)
022
)
.
The final line in Eq. (A.32) is the (222) bispectrum. Naively 125 terms contribute to these
spectra, however, 65 of them are independent, and we can write
2∑
mi=−2
i=(1,2,3)
Y
(m1)
ij
(
kˆ1
)
Y
(m2)
kl
(
kˆ2
)
Y (m3)rs
(
kˆ3
)
B
(m1,m2,m3)
222 = Y
(0)
ij
(
kˆ1
)
Y
(0)
kl
(
kˆ2
)
Y (0)rs
(
kˆ3
)
B
(0,0,0)
222
+ 2
2∑
m=1
(
Re
[
Y
(m)
ij
(
kˆ1
)
Y
(m)
kl
(
kˆ2
)
Y (m)rs
(
kˆ3
)]
B
(m,m,m)
222
+Re
[
Y
(0)
ij
(
kˆ1
)
Y
(0)
kl
(
kˆ2
)
Y (m)rs
(
kˆ3
)]
B
(0,0,m)
222 + 2 cycle
+ Re
[
Y
(m)
ij
(
kˆ1
)
Y
(m)
kl
(
kˆ2
)
Y (−m)rs
(
kˆ3
)]
B
(m,m,−m)
222 + 2 cycle
+ Re
[
Y
(m)
ij
(
kˆ1
)
Y
(m)
kl
(
kˆ2
)
Y (0)rs
(
kˆ3
)]
B
(m,m,0)
222 + 2 cycle
+ Re
[
Y
(−m)
ij
(
kˆ1
)
Y
(m)
kl
(
kˆ2
)
Y (0)rs
(
kˆ3
)]
B
(−m,m,0)
222 + 2 cycle
+ Re
[
Y
(m)
ij
(
kˆ1
)
Y
(3−m)
kl
(
kˆ2
)
Y (0)rs
(
kˆ3
)]
B
(m,3−m,0)
222 + 2 cycle
+ Re
[
Y
(m)
ij
(
kˆ1
)
Y
(m−3)
kl
(
kˆ2
)
Y (0)rs
(
kˆ3
)]
B
(m,m−3,0)
222 + 2 cycle
+ Re
[
Y
(m)
ij
(
kˆ1
)
Y
(m)
kl
(
kˆ2
)
Y (3−m)rs
(
kˆ3
)]
B
(m,m,3−m)
222 + 2 cycle
+ Re
[
Y
(m)
ij
(
kˆ1
)
Y
(m)
kl
(
kˆ2
)
Y (m−3)rs
(
kˆ3
)]
B
(m,m,m−3)
222 + 2 cycle
+ Re
[
Y
(m)
ij
(
kˆ1
)
Y
(−m)
kl
(
kˆ2
)
Y (3−m)rs
(
kˆ3
)]
B
(m,−m,3−m)
222 + 2 cycle
+ Re
[
Y
(m)
ij
(
kˆ1
)
Y
(−m)
kl
(
kˆ2
)
Y (m−3)rs
(
kˆ3
)]
B
(m,−m,m−3)
222 + 2 cycle
)
. (A.39)
Note again that these decompositions above are valid for the fully nonlinear case and do not
rely on the PT expansion. It is also clear from these explicit expansion, that all the bispectra
are real functions.
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B Fields in Fourier space
In this appendix, we derive Fourier-space expressions for the operators that appear in the
general bias expansion. For brevity, we here employ the summed vector notation
k1m ≡ k1 + · · ·+ km. (B.1)
We first turn our attention to Eq. (2.11) that recursively defines higher tensor contri-
butions Π[n]. Transforming this relation to Fourier space we have
Π
[n]
ij (k) =
1
(n− 1)!
[(
∂
∂ lnD
− (n− 1)
)
Π
[n−1]
ij (k) (B.2)
− (2π)3δDk−p12
p1.p2
p21
θ(p1)Π
[n−1]
ij (p2)
]
,
where θ is the divergence of the peculiar velocity field v, i.e. θ(k) = −ik · v(k) and we have
θ(k) =
∞∑
m=1
(2π)3δDk−p1mG
(m)(p1, . . . ,pm)δL(p1) . . . δL(pm), (B.3)
where G(n) are standard velocity SPT kernels [44]. Assuming the ansatz for the Π[n] of
similar form as for the biased tracers δn in Eq. (2.15) we can write
Π
[n]
ij (k) =
∞∑
m=n
(2π)3δDk−p1mπ
(n,m)
ij (p1, . . . ,pm)δL(p1) . . . δL(pm). (B.4)
In case of Π
[1]
ij we can immediately deduce
π
(1,m)
ij (p1, . . . ,pm) =
(p1m)i(p1m)j
p21m
F (m)(p1, . . . ,pm). (B.5)
Using this result and the recursion relation Eq. (B.2) we can obtain the result for the general
kernel π(n,m). This gives
π
(n,m)
ij (p1, . . . ,pm) =
m− n+ 1
(n− 1)! π
(n−1,m)
ij (p1, . . . ,pm) (B.6)
−
m−1∑
ℓ=n−1
p1ℓ.pℓ+1,m
p2ℓ+1,m
π
(n−1,ℓ)
ij (p1, . . . ,pℓ)G
(m−ℓ)(pℓ+1, . . . ,pm),
where m ≥ n and n ≥ 2. Note that for the case where n = m only one term ℓ = n− 1 in the
last part contributes. In order to get the symmetric kernels we can symmetrise this solution
by summing over all the momentum permutations
π
(n,m)
sim,ij(p1, . . . ,pm) =
1
m!
∑
π−all
π
(n,m)
ij (p#1 , . . . ,p#m). (B.7)
– 50 –
Combining the two relations we have
π
(n,m)
sim,ij(p1, . . . ,pm) =
m− n+ 1
(n− 1)! π
(n−1,m)
sim,ij (p1, . . . ,pm)−
m−1∑
ℓ=n−1
l!(m− l)!
m!
(B.8)
×
∑
π−cross
p1ℓ.pℓ+1,m
p2ℓ+1,m
π
(n−1,ℓ)
sim,ij (p1, . . . ,pℓ)G
(m−ℓ)(pℓ+1, . . . ,pm),
where in the sum “π−cross” only the cross permutations between the two sets need to be
considered. In the rest of the paper we will drop the label “sim” and assume (unless explicitly
stated) that it is understood that the kernels are symmetrised. This gives the [n]−th order
expression for the Π[n] field.
Let us look at the first few terms coming from the expressions above. We start by
looking at the π
(2,2)
ij (p1,p2) term. At second order we have n = m = 2, which gives just one
term
π
(2,2)
ij (p1,p2) =
p12,ip12,j
p212
F (2)(p1,p2)− p1.p2
2p21p
2
2
(p1ip1j + p2ip2j) (B.9)
=
p12,ip12,j
p212
5
7
(
1− (p1.p2)
2
p21p
2
2
)
+
p1.p2
2p21p
2
2
(p1ip2j + p2ip1j) .
At third order, we have two terms contributing for cases m = 2 and m = 3. The explicit
expression can be written in the form
π
(2,3)
ij (p1,p2,p3) = 2
p13,ip13,j
p213
F (3)(p1,p2,p3) (B.10)
− 1
3
p1.p23
p21
p23,ip23,j
p223
F (2)(p2,p3) + 2 cycle perm.
− 1
3
p1.p23
p223
p1,ip1,j
p21
G(2)(p2,p3) + 2 cycle perm.,
π
(3,3)
ij (p1,p2,p3) =
p13,ip13,j
p213
F (3)(p1,p2,p3)
− 1
2
p1.p23
p21
p23,ip23,j
p223
F (2)(p2,p3) + 2 cycle perm.
− 1
6
p1.p23
p223
p1,ip1,j
p21
G(2)(p2,p3) + 2 cycle perm.
+
1
6
(p1.p2)(p1.p3)
p21p
2
2p
2
3
(2p1ip1j + p2ip2j + p3ip3j) + 2 cycle perm. .
Next we derive explicit expressions for the Fourier space kernels in Eq. (2.13) and
Eq. (2.20) up to the third order in PT. These results are summarised in table 2.13. We
start with the first order
(1) For the first order Π[1] we have
[
Π
[1]
ij
](1)
(k) = (2π)3δDk−pπ
(1,1)
ij δL(p), (B.11)
where
π
(1,1)
ij (p) =
pipj
p2
. (B.12)
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(2) For the second order we have three new, second generation, operators and the one
first generation operator which also gives contributions to the second order. The latter one
has the following form[
Π
[1]
ij
](2)
(k) = (2π)3δDk−p12π
(1,2)
ij (p1,p2)δL(p1)δL(p2), (B.13)
where
π
(1,2)
ij (p1,p2) =
p12,ip12,j
p212
F (2)(p1,p2). (B.14)
For completeness we write the full form of the F2 kernels
F (2)(p1,p2) =
5
7
+
2
7
(p1.p2)
2
p21p
2
2
+
p1.p2
2
(
1
p21
+
1
p22
)
. (B.15)
The first of the second generation operators starting from the second order is[
Π
[2]
ij
](2)
(k) = (2π)3δDk−p12π
(2,2)
ij (p1,p2)δL(p1)δL(p2), (B.16)
where
π
(2,2)
ij (p1,p2) =
p12,ip12,j
p212
F (2)(p1,p2)− 1
2
p1.p2
p21p
2
2
(p1ip1j + p2ip2j) . (B.17)
The second term gives[(
Π[1]
)2](2)
ij
(k) =
∫
r
eik·r Π[1]im(r)Π
[1]
mj(r) (B.18)
= (2π)3δDk−p12
[
π
(1,1)
im (p1)π
(1,1)
mj (p2)
]
δL(p1)δL(p2)
= (2π)3δDk−p12
[
π
(1,1)
im π
(1,1)
mj
]
sim
(p1,p2)δL(p1)δL(p2),
where [
π
(1,1)
im π
(1,1)
mj
]
sim
(p1,p2) =
1
2
p1.p2
p21p
2
2
(p1ip2j + p2ip1j). (B.19)
The last of the second generation, second order, terms gives[
Π
[1]
ij tr
[
Π[1]
]](2)
(k) =
∫
r
eik·r Π[1]ij (r)Π
[1]
mm(r) (B.20)
= (2π)3δDk−p12
[
π
(1,1)
ij (p1)π
(1,1)
mm (p2)
]
δL(p1)δL(p2),
= (2π)3δDk−p12
[
π
(1,1)
ij
]
sim
(p1,p2)δL(p1)δL(p2),
where [
π
(1,1)
ij
]
sim
(p1,p2) =
1
2
(
p1ip1j
p21
+
p2ip2j
p22
)
. (B.21)
(3) The third order gives seven operators of (new) third generation, three coming from
the second generation, and one originating at the first generation. We start with the one
originating at the first generation that has the following form[
Π
[1]
ij
](3)
(k) = (2π)3δDk−p13π
(1,3)
ij (p1,p2,p3)δL(p1)δL(p2)δL(p3), (B.22)
– 52 –
where
π
(1,3)
ij (p1,p2,p3) =
p13,ip13,j
p213
F (3)(p1,p2,p3). (B.23)
The first of the second generation, third order, operators gives
[
Π
[2]
ij
](3)
(k) = (2π)3δDk−p13π
(2,3)
ij (p1,p2,p3)δL(p1)δL(p2)δL(p3), (B.24)
where π
(2,3)
ij is given in Eq. (B.10). The second term from this group gives
[(
Π[1]
)2](3)
ij
(k) =
∫
r
eik·r
([
Π[1]
](2)
im
(r)Π
[1]
mj(r) + Π
[1]
im(r)
[
Π[1]
](2)
mj
(r)
)
(B.25)
= (2π)3δDk−p13
[
π
(1,2)
im (p1,p2) π
(1,1)
mj (p3) + π
(1,2)
mj (p1,p2) π
(1,1)
im (p3)
]
δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
(p12.p3)
p12,ip3,j
p212p
2
3
+ (p12.p3)
p12,jp3,i
p212p
2
3
]
F (2)(p1,p2)δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
(p12.p3) p12,{ip3,j}
p212p
2
3
F (2)(p1,p2)δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
(p12.p3) p12,{ip3,j}
3p212p
2
3
F (2)(p1,p2)
]
sim
δL(p1)δL(p2)δL(p3),
where[
(p12.p3) p12,{ip3,j}
3p212p
2
3
F (2)(p1,p2)
]
sim
=
1
3
(p12.p3) p12,{ip3,j}
p212p
2
3
F (2)(p1,p2) + 2 cycle perm..
(B.26)
Note that above both π
(1,2)
ij and π
(1,1)
ij are symmetric in the indices. The last term from the
second generation group is
[
Π
[1]
ij tr
[
Π[1]
]](3)
(k) =
∫
r
eik·r
([
Π[1]
](2)
ij
(r) tr
[
Π[1]
](1)
(r) +
[
Π[1]
](1)
ij
(r) tr
[
Π[1]
](2)
(r)
)
(B.27)
= (2π)3δDk−p13
[
π
(1,2)
ij (p1,p2) + F
(2)(p1,p2)π
(1,1)
ij (p3)
]
δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
(
p12,ip12,j
p212
+
p3,ip3,j
p23
)
F (2)(p1,p2) δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
1
3
(
p12,ip12,j
p212
+
p3,ip3,j
p23
)
F (2)(p1,p2)
]
sim
δL(p1)δL(p2)δL(p3),
where[
1
3
(
p12,ip12,j
p212
+
p3,ip3,j
p23
)
F (2)(p1,p2)
]
sim
=
1
3
(
p12,ip12,j
p212
+
p3,ip3,j
p23
)
F (2)(p1,p2) + 2 cycle perm.
(B.28)
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The first of the new (third) generation operators starting from the third order is
[
Π
[3]
ij
](3)
(k) = (2π)3δDk−p13D
2 π
(3,3)
ij (p1,p2,p3)δL(p1)δL(p2)δL(p3), (B.29)
where π
(3,3)
ij is given in Eq. (B.10). The second of the third generation, third order, operators
gives
[(
Π[1]
)3](3)
ij
=
∫
r
eik·r
[
Π[1]
](1)
in
(r)
[
Π[1]
](1)
nm
(r)
[
Π[1]
](1)
mj
(r)
= (2π)3δDk−p13
(p1.p2)(p2.p3)
p21p
2
2p
2
3
(p1,ip3,j)δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
(p1.p2)(p2.p3)
6p21p
2
2p
2
3
(p{1,ip3,j})
]
sim
δL(p1)δL(p2)δL(p3), (B.30)
where[
(p1.p2)(p2.p3)
3p21p
2
2p
2
3
(p1,ip3,j)
]
sim
=
(p1.p2)(p2.p3)
6p21p
2
2p
2
3
(p{1,ip3,j}) + 2 cycle perm.. (B.31)
The third of the third generation, third order, operators gives
[
Π[1]Π[2]
](3)
ij
=
∫
r
eik·r
[
Π[1]
](1)
{im(r)
[
Π[2]
](2)
mj}(r) (B.32)
= (2π)3δDk−p13
p{1,ip1,m
p21
π
(2,2)
mj} (p2,p3)δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
p{1,ip1,m
p21
π
(2,2)
mj} (p2,p3)
]
s
δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
(p1.p23)p{1,ip23,j}
3p21p
2
23
F (2)(p2,p3)
− 1
6
p2.p3
p21p
2
2p
2
3
(
(p1.p2)p{1,ip2j} + (p1.p3)p{1,ip3j}
)]
sim
δL(p1)δL(p2)δL(p3).
The fourth term gives
[
Π
[2]
ij tr
[
Π[1]
]](3)
=
∫
r
eik·r
[
Π[2]
](2)
ij
(r) tr
[
Π[1]
](1)
(r) (B.33)
= (2π)3δDk−p13π
(2,2)
ij (p1,p2)δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
1
3π
(2,2)
ij (p1,p2)
]
sim
δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
p12,ip12,j
3p212
F (2)(p1,p2)
− p1.p2
6p21p
2
2
(p1ip1j + p2ip2j)
]
sim
δL(p1)δL(p2)δL(p3).
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The fifth term gives[[(
Π[1]
)2]
ij
tr
[
Π[1]
]](3)
=
∫
r
eik·r
[
Π[1]
](1)
im
(r)
[
Π[1]
](1)
mj
(r) tr
[
Π[1]
](1)
(r) (B.34)
= (2π)3δDk−p13
(p1.p2)p1,{ip2,j}
2p21p
2
2
δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
(p1.p2)p1,{ip2,j}
6p21p
2
2
]
sim
δL(p1)δL(p2)δL(p3).
The sixth term gives[
Π
[1]
ij tr
[
Π[1]
]2](3)
=
∫
r
eik·r
[
Π[1]
](1)
ij
(r)
[
tr
[
Π[1]
](1)
(r)
]2
(B.35)
= (2π)3δDk−p13
p1,ip1,j
p21
δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
p1,ip1,j
3p21
]
sim
δL(p1)δL(p2)δL(p3).
Finally, the last of the third order, third generation, terms is[
Π
[1]
ij tr
[(
Π[1]
)2]](3)
=
∫
r
eik·r
[
Π[1]
](1)
ij
(r)
[
Π[1]
](1)
nm
(r)
[
Π[1]
](1)
mn
(r) (B.36)
= (2π)3δDk−p13
p1,ip1,j(p2.p3)
2
p21p
2
2p
2
3
δL(p1)δL(p2)δL(p3)
= (2π)3δDk−p13
[
p1,ip1,j(p2.p3)
2
3p21p
2
2p
2
3
]
sim
δL(p1)δL(p2)δL(p3).
B.1 Bias expansion and renormalisation of the one-loop power spectrum
Naively, if we would count all the operators given in table 2, we would get eleven bias operators
without including the stochastic, or any of the higher derivative operators. These operators
are independent at the level of the field. However their contribution to the two-point (at one-
loop level) and three-point (at three-level) statistics generates some additional degeneracies.
These degeneracies would, of course, be broken if the four-point function (at tree-level)
would be added into the consideration. In one-loop two-point function, because only specific
momentum configurations contribute, operator correlations are not all independent, and thus
the number of independent bias coefficients can be reduced. In this section, we explore these
degeneracies and derive results described by the full non-degenerate set of operators for
one-loop power spectrum.
We first look at the (22) term. Operators and bias coefficients appearing as tr
[
K(2)(p,k−
p)
]
and Y
(q)∗
2 .K
(2)(p,k − p), are given by four tensor operators
K
(2)
ij (p,k − p) =c1
[
Π[1]
](2)
ij
(p,k − p) + c2,1
[
Π[2]
](2)
ij
(p,k − p)
+ c2,2
[(
Π[1]
)2](2)
ij
(p,k − p) + c2,3
[
Π[1] tr
[
Π[1]
]](2)
ij
(p,k − p), (B.37)
where it is understood, as we discussed earlier, that the trace and trace-free part have different
bias coeffitients. Using the linear dependence of trace terms given in Eq. (B.63) we can
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replace for example the trace of Π[2] operator
tr
[
K(2)(p,k − p)] = cs1 tr [Π[1]](2)(p,k − p) + (cs2,2 + 27cs2,1) tr [(Π[1])2](2)(p,k − p)
+
(
cs2,3 +
5
7c
s
2,1
)[(
tr[Π[1]]
)2](2)
(p,k − p). (B.38)
In the trace we are sensitive only to three independent operators and as expected have only
two new independent bias combinations: cs2,2 +
2
7c
s
2,1 and c
s
2,3 +
5
7c
s
2,1. A similar reduction
can be obtained using the projection with Y
(0)
2 (k) basis function and the resulting operator
dependence given in Eq. (B.65). Using this, we get the expression
Y
(0)∗
2 (k).K
(2)(p,k − p) =cg1Y (0)2 (k).
[
Π[1]
](2)
(p,k − p) (B.39)
+
(
cg2,2 − 137 cg2,1
)
Y
(0)∗
2 (k).
[(
Π[1]
)2](2)
(p,k − p)
+
(
cg2,3 +
20
7 c
g
2,1
)
Y
(0)∗
2 (k).
[
Π[1] tr
[
Π[1]
]](2)
(p,k − p).
Thus both the trace and Y
(0)
2 (k) projection for the (22) contribution have only three in-
dependent second order tensor operators: Π[1],
(
Π[1]
)2
and Π[1] tr
[
Π[1]
]
. However, after
projections, these operators can be further reduced using the relations given in Eq. (B.66),
and we can replace the Y
(0)
2 .
[
Π[1]
]
and Y
(0)
2 .
[
Π[1] tr
[
Π[1]
]]
operators to get
Y
(0)∗
2 (k).K
(2)(p,k − p) =cg1 tr
[
Π[1]
](2)
(p,k − p) (B.40)
+
(
cg2,3 +
20
7 c
g
2,1
)
tr
[
Π[1] tr
[
Π[1]
]− (Π[1])2](2) (p,k − p)
+
(
cg2,1 + c
g
2,2 + c
g
2,3
)
Y
(0)∗
2 (k).
[(
Π[1]
)2](2)
(p,k − p).
Next we look at the projections using the higher helicity basis vectors Y
(1)∗
2 (k) and Y
(2)∗
2 (k).
Using the relations in Eq. (B.67) it follows
Y
(1)∗
2 (k).K
(2)(p,k − p) =
(
cg2,1 + c
g
2,2 + c
g
2,3
)
Y
(1)∗
2 (k).
[(
Π[1]
)2](2)
(p,k − p), (B.41)
Y
(2)∗
2 (k).K
(2)(p,k − p) =
(
cg2,1 + c
g
2,2
)
Y
(2)∗
2 (k).
[(
Π[1]
)2](2)
(p,k − p)
+ cg2,3Y
(2)∗
2 (k).
[
Π[1] tr
[
Π[1]
]](2)
(p,k − p)
=
(
cg2,1 + c
g
2,2 + c
g
2,3
)
Y
(2)∗
2 (k).
[(
Π[1]
)2](2)
(p,k − p)
+ cg2,3Y
(2)∗
2 (k).
[
Π[1] tr
[
Π[1]
]− (Π[1])2](2) (p,k − p).
Combining all these results leads to seven independent scalar operators at second order:
K
(2)(k1,k2) ≡
{
tr
[
Π[1]
]
, tr
[(
Π[1]
)2]
, tr
[
Π[1] tr
[
Π[1]
]]
,Y
(0)∗
2 (k12).
(
Π[1]
)2
, (B.42)
Y
(1)∗
2 (k12).
(
Π[1]
)2
,Y
(2)∗
2 (k12).
(
Π[1]
)2
,Y
(2)∗
2 (k12).
[
Π[1] tr
[
Π[1]
]]}
(k1,k2).
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Table 4: Relevant one-loop auto- and cross-correlation contributions to P22.
Op. tr
[
Π[1]
]
tr
[(
Π[1]
)2]
tr
[
Π[1] tr
[
Π[1]
]]
Y
(0)
2 (k).
(
Π[1]
)2
Y
(1)
2 (k).
(
Π[1]
)2
Y
(2)
2 (k).
(
Π[1]
)2
Y
(2)
2 (k).
[
Π[1] tr
[
Π[1]
]]
tr
[
Π[1]
]
I11 I12 I13 I14 0 0 0
tr
[(
Π[1]
)2]
I22 I23 I24 0 0 0
tr
[
Π[1] tr
[
Π[1]
]]
I33 I34 0 0 0
Y
(0)
2 .
(
Π[1]
)2
I44 0 0 0
Y
(1)
2 .
(
Π[1]
)2
I55 0 0
Y
(2)
2 .
(
Π[1]
)2
I66 I67
Y
(2)
2 .
[
Π[1] tr
[
Π[1]
]]
I77
In terms of bias coefficients we would have two independent second order trace coefficients,
and three trace-free coefficients. Note that in the basis we have chosen here most of the
operators depend only on cg2,2 − 137 cg2,1 and cg2,3 + 207 cg2,1 coefficients since(
cg2,2 − 137 cg2,1
)
+
(
cg2,3 +
20
7 c
g
2,1
)
= cg2,1 + c
g
2,2 + c
g
2,3,
and so the only operator that remains multiplied with the new coefficients is
Y
(2)∗
2 (k).
[[
Π[1]
]− (Π[1])2](2) (p,k − p) ⊂ Y (2)∗2 (k).K(2)(p,k − p), (B.43)
carrying the bare cg2,3 coefficient.
Next we look at the (22) loop integrals given in table 3. For q = 1 and 2, P
ab(q)
22 integrand
terms also contain integration over the azimuthal angle. However these integration can be
performed exactly, given that we can choose the coordinate frame in which none of the PL
arguments depend on the azimuthal angle. For trace terms and terms with zero helicity
q = 0, the azimuthal angle integration is trivial. For this reason all the contributions to the
P22 components in table 3 can be obtained from the list of K
(2) operators in the form of
cross-correlation integrals
Inm(k) =
[
K
]
n
(p,k − p) [K]
m
(p,k − p)PL(p)PL(k − p), (B.44)
which are also explicitly are given in table 4.. Note that the integral components are sym-
metric, i.e. Iij(k) = Iji(k). After we have exhausted the linear dependencies at the level of
the field operators, we explore the ones at the level of correlators. These are obtained, once
the integration over some of the variables is performed. First we list the dependencies in
the P22 type of integrals. These are structured into the contributions to the integrals Inm(k)
given in Eq. (B.44). Considering first the trace and helicity-0 contributions we can find one
dependence relation
28I12 − I22 + I23 − 2
√
6 (7I14 + 5I24 − 5I34) = 0. (B.45)
Higher helicity correlators exhibit similar dependencies after the azimuthal integration is
performed. Specifically, for helicity q = 1 the integration gives (e+.p)(e−.p)→ −12p2(1−µ2)
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and similarly for q = 2 we have (e+.p)2(e−.p)2 → 14p4(1− µ2)2. We get the dependencies:
2I22 − 2
√
6I24 + 3I44 − 18I66 = 0,
2I22 + 6I23 − 5
√
6I24 − 3
√
6I34 + 12I44 − 72I67 = 0,
I22 + 6I23 + 9I33 − 4
√
6I24 − 12
√
6I34 + 24I44 − 144I77 = 0. (B.46)
Once we have explored all the dependencies we can list explicit expressions of all the remain-
ing, independent, one-loop mode coupling correlators:
I11(k) =
(
k2(7k · p+ 3p2)− 10(k · p)2)2
196p4(k − p)4 PL(p)PL(k − p), (B.47)
I12(k) =
(k · p− p2)2 (k2(7k · p+ 3p2)− 10(k · p)2)
14p4(k − p)4 PL(p)PL(k − p),
I13(k) =
k2(7k · p+ 3p2)− 10(k · p)2
14p2(k − p)2 PL(p)PL(k − p),
I22(k) =
(k · p− p2)4
p4(k − p)4 PL(p)PL(k − p),
I23(k) =
(k · p− p2)2
p2(k − p)2 PL(p)PL(k − p),
I24(k) =
(k · p− p2)3 (k2(2k · p+ p2)− 3(k · p)2)√
6k2p4(k − p)4 PL(p)PL(k − p),
I33(k) = PL(p)PL(k − p),
I34(k) =
(k · p− p2) (k2(2k · p+ p2)− 3(k · p)2)√
6k2p2(k − p)2 PL(p)PL(k − p),
I44(k) =
(k · p− p2)2 (k2(2k · p+ p2)− 3(k · p)2)2
6k4p4(k − p)4 PL(p)PL(k − p),
I55(k) =
(k2 − 2k · p)2(k · p− p2)2 ((k · p)2 − k2p2)
4k2p4(k − p)4 PL(p)PL(k − p).
These contributions are shown in the left panel of figure 1 at z = 0. All Inm terms, except I11,
have ∼ k2 asymptotic functional dependence on large scales once the constant, UV sensitive,
part has been subtracted. The UV sensitive constant piece can always be subtracted the
large scale since this contributions can always be taken into account by the renormalised
stochastic operators. The matter I11 term starts with the asymptotic form ∼ k4, which is
a manifestation of the mass and momentum conservation. The dependent terms I14, I66,
I67 and I66 are given in figure 4. For comparison we also show the I55 on the same figure,
showing that it is relatively suppressed on the scales of interest k < 1Mpc/h.
All this contributions to the (22) correlators are the combined to terms that are con-
trolled by two trace, and three trace-free second order bias coefficients, that can be redefined
as
a ∈ {n, s} :
{
ba2,1, b
a
2,2
}
, where : ba2,1 = c
a
2,2 +
2
7c
a
2,1, b
a
2,2 = c
a
2,3 +
5
7c
a
2,1, (B.48)
g :
{
bg2,1, b
g
2,2, b
g
2,3
}
, where : bg2,1 = c
g
2,1 + c
g
2,2 + c
g
2,3, b
g
2,2 = c
g
2,3 +
20
7 c
g
2,1, b
g
2,3 = c
g
2,3.
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Figure 4: Linearly dependent mode coupling terms I14, I66, I67 and I66 shown at z = 0.
Dashed lines represent negative contributions while the solid ones are positive.
We next turn to (13) terms in table 3. Only helicity-0 terms (q = 0) are contributing to
this correlator. These are tr
[
K(3)
]
terms and Y
(0)∗
2 .K
(3) terms. Given the specific form of
the input vectors k, p and −p we have additional constraints and linear dependencies among
the contributing operators. For the trace term, we have five relations given in Eq. (B.68),
which leaves six independent terms in the tr
[
K(3)
]
term. The second helicity-0 contribution
Y
(0)∗
2 .K
(3) gives similar linear dependencies listed in Eq. (B.69). However, here eight terms
survive. These dependence relations can be used to reshuffle the bias coefficients leaving
only these independent k−dependent terms. Required bias combinations, multiplying these
surviving terms, are given in table 5.
All of these (13) contributions can exhibit UV sensitive and potentially divergent behav-
ior, and thus they need to be regularised and renormalised. We can isolate this UV sensitive
contributions by considering the leading terms when expanding in low k expansion. Looking
at the set of independent operators from table 5 from which we want to isolate the leading
UV part (
3
∫
p
K(3)(k,p,−p)PL(q)
)
UV
,
gives us(
3
∫
p
tr
{
Π[1],
(
Π[1]
)2
,Π[1] tr
[
Π[1]
]
,Π[1]Π[2],Π[1]
(
tr
[
Π[1]
])2
, (B.49)
Π[1] tr
[(
Π[1]
)2]}
(k,p,−p)PL(p)
)
UV
=⇒
k→0
{
0,
68
63
,
68
63
,
82
63
, 1,
5
9
}
σ2,
where σ2 =
∫
p
PL(p). We can now renormalise the linear bias coefficient c
s
1, in order to absorb
these UV contributions. Note that the first Π[1] operator does not have UV divergencies
of this kind, as expected given that it is precisely the dark matter contribution given by
the standard F (3) kernel. In order to perform this procedure we proclaim a linear bias cs1
parameter to be a ‘bare’ parameter, and to be in fact a sum of a finite part and a UV counter
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term part:
cs1 =
(
cs1
)
fin.
+
(
cs1
)
UV
. (B.50)
The UV counter term can be set to precisely cancel the contributions obtained in Eq. (B.49)
above. After this renormalisation procedure, only three operators contributing to the tr
[
K(3)
]
kernel survive
tr
[{
Π[1],
(
Π[1]
)2
, Π[1]Π[2]
}]
fin.
. (B.51)
However, after the renormalisation we have a further degeneracy in last two operators
tr
[(
Π[1]
)2 −Π[1]Π[2]]
fin.
= 0. (B.52)
Using this degeneracy to eliminate one of them, we end up with two independent trace
operators
tr
[{
Π[1],
(
Π[1]
)2}]
fin.
. (B.53)
Since Π[1] operator multiplies the renormalised linear bias
(
cs1
)
fin.
, this means that we have
only one independent third order bias parameter at one-loop order. This result agrees with
one-loop power spectrum result obtained for the number density of bias tracers (see e.g.
[66, 77].
As we did for the mode coupling (22) integral Inm, it is also useful to introduce integrals
for the (13) contribution
Jn(k) = 3
[
K(3)
]
n
(k,p,−p)PL(p). (B.54)
In total Jn has three independent components, only two of which contribute to the trace
tr
[
K(3)
]
part, as we noted above. The third one is contributing only to the trace-free
helicity-0 part Y
(0)∗
2 .K
(3), which will be shown shortly. For the first two components we can
write explicitly
J1(k) =
f1(k, p) + g1(k, p)(k · p)2 + h1(k, p)(k · p)4
42k2p4
(
(k2 + p2)2 − 4(k · p)2
) PL(k)PL(p),
J2(k) =
f2(k, p) + g2(k, p)(k · p)2 + h2(k, p)(k · p)4
21k2p4
(
(k2 + p2)2 − 4(k · p)2
) PL(k)PL(p), (B.55)
where we introduced functions
f1(k, p) = 10k
4p4
(
k2 + p2
)
, f2(k, p) = −4k2p4
(
k2 + p2
) (
17k2 + 2p2
)
,
g1(k, p) = −
(
21k6 + 44k4p2 + 59k2p4
)
, g2(k, p) = 8
(
18k4p2 + 25k2p4 + 3p6
)
,
h1(k, p) = 4
(
19k2 + 7p2
)
, h2(k, p) = −12
(
5k2 + 13p2
)
.
These components thus contribute to both tr
[
K(3)
]
and Y
(0)∗
2 .K
(3) terms.
Next we look at the Y
(0)∗
2 .K
(3) term. Following a similar procedure as earlier we have(
3
∫
p
Y
(0)∗
2 .
{
Π[1],
(
Π[1]
)2
,Π[1] tr
[
Π[1]
]
,Π[1]Π[2],Π[2] tr
[
Π[1]
]
,
(
Π[1]
)2
tr
[
Π[1]
]
, (B.56)
Π[1]
(
tr
[
Π[1]
])2
,Π[1] tr
[(
Π[1]
)2]}(3)
(k,p,−p)PL(p)
)
UV
=⇒
k→0
{
0,
58
105
,
58
105
,
128
105
,
10
21
,
2
3
, 1,
19
15
}√
2
3
σ2,
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Table 5: One-loop helicity-0 contributions to tr
[
K
(3)
s
]
and Y
(0)∗
2 .K
(3)
s .
Op. tr
[
K(3)
]
Y
(0)∗
2 .K
(3)
Π[1] cs1 c
g
1(
Π[1]
)2
cs2,2 c
g
2,2
Π[1] tr
[
Π[1]
]
cs2,3 c
g
2,3
Π[1]Π[2] cs3,3 +
2
15c
s
2,1 +
1
15c
s
3,1 c
g
3,3 − 2815cg2,1 − 7330cg3,1
Π[2] tr
[
Π[1]
]
0 cg3,4 +
8
3c
g
2,1 +
10
3 c
g
3,1(
Π[1]
)2
tr
[
Π[1]
]
0 cg3,5 + c
g
3,2 +
46
15c
g
2,1 +
38
15c
g
3,1
Π[1]
(
tr
[
Π[1]
])2
cs3,6 − 12cs3,2 + 57cs3,4 + 44105cs2,1 + 62105cs3,1 cg3,6 + 12cg3,2 + 101105cg2,1 + 58105cg3,1
Π[1] tr
[(
Π[1]
)2]
cs3,7 + c
s
3,5 +
3
2c
s
3,2 +
2
7c
s
3,4 +
68
105c
s
2,1 +
64
105c
s
3,1 c
g
3,7 − 12cg3,2 − 5735cg2,1 − 23105cg3,1
which after the renormalisation yields five surviving terms
Y
(0)∗
2 .
[{
Π[1],
(
Π[1]
)2
, Π[1] tr
[
Π[1]
]
, Π[1]Π[2], Π[2] tr
[
Π[1]
]}]
fin.
. (B.57)
These, however, are again not independent and we have additional redundancies
Y
(0)∗
2 .
[(
Π[1]
)2 −Π[1]Π[2]]
fin.
= 0,
Y
(0)∗
2 .
[
Π[1] tr
[
Π[1]
]−Π[2] tr [Π[1]]]
fin.
= 0. (B.58)
Moreover, we can also explore the possible dependencies among residual terms in the trace
and trace-free basis for the K(3) kernel. We find the following additional dependencies
N0 Y
(0)∗
2 .
[
Π[1]
]
fin.
− tr
[
Π[1]
]
fin.
= 0
4N0 Y
(0)∗
2 .
[
Π[1] tr
[
Π[1]
]− (Π[1])2]
fin.
+ tr
[(
Π[1]
)2]
fin.
= 0, (B.59)
where N0 =
√
3/2 is the normalization of the Y
(0)
2 tensor basis vector. Note that when
considering the constraints above we take into account the integration over kˆ · qˆ angle,
otherwise trivial angle dependent remainders might make integrand functions not strictly
degenerate. For the Y
(0)∗
2 .K
(3) we obtain three independent contributions{
tr
[
Π[1]
]
fin.
, tr
[(
Π[1]
)2]
fin.
, N0Y
(0)∗
2 .
[(
Π[1]
)2]
fin.
}
. (B.60)
In contrast to the case of trace above, no further degeneracies appear here and thus all of these
operators are indeed independent. Thus, besides the two independent terms in Eq. (B.55),
we have an additional independent term, and thus one additional bias parameter. This third
component is
J3(k) =
f3(k, p) + g3(k, p)(k · p)2 + h3(k, p)(k · p)4 + w3(k, p)(k · p)6
105k2p4
(
(k2 + p2)2 − 4(k · p)2
) PL(k)PL(p), (B.61)
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where
f3(k, p) = −2k4p4
(
k2 + p2
) (
29k2 + 104p2
)
, (B.62)
g3(k, p) = 405k
6p2 + 1042k4p4 + 705k2p6,
h3(k, p) = 15
(
k4 − 76k2p2 − 9p4) ,
w3(k, p) = −360.
The third J3 term contributes only to the Y
(0)∗
2 .K
(3) integral.
B.2 Degeneracy of the bias operators
By construction all the operators summarised in table 2 are independent, but the trace
components are not. We give the linear dependence relations here for these trace components.
For any pair of vectors p1, p2, at second order we have
tr
[
7 Π
[2]
ij − 2
(
Π[1]
)2
ij
− 5 Π[1]ij tr
[
Π[1]
](2)
= 0, (B.63)
and at third order, for any set of p1, p2 and p3 we have
tr
[(
Π[1]
)2
ij
tr
[
Π[1]
]−Π[1]ij tr [(Π[1])2]](3) = 0, (B.64)
tr
[
7 Π
[2]
ij tr
[
Π[1]
]− 2 Π[1]ij tr [(Π[1])2]− 5 Π[1]ij ( tr [Π[1]])2
](3)
= 0,
tr
[
90 Π
[3]
ij + 45 Π
[2]
ij − 12
[
Π[1]Π[2]
]
ij
− 16 (Π[1])3
ij
− 60 Π[1]ij tr
[(
Π[1]
)2]
−80 Π[1]ij
(
tr
[
Π[1]
])2](3)
= 0,
tr
[
2205 Π
[2]
ij + 336
[
Π[1]Π[2]
]
ij
− 392 (Π[1])3
ij
− 630 (Π[1])2
ij
− 1575 Π[1]ij tr
[
Π[1]
]
−570 Π[1]ij tr
[(
Π[1]
)2]
+ 290 Π
[1]
ij
(
tr
[
Π[1]
])2](3)
= 0.
Note that the second dependence relation above (in the third order) is the direct consequence
of the trace linear dependence at the second order.
If we pick the pair of vectors to be p, and k − p we can get another operator relation
by projecting onto Y
(0)∗
2 (k) basis function
Y
(0)∗
2 (k).
[
7 Π[2](p,k − p) + 13 (Π[1])2(p,k − p)− 20 Π[1] tr [Π[1]](p,k − p)](2) = 0,
(B.65)
as well as mixed linear dependence relations between the two projections
tr
[
Π[1]
](2)
(p,k − p)−N0
(
Y
(0)∗
2 (k).
[
Π[1]
](2))
(p,k − p) = 0, (B.66)
tr
[(
Π[1]
)2 −Π[1] tr [Π[1]]](2) (p,k − p)
−4N0
(
Y
(0)∗
2 (k).
[(
Π[1]
)2 −Π[1] tr [Π[1]]](2)) (p,k − p) = 0.
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Next we turn to the higher helicity projections Y
(1)∗
2 (k) and Y
(2)∗
2 (k). Since theΠ
[1] operator
is orthogonal to both of these higher helicity basis projections we have
Y
(1)∗
2 (k).
[
Π[2]
](2)
(p,k − p) = Y (1)∗2 (k).
[(
Π[1]
)2](2)
(p,k − p) (B.67)
= Y
(1)∗
2 (k).
[
Π[1] tr
[
Π[1]
]](2)
(p,k − p),
Y
(2)∗
2 (k).
[
Π[2]
](2)
(p,k − p) = Y (2)∗2 (k).
[(
Π[1]
)2](2)
(p,k − p).
Next we list similar constraints for the third order kernels, with kernel input vectors k,
p, −p. We need to consider only the helicity-0 contributions given that at one-loop level
only tr
[
K(3)
]
and Y
(0)∗
2 .K
(3) terms contribute. Trace gives five such operator dependence
relations
0 = tr
[(
Π[1]
)2
tr
[
Π[1]
]−Π[1] tr [(Π[1])2]](3) (k,p,−p), (B.68)
0 = tr
[
7 Π[2] tr
[
Π[1]
]− 2 Π[1] tr [(Π[1])2]− 5 Π[1]( tr [Π[1]])2](3) (k,p,−p),
0 = tr
[
105 Π[3] − 7
(
Π[1]Π[2]
)
− 64 Π[1] tr
[(
Π[1]
)2]− 62 Π[1]( tr [Π[1]])2](3) (k,p,−p),
0 = tr
[
105 Π[2] − 14
(
Π[1]Π[2]
)
− 68 Π[1] tr
[(
Π[1]
)2]− 44 Π[1]( tr [Π[1]])2](3) (k,p,−p),
0 = tr
[
2
(
Π[1]
)3 − 3 Π[1] tr [(Π[1])2]+Π[1]( tr [Π[1]])2](3) (k,p,−p).
This thus leaves six independent operators in the tr
[
K(3)
]
term. When contracting with
Y
(0)∗
2 there are three similar constraints
0 = Y
(0)∗
2 .
[
210 Π[3] + 511
(
Π[1]Π[2]
)
− 532(Π[1])2 tr [Π[1]]− 700 Π[2] tr [Π[1]] (B.69)
− 116 Π[1] tr
[(
Π[1]
)2]
+ 46 Π[1]
(
tr
[
Π[1]
])2](3)
(k,p,−p),
0 = Y
(0)∗
2 .
[
105 Π[2] + 196
(
Π[1]Π[2]
)
− 322(Π[1])2 tr [Π[1]]− 280 Π[2] tr [Π[1]]
− 101 Π[1] tr
[(
Π[1]
)2]
+ 171 Π[1]
(
tr
[
Π[1]
])2](3)
(k,p,−p),
0 = Y
(0)∗
2 .
[
2
(
Π[1]
)3 − 2(Π[1])2 tr [Π[1]]−Π[1] tr [(Π[1])2]+Π[1]( tr [Π[1]])2](3)(k,p,−p),
leaving eight operators surviving in the Y
(0)∗
2 .K
(3) term.
B.3 Bias expansion of the tree-level bispectrum
We apply the decomposition to the PT tree-level results. In order to do this we have to
expand one of the fields to the second order. This gives the general expression
Bαβγ,treeijklrs (k1,k2,k3) = 2K
(1)
ij,α(k1)K
(1)
kl,β(k2)K
(2)
rs,γ(k1,k2)PL(k1)PL(k2) + 2 cycle, (B.70)
where the α, β and γ label three, in principle different, generic biased tracers. Since the linear
kernel K
(1)
ij has only helicity-0 components, and given that at tree-level at least two linear
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kernels contribute to each correlator, the decomposition in Eq. (4.29) reduces to a much less
general form, and nonzero helicity contributions only appear in terms with the second order
shear fields. Projecting out kernels for each of the rotational symmetry components we get
B
αβγ,(0,0,0)
000 (k1,k2,k3) = 2b
(α)
1 b
(β)
1 tr
[
K(2)γ (k1,k2)
]
PL(k1)PL(k2) + 2 cycle, (B.71)
B
αβγ,(0,0,m)
002 (k1,k2,k3) = 2b
(α)
1 b
(β)
1 Y
(m)∗
2
(
kˆ3
)
.K(2)γ (k1,k2)PL(k1)PL(k2)
+ 2δ˜K0,mb
(γ)
1
(
b
(α)
1 tr
[
K
(2)
β (k1,k3)
]
PL(k1)
+ b
(β)
1 tr
[
K(2)α (k2,k3)
]
PL(k2)
)
PL(k3),
B
αβγ,(0,m2,m3)
022 (k1,k2,k3) = 2δ˜
K
0,m2b
(α)
1 b
(β)
1 Y
(m3)∗
2
(
kˆ3
)
.K(2)γ (k1,k2)PL(k1)PL(k2)
+ 2δ˜K0,m3b
(α)
1 b
(γ)
1 Y
(m2)∗
2
(
kˆ2
)
.K
(2)
β (k1,k3)PL(k1)PL(k3)
+ 2δ˜K0,m2 δ˜
K
0,m3b
(β)
1 b
(γ)
1 tr
[
K(2)α (k2,k3)
]
PL(k2)PL(k3),
B
αβγ,(m1,m2,m3)
222 (k1,k2,k3) = 2δ˜
K
0,m1 δ˜
K
0,m2b
(α)
1 b
(β)
1 Y
(m3)∗
2
(
kˆ3
)
.K(2)γ (k1,k2)PL(k1)PL(k2) + 2 cycle,
where we used our normalised Kronecker delta δ˜Kn,m = N
−1
0 δ
K
n,m. Notice that there is no
integration over the ki, as these are the external wavenumbers. For the (022) and (222)
bispectra, higher helicity modes, where at least two mi are different from zero can not be
obtained at tree-level PT and arise only at higher order contributions. Indeed, at the tree-
level only four distinct terms are present, and these can be constructed using two basic
functional forms. We can thus introduce the shorthand for these components
Fαβγ,(0)0 (k1,k2) ≡ 2b(α)1 b(β)1 tr
[
K(2)γ (k1,k2)
]
PL(k1)PL(k2),
Fαβγ,(m)2 (k1,k2) ≡ 2b(α)1 b(β)1 Y (m)∗2
(
kˆ3
)
.K(2)γ (k1,k2)PL(k1)PL(k2), (B.72)
where the kernels for the Fαβγ,(0)0 are readily given as in Eq. (B.38) and we can write
tr
[
K(2)(k1,k2)
]
= bs1 tr
[
Π[1]
](2)
(k1,k2)+b
s
2,1 tr
[(
Π[1]
)2](2)
(k1,k2)+b
s
2,2
[(
tr[Π[1]]
)2](2)
(k1,k2).
(B.73)
However, for the Fαβγ,(m)2 we do not use the Eq. (B.41), since the projection is now relative
to the Y
(0)
2 of the k3 mode, not present in the kernels. We have
Y
(m)∗
2 (k3).K
(2)(k1,k2) = c
g
1Y
(m)∗
2 (k3).
[
Π[1]
](2)
(k1,k2) + c
g
2,1Y
(m)∗
2 (k3).
[
Π[2]
](2)
(k1,k2)
+ cg2,3Y
(m)∗
2 (k3).
[
Π[1] tr
[
Π[1]
]](2)
(k1,k2)
+ cg2,2Y
(m)∗
2 (k3).
[(
Π[1]
)2](2)
(k1,k2), (B.74)
where the bias relation in two basis are given in Eq. (B.48). However note that since we
do not expect any a priori relation between shear and size bias coefficients we can use the
notation cg → bg for any of the above biases, as long as this is consistently performed also in
the one-loop power spectrum. All the bispectra can now be built by cycling over variables of
– 64 –
these kernels to obtain the results
B
αβγ,(0)
000 (k1,k2,k3) = Fαβγ,(0)0 (k1,k2) + Fβγα,(0)0 (k2,k3) + Fγαβ,(0)0 (k3,k1), (B.75)
B
αβγ,(m)
002 (k1,k2,k3) = Fαβγ,(m)2 (k1,k2) + δ˜K0,mFβγα,(0)0 (k2,k3) + δ˜K0,mFγαβ,(0)0 (k3,k1),
B
αβγ,(m2,m3)
022 (k1,k2,k3) = δ˜
K
0,m2F
αβγ,(m3)
2 (k1,k2) + δ˜
K
0,m2 δ˜
K
0,m3F
βγα,(0)
0 (k2,k3)
+ δ˜K0,m3F
γαβ,(m2)
2 (k3,k1),
B
αβγ,(m1,m2,m3)
222 (k1,k2,k3) = δ˜
K
0,m1 δ˜
K
0,m2F
αβγ,(m3)
2 (k1,k2) + δ˜
K
0,m1 δ˜
K
0,m3F
βγα,(m2)
2 (k2,k3)
+ δ˜K0,m2 δ˜
K
0,m3F
γαβ,(m1)
2 (k3,k1).
C Bias renormalisation for tensor fields
In section 3.1 we introduced the perturbative expansion of the tensorial fields and we asserted
that trace and trace-free parts of the tensor field require separate counterterms (i.e. bias co-
efficients). In this section, we show how this property naturally follows from the requirement
that our PT expansion should be closed under the renormalisation. First, we decompose the
biased tracer field into trace and trace-free parts:
Sij(x) = δ
K
ijS(x) + gij(x). (C.1)
Considering that the trace S part is a scalar under 3D rotations, its general bias expansion
is given by the standard set of terms that appear in the expansion of the galaxy density (see
Eq. (2.13)). This expansion is closed under renormalisation. That is, if gij vanishes then the
statistics of the tracer S are all consistently described by the correlators (with UV-sensitive
parts removed) involving the operators appearing in the scalar bias expansion, multiplied by
renormalised bias parameters.
When we consider the trace-free part gij , the corresponding bias expansion is given in
Eq. (2.20). The conjecture is that the latter bias expansion is also closed under renormalisa-
tion. This follows from the fact that all local gravitational observables can (at fixed order in
perturbation theory) be written as combinations of theΠ[n] operators. Eq. (2.20) contains all
these combinations, with their trace subtracted. As an example, showing that counter-terms
again come from the same list of bias operators, consider the following one-loop contribution:〈
δ(k′)TF
[(
Π[1]Π[1]Π[1]
)
ij
(k)
]〉′
= δDk−p123〈δ(k′)δ(p1)δ(p2)δ(p3)〉′ (C.2)
×
[
pi1p
j
3(p1 · p2)(p3 · p2)
p21p
2
2p
2
3
− 1
3
δij
(p1 · p2)(p1 · p3)(p3 · p2)
p21p
2
2p
2
3
]
.
One sees that this loop integral becomes〈
δ(k′)TF
[(
Π[1]Π[1]Π[1]
)
ij
(k)
]〉′
∝
[
kikj
k2
− 1
3
δKij
]
PL(k)σ
2 . (C.3)
This is absorbed by a counter term to the cubic operator given by ∝ σ2 TF[Π[1]ij ], or equiva-
lently by a contribution ∝ cTF[Π3]σ2 to the renormalised bias coefficient of TF[Π[1]ij ], the first
operator in Eq. (2.20).
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Thus, trace and trace-free part can be consistently treated within their respective com-
plete bias expansions. However, this does not imply that the bias coefficients of the trace-free
parts are the same as the corresponding trace part. Indeed, the fact that the UV parts of the
trace and trace-free components of the correlators involve two different eigenvalues implies
that we have to allow for different bias parameters multiplying the trace and trace-free parts
of a symmetric tensor tracerΠ. If we do, then the respective bias parameters can consistently
absorb the UV-dependent pieces. The fact that we need these different bias parameters was
perhaps not immediately obvious. However, the trace and trace-free parts clearly transform
differently under rotations, which leads to different structures in the correlation functions,
e.g. in the power spectrum
δKij vs
kikj
k2
− 1
3
δKij . (C.4)
The preferred direction provided by k then requires one to allow for separate bias parameters
for trace and trace-free parts.
As proof of the fact that different counter terms are needed for trace and trace-free
part, let us consider a toy quadratic biasing model for the rank two tensor field. We start
by assuming the opposite claim, i.e. that bias expansion of the tensor field is given by the
single parameter for both the trace and trace-free parts. This gives us the expansion
Sij(r) = c1Π
[1]
ij (r) + c2
(
Π[1](r)
)2
ij
. (C.5)
The simplest two-point function we can consider is the correlation with the linear density
〈δL(k1)Sij(k2)〉 = c1
〈
δL(k1)Π
[1]
ij (k2)
〉
+ c2
〈
δL(k1)
(
Π[1]
)2
ij
(k2)
〉
. (C.6)
If we look just at the second contribution above, we get
2PL(k)
p.(k − p)
p2(k − p)2 p{i(k − p)j}F2(k,−p)PL(p) (C.7)
∼ 1
105

94 0 00 94 0
0 0 152

σ2PL(k), as k → 0,
where we have set the coordinate frame so that k is along the z axis and we introduced
σ2 =
∫
p
PL(p). It is evident from the structure of the matrix that the trace and trace-free
components require different renormalisation contributions. If we are interested just in the
trace we get the usual 68/21σ2PL(k) contribution which simply renormalises the linear bias.
Indeed we get the standard renormalisation scheme (with several standard terms omitted,
due to the fact that we study the simplified toy bias model from Eq. (C.5))
cs1 → cs1 + cs2
68
21
σ2. (C.8)
However, we can see that the trace-free component requires a different scheme implying that
our initial assumption, used in Eq. (C.5), of the sufficiency of a single bias parameter set for
trace and trace-free components was incorrect. This thus proves that we need two different
bias parameter sets, as was initially claimed.
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