Gaussian estimates for fundamental solutions to certain parabolic systems by Hofmann, S. & Kim, S.
Publ. Mat. 48 (2004), 481–496
GAUSSIAN ESTIMATES FOR FUNDAMENTAL
SOLUTIONS TO CERTAIN PARABOLIC SYSTEMS
Steve Hofmann and Seick Kim
Abstract
Auscher proved Gaussian upper bound estimates for the funda-
mental solutions to parabolic equations with complex coefficients
in the case when coefficients are time-independent and a small per-
turbation of real coefficients. We prove the equivalence between
the local boundedness property of solutions to a parabolic system
and a Gaussian upper bound for its fundamental matrix. As a
consequence, we extend Auscher’s result to the time dependent
case.
1. Introduction and Main result
Consider N ×N system of equations
(1.1) Dtu
i −
N∑
j=1
n∑
α,β=1
Dxα(A
αβ
ij (x, t)Dxβu
j) = 0 (i = 1, . . . , N).
Here t is a real number and x = (x1, . . . , xn) ∈ Rn. For each α, β =
1, . . . , n, we shall denote by Aαβ(x, t) an N×N matrix with (i, j) entries
of Aαβij (x, t).
It is convenient to write the system (1.1) in a vector form.
(1.2) Lu := ut −
n∑
α,β=1
Dα(A
αβ(x, t)Dβu) = 0,
where u = (u1, . . . , uN)T . We will make frequent use of a shorthand
notation
(1.3)
〈
Aαβ(x, t)ξβ ,ηα
〉
:=
n∑
α,β=1
N∑
i,j=1
Aαβij (x, t)ξ
j
βη
i
α,
where ξβ = (ξ
1
β , . . . , ξ
N
β )
T and ηα = (η
1
α, . . . , η
N
α )
T for α, β = 1, . . . , n.
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We assume that the system (1.1) is strongly parabolic; i.e., there is a
number ν > 0 such that
(1.4) ν |ξ|2 ≤
〈
Aαβ(x, t)ξβ , ξα
〉
.
Here, we used the notation
|ξ|2 :=
n∑
α=1
|ξα|2 =
n∑
α=1
N∑
i=1
(ξiα)
2.
We also assume that there is a number M > 0 such that
(1.5)
∣∣∣〈Aαβ(x, t)ξβ ,ηα〉∣∣∣ ≤M |ξ| |η| .
In this article, we study fundamental solutions of the systems of
equations (1.2). By a fundamental solution (or a fundamental ma-
trix) Γ(x, t; y, s) to the system (1.2) we mean an N ×N matrix of func-
tions defined for t > s which, as a function of (x, t), satisfies (1.2) (i.e.,
each column is a solution of (1.2)), and is such that
(1.6) lim
t↓s
∫
Rn
Γ(x, t; y, s)f(y) dy = f(x)
for any bounded continuous function f = (f 1, . . . , fN)T .
The adjoint system of (1.2) is given by
(1.7) L∗v := vt +
n∑
α,β=1
Dα(
∗Aαβ(x, t)Dβv) = 0,
where ∗Aαβ = (Aβα)T , i.e., the transpose of Aβα. Note that
(1.8)
∫∫
Lu · v + u · L∗v = 0.
For X = (x, t) ∈ Rn+1 and r > 0 we denote
Qr(X) := Br(x) × (t− r2, t),(1.9)
Q∗r(X) := Br(x) × (t, t+ r2).(1.10)
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Definition 1.1. We say that the operators L and L∗ satisfy the local
boundedness properties if there exists a constant B independent of r
and Y such that for any u satisfying the system (1.2) in Q2r(Y ) and
any v satisfying the adjoint system (1.7) in Q∗2r(Y ) the following local
boundedness properties hold:
sup
Qr(Y )
|u| ≤ B
[
1
|Q2r(Y )|
∫
Q2r(Y )
|u|2
]1/2
,(1.11)
sup
Q∗r(Y )
|v| ≤ B
[
1
|Q∗2r(Y )|
∫
Q∗2r(Y )
|v|2
]1/2
.(1.12)
In the next theorem, we make the qualitative assumption that the co-
efficients Aαβij (x, t) are smooth; however we emphasize that all qualitative
estimates are only allowed to depend on the dimension n, parabolicity
constants ν, M and the local boundedness constant B as appears in
Definition 1.1.
Theorem 1.1. Suppose that L and L∗ satisfies the local boundedness
properties. Then, the fundamental solution Γ(x, t; y, s) has an upper
bound
(1.13) |Γ(x, t; y, s)| ≤ K0(t− s)−n/2 exp
{
−k0 |x− y|
2
t− s
}
,
where |Γ(x, t; y, s)| denotes the operator norm of fundamental matrix
Γ(x, t; y, s). Here, K0 = K0(n, ν,M,B) and k0 = k0(ν,M).
Proof: We follow a technique as appears in [5], which is based on a
method introduced by E. B. Davies in [3], [4]. Let ψ be a Lipschitz
function such that |∇ψ| ≤ γ with γ ≥ 0 to be determined later.
Let SN (Rn) denote a function space whose elements are N × 1 col-
umn vectors of functions from Schwartz test function space. Define an
operator Pψs→t on SN (Rn) for t > s by setting
(1.14) Pψs→tf (x) = exp(ψ(x))
∫
Rn
Γ(x, t; y, s) exp(−ψ(y))f (y) dy
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for f ∈ SN (Rn). Then, u(x, t) = e−ψ(x)Pψs→tf(x) satisfies (1.2).
d
dt
‖Pψs→tf‖2L2(Rn) =
d
dt
∫
Rn
e2ψ(x) |u(x, t)|2 dx
= 2
∫
e2ψu · ut
= 2
∫
e2ψu ·Dα(AαβDβu)
= −2
∫ 〈
AαβDβu, Dα(e
2ψu)
〉
= −2
∫
e2ψ
〈
AαβDβu, Dαu
〉
− 4
∫
e2ψ
〈
AαβDβu, Dαψu
〉
≤ −2ν
∫
e2ψ |Du|2 + 4Mγ
∫
eψ |Du| eψ |u|
≤ 2M
2
ν
γ2
∫
e2ψ |u|2 = 2M
2
ν
γ2‖Pψs→tf‖2L2(Rn).
Since limt↓s P
ψ
s→tf(x) = f(x), the above differential inequality implies
(1.15) ‖Pψs→tf‖L2(Rn) ≤ eκγ
2(t−s) ‖f‖L2(Rn) , where κ = M2/ν.
The adjoint of Pψs→t is given by
(1.16) (Pψs→t)
∗g(y) = exp(−ψ(y))
∫
Rn
Γ∗(y, s;x, t) exp(ψ(x))g(x) dx,
where
(1.17) Γ∗(y, s;x, t) = Γ(x, t; y, s)T .
Note that Γ∗(y, s;x, t) is the fundamental solution to the adjoint sys-
tem (1.7) (eee e.g. [6, Chapter 9]). In particular, v(y,s) :=eψ(y)(Pψs→t)
∗g(y)
satisfies (1.7).
A similar computation shows
(1.18) ‖(Pψs→t)∗g‖L2(Rn) ≤ eκγ
2(t−s) ‖g‖L2(Rn) .
In particular, by setting ψ ≡ 0 so that γ = 0, we have
(1.19) ‖P 0s→tf‖L2(Rn) ≤ ‖f‖L2(Rn)
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and
(1.20) ‖(P 0s→t)∗g‖L2(Rn) ≤ ‖g‖L2(Rn) .
By setting u(x, t) := P 0s→tf(x) and using property (1.11) with Y = (x, t)
and r =
√
t− s/2 we obtain
|u(x, t)|2 ≤ B
2
ωn(t− s)1+n/2
∫ t
s
∫
B√t−s(x)
|u(y, τ)|2 dy dτ
≤ B
2
ωn(t− s)n/2 ‖f‖
2
L2(Rn).
Here, ωn denotes the volume of unit ball |B1| in Rn. We have thus
derived the following L2 → L∞ estimate for P 0s→t,
(1.21) ‖P 0s→tf‖L∞(Rn) ≤ N0(t− s)−n/4 ‖f‖L2(Rn) , N0 =
√
B2/ωn
and similarly for (P 0s→t)
∗
(1.22) ‖(P 0s→t)∗f‖L∞ ≤ N0(t− s)−n/4 ‖f‖L2 .
In the case when γ > 0, i.e., ψ 6≡ const., we set u(x, t) := e−ψ(x)Pψs→tf(x)
and carry out a similar estimate to get
e−2ψ(x)|Pψs→tf(x)|2 = |u(x, t)|2
≤ B
2
ωn(t−s)1+n/2
∫ t
s
∫
B√t−s(x)
|u(y, τ)|2 dy dτ
≤ B
2
ωn(t−s)1+n/2
∫ t
s
∫
B√t−s(x)
e−2ψ(y)|Pψs→τf(y)|2 dy dτ.
Hence
|Pψs→tf (x)|2 ≤
B2
ωn(t− s)1+n/2
∫ t
s
∫
B√t−s(x)
e2ψ(x)−2ψ(y)|Pψs→τf(y)|2 dy dτ
≤ B
2
ωn(t− s)1+n/2
∫ t
s
∫
B√t−s(x)
e2γ
√
t−s ∣∣Pψs→τf (y)∣∣2 dy dτ
≤ B
2e2γ
√
t−s
ωn(t− s)1+n/2
∫ t
s
e2κγ
2(τ−s) ‖f‖2L2(Rn) dτ
≤ B
2e2γ
√
t−s
ωn(t− s)1+n/2
e2κγ
2(t−s)
2κγ2
‖f‖2L2(Rn) .
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Hence, the following L2 → L∞ estimate for Pψs→t follows for γ > 0.
(1.23) ‖Pψs→tf‖L∞ ≤ N1
exp{γ√t− s+ κγ2(t− s)}
γ(t− s)1/2+n/4 ‖f‖L2 ,
where N1 =
√
B2/2ωnκ. By a similar argument, we also have
(1.24) ‖(Pψs→t)∗g‖L∞ ≤ N1
exp{γ√t− s+ κγ2(t− s)}
γ(t− s)1/2+n/4 ‖g‖L2 .
By duality, (1.22) and (1.24) imply L1 → L2 estimates
‖P 0s→tf‖L2 ≤ N0(t− s)−n/4 ‖f‖L1 ,(1.25)
‖Pψs→tf‖L2 ≤ N1
exp{γ√t− s+ κγ2(t− s)}
γ(t− s)1/2+n/4 ‖f‖L1 .(1.26)
Now, let r = (s+ t)/2. Observe that
(1.27) Pψs→t = P
ψ
r→t ◦ Pψs→r.
By noting that t− r = r− s = (t− s)/2, we have the following L1→L∞
estimates:
‖P 0s→tf‖L∞ ≤ A0(t− s)−n/2 ‖f‖L1 ,(1.28)
‖Pψs→tf‖L∞ ≤ A1
exp{γ
√
2(t− s) + κγ2(t− s)}
γ2(t− s)1+n/2 ‖f‖L1(Rn) ,(1.29)
where A0 = 2
n/2N20 and A1 = 2
1+n/2N21 .
For fixed x, y ∈ Rn (x 6= y), the above estimate (1.29) implies
(1.30) eψ(x)−ψ(y)|Γ(x, t; y, s)| ≤ A1 exp{γ
√
2(t− s) + κγ2(t− s)}
γ2(t− s)1+n/2 .
Let ψ(z) = γ |z − y|. Then ψ is Lipschitz function with |∇ψ| ≤ γ. With
this choice of ψ, it follows from (1.30)
(1.31) |Γ(x, t; y, s)| ≤ A1 exp(γ
√
2(t− s) + κγ2(t− s)− γ |x− y|)
γ2(t− s)1+n/2 .
Now if we set γ = |x− y| /2κ(t− s) and ξ = |x− y| /√t− s,
(1.32) |Γ(x, t; y, s)| ≤ 4A1κ
2
(t− s)n/2
exp(ξ/
√
2κ− ξ2/4κ)
ξ2
.
On the other hand, (1.28) gives an upper bound for |Γ(x, t; y, s)| inde-
pendent of x and y,
(1.33) |Γ(x, t; y, s)| ≤ A0(t− s)−n/2.
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Combining (1.32) and (1.33) together,
(1.34) |Γ(x, t; y, s)| ≤ 2
n/2B2
ωn(t− s)n/2 min
(
1, 4κ
exp(ξ/
√
2κ− ξ2/4κ)
ξ2
)
.
Choose R = R(κ) = R(M2/ν) so that
exp(ξ/
√
2κ− ξ2/4κ)
ξ2
≤ 1
4κ
exp(−ξ2/8κ), ∀ ξ > R.
Now set k0 =1/8κ = M
2/8ν and andK0 = (2
n/2B2/ωn) exp(M
2R2/8ν).
Then, we have the desired estimate (1.13). The proof is complete.
Remark 1.1. If Aαβij is symmetric, i.e., if A
αβ
ij = A
βα
ji , then the local
boundedness property (1.12) for L∗ follows from the local boundedness
property (1.11) for L.
To see this, let v be a solution to L∗v = 0 in Q∗2r(Y ) and denote
Y ∗ = (y,−s). Since ∗Aαβ = Aαβ , u˜(x, t) := v(x,−t) satisfies Lu˜ = 0
in Q2r(Y
∗) and thus satisfies (1.11) by the assumption. Therefore v
satisfies (1.12).
The following theorem is the converse of Theorem 1.1. Here, we
also make the qualitative assumption that the coefficients Aαβij (x, t) are
smooth.
Theorem 1.2. Assume that the fundamental solution Γ has an upper
bound (1.13). Then, any solution u to (1.2) in Q4R = Q4R(x0, t0) sat-
isfies the local boundedness property
(1.35) sup
QR
|u| ≤ B
[
1
|Q4R|
∫
Q4R
|u|2
]1/2
,
with B = B(n,N, k0,K0, ν,M).
Proof: Let ζ be a smooth cut-off function such that ζ ≡ 1 on Q2R,
ζ ≡ 0 outside Q3R, |ζt| ≤ 4R2 , and |∇xζ| ≤ 2R . Then v := ζu satisfies
(1.36) vt−Dα(AαβDβv) = ζtu−Dα(AαβDβζu)−AαβDαζDβu =: f .
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We extend Γ(x, t; y, s) ≡ 0 for t < s. Let X = (x, t) ∈ QR be fixed
and denote ΓX(y, s) = Γ(x, t; y, s). By Duhamel’s principle (see e.g. [6,
Chapter 9]), we get from (1.36)
u(x, t) =
∫ t
−∞
∫
Rn
Γ(x, t; y, s)f (y, s) dy ds
=
∫∫
s<t
ΓXζsu−
∫∫
s<t
ΓXDα(A
αDβζu)−
∫∫
s<t
ΓXAαβDαζDβu
=: I + II + III.
Denote Q = (Q3R \Q2R) ∩ {s < t}. We estimate
(1.37) |I | ≤ 4
R2
(∫
Q
|Γ(x, t; y, s)|2 dy ds
)1/2(∫
Q4R
|u|2
)1/2
.
Note that we have localized energy inequality (see e.g. [11])∫
Q3R
|Du|2 ≤ N0
R2
∫
Q4R
|u|2 ,
where N0 = N0(ν,M). Using this we estimate
|III | ≤ 2M
R
(∫
Q
|Γ(x, t; y, s)|2 dy ds
)1/2(∫
Q3R
|Du|2
)1/2
≤ N1
R2
(∫
Q
|Γ(x, t; y, s)|2 dy ds
)1/2(∫
Q4R
|u|2
)1/2
.
(1.38)
Note that the transpose of Γ(x, t; y, s) is Γ∗(y, s;x, t), the fundamental
solution to the adjoint system.
II =
∫ t
−∞
∫
Rn
DyαΓ(x, t; y, s)A
αβDβζu
=
∫ t
−∞
∫
Rn
[DyαΓ
∗(y, s;x, t)]TAαβDβζu(y, s) dy ds.
Therefore, we estimate
(1.39) |II | ≤ 2M
R
(∫
Q
|DyΓ∗(y, s;x, t)|2 dy ds
)1/2(∫
Q4R
|u|2
)1/2
.
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Note that Γ∗(y, s;x, t) satisfies the adjoint system (1.7) in {s < t}. More
precisely, each column vector w(y, s) of Γ∗(y, s;x, t) satisfies
(1.40) ws +Dα(
∗Aαβ(y, s)Dβw) = 0.
Let η be a smooth cut-off function such that η ≡ 1 on Q4R(X) \QR(X),
η ≡ 0 on QR/2(X) and outside Q5R(X), and |Dsη| + |∇yη|2 ≤ 100R2 . In
particular, note that η ≡ 1 on Q.
Note that lims↑t η2 |w|2 (·, s) ≡ 0 by the choice of η and by (1.13).
Therefore, as it is done in the proof of localized energy estimates we
have∫
Q
|Dw|2 ≤ N2
R2
∫
Q′
|w|2 , where Q′ := Q5R(X) \QR/2(X).
Therefore, by the equivalence of norms in finite dimensional vector
spaces,
(1.41)
∫
Q
|DyΓ∗(y, s;x, t)|2 dy ds ≤ N3
R2
∫
Q′
|Γ(x, t; y, s)|2 dy ds,
and hence together with (1.39), we get
(1.42) |II | ≤ N4
R2
(∫
Q′
|Γ(x, t; y, s)|2 dy ds
)1/2 (∫
Q4R
|u|2
)1/2
.
Since Q ⊂ Q′ we have
|u(x, t)| ≤ |I |+ |II |+ |III |
≤ N5
R2
(∫
Q′
|Γ(x, t; y, s)|2 dy ds
)1/2(∫
Q4R
|u|2
)1/2
.
(1.43)
We claim that the following estimate holds.
(1.44)
∫
Q′
|Γ(x, t; y, s)|2 dy ds ≤ A0R2−n, A0 = A0(n, k0,K0).
Then the estimate (1.35) follows from (1.43).
It remains to prove the claim (1.44). In the view of (1.13) and the
definition Q′ = Q5R(X) \ QR/2(X), it suffices to show the following
estimates:∫ (R/2)2
0
∫ ∞
R/2
+
∫ (5R)2
(R/2)2
∫ ∞
0
nωnK
2
0s
−ne−2k0r
2/srn−1 dr ds
=: IV + V ≤ A0R2−n.
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Using Fubini’s theorem and change of variable,
(1.45) IV =
nωnK
2
0
(2k0)n−1
∫ ∞
R/2
r1−n
∫ ∞
8k0r2/R2
e−uun−2 du dr.
A straightforward computation will show that the integral in (1.45) is
bounded by A0R
2−n for some A0 = A0(n, k0,K0). For example, if n ≥ 3,
we estimate∫ ∞
8k0r2/R2
e−uun−2 du ≤
∫ ∞
0
e−uun−2 du = (n− 2)!
so that
IV ≤ nωnK
2
0 (n− 3)!
2kn−10
R2−n.
Similarly, by a change of variable, we estimate
(1.46) V =
nωnK
2
0
2(2k0)n/2
∫ (5R)2
(R/2)2
s−n/2
∫ ∞
0
e−uun/2−1 du ds.
Again, a straightforward calculation yields that V ≤ A0(n, k0,K0)R2−n.
For example, in the case when n ≥ 3,
V ≤ nωnK
2
0Γ(n/2)
2(2k0)n/2
∫ ∞
(R/2)2
s−n/2 ds =
K20 (2pi)
n/2
2(n− 2)kn/20
R2−n.
The proof is complete.
Remark 1.2. Assume that the fundamental solution Γ to the system (1.2)
has an upper bound (1.13) and let u be a solution to (1.2) in QR. We
can deduce the following estimates from (1.35). (see e.g. [8, pp. 80–81]).
(1) For any τ ∈ (0, 1), we have
sup
QτR
|u| ≤ B
(1− τ)n+22
(
1
|QR|
∫
QR
|u|2
)1/2
.
(2) For any p > 0, there is a constant c(p) such that
sup
Qρ
|u| ≤ c(p)
(R− ρ)n+2p
(∫
QR
|u|p
)1/p
for all ρ < R.
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2. Applications
In this section, we will give examples of parabolic systems satisfying
the local boundedness properties and thus satisfying the Gaussian upper
bound estimates. For example, “almost diagonal” parabolic systems
belong to such classes. This fact can be deduced by using a well-known
technique due to Campanato. (see e.g. [7]). We will provide a proof for
the sake of completeness.
Let us first recall some well-known facts. The following lemma is
N. G. Meyers’ integral characterization of Ho¨lder continuous functions.
See e.g. [13] and [12, Lemma 4.3, p. 50] for the proof.
Lemma 2.1. Let u ∈ L2(Q2R) and suppose there are positive con-
stants µ ≤ 1 and H such that∫
Qr(X)
|u− uX,r|2 ≤ H2rn+2+2µ
for any X ∈ QR and any r ∈ (0, R). Here uX,r denotes the average of u
over Qr(X). Then u is Ho¨lder continuous with the exponent µ in QR
and [u]µ,µ/2;QR ≤ N(n, µ)H.
The following lemma is found in [7, Lemma 2.1, p. 86].
Lemma 2.2. Let φ(t) be a nonnegative and nondecreasing function.
Suppose that
φ(ρ) ≤ A
[(ρ
r
)σ
+ ε
]
φ(r) +Brτ
for all ρ < r ≤ R, with A, σ, τ nonnegative constants, τ < σ. Then there
exists a constant ε0 = ε0(A, σ, τ) such that if ε < ε0, for all ρ < r ≤ R
we have
φ(ρ) ≤ c
[(ρ
r
)τ
φ(r) +Bρτ
]
where c is a constant depending on σ, τ , A.
A proof of the following lemma can be found in [15], [9].
Lemma 2.3. There exists a constant P0 = P0(n, ν,M) such that for
any solution u to the system (1.2) in QR,
(2.1)
∫
QR
|u− uR|2 ≤ P0R2
∫
QR
|Du|2 .
Here, uR denotes the average of u over QR.
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Proposition 2.1. Let a(x, t) = [aαβ(x, t)] be a real n× n matrix satis-
fying uniform parabolicity condition
(2.2) aαβ(x, t)ξαξβ ≥ λ |ξ|2 ,
∑∣∣aαβ(x, t)∣∣2 ≤ Λ2.
There exists δ0 = δ0(n, λ,Λ) such that if
(2.3)
N∑
i,j=1
n∑
α,β=1
∣∣∣Aαβij − aαβδij ∣∣∣2 < δ20 ,
then local boundedness property holds for solutions to the system (1.2)
associated with Aαβij ; i.e., there is a number δ0 such that if A
αβ
ij satis-
fies (2.3), then for any solution u to (1.1) in Q8R = Q8R(X0) satisfies
(2.4) sup
QR
|u| ≤ B
(
1
|Q8R|
∫
Q8R
|u|2
)1/2
,
for some B = B(n, λ,Λ).
Proof: Note that the conditions (2.2) and (2.3) are invariant under the
change of variables x 7→ (x−x0)/R, t 7→ (t− t0)/R2. Thus, we may and
do assume that R = 1 and X0 = 0.
Let u be a solution to (1.2) inQ8 = Q8(0). FixX ∈ Q2 and 0 < r ≤ 2.
Let v be a solution to{
vt −Dα(aαβDβv) = 0 in Qr(X),
v = u on ∂pQr(X).
We apply Moser-Nash theory to each vi so that we have interior Ho¨lder
estimates, which, by a well-known argument, are equivalent to the fol-
lowing:
(2.5)
∫
Qρ(X)
|Dv|2 ≤ C0
(ρ
r
)n+2γ ∫
Qr(X)
|Dv|2 , 0 < ρ ≤ r,
for some constants C0(n, λ,Λ) and γ > 0. The point is that this Dirichlet
integral characterization of Ho¨lder continuity is stable under perturba-
tion, as we shall demonstrate. We note that Auscher also exploits the
stability of (2.5) (or to be more precise, of its elliptic analogue) in his
work on Gaussian bounds [1].
Note that w := u− v satisfies
(2.6)
{
wt −Dα(aαβDβw) = Dα(A˜αβDβu) in Qr(X),
w = 0 on ∂pQr(X),
where A˜αβ := Aαβ − aαβI .
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Since w = 0 on ∂pQr(X), we may use w itself as a test function
to (2.6) and get
(2.7)
∫
Qr(X)
|Dw|2 ≤ C1‖A˜‖∞
∫
Qr(X)
|Du|2 ,
where
(2.8) ‖A˜‖2∞ := sup
(x,t)
N∑
i,j=1
n∑
α,β=1
∣∣∣Aαβij (x, t)− aαβ(x, t)δij ∣∣∣2 .
Therefore, we have
(2.9)
∫
Qρ(X)
|Du|2 ≤ C2
(ρ
r
)n+2γ∫
Qr(X)
|Du|2 +C2‖A˜‖2∞
∫
Qr(X)
|Du|2 .
Now we choose δ0 so that C2‖A˜‖2∞ < C2δ20 < ε0, where ε0 is as in
Lemma 2.2. Then, by Lemma 2.2 we have
(2.10)
∫
Qρ(X)
|Du|2 ≤ C3
(ρ
r
)n+2µ ∫
Qr(X)
|Du|2 ,
where µ < γ (e.g. we may choose µ = γ/2).
By replacing δ0 by a smaller number if necessary, we may assume that
Aαβij satisfy the parabolicity conditions (1.4) and (1.5) with ν = λ/2
and M = 2Λ (see proof of the following Theorem 2.1). Then, it is easy
to see that u satisfies the Caccioppoli’s inequality
(2.11)
∫
Qr(X)
|Du|2 ≤ N0
r2
∫
Q2r(X)
|u|2 .
By Lemma 2.3 and (2.11), we get, for all 0 < ρ < r ≤ 2,
(2.12)
∫
Qρ(X)
|u− uρ|2 ≤ N1
(ρ
r
)n+2+2µ ∫
Q2r(X)
|u|2 .
In particular, by setting r = 2 and noticing Q4(X) ⊂ Q8, we conclude
(2.13)
∫
Qρ(X)
|u− uρ|2 ≤ N2ρn+2+2µ
∫
Q8
|u|2 .
Therefore, by Lemma 2.1, we have
(2.14) [u]µ,µ/2;Q2 ≤ N3 ‖u‖L2(Q8) .
Now, let X be a point in Q1. Then, for all Y ∈ Q1(X) ⊂ Q2, we have
(2.15) |u(X)| ≤ |u(Y )|+ |u(X)− u(Y )| ≤ |u(Y )|+ [u]µ,µ/2;Q1(X).
Integrating (2.15) over Q1(X) and using Ho¨lder’s inequality we get
(2.16) |u(X)| ≤ c(n)
(
‖u‖L2(Q2) + [u]µ,µ/2;Q2
)
∀ X ∈ Q1.
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Hence, (2.16) and (2.14) yields
(2.17) sup
Q1
|u| ≤ B ‖u‖L2(Q8) .
The proof is complete.
Remark 2.1. Let L be an operator satisfying the hypothesis of Proposi-
tion 2.1. By Remark 1.2, we see that (2.4) implies the local boundedness
property (1.11) for L. In fact, in this case L∗ also enjoys the local bound-
edness property (1.12).
Let v be a solution to the corresponding adjoint system in Q∗2r(Y ).
Denote a˜(x, t) := a(x,−t)T and A˜αβ(x, t) := Aβα(x,−t)T . Since the
hypothesis of Proposition 2.1 remains the same for a˜ and A˜αβ , we find
u˜(x, t) := v(x,−t) is a solution to the system
(2.18) u˜t −
n∑
α,β=1
Dα(A˜
αβ(x, t)Dβu˜) = 0
in Q2r(Y
∗) where Y ∗ = (y,−s). Therefore, we see that u˜ satisfies
the estimate (1.11) in Q2r(Y
∗), and thus v satisfies the estimate (1.12)
in Q∗2r(Y ).
Theorem 2.1. Let a0(x, t) = [a
αβ
0 (x, t)] be a real n×n matrix satisfying
uniform parabolicity condition (2.2). Then there exists δ0 depending on
dimension n and constants λ, Λ only, such that if a(x, t) has complex-
valued coefficients and ‖a− a0‖∞ < δ0 then the fundamental solution Γ
of the operator La = ∂t −Div(a∇) has an Gaussian upper bound (1.13)
with constants K0, k0 depending only on n, λ, Λ.
Proof: We shall make the qualitative assumption that the coeffi-
cients a(x, t) are smooth. However, this assumption is dropped later
in proof. Define Aαβij by (i, j = 1, 2)
(2.19) Aαβ =
( <aαβ −=aαβ
=aαβ <aαβ
)
.
If δ0 is small enough, A
αβ
ij (i, j = 1, 2) satisfies (1.4) and (1.5). Indeed, if
we set A˜αβ = Aαβ − aαβ0 I , then ‖A˜‖∞ =
√
2 ‖a− a0‖∞ <
√
2δ0, where
‖A˜‖∞ is defined as in (2.8), and
(2.20) Aαβij ξ
i
αη
j
β = a
αβ
0 ξ
1
αη
1
β + a
αβ
0 ξ
2
αη
2
β + A˜
αβ
ij ξ
i
αη
j
β .
Hence, we have
(2.21) (λ−
√
2δ0) |ξ|2 ≤
〈
Aαβξα, ξβ
〉
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and
(2.22)
∣∣∣〈Aαβξα,ηβ〉∣∣∣ ≤ (Λ +√2δ0) |ξ| |η| .
Let Γ be the fundamental matrix to the parabolic system (1.1) whose
coefficients Aαβij defined as in (2.19). By Proposition 2.1, Remark 2.1
and then by Theorem 1.1 we conclude that Γ has an upper bound (1.13)
with constants K0, k0 depending only on n, λ, Λ.
Observe that u is a solution to Lau = 0 if and only if u = (<u,=u)
is a solution to (1.1) with Aαβij defined as in (2.19). Also, note that Γ is
given by
(2.23) Γ =
( <Γ −=Γ
=Γ <Γ
)
.
Therefore, we have |Γ|= |Γ|op= |Γ| and thus |Γ| has an upper bound (1.13)
with constants K0, k0 depending only on n, λ, Λ.
Note that in the proof of Proposition 2.1 we derived a uniform a-priori
bound for Ho¨lder norm for the solutions of Lau = 0. We also derived a
uniform a-priori upper bound for the fundamental solution. Therefore,
by a standard approximation argument (see e.g. [10, Chapter 2]), we
are allowed to discard the extra smoothness assumptions on a(x, t). The
proof is complete.
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