Génération automatique d'implémentation distribuée à partir de modèles formels de processus concurrents asynchrones by Evrard, Hugues
Ge´ne´ration automatique d’imple´mentation distribue´e a`
partir de mode`les formels de processus concurrents
asynchrones
Hugues Evrard
To cite this version:
Hugues Evrard. Ge´ne´ration automatique d’imple´mentation distribue´e a` partir de mode`les
formels de processus concurrents asynchrones. Ge´nie logiciel [cs.SE]. Universite´ Grenoble Alpes,
2015. Franc¸ais. <NNT : 2015GREAM020>. <tel-01215634>
HAL Id: tel-01215634
https://hal.inria.fr/tel-01215634
Submitted on 14 Oct 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
THÈSE
Pour obtenir le grade de
DOCTEUR DE L’UNIVERSITÉ DE GRENOBLE
Spécialité : Informatique
Arrêté ministériel : 7 août 2006
Présentée par
Hugues EVRARD
Thèse dirigée par Frédéric LANG et Gwen SALAÜN
préparée au sein de l’équipe CONVECS – INRIA Grenoble Rhône-Alpes
et Laboratoire d’Informatique de Grenoble (LIG)
et de l’École Doctorale Mathématiques, Sciences et Technologies de
l’Information, Informatique (EDMSTII)
Génération automatique d’implé-
mentation distribuée à partir de
modèles formels de processus
concurrents asynchrones
Thèse soutenue publiquement le 10 Juillet 2015,
devant le jury composé de :
Stephan MERZ
Directeur de Recherche, Rapporteur
Uwe NESTMANN
Professeur, Rapporteur
Guy LEDUC
Professeur, Examinateur
Yves DENNEULIN
Professeur, Président
Frédéric LANG
Chargé de recherche, Directeur de thèse
Gwen SALAÜN
Maître de conférence, Directeur de thèse
Remerciements
Je souhaite tout d’abord remercier profondément les membres du jury, à commencer par
Stephan Merz et Uwe Nestmann dont les rapports fournis et précis m’ont permis de mettre
en perspective les travaux réalisés et d’étoffer la version finale de ce mémoire. J’ai été honoré
par la présence de Guy Leduc et Yves Denneulin, qui a assuré la présidence du jury, et
je les remercie sincèrement pour leurs questions pertinentes et leurs avis éclairés sur de
nombreuses facettes du sujet.
Cette thèse n’aurait pas vu le jour sans l’encadrement attentionné de Frédéric Lang, que
je remercie pour avoir su me laisser explorer et mûrir de multiples idées tout en offrant un
point d’appui solide à travers un dialogue toujours constructif. Grâce à ses innombrables
relectures et corrections, Frédéric m’a patiemment appris à aiguiser mon écriture, ce qui est
peut-être le plus grand bénéfice que je tire du doctorat. Je remercie chaleureusement Gwen
Salaün pour son ouverture d’esprit et ses précieux conseils, ainsi que pour son engagement
et son soutien qui ont été sans faille sur les plans scientifiques, administratifs et humains.
J’ai eu la chance de travailler au sein de l’environnement rigoureux et stimulant de l’équipe
CONVECS. Je souhaite exprimer ma gratitude envers Wendelin Serwe pour sa disponibi-
lité, son discernement et son efficacité face aux bogues mêmes les plus coriaces. Je serai
toujours redevable à Hubert Garavel pour son écoute et ses suggestions lucides et pers-
picaces, par lesquelles il m’a permis de bénéficier de sa grande expérience, tant théorique
que pratique, et qui couvre bien plus que l’informatique. Je suis très reconnaissant envers
Radu Mateescu pour sa gentillesse, son expertise et sa souplesse, et je tiens à saluer le zèle
avec lequel il orchestre le travail de l’équipe en toutes circonstances.
Mon séjour dans l’équipe a été aussi égayé par d’agréables échanges avec Matthias Güde-
mann, Abderahman Kriouile, Alexandre Dumont, Lina Ye, Jingyan Jourdan-Lu, Éric Léo,
Rim Abid, Fatma Jebali, Remy Delanaux et Lakhdar Akroun ; et je salue encore plus par-
ticulièrement mes co-bureau qui ont parfois dû endurer mes états d’âme : merci à Kaoutar
Hafdi, Raquel Oliveira, Imad-Seddick Arrada, José Ignacio Requeno et Zhen Zhang. Je
remercie Helen Pouchot et Myriam Etienne pour m’avoir offert une interface conciliante
avec la machinerie administrative. Je remercie toute l’équipe de documentation du centre,
en particulier Audrey Genoud, pour leur professionnalisme, et je regrette la déportation de
la bibliothèque qui a été pour moi un havre d’inspiration essentiel.
À travers le monitorat à l’Ensimag, j’ai eu l’opportunité de côtoyer Yves Denneulin, Roland
Groz, Noël de Palma, Vivien Quéma, Franck Rousseau, Grégory Mounié, Frédéric Wagner
et François Broquedis, que je remercie pour leur confiance.
Par périodes de déboires comme par temps de succès, j’ai pu compter sur des amis fidèles
et sensibles, envers lesquels j’exprime toute ma gratitude. J’ai eu la chance de grandir dans
une famille qui m’a toujours incité à me donner les moyens de faire ce que je souhaitais, et
je serais ravi que cette thèse leur rende hommage. Enfin, Chloé, pour ta sincerité fortifiante,
ton équilibre apaisant, et pour tout le reste, je te remercie du fond du cœur.
i
ii
Ces travaux ont été financés en partie par le Fond national pour la Société Numérique
(FSN), le pôle Minalogic, Systematics et SCS dans le cadre du projet OpenCloudware.
Certaines expériences ont été effectuées sur la plateforme Grid5000, soutenue par un groupe
d’intérêt scientifique regroupant Inria, le CNRS, RENATER et autres universités et orga-
nisations (voir https://www.grid5000.fr).
iii
Abstract
LNT is a recent formal specification language, based on process algebras, where several
concurrent asynchronous processes can interact by multiway rendezvous (i.e., involving
two or more processes), with data exchange. The CADP (Construction and Analysis of
Distributed Processes) toolbox offers several techniques related to state space exploration,
like model checking, to formally verify an LNT specification. This thesis introduces a
distributed implementation generation method, starting from an LNT formal model of a
parallel composition of processes. Taking advantage of CADP, we developed the new DLC
(Distributed LNT Compiler) tool, which is able to generate, from an LNT specification, a
distributed implementation in C that can be deployed on several distinct machines linked
by a network.
The generated implementations require a synchronization protocol to handle multiway
rendezvous with data exchange between distant processes. We set up a verification method
for this kind of protocol, which, using LNT and CADP, can check that the protocol leads
to valid interactions with respect to a given specification, without introducing livelocks
or deadlocks. This method allowed us to identify possible deadlocks in a protocol from
the literature, which we incrementally corrected, extended and improved, relying on our
method to formally verify each iteration. We also designed a mechanism that enables the
final user, by embedding user-defined C procedures into the implementation, to set up
interactions between the generated implementation and other systems in the environment.
Finally, we measured the performances of implementations generated by DLC on several
examples, including a complete case-study on the new consensus algorithm Raft.
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Résumé
LNT est un langage formel de spécification récent, basé sur les algèbres de processus, où
plusieurs processus concurrents et asynchrones peuvent interagir par rendez-vous multiple,
c’est-à-dire à deux ou plus, avec échange de données. La boite à outils CADP (Construction
and Analysis of Distributed Processes) offre plusieurs techniques relatives à l’exploration
d’espace d’états, comme le model checking, pour vérifier formellement une spécification
LNT. Cette thèse présente une méthode de génération d’implémentation distribuée à partir
d’un modèle formel LNT décrivant une composition parallèle de processus. En s’appuyant
sur CADP, nous avons mis au point le nouvel outil DLC (Distributed LNT Compiler),
capable de générer, à partir d’une spécification LNT, une implémentation distribuée en C
qui peut ensuite être déployée sur plusieurs machines distinctes reliées par un réseau.
Les implémentations générées nécessitent un protocole de synchronisation pour assurer
les rendez-vous multiples avec échange de données entre processus distants. Nous avons
mis au point une méthode de vérification de ce type de protocole qui, en utilisant LNT
et CADP, permet de vérifier que le protocole réalise, sans introduire ni boucle infinie
ni interblocage, des rendez-vous cohérents par rapport à une spécification donnée. Cette
méthode nous a permis d’identifier de possibles interblocages dans un protocole de la
littérature, que nous avons ensuite corrigé, étendu et amélioré de manière incrémentale, en
mettant notre méthode à profit pour vérifier formellement chaque itération. Nous avons
aussi développé un mécanisme qui permet, en embarquant au sein d’une implémentation des
procédures C librement définies par l’utilisateur, de mettre en place des interactions entre
une implémentation générée et d’autres systèmes de son environnement. Enfin, nous avons
mesuré les performances des implémentations générées par DLC sur plusieurs exemples,
dont un cas d’étude complet sur le nouvel algorithme de consensus Raft.
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Introduction
Les méthodes formelles offrent des techniques pour s’assurer du bon comportement d’un
système informatique. Elles s’appliquent sur des descriptions précises et non ambiguës de
systèmes. En particulier, les algèbres de processus telles que CCS [Mil80], CSP [Hoa85]
ou LOTOS [ISO89] sont des formalismes conçus spécifiquement pour l’étude des systèmes
concurrents asynchrones, c’est-à-dire des systèmes contenant plusieurs processus qui s’exé-
cutent de manière indépendante, sans partager d’horloge globale, et qui interagissent entre
eux. Les algèbres de processus sont caractérisées notamment par leurs opérateurs de compo-
sition parallèle, qui définissent quelles interactions sont autorisées entre les processus, ainsi
que par des processus non déterministes, qui peuvent être prêts sur plusieurs interactions
au même moment bien qu’ils ne réalisent effectivement qu’une seule de ces interactions. De
plus, la sémantique formelle des algèbres de processus offre un support à l’élaboration de
techniques de vérification formelle. Les algèbres de processus fournissent ainsi une base ri-
goureuse pour spécifier un système concurrent asynchrone, puis pour vérifier les propriétés
de cette spécification.
Les systèmes distribués, qui sont une forme de systèmes concurrents, sont réputés com-
plexes à concevoir. Les méthodes formelles peuvent aider à détecter des bogues tôt dans
le cycle de développement de ces systèmes. Toutefois, l’utilisation de méthodes formelles
dans le cadre du développement d’un système distribué consiste encore souvent à vérifier
la spécification du système, puis à traduire à la main cette spécification dans un langage
d’implémentation. Si la phase de vérification formelle permet de s’assurer de la correc-
tion d’un système, la phase d’implémentation manuelle est propice à l’apparition d’écarts
de sémantique entre la spécification de départ et l’implémentation finale. La génération
automatique d’implémentation distribuée à partir d’une spécification formelle permet de
réduire le risque d’apparition d’écarts de sémantique, et de rendre le développement plus
fluide.
Nous nous focalisons, dans nos travaux, sur le langage formel LNT [CCG+14], basé sur les
algèbres de processus. LNT offre une syntaxe proche des langages algorithmiques classiques,
couplée à une sémantique formellement définie sous forme de LTS (Labelled Transition
System, système de transitions étiquetées). L’opérateur de composition parallèle de LNT
permet de définir des interactions par rendez-vous multiple, avec échange de données, entre
plusieurs (2 ou plus) processus non déterministes. La boîte à outils CADP (Construction
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and Analysis of Distributed Processes) [GLMS13] offre plusieurs techniques relatives à
l’exploration d’espace d’états pour vérifier formellement une spécification LNT. Cependant,
CADP ne contient pas d’outil permettant de générer une implémentation distribuée.
Dans cette thèse, nous proposons une technique de compilation permettant d’obtenir une
implémentation distribuée, c’est-à-dire formée de plusieurs programmes pouvant être dé-
ployés sur des machines distinctes, à partir d’une spécification LNT. Nous avons identifié
quatre difficultés majeures dans ce type de compilation :
1. Un protocole de synchronisation général. Le rendez-vous multiple est une
interaction riche et complexe, qui n’est pas disponible dans les langages d’implé-
mentation. La primitive d’interaction communément accessible entre programmes
distants dans une implémentation distribuée est l’envoi de messages. Il est donc
nécessaire de mettre en place un protocole de synchronisation, qui repose sur l’en-
voi de messages, pour implémenter les interactions par rendez-vous définies par la
spécification LNT.
Le protocole ne se résume pas à une barrière de synchronisation pour chaque rendez-
vous, car il faut parfois choisir entre des rendez-vous mutuellement exclusifs. En
effet, la nature non déterministe des processus peut amener un groupe de processus
à pouvoir réaliser plusieurs rendez-vous au même moment, mais chaque rendez-
vous doit obligatoirement concerner tout le groupe. Ces rendez-vous sont alors en
conflit, et seul l’un d’entre eux doit être réalisé. Le protocole doit ainsi assurer la
synchronisation des processus tout en garantissant l’exclusion mutuelle des rendez-
vous en conflit. En outre, le protocole doit aussi prendre en charge les échanges de
données entre processus lors d’un rendez-vous.
2. La vérification formelle du protocole de synchronisation. Le protocole de
synchronisation doit garantir que la sémantique de la spécification de départ est
respectée. Il doit permettre de réaliser tout rendez-vous possible au regard la spéci-
fication, mais il ne doit pas pouvoir mener à des rendez-vous invalides. Ce protocole
est la clé de voûte d’une implémentation distribuée, il est donc souhaitable d’utiliser
des méthodes formelles pour s’assurer de sa correction.
3. L’interaction de l’implémentation générée avec son environnement. L’im-
plémentation produite doit être en mesure d’interagir avec son environnement, bien
que cet environnement soir généralement abstrait dans la spécification formelle.
Considérons par exemple un système dont un processus consulte une base de don-
nées externe. Cette base de données peut être abstraite par des opérations de lec-
ture et d’écriture au niveau de la spécification formelle. Le programme généré devra
néanmoins véritablement interagir avec une base de données réelle, qui existe in-
dépendamment du système généré. La technique de compilation doit ainsi offrir
un moyen de définir des interactions entre l’implémentation et son environnement
d’exécution.
4. Des performances non rédhibitoires. L’implémentation produite doit atteindre
des performances acceptables pour pouvoir être utilisée en pratique, au moins comme
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prototype. Sans obligatoirement atteindre les performances d’une implémentation
optimisée à la main, le code généré doit être suffisamment rapide pour pouvoir être
placé dans un environnement et réagir avec d’autres systèmes. Dans une implé-
mentation distribuée, les performances ne dépendent pas seulement de la rapidité
d’exécution de chaque processus, mais aussi de l’efficacité du protocole employé pour
assurer les interactions entre processus.
Nous avons développé un nouveau compilateur, nommé DLC (Distributed LNT Compiler),
qui prend en entrée une composition parallèle de processus LNT et qui produit en sortie
une implémentation distribuée en langage C [KR78]. DLC s’appuie sur certains outils exis-
tants de CADP pour traiter une spécification LNT, et apporte en plus toute la mécanique
nécessaire pour obtenir automatiquement une implémentation distribuée. La méthode de
compilation mise en œuvre dans DLC répond aux quatre principales difficultés identifiées
plus haut :
1. Protocole. Chaque processus de la spécification de départ est transformé en un
programme indépendant, et les interactions par rendez-vous sont assurées par un
protocole de synchronisation entre ces programmes. En nous basant sur des travaux
existants, nous avons développé un protocole de synchronisation qui implémente le
rendez-vous multiple en minimisant le nombre de messages à échanger, et qui prend
en compte les échanges de données entre processus.
2. Vérification. Nous avons élaboré une méthode de vérification formelle pour le
protocole de synchronisation. Cette méthode utilise les outils de vérification énumé-
rative (comme le model checking) de CADP pour valider le bon comportement d’un
protocole qui implémente le rendez-vous multiple. Notre méthode nous a menés à
la découverte de possibles interblocages dans un protocole proposé par Parrow et
Sjödin [PS96]. De plus, cette méthode nous a permis, lors de la mise au point du
protocole utilisé par DLC, de rapidement diagnostiquer – à plusieurs reprises – des
problèmes parfois subtils.
3. Interaction. Nous avons mis en place un mécanisme de fonctions crochets qui
permettent une interaction entre l’implémentation générée et son environnement.
Les fonctions crochets sont des procédures définies en C par l’utilisateur ; elles sont
ensuite embarquées directement au sein de l’implémentation produite par DLC. Ces
fonctions crochets sont appelées à des moments précis lors de l’exécution, et elles
permettent d’échanger des informations avec d’autres systèmes de l’environnement
ou de contrôler l’exécution de l’implémentation générée.
4. Performances. Les implémentations produites atteignent des performances que
nous considérons suffisantes pour pouvoir qualifier ces implémentations de proto-
types. Nous avons testé le compilateur DLC sur un exemple concret et non trivial :
le nouvel algorithme de consensus Raft [OO14]. Cette étude de cas nous permet
notamment d’illustrer l’emploi des fonctions crochets sur un exemple réel, et de
mesurer les performances atteintes par l’implémentation générée. Les optimisations
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du protocole et le fait de générer directement du code C permettent aux implémen-
tations de réaliser jusqu’à plusieurs milliers de rendez-vous à la seconde.
Contributions
La contribution principale de cette thèse est le développement du compilateur DLC, qui
permet de générer automatiquement une implémentation distribuée à partir d’une spécifi-
cation formelle LNT. Plus précisément, les contributions sont les suivantes :
— Le développement d’un protocole de synchronisation qui implémente le rendez-vous
multiple, avec échange de données, entre processus non déterministes.
— La définition d’un mécanisme de fonctions crochets permettant des interactions
entre l’implémentation générée et son environnement.
— L’automatisation complète, à travers le compilateur DLC, de la génération d’implé-
mentation distribuée.
— La mise au point d’une méthode de vérification formelle de protocole de synchroni-
sation, employée pour vérifier le protocole utilisé par DLC.
— La découverte, grâce à notre méthode de vérification, de possibles interblocages dans
un protocole de synchronisation existant.
— La présentation de l’utilisation de DLC sur un cas d’étude concret de service répliqué
par l’algorithme de consensus Raft.
Une partie de ces travaux a donné lieu à deux publications dans des conférences avec comité
de lecture international. La première [EL13] présente la méthode de vérification formelle
de protocole de synchronisation, l’application de cette méthode sur trois protocoles de la
littérature, et la découverte d’interblocages dans l’un de ces protocoles. La deuxième [EL15]
décrit la structure générale de DLC, et couvre succinctement l’application de DLC sur
l’algorithme de consensus Raft. Nous sommes invités à étendre cette deuxième publication
en un article du Journal of Logical and Algebraic Methods in Programming ; cette extension
est en cours de relecture à l’heure de la rédaction de ce mémoire.
Ce mémoire de thèse est structuré de la manière suivante. Le chapitre 1 introduit le contexte
et les travaux existants. Le chapitre 2 présente le protocole de synchronisation que nous
avons développé. Le chapitre 3 couvre le mécanisme d’interaction par fonctions crochets.
Le chapitre 4 décrit comment une implémentation distribuée est générée automatiquement.
Le chapitre 5 détaille la méthode de vérification formelle de protocole de synchronisation.
Enfin, le chapitre 6 expose trois expériences conduites pour mesurer les performances des
implémentations générées par DLC, dont le cas d’étude sur l’algorithme de consensus Raft.
Chapitre 1
Contexte et travaux existants
Cette thèse s’inscrit dans le développement de techniques pour la conception rigoureuse
de systèmes concurrents. La programmation concurrente est brièvement introduite, avant
d’aborder les travaux existants sur la vérification formelle et la génération d’exécutables
pour les systèmes concurrents. On présente ensuite le langage LNT et les outils de CADP
utilisés dans le cadre de la thèse. En fin de chapitre, plusieurs protocoles proposés pour
implémenter le rendez-vous multiple dans un contexte distribué sont passés en revue.
1.1 Programmation concurrente
La programmation concurrente traite de la commande de systèmes informatiques constitués
de plusieurs processus d’exécution. Elle permet d’améliorer les performances ou la sûreté
d’un système en répartissant le travail sur plusieurs processus. Les processus peuvent soit
s’exécuter tour à tour sur un même processeur, comme c’est le cas des processus ordonnan-
cés par un système d’exploitation préempteur, soit s’exécuter sur des processeurs distincts
au sein d’une seule machine multiprocesseur, soit encore s’exécuter sur des processeurs de
machines distantes reliées par un réseau. On appelle système concurrent un système qui
possède plusieurs processus d’exécution.
Il est parfois sous entendu que le mot “concurrence” implique que les processus s’exécutent
sur une même machine et ont accès à une mémoire partagée. Nous ne limitons pas la
concurrence à ces caractéristiques. De plus, il ne faut pas confondre la notion de concurrence
avec celle de parallélisme, qui indique que plusieurs processus s’exécutent en même temps.
Le parallélisme est donc une manière d’exécuter un système concurrent. On précise aussi
la notion de distribution qui indique généralement que les processus sont sur des machines
distantes reliées par un réseau. Un système distribué est donc un système concurrent avec
certaines hypothèses, telles qu’une grande latence dans les communications entre processus,
ou encore la possibilité de pertes de messages sur le réseau.
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Concrètement, la programmation concurrente nécessite des mécanismes d’interaction entre
processus afin que ceux ci puissent se synchroniser ou échanger des informations. Il existe
plusieurs manières de réaliser ces interactions, parmi lesquelles nous décrivons celles que
nous estimons être les trois principales :
La mémoire partagée. Une partie de la mémoire est commune à plusieurs proces-
sus, qui peuvent lire ou écrire dans cette mémoire partagée pour se synchroniser ou
échanger des informations. Afin d’organiser l’accès à la mémoire partagée, il existe
plusieurs mécanismes d’exclusion mutuelle, tels que les verrous, les sémaphores, les
moniteurs, ou encore la STM (Software Transactional Memory, mémoire transac-
tionnelle logicielle).
La mémoire partagée est le mécanisme le plus répandu et le plus enseigné, notam-
ment car il est utilisé depuis longtemps sur les machines à un seul processeur. Un
des premiers programmes concurrents à utiliser des sémaphores est le système THE
de Dijkstra [Dij68], dès 1965. Les techniques de verrouillage sont toutefois réputées
difficiles à maîtriser, entre autres car une mauvaise gestion des verrous peut facile-
ment mener à des interblocages ou encore à des modifications de la mémoire qui ne
devraient pas être autorisés.
Ce type d’interaction se retrouve par exemple dans la bibliothèque des threads PO-
SIX, qui permet d’écrire des programmes C où plusieurs processus partagent le
même tas, dont l’accès est protégé typiquement par des verrous. En ce qui concerne
la STM, elle est par exemple disponible par défaut dans Clojure 1, et proposée dans
une bibliothèque standard pour Haskell 2.
Le passage de messages. Les processus peuvent interagir en s’envoyant des mes-
sages. Ce mécanisme d’interaction ne nécessite pas de mémoire partagée entre les
processus, il est donc plus facile à mettre en place que la mémoire partagée pour
des processus qui s’exécutent sur des machines distantes. Joe Armstrong, le créateur
du langage Erlang 3, illustre dans sa thèse [Arm03] que la mémoire partagée entre
les processus est la source de nombreux problèmes qui disparaissent quand seul
le passage de messages est autorisé. Si ce mécanisme a gagné en popularité avec
l’avènement des systèmes distribués, on peut noter qu’un des premiers systèmes à
proposer le passage de messages entre processus est le noyau nucleus [Han70] destiné
à la machine RC 4000, mis au point par Brinch Hansen dès 1969.
Le processus qui envoie un message peut soit directement continuer son exécution,
on parle alors de passage de messages asynchrones, soit attendre la confirmation
de la réception du message avant de continuer, ce qu’on désigne par passage de
messages synchrones. Dans le cas asynchrone, il est souvent sous-entendu que l’ordre
des messages est préservé entre les processus deux à deux, et que les messages ne
peuvent pas être perdus, mais ces propriétés ne sont pas toujours vérifiées.
1. http://clojure.org/concurrent_programming
2. http://wiki.haskell.org/STM
3. http://www.erlang.org
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Par exemple dans le langage Erlang, la seule interaction possible entre processus se
fait par passage de messages asynchrones, mais le traitement d’un message à l’arrivée
n’est pas garantie : un processus avec des messages en attente peut terminer sur une
erreur puis être relancé (une opération courante en Erlang), les messages en attente
sont alors perdus. Un exemple de passage de messages asynchrones non ordonnés et
sans garantie de réception est l’utilisation du protocole UDP 4 pour la transmission
des messages sur le réseau.
En ce qui concerne le passage de messages synchrones, on retrouve ce mécanisme
par exemple dans les channels (canaux de communication) de CSP [Hoa85], repris
plus tard dans Occam [Hoa88]. Les actions synchronisées de CCS [Mil80] et du pi-
calcul [Mil99] peuvent être considérée comme du passage de messages synchrones
entre deux processus. Plus récemment, dans le langage Go 5, deux processus peuvent
communiquer par un channel soit synchrone s’il est déclaré avec une taille égale à
zéro, soit asynchrone si sa taille est supérieure à zéro.
Le rendez-vous. Deux processus ou plus peuvent se synchroniser et échanger des
informations lors d’un rendez-vous. Un rendez-vous entre deux processus, appelé
rendez-vous binaire, est proche d’un passage de message synchrone ; le rendez-
vous permet en plus d’échanger des informations simultanément dans les deux sens
alors que le passage de message synchrone transmet des informations uniquement
d’un processus (l’envoyeur) vers un autre (le receveur). Le langage Ada [Taf00] par
exemple offre une interaction par rendez-vous binaire, où un processus peut deman-
der un rendez-vous sur une entrée d’un autre processus. Le processus qui accepte un
rendez-vous sur une de ses entrées peut exécuter des instructions avant de conclure
le rendez-vous, ce qui permet de calculer des informations à échanger.
Dans le cas général, un rendez-vous peut concerner un nombre arbitraire, supérieur
ou égal à deux, de processus : on parle de rendez-vous multiple. On retrouve le
rendez-vous multiple dans certains langages issus des algèbres de processus, tels que
LOTOS [ISO89] et LNT [CCG+14]. À la différence d’Ada, dans ces deux langages
un point de rendez-vous, aussi appelé porte, n’est pas rattaché à un processus en
particulier. Ainsi, lorsqu’un processus réalise un rendez-vous sur une porte, il ne
connaît pas l’identité des autres processus participants, ni leur nombre. Il est tout
de même possible d’accéder à ces informations en les échangeant explicitement lors
du rendez-vous.
Le rendez-vous multiple ne semble pas être populaire dans les langages de program-
mation courants. C’est toutefois la véritable primitive d’interaction des processus
CSP, sur laquelle les channels sont ensuite construits. La majorité des langages ins-
pirés de CSP ne semblent avoir retenus que les channels comme moyen d’interaction.
Il existe ainsi plusieurs mécanismes d’interaction, chacun présentant des avantages et des
inconvénients pour programmer un système concurrent, et de nombreux langages de pro-
4. http://tools.ietf.org/html/rfc768
5. http://golang.org
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grammation offrent un ou plusieurs de ces mécanismes. Cependant, quels que soient les
moyens d’interaction utilisés, la complexité intrinsèque de la programmation concurrente
vient du fait que l’ordonnancement des processus n’est pas maîtrisé, et qu’il varie entre les
exécutions. Un système concurrent possède ainsi autant de chemins d’exécution possibles
qu’il y a de façons d’ordonner l’exécution des processus.
La programmation concurrente est considérée comme difficile car il faut envisager tous les
chemins d’exécution possibles pour s’assurer de l’absence de bogues. Lancer une exécution
pour effectuer un test ne permet de valider ce test que sur un seul chemin d’exécution.
Si l’ordonnancement des processus ne peut pas être contrôlé lors des phases de tests, il
est alors laborieux de parcourir tous les chemins d’exécution. Afin de pouvoir s’assurer de
l’absence de bogues dans les systèmes concurrents, des méthodes formelles d’analyses ont
été développées.
1.2 Méthodes formelles et génération d’exécutable
Les méthodes formelles désignent de manière générale les techniques basées sur les mathé-
matiques pour l’étude des systèmes informatiques. Il existe plusieurs types de méthodes
formelles, comme par exemple l’analyse statique, la preuve de programme, ou le model
checking.
Les techniques d’analyse statique, comme l’interprétation abstraite, permettent de vérifier
certaines propriétés d’un programme sans avoir à l’exécuter. Parmi les outils reposant sur
l’analyse statique, on peut citer Astrée [CCF+05], CPAchecker [BK11] ou encore, plus
récemment, Verasco [JLB+15].
La preuve de programme consiste à raisonner sur la structure d’un programme pour dé-
montrer, en utilisant des techniques mathématiques, que le programme respecte certaines
propriétés. La preuve de programme peut être conduite à la main, mais il devient difficile
de traiter de grands systèmes. Plusieurs techniques qui permettent d’aider le déroulement
de preuves ont été mises au point, telles que les assistants de preuve Coq [CH88] ou Isa-
belle [NP92], ou encore le système de preuves TLAPS [CDLM10] pour les spécifications
TLA+.
Le model checking consiste à vérifier une propriété sur un système en explorant les états
atteignables lors de l’exécution de ce système. En particulier, dans le cadre de la pro-
grammation concurrente, tous les entrelacements possibles des différents fils d’exécutions
sont parcourus. De plus, quand un programme ne respecte pas une certaine propriété, la
plupart des outils de model checking peuvent retracer un chemin d’exécution qui mène
à un comportement en désaccord avec la propriété. Cette capacité à générer un contre-
exemple facilite le débogage des systèmes concurrents. On s’intéresse principalement au
model checking par la suite.
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Toutes les méthodes formelles sont basées sur des raisonnements mathématiques, elles
nécessitent une description précise et non ambiguë du système à étudier, sous forme d’ob-
jet mathématique. Les langages de programmation dans lesquels les systèmes sont décrits
doivent donc avoir une sémantique formellement définie afin de pouvoir construire un objet
mathématique à partir d’un programme. La recherche en informatique a donné naissance à
des langages de spécification conçus principalement pour décrire formellement un système,
mais ces langages ne sont pas toujours équipés de compilateurs. Une grande majorité des
langages de programmation utilisés dans l’industrie sont des langages d’implémentation,
conçus principalement pour générer du code exécutable à partir d’un programme. Malheu-
reusement, la plupart des langages d’implémentation ont une sémantique définie par un
texte en langage naturel, non formel, ou par une certaine implémentation de référence.
Il n’existe pas de frontière nette entre les langages de spécification et les langages d’im-
plémentation, certains langages étant équipés à la fois d’une sémantique formelle et de
compilateurs. Dans la suite, nous présentons un aperçu des outils apparentés au model
checking pour les langages d’implémentation, avant de s’intéresser aux langages de spéci-
fication équipés à la fois d’outils de vérification formelle ainsi que de générateurs de code
exécutable.
1.2.1 Model checking pour les langages d’implémentation
Pour faire face à la complexité de la programmation concurrente, des outils de vérification
formelle ont été développés pour les langages d’implémentation. Il existe de nombreux
outils, nous évoquons ici uniquement quelques outils de model checking concernant les
langages de programmation populaires en milieu industriel.
Le model checking procède en explorant l’espace d’états d’un système, ce qui nécessite
non seulement le contrôle de l’ordonnancement des processus, mais aussi la capacité de
sauvegarder l’état d’un système pour pouvoir explorer un chemin d’exécution et plus tard
revenir à cet état pour explorer un autre chemin d’exécution. Pour les langages à sémantique
formelle, ces opérations sont typiquement réalisées sur un objet mathématique obtenu
à partir d’un programme. Dans le cas des langages d’implémentation sans sémantique
formelle, il est souvent difficile d’extraire de manière sûre un objet mathématique à partir
du code source. La technique généralement utilisée est alors d’observer et de manipuler
directement le comportement du code exécutable produit par les compilateurs des langages
d’implémentation : à défaut d’une sémantique formelle au niveau du programme source,
on utilise la sémantique, souvent mieux définie, des instructions de plus bas niveau.
Par exemple, un programme Java est compilé vers du code octet (byte code) qui est en-
suite interprété par la machine virtuelle Java. Cette machine virtuelle contrôle l’exécution
du programme, dont l’ordonnancement des processus et les modifications de la mémoire.
Le projet Java Pathfinder [VHBP00] de la NASA, disponible depuis 2000, exploite cette
caractéristique en proposant une machine virtuelle Java modifiée pour permettre l’explo-
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ration de l’espace d’états d’un programme exprimé en code octet. Une approche similaire
est adoptée par les outils McErlang pour le langage Erlang, et CHESS [MQ06] ou Moon-
Walker [dBNR09] pour la plateforme Microsoft .NET.
Les langages sans machine virtuelle, tels que le C, génèrent des programmes qui utilisent
des appels système notamment pour réaliser des interactions entre processus. L’approche
vue précédemment est donc applicable en contrôlant l’exécution d’un programme et en ob-
servant les appels systèmes réalisés. Cette technique a été mise en place dès 1997, plusieurs
années avant l’outil Pathfinder, par l’équipe de Patrice Godefroid aux laboratoires Bell, au
travers de l’outil Verisoft [God05] capable d’analyser du code exécutable obtenu à partir
de sources C, mais aussi C++ ou encore Tcl. Plus récemment, cette technique a été reprise
pour développer un model checker couplé à la plate-forme SimGrid [MQR11].
Si ces outils sont aptes à analyser des systèmes concurrents directement au niveau du code
compilé, la plupart profitent néanmoins de la possibilité pour l’utilisateur de placer des
annotations au niveau du programme source pour, par exemple, préciser quelles interactions
doivent être prises en compte ou ignorées lors de la construction de l’espace d’états. De
plus, le traitement de langages d’implémentation entraîne parfois des complications qui
limitent l’étendue des vérifications possibles.
1.2.2 Génération de code pour les langages de spécification
Nous abordons ici des travaux qui s’approchent de ceux réalisés dans le cadre de la thèse, à
savoir générer une implémentation distribuée à partir de LNT, un langage de spécification
de systèmes concurrents avec le rendez-vous multiple comme mécanisme d’interaction.
On se focalise donc sur les langages de spécification conçus pour modéliser les systèmes
concurrents, qui proposent à la fois des outils de vérification formelle, notamment de model
checking, ainsi que de générateurs de code exécutable, et si possible distribué.
Du côté des langages synchrones, qui font l’hypothèse que tous les processus partagent une
même horloge globale, Esterel [BG92] est un exemple d’environnement proposant à la fois
des outils de vérification formelle et des compilateurs. L’hypothèse d’une horloge globale
n’étant pas très pertinente pour traiter les systèmes distribués [Lam78], nous n’explorons
pas plus en détail le domaine des langages synchrones.
Dans le monde des langages asynchrones, LOTOS [ISO89] est un langage formel basé sur
les algèbres de processus, et normalisé par un standard ISO. Le projet Topo [MdMSA93]
propose plusieurs outils de vérification formelle pour LOTOS, ainsi que de la génération de
code en C ou en Ada. Cependant, les implémentations ne sont pas distribuées, et Topo n’est
plus maintenu. La boîte à outils CADP offre un riche environnement de traitement et de
vérification pour des spécifications LOTOS. En particulier, l’outil EXEC/CÆSAR [GVZ01]
de CADP permet de générer un programme séquentiel en C.
Le langage Estelle [ISO88] est aussi un langage formel normalisé par un standard ISO, qui
1.2. Méthodes formelles et génération d’exécutable 11
permet de décrire des systèmes concurrents. Il est possible de vérifier des propriétés sur
une spécification Estelle avec Sedos [DDG89]. Le projet Echidna [JJ92] permet de produire
une implémentation distribuée à partir d’une spécification Estelle. Les outils concernant
Estelle ne semble cependant plus être maintenus à ce jour.
L’environnement UPPAAL [BLM+01] est dédié à l’étude formelle des réseaux d’automates
temporisés. L’outil associé Times [AFM+04] permet de générer du code C séquentiel, mais
uniquement pour le système d’exploitation BrickOS destiné à la brique Mindstorms RCX
de Lego. Moby [Tap98] est un autre projet connecté à UPPAAL qui peut générer des
programmes à exécuter, mais encore une fois uniquement à destination d’un automate
programmable industriel.
Le model checker SPIN [Hol04] permet de vérifier des propriétés sur des programmes Pro-
mela, un langage avec une syntaxe proche du C où l’interaction entre processus est réalisée
par des canaux de communication, à la CSP. Il existe un projet de compilateur de Pro-
mela vers du C distribué [Löf96], dont l’implémentation a une structure client-serveur et
pour laquelle l’utilisateur doit spécifier explicitement quels processus sont clients ou ser-
veurs. Plus récemment, un raffinement de Promela vers C a aussi été proposé [Sha13], mais
l’implémentation générée n’est pas distribuée.
Les langages de coordination se focalisent sur la définition d’interactions entre processus,
distinctement du comportement des processus eux-mêmes. Parmi les langages de coordina-
tion, Reo [Arb04] est équipé d’outils de vérification formelle. Le projet Dreams [PCdVA12]
a donné naissance à un générateur d’implémentation distribuée en Scala [Ode09], ce qui
permet une exécution sur machine virtuelle Java. Il existe aussi un générateur de code
concurrent qui vise l’environnement proto-runtime [HC11] plutôt que les classiques threads
POSIX. Proto-runtime permet d’exécuter plusieurs fils d’exécution tout en court-circuitant
le système d’exploitation afin d’obtenir de meilleures performances. Plus récemment, le
langage Chor [CM13] permet de programmer et de vérifier des chorégraphies utilisant le
passage de messages pour les interactions entre processus, et il est aussi équipé d’un géné-
rateur de code distribué.
L’environnement BIP [BBS06] permet de décrire formellement des systèmes sous la forme
de composants qui interagissent par rendez-vous multiple avec une notion de priorité entre
les rendez-vous. Il existe beaucoup d’articles qui présentent les techniques utilisées pour
la génération de code distribué [BBJ+10a, BBJ+10b, BBQ11, BBQ13]. La thèse de Jean
Quilbeuf [Qui13] est une bonne référence pour avoir une vue d’ensemble du travail réalisé.
Le protocole α-core [PCT04] est utilisé pour l’implémentation des rendez-vous, et une sur-
couche sur ce protocole assure les priorités. En ce qui concerne la vérification formelle
sur les modèles BIP, seule la détection de deadlock, via D-Finder [BGL+11], semble être
disponible à ce jour.
Partitionnement. Lors de la génération de code distribué à partir d’une spécification
de programme concurrent, il faut choisir un partitionnement du programme pour savoir
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comment délimiter les parties à déployer sur différentes machines. Ce partitionnement n’est
pas toujours évident à extraire du programme source. Dans le cas de Reo par exemple, de
nombreux connecteurs sont susceptibles de devenir autant de programmes indépendants.
Pour des raisons de performance, il n’est pas raisonnable de générer un programme pour
chaque connecteur. Les auteurs de Reo développent donc des techniques de partitionnement
plus élaborées [JSA14] qui permettent de définir des regroupements de connecteurs de
manière à limiter les interactions entre processus distants dans l’implémentation générée.
Pour le cas de BIP, le générateur de code distribué ne peut pas choisir par lui-même
comment partitionner le système, un partitionnement devant nécessairement être fourni
par l’utilisateur en supplément des sources BIP. On note que les langages basés sur les
algèbres de processus fournissent naturellement une partition – sinon optimale, du moins
pertinente – via les points de synchronisation nommés, tels que les portes en LOTOS ou
en LNT.
1.3 Spécification et vérification formelles avec CADP
La boîte à outils CADP regroupe de nombreuses fonctionnalités pour la spécification et
la vérification formelle de systèmes concurrents. Dans CADP, l’objet mathématique qui
définit formellement le comportement d’un système est un LTS (Labelled Transition System,
système de transition étiquetées). Un LTS permet de représenter l’espace d’états d’un
système concurrent, en incluant les différents chemins d’exécutions possibles.
Il existe plusieurs langages formels dont la sémantique est définie sous forme de LTS. CADP
offre des flots de compilation capables de générer le LTS correspondant à une spécification
exprimée dans certains de ces langages, notamment LOTOS et LNT. Ensuite, la plupart des
outils de CADP reposent sur l’exploration ou la transformation de LTS, pour par exemple
vérifier une propriété ou réduire un espace d’états modulo une relation d’équivalence.
Dans cette section, nous commençons par présenter le langage LNT. Nous définissons en-
suite la notion de vecteurs de synchronisation pour une composition parallèle de processus,
puis nous introduisons les outils CADP utilisés dans le cadre de la thèse. Enfin, nous
rappelons la définition des relations d’équivalence disponibles dans CADP.
1.3.1 Introduction au langage LNT
Le langage LNT [CCG+14] est développé par l’équipe INRIA/CONVECS pour offrir un
moyen de décrire formellement un système dans une syntaxe proche des langages classiques
d’implémentation. Le langage historique de CADP est LOTOS [ISO89], dont la prise en
main est réputée difficile. Une révision en profondeur du langage LOTOS a conduit à la
standardisation du langage E-LOTOS [ISO01]. LNT s’inspire des améliorations proposées
dans le cadre de E-LOTOS dans le but de proposer un langage pratique pour la spécification
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de systèmes concurrents. Depuis 2010, LNT est le langage de spécification recommandé
pour les utilisateurs de CADP.
La définition formelle du langage LNT et de sa sémantique est disponible dans le manuel
de référence de l’outil LNT2LOTOS [CCG+14]. L’introduction au langage LNT que nous
présentons ici est informelle. Elle vise principalement à (1) permettre au lecteur de com-
prendre les extraits de spécifications qui apparaissent dans le reste de ce mémoire, et (2)
établir une partie du vocabulaire utilisé dans la suite du mémoire.
Dans ce document, le code LNT est généralement en anglais, et les commentaires sont
eux rédigés en français. Il existe deux types de commentaires en LNT. Le double tiret
“- -” marque le début d’un commentaire qui termine en fin de ligne. Un commentaire
multi-lignes commence par “(*” et termine par “*)”. Les commentaires sont représentés
en italique (exemple : (∗ commentaire ∗)). Enfin, les mots-clés de LNT sont marqués en gras
(exemple : process).
Type de données
Il est possible de déclarer des types de données abstraits. Certains types sont déjà prédéfinis,
tels que les booléens (bool), les entiers naturels (nat), les entier relatifs (int), les réels (real),
les caractères (char) et les chaînes de caractères (string).
Par exemple, LNT permet de définir le type “drink”, dont les valeurs sont différentes
boissons :
type drink is
tea , coffee , milk
end type
Il est possible de définir des types qui sont les listes de valeurs d’un autre type, ce que nous
appelons un “type liste” :
type drink_list is
list of drink
end type
D’une manière similaire, on peut déclarer des types listes ordonnées (sorted list of), en-
semble (set of), ou ensemble ordonnées (sorted set of). Les types tableaux sont aussi dispo-
nibles (array [0 .. n] of).
On peut définir des types enregistrement, dont les constructeurs contiennent des valeurs
d’autres types. Par exemple, le constructeur du type “point2d” suivant définit un couple
de coordonnées entières :
type point2d is
point2d (x, y: int )
end type
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Fonctions
Les opérations sur les types sont définies par des fonctions. La passage de paramètres à
une fonction peut se faire par copie (paramètre in), ou par référence (paramètre out ou
bien inout). Par défaut, un paramètre est passé par copie. Une fonction peut retourner une
valeur d’un certain type. Les appels récursifs sont autorisés. Les structures de contrôle,
telles que le branchement conditionnel ou les boucles, sont disponibles.
Par exemple, on peut définir la factorielle d’un entier naturel de manière récursive :
function fact_rec (x: nat) : nat is −− un paramètre passé par copie, retourne un entier naturel
if x == 0 then −− branchement conditionnel
return 1
else
return x ∗ (fact_rec (x−1)) −− appel récursif
end if
end function
Il est possible de déclarer des variables locales au sein d’une fonction, et d’affecter une
valeur à une variable avec l’opérateur “:=”. De plus, l’opérateur “;” désigne la composition
séquentielle d’instructions (et non la fin d’une instruction comme en C par exemple). Voici
une version itérative de la factorielle :
function fact_iter (x: nat) : nat is
var res : nat in −− variable locale
res := 1; −− affectation
while x > 0 loop −− boucle
res := res ∗ x;
x := x − 1
end loop;
return res
end var
end function
L’opérateur “case” permet de réaliser du pattern matching (filtrage par motif) sur des
valeurs de n’importe quel type. Dans le cadre du pattern matching, le mot clé any (wildcard)
correspond toujours à la valeur évaluée. La fonction suivante retourne vrai si la boisson
passée en argument fait partie des boissons chaudes, c’est-à-dire thé ou café :
function hot_drink (d: drink) : bool is
case d in
tea | coffee −> return True
| any −> return False
end case
end function
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Fonctions prédéfinies pour les types
Lors de la définition d’un type, certaines fonctions peuvent être automatiquement définies.
Les fonctions prédéfinissables dépendent du type déclaré. Voici un aperçu des fonctions
disponibles :
— Pour tous les types exceptés les types ensembles et ensembles ordonnés, des fonctions
de comparaison (==, !=, <=, etc) peuvent être prédéfinies.
— Pour les types listes et ensembles, ordonnés ou non, les constructeurs “nil” (liste
ou ensemble vide) et “cons” (ajout d’une valeur à une liste ou un ensemble) sont
toujours prédéfinis. Il existe des raccourcis syntaxiques pour ces constructeurs. Le
constructeur “nil” peut être exprimé par le raccourci syntaxique “{}”. Une liste de
valeurs entourée d’accolades est un raccourci syntaxique pour une série d’appels au
constructeur “cons” (voir exemple ci-dessous).
— Pour les types listes ordonnées, ensembles, et ensembles ordonnés, le constructeur
“insert” est toujours prédéfini. Ces types sont gérés comme des listes, et le construc-
teur “insert” a l’avantage par rapport au constructeur “cons” de vérifier qu’il ne crée
pas de doublons dans les ensembles, et qu’il maintient une liste ordonnée à l’ajout
d’une valeur.
— Pour les types listes et ensembles, ordonnés ou non, les fonctions suivantes peuvent
être prédéfinies :
Nom Description
empty teste la présence d’au moins un élément
length retourne le nombre d’éléments
member teste la présence d’un certain élément
access retourne l’élément d’un certain index
delete retourne la liste (l’ensemble) privé de la première occurrence d’un cer-
tain élément
remove retourne la liste (l’ensemble) privé de toutes les occurrences d’un cer-
tain élément
head retourne l’élément en tête
tail retourne la liste (l’ensemble) privé de l’élément en tête
union retourne l’union de deux ensembles ou la concaténation de deux listes
— Pour les types ensembles, ensembles ordonnés, et listes ordonnées, on peut automa-
tiquement définir les fonctions suivantes :
Nom Description
inter retourne l’intersection de deux ensembles ou deux listes ordonnées
diff retourne l’ensemble (la liste ordonnée) passé en premier argument en ayant
retiré les éléments de l’ensemble (la liste ordonnée) passé en deuxième
argument
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— Pour les types enregistrements, on peut automatiquement obtenir les fonctions “get”
pour accéder à un champ, et “set” pour mettre à jour un champ. Le nom des
fonctions effectivement prédéfinies comporte le nom du champ correspondant, et il
existe du sucre syntaxique pour ces fonctions (voir exemple ci-dessous).
Voici par exemple des valeurs du type de liste de boisson :
{} −− sucre syntaxique pour " nil "
{tea, milk} −− sucre syntaxique pour "cons (tea , cons (milk , nil ))"
La liste des fonctions à prédéfinir est introduite par le mot clé with. La définition du type
ensemble de boissons “drink_set” suivant requiert que les fonctions “member” et “inter”
soient prédéfinies :
type drink_set is
set of drink
with "member", "inter"
end type
En ce qui concerne les types enregistrements, voici un exemple de sucre syntaxique pour
les fonctions “get” et “set” :
type point3d is
point3d (x, y, z: int )
with "get", "set"
end type
p = Point3D (1, 2, 3);
get_x (p) −− retourne : 1
p.z −− sucre syntaxique pour "get_z (p)", retourne : 3
set_y (p, 4) −− retourne : point3d (1, 4, 3)
p.{x => 5} −− sucre syntaxique pour "set_x (p, 5)", retourne : point3d (5, 2, 3)
Actions et offres
Un processus réalise des actions, et une action peut soit être interne, soit être réalisée
sur une porte. L’action interne est désignée par “i”. Une action sur porte est désignée par
l’identifiant de la porte, suivi éventuellement d’offres entre parenthèses.
Les offres permettent d’échanger des données lors d’une action sur porte. Une offre en
mode envoi permet d’envoyer une valeur, elle est notée par un “ !”, optionnel 6, suivi d’une
expression de valeur. Une offre en mode réception permet de recevoir une valeur dans une
variable, elle est notée par un “ ?” suivi d’une variable. Une action interne ne peut pas
avoir d’offre.
6. De manière générale, nous omettons donc ce signe pour les offres en mode envoi.
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Voici par exemple un comportement qui effectue une action interne, suivie par une action
sur la porte A où la première offre désigne l’envoi d’un entier naturel, et la deuxième une
réception d’un booléen :
var b : bool in
i ;
A (123, ?b)
end var
Garde de communication
Il est possible de conditionner la réalisation d’une action par une fonction booléenne sur les
variables couramment définies, y compris les offres de l’action. On appelle cette condition
une garde de communication, ou plus simplement une garde. Une garde est introduite à la
suite d’une action par le mot clé where.
Voici une action sur la porte A, qui n’est autorisée que lorsque la valeur de x est positive
et la valeur reçue dans y est inférieure à z :
var x, y, z : int in
... ; −− affecte les valeurs de x et z
A (x, ?y) where (x > 0) and (y < z);
...
end var
Channels
Un channel permet de limiter les profils d’offres acceptés sur une porte. Un profil d’offres
correspond à une liste de types, qui indique le nombre et le type des offres autorisées. Un
channel peut spécifier plusieurs profils.
Voici différents exemples de définitions de channels :
channel none is () end channel −− aucune offre autorisée
channel int is ( int ) end channel −− une offre de type entier autorisée
channel misc is −− plusieurs profils autorisés
(nat, int ),
(bool, char , bool)
end channel
Le channel any est prédéfini et autorise n’importe quel profil d’offres. De plus, on considère
dans la suite que pour chaque type défini, un channel du même nom qui autorise une offre
de ce type (comme par exemple le channel “int” ci-dessus) est aussi défini.
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Processus
Le processus est l’entité d’exécution d’une spécification LNT. Un processus reçoit en ar-
gument une liste de portes sur lesquelles il peut réaliser des actions. Chaque porte est
caractérisée par un channel. Un processus peut aussi recevoir une liste de valeurs en ar-
gument. La liste de portes est passée entre crochets, la liste de valeurs est passée entre
parenthèses.
Voici la définition du processus P0, qui reçoit en argument une porte G et un entier x, et
dont le comportement consiste à effectuer une action sur la porte G, avec en offre la valeur
de x en mode envoi :
process P0 [G : int ] (x : int ) is
G (x)
end process
Les actions sont les événements observables de l’exécution d’un processus. La sémantique
formelle de LNT définit comment, à partir de la spécification d’un processus, on peut
construire le LTS qui représente les comportements possibles de ce processus. Dans la
suite, les LTS correspondants aux exemples de processus sont illustrés. L’état initial du
LTS est marqué d’un disque plein. Une étiquette accompagne chaque transition, elle indique
l’action réalisée au passage de cette transition.
Le processus P1 ne réalise aucune action, il bloque son exécution avec l’opérateur stop :
process P1 is
stop
end process
Un processus qui termine sans se bloquer effectue implicitement l’action spéciale “ exit”.
Le processus P2 n’effectue aucune action spécifique (opérateur null) et termine sans se
bloquer.
process P2 is
null
end process
exit
Tout comme pour les fonctions, l’opérateur “;” désigne la composition séquentielle. De
plus, il est possible d’appeler des fonctions depuis un processus, et les constructions des
fonctions (branchement conditionnel, boucle, pattern matching, etc) sont aussi utilisables
directement au sein d’un processus. Le processus P3 réalise une action sur la porte A, puis
une action interne, puis une boucle de 3 actions sur la porte B :
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process P3 [A, B: none] is
var n : nat in
A;
i ;
for n := 0 while n < 3 by n := n+1 loop
B (n)
end loop
end var
end process
A
i
B !2
B !1
B !0
exit
Choix non déterministe
Un processus peut faire un choix non déterministe entre plusieurs actions à l’aide de l’opé-
rateur select. Cet opérateur permet d’introduire plusieurs comportements possibles, qui
sont délimités par “ []”.
Le processus P4 effectue un choix non déterministe entre l’action sur la porte B et celle sur
la porte D. Une fois qu’il a réalisé une action d’une branche de ce choix non déterministe,
il est contraint d’exécuter le reste de cette branche.
process P4 [A, B, C, D, E, F: none] is
A;
select
B;
C
[]
D;
E
end select;
F
end process
exit
A
B
C
D
E
F
On constate que le choix non déterministe résulte, dans le LTS, en un état à partir duquel
il existe plusieurs transitions sortantes.
Le choix non déterministe permet de réaliser le comportement de l’une des branches qu’il
introduit. Il faut alors se méfier des choix non déterministes contenant des constructions
if sans composante else, car la composante else par défaut est null, c’est-à-dire un com-
portement toujours exécutable. La construction only if est du sucre syntaxique pour un
branchement if dont la composante else est un blocage stop.
Le processus P5 illustre l’utilité de l’opérateur only if : dans le premier select, la deuxième
branche peut être traversée via le null implicite, et donc une action sur la porte C peut
directement avoir lieu. Dans le deuxième select, le stop implicite évite la possibilité de
traverser cette branche sans action.
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process P5 [A, B, C: none] is
select
A
[]
if false then
B
−− implicite : else null
end if
end select;
C; −− peut avoir lieu sans A avant
select
A
[]
only if false then
B
−− implicite : else stop
end if
end select
end process
A
exit
C
C
A
Dans une expression, le mot clé any autorise n’importe quelle valeur d’un type, avec éven-
tuellement une restriction introduite par where. Cette construction peut aussi faire appa-
raître du non-déterminisme. Par exemple, le processus P6 peut réaliser une action sur la
porte A en passant une valeur de boisson chaude :
process P6 [A: drink ] is
var d : drink in
d := any drink where hot_drink (d);
−− ici, d vaut une valeur de drink
−− pour laquelle hot_drink est vraie
A (d)
end var
end process
exitexit
A !TEA A !COFFEE
Composition parallèle
L’opérateur de composition parallèle par permet de déclarer plusieurs processus qui s’exé-
cutent indépendamment, en parallèle, tout en spécifiant sur quelles portes les processus
doivent synchroniser leurs actions. Les actions sur les portes pour lesquelles aucune syn-
chronisation n’est imposée sont réalisées indépendamment par chaque processus. L’action
de terminaison “exit” est toujours synchronisée entre tous les processus d’une composition
parallèle.
L’exemple suivant montre la composition parallèle des processus P7 et P8, qui doivent
synchroniser leurs actions sur les portes A, C, D et F :
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process P7 [A, B, C, D: none] is
A;
B;
select
C
[] D
end select
end process
A B
exit
exit
C
D
process P8 [A, E, C, F: none] is
A;
E;
select
C
[] F
end select
end process
A E
exit
exit
C
F
−− Composition parallèle
par A, C, D, F in
P7 [A,B,C,D]
| | P8 [A,E,C,F]
A C exit
B
EB
E
La première action sur la porte A est commune aux deux processus. Ensuite, les actions
sur les portes B et E n’ont pas à être synchronisées, elles peuvent donc être réalisées dans
n’importe quel ordre. Les actions sur les portes C, D, et F doivent être synchronisées.
Lorsque le processus P7 est prêt pour une action sur la porte C ou la porte D, et le
processus P8 est prêt pour une action sur la porte C ou la porte F, la seule action qui
peut être réalisée par les deux processus est celle sur la porte C. Enfin, les deux processus
synchronisent leur action “exit”.
Lors d’une action synchronisée, les éventuelles offres sont confrontées. Une action ne peut
avoir lieu que lorsque les offres de tous les processus sont compatibles. Deux offres sont
compatibles lorsqu’elles ont le même type, et lorsqu’elles ont la même valeur si elles sont
toutes les deux en mode envoi. L’action synchronisée résultante est réalisée avec la fusion
des offres. La fusion de deux offres compatibles impose une valeur si au moins l’une des deux
offres est en mode envoi. Si les deux offres sont en mode réception, alors l’offre résultant
de la fusion reste en mode réception. La présence de garde de communication peut limiter
les valeurs qui sont acceptées pour une offre en réception.
L’exemple suivant illustre des synchronisations d’actions avec des offres. Les LTS des pro-
cessus P9 et P10 ne sont représentés que partiellement, car l’énumération des valeurs
entières possibles créent beaucoup de transitions 7.
7. Par défaut, les entiers naturels sont bornés à 255, il est cependant possible de régler cette borne à
des valeurs plus élevées ou plus basses.
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process P9 [A, B, C: any] is
var x: nat, d: drink in
A (1, 2, ?x);
B (x, ?d) where hot_drink (d);
C (d)
end var
end process
C !COFFEE
C !TEA
A !1 !2 !255
B !255 !TEA
B !255 !COFFEE
C !COFFEE
C !TEA
exit
exit
exit
exitA !1 !2 !0
B !0 !TEA
B !0 !COFFEE
A !1 !2 !1
process P10 [A, C: any] is
var y: nat in
A (1, ?y, 3);
C (milk)
end process
C !MILK exit
C !MILK exit
C !MILK exit
A !1 !0 !3
A !1 !1 !3
A !1 !255 !3
par A, C in
P9 [A,B,C]
| | P10 [A,C]
end par
A !1 !2 !3
B !3 !TEA B !3 !COFFEE
Pour l’action sur la porte A, les offres des deux processus P9 et P10 sont compatibles, et
leur fusion fixe une valeur à toutes les offres. Ensuite, le processus P9 réalise une action
non synchronisée sur la porte B. La première offre de cette action est en mode envoi, et
impose la valeur entière de x, c’est-à-dire 3. La deuxième offre est en réception, sa valeur
peut être n’importe laquelle parmi celles de son type, “drink”. La garde contraint cette
valeur à faire partie des boissons chaudes. Comme aucun autre processus ne vient imposer
de valeur avec une offre en mode envoi, deux actions sont possibles, pour les deux valeurs
possibles de boisson chaude. Enfin, la composition parallèle impose la synchronisation des
actions sur la porte C. Toutefois, l’offre proposée par le processus P10 n’est compatible
avec aucune des offres possibles pour les actions du processus P9. Cette action ne peut
donc pas avoir lieu, et les deux processus sont bloqués.
1.3.2 Composition parallèle et vecteurs de synchronisation
Une composition parallèle permet d’exprimer quelles synchronisations sont possibles pour
chaque porte. Cette information peut être représentée pour chaque porte sous la forme
d’une liste d’ensembles d’identifiants de processus. Chacun de ces ensembles représente un
groupe de processus qui peuvent réaliser une action synchronisée sur cette porte. Nous
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appelons un ensemble d’identifiants de processus un vecteur de synchronisation (synchro-
nization vector) [Lan05].
L’opérateur de composition parallèle par permet d’exprimer précisément les rendez-vous qui
sont possibles sur chaque porte. Nous présentons ici la syntaxe complète de cet opérateur :
— Lorsqu’une porte est indiquée entre par et in, les actions sur cette porte sont syn-
chronisées entre tous les processus de la composition (comme dans les exemples de
la section 1.3.1).
— Lorsqu’une porte est placée en préfixe d’un processus (avant “−>”), alors les actions
sur cette porte sont synchronisées entre tous les processus préfixés par cette porte.
— Lorsqu’une porte est indiquée entre par et in, et est suivie d’un “#” lui-même suivi
d’un nombre n, alors les action sur cette porte sont synchronisées entre n’importe
quel ensemble de n processus parmi les m processus de la composition. On parle
dans ce cas de rendez-vous à n-parmi-m 8.
Nous illustrons cette syntaxe sur la composition parallèle suivante, où on ne préoccupe pas
du comportement des processus :
par A, B #2 in
C −> P1 [A,B,C]
| | D −> P2 [A,B,D]
| | C, D −> P3 [A,B,C,D]
end par
Cette composition parallèle exprime les listes de vecteurs de synchronisation suivantes :
— pour la porte A : {P1, P2, P3}
— pour la porte B : {P1, P2}, {P1, P3}, {P2, P3}
— pour la porte C : {P1, P3}
— pour la porte D : {P2, P3}
Au sein de DLC, nous utilisons l’outil EXP.OPEN [Lan05] pour extraire automatiquement
les vecteurs de synchronisation d’une composition parallèle.
1.3.3 Aperçu des outils CADP utilisés
La boîte à outils CADP offre plus d’une cinquantaine d’outils. Nous présentons ici un
aperçu de l’architecture de CADP et nous décrivons les principaux outils utilisés dans le
cadre de cette thèse. Pour plus d’informations, les pages manuels des outils sont disponibles
en ligne sur le site de CADP 9.
8. Le rendez-vous à n-parmi-m n’est pas encore disponible directement en LNT, il est cependant utili-
sable par le biais de l’outil EXP.OPEN, présenté par la suite.
9. http://cadp.inria.fr
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La plupart des outils de CADP opèrent sur des espaces d’états de processus, sous forme de
LTS. Ces LTS peuvent être représentés explicitement ou implicitement. La représentation
explicite d’un LTS consiste à stocker tous les états et toutes les transitions de l’espace
d’états. Au sein de CADP, le format BCG (Binary Coded Graph) a été développé afin
d’encoder la représentation explicite d’un LTS de manière compacte. BCG est un format
binaire, et CADP offre une bibliothèque pour manipuler des fichiers au format BCG. Un
LTS au format implicite consiste en un état initial et une fonction post, qui permet de
parcourir des fragments de l’espace d´états, selon le but recherché. CADP est capable de
produire un programme qui représentant le LTS implicite correspondant à une spécification
formelle. L’accès à ce LTS est réalisé via l’interface OPEN/CÆSAR [Gar98]. Les outils de
CADP peuvent ainsi être invoqués soit sur des LTS implicites, soit sur des LTS explicites.
Voici un aperçu des outils CADP utilisés dans le cadre de la thèse :
EXEC/CÆSAR [GVZ01] Le compilateur EXEC/CÆSAR produit un programme
C séquentiel à partir d’une spécification de processus LNT. Le programme généré
par EXEC/CÆSAR liste l’ensemble des actions immédiatement atteignables après
une séquence d’instructions internes. En particulier, lorsqu’un processus fait face
à un choix non déterministe, le programme permet de lister les différents actions
possibles. Ce programme généré ne se suffit pas à lui même, et il a besoin de code
complémentaire pour implémenter le choix d’action à réaliser. L’interface offerte par
le code produit par EXEC/CÆSAR est présentée en détails au chapitre 4.
Le compilateur EXEC/CÆSAR permet d’obtenir aisément un programme pour
chaque processus d’une composition parallèle. Nous tirons bénéfice de l’existence
de ce compilateur pour nous concentrer, au sein de DLC, sur l’implémentation des
interactions entre processus par rendez-vous multiple.
EXP.OPEN [Lan05] L’outil EXP.OPEN permet de définir des compositions paral-
lèles de LTS stockés au format BCG. Cet outil permet d’utiliser des opérateurs
de composition parallèle de différentes algèbres de processus (CCS, CSP, LOTOS,
LNT, ...) pour exprimer la composition parallèle.
Nous utilisons une option de l’outil EXP.OPEN pour obtenir la liste des vecteurs
de synchronisation à partir d’une composition parallèle LNT.
EVALUATOR4 et MCL [MT08, MS13] EVALUATOR4 est un desmodel checker
de CADP. Il prend en entrée un LTS et une propriété de logique temporelle, et
indique en sortie si la propriété est vérifiée par le LTS. EVALUATOR4 est capable de
produire des graphes de diagnostique, qui permettent d’obtenir des contre-exemples
lorsqu’une propriété n’est pas vérifiée par un LTS.
Les propriétés sont exprimées dans le langage MCL (Model Checking Langage) [MT08].
Ce langage permet d’exprimer des propriétés de logique temporelle, avec la particu-
larité de pouvoir capturer les données d’une action et de faire référence à la donnée
capturée plus tard dans la propriété.
Nous utilisons lemodel checker EVALUATOR4 au chapitre 5 pour vérifier différentes
propriétés.
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BISIMULATOR [MO08] L’outil BISIMULATOR permet de conclure si deux LTS
sont équivalents modulo une certaine relation d’équivalence. Lorsqu’ils ne le sont pas,
un diagnostique est disponible pour illustrer quel genre de trace est réalisable dans
un des LTS mais pas dans l’autre. Nous utilisons cet outil au cours du chapitre 5.
SVL [Lan02] Enfin, l’outil SVL réalise des scénarios de vérification exprimés dans
le langage de script SVL (Script Verification Langage). Les outils de CADP sont
traditionnellement appelés en ligne de commande, et chaque outil possède plusieurs
options. Le langage SVL permet de décrire aisément des scénarios de vérifications
qui font intervenir plusieurs outils CADP. De plus, il est possible d’intercaler n’im-
porte quelle commande de shell UNIX au sein d’un scénario SVL, ce qui facilite
l’automatisation de vérifications formelles.
Nous utilisons un script SVL pour décrire notre méthode de vérification de protocole
de synchronisation au chapitre 5. Ce script nous évite d’avoir à nommer explicite-
ment certains outils de CADP, SVL se chargeant d’invoquer les outils adéquats pour
conduire les vérifications requises.
1.3.4 Relations d’équivalences
L’espace d’états d’un système est représenté sous forme de LTS. Pour comparer le com-
portement de deux systèmes, on définit plusieurs relations d’équivalence entre LTS. Ces
relations diffèrent selon leur manière de déterminer si deux états sont équivalents au regard
des actions réalisables à partir de ces états. Dans cette section, les actions internes sont
identifiées par l’étiquette τ .
Formalisation d’un LTS
Un LTS est un quadruplet M = (Q,A, T, q0), où :
— Q est l’ensemble des états
— A est l’ensemble des actions (étiquettes de transitions, représentant la porte et les
offres d’une action)
— T ∈ Q× A×Q est la relation de transition
— q0 est l’état initial
L’ensemble A contient l’action interne, dénotée par τ . Une transition (p, a, q) ∈ T , aussi
notée p a−→ q signifie que le système peut passer de l’état p à l’état q en réalisation l’action
a. Si L est un langage inclus dans A∗, alors p L−→ q dénote une séquence de transitions
p
a1
−→ q1 a2−→ ... an−→ q telle que le mot a1a2...an appartient à L. On considère sans perte
de généralité que tous les états q ∈ Q sont atteignables depuis l’état initial q0 par une
séquence de transition dans T (c’est-à-dire, q0
A∗
−→ q). Dans la suite, a dénote une action
sur porte, et b dénote une action soit sur porte, soit interne. La fermeture transitive et
réflexive de T est dénotée par T ∗.
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Deux LTS M1 = (Q1, A1, T1, q01) et M2 = (Q2, A2, T2, q02) sont équivalents selon une
relation d’équivalence ∼ (noté M1 ∼ M2) si et seulement si leurs états initiaux sont
équivalents modulo ∼ (noté q01 ∼ q02).
Équivalence forte (strong equivalence) [Par81]
Deux états p et q sont équivalents modulo l’équivalence forte (noté p ∼str q) si et seulement
si il existe une relation Rstr telle que :
1. pour chaque transition p b−→ p′ ∈ T1, il existe une transition q b−→ q′ ∈ T2 telle que
p′ Rstr q
′
2. pour chaque transition q b−→ q′ ∈ T2, il existe une transition p b−→ p′ ∈ T1 telle que
p′ Rstr q
′
Équivalence de branchement (branching equivalence) [vGW89, vGW96]
Deux états p et q sont équivalents modulo l’équivalence de branchement (noté p ∼bra q) si
et seulement si il existe une relation Rbra telle que :
1. pour chaque transition p b−→ p′ ∈ T1,
(a) soit b = τ et p′ Rbra q
(b) soit il existe une séquence q τ
∗
−→ q′
b
−→ q′′ ∈ T2∗ telle que pRbra q′ et p′ Rbra q′′
2. pour chaque transition q b−→ q′ ∈ T2,
(a) soit b = τ et pRbra q′
(b) soit il existe une séquence p τ
∗
−→ p′
b
−→ p′′ ∈ T1∗ telle que p′ Rbra q et p′′ Rbra q′
L’équivalence de branchement ne distingue pas une inaction et un cycle d’actions internes.
L’équivalence de branchement sensible à la divergence est introduite pour prendre en
compte les cycles d’actions internes.
Équivalence de branchement sensible à la divergence (divergence sensitive
branching equivalence) [vGW89, vGW96]
Deux états p et q sont équivalents modulo l’équivalence de branchement sensible à la
divergence, (noté p ∼divbra q) si et seulement si il existe une relation Rdivbra telle que
Rdivbra est une relation d’équivalence de branchement, et :
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1. s’il existe une séquence infinie p τ−→ p(1) τ−→ p(2) τ−→ ... ∈ T1∗ avec (p(i), q) ∈ Rdivbra
pour tout i ≥ 0, alors il existe une séquence infinie q τ−→ q(1) τ−→ q(2) τ−→ ... ∈ T2∗ telle
que (p(i), q(j)) ∈ Rdivbra pour tout i ≥ 0 et pour tout j ≥ 0.
2. s’il existe une séquence infinie q τ−→ q(1) τ−→ q(2) τ−→ ... ∈ T2∗ avec (q(i), p) ∈ Rdivbra
pour tout i ≥ 0, alors il existe une séquence infinie p τ−→ p(1) τ−→ p(2) τ−→ ... ∈ T1∗ telle
que (q(i), p(j)) ∈ Rdivbra pour tout i ≥ 0 et pour tout j ≥ 0.
Par la suite, la relation d’équivalence de branchement sensible à la divergence est aussi
appelée “divbranching”.
Équivalence observationnelle (observational equivalence) [Mil89]
Deux états p et q sont équivalents modulo l’équivalence observationnelle (noté p ∼obs q) si
et seulement si il existe une relation Robs telle que :
1. (a) pour chaque transition p τ−→ p′ ∈ T1, il existe une séquence q τ
∗
−→ q′ ∈ T2∗ telle
que p′ Robs q′
(b) pour chaque transition p a−→ p′ ∈ T1, il existe une séquence q τ
∗.a.τ∗
−−−−→ q′ ∈ T2∗
telle que p′ Robs q′
2. (a) pour chaque transition q τ−→ q′ ∈ T2, il existe une séquence p τ
∗
−→ p′ ∈ T1∗ telle
que p′ Robs q′
(b) pour chaque transition q a−→ q′ ∈ T2, il existe une séquence q τ
∗.a.τ∗
−−−−→ q′ ∈ T1∗
telle que p′ Robs q′
Équivalence τ ∗.a (τ ∗.a equivalence) [FM91]
Deux états p et q sont équivalents modulo l’équivalence τ ∗.a (noté p ∼tau q) si et seulement
si il existe une relation Rtau telle que :
1. pour chaque séquence p τ
∗.a
−−→ p′ ∈ T1∗, il existe une séquence q τ
∗.a
−−→ q′ ∈ T2∗ telle
que p′ Rtau q′
2. pour chaque séquence q τ
∗.a
−−→ q′ ∈ T2∗, il existe une séquence p τ
∗.a
−−→ p′ ∈ T1∗ telle
que p′ Rtau q′
On dit aussi que p est inclus dans q modulo le préordre τ ∗.a (noté p ⊑tau q) si et seulement
si il existe Rtau telle que la condition 1 est satisfaite.
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Équivalence de sûreté (safety equivalence) [BFG+91]
Deux états p et q sont équivalents modulo l’équivalence de sûreté (noté p ∼saf q) si et
seulement si :
1. p ⊑tau q
2. q ⊑tau p
L’équivalence de sûreté est définie en fonction du pré-ordre ⊑tau de l’équivalence τ ∗.a. C’est
une simulation d’équivalence plutôt qu’une bisimulation 10, car elle requiert seulement que
les états p et q soient inclus l’un dans l’autre modulo ⊑tau, et elle ne nécessite pas que
chaque τ ∗.a-successeur de p (respectivement de q) soit équivalent à un τ ∗.a-successeur de
q (respectivement de p).
Équivalence de trace (trace equivalence)
L’équivalence de trace est aussi connue sous le nom d’équivalence de langage (language
equivalence).
Deux états p et q sont équivalents modulo l’équivalence de trace (noté p ∼tra q) si et
seulement si :
1. pour tout n ≥ 0 et toute séquence p b1...bn−−−→ p′ ∈ T1∗, il existe une séquence q b1...bn−−−→
q′ ∈ T2∗
2. pour tout n ≥ 0 et toute séquence q b1...bn−−−→ q′ ∈ T2∗, il existe une séquence p b1...bn−−−→
p′ ∈ T1∗
Équivalence faible (weak trace equivalence) [BHR84]
Deux états p et q sont équivalents modulo l’équivalence faible (noté p ∼wtr q) si et seulement
si :
1. pour tout n ≥ 0 et toute séquence p τ
∗.a1...τ∗.an
−−−−−−−→ p′ ∈ T1∗, il existe une séquence
q
τ∗.a1...τ∗.an
−−−−−−−→ q′ ∈ T2∗
2. pour tout n ≥ 0 et toute séquence q τ
∗.a1...τ∗.an
−−−−−−−→ q′ ∈ T2∗, il existe une séquence
p
τ∗.a1...τ∗.an
−−−−−−−→ p′ ∈ T1∗
10. L’équivalence τ∗.a est, par exemple, une bisimulation.
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Classement des relations d’équivalence selon leur force
Une relation d’équivalence R1 est considérée plus forte qu’une relation d’équivalence R2 si
et seulement si pR1 q implique pR2 q pour n’importe quels états p et q. La figure 1.1 illustre
le classement, selon leur force, des relations d’équivalence que nous venons de décrire.
plus forte
moins forte
τ ∗.a observational
branching
safety
trace
weak trace
divbranching
strong
Figure 1.1 – Classement des relations d’équivalence selon leur force
1.4 Protocoles de synchronisation pour le rendez-vous
multiple
En LNT, la primitive d’interaction entre processus est le rendez-vous multiple, ce qui n’est
pas le cas des langages mentionnés dans la section précédente, à l’exception de BIP. Une
implémentation distribuée d’un programme LNT nécessite un protocole pour assurer les
rendez-vous entre processus. Chaque processus pouvant s’exécuter sur une machine dis-
tincte, on cherche un protocole qui repose sur du passage de messages entre processus.
Plus précisément, on estime que le mécanisme d’interaction disponible pour l’implémen-
tation est le passage de messages asynchrones, sans perte, avec ordre préservé entre deux
processus. On fait également l’hypothèse que les machines ne tombent pas en panne.
Dans cette section, on explore plus en détails les difficultés de l’implémentation distribuée
du rendez-vous multiple, avant de présenter différentes solutions existantes.
1.4.1 Le rendez-vous multiple entre processus non déterministes
Le rendez-vous multiple est une action synchronisée entre plusieurs processus. En LNT, les
rendez-vous ont lieu sur des portes. On qualifie les processus LNT de non déterministes car
ils peuvent être prêts sur plusieurs actions à la fois. Une action sur une porte concerne un
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vecteur de synchronisation, c’est-à-dire un ensemble non vide d’identifiants de processus.
Lorsque l’intersection des vecteurs de synchronisation de deux rendez-vous n’est pas vide,
ces rendez-vous sont alors en conflit. Ce genre de synchronisation est plus complexe que
des barrières de synchronisation classiques, car il faut assurer l’exclusion mutuelle des
rendez-vous en conflit.
En 1988, Chandy et Misra [CM88] ont résumé ce type de synchronisation par le pro-
blème de coordination des comités, en anglais committee coordination problem, défini de
la manière suivante. On considère un ensemble de professeurs qui se réunissent dans des
comités. Chaque professeur fait partie d’un ou plusieurs comités, et chaque comité com-
prend au moins un professeur. Une réunion de comité peut avoir lieu uniquement si tous les
professeurs du comité participent, et un professeur ne peut participer qu’à un seul comité
à la fois.
Ce problème est similaire à la gestion des rendez-vous, les professeurs correspondant aux
processus LNT et les comités aux rendez-vous. On relève tout de même une légère diffé-
rence : l’ensemble de rendez-vous auquel un processus LNT peut prendre part varie au
fur et à mesure que ce processus s’exécute, alors qu’un professeur peut toujours participer
à n’importe lequel des comités dont il est membre. En d’autres termes, pour un système
formé d’un composition parallèle de processus LNT, chaque état du système nécessite de
résoudre une instance du problème de coordination des comités.
Un protocole qui organise les rendez-vous doit garantir les propriétés suivantes :
exclusion mutuelle des rendez-vous en conflit : un processus ne peut participer
qu’à un seul rendez-vous à la fois, deux rendez-vous en conflit ne peuvent donc pas
avoir lieu en même temps.
absence d’interblocage : le système ne doit pas bloquer indéfiniment si l´état des
processus permet au moins un rendez-vous dans le système. Cela concerne les inter-
blocages où tous les processus sont bloqués (deadlock) ainsi que ceux où les processus
négocient entre eux indéfiniment sans parvenir à réaliser un rendez-vous (livelock).
De manière générale, les protocoles comportent 2 phases principales :
1. détection de rendez-vous possibles
2. négociation afin de confirmer la réalisation d’un rendez-vous tout en garantissant
l’exclusion mutuelle des autres rendez-vous en conflit
Un premier protocole naïf consiste en un unique processus auxiliaire qui joue le rôle de
synchroniseur central. Quand un processus LNT est prêt sur un ou plusieurs rendez-vous,
il avertit le synchroniseur central. Celui ci peut décider quel rendez-vous a lieu, et l’indiquer
aux processus concernés. Cette solution n’est pas satisfaisante car elle force une exécution
séquentielle de tous les rendez-vous du système, alors que les rendez-vous qui ne sont pas
en conflit peuvent avoir lieu de manière concurrente. De plus, la structure centralisée est
un goulot d’étranglement évident pour les systèmes avec de nombreux processus LNT. De
nombreux travaux ont donc été menés pour résoudre le problème de la coordination des
comités de professeurs de manière distribuée.
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1.4.2 Acquisition de ressources partagées sans interblocage
Avant d’explorer les différents protocoles, nous rappellons brièvement une technique d’ac-
quisition de ressources partagées qui évite les interblocages.
Dans les systèmes concurrents, il arrive souvent que plusieurs processus doivent acquérir
des ressources partagées, ce qui peut facilement mener à des situations d’interblocage. Par
exemple, on considère deux processus P1 et P2 qui cherchent tous les deux à acquérir deux
ressources R1 et R2. D’abord P1 verrouille R1 et P2 verrouille R2, ensuite P1 cherche à
verrouiller R2 et P2 cherche à verrouiller R1 : c’est un interblocage, car chaque processus
veut acquérir une ressource déjà verrouillée par l’autre.
Il existe une technique simple pour éviter ces interblocages : si tous les processus ver-
rouillent les ressources dans le même ordre, alors aucun interblocage ne peut avoir lieu.
Cela nécessite de pouvoir ordonner les ressources, et que tous les processus respectent
l’ordre de verrouillage. Dans notre exemple, on impose de verrouiller d’abord R1, puis R2.
Le premier de P1 ou P2 qui arrive à verrouiller R1 pourra ensuite verrouiller R2, tandis
que l’autre attendra que le verrou sur R1 soit relâché avant de s’intéresser à R1, puis à R2.
Cette technique est utilisée dans plusieurs protocoles pour le rendez-vous multiple. Elle
trouverait son origine dans la solution proposée par Dijkstra pour le problème des philo-
sophes, et elle est notamment formalisée en 1968 par Havender [Hav68].
1.4.3 Protocoles distribués pour le rendez-vous multiple
L’implémentation distribuée du rendez-vous multiple a été résolue dans différents domaines
qui ont chacun leur terminologie, ce qui ne facilite pas la recherche bibliographique. Nous
présentons les travaux existants dans un ordre chronologique, en essayant d’indiquer leur
relation le cas échéant.
Dès 1983, des études sur l’implémentation distribuée de réseaux de Petri donnent naissance
à des propositions [Win83, Tau87]. Les protocoles définis ont pour but d’assurer la progres-
sion de jetons entre les places du réseau. Chaque transition du réseau est équivalente à un
rendez-vous : elle ne peut avoir lieu que si il y a des jetons dans les places qui la précède, et
elle peut être en concurrence avec d’autres transitions qui nécessitent les mêmes jetons. Les
protocoles envisagés reposent sur le verrouillage des jetons des places par les transitions
pour assurer l’exclusion mutuelle des transitions en conflit. Pour éviter les interblocages
lors du verrouillage, plusieurs stratégies sont envisagées, notamment l’élection d’une tran-
sition gagnante parmi celles qui verrouillent les mêmes jetons [Win83], ou le verrouillage
dans un ordre fixe des places [Tau87], ce qui revient à la technique expliquée à la section
précédente. Certains des protocoles passés en revue par Taubner [Tau87] sont pertinents
pour l’implémentation du rendez-vous multiple, mais ils ne semblent pas être connus de la
communauté des algèbres de processus, car nous n’avons pas vu de référence à ces travaux
dans les autres articles présentés dans la suite.
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En 1988, dans leur ouvrage “Parallel Programming Design : a Foundation”[CM88], Chandy
et Misra traitent le rendez-vous multiple dans la continuité de celui du dîner des philo-
sophes. Ils proposent une solution distribuée qui utilise des échanges de jetons, et qui
se ramène au problème des philosophes pour assurer l’exclusion mutuelle. Chaque rendez-
vous est représenté par un processus auxiliaire, et une fourchette est introduite pour chaque
paire de rendez-vous en conflit. Ces rendez-vous sont alors comme des philosophes voisins
de table. Un processus envoie un jeton à tous les rendez-vous sur lesquels il est prêt. Un
rendez-vous qui a reçu suffisamment de jetons demande les fourchettes de tous ses voisins,
afin d’assurer l’exclusion mutuelle des rendez-vous en conflit. Une fois qu’un rendez-vous a
obtenu les fourchettes de ses voisins, il doit encore vérifier qu’aucun des processus concer-
nés n’a déjà participé à un autre rendez-vous entre temps : ceci est réalisé par un échange
d’autres jetons avec les rendez-vous voisins. Les solutions connues au problème des philo-
sophes permettent d’assurer qu’un rendez-vous qui demande les fourchettes de ses voisins
finira toujours par les recevoir.
L’année suivante, en 1989, Bagrodia [Bag89] décrit deux autres protocoles. Le premier,
nommé “Event Manager”, utilise des processus auxiliaires managers pour un ou plusieurs
rendez-vous. Un unique jeton circule sur un anneau virtuel entre les managers, et ce jeton
contient pour chaque processus un compteur du nombre de fois où ce processus a participé
à un rendez-vous. Quand un processus est prêt sur un ou plusieurs rendez-vous, il prévient
les managers correspondants, qui maintiennent chacun un compteur du nombre de fois
où ils ont été prévenus. Quand un manager a détecté suffisamment de processus prêts, il
attend le jeton puis compare les compteurs pour déterminer si les processus concernés ont
déjà participé à un autre rendez-vous. Si ce n’est pas le cas, alors le manager réalise le
rendez-vous, prévient les processus concernés, incrémente les compteurs correspondants du
jeton, avant de transférer le jeton au prochain manager. Le jeton unique garantit l’exclu-
sion mutuelle des rendez-vous, mais il empêche l’exécution en parallèle des rendez-vous qui
ne sont pas en conflit. Pour remédier à ce problème, le deuxième protocole baptisé “Mo-
dified Event Manager”(MEM), abandonne l’idée du jeton unique pour garantir l’exclusion
mutuelle et utilise à la place l’approche des philosophes proposée par Chandy et Misra. Le
système de compteur est toujours utilisé, mais les compteurs de nombre d’actions réalisées
par les processus sont cette fois stockés sur les fourchettes.
En 1990, Kumar [Kum90] montre qu’un protocole proposé par Bagrodia en 1985 [Bag85]
n’est pas à l’abri de livelock, et présente une version corrigée. Dans ce protocole, chaque
rendez-vous est modélisé par un jeton et un anneau virtuel entre les processus. Le protocole
fonctionne en deux temps : d’abord on cherche à établir la faisabilité d’un rendez-vous,
ensuite on confirme ce rendez-vous aux processus participants. Un processus qui est prêt
sur un rendez-vous dont il a le jeton envoie ce jeton marqué de son identifiant de processus
sur l’anneau virtuel. Un processus de l’anneau virtuel du rendez-vous transfère le jeton
s’il est aussi prêt à participer au rendez-vous ; sinon, il annule le rendez-vous, prévient les
processus précédents de l’échec du rendez-vous et garde le jeton. Si le jeton parvient à
faire un tour de l’anneau virtuel du rendez-vous, alors une confirmation d’interaction est
envoyée à tous les processus de l’anneau. Le point délicat de ce protocole est de savoir
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comment un processus traite l’arrivée d’un jeton pour un rendez-vous valide alors qu’il est
en attente d’une réponse pour un autre rendez-vous dont il a déjà transféré le jeton. Il ne
peut pas transférer plus d’un jeton à la fois, car cela pourrait mener à la réalisation de
rendez-vous en conflit sur ce processus. Il ne peut pas simplement retarder le traitement en
attendant la réponse du jeton déjà transmis car cela peut facilement créer des situations
d’interblocages. Kumar choisit de retarder les réponses, tout en imposant un ordre sur les
processus pour éviter les interblocages. Les processus qui sont prêts sur un rendez-vous
avertissent les processus les plus petits selon l’ordre, afin qu’une chaîne de verrouillage
commence.
Des travaux sur l’implémentation distribuée de LOTOS ont donné naissance à plusieurs
autres propositions. En 1989, Von Bochmann [BGW89] propose un protocole dont la struc-
ture est proche de celui de Kumar. A chaque rendez-vous correspond un anneau virtuel
entre les processus. Un processus prêt sur un rendez-vous envoie sur l’anneau correspon-
dant un message où il indique son identifiant, qui sert d’index de priorité. Un processus
relaie le message si son identifiant est plus petit que celui du message, et s’il est effective-
ment prêt sur le rendez-vous (sinon, il annule la négociation). Ainsi, seuls les messages les
plus prioritaires peuvent effectuer un tour complet d’anneau virtuel. Quand un processus
relaie un message, il ajoute au message une information indiquant s’il a déjà relayé un
autre message pour un autre rendez-vous. Quand un message parvient à effectuer un tour
d’anneau, le processus peut ainsi observer quels sont les rendez-vous potentiellement en
conflit. Il entame alors une autre négociation avec les rendez-vous en conflit pour assurer
leur exclusion mutuelle, et selon l’issue de cette négociation, avertit les processus concernés
du succès ou de l’échec du rendez-vous.
En 1990, Sjödin [Sjö91] termine sa thèse intitulée “From LOTOS Specifications to Distri-
buted Implementations”, dans laquelle il propose un protocole où chaque rendez-vous est
représenté par un processus auxiliaire, et où chaque processus LOTOS est identifié par un
entier, ce qui permet de les ordonner. Un processus LOTOS prévient tous les rendez-vous
sur lesquels il est prêt. Quand un rendez-vous a détecté suffisamment de processus prêts,
il va chercher à les verrouiller dans l’ordre. Un processus LOTOS accepte un verrou uni-
quement s’il n’est pas déjà verrouillé, sinon il attend la réponse du verrou courant. Si un
rendez-vous parvient à verrouiller tous les processus, alors il les avertit de la réalisation du
rendez-vous. Les processus concernés qui avaient des verrous d’autres rendez-vous en at-
tente préviennent ces autres rendez-vous de l’échec de leur tentative. Ceux-ci déverrouillent
alors tous les processus qu’ils avaient réussi à verrouiller.
Six ans plus tard, Sjödin accompagné de Parrow revoit sa copie en proposant une légère
modification de son protocole qui permet de diminuer le nombre de messages nécessaires
à la réalisation d’un rendez-vous. Dans la version de 1990, lors de la phase de verrouillage
des processus, le rendez-vous envoie un message à chaque processus et attend sa réponse.
Dans la nouvelle version, le rendez-vous amorce la négociation en demandant le verrou au
premier processus, et ensuite cette demande de verrou est transmise directement entre les
processus à verrouiller, dans l’ordre de verrouillage.
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En 1994, Joung et Smolka [JS94] proposent un protocole pour des interactions multiples
dites du premier ordre, qui sont comparables aux rendez-vous multiples de LNT. Dans ce
protocole, un coordinateur est associé à chaque processus et est en charge de décider si une
interaction peut avoir lieu, en verrouillant les processus nécessaires à l’interaction. Pour
départager des interactions en conflit, ce protocole associe une horloge logique [Lam78] à
chaque couple processus-coordinateur, ce qui permet de définir un âge à chacun de ces
couples. Les coordinateurs les plus vieux sont prioritaires dans la résolution de conflit : un
processus peut révoquer son verrou courant en faveur d’une demande de verrou émanent
d’un coordinateur plus ancien. Ces possibles phases d’annulation de verrou peuvent en-
gendrer de nombreux échanges de messages dans les pire cas, où le protocole présente une
complexité quadratique.
En 2004, Perez, Corchuelo et Toro proposent le protocole α-core [PCT04]. L’approche
générale du protocole est similaire à la proposition de 1990 de Sjödin. La différence remar-
quable est qu’un rendez-vous ne prend pas la peine de verrouiller un processus qui est prêt
uniquement sur ce rendez-vous. On peut considérer que le processus se verrouille de lui-
même sur le rendez-vous, nous avons choisi de nommer cette technique l’auto-verrouillage.
En effet, il n’existe pas de risque de conflit de rendez-vous pour les processus qui sont
prêts uniquement sur un seul rendez-vous, il n’y a donc pas de nécessité de s’assurer d’une
exclusion mutuelle par un verrou.
Il existe deux autres protocoles qui ont été étudiés dans le cadre de l’implémentation
distribuée de LOTOS, mais qui ne reposent pas sur du passage de messages asynchrones.
En 1991, Sisto, Ciminiera et Valenzano [SCV91] proposent un protocole où les rendez-vous
sont structurés selon l’arborescence de la composition parallèle LOTOS. Ce protocole utilise
des canaux de communication unidirectionnels, qui assurent que si un message est envoyé
de A vers B, alors il n’y a pas de message en transit de B vers A tant que le premier message
n’est pas arrivé à B. En 2001, Yasumoto, Higashino et Taniguchi [YHT01] décrivent une
technique basée sur une primitive de diffusion de message ordonné (ordered broadcast)
disponible entre tous les programmes de l’implémentation distribuée. Les processus étant
assurés de tous recevoir les messages dans le même ordre, ils peuvent tous décider du
rendez-vous à effectuer en sachant que tous les processus concernés feront le même choix.
Chapitre 2
Protocole de synchronisation
Simplify, simplify.
Henry D. Thoreau
Walden
Le protocole de synchronisation est une partie clé de l’implémentation distribuée : il doit
assurer la gestion des rendez-vous entre les processus de manière correcte et efficace. Parmi
les protocoles de la littérature que nous avons étudiés, celui proposé par Parrow et Sjö-
din [PS96] a retenu notre attention car il utilise peu de messages. Nous nous sommes donc
basés sur ce protocole pour développer celui utilisé au sein de DLC.
Dans ce chapitre, nous commençons par introduire le protocole de Parrow et Sjödin, avant
de détailler le phénomène de synchronisation “en avance de phase” que ce protocole au-
torise. Nous présentons ensuite différentes améliorations que nous avons apportées à ce
protocole pour le généraliser. Nous exposons l’optimisation d’auto-verrouillage, inspirée
du protocole α-core [PCT04], ainsi que le système de purge que nous avons mis au point
pour permettre la cohabitation de l’auto-verrouillage avec les synchronisations en avance
de phase. Nous comparons le coût de notre protocole avec celui de Parrow et Sjödin et
α-core. Enfin, nous présentons la spécification formelle de notre protocole.
2.1 Version de Parrow et Sjödin
Le protocole de Parrow et Sjödin nécessite des processus auxiliaires en plus des processus
à synchroniser. Pour simplifier le vocabulaire, nous appelons désormais les processus de la
spécification de départ des tâches. Le but du protocole est donc de synchroniser les actions
entre les tâches en respectant les vecteurs de synchronisation de chaque porte, définis par
la composition parallèle comme nous l’avons vu à la section 1.3.2.
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Le protocole de Parrow et Sjödin est défini pour des systèmes où chaque porte a un unique
vecteur de synchronisation, et où le traitement des échanges de données n’est pas pris en
compte. Le protocole est constitué, en plus des processus tâches, d’un processus auxiliaire
“porte” pour chaque porte du système et d’un processus auxiliaire “manager” pour chaque
tâche. La figure 2.1 illustre la structure du protocole.
Pour donner une vue d’ensemble, on peut dire que chaque porte est en charge d’assurer les
rendez-vous qui la concernent, tandis que chaque manager est responsable de conduire les
négociations pour sa tâche. La technique retenue pour assurer l’exclusion mutuelle entre
portes en conflit est le verrouillage ordonné des tâches, représentées ici par leur manager.
Les vecteurs de synchronisation sont donc des ensembles ordonnés d’identifiants de tâches.
porte
tâche tâche tâche
...
...
protocole
...
porte porte
manager manager manager
Figure 2.1 – Structure du protocole de Parrow et Sjödin qui emploie, en plus des tâches,
des processus auxiliaires managers et portes.
Le déroulement du protocole peut être divisé en 3 phases principales, qui mettent en jeu 8
types de messages, résumés dans la table 2.1 :
Phase d’annonce. Une tâche annonce à son manager les actions qu’elle peut effectuer
par un message “request”. Le manager transmet alors cette information aux portes
concernées par un message “ready”.
Phase de verrouillage. Lorsqu’une porte a reçu un message “ready” de la part de
toutes les tâches de son vecteur de synchronisation, elle sait qu’un rendez-vous est
possible. La porte peut alors amorcer une négociation en envoyant une demande de
verrou qui va suivre une chaîne de verrouillage, afin d’assurer que les tâches ne par-
ticipent pas à un autre rendez-vous en conflit. Plus précisément, la porte envoie un
message “query” au premier manager du vecteur de synchronisation. Les managers
transmettent ensuite la demande de verrou le long de la chaîne de verrouillage par
des messages “lock”. Les managers sont globalement ordonnés par l’identifiant de
leur tâche associée, et les messages “lock” sont transmis en suivant cet ordre entre
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Phase Nom Direction Description
Ann. request T → M annonce des actions qu’une tâche peut effectuer
Ann. ready M → P annonce : la tâche du manager M est prête sur la porte P
Verr. query P → M amorce d’une chaîne de verrouillage
Verr. lock M → M négociation : transmission de la demande de verrou
Res. commit M → M transmission d’une chaîne de commit
Res. abort M → M transmission d’une chaîne d’annulation
Res. yes M → P annonce du succès d’une négociation
Res. no M → P annonce de l’échec d’une négociation
Res. confirm M → T confirme à la tâche quelle action elle doit effectuer
Table 2.1 – Les différents messages utilisés dans le protocole de Parrow et Sjödin. Dans
la colonne direction, T indique une tâche, M un manager et P une porte.
tous les managers des tâches du vecteur de synchronisation de la porte. Un mana-
ger accepte une seule demande de verrou à la fois, il ne s’engage pas dans plusieurs
négociations simultanément.
Phase de résultat. Si le dernier manager d’une chaîne de verrouillage accepte le ver-
rou, alors il annonce le succès de la négociation à la porte qui a lancé la chaîne de
verrouillage par un message “yes”. De plus, il lance un message “commit” qui va être
relayé par les managers en remontant la chaîne de verrouillage, ce qui forme une
chaîne de commit. Tous les managers d’une négociation qui a aboutit préviennent
leur tâche de l’action décidée avec un message “confirm”.
Par contre, si un des managers brise une chaîne de verrouillage en refusant le verrou,
alors il annonce l’échec de la négociation à la porte concernée par un message “no”.
Dans ce cas, il envoie aussi un message “abort” qui va être relayé par les managers
verrouillés jusqu’à présent sur la chaîne de verrouillage, ce qui forme une chaîne
d’annulation. Un manager qui reçoit un message “abort” se déverrouille de la négo-
ciation dans laquelle il s’était engagé, et peut accepter une autre demande de verrou
par la suite.
Un des points clés du protocole est la gestion des verrous par les managers. Lorsqu’un
manager reçoit un verrou, par un message “query” ou “lock”, il regarde d’abord si ce
verrou concerne une porte sur laquelle sa tâche est prête. Si sa tâche n’est pas prête sur
cette porte, alors le manager refuse le verrou. Si sa tâche est prête sur cette porte, son
comportement dépend de son état de verrouillage :
— S’il n’est pas déjà verrouillé pour une autre négociation, alors il accepte le verrou et
continue la chaîne de verrouillage, ou bien, s’il est le dernier manager de la chaîne,
il envoie “yes” à la porte et lance la chaîne de commit.
— S’il est déjà verrouillé par une autre négociation n, alors il place en attente les de-
mandes de verrou jusqu’à recevoir le résultat de n. S’il reçoit un message “commit”,
alors n est un succès : il transmet la chaîne de commit avant de refuser tous les
verrous en attente. S’il reçoit un message “abort”, alors n est un échec : il transmet
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la chaîne d’annulation avant de traiter une demande de verrou en attente, s’il y en
a.
Exemple de déroulement du protocole
Nous utilisons des exemples pour illustrer différents comportement du protocole au cours de
ce chapitre. Afin de garder les exemples court, les processus tâches terminent généralement
sur un “stop” pour d’éviter d’avoir à traiter les synchronisations sur la porte “exit”.
Le comportement du protocole de Parrow et Sjödin est illustré sur le système suivant :
process T1 [A: none] is
A;
stop
end process
A
process T2 [A, B: none] is
select
A
[] B
end select;
stop
end process
B
A
process T3 [B: none] is
B;
stop
end process
B
par
A −> T1 [A]
| | A, B −> T2 [A,B]
| | B −> T3 [B]
end par
B
A
Ce système comprend trois tâches T1, T2 et T3, ainsi que deux portes A et B. Les tâches T1
et T3 peuvent effectuer une action sur respectivement A et B, tandis que la tâche T2 peut
effectuer une action sur n’importe laquelle des deux portes. Le vecteur de synchronisation
de la porte A est {T1,T2} et celui de la porte B est {T2,T3}. Les portes A et B sont
donc en conflit car la tâche T2 est présente dans le vecteur de synchronisation de ces deux
portes. Globalement, le système effectue un choix non déterministe entre un rendez-vous
des tâches T1 et T2 sur la porte A et un rendez-vous des tâches T2 et T3 sur la porte B.
La figure 2.2 illustre un échange de messages possible selon le protocole. Une fois passée
la phase d’annonce, les portes A et B détectent toutes les deux un rendez-vous possible
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et lancent donc une chaîne de verrouillage. Ces demandes de verrou sont transmises dans
l’ordre entre les managers. La porte B est la première à verrouiller le manager M2, qui
est aussi nécessaire à la porte A pour valider le rendez-vous. Quand le manager M2 reçoit
“lock(A)” de la part du manager M1, le manager M2 place cette demande de verrou en
attente. Lorsque le manager M3 accepte le verrou pour la négociation concernant l’ac-
tion sur la porte B, c’est le succès de cette négociation. Le manager M2 reçoit ensuite la
confirmation que la négociation sur la porte B est un succès, via le message “commit” du
manager M3. Le manager M2 peut alors annoncer l’échec de la négociation sur la porte A,
en envoyant “no” à la porte A et “abort” au manager M1. Au final, les tâches T2 et T3
reçoivent la confirmation d’une action sur la porte B, tandis que la tâche T1 ne pourra pas
effectuer son action sur la porte A.
T1 M1
{T1,T2}
A M2 T2
{T2,T3}
B M3 T3
Phase d’annonce
request(A) request(A,B) request(B)
ready ready
ready ready
Phase de verrouillage
query query
lock(B)
lock(A)
Phase de résultat
commit
yesabort
confirm(B)no
confirm(B)
Figure 2.2 – Exemple de déroulement du protocole de Parrow et Sjödin. Au dessus d’une
porte, les vecteurs de synchronisation de cette porte sont rappelés.
On note que le protocole permet aussi que l’action sur la porte A se réalise au détriment
de celle sur la porte B, il suffit pour cela que le manager M2 reçoive le message “lock(A)”
du manager M1 avant le message “query” de la porte B. En d’autres termes, il faut que la
chaîne de verrouillage de la porte A atteigne le manager M2 avant celle de la porte B. En
appliquant le verrouillage ordonné des managers, le protocole assure que seule l’une de ces
deux chaînes de verrouillage aboutit ; il préserve ainsi l’exclusion mutuelle des rendez-vous
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en conflit sans créer d’interblocage.
On remarque aussi que la réalisation d’une action est décidée lorsque la dernière tâche du
vecteur de synchronisation accepte le verrou. Ainsi, ce n’est pas le processus porte qui est
le premier au courant de la réalisation d’une action.
Nombres de messages requis
Pour un rendez-vous entre n tâches, une négociation nécessite 5n messages :
— la phase d’annonce consomme 2n messages (1 “request” et 1 “ready” par tâche),
— la chaîne de verrouillage en consomme n (1 “query” puis n− 1 “lock”),
— la chaîne de commit consomme n− 1 “commit” entre les tâches,
— et enfin la phase de résultat consomme 1 “yes” pour prévenir la porte et n “confirm”
pour avertir les tâches.
Si on ignore les messages entre une tâche et son manager, qui ont tout intérêt à être localisés
sur la même machine, le protocole ne requiert alors plus que 3n messages.
On remarque que le protocole économise des messages en propageant une chaîne de ver-
rouillage directement entre les managers. En effet, la plupart des protocoles qui ont un pro-
cessus auxiliaire pour chaque porte et qui adoptent une approche de verrouillage ordonné,
tel que α-core [PCT04] par exemple, font transiter toutes les requêtes de verrouillage par
le processus porte. La figure 2.3 permet de comparer ces deux approches de verrouillage.
Avec l’approche “α-core” (à gauche), la porte doit attendre la réponse d’une tâche avant
d’envoyer un verrou à la suivante, la phase de verrouillage consomme donc 2 messages
par tâche. Dans le protocole de Parrow et Sjödin (à droite), la porte amorce une chaîne
de verrouillage qui se propage au sein des managers, la phase de verrouillage consomme
donc 1 message par tâche. On peut aussi considérer le message “yes” qui permet d’at-
teindre le même état que dans l’approche α-core, à savoir la porte est avertie du succès du
verrouillage, pour atteindre un total de n+ 1 messages pour n tâches.
α-core
porte
tâche
1
2 3 4 5
6
tâche tâche managermanager
Parrow et Sjödin
porte
manager
1
2 3
4
Figure 2.3 – Deux approches de verrouillage qui ne nécessitent pas le même nombre de
messages.
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2.2 Rendez-vous en avance de phase
Une des caractéristiques du protocole de Parrow et Sjödin est de pouvoir réaliser des rendez-
vous à partir d’informations qui ne sont plus à jour. Nous avons nommé ce phénomène un
rendez-vous (ou une synchronisation) “en avance de phase”. Nous illustrons ce phénomène
sur le système suivant :
process T1 [A: none] is
A;
stop
end process
A
process T2 [A, B: none] is
select
A
[] B ; A
end select;
stop
end process
B A
A
0
1
2
3
par A in
T1 [A]
| | T2 [A,B]
end par B
A
A
Ce système comporte deux tâches T1 et T2 qui peuvent réaliser des actions sur les portes A
et B. Pour l’espace d’états de la tâche T2, un index est associé à chaque état pour faciliter
la discussion. La composition parallèle du système indique que les tâches T1 et T2 doivent
synchroniser leurs actions sur la porte A, mais pas sur la porte B. On note donc que la
tâche T2 peut effectuer une action sur la porte B sans avoir à se synchroniser avec une
autre tâche.
La figure 2.4 illustre un déroulement possible du protocole pour ce système. Au début, une
phase d’annonce avertit les portes que les tâches sont prêtes. La porte A lance alors une
négociation n0 qui commence par le manager M1 (la négociation n0 est identifiée en gras).
La porte B amorce une négociation sur le manager M2, qui accepte le verrou et conclut
la négociation. La tâche T2 effectue donc une action sur la porte B et passe dans son état
2, où elle est prête sur la porte A. Une phase d’annonce a lieu pour avertir la porte A.
La négociation n0 atteint maintenant le manager M2 : comme la tâche T2 est prête sur la
porte A, son manager accepte le verrou. Lorsque la tâche T2 est dans l’état 2, le manager
M2 conclut donc la négociation n0 qui a été débutée quand la tâche T2 était dans l’état
0 : c’est un rendez-vous en avance de phase pour la tâche T2.
Les rendez-vous en avance de phase sont possibles car les managers ne préviennent pas
toutes les portes quand ils ont conclu une négociation. Dans le protocole α-core par
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T1 M1
{T1,T2}
A M2 T2
{T2}
B
request(A) request(A,B)
ready ready
ready
queryquery
yes
confirm(B)
T2 passe dans son état 2
request(A,B)
ready
ready
Le “lock(A)” suivant résulte du “ready” de l’état 0 de T2
lock(A)
M2 accepte le verrou : synchronisation en avance de phase pout T2
commit
yesconfirm(A)
confirm(A)
Figure 2.4 – Exemple de synchronisation en avance de phase, identifiée en gras.
exemple, lorsqu’une tâche effectue un rendez-vous sur une porte, elle prévient toutes les
autres portes sur lesquelles elle était prête qu’elle ne l’est plus, et attend une confirmation
de ces portes avant d’effectivement réaliser l’action et de passer dans l’état suivant. Selon
le protocole de Parrow et Sjödin, lorsqu’un manager conclut une négociation, il prévient
uniquement les portes dont les chaînes de verrouillage l’ont atteint, en indiquant qu’ils
refusent le verrou par un message “no”. Cela permet au manager d’accepter des chaînes de
verrouillage qui ont pu être lancées à partir d’un “ready” relatif à un état précédent de la
tâche. On remarque que les synchronisations en avance de phase sont des rendez-vous va-
lides, étant donné que toutes les tâches qui participent sont effectivement prêtes à réaliser
une action sur la porte concernée.
Nous prenons ici le temps de détailler le phénomène de rendez-vous en avance de phase car
les auteurs du protocole ne l’évoquent pas. Les synchronisations en avance de phase sont
pourtant relativement courantes en pratique. En effet, une tâche a des chances de réaliser
un rendez-vous en avance de phase lorsqu’elle est souvent prête sur les mêmes portes. Or,
les systèmes distribués comportent souvent des serveurs qui réagissent à des requêtes, ce
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qui se traduit typiquement par une boucle infinie sur un choix non déterministe d’actions
sur différentes portes, dont chacune correspond à un type de requête. Ce comportement de
boucle infinie réactive sur plusieurs types de messages est par exemple à la base du patron
de serveur générique de la bibliothèque Erlang OTP pour systèmes distribués 1.
2.3 Généralisation du protocole
Nous avons apporté plusieurs modifications au protocole afin de généraliser sa portée.
Dans cette section, nous commençons par décrire trois simplifications avant de présenter
l’extension du protocole aux communications asynchrones. Nous exposons ensuite la gestion
de plusieurs vecteurs de synchronisation par porte, et on explique enfin comment la présence
d’actions internes et d’offres impacte le protocole.
2.3.1 Simplifications
Nous présentons ici trois simplifications que nous avons apportées au protocole.
Fusion des managers avec leur tâche
La première simplification consiste à réunir chaque manager avec sa tâche respective. La
séparation d’une tâche et de son manager permet d’isoler clairement le comportement du
protocole de celui de la tâche. Cependant, le comportement du manager peut être inclus au
sein de la tâche, ce qui évite des communications inter-processus. Une partie de la logique du
protocole se retrouve donc attachée à la tâche, qui participe activement aux négociations.
Nous utilisons désormais les mots “tâche” ou “manager” pour désigner l’union de ces deux
entités.
Réduction du nombre de types de messages
Nous avons réduit le nombre de types de messages, pour le ramener à quatre. La fusion des
managers avec leur tâche élimine déjà les messages de type “request” et “confirm”. Ensuite,
le type de message “query” est abandonné pour utiliser à la place des messages de type
“lock”. Un message “query” diffère d’un message “lock” par le fait que le message “query”
n’a pas besoin de transmettre la porte qui demande le verrou : en effet, le manager peut
déduire cette information de la porte qui lui envoie le message. En pratique, transmettre
un message “lock” avec un identifiant de porte requiert seulement quelques octets de plus
qu’un message “query”, ce qui n’impacte pas le temps de transmission du message.
1. http://www.erlang.org/doc/man/gen_server.html
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Nous avons aussi éliminé les types de messages “yes” et “no”, qui sont respectivement
remplacés par des messages de type “commit” et “abort”. La seule différence entre “commit”
et “yes”, respectivement “abort” et “no”, est le destinataire : c’est soit un manager pour
les messages “commit” ou “abort”, soit une porte pour les messages “yes” ou “no”. Le rôle
principal de ces messages est d’informer du résultat (succès ou échec) d’une négociation, il
semble superflu de différencier les messages selon leur destinataire.
Au final, notre protocole utilise donc quatre types de messages :
— “ready” pour annoncer qu’une tâche est prête
— “lock” pour demander de verrouiller une tâche
— “commit” et “abort” pour indiquer respectivement le succès ou l’échec d’une négo-
ciation
Diffusion en parallèle des messages de résultat
Enfin, nous avons choisi de diffuser les messages de résultat “commit” ou “abort” direc-
tement à tous les destinataires concernés. Cette diffusion en parallèle améliore les perfor-
mances par rapport aux chaînes de confirmation ou d’annulation. En effet, ces chaînes
imposent un ordre dans le passage des messages “commit” ou “abort”, qui remontent
séquentiellement une chaîne de verrouillage, tâche après tâche. Cependant, la tâche qui dé-
tecte le succès ou l’échec d’une négociation peut directement prévenir, en plus de la porte,
toutes les tâches déjà verrouillées le long de la chaîne de verrouillage.
En diffusant les messages “commit” et “abort” en parallèle, on ne peut que réduire la durée
de la phase de résultat. Le seul type de message qui doit être transmis selon un certain
ordre est le type “lock”, afin d’éviter les interblocages. Il est inutile et pénalisant d’imposer
une séquence de transmission entre les tâches pour les autres types de messages.
La figure 2.5 représente un déroulement similaire à celui de la figure 2.2, mais avec notre
version simplifiée du protocole : les managers ont disparu, seuls quatre types de mes-
sages sont présents, et les messages “commit” et “abort” sont diffusés en parallèle. Sur cet
exemple, nos simplifications permettent de ramener le déroulement à 12 messages, au lieu
de 17 pour la version originale du protocole.
2.3.2 Extension aux communications asynchrones
Le comportement des portes tel qu’il est spécifié dans la publication [PS96] de Parrow et
Sjödin est correct sous l’hypothèse de communications synchrones, mais il peut mener à
des interblocages dans le cas de communications asynchrones. Ces interblocages sont dûs
à la manière dont une porte enregistre l’état des tâches.
Pour pouvoir détecter si un rendez-vous est possible, une porte enregistre les tâches qui
se sont manifestées par un message “ready” dans un ensemble “rdyset” (nommé “R” dans
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T1
{T1,T2}
A T2
{T2,T3}
B T3
ready ready
ready ready
lock(A) lock(B)
lock(B)
lock(A)
commit
commit
abort
abort
Figure 2.5 – Le déroulement de la figure 2.2 après les trois simplifications.
la publication de Parrow et Sjödin [PS96]). La spécification de Parrow et Sjödin précise
qu’une porte doit vider cet ensemble quand elle reçoit un message de confirmation de
négociation. L’idée derrière cette opération est la suivante : toutes les tâches ont participé
au rendez-vous, elles ne sont donc plus prêtes pour une action sur la porte.
Cependant, dans le cadre de communications asynchrones, il se peut que le message de
confirmation “commit” arrive à la porte après un certain délai pendant lequel des messages
“ready” sont reçus par la porte. Dans ce cas, vider l’ensemble rdyset à la réception du
“commit” peut faire oublier à une porte qu’une ou plusieurs tâches sont prêtes, et mener
à un interblocage.
Nous illustrons cette possibilité d’interblocage avec le système suivant :
process T1 [A: none] is
loop
A
end loop
end process
A
process T2 [A: none] is
loop
A
end loop
end process
A
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par A in
T1 [A]
| | T2 [A]
end par
A
Le système comporte deux tâches T1 et T2 qui peuvent indéfiniment effectuer des actions
sur une porte A. La composition parallèle indique que ces deux tâches doivent synchroni-
ser leurs actions sur la porte A. Globalement, ce système peut donc réaliser une infinité
d’actions sur la porte A.
La figure 2.6 illustre un déroulement possible du protocole, en faisant apparaître l’ensemble
rdyset de la porte A. Les trois simplifications présentées précédemment sont utilisées, mais
le même déroulement peut facilement être transcrit dans la version de Parrow et Sjödin du
protocole.
À la réception des messages “ready” des deux tâches, la porte A les enregistre dans l’en-
semble rdyset. La porte A détecte un rendez-vous possible et lance une négociation qui
atteint les deux tâches. La tâche T2 accepte le verrou et envoie un message “commit” à
la porte A et à la tâche T1. On considère que le message “commit” de la tâche T2 vers la
porte A reste en transmission sur le réseau pendant un certain délai.
Pendant ce temps, la tâche T1 a le temps d’effectuer une action sur la porte A puis de
se manifester à nouveau sur cette porte. La porte A enregistre donc la tâche T1 dans son
ensemble rdyset, qui vaut ainsi {T1,T2}. Le message “commit” de la tâche T2 arrive alors à
la porte A : c’est une confirmation de négociation, l’ensemble rdyset est donc réinitialisé. La
porte A perd au passage l’état de la tâche T1, et elle ne peut pas détecter de synchronisation
possible par la suite, même une fois qu’elle a reçu le prochain message “ready” de la tâche
T2. La porte A est bloquée en attente de message “ready”, et les deux tâches sont bloquées
en attente d’une demande de verrouillage : le système qui devrait pouvoir effectuer une
action sur la porte A ne progresse plus, il y a un interblocage dû au protocole.
Nous avons modifié le comportement des portes afin de rendre le protocole correct pour
des communications asynchrones. En plus de l’ensemble rdyset, chaque porte a aussi un
ensemble “deal_rdyset” où sont enregistrées les tâches qui se manifestent durant une né-
gociation. Une porte réinitialise son ensemble deal_rdyset à chaque fois qu’elle amorce une
chaîne de verrouillage. Entre le début de la négociation et la réception d’un message de
résultat, une porte enregistre les tâches qui se signalent comme prêtes dans son ensemble
deal_rdyset plutôt que dans son ensemble rdyset. Lorsqu’une porte reçoit un message
“commit” de la part d’une tâche T, elle retire d’abord de l’ensemble rdyset toutes les tâches
concernées par le rendez-vous, puis elle ajoute les éléments de l’ensemble deal_rdyset dans
l’ensemble rdyset. Enfin, elle retire la tâche T de l’ensemble rdyset car la réception du mes-
sage “commit” indique que cette tâche n’est plus prête sur la porte. À la réception d’un
message “abort” de la part d’une tâche T, l’ensemble rdyset reçoit les tâches présentes
dans deal_rdyset, et la tâche T est retirée de l’ensemble rdyset.
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T1
{T1,T2}
A T2
rdyset={}
ready
ready
rdyset={T1,T2}
lock(A)
lock(A)
commit
commit
ready
rdyset={T1,T2}
rdyset={}
ready
rdyset={T2}
Progression impossible
Figure 2.6 – Un interblocage est possible en cas de communications asynchrones.
2.3.3 Portes avec plusieurs vecteurs de synchronisation
Nous étendons le comportement des portes afin qu’une porte puisse gérer plusieurs vecteurs
de synchronisation, par rapport à la version de Parrow et Sjödin du protocole qui considère
que chaque porte n’a qu’un seul ensemble de tâches à synchroniser. Chaque porte est
équipée d’un tableau qui peut stocker ses vecteurs de synchronisation. Lorsqu’une porte
recherche si un rendez-vous est possible, elle teste tous les vecteurs de synchronisation de
son tableau. Afin de ne pas favoriser un rendez-vous en particulier, la porte tire au hasard
un index du tableau avant de commencer sa recherche à cet index.
Lorsqu’une tâche accepte un verrou, elle doit pouvoir déterminer si elle est la dernière tâche
du vecteur ou bien si elle doit encore transmettre la demande de verrou à la tâche suivante.
Pour cela, les vecteurs de synchronisation de chaque porte, qui sont connus à la compilation,
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sont répliqués sur chaque tâche. De plus, lorsqu’une porte P amorce une négociation pour
son vecteur de synchronisation à l’index “i”, elle envoie un message “lock(P,i)” afin que
les tâches puissent récupérer l’index du vecteur de synchronisation. Nous rappelons qu’un
vecteur de synchronisation stocke les identifiants de tâche de manière ordonnée, ce qui
permet aux tâches de connaître leur place dans la chaîne de verrouillage.
La gestion de plusieurs vecteurs de synchronisation par porte permet directement de traiter
les rendez-vous à n-parmi-m. En effet, ceux-ci se traduisent simplement en une énumération
de vecteurs de synchronisation. Considérons par exemple la composition parallèle suivante :
par A #2 in
T1 [A]
| | T2 [A]
| | T3 [A]
end par
Cette composition se traduit par les vecteurs de synchronisation {T1,T2}, {T2,T3} et
{T1,T3} pour la porte A.
Partition du système
La gestion de plusieurs vecteurs de synchronisation par porte soulève la discussion de la
partition du protocole, c’est-à-dire du nombre de processus auxiliaires dédiés à la réalisation
des rendez-vous. Nous dressons une liste non exhaustive de stratégies de partition, de la
plus centralisée à la plus distribuée :
Un unique synchroniseur centralisé : un seul processus auxiliaire regroupe toutes
les portes et traite tous les rendez-vous. Cette solution limite le parallèlisme de
l’implémentation, car toutes les actions sont décidées par le synchroniseur centralisé.
Un processus auxiliaire par porte : chacun de ces processus gère l’ensemble des
vecteurs de synchronisation de la porte qu’il représente. Cela permet de regrou-
per des vecteurs de synchronisation sous le contrôle d’une porte, qui autorise une
négociation seulement pour un de ses vecteurs à la fois.
Un processus auxiliaire par vecteur de synchronisation : chaque vecteur de syn-
chronisation est représenté par un processus indépendant, qui gère uniquement les
rendez-vous correspondant à ce vecteur. Cette approche permet de potentiellement
exécuter de nombreuses actions en parallèle. Cependant, elle augmente les chances
d’avoir plusieurs négociations en cours au même moment pour des rendez-vous en
conflit.
Pour notre protocole, nous avons retenus la partition selon les portes du système. Nous
estimons que, de manière générale, les vecteurs de synchronisation rattachés à une porte
ont des chances d’être en conflit, c’est-à-dire d’avoir au moins une tâche en commun.
Par exemple, en cas de rendez-vous à n-parmi-m sur une porte, pour toute partition de
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l’ensemble des vecteurs en deux sous-ensembles E1 et E2, pour tout vecteur v1 ∈ E1, il existe
un vecteur v2 ∈ E2 en conflit avec v1, et vice-versa. Dans ce cas, il est inutile de démarrer
plus d’une négociation pour différents vecteurs de synchronisation en conflit, car seule
l’une de ces négociations peut aboutir. La porte permet donc, à travers un regroupement
pertinant des vecteurs de synchronisation, et de modérer le nombre de négociations en
cours dans le système.
Pour des travaux futurs, il serait toutefois intéressant d’étudier différentes stratégies de par-
tition et leur impact sur les performances du protocole. Nous estimons que la configuration
des vecteurs de synchronisation d’un système est susceptible d’influencer l’efficacité d’une
technique de partition. Nous pensons qu’une bonne stratégie regroupe autant que pos-
sible les vecteurs de synchronisation en conflit, et limite le nombre de processus auxiliaires
dans l’implémentation, tout en permettant aux actions indépendantes d’être réalisées en
parallèle.
2.3.4 Gestion des actions internes
Nous traitons les actions internes “i” directement au niveau d’une tâche, sans négociation.
Ce type d’action n’est autorisée que lorsque la tâche n’est pas verrouillée. En effet, quand
la tâche est verrouillée, elle s’est déjà engagée à prendre part à une autre action qui aura
lieu si la chaîne de verrouillage aboutit.
Lorsque la seule action listée par la tâche est une action interne, la tâche prend le temps
de refuser les éventuelles demandes de verrou en attente avant de réaliser cette action
interne. Lorsqu’au contraire, d’autres actions sont aussi possibles, la tâche prévient les
portes correspondantes, puis attend des demandes de verrou. Lors de cette attente, lorsque
la tâche n’est pas verrouillée, elle peut à tout moment décider de réaliser l’action interne.
Nous précisons la manière de traiter les actions internes car peu des protocoles étudiés dans
la littérature évoquent ce point. De plus, certaines approches peuvent s’avérer inefficaces,
voire incorrectes. Par exemple, on peut considérer l’action interne comme une porte dont
la liste des vecteurs de synchronisation est constituée des singletons de chaque tâche. Cette
approche est inefficace car elle entraîne des échanges de messages entre la tâche et la porte
qui représente les actions internes, alors que le choix de l’action interne peut toujours se
résoudre localement au niveau de la tâche.
Une autre manière de procéder est, dans le cas où une action interne est possible parmi
d’autres actions, de choisir au hasard, une fois pour toute, de réaliser l’action interne ou
non. Cette approche peut mener à des interblocages : si, étant donné l’état du système,
l’action interne est la seule action possible pour la tâche et que celle-ci a fait le choix
de ne pas la réaliser, alors elle va bloquer indéfiniment en attendant qu’une négociation la
concernant réussisse. C’est pourquoi dans le cas général il est important de pouvoir réaliser
une action interne si aucune négociation n’aboutit pour une autre action.
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Remarque 2-1
Les actions sur portes qui ne nécessitent pas de synchronisation entre plusieurs tâches pour-
raient être traitées de manière similaire aux actions internes, c’est-à-dire directement au
niveau des tâches. Cela permet notamment d’éviter une négociation pour ce type d’actions.
Nous n’avons cependant pas retenu cette approche, car elle n’est pas compatible avec le
mécanisme d’interaction, présenté au chapitre 3, qui requiert, pour chaque porte, un point
unique de décision de réalisation d’actions. Néanmoins, on pourrait envisager une optimi-
sation dans le cas d’action non synchronisée qui n’interagit pas avec l’environnement. 
2.3.5 Gestion des offres
Nous avons modifié le protocole pour prendre en compte les offres d’actions afin d’assurer
les échanges de données lors de rendez-vous. Les offres de chaque tâche sont remontées aux
portes qui se chargent de tester la compatibilité des offres pour savoir si un rendez-vous
est possible. La porte est aussi responsable de fusionner les offres avant de les diffuser aux
tâches concernées par une synchronisation.
Lorsqu’une tâche est prête pour une action comportant des offres, elle transmet ces offres à
travers un message “ready(offres)”. En particulier, lorsqu’une offre est en mode réception,
la tâche n’énumère pas toutes les valeurs possibles pour le type de cet offre : elle signale
simplement que l’offre est en mode réception, et que sa valeur n’est donc pas fixée.
Quand une porte teste la possibilité d’un rendez-vous sur un vecteur de synchronisation,
elle doit vérifier non seulement que toutes les tâches sont prêtes, mais aussi que leurs offres
sont compatibles. Dans ce cas, une porte fusionne les offres des tâches pour obtenir des
offres de négociation, qui sont transmises le long de la chaîne de verrouillage. Une tâche
accepte un verrou seulement si elle est prête sur la porte et que les offres de négociation
sont compatibles avec les siennes. Si la négociation aboutit, toutes les tâches concernées
réalisent alors une action avec les offres de négociation.
Nous considérons pour le moment que les offres de négociations sont toujours en mode
envoi, et que leur valeur est donc fixée et connue. Nous traitons en détail le cas où la fusion
des offres par la porte produit des offres en mode réception dans la section 3.1.3.
La présence d’offres nécessite de modifier le comportement des portes lors de la réception
d’un message “abort”, sous peine de possibilité d’interblocage. En effet, jusqu’à maintenant
une porte P qui reçoit un message “abort” d’une tâche T retire T de l’ensemble des tâches
prêtes, étant donné que cette tâche a refusé le verrou. Cependant, dans le cas de présence
d’offre, il se peut que la tâche T refuse le verrou non pas car elle n’est pas prête sur la
porte P, mais uniquement car ses offres courantes ne sont pas compatibles avec les offres
transmises avec la demande de verrou. La tâche T refuse donc le verrou, et si la porte P
retire T de l’ensemble des tâches prêtes, elle ne peut plus négocier aucun rendez-vous qui
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concerne T, ce qui peut mener à un interblocage. Le système suivant permet d’illustrer
cette possibilité :
process T1 [A: none, B: nat] is
select
B (0 of nat)
[] A ; B (1 of nat)
end select;
stop
end process
A B !1 :nat
B !0 :nat
process T2 [B: nat] is
var n : nat in
B (?n);
stop
end var
end process
B?nat
par B in
T1 [A,B]
| | T2 [B]
end par A
B !1 :nat
B !0 :nat
La figure 2.7 illustre un déroulement possible du protocole sur ce système. La porte B
reçoit les offres des deux tâches T1 et T2. Elle constate que ces offres sont compatibles et
démarre une négociation avec l’offre obtenue en fusionnant les offres des tâches. Le temps
que la demande de verrou atteigne la tâche T1, celle-ci effectue une action sur la porte A.
La tâche T1 est maintenant prête sur la porte B, avec une offre différente et incompatible
avec l’offre de négociation véhiculée dans la demande de verrou. La tâche T1 refuse donc
le verrou et envoie un message “abort” à la porte B. À la réception de ce message “abort”,
si la porte B retire la tâche T1 de la liste des tâches prêtes, alors elle ne démarrera pas de
nouvelle négociation. Le système est ainsi bloqué, alors qu’un rendez-vous des tâches T1
et T2 sur la porte B devrait être possible.
Nous résolvons ce problème en modifiant le comportement des portes. Comme présenté dans
la section 2.3.2, chaque porte possède un ensemble rdyset qui stocke les tâches considérées
comme prêtes par la porte, ainsi qu’un ensemble deal_rdyset qui stocke les tâches qui
ont annoncé être prêtes durant une négociation. À la fin de la section 2.3.2, nous avons
précisé qu’à la réception d’un message “abort” de la part d’une tâche T, cette tâche T
est retirée de l’ensemble rdyset. Nous modifions ce comportement de la manière suivante :
lorsqu’une porte reçoit un message “abort” de la part d’une tâche T, alors cette tâche T
est retirée de l’ensemble rdyset uniquement si elle n’est pas dans l’ensemble deal_rdyset.
Cette modification permet de gérer les offres sans risque d’interblocage.
52 Chapitre 2. Protocole de synchronisation
{T1}
A T1
{T1,T2}
B T2
ready ready( ?nat)
ready( !0 :nat)
lock(B,0, !0 :nat)
lock(A,0)
commit
ready( !1 :nat)
abort
Si B ne considère plus T1 comme prête, il y a alors interblocage
Figure 2.7 – Une tâche peut être prête deux fois de suite sur une porte, mais avec des
offres différentes. Dans ce cas, la porte ne doit pas toujours traiter un message “abort”
comme signifiant que la tâche n’est plus prête.
2.3.6 Confirmation de réussite par la porte
Le processus qui décide de la réalisation d’une action est la dernière tâche à accepter de se
verrouiller, en fin de négociation. Cependant, le mécanisme d’interaction qui sera présenté
au chapitre 3 nécessite que la porte puisse elle-même décider si une négociation qui a abouti
entraîne la réalisation d’une action ou non. Nous exposons cette extension dès maintenant
afin de décrire en totalité le protocole véritablement utilisé dans DLC.
Nous souhaitons que, pour certaines négociations, le choix de réaliser ou non une action se
fasse au niveau de la porte. Jusqu’ici, c’est la dernière tâche de la chaîne de verrouillage qui,
si elle accepte le verrou, déclenche la réussite de la négociation et avertit ensuite la porte
et les autres tâches concernées. Désormais, lorsqu’une porte P démarre une négociation,
elle peut indiquer qu’elle souhaite confirmer la réussite de la négociation via un message
“lock(P, confirm, ...)”.
Lorsque la tâche en fin de chaîne de verrouillage accepte un verrou qui requiert une confir-
mation de la porte, cette tâche transmet le message “lock” à la porte et attend son verdict.
À la réception de ce message “lock”, la porte peut soit décider de réaliser cette action,
auquel cas elle diffuse un message “commit” à toutes les tâches concernées, soit se raviser
et annuler la négociation, auquel cas elle diffuse un message “abort” à toutes les tâches
concernées.
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2.4 Optimisation : auto-verrouillage des tâches
Dans le protocole, chaque porte doit verrouiller les tâches qu’elle souhaite synchroniser,
afin d’assurer l’exclusion mutuelle des rendez-vous en conflit. Toutefois, il est inutile de
verrouiller les tâches qui sont prêtes sur une seule porte, car de toute manière la tâche
n’acceptera aucun autre verrou que celui de la porte sur laquelle elle est prête. En suivant
cette idée, une tâche peut indiquer à une porte qu’elle est prête uniquement sur cette
porte, la porte n’a alors plus besoin de verrouiller la tâche. Nous avons nommé ce genre de
verrouillage de la tâche par elle-même l’“auto-verrouillage” d’une tâche. Une idée similaire
est présente dans le protocole α-core [PCT04] 2.
En pratique, quand une tâche est prête uniquement sur une seule porte, sans possibilité
d’action interne, elle envoie à cette porte un message “ready(locked)” qui indique son auto-
verrouillage. Ensuite, une négociation peut avoir lieu pour un certain vecteur de synchro-
nisation, où les tâches auto-verrouillées n’ont pas besoin d’être explicitement verrouillées.
Pour cela, lorsqu’une porte amorce une négociation, elle indique le chemin de verrouillage,
c’est-à-dire le vecteur de synchronisation duquel les tâches auto-verrouillées sont retirées.
Un chemin de verrouillage est donc un ensemble ordonné d’identifiants de tâches, qui in-
dique quelles tâches doivent être verrouillées lors de la négociation. Une porte démarre une
négociation avec un message “lock(P,i,chemin)” qui indique le chemin de verrouillage.
Lors d’une négociation, les demandes de verrous sont transmises uniquement le long des
tâches qui font partie du chemin de verrouillage, toujours en respectant l’ordre global des
identifiants de tâches. Si la dernière tâche du chemin de verrouillage accepte le verrou,
alors la négociation réussit, et cette tâche envoie un message “commit” à la porte ainsi
qu’un message “commit(i)” à toutes les tâches du vecteur de synchronisation. Le message
de résultat “commit(i)” contient l’index “i” afin que les tâches auto-verrouillées puissent
savoir selon quel vecteur de synchronisation l’action a été réalisée. Quand une ou plusieurs
tâches sont auto-verrouillées, le chemin de verrouillage est plus court que le vecteur de
synchronisation complet, et la négociation nécessite ainsi moins de messages.
Remarque 2-2
Avec cette optimisation et l’éventuelle confirmation de réussite par la porte, l’événement
qui marque le succés d’une négociation peut avoir lieu sur différents processus. Lorsque
la porte ne requiert pas de confirmation de réussite, nous sommes sûr qu’une négociation
est un succès à partir du moment où la demande de verrou est acceptée par la dernière
tâche du chemin de verrouillage. Lorsque la porte requiert une confirmation de réussite,
la réalisation de l’action est décidée au niveau de la porte, une fois que toutes les tâches à
verrouiller ont accepté le verrou. 
Nous illustrons l’auto-verrouillage par la figure 2.8, qui expose un comportement possible
2. Dans le protocole α-core, les messages de type “PARTICIPATE” indiquent ce que nous appelons un
auto-verrouillage.
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du protocole sur l’exemple suivant :
process T1 [A, B: none] is
select
A
[] B
end select;
stop
end process
B
A
process T2 [A: none] is
A;
stop
end process
A
process T3 [A, B: none] is
select
A
[] B
end select;
stop
end process
B
A
process T4 [A: none] is
A;
stop
end process
A
par A in
B −> T1 [A,B]
| | T2 [A]
| | B −> T3 [A,B]
| | T4 [A]
end par
B
A
Les tâches T1 et T3 se déclarent prêtes sur les portes A et B. Les tâches T2 et T4 se
déclarent prêtes et auto-verrouillées sur la porte “A”, via un message “ready(locked)”.
La porte A lance ensuite une négociation dont le chemin de verrouillage ne contient que
T1 et T3, soit un sous-ensemble du vecteur de synchronisation complet qui contient les
quatre tâches, avec le message “lock(A, 0, {T1,T3})”. Lorsque T3 accepte la demande de
verrou, elle détecte qu’elle est la dernière tâche du chemin de verrouillage, elle transmet
donc un message de confirmation à la porte ainsi qu’à toutes les tâches du vecteur de
synchronisation.
Dans le cas où une tâche t refuse une demande de verrou, elle doit prévenir les tâches qui
se sont déjà verrouillées : la tâche t renvoie alors un message “abort” aux tâches qui la
précèdent au sein du chemin de verrouillage. Il est inutile d’envoyer un message “abort” aux
2.5. Cohabitation de l’auto-verrouillage et des rendez-vous en avance de phase 55
{T1,T2,T3,T4}
A T1 T2 T3 T4
{T2,T3}
B
ready ready
ready(locked)
ready
ready(locked)
ready
lock(A,0,{T1,T3})
lock(A,0,{T1,T3})
commit
commit(0) commit(0)
commit(0)
Figure 2.8 – Auto-verrouillage des tâches prêtes sur une seule porte : T2 et T4 sont auto-
verrouillées sur A, qui n’a donc pas besoin de les verrouiller pour conclure une négociation.
tâches qui la précèdent dans le vecteur de synchronisation mais qui ne sont pas présentes
dans le chemin de verrouillage, car ces tâches auto-verrouillées n’ont pas eu à traiter une
demande de verrou.
Cas limite : barrière de synchronisation. Dans le cas limite où toutes les tâches d’un
vecteur de synchronisation d’index “i” sont auto-verrouillées, il suffit à la porte d’indiquer
que l’action a eu lieu en diffusant un message “commit(i)” à toutes les tâches concernées.
On remarque que ce cas limite est alors équivalent à l’implémentation classique d’une
barrière de synchronisation distribuée entre les processus tâches.
2.5 Cohabitation de l’auto-verrouillage et des rendez-
vous en avance de phase
The solutions all are simple—after you have arrived at them.
But they’re simple only when you know already what they are.
R. M. Pirsig
Zen and the Art of Motorcycle Maintenance
Le principe de l’auto-verrouillage est relativement simple, mais sa mise en place au sein
de notre protocole engendre toutefois des situations complexes qui nécessitent quelques
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modifications pour que le protocole reste correct. Ces situations sont notamment dues à
la présence de rendez-vous en avance de phase. Ces derniers ne sont pas possibles dans le
protocole α-core, qui n’a donc pas à gérer les situations que nous exposons ici.
2.5.1 Demande de verrou à une tâche auto-verrouillée
Une tâche auto-verrouillée peut recevoir des demandes de verrou valides, et elle doit traiter
ces demandes de verrou. La figure 2.9 illustre cette éventualité par un déroulement pos-
sible du protocole sur le système suivant (nous ne représentons par l’espace d’états de la
composition parallèle car il n’est pas pertinent pour notre exemple) :
process T1 [A: none] is
select
A
[] i ; A
end select;
stop
end process
i
A
A
process T2 [A: none] is
select
A
[] i
end select;
stop
end process
i
A
process T3 [A: none] is
select
A
[] i
end select;
stop
end process
i
A
par A in
T1 [A]
| |
par
T2 [A]
| | T3 [A]
end par
end par
La tâche T1 commence par annoncer à la porte A qu’elle est prête, puis elle effectue une
action interne. La tâche T1 envoie ensuite un message d’auto-verrouillage “ready(locked)”
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{T1,T2},{T1,T3}
A T1 T2 T3
ready
ready
ready
action interne
Auto-verrouillage de T1 sur A
action interne
ready(locked)
lock(A,0,{T1,T2})
T1, auto-verrouillée, reçoit un lock en avance de phase, qui est valide
lock(A,0,{T1,T2})
abort
abortlock(A,1,{T1,T3})
T1 reçoit encore un lock en avance de phase, mais doit attendre le résultat du lock précédent
lock(A,1,{T1,T3})
commit
commit(1)
Figure 2.9 – Bien qu’une tâche soit auto-verrouillée, elle peut toujours recevoir des de-
mandes de verrous en avance de phase qui soient valides, et qu’elle doit traiter.
qui va mettre beaucoup de temps à atteindre la porte A. Pendant ce temps, les tâches
T2 et T3 se sont manifestées sur la porte A. La porte A lance une négociation pour le
vecteur de synchronisation d’index 0, égal à {T1,T2}. La porte A n’a pas encore reçu le
message d’auto-verrouillage de la tâche T1, la porte considère donc que T1 est prête et doit
être verrouillée, en conséquence la tâche T1 fait partie du chemin de verrouillage. Cette
négociation est en avance de phase, car elle est démarrée selon un état passé de la tâche
T1. Nous sommes alors dans un cas où la tâche T1 est auto-verrouillée, et elle reçoit une
demande de verrou valide qu’elle doit traiter.
La suite de l’exemple illustre qu’une tâche auto-verrouillée peut non seulement recevoir une
demande de verrou valide, mais elle peut même en recevoir plusieurs à la suite. En effet,
si la tâche T2 réalise une action interne, elle n’est alors plus prête sur la porte A. La tâche
T2 refuse donc la demande de verrou et envoie un message “abort” à la porte, ainsi qu’à
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la tâche T1. Il se peut que ce le message “abort” à destination de T1 mette beaucoup de
temps à arriver. Pendant ce temps, la porte A reçoit la réponse de T2, et lance une nouvelle
négociation cette fois pour le vecteur de synchronisation {T1, T3}. La porte A n’a toujours
pas reçu le message d’auto-verrouillage de T1, cette tâche est donc toujours présente dans
le chemin de verrouillage. On atteint ainsi un cas où la tâche T1 est auto-verrouillée, a
accepté une demande de verrou valide, et reçoit une nouvelle demande de verrou valide.
Avant de traiter cette nouvelle demande de verrou, la tâche T1 doit attendre la réponse de
la demande précédente, qu’elle a acceptée. Faute de quoi, elle s’engagerait à participer à
deux actions distinctes.
Il apparaît à travers cet exemple que l’auto-verrouillage d’une tâche ne lui évite pas d’avoir
à traiter les demandes de verrou. Le comportement d’une tâche auto-verrouillée est carac-
térisé par le fait qu’elle peut recevoir un message “commit” sans avoir accepté de demande
de verrou au préalable. Par contre, une tâche auto-verrouillée ne peut pas recevoir de
message “abort” sans avoir auparavant accepté une demande de verrou, car les messages
“abort” sont diffusés uniquement aux tâches déjà verrouillées et présentes dans le chemin
de verrouillage d’une négociation.
2.5.2 Purge de messages d’auto-verrouillage en transit
En présence de synchronisation en avance de phase, une porte peut recevoir de la part
d’une tâche un message d’auto-verrouillage périmé, il est alors crucial d’ignorer ce message
pour éviter une action invalide.
La figure 2.10 illustre ce genre de situation par une exécution possible du protocole sur le
système suivant (encore une fois, nous omettons le LTS de la composition) :
process T1 [A: none] is
select
A
[] i ; A
end select;
stop
end process
i
A
A
process T2 [A: none] is
select
A ; A
[] i
end select;
stop
end select
AA
i
par A in
T1 [A]
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| | T2 [A]
end par
{T1,T2}
A T1 T2
ready
ready
action interne
ready(locked)
lock(A, 0, {T1,T2})
lock(A, 0, {T1,T2})
commit
commit(0)
A considère T1 comme auto-verrouillée
ready(locked)
Action sur A, invalide pour T1
commit(0)
Figure 2.10 – Une porte peut considérer une tâche comme auto-verrouillée alors qu’elle
ne l’est pas, et ainsi décider d’une action pour cette tâche alors que cette action n’est pas
possible.
Les tâches T1 et T2 sont prêtes sur la porte A, qui lance une négociation pour synchroniser
l’action de ces deux tâches. Avant que la demande de verrou n’atteigne la tâche T1, celle-ci
effectue une action interne puis envoie un message “ready(locked)” à la porte A pour lui
indiquer son auto-verrouillage ; ce message met du temps à arriver à la porte A. Pendant
ce temps, la demande de verrou est acceptée par la tâche T1 puis la tâche T2, et cette
dernière annonce la réussite de la négociation. La porte A reçoit le message “commit” de
la part de la tâche T2, puis elle reçoit enfin l’annonce d’auto-verrouillage de la tâche T1.
À ce moment, la porte A considère donc que la tâche T1 est auto-verrouillée, alors que
cette tâche n’est en fait pas prête à effectuer une action sur A. La tâche T2 est, quant à
elle, véritablement auto-verrouillée sur la porte A, et la porte A peut alors conclure qu’une
action synchronisée entre les tâches T1 et T2 est possible, alors que la tâche T1 ne peut
pas réaliser cette action.
L’origine de ce genre de situation apparaît lorsqu’une tâche t auto-verrouillée sur une porte
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P accepte une demande de verrou d’une négociation amorcée par la porte P . La tâche t
fait partie du chemin de verrouillage, car elle reçoit la demande de verrou. Cela indique
que, au moment de démarrer la négociation, la porte P considérait la tâche t comme
prête, mais pas comme auto-verrouillée. Cela signifie que la porte P n’avait pas encore
reçu, et n’a peut-être toujours pas reçu, le message “ready(locked)” de la tâche t. Or, si la
négociation est un succès, la tâche t va “consommer” son action sur la porte P . Dans ce cas,
la porte ne doit pas considérer le message d’auto-verrouillage qu’elle a reçu, ou bien qu’elle
va recevoir, de la part de t comme valide. Il est donc nécessaire que la tâche t signale
à la porte P que le prochain message “ready(locked)” ne doit pas être pris en compte.
La tâche t ne peut pas signaler cette situation à la porte P par un message direct car,
les messages étant ordonnés entre deux processus, ce message arrivera systématiquement
après le message “ready(locked)”, que la porte P aura peut-être déjà pris en compte pour
une autre négociation.
Pour indiquer à la porte P d’ignorer le prochain message “ready(locked)” de la tâche t, nous
avons ajouté un nouveau champ purge dans les messages de demande de verrou et de résul-
tat de négociation. Lorsque la tâche t auto-verrouillée sur la porte P accepte une demande
de verrou de la porte P , cette tâche ajoute son identifiant au champ purge des messages
suivants de la négociation. La porte P finit donc par recevoir un message de résultat de
négociation, dont le champ purge indique toutes les tâches qui ont reçu une demande de
verrou alors qu’elles étaient auto-verrouillées. La porte est ainsi prévenue qu’il faut igno-
rer les messages “ready” de ces tâches jusqu’à leur prochain message “ready(locked)” ; en
d’autres termes, il faut purger les messages “ready” qui sont potentiellement encore en
train de transiter sur le réseau, et transformer le message “ready(locked)” en simple “rea-
dy” afin de forcer une demande de verrou à la tâche. Le signal de purge est acheminé par
les messages de la négociation courante pour s’assurer qu’ils sont reçus par la porte avant
que celle-ci ne décide d’une autre négociation.
2.5.3 Purge de messages de résultats en transit
Lorsque la négociation est un échec, les tâches marquées à purger ne vont pas effectuer
d’action suite à cette négociation. Dans ce cas, on peut envisager qu’une porte ignore le
message de purge. Cependant, ce comportement de la part d’une porte pourrait mener
à des actions invalides, comme le montre la figure 2.11, qui illustre un déroulement du
protocole sur le système suivant :
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process T1 [A: none] is
loop
select
A
[] i
end select
end loop
end process
A
i
process T2 [A: none] is
select
A
[] i ;
A;
select
A
[] i ;
A
end select
end select;
stop
end process
A
i
A
i
A
A
par A in
T1 [A]
| | T2 [A]
end par
A
A A
i i
i
i i
Les tâches T1 et T2 se signalent prêtes sur la porte A, qui lance une première négociation
pour laquelle elle demande une confirmation. La tâche T1 effectue une action interne puis
s’auto-verrouille sur la porte A, par un message “ready(locked)” qui met du temps à être
délivré. Entre temps, les tâches T1 et T2 acceptent la demande de verrou de la porte A, et
T2 demande confirmation à la porte via le message “lock(A,confirm,0,{T1,T2},{T2})” qui
indique la purge de la tâche T2. La porte A refuse alors la négociation pour des raisons
externes, ignore le champ de purge et envoie un message “abort” aux deux tâches T1 et
T2. On suppose que le message à destination de T2 est reçu après un certain délai. La
porte A reçoit entre temps la notification d’auto-verrouillage de la tâche T2. Une nouvelle
négociation contenant seulement la tâche T1 dans son chemin de verrouillage est alors
lancée par la porte A. La tâche T1 accepte cette demande de verrou, et une première
action sur A est ainsi réalisée. La tâche T1 envoie un message “commit” à la tâche T2,
qui n’a toujours pas reçu le message “abort” de la porte A. La tâche T2 considère donc ce
message “commit” comme le résultat de la toute première négociation.
Ensuite, les deux tâches T1 et T2 sont de nouveau prêtes sur la porte A, qui lance une
nouvelle négociation, en demandant à nouveau une confirmation. Les tâches T1 et T2
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T1
{T1,T2}
A T2
ready
ready
action interne
lock(A,confirm,0,{T1,T2},{})
ready(locked)
lock(A,confirm,0,{T1,T2},{})
lock(A,confirm,0,{T1,T2},{T2})
La porte A refuse la négociation pour des raisons externes
abort
abortlock(A,0,{T1},{})
T1 accepte le verrou et est dernière du chemin de verrouillage : 1ère action sur A
commit(0)
commit
ready
ready
lock(A,confirm,0,{T1,T2},{})
lock(A,confirm,0,{T1,T2},{})
lock(A,confirm,0,{T1,T2},{})
Les deux tâches sont verrouillées et la porte A confirme : 2ème action sur A
commit(0)
commit(0)
T2 reçoit “abort” et considère que la négociation pour la 2ème action sur A est un échec
action interneready(locked)
ready
lock(A,0,{T1},{})
T1 accepte le verrou, 3ème action sur A, invalide selon la spécification
commit(0)
commit
Figure 2.11 – Une action invalide peut avoir lieu si la porte ignore le signal de purge
d’une négociation qui échoue.
2.5. Cohabitation de l’auto-verrouillage et des rendez-vous en avance de phase 63
acceptent les demandes de verrou, et la tâche T2 transmet le message de demande de
verrou à la porte A pour confirmation. La porte A confirme la négociation : une deuxième
action sur A est ainsi réalisée et la porte envoie un message “commit(0)” aux deux tâches.
Cependant, la tâche T2 va obligatoirement recevoir le message “abort” en attente avant le
message “commit” correspondant à la deuxième action sur la porte A, car les messages de
la porte A vers la tâche T2 restent ordonnés. La tâche T2 considère donc que la porte n’a
pas confirmé la négociation, et elle décide d’effectuer une action interne. On remarque ici
qu’aux yeux de la tâche T2, la deuxième action sur A n’a pas eu lieu.
La tâche T2 se signale ensuite auto-verrouillée sur la porte A. Entre temps, la tâche T1 a
reçu la confirmation pour la deuxième action sur A, et s’est signalée de nouveau prête. La
porte A considère alors la tâche T1 comme prête et la tâche T2 comme auto-verrouillée, elle
lance donc une négociation qui ne contient que la tâche T1 dans son chemin de verrouillage.
La tâche T1 accepte le verrou et annonce une troisième action sur A. Or la spécification
de la tâche T2 est telle que le système peut réaliser au plus deux actions sur la porte A.
Cette troisième action est donc invalide, ce qui montre qu’une porte ne doit pas ignorer le
signal de purge en cas d’échec de négociation.
Dans le contre-exemple précédent, le problème vient d’un décalage entre l’avancement
de la tâche T2 et le reste du système. Ce décalage est déclenché par le croisement du
message “abort” concernant la première négociation, et le message “commit” concernant
la deuxième. Ce message “commit” résulte de la deuxième négociation qui n’a pas effectué
de demande de verrou à la tâche T2, car la porte A considérait à ce moment cette tâche
comme auto-verrouillée. Cependant, la porte A a reçu un signal de purge pour la tâche T2
avant de lancer la deuxième négociation.
Ce problème est résolu par la prise en compte de la purge même en cas d’échec de négocia-
tion. La figure 2.12 illustre le protocole sur le même exemple que précédemment, mais cette
fois ci la porte A prend en compte la purge de la première négociation. Ainsi, la deuxième
négociation contient la tâche T2 dans son chemin de verrouillage. Quand la tâche T2 reçoit
la demande de verrou pour la deuxième négociation, elle place cette demande en attente
car elle s’est déjà engagée pour la première négociation. La tâche T2 ne va pas traiter la
demande de verrou pour la deuxième négociation tant qu’elle n’a pas reçu la réponse pour
la première, ce qui empêche le croisement de message du contre-exemple de la figure 2.11.
En d’autres termes, le fait de retirer l’auto-verrouillage de la tâche T2 lorsqu’elle s’est
signalée à purger impose de lui envoyer une demande de verrou pour toute négociation
ultérieure, et cette demande de verrou ne sera pas traitée par la tâche T2 avant qu’elle ne
reçoive la réponse de la négociation sur laquelle elle s’est signalée à purger. Nous forçons
ainsi la purge du message de résultat négatif, ce qui permet d’éviter les croisements de
messages de résultats.
Remarque 2-3
Le protocole α-core n’a pas besoin de purger des messages en attente, car lorsqu’une ac-
tion est confirmée à une tâche, cette tâche avertit toutes les autres portes sur lesquelles
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T1
{T1,T2}
A T2
ready
ready
action internelock(A,confirm,0,{T1,T2},{})
ready(locked)
lock(A,confirm,0,{T1,T2},{})
lock(A,confirm,0,{T1,T2},{T2})
La porte A refuse et considère T2 comme prête, mais non auto-verrouillée
abort
abortlock(A,0,{T1,T2},{})
lock(A,0,{T1,T2},{})
T2 s’est déjà engagée, elle place la demande de verrou en attente
La réponse à la première négociation a été purgée du réseau
commit(0)
commit
Figure 2.12 – À la réception d’un signal de purge suite à une négociation qui échoue, la
porte A continue de considérer la tâche T2 comme prête, mais pas comme auto-verrouillée.
Ce comportement force à effectuer une nouvelle demande de verrou à la tâche T2, et permet
de purger la réponse à la première négociation.
elle était prête et attend une confirmation de ces portes avant d’effectivement réaliser
l’action. Le protocole α-core impose ainsi une sorte de re-synchronisation entre tâches et
portes à chaque action. Cette re-synchronisation empêche le phénomène de synchronisa-
tion en avance de phase, et facilite la mise en place de l’auto-verrouillage. La phase de
re-synchronisation du protocole α-core requiert toutefois des messages supplémentaires,
qui ralentissent l’exécution du protocole. Notre mécanisme de signal de purge permet de
combiner l’auto-verrouillage et les synchronisations en avance de phase sans nécessiter de
messages supplémentaires. 
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2.6 Coût du protocole
Nous comparons le coût du protocole de Parrow et Sjödin [PS96], de α-core [PCT04], et
enfin du protocole que nous avons mis au point pour DLC. La table 2.2 résume le nombre
de messages requis par chaque protocole pour synchroniser n tâches dont k peuvent s’auto-
verrouiller. Comme nous l’expliquons dans la suite, les quantités entre crochets représentent
des messages additionnels qui peuvent éventuellement être pris en compte.
Protocole Total messages Plus longue séquence
Parrow et Sjödin [PS96] 3n [+2n] 2n [+2]
α-core [PCT04] 4n− 2k + 2
n∑
i=1
(pi − 1)
si n = k : 2
si n > k : 4 + 2(n− k)
DLC 3n− k [+2] 2 + n− k [+1]
Table 2.2 – Comparaison de coût des protocoles : nombre total de messages requis et taille
de la plus longue série de messages en séquence pour synchroniser n tâches, dont k sont
en situation d’auto-verrouillage. La quantité pi dénote le nombre de portes sur lesquelles
la tâche i est prête.
Remarque 2-4
Nous n’avons pas pris en compte les perturbations qui peuvent être causées par des échecs
de négociation. Ces perturbations sont difficiles à estimer, notamment dans le protocole de
Parrow et Sjödin et celui de DLC, car les synchronisations en avance de phase permettent
parfois à une négociation démarrée dans un état passé du système de tout de même aboutir
à un succès dans l’état courant du système. Pour des travaux futurs, il serait néanmoins
intéressant d’étudier, pour chaque protocole, la rapidité de détection et d’annulation d’une
négociation qui échoue. 
Dans le cadre de nos mesures, deux quantités sont relevées : d’une part le nombre de
messages total requis pour assurer une synchronisation, et d’autre part la taille de la plus
longue série de messages qui doivent nécessairement être transmis en séquence. En effet, sur
le réseau la diffusion de messages en parallèle n’est en général pas beaucoup plus coûteuse
en temps que la transmission d’un seul message. C’est pourquoi il nous semble pertinent
d’évaluer un protocole par le plus grand nombre de messages qui sont transmis les uns
après les autres, tels que les demandes de verrouillage par exemple.
Nous présentons le calcul qui conduit aux résultats de chaque protocole :
Parrow et Sjödin. Le calcul du nombre total de messages requis a déjà été discuté
dans la section 2.1. Pour la négociation entre les n managers et une porte, 3n
66 Chapitre 2. Protocole de synchronisation
messages sont requis. Ensuite, les communication entre chaque manager et sa tâche
associée totalisent 2n messages. Nous comptons ces messages comme optionnels,
car en général les communications entre un manager et sa tâche seront locales et
n’impacteront pas la performance du protocole.
Concernant la plus longue séquence, elle débute par les messages des managers qui
avertissent une porte qu’une tâche est prête. Ces messages peuvent être diffusés en
parallèle, nous comptons donc une seule transmission de message pour cette étape.
Ensuite, la négociation requiert n demandes de verrous en séquence (le protocole
de Parrow et Sjödin ne traite pas l’auto-verrouillage). Lorsque le dernier manager
accepte le verrou, il envoie une confirmation qui remonte la chaîne de verrouillage,
ce qui consomme n−1 messages. La plus longue séquence contient donc 1+n+(n−
1) = 2n messages, auxquels les 2 messages (de requête et de confirmation) entre un
manager et sa tâche peuvent éventuellement être ajoutés.
α-core. Dans la section 2.1, nous avons rapidement discuté le nombre de messages re-
quis pour la phase de verrouillage. Cependant le protocole possède aussi une phase
de “re-synchronisation” : lorsqu’une tâche prête sur plusieurs portes reçoit la confir-
mation d’une porte, la tâche envoie un message “refuse” à toutes les autres portes
sur lesquelles elle était prête. De plus, la tâche attend un message “ack” en réponse
à chacun de ses messages “refuse”.
Le protocole α-core nécessite donc : n messages qui annoncent que les tâches sont
prêtes, 2(n − k) messages de verrouillage pour les tâches qui ne sont pas auto-
verrouillées, et n messages de confirmation à destination des tâches, et les messages
de re-synchronisation des portes. On note pi le nombre de portes sur lesquelles la
tâche i est prête. Après confirmation, chaque tâche doit prévenir toutes les portes
sur lesquelles elle était prête, sauf la porte qui lui a envoyé une confirmation, la
phase de re-synchronisation nécessite donc 2
∑n
i=1(pi − 1) messages. Au total, le
protocole α-core requiert ainsi 4n− 2k + 2
∑n
i=1(pi − 1) messages.
En ce qui concerne la plus longue séquence de messages, dans le cas où toutes les
tâches sont auto-verrouillées (n = k), les seuls messages échangés sont ceux qui
préviennent une porte qu’une tâche est prête et ceux qui confirment l’action à une
tâche. Ces deux types de messages sont diffusés en parallèle, la plus longue séquence
est donc de 2 messages. Dans le cas où au moins une tâche nécessite d’être verrouillée
(n > k), il faut compter pour chaque tâche à verrouiller une demande de verrou et
sa réponse, ce qui ajoute 2(n − k) messages. De plus, la présence d’une tâche non
auto-verrouillée entraîne une phase de re-synchronisation, qui consomme 2 messages
(“refuse” et “ack”) en séquence. La séquence la plus longue atteint ainsi 4+2(n−k)
messages dans ce cas.
DLC. Pour synchroniser n tâches, notre protocole nécessite n messages “ready”, suivis
de n − k demandes de verrou, et enfin n messages de confirmation “commit”. De
plus, en cas de demande de confirmation par la porte, il faut ajouter le transfert
du message “lock” à la porte pour confirmation, et un message “commit” supplé-
mentaire à destination de la dernière tâche du chemin de verrouillage. Le total des
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messages requis est donc de 3n−k, et la confirmation par la porte ajoute un surcoût
éventuel de 2 messages.
La plus longue séquence de messages comptabilise un des messages “ready” qui
peuvent être diffusés en parallèle, suivi par (n − k) demandes de verrous pour les
tâches non auto-verrouillées, puis par un des messages “commit” diffusés par la der-
nière tâche à accepter le verrou, ou bien par la porte si aucune tâche n’a besoin
d’être verrouillée. La taille de la plus longue séquence atteint donc 2 + n − k mes-
sages, auxquels il faut ajouter un message supplémentaire en cas de demande de
confirmation par la porte.
On remarque que notre protocole combine la propagation de verrou proposée par Parrow
et Sjödin et l’auto-verrouillage employé dans le protocole α-core. D’ailleurs, lorsque toutes
les tâches sont auto-verrouillées (c’est-à-dire n = k, ce qui implique ∀i, pi = 1) et que
la porte ne demande pas de confirmation, le coût du protocole α-core et celui de notre
protocole sont équivalents. Parmi les simplifications que nous avons apportées, la diffusion
des messages de résultat permet de réduire la taille de la plus longue séquence par rapport
au protocole de Parrow et Sjödin. Comparé au protocole α-core, nous n’avons pas de
phase de re-synchronisation : cela permet non seulement de réduire le nombre de messages
nécessaires, mais cela autorise aussi les synchronisations en avance de phase.
Bien qu’elles ne soient pas prises en compte dans nos mesures ici, car il est difficile d’estimer
leur impact, les synchronisations en avance de phase peuvent raccourcir le nombre de
messages nécessaires pour atteindre une synchronisation. En effet, une synchronisation en
avance de phase représente une demande de verrou émise dans un état passé du système,
qui permet tout de même de réaliser une synchronisation selon l’état courant des tâches ;
elle peut donc faire économiser le démarrage d’une nouvelle négociation. À l’opposé, le
protocole α-core impose une re-synchronisation qui force les portes à rester en phase avec
les tâches.
2.7 Spécification formelle du protocole
Cette section résume le protocole obtenu après les améliorations et l’optimisation d’auto-
verrouillage présentées dans les sections précédentes. Le comportement d’une porte et celui
d’un manager sont exposés en intercalant des extraits de spécification LNT au sein d’une
description en langage naturel, dans un style qui peut évoquer la programmation lettrée
(literate programming) [Knu84]. Cette description est relativement longue, il n’est pas stric-
tement nécessaire de la lire en détail avant d’aborder la suite du mémoire de thèse. Nous
invitons le lecteur à revenir, par la suite, aux détails de la spécification du protocole en cas
de nécessité.
Les processus LNT présentés ici sont extraits de la spécification véritablement utilisée au
chapitre 5 pour vérifier le protocole. La spécification complète est disponible dans l’An-
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nexe A. Nous avons fait le choix d’utiliser directement cette spécification dès maintenant
afin d’assurer la cohérence de la description du protocole au sein de ce mémoire.
2.7.1 Types de données et canaux de communications
En plus des types prédéfinis de LNT, la spécification du protocole utilise quelques autres
types de données. Ces nouveaux types sont introduits ici pour faciliter la compréhension
du reste de la spécification.
Nous commençons par une description succincte des types suivants :
— DLC_ID : identifiants de portes ou de tâches
— id_set : ensemble ordonné (“sorted set”) d’identifiants DLC_ID, utilisé notamment
pour représenter un vecteur de synchronisation ou un chemin de verrouillage
— id_list : liste d’identifiants DLC_ID, utilisé pour stocker les signaux de purge
— sync_vect_list : liste de vecteurs de synchronisation (liste de id_set)
— dlc_action : une action, qui se résume à un identifiant de porte
Il existe ensuite plusieurs types de données plus élaborés, dont on donne la définition
complète en LNT :
−− demande de verrou
type lock is
lock (action : dlc_action , index : nat, path : id_set , confirm : bool, purge : id_set)
with "get", "set"
end type
type message is
READY (autolocked : bool),
LOCK (lock : lock),
COMMIT,
COMMIT (purge : id_set),
ABORT,
ABORT (purge : id_set)
end type
−− état de la porte
type gate_state is
idle , dealing
with "=="
end type
−− état du manager
type manager_state is
free , locked , autolock_free , autolock_locked
with "==", "!="
end type
−− Stockage de l’espace d’états d’une tâche
2.7. Spécification formelle du protocole 69
type transition is
nil_transition ,
transition (action : dlc_action , next_states : nat_set)
with "get", "=="
end type
type transition_list is
list of transition
end type
type state is
nil_state ,
state ( id : nat, transitions : transition_list )
with "get"
end type
−− Stockage des vecteurs de synchronisation
type sync_vect_list is
list of id_set with "head", "access", "length"
end type
type sync_map_entry is
sync_map_entry (gate : DLC_ID, vect_list : sync_vect_list ) with "get"
end type
type sync_map is
list of sync_map_entry with "access", "length"
end type
Certains type de données ont une déclinaison sous forme de liste ou d’ensembles, nous
ajoutons alors “_list ” et “_set” à leur nom, par convention.
Enfin, les deux canaux de communications utilisés dans la spécification sont les suivants :
channel com is
(DLC_ID, message)
end channel
channel annonce is
(DLC_ID, id_set)
end channel
2.7.2 Spécification du comportement d’une porte
Le comportement générique d’une porte est décrit par un processus LNT qui est paramétré
par un identifiant de porte et la liste des vecteurs de synchronisation de cette porte, ainsi
que par des portes qui lui permettent de transmettre des messages et d’effectuer des an-
nonces. Ce processus contient plusieurs variables locales, dont notamment des ensembles
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d’identifiants qui stockent quelles tâches sont prêtes, auto-verrouillées, ou à purger. Les
variables qui ont un rapport avec une négociation sont préfixées par “deal”.
process GATE [SEND, RECV : com, ACTION, HOOK_REFUSE : annonce]
(gate : DLC_ID, vectors : sync_vect_list )
is
var
state : gate_state, −− etat de la porte
readyset : id_set , −− taches pretes
autolock : id_set , −− taches autoverrouillees
dealreadyset : id_set , −− taches pretes pdt une negociation
dealautolock : id_set , −− taches autoverrouillees pdt une negociation
dealvect : id_set , −− vecteur de synchro de la negociation
dealindex : nat, −− index du vecteur de negociation
dealpath : id_set , −− chemin de verrouillage
purgelist : id_list , −− le prochain rdy( lck) devient rdy
−− variables de stockage temporaire
n : nat,
task : DLC_ID,
lock : lock ,
confirm : bool,
purge : id_list ,
autolocked : bool,
vectindexes : nat_set
in
Le processus commence par une phase d’initialisation : la porte commence en état de repos
(elle n’est pas en train de conduire une négociation), et les ensembles relatifs à l’état des
tâches sont vides. La porte rentre ensuite dans sa boucle principale, qui ne termine jamais.
Cette boucle est constituée d’un choix non déterministe entre la réception d’un message et
le démarrage d’une négociation. Les sous-sections suivantes exposent chacune des branches
de ce choix non déterministe.
−− initialisation
state := idle ;
readyset := {};
autolock := {};
dealreadyset := {};
dealautolock := {};
dealvect := {};
purgelist := {};
dealpath := {};
−− boucle principale
loop
select
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Réception d’un message “ready”
À la réception d’un message “ready”, la porte enregistre la tâche correspondante dans
l’ensemble des tâches prêtes. Il existe un ensemble des tâches prêtes distinct pour enregistrer
les tâches qui se signalent durant une négociation. De la même manière, la tâche est aussi
ajoutée dans l’ensemble des tâches auto-verrouillées si le message “ready” a son drapeau
“autolocked” à vrai. De plus, le message ready peut être ignoré ou l’auto-verrouillage annulé
selon le signal de purge associé à la tâche.
−− Recoit un message READY
RECV (?task, ?READY (autolocked));
if member (task, purgelist ) and (autolocked) then
purgelist := delete (task , purgelist );
−− ignore l’auto−verrouillage
autolocked := false
end if ;
if state == dealing then
dealreadyset := insert (task , dealreadyset );
if autolocked then
dealautolock := insert (task , dealautolock)
end if
else
readyset := insert (task , readyset );
if autolocked then
autolock := insert (task , autolock)
end if
end if
Démarrage d’une négociation
Lorsque la porte n’est pas déjà en train de négocier et qu’au moins un rendez-vous est
possible, elle peut amorcer une négociation. Il se peut que l’ensemble des tâches prêtes
autorise plusieurs rendez-vous parmi les vecteurs de synchronisation de la porte ; dans ce
cas on choisit au hasard l’un de ces rendez-vous.
[]
−− Commence une négociation
only if ( state == idle) and (possible_rdv (readyset , vectors )) then
vectindexes := list_rdv_index (readyset , vectors );
−− Choisit au hasard parmi les synchros possibles
dealindex := any nat where member (dealindex, vectindexes);
dealvect := access ( vectors , dealindex );
Le chemin de verrouillage est obtenu en retirant les tâches auto-verrouillées du vecteur de
synchronisation. Si toutes les tâches du vecteur sont auto-verrouillées, alors ce chemin est
vide et la porte peut directement décider si une action a lieu. Soit elle refuse cette action
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(pour des raisons externes dues au mécanisme d’interaction, qui n’est pas détaillé ici), soit
elle indique qu’une action a lieu, avant de diffuser des messages “commit” auprès des tâches
concernées.
dealpath := diff (dealvect , autolock );
if empty (dealpath) then
−− Toutes les tâches sont autoverrouillées
select
−− Refuse l’action pour des raisons externes
HOOK_REFUSE (gate, dealvect)
[]
−− Accepte l’action et diffuse le résultat
ACTION (gate, dealvect);
for n := 1 while n <= length (dealvect) by n := n+1 loop
SEND (access (dealvect, n), COMMIT)
end loop;
readyset := diff (readyset , dealvect );
autolock := diff (autolock, dealvect )
end select
Sinon, la porte amorce une négociation en envoyant une demande de verrou à la première
tâche du chemin de verrouillage. La porte peut indiquer qu’elle souhaite confirmer cette
négociation, et l’ensemble de purge (le dernier champ du type “lock”) est vide au démarrage
d’une négociation. Elle passe ensuite dans l’état “dealing” (en train de négocier), en ayant
pris soin de réinitialiser les variables utilisées dans cet état.
else
task := head (dealpath );
−− La nécessité d’une confirmation est choisie au hasard
confirm := any bool;
SEND (task, LOCK (lock (action(gate), dealindex , dealpath, confirm, {})));
−− Passe dans l’état négociation
dealreadyset := {};
dealautolock := {};
state := dealing
end if
end if
Réception d’un message “commit”
La porte peut recevoir un message “commit” seulement si elle a amorcé une négociation
dont elle attend maintenant la réponse. À la réception d’un message “commit”, la porte
met à jour les ensembles qui stockent les tâches prêtes : toutes les tâches concernées par
l’action ne sont plus considérées comme prêtes, hormis celles qui se sont manifestées durant
la négociation. De plus, nous sommes sûr que la tâche qui a envoyé le message “commit”
n’est plus prête. Ensuite, la porte met à jour l’état des tâches selon le signal de purge.
Enfin, la porte repasse dans son état de repos, ce qui l’autorise à pouvoir amorcer une
nouvelle négociation dans le futur.
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La mise à jour de la liste de purge est effectuée à plusieurs endroits du processus. Nous
avons donc abstrait cette mise à jour dans la procédure “update_purge”, qui est définie
de la manière suivante :
function update_purge (in out purgelist : id_list , purge : id_list , in out autolock : id_set) is
var id : DLC_ID, newpurge : id_list in
purgelist := union ( purgelist , purge);
newpurge := {};
while not (empty ( purgelist )) loop
id := head ( purgelist );
if member (id, autolock) then
autolock := remove (id, autolock)
else
newpurge := cons (id, newpurge)
end if ;
purgelist := tail ( purgelist )
end loop;
purgelist := newpurge
end var
end function
On retrouve cette procédure dans le traitement d’un message “commit” :
[]
−− Recoit un message COMMIT
only if state == dealing then
RECV (?task, ?COMMIT (purge) of message);
readyset := diff (readyset , dealvect );
readyset := union (readyset , dealreadyset );
readyset := remove (task, readyset );
−− idem pour autolock
autolock := diff (autolock, dealvect );
autolock := union (autolock, dealautolock );
autolock := remove (task, autolock );
eval update_purge (!?purgelist , purge, !?autolock);
state := idle
end if
Réception d’un message “abort”
Un message “abort”, tout comme un message “commit”, peut être reçu uniquement si
la porte est en attente de résultat de négociation. À la réception d’un message “abort”,
la porte retire cette fois ci uniquement la tâche qui a refusé le verrouillage, et si elle ne
s’est pas signalée comme prête durant la négociation, conformément à l’influence des offres
discutée dans la section 2.3.5. Ensuite, la porte prend en compte le signal de purge, avant
de passer dans son état de repos.
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[]
−− Recoit un message ABORT
only if state == dealing then
RECV (?task, ?ABORT (purge) of message);
readyset := remove (task, readyset );
readyset := union (readyset , dealreadyset );
−− idem pour autolock
autolock := remove (task, autolock );
autolock := union (autolock, dealautolock );
eval update_purge (!?purgelist , purge, !?autolock);
state := idle
end if
Réception d’un message “lock”
La dernière branche du choix non déterministe concerne la réception d’un message “lock”,
qui n’est possible que si la porte est en train de négocier. À la réception de ce message, la
porte peut refuser ou accepter la réalisation de l’action. En cas de refus, la porte envoie
un message “abort” à chaque tâche du chemin de verrouillage. Si elle accepte l’action, elle
envoie un message “commit” à chaque tâche concernée par l’action, et elle retire ces tâches
de l’ensemble des tâches prêtes ; de plus, nous sommes certain dans ce cas que la tâche qui
a envoyé le message “lock” n’est plus prête. Dans les deux cas, la porte met ses ensembles
de tâches prêtes à jour en prenant en compte le signal de purge. Cette branche étant la
dernière, la déclaration du processus porte est ensuite terminée.
[]
−− Recoit un message LOCK
only if state == dealing then
RECV (?task, ? LOCK (lock) of message);
select
HOOK_REFUSE (gate, dealvect);
for n := 1 while n <= length (dealpath) by n := n+1 loop
SEND (access (dealpath, n), ABORT)
end loop;
−− update idem qu’a la reception d’un ABORT
readyset := union (readyset , dealreadyset );
autolock := union (autolock, dealautolock)
[]
ACTION (gate, dealvect);
for n := 1 while n <= length (dealvect) by n := n+1 loop
SEND (access (dealvect, n), COMMIT)
end loop;
readyset := diff (readyset , dealvect );
readyset := union (readyset , dealreadyset );
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readyset := remove (task, readyset );
−− idem pour autolock
autolock := diff (autolock, dealvect );
autolock := union (autolock, dealautolock );
autolock := remove (task, autolock)
end select;
eval update_purge (!?purgelist , lock .purge, !?autolock);
state := idle
end if
end select
end loop
end var
end process
2.7.3 Spécification du comportement d’un manager
Le comportement générique d’un manager est paramétré par l’identifiant de la tâche qui
lui est associée, l’espace d’états de cette tâche ainsi que la carte des vecteurs de synchroni-
sations. De plus, ce processus contient plusieurs variables locales, qui stockent notamment
des informations à propos des demandes de verrouillage.
process MANAGER [SEND, RECV : com, ACTION : annonce]
(task : DLC_ID, statespace : state_list , map : sync_map)
is
var
manager : manager_state, −− état du manager
actions : action_set , −− actions possibles pour la tâche
arriv_list : arrival_list , −− liste de paires (action , destination )
taskstate : nat, −− état courant de la tâche
waitlock : lock_list , −− verrous en attente
lock : lock , −− verrou actif
action : dlc_action , −− prochaine action à réaliser
internal : bool, −− une action interne est possible
sigpurge : bool, −− on doit se signaler a la purge
−− variables de stockage temporaire
n : nat,
l : lock ,
to, gate : DLC_ID,
vect : id_set
in
Le manager a accès aux actions possibles de sa tâche en connaissant l’espace d’états ainsi
que l’état courant de sa tâche. Au début, l’état courant de tâche est mis à jour à l’état
initial de la tâche, qui est toujours zéro. De plus, le manager commence avec aucun verrou
en attente.
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−− initialisation
taskstate := 0;
waitlock := {};
Nous entrons ensuite dans la boucle principale du manager, qui ne termine jamais. À chaque
début de cette boucle, le manager est réinitialisé : il est dans son état libre (c’est-à-dire non
verrouillé), et nous ne savons pas si la tâche autorise une action interne ou non. Certaines
variables sont initialisées à une valeur par défaut dans le seul but d’éviter une alerte à la
compilation.
−− boucle principale
loop
−− Réinitialisation du manager
manager := free ;
internal := false ;
−− Evite les warnings du compilateur
action := action (DLC_NULL_ID);
sigpurge := false ;
Le manager récupère ensuite les actions possibles de la tâche selon l’état courant de celle-ci,
en consultant l’espace d’états de la tâche. Pour une raison d’équivalence de comportement
qui sera détaillée au chapitre 5, pour chaque action qui permet de rejoindre plusieurs états
différents de manière non déterministe, il faut tirer au hasard dès maintenant lequel de ces
états sera atteint si cette action est réalisée. Ensuite, si la tâche est prête sur une seule
action, et que cette action n’est pas interne, alors le manager s’auto-verrouille et permet
de se signaler comme à purger. Le manager envoie ensuite un message “ready” à la porte
de chaque action. Dans le cas d’une implémentation réelle, quand plusieurs actions sont
pour la même porte avec des offres différentes, nous factorisons ces actions pour n’envoyer
qu’un seul message “ready” à la porte concernée.
−− Récupère les actions possibles pour la tâche
actions := possible_actions ( statespace , taskstate );
−− le choix interne est résolu dès maintenant : lorsqu ’une action peut mener
−− à plusieurs états différents , on choisit quel état sera atteint si cette
−− action a lieu .
arriv_list := {};
for n := 1 while n <= length (actions) by n := n+1 loop
var dest_set : nat_set, dest : nat, act : dlc_action in
act := access ( actions , n);
dest_set := get_next (statespace , taskstate , act );
−− on choisi au hasard un etat de destination
dest := any nat where member (dest, dest_set);
arriv_list := cons ( arrival (act , dest ), arriv_list )
end var
end loop;
if (length ( actions ) == 1) and ((get_gate (access (actions , 1))) != DLC_GATE_I)
then
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−− Auto−verrouillage
action := access ( actions , 1);
SEND (action.gate, READY (true));
manager := autolock_free;
sigpurge := true
else
for n := 1 while n <= length (actions) by n := n+1 loop
gate := get_gate (access ( actions , n));
if (gate == DLC_GATE_I) then
internal := true
else
SEND (gate, READY (false))
end if
end loop
end if ;
−− Boucle de négociation
loop NEGOCIATION in
select
Le manager rentre ensuite dans une boucle de négociation, qui est constituée d’un choix non
déterministe entre plusieurs comportements. Les sous-sections suivantes décrivent chacun
de ces comportements.
Réception d’un message “lock”
À la réception d’une demande de verrou, le manager stocke simplement cette demande
dans la file des demandes en attente.
−− Reçoit un message LOCK
RECV (? any DLC_ID, ?LOCK (l) of message);
waitlock := append (l , waitlock)
Traitement d’une demande de verrou
Le manager traite la plus ancienne demande de verrou de sa file d’attente. Ce traitement
est possible si le manager est libre, mais aussi s’il est auto-verrouillé, pour les raisons
discutées dans la section 2.4. Ensuite, le manager vérifie que la demande de verrouillage
est valide, c’est-à-dire que l’action du verrou est couramment possible par la tâche. Si c’est
le cas et que la tâche est auto-verrouillée, alors celle-ci est ajoutée au champ “purge” de
la demande de verrou. La variable “sigpurge” permet au manager de ne se signaler, dans
son état courant, qu’une seule fois dans la purge : si le manager se signalait plusieurs fois
à purger, la porte pourrait considérer trop de messages “ready(locked)” comme à purger.
Le manager marque aussi l’action de la demande de verrou comme l’action candidate à
effectuer.
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[]
−− Traitement du plus vieux verrou en attente
only if not (empty (waitlock))
and ((manager == free) or (manager == autolock_free))
then
lock := head (waitlock );
waitlock := tail (waitlock );
if member (lock.action, actions ) then
−− on se signale au plus une fois à purger
if (manager == autolock_free) and (sigpurge) then
lock := lock.{purge => cons (task, lock .purge)};
sigpurge := false
end if ;
action := lock . action ;
Le manager teste ensuite si sa tâche correspond à la dernière tâche du chemin de ver-
rouillage. Dans ce cas, si le verrou requiert une confirmation de la porte, le manager trans-
met le verrou à la porte et se place dans l’état verrouillé. Sinon, le manager peut conclure la
négociation en envoyant les messages de résultat puis en quittant la boucle de négociation.
if task == access (lock.path, length (lock .path)) then
−− Fin du chemin de verrouillage
if lock .confirm then
−− Demande confirmation à la porte
SEND (lock.action.gate, LOCK (lock));
eval lock_state (!?manager)
else
−− Conclut la négociation
vect := get_sync_vect (lock, map);
ACTION (lock.action.gate, vect );
SEND (lock.action.gate, COMMIT (lock.purge));
for n := 1 while n <= length(vect) by n := n+1 loop
to := access(vect , n);
if to != task then
SEND (to, COMMIT)
end if
end loop;
break NEGOCIATION
end if
Lorsque la tâche associée au manager n’est pas en fin de chemin de verrouillage, la demande
de verrou est transmise à la prochaine tâche sur le chemin, et le manager se place dans
l’état verrouillé.
else
−− Transmission du verrou
to := next_task (task , lock .path);
SEND (to, LOCK (lock));
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eval lock_state (!?manager)
end if
Enfin pour cette branche, lorsque la demande de verrou n’est pas valide, elle est refusée.
Le manager diffuse alors un message “abort” à la porte concernée ainsi qu’aux tâches qui
ont été verrouillées par cette demande.
else
−− Refus du verrou
SEND (lock.action.gate, ABORT (lock.purge));
for n := 1 while n <= length (lock.path) by n := n+1 loop
to := access (lock .path, n);
if to < task then
SEND (to, ABORT)
end if
end loop
end if
end if
Réception d’un message “commit”
Un manager peut recevoir un message “commit” dès lors qu’il n’est pas dans son état libre.
Dans une implémentation réelle, si des offres sont en jeu, il est possible de vérifier par
prudence que les offres du message “commit” sont bien compatibles avec celles de l’action
sur laquelle le manager est verrouillé. À la réception de ce message, la boucle de négociation
est terminée.
[]
−− Reçoit un message COMMIT
only if manager != free then
RECV (? any DLC_ID, COMMIT);
break NEGOCIATION
end if
Réception d’un message “abort”
À la réception d’un message “abort”, ce qui est possible uniquement si le manager a accepté
une demande de verrou, le manager est averti que la négociation a échoué. Il repasse dans
un état à partir duquel il peut accepter une autre demande de verrou.
[]
−− Reçoit un message ABORT
only if (manager == locked) or (manager == autolock_locked) then
RECV (? any DLC_ID, ABORT);
if manager == locked then
manager := free
elsif manager == autolock_locked then
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manager := autolock_free
end if
end if
Réalisation d’une action interne
Enfin la dernière branche possible de la boucle de négociation est la décision d’effectuer
une action interne. Cela est possible à condition que le manager soit libre et qu’une action
interne soit possible. Si le manager prend cette décision, il annonce une action interne de
la part de sa tâche et sort de la boucle de négociation.
[]
−− Réalise une action interne
only if (manager == free) and (internal) then
ACTION (DLC_GATE_I, {task} of id_set);
action := action (DLC_GATE_I);
break NEGOCIATION
end if
end select
end loop; −− Fin de boucle NEGOCIATION
Fin de boucle principale
Le manager quitte la boucle de négociation seulement quand il a décidé d’une action à
effectuer pour sa tâche. À la sortie de cette boucle, le manager commence par refuser
les éventuelles demandes de verrou en attente. Puis, le manager récupère l’état d’arrivée
correspondant à l’action réalisée. Enfin, le manager recommence sa boucle principale avec
sa tâche dans un nouvel état.
while not (empty (waitlock)) loop
l := head (waitlock );
waitlock := tail (waitlock );
SEND (l.action.gate, ABORT (l.purge));
for n := 1 while n < length ( l .path) by n := n+1 loop
to := access ( l .path, n);
if to < task then
SEND (to, ABORT)
end if
end loop
end loop;
−− Récupère l’état d’ arrivée choisi pour l ’ action réalisée
taskstate := arrival_state ( arriv_list , action)
end loop −− Fin de boucle principale
end var
end process
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Nous remarquons qu’une fois un état puits atteint par la tâche, le manager rentre dans sa
boucle de négociation sans envoyer de nouveau message “ready”. Il reste alors indéfiniment
dans sa boucle de négociation, ce qui lui permet de refuser les éventuelles demandes de
verrou qui peuvent encore lui parvenir.
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Chapitre 3
Interaction avec l’environnement
Ce chapitre présente le mécanisme que nous avons mis en place pour permettre l’inter-
action entre une implémentation générée par DLC et son environnement. Pour pouvoir
être utilisée au sein d’un système réel, l’implémentation doit être en mesure d’interagir
avec d’autres systèmes présents dans son environnement. Par exemple, un processus d’une
implémentation doit pouvoir accéder au système de fichier de la machine sur laquelle il
s’exécute, ou aller consulter une base de données distante, ou encore actionner un bras
robotisé.
Nous avons équipé DLC d’un mécanisme de fonctions crochets (hook functions) qui per-
met d’embarquer au sein de l’implémentation générée des procédures définies en C par
l’utilisateur. Les fonctions crochets sont optionnelles, elles ne sont pas requises par DLC
pour pouvoir générer une implémentation à partir d’une spécification LNT. Ainsi, l’utili-
sateur définit uniquement les fonctions crochets dont il a besoin pour mettre en place une
interaction, lorsque cela est nécessaire.
La première section de ce chapitre introduit les différents types de fonctions crochets, et leur
place au sein de l’implémentation générée. La deuxième section illustre, sur un exemple,
différents cas d’utilisation classiques des fonctions crochets.
3.1 Les fonctions crochets
Les fonctions crochets, parfois plus simplement nommées “crochets” dans la suite, sont des
procédures écrites en C qui sont automatiquement embarquées dans l’implémentation. Les
crochets sont déclenchés à des moments précis de l’exécution, en relation avec la réalisation
d’actions sur porte. L’utilisateur de DLC est libre d’implémenter le corps de ces fonctions
crochets comme bon lui semble, ce qui lui permet de mettre en place une interaction entre
l’implémentation et son environnement. Nous avons défini trois types de fonctions crochets :
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les crochets pré-négociation et post-négociation peuvent être définis pour chaque porte, et
le crochet local peut être défini pour chaque tâche.
Dans cette section, nous discutons tout d’abord le choix d’attacher les fonctions crochets
aux actions du système. Nous présentons ensuite les trois différents types de crochets. Enfin,
nous décrivons comment les crochets rendent possible l’échange de données entre le système
et son environnement, et nous précisons quelles informations sont mises à disposition des
fonctions crochets.
3.1.1 Effets de bord dans un programme LNT
Le langage LNT permet de définir le corps d’une fonction en C, ce qui permet d’optimiser
certaines fonctions ou bien de réutiliser des fonctions C déjà existantes. Cependant, cette
implémentation en C doit respecter l’hypothèse qu’une fonction LNT est pure du point de
vue de l’environnement, dans le sens où elle ne réalise pas d’effet de bord en dehors du
processus.
Nous illustrons la nécessité de cette hypothèse sur l’exemple suivant :
−− Déclaration d’une fonction LNT "f" implémentée en C par la fonction "ma_fonction_f"
function f (y: nat): nat is !external !implementedby "ma_fonction_f"
null −− le corps de la fonction est défini en C dans un autre fichier
end function
−− idem pour la fonction g
function g (z: nat): nat is !external !implementedby "ma_fonction_g"
null
end function
process T [A, B: nat] is
...
select
x := f(y);
A (x)
[]
x := g(z);
B (x)
end select
...
end process
La déclaration des fonctions “f” et “g” précise que leur comportement est implémenté par les
procédures C “ma_fonction_f” et “ma_fonction_g”, respectivement. L’implémentation
du corps de ces fonctions est réalisée par l’utilisateur, et celui-ci peut envisager d’utiliser
ces fonctions pour interagir avec l’environnement et réaliser des effets de bord. Dans chaque
branche du choix non déterministe, une de ces fonctions est nécessairement appelée pour
obtenir la valeur de “x”, qui est utilisée en offre des actions sur les portes A et B.
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Lorsque la tâche liste ses actions possibles, si les fonctions “f” et “g” déclenchent chacune
des effets de bord lorsqu’elles sont appelées, alors les effets de bord de chacune de ces
deux fonctions sont réalisés. Or, cela ne respecte pas la sémantique du choix non déter-
ministe, qui indique que la seule branche qui est exécutée est celle qui mène à l’action
finalement réalisée par la tâche. Ce genre de situation illustre pourquoi les fonctions LNT
ne sont pas adaptées pour réaliser des interactions avec l’environnement. De plus, le manuel
Lnt2Lotos [CCG+14], dans sa section 2.5 “Including external C code”, met explicitement
en garde contre l’utilisation de fonction LNT pour réaliser des effets de bords.
Les fonctions crochets évitent ce problème car elles sont rattachées aux actions sur porte,
plutôt qu’à une fonction LNT. Les crochets sont déclenchés à des moments clés du proto-
cole de synchronisation, autour de la réalisation d’une action. Nous avons jugé pertinent
d’associer les fonctions crochets aux actions sur porte car les actions sont les événements
observables par l’environnement. De plus, du point de vue d’un processus, une porte est
un point de synchronisation et de communication avec l’extérieur, que ce soit avec un ou
plusieurs autres processus, ou bien avec l’environnement en général.
3.1.2 Les trois types de fonctions crochets
Nous avons défini trois types de fonctions crochets, qui diffèrent notamment par le processus
qui les appelle, le moment où elles sont appelées par rapport au déroulement du protocole,
et enfin par une éventuelle valeur attendue en retour.
Crochet pré-négociation. Pour chaque porte du système, il est possible de définir
un crochet pré-négociation associé à cette porte. Dans le déroulement du protocole,
une porte appelle son crochet pré-négociation lorsqu’elle a reçu suffisamment de
messages “ready” pour pouvoir démarrer une négociation. La porte passe en argu-
ment au crochet les caractéristiques de l’action pour laquelle elle envisage de lancer
une négociation. La fonction crochet doit retourner un booléen qui indique si oui
ou non une négociation doit être démarrée.
Crochet post-négociation. Il existe un crochet post-négociation associé à chaque
processus porte pour laquelle un crochet pré-négociation est défini. Lorsque l’utili-
sateur déclare des fonctions crochets pour une porte, toutes les négociations pour
les actions sur cette porte requièrent la confirmation de la porte en fin de négocia-
tion, comme nous l’avons décrit dans la section 2.3.6. Une porte appelle son crochet
post-négociation lorsqu’elle a reçu une demande de confirmation. La fonction cro-
chet reçoit en argument les caractéristiques de l’action pour laquelle la négociation
a été conduite, et elle doit retourner un booléen qui indique si oui ou non cette
action est réalisée par le système. La porte diffuse des messages de confirmation
ou d’annulation de la négociation en fonction de la valeur retournée par le crochet
post-négociation.
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Crochet local. Il est possible de définir un crochet local pour chaque processus tâche.
Une tâche appelle sa fonction crochet local à chaque fois qu’elle réalise une action,
ou plus précisément à chaque fois qu’elle reçoit la confirmation de réussite d’une
négociation.
On résume à quel moment chaque type de fonction crochet est appelé au cours d’une
négociation en suivant le déroulement canonique du protocole :
1. Chaque tâche liste ses actions possibles, puis envoie un message “ready” aux portes
sur lesquelles elle est prête à réaliser une action.
2. Lorsqu’une porte a détecté suffisamment de tâches prêtes à se synchroniser suivant
un de ses vecteurs de synchronisation, elle appelle alors sa fonction crochet de pré-
négociation pour savoir si une négociation peut être démarrée. La fonction crochet
de pré-négociation permet principalement d’éviter les négociations, rendues inutiles
ou indésirables selon des facteurs externes à la spécification du système.
3. À la première action pour laquelle le crochet de pré-négociation répond par vrai, la
porte amorce une négociation en requérant une confirmation finale 1.
4. Si la négociation est un succès, alors la demande de verrou est renvoyée à la porte
pour une confirmation finale. C’est à ce moment que la porte appelle son crochet
de post-négociation, qui décide si l’action est réalisée ou non. La fonction crochet
de post-négociation offre ainsi à l’utilisateur une primitive qui a le dernier mot sur
la réalisation d’une action du système.
5. (a) Si l’action est validée par le crochet de post-négociation, la porte diffuse un
message “commit” à toutes les tâches concernées par l’action. À la réception
de ce message, chaque tâche déclenche son crochet local avant de passer dans
son état suivant. La fonction de crochet local fournit un moyen d’effectuer des
interactions avec l’environnement au niveau d’une tâche.
(b) Si l’action est refusée par le crochet de post-négociation, la porte diffuse un
message “abort” à toutes les tâches verrouillées durant la négociation. Ce cas
correspond à l’annonce “HOOK_REFUSE” que nous n’avions pas vraiment dé-
taillée dans la spécification LNT du comportement d’une porte, présentée en
section 2.7.2.
Remarque 3-1
Il est envisageable d’avoir une fonction crochet post-négociation qui est appelée non pas
par la porte, mais plutôt par la dernière tâche du chemin de verrouillage. Cette variante
évite notamment d’avoir à modifier le protocole de synchronisation pour permettre une
confirmation par la porte. Nous avons cependant décidé de placer le crochet de post-
négociation au niveau d’une porte car, en pratique, il est souvent utile que les crochets
1. Lorsqu’aucun crochet n’a été déclaré pour la porte, celle-ci ne demande pas de confirmation
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de pré- et de post-négociation soient appelés depuis le même processus. Cela permet non
seulement d’avoir le même “point de vue” sur le système, mais aussi de pouvoir facilement
échanger des informations, par variables globales, entre les crochets de pré- et de post-
négociation. 
L’implémentation du corps des fonctions crochets est laissée libre à l’utilisateur. Celui-
ci peut ainsi utiliser les crochets pour réaliser des interactions avec l’environnement à
l’occasion d’une action du système. Les fonctions crochets offrent non seulement un moyen
de suivre les actions réalisées par le système, mais elles permettent aussi de contrôler,
dans une certaine mesure, quelles actions sont effectuées. En effet, les crochets de pré-
négociation et de post-négociation peuvent interdire l’exécution d’une action en retournant
“faux”. Ces crochets sont comme des gardes externes au système : ils ne créent pas d’autres
comportements que ceux possibles selon la spécification, ils peuvent uniquement interdire
la réalisation de certains de ces comportements.
3.1.3 Échange de données
Les fonctions crochets peuvent échanger des données entre le système et son environnement
grâce aux offres des actions. Plus précisément, un crochet reçoit en argument une structure
de données qui décrit une action, et qui permet d’accéder aux offres de cette action. Une
fonction crochet peut ainsi, soit récupérer une donnée du système en accédant à la valeur
d’une offre, soit passer une donnée au système en affectant la valeur d’une offre.
En pratique, les structures de données qui représentent une offre et une action du système
sont définies en C de la manière suivante :
typedef struct DLC_OFFER DLC_OFFER;
typedef struct DLC_ACTION DLC_ACTION;
struct DLC_OFFER {
DLC_MODE mode; // valeurs possibles : DLC_MODE_SEND, DLC_MODE_RECV
DLC_NAT type; // identifiant de type
DLC_VALUE value; // valeur de l’offre, valide si mode == DLC_MODE_SEND
};
struct DLC_ACTION {
DLC_NAT gate; // identifiant de porte
DLC_NAT nboffer; // nombre d’offres
DLC_OFFER *offer; // tableau d’offres
};
Chaque fonction crochet reçoit en arguments un pointeur vers une structure de données
“DLC_ACTION”, qui décrit l’action en cours de traitement. Les offres associées à cette action
résultent de la fusion des offres des tâches concernées par la négociation. L’utilisateur peut
aisément accéder aux champs d’offres pour récupérer une valeur, et ensuite utiliser cette
valeur lors d’une interaction avec l’environnement.
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Pour passer une valeur depuis l’environnement vers le système, nous utilisons des offres
en mode réception. Nous traitons ici le cas où la fusion des offres des tâches produit des
offres dont certaines sont encore en mode réception ; ce cas avait été laissé en suspens à la
section 2.3.5. Les fonctions crochets de pré- et de post-négociation peuvent accéder à ces
offres et en modifier le mode et la valeur pour les transformer en offres en mode envoi.
Considérons par exemple une tâche voulant réceptionner une valeur entière dans une va-
riable “n” via une action sur une porte A :
process ... is
...
A (?n)
...
end process
Si aucune autre tâche ne fixe de valeur pour cette offre, alors l’offre est toujours en mode
réception lorsque les crochets de pré- ou de post-négociation y ont accès. L’utilisateur peut
alors employer les fonctions crochets pour fixer une valeur à cette offre, par exemple avec
le code C suivant :
// la variable "action" est un pointeur vers une structure DLC_ACTION
action->offre[0].value = ... ; // affecte une valeur, lue dans l’environnement
action->offre[0].mode = DLC_MODE_SEND; // passe l’offre en mode "envoi"
Une fonction de crochet local n’est pas autorisée à modifier des offres car elle est appelée au
niveau d’une seule tâche, or une action peut concerner plusieurs tâches, et il faut garantir
que toutes ces tâches perçoivent les mêmes offres pour cette action. En conséquence, seules
les fonctions crochets de pré- et de post-négociation, qui sont appelées alors que l’action
est encore en cours de négociation, peuvent modifier des offres.
Cas des offres en mode réception non mises à jour par les fonctions crochets.
Les fonctions crochets, qui sont optionnelles de manière générale, sont requises pour fixer
une valeur aux offres qui restent en mode réception après la fusion des offres listées par
les tâches. L’implémentation générée par DLC effectue des vérifications après avoir appelé
les crochets de pré- et de post-négociation. Plus particulièrement, chaque porte vérifie que
les offres de l’action avant et après l’appel à un de ces deux crochets sont compatibles
entre elles. Cette compatibilité garantit que la valeur des offres en mode envoi n’a pas été
modifiée par le crochet. Enfin, l’implémentation lève une erreur à l’exécution s’il reste une
ou plusieurs offres en mode réception après avoir appelé le crochet de post-négociation. Les
fonctions crochets, qui sont optionnelles de manière générale, sont ainsi nécessaires pour
fixer une valeur aux offres qui restent en mode réception après la fusion des offres listées
par les tâches.
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3.1.4 Accès aux autres informations de la négociation
En plus de la description de l’action en cours de négociation, les crochets de pré- et de
post-négociation reçoivent aussi en argument un pointeur vers une structure définie de la
manière suivante :
typedef struct DLC_HOOK_INFO DLC_HOOK_INFO;
struct DLC_HOOK_INFO {
DLC_NAT *vect; // tableau d’identifiants des tâches du vecteur de synchro.
DLC_NAT vectsize; // taille du vecteur de synchronisation
Bool *newrdy; // newrdy[i] vrai : la porte a reçu "ready" de la tâche i
};
Chaque tâche du système est identifiée de manière unique par un entier naturel, qu’on
appelle son identifiant de tâche. Les deux premiers champs de la structure permettent
d’avoir accès au vecteur de synchronisation de la négociation : le tableau “vect” contient
l’identifiant des tâches qui font parties de ce vecteur, et la variable “vectsize” stocke la
taille de ce tableau.
Le tableau “newrdy” indique si la porte vient de recevoir un message “ready” de la part
d’une des tâches du vecteur de synchronisation. Plus précisément, la valeur de “newrdy[i]”
est vraie si :
— la tâche “i” fait partie du vecteur de synchronisation
— la porte a reçu un message “ready” de la part de la tâche “i” depuis la dernière fois
qu’un crochet pré- ou post-négociation a été appelé pour une négociation dont le
vecteur de synchronisation contient la tâche “i”.
Le rôle du tableau “newrdy” est de pouvoir détecter lorsqu’un message “ready” est reçu
par la porte durant une négociation. L’intérêt pratique de ce tableau est présenté dans
l’exemple de la section 3.2.5 qui traite des actions retardées.
3.2 Exemples d’utilisation des fonctions crochets
Dans cette section, nous illustrons différents cas d’utilisation classiques des fonctions cro-
chets. Nous nous appuyons sur un exemple de système de protection par de multiples
cadenas numériques.
On veut protéger l’accès à un coffre par cinq cadenas de manière à ce que le coffre soit
accessible uniquement lorsque trois cadenas sur cinq sont simultanément ouverts. Chaque
cadenas est caractérisé par une clé correcte, que l’on représente par un simple entier naturel
dans notre exemple. Lorsqu’on insère une clé correcte dans le cadenas auquel elle est
associée, celui-ci peut accepter d’ouvrir le coffre dans un délai de trois secondes, après quoi
le cadenas requiert d’insérer à nouveau la clé. Pour ouvrir le coffre, il faut donc insérer
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dans trois cadenas la clé correcte correspondante, le tout dans un délai de trois secondes.
De plus, chaque cadenas mémorise le nombre de tentatives d’accès qui ont été réalisées.
Ce système de cadenas mutliples peut être spécifié de la manière suivante en LNT :
channel two_nat is (nat, nat) end channel
process CADENAS
[INSERER, NB_ACCES: two_nat, OUVRIR, FERMER, DELAI: none]
( id , cle_correcte : nat)
is
var
acces : nat, −− compteur de tentatives d’accès
cle : nat −− stocke temporairement une clé
in
acces := 0;
loop −− boucle principale
select
INSERER (id, ?cle);
acces := acces+1;
if cle == cle_correcte then
select
OUVRIR; −− ouverture du coffre
FERMER −− fermeture du coffre
[]
DELAI −− action retardée, interdit l ’ ouverture après un délai
end select
end if
[]
NB_ACCES (id, acces)
end select
end loop
end var
end process
−− Composition
par OUVRIR#3 , FERMER#3 in
CADENAS [INSERER, NB_ACCES, OUVRIR, FERMER, DELAI] (1, 12)
| | CADENAS [INSERER, NB_ACCES, OUVRIR, FERMER, DELAI] (2, 34)
| | CADENAS [INSERER, NB_ACCES, OUVRIR, FERMER, DELAI] (3, 56)
| | CADENAS [INSERER, NB_ACCES, OUVRIR, FERMER, DELAI] (4, 78)
| | CADENAS [INSERER, NB_ACCES, OUVRIR, FERMER, DELAI] (5, 90)
end par
La composition parallèle impose que les actions sur les portes OUVRIR et FERMER
synchronisent trois cadenas parmi les cinq. Chaque cadenas, identifié par un entier naturel,
peut recevoir une clé via une action sur la porte INSERER. Si cette clé est correcte, alors
le cadenas peut effectuer une action sur la porte OUVRIR, mais elle peut aussi effectuer
une action sur la porte DELAI, suite à quoi elle n’est plus prête à ouvrir le coffre. Enfin,
un cadenas maintient un compteur du nombre de tentatives d’accès, dont la valeur peut
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être consultée par une action sur la porte NB_ACCES. La suite de cette section illustre
l’utilisation de fonctions crochets sur ce système.
3.2.1 Réalisation d’un effet de bord dans l’environnement
Les fonctions crochets permettent de modifier l’état de l’environnement. Pour cela, l’utili-
sateur peut insérer au sein du corps des fonctions crochets des appels à des procédures qui
ont un effet sur l’environnement.
Dans notre exemple, on souhaite qu’une action sur la porte OUVRIR ouvre effectivement
un coffre, qui est un élément de l’environnement et qui n’est pas explicitement modélisé
dans la spécification. Pour réaliser cet effet de bord, le crochet de post-négociation de la
porte OUVRIR est le plus approprié car il s’exécute quand on est certain qu’une action
sur la porte OUVRIR a lieu.
bool DLC_OUVRIR_POST_NEGOTIATION (DLC_ACTION *action, DLC_HOOK_INFO *hookinfo)
{
// Effet de bord dans l’environnement: ouverture du coffre
ouvrir_coffre ();
return TRUE; // Réalise l’action
}
De manière similaire, le coffre est refermé lors d’une action sur la porte FERMER.
Cet exemple expose aussi l’utilité de rattacher certains crochets aux portes pour avoir
un point de vue global sur une action qui concerne plusieurs processus. Une action sur la
porte OUVRIR met en jeu trois processus cadenas, chaque action sur cette porte déclenche
donc autant de crochets locaux. Or, on souhaite parfois avoir un seul point d’interaction
associé à une action, indépendamment du nombre de processus qui prennent part à cette
action. C’est le cas dans notre exemple qui ne contient qu’un seul coffre, et le crochet de
post-négociation offre un point unique de définition d’effet de bord pour une action qui
synchronise plusieurs processus cadenas.
3.2.2 Contrôle de la réalisation d’une action
Les fonctions crochets de pré- et de post-négociation permettent de contrôler quelles actions
sont autorisées à être réalisées. Nous illustrons cette possibilité sur la porte NB_ACCES :
d’après la spécification formelle du processus cadenas, une action sur cette porte est possible
lorsque la boucle principale débute. Si une action sur la porte NB_ACCES est possible
sans contrainte, un processus cadenas peut boucler sur des réalisations successives de cette
action. Cependant, nous souhaitons contrôler la réalisation de cette action et ne l’autoriser
que lorsqu’une requête de consultation de nombre d’accès est en attente. La présence d’une
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requête en attente est un exemple d’état de l’environnement du système qui influe sur la
réalisation d’actions.
Le crochet de pré-négociation de la porte NB_ACCES est utilisé pour interdire les négo-
ciations si aucune requête de consultation n’a été détectée, ou bien si la requête concerne
un cadenas différent de celui qui s’identifie par la première offre de l’action.
bool DLC_NB_ACCES_PRE_NEGOTIATION (DLC_ACTION *action, DLC_HOOK_INFO *hookinfo)
{
// Consulte l’environnement pour une éventuelle requête en attente
int cadenas = requete_consultation_en_attente ();
if (cadenas == -1) {
// pas de requête, refuse de démarrer une négociation
return FALSE;
} else {
// autorise une négociation si l’identifiant de cadenas de la requête
// correspond à celui de la première offre de l’action
return cadenas == (int) action->offer[0].value;
}
}
De manière similaire, il suffit à la fonction crochet de post-négociation de retourner faux
pour empêcher la réalisation d’une action s’il n’est pas souhaitable de la réaliser étant
donné l’état actuel de l’environnement. Le fait d’interdire une action dès le crochet de pré-
négociation permet d’éviter des négociations, qui peuvent entraver le déroulement d’autres
négociations et donc dégrader les performances du système, lorsque l’action visée ne sera
de toute manière pas autorisée par l’environnement.
3.2.3 Envoi de données vers l’environnement
Les trois types de fonctions crochets peuvent envoyer des données du système vers l’en-
vironnement en récupérant la valeur des offres d’une action. Nous continuons d’utiliser la
porte NB_ACCES pour illustrer ce mécanisme. La fonction crochet de post-négociation
de cette porte n’a pas à vérifier qu’il existe une requête en attente, car le crochet de pré-
négociation s’en est chargé. Le crochet de post-négociation va accéder à la deuxième offre
de l’action pour récupérer le nombre de tentatives d’accès effectuées sur le cadenas, et
transmettre cette valeur à un processus tiers dans l’environnement. De plus, cette fonction
crochet marque la requête en attente comme traitée.
bool DLC_NB_ACCES_POST_NEGOTIATION (DLC_ACTION *action, DLC_HOOK_INFO *hookinfo)
{
// Le nombre de tentatives d’accès est passé dans la deuxième offre
DLC_VALUE nb_tentatives = action->offer[1].value;
envoi_a_un_process_de_l_environnement (nb_tentatives);
requete_consultation_en_attente_traitee ();
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return TRUE;
}
Le nombre de tentatives d’accès au cadenas est aussi disponible au crochet local du cadenas,
qui peut l’utiliser pour effectuer un effet de bord local au processus cadenas, comme par
exemple une écriture dans un fichier de log propre à la tâche.
3.2.4 Réception de données depuis l’environnement
Les fonctions crochets permettent de passer des données depuis l’environnement vers le
système, en utilisant les offres en mode réception. Nous employons cette fois les actions sur
la porte INSERER pour illustrer cette fonctionnalité.
Une action sur la porte INSERER permet d’essayer d’ouvrir un cadenas à l’aide d’une clé.
Cette opération nécessite de passer une clé, représentée ici par un entier naturel, depuis
l’environnement vers un processus cadenas. Pour réaliser ce transfert de donnée, nous
utilisons les fonctions crochets de la porte INSERER : le crochet de pré-négociation va
autoriser une négociation uniquement quand une requête d’insertion de clé correspond à
l’action visée sur INSERER.
struct requete_cle {
DLC_NAT cadenas;
DLC_VALUE cle;
};
bool DLC_INSERER_PRE_NEGOTIATION (DLC_ACTION *action, DLC_HOOK_INFO *hookinfo)
{
struct requete_cle *rc = requete_cle_en_attente ();
if (rc == NULL) {
// pas de requête en attente
return FALSE;
} else {
// autorise uniquement si l’identifiant de cadenas est cohérent
return rc->cadenas == action->offer[0].value;
}
}
Ensuite, le crochet de post-négociation va fixer la valeur de la clé à passer au cadenas, et
marquer la requête comme traitée.
bool DLC_INSERER_POST_NEGOTIATION (DLC_ACTION *action, DLC_HOOK_INFO *hookinfo)
{
struct requete_cle *rc = requete_cle_en_attente ();
// Fixe la valeur de l’offre correspondant à la clé
action->offer[1].value = rc->cle;
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// Change le mode en "envoi"
action->offer[1].mode = DLC_MODE_SEND;
// Marque la requête comme traitée
requete_cle_en_attente_traitee ();
return TRUE;
}
Lors d’une action sur la porte INSERER, un cadenas va ainsi récupérer la clé issue de
l’environnement dans sa variable “cle” utilisée en réception en deuxième offre.
3.2.5 Autoriser une action après un délai
La capacité à limiter les actions possibles peut être employée pour retarder la réalisation
d’une action, et ainsi offrir un mécanisme de délai (timeout) dans l’implémentation générée.
Nous présentons comment mettre en place une action retardée sur la porte DELAI de notre
exemple.
Le crochet de pré-négociation est utilisé pour interdire une action sur la porte DELAI
pendant une certaine durée, ici trois secondes. Pour cela, le crochet stocke la date de début
d’attente de chaque cadenas dans un tableau en variable globale, et autorise le lancement
d’une négociation uniquement lorsque le cadenas concerné attend depuis au moins trois
secondes. Cependant, un cadenas peut être prêt sur la porte DELAI, puis effectuer une
autre action et être prêt à nouveau sur cette porte, le tout en moins de trois secondes.
C’est ici que l’information sur les réceptions de messages “ready” par la porte est utile :
le crochet peut savoir si un cadenas s’est à nouveau manifesté comme prêt, auquel cas la
date de début d’attente est mise à jour.
Étant donné qu’une action sur la porte DELAI ne concerne qu’un seul cadenas à la fois, le
vecteur de synchronisation ne contient qu’un seul identifiant de tâche, qui correspond au
cadenas visé par la négociation. Le crochet de pré-négociation récupère ainsi cet identifiant
de tâche via le vecteur de synchronisation, met à jour le début d’attente si ce cadenas est
nouvellement prêt, et autorise le démarrage d’une négociation si le cadenas attend depuis
plus de trois secondes.
#define DELAI_ATTENTE 3
// Dates de début d’attente, 0 == jamais commencé d’attendre
time_t debut[DLC_SPEC_MAX_TASK];
bool DLC_DELAI_PRE_NEGOTIATION (DLC_ACTION *action, DLC_HOOK_INFO *hookinfo)
{
DLC_NAT cadenas; // identifiant de tâche du cadenas concerné par l’action
time_t duree_attente;
// L’unique identifiant de tâche du vecteur de synchronisation
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// correspond au cadenas visé pour une action sur la porte DELAI
assert (hookinfo->vectsize == 1);
cadenas = hookinfo->vect[0];
// Mise à jour date de début d’attente
if (hookinfo->newrdy[cadenas]) {
debut[cadenas] = time();
} else {
// un cadenas qui ne vient pas d’envoyer un message "ready"
// est forcément déjà en train d’attendre
assert (debut[cadenas] != 0);
}
// Autorise une négociation si le cadenas attend depuis suffisamment longtemps
duree_attente = time() - debut[cadenas];
return duree_attente >= DELAI_ATTENTE;
}
Entre le moment où le crochet de pré-négociation autorise le démarrage d’une négociation
pour un cadenas et le moment où la demande de confirmation de cette négociation atteint
la porte, il se peut qu’un nouveau message “ready” de la part de ce cadenas soit reçu par la
porte. En conséquence, le crochet de post-négociation doit lui aussi vérifier que le cadenas
concerné par l’action ne s’est pas manifesté comme de nouveau prêt durant la négociation.
En d’autres termes, le comportement du crochet de post-négociation est en fait identique
à celui de pré-négociation.
bool DLC_DELAI_POST_NEGOTIATION (DLC_ACTION *action, DLC_HOOK_INFO *hookinfo)
{
return DLC_DELAI_PRE_NEGOTIATION (action, hookinfo);
}
Les fonctions crochets peuvent ainsi être utilisées pour implémenter un mécanisme de délai
de réalisation d’action. Cependant, une fois le délai passé, il n’est pas garanti que l’action
sur la porte DELAI ait lieu, car le cadenas a encore une chance de participer à une action
sur la porte OUVRIR. De plus, le mécanisme de délai de réalisation d’action ne permet pas
d’être précis, et son utilisation est inappropriée pour des systèmes avec de fortes contraintes
temporelles. En effet, la mesure de durée est effectuée au niveau de la porte, et cette mesure
démarre à partir du moment où la porte reçoit un message “ready” de la part du cadenas.
Les délais résultants des transmissions de messages sur le réseau impactent donc la durée
d’attente réelle.
Remarque 3-2
Lorsqu’un crochet de pré-négociation retourne faux, la porte relève d’éventuels nouveaux
messages en réception, puis consulte les tâches prêtes pour détecter une action possible et
appelle à nouveau la fonction crochet de pré-négociation pour la nouvelle action visée. Le
mécanisme de délai mis en place au niveau du crochet de pré-négociation revient donc à
une forme d’attente active, ce qui n’est pas une solution optimale.
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De manière générale, nous pensons que le mécanisme de délai devrait être implémenté direc-
tement au niveau de la tâche. Nous avons envisagé d’ajouter un crochet pré-négociation au
niveau de la tâche, puis nous nous sommes ravisés afin de minimiser le nombre de fonctions
crochets, mais nous ne considérons pas la question des délais comme définitivement réglée.
Pour alimenter de futurs développements sur ce point, on note qu’il existe des propositions
d’ajout de notions de temps directement au sein du langage de spécification, notamment
dans les travaux de M. Sighireanu [Sig99] dans le cadre du langage E-LOTOS. 
Chapitre 4
Génération automatique
d’implémentation distribuée
Eventually, I decided that thinking was not getting me very
far and it was time to try building.
Rob Pike
The Text Editor sam
Ce chapitre présente la manière dont nous procédons en pratique pour générer automati-
quement une implémentation distribuée à partir d’une spécification LNT. En partant de
la composition parallèle des processus tâches en LNT et des fonctions crochets en C, on
génère plusieurs programmes C qui implémentent le comportement des tâches, le protocole
de synchronisation et les appels aux fonctions crochets.
La figure 4.1 offre une vue d’ensemble de la génération d’implémentation, qui comprend
plusieurs étapes réalisées automatiquement par DLC, en faisant plusieurs fois appel à des
outils ou des bibliothèques de CADP. Sur le haut de la figure, on retrouve les entrées de
DLC, c’est-à-dire la spécification LNT d’un système distribué formé d’une composition
parallèle de tâches, et d’éventuelles fonctions crochets. Au bas de la figure est représentée
l’implémentation distribuée, constituée de programmes tâches, de programmes portes, et
d’un programme “nœud central” en charge de déployer le système. Au centre, les différentes
phases de génération de code sont représentées, ainsi que la section dans laquelle chacune
est traitée.
On commence par décrire la bibliothèque de support pour la programmation distribuée. Le
flot de compilation d’une tâche est ensuite exposé, suivi par l’implémentation du protocole.
On présente ensuite la bibliothèque qui représente les attributs de la spécification. Enfin,
une dernière section couvre les limitations actuelles de DLC.
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Figure 4.1 – Vue d’ensemble de la génération d’implémentation distribuée
4.1 La bibliothèque CÆSAR_NETWORK
DLC génère des implémentations qui utilisent la bibliothèque C “CÆSAR_NETWORK”,
développée au sein de l’équipe CONVECS. Cette bibliothèque offre notamment des pri-
mitives de communication, de déploiement et un mécanisme d’arrêt d’urgence qui sont
très utiles pour le développement de programmes distribués. Elle est employée au sein
des outils distribués de l’équipe, comme par exemple le générateur d’espace d’états DIS-
TRIBUTOR [GMS13]. On donne ici une vue d’ensemble des primitives de la bibliothèque
utilisées dans le cadre de DLC.
Nœuds. Un système distribué est composé de plusieurs programmes, qui sont appelés
des nœuds. Chaque nœud possède un identifiant unique, qui est un nombre naturel.
Le premier programme à être lancé est le nœud central, dont l’identifiant est toujours
égal à zéro.
Déploiement. La bibliothèque permet d’automatiser le déploiement des nœuds sur
une ou plusieurs machines. A son démarrage, le nœud central lit un fichier de confi-
guration qui indique sur quelles machines le système doit être déployé, chaque ma-
chine pouvant héberger un ou plusieurs nœuds. Le nœud central se charge alors de
copier les différents exécutables du système sur les machines indiquées et de lancer
leur exécution. Il suffit donc de démarrer le nœud central pour déployer le système
distribué sur une grille de machines. La bibliothèque utilise des utilitaires classiques
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tels que rsh ou ssh pour accéder aux machines distantes, qui sont identifiées par
leur nom DNS. Le fichier de configuration est en texte brut avec une syntaxe simple,
ce qui permet de l’éditer facilement ou de le générer automatiquement. La configura-
tion de déploiement peut donc être facilement modifiée entre différentes exécutions,
sans avoir à recompiler le système.
Communication. La bibliothèque offre des primitives de communication entre nœuds
par passage de messages asynchrones. En pratique, ces communications utilisent des
sockets POSIX avec le protocole TCP pour garantir que les messages sont délivrés
et qu’ils restent dans le même ordre entre un émetteur et un récepteur. La procédure
d’initialisation de la bibliothèque établit une connexion entre toutes les paires de
nœuds du système, chaque nœud est donc en mesure de communiquer avec n’importe
quel autre.
La bibliothèque CÆSAR_NETWORK offre aussi un service de nommage : chaque
nœud est désigné par son identifiant, qui correspond à sa place dans la liste des
nœuds du fichier de configuration. Il est donc possible de connaître l’identifiant
de chaque nœud en contrôlant l’ordre d’apparition des nœuds dans le fichier de
configuration. Cela permet de nommer les nœuds indépendamment des machines sur
lesquelles ils seront effectivement déployés. Ce nommage facilite la programmation
du système distribué, en décorrélant l’identification des processus distants de la
topologie de déploiement effectivement utilisée lors d’une exécution.
Arrêt d’urgence. Un mécanisme d’arrêt d’urgence permet à n’importe quel nœud de
demander l’arrêt de tous les nœuds du système. En pratique, une requête d’arrêt
d’urgence est transmise au nœud central, qui se charge ensuite de stopper tous les
nœuds du système. Lorsqu’un nœud reçoit un signal d’arrêt d’urgence, il appelle
une fonction définie par l’utilisateur avant de terminer ; cette fonction permet de
préparer l’arrêt du nœud. Le mécanisme d’arrêt d’urgence est notamment utilisé
pour stopper tous les nœuds quand l’un d’entre eux lève une erreur à l’exécution.
Outre la simplification de la programmation distribuée, la bibliothèque CÆSAR_NETWORK
permet aussi d’isoler la couche de communication dans l’implémentation générée. Nous
avons fait le choix de nous concentrer sur le protocole de synchronisation plutôt que sur
les techniques d’implémentation efficace de passage de messages entre processus, qui sont
un sujet de recherche à part entière. Le passage de messages repose sur les sockets POSIX ;
si elles ne sont pas forcément les primitives les plus performantes, notamment entre deux
processus déployés sur une même machine, elles ont l’avantage d’être disponibles par défaut
sur tous les systèmes d’exploitation couverts par CADP, c’est-à-dire Solaris, Linux, OSX
et Windows. Si nécessaire, l’isolement au sein de la bibliothèque CÆSAR_NETWORK de
l’implémentation du passage de messages devrait permettre d’améliorer cette implémenta-
tion dans le futur sans avoir à modifier le code généré par DLC.
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4.2 Implémentation d’une tâche
Chaque tâche est convertie en un programme C séquentiel à l’aide du compilateur EXEC/CÆ-
SAR [GVZ01] disponible dans CADP. Ce programme C est ensuite automatiquement com-
plété pour s’interfacer avec le protocole de synchronisation.
4.2.1 Le compilateur EXEC/CÆSAR
Le compilateur EXEC/CÆSAR prend en entrée une spécification et produit en sortie un
programme C capable d’explorer un chemin d’exécution au sein de l’espace d’états de la
spécification. Plus précisément, le programme C est capable d’énumérer toutes les actions
possibles d’une spécification à partir de son état courant, et d’effectuer une de ces actions
pour passer dans l’état suivant correspondant.
Cependant, le code C généré n’est pas complet : il manque la procédure de choix de l’action
à effectuer, dont l’implémentation est laissée libre. Dans notre cas, la résolution de ce choix
est effectué par le biais du protocole de synchronisation. Pour chaque tâche du système, on
utilise donc le compilateur EXEC/CÆSAR pour obtenir un programme C, et on complète
ce programme pour incorporer la partie manager du protocole de synchronisation.
4.2.2 Interface du programme généré par EXEC/CÆSAR
L’interface offerte par le programme généré par EXEC/CÆSAR varie selon la spécification
donnée en entrée. Concrètement, l’interface produite par EXEC/CÆSAR est composée des
fonctions suivantes :
— une fonction d’initialisation “CAESAR_KERNEL_INIT”
— une fonction de terminaison “CAESAR_KERNEL_TERM”
— une fonction de passage dans un état suivant “CAESAR_KERNEL_NEXT”, qui permet
aussi d’énumérer les actions possibles depuis l’état courant
— une fonction porte pour chaque porte présente dans la spécification ; ces fonctions
portes sont la partie variable de l’interface, et EXEC/CÆSAR ne produit qu’un
squelette pour l’implémentation du corps de ces fonctions
L’exécution de la fonction “CAESAR_KERNEL_NEXT” déclenche pour chaque action pos-
sible depuis l’état courant un appel à la fonction porte correspondante. Une fonction
porte retourne un booléen qui indique si l’action doit être effectuée ou non. À la pre-
mière fonction porte qui retourne vrai, la fonction “CAESAR_KERNEL_NEXT” effectue l’ac-
tion correspondante et n’appelle pas d’autre fonction porte. Si toutes les fonctions portes
retournent faux, la fonction “CAESAR_KERNEL_NEXT” termine sans effectuer d’action. La
fonction “CAESAR_KERNEL_NEXT” retourne une valeur parmi les trois suivantes :
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— “CAESAR_KERNEL_MOVE” si une fonction porte a répondu vrai, auquel cas le pro-
gramme a effectué l’action correspondante et la tâche est maintenant dans l’état
suivant
— “CAESAR_KERNEL_WAIT” si toutes les fonctions portes ont répondu faux, auquel cas
la tâche reste dans le même état
— “CAESAR_KERNEL_STOP” si l’état courant de la tâche est un état puits, sans aucune
transition sortante
Le programme généré par EXEC/CÆSAR fournit ainsi des primitives suffisantes pour ex-
plorer un chemin d’exécution dans l’espace d’états d’un processus LNT. Ce programme
n’est cependant pas complet, il doit être complété par une fonction principale qui se charge
d’appeller “CAESAR_KERNEL_INIT”, “CAESAR_KERNEL_TERM” et “CAESAR_KERNEL_NEXT”, ainsi
que par l’implémentation du corps de chaque fonction porte.
4.2.3 Branchement avec la partie manager du protocole
La partie manager du protocole de synchronisation a besoin de connaître la liste des actions
possibles depuis l’état courant de sa tâche, et d’indiquer quelle action doit être effectuée.
L’interface du programme C généré par EXEC/CÆSAR, variable par ses fonctions portes,
n’offre pas une base pratique pour brancher le module générique qui implémente la partie
manager du protocole. Nous avons donc mis en place une nouvelle interface indépendante
du nombre de portes de la spécification, qui est utilisée par la partie manager pour interagir
avec sa tâche.
La mise en place de cette nouvelle interface nécessite notamment de compléter le corps
des fonctions portes de chaque tâche. Concrètement, les fonctions portes sont utilisées
soit pour collecter les actions possibles depuis l’état courant de la tâche (avant d’envoyer
les messages “ready” correspondants), soit pour effectuer une action (après qu’une ac-
tion ait été décidée via le protocole de synchronisation). On utilise la variable globale
“DLC_GATE_FUNCTION_GOAL” pour différencier ces deux buts.
Collecte des actions possibles. La valeur “COLLECT_ACTION” est affectée à la variable
globale “DLC_GATE_FUNCTION_GOAL”, puis la fonction “CAESAR_KERNEL_NEXT” est exécutée.
Chaque fonction porte appelée par “CAESAR_KERNEL_NEXT” va alors suivre l’indication
donnée par la variable “DLC_GATE_FUNCTION_GOAL” : elle enregistre son action dans la
liste des actions possibles et retourne faux. L’appel à “CAESAR_KERNEL_NEXT” va donc
retourner “CAESAR_KERNEL_WAIT”, on peut ensuite passer la liste des actions possibles qui
vient d’être collectée à la partie manager. La partie manager utilise cette liste pour traiter
les négociations du protocole de synchronisation, et décider quelle action doit être effectuée.
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Réalisation d’une action. Pour réaliser l’action décidée par le protocole, on stocke cette
action dans la variable globale “CONFIRMED_ACTION”, on affecte la valeur “EXECUTE_ACTION”
à la variable globale “DLC_GATE_FUNCTION_GOAL” et on appelle la fonction “CAESAR_KERNEL_NEXT”.
La variable “DLC_GATE_FUNCTION_GOAL” indique cette fois-ci à chaque fonction porte de
tester si son action correspond à celle stockée dans la variable “CONFIRMED_ACTION”, et de
répondre vrai si c’est le cas. La fonction “CAESAR_KERNEL_NEXT” va alors effectuer l’action,
passer dans l’état suivant et enfin retourner “CAESAR_KERNEL_MOVE”.
Pour résumer, la nouvelle interface est donc composée d’une partie générique qui gère les
variables globales et les appels à la fonction “CAESAR_KERNEL_NEXT”, et de l’implémentation
des fonctions portes. Pour chaque tâche, le squelette de l’implémentation des fonctions
portes produit par EXEC/CÆSAR doit être complété. Une fonction porte reçoit ses offres
en argument, et elle peut être appelée plusieurs fois avec des offres différentes. Le squelette
contient du code qui permet d’aiguiller l’exécution selon les différents profils d’offres ; on
complète donc ce squelette en plusieurs endroits pour traiter tous les profils possibles sur
chaque porte. Cet ajout de code C est réalisé automatiquement lors de la génération de
l’implémentation.
4.3 Implémentation du protocole
La logique du protocole est implémentée dans deux modules C qui correspondent au com-
portement générique d’une porte et d’un manager. Ces deux modules sont la traduction
en C des spécifications LNT présentées dans la section 2.7. Ils comportent en plus la ges-
tion des offres et les appels aux différentes fonctions crochets (si elles sont définies par
l’utilisateur).
Cette implémentation est réalisée une fois pour toutes, les deux modules génériques étant
ensuite repris au sein de l’implémentation générée automatiquement pour une spécifica-
tion LNT de système distribué. Cette isolation de l’implémentation du cœur de la logique
du protocole permet de gagner en confiance en l’absence de bogues, par rapport à une
implémentation du protocole qui serait générée à chaque fois.
Étant donné que nous avons spécifié et, comme nous le verrons au chapitre 5, vérifié
le comportement d’une porte et d’un manager en LNT, il semble pertinent d’utiliser le
compilateur EXEC/CÆSAR pour obtenir un programme C qui implémente les processus
porte et manager. Cette approche d’amorce (bootstrap) à partir de la spécification LNT
est attirante, mais se révèle complexe en pratique : il faut non seulement gérer les offres,
mais aussi s’interfacer avec la bibliothèque CÆSAR_NETWORK pour les communications
distantes. De plus, la porte et la partie manager doivent appeler les fonctions crochets qui
peuvent contenir des effets de bord, or nous avons vu en section 3.1.1 qu’il est difficile de
placer des effets de bord au sein d’une spécification LNT autre part que sur une action.
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Cependant, l’amorce de l’implémentation du protocole de synchronisation à partir de sa
spécification, qui est une étape clé du bootstrapping de DLC à partir de LNT, est une piste
de travail futur.
Nous avons donc choisi d’écrire directement à la main la logique du protocole en C pour
les raisons suivantes :
— cette implémentation manuelle est un effort à réaliser une seule fois
— il est de toute manière nécessaire d’écrire une partie de l’implémentation du pro-
tocole en C, ne serait-ce que pour avoir accès aux primitives de communication à
distance
— le protocole de synchronisation est un élément crucial de la performance de l’im-
plémentation générée, et l’écrire directement en C offre un meilleur contrôle sur les
performances en temps d’exécution mais aussi en gestion de la mémoire
Remarque 4-1
La génération d’implémentation distribuée pour BIP [Qui13] utilise une approche qui met
en place le protocole de synchronisation au niveau de la spécification BIP. Une spécification
BIP est transformée par l’injection de la logique du protocole de synchronisation, pour
obtenir une nouvelle spécification BIP où les interactions entre processus se limitent à
du passage de message entre deux processus uniquement. Ensuite, cette spécification est
traduite vers du code exécutable, où les échanges de messages entre deux processus peuvent
être aiséments transcrits sur des primitives bas niveau de passage de messages.
Cette approche vise à être “correcte par construction” en démontrant formellement l’équi-
valence entre le modèle BIP avant et après insertion du protocole. Cependant, cette équi-
valence est vérifiée pour un protocole de synchronisation naïf, mais pas pour le protocole
α-core (corrigé) véritablement utilisé dans le générateur de code. 
4.3.1 Choix non déterministe sur la réception de message
Dans la spécification LNT des processus porte et manager, la réception de messages du
protocole se fait par une action sur la porte RECV. Le flot d’exécution du processus est
aiguillé selon le type de message reçu grâce à un choix non déterministe entre plusieurs
actions sur la porte RECV avec différents types de messages en offre. De plus, un processus
peut refuser la réception de certains message selon son état courant. Par exemple, une
porte accepte toujours de recevoir un message “ready”, mais accepte un message “commit”
uniquement si elle est en train de négocier :
−− Boucle principale du processus porte
loop
select
RECV (?task, ?READY(autolocked));
...
[]
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−− réception gardée par une condition
only if state == dealing then
RECV (?task, ?COMMIT (purge) of message);
...
[]
...
end select
end loop
Cette approche n’est pas directement transcriptible dans notre implémentation en C. À
la place, notre implémentation accepte toujours de réceptionner n’importe quel type de
message. Le flot d’exécution est aiguillé selon le type du message, après la réception. Dans
la spécification LNT des portes et des managers, les réceptions gardées par des conditions
indiquent que certains types de messages ne devraient jamais pouvoir être reçus dans
certains états du processus. Dans notre implémentation en C, qui accepte tous les types
de messages, la réception d’un type de message incompatible avec l’état courant d’un
processus entraîne le déclenchement de la procédure d’arrêt d’urgence qui stoppe tout le
système. L’extrait de spécification du processus porte ci-dessus se transcrit ainsi de la
manière suivante dans notre implémentation :
while (DLC_RECV(message)) {
switch (message->type) {
case READY:
...
case COMMIT:
// arrêt d’urgence si la porte n’est pas en train de négocier
DLC_ASSERT (GATE_STATE == DEALING);
...
}
}
4.3.2 Compatibilité et fusion des offres
Lorsqu’une porte recherche une action réalisable, elle doit tester non seulement l’état des
tâches mais aussi leurs offres. De plus, lorsque des offres compatibles sont détectées, la
porte doit fusionner ces offres pour produire les offres de négociations.
Contrairement à la spécification du processus porte présenté à la section 2.7.2, notre im-
plémentation du protocole traite bien les offres. Nous avons définis les fonctions de test de
compatibilité entre deux offres, et de fusion de deux offres. Nous donnons ici une défini-
tion mathématique de ces fonctions. L’implémentation en C de ces fonctions est ensuite
relativement directe.
Offre. Une offre est un triplet o = (m, t, v), où :
— m est le mode de l’offre (envoi ou réception)
— t est le type de l’offre
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— v est la valeur de l’offre si l’offre est en mode envoi, ou ⊥ (indéfini) si l’offre est en
mode réception
Compatibilité entre deux offres. Deux offres o1 = (m1, t1, v1) et o2 = (m2, t2, v2) sont
dites compatibles si et seulement si :
— les deux offres ont le même type : t1 = t2
— si les deux offrent sont en mode envoi, alors leur valeur est égale :
(m1 = m2 = envoi)⇒ v1 = v2
Fusion de deux offres. Deux offres o1 = (t1,m1, v1) et o2 = (t2,m2, v2) peuvent être
fusionnée si et seulement si elles sont compatibles, et leur fusion résulte en une nouvelle
offre o = (t,m, v) où :
t = t1 = t2
m =
{
réception si m1 = m2 = réception
envoi si m1 = envoi ou m2 = envoi
v =


v1 si m1 = envoi
v2 si m2 = envoi
⊥ si m1 = m2 = réception
4.3.3 Action interne et option de progrès maximal
Dans la spécification LNT du manager, la réalisation d’une action interne se fait dans
une branche du choix non déterministe de la boucle principale. Pour remédier au manque
d’opérateur de choix non déterministe en C, dans notre implémentation la réalisation d’une
action interne est, dans le cas général, conditionnée par un tirage au hasard.
Lorsque seule une action interne est possible, notre implémentation prend le temps de
refuser les éventuelles demandes de verrou qui lui sont parvenues. Ensuite, elle réalise
directement l’action interne.
Lorsqu’une action interne et une ou plusieurs actions sur portes sont possibles, notre im-
plémentation laisse la possibilité aux actions sur porte de se réaliser en attendant des
demandes de verrou pour ces actions. Quand une demande de verrou est reçue, la tâche
tire au hasard pour savoir si elle accepte cette demande de verrou, ou bien si elle la refuse
et effectue une action interne. Il se peut que les négociations échouent, et que, comme nous
en avons discuté dans la section 2.3.4, l’action interne soit finalement la seule action réa-
lisable. Pour régler ce cas, si aucune négociation n’a abouti après un certain délai, et si la
tâche n’est pas couramment verrouillée, alors la tâche effectue à coup sûr l’action interne.
Ce comportement peut être influencé par une option de progression maximale (maximal
progress), qui peut être choisie par l’utilisateur au démarrage de l’implémentation. Cette
option a pour effet de rendre les actions internes prioritaires devant les actions sur porte.
En pratique, dès lors qu’une action interne est possible, notre implémentation refuse les
éventuelles demandes de verrou en attente, puis elle réalise cette action interne. Si d’autres
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actions sur porte étaient possibles, la tâche n’aura même pas envoyé de message “ready”
pour ces actions.
4.4 La bibliothèque DLC_SPECIFICATION
Plusieurs informations relatives à la spécification passée en entrée à DLC sont regroupées
dans la bibliothèque C DLC_SPECIFICATION afin d’être rendues accessibles aux diffé-
rents programmes de l’implémentation. Parmi ces informations, on retrouve par exemple
le nombre total de portes et de tâches, la présence de fonctions crochets sur une certaine
porte ou encore les vecteurs de synchronisation de chaque porte.
L’en-tête de la bibliothèque DLC_SPECIFICATION est générique, il définit des fonctions
qui sont appelées par le nœud central et les modules de porte et de manager du protocole.
Seul le corps de cette bibliothèque est généré pour fournir à chaque fois une implémentation
qui reflète les caractéristiques de la spécification. Les attributs de la spécification sont
ainsi obtenus à l’exécution par les modules génériques via les primitives de la bibliothèque
DLC_SPECIFICATION.
Il est important de regrouper ces informations dans une seule bibliothèque qui sera utilisée
par tous les programmes de l’implémentation distribuée, notamment car ceux-ci échangent
des références à ces informations par le réseau. Par exemple, les messages du protocole font
référence à des identifiants de porte, de tâche, ou encore de type de données pour les offres,
et ces identifiants doivent être cohérents entre tous les nœuds de l’implémentation. La
bibliothèque DLC_SPECIFICATION regroupe ainsi la définition de tous ces identifiants.
La collecte des caractéristiques de la spécification ne nécessite pas la génération de l’espace
d’états des tâches ou de la composition parallèle des tâches. Ainsi, il est possible de générer
une implémentation distribuée même pour des spécifications dont l’espace d’états explose.
En pratique, il est possible de mener des vérifications formelles sur des spécifications avec
quelques tâches en parallèle ou en abstrayant certaines données, puis d’obtenir une im-
plémentation pour une configuration plus grande en ajoutant des tâches à la composition
parallèle.
4.5 Limitations actuelles de DLC
Les implémentations générées par DLC sont encore limitées sur quelques aspects. Cette
section présente succinctement les trois limitations principales et les perspectives d’amé-
liorations envisagées.
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Absence de types “complexes” dans les offres
Les types de données “complexes” tels que les enregistrements, les listes ou les tableaux,
sont utilisables dans les spécifications des tâches mais ils ne doivent pas apparaître dans
les offres d’actions. En effet, pour le moment DLC accepte dans les offres uniquement des
valeurs de types simples comme le type booléen, le type entier, ou encore les types énumérés
définis par l’utilisateur. En cas de présence d’un type complexe, une erreur est levée dès la
compilation.
Cette limitation est notamment due à la nécessité de transmettre les valeurs des offres sur
le réseau. Pour pouvoir gérer les offres d’un type complexe, il faut être capable sérialiser
(c’est-à-dire de représenter en une chaîne d’octets) n’importe quelle valeur de ce type,
et de dé-sérialiser une chaîne d’octets en une valeur. L’implémentation en C des types
et des fonctions LNT est automatiquement générée par les outils de CADP, mais cette
implémentation ne contient pas de fonctions de sérialisation. Il est envisageable de générer
ce genre de fonctions au niveau de DLC, mais il est délicat de traiter les types complexes
dont la taille de la représentation des valeurs est variable. Nous estimons que la production
des fonctions de sérialisation doit être assurée au niveau des outils CADP, qui ont déjà une
connaissance précise de la manière dont chaque type LNT est représenté en C.
Absence de gestion des gardes de communication sur les actions
En LNT, une action est éventuellement gardée par une condition qui peut dépendre de
variables du processus, parmi lesquelles certaines sont des offres en réception. DLC ne prend
pas en compte ces gardes car l’interface EXEC/CÆSAR est trop limitée pour pouvoir les
traiter correctement.
L’interface EXEC/CÆSAR permet d’indiquer une valeur pour une offre en mode réception.
En cas de garde faisant référence à cette valeur, il n’est pas possible de tester si la valeur
est valide pour la garde, sans réaliser l’action au passage, si cette valeur est effectivement
valide. DLC ne peut donc pas tester une valeur d’offre en réception sans éventuellement
déclencher la réalisation de l’action.
Par exemple, l’action suivante sur la porte A peut avoir lieu uniquement si l’entier “x”,
reçu lors de l’action, est plus grand que l’entier “y” :
var x, y: nat in
y := ... ;
A (?x) where x > y;
...
end var
Le fait de ne pas pouvoir tester différentes valeurs de “x” par rapport à la garde sans
éventuellement déclencher l’action rend impossible le test de différentes valeurs proposées
pour différentes négociations.
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Pour pouvoir traiter correctement les gardes, il faut modifier l’outil EXEC/CÆSAR afin
que son interface donne accès aux conditions de gardes.
On note néanmoins qu’une garde qui ne dépend pas d’une valeur reçue lors de l’action peut
être transformée en une pré-condition, et autorise ainsi l’utilisation de DLC. Par exemple,
la garde suivante peut être tranformée en une condition précédent l’action :
−− La garde est indépendante de la valeur de "x" reçue pendant l ’ action ...
A (?x, y) where y == z
−− ... elle peut donc être transformée en une condition évaluée avant l ’ action
only if y == z then
A (?x, y)
end if
Absence de création dynamique de tâches
Le nombre de tâches est une constante définie par la composition parallèle donnée en entrée.
Une tâche qui contient elle-même une composition parallèle pourrait donner naissance à
plusieurs nouvelles tâches de manière dynamique. Cependant, l’utilisation du compilateur
EXEC/CÆSAR impose une implémentation séquentielle de cette composition parallèle au
sein de la tâche. DLC ne gère donc pas la création dynamique de tâche, ce qui nécessiterait
notamment de grands changements au sein du compilateur EXEC/CÆSAR. De plus, les
outils de vérification de CADP gèrent uniquement des spécifications dont le nombre de
processus est borné et connu statiquement. Néanmoins, il est déjà possible en de traiter de
nombreux systèmes en pratique sans être confronté à cette limite.
Chapitre 5
Vérification formelle de protocole de
synchronisation
A program that produces incorrect results twice as fast is
infinitely slower.
John Ousterhout
Nous avons élaboré une méthode de vérification formelle de protocole de synchronisation.
L’approche générale de notre méthode est de vérifier l’absence de mauvais comportements
dans l’espace d’états du modèle d’une implémentation utilisant un protocole de synchro-
nisation. La méthode est structurée en deux phases principales : dans un premier temps,
nous produisons, à partir d’une spécification de système distribué, le modèle d’une implé-
mentation de ce système. Dans un deuxième temps, nous conduisons plusieurs vérifications
formelles sur ce modèle.
Nous avons commencer à développer cette méthode dès le début de la thèse, afin de pou-
voir vérifier des protocoles existants. Nous avons ainsi analysé plusieurs protocoles de la
littérature [EL13], en découvrant au passage que le protocole de Parrow et Sjödin peut
mener à des interblocages en cas de communications asynchrones. Nous avons découvert
en milieu de thèse qu’une méthode de vérification de protocole pour le rendez-vous mul-
tiple avaient déjà été proposée [GGvB+95]. Toutefois, cette méthode a été appliquée sur
différents protocoles que ceux que nous avons retenu pour notre étude, et elle repose sur
des outils qui ne sont plus maintenus aujourd’hui.
Notre méthode de vérification nous a ensuite été d’un grand soutien lors de la mise au point
du protocole utilisé dans DLC. Elle n’a donc pas seulement été utilisée pour une étude a
posteriori de protocoles existants, mais aussi directement au moment de l’élaboration de
notre protocole. Nous avons ainsi pu itérer sur les différentes améliorations présentées au
chapitre 2, en vérifiant à chaque étape que nous n’introduisions pas de problèmes au sein
du protocole. De plus, nous avons continué d’affiner notre méthode tout au long de la thèse.
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Dans ce chapitre, nous décrivons notre méthode de vérification et ses résultats. La pre-
mière section présente la génération, à partir d’une spécification de système, du modèle
de l’implémentation de ce système. La deuxième section couvre les vérifications formelles
conduites sur ce modèle. Enfin, la troisième section expose les résultats de l’application de
notre méthode.
5.1 Génération de modèle d’une implémentation
À partir de la spécification LNT d’un système distribué, on produit automatiquement une
autre spécification LNT qui modélise l’implémentation du système. Cette implémentation
utilise le protocole de synchronisation pour gérer les actions du système. Cette génération
de code est proche de celle présentée au chapitre 4, à la différence qu’on produit cette fois
un modèle LNT plutôt qu’une implémentation en C 1.
Le modèle d’une implémentation est composé des éléments suivants :
— le modèle de chaque tâche associée à un manager
— le modèle de chaque porte
— le modèle des communications par passage de messages asynchrones
Pour le modèle d’un manager et d’une porte, on utilise les processus LNT déjà exposés
dans la section 2.7. Le processus manager requiert en argument l’espace d’états de sa tâche,
et le manager et la porte nécessitent les vecteurs de synchronisation du système. La suite
de cette section présente comment on obtient un modèle LNT de ces arguments, ainsi que
la mise en place de communications asynchrones au sein du modèle.
5.1.1 Modèle d’une tâche associée à un manager
Le comportement d’un manager est spécifié par un processus LNT générique qui prend en
argument l’espace d’états de la tâche pour laquelle il doit négocier. On doit donc générer, à
partir du processus LNT qui décrit le comportement d’une tâche dans le système distribué,
une structure de données LNT qui représente l’espace d’états de cette tâche.
Un espace d’états est un ensemble de transitions, dont chaque transition est un triplet
contenant un état d’origine, une action, et un état de destination. Dans le cadre du modèle
de l’implémentation, on gère uniquement les actions sans offres : une action se résume donc
simplement à un identifiant de porte. Nous avons développé un programme qui s’appuie
sur l’interface OPEN/CÆSAR pour produire automatiquement une structure de données
modélisant le LTS d’une tâche.
1. Dans le cadre de BIP, une transformation de modèle a systématiquement lieu pour obtenir un mo-
dèle comportant un protocole de synchronisation. Ce modèle est ensuite transformé à son tour en une
implémentation (voir la remarque dans la section 4.3)
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Considérons par exemple la tâche FOO spécifiée de la manière suivante :
process FOO [A, B, C: none] is
select
A
[] B
end select;
C;
stop
end process
A
B
C
Notre programme génère automatiquement le modèle de l’espace d’états de cette tâche
sous la forme d’une structure de données LNT retournée par une fonction :
function LTS_FOO : transition_set is
return {
transition (0, action (DLC_GATE_A), 1),
transition (0, action (DLC_GATE_B), 1),
transition (1, action (DLC_GATE_C), 2)
}
end function
De plus, nous avons aussi défini les fonctions qui permettent d’accéder aux actions possibles
à partir de l’état courant de la tâche (“ possible_actions ”), et à la liste des états atteignables
après une certaine action depuis l’état courant (“get_next”). La définition de ces fonctions
est disponible dans l’Annexe A. Le modèle de la tâche FOO associée à son manager peut
ainsi être obtenu en passant la structure de données “LTS_FOO” au processus manager
générique.
5.1.2 Modèle des vecteurs de synchronisation
Les processus managers et portes requièrent en argument les vecteurs de synchronisation du
système. Ces vecteurs sont représentés par une structure de données en LNT. La liste des
vecteurs de synchronisation de chaque porte est stockée dans une constante, qui est passée
en argument au processus porte correspondant. De plus, toutes ces listes sont regroupées
dans une “carte” (map) de synchronisation qui est passée aux processus managers.
Considérons par exemple un système composé de deux tâches au comportement défini par
FOO et dont les actions sur la porte C sont synchronisées :
par A #2, B in
C −> FOO [A,B,C]
| | C −> FOO [A,B,C]
| | FOO [A,B,C]
end par
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Les vecteurs de synchronisation de ce système sont représentés de la manière suivante dans
le modèle de l’implémentation (on remarque qu’il est possible d’utiliser plusieurs fois la
même tâche, ici FOO, au niveau de la spécification donnée en entrée) :
function gate_A_sync_vect : sync_vect_list is
return {
{ DLC_TASK_0_FOO, DLC_TASK_1_FOO },
{ DLC_TASK_1_FOO, DLC_TASK_2_FOO },
{ DLC_TASK_2_FOO, DLC_TASK_0_FOO }
}
end function
function gate_B_sync_vect : sync_vect_list is
return {
{ DLC_TASK_0_FOO, DLC_TASK_1_FOO, DLC_TASK_2_FOO }
}
end function
function gate_C_sync_vect : sync_vect_list is
return {
{ DLC_TASK_0_FOO, DLC_TASK_1_FOO }
}
end function
function global_sync_map : sync_map is
return {
sync_map_entry (DLC_GATE_A, gate_A_sync_vect),
sync_map_entry (DLC_GATE_B, gate_B_sync_vect),
sync_map_entry (DLC_GATE_C, gate_C_sync_vect)
}
end function
Ces constantes sont ensuite passées aux différents processus portes et managers afin qu’ils
puissent accéder aux vecteurs de synchronisation du système.
5.1.3 Modèle des communications asynchrones
Les communications asynchrones entre les portes et les managers sont modélisées à l’aide
de processus buffers (tampons de communication). Ces processus buffers jouent le rôle des
sockets TCP utilisées dans une implémentation réelle ; ils modélisent une file de messages
sans perte. Afin de borner l’espace d’états du modèle de l’implémentation, nous limitons
la taille de chaque file par une constante globale “bufsize”. Nous faisons ensuite en sorte
que toute communication entre un manager et une porte, ou entre managers, passe par le
biais d’un processus buffer.
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5.1.4 Modèle général de l’implémentation
Le modèle général de l’implémentation est constitué de la composition parallèle des pro-
cessus managers, portes et buffers. Les portes et les managers ne se synchronisent jamais
directement entre eux, car leurs communications passent toujours par le biais d’un buffer.
De la même manière, deux buffers ne se synchronisent jamais entre eux, car ils servent de
pont de communication entre deux processus managers ou portes. La composition parallèle
générale est donc formée de deux compositions parallèles imbriquées, avec d’un côté tous
les processus buffers, et de l’autre tous les processus portes et managers.
Pour illustrer cette composition, on reprend le système formé de deux tâches FOO déjà
utilisé en exemple précédemment. Le modèle général de l’implémentation de ce système a
la forme suivante :
process MAIN [
TASK_0_FOO_SEND, TASK_0_FOO_RECV,
TASK_1_FOO_SEND, TASK_1_FOO_RECV,
TASK_2_FOO_SEND, TASK_2_FOO_RECV,
GATE_A_SEND, GATE_A_RECV,
GATE_B_SEND, GATE_B_RECV,
GATE_C_SEND, GATE_C_RECV : com,
ACTION, HOOK_REFUSE : annonce ] is
par
TASK_0_FOO_SEND, TASK_0_FOO_RECV,
TASK_1_FOO_SEND, TASK_1_FOO_RECV,
TASK_2_FOO_SEND, TASK_2_FOO_RECV,
GATE_A_SEND, GATE_A_RECV,
GATE_B_SEND, GATE_B_RECV,
GATE_C_SEND, GATE_C_RECV
in
par
buffer [TASK_0_FOO_SEND,TASK_1_FOO_RECV](DLC_TASK_0_FOO,DLC_TASK_1_FOO)
| | buffer [TASK_0_FOO_SEND,TASK_2_FOO_RECV](DLC_TASK_0_FOO,DLC_TASK_2_FOO)
| | buffer [TASK_1_FOO_SEND,TASK_0_FOO_RECV](DLC_TASK_1_FOO,DLC_TASK_0_FOO)
| | ... −− connections entre les managers
| | buffer [TASK_0_FOO_SEND,GATE_A_RECV](DLC_TASK_0_FOO,DLC_GATE_A)
| | buffer [GATE_A_SEND,TASK_0_FOO_RECV](DLC_GATE_A,DLC_TASK_0_FOO)
| | buffer [TASK_0_FOO_SEND,GATE_B_RECV](DLC_TASK_0_FOO,DLC_GATE_B)
| | buffer [GATE_B_SEND,TASK_0_FOO_RECV](DLC_GATE_B,DLC_TASK_0_FOO)
| | ... −− connections entre les managers et les portes
end par
| |
par
MANAGER [ACTION, TASK_0_FOO_SEND, TASK_0_FOO_RECV]
(DLC_TASK_0_FOO, task_FOO_state_space, global_sync_map)
| | MANAGER [ACTION, TASK_1_FOO_SEND, TASK_1_FOO_RECV]
(DLC_TASK_1_FOO, task_FOO_state_space, global_sync_map)
| | MANAGER [ACTION, TASK_2_FOO_SEND, TASK_2_FOO_RECV]
(DLC_TASK_2_FOO, task_FOO_state_space, global_sync_map)
| | GATE [GATE_A_SEND, GATE_A_RECV, ACTION, HOOK_REFUSE]
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(DLC_GATE_A, gate_A_sync_vect)
| | GATE [GATE_B_SEND, GATE_B_RECV, ACTION, HOOK_REFUSE]
(DLC_GATE_B, gate_B_sync_vect)
| | GATE [GATE_C_SEND, GATE_C_RECV, ACTION, HOOK_REFUSE]
(DLC_GATE_C, gate_C_sync_vect)
end par
end par
end process
On obtient ainsi un modèle complet d’une implémentation qui utilise le protocole de syn-
chronisation, et où les managers et les portes communiquent par passage de messages
asynchrones. La génération de ce modèle à partir de la spécification d’un système distribué
est entièrement automatisée.
5.2 Vérifications conduites sur le modèle d’implémen-
tation
Le modèle LNT de l’implémentation permet de vérifier plusieurs propriétés liées au com-
portement du protocole. Plus précisément, on s’intéresse à trois propriétés :
1. la relation d’équivalence entre les actions réalisables selon la spécification du système
et celles réalisables selon le modèle de son implémentation
2. l’absence de livelock (boucles infinies) dans les négociations du protocole
3. l’absence de deadlock (blocage) dû au protocole
Ces trois propriétés sont vérifiées en utilisant divers outils de CADP. Le flot de vérifications
est exprimé à travers un script SVL dont des extraits sont présentés par la suite. Ce
script requiert que l’espace d’états de la spécification du système soit déjà généré et stocké
dans le fichier “spec.bcg”, et que le modèle de l’implémentation soit stocké dans le fichier
“implem.lnt”.
Dans la suite, le mot “action” devient ambigu, car il peut désigner soit une action au niveau
de la spécification, soit une action au niveau du modèle de l’implémentation, comme par
exemple la transmission d’un message du protocole entre un manager et un buffer. On
réserve désormais et jusqu’à la fin de cette section le mot “action” aux événements de la
spécification. Les événements du modèle de l’implémentation sont quant à eux désignés par
les mots “transmission” pour un rendez-vous entre un buffer et une porte ou un manager,
et “annonce” pour les annonces sur la porte “ACTION” ou sur la porte “HOOK_REFUSE” (qui
annonce le refus d’une négociation par une fonction crochet).
5.2. Vérifications conduites sur le modèle d’implémentation 115
5.2.1 Espace d’états du modèle de l’implémentation
On commence par générer deux versions de l’espace d’états du modèle de l’implémentation.
La première est une version détaillée qui comporte toutes les transmissions et les annonces
du modèle. À partir de la version détaillée, on obtient une deuxième version qui ne conserve
que les annonces sur la porte “ACTION”. Cette deuxième version est utile pour les propriétés
d’équivalence et de deadlock :
"detail_implem.bcg" = strong reduction of "implem.lnt";
"implem.bcg" = strong reduction of
gate hide all but "ACTION" in "detail_implem.bcg";
Afin de compresser leur taille autant que possible, chaque LTS est réduit modulo la re-
lation d’équivalence forte (strong equivalence) [Par81]. Cette relation conserve toutes les
propriétés vérifiables d’un LTS, on peut donc l’appliquer systématiquement.
5.2.2 Équivalence entre la spécification et son implémentation
Le protocole doit permettre de réaliser les actions qui sont possibles selon la spécification
de départ. Afin de s’assurer que l’implémentation est cohérente avec la spécification de
départ, on compare leurs espaces d’états respectifs selon plusieurs relations d’équivalence.
Nous rappellons brièvement qu’une relation d’équivalence définit une manière de comparer
deux LTS pour déterminer s’ils permettent d’effectuer les mêmes séquences d’actions. Il
existe plusieurs relations d’équivalence qui diffèrent notamment dans leur manière de traiter
les actions internes, nous avons présenté celles disponibles dans CADP à la section 1.3.4.
Pour pouvoir être comparables, les actions de la spécification et les annonces d’action de
l’implémentation doivent être désignées par les mêmes étiquettes, et l’implémentation ne
doit comporter aucun événement visible mis à part les annonces d’actions. Nous commen-
çons donc par renommer les annonces d’actions au sein de l’espace d’états de l’implémenta-
tion, où les communications et les annonces de refus par une fonction crochet ont déjà été
dissimulées en étant transformées en actions internes. Les annonces d’actions de la forme
“ACTION !DLC_GATE_<nom de porte>” sont renommées en “<nom de porte>” afin de pouvoir
être comparable avec les actions de la spécification. Du côté de la spécification, il existe
deux types d’actions qui doivent être renommées :
actions “exit” : les actions “ exit” sont renommées en “EXIT” afin d’être comparables
avec les étiquettes de l’implémentation. LNT n’est pas sensible à la casse et place
tous les identifiants en majuscule dans les étiquettes ; dans l’implémentation, une an-
nonce d’action sur la porte exit est ainsi signalée par une étiquette “ACTION !DLC_GATE_EXIT”,
qui est renommée en “EXIT”. Nous homogénéisons la casse des étiquettes avant de
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procéder à la comparaison qui, elle, est sensible à la casse 2.
actions internes : les actions internes, désignées par “ i”, sont renommées en “ I”,
non seulement pour homogénéiser la casse des étiquettes, mais aussi parce que les
relations d’équivalences traitent les actions internes d’une manière spécifique. Au
niveau d’un LTS, seule l’étiquette “ i” (minuscule) désigne une action interne. Nous
utilisons donc l’étiquette “ I” (majuscule) pour désigner une “action interne” au
niveau de la spécification, qui doit se retrouver en tant qu’annonce au niveau de
l’implémentation. Le LTS de l’implémentation comporte aussi des actions internes
“ i” qui résultent de la dissimulation des transmissions.
Nous utilisons l’opérateur de renommage de SVL pour rendre les étiquettes comparables.
La capacité de capture d’une partie de l’étiquette par des expressions régulières est utilisée
pour le renommage des étiquettes de l’implémentation :
"equivalence_implem.bcg" = total rename
"ACTION !DLC_GATE_\([^ ]*\) .*" −> "\1"
in "implem.bcg";
"equivalence_spec.bcg" = total rename
"i" −> "I",
"exit" −> "EXIT"
in "spec.bcg";
Les comparaisons des espaces d’états de la spécification et de l’implémentation sont réali-
sées par une propriété SVL paramétrée par un nom de relation d’équivalence. Ce nom est
aussi utilisé comme une variable shell qui récupère le résultat de la comparaison, et comme
nom de fichier de diagnostic. Pour s’épargner les problèmes liés à la présence d’un espace
ou d’un caractère étoile dans le nom de la relation, nous employons les noms “taustar” et
“weaktrace” pour les relations d’équivalence τ ∗.a et weak trace, respectivement :
property Equivalence (RELATION, RESULT)
"Specification and implementation are $RELATION equivalent."
is
% DEFAULT_COMPARISON_RELATION="$RELATION"
"$RELATION.bcg" = comparison "equivalence_spec.bcg" == "equivalence_implem.bcg";
result "$RESULT"
expected TRUE
end property
La propriété est ensuite appelée pour les différentes relations d’équivalence, de la plus
forte à la plus faible. Nous ne vérifions pas l’équivalence de branchement sensible à la
divergence (divbranching), car comme nous allons le voir juste après, la présence d’un
cycle d’action interne est la manifestation d’un livelock. Avec l’hypothèse qu’il n’y a pas de
cycle d’actions internes, la relation de branchement est identique à celle de branchement
2. Les processus portes, managers et buffers de l’implémentation ne terminent pas, il n’existe donc pas
d’action “ exit ” (minuscule) au sein du LTS de l’implémentation.
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sensible à la divergence, c’est pourquoi nous n’évaluons pas cette dernière. Enfin, lorsque
les deux espaces d’états sont équivalents pour une certaine relation, nous évitons de tester
les équivalences plus faibles, en accord avec la classification de la figure 1.1.
5.2.3 Absence de livelock
La présence de livelock dans le protocole se manifeste par une boucle infinie de trans-
missions qui ne mènent à aucune annonce. Ces boucles représentent un possible échange
infini de messages de négociation entre des managers et des portes, sans que ceux-ci ne
parviennent à aboutir à une annonce d’action.
Il se peut qu’une négociation parvienne à verrouiller toutes les tâches mais soit ensuite
systématiquement refusée par la fonction crochet de post-négociation, pour une raison
externe au protocole. Dans ce cas, une boucle infinie d’essais de négociation peut apparaître.
Ce livelock n’est pas dû à à la logique du protocole, mais plutôt à la fonction crochet
ou à l’environnement qui interdisent la réalisation de l’action. C’est pourquoi le refus
d’une négociation par une fonction crochet est identifié par une annonce sur la porte
“HOOK_REFUSE”. Une boucle infinie comportant une action sur cette porte traduit ainsi un
livelock provoqué par la fonction crochet, et non par le protocole.
Nous réduisons l’espace d’états autant que possible avant d’effectuer la recherche de li-
velock. Pour cela, nous cachons toutes les transmissions, ce qui résulte en de nombreuses
actions internes 3 dans le LTS. L’espace d’états est ensuite réduit modulo la relation d’équi-
valence divbranching. Cette relation d’équivalence offre une réduction de taille efficace tout
en conservant les cycles d’actions internes. Nous obtenons ainsi un espace d’états plus
petit, tout en préservant l’éventuelle présence d’une boucle infinie d’actions internes, qui
correspond à un livelock du protocole.
"livelock_implem.bcg" = divbranching reduction of
gate hide all but "ACTION", "HOOK_REFUSE" in "detail_implem.bcg";
Un cycle d’actions internes étant la définition canonique d’un livelock, nous utilisons di-
rectement l’opérateur SVL “livelock” au sein d’une propriété qui s’attend à ce qu’aucun
livelock ne soit détecté :
property Absence_Livelock
"There is no livelock due to the protocol."
is
livelock of "livelock_implem.bcg";
result RESULT_LIVELOCK
expected FALSE
end property
3. Nous rappelons que les actions internes de la spécification apparaissent comme des annonces
“ACTION !DLC_GATE_I” au niveau du modèle d’implémentation.
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Lorsqu’un livelock est détecté, nous effectuons une nouvelle recherche qui est plus lente,
mais qui permet en général d’extraire un contre-exemple plus précis. Le contre-exemple
qui serait produit par le diagnostic de la propriété précédente contiendrait un chemin
d’exécution composé uniquement d’actions internes et d’annonces. Ce contre-exemple ne
contient pas beaucoup d’informations pour comprendre quel genre de comportement du
protocole mène à un livelock. Il est possible d’obtenir un diagnostic plus précis en recher-
chant une boucle infinie de transmissions au sein de la version détaillée de l’espace d’états
de l’implémentation.
Nous utilisons pour cela la formule MCL suivante, qui est vérifiée par la présence (à partir
de n’importe quel état) d’un cycle de transmissions, c’est-à-dire d’événements qui ne sont
pas des annonces :
<true∗> < not (’ACTION .*’ or ’HOOK_REFUSE .*’) > @;
Cette expression est reprise au sein d’une propriété SVL qui indique aussi au model checker
d’utiliser une recherche en largeur avec l’option “bfs” (breadth first search). Cette option
est en général plus lente qu’une recherche en profondeur (l’option utilisée par défaut), mais
elle peut mener à un contre-exemple plus court :
% if [ $RESULT_LIVELOCK != FALSE ]
% then
property Detailed_Livelock_Diagnostic
"A livelock was detected, produce a detailed counter-example"
is
"detail_livelock.bcg" = "detail_implem.bcg" |= using bfs
<true∗> < not (’ACTION .*’ or "HOOK_REFUSE") > @;
expected TRUE
end property
% echo ""
% echo "WARNING: protocol livelock detected, abort verification script"
% exit 0
% fi
Pour résumer, nous commençons par vérifier rapidement l’absence de livelock dû au pro-
tocole sur un espace d’états réduit. Si un livelock est détecté, nous effectuons alors une
recherche plus lente afin de produire un contre-exemple précis. Ce contre-exemple contient
explicitement les transmissions du protocole qui mènent à une boucle infinie. En cas de
présence de livelock, le protocole n’étant pas correct, nous stoppons le script de vérification.
5.2.4 Absence de deadlock
La vérification d’absence de deadlock nécessite de différencier les états puits inhérents à la
spécification du système de ceux qui résultent du protocole utilisé dans l’implémentation.
En effet, si le système possède un ou plusieurs états puits, ceux-ci se retrouvent dans
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l’espace d’états de l’implémentation, indépendamment du protocole utilisé. Les états puits
qui nous intéressent sont uniquement ceux dus au protocole.
Un deadlock dû au protocole se manifeste par une certaine négociation qui atteint un état
puits alors qu’une autre négociation aurait pu aboutir à une annonce d’action. En effet,
si un certain échange de messages mène à la réussite d’une négociation, c’est que l’état
des tâches permet encore de réaliser au moins une action. Dans ce cas, s’il existe un autre
échange de messages qui mène à un état puits sans contenir aucune annonce d’action, alors
cet état puits correspond à un blocage de l’implémentation dû à un chemin d’exécution
possible du protocole.
Au niveau du LTS de l’implémentation, un deadlock dû au protocole est donc caractérisé
par un état depuis lequel il existe à la fois :
— un chemin d’exécution qui mène à une annonce d’action
— un chemin d’exécution qui ne contient aucune annonce d’action et qui mène à un
état puits
En d’autres termes, une implémentation utilisant un protocole sans deadlock vérifie la
formule MCL suivante, qui signifie “à partir de n’importe quel état, la présence d’un chemin
qui ne contient aucune annonce d’action et qui mène à un état puits implique qu’à partir
du même état, il n’existe pas de chemin qui contienne une annonce d’action” 4 :
[ true∗ ] (
( < (not (’ACTION.*’))∗ > [true] false )
implies
[ true∗ . ’ACTION.*’ ] false
)
Cette expression est encapsulée dans une propriété SVL qui s’applique sur l’espace d’états
de l’implémentation où les transmissions sont cachées :
property Absence_Deadlock
"There is no deadlock due to the protocol."
is
"implem.bcg" |=
[ true∗ ] (
( < not (’ACTION .*’) ∗ > [true] false )
implies
[ true∗ . ’ACTION .*’ ] false
);
result RESULT_DEADLOCK
expected TRUE
end property
4. La propriété est énoncée dans ce sens pour accélérer la vérification, car il existe moins d’états à partir
desquels il existe un chemin sans annonce menant à un état puits que d’états à partir desquels il existe un
chemin qui contient une annonce d’action.
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De plus, de la même manière que pour le livelock, nous enregistrons le résultat de la
propriété. Lorsqu’un deadlock est détecté, nous effectons une recherche de contre-exemple
précis au sein de l’espace d’états détaillé de l’implémentation.
En résumé, nous obtenons un script qui permet d’automatiser les différentes vérifications
conduites sur le modèle de l’implémentation : test d’équivalence avec la spécification, dé-
tection de livelock, et détection de deadlock. Le script SVL complet est disponible en
Annexe A.
5.3 Application de la méthode de vérification
L’automatisation des deux étapes de notre méthode, à savoir la génération de modèle d’im-
plémentation et la conduite de vérifications formelles sur ce modèle, permet de facilement
appliquer cette méthode sur une spécification LNT de système distribué. Une spécification
de système peut alors être considérée comme un cas de test du protocole : il suffit d’ap-
pliquer notre méthode pour voir si le protocole se comporte de manière correcte pour ce
système. Nous avons élaboré une base de tests qui permet de vérifier le comportement d’un
protocole dans de nombreuses situations.
Dans cette section, nous commençons par présenter cette base de tests, avant d’analyser
les résultats de notre protocole sur cette base. Enfin, nous discutons les résultats de notre
méthode pour deux autres protocoles, où des deadlocks sont possibles.
5.3.1 Base de tests
Nous avons développé une base de tests composée de tests écrits à la main d’une part, et de
tests générés automatiquement d’autre part. Notre connaissance précise du protocole nous
permet d’avoir de l’intuition pour écrire des tests complexes pour le protocole. Cependant,
cette intuition est à double tranchant, car elle biaise notre attitude et peut nous faire passer
à côté de cas problématiques que nous n’avons pas envisagés. Pour pallier ce biais, nous
avons choisis d’obtenir une partie des tests par génération automatique.
Tests écrits manuellement
Afin de structurer la conception des tests écrits à la main, nous nous sommes intéressés
aux paramètres qui influencent la complexité d’un test au regard du protocole de synchro-
nisation. Étant donné que le protocole est utilisé par une tâche lorsqu’elle souhaite passer
d’un état dans un autre, la taille de l’espace d’états d’une tâche a peu d’impact sur le
protocole. C’est plutôt la structure de cet espace d’états, notamment la présence de choix
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non déterministes, qui est susceptible de créer des situations complexes pour le protocole.
En d’autres termes, il n’est pas très utile d’utiliser des tâches qui ont un comportement
long en nombre d’actions ; on préfère les tâches qui terminent ou qui bouclent après une
séquence de quelques actions, mais qui possèdent des choix non déterministes.
Si on pousse cette idée à l’extrême, on peut imaginer que des tâches dont le comporte-
ment se résume à un seul choix non déterministe sont suffisantes pour tester le protocole.
Toutefois, le phénomène de synchronisation en avance de phase rend le protocole sensible
aux situations où une tâche est prête sur la même action plusieurs fois à la suite. C’est
pourquoi il est important de tester le protocole sur des tâches qui sont capables de réaliser
plusieurs actions à la suite.
Nous avons ainsi rédigé à la main une série de 63 tests qui cherchent à déclencher des situa-
tions complexes pour le protocole. Par exemple, certains tests comportent des tâches qui
bouclent indéfiniment, pour évaluer le protocole sur des systèmes infinis. D’autres tâches
sont alternativement prêtes puis auto-verrouillées sur une porte, pour observer la combi-
naison de l’auto-verrouillage avec les synchronisations en avance de phase. Les exemples
qui illustrent la nécessité du système de purge dans la section 2.5 sont issus de cette série
de tests.
Remarque 5-1
Si la taille de l’espace d’états d’un système est bornée, la taille de l’espace d’états du
modèle de l’implémentation utilisant notre protocole est elle aussi bornée. En particulier,
un système dont le comportement boucle indéfiniment dans un espace d’états fini donne lieu
à une implémentation qui boucle elle aussi indéfiniment, dans un espace d’états fini lui aussi.
Cette propriété est notamment due au fait que notre protocole n’utilise pas de timestamps,
d’horloges logiques [Lam78] ou d’autres formes de compteurs qui s’incrémentent au cours
de l’exécution. Notre protocole permet donc de boucler sur des états similaires, alors que
la présence de compteurs différencierait tous les nouveaux états atteints et mènerait à des
espaces d’états infinis.
Il est envisageable d’obtenir des espaces d’états finis en présence de compteurs s’il existe
une procédure de remise à zéro de ces compteurs. Cependant, la plupart des protocoles
utilisant des compteurs que nous avons croisés dans la littérature n’évoquent pas une telle
remise à zéro. Il semble donc plus difficile d’évaluer ces protocoles sur des systèmes qui
bouclent indéfiniment. 
Tests générés automatiquement
Nous avons cherché à automatiser la création de tests pour couvrir les compositions pa-
rallèles de petites tâches de manière systématique. Nous avons écrit un programme qui
énumère une série d’espaces d’états comprenant deux transitions, où chaque transition
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peut être étiquetée soit par une action interne “i”, soit par une action sur une porte “A”,
soit par une action sur la porte “B”. Nous obtenons ainsi 39 tâches.
Nous avons ensuite énuméré toutes les compositions parallèles de 2 tâches parmi ces 39,
avec plusieurs déclinaisons :
— nous produisons systématiquement une composition qui ne requiert de synchroni-
sation sur aucune porte
— nous produisons une composition parallèle qui requiert une synchronisation sur la
porte “A” (respectivement “B”) si les deux tâches considérées possèdent au moins
une action sur la porte “A” (respectivement “B”).
— nous produisons une composition parallèle qui requiert une synchronisation sur les
deux portes “A” et “B” si les deux tâches considérées possèdent chacune une action
sur la porte “A” et sur la porte “B”.
Nous obtenons ainsi 1508 compositions parallèles, qui sont autant de tests générés au-
tomatiquement. Nous utilisons ces tests par la suite pour évaluer la correction de notre
protocole.
5.3.2 Analyse des résultats pour le protocole de DLC
Nous avons appliqué notre méthode de vérification au protocole que nous avons mis au point
pour DLC, sur l’ensemble de la base de tests. Au cours du développement du protocole,
notre méthode nous a permis de détecter plusieurs fois de possibles livelocks ou deadlocks.
Les contre-exemples détaillés ont facilité la compréhension de la source de ces erreurs.
Nous avons pu ainsi itérer sur la conception du protocole en s’assurant qu’une nouvelle
modification n’introduisait ni livelock, ni deadlock. Aucune possibilité de livelock ou de
deadlock n’est détectée sur la version courante de notre protocole, telle que présentée dans
la section 2.7.
Les résultats d’équivalence entre la spécification et le modèle de l’implémentation sont
discutés plus en détail dans la suite de cette section.
Équivalence entre spécification et modèle d’implémentation
Au même titre que les deadlocks et les livelocks, la vérification d’équivalence entre la
spécification du système et le modèle de son implémentation nous a été très utile lors du
développement du protocole. En particulier, nous n’avions pas envisagé que la cohabitation
de l’auto-verrouillage et des synchronisations en avance de phase puisse mener à des actions
invalides, comme le montrent les contre-exemples dans la section 2.5. Encore une fois, ces
contre-exemples nous ont aidé dans la compréhension de la source du problème. Lors de
la mise au point de la technique des signaux de purge, notre méthode nous a été d’un très
grand soutien. La version courante de notre protocole ne relève aucune possibilité d’action
invalide, ou manquante.
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La table 5.1 montre une classification des tests selon la plus forte relation d’équivalence
vérifiée entre la spécification du système et le modèle de son implémentation. On remarque
que la relation d’équivalence la plus forte à être vérifiée par l’ensemble de la base de tests
est la relation de sûreté (safety equivalence) [BFG+91]. Toutefois, une grande partie des
tests générés automatiquement vérifient une relation d’équivalence plus forte que celle de
sûreté.
Plus forte équivalence Tests écrits manuellement Tests générés automatiquement
Forte 0 1
Branchement 22 681
τ ∗.a 24 303
Sûreté 17 523
Table 5.1 – Nombre de tests pour lesquels une certaine relation d’équivalence est la plus
forte à être vérifiée.
Cas de relation d’équivalence forte
Nous avons été surpris de constater qu’il existe un test pour lequel l’équivalence forte est
vérifiée. En effet, cette relation d’équivalence ne traite pas les actions internes d’une manière
spécifique. Or, n’importe quelle transmission du protocole se traduit par une action interne
dans le modèle de l’implémentation.
Le test qui vérifie la relation d’équivalence forte correspond à la composition parallèle de
deux tâches qui réalisent uniquement des actions internes. Aucune négociation du protocole
n’est réalisée, et les tâches n’ont même pas de message “ready” à transférer car elles ne
sont jamais prêtes pour une action sur porte. La résolution des actions internes se fait di-
rectement au niveau de chaque tâche. Les seules transitions du modèle de l’implémentation
sont ainsi des annonces de réalisation d’actions internes. Ce genre de configuration permet
de vérifier une équivalence forte entre la spécification et le modèle de son implémentation.
Cas général : relation d’équivalence de sûreté
Dans le cas général, la relation d’équivalence la plus forte à être vérifiée est celle de sûreté.
Nous avons étudié les tests pour lesquels cette relation est la plus forte à être vérifiée afin
de déterminer les causes de ce résultat. Nous avons constaté que les relations d’équivalence
plus fortes de celle de sûreté ne sont pas vérifiées lorsque le protocole résout de manière
concurrente des choix d’actions qui ne sont pas en conflit.
Nous illustrons ce genre de comportement à l’aide du système suivant :
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process T1 [A: none] is
A;
stop
end process
A
process T2 [B, C: none] is
select
B
[] C
end select;
stop
end process
B
C
par
T1 [A]
| | T2 [B,C]
end par
A
AC
B
A B
C
Dans ce système, les rendez-vous sur la porte A ne sont pas en conflit avec ceux sur les
portes B ou C. Au niveau de l’espace d’états de la composition parallèle, on note que lorsque
la première action est réalisée sur la porte A, le système atteint alors un état depuis lequel
il a le choix entre une action sur la porte B ou une action sur la porte C (chemin indiqué
en gras dans la représentation du LTS).
La figure 5.1 donne un aperçu schématique d’une partie du LTS de l’implémentation, où
les transitions ont été renommées en vue de la comparaison avec l’espace d’états de la
spécification, et toutes les transmissions apparaissent comme des actions internes.
chemins d’exécution menant à
une première action sur B ou C
A
A
B
C
B
C
A
i
i
i
i
i
i
i
i
Figure 5.1 – Aperçu de l’espace d’états du modèle de l’implémentation après préparation
pour la comparaison avec celui de la spécification (une flèche en tirets indique un diagramme
de transmissions du protocole).
Dans cet espace d’états, il existe des chemins d’exécutions où, après une première action
sur la porte A, le système n’a plus le choix entre une action sur les portes B ou C. Par
exemple, dans le chemin marqué en gras sur la figure 5.1, après l’action sur la porte A, seule
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l’action sur la porte B est atteignable. Dans ce chemin, l’état qui suit l’annonce de l’action
sur la porte A n’a pas d’état bisimilaire dans le LTS de la spécification, où après une action
sur la porte A, les deux actions sur les portes B ou C sont atteignables. La présence de
cet état empêche les relations d’équivalence τ ∗.a et observationnelle – et, a fortiori, les
relations plus forte que ces deux-ci – d’être vérifiées. Au niveau de l’équivalence de trace,
la présence d’actions internes uniquement dans le LTS de l’implémentation empêche cette
relation d’être vérifiée. La relation la plus forte a être vérifiée est alors celle de sûreté.
La figure 5.2 détaille un chemin d’exécution du système qui est inclus dans le chemin en
gras de la figure 5.1. La tâche T1 se déclare auto-verrouillée sur la porte A, et cette porte
va annoncer la réalisation d’une action. Entre temps, une négociation pour une action de la
tâche T2 sur la porte B a été démarrée, et le verrou a été accepté par la tâche T2. Ainsi, au
moment où l’action sur la porte A est annoncée, il est déjà certain que l’action suivante du
système sera réalisée par la tâche T2 sur la porte B. Ce déroulement illustre la possibilité
de ne plus avoir le choix entre une action sur la porte B ou C après une première action
sur la porte A.
{T1}
A T1
{T2}
B T2
{T2}
C
ready(locked) ready
ready
lock(B,0,{T2})
T2 accepte le lock de B, la négociation de C échouera
Annonce : A
L’action sur A a été annoncée, et seule une action sur B peut ensuite avoir lieu
lock(C,0,{T2})commit(0)
Annonce : B
commit abort
Figure 5.2 – Le choix non déterministe d’une action sur la porte B ou sur la porte C pour
la tâche T2 peut déjà être entériné au moment où une action sur la porte A est annoncée.
On note que, si nous nous sommes focalisés sur le cas où la deuxième action du système
est nécessairement sur la porte B, dans le cas général le protocole ne privilégie pas une
action en particulier. En effet, il est possible que ce soit la négociation pour l’action sur
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la porte C qui arrive à verrouiller la tâche T2 avant que l’action sur la porte A ne soit
annoncée. De même qu’il est possible que la réalisation de l’action de la tâche T2 ne soit
pas encore décidée au moment où l’action de la tâche T1 est annoncée, ou encore que la
première action a être annoncée soit une action de la tâche T2 sur la porte B ou C.
D’une manière générale, le fait que la résolution de choix d’action par le protocole ne soit
pas atomique, car ce choix est résolu via la transmission de plusieurs messages, permet à
plusieurs négociation de se dérouler en parallèle. L’annonce du succès d’une négociation
peut avoir lieu alors que d’autres négociations sont suffisamment avancées pour restreindre
le choix des prochaines actions du système. Ce comportement est donc une manifestation
du fait que le protocole résout les synchronisations indépendantes de manière concurrente.
Remarque 5-2
Dans le cadre de leurs travaux sur l’implémentation de LOTOS, Parrow et Sjödin ont mis
au point la relation d’équivalence de simulation couplée (Coupled Simulation) [PS92]. Cette
relation d’équivalence, proche de celle de sûreté, traite spécifiquement les états du LTS de
la spécification depuis lesquels un choix non déterministe est possible à travers une notion
de stabilité d’un état. Cette relation d’équivalence semble plus fine et plus pertinente pour
comparer les LTS de spécification et d’implémentation. Nous n’avons cependant pas pu
expérimenter la relation d’équivalence de simulation couplée car elle n’est pas disponible
au sein de CADP à ce jour. Dans le cadre de travaux futurs, il serait intéressant d’étudier
si la relation d’équivalence de simulation couplée peut être ramenée à la vérification de
la relation d’équivalence de sûreté complétée par la vérification d’une autre propriété,
exprimable en MCL, qui couvrirait la notion de stabilité. 
Choix interne et relation d’équivalence
Nous justifions ici une particularité de la spécification du comportement du manager,
présentée en section 2.7.3.
On dit qu’une tâche a un choix interne lorsqu’à partir d’un état, une même action peut
mener à différents états. Par exemple, la tâche T1 suivante a un choix interne lorsqu’elle
effectue une action sur la porte A :
process T1 [A, B, C: none] is
select
A ; B
[] A ; C
end select;
stop
end process
A
A
B
C
Le moment où un choix interne est résolu influe sur la relation d’équivalence entre la
spécification et le modèle d’implémentation. Sur le LTS de la tâche T1, on note qu’une
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fois une première action sur la porte A effectuée, cette tâche n’a plus le choix pour l’action
suivante. En d’autres termes, le choix d’effectuer la deuxième action sur la porte B ou sur
la porte C doit être déjà réalisé au moment où l’action sur la porte A a lieu.
Au niveau de l’implémentation de la résolution d’un choix interne, deux approches sont
possibles :
Résolution du choix interne après confirmation de l’action. Cette approche, qui
semble la plus naturelle au premier abord, consiste à décider quel état la tâche va
rejoindre une fois que l’action sur la porte A a été confirmée. Dans le LTS de l’im-
plémentation, après l’annonce de l’action sur la porte A, les deux actions sur les
portes B et C restent donc atteignables.
Résolution du choix interne avant toute négociation. Cette approche consiste
à choisir quel état la tâche va rejoindre avant même d’envoyer un message “rea-
dy” à la porte A. Au moment de l’annonce de l’action sur la porte A, le choix
interne est donc déjà résolu, et seule une des deux actions sur les portes B ou C est
réalisable par la suite.
Nous avons opté pour la deuxième approche afin que la relation d’équivalence de sûreté
soit vérifiée entre la spécification et le modèle de son implémentation. En effet, si après
une action sur la porte A, les deux actions actions sur les portes B et C restent accessibles,
cette relation d’équivalence n’est pas vérifiée. Ainsi, dans la spécification du comportement
du manager, le choix interne est résolu avant même d’envoyer les messages “ready” aux
portes afin de renforcer l’équivalence entre la spécification et son implémentation.
5.3.3 Possibles interblocages pour deux protocoles existants
Notre méthode de vérification n’est pas limitée à notre protocole, et nous l’avons appliquée
à trois protocoles de la littérature [EL13] : celui proposé par Sjödin dans sa thèse [Sjö91], la
version de Parrow et Sjödin [PS96] et le protocole de Sisto, Ciminiera et Valenzano [SCV91].
Notre méthode a révélé de possibles deadlocks dans le protocole de Parrow et Sjödin, que
nous avons déjà illustrés dans la section 2.3.2.
Plus tard, nous avons envisagé d’utiliser notre méthode sur le le protocole α-core [PCT04],
qui est notamment utilisé pour l’implémentation distribuée de BIP. Cependant, à ce mo-
ment nous avons appris qu’une possibilité de deadlock avait déjà été détectée dans ce
protocole par Katz et Peled [KP10] 5. Nous avons appliqué notre méthode sur l’exemple
donné dans l’article de Katz et Peled : un deadlock est bien détecté, et un contre-exemple
est fourni. Nous n’avons cependant pas eu le temps de mettre au point la génération auto-
matique de modèle d’implémentation pour le protocole α-core.
5. La génération distribuée de BIP utilise une version corrigée du protocole
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Ces découvertes de deadlocks possibles montrent qu’il peut subsister des problèmes dans
des protocoles dont la correction a été “prouvée” manuellement. Cela souligne l’intérêt
d’employer, autant que possible, des vérifications automatiques en renfort des preuves
conduites à la main.
Chapitre 6
Performances des implémentations
générées
Dans ce chapitre, nous présentons trois expériences qui visent à estimer les performances
des implémentations générées par DLC. La première illustre les performances atteintes
dans le cadre d’une barrière de synchronisation distribuée, et permet de se comparer di-
rectement avec plusieurs langages d’implémentation utilisés dans l’industrie. La seconde
expose comment le rendez-vous multiple facilite l’implémentation d’une solution au dî-
ner des philosophes, et détaille les performances de cette solution. Enfin, la troisième est
un cas d’étude plus complet, qui couvre l’implémentation de l’algorithme de consensus
Raft [OO14].
6.1 Barrière de synchronisation distribuée
Notre première expérience vise à évaluer les performances du rendez-vous multiple en
tant qu’opérateur d’interaction entre processus distants. Nous voulons nous comparer à
des langages de programmation populaires dans l’industrie, tels que C, Java ou Erlang.
Cependant, aucun de ces langages n’offre d’opérateur équivalent au rendez-vous multiple,
et nous n’avons pas trouvé de bibliothèques stables offrant cette fonctionnalité.
Par défaut, nous avons donc choisi de comparer les performances de ces langages sur un
patron classique souvent présent dans un système distribué, à savoir une barrière de syn-
chronisation distribuée. Pour synchroniser un ensemble de processus, chaque processus
s’adresse à une barrière de synchronisation via une interaction bloquante. La barrière de
synchronisation autorise chaque processus à continuer uniquement lorsque tous les pro-
cessus de l’ensemble ont atteint le point où ils bloquent sur la barrière. Une barrière de
synchronisation distribuée permet ainsi de synchroniser des processus qui s’exécutent sur
différentes machines.
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En LNT, le rendez-vous multiple sur une porte permet d’obtenir directement une barrière
de synchronisation distribuée, en utilisant DLC comme compilateur. En C, Java et Erlang,
un processus est dédié à assurer le rôle de barrière : il attend une requête de chaque
processus de l’ensemble à synchroniser avant de répondre à tous. Dans ces trois langages,
différentes techniques sont utilisées pour assurer une interaction entre processus distants :
— en C, nous utilisons les sockets POSIX pour envoyer des messages
— en Java, nous nous appuyons sur l’invocation de méthode distante RMI (Remote
Method Invocation)
— en Erlang, nous employons le passage de message natif au langage
La figure 6.1 illustre le temps requis pour réaliser 1000 synchronisations entre des ensembles
de processus distants. Nous constatons que l’implémentation générée par DLC est plus lente
que l’implémentation en C, mais plus rapide que celles en Java ou en Erlang. Ce résultat
montre tout d’abord que le code C généré par DLC (et EXEC/CÆSAR en sous-main) est
suffisamment performant pour atteindre de meilleurs temps d’exécution que les systèmes
reposant sur une machine virtuelle, comme Java ou Erlang. De plus, ce résultat illustre
que notre protocole est efficace pour implémenter une simple barrière de synchronisation
distribuée. En effet, quand tous les processus sont prêts sur une seule porte, ils s’auto-
verrouillent, et notre protocole ne nécessite pas plus de messages que l’approche utilisée
pour C, Java ou Erlang.
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Figure 6.1 – Comparaison du temps nécessaire pour réaliser 1000 synchronisations entre
plusieurs processus distants, pour des implémentations en C, LNT, Java et Erlang.
En outre, nous avons voulu estimer le gain en performances des modifications que nous
avons apportées au protocole de Parrow et Sjödin, notamment la diffusion en parallèle des
messages de résultats et l’auto-verrouillage. La figure 6.2 illustre, toujours sur l’exemple
d’une barrière de synchronisation, les performances d’une implémentation qui utilise la
version de Parrow et Sjödin du protocole, et celles obtenues par une implémentation utili-
sant notre protocole. Nous remarquons que l’auto-verrouillage et la diffusion de messages
de résultat en parallèle permettent un gain conséquent en performance.
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Figure 6.2 – Gain en performances de notre protocole par rapport à la version de Parrow
et Sjödin.
6.2 Le dîner des philosophes
Notre deuxième expérience consiste à évaluer les performances des implémentations gé-
nérées pour le problèmes classique du dîner des philosophes [Dij71]. Cette expérience est
l’occasion d’illustrer d’une part comment le rendez-vous multiple peut simplifier la pro-
grammation concurrente, et d’autre part les performances atteintes pour un système où
plusieurs rendez-vous peuvent avoir lieu de manière indépendante.
Nous rappelons brièvement l’énoncé du problème du dîner des philosophes. Plusieurs phi-
losophes mangent autour d’une table ronde. Il existe une fourchette entre chaque paire de
philosophes voisins de table. Un philosophe tour à tour pense et mange, et il a besoin de
la fourchette à sa gauche et de celle à sa droite pour pouvoir manger. Une fourchette ne
peut être utilisée que par un seul philosophe à la fois. Le problème consiste à organiser la
prise de fourchette entre philosophes, afin que tous puissent manger.
6.2.1 Ressources partagées et rendez-vous multiple
Le dîner des philosophes est une représentation des problèmes d’accès à des ressources
partagées (les fourchettes) par plusieurs processus (les philosophes). C’est un problème
classique de la programmation concurrente. Parmi les solutions à ce problème, celle pro-
posée par Dijkstra consiste à définir un ordre sur les fourchettes, et à imposer à chaque
philosophe de prendre les fourchettes dans l’ordre. Nous avons déjà évoqué cette solution à
la section 1.4.2. Une autre solution possible est de faire intervenir un serveur qui restreint
l’accès aux fourchettes à un seul philosophe à la fois. En pratique, cette restriction peut
être imposée par une construction qui assure l’exclusion mutuelle entre les processus, telle
qu’un “mutex” par exemple.
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Toutes ces solutions font l’hypothèse qu’un philosophe n’interagit qu’avec une seule four-
chette à la fois. Considérons maintenant que nous avons le rendez-vous multiple à dispo-
sition : la prise de fourchettes peut être implémentée en un rendez-vous à trois entre un
philosophe et les deux fourchettes à ses côtés. Le rendez-vous multiple garantit que, si
l’action a lieu, alors les deux fourchettes ont été prises.
Nous avons ainsi utilisé le rendez-vous multiple pour implémenter un dîner de philosophes
en LNT. Le comportement d’un philosophe consiste à penser, à prendre ses fourchettes
(action sur la porte TAKE), à manger, puis à reposer ses fourchettes (action sur la porte
RELEASE) :
process PHILO [TAKE, RELEASE: none] is
loop
−− think
TAKE;
−− eat
RELEASE
end loop
end process
Le comportement d’une fourchette consiste à être prise par le philosophe à sa gauche ou
bien par celui à sa droite, puis par être reposée par le philosophe qui l’a prise :
process FORK [LEFT_TAKE, LEFT_RELEASE, RIGHT_TAKE, RIGHT_RELEASE: none] is
loop
select
LEFT_TAKE;
LEFT_RELEASE
[]
RIGHT_TAKE;
RIGHT_RELEASE
end select
end loop
end process
Nous pouvons ensuite définir un dîner de philosophes grâce à une composition parallèle de
processus philosophes et fourchettes. Par exemple, un dîner à trois philosophes est obtenu
avec la composition parallèle suivante :
par TAKE_0, RELEASE_0, TAKE_1, RELEASE_1, TAKE_2, RELEASE_2 in
par
PHILO [TAKE_0, RELEASE_0]
| | PHILO [TAKE_1, RELEASE_1]
| | PHILO [TAKE_2, RELEASE_2]
end par
| |
par
TAKE_0, RELEASE_0, TAKE_1, RELEASE_1 −>
FORK [TAKE_0, RELEASE_0, TAKE_1, RELEASE_1]
| | TAKE_1, RELEASE_1, TAKE_2, RELEASE_2 −>
FORK [TAKE_1, RELEASE_1, TAKE_2, RELEASE_2]
6.2. Le dîner des philosophes 133
| | TAKE_2, RELEASE_2, TAKE_0, RELEASE_0 −>
FORK [TAKE_2, RELEASE_2, TAKE_0, RELEASE_0]
end par
end par
Le rendez-vous multiple facilite l’implémentation du dîner des philosophes : nous n’avons
pas besoin de construction de mutex, ni d’avoir à préciser un ordre sur les fourchettes.
Le rendez-vous multiple permet d’assurer directement l’exclusion mutuelle des philosophes
voisins, et le choix non déterministe au niveau d’une fourchette la rend accessible aux deux
philosophes l’entourant. Au niveau de l’implémentation générée, le rendez-vous multiple
se traduit effectivement par un protocole de synchronisation entre processus. Toutefois, au
niveau de la spécification, le rendez-vous multiple offre une abstraction de plus haut niveau
que des interactions limitées à deux entités.
6.2.2 Mesures de performances
Nous avons produit un modèle LNT pour plusieurs configurations de dîner de philosophes.
Nous avons ensuite utilisé DLC pour obtenir des implémentations distribuées. La figure 6.3
illustre les performances atteintes pour les différentes configurations.
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Figure 6.3 – Durée nécessaire pour réaliser un certain nombre de rendez-vous, pour plu-
sieurs configuration. Plus il y a de philosophes, plus le nombre d’actions qui peuvent être
réalisées en parallèle augmente, et plus la durée d’exécution est courte.
Nous avons mesuré la durée nécessaire pour réaliser un certain nombre d’actions. Toutes
les actions sont des rendez-vous à trois entre un philosophe et une paire de fourchettes, qui
traduisent une prise ou un relâchement de fourchettes. Nous avons utilisé une option de
l’implémentation générée par DLC qui indique au nœud central d’arrêter l’exécution après
un certain nombre d’actions réalisées dans le système, et de retourner le temps d’exécution
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du système 1. Ces mesures ont été réalisées sur le cluster “edel” du site de Grenoble de
Grid5000. Pour chaque configuration, nous avons utilisé autant de machines qu’il y a de
philosophes, et les autres programmes (fourchettes et portes) ont été distribués de manière
équitable sur ces machines.
On remarque tout d’abord que lorsque le nombre de philosophes augmente, la durée néces-
saire pour réaliser un certain nombre d’actions diminue. Cela illustre que les rendez-vous
qui peuvent avoir lieu de manière concurrente sont effectivement réalisés en parallèle. La
configuration à 10 philosophes effectue ainsi 10000 actions en à peine plus d’une seconde.
La configuration à trois philosophes est particulièrement intéressante : tous les philosophes
sont voisins entre eux, et lorsqu’un philosophe mange, aucun autre philosophe ne peut
manger. Toutes les actions de cette configuration sont donc effectuées en séquence. L’im-
plémentation générée requiert environ une seconde pour réaliser 2000 actions. Cette perfor-
mance est moins bonne que celle obtenue pour la synchronisation de trois processus sur la
barrière de synchronisation de la section 6.1. Cela s’explique par le choix non déterministe
du comportement des fourchettes, qui interdit un auto-verrouillage des fourchettes pour
les actions sur les portes TAKE. On note tout de même que l’implémentation réalise plus
d’un millier d’actions en séquence par seconde.
6.3 Cas d’étude : l’algorithme de consensus Raft
Afin d’évaluer DLC sur un système réel, nous avons utilisé notre outil pour implémenter un
service de stockage répliqué via l’algorithme de consensus Raft [OO14]. Cela nous permet
de comparer ensuite les performances de l’implémentation générée par DLC avec celles
de Consul 2, un logiciel industriel offrant un service équivalent, et qui repose aussi sur
l’algorithme Raft en interne.
Raft est un algorithme de consensus, c’est-à-dire qu’il décrit une manière pour plusieurs
processus distants de s’accorder sur une même valeur, bien que ces processus soient sus-
ceptibles de tomber en panne. Les algorithmes de consensus sont une brique importante
des systèmes distribués car ils permettent, via la technique de réplication de machine à
états [Sch90], d’offrir un service (par exemple un key-value store, un dictionnaire stockant
des couples clé-valeur) qui tolère les pannes de serveurs. À l’heure du cloud computing, les
algorithmes de consensus sont utilisés par exemple au sein de systèmes critiques de gestion
de données à grande échelle, tels que le projet Apache ZooKeeper [HKJR10] ou encore
Chubby [Bur06] chez Google.
L’algorithme de référence pour résoudre le consensus est Paxos [Lam98], présenté par Leslie
Lamport en 1998, dont la correction est garantie par une preuve formelle. Cependant,
1. Le temps nécessaire au déploiement (c’est-à-dire à la copie des programmes sur différentes machines
à l’initialisation) n’est pas compris dans le temps d’exécution.
2. http://www.consul.io
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Paxos est réputé complexe et non trivial à transcrire en une implémentation [CGR07]. En
2014, Diego Ongaro et John Ousterhout proposent le nouvel algorithme Raft [OO14] en
visant à offrir une solution pratique, c’est-à-dire facile à comprendre et à implémenter, au
problème du consensus. Raft est formellement spécifié en TLA+ [Ong14], et une preuve de
la correction de Raft a été élaborée par les auteurs, bien que manuellement et sans faire
appel à un assistant de preuve.
Nous considérons Raft comme un bon exemple pour évaluer DLC car c’est un algorithme
distribué, récent, et sa modélisation formelle en TLA+ offre une description non ambiguë
de l’algorithme, ce qui facilite sa transcription en LNT. De plus, Raft est déjà utilisé
par plusieurs systèmes dans l’industrie 3, ce qui offre des possibilités de comparaison de
performances.
Dans cette section, la structure de l’algorithme Raft est d’abord introduite, suivie par son
implémentation distribuée en LNT. Ensuite, nous comparons les performances de l’implé-
mentation générée par DLC avec celles de Consul. Enfin, nous discutons des similarités et
des différences entre le problème du consensus et celui du rendez-vous multiple.
6.3.1 Structure de l’algorithme Raft
Avant de décrire la structure de l’algorithme Raft, on résume rapidement la technique de
réplication de machine à états qui permet de rendre un service tolérant aux pannes [Sch90].
Un service est représenté par une machine à états, qui traite les commandes d’un client.
Ces commandes peuvent modifier l’état du service. Par exemple, un client interagit avec
un dictionnaire par des commandes de lecture ou d’écriture d’une valeur associée à une
clé. L’état d’un service peut être reconstitué à partir d’un état de départ et d’une série de
commandes. Un service est rendu tolérant aux pannes de serveurs en répliquant sa machine
à états sur plusieurs serveurs : l’état du service reste cohérent tant que tous les serveurs
traitent la même série de commandes. Pour cela, les serveurs, qui peuvent tomber en panne
à tout moment, doivent s’accorder sur la série des commandes à appliquer, ce qui revient
à un problème de consensus.
Dans le cadre de la réplication de service, l’algorithme Raft est donc utilisé pour maintenir
la cohérence d’une liste, appelée aussi log par la suite, de commandes entre plusieurs ser-
veurs susceptibles de tomber en panne et qui communiquent par des messages asynchrones.
Les pannes envisagées sont de type fail-stop : un serveur en panne s’arrête et stoppe toute
communication, puis redémarre éventuellement au bout d’un certain temps (par opposition
aux pannes dites Byzantines qui autorisent des comportements erratiques). Raft repose sur
la présence d’un leader parmi les serveurs. Le leader est responsable de réceptionner les
nouvelles commandes de la part d’un client, et de mettre à jour le log des autres serveurs.
Plusieurs serveurs peuvent avoir le statut de leader au cours du temps, afin d’assurer la
disponibilité du service lorsqu’un serveur leader tombe en panne. Raft est ainsi structuré en
3. Plusieurs implémentations de Raft sont référencées sur http://raftconsensus.github.io
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deux phases principales : l’élection de leader et la réplication de log. Ces deux phases sont
rapidement présentées par la suite, une description complète et argumentée est disponible
dans la thèse de D. Ongaro [Ong14].
Phase d’élection de leader
Étant donné qu’un serveur leader peut tomber en panne, plusieurs serveurs peuvent prendre
le rôle de leader au cours du temps. Raft décompose le temps en sessions (term) 4, qui sont
numérotées selon un ordre croissant. Le mécanisme d’élection de leader doit permettre
d’élire au plus un leader par session.
Un serveur est notamment défini par son état courant, son index de session et son log de
commandes. Il existe trois états possibles pour un serveur : suiveur (follower), candidat
(candidate) ou leader (leader). Le log d’un serveur est constitué d’une liste d’entrées (log
entries), chaque entrée stocke une commande et la session à laquelle cette commande a été
traitée. On définit une relation de comparaison entre deux logs : le log l1 est plus “à jour”
(up-to-date) que le log l2 lorsque l’index de session de la dernière entrée de l1 est plus grand
que celui de la dernière entrée de l2. Si la session est identique pour la dernière entrée de
chaque log, alors c’est le log avec le plus d’entrées qui est le plus à jour.
Tous les serveurs démarrent dans l’état suiveur, et un suiveur peut décider de devenir
candidat s’il ne reçoit aucun message pendant un certain délai de temps. Lorsqu’il devient
candidat, un serveur incrémente son index de session, vote pour lui-même et envoie une
requête de vote (vote request) à tous les autres serveurs. Un serveur accorde son vote à un
candidat si les trois conditions suivantes sont validées :
— son index de session est égal à celui du candidat
— il n’a pas déjà accordé son vote à un autre candidat pour cette session
— le log du candidat est au moins autant à jour que le sien
Quand un candidat reçoit le vote d’une majorité de serveurs, il devient le leader pour cette
session. Cette phase permet d’élire au plus un leader par session.
Lorsqu’un leader est élu, il se peut cependant qu’un autre serveur se considère encore leader
pour une session antérieure. Pour atténuer cet effet, tous les messages (pour l’élection de
leader, mais aussi pour la réplication de log) comportent l’index de session du serveur qui
envoie ce message, et lorsqu’un serveur reçoit un message qui indique une session supérieure
à la sienne, il met à jour son propre index de session et passe systématiquement dans l’état
suiveur. Ce mécanisme ne permet pas d’éviter que différents serveurs se considèrent leader
pour différentes sessions au même moment, mais il réduit la durée de ces situations, et plus
généralement il permet de maintenir la progression de l’index de session au sein du groupe
de serveurs.
4. Pour le vocabulaire spécifique à Raft, on précise les mots anglais utilisés par les auteurs du protocole.
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Phase de réplication de log
Un leader est responsable de traiter les nouvelles commandes d’un client et de les répliquer
sur les autres serveurs. Cependant, un leader peut tomber en panne ou bien être remplacé
par un autre leader alors qu’il est en train de répliquer une commande. En conséquence,
lorsqu’un serveur ajoute une entrée dans son log, il doit encore attendre la confirmation
qu’une majorité de serveurs ont répliqué cette entrée avant qu’il puisse la considérer comme
valide. En pratique, chaque serveur maintient un index de commit (commit index) qui
indique jusqu’à quel index les entrées de son log sont considérées comme valides. Seules les
commandes des entrées valides sont appliquées à la machine à états du service.
Un leader transfère les nouvelles entrées dans son log via des requêtes de réplication d’en-
trée (append entry request). Un serveur peut refuser une requête de réplication d’entrée,
par exemple car ce serveur a déjà été contacté par un autre leader pour une période ulté-
rieure. Une part importante de l’algorithme Raft consiste à définir sous quelles conditions
un serveur accepte ou refuse une requête de réplication d’entrée. Nous indiquons ici le
comportement d’un serveur Raft à la réception d’une telle requête, sans toutefois justifier
en détail les raisons à l’origine des conditions qui conditionnent l’acceptation de requêtes.
Ces justifications sont présentées dans l’article introduisant Raft [OO14].
Lorsqu’un serveur reçoit une requête de réplication d’entrée de la part d’un leader, il réagit
de la manière suivante :
1. Si l’index de session du leader est antérieur à celui du serveur, alors le leader est
périmé : le serveur répond par un échec de réplication et indique sa session, afin que
le leader mette son index de session à jour et retourne à l’état suiveur.
2. Le serveur compare son entrée et celle du leader à l’index précédant celui de l’entrée
à répliquer :
(a) Si ces entrées “précédentes” ne sont pas cohérentes, c’est-à-dire si leur index
de session ou leur commande diffèrent, alors le serveur refuse la requête. Dans
ce cas, le leader essayera à nouveau une requête de réplication pour une en-
trée antérieure, jusqu’à retomber sur une entrée qui soit cohérente avec celle du
serveur.
(b) Si ces entrées “précédentes” sont égales, alors le serveur accepte la réplication,
met à jour son log en conséquence et répond de manière positive au leader. Cette
mise à jour peut nécessiter d’effacer une ou plusieurs entrées en fin de log, qui
n’étaient pas valides. Enfin, le serveur met à jour son index de commit, qui vaut
le minimum entre l’index de la dernière entrée dans son log et l’index de commit
du leader.
Même lorsqu’il n’a pas de commande à répliquer, un leader envoie régulièrement une requête
de réplication vide qui fait office de message de pulsation (heartbeat) aux autres serveurs.
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Ces messages permettent d’empêcher les autres serveurs de passer trop de temps sans
nouvelles et de déclencher une nouvelle élection de leader.
Raft nécessite que chaque serveur puisse enregistrer une partie de son état dans une mé-
moire qui survit aux pannes, c’est-à-dire qui n’est pas modifiée lors de l’arrêt et du redé-
marrage d’un serveur. Concrètement, un serveur doit pouvoir récupérer son log, son index
de période ainsi que l’identifiant du serveur pour lequel il a voté — s’il a déjà voté — lors
de cette dernière période.
6.3.2 Implémentation de Raft en LNT
Nous avons modélisé Raft en LNT, dans le but d’obtenir une implémentation distribuée
avec DLC. Cette finalité influe sur plusieurs choix de modélisation, comme nous l’expliquons
par la suite. Dans cette section, nous présentons uniquement les aspects du modèle qui nous
intéressent, sans exposer la totalité de la spécification de l’algorithme. La spécification LNT
complète de Raft est disponible en annexe B.
Communications entre serveurs
Le modèle de Raft est constitué de plusieurs processus serveurs qui s’exécutent en parallèle.
Dans notre modèle, les serveurs interagissent entre eux en échangeant des messages via des
rendez-vous sur la porte COM (pour “communication”). La composition parallèle utilise
le rendez-vous à n-parmi-m pour imposer qu’une action sur la porte COM synchronise 2
serveurs parmi le groupe de serveurs :
par COM#2 in
SERVER [COM, ...] (1)
| | SERVER [COM, ...] (2)
| | ...
end par
Chaque serveur est identifié par un entier naturel qu’il reçoit en argument et qu’il stocke
dans sa variable locale “self”. Cet identifiant est utilisé lors des rendez-vous sur la porte
COM pour déterminer l’origine et la destination d’un message. Ainsi, les deux premières
offres d’une action sur la porte COM sont toujours l’identifiant du serveur qui envoie un
message, et l’identifiant du serveur à qui ce message est destiné, dans cet ordre. Pour
envoyer ou recevoir un message, un serveur effectue donc des actions dans ce style :
−− Envoi d’un message au serveur "destination"
COM (self, destination , message)
−− Réception d’un message dans la variable "message",
−− l’ identifiant de l ’émetteur est stocké dans la variable "from"
COM (?from, self, ?message)
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L’algorithme Raft est conçu pour fonctionner entre des processus qui communiquent par
passage de messages asynchrones sur un réseau qui peut perdre ou dupliquer des messages.
Ce modèle de communications peut être spécifié en LNT à l’aide de processus buffers
explicites, d’une manière similaire à notre approche dans le chapitre 5, en introduisant
cette fois la possibilité de perte ou de duplication de messages dans le comportement d’un
buffer. Toutefois, notre but est de générer une implémentation à partir de ce modèle, et
il est clair que les nombreuses interactions engendrées par l’ajout de processus buffers
nuiront aux performances globales du système. C’est pourquoi nous avons fait en sorte que
les serveurs interagissent par rendez-vous sur la porte COM.
Modélisation d’une panne de serveur
La panne d’un serveur est modélisée par une action sur la porte RESTART. Une panne peut
arriver à n’importe quel moment, un serveur doit donc toujours être capable de réaliser une
action sur la porte RESTART. En pratique, le processus LNT qui définit le comportement
d’un serveur est constitué d’une boucle principale sur un choix non déterministe, dont une
branche représente la panne du serveur :
process SERVER [COM, RESTART, ...] (self : serverID) is
...
loop −− boucle principale
select
−− panne et redemarrage du serveur
RESTART (self);
...
[]
...
end select
end loop
end process
Les autres branches de ce choix non déterministe représentent les comportements liés à
l’algorithme Raft. Il faut alors veiller à ne pas créer de région atomique, c’est-à-dire sans
possibilité de panne, dans ces autres branches. Considérons par exemple le cas du trai-
tement d’une demande de vote : un serveur reçoit une demande de vote, la traite, puis
renvoie la réponse. Si les deux communications de demande et de réponse ont lieu dans
la même branche, alors aucune panne n’est possible entre les deux, et on crée une région
atomique :
loop −− boucle principale
select
−− panne et redémarrage du serveur
RESTART (self);
...
[]
COM (?from, self, (∗ demande de vote ∗) );
−− aucune panne possible avant la transmission de la réponse
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...
COM (self, from, (∗ réponse ∗) )
[]
...
end select
end loop
Afin de permettre à un serveur de tomber en panne à tout moment, un buffer de message
interne au processus est introduit. En pratique, lorsqu’un serveur veut envoyer un message,
il place ce message dans une liste “buf”. Ensuite, une autre branche du choix non déter-
ministe réalise l’action de transmission de ce message sur la porte COM, ce qui permet
d’avoir une panne entre les deux communications. De plus, une panne déclenche la perte
des messages en attente de transmission :
loop −− boucle principale
select
−− panne et redémarrage du serveur
RESTART (self);
−− les messages en attente sont perdus
buf := {};
...
[]
COM (?from, self, (∗ demande de vote ∗));
...
buf := append ( (∗ réponse ∗) , buf)
[]
...
[]
−− Envoi d’un message en attente
...
COM (self, dest , (∗ message en tête de liste buf ∗))
end select
end loop
On obtient ainsi une spécification qui permet une action sur la porte RESTART entre
n’importe quelles actions sur la porte COM. La présence d’un buffer interne permet de
considérer les communications entre serveurs comme asynchrones. De plus, un processus
peut perdre des messages suite à une panne. On peut ainsi évaluer l’algorithme de consensus
entre des processus susceptibles de tomber en panne et de perdre des messages.
Découverte d’un changement d’état manquant dans la spécification TLA+
Lors de la rédaction du modèle LNT de l’algorithme, nous avons découvert qu’il manquait
un changement d’état dans la spécification TLA+ des auteurs de Raft. Plus précisément,
lorsqu’un candidat pour la session s reçoit une requête de réplication de la part du leader de
la session s, le candidat doit retourner à l’état suiveur. La spécification TLA+ ne modifiait
6.3. Cas d’étude : l’algorithme de consensus Raft 141
pas l’état du serveur dans ce cas, le serveur restait donc candidat. Nous avons signalé ce
changement d’état manquant aux auteurs, qui ont corrigé la spécification depuis 5.
Par chance, ce changement d’état manquant n’impactait pas le raisonnement de preuve
conduit sur la spécification TLA+. Un serveur en mode candidat pouvait en effet redevenir
suiveur dans la même période après une panne et un redémarrage, il existait donc un autre
moyen de passer de l’état candidat à celui de suiveur.
Néanmoins, cet oubli appuie l’importance d’avoir un langage de spécification dont la syn-
taxe soit proche d’un langage d’implémentation, afin de pouvoir suivre aisément le dérou-
lement d’un algorithme lors de sa modélisation.
Modélisation d’un service de stockage
Un algorithme de consensus est souvent utilisé pour répliquer un service de stockage,
comme un dictionnaire par exemple. Les commandes de lecture ou d’écriture qui s’ap-
pliquent sur un dictionnaire possèdent une clé en argument. Cependant, nous souhaitons
garder le modèle de l’algorithme le plus simple et général possible, on représente donc
les commandes par un simple type énuméré. Cela rend délicat la gestion de commandes
avec argument. De plus, nous visons à évaluer l’algorithme de consensus, et non le service
en lui-même. C’est pourquoi nous avons préféré mettre en place, pour notre évaluation,
un service de stockage sous la forme d’une simple mémoire plutôt que d’un dictionnaire
complet.
Notre service stocke une valeur booléenne. Nous définissons trois commandes possibles
pour ce service, une commande de lecture et deux commandes de mise à jour de la valeur :
type command is
read,
writeFalse ,
writeTrue ,
empty_command −− utilisé pour les messages de pulsation
end type
Utilisation des fonctions crochets
Notre modèle utilise les fonctions crochets sur plusieurs actions. Les crochets nous per-
mettent de retarder l’exécution d’une action, de contrôler le déclenchement d’une panne
et enfin d’interagir avec un client externe à la spécification pour récupérer de nouvelles
commandes à traiter.
5. Voir notre message sur la liste de discussion dédiée au développement de Raft, disponible à l’url
suivante : http://groups.google.com/forum/#!topic/raft-dev/yu-wOUx-gnA
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Délai d’attente sur la porte TIMEOUT. L’algorithme Raft nécessite un mécanisme
de délai d’attente dans deux cas :
— un serveur dans l’état suiveur passe candidat quand il ne reçoit aucune communi-
cation pendant un certain “délai d’élection” (election timeout)
— lorsqu’un serveur dans l’état leader n’a pas besoin de répliquer de commandes, il dif-
fuse un message de pulsation régulièrement après un “délai de pulsation” (heartbeat
timeout)
Ces délais sont réalisés par des actions sur la porte TIMEOUT, retardées à l’aide des
crochets de la porte. Nous utilisons pour cela la technique présentée dans la section 3.2.5.
Cette fois, la durée d’attente est fixée par la première offre de l’action.
Contrôle des actions sur la porte RESTART. Si les actions sur la porte RESTART
sont toujours possibles, un processus serveur de l’implémentation peut passer son temps à
effectuer des redémarrages. On souhaite donc limiter la réalisation d’actions sur cette porte.
Les crochets de la porte RESTART sont utilisés de manière similaire à celle exposée dans la
section 3.2.2. Nous employons les crochets pour mettre en place un serveur TCP qui écoute
sur le port 3000, et qui autorise une action sur la porte RESTART uniquement lorsqu’une
connexion sur ce port est détectée. Cette approche permet de déclencher à distance une
panne au sein d’une implémentation distribuée en cours d’exécution, en connaissant le nom
de la machine sur laquelle la porte RESTART s’exécute.
Par exemple, considérons que la porte RESTART s’exécute sur une machine nommée
“genepi-8”. Il est possible de déclencher une panne depuis une autre machine de la manière
suivante (l’outil netcat transfère son entrée standard sur la machine indiquée en paramètre,
sur le port TCP passé lui aussi en paramètre) :
# Connection sur le port 3000 de la machine "genepi-8"
[ user@genepi-3 ] echo "" | netcat genepi-8 3000
Restart Server 2 OK
# On a déclenché une panne sur le serveur 2
Envoi de commandes à répliquer sur la porte CLIENT. Enfin, les fonctions cro-
chets permettent de passer des commandes depuis l’environnement vers l’implémentation
par des actions sur la porte CLIENT. Pour réaliser cette interaction, nous reprenons les
techniques présentées dans les sections 3.2.3 et 3.2.4. De la même manière que pour la porte
RESTART, nous avons mis en place un serveur TCP sur le port 3001 pour permettre de
transférer des commandes depuis une machine distante.
Lorsqu’un crochet de pré-négociation sur la porte CLIENT reçoit une nouvelle commande
via une connexion depuis un programme externe sur le port 3001 de la machine où s’exécute
le programme de la porte, il autorise une action sur cette porte. Cette première action
permet au leader actuel du groupe de serveurs Raft de récupérer la nouvelle commande,
puis de la répliquer. Une deuxième action sur la porte CLIENT permet de transférer le
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résultat de la commande au programme externe, avec lequel les crochets maintiennent la
connexion TCP ouverte jusqu’à pouvoir envoyer une réponse. Cependant, la réplication de
la commande peut échouer suite à une panne du leader par exemple. Lorsqu’un processus
leader en train de répliquer une commande subit une panne, il effectue une action sur la
porte CLIENT afin de prévenir que la réplication de la requête a peut-être échoué.
Remarque 6-1
En cas de panne durant la réplication, le leader ne peut pas affirmer si la commande a pu
être répliquée sur une majorité de serveurs ou non. C’est au client de s’en assurer par la
suite, en questionnant l’état du service. De manière générale, dans un système distribué, un
client qui émet une requête et qui ne reçoit aucune réponse après un certain délai ne peut
pas tirer de conclusion sur la réussite ou l’échec de sa commande. La gestion de l’interaction
avec un client est plus subtile qu’il n’y parait au premier abord, D. Ongaro y consacre par
exemple tout un chapitre dans sa thèse [Ong14]. Notre modèle considère qu’un serveur qui
tombe en panne peut au moins avertir le client de cette panne. On note au passage que le
modèle TLA+ des auteurs de Raft ne traite pas le retour de réponse au client. 
6.3.3 Performances de l’implémentation générée
Notre implémentation de l’algorithme Raft inclut le service de stockage et la gestion d’un
client, et permet d’obtenir une implémentation distribuée via DLC. Elle est formée d’en-
viron 400 lignes de code LNT et 300 lignes de code C pour les crochets, et la plus grande
partie des crochets est dédiée à la gestion des connexions TCP avec un programme externe.
Pour comparaison, la spécification TLA+ des auteurs de Raft est composée d’environ 300
lignes de code.
Nous comparons les performances atteintes par notre implémentation, désignée “LNT-
Raft” dans la suite, avec celles de Consul, un outil industriel qui offre un service de stockage
sous forme de dictionnaire et qui utilise aussi l’algorithme Raft. Le code source de Consul est
ouvert, et la bibliothèque qui implémente Raft est formée de 4000 lignes de code Go 6. Notre
expérience consiste à déployer un groupe de serveurs, chacun sur une machine distincte,
et à mesurer le temps nécessaire pour traiter 1000 commandes en écriture sur le service de
stockage.
La figure 6.4 illustre les performances de LNT-Raft et de Consul, pour différentes tailles de
groupes de serveurs. Ces résulats sont des moyennes de plusieurs exécutions sur le cluster
“chimint” du site de Lille de la grille Grid5000 (les machines de “chimint” sont cadencées à
2,40 Ghz). On constate que Consul est plus rapide que LNT-Raft, mais surtout que Consul
est beaucoup moins affecté que LNT-Raft par le nombre de serveurs dans le groupe. Il
se trouve que la bibliothèque Raft de Consul utilise une technique de regroupement de
6. La bibliothèque Raft de Consul est disponible à l’url suivante : http://github.com/hashicorp/raft
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commandes qui permet de limiter le nombre de messages à échanger entre les serveurs.
Plus précisément, avec cette technique, lorsque le leader reçoit une nouvelle commande,
il attend un certain délai pendant lequel il groupe toutes les nouvelles commandes qu’il
reçoit, puis il envoie une seule requête de réplication pour toutes ces nouvelles commandes.
La technique de regroupement est simple mais très efficace, car elle permet de réduire le
nombre de requêtes de réplication. Cela réduit le nombre de messages à transmettre sur le
réseau, et augmente ainsi les performances.
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Figure 6.4 – Performances de LNT-Raft et de Consul
Nous ne sommes pas en mesure d’utiliser la technique de regroupement au sein de LNT-Raft
car elle nécessite de faire passer des listes de commandes en tant qu’offre lors de rendez-
vous sur la porte COM, or pour le moment DLC ne supporte pas les types complexes, tels
que les listes, dans les offres. Dans LNT-Raft, le serveur leader envoie donc une requête de
réplication à chaque serveur suiveur pour chaque commande à traiter. Ceci explique l’allure
de la figure 6.4, où le temps de traitement de 1000 requêtes est proportionnellement impacté
par le nombre de serveurs dans le groupe.
Il est d’ailleurs intéressant de ramener le temps de traitement aux nombres d’actions sur
portes réalisées par LNT-Raft. Le tableau 6.1 résume le nombre d’actions réalisées lors du
traitement de 1000 commandes pour différents nombre de serveurs. Étant donné que toutes
les actions sur les portes CLIENT et COM font intervenir le serveur leader, elles ont lieu
en séquence. On peut donc déduire le temps moyen requis pour exécuter une action au
sein de LNT-Raft. Ce temps moyen indique qu’une implémentation générée par DLC peut
réaliser plusieurs milliers d’actions sur porte en séquence par seconde. De plus, on constate
que cette performance reste stable selon le nombre d’actions réalisées.
Enfin, la technique de regroupement utilisée par Consul est efficace pour traiter plusieurs
nouvelles commandes qui arrivent de différents clients. En d’autres termes, cette technique
permet d’assurer un bon débit dans le traitement de commandes. Par contre, la latence
du système est fortement impactée par cette technique : lorsqu’un unique client soumet
plusieurs commandes en séquence, le temps de traitement de chaque commande inclut
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Nombre serveurs 3 5 7
Temps de traitement (ms) 2238 3779 5469
Nombre d’actions 6000 11000 14000
Temps moyen par action (ms) 0.373 0.344 0.390
Table 6.1
le délai d’attente du leader, qui patiente pour un éventuel regroupement de commandes.
Les performances de Consul présentées sur la figure 6.4 correspondent à des commandes
issues par plusieurs clients. Lorsque toutes les commandes émanent d’un unique client, les
performances de Consul sont beaucoup moins bonnes, comme le montre la table 6.2 : le
traitement de 500 commandes issues en séquence nécessite plus de 20 secondes 7.
Nombre de commandes envoyées en séquence 100 500
Temps (ms) de traitement (réplication sur 3 serveurs) 4974 23464
Table 6.2 – Latence de Consul pour des requêtes envoyées en série
6.3.4 Consensus et rendez-vous distribué
Il existe des similarités entre le consensus et le rendez-vous distribué : plusieurs processus
doivent se mettre d’accord sur une certaine valeur.
Utilisation du consensus pour le rendez-vous distribué
Nous aurions pu utiliser un algorithme de consensus pour assurer le rendez-vous distribué.
En effet, un rendez-vous peut être considéré comme un consensus entre les tâches qui se
synchronisent. Afin d’assurer l’exclusion mutuelle des rendez-vous, toutes les tâches du
système sont concernées par le consensus. Cependant, un consensus entre toutes les tâches
du système revient à centraliser la décision de réalisation d’actions dans le système, ce qui
empêche l’indépendance des rendez-vous qui ne sont pas conflits.
Il paraît envisageable de réaliser un consensus pour chaque groupe de rendez-vous qui
sont en conflit, et ainsi de distribuer la réalisation d’actions dans le système. Toutefois,
chaque tâche peut être prête sur différentes actions lorsqu’elle atteint un nouvel état. La
configuration des groupes de rendez-vous en conflit est donc susceptible d’être modifiée
après chaque action dans le système. Il nous semble complexe de redéfinir le découpage des
groupes de consensus après chaque action.
7. Il n’est pas possible de désactiver le regroupement dans Consul. Le délai de regroupement est
confondu avec celui de la pulsation, et réduire ce delai créerait de nombreux envois de messages de pulsa-
tion.
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Enfin, les algorithmes de consensus sont conçus pour fonctionner sur des réseaux faillibles,
et en présence de pannes de processus. Nos hypothèses sont plus fortes, car nous ne tolérons
pas les pannes de tâches, et nous nous appuyons sur des échanges de messages sûrs et or-
donnés entre deux programmes. Ces hypothèses nous ont permis de concevoir un protocole
pour le rendez-vous multiple qui ne nécessite par exemple pas de compteur de session, ni
de mécanisme de pulsation. Un protocole de consensus ne paraît pas vraiment adapté à
notre problématique.
Utilisation du rendez-vous multiple pour le consensus
Le problème général du consensus consiste à accorder plusieurs processus sur une même va-
leur, en tolérant les pannes de processus et les pertes de messages. Ce problème sous-entend
déjà que les processus interagissent par échanges de messages asynchrones. Considérons que
les processus disposent du rendez-vous multiple pour interagir, mais qu’ils sont toujours
susceptibles de tomber en panne.
Le rendez-vous multiple permet d’assurer un consensus entre les processus de manière
relativement directe. Pour s’assurer de la participation d’une majorité de processus à l’en-
registrement d’une valeur, il suffit en effet de réaliser un rendez-vous multiple entre ces
processus. La construction de rendez-vous à n-parmi-m permet de facilement imposer une
synchronisation à n’importe quel sous-ensemble de processus serveurs qui constitue une
majorité.
Par exemple, considérons un groupe de 3 serveurs, dont n’importe quel sous ensemble de
2 serveurs constitue une majorité. L’enregistrement d’une nouvelle commande du client se
fait par une interaction sur la porte NEW_CMD. La composition parallèle suivante impose
qu’une interaction sur cette porte concerne le processus client et une majorité de serveurs :
par NEW_CMD in
CLIENT [NEW_CMD, ...]
| |
par NEW_CMD #2 in −− synchronisation d’une majorité
SERVER [NEW_CMD, ...] (...)
| | SERVER [NEW_CMD, ...] (...)
| | SERVER [NEW_CMD, ...] (...)
end par
end par
Ainsi, lorsqu’une action est réalisée sur la porte NEW_CMD, le client a la garantie qu’une
majorité de serveurs a aussi participé à cette action. De plus, si une majorité de serveurs
est en panne, cette action ne peut pas être réalisée.
Nous sommes conscient qu’utiliser le rendez-vous multiple pour réaliser un consensus re-
vient à ignorer le problème du réseau faillible. Cela est une manifestation du changement de
niveau d’abstraction qu’offre le rendez-vous multiple. Tout comme le protocole TCP offre
une abstraction de plus haut niveau que le protocole UDP pour les échanges de messages,
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le rendez-vous multiple peut être considéré comme un opérateur de haut niveau pour la
conception de systèmes concurrents.
Le rendez-vous multiple a le bénéfice d’être la primitive d’interaction de plusieurs langages
formels. Dans le cadre de LNT, CADP offre des méthodes formelles pour vérifier la spécifi-
cation de systèmes. Enfin, DLC propose maintenant un moyen d’obtenir automatiquement
une implémentation distribuée de ces spécifications.
148 Chapitre 6. Performances des implémentations générées
Conclusion
Bilan
La problématique principale abordée dans cette thèse est de concevoir et réaliser une tech-
nique de génération automatique d’implémentation distribuée à partir d’une spécification
formelle LNT de processus concurrents, asynchrones, et non déterministes, qui interagissent
par rendez-vous multiple avec échange de données. Le but est d’obtenir une implémenta-
tion qui soit correcte, qui puisse interagir avec son environnement, et dont les performances
soient suffisantes pour pouvoir la considérer au moins comme un prototype valide.
Nous avons commencé par étudier différents protocoles existants pour l’implémentation du
rendez-vous multiple, et nous avons choisi de baser nos travaux sur le protocole de Parrow
et Sjödin [PS96]. Après avoir identifié le phénomène de synchronisation en avance de phase,
nous avons apporté plusieurs modifications à ce protocole, tout d’abord pour le simplifier,
puis pour le généraliser (communications asynchrones, plusieurs vecteurs de synchronisa-
tion par porte, actions internes, offres, confirmations d’action par une porte). Enfin, nous
avons incorporé l’optimisation d’auto-verrouillage inspiré du protocole α-core [PCT04], ce
qui a nécessité la conception du système de signal de purge.
Nous avons mis au point une méthode de vérification formelle, basée sur les outils de
CADP, qui est dédiée aux protocoles de rendez-vous multiple. Cette méthode consiste à
produire, à partir d’une spécification de système, le modèle LNT d’une implémentation de
ce système utilisant un protocole pour assurer les rendez-vous. Ensuite, l’équivalence entre
la spécification et le modèle de son implémentation, ainsi que l’absence de livelock ou de
deadlocks dus au protocole sont vérifiées. Nous avons employé cette méthode au cours de
la conception de notre protocole. Grâce à elle, nous avons détecté des problèmes que nous
ne soupçonnions pas, notamment ceux liés à la cohabitation de l’auto-verrouillage et des
synchronisations en avance de phase. L’automatisation de cette méthode nous a permis
d’itérer sur la conception du protocole, par exemple lors de la mise en place du système de
signal de purge. L’application de la méthode sur notre protocole ne relève ni livelock, ni
deadlock, et indique, dans le cas général, une équivalence selon la relation de sûreté entre
une spécification et son implémentation.
Notre méthode a aussi permis de découvrir de possibles interblocages dans le protocole
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de Parrow et Sjödin [EL13], et de confirmer de possibles interblocages dans le protocole
α-core – qui avaient déjà été signalés [KP10]. Chacun de ces protocoles était pourtant
accompagné d’une preuve (ou d’une ébauche de preuve) manuelle ; la présence d’interblo-
cages souligne l’importance d’utiliser, autant que possible, des méthodes de vérification
automatisées.
Nous avons développé un mécanisme de fonctions crochets afin de rendre possible l’interac-
tion entre l’implémentation et son environnement. Ce mécanisme permet à l’utilisateur, s’il
le souhaite, de définir des fonctions crochets en C qui sont ensuite embarquées au sein de
l’implémentation, et qui sont appelées à des moments précis au cours de l’exécution. Nous
avons illustré comment utiliser ces fonctions crochets pour interagir avec d’autres systèmes
de l’environnement, et pour contrôler la réalisation d’actions dans l’implémentation.
Le compilateur EXEC/CÆSAR, le protocole de synchronisation et le mécanisme d’inter-
action offrent les principaux ingrédients nécessaires pour une implémentation distribuée.
Nous avons rassemblé ces ingrédients au sein de l’outil DLC, qui automatise entièrement la
génération d’implémentation. Nous avons isolé la logique du protocole au sein de modules
génériques, rédigés une fois pour toutes, qui sont ensuite employés dans les implémentations
générées. Cette isolation permet de gagner en confiance sur la correction de l’implémenta-
tion du protocole.
Nous avons conduit trois expériences pour mesurer la rapidité d’exécution des implémen-
tations produites par DLC. La première montre que, pour une barrière de synchronisation
distribuée, le code généré est plus lent qu’une implémentation directe en C, mais plus
rapide qu’une solution en Erlang ou en Java. Cette expérience permet d’illustrer l’effica-
cité de l’optimisation d’auto-verrouillage. La deuxième présente une implémentation du
dîner des philosophes, qui repose sur l’utilisation du rendez-vous multiple. Les mesures
de performances montrent notamment que des actions indépendantes sont bien réalisées
en parallèle. La troisième est un cas d’étude complet sur l’algorithme de consensus Raft.
Nous avons implémenté en LNT un service de stockage minimaliste répliqué à l’aide de
cet algorithme. Nous avons mis à profit le mécanisme des fonctions crochets pour pouvoir
contrôler les pannes et interagir avec le service de stockage depuis l’environnement. Nous
avons comparé les performances de l’implémentation produite par DLC avec Consul, un
outil industriel qui repose aussi sur Raft. Consul emploie une optimisation au niveau de
Raft qui lui permet d’être plus rapide, et nous n’avons pas eu le temps de développer
suffisamment DLC pour pouvoir profiter de cette optimisation. Cependant, nous avons
constaté que si cette optimisation permet d’améliorer le débit de Consul, elle dégrade for-
tement sa latence. Enfin, nous avons montré par cette expérience que DLC produit des
implémentations qui réalisent plusieurs milliers de rendez-vous à la seconde.
En résumé, nous avons réussi à concevoir une technique de génération automatique d’im-
plémentation distribuée à partir d’une composition parallèle de processus LNT. Les im-
plémentations produites utilisent un protocole validé par notre méthode de vérification,
elles permettent de définir une interaction avec l’environnement via les fonctions crochets,
et leurs performances nous semblent acceptables pour les employer au moins en tant que
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prototypes. Cette technique a été mise en œuvre au sein du nouvel outil DLC, entièrement
réalisé au cours de la thèse.
Perspectives
Nous avons amené DLC à un niveau de maturité qui permet de l’utiliser sur des exemples
concrets. Nous envisageons plusieurs perspectives pour des travaux futurs.
Couverture du langage LNT
DLC ne couvre pas encore tout le langage LNT. Les limitations actuelles concernent l’uti-
lisation de types complexes dans des offres d’action, et la gestion des gardes de communi-
cation. De plus, DLC ne permet pas encore la création dynamique de tâches.
Pour le moment, DLC permet de passer des offres de types “simples”, les offres de types
“complexes” tels que les listes, les ensembles ou les tableaux ne sont pas autorisées. La
gestion de ces types complexes nécessite de pouvoir générer, pour n’importe quel type
défini par l’utilisateur, des fonctions de soutien telles que la comparaison de valeurs ou la
sérialisation en chaîne d’octets pour le transport de valeur sur le réseau. Nous pensons qu’au
prix de quelques efforts techniques, les types complexes peuvent être rendus utilisables au
sein des offres.
En ce qui concerne les gardes de communication, la principale limitation est l’interface
du code généré par EXEC/CÆSAR. En effet, cette interface ne permet pas d’évaluer si
une offre est valide selon une garde sans éventuellement déclencher l’action associée. La
gestion des gardes dans DLC requiert donc en premier lieu une extension de l’interface de
EXEC/CÆSAR. Nous pensons qu’une bonne interface offrirait chaque garde de commu-
nication comme une fonction indépendante qui reçoit toutes ses variables en argument, y
compris les variables qui ne font pas partie des offres. Il serait alors possible de regrouper
les gardes au niveau des portes. L’interface ferait aussi en sorte que lorsqu’une tâche est
prête sur une action gardée, elle puisse indiquer à la porte quelle garde doit être validée, et
passer – en plus des offres – toutes les variables nécessaires à l’évaluation de la garde. Ainsi,
la porte pourrait tester quelles valeurs d’offres valident les éventuelles gardes de chaque
tâche avant même de démarrer une négociation.
Une tâche peut elle-même contenir une composition parallèle de processus, qui se retrouve
implémentée au sein du programme séquentiel produit par EXEC/CÆSAR. Lorsque le
comportement d’une tâche atteint une composition parallèle, il serait intéressant de pou-
voir générer dynamiquement une nouvelle tâche pour chaque processus de la composition
parallèle, afin de continuer à distribuer l’exécution autant que possible. Cette génération
dynamique de tâches nécessite tout d’abord des modifications au niveau du compilateur
EXEC/CÆSAR, qui doit offrir un moyen d’accéder, à l’exécution, à un programme qui
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implémente chaque nouvelle tâche à démarrer. Ensuite, le protocole de synchronisation
doit être en mesure de modifier, lors de l’exécution, les vecteurs de synchronisation des
portes, afin de prendre en compte de nouvelles tâches. Enfin, il faut aussi assurer toute
la mécanique nécessaire au niveau de l’implémentation pour amorcer l’exécution des nou-
velles tâches, et leur permettre de communiquer avec les portes et les tâches déjà en cours
d’exécution.
Affinage du mécanisme d’interaction avec l’environnement
Nous avons mis en place un mécanisme de fonctions crochets qui nous a permis de définir
les interactions nécessaires lors de notre cas d’étude sur l’algorithme Raft. Cependant, nous
ne sommes pas arrêtés sur la version courante des fonctions crochets, et nous considérons
que ce mécanisme est susceptible d’être amélioré. Nous pensons que ce mécanisme peut
être affiné grâce à des nouveaux cas d’étude concrets qui utilisent les fonctions crochets,
afin de déterminer quels sont les besoins d’un utilisateur de DLC.
En particulier, les actions retardées sont pour l’instant possibles au prix d’une attente active
sur un crochet de pré-négociation. Il serait évidemment bénéfique d’éviter cette attente
active autant que possible. Nous envisageons de modifier la sémantique de la valeur de
retour du crochet de pré-négociation, afin que l’utilisateur puisse indiquer qu’il ne souhaite
pas démarrer de négociation pour le moment, mais que la porte pourra réitérer un appel
à ce crochet pour la même action après un certain délai de temps. De plus, comme nous
en avons déjà discuté en section 3.2.5, il est envisageable d’incorporer des notions de délai
directement au sein du langage LNT.
Améliorations pour le protocole
Nous envisageons plusieurs améliorations pour le protocole de synchronisation. Tout d’abord,
nous pensons que les actions sur les portes qui n’entraînent pas de synchronisation entre
plusieurs tâches pourraient être résolues au niveau de la tâche directement, comme c’est le
cas pour les actions internes. Cela éviterait d’avoir à effectuer des négociations pour ces ac-
tions. Cette approche n’est pas compatible avec la version courante des fonctions crochets,
qui nécessitent d’avoir un unique point de décision pour toutes les actions d’une même
porte. Cependant, comme nous l’avons évoqué précédemment, le mécanisme des fonctions
crochets peut encore être modifiée, notamment pour permettre cette amélioration.
D’une manière plus générale, nous pensons qu’il est intéressant d’étudier la partition du
protocole. Par exemple, dans le cas où une porte possède plusieurs vecteurs de synchronisa-
tions qui ne sont pas en conflit, il nous semble possible de séparer cette porte en plusieurs
points de synchronisation distincts. L’idéal serait ensuite de pouvoir associer des points
de synchronisation à des tâches, afin de limiter le nombre de processus auxiliaires dans
l’implémentation.
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Nous pensons aussi étudier l’impact du choix de l’ordre de verrouillage des tâches sur les
performances du protocole. En effet, il nous paraît pertinent de commencer par verrouiller
les tâches qui sont prêtes sur plusieurs portes afin que les négociations en concurrence
soient départagées le plus tôt possible : celles qui arrivent à verrouiller les tâches les plus
demandées continuent et, surtout, cela permet de bloquer assez tôt les négociations qui
échouent.
Notre méthode de vérification formelle de protocole peut continuer à être un soutien pour
itérer sur le développement de ces améliorations, en s’assurant que la correction du proto-
cole est maintenue. Nous pensons aussi ajouter à cette méthode des éléments d’évaluation
de performances [CGH+10], afin d’estimer l’impact d’une amélioration directement sur le
modèle de l’implémentation.
Preuve formelle du protocole
Notre méthode de vérification formelle permet de valider l’absence de problème dans notre
protocole sur une série de tests. Cependant, une preuve formelle du protocole serait plus
satisfaisante, en démontrant l’existence d’une équivalence entre une spécification et son
implémentation.
Notre méthode de vérification permet de conjecturer que la relation d’équivalence de sûreté
est toujours vérifiée, mais cela reste à prouver. De plus, il serait intéressant d’étudier, et
éventuellement de définir, s’il existe une relation d’équivalence qui soit plus forte que celle
de sûreté et qui soit vérifiée dans le cas général, même si l’on sait par l’expérience que
cette relation d’équivalence ne fait pas partie de celles présentes dans CADP. Ces travaux
pourront s’inspirer de ceux réalisés dans le cadre de l’étude du pi-calcul [PSN11, PNG13].
Vérification à l’exécution
Nous savons qu’il est possible de reconstruire, à partir des traces d’exécution de chaque
tâche, une trace d’exécution de l’implémentation distribuée. En effectuant cette recons-
truction à l’exécution, par exemple au niveau du nœud central qui collecterait les traces
de toutes les tâches, il serait envisageable d’utiliser cette trace en entrée d’outils de CADP
pour conduire des vérifications à l’exécution (runtime verification). De récentes améliora-
tions du model checker EVALUATOR4 permettent de vérifier plusieurs types de propriétés
sur une trace séquentielle de taille quelconque, avec un coût mémoire borné.
Pour les systèmes dont l’espace d’états est trop grand pour les méthodes de vérification
énumérative, la vérification à l’exécution couplée à DLC offre un moyen d’obtenir une
implémentation distribuée dont chaque exécution peut être validée. Nous envisageons aussi
de coupler la détection d’une violation de propriété avec le déclenchement d’une nouvelle
fonction crochet, qui pourrait entraîner l’arrêt d’urgence de l’implémentation.
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Applications pratiques
Nous considérons que la mise à disposition du rendez-vous multiple comme primitive d’in-
teraction facilite la programmation concurrente. En effet, plusieurs problèmes classiques,
tels qu’une barrière de synchronisation, l’élection d’un leader, ou une diffusion ordonnée de
messages, se résolvent de manière directe à l’aide du rendez-vous multiple. Il nous semble
intéressant d’explorer plus généralement comment cette primitive peut être mise à profit
dans la conception de systèmes concurrents.
En particulier, un des domaines d’application pratique est la réalisation de méthodes de
vérification énumérative qui soient distribuées. Ces méthodes permettent de traiter de
grands espaces d’états en exploitant les ressources de plusieurs machines. Elles sont cepen-
dant complexes, et difficiles à implémenter correctement. DLC offre un moyen d’utiliser
LNT lors du développement de méthodes de vérification distribuées, ce qui permet de bé-
néficier d’un langage formel et d’une abstraction de haut niveau, à travers le rendez-vous
multiple, pour spécifier les interactions entre processus.
Enfin, nous pensons que DLC permet de favoriser l’utilisation des méthodes formelles. Les
ingénieurs de l’industrie font régulièrement la remarque que lorsqu’une méthode formelle
est appliquée à un modèle, elle n’offre alors pas de garantie sur l’implémentation réelle. Un
ingénieur peut maintenant profiter de LNT et de sa syntaxe proche des langages d’implé-
mentation pour modéliser un système concurrent, puis exploiter les outils de CADP pour
conduire des vérifications formelles sur ce système, et enfin obtenir automatiquement une
implémentation distribuée grâce à DLC.
Annexe A
Vérification de protocole de
synchronisation
Dans cette annexe, nous présentons les sources liées à notre méthode de vérification. La pre-
mière section comporte la spécification LNT du protocole de synchronisation. La seconde
section contient le script SVL qui décrit le flot de vérification de notre méthode.
A.1 Spécification LNT du protocole utilisé dans DLC
Nous présentons ici toute la partie générique de la spécification LNT du protocole de
synchronisation. Les parties qui ne sont pas présentées ici sont celles qui dépendent du
système sur lequel notre méthode est appliquée, notamment l’espace d’états des tâches et
la composition parallèle générale, comme nous l’avons vu à la section 5.1.
A.1.1 Types de données
Les types de données s’appuyent sur l’existence d’un type “DLC_ID” qui contient les iden-
tifiants des tâches et des portes. Ce type est défini automatiquement à partir du système,
et il contient toujours le constructeur “DLC_NULL_ID”.
Les autres types sont définis de la manière suivante :
1 type nat_set is
2 set of nat
3 with "length", "access", "member"
4 end type
5
6 type id_set is
155
156 Chapitre A. Vérification de protocole de synchronisation
7 sorted set of DLC_ID
8 with "head", "length", "access", "member", "diff", "union", "remove", "empty", " inter "
9 end type
10
11 type sync_vect_list is
12 list of id_set
13 with "head", "access", "length"
14 end type
15
16 type sync_map_entry is
17 sync_map_entry (gate : DLC_ID, vect_list : sync_vect_list )
18 with "get"
19 end type
20
21 type sync_map is
22 list of sync_map_entry
23 with "access", "length"
24 end type
25
26 type dlc_action is
27 action (gate : DLC_ID)
28 with "get", "=="
29 end type
30
31 type action_set is
32 set of dlc_action
33 with "length", "access", "member"
34 end type
35
36 type transition is
37 nil_transition ,
38 transition (action : dlc_action , next_states : nat_set)
39 with "get", "=="
40 end type
41
42 type transition_list is
43 list of transition
44 end type
45
46 type state is
47 nil_state ,
48 state ( id : nat, transitions : transition_list )
49 with "get"
50 end type
51
52 type state_list is
53 list of state
54 end type
55
56 type lock is
57 lock (action : dlc_action , index : nat, path : id_set , confirm : bool, purge : id_set)
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58 with "get", "set"
59 end type
60
61 type lock_list is
62 list of lock
63 with "empty", "append", "head", "length", "access", " tail "
64 end type
65
66 type message is
67 READY (autolocked : bool),
68 LOCK (lock : lock),
69 COMMIT,
70 COMMIT (purge : id_set),
71 ABORT,
72 ABORT (purge : id_set)
73 end type
74
75 type message_list is
76 list of message
77 with "append", "head", " tail ", "length", "empty"
78 end type
79
80 type arrival is
81 arrival (action : dlc_action , arrival : nat)
82 with "get"
83 end type
84
85 type arrival_list is
86 list of arrival
87 with "access", "length"
88 end type
89
90 type gate_state is
91 idle ,
92 dealing
93 with "=="
94 end type
95
96 type manager_state is
97 free ,
98 locked ,
99 autolock_free ,
100 autolock_locked
101 with "==", "!="
102 end type
A.1.2 Fonctions
Les fonctions sont définies de la manière suivante :
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1 function find_state (space : state_list , id : nat) : state is
2 case space in
3 var i : nat, tra : transition_list , tail : state_list in
4 {} −> return nil_state
5 | cons(state ( i , tra ), any state_list ) where i == id −>
6 return state ( i , tra)
7 | cons (any state , tail ) −>
8 return find_state ( tail , id)
9 end case
10 end function
11
12 function find_transition ( tl : transition_list , act : dlc_action) : transition is
13 case tl in
14 var a : dlc_action , nl : nat_set, tail : transition_list in
15 {} −> return nil_transition
16 | cons ( transition ( a, nl ), any transition_list ) where a == act −>
17 return transition (a, nl)
18 | cons (any transition , tail ) −>
19 return find_transition ( tail , act)
20 end case
21 end function
22
23 function get_next(space : state_list , id : nat, action : dlc_action) : nat_set is
24 var t : transition in
25 t := find_transition ( get_transitions ( find_state (space, id )), action) ;
26 if t == nil_transition then
27 return {}
28 else
29 return get_next_states (t)
30 end if
31 end var
32 end function
33
34 function collect_action ( tl : transition_list , al : action_set ) : action_set is
35 case tl in
36 var act : dlc_action , tail : transition_list in
37 {} −> return al
38 | cons ( transition (act , any nat_set) , tail ) −>
39 return collect_action ( tail , insert (act , al ))
40 | cons ( nil_transition , tail ) −>
41 −− should never happen, remove compiler warning
42 return collect_action ( tail , al )
43 end case
44 end function
45
46 function possible_actions (space : state_list , id : nat) : action_set is
47 return collect_action ( get_transitions ( find_state (space, id )), {})
48 end function
49
50 function extract_gate (al : action_set , gl : id_set) : id_set is
51 case al in
A.1. Spécification LNT du protocole utilisé dans DLC 159
52 var g : DLC_ID, tail : action_set in
53 {} −> return gl
54 | cons (action (g), tail ) −>
55 return extract_gate ( tail , insert (g, gl ))
56 end case
57 end function
58
59 function arrival_state (dl : arrival_list , act : dlc_action) : nat
60 raises action_not_found : none
61 is
62 var n : nat in
63 for n := 1 while n <= length (dl) by n := n+1 loop
64 if get_action (access (dl , n)) == act then
65 return get_arrival (access (dl , n))
66 end if
67 end loop;
68 raise action_not_found
69 end var
70 end function
71
72 function isin (vect , rdytask : id_set) : bool is
73 var n : nat in
74 for n := 1 while n <= length (vect) by n := n+1 loop
75 if not (member (access (vect, n), rdytask)) then
76 return false
77 end if
78 end loop ;
79 return true
80 end var
81 end function
82
83 function possible_rdv (rdytask : id_set , vectors : sync_vect_list ) : bool is
84 var vect : id_set , n : nat in
85 for n := 1 while n <= length (vectors) by n := n+1 loop
86 vect := (access ( vectors , n));
87 if isin (vect , rdytask) then
88 return true
89 end if
90 end loop ;
91 return false
92 end var
93 end function
94
95 function list_rdv_index (rdytask : id_set , vectors : sync_vect_list ) : nat_set is
96 var vect : id_set , n : nat, result : nat_set in
97 result := {};
98 for n := 1 while n <= length (vectors) by n := n+1 loop
99 vect := (access ( vectors , n));
100 if isin (vect , rdytask) then
101 result := insert (n, result )
102 end if
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103 end loop ;
104 return result
105 end var
106 end function
107
108 function lock_state (inout manager : manager_state) raises invalid_state : none is
109 case manager in
110 free −> manager := locked
111 | autolock_free −> manager := autolock_locked
112 | any −> raise invalid_state
113 end case
114 end function
115
116 function get_sync_vect (lock : lock , gsm : sync_map) : id_set is
117 var g : DLC_ID, n, index : nat in
118 g := get_gate (get_action (lock ));
119 index := get_index (lock );
120 for n := 1 while n <= length (gsm) by n := n+1 loop
121 if get_gate (access (gsm, n)) == g then
122 return access ( get_vect_list ( access (gsm, n)), index)
123 end if
124 end loop ;
125 return {} of id_set
126 end var
127 end function
128
129 function next_task ( task : DLC_ID, vect : id_set) : DLC_ID is
130 var n : nat in
131 for n := 1 while n < length (vect) by n := n+1 loop
132 if task == access (vect, n) then
133 return access (vect , n+1)
134 end if
135 end loop ;
136 return DLC_NULL_ID
137 end var
138 end function
139
140 function update_purge (in out purgel : id_list , purge : id_list , in out autolock : id_set) is
141 var id : DLC_ID, newpurge : id_list in
142 purgel := union (purgel , purge);
143 newpurge := {};
144 while not (empty (purgel)) loop
145 id := head (purgel );
146 if member (id, autolock) then
147 autolock := remove (id, autolock)
148 else
149 newpurge := cons (id, newpurge)
150 end if ;
151 purgel := tail (purgel)
152 end loop;
153 purgel := newpurge
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154 end var
155 end function
A.1.3 Canaux de communications (channels)
Les canaux de communications sont définis de la manière suivante :
1 channel com is
2 (DLC_ID, message)
3 end channel
4
5 channel annonce is
6 (DLC_ID, id_set)
7 end channel
A.1.4 Spécification des processus
Processus buffer
Un processus buffer est spécifié de la manière suivante :
1 function BUFSIZE : nat is
2 return 1
3 end function
4
5 process BUFFER [GETFROM, SENDTO : com] (from, to : DLC_ID) is
6 var
7 msg : message,
8 mq : message_list
9 in
10 mq := {};
11 loop
12 select
13 only if length (mq) < BUFSIZE then
14 GETFROM (to, ?msg);
15 mq := append (msg, mq)
16 end if
17 []
18 only if not (empty (mq)) then
19 SENDTO (from, head (mq));
20 mq := tail (mq)
21 end if
22 end select
23 end loop
24 end var
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25 end process
Processus porte
Le comportement d’une porte est spécifié de la manière suivante :
1 process GATE [SEND, RECV : com, ACTION, HOOK_REFUSE : annonce]
2 (gate : DLC_ID, vectors : sync_vect_list )
3 is
4 var
5 state : gate_state, −− etat de la porte
6 readyset : id_set , −− taches pretes
7 autolock : id_set , −− taches autoverrouillees
8 dealreadyset : id_set , −− taches pretes pdt une negociation
9 dealautolock : id_set , −− taches autoverrouillees pdt une negociation
10 dealvect : id_set , −− vecteur de synchro de la negociation
11 dealindex : nat, −− index du vecteur de negociation
12 dealpath : id_set , −− chemin de verrouillage
13 purgelist : id_list , −− le prochain rdy( lck) devient rdy
14 −− variables de stockage temporaire
15 n : nat,
16 task : DLC_ID,
17 lock : lock ,
18 confirm : bool,
19 purge : id_list ,
20 autolocked : bool,
21 vectindexes : nat_set
22 in
23 −− initialisation
24 state := idle ;
25 readyset := {};
26 autolock := {};
27 dealreadyset := {};
28 dealautolock := {};
29 dealvect := {};
30 purgelist := {};
31 dealpath := {}; −− evite une erreur de compilation ’non init ’
32
33 −− boucle principale
34 loop
35 select
36 −− Recoit un message READY
37 RECV (?task, ?READY (autolocked));
38
39 if member (task, purgelist ) and (autolocked) then
40 purgelist := delete (task , purgelist );
41 −− ignore l’auto−verrouillage
42 autolocked := false
43 end if ;
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44
45 if state == dealing then
46 dealreadyset := insert (task , dealreadyset );
47 if autolocked then
48 dealautolock := insert (task , dealautolock)
49 end if
50 else
51 readyset := insert (task , readyset );
52 if autolocked then
53 autolock := insert (task , autolock)
54 end if
55 end if
56
57 []
58 −− Commence une negociation
59 only if ( state == idle) and (possible_rdv (readyset , vectors )) then
60 vectindexes := list_rdv_index (readyset , vectors );
61 −− Choisi au hasard parmi les synchros possibles
62 dealindex := any nat where member (dealindex, vectindexes);
63 dealvect := access ( vectors , dealindex );
64 dealpath := diff (dealvect , autolock );
65 if empty (dealpath) then
66 −− Toutes les taches sont autoverrouillees
67 select
68 −− Refuse l’action pour des raisons externes
69 HOOK_REFUSE (gate, dealvect)
70 []
71 −− Accepte l’action et diffuse le resultat
72 ACTION (gate, dealvect);
73 for n := 1 while n <= length (dealvect) by n := n+1 loop
74 SEND (access (dealvect, n), COMMIT)
75 end loop;
76 readyset := diff (readyset , dealvect );
77 autolock := diff (autolock, dealvect )
78 end select
79 else
80 task := head (dealpath );
81 −− La necessite d’une confirmation est choisie au hasard
82 confirm := any bool;
83 SEND (task, LOCK (lock (action(gate), dealindex , dealpath,
84 confirm, {})));
85 −− Passe dans l’etat negociation
86 dealreadyset := {};
87 dealautolock := {};
88 state := dealing
89 end if
90 end if
91 []
92 −− Recoit un message COMMIT
93 only if state == dealing then
94 RECV (?task, ?COMMIT (purge) of message);
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95
96 readyset := diff (readyset , dealvect );
97 readyset := union (readyset , dealreadyset );
98 readyset := remove (task, readyset );
99 −− idem pour autolock
100 autolock := diff (autolock, dealvect );
101 autolock := union (autolock, dealautolock );
102 autolock := remove (task, autolock );
103
104 eval update_purge (!?purgelist , purge, !?autolock);
105 state := idle
106 end if
107 []
108 −− Recoit un message ABORT
109 only if state == dealing then
110 RECV (?task, ?ABORT (purge) of message);
111
112 readyset := remove (task, readyset );
113 readyset := union (readyset , dealreadyset );
114 −− idem pour autolock
115 autolock := remove (task, autolock );
116 autolock := union (autolock, dealautolock );
117
118 eval update_purge (!?purgelist , purge, !?autolock);
119 state := idle
120 end if
121 []
122 −− Recoit un message LOCK
123 only if state == dealing then
124 RECV (?task, ? LOCK (lock) of message);
125 select
126 HOOK_REFUSE (gate, dealvect);
127 for n := 1 while n <= length (dealpath) by n := n+1 loop
128 SEND (access (dealpath, n), ABORT)
129 end loop;
130 −− update idem qu’a la reception d’un ABORT
131 readyset := union (readyset , dealreadyset );
132 autolock := union (autolock, dealautolock)
133
134 []
135 ACTION (gate, dealvect);
136 for n := 1 while n <= length (dealvect) by n := n+1 loop
137 SEND (access (dealvect, n), COMMIT)
138 end loop;
139
140 readyset := diff (readyset , dealvect );
141 readyset := union (readyset , dealreadyset );
142 readyset := remove (task, readyset );
143 −− idem pour autolock
144 autolock := diff (autolock, dealvect );
145 autolock := union (autolock, dealautolock );
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146 autolock := remove (task, autolock)
147
148 end select;
149
150 eval update_purge (!?purgelist , lock .purge, !?autolock);
151 state := idle
152 end if
153 end select
154 end loop
155 end var
156 end process
Processus manager
Le comportement d’un manager est spécifié de la manière suivante :
1 process MANAGER [SEND, RECV : com, ACTION : annonce]
2 (task : DLC_ID, statespace : state_list , map : sync_map)
3 is
4 var
5 manager : manager_state, −− etat du manager
6 actions : action_set , −− actions possibles pour la tache
7 arriv_list : arrival_list , −− liste de paires (action , destination )
8 taskstate : nat, −− etat courant de la tache
9 waitlock : lock_list , −− verrous en attente
10 lock : lock , −− verrou actif
11 action : dlc_action , −− prochaine action a realiser
12 internal : bool, −− une action interne est possible
13 sigpurge : bool, −− on doit se signaler a la purge
14 −− variables de stockage temporaire
15 n : nat,
16 l : lock ,
17 to, gate : DLC_ID,
18 vect : id_set
19 in
20 −− initialisation
21 taskstate := 0;
22 waitlock := {};
23
24 −− boucle principale
25 loop
26 −− Reinitialisation du manager
27 manager := free ;
28 internal := false ;
29 −− Evite les warnings du compilateur
30 action := action (DLC_NULL_ID);
31 sigpurge := false ;
32
33 −− Recupere les actions possibles pour la tache
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34 actions := possible_actions ( statespace , taskstate );
35
36 −− Choix externe : quand une meme action peut mener a des etats
37 −− differents , il faut choisir ∗avant∗ la negociation quel etat
38 −− sera atteint si cette action a lieu .
39 arriv_list := {};
40 for n := 1 while n <= length(actions) by n := n+1 loop
41 var dest_set : nat_set, dest : nat, act : dlc_action in
42 act := access ( actions , n);
43 dest_set := get_next (statespace , taskstate , act );
44 −− on choisi un etat d’ arrivee au hasard
45 dest := any nat where member (dest, dest_set);
46 arriv_list := cons ( arrival (act , dest ), arriv_list )
47 end var
48 end loop;
49
50 if (length ( actions ) == 1)
51 and ((get_gate (access ( actions , 1))) != DLC_GATE_I)
52 then
53 −− Autoverrouillage
54 action := access ( actions , 1);
55 SEND (action.gate, READY (true));
56 manager := autolock_free;
57 sigpurge := true
58 else
59 for n := 1 while n <= length (actions) by n := n+1 loop
60 gate := get_gate (access ( actions , n));
61 if (gate == DLC_GATE_I) then
62 internal := true
63 else
64 SEND (gate, READY (false))
65 end if
66 end loop
67 end if ;
68
69 −− Boucle de negociation
70 loop NEGOCIATION in
71 select
72 −− Recoit un message LOCK
73 RECV (? any DLC_ID, ?LOCK (l) of message);
74 waitlock := append (l , waitlock)
75 []
76 −− Traitement du plus vieux verrou en attente
77 only if not (empty (waitlock))
78 and ((manager == free) or (manager == autolock_free))
79 then
80 lock := head (waitlock );
81 waitlock := tail (waitlock );
82
83 if member (lock.action, actions ) then
84
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85 −− on se signale au plus une fois à purger
86 if (manager == autolock_free) and (sigpurge) then
87 lock := lock.{purge => cons (task, lock .purge)};
88 sigpurge := false
89 end if ;
90
91 action := lock . action ;
92 if task == access (lock.path, length (lock .path)) then
93 −− Fin du chemin de verrouillage
94 if lock .confirm then
95 −− Demande confirmation a la porte
96 SEND (lock.action.gate, LOCK (lock));
97 eval lock_state (!?manager)
98 else
99 −− Conclut la negociation
100 vect := get_sync_vect (lock, map);
101 ACTION (lock.action.gate, vect );
102 SEND (lock.action.gate, COMMIT (lock.purge));
103 for n := 1 while n <= length(vect) by n := n+1 loop
104 to := access(vect , n);
105 if to != task then
106 SEND (to, COMMIT)
107 end if
108 end loop;
109 break NEGOCIATION
110 end if
111 else
112 −− Transmission du verrou
113 to := next_task (task , lock .path);
114 SEND (to, LOCK (lock));
115 eval lock_state (!?manager)
116 end if
117 else
118 −− Refus du verrou
119 SEND (lock.action.gate, ABORT (lock.purge));
120 for n := 1 while n <= length (lock.path) by n := n+1 loop
121 to := access (lock .path, n);
122 if to < task then
123 SEND (to, ABORT)
124 end if
125 end loop
126 end if
127 end if
128 []
129 −− Reception d’un message COMMIT
130 only if manager != free then
131 RECV (? any DLC_ID, COMMIT);
132 break NEGOCIATION
133 end if
134
135 []
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136 −− Reception d’un message ABORT
137 only if (manager == locked) or (manager == autolock_locked) then
138 RECV (? any DLC_ID, ABORT);
139 if manager == locked then
140 manager := free
141 elsif manager == autolock_locked then
142 manager := autolock_free
143 end if
144 end if
145 []
146 −− Decide d’effectuer une action interne
147 only if (manager == free) and (internal) then
148 ACTION (DLC_GATE_I, {task} of id_set);
149 action := action (DLC_GATE_I);
150 break NEGOCIATION
151 end if
152 end select
153 end loop; −− Fin de boucle NEGOCIATION
154
155 −− Refus des verrous en attente
156 while not (empty (waitlock)) loop
157 l := head (waitlock );
158 waitlock := tail (waitlock );
159 SEND (l.action.gate, ABORT (l.purge));
160 for n := 1 while n < length ( l .path) by n := n+1 loop
161 to := access ( l .path, n);
162 if to < task then
163 SEND (to, ABORT)
164 end if
165 end loop
166 end loop;
167
168 −− Recupere l’etat d’ arrivee choisi pour l ’ action effectuee
169 taskstate := arrival_state ( arriv_list , action)
170
171 end loop −− Fin de boucle principale
172 end var
173 end process
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A.2 Script de vérification SVL
Le script SVL qui définit le scénario de notre méthode de vérification est le suivant :
1 −− Génération d’espaces d’états
2
3 −− La version "detail " est utilisée pour obtenir des diagnostiques détaillés
4 "detail_implem.bcg" = strong reduction of "implem.lnt";
5
6 "implem.bcg" = strong reduction of
7 gate hide all but "ACTION" in "detail_implem.bcg";
8
9 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
10 −− Vérification par équivalence
11
12 −− Prépare les espaces d’ états pour la comparaison
13 "equivalence_implem.bcg" = total rename "ACTION !DLC_GATE_\([^ ]*\) .*" −> "\1"
14 in "implem.bcg";
15 "equivalence_spec.bcg" = total rename "i" −> "I", "exit" −> "EXIT"
16 in "spec.bcg";
17
18 property Equivalence (RELATION, RESULT)
19 "Specification and implementation are $RELATION equivalent."
20 is
21 % DEFAULT_COMPARISON_RELATION="$RELATION"
22 "$RELATION.bcg" = comparison "equivalence_spec.bcg" == "equivalence_implem.bcg";
23 result "$RESULT"
24 expected TRUE
25 end property
26
27 check Equivalence ("strong", "result_strong");
28 % if [ $result_strong = FALSE ] ; then
29 check Equivalence ("trace", "result_trace");
30 check Equivalence ("branching", "result_branching");
31 % if [ $result_branching = FALSE ] ; then
32 check Equivalence ("tau*.a", "result_taustar");
33 check Equivalence ("observational", "result_observational");
34 % if [ $result_taustar = FALSE −a $result_observational = FALSE ] ; then
35 check Equivalence ("safety", "result_safety");
36 % fi
37 % fi
38 % if [ $result_branching = FALSE −a $result_trace = FALSE ] ; then
39 check Equivalence ("weak trace", "result_weaktrace");
40 % fi
41 % fi
42
43 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
44 −− Livelock
45
46 "livelock_implem.bcg" = divbranching reduction of
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47 gate hide all but "ACTION", "HOOK_REFUSE" in "detail_implem.bcg";
48
49 property Absence_Livelock
50 "There is no livelock due to the protocol."
51 is
52 "livelock.bcg" = livelock of "livelock_implem.bcg";
53 result RESULT_LIVELOCK
54 expected FALSE
55 end property
56
57 −− En cas de livelock , produire un diagnostic détaillé et terminer
58 % if [ $RESULT_LIVELOCK != FALSE ]
59 % then
60 property Detailed_Livelock_Diagnostic
61 "A livelock was detected, produce a detailed counter-example"
62 is
63 "detail_livelock.bcg" = "detail_implem.bcg"
64 |= using bfs with evaluator4
65 <true∗> < not (’ACTION .*’ or ’HOOK_REFUSE .*’) > @;
66 expected TRUE
67 end property
68 % echo ""
69 % echo "WARNING: protocol livelock detected, abort verification script"
70 % exit 0
71 % fi
72
73 (∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗)
74 −− Deadlock
75
76 property Absence_Deadlock
77 "There is no deadlock due to the protocol."
78 is
79 "implem.bcg" |=
80 [ true∗ ] (
81 ( < not (’ACTION .*’) ∗ > [true] false )
82 implies
83 [ true∗ . ’ACTION .*’ ] false
84 );
85 result RESULT_DEADLOCK
86 expected TRUE
87 end property
88
89 −− En cas de deadlock, produire un diagnostic détaillé et terminer
90 % if [ $RESULT_DEADLOCK != TRUE ]
91 % then
92 property Detailed_Deadlock_Diagnostic
93 "A deadlock was detected, produce a detailed counter-example"
94 is
95 "detail_deadlock.bcg" = "detail_implem.bcg" |= using bfs
96 [ true∗ ] (
97 ( < not (’ACTION .*’) ∗ > [true] false )
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98 implies
99 [ true∗ . ’ACTION .*’ ] false
100 );
101 expected FALSE
102 end property
103 % echo ""
104 % echo "WARNING: protocol deadlock detected, abort verification script"
105 % exit 0
106 % fi
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Annexe B
Spécification de l’algorithme de
consensus Raft
Dans cette annexe, nous présentons la spécification LNT de l’algorithme Raft.
Types de données
Les types de données sont définis de la manière suivante :
1 −− Commandes du service
2 type command is
3 read,
4 writeFalse ,
5 writeTrue ,
6 empty_command −− pour les pulsations heartbeat
7 end type
8
9 type entry is
10 entry(term : nat, cmd : command)
11 with "get"
12 end type
13
14 type entry_list is
15 list of entry
16 with "access", "append", "head", " tail "
17 end type
18
19 −− 3 servers configuration
20 type serverID is
21 range 1 .. 3 of nat
22 with "==","!=","<=","val","ord"
23 end type
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24
25 type bool_array is
26 array [0 .. 2] of bool
27 end type
28
29 type nat_array is
30 array [0 .. 2] of nat
31 end type
32
33 type serverState is
34 follower , candidate , leader
35 with "=="
36 end type
37
38 type voteID is
39 nil ,
40 voteID (s : serverID)
41 with "=="
42 end type
43
44 type message is
45 RequestVoteRequest (to : serverID , term, lastLogIndex , lastLogTerm : nat),
46 RequestVoteResponse (to : serverID , term : nat, voteGranted : bool),
47 AppendEntryResponse (to : serverID, term : nat, success : bool, matchIndex : nat),
48 AppendEntryRequest (to : serverID , term, prevLogIndex, prevLogTerm, entryTerm : nat,
49 entryCommand : command, leaderCommit : nat)
50 end type
51
52 type message_list is
53 list of message
54 with "append", "empty", "head", " tail "
55 end type
56
57 type client_reply is
58 ok, fail
59 end type
Canaux de communication (channels)
Les channels sont définis de la manière suivante :
1 channel RaftRPC is
2 ( serverID , serverID , nat, nat, nat), −− Vote Request
3 ( serverID , serverID , nat, bool), −− Vote Response
4 ( serverID , serverID , nat, nat, nat, nat, command, nat), −− AppendEntry Request
5 ( serverID , serverID , nat, bool, nat) −− AppendEntry Response
6 end channel
7
8 channel Client is
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9 (command), (client_reply, bool)
10 end channel
11
12 channel Leader is
13 ( serverID , nat)
14 end channel
Fonctions
Les fonctions sont définis de la manière suivante :
1 function LastTerm(log : entry_list , logLength : nat) : nat is
2 if logLength == 0 then
3 return 0
4 else
5 return get_term (access (log , logLength))
6 end if
7 end function
8
9 function UpdateTerm (mTerm : nat, inout currentTerm : nat,
10 inout state : serverState , inout votedFor : voteID)
11 is
12 if mTerm > currentTerm then
13 currentTerm := mTerm ;
14 state := follower ;
15 votedFor := nil
16 else
17 −− no change, just remove compiler warning
18 state := state ;
19 votedFor := votedFor
20 end if
21 end function
22
23 function majorityAgree(index : nat, matchIndex : nat_array) : bool is
24 var n, nbagree : nat in
25 −− start nbagree at one since the caller always agree, but its own
26 −− matchIndex is zero
27 nbagree := 1;
28 for n := 0 while n < maxServer by n := n + 1 loop
29 if index <= matchIndex[n] then
30 nbagree := nbagree + 1
31 end if
32 end loop;
33 return nbagree >= majority
34 end var
35 end function
36
37 function maxAgreeIndex(lengthLog : nat, matchIndex : nat_array) : nat is
38 var index : nat in
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39 index := lengthLog ;
40 while not(majorityAgree(index , matchIndex)) loop
41 index := index − 1
42 end loop;
43 return index
44 end var
45 end function
46
47 function AdvanceCommitIndex (state : serverState , currentTerm : nat,
48 log : entry_list , logLength : nat, matchIndex : nat_array,
49 inout commitIndex : nat)
50 is
51 var index : nat in
52 if state == leader then
53 index := maxAgreeIndex(logLength, matchIndex);
54 if (index > 0) and (get_term (access (log , index)) == currentTerm) then
55 commitIndex := index
56 else
57 −− remove compiler warning
58 commitIndex := commitIndex
59 end if
60 end if
61 end var
62 end function
63
64 function BroadcastAppendEntryRequests (self : serverID , log : entry_list ,
65 logLength : nat, nextIndex : nat_array, currentTerm, commitIndex : nat,
66 inout buf : message_list)
67 is
68 var
69 n, prevLogIndex, prevLogTerm, entryTerm, lastEntry : nat,
70 entryCommand : command
71 in
72 for n := 1 while n < maxServer by n := n + 1 loop
73 if n != ord ( self ) then
74 prevLogIndex := nextIndex[n] − 1;
75 if prevLogIndex > 0 then
76 prevLogTerm := get_term (access (log, prevLogIndex))
77 else
78 prevLogTerm := 0
79 end if ;
80 lastEntry := min (logLength, nextIndex[n]+1);
81 if (nextIndex[n] > logLength) −− follower is up−to−date
82 or (logLength == 0) −− log is empty
83 then
84 −− just send empty entry as a heartbeat
85 entryTerm := 0;
86 entryCommand := empty_command
87 else
88 entryTerm := get_term (access (log , nextIndex[n ]));
89 entryCommand := get_cmd (access (log, nextIndex[n]))
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90 end if ;
91 buf := append (AppendEntryRequest (val (n), currentTerm, prevLogIndex,
92 prevLogTerm, entryTerm, entryCommand, min (commitIndex, lastEntry)), buf)
93 end if
94 end loop
95 end var
96 end function
Processus serveur
Enfin, le comportement d’un serveur est spécifié de la manière suivante :
1 process RAFT_SERVER [
2 COM : RaftRPC,
3 LEADER : Leader,
4 RESTART : any,
5 TIMEOUT : any,
6 CLIENT : Client ]
7 ( self : serverID)
8 is
9 var
10 −− persistent ( survive a restart )
11 currentTerm : nat,
12 votedFor : voteID,
13 log : entry_list ,
14 logLength : nat,
15
16 −− volatile ( reset at restart )
17 state : serverState ,
18 commitIndex : nat,
19 votesGranted : nat, −− is an array in the TLA+ spec
20 votesResponded : bool_array,
21 nextIndex : nat_array,
22 matchIndex : nat_array,
23
24 −− helpers
25 lastApplied : nat,
26 n : nat,
27 logOK, grant : bool,
28 index , currentMatchIndex : nat,
29
30 −− client
31 clientbusy : bool,
32 clientindex : nat,
33
34 −− store
35 store : bool,
36 cmd : command,
37
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38 −− to decompose messages
39 mFrom : serverID,
40 mTerm, mLastLogIndex, mLastLogTerm, mMatchIndex : nat,
41 mPrevLogIndex, mPrevLogTerm, mEntryTerm, mLeaderCommit : nat,
42 mEntryCommand : command,
43 mVoteGranted, mSuccess : bool,
44 buf : message_list
45 in
46
47 −− Initialisation
48 currentTerm := 0;
49 votedFor := nil ;
50 state := follower ;
51 log := {};
52 logLength := 0;
53 commitIndex := 0;
54 votesGranted := 0;
55 votesResponded := bool_array ( false );
56 nextIndex := nat_array (1);
57 matchIndex := nat_array (0);
58 lastApplied := 0;
59 buf := {};
60 clientbusy := false ;
61 clientindex := 0;
62 store := false ; −− default value
63
64 −− Main loop
65 loop
66 select
67 −− Restart
68 RESTART (self);
69 if clientbusy then
70 CLIENT (fail, false );
71 clientbusy := false
72 end if ;
73 state := follower ;
74 votesResponded := bool_array ( false );
75 votesGranted := 0;
76 nextIndex := nat_array (1);
77 matchIndex := nat_array (0);
78 commitIndex := 0;
79 lastApplied := 0;
80 store := false ;
81 buf := {}
82 []
83 −− Become candidate
84 only if ( state == follower) or ( state == candidate) then
85 TIMEOUT (4 of int, self);
86 state := candidate;
87 currentTerm := currentTerm + 1;
88 −− DIFF TLA: vote directly for myself
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89 votedFor := voteID ( self );
90 votesResponded := bool_array ( false );
91 votesGranted := 1;
92
93 for n := 1 while n < maxServer by n := n+1 loop
94 if n != ord ( self ) then
95 buf := append (RequestVoteRequest (val (n), currentTerm,
96 logLength, LastTerm (log, logLength)), buf)
97 end if
98 end loop
99 end if
100 []
101 −− Handle RequestVote request
102 COM (?mFrom, self, ?mTerm, ?mLastLogIndex, ?mLastLogTerm);
103
104 if mTerm > currentTerm and clientbusy then
105 CLIENT (fail, false );
106 clientbusy := false
107 end if ;
108 eval UpdateTerm (mTerm, !?currentTerm, !?state, !?votedFor);
109
110 logOK := (mLastLogTerm > LastTerm (log, logLength)) or
111 ((mLastLogTerm == LastTerm (log, logLength)) and
112 (mLastLogIndex >= logLength));
113
114 grant := (mTerm == currentTerm)
115 and (logOK)
116 and ( (votedFor == nil)
117 or (votedFor == voteID (mFrom)) );
118
119 if grant then
120 votedFor := voteID (mFrom)
121 end if ;
122 buf := append (RequestVoteResponse (mFrom, currentTerm, grant), buf)
123 []
124 −− Handle RequestVote response
125 COM (?mFrom, self, ?mTerm, ?mVoteGranted);
126
127 if mTerm >= currentTerm then
128 if mTerm > currentTerm and clientbusy then
129 CLIENT (fail, false );
130 clientbusy := false
131 end if ;
132 eval UpdateTerm (mTerm, !?currentTerm, !?state, !?votedFor);
133 −− only a candidate care about a vote response
134 if ( state == candidate) and mVoteGranted then
135 votesGranted := votesGranted + 1;
136 votesResponded[ord (mFrom)] := true;
137
138 −− Become leader
139 if (votesGranted >= majority) then
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140 LEADER (self, currentTerm);
141 state := leader ;
142 nextIndex := nat_array (logLength+1);
143 matchIndex := nat_array (0)
144 end if
145
146 end if
147 end if
148 []
149 −− Append entry
150 only if ( state == leader) then
151 TIMEOUT (1 of int);
152 eval BroadcastAppendEntryRequests (self, log , logLength, nextIndex ,
153 currentTerm, commitIndex, !?buf)
154 end if
155 []
156 −− Client request
157 only if ( state == leader) and not ( clientbusy ) then
158 CLIENT (?cmd);
159 logLength := logLength+1;
160 log := append (entry (currentTerm, cmd), log );
161 clientbusy := true ;
162 clientindex := logLength;
163
164 eval BroadcastAppendEntryRequests (self, log , logLength, nextIndex ,
165 currentTerm, commitIndex, !?buf)
166 end if
167 []
168 −− Handle AppendEntry request
169 COM (?mFrom, self, ?mTerm, ?mPrevLogIndex, ?mPrevLogTerm,
170 ?mEntryTerm, ?mEntryCommand, ?mLeaderCommit);
171
172 if mTerm > currentTerm and clientbusy then
173 CLIENT (fail, false );
174 clientbusy := false
175 end if ;
176 eval UpdateTerm (mTerm, !?currentTerm, !?state, !?votedFor);
177
178 logOK := (mPrevLogIndex == 0)
179 or ( (mPrevLogIndex > 0)
180 and (mPrevLogIndex <= logLength)
181 and (mPrevLogTerm ==
182 get_term (access (log , mPrevLogIndex))) );
183
184 if (not (logOK)) or (mTerm < currentTerm) then
185 −− reject request
186 buf := append (AppendEntryResponse(mFrom, currentTerm, False, 0 of nat), buf)
187 else
188 −− accept request
189 index := mPrevLogIndex + 1;
190 if (mEntryTerm == 0) then
181
191 −− heartbeat
192 currentMatchIndex := mPrevLogIndex
193 else
194 −− real entry, remove the log tail if conflict
195 if (logLength >= index)
196 and (get_term (access (log , index)) != mEntryTerm)
197 then
198 var newlog : entry_list in
199 logLength := min (logLength, mPrevLogIndex);
200 newlog := {};
201 for n := 1 while n <= logLength by n := n+1 loop
202 newlog := append (head (log), newlog);
203 log := tail (log)
204 end loop;
205 log := newlog
206 end var
207 end if ;
208 −− append entry
209 if logLength == mPrevLogIndex then
210 logLength := logLength+1;
211 log := append (entry (mEntryTerm, mEntryCommand), log)
212 end if ;
213 −− always one entry
214 currentMatchIndex := mPrevLogIndex + 1
215 end if ;
216 commitIndex := mLeaderCommit;
217 buf := append (AppendEntryResponse(mFrom, currentTerm, True,
218 currentmatchIndex), buf)
219 end if
220 []
221 −− apply commands
222 only if ( lastApplied < commitIndex) and (lastApplied < logLength) then
223 lastApplied := lastApplied + 1;
224 case get_cmd (access (log, lastApplied )) of command in
225 writeFalse −> store := false
226 | writeTrue −> store := true
227 | read −> null
228 end case;
229 if clientbusy and ( clientindex == lastApplied) then
230 CLIENT (ok, store);
231 clientbusy := false
232 end if
233 end if
234 []
235 −− Handle AppendEntry response
236 COM (?mFrom, self, ?mTerm, ?mSuccess, ?mMatchIndex);
237
238 if mTerm >= currentTerm then
239 if mTerm > currentTerm and clientbusy then
240 CLIENT (fail, false );
241 clientbusy := false
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242 end if ;
243 eval UpdateTerm (mTerm, !?currentTerm, !?state, !?votedFor);
244 if state == leader then
245 if mSuccess then
246 nextIndex[ord (mFrom)] := mMatchIndex + 1;
247 matchIndex[ord (mFrom)] := mMatchIndex
248 else
249 nextIndex[ord (mFrom)] := max (1 of nat,
250 nextIndex[ord (mFrom)] − 1)
251 end if ;
252
253 −− DIFF TLA: advance commit index after append entry
254 eval AdvanceCommitIndex (state, currentTerm, log,
255 logLength, matchIndex, !?commitIndex)
256
257 end if
258 end if
259
260 []
261 −− send message
262 only if not (empty (buf)) then
263 case head (buf) of message in
264 RequestVoteRequest (mFrom, mTerm, mLastLogIndex, mLastLogTerm) −>
265 COM (self, mFrom, mTerm, mLastLogIndex, mLastLogTerm)
266 | RequestVoteResponse (mFrom, mTerm, mVoteGranted) −>
267 COM (self, mFrom, mTerm, mVoteGranted)
268 | AppendEntryRequest (mFrom, mTerm, mPrevLogIndex, mPrevLogTerm,
269 mEntryTerm, mEntryCommand, mLeaderCommit) −>
270 COM (self, mFrom, mTerm, mPrevLogIndex, mPrevLogTerm, mEntryTerm,
271 mEntryCommand, mLeaderCommit)
272 | AppendEntryResponse (mFrom, mTerm, mSuccess, mMatchIndex) −>
273 COM (self, mFrom, mTerm, mSuccess, mMatchIndex)
274 end case;
275 buf := tail (buf)
276 end if
277
278 end select
279 end loop
280 end var
281 end process
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