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Abstract. In this paper, we develop high-order nodal discontinuous Galerkin methods for hyperbolic con-
servation laws that satisfy invariant domain preserving properties using a subcell flux corrections and convex
limiting. These methods are based on a subcell flux corrected transport (FCT) methodology, that involves
blending a high-order target scheme with a robust, low-order invariant domain preserving method that is
obtained using a graph viscosity technique. The new low-order discretizations are based on sparse stencils
which do not increase with the polynomial degree of the high-order DG method. As a result, the accuracy of
the low-order method does not degrade when used with high-order target methods. The method is applied
to both scalar conservation laws, for which the discrete maximum principle is naturally enforced, and to
systems of conservation laws such as the Euler equations, for which positivity of density and a minimum
principle for specific entropy are enforced. Numerical results are presented on a number of benchmark test
cases.
1. Introduction
High-order numerical methods have been successfully applied to a wide range of applications [45, 47, 50].
These methods promise higher accuracy per degree of freedom when compared with traditional low-order
methods, and have the potential to achieve high efficiency on modern computing architectures [18, 3, 9].
For example, in the field of computational fluid dynamics, such methods have seen particular success when
applied to under-resolved turbulent flows, such as in the context of implicit large eddy simulation (ILES)
[34, 38, 4]. However, a critical issue that must be addressed when applying high-order methods to convection-
dominated problems is their robustness, especially in the context of nonlinear problems with discontinuous
features such as shock waves [35, 52, 37].
In particular, discontinuous Galerkin (DG) methods have seen considerable success when applied to con-
vection dominated problems [7]. These methods possess many desirable properties, such as arbitrary formal
order of accuracy, and suitability for use with unstructured meshes. The robustness of DG methods is the
subject of a large body of research [22, 34]. For scalar conservation laws and symmetric systems, the DG
method satisfies a cell entropy inequality [19]. However, for general hyperbolic systems, such as the Euler
equations, techniques such as flux differencing are required to ensure entropy stability [8, 6, 5, 39]. Fur-
thermore, the use of high degree polynomials can introduce oscillations, and therefore limiters or artificial
viscosity techniques are often used for bounds preservation, monotonicity, and shock capturing [43, 24, 25, 42].
An alternative to the above stabilization and limiting strategies is an approach developed by Guermond,
Popov, and colleagues, based on invariant domain preserving (IDP) discretizations and convex limiting
[15, 13, 16, 27]. A desirable property for numerical discretizations of hyperbolic conservation laws is invariant
domain preservation: if the exact solution to the conservation law lies in a convex invariant set, then the
numerical solution should as well [15]. This is a generalization of the concept of a discrete maximum
principle, and will ensure that the the discretization is bounds preserving, positivity preserving, and non-
oscillatory. Suitable low-order invariant domain preserving (IDP) discretizations have been paired with
high-order discretizations using convex limiting or algebraic flux correction strategies to obtain second-order
accurate methods that preserve specific invariant domains [13, 16, 27].
In this work, we develop high-order discontinuous Galerkin methods that satisfy invariant domain pre-
serving properties using a convex limiting strategy. The limiting strategy makes use of a novel sparse
low-order IDP method whose stencil does not grow with the polynomial degree of the corresponding high-
order method. Crucially, the accuracy of the low-order method does not degrade as the polynomial degree
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of the high-order method is increased, as is observed to occur with more naive graph visocity approaches.
Related strategies for sparsifying the convective operator for Bernstein basis finite element methods were
previously developed by Kuzmin and colleagues [28]. The flux-corrected method is obtained by performing
an efficient, dimension-by-dimension subcell flux correction procedure, blending the low-order IDP method
with the high-order target DG method. The resulting method is conservative, and can satisfy any number of
constraints on quasiconcave functionals specified by the user (cf. [13]). Since the accuracy of the low-order
method does not decrease with the polynomial degree of the target method, we observe more accurate results
using higher-order methods with a fixed number of degrees of freedom, even on problems with discontinuous
solutions. This method can also be combined with a subcell resolution smoothness indicator to alleviate
peak clipping effects near smooth extrema.
The structure of this paper is as follows. In Section 2, we formulate the high-order DG discretization,
and state some key properties. In Section 3, we introduce a new low-order sparsified discretization that
can be rendered invariant domain preserving using a graph viscosity approach. We develop a subcell flux
correction strategy for blending the high-order (target) method and the low-order IDP method in Section 4.
As specific examples, applications to the linear advection equation with variable velocity field and the Euler
equations of gas dynamics are discussed. A number of numerical test cases demonstrating the effectiveness
of the method on both scalar equations and systems of hyperbolic conservation laws are presented in Section
5. Finally, we end with some concluding remarks in Section 6.
2. Governing equations and discretization
Consider a system of hyperbolic conservation laws,
(1)
∂u
∂t
+∇ · F (u) = 0,
with solution u(x, t) ∈ Rnc , x ∈ Ω ⊆ Rd. The flux function is given by F (u(x)) ∈ Rd×nc . The spatial
dimension is denoted d, and the number of solution components is nc. The initial conditions are given by
u(x, 0) = u0(x). Closely associated with the problem (1) is the following one dimensional Riemann problem,
which will be important both for the definition of invariant domain preservation, and for the formulation of
the discontinuous Galerkin discretization. Let u−,u+ ∈ Rnc be a pair of admissible states, and let n ∈ Rd
by any unit vector. We assume that the Riemann problem
(2) ∂tu+ ∂x (F (u) · n) = 0, u(x, 0) =
{
u− if x < 0,
u+ if x > 0,
has a unique self-similar entropy solution u(x, t) = un,u−,u+(x, t). We denote by λmax the maximum wave
speed for (2), for which we have u(x, t) = u− if x/t ≤ −λmax, and u(x, t) = u+ if x/t ≥ λmax.
We recall from [15, 13] the following definition of an invariant set for (1).
Definition 1. We say a set A ⊆ Rnc is an invariant set for (1) if, for any pair of states u−,u+ ∈ A,
and for any unit vector n ∈ Rd, the average of the solution u(x, t) = un,u−,u+(x, t) to the Riemann problem
(2), given by
1
2tλmax
∫ λmaxt
−λmaxt
u(x, t) dx
remains in A for any t > 0.
For example, the maximum principle implies that any interval [a, b] ⊆ R is an invariant set for scalar
conservation laws. For the Euler equations, the set of states with positive density, positive internal energy,
and satisfying a minimum principle on specific entropy is a convex invariant set. Additional examples
of invariant sets for systems of conversation laws are given in [15, 16]. It will be desirable to construct
discretizations of (1) that are invariant domain preserving (IDP), meaning that if the approximate solution
lies in a convex invariant set A at some time t0, then the solution will remain in A for all time t > t0.
The strategy we present here for developing IDP discretizations for (1) is as follows. We first formulate a
high-order discontinuous Galerkin (DG) discretization that will serve as a target scheme. This discretization
will in general not be invariant domain preserving. We will then modify this high-order discretization to
generate a robust low-order discretization. These modifications take the form of first sparsifying the method
to reduce the size of the stencil, and then adding a graph viscosity term (cf. [15]), which guarantees that
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the resulting discretization is invariant domain preserving. Finally, a subcell flux corrected transport (FCT)
technique is used to blend the low-order IDP method and the high-order target method in such a way that
specified convex invariant sets are preserved.
2.1. DG formulation. We begin by defining the high-order DG discretization for equation (1). The spatial
domain Ω is discretized with a mesh of tensor-product elements denoted Th. Each element K ∈ Th is the
image of the reference element R = [0, 1]d (the unit cube in d dimensions) under a transformation mapping
TK . To define the standard discontinuous Galerkin finite element space Vh, first consider the space Qp([0, 1]d)
defined on the reference element R consisting of all multivariate polynomials of degree at most p in each
variable. On a given element K ∈ Th, we define the space Qp(K) to be spanned by functions φ ◦T−1K , where
TK : R → K is the element mapping, for all φ ∈ Qp([0, 1]d). Then, the space Vh is defined as
(3) Vh =
{
vh ∈ L1(Ω) : vh|K ∈ Qp(K) for all K ∈ Th
}
.
Note that no continuity is enforced between adjacent elements. To represent approximate solutions to (1),
we also consider the vector version of this space Vh = [Vh]
nc .
We use a nodal Gauss-Lobatto basis for the space Vh. Let ξi denote the Gauss-Lobatto points in the
interval [0, 1], and let φi denote the Lagrange interpolating polynomial satisfying φi(ξj) = δij , where δij is
the Kronecker delta. These functions form a basis for the space Qp([0, 1]) in one dimension. The basis for
Qp([0, 1]d) is formed by taking the tensor product of the one-dimensional basis. To be precise, we define a
function Φi(x) =
∏d
j=1 φij (xi), where i denotes the multi-index i = (i1, . . . , id), and x = (x1, . . . , xd). This
basis can also be seen to be the nodal interpolation basis corresponding to the Cartesian product of the
one-dimensional Gauss-Lobatto nodes.
We approximate the solution to (1) by uh ∈ Vh, multiply the equation by a test function vh ∈ Vh, and
integrate over the domain Ω, integrating the flux term by parts over each element K ∈ Th. Because the space
Vh is discontinuous, the fluxes F (uh) are not well-defined on element interfaces. Consider two neighboring
elements, K− and K+. Let u−h denote the trace of uh from within K
−, and similarly for u+h . We therefore
introduce a single-valued numerical flux function F̂ (u−h ,u
+
h ,n
−), obtaining the weak formulation
(WF)
∫
Ω
∂tuh · vh dx−
∑
K∈Th
∫
K
F (uh) : ∇vh dx+
∑
K−∈Th
∫
∂K−
F̂ (u−h ,u
+
h ,n
−) · v−h ds = 0.
Integrating the second term on the left-hand side once more by parts, element-by-element one obtains what
is know as the strong formulation,
(SF)
∫
Ω
∂tuh·vh dx+
∑
K∈Th
∫
K
(∇ · F (uh))·vh dx+
∑
K−∈Th
∫
∂K−
(
F̂ (u−h ,u
+
h ,n
−)− F (u−h ) · n−
)
·v−h ds = 0,
Note that at the continuous level, the formulations (WF) and (SF) are equivalent. However, after discretiza-
tion, they may differ because of inexact integration.
For the purposes of discretization, it is convenient to transform the integrals in both (WF) and (SF)
to integrals over the reference element R. This is done using a standard transformation of the governing
equation (1) from each element K to the reference element R. Consider a given element K ∈ Th with
transformating mapping TK . Let J denote the Jacobian matrix of the mapping TK . The inverse of the
Jacobian is used to define the contravariant fluxes
(4) F˜i = det(J)
d∑
j=1
J−1ij Fj .
Then, on the reference element, the solution uh evolves according to the transformed conservation law
(5)
∂u˜(ξ)
∂t
+∇ · F˜ (u˜(ξ)) = 0, ξ ∈ R,
where u˜ = det(J)u.
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2.1.1. Numerical flux functions. An important aspect of DG methods is the choice of numerical flux function
F̂ . The numerical flux functions are typically chosen to be either exact or approximate Riemann solvers for
the one-dimensional Riemann problem in the normal direction at element interfaces. In this work, we will
make use of the simple local Lax-Friedrichs numerical flux function. The reason for this choice is that the
Lax-Friedrichs flux is compatible with the graph viscosity used to ensure that the low order discretization
is invariant domain preserving, as will be discussed in greater detail in Section 3. The Lax-Friedrichs flux is
defined by
(6) F̂ (u−h ,u
+
h ,n
−) =
1
2
(
F (u−h ) + F (u
+
h )
) · n− − λ
2
(
u+h − u−h
)
where λ ≥ λmax(u−h ,u+h ,n−) is an upper bound for the maximum wave speed of the Riemann problem
(7) ∂tu+ ∂x
(
F (u) · n−) = 0, u(x, 0) = {u−h if x < 0,
u+h if x > 0.
2.2. Collocated and one-dimensional operators. The discontinuous Galerkin spectral element method
(DG-SEM) is distinguished from other DG methods by a specific choice of quadrature rule and basis. We
proceed by choosing a nodal basis for the space Vh and then approximating the integrals in (WF) and (SF)
with collocated quadrature rules. Typically, Gauss-Legendre or Gauss-Lobatto nodes are chosen for the basis
functions. In this work, we will solely make use of Gauss-Lobatto nodes and quadrature.
Due to the use of tensor-product basis and quadrature, the DG operators possess a Kronecker-product
structure [40]. Since the nodal points and quadrature points are collocated, there is no need for an inter-
polation operator. The one-dimensional mass matrix on the reference element, denoted M1D, is given by a
diagonal matrix with quadrature weights on the diagonal. The weighted one-dimensional differentiation ma-
trix D1D is obtained by evaluating the derivatives of the basis functions at the nodal points and multiplying
by quadrature weights,
(8) (D1D)ij = wiφ
′
j(ξi).
We will often make use of the following two simple properties of the differentiation matrix:
Proposition 1. The weighted differentiation matrix satisfies the following two useful properties, which we
will make use of extensively in this work:∑
j
(D1D)ij = 0 for all i,(P1)
∑
i
(D1D)ij =

−1, j = 1
1, j = p+ 1
0 otherwise
(P2)
• The property (P1) ensures that the resulting method is conservative, and follows from ∑j φj ≡ 1.
• The property (P2) is know as the summation-by-parts (SBP) property, and is a consequence of the
accuracy of the Gauss-Lobatto quadrature for polynomials of degree 2p− 1.
On the reference element, the local mass and differentiation operators can be obtained through Kronecker
products. For instance, for d = 2 we have
(9) MR = M1D ⊗ M1D, D1,R = M1D ⊗ D1D, D2,R = D1D ⊗ M1D.
We can also define the left endpoint evaluation matrix B0,1D, which is zero except for the first entry of
the diagonal, which takes value one, and likewise the right endpoint evaluation matrix B1,1D, which is zero
except for the last entry of the diagonal. Given these definitions, integrals over the boundary of the reference
element ∂R can be computed using Kronecker products,
(10)
Bx=0,R = M1D ⊗ B0,1D, Bx=1,R = M1D ⊗ B1,1D,
By=0,R = B0,1D ⊗ M1D, By=1,R = B1,1D ⊗ M1D.
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2.3. Metric terms and transformed operators. Having defined the mass, differentiation, and boundary
operators on the reference element as above, we now wish to transform these operators to act in physical
coordinates. Consider a fixed element K ∈ Th with transformation mapping TK and Jacobian J . Let J
denote the values of the Jacobian matrix of TK evaluated at the Gauss-Lobatto nodal points. These terms
are evaluated using the freestream-preserving procedure descried in [23]. Let G denote the diagonal matrix
whose entries are given by det(J). Similarly, let GJ−1ij denote the (d×d block) diagonal matrix whose entries
are given by det(J)J−1ij . Notice that the elemental mass matrix corresponding to the element K is given by
MK = MRG.
Let u denote the vector of coefficients (i.e. nodal values) of uh on K and let F denote the vector of values
of F (uh) evaluated at the nodal points (i.e. F = F (u)). For each face e ∈ ∂K, let Fe · n denote the values of
F (uh) evaluated at the (d− 1)-dimensional Gauss-Lobatto nodes on face e (where the trace of uh is taken
from within K), dotted with the scaled normal vector n facing outwards from e. Likewise F̂e denotes the
nodal values of F̂ (u−h ,u
+
h ,n
−).
The contravariant fluxes defined by (4) are given by
(11) F˜i =
d∑
j=1
GJ−1ij Fj .
Therefore, the term
∫
K
F˜ : ∇hvh dx in the weak formulation is discretized as
(12)
d∑
i=1
D
ᵀ
i,RF˜i =
d∑
i=1
D
ᵀ
i,R
d∑
j=1
GJ−1ij Fj ,
and the divergence term
∫
K
(∇ · F˜ ) · vh dx is discretized as
(13)
d∑
i=1
Di,RF˜i =
d∑
i=1
Di,R
d∑
j=1
GJ−1ij Fj .
The weak form (WF) on element K can therefore be written
(14) MKut −
d∑
i=1
D
ᵀ
i,R
d∑
j=1
GJ−1ij Fj +
∑
e∈∂K
Be,RF̂e = 0.
Similarly, the strong form (SF) is given by
(15) MKut +
d∑
i=1
Di,R
d∑
j=1
GJ−1ij Fj +
∑
e∈∂K
Be,R(F̂e − Fe · n) = 0.
2.4. Conservation and constant preservation. The governing equation (1) satisfies the following two
simple properties:
• (Conservation). Assuming periodic or compactly supported boundary conditions, ∫
Ω
∂u
∂t dx = 0.
• (Constant preservation). If F (u) is spatially constant, then ∂u∂t = 0. In particular, if F depends
only on u (and not, for example, on the spatial variable x), then if u being spatially constant implies
that ∂u∂t = 0.
We would like the discretization to satisfy the analogous properties at the discrete level.
2.4.1. Conservation. First, we consider conservation. The analogous statement at the discrete level is that
(16)
∑
K∈Th
1ᵀMKut = 0,
where 1 is a vector of all ones. First, note that since the numerical flux function F̂ is single-valued, we have
(17)
∑
K∈Th
∑
e∈∂K
1ᵀBe,RF̂e = 0.
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The remaining terms in both the strong form and weak form are local to each element and do not involve
contributions from face neighbors. In the weak form (14), we see that 1ᵀDᵀi,R = 0 by property (P1). We can
then conclude that
(18)
∑
K∈Th
1ᵀMKut =
∑
K∈Th
 d∑
i=1
1ᵀDᵀi,R
d∑
j=1
GJ−1ij Fj −
∑
e∈∂K
1ᵀBe,RF̂e
 = 0,
proving the conservation property for the discretized weak form.
For the discretized strong form, we make use of property (P2). For any K ∈ Th
(19) 1ᵀ
d∑
i=1
Di,RF˜i = 1ᵀ
∑
e∈∂K
Be,RFe · n,
and we therefore obtain conservation for the strong form as well:
(20)
∑
K∈Th
1ᵀMKut = −
∑
K∈Th
 d∑
i=1
1ᵀDi,R
d∑
j=1
GJ−1ij Fj −
∑
e∈∂K
1ᵀBe,R
(
F̂e − Fe · n
) = 0.
We summarize the above arguments in the following proposition:
Proposition 2. Let ut satisfy either the discretized weak form (14) or strong form (15). Then, the following
conservation property holds:
(21)
∑
K∈Th
1ᵀMKut = 0.
2.4.2. Constant preservation. Now we turn to the property of constant preservation. We supposed that the
flux F is spatially constant, and therefore F̂ is also everywhere equal to the same constant. As a result, this
property is easily proven for the strong form of the discretization: F̂e − Fe · n = 0, and so the third term
on the left-hand side of (15) is zero. Therefore, the discretization will preserve constants if the following
identity holds:
(22)
d∑
i=1
Di,RGJ−1ij = 0 for all j.
This so-called metric identity is discussed in detail in [23], and can be enforced through proper evaluation
of the entries of GJ−1. In this case, we have the following result:
Proposition 3. Let ut satisfy the discretized strong form (15). Furthermore, suppose that F (uh) is spatially
constant. Then, ut = 0.
On the other hand, the discretized weak form given by (14) will not in general satisfy the constant
preservation property (e.g. on curved meshes). For this reason, in the remainder of this paper, we make use
of the strong form discretization (15) to obtain the unlimited target scheme.
3. Construction of the IDP low-order method
We now modify the discretization (15) with the goal of obtaining a method which is invariant domain
preserving (IDP). In Guermond and Popov [15] this is done by adding a graph viscosity term that is based
on the guaranteed maximum speed (GMS) of the hyperbolic system. One potential issue with this approach
is that the amount of graph viscosity added to the discretization increases as the size of the discrete stencil
increases. As a result, applying this technique to high-order methods with large stencils results in very
dissipative methods and typically poor-quality results, as observed in [33], and further illustrated in Section
3.4. In order to address this issue, we are interested in creating an IDP discretization that is compatible in
a certain sense with (15), yet based on a more compact stencil. Because the graph viscosity term is itself
first-order accurate, the underlying sparse discretization is not required to be high-order accurate.
We make the following simple modification to the DG-SEM method described above. Notice that the wide
stencil of the high-order method is a consequence of the fact that the one-dimensional differentiation matrix
D1D is dense. We therefore replace D1D with a sparser version D̂1D that is first-order accurate. D̂
ᵀ
1D is obtained
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by integrating the derivatives of piecewise linear basis functions on the mesh defined by the Gauss-Lobatto
points in the interval [0, 1]. D̂1D is therefore given by
(23) D̂1D =

− 12 12 0 0 0 · · · 0− 12 0 12 0 0 · · · 0
0 − 12 0 12 0 · · · 0
...
...
...
...
...
. . .
...
 .
Then, for each i = 1, . . . , d, we construct operators D̂i,R by replacing D1D with D̂1D in the definition (9). It is
easy to see from (23) that D̂ also satisfies the row and column-sum properties (P1) and (P2). The modified
operators D̂i,R then replace the standard DG-SEM derivative operators Di,R in the formulation (14), in order
to obtain the following modified discretization:
(24) MKut −
d∑
i=1
D̂
ᵀ
i,R
d∑
j=1
GJ−1ij Fj +
∑
e∈∂K
Be,RF̂e = 0.
3.1. Conservative correction. For our purposes, it is important to ensure that the modified formulation
(24) satisfies the conservation and constant preservation properties described in section 2.4. Because (14) is
based on the weak formulation, the conservation property follows immediately from the zero-sum property
(P1) (and the fact that the numerical fluxes F̂ are unique). However, the constant preservation property
will not hold in general. The reason for this is that the modified differentiation matrix cannot differentiate
exactly the metric terms in GJ−1, and therefore the modified discrete metric identities no longer hold.
To remedy this issue, we make use of modified metric terms ĜJ
−1
which are O(h) perturbations of the
high-order metric terms GJ−1, but are designed such that the first-order discretization satisfies the metric
identities. Since the modified low-order method is itself only first-order accurate, using an O(h) perturbation
of the metric terms is acceptable.
The modified metric terms ĜJ
−1
are constructed as follows. We set ĜJ
−1
= GJ−1 + C, where C are block
diagonal correction matrices. For each element, we would like to enforce the identity
(25)
d∑
i=1
D̂
ᵀ
i,RĜJ
−1
ij 1 =
∑
e∈∂K
Be,Rne,j1 for 1 ≤ j ≤ d,
where ne,j denotes the jth component of the outward-facing normal at the Gauss-Lobatto points of face e.
This is equivalent to the following underdetermined system of equations:
(26)
(
D̂
ᵀ
1,R · · · D̂ᵀd,R
)
ĜJ
−1
1j 1
...
ĜJ
−1
dj 1
 = ∑
e∈∂K
Be,Rne,j1.
Solving for the correction matrices C, we obtain the system
(27)
(
D̂
ᵀ
1,R · · · D̂ᵀd,R
) C1j1...
Cdj1
 = ∑
e∈∂K
Be,Rne,j1−
(
D̂
ᵀ
1,R · · · D̂ᵀd,R
) GJ
−1
1j 1
...
GJ−1dj 1
 .
Note that the differentiation matrix on the left-hand side has a null-space consisting of all constant functions.
In order for a solution to exist, the right-hand side must be orthogonal to this null-space. In other words,
the entries of the right-hand side vector must sum to zero. This can be seen to be true for the second term
on the right-hand side by a simple application of the zero-sum property (P1). In order to show this property
for the first term on the right-hand side, we make use of the summation-by-parts property (19):
(28) 1ᵀ
∑
e∈∂K
Be,Rne,j = 1ᵀ
d∑
i=1
Di,RGJ−1ij .
Then, the metric identity (22) implies that this term is equal to zero. Therefore a solution to (27) exists. On
each element, the minimum norm solution to (27) is computed for the perturbed metric terms. This can be
performed using e.g. the singular value decomposition, which is performed once as an offline precomputation
8 SPARSE INVARIANT DOMAIN PRESERVING DG METHODS WITH CONVEX LIMITING
on the reference element, and then simply reused for each element K ∈ Th. The right-hand side (as well as
the metric terms themselves) scale as O(h), and therefore the entrywise error satisfies |ĜJ−1−GJ−1| = O(h).
Using the above procedure to construct the modified metric terms, we obtain the low-order discretization
(29) MKut −
d∑
i=1
D̂
ᵀ
i,R
d∑
j=1
ĜJ
−1
ij Fj +
∑
e∈∂K
Be,RF̂e = 0.
As a consequence of the choice of metric terms, this discretization satisfies the following properties.
Proposition 4. Let ut satisfy (29). Then, the following two properties hold:
• Conservation: ∑K∈Th 1ᵀMKut = 0.• Constant preserving: if F (uh) is spatially constant then ut = 0.
Next, the discretization (24) is modified to render the resulting method invariant domain preserving (IDP).
Because of the local nature of the DG method, and because of the choice of Lax-Friedrichs numerical flux
(cf. Section 2.1.1), it is possible to perform this modification in an entirely local fashion. First, we rewrite
(24) in a form that will be more convenient for our purposes. Note that by definition of the Lax-Friedrichs
flux (equation (6)), the term of the form
∑
e∈∂K Be,RF̂e can be written as
(30)
nf (i)
2
wnii · Fi +
∑
j∈B(i)\{i}
(
1
2
wnij · Fj − ‖wnij‖`2 λ
2
(uj − ui)
)
,
where nf (i) is the number of faces on which the ith node lies (i.e. depending on if i is an interior node or if
it lies on a face, edge, or corner of the element), wnii and wnij are weighted normal vectors, and B(i) is the
index set consisting of all nodes j that are face neighbors of i. The vector wnij is equal to the normal vector
evaluated at node j, pointing outwards from the element to which node i belongs, weighted by the element
of surface area and face quadrature weight. If the node i does not lie on an element face, then nf (i) = 0
and B(i) = ∅, and in this case we leave wnij undefined. Inserting this expression into (24) and writing the
volume terms in terms of coefficients cij , we obtain the following equivalent formulation:
(31) mi∂tui +
nf (i)
2
wnii · Fi −
∑
j∈E(i)
cij · Fj +
∑
j∈B(i)\{i}
(
1
2
wnij · Fj − ‖wnij‖`2 λ
2
(uj − ui)
)
= 0,
where mi is the ith diagonal entry of the mass matrix, and E(i) is the set of all indices in the stencil of i
within the same element. For any j ∈ E(i), we define the symmetric graph viscosity coefficients dij by
(32) dij = max {λmax(ui, uj , nij)‖cij‖`2 , λmax(uj , ui, nji)‖cji‖`2} ,
where nij = cij/‖cij‖`2 . For convenience of notation, we will use the convention that dii = −
∑
i 6=j∈E(i) dij .
Having defined the quantities dij , the discretization (31) is modified with the addition of a viscosity term
(33) mi∂tui+
nf (i)
2
wnii·Fi−
∑
j∈E(i)
cij ·Fj+
∑
j∈B(i)\{i}
(
1
2
wnij · Fj − ‖wnij‖`2 λ
2
(uj − ui)
)
−
∑
j∈E(i)
dij(uj−ui) = 0.
The above expression is simplified by combining the volume and boundary terms. Let N (i) = E(i) ∪ B(i),
and let cˆij = cij + bij , where bij denotes the corresponding coefficient of Fj from the boundary terms. Here
we use the convention that cij = 0 if j /∈ E(i) and likewise bij = 0 if j /∈ B(i). At this point, notice that
the Lax-Friedrichs term may be combined with the graph viscosity by appropriately defining the viscosity
coefficients. Let dˆij for j 6= i be given by
(34) dˆij =
{
dij , if j ∈ E(i),
1
2λ‖wnij‖`2 , if j ∈ B(i).
Note that by this definition is equivalent to replacing cij with cˆij in (32). Using these definitions, (33)
simplifies to
(35) mi∂tui −
∑
j∈N (i)
cˆij · Fj −
∑
j∈N (i)
dˆij(uj − ui) = 0.
Proposition 5. The discretization given by (35) satisfies the following properties.
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• Since the low-order discretization is constant preserving, ∑j∈N (i) cˆij = 0.
• By symmetry of the coefficients dij, the graph viscosity contributions sum to zero:∑
i
∑
j∈N (i)
dˆij(uj − ui) = 0.
3.2. Invariant domain preservation. We now set out to prove that the discretization defined by (35) is
invariant domain preserving (IDP). We will make use of a strong stability preserving (SSP) Runge-Kutta
method for the temporal discretization [11]. Such methods can be written as a convex combination of forward
Euler steps, and so it suffices to prove the IDP property for a forward Euler update. We therefore consider
the forward Euler discretization of (35), given by
(36)
mi
∆t
un+1i =
mi
∆t
uni +
∑
j∈N (i)
cˆij · Fnj +
∑
j∈N (i)
dˆij(u
n
j − uni ).
As in [15], we use the property
∑
j∈N (i) cˆij = 0 to rewrite (35) in the form
(37)
mi
∆t
un+1i = u
n
i
 mi
∆t
−
∑
i6=j∈N (i)
2dˆij
+∑
i6=j∈N (i)
(
cˆij ·
(
Fnj − Fni
)
+ dˆij
(
unj + u
n
i
) )
.
At this point we can introduce the so-called “bar states” (also referred to as “intermediate limiting states”,
cf. [15]), which are defined by
(38) un+1ij =
1
2
(
uni + u
n
j
)
+
cˆij
2dˆij
· (Fnj − Fni ) .
Proposition 6. Suppose A is a convex invariant set of (1) such that uni , unj ∈ A. Then, the bar states uij
belong to A.
Proof. See [16]. 
Having defined the bar states, we rewrite (37) as a convex combination
(39) un+1i =
1−∑
i 6=j∈N (i)
2∆tdˆij
mi
 uni + ∑
i 6=j∈N (i)
(
2∆tdˆij
mi
)
un+1ij .
As an immediate consequence of this rewriting is the following proposition.
Proposition 7. Suppose the following CFL condition holds:
(40) ∆t ≤ min
i
mi
2dˆii
,
where dˆii = −
∑
i 6=j∈N (i) dˆij. Let A denote a convex invariant set of (1), such that uni ∈ A for all i. Then,
un+1i ∈ A for all i.
3.3. Application: linear advection. Consider the linear, scalar advection equation
(41) ut(x, t) +∇ · (β(x)u(x, t)) = 0,
where β(x) : Ω→ Rd is a prescribed velocity field. We assume that the velocity field is divergence free, i.e.
∇·β = 0. We are interested in ensuring that the low-order method is bounds preserving, i.e. if u(x, 0) ∈ [a, b]
for all x ∈ Ω, then u(x, t) ∈ [a, b] for all t.
If β is spatially constant, then the method described above applies immediately to this case, and the
low-order method defined by (36) is bounds perserving. However, if β is spatially variable, then some
modifications to the above method are required. The reason for this is that in this case, Proposition 6 may
fail to hold. For instance, if unh is spatially constant (i.e. u
n
i = a for all i, for some fixed a), then we would
expect un+1ij to be equal to the same constant. However, since β is spatially varying, we have, in general,
Fnj 6= Fni and therefore un+1ij 6= a.
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To avoid this issue, we slightly modify the formulation, using an approach similar to that developed by
Kuzmin in [27]. We define the modified bar states for the advection equation by
(42) un+1ij =
1
2
(
uni + u
n
j
)
+
cˆij · βj
2dˆij
(
unj − uni
)
,
where βi = β(xi), and xi denotes the coordinates of the ith node of the mesh. The modified graph viscosity
coefficients for the advection equation are given by
(43) dˆij = max {|cˆij · βi|, |cˆji · βj |} .
It is clear from this definition that if uni , u
n
j ∈ [a, b] then uij ∈ [a, b]. As a consequence, defining the modified
update for un+1i as the convex combination of bar states given by (39), we see that u
n+1
i ∈ [a, b], as desired.
Remark. The property
∑
j∈N (i) cˆij = 0 was essential to writing the low-order update in terms of the bar
states. In the context of linear advection, the analogous property is
∑
j∈N (i) cˆij ·βj = 0. This is the discrete
equivalent to the divergence free constraint, ∇ · β = 0. In order to ensure that this property holds, the
conservative correction procedure described in Section 3.1 must be modified to take into account the velocity
field β.
3.4. Comparison with unsparsified method. As mentioned in Section 3, the motivation for introducing
the sparsified derivative operators D̂ is that the addition of the graph viscosity term to the “unsparsified”
operators can result in overly dissipative results when the stencil size is increased.
To illustrate this point, we consider the advection of a sine wave in one dimension. The domain is taken
to be Ω = [−1, 1], the initial condition is u(x) = sin(pix), and periodic boundary conditions are enforced. We
integrate the equation ut + ux = 0 until a final time of t = 2, at which point the solution is identical to the
initial condition. We compare the sparsified low-order IDP method to the graph viscosity method applied to
the unsparisified DG-SEM operator. We fix the total number of degrees of freedom to be 128, and consider
polynomial degrees 3, 7, 15, and 31 (corresponding to mesh sizes of 32, 16, 8, and 4 elements, respectively).
The results are shown in Figure 1. It is immediately clear that increasing the polynomial degree causes a
large degradation in quality of the unsparsified methods. This is because the size of the stencil grows with
the polynomial degree, causing each degree of freedom to be coupled to O(p) other degrees of freedom. Each
such connection results in an additional graph viscosity contribution, rendering the method overly diffusive.
On the other hand, the sparsified operator has a stencil size of O(1), and as a consequence, we do not observe
a degradation of the results with increased p.
4. Flux correction and limiting strategies
We now combine the low-order IDP discretization (35) with the high-order discretization (15), to obtain
a bound-preserving scheme. To this end, we consider a forward Euler time discretization of both the low-
order and high-order approximations (as mentioned above, the extension to high-order time integration is
straightforward using SSP methods). The provisional high-order update for element K is given by
(44)
mi
∆t
u
H,n+1
i =
mi
∆t
uni −
 d∑
i=1
Di,R
d∑
j=1
GJ−1ij F
n
j +
∑
e∈∂K
Be,R(F̂ne − Fne · n)
 ,
and the low-order IDP update is given by
(45)
mi
∆t
u
L,n+1
i =
mi
∆t
uni +
 d∑
i=1
D̂
ᵀ
i,R
d∑
j=1
ĜJ
−1
ij F
n
j −
∑
e∈∂K
Be,RF̂ne
− ∑
j∈E(i)
dij(uj − ui).
We introduce the short-hand notation
(46)
mi
∆t
u
H,n+1
i =
mi
∆t
uni + r
H,n
i ,
mi
∆t
u
L,n+1
i =
mi
∆t
uni + r
L,n
i .
Note that the provisional high-order solution may not satisfy convex invariants, such as maximum principles,
positivity, etc. However, the low-order solution is guaranteed to be IDP as long as the CFL condition (40)
is satisfied. We then define the flux-corrected update by
(47)
mi
∆t
un+1i =
mi
∆t
uni + r
L,n
i + αi
(
r
H,n
i − rL,ni
)
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Figure 1. Comparison of sparsified and unsparsified low-order IDP methods applied to
the advection equation. The polynomial degree is increased and the mesh is simultaneously
coarsened to keep the number of degrees of freedom fixed. The sparsified methods are shown
in solid lines, and the unsparsified methods are shown in dashed lines. The exact solution
is given by the dotted line.
where 0 ≤ αi ≤ 1 is a limiting factor that is yet to be determined.
To ensure conservation of the flux corrected solution, it is important that the correction terms do not
impair the following zero-sum property:
Proposition 8. Let I(K) denote the set of indices associated with the element K ∈ Th. Then,
(48)
∑
i∈I(K)
(
r
H,n
i − rL,ni
)
= 0.
Proof. Note that the terms associated with the numerical flux F̂ in both (44) and (45) are identical, and
therefore cancel in the difference rH,ni − rL,ni . The remaining terms in both the high-order and low-order
residuals are the elemental differentiation matrices, which can be seen to sum to zero elementwise. 
In fact, the above proposition can be extended to consider “lines” of degrees of freedom in a dimension-
by-dimension fashion. Recall that each element K ∈ Th contains (p + 1)d nodes, which we can index as
j = (j1, j2, . . . , jd). Fix a dimension 1 ≤ k ≤ d. Then, let Ik,j(K) denote the set of all indices of nodes
in the element K, with local index (j1, j2, . . . , i, . . . , jd), where the kth index of j has been replaced by i
with 1 ≤ i ≤ p + 1. Furthermore, the residuals within a given element are decomposed into contributions
corresponding to each coordinate dimension:
(49) rH,ni =
d∑
k=1
r
H,n
i,k , r
L,n
i =
d∑
k=1
r
L,n
i,k .
Proposition 9. Consider a “line” of nodes Ik,j(K) within an element K ∈ Th (for any 1 ≤ k ≤ d and
multi-index j as described above). Then
(50)
∑
i∈Ik,j(K)
(
r
H,n
i,k − rL,ni,k
)
= 0.
Proof. This property follows from the Kronecker product definition of the operators Di,R and D̂i,R, e.g. as
written in (9). 
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4.1. Linear constraints for scalar problems. Suppose the governing equation is a scalar conservation
law. In this case, the equation satisfies a local maximum principle, and any interval [a, b] ⊆ R is a convex
invariant set. Since the low-order method is IDP, we have that if unj ∈ [a, b] for all j ∈ N (i), then un+1ij ∈ [a, b].
We wish to enforce a similar property for the high-order limited quantity un+1i . Specifically, for each i, we
choose bounds umini and u
max
i and enforce u
n+1
i ∈ [umini , umaxi ]. Since this constraint is linear (as opposed to
nonlinear constraints such as entropy inequalities), the limiting procedure is relatively simple.
4.1.1. Bounds. In order to choose the limiting factors αi, we must first choose bounds u
min
i and u
max
i for all
i. We can consider several choices of bounds:
• unj , j ∈ N (i),
• uL,n+1j , j ∈ N (i),
• un+1ij , j ∈ N (i).
We have shown earlier in this document that uL,n+1j and u
n+1
ij preserve convex invariant sets of the governing
equation. Therefore, these quantities satisfy the discrete maximum principle. Note that uL,n+1j is a convex
combination of un+1ij , and hence represents a more restrictive bound. To define u
min
i and u
max
i we may take
the minimum and maximum of some combination of these quantities. For the remainder of this section, we
choose the bounds naturally satisfied by the low-order discretization:
(51) umini = min
j∈N (i)
un+1ij , u
max
i = max
j∈N (i)
un+1ij .
4.1.2. Elementwise limiting for linear constraints. A Zalesak-type limiter can be used to compute a provi-
sional limiting factor α˜i for each i, cf. [33, 53]. Then, αi can be defined as the minimum of all α˜i over the
element K:
(52) αi = min
j∈I(K)
α˜j for all i ∈ I(K).
Given this definition, αi is constant on each element, and therefore Proposition 8 implies that the resulting
FCT method is conservative. However, choosing αi to be constant over an entire element may be overly
pessimistic if the polynomial degree is high, and therefore we consider also subcell limiting.
4.1.3. Subcell limiting for linear constraints. In order to improve the resolution of the flux-corrected solution,
we consider subcell limiting, where the correction factors αi are allowed to vary within each element. The
idea of the subcell limiting is closely related to that presented in [33, Section 4.5]. In that work, a one-
dimensional subcell limiting algorithm was described, and the extension to multiple dimensions was proposed
as a minimization problem. Instead of solving a minimization problem, Proposition 9 allows for the use of
the one-dimensional subcell limiting procedure along lines of nodes, in a dimension-by-dimension fashion.
For simplicity of notation, let ri,k denote the antidiffusive flux at the ith node in the kth dimension: ri,k =
r
H,n
i,k − rL,ni,k .
We consider a decomposition of a given element into subcells, as illustrated in Figure 2. Note that the
subcell boundaries are placed in between nodes, such that every node can be considered as a “subcell-centered
value”. We consider the set of all “subcell faces,” which are the set of all interior subcell faces (the thin
blue lines in the figure). For each subcell face, we assign an antidiffusive flux that is obtained by summing
the nodal antidiffusive fluxes lying on one side of the face.
To introduce notation, we refer to the subcell faces by a pair (m, k), where 1 ≤ k ≤ d. The index k
indicates that the face (m, k) is normal to the kth unit vector. For a given face (m, k) (indicated by a thick
red line in Figure 2), let M(m, k) denote set of indices of nodes lying on one side of the face (indicated by
red nodes in Figure 2). We then define the subcell face flux associated with the face (m, k) by summing the
directional nodal fluxes over the set M(m, k):
(53) rm,k =
∑
i∈M(m,k)
ri,k
Fix a node i and direction k, and let (m+i , k) and (m
−
i , k) denote the subcell faces adjacent to i in the kth
direction. Note that M(m+i , k) =M(m−i , k) ∪ {i}, and therefore, by Proposition 9, we can write the nodal
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Figure 2. Left: decomposition of elements into subcells, where nodal values are considered
to be “subcell-centered” values. Center and right: definition of a subcell face (indicated by
a thick red line), with contributing nodal values (indicated by red nodes).
antidiffusive flux as the difference of adjacent subcell fluxes:
(54) ri,k = rm+i ,k
− rm−i ,k.
For each node i, we introduce a nodal provisional limiting coefficient α˜i, obtained by limiting the sums of
positive and negative parts of the adjacent subcell residuals, rm±i ,k
(for 1 ≤ k ≤ d) according to a Zalesak-
type methodology. Once the nodal provisional limiting coefficients are computed, we define subcell face
limiting coefficients αm,k. The quantity αm,k is simply given as the minimum of the two nodal provisional
limiting coefficients corresponding to nodes adjacent to the subcell face (m, k):
(55) αm,k = min{α˜i1 , α˜i2},
where i1 and i2 are nodes adjacent to (m, k). The subcell limiting coefficients are used to define the subcell
flux corrected solution:
(56)
mi
∆t
un+1i =
mi
∆t
uni + r
L,n
i +
d∑
k=1
(
αm+i ,k
rm+i ,k
− αm−i ,krm−i ,k
)
.
Just as in the case of elementwise limiting, in order for the flux correction procedure to be conservative,
we require that the limiting corrections sum to zero on each element. This property is summarized in the
following proposition:
Proposition 10. Fix an element K, and let I(K) denote the set of all nodal indices in element K. Let
αm,k and rm,k be defined as above. Then,
(57)
∑
i∈I(K)
d∑
k=1
(
αm+i ,k
rm+i ,k
− αm−i ,krm−i ,k
)
= 0.
Proof. Each subcell face (m, k) is always adjacent to exactly two nodes, and note that the terms rm+i ,k
and
rm−i ,k
appear in (57) with opposite signs. Additionally, for any subcell face (m, k) the term rm,k appears
with coefficient αm,k. Therefore, summing over all nodes i, these terms cancel. 
Since αm±i ,k
≤ α˜i, and the nodal provisional limiting coefficient α˜i is obtained by limiting the positive and
negative parts of rm±i ,k
separately, we can see that the update given by (56) will satisfy the desired bounds.
4.1.4. Comparison of elementwise and subcell limiting: advection equation. We consider a simple one-
dimensional test to compare the effectiveness of the subcell and elementwise limiting techniques. We consider
the advection equation ut + ux = 0 on the domain [−1, 1], with periodic boundary conditions, and initial
conditions given by two square waves. The discontinuities in the initial condition are aligned with the mesh.
We fix the number of degrees of freedom to be 320, and use polynomial degrees p = 0, 1, 3, 7. We integrate
until a final time of t = 2, at which point the solution and initial condition coincide. The results are shown
in Figure 3. From these results, we notice that using the elementwise limiting strategy, increasing the poly-
nomial degree while simultaneously coarsening the mesh does not improve solution quality beyond p = 1.
This is intuitively the case because the limiting coefficients lack subcell resolution. On the other hand, the
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Figure 3. Comparison of subcell and elementwise limiting strategies, with fixed number of
degrees of freedom, varying the polynomial degree.
Figure 4. Comparison of subcell and elementwise limiting strategies for the solid body
rotation test on a 25× 25 mesh with polynomial degree p = 3. Left: exact solution. Center:
subcell limiting. Right: elementwise limiting.
subcell limiting technique results in increased accuracy as the polynomial degree is increased and as the
mesh is coarsened.
Additionally, we consider the two-dimensional solid body rotation test case. This test case is described in
detail in Section 5.4. We compare the subcell and elementwise limiting strategies using a coarse mesh with
25 × 25 elements, and polynomial degree p = 3. We integrate in time for one complete revolution, using a
time step that is half of the CFL condition given by (40). The results are shown in Figure 4. It is clear
that the subcell limiting strategy results in less diffusive results and better resolution of the features when
compared with the elementwise limiting strategy.
4.2. Convex invariants for hyperbolic systems. We now consider the more general case, where (1)
represents a system of conservation laws, and we wish to enforce several convex constraints. In this case, the
Zalesak-type limiter which we used for linear constraints is no longer sufficient. Instead, we make use of the
convex limiting methodology developed in [13, 16].
We have shown that for any convex invariant set A of (1) such that uni ∈ A for all i, we have uL,n+1i ∈ A
for all i. We choose some finite subcollection of such sets, denoted A`. We now describe a limiting procedure
to ensure that if uni ∈ A` for all i and all `, then un+1i ∈ A` for all i and all `. As before, we first begin by
describing an elementwise limiting procedure, and then go on to develop a dimension-by-dimension subcell
limiting procedure.
4.2.1. Elementwise limiting for convex constraints. The elementwise limiting strategy for convex constraints
is almost identical to that for linear constraints. For a given element K, we assign to each node i ∈ E(K) a
provisional limiting coefficient α˜i as follows. Let α˜i ∈ [0, 1] be the largest value such that the limited nodal
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value u˜n+1i given by
(58)
mi
∆t
u˜n+1i =
mi
∆t
uni + r
L,n
i + α˜i
(
r
H,n
i − rL,ni
)
belongs to each of the convex invariants, i.e. u˜n+1i ∈ A` for all `. We then define the elementwise limiting
coefficients by
(59) αi = min
j∈E(K)
α˜j .
Therefore, αi ∈ [0, α˜i] for all i. Since the sets A` are convex, and uL,n+1i ∈ A`, we conclude that the
flux-corrected nodal values un+1i defined by (47) also satisfy u
n+1
i ∈ A` for all `.
4.2.2. Subcell limiting for convex constraints. As before, we make use of the dimension-by-dimension de-
composition of residuals described in Section 4.1.3. We begin by fixing an element K. For each node
i ∈ E(K), we define a provisional limiting coefficient α˜i, according to the following procedure. Recall that
ri =
∑d
k=1 ri,k =
∑d
k=1
(
rm+i ,k
− rm−i ,k
)
. Let γ = 2d, and then choose α˜i ∈ [0, 1] to be the largest value
such that the provisional updates given by
(60)
mi
∆t
u˜n+1i =
mi
∆t
uni + r
L,n
i + γα˜i
(
±rm±i ,k
)
for all 1 ≤ d ≤ k satisfy u˜n+1i ∈ A` for all `. As in the case of elementwise limiting, we note that since the
sets A` are convex, the same will hold for any limiting coefficient in the interval [0, α˜i].
Let 1 ≤ k ≤ d be a given dimension, and let (m, k) denote the index of a subcell face. As in the case of
linear constraints, let αm,k be defined by αm,k = min{α˜i1 , α˜i2}, where i1 and i2 are nodes adjacent to the
subcell face (m, k). The flux correction nodal values are given, as before, by equation (56), which we write
in the slightly modified form
(61) un+1i = u
L,n+1
i +
∆t
mi
d∑
k=1
(
αm+i ,k
rm+i ,k
− αm−i ,krm−i ,k
)
.
This definition gives rise to the following property.
Proposition 11. Let un+1i be defined by (61), where the limiting coefficients αm±i ,k
are given by the procedure
described above. Then, the flux-corrected nodal values un+1u satisfy u
n+1
i ∈ A` for all `.
Proof. We rewrite (61) as the convex combination
(62)
un+1i =
d∑
k=1
(
1
2d
u
L,n+1
i +
∆t
mi
αm+i ,k
rm+i ,k
+
1
2d
u
L,n+1
i −
∆t
mi
αm−i ,k
rm−i ,k
)
=
1
γ
d∑
k=1
(
u
L,n+1
i +
∆t
mi
γαm+i ,k
rm+i ,k
)
+
1
γ
d∑
k=1
(
u
L,n+1
i −
∆t
mi
γαm−i ,k
rm−i ,k
)
.
Note that αm±i ,k
≤ α˜i, and therefore, by (60), each term in the convex combination in (62) lies within the
convex invariant sets A`. Therefore, the flux corrected nodal values un+1i defined by (61) satisfy un+1i ∈ A`
for all `. 
Additionally, note that Proposition (10), shown for the case of linear constraints, also applies to the subcell
convex limiting strategy described here. Therefore, the subcell convex limiting strategy is also conservative.
4.3. Application: Euler equations. We now consider the application of the above techniques to the
compressible Euler equations. We use conserved variables u = (ρ, ρv, ρE), where ρ is the density, v ∈ Rd
is the velocity, and E is the total energy per unit mass. For an ideal gas, the pressure p is defined by the
equation of state
(63) p = (γ − 1)ρ (E − ‖v‖2/2) ,
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where γ is the ratio of specific heats. In this work, we take γ = 1.4. The governing equations are given by
(1) with flux function
(64) F =
 ρvρv ⊗ vT + pI
ρHv
 ,
where I is the d × d identity matrix, and H = E + p/ρ is the stagnation enthalpy. The specific internal
energy e is defined by e = E − 12v2 (using the notation v2 = ‖v‖2`2), and the specific entropy s is given by
s = log
(
e
1
γ−1 ρ−1
)
.
The set A(r), defined by
(65) A(r) = {(ρ, ρv, ρE) : ρ > 0, e > 0, s ≥ r}
for any r ≥ 0 is a convex invariant set for the Euler equations, and is an invariant domain for the Lax-
Friedrichs method [15, 13, 10]. Note that, by Proposition 6, the bar states un+1ij defined by (38) have positive
density, internal energy, and satisfy the minimum principle on specific entropy. Therefore, if uni ∈ A(r), the
low order solutions uL,n+1i defined by (36) satisfy u
L,n+1
i ∈ A(r).
We will use the FCT-based convex limiting techniques described above to ensure that the target solution
un+1i also satisfies u
n+1
i ∈ A(r). This is achieved through a two-part limiting process using a procedure
similar to that described in [15]. First, we limit the density using the Zalesak-type limiter from Section 4.1,
enforcing bounds given by
(66) ρmini = min
j∈N (i)
ρn+1ij , ρ
max
i = max
j∈N (i)
ρn+1ij .
Then, we enforce a minimum principle on the specific entropy using the convex limiting procedure from
Section 4.2. The lower bound for specific entropy is given by
(67) smini = min
j∈N (i)
snj ,
where snj = s(u
n
j ). Determining the provisional nodal limiting coefficients (in (58) or (60)) requires per-
forming a line search. By virtue of the convexity of the specific entropy s, this line search can be performed
efficiently using Newton’s method. The minimum principle on specific entropy ensures that the internal
energy is positive.
4.4. Subcell resolution smoothness indicator. FCT methods often suffer from a phenomenon known
as peak clipping [26, 2]. Because the limiting techniques described above result in methods that are local
extremum diminishing, smooth extrema tend to decrease in amplitude slightly with each time step. Total
variation diminishing (TVD) schemes are provably at most first-order accurate at smooth extrema [36, 54].
Smoothness indicators making use of second derivative information are a typical way to alleviate this difficulty
[29, 33, 17]. These smoothness indicators often use estimates of the second derivatives to determine regions
where the solution is smooth. In this work, we make use of a slightly different approach, based on the idea
of artificial viscosity subcell shock capturing for discontinuous Galerkin methods [42, 41].
Consider the solution uh restricted to a single element K ∈ Th, denoted uK = uh|K . We represent uK
in terms of a modal (Legendre) basis, and define a truncated solution uˆK , which is obtained from uK by
setting to zero the coefficients associated with highest-degree basis functions in any variable. In other words,
uˆK ∈ Qp−1(K). The smoothness indicator is determined by how well uˆK approximates uK , based on the
observation that the high modes of functions well-resolved on the mesh will quickly decay. We define the
smoothness indicator
(68) sK = log10
(‖uK − uˆK‖2L2
‖uK‖2L2
)
.
The indicator sK is used to define a smoothness factor εK ∈ [0, 1] by
(69) εK =

0, if sK < s0 − κ,
1
2 − 12 sin (pi(sK − s0)/(2κ)) , if s0 − κ ≤ sK ≤ s0 + κ,
1, if sK > s0 + κ.
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Figure 5. Comparison of two 1D advection problems, with and without smoothness indi-
cators. For problems with smooth solutions (left plot), we see that using the smoothness
indicator greatly reduces the effect of peak clipping. For problems with discontinuities (right
plot), the the use of the smoothness indicator still results in a bounds preserving solution,
and does not introduce noticeable oscillations.
Here, s0 and κ are user-defined parameters. In the context of artificial viscosity shock capturing, the choice
of these parameters can have a significant impact on the quality of the method [21, 37]. In this work, we
choose s0 ∼ log10(p−4) and κ = 1, which have be found to be effective choices for p > 1. The factor εK is
used to relax the local bounds described in Section 4.1.1. For any i ∈ E(K), define relaxed bounds by
(70) uˆmini = εKu
min
i + (1− εK)gmin, uˆmaxi = εKumaxi + (1− εK)gmax,
where gmin and gmax are relaxed bounds for the problem. For example, these bounds may be given by the
minimum and maximum values of the initial condition. The relaxed bounds given by (70) have the property
that they are equal to the local bounds in regions where the solution is rough or under-resolved, and are
equal to the global problem bounds in regions where the solution is smooth.
In Figure 5, we illustrate the effect of the smoothness indicator on two 1D advection problems. For both
problems, the global bounds are given by the global maximum and minimum of the solution. The first
problem has a smooth solution, and therefore the smoothness indicator will cause only global bounds to be
enforced. For this problem we use a very coarse mesh with only 4 elements and degree p = 7 polynomials.
This greatly reduces the peak clipping effect, and results in a highly accurate solution.
The second test case consists of a discontinuous initial condition. For this test case, we use p = 3 on
a mesh with 80 elements. We note that enforcing only the global bounds in the vicinity of the shorter
peak would also for the introduction of oscillations and new local maxima. However, cells containing the
discontinuity are detected by the smoothness indicator, causing local bounds to be enforced in these regions.
As a consequence, noticeable oscillations are not introduced when using the smoothness indicator in this
case.
Additionally, we study the effects of the smoothness indicator on the solid body rotation test. As in
Section 4.1.4, we use a coarse 25 × 25 mesh with polynomial degree p = 3. We use the subcell limiting
technique described above, and compare the results with the smoothness indicator disabled and enabled.
The results are shown in Figure 6. We see that enabling the smoothness indicator results in sharper resolution
of features such as the peak of the cone and the edges of the slotted cylinder. The solution quality is not
degraded by spurious oscillations, and the L1 error is about 25% smaller for this example.
5. Numerical examples
The method was implemented in the MFEM finite element framework [1], and is tested on a variety of
benchmark problems, including scalar problems and hyperbolic systems, in 1D and 2D. For these test cases,
unless stated otherwise, we integrate in time using the third-order SSP Runge-Kutta method [12]. The time
step is chosen according to (40), with a CFL constant of 1/2, i.e. ∆t = 12 mini
mi
2dˆii
.
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Smoothness Indicator Disabled
[minuh,maxuh] = [0, 0.95]
‖u− uh‖L1 = 2.6× 10−2
Smoothness Indicator Enabled
[minuh,maxuh] = [0, 1]
‖u− uh‖L1 = 1.9× 10−2
Figure 6. Solid body rotation test with smoothness indicator disabled (left) and enabled
(right). Enabling the smoothness indicator results in sharper resolution of the features and
gives a less dissipative solution.
5.1. Convergence tests. We first study the accuracy of the method on a simple 1D test case for the linear
advection equation
(71) ut + ux = 0.
The domain is Ω = [0, 1], and the initial condition is u0(x) = sin(2pix). Periodic boundary conditions are
enforced. To avoid temporal errors, the equations are integrated using an eighth order Runge-Kutta method,
until a final time of t = 1, at which point the exact solution coincides with the initial condition. We use
polynomial degrees p = 0, 1, . . . , 5, on a sequence of uniformly refined meshes. We compare the results both
with and without the smoothness indicator (as described in Section 4.4). The L1 error is computed by
comparing with the exact solution, and the results are shown in Table 1. Using the smoothness indicator, we
observe the expected asymptotic rates for all cases except p = 1 (for which case we do not expect the subcell
resolution smoothness indicator to perform well.) Without the smoothness indicator, the local maximum
principle is strictly enforced. As a consequence, only first-order convergence is observed for these cases,
consistent with other results reported in the literature [20].
5.2. 1D Euler. For a first set of initial test cases, we consider the one-dimensional Euler equations, given
by
(72) ut + Fx = 0,
where u = (ρ, ρv, ρE)ᵀ, F = (ρv, ρv2 + p, v(ρE + p))ᵀ. The pressure is given by the equation of state
p = (γ − 1)ρ(E − v2/2).
5.2.1. Sod shock tube. We first consider the classical Sod shock tube problem [48]. The domain is taken to
be Ω = [−1/2, 1/2], and the initial conditions in primitive variables are given by
(73) u0(x) =
{
uL, x < 0,
uR, x ≥ 0,
uL =
 ρLvL
pL
 =
 10
1
 , uR =
 ρRvR
pR
 =
 1/80
1/10
 .
This problem gives rise to a rarefaction wave, a contact discontinuity, and a shock. We integrate in time
until t = 0.18 with the number of degrees of freedom set to 256, using polynomial degrees p = 0, 1, 3, 7, so
that the highest degree run is performed on a mesh with 32 elements. Figure 7 compares the final density
and pressure with the exact solution to the Riemann problem. From Figure 7, we observe that increasing
the polynomial degree while simultaneously coarsening the mesh leads to somewhat better resolution of
discontinuities in the solution, in particular at the contact discontinuity. The solutions obtained using p = 3
and p = 7 are largely indistinguishable.
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Table 1. Convergence results for smooth test case for the 1D advection equation, showing
results with and without the smoothness indicator.
S.I. Enabled S.I. Disabled
Elements L1 error Rate L1 error Rate
p = 0
8 6.02× 10−1 — 6.02× 10−1 —
16 4.54× 10−1 0.41 4.54× 10−1 0.41
32 2.93× 10−1 0.63 2.93× 10−1 0.63
64 1.69× 10−1 0.80 1.69× 10−1 0.80
p = 1
8 2.80× 10−1 — 2.80× 10−1 —
16 1.08× 10−1 1.37 1.08× 10−1 1.37
32 4.95× 10−2 1.13 4.95× 10−2 1.13
64 2.47× 10−2 1.00 2.47× 10−2 1.00
p = 2
8 5.28× 10−2 — 6.55× 10−2 —
16 2.33× 10−2 1.18 2.47× 10−2 1.41
32 9.05× 10−3 1.36 1.14× 10−2 1.12
64 2.56× 10−3 1.82 5.55× 10−3 1.03
p = 3
8 2.31× 10−4 — 1.64× 10−2 —
16 1.14× 10−5 4.34 6.37× 10−3 1.37
32 7.10× 10−7 4.01 3.20× 10−3 0.99
64 4.43× 10−8 4.00 1.60× 10−3 1.00
p = 4
8 6.48× 10−6 — 1.15× 10−2 —
16 2.05× 10−7 4.98 3.04× 10−3 1.92
32 6.46× 10−9 4.99 1.27× 10−3 1.26
64 2.02× 10−10 5.00 6.19× 10−4 1.04
p = 5
8 2.06× 10−7 — 7.82× 10−3 —
16 3.19× 10−9 6.01 2.16× 10−3 1.85
32 4.98× 10−11 6.00 7.32× 10−4 1.56
64 8.59× 10−13 5.86 2.99× 10−4 1.29
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Figure 7. Density and pressure for the Sod shock tube problem at t = 0.18.
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Figure 8. Density and pressure for the sine-shock interaction problem at t = 1.8.
5.2.2. Sine-shock interaction. We now consider the Shu-Osher sine-shock interaction problem [46]. The
domain is Ω = [−5, 5] and the initial condition is given by
(74) u0(x) =
{
uL, x < −4,
uR, x ≥ −4,
 ρLvL
pL
 =
 3.8571432.629369
10.3333
 ,
 ρRvR
pR
 =
 1 + 0.2 sin(5x)0
1
 .
This test case can be challenging for shock-capturing schemes because the solution contains strong and weak
shocks, as well as smooth oscillatory structures. We integrate in time until t = 1.8 with the number of
degrees of freedom set to 512, using polynomial degrees p = 0, 1, 3, 7. The p = 7 run is performed on a mesh
with 64 elements. The final density and pressure are shown in Figure 8. These solutions are compared with
a reference solution computed using p = 0 with a fine mesh of 20,000 elements. The strong shock is resolved
well with all of the polynomial degrees, however the smooth structures are better resolved by using higher
degree polynomials. Some peak clipping is observed on the post-shock oscillations.
5.3. Buckley-Leverett equation. The Buckley-Leverett equation is a hyperbolic conservation law with
non-convex flux function used to model porous media flow, defined by
(75)
∂u
∂t
+
∂
∂x
(
4u2
4u2 + (1− u)2
)
= 0.
We consider the Riemann problem
u0(x) =
{
−3, x < 0,
3, x ≥ 0.
We fix the number of degrees of freedom to be 256, and integrate in time until t = 0.25 using polynomial
degrees p = 0, 1, 3, 7. The solution is shown in Figure 9. For this test case, the solutions obtained using the
high-order flux-limited DG method compare well to the reference solution computed with p = 0 on a mesh
with 10,000 elements.
5.4. 2D linear advection: solid body rotation. We consider the solid body rotation test, first proposed
by LeVeque, which has since become a standard benchmark test case to assess the resolution of both smooth
and discontinuous features [31]. The governing equation is the two-dimensional linear advection equation
(76)
∂u
∂t
+∇ · (vu) = 0,
with velocity field v = (2pi(1/2 − y), 2pi(x − 1/2))ᵀ in the domain Ω = [0, 1] × [0, 1]. The initial conditions
consist of a smooth bump, a cone, and a slotted cylinder. Each of these bodies is defined in a disk of
radius r0 = 0.15, centered at some point (x0, y0) ∈ Ω. Let r(x, y) = 1r0
(
(x− x0)2 + (y − y0)2
)1/2
denote
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Figure 9. Riemann problem for the Buckley-Leverett equation at t = 0.25 using p =
0, 1, 3, 7 with 256 degrees of freedom.
the normalized distance to the center point. The smooth bump is centered at (x0, y0) = (0.25, 0.5), and is
defined by
ubump(x, y) =
1 + cos(pir(x, y))
4
.
The cone is centered at (x0, y0) = (0.5, 0.25), and is defined by
ucone(x, y) = 1− r(x, y).
The slotted cylinder is centered at (x0, y0) = (0.5, 0.75), and is defined by
ucyl(x, y) =
{
1, if |x− x0| ≥ 0.025 or y >= 0.85,
0, otherwise.
The initial condition u0 is defined using the above functions on the each of the three disks, and is set to zero
elsewhere. We integrate in time until t = 1, at which point a full revolution has completed. In Figure 10, we
show the solution obtain on a 64 × 64 Cartesian grid using the high-order DG method (15), the low-order
invariant domain preserving method (35), and the flux-corrected method (47) with subcell limiting. The
standard (unlimited) DG method results in clear oscillations and overshoots and undershoots, in particular
around the slotted cylinder. This is evident from the minimum and maximum values after one revolution,
which are -0.21 and 1.16, respectively. The low-order IDP method is bounds preserving, but clearly very
dissipative. The flux-corrected method, obtained by performing a subcell bounds-preserving blending of the
low-order IDP method and the high-order target method, results in a solution without oscillations or new
extrema. The L1 accuracy of the flux-corrected method is comparable to that of the high-order method for
this problem.
5.5. 2D Burgers equation. Consider the two-dimensional Burgers equation
(77)
∂u
∂t
+∇ ·
(
1
2
u2v
)
= 0,
with constant velocity vector v = (1, 1)ᵀ in the domain Ω = [0, 1]× [0, 1]. We consider the piecewise constant
initial condition
(78) u0(x, y) =

−1 if x > 0.5 and y > 0.5,
−0.2 if x ≤ 0.5 and y > 0.5,
0.5 if x ≤ 0.5 and y ≤ 0.5,
0.8 if x > 0.5 and y ≤ 0.5.
This problem was considered in [46, 14]. The exact solution (determined analytically, cf. [49]) is imposed
as boundary conditions, and the equations are integrated until a final time of t = 0.5. We use polynomial
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High-Order DG
[minuh,maxuh] = [−0.21, 1.16]
‖u− uh‖L1 = 1.0× 10−2
Low-Order IDP
[minuh,maxuh] = [0, 0.66]
‖u− uh‖L1 = 8.5× 10−2
FCT
[minuh,maxuh] = [0, 1]
‖u− uh‖L1 = 1.1× 10−2
Figure 10. Solid body rotation test for the 2D linear advection equation on a 64 × 64
Cartesian grid with p = 3. Left panel: high-order DG-SEM with no limiting. Center panel:
low-order sparsified IDP method. Right panel: bounds-preserving subcell limiter.
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Figure 11. 2D Burgers equation Riemann problem, using p = 2, 5, 11 with fixed number
of degrees of freedom.
degree p = 2, 5, 11 on a sequence of increasingly coarse Cartesian grids (n1D = 40, 20, 10), with total number
of degrees of freedom equal to 1202. The solution is shown in Figure 11. When compared with a reference
solution computed on a fine mesh (p = 1, n1D = 512), the solution is well-resolved even on the coarse mesh.
Discontinuities in the solution are captured well even when not aligned with element boundaries.
5.6. 2D Euler Riemann problem. We now test the method on a Riemann problem for the 2D Euler
equations (“configuration 12”), often used as a benchmark problem [32, 44, 30]. The spatial domain is taken
to be Ω = [0, 1] × [0, 1], and the initial conditions are defined by piecewise-constant data on each of the
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Pressure, p = 1, n1D = 128 Pressure, p = 3, n1D = 64
Figure 12. Density and pressure for 2D Euler equation Riemann problem, using p = 1, 3
with fixed number of degrees of freedom.
quadrants,
(79)

ρ = 4/5, v = (0, 0), p = 1, 0 < x < 1/2, 0 < y < 1/2,
ρ = 1, v = (3/
√
17, 0), p = 1, 0 < x < 1/2, 1/2 < y < 1,
ρ = 1, v = (0, 3/
√
17), p = 1, 1/2 < x < 1, 0 < y < 1/2,
ρ = 17/32, v = (0, 0), p = 2/5, 1/2 < x < 1, 1/2 < y < 1.
The problem is made periodic on the enlarged domain [0, 2]× [0, 2] by reflecting the initial conditions about
the point (1, 1), as described in [14]. The solution is taken to be the restriction of the periodic solution to
the subdomain [0, 1]× [0, 1]. The equations are integrated until time t = 0.25. Polynomial degrees p = 1 and
p = 3 are used, on 128× 128 and 64× 64 Caetesian grids, respectively, such that the total number of degrees
of freedom is fixed for both calculations. The density and pressure fields of the final solutions are shown in
Figure 12. Both solutions resolve the large-scale features, including the shocks and contact discontinuities.
Although the number of degrees of freedom is the same for both cases, the solution obtained using p = 3
polynomials shows sharper interfaces, and better-resolved small-scale features.
5.7. Double Mach reflection. Finally, we consider the double Mach reflection case of Woodward and
Colella [51]. This test cases consists of an incoming Mach 10 shock, that makes a 60◦ angle with a reflecting
wall. The undisturbed state ahead of the shock has density ρ = 1.4 and pressure p = 1. The problem is
modeled in the rectangular domain [0, 4] × [0, 1], such that the bottom boundary (beginning at x = 1/6)
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Figure 13. Density for double Mach reflection problem at t = 0.275, showing zoom-in on
three-shock interaction point. Bottom panels: 30 equispaced density contours.
represents the inclined wedge. The left (inflow) boundary and the interval [0, 1/6] on the bottom boundary
are assigned the post-shock state. The interval [1/6, 4] on the bottom boundary is assigned slip boundary
conditions, and the top boundary is assigned a prescribed state using the exact shock speed. Outflow
conditions are enforced at the right boundary. A fine mesh with 2400×600 elements with p = 3 is used. The
density field and contours are shown in Figure 13. Small features such as the Kelvin-Helmholtz instability
shown in the zoom-ins are indicative of the low dissipation of the scheme.
6. Conclusions
In this work, we have presented a discontinuous Galerkin spectral element method with convex limiting
for hyperbolic conservation laws. This method preserves any specified set of invariant domain properties
(e.g. local maximum principles, positivity of pressure and density, minimum principle for specific entropy,
etc.). The method is based on an efficient dimension-by-dimension subcell blending of the target high-
order (unlimited) DG-SEM method, and a low-order, invariant domain preserving (IDP), sparsified scheme
based on a graph viscosity approach. Notably, the quality of this low-order IDP method does not degrade
as the polynomial degree of the target method is increased, in contrast to non-sparsified graph viscosity
approaches. As a result, improved solution quality is obtained by using higher order target schemes on
a variety of benchmark problems. Additionally, a subcell resolution smoothness indicator is shown to be
effective at reducing the peak clipping effect at smooth extrema.
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