Abstract. This paper presents new algorithms and accompanying tool support for analyzing interactive Markov chains (IMCs), a stochastic timed 1 1 2 -player game in which delays are exponentially distributed. IMCs are compositional and act as semantic model for engineering formalisms such as AADL and dynamic fault trees. We provide algorithms for determining the extremal expected time of reaching a set of states, and the long-run average of time spent in a set of states. The prototypical tool Imca supports these algorithms as well as the synthesis of ε-optimal piecewise constant timed policies for timed reachability objectives. Two case studies show the feasibility and scalability of the algorithms.
Introduction
Continuous-time Markov chains (CTMCs) are perhaps the most well-studied stochastic model in performance evaluation and naturally reflect the random real-time behavior of stoichiometric equations in systems biology. LTSs (labeled transition systems) are one of the main operational models for concurrency and are equipped with a plethora of behavioral equivalences like bisimulation and trace equivalences. A natural mixture of CTMCs and LTSs yields so-called interactive Markov chains (IMCs), originally proposed as a semantic model of stochastic process algebras [19, 20] . As a state may have several outgoing actiontransitions, IMCs are in fact stochastic real-time 1 1 2 -player games, also called continuous-time probabilistic automata by Knast in the 1960's [22] .
IMC usage. The simplicity of IMCs and their compositional nature -they are closed under CSP-like parallel composition and restriction-make them attractive to act as a semantic backbone of several formalisms. IMCs were developed for stochastic process algebras [19] . Dynamic fault trees are used in reliability engineering for safety analysis purposes and specify the causal relationship between failure occurrences. If failures occur according to an exponential distribution, which is quite a common assumption in reliability analysis, dynamic fault trees are in fact IMCs [4] . The same holds for the standardized Architectural Analysis and Design Language (AADL) in which nominal system behavior is extended with probabilistic error models. IMCs turn out to be a natural semantic model for AADL [5] ; the use of this connection in the aerospace domain has recently been shown in [29] . In addition, IMCs are used for stochastic extensions of Statemate [3] , and for modeling and analysing industrial GALS hardware designs [12] .
IMC analysis. The main usage of IMCs so far has been the compositional generation and minimization of models. Its analysis has mainly been restricted to "fully probabilistic" IMCs which induce CTMCs and are therefore amenable to standard Markov chain analysis or, alternatively, model checking [1] . CTMCs can sometimes be obtained from IMCs by applying weak bisimulation minimization; however, if this does not suffice, semantic restrictions on the IMC level are imposed to ensure full probabilism. The CADP toolbox [11] supports the compositional generation, minimization, and standard CTMC analysis of IMCs. In this paper, we focus on the quantitative timed analysis of arbitrary IMCs, in particular of those, that are non-deterministic and can be seen as stochastic realtime 1 1 2 -player games. We provide algorithms for the expected time analysis and long-run average fraction of time analysis of IMCs and show how both cases can be reduced to stochastic shortest path (SSP) problems [2, 15] . This complements recent work on the approximate time-bounded reachability analysis of IMCs [30] . Our algorithms are presented in detail and proven correct. Prototypical tool support for these analyses is presented that includes an implementation of [30] . The feasibility and scalability of our algorithms are illustrated on two examples: A dependable workstation cluster [18] and a Google file system [10] . Our Imca tool is a useful backend for the CADP toolbox, as well as for analysis tools for dynamic fault trees and AADL error models.
Related work.
Untimed quantitative reachability analysis of IMCs has been handled in [11] ; timed reachability in [30] . Other related work is on continuous-time Markov decision processes (CTMDPs). A numerical algorithm for time-bounded expected accumulated rewards in CTMDPs is given in [8] and used as building brick for a CSL model checker in [7] . Algorithms for timed reachability in CTMDPs can be found in, e.g. [6, 26] . Long-run averages in stochastic decision processes using observer automata ("experiments") have been treated in [14] , whereas the usage of SSP problems for verification originates from [15] . Finally, [27] considers discrete-time Markov decision processes (MDPs) with ratio cost functions; we exploit such objectives for long-run average analysis.
Organization of the paper. Section 2 introduces IMCs. Section 3 and 4 are devoted to the reduction of computing the optimal expected time reachability and longrun average objectives to stochastic shortest path problems. Our tool Imca and the results of two case studies are presented in Section 5. Section 6 concludes the paper. This version is an update of [17] including additional proofs in the appendix.
Interactive Markov chains
Interactive Markov chains. IMCs are finite transition systems with action-labeled transitions and Markovian transitions which are labeled with a positive real number (ranged over by λ) identifying the rate of an exponential distribution.
Definition 1 (Interactive Markov chain
). An interactive Markov chain is a tuple I = (S, Act, − → , =⇒, s 0 ) where S is a nonempty, finite set of states with initial state s 0 ∈ S, Act is a finite set of actions, and -− → ⊆ S × Act × S is a set of action transitions and -=⇒ ⊆ S × R >0 × S is a set of Markovian transitions.
IMCs are closed under parallel composition [19] by synchronizing on action transitions in a TCSP-like manner. As our main interest is in the analysis of IMCs, we focus on so-called closed IMCs [21] , i.e. IMCs that are not subject to any further synchronization. W.l.o.g. we assume that in closed IMCs all outgoing action transition of state s are uniquely labeled, thereby naming the state's nondeterministic choices. In the rest of this paper, we only consider closed IMCs. For simplicity, we assume that IMCs do not contain deadlock states, i.e. in any state either an action or a Markovian transition emanates.
Definition 2 (Maximal progress). In any closed IMC, action transitions take precedence over Markovian transitions.
The rationale behind the maximal progress assumption is that in closed IMCs, action transitions are not subject to interaction and thus can happen immediately, whereas the probability for a Markovian transition to happen immediately is zero. Accordingly, we assume that each state s has either only outgoing action transitions or only outgoing Markovian transitions. Such states are called interactive and Markovian, respectively; we use IS ⊆ S and MS ⊆ S to denote the sets of interactive and Markovian states. Let Act(s) = { α ∈ Act | ∃s ′ ∈ S. s α − − → s ′ } be the set of enabled actions in s, if s ∈ IS and Act(s) = {⊥} if s ∈ MS.
In Markovian states, we use the special symbol ⊥ to denote purely stochastic behavior without any nondeterministic choices. Example 1. Fig. 1 A sub-IMC of an IMC I = (S, Act, − → , =⇒, s 0 ), is a pair (S ′ , K) where S ′ ⊆ S and K is a function that assigns each
An end component is a sub-IMC whose underlying graph is strongly connected; it is maximal w.r.t. K if it is not contained in any other end component (S ′′ , K).
Example 2. In Fig. 1 , the sub-IMC (S ′ , K) with state space S ′ = {s 4 , s 5 , s 6 , s 7 } and K(s) = Act(s) for all s ∈ S ′ is a maximal end component.
IMC semantics. An IMC without action transitions is a CTMC; if =⇒ is empty, then it is an LTS. We briefly explain the semantics of Markovian transitions. Roughly speaking, the meaning of s λ =⇒ s ′ is that the IMC can switch from state s to s ′ within d time units with probability 1 − e −λd . The positive real value λ thus uniquely identifies a negative exponential distribution. For s ∈ MS, 
where E(s) = s ′ ∈S R(s, s ′ ) is the exit rate of state s. Intuitively, (1) states that after a delay of at most d time units (second term), the IMC moves probabilistically to a direct successor state s ′ with discrete branching probability
Paths and schedulers. An infinite path π in an IMC is an infinite sequence:
with s i ∈ S, σ i ∈ Act or σ i = ⊥, and t i ∈ R ≥0 . The occurrence of action α in state s i in π is denoted s i α,0 − −− → s i+1 ; the occurrence of a Markovian transition after t time units delay in s i is denoted s i
, let π@t denote the set of states that π occupies at time t. Note that π@t is in general not a single state, but rather a set of states, as an IMC may exhibit immediate transitions and thus may occupy various states at the same time instant. Let Paths and Paths ⋆ denote the sets of infinite and finite paths, respectively. Nondeterminism appears when there is more than one action transition enabled in a state. The corresponding choice is resolved using schedulers. A scheduler (ranged over by D) is a measurable function which yields for each finite path ending in some state s a probability distribution over the set of enabled actions in s. For details, see [30] . A stationary deterministic scheduler is a mapping D : IS → Act. The usual cylinder set construction yields a σ-algebra F Paths of subsets of Paths; given a scheduler D and an initial state s, F Paths can be equipped with a probability measure [30] , denoted Pr s,D .
Zenoness. The time elapsed along an infinite path π = s 0
Path π is non-Zeno whenever ∞ i=0 t i diverges to infinity; accordingly, an IMC I with initial state s 0 is non-Zeno if for all schedulers D,
As the probability of a Zeno path in a finite CTMC -thus only containing Markovian transitions-is zero [1] , IMC I is non-Zeno if and only if no strongly connected component with states T ⊆ IS is reachable from s 0 . In the rest of this paper, we assume IMCs to be non-Zeno.
Stochastic shortest path problems. The (non-negative) SSP problem considers the minimum expected cost for reaching a set of goal states in a discrete-time Markov decision process (MDP).
Definition 3 (MDP)
. M = (S, Act, P, s 0 ) is a Markov decision process, where S, Act and s 0 are as before and P : S ×Act×S → [0, 1] is a transition probability function such that for all s ∈ S and α ∈ Act, s ′ ∈S P(s, α, s ′ ) ∈ {0, 1}.
Definition 4 (SSP problem). A non-negative stochastic shortest path problem (SSP problem) is a tuple
The infinite sequence π = s 0
The minimum expected cost reachability of G starting from s in the SSP P, denoted cR min (s, ♦ G), is defined as
where Paths abs denotes the set of (time-abstract) infinite paths in the MDP and Pr abs s,D the probability measure on sets of MDP paths that is induced by scheduler D and initial state s. The quantity cR min (s, ♦ G) can be obtained [2, 13] by solving the following linear programming problem with variables {x s } s∈S\G : maximize s∈S\G x s subject to the following constraints for each s ∈ S \ G and α ∈ Act:
Expected time analysis
Expected time objectives. Let I be an IMC with state space S and G ⊆ S a set of goal states. Define the (extended) random variable
as the elapsed time before first visiting some state in G, i.e. for infinite path π = s 0
where min(∅) = +∞. The minimal expected time to reach G from s ∈ S is given by
Note that by definition of V G , only the amount of time before entering the first G-state is relevant. Hence, we may turn all G-states into absorbing Markovian states without affecting the expected time reachability. Accordingly, we assume for the remainder of this section that for all s ∈ G and some λ > 0, s λ =⇒ s is the only outgoing transition of state s.
Theorem 1. The function eT
min is a fixpoint of the Bellman operator
Intuitively, Thm. 1 justifies to add the expected sojourn times in all Markovian states before visiting a G-state. Any non-determinism in interactive states (which are, by definition, left instantaneously) is resolved by minimizing the expected reachability time from the reachable one-step successor states.
Computing expected time probabilities. The characterization of eT min (s, ♦ G) in Thm. 1 allows us to reduce the problem of computing the minimum expected time reachability in an IMC to a non-negative SSP problem [2, 15] .
Definition 5 (SSP for minimum expected time reachability). The SSP of IMC I = (S, Act, − → , =⇒, s 0 ) for the expected time reachability of G ⊆ S is P eT min (I) = (S, Act ∪ {⊥} , P, s 0 , G, c, g) where g(s) = 0 for all s ∈ G and
otherwise, and
Intuitively, action transitions are assigned a Dirac distribution, whereas the probabilistic behavior of a Markovian state is as explained before. The reward of a Markovian state is its mean residence time. Terminal costs are set to zero.
Theorem 2 (Correctness of the reduction).
For IMC I and its induced SSP P eT min (I) it holds:
where cR min (s, ♦ G) denotes the minimal cost reachability of G in SSP P eT min (I).
Proof. According to [2, 15] , cR min (s, ♦ G) is the unique fixpoint of the Bellman operator L ′ defined as:
We prove that the Bellman operator L from Thm. 1 equals L ′ for SSP P eT min (I). By definition, it holds that g(s) = 0 for all s ∈ S. Thus
For s ∈ IS and α ∈ Act(s), there exists a unique s ′ ∈ S such that P(s, α, s ′ ) = 1. Thus we can rewrite L ′ as follows:
By observing that c(s, ⊥) = 1 E(s) if s ∈ MS \ G and c(s, σ) = 0, otherwise, we can rewrite L ′ in (2) to yield the Bellman operator L as defined in Thm. 1. ⊓ ⊔
Observe from the fixpoint characterization of eT min (s, ♦ G) in Thm. 1 that in interactive states-and only those may exhibit nondeterminism-it suffices to choose the successor state that minimizes v(s ′ ). In addition, by Thm. 2, the Bellman operator L from Thm. 1 yields the minimal cost reachability in SSP P eT min (I). These two observations and the fact that stationary deterministic policies suffice to attain the minimum expected cost of an SSP [2, 15] 
The uniqueness of the minimum expected cost of an SSP [2, 15] now yields:
The uniqueness result enables the usage of standard solution techniques such as value iteration and linear programming to compute eT min (s, ♦ G).
Long-run average analysis
Long-run average objectives. Let I be an IMC with state space S and G ⊆ S a set of goal states. We use I G as an indicator with I G (s) = 1 if s ∈ G and 0, otherwise. Following the ideas of [14, 23] , the fraction of time spent in G on an infinite path π in I up to time bound t ∈ R ≥0 is given by the random variable (r. v.) A G,t (π) = 1 t t 0 I G (π@u) du. Taking the limit t → ∞, we obtain the r. v.
The expectation of A G for scheduler D and initial state s yields the corresponding long-run average time spent in G:
The minimum long-run average time spent in G starting from state s is then:
For the long-run average analysis, we may assume w.l.o.g. that G ⊆ MS, as the long-run average time spent in any interactive state is always 0. This claim follows directly from the fact that interactive states are instantaneous, i.e. their sojourn time is 0 by definition. Note that in contrast to the expected time analysis, G-states cannot be made absorbing in the long-run average analysis.
Theorem 3.
There is a stationary deterministic scheduler yielding Lra min (s, G).
In the remainder of this section, we discuss in detail how to compute the minimum long-run average fraction of time to be in G in an IMC I with initial state s 0 . The general idea is the following three-step procedure:
1. Determine the maximal end components {I 1 , . . . , I k } of IMC I. 2. Determine Lra min (G) in maximal end component I j for all j ∈ {1, . . . , k}. 3. Reduce the computation of Lra min (s 0 , G) in IMC I to an SSP problem.
The first phase can be performed by a graph-based algorithm [13] which has recently been improved in [9] , whereas the last two phases boil down to solving linear programming problems. In the next subsection, we show that determining the LRA in an end component of an IMC can be reduced to a long-run ratio objective in an MDP equipped with two cost functions. Then, we show the reduction of our original problem to an SSP problem.
Long-run averages in unichain IMCs
In this subsection, we consider computing long-run averages in unichain IMCs, i.e. IMCs that under any stationary deterministic scheduler yield a strongly connected graph structure.
Long-run ratio objectives in MDPs.
Let M = (S, Act, P, s 0 ) be an MDP. Assume w.l.o.g. that for each state s there exists α ∈ Act such that P(s, α, s ′ ) > 0. Let c 1 , c 2 : S × (Act ∪ {⊥}) → R 0 be cost functions. The operational interpretation is that a cost c 1 (s, α) is incurred when selecting action α in state s, and similar for c 2 . Our interest is the ratio between c 1 and c 2 along a path. The long-run ratio R between the accumulated costs c 1 and c 2 along the infinite path π = s 0
The minimum long-run ratio objective for state s of MDP M is defined by:
From [13] , it follows that R min (s) can be obtained by solving the following linear programming problem with real variables k and x s for each s ∈ S: Maximize k subject to the following constraints for each s ∈ S and α ∈ Act:
Reducing LRA objectives in unichain IMCs to long-run ratio objectives in MDPs.
We consider the transformation of an IMC into an MDP with 2 cost functions. 
Observe that cost function c 2 keeps track of the average residence time in state s whereas c 1 only does so for states in G. The following result shows that the longrun average fraction of time spent in G-states in the IMC I and the long-run ratio objective R min in the induced MDP M(I) coincide.
Theorem 4. For unichain IMC I, LRA min (s, G) equals R min (s) in MDP M(I).
Proof. Let I be a unichain IMC with state space S and G ⊆ S. Consider a stationary deterministic scheduler D on I. As I is unichain, D induces an ergodic CTMC (S, R, s 0 ), where R(s, s ′ ) = {λ | s λ =⇒ s ′ }, and R(s, s ′ ) = ∞ if s ∈ IS and s
D(s)
− −−− → s ′ . 5 The proof now proceeds in three steps.
1 According to the ergodic theorem for CTMCs [24] , almost surely:
Here, random variable X t denotes the state of the CTMC at time t and z i = E i (T i ) is the expected return time to state s i where random variable T i is the return time to s i when starting from s i . We assume 1 ∞ = 0. Thus, in the long run almost all paths will stay in s i for 1 z i ·E(s i ) fraction of time. 2 Let µ i be the probability to stay in s i in the long run in the embedded discrete-time Markov chain (S, P ′ , s 0 ) of CTMC (S, R, s 0 ). Thus µ · P ′ = µ where µ is the vector containing µ i for all states s i ∈ S. Given the probability µ i of staying in state s i , the expected return time to s i is
µi .
Gathering the above results now yields:
Step (⋆) is due to the definition of c 1 , c 2 .
Step (⋆⋆) has been proven in [13] .
By definition, there is a one-to-one correspondence between the schedulers of I and its MDP M(I). Together with the above results, this yields that
To summarize, computing the minimum long-run average fraction of time that is spent in some goal state in G ⊆ S in unichain IMC I equals the minimum long-run ratio objective in an MDP with two cost functions. The latter can be obtained by solving an LP problem. Observe that for any two states s, s ′ in a unichain IMC, Lra min (s, G) and Lra min (s ′ , G) coincide. In the sequel, we therefore omit the state and simply write Lra min (G) when considering unichain IMCs. In the next subsection, we consider IMCs that are not unichains.
Reduction to a stochastic shortest path problem
Let I be an IMC with initial state s 0 and maximal end components {I 1 , . . . , I k } for k > 0 where IMC I j has state space S j . Note that being a maximal end component implies that each I j is also a unichain IMC. Using this decomposition of I into maximal end components, we obtain the following result: Lemma 1. Let I = (S, Act, − → , =⇒, s 0 ) be an IMC, G ⊆ S a set of goal states and {I 1 , . . . , I k } the set of maximal end components in I with state spaces
where Pr D (s 0 |= ♦S j ) is the probability to eventually reach some state in S j from s 0 under scheduler D and Lra We finally show that the problem of computing minimal LRA is reducible to a non-negative SSP problem [2, 15] . This is done as follows. In IMC I, each maximal end component I j is replaced by a new state u j . Formally, let U = {u 1 , . . . , u k } be a set of fresh states such that U ∩ S = ∅.
Definition 7 (SSP for long run average). Let I, S, G ⊆ S, I j and S j be as before. The SSP induced by I for the long-run average fraction of time spent in
Here, P is defined as in Def. 6. Furthermore, g(u i ) = Lra min i (G) for u i ∈ U and c(s, σ) = 0 for all s and σ ∈ Act ∪ {⊥}.
The state space of the SSP consists of all states in the IMC I where each maximal end component I j is replaced by a single state u j which is equipped with a ⊥-labeled self-loop. The terminal costs of the new states u i are set to Lra min i (G). The transition probabilities are defined as in the transformation of an IMC into an MDP, see Def. 6, except that for transitions to u j the cumulative probability to move to one of the states in S j is taken. Note that as interactive transitions are uniquely labeled (as we consider closed IMCs), P ′ is indeed a probability function. The following theorem states the correctness of the reduction.
Theorem 5 (Correctness of the reduction). For IMC I and its induced SSP P LRA min (I) it holds:
where cR min (s, ♦U ) is the minimal cost reachability of U in SSP P LRA min (I).
Example 3. Consider the IMC I in Fig. 1 and its 5 Case studies
Tool support
What is Imca? Imca (Interactive Markov Chain Analyzer) is a tool for the quantitative analysis of IMCs. In particular, it supports the verification of IMCs against (a) timed reachability objectives, (b) reachability objectives, (c) expected time objectives, (d) expected step objectives, and (e) long-run average objectives. In addition, it supports the minimization of IMCs with respect to strong bisimulation. Imca synthesizes ε-optimal piecewise constant timed policies for (a) timed reachability objectives using the approach of [30] , and optimal positional policies for the objectives (b)-(e). Measures (c) and (e) are determined using the approach explained in this paper. Imca supports the plotting of piecewise constant policies (on a per state basis) and incorporates a plot functionality for timed reachability which allows to plot the timed reachability probabilities for a state over a given time interval.
Input format. Imca has a simple input format that facilitates its usage as a back-end tool for other tools that generate IMCs from high-level model specifications such as AADL, DFTs, Prism reactive modules, and so on. It supports the bcg-format, such that it accepts state spaces generated (and possibly minimized) using the CADP toolbox [11] ; CADP supports a LOTOS-variant for the compositional modeling of IMCs and compositional minimization of IMCs.
Implementation Details. A schematic overview of the Imca tool is given in Fig. 2 . The tool is written in C++, consists of about 6,000 lines of code, and exploits the GNU Multiple Precision Arithmetic Library 6 and the Multiple Precision Floating-Point Reliable Library 7 so as to deal with the small probabilities that occur during discretization for (a). Other included libraries are QT 4.6 and SoPlex 1.6.0 [28] .The latter supports several efficient algorithms to solve LP problems; by default it uses simplex on an LP problem and its dual.
Case studies
We study the practical feasibility of Imca's algorithms for expected time reachability and long-run averages on two case studies: A dependable workstation cluster [18] and a Google file system [10] . The experiments were conducted on a single core of a 2.8 GHz Intel Core i7 processor with 4GB RAM running Linux.
Workstation cluster. In this benchmark, two clusters of workstations are connected via a backbone network. In each cluster, the workstations are connected via a switch. All components can fail. Our model for the workstation cluster benchmark is basically as used in all of its studies so far, except that the inspection transitions in the GSPN (Generalized Stochastic Petri Net) model of [18] are immediate rather than -as in all current studies so far-stochastic transitions with a very high rate. Accordingly, whenever the repair unit is available and different components have failed, the choice which component to repair next is nondeterministic (rather than probabilistic). This yields an IMC with the same size as the Markov chain of [18] . Table 1 shows the computation times for the maximum expected reachability times where the set G of goal states depends on the number N of operational workstations. More precisely, G is the set of states in which none of the operational left (or right) workstations connected via an operational switch and backbone is available. For the sake of comparison, the next column indicates the computation times for unbounded reachability probabilities for the same goal set. The last column of Table 1 lists the results for the long-run average analysis; the model consists of a single end component.
Google file system. The model of [10] focuses on a replicated file system as used as part of the Google search engine. In the Google file system model, files are divided into chunks of equal size. Several copies of each chunk reside at several chunk servers. The location of the chunk copies is administered by a single master server. If a user of the file system wants to access a certain chunk of a file, it asks the master for the location. Data transfer then takes place directly between a chunk server and the user. The model features three parameters: The number Table 2 . Computation times for Google file system (S = 5000 and N = 100000).
M of chunk servers, the number S of chunks a chunk server may store, and the total number N of chunks. In our setting, S = 5000 and N = 100000, whereas M varies. The set G of goal states characterizes the set of states that offer at least service level one. We consider a variant of the GSPN model in [10] in which the probability of a hardware or a software failure in the chunk server is unknown. This aspect was not addressed in [10] . Table 2 summarizes the computation times for the analysis of the nondeterministic Google file system model.
Conclusions
We presented novel algorithms, prototypical tool support in Imca, and two case studies for the analysis of expected time and long run average objectives of IMCs.
We have shown that both objectives can be reduced to stochastic shortest path problems. As IMCs are the semantic backbone of engineering formalisms such as AADL error models [5] , dynamic fault trees [4] and GALS hardware designs [12] , our contribution enlarges the analysis capabilities for dependability and reliability. The support of the compressed bcg-format allows for the direct usage of our tool and algorithms as back-end to tools like CADP [11] and CORAL [4] . The tool and case studies are publicly available at http://moves.rwth-aachen.de/imca. Future work will focus on the generalization of the presented algorithms to Markov automata [16] , and experimentation with symbolic data structures such as multi-terminal BDDs by, e.g. exploiting Prism for the MDP analysis.
A Proof of Theorem 1 Theorem 1. The function eT min is a fixpoint of the Bellman operator
Proof. We show L eT min (s, ♦ G) = eT min (s, ♦ G) for all s ∈ S. Distinguish three cases: s ∈ MS \ G, s ∈ IS \ G and s ∈ G. If s ∈ MS \ G, we derive There is a stationary deterministic scheduler yielding Lra min (s, G).
Proof (Sketch).
Transform IMC I into a continuous-time MDP (CTMDP) C I as in [21] . There is a one-to-one correspondence between schedulers on IMC I and schedulers of CTMDP C I such that the probability measure of corresponding sets of infinite paths in I and C I coincide [21] . Thus, under a given scheduler, the LRA in IMC I equals the LRA in CTMDP C I . It follows that Lra min (s, G) in I equals Lra min (s, G) in C I . The theorem now follows from the fact that Lra min (s, G) in CTMDPs are attained under stationary deterministic schedulers, cf. [25] . 
Under all deterministic stationary schedulers, each infinite path π in (finite) IMC I can be partitioned into two fragments: π s 0 s = s 0 s 1 . . . s and π ω s = s . . . s . . ., where each state on π s 0 s (except s) do not belong to any I j and all states on π ω s belong to I i , say. The minimal LRA will be obtained when the LRA in each IMC I j is minimal and the reachability probability to each IMC I j is minimal. A scheduler that attains Lra min (s 0 , G) thus acts according to a scheduler that minimizes the probability to reach I j and then acts as a scheduler that minimizes the LRA within I j .
⊓ ⊔
D Proof of Theorem 5
Theorem 5 (Correctness of the reduction). For IMC I and its induced SSP P LRA min (I) it holds: Lra min (s, G) = cR min (s, ♦U )
where cR min (s, ♦U ) denotes the minimal cost reachability of U in SSP P LRA min (I).
Proof. This follows straightforwardly from:
