The bi-Hamiltonian structure and new solutions of KdV6 equation by Yao, Yuqin & Zeng, Yunbo
ar
X
iv
:0
81
0.
19
86
v1
  [
nli
n.S
I] 
 11
 O
ct 
20
08
The bi-Hamiltonian structure and new solutions of
KdV6 equation
Yuqin Yao1 and Yunbo Zeng2
Department of Mathematics, Tsinghua University, Beijing 100084 , PR China
Abstract. We show that the KdV6 equation recently studied in [1,2] is equivalent to the
Rosochatius deformation of KdV equation with self-consistent sources (RD-KdVESCS)
recently presented in [9]. The t-type bi-Hamiltonian formalism of KdV6 equation (RD-
KdVESCS) is constructed by taking x as evolution parameter. Some new solutions of
KdV6 equation, such as soliton, positon and negaton solution, are presented.
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1 Introduction
Recently, the 5 authors of [1] applied the Painleve´ analysis to the class of sixth-order
nonlinear wave equations, and found 4 cases that pass the Painleve´ test. Three of those
cases correspond to previously known integrable equations, whereas the fourth one turns
out to be new:
(∂3x + 8ux∂x + 4uxx)(ut + uxxx + 6u
2
x) = 0. (1)
This equation, as it stands, does not belong to any recognizable theory. In the variables
v = ux, w = ut + uxxx + 6u
2
x, (1) is converted to
vt + vxxx + 12vvx − wx = 0, (2a)
wxxx + 8vwx + 4wvx = 0, (2b)
which is referred as KdV6 equation in [1] and regarded as a nonholonomic deformation of
the KdV equation. The authors of [1] found Lax pair and an auto-Ba¨cklund transforma-
tion for (2). They claimed that (2) is different from the KdV equation with self-consistent
sources (KdVESCS) and reported that they were unable to find higher symmetries and
asked if higher conserved densities and a Hamiltonian formalism exist for (2).
In [2], Kupershmidt described (2) as a nonholonomic perturbations of bi-Hamiltonian
systems. By rescaling v and t in (2), one gets
ut = 6uux + uxxx − wx, (3a)
wxxx + 4uwx + 2wux = 0, (3b)
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which can be converted into a nonholonomic perturbations of bi-Hamiltonian systems [2]
ut = B
1(
δHn+1
δu
)− B1(w) = B2(
δHn
δu
)− B1(w), (4a)
B2(w) = 0, (4b)
where
B1 = ∂ = ∂x, B
2 = ∂3 + 2(u∂ + ∂u) (5)
are the two standard Hamiltonian operators of the KdV hierarchy, n = 2, and
H1 = u, H2 =
u2
2
, H3 =
u3
3
−
u2x
2
, · · ·
Then the author in [2] believed that he could prove the integrability of KdV6 equation
by constructing the infinite commuting hierarchy KdVn6 (4) with a common infinite set
of conserved densities. Some solutions for (2) were obtained in [1, 3].
The soliton equations with self-consistent sources (SESCS) have attracted much at-
tention (see [4]- [7]) and have important physical applications, for example, the KdV
equation with self-consistent sources (KdVESCS) describes the interaction of long and
short capillary-gravity waves [4]. The Rosochatius deformation of finite-dimensional inte-
grable Hamiltonian system (FDIHS) also has important physical application, for example,
the Garner-Rosochatius system can be used to solve the multicomponent coupled nonlin-
ear Schro¨dinger equation [8]. We generalized the Rosochatius deformation from FDIHS
to SESCS and presented many Rosochatius deformations of SESCS (RD-SESCS) in [9],
such as RD-KdVESCS which stationary reduction gives rise to the well-known generalized
Henon-Heiles system [10].
In this paper, we would like to answer the questions mentioned in [1]. We will first
show that (3) is equivalent to the Rosochatius deformation of KdVESCS (RD-KdVESCS)
presented in [9]. It is known [11, 12] that some soliton equations have both x− and t−
type Hamiltonian formulation. However the Hamiltonian formulation for KdV6 equation
(RD-KdVESCS) can not be written in usual way. We will formulate it as an infinite-
dimensional integrable bi-Hamiltonian system with a t− type Hamiltonian operator by
taking t as the ’spatial’ variable and x as the evolution parameter as in the case of
KdVESCS [13, 14]. Since the KdV6 equation can be regarded as the KdV equation with
no-homogeneous term and w is related to the square of eigenfunction, we may apply the
method of variant of constant to find some new solutions of KdV6 equation starting from
the known solutions of KdV equation.
The present paper is organized as follows. We will first convert the KdV6 equation into
RD-KdVESCS, and present extension of KdV6 equation in section 2. In section 3, we will
describe RD-KdVESCS (KdV6 equation) and RD-mKdVESCS as a t− type Hamiltonian
system by taking x as the evolution parameter, respectively. Then following the procedure
given in [11]- [14] by means of the t− type Miura transformation relating these two
Hamiltonian systems, we will construct the second t− type Hamiltonian structure for
KdV6 equation (RD-KdVESCS) from the first Hamiltonian structure of RD-mKdVESCS,
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and present infinite chain of local commuting vector fields for KdV6 equation. Finally
in section 4, starting from the solutions of KdV, we obtain many new solutions of KdV6
equation, such as soliton, positon and negaton solution.
2 KdV6 equation is equivalent to RD-KdVESCS
By rescaling u and t and using the Galilean invariance of KdV equation, KdV6 equation
(3) can be rewritten as
ut =
1
4
(uxxx + 6uux)− wx, (6a)
wxxx + 4(u− λ1)wx + 2wux = 0 (6b)
where λ1 is a parameter.
Set
w = ϕ2, (7)
then (6b) yields
wxxx + 4(u− λ1)wx + 2wux = 2ϕ[ϕxx + (u− λ1)ϕ]x + 6ϕx[ϕxx + (u− λ1)ϕ] = 0,
which immediately gives rise to
ϕxx + (u− λ1)ϕ =
µ
ϕ3
,
where µ is an integrable constant. So KdV6 equation (6) is equivalent to
ut =
1
4
(uxxx + 6uux)− (ϕ
2)x, (8a)
ϕxx + (u− λ1)ϕ =
µ
ϕ3
, (8b)
which is just the RD-KdVESCS presented in [9]. The Lax pair for (8) reads [9](
ψ1
ψ2
)
x
= U
(
ψ1
ψ2
)
, U =
(
0 1
λ− u 0
)
(9a)(
ψ1
ψ2
)
t
= N
(
ψ1
ψ2
)
,
N =
(
−ux
4
λ+ u
2
λ2 − u
2
λ− uxx
4
− u
2
2
+ 1
2
ϕ2 ux
4
)
−
1
2
1
λ− λ1
(
ϕϕx −ϕ
2
ϕ2x +
µ
ϕ2
−ϕϕx
)
. (9b)
More generally, the multi-component extension of KdV6 equation is given by
ut =
1
4
(uxxx + 6uux)−
N∑
j=1
wjx, (10a)
wjxx + 4(u− λj)wjx + 2uxwj = 0, j = 1, 2, · · · , · · ·N. (10b)
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Under the transformation wj = ϕ
2
j , (10) can be converted into the following RD-KdVESCS
ut =
1
4
(uxxx + 6uux)−
N∑
j=1
(ϕ2j )x, (11a)
ϕjxx + (u− λj)ϕj =
µj
ϕ3j
, j = 1, 2, · · · , N. (11b)
The Lax pair for (11) is given by (9a) with
N =

 −ux4 −λ+ u2
−λ2 − u
2
λ− uxx
4
− u
2
2
+ 1
2
N∑
j=1
ϕ2j
ux
4

−1
2
N∑
j=1
1
λ− λj
(
ϕjϕjx −ϕ
2
j
ϕ2jx +
µ
ϕ2
j
−ϕjϕjx
)
.
(12)
3 Bi-Hamiltonian structure of KdV6 equation
In this section, we will follow the method in [11]- [14] to construct the bi-Hamiltonian
formalism for KdV6 equation (RD-KdVESCS). First we will present the t− type Hamil-
tonian formalism for RD-KdVESCS and RD-mKdVESCS. For the RD-KdVESCS (8),
set
1
4
uxx +
3
4
u2 − ϕ2 = c, qt = cx,
q = u, p = −
1
8
ux, Q = ϕ, P = ϕx, R = (Q, q, P, p, c)
T , (13)
then (8) becomes x− evolution equations and can be written as a t− type Hamiltonian
system
Rx =


P
−8p
(λ1 − q)Q+
µ
Q3
3
8
q2 − 1
2
Q2 − 1
2
c
qt

 = K1 = Π0∇H1, (14a)
where ∇ means variational derivative, ∇H = (
δH
δQ
,
δH
δq
,
δH
δP
,
δH
δp
,
δH
δc
)T , and the
t− type Poisson operator Π0 and conserved density H1 are given by
Π0 =


0 0 1 0 0
0 0 0 1 0
−1 0 0 0 0
0 −1 0 0 0
0 0 0 0 2∂t

 , (14b)
H1 =
1
2
P 2 − 4p2 −
1
2
λ1Q
2 +
1
2
qQ2 −
1
8
q3 +
1
2
cq +
1
2
µ
Q2
. (14c)
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The Rosochatius deformation of mKdV equation with self-consistent source (RD-mKdVESCS)
is defined as [9]
vt =
1
4
(vxxx − 6v
2vx) +
1
2
(ϕ¯1ϕ¯2)x, (15a)
ϕ¯1x = vϕ¯1 + λ1ϕ¯2, ϕ¯2x = ϕ¯1 − vϕ¯2 +
µ
λ1ϕ¯13
. (15b)
Let
1
4
(vxx − 2v
3) +
1
2
ϕ¯1ϕ¯2 = −c¯, vt = −c¯x,
q¯ = v, p¯ =
1
2
vx, Q¯ = ϕ¯1, P¯ = ϕ¯2, R¯ = (Q¯, q¯, P¯ , p¯, c¯)
T , (16)
then RD-mKdVESCS (15) can be written as a t− type Hamiltonian system
R¯x =


q¯Q¯+ λ1P¯
2p¯
Q¯− q¯P¯ + µ
λ1Q¯3
q¯3 − Q¯P¯ − 2c¯
−q¯t

 = K¯1 = Π¯0∇H¯1, (17a)
where ∇H¯ = (
δH¯
δQ¯
,
δH¯
δq¯
,
δH¯
δP¯
,
δH¯
δp¯
,
δH¯
δc¯
)T , and the t− type Poisson operator Π¯0
and conserved density H¯1 are given by
Π¯0 =


0 0 1 0 0
0 0 0 1 0
−1 0 0 0 0
0 −1 0 0 0
0 0 0 0 −1
2
∂t

 , (17b)
H¯1 = q¯P¯ Q¯ +
1
2
λ1P¯
2 + p¯2 −
1
2
Q¯2 −
1
4
q¯4 + 2c¯q¯ +
1
2
µ
λ1Q¯2
. (17c)
The Miura map relating systems (14) to (17), ie R =M(R¯), is given by
M : Q = Q¯,
q = −q¯2 − 2p¯,
P = λ1P¯ + q¯Q¯,
p =
1
4
q¯3 −
1
2
c¯−
1
4
Q¯P¯ +
1
2
q¯p¯,
c = H¯1 − q¯t = −
1
2
Q¯2 −
1
4
q¯4 + p¯2 + 2c¯q¯ +
1
2
λ1P¯
2 + q¯Q¯P¯ +
1
2
µ
λ1Q¯2
− q¯t (18)
which can be proved through direct calculations.
Denote
M ′ ≡
DR
DR¯T
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where DR
DR¯T
is the Jacobi matrix consisting of Frechet derivative ofM , M
′
∗ denotes adjoint
ofM ′. According to the standard procedure [11]- [14], applying the mapM (18) to the first
Hamiltonian structure of RD-mKdVESCS (17), we can generate the second Hamiltonian
structure of the RD-KdVESCS (14),
Π1 =M
′Π¯0M
′
∗
=


0 0 λ1 −
1
4
Q P
0 0 2Q −1
2
q −8p+ 2∂t
−λ1 −2Q 0
1
4
P (λ1 − q)Q+
µ
Q3
1
4
Q 1
2
q −1
4
P −1
8
∂t
3
8
q2 − 1
2
c− 1
2
Q2
−P 8p+ 2∂t (q − λ1)Q−
µ
Q3
−3
8
q2 + 1
2
c+ 1
2
Q2 q∂t + ∂tq

 (19)
and the bi-Hamiltonian structure for KdV6 equation or RD-KdVESCS (8) under the
transformation (7) and (13) is given by
Rx = Π0
δH1
δR
= Π1
δH0
δR
, H0 = c. (20)
Since the t− type Possion operator Π0 is invertible, we can immediately construct a
recursion operator
Φ = Π1(Π0)
−1
=


λ1 −
1
4
Q 0 0 1
2
P∂−1t
2Q −1
2
q 0 0 −4p∂−1t + 1
0 1
4
P λ1 2Q
1
2
[(λ1 − q)Q+
µ
Q3
]∂−1t
−1
4
P −1
8
∂−1t −
1
4
Q −1
2
q 1
2
(3
8
q2 − 1
2
c− 1
2
Q2)∂−1t
(−λ1 + q)Q−
µ
Q3
−3
8
q2 + 1
2
c+ 1
2
Q2 P −8p− 2∂t
1
2
q + 1
2
∂tq∂
−1
t


(21)
which has the hereditary property [11]. Applying Φ to the vector field K1 (14), we can
generate the hierarchy of Hamiltonian commuting vector fields (symmetries)
Kn = Φ
n−1K1, (22)
and obtain a hierarchy of infinite-dimensional integrable bi-Hamiltonian systems
Rx = Φ
n−1K1 = Kn = Π0∇Hn = Π1∇Hn−1, (23)
for example
K2 =


λ1P + 2pQ+
1
2
qP
2QP¯ + qt
−2pP¯ + λ21Q−
1
2
λ1Qq +
1
4
q2Q−Q3 − cQ+ λ1µ
Q3
+ qµ
2Q3
−1
4
P 2 + pt +
1
4
qQ2 − 1
4
λ1Q
2 − 1
4
µ
Q2
2QQt + ct


with the conserved functional densities H2 given by
H2 =
1
4
Q4+2pPQ−
1
8
q2Q2+
1
4
P 2q+
1
4
λ1qQ
2−
1
2
λ21Q
2+
1
2
λ1P
2+
µq
4Q2
+
µλ1
2Q2
−qpt+
1
2
cQ2+
1
4
c2.
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4 The new solutions of KdV6
The KdV equation is
ut =
1
4
(uxxx + 6uux). (24)
The lax pair is
ψxx + uψ = λψ, (25a)
ψt = −
ux
4
ψ + (
u
2
+ λ)ψx. (25b)
Let the functions φ1, φ2, · · · , φn be n different solutions of the system (25) with the
corresponding λ = λ1, λ2, · · · , λn. We construct two Wronskian determinants from these
functions:
W1 = W (φ1, · · · , φ
(m1)
1 , φ2, · · · , φ
(m2)
2 , · · · , φn, · · · , φ
(mn)
n ), (26a)
W2 = W (φ1, · · · , φ
(m1)
1 , φ2, · · · , φ
(m2)
2 , · · · , φn, · · · , φ
(mn)
n , ψ), (26b)
where mi ≥ 0 are given numbers and φ
(n)
j := ∂
n
λφj(x, λ)|λ=λj . The generalized Darboux
transformation of equation (24) and system (25) is given by [15]
u¯ = u+ 2∂2xlnW1, (27a)
ψ¯ =
W2
W1
, (27b)
namely, system (25) is covariant with respect to the action of (27). For any initial solution
of (24), u¯ and ψ¯ are new solution of (24) and (25). Now we will take u = 0 in what follows.
4.1 soliton solution
In (26), let n = 1, m1 = 0, λ =
k2
4
, λ1 =
k2
1
4
and take
φ1(x, t, k) = coshΘ, ψ1(x, t, k) = sinhΘ, (28a)
Θ =
k
2
(x+
1
4
k2t) + α, Θ1 =
k1
2
(x+
1
4
k21t) + α (28b)
where α is an arbitrary constant. By using (26) and (27), we obtain the single-soliton
solution and the corresponding eigenfunction with k = k1 for the KdV equation (24)
u¯ =
k21
2
sech2Θ1, (29)
ψ¯1(x, t, k1) =
βk1
2
sechΘ1, (30)
where β is an arbitrary constant as well.
Since KdV6 equation (6) can be considered to be KdV equation (24) with non-
homogeneous terms and w is related to the square of eigenfunction by (7), we may apply
7
the method of variation of constant to find the solution of Eq.(6) by using the solution u¯
of Eq.(24) and corresponding eigenfunction ψ¯1. Taking α and β in (28b) and (30) to be
time-dependent functions α(t) and β(t) and using (7), and requiring that
u =
k21
2
sech2Θ¯1, (31a)
w = ψ¯21(x, t, k1) =
β(t)2k21
4
sech2Θ¯1, (31b)
Θ¯1 =
k1
2
(x+
1
4
k21t) + α(t), (31c)
satisfy the Eq.(6). We find that α(t) can be an arbitrary function of t and
β(t)2 = −
4α′(t)
k1
. (32)
So the single-soliton solution of KdV6 equation (6) is given by
u =
k21
2
sech2Θ¯1, (33a)
w = −α′(t)k1sech
2Θ¯1. (33b)
Its shape is shown in figure 1. Notice that Θ¯1 contains an arbitrary t-function α(t). This
implies that the insertion of sources into KdV equation may cause the variation of the
speed of the soliton solution. So the dynamics of solution of KdV6 equation turns out to
be much richer than that of solution of KdV equation.
-5 5 10 15 20 25 x
0.1
0.2
0.3
0.4
0.5
u
-5 5 10 15 20 x
0.5
1
1.5
2
w
(a) (b)
Figure 1. The shape of single soliton solution for u and w when α(t) =
−2t, k1 = 1, t = 3.
4.2 The first and second order of positon solution
In (26), set n = 1, m1 = 1, λ = −
k2
4
, λ1 = −
k2
1
4
and take
φ1(x, t, k) = sinΘ, ψ1(x, t, k) = cosΘ, (34a)
Θ =
k
2
(x+ x1(k)−
1
4
k2t)−
1
8
(k − k1)α, (34b)
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where x1(k) is a function that is analytic in the vicinity of the point k and has real Taylor
expansion coefficients. By using (26) , (27) and (34), we obtain first order of the one-
positon solution and the corresponding eigenfunction with k = k1 for the KdV equation
(24) [15]
u¯ =
−16k21sinΘ1(8sinΘ1 + k1γcosΘ1)
(4sin2Θ1 + k1γ)2
, (35a)
ψ¯1(x, t, k1) = −
4βk21sinΘ1
4sin2Θ1 + k1γ
, (35b)
Θ1 =
k1
2
(x+ x1(k1)−
1
4
k21t), (35c)
γ = −8∂kΘ|k=k1 = 3k
2
1t− 4(x+ x2(k1)) + α, x2(k1) = [x1 + 4k∂kx1(k)]k=k1 (35d)
where α, β are arbitrary constants. Similarly, by using (7) and the method of variation
of constant we present first order of the one-positon solution for the KdV6 equation (6)
u =
−16k21sinΘ1(8sinΘ1 + k1γ¯cosΘ1)
(4sin2Θ1 + k1γ¯)2
, (36a)
w = −
16k21α
′(t)sin2Θ1
(4sin2Θ1 + k1γ¯)2
, (36b)
γ¯ = 3k21t− 4(x+ x2(k1)) + α(t). (36c)
(36) implies that for fixed t and x→ ±∞, we have the asymptotic estimate
u =
2k1
x
sin2Θ1[1 +O(x
−1)], (37a)
w = −
k1α
′(t)
x2
sin2Θ1[1 +O(x
−1)]. (37b)
If x is fixed and t→ ±∞, the solution has the asymptotic behavior
u = −
8sin2Θ1
3k1t
[1 +O(t−1)], (38a)
w = −
16α′(t)
9k41t
2
sin2Θ1[1 +O(t
−1)]. (38b)
A positon solution as a function of x, u, and w have a second-order pole. This pole is
situated at the point x = x0(t) which oscillates around the point xas(t) with the amplitude
4
k1
, where xas(t) = −
3
4
k21t−x2(k1)−
α(t)
4
. The exact position of this pole can be determined
by solving the following equation with δ = k1γ¯,
δ = −4sin
1
8
[δ − 4k31t + 4k1(x1 − x2)− k1α(t)].
So the positon solution of KdV6 equation (6) is long-range analogue of soliton and is
slowly decreasing, oscillating solution. The shape and motion of the single positon is
shown in figure 2.
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Figure 2. The shape and motion of one-positon solution for u and w when α(t) =
−2t, x1(k1) = 2k1, k1 = 1.
In order to find the second order of one-positon solution, we take Θ in (34a) to be
Θ =
k
2
(x+ x1(k)−
1
4
k2t)−
1
8
(k − k1)
2α, (39)
we have
W1 =W (φ1, ∂kφ1, ∂
2
kφ1)|k=k1 =
1
128
{−32sin2Θ1cosΘ1 + k
2
1γ
2cosΘ1 + [12k
2
1ν
− 4k1(4x+ 4x1(k1) + k1α− 2k
2
1x
′′
1(k1))]sinΘ1}, (40a)
W2 =W (φ1, ∂kφ1, ∂
2
kφ1, ψ1)|k=k1 = −
1
64
k31(4sin2Θ1 + k1γ), (40b)
Θ1 =
k1
2
(x+ x1(k1)−
1
4
k21t), γ = −8∂kΘ|k=k1 = 3k
2
1t− 4(x+ x2(k1)), (40c)
ν = −4∂2kΘ|k=k1 = 3k1t− 4∂kx2(k)|k=k1 + α. (40d)
By the similar process , by taking α = α(t) in (40d) we obtain the second-order of the
one-positon solution from (7) and (27)
u = 2∂2xlnW1, (41a)
w = −
2α′(t)
k31
(
W2
W1
)2. (41b)
Its shape is shown in figure 3.
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-60
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Figure 3. The shape of second-order positon solution for u and w when
x1(k1) = 2k1, α(t) = −2t
2, k1 = 1, t = 2.
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4.3 The first and second order of negaton solution
In (26), set n = 1, m1 = 1, λ =
k2
4
, λ1 =
k2
1
4
and take
φ1(x, t, k) = sinhΘ, ψ1(x, t, k) = coshΘ, (42a)
Θ =
k
2
(x+ x1(k) +
1
4
k2t) +
1
8
(k − k1)α. (42b)
We obtain the first order of one-negaton solution and the corresponding eigenfunction
with k = k1 for the KdV equation (24)
u¯ =
−16k21sinhΘ1(8sinhΘ1 − k1γcoshΘ1)
(4sinh2Θ1 − k1γ)2
, (43a)
ψ¯1(x, t, k1) = −
4βk21sinhΘ1
4sinh2Θ1 − k1γ
, (43b)
Θ1 =
k1
2
(x+ x1(k1) +
1
4
k21t), (43c)
γ = 8∂kΘ|k=k1 = 3k
2
1t + 4(x+ x2(k1)) + α, (43d)
where α, β are arbitrary constants.
-30 -20 -10 10 20 x
-2
-1
1
u
-30 -20 -10 10 20 x
-2.5
-2
-1.5
-1
-0.5
0.5
1
u
-30 -20 -10 10 20 x
-2
-1.5
-1
-0.5
0.5
1
u
t=-15 t=2 t=20
-20 -10 10 20 x
0.25
0.5
0.75
1
1.25
1.5
w
-20 -10 10 20 x
0.2
0.4
0.6
0.8
1
w
-20 -10 10 20 x
0.2
0.4
0.6
0.8
1
w
t=-10 t=2 t=10
Figure 4. The shape and motion of one-negaton solution for u and w when α(t) =
−2t, x1(k1) = 2k1, k1 = 1.
Similarly, by using (7) and the method of variation of constant we present the
first order of one-negaton solution for the KdV6 equation (6)
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u =
−16k21sinhΘ1(8sinhΘ1 − k1γ¯coshΘ1)
(4sinh2Θ1 − k1γ¯)2
(44a)
w = −
16k21α
′(t)sinh2Θ1
(4sinh2Θ1 − k1γ¯)2
, (44b)
γ¯ = 3k21t + 4(x+ x2(k1)) + α(t). (44c)
Similarly, negaton solution of (6) have second-order pole. The shape and motion of the
negaton is shown in figure 4.
Now we take Θ in (42a) to be
Θ =
k
2
(x+ x1(k) +
1
4
k2t) +
1
8
(k − k1)
2α, (45)
we have
W1 = W (φ1, ∂kφ1, ∂
2
kφ1)|k=k1 =
1
128
{32sinh2Θ1coshΘ1 − k
2
1γ
2coshΘ1 + [12k
2
1ν
− 4k1(−4x− 4x1(k1) + k1α + 2k
2
1x
′′
1(k1))]sinhΘ1}, (46a)
W2 = W (φ1, ∂kφ1, ∂
2
kφ1, ψ1)|k=k1 =
1
64
k31(−4sin2Θ1 + k1γ), (46b)
Θ1 =
k1
2
(x+ x1(k1) +
1
4
k21t), γ = 8∂kΘ|k=k1 = 3k
2
1t+ 4(x+ x2(k1)), (46c)
ν = 4∂2kΘ|k=k1 = 3k1t+ 4∂kx2(k)|k=k1 + α. (46d)
Similarly, we obtain the second-order of negaton solution from (7) and (27)
u = 2∂2xlnW1, (47a)
w =
2α′(t)
k31
(
W2
W1
)2. (47b)
Its shape is shown in figure 5.
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Figure 5. The shape of second-order negaton solution for u and w when
x1(k1) = 2k1, α(t) = 2t
2, k1 = 1, t = 5.
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