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Abstract
Continuing the first part of the paper, we consider scalar decentralized average-cost infinite-horizon LQG problems with
two controllers. This paper focuses on the slow dynamics case when the eigenvalue of the system is small and prove that the
single-controller optimal strategies —linear strategies— are constant ratio optimal among all distributed control strategies.
I. INTRODUCTION
In the first part of this paper [1], we consider the simplest decentralized LQG (linear quadratic Gaussian) problem, the scalar
infinite-horizon LQG problem with two controllers. In particular, we focused on the fast dynamics case when the eigenvalue
of the system is large. The most interesting fact in this case is that a nonlinear control strategy can infinitely outperform any
linear strategy especially when the two controllers are asymmetric. When the first controller has a better observation with high
control cost and the second controller has a worse observation with small control cost, there is a huge incentive for the first
controller to communicate its observation to the second controller. Moreover, this communication is implicitly through the
plant and for such implicit communication, nonlinear strategies are more efficient than linear strategies. The Signal-to-Noise
Ratio (SNR) for this implicit communication is upper bounded by the eigenvalue of the system. Thus, as the eigenvalue of the
system goes to infinity, the performance gap between nonlinear and linear strategy can unboundedly diverge.
In this paper, we focus on slow dynamics where the eigenvalue of the system is bounded by a constant. The SNR for implicit
communication in this case is bounded and the performance gap between the best nonlinear and linear strategies is bounded
by a constant. In the scalar system considered in this paper, the system is observable and controllable by both controllers. It
turns out that control by a single controller is good enough to achieve a constant-ratio of the optimal cost.
The rest of the paper consists as follows: In Section II, we will state the problem and main results. In Section III, we
will revisit the centralized control results and intuitively understand them. In Section IV, we will derive a fundamental lower
bound on the control performance, and prove that the centralized control performance and the derived lower bound are within
a constant ratio.
II. PROBLEM STATEMENT AND MAIN RESULT
Throughout this paper, we will consider the same problem considered in [1], the scalar infinite-horizon decentralized LQG
problems with two controllers. However, while the focus of [1] was the fast-dynamics case (when |a| ≥ 2.5), the focus of this
paper is the slow-dynamics case (when |a| < 2.5).
Problem A (scalar infinite-horizon decentralized LQG problems with two controllers): Consider the system dynamics given
as
x[n+ 1] = ax[n] + u1[n] + u2[n] + w[n] (1)
y1[n] = x[n] + v1[n] (2)
y2[n] = x[n] + v2[n] (3)
where x[0] ∼ N (0, σ20), w[n] ∼ N (0, 1), v1[n] ∼ N (0, σ2v1), v2[n] ∼ N (0, σ2v2) are independent Gaussian random variables.
The control inputs, u1[n] and u2[n], must be causal functions of y1[n] and y2[n] respectively, i.e. u1[n] = f1,n(y1[0], · · · , y1[n])
and u2[n] = f2,n(y2[0], · · · , y2[n]).
For q, r1, r2 ≥ 0, the control objective is to minimize a long-term average quadratic cost:
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]. (4)
Even though we normalized the problem parameters (the variance of w[n], the gains for u1[n], u2[n], y1[n], y2[n]), this problem
includes all scalar two-controller decentralized LQG problems by a proper scaling. We refer [1] for the justification.
A part of the results in this paper was presented in Conference on Decision and Control, 2012. The authors are with the department of Electrical Engineering
and Computer Sciences at the University of California at Berkeley.
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2In [1], we saw that in fast-dynamics cases, implicit communication communication between two controllers is crucial to
achieve the optimal performance within a constant ratio. Moreover, essentially memoryless controllers, which only exploit the
information at the current time step, were constant-ratio optimal.
Therefore, a natural question for slow-dynamics cases is that whether the same type of controllers are enough to achieve
constant ratio optimality. In other words, is implicit communication crucial in performance? Are memoryless controllers can
achieve constant ratio optimality? In this paper, we will see that the answers for both questions are negative.
To understand why the answer for the first question is negative, let’s revisit fast-dynamics cases. Even though the mathematical
definition of implicit communication is still unclear, we can roughly measure the SNR (signal-to-noise ratio) of implicit
communication. The blurry controller (the controller with higher observation noise) utilize the transmitted signal from the
other controller as soon as the transmitted signal’s power exceed its observation level. Therefore, the maximum SNR for
implicit communication cannot exceed a2, which is the ratio at which the system dynamics amplify the signals in one time
step. From this, we can conjecture that for slow dynamics cases (|a| ≤ 2.5), the SNR is bounded and implicit communication
may not be crucial for constant-ratio optimality.
However, justification is not that simple since the time-horizon is infinite. In other words, even though we could justify that
the SNR at each time step is bounded, accumulation of such information may result in unbounded gain. Furthermore, a precise
definition of implicit communication and the corresponding SNR requires further study.
For the second question, we will see that all observations from the past have to be utilized to achieve constant-ratio optimality.
For this, Kalman filtering must be used.
In other words, we will prove that in the slow-dynamics case, single-controller optimal strategies — Kalman filtering linear
strategies — are approximately optimal within a constant ratio. For this, let’s first define the single-controller strategies which
involve only one parameter k.
Definition 1 (Single Controller Optimal Strategy Llin,kal): Llin,kal is the set of all controllers which can be written in either
one of two following forms for some k ∈ R
(i) u1[n] = −kE[x[n]|yn1 , un−11 ], u2[n] = 0
(ii) u1[n] = 0, u2[n] = −kE[x[n]|yn2 , un−12 ]
Here, we can notice that since the system is linear and underlying random variables are Gaussian, the conditional expectations
are linear in the observations [2].
Now, we can state the main theorem of this paper, which states that when |a| ≤ 2.5 the optimization only over Llin,kal is
enough to achieve approximate optimality within a constant ratio among all possible strategies.
Theorem 1: Consider the decentralized LQG problem shown in Problem A. Let L be the set of all measurable causal
strategies. Then, there exists a constant c ≤ 2 · 106 such that for all |a| ≤ 2.5, q, r1, r2, σ0, σv1 and σv2,
inf
u1,u2∈Llin,kal
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
inf
u1,u2∈L
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c
Proof: See Section IV-E for the proof.
The basic proof strategy is following. Rather than directly considering the average cost problem of Problem A, we consider
the power-distortion tradeoff problem of Problem B. Then, since we have an explicit constraints on the controller power, we
can divide the tradeoff curve to multiple regions based on the control power. For these finite number of regions, we derive
different upper and lower bounds on the performance. By comparing them, we characterize the tradeoff curve within a constant
ratio.Then, we finally convert the constant ratio characterization of the tradeoff curve into the constant ratio result on the average
cost.
Problem B (Decentralized LQG problem with average power constraints): Consider the same dynamics as Problem A. But,
now the control objective is minimizing the state distortion for given input power constraints P1, P2 ∈ R+. We will say the
power-distortion tradeoff, D(P1, P2) is achievable if and only if there exist causal control strategies u1[n], u2[n] such that
lim sup
N→∞
1
N
N∑
n=1
E[x2[n]] ≤ D(P1, P2), (5)
lim sup
N→∞
1
N
N∑
n=1
E[u21[n]] ≤ P1, (6)
lim sup
N→∞
1
N
N∑
n=1
E[u22[n]] ≤ P2. (7)
3III. QUALITATIVE UNDERSTANDING OF CENTRALIZED LQG PROBLEMS
Before we present the technical details, we first explain the insight behind the results. Theorem 1 states that control by a
single controller is enough to achieve an approximately optimal performance. The optimal control by a single controller is a
well-studied LQG control problem. The optimal average cost, the weighted sum of the input power and the state distortion, is
the solution of a Riccati equation.
However, even though Riccati equations gives exact optimal costs for centralized control problems, their quantitative results
are hard to interpret. Therefore, in this section, we will approximate the optimal costs to simple functions, so that we can
gain intuitive and qualitative understanding about the centralized control problems. Furthermore, we will take take a distortion-
power-tradeoff perspective to the problems rather than a minimum-cost point-of-view.
Let’s first formally state the scalar centralized LQG problems.
Problem C (Centralized LQG with average power constraints): Consider the following dynamic system with a single con-
troller.
x[n+ 1] = ax[n] + u[n] + w[n] (8)
y[n] = x[n] + v[n] (9)
where x[0] ∼ N (0, σ20), w[n] ∼ N (0, 1), v[n] ∼ N (0, σ2v) are independent Gaussian random variables. The control input u[n]
must be a causal function of y[n], i.e. u[n] = fn(y1[0], · · · , y1[n]).
The control objective is minimizing the state distortion for a given input power constraint P ∈ R+. We say the power-
distortion tradeoff Dσv (P ) is achievable if and only if there exists a causal control strategy u[n] such that
lim sup
N→∞
1
N
N∑
n=1
E[x2[n]] ≤ Dσv (P ), (10)
lim sup
N→∞
1
N
N∑
n=1
E[u2[n]] ≤ P. (11)
Definition 2 (Optimal Linear Strategy Llin,cen for Centralized LQG problems): Consider the centralized LQG problem of
Problem C. Let Llin,cen be the set of all controllers which can be written in the following form. For some k ∈ R, u[n] =
−kE[x[n]|yn, un].
Lemma 1: Consider the centralized LQG problem of Problem C. Define ΣE as
ΣE :=
(a2 − 1)σ2v − 1 +
√
((a2 − 1)σ2v − 1)2 + 4a2σ2v
2a2
. (12)
Then, for all k such that |a− k| < 1, the linear strategy of Definition 2 can achieve the following Power-distortion tradeoff:
(Dσv (P ), P ) = (
(2ak − k2)ΣE + 1
1− (a− k)2 , k
2(
(2ak − k2)ΣE + 1
1− (a− k)2 − ΣE)). (13)
Furthermore, this power-distortion tradeoff is optimal in the sense that for a given P , there is no control strategy which can
achieve an expected squared state smaller than Dσv (P ).
Proof: Let xˆ[n] := E[x[n]|yn, un−1]. Since u[n] = −kxˆ[n],
x[n+ 1] = ax[n]− kxˆ[n] + w[n] (14)
= a(x[n]− xˆ[n]) + (a− k)xˆ[n] + w[n]. (15)
Define ΣX,n := E[x2[n]], ΣXˆ,n := E[xˆ
2[n]], ΣE,n := E[(x[n]− xˆ[n])2]. Then, we have
ΣX,n = E[(x[n]− xˆ[n] + xˆ[n])2] (16)
= E[(x[n]− xˆ[n])2] + E[xˆ2[n]] (17)
= ΣE,n + ΣXˆ,n (18)
where the second equality comes from the orthogonality of x[n]− xˆ[n] and xˆ[n]. Likewise, by (15) we also have
ΣX,n+1 = a
2ΣE,n + (a− k)2ΣXˆ,n + 1 (19)
= a2ΣE,n + (a− k)2(ΣX,n − ΣE,n) + 1 (20)
where the last inequality comes from (18).
Moreover, it is well-known that Kalman filtering performance converges to a steady state. In other words, by [2] we have
ΣE := lim
n→∞ΣE,n =
(a2 − 1)σ2v − 1 +
√
((a2 − 1)σ2v − 1)2 + 4a2σ2v
2a2
(21)
4Thus, by (20), ΣX,n converges as long as |a− k| < 1. Let limn→∞ΣX,n = ΣX . Then, by (20) we have
ΣX =
(a2 − (a− k)2)ΣE + 1
1− (a− k)2 (22)
=
(2ak − k2)ΣE + 1
1− (a− k)2 . (23)
Since u[n] = −kxˆ[n], using (18) the input power converges as follows.
lim
n→∞E[u
2[n]] = k2(ΣX − ΣE) (24)
= k2(
(2ak − k2)ΣE + 1
1− (a− k)2 − ΣE). (25)
This finishes the achievability proof of the tradeoff. The tightness of the tradeoff and the optimality of centralized linear
controllers are well-known in the community, and we refer to [2] for a rigorous proof based on dynamic programming.
As mentioned in the proof, ΣE represents the Kalman filtering performance (mean square estimation error).
In the following discussions, we will qualitatively understand the tradeoff between the state distortion and control power by
dividing into cases based on the eigenvalue of the system.
A. When |a| = 1
Fig. 1: The Optimal State Distortion-Input Power Tradeoff: When a = 1 with different values of σ2v ( σ
2
v = 1 (Black line),
σ2v = 100 (Blue line), σ
2
v = 200 (Red line))
Fig. 2: Conceptual Plot of State Distortion-Input Power Tradeoff: When |a| = 1
First, let’s consider the case when the magnitude of the eigenvalue is 1, i.e. |a| = 1.
Since the Kalman filtering performance ΣE is the minimum squared error for estimating the states, we can see Dσv (P ) ≥
a2ΣE + 1 for all P . For notational convenience, let’s approximate a2ΣE + 1 by max(ΣE , 1).
5To achieve Dσv (P ) ≈ max(ΣE , 1), the control power P has to be large enough. As we can see in Figure 1, the state
distortion Dσv (P ) inversely proportionally increases as the control power P decreases.
Therefore, the power-state distortion tradeoff Dσv (P ) can be conceptualized as Figure 2. When the power P is smaller than
1
max(ΣE ,1)
, the state distortion behaves like 1P . When the power becomes greater than
1
max(ΣE ,1)
, the state distortion saturates
at max(ΣE , 1).
Let’s write (a1, · · · , an) ≥ (b1, · · · , bn) if and only if a1 ≥ b1, · · · , an ≥ bn. Then, the power-distortion tradeoff for the
centralized LQG problem is characterized as follows. Then, Corollary 1 shows the formal statement of this tradeoff.
Corollary 1: Consider the centralized LQG problem shown in Problem C. When |a| = 1, the achievable power-distortion
tradeoff (Dσv (P ), P ) by the strategies of Definition 2 is upper bounded as follows:
(Dσv (P ), P ) ≤ (
2
t
, t) for all 0 < t ≤ 1
max(1,ΣE)
(26)
where the definition of ΣE is given as (12).
Especially, when σv ≥ 16, we have
(Dσv (P ), P ) ≤ (
2
t
, t) for all 0 < t ≤ 1
1.0005σv
. (27)
When σv ≤ 16, we have
(Dσv (P ), P ) ≤ (
2
t
, t) for all 0 < t ≤ 1
15.008
. (28)
Proof: See Appendix A for the proof.
As we can see from (26), for the power 0 < P ≤ 1max(1,ΣE) , the tradeoff is inversely proportional. When the power becomes
P = 1max(1,Σe) , the state distortion saturates at the Kalman filtering performance.
In fact, careful inspection of Figure 1 shows that the transition between the interval P ∈ [0, 1max(ΣE ,1) ] and P ∈ [ 1max(ΣE ,1) ,∞]
is much smoother than the one suggested in the conceptual plot of Figure 2. Therefore, a better approximation of the
tradeoff can be Dσv (P ) ≈ 1P + max(ΣE , 1) rather than Dσv (P ) ≈ max( 1P ,ΣE , 1) suggested in Figure 2. In fact, since
max( 1P ,ΣE , 1) ≤ 1P + max(ΣE , 1) ≤ 2 max( 1P ,ΣE , 1), the two approximations are within a constant ratio. Thus, both
approximations are enough to prove constant ratio optimality. In this paper, we choose the approximation shown in Figure 2,
since it is more discrete and thereby easier to compare with the lower bound in Section IV-B by dividing cases.
Furthermore, we can prove that the optimal tradeoff (Dσv (P ), P ) can be upper and lower bounded by the approximation
of Figure 2 within a constant ratio. Consider the case 1 when σv ≥ 16, then (27) of Lemma 1 gives an achievable upper
bound on the tradeoff, Dσv (P ) ≤ 2P for all 0 < P ≤ 11.0005σv ≤ 116 . Corollary 5 of Section IV-B gives a lower bound on the
tradeoff. By putting the second controller’s noise σv2 = ∞ and considering the first controller as the centralized controller,
(b) of Corollary 5 gives that Dσv (P ) ≥ 0.02417P + 1 for all P ≤ 164 . Therefore, we can notice that the upper and lower bound
matches within a constant ratio. Moreover, (d) of Corollary 5 gives that Dσv (P ) ≥ max(
√
2
2 σv1, 1) for all P , which justifies
the flat part of Figure 2. Therefore, increasing input power P more than 11.0005σv will not be greatly helpful, and we can
use an achievable upper bound Dσv (P ) = 2.001σv for all P ≥ 11.0005σv to prove a constant ratio optimality. This constant
ratio characterization of the tradeoff curve can be easily converted to a constant ratio optimality of average cost problems by
applying [1, Lemma 14].
B. When 1 < |a| ≤ 2.5
Let’s consider the case2 when 1 < |a| ≤ 2.5. Just like the case of |a| = 1, the state distortion saturates at a2ΣE + 1 ≈
max(ΣE , 1) for all P , and the state distortion inversely proportionally increases as the power decreases.
However, there is a significant difference from the previous case of |a| = 1. Since the system is unstable by itself, when the
power is too small the state distortion diverges to infinity. Figure 5a shows this behavior. Furthermore, it is well known that
the minimum capacity to stabilize unstable plants is log |a|. Since the variance of w[n] is 1, the capacity from the controller to
the plant can be thought as of 12 log(1 + P ). Therefore, the stabilizability condition
1
2 log(1 + P ) > log |a| gives P ≥ a2 − 1
to stabilize the system.
Based on the above discussion, we can draw a conceptual power-distortion tradeoff curve as shown in Figure 4a. Like
Figure 2, when the power is larger than 1max(ΣE ,1) , the state distortion is saturated at max(ΣE , 1). When the power is between
a2 − 1 and 1max(ΣE ,1) , the state distortion is inversely proportional to the power. However unlike Figure 2 when the power is
smaller than (a2 − 1), the controller cannot stabilize the system, so the state distortion diverges to infinity.
1Remind that when |a| = 1, ΣE ≈ σv .
2Here, the explicit number 2.5 does not have to be 2.5. In fact, we can choose any fixed number like 2, 3, 5, 6, · · · .
6(a) When σ2v = 1 (Black line), σ2v = 10 (Blue line),
σ2v = 20 (Red line)
(b) When σ2v = 1000 (Black line), σ2v = 2000 (Blue
line), σ2v = 3000 (Red line)
Fig. 3: The Optimal State Distortion-Input Power Tradeoff: When a = 1.01 with different values of σ2v
(a) When max(ΣE , 1) ≤ 1a2−1 (b) When max(ΣE , 1) ≥ 1a2−1
Fig. 4: Conceptual Plot of State Distortion-Input Power Tradeoff: When 1 < |a| ≤ 2.5
Furthermore, Figure 5b shows that as ΣE increases, the gap between (a2 − 1) and 1max(ΣE ,1) (the interval where the
distortion is inversely proportional to the power) decreases, i.e. the boundary of the optimal tradeoff region shrinks. Eventually,
the whole boundary will converge to one point. Figure 4b conceptualize this situation. When ΣE is large enough so that
max(ΣE , 1) ≥ 1a2−1 , we need at least (a2 − 1)2 max(ΣE , 1) controller power to stabilize the plant, and the corresponding
state distortion saturates at the Kalman filtering performance max(ΣE , 1).
The following corollary shows a formal statement of these conceptual tradeoff curves shown in Figure 4.
Corollary 2: Consider the centralized LQG problem shown in Problem C. When |a| > 1, the achievable power-distortion
tradeoff (Dσv (P ), P ) by the strategies of Definition 2 is upper bounded as follows:
(i) (Dσv (P ), P ) ≤ ((a2 + 1)ΣE + a
2
a2−1 , (a
2 − 1)2ΣE + (a2 − 1))
(ii) (Dσv (P ), P ) ≤ ( 4(|a|+1)
2
t , t) for all 2(|a|+ 1)2(1− ( 1a )2) ≤ t ≤ 2(|a|+1)
2
max(1,(a2+1)ΣE)
where the definition of ΣE is given in (12).
Especially, when 1 < |a| ≤ 2.5, Dσv (P ) satisfies the following conditions:
(i’) (Dσv (P ), P ) ≤ (7.25ΣE + 6.25a2−1 , (a2 − 1)2ΣE + (a2 − 1))
(ii’) (Dσv (P ), P ) ≤ ( 49t , t) for all 8(a2 − 1) ≤ t ≤ 8max(1,7.25ΣE)
Proof: See Appendix A for the proof.
When max(ΣE , 1) ≤ 1a2−1 , (ii’) of the corollary shows that we can achieve the tradeoff curve shown in Figure 4a. More
precisely, when P = 8(a2 − 1), the statement (ii’) reduces to Dσv (P ) ≤ 498(a2−1) . Therefore, (Dσv (P ), P ) ≈ ( 1a2−1 , a2 − 1)
is achievable.
When P = 8max(1,7.25ΣE) , the statement (ii’) reduces to Dσv (P ) ≤ 498 max(1, 7.25ΣE). Thus, (Dσv (P ), P ) ≈ (max(ΣE , 1), 1max(ΣE ,1) )
7is also achievable. Between these two values, the tradeoff is inversely proportional.
When max(ΣE , 1) ≥ 1a2−1 , (i’) of the corollary shows the tradeoff curve in Figure 4b is achievable. More precisely, with
the condition max(ΣE , 1) ≥ 1a2−1 , the statement (i’) implies
(Dσv (P ), P ) ≤ (7.25ΣE +
6.25
a2 − 1 , (a
2 − 1)2ΣE + (a2 − 1)) (29)
≤ (13.5 max(ΣE , 1), 2(a2 − 1)2 max(ΣE , 1)). (30)
Therefore, the corner point of Figure 4b is achievable up to scaling. The whole tradeoff region is also achievable since we can
always achieve the points with more state distortion and input power.
Just like Section III-A, a careful inspection of Figure 5a suggests that Dσv (P ) ≈ 1P−(a2−1) + max(ΣE , 1) may be a better
approximation than the one shown in Figure 4a. However, just like the discussion in Section III-A, the approximation of
Figure 5a is good enough to prove a constant ratio optimality, and easier to compare with a lower bound on the performance
since the approximation is divided into multiple regions.
In fact, by putting Σ2 = ∞ and considering the first controller as the centralized controller, (g), (f), (j) of Corollary 4 in
Section IV-A respectively reduce to
Dσv (P ) =∞ for all P ≤
1
20
(a2 − 1)
Dσv (P ) ≥
0.0006976
P1
+ 1 for all P ≤ 1
150
Dσv (P ) ≥ max(0.1035Σ1, 1).
By taking the maximum over these three bounds, we can easily check that the resulting lower bound coincide with the
approximation of Figure 5a up to a constant, and thereby the average cost can also be characterized within a constant by [1,
Lemma 14].
C. When 0.9 ≤ |a| < 1
(a) When σ2v = 1 (Black line), σ2v = 10 (Blue line),
σ2v = 20 (Red line)
(b) When σ2v = 1000 (Black line), σ2v = 2000 (Blue
line), σ2v = 3000 (Red line)
Fig. 5: The Optimal State Distortion-Input Power Tradeoff: When a = 0.99 with different values of σ2v
Let’s consider the case when 0.9 ≤ |a| < 1. In contrast to the case of 1 < |a| ≤ 2.5, the system is table by itself in this
case. Therefore, the state distortion never increases above 11−a2 .
As we can see in Figure 5a, the essential tradeoff curve is similar to the case of |a| = 1. For all control power P , the state
distortion saturates at the Kalman filtering performance max(ΣE , 1). For the control power between 1 − a2 and 1max(ΣE ,1) ,
the state distortion is inversely proportional to the control power.
However, when the power becomes smaller than 1− a2, the state distortion becomes larger than 11−a2 which is achievable
even without any control. Therefore, for the power smaller than 1−a2, the state distortion stays at 11−a2 . Therefore, a conceptual
tradeoff curve is given as Figure 4a.
Furthermore, Figure 5b shows that as ΣE increases, the state distortion without control ( 11−a2 ) and the Kalman filtering
performance (max(ΣE , 1)) becomes similar. Eventually, when max(ΣE , 1) ≥ 11−a2 , as depicted in Figure 4b the minimum
state distortion becomes 11−a2 which is achievable even without any control.
Corollary 3 gives formal statements of these observations.
8(a) When max(ΣE , 1) ≤ 11−a2 (b) When max(ΣE , 1) ≥ 11−a2
Fig. 6: State Distortion-Input Power Tradeoff: When 0.9 ≤ |a| < 1
Corollary 3: Consider the centralized LQG problem shown in Problem C. When |a| < 1, the achievable power-distortion
tradeoff (Dσv (P ), P ) by the strategies of Definition 2 is upper bounded as follows:
(Dσv (P ), P ) ≤ (
1
1− a2 , 0), (31)
and especially when3 ΣE ≤ 11−a2 we also have
(Dσv (P ), P ) ≤ (
2
t
, t) for all 1− a2 ≤ t ≤ 1
max(1,ΣE)
(32)
where the definition of ΣE is given as (12).
Proof: See Appendix A for the proof.
When max(ΣE , 1) ≥ 11−a2 , (31) shows the tradeoff curve shown in Figure 6b is achievable.
When max(ΣE , 1) ≤ 11−a2 , (32) shows the inversely proportional tradeoff curve shown in Figure 6a when the power is
between 1− a2 and 1max(1,ΣE) .
In fact, in Figure 5a we cannot find a flat region for the power between 0 and 1− a2 which is shown in the approximation
of Figure 6a. Therefore, like Section III-A, III-B, a better approximation of the tradeoff might be Dσv (P ) ≈ 1P−(a2−1) +
max(ΣE , 1) and worth to explore. However, the approximation of Figure 5a is good enough to give a constant ratio optimality
result. For example, if we compute the distortion for P ∈ [0, 1− a2] with this new approximation, we get Dσv (P ) ∈ [ 12(1−a2) +
max(ΣE , 1),
1
1−a2 + max(ΣE , 1)]. Especially, for max(ΣE , 1) ≤ 11−a2 which is the case of Figure 6a, this interval is included
in
[
1
2(1− a2) + max(ΣE , 1),
1
1− a2 + max(ΣE , 1)] ⊆ [
1
2(1− a2) ,
2
1− a2 ].
Therefore, the approximation is essentially the same as the one of Figure 6a, 11−a2 , up to a constant.
Furthermore, Corollary 6 of Section IV-C gives a matching lower bound to the approximation of Figure 6a. First notice that
as σv2 goes to infinity, the Kalman filtering performance Σ2 converges to 11−a2 which is the disturbance of the stable system
without any control. Thus, by putting Σ2 = 11−a2 , thinking the second controller as the centralized controller, and considering
the case of 11−a2 ≥ 40, the conditions (a), (b), (e) of Corollary 6 respectively reduce to
Dσv (P ) ≥
0.009131
1− a2 + 1 for all P ≤ 1− a
2
Dσv (P ) ≥
0.009131
P
+ 1 for all 1− a2 ≤ P ≤ 1
40
Dσv (P ) ≥ max(0.2636Σ1, 1) for all P.
Therefore, we can easily observe that by taking the maximum of these bounds, we get the matching lower bound to Figure 6a
up to a constant. Therefore, by [1, Lemma 14], we can also characterize the average cost within a constant ratio using the
approximation of Figure 6a.
3Since |a| < 1, the condition ΣE ≤ 11−a2 is equivalent to the condition max(1,ΣE) ≤ 11−a2 .
9D. When |a| ≤ 0.9
In this case, the state distortion 11−a2 which can be obtained without any control input, is already small enough (smaller
than 5.27). Therefore, the tradeoff curve is essentially the same as Figure 6b, which is achievable with zero control input.
IV. LOWER BOUNDS AND CONSTANT RATIO RESULTS FOR THE DECENTRALIZED LQG PROBLEMS
Now, we intuitively understood the power-distortion tradeoff of the centralized LQG problems with scalar plants. Based on this
understanding, we will prove that the single controller linear strategies are enough to achieve the optimal decentralized LQG per-
formance within a constant ratio. In other words, (D(P1, P2), P1, P2) of Problem B is essentially (min(Dσv1(P1), Dσv2(P2)), P1, P2)
where the definition of Dσv (P ) is given in Problem C.
For the upper bound on the optimal cost of the decentralized LQG problems, we can simply use the centralized controller’s
performance shown in Corollary 2, 1, 3. However, we still need a lower bound on the cost of the decentralized LQG problems,
and it turns out the naive lower bound we can obtain by merging two decentralized controllers to a centralized controller is
too loose to prove a constant ratio optimality.
Therefore, in this section, we will give a non-trivial lower bound based on information theory [3] and prove that the proposed
lower bounds are tight within a constant ratio.
A. When 1 < |a| ≤ 2.5
The ideas for the lower bounds are essentially the same as ones shown in [1]. The main idea is the geometric slicing, which
can be thought as a counterpart of cutset bounds in information theory [3]. We refer [1] for a detailed description of the idea.
The only different from the geometric slicing lemma shown in [1, Lemma 8] is that here we use allow arbitrary sequences for
slicing the problem since we will use arithmetic sequences to slice the problem for the |a| = 1 case.
As we did in [1], we first introduce sliced finite-horizon problems.
Problem D (Sliced Finite-horizon LQG problem for Problem A): Let the system equations, the problem parameters, the
underlying random variables, and the restrictions on the controllers be given exactly the same as Problem A. However, now
for given k, k1, k2 ∈ N(k1 ≤ k, k2 ≤ k) and positive sequences αk1 , αk1+1, · · · , αk−1 and βk1 , βk1+1, · · · , βk−1, the control
objective is
inf
u1,u2
qE[x2[k]] + r1
∑
k1≤i≤k−1
αiE[u21[i]] + r2
∑
k2≤i≤k−1
βiE[u22[n]]. (33)
Lemma 2 (Geometric Slicing): Let the system equations, the problem parameters, the underlying random variables, and
the restrictions on the controllers be given as in Problem A. When σ20 = 0, for all k, k1, k2 ∈ N(k1 ≤ k, k2 ≤ k) and
positive sequences αk1 , αk1+1, · · · , αk and βk1 , βk1+1, · · · , βk, the infinite-horizon cost of Problem A is lower bounded by
the finite-horizon cost of Problem D, i.e.
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n≤N−1
(qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]]) (34)
≥ inf
u1,u2
qE[x2[k]] + r1
∑
k1≤i≤k−1
αiE[u21[i]] + r2
∑
k2≤i≤k−1
βiE[u22[n]]. (35)
Furthermore, both costs are increasing functions of σ20 and when σ
2
0 = 0, u1[0] = 0 and u2[0] = 0 are optimal for both
problems.
Proof: The proof essentially the same as the proof of [1, Lemma 8]. The only difference is that the geometric sequences
in [1, Lemma 8] have to be replaced by αn and βn.
Using this lemma, we can lower bound on the cost of the decentralized LQG problems as follows.
Lemma 3: Define SL as the set of (k1, k2, k) such that k1, k2, k ∈ N and 1 ≤ k1 ≤ k2 ≤ k. We also define DL,1(P˜1, P˜2, k1, k2, k)
as follows:
DL,1(P˜1, P˜2; k1, k2, k) := (
√
Σ + a2(k−k1) 1−a
−2(k2−k1)
1−a−2
22I′(P˜1)
+ a2(k−k2)
1− a−2(k−k2)
1− a−2 (36)
−
√
a2(k−k1−1)
(1− a−(k−k1))2
(1− a−1)2 P˜1 −
√
a2(k−k2−1)
(1− a−(k−k2))2
(1− a−1)2 P˜2)
2
+ + 1 (37)
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where
Σ =
a2(k−1) 1−a
−2(k1−1)
1−a−2
22I
(38)
I =
k1 − 1
2
log(1 +
1
(k1 − 1)σ2v1
a2(k1−2)(1− a−2(k1−1))
1− a−2
1− a−2(k1−1)
1− a−2 ) (39)
+
k1 − 1
2
log(1 +
1
(k1 − 1)σ2v2
a2(k1−2)(1− a−2(k1−1))
1− a−2
1− a−2(k1−1)
1− a−2 ) (40)
I ′(P˜1) =
k2 − k1
2
log(1 +
1
(k2 − k1)σ2v2
(2a2(k2−1−k)
1− a−2(k2−k1)
1− a−2 Σ + 2a
2(k2−1−k1) 1− a−2(k2−k1)
1− a−2
1− a−2(k2−k1)
1− a−2 (41)
+ 2a2(k2−k1−2)
1− a−2(k2−k1)
1− a−2
(1− a−(k2−1−k1))(1− a−(k−k1))
(1− a−1)2 P˜1)). (42)
Here, when k1 − 1 = 0, I = 0 and when k2 − k1 = 0, I ′(P˜1) = 0.
Let |a| > 1. Then, for all q, r1, r2, σ0, σv1, σv2 ≥ 0, the minimum cost (4) of Problem A is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (43)
≥ sup
(k1,k2,k)∈SL
min
P˜1,P˜2≥0
qDL,1(P˜1, P˜2; k1, k2, k) + r1P˜1 + r2P˜2. (44)
Proof: For simplicity, we assume a > 1, 1 < k1 < k2 < k. The remaining cases when a < −1 or k1 = 1 or k2− k1 = 0
or k = k2 easily follow with minor modifications.
• Geometric Slicing: We apply the geometric slicing idea of Lemma 2 to get a finite-horizon problem. By putting αk1 =
( 1−a
−1
1−a−(k−k1) ), αk1+1 = (
1−a−1
1−a−(k−k1) )a
−1, · · · , αk = ( 1−a−11−a−(k−k1) )a−k+1+k1 and βk2 = ( 1−a
−1
1−a−(k−k2) ), βk2+1 = (
1−a−1
1−a−(k−k2) )a
−1,
· · · , βk−1 = ( 1−a−11−a−(k−k2) )a−k+1+k2 the average cost is lower bounded by
inf
u1,u2
(qE[x2[k]] (45)
+ r1 ((
1− a−1
1− a−(k−k1) )E[u
2
1[k1]] + (
1− a−1
1− a−(k−k1) )a
−1E[u21[k1 + 1]] + · · ·+ (
1− a−1
1− a−(k−k1) )a
−k+1+k1E[u21[k − 1]])︸ ︷︷ ︸
:=P˜1
(46)
+ r2 ((
1− a−1
1− a−(k−k2) )E[u
2
2[k2]] + (
1− a−1
1− a−(k−k2) )a
−1E[u22[k2 + 1]] + · · ·+ (
1− a−1
1− a−(k−k2) )a
−k+1+k2E[u22[k − 1]])︸ ︷︷ ︸
:=P˜2
) (47)
Here, we denote the second and third terms as P˜1 and P˜2 respectively.
• Three stage division: As we did [1], we will divide the finite-horizon problem into three time intervals — information-
limited interval, Witsenhausen’s interval, power-limited interval. Define
W1 := a
k−1w[0] + · · ·+ ak−k1+1w[k1 − 2] (48)
W2 := a
k−k1w[k1 − 1] + · · ·+ ak−k2+1w[k2 − 2] (49)
W3 := a
k−k2w[k2 − 1] + · · ·+ aw[k − 2] (50)
U11 := a
k−2u1[1] + · · ·+ ak−k1u1[k1 − 1] (51)
U21 := a
k−2u2[1] + · · ·+ ak−k1u2[k1 − 1] (52)
U1 := a
k−k1−1u1[k1] + · · ·+ u1[k − 1] (53)
U22 := a
k−k1−1u2[k1] + · · ·+ ak−k2u2[k2 − 1]) (54)
U2 := a
k−k2−1u2[k2] + · · ·+ u2[k − 1] (55)
X1 := W1 + U11 + U21 (56)
X2 := W2 + U22 (57)
W1, W2, W3 represent the distortions of three intervals respectively. U11 and U21 respectively represent the first and second
controller inputs in the information-limited interval. U1 represents the remaining input of the first controller. U22 and U2
represent the second controller’s inputs in Witsenhausen’s and power-limited intervals respectively.
The goal of this proof is grouping control inputs and expanding x[n], so that we reveal the effects of the controller inputs
on the state and isolate their effects according to their characteristics.
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• Power-Limited Inputs: We will first isolate the power-limited inputs of the controllers, i.e. the first controller’s input in
the Witsenhausen’s and power-limited intervals, and the second controller’s input in the power-limited interval. Notice that
x[k] = w[k − 1] + aw[k − 2] + · · ·+ ak−1w[0] (58)
+ u1[k − 1] + au1[k − 2] + · · ·+ ak−1u1[0] (59)
+ u2[k − 1] + au2[k − 2] + · · ·+ ak−1u2[0] (60)
= (ak−1w[0] + · · ·+ ak−k1+1w[k1 − 2] (61)
+ ak−2u1[1] + · · ·+ ak−k1u1[k1 − 1] (62)
+ ak−2u2[1] + · · ·+ ak−k1u2[k1 − 1]) (63)
+ (ak−k1w[k1 − 1] + · · ·+ ak−k2+1w[k2 − 2] (64)
+ ak−k1−1u2[k1] + · · ·+ ak−k2u2[k2 − 1]) (65)
+ (ak−k2w[k2 − 1] + · · ·+ aw[k − 2]) (66)
+ (ak−k1−1u1[k1] + · · ·+ u1[k − 1]) (67)
+ (ak−k2−1u2[k2] + · · ·+ u2[k − 1]) (68)
+ w[k − 1]. (69)
Therefore, by [1, Lemma 1] we have
E[x2[k]] = E[(X1 +X2 +W3 + U1 + U2 + w[k − 1])2] (70)
= E[(X1 +X2 +W3 + U1 + U2)2] + E[w2[k − 1]] (71)
≥ (
√
E[(X1 +X2 +W3)2]−
√
E[U21 ]−
√
E[U22 ])
2
+ + 1 (72)
= (
√
E[(X1 +X2)2] + E[W 23 ]−
√
E[U21 ]−
√
E[U22 ])
2
+ + 1. (73)
where the last equality comes from the causality. Here, we can see that E[(X1 +X2)2] does not depend on the power-limited
inputs.
• Information-Limited Interval: We will bound the remaining state distortion after the information-limited interval. Define
y′1 and y
′
2 as follows.
y′1[k] = a
k−1w[0] + ak−2w[1] + · · ·+ w[k − 1] + v1[k] (74)
y′2[k] = a
k−1w[0] + ak−2w[1] + · · ·+ w[k − 1] + v2[k] (75)
Here, y′1[k], y
′
2[k] can be obtained by removing u1[1 : k−1], u2[1 : k−1] from y1[k], y2[k], and u1[k] and u2[k] are functions
of y1[1 : k] and y2[1 : k] respectively. Therefore, we can see that y1[1 : k], y2[1 : k] are functions of y′1[1 : k], y
′
2[1 : k].
Moreover W1, y′1[1 : k1 − 1], y′2[1 : k1 − 1] are jointly Gaussian.
Let
W ′1 := W1 − E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] (76)
W ′′1 := E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]]. (77)
Then, W ′1, W
′′
1 , W2 are independent Gaussian random variables. Moreover, W
′
1,W2 are independent from y
′
1[1 : k1−1], y′2[1 :
k1 − 1]. W ′′1 is a function of y′1[1 : k1 − 1], y′2[1 : k1 − 1].
Now, let’s lower bound E[(X1 +X2)2]. Since Gaussian maximizes the entropy, we have
1
2
log(2pieE[(X1 +X2)2] (78)
≥ h(X1 +X2) (79)
≥ h(X1 +X2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (80)
= h(W ′1 +W
′′
1 + U11 + U12 +W2 + U22|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (81)
= h(W ′1 +W2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]). (82)
We will first lower bound the variance of W ′1. Notice that
E[y′1[k]2] = a2(k−1) + a2(k−2) + · · ·+ 1 + σ2v1 (83)
= a2(k−1)
1− a−2k
1− a−2 + σ
2
v1 (84)
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and
E[y′2[k]2] = a2(k−1) + a2(k−2) + · · ·+ 1 + σ2v2 (85)
= a2(k−1)
1− a−2k
1− a−2 + σ
2
v2. (86)
Thus, we have
I(W1; y
′
1[1 : k1 − 1], y′2[1 : k1 − 1]) (87)
= h(y′1[1 : k1 − 1], y′2[1 : k1 − 1])− h(y′1[1 : k1 − 1], y′2[1 : k1 − 1]|W1) (88)
≤
∑
1≤i≤k1−1
h(y′1[i]) +
∑
1≤i≤k1−1
h(y′2[i])−
∑
1≤i≤k1−1
h(v1[i])−
∑
1≤i≤k1−1
h(v2[i]) (89)
≤
∑
1≤k≤k1−1
1
2
log(
a2(k−1) 1−a
−2k
1−a−2 + σ
2
v1
σ2v1
) +
∑
1≤k≤k1−1
1
2
log(
a2(k−1) 1−a
−2k
1−a−2 + σ
2
v2
σ2v2
) (90)
=
1
2
log(
∏
1≤k≤k1−1
a2(k−1) 1−a
−2k
1−a−2 + σ
2
v1
σ2v1
) +
1
2
log(
∏
1≤k≤k1−1
a2(k−1) 1−a
−2k
1−a−2 + σ
2
v2
σ2v2
) (91)
(A)
≤ k1 − 1
2
log(
1
k1 − 1
∑
1≤k≤k1−1
a2(k−1) 1−a
−2k
1−a−2 + σ
2
v1
σ2v1
) +
k1 − 1
2
log(
1
k1 − 1
∑
1≤k≤k1−1
a2(k−1) 1−a
−2k
1−a−2 + σ
2
v2
σ2v2
) (92)
=
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
a2(k−1) 1−a
−2k
1−a−2
σ2v1
) +
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
a2(k−1) 1−a
−2k
1−a−2
σ2v2
) (93)
≤ k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
a2(k−1) 1−a
−2(k1−1)
1−a−2
σ2v1
) +
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
a2(k−1) 1−a
−2(k1−1)
1−a−2
σ2v2
) (94)
=
k1 − 1
2
log(1 +
1
(k1 − 1)σ2v1
a2(k1−2)(1− a−2(k1−1))
1− a−2
1− a−2(k1−1)
1− a−2 ) (95)
+
k1 − 1
2
log(1 +
1
(k1 − 1)σ2v2
a2(k1−2)(1− a−2(k1−1))
1− a−2
1− a−2(k1−1)
1− a−2 ) (96)
(A): Arithmetic-Geometric mean.
Let’s denote the last equation as I . We also have
E[W 21 ] = a2(k−1) + · · ·+ a2(k−k1+1)) (97)
= a2(k−1)(1 + · · ·+ a−2(k1−2)) (98)
= a2(k−1)
1− a−2(k1−1)
1− a−2 . (99)
Now, we can bound the variance of the Gaussian random variable W ′1 as follows:
1
2
log(2pieE[W ′21 ]) = h(W ′1) (100)
≥ h(W ′1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (101)
= h(W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (102)
= h(W1)− I(W1; y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (103)
≥ 1
2
log(2piea2(k−1)
1− a−2(k1−1)
1− a−2 )− I (104)
where the last inequality follows from (96) and (99).
Thus,
E[W ′21 ] ≥
a2(k−1) 1−a
−2(k1−1)
1−a−2
22I
(105)
and denote the last term as Σ. Since W ′1 is Gaussian, we can write W
′
1 = W
′′′
1 +W
′′′′
1 where W
′′′
1 ∼ N (0,Σ), and W ′′′1 ,W ′′′′1
are independent.
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Moreover, we also have
E[W 22 ] = a2(k−k1) + · · ·+ a2(k−k2+1) (106)
= a2(k−k1)
1− a−2(k2−k1)
1− a−2 . (107)
By (82) we have
1
2
log(2pieE[(X1 +X2)2]) (108)
≥ h(W ′1 +W2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (109)
≥ h(W ′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (110)
= h(W ′′′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (111)
= h(W ′′′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (112)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (113)
= h(W ′′′1 +W2) (114)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (115)
≥ 1
2
log(2pie(Σ + a2(k−k1)
1− a−2(k2−k1)
1− a−2 )) (116)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (117)
where the last inequality follows from the fact that W ′′′1 and W2 are independent Gaussian, and (105), (107).
Now, the question boils down to the upper bound of the last mutual information term, which can be understood as the
information contained in the second controller’s observation in Witsenhausen’s interval.
• Second controller’s observation in Witsenhausen’s interval: We will bound the amount of information contained in the
second controller’s observation in Witsenhausen’s interval. For n ≥ k1, define
y′′2 [n] := a
n−kW ′′′1 + a
n−k1w[k1 − 1] + an−k1−1w[k1] + · · ·+ w[n− 1] (118)
+ an−k1−1u1[k1] + · · ·+ u1[n− 1] (119)
+ v2[n]. (120)
Notice that the relationship between y2[n] and y′′2 [n] is
y2[n] = y
′′
2 [n] + a
n−k1−1u2[k1] + · · ·+ u2[n− 1] (121)
+ an−kW ′′′′1 + a
n−kE[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]]. (122)
The mutual information of (117) is bounded as follows:
I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (123)
= h(y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (124)
− h(y2[k1 : k2 − 1]|W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (125)
=
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (126)
−
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (127)
(A)
=
∑
k1≤i≤k2−1
h(y′′2 [i]|y2[k1 : i− 1],W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (128)
−
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (129)
(B)
≤
∑
k1≤i≤k2−1
h(y′′2 [i])−
∑
k1≤i≤k2−1
h(v2[i]) (130)
≤
∑
k1≤i≤k2−1
1
2
log(2pieE[y′′2 [i]2])−
∑
k1≤i≤k2−1
1
2
log(2pieσ2v2) (131)
(A): Since y2[1 : k1 − 1] is a function of y′2[1 : k1 − 1], u2[k1], · · · , u2[i] are functions of y2[k1 : i− 1], y′2[1 : k1 − 1]. Thus,
all the terms in (122) except y′′2 [i] can be vanished by the conditioning.
(B): By causality, v2[i] is independent from all conditioning random variables.
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First, let’s bound the variance of y′′2 [n]. By [1, Lemma 1], we have
E[y′′2 [n]2] ≤ 2E[(an−kW ′′′1 + an−k1w[k1 − 1] + an−k1−1w[k1] + · · ·+ w[n− 1])2] (132)
+ 2E[(an−k1−1u1[k1] + · · ·+ u1[n− 1])2] + σ2v2 (133)
= 2(a2(n−k)Σ + a2(n−k1) + · · ·+ 1) (134)
+ 2E[(an−k1−1u1[k1] + · · ·+ u1[n− 1])2] + σ2v2. (135)
Here, by putting a = a and b = a−1 to [1, Lemma 10] we have
E[(an−k1−1u1[k1] + · · ·+ u1[n− 1])2] (136)
≤ a2(n−k1−1) 1− a
−(n−k1)
1− a−1 (E[u
2
1[k1]] + a
−1E[u21[k1 + 1]] + · · ·+ a−(n−k1−1)E[u21[n− 1]]) (137)
≤ a2(n−k1−1) 1− a
−(n−k1)
1− a−1
1− a−(k−k1)
1− a−1 P˜1 (138)
= a2(n−k1−1)
(1− a−(n−k1))(1− a−(k−k1))
(1− a−1)2 P˜1. (139)
Thus, the variance of y′′2 [n] is bounded as:
E[y′′2 [n]2] ≤ 2a2(n−k)Σ + 2a2(n−k1)
1− a−2(n−k1+1)
1− a−2 + 2a
2(n−k1−1) (1− a−(n−k1))(1− a−(k−k1))
(1− a−1)2 P˜1 + σ
2
v2. (140)
Therefore, we have∑
k1≤n≤k2−1
E[y′′2 [n]2] (141)
≤
∑
k1≤n≤k2−1
2a2(n−k)Σ + 2a2(n−k1)
1− a−2(n−k1+1)
1− a−2 + 2a
2(n−k1−1) (1− a−(n−k1))(1− a−(k−k1))
(1− a−1)2 P˜1 + σ
2
v2 (142)
≤ 2(a2(k1−k) + · · ·+ a2(k2−1−k))Σ +
∑
k1≤n≤k2−1
2a2(n−k1)
1− a−2(k2−k1)
1− a−2 (143)
+
∑
k1≤n≤k2−1
2a2(n−k1−1)
(1− a−(k2−1−k1))(1− a−(k−k1))
(1− a−1)2 P˜1 + (k2 − k1)σ
2
v2 (144)
≤ 2a2(k2−1−k) 1− a
−2(k2−k1)
1− a−2 Σ + 2a
2(k2−1−k1) 1− a−2(k2−k1)
1− a−2
1− a−2(k2−k1)
1− a−2 (145)
+ 2a2(k2−k1−2)
1− a−2(k2−k1)
1− a−2
(1− a−(k2−1−k1))(1− a−(k−k1))
(1− a−1)2 P˜1 + (k2 − k1)σ
2
v2 (146)
Therefore, by (131) and (146) we conclude
I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′, y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (147)
≤
∑
k1≤n≤k2−1
1
2
log(
E[y′′2 [n]2]
σ2v2
) (148)
=
1
2
log(
∏
k1≤n≤k2−1
E[y′′2 [n]2]
σ2v2
) (149)
(A)
≤ k2 − k1
2
log(
1
k2 − k1
∑
k1≤n≤k2−1
E[y′′2 [n]2]
σ2v2
) (150)
≤ k2 − k1
2
log(1 +
1
(k2 − k1)σ2v2
(2a2(k2−1−k)
1− a−2(k2−k1)
1− a−2 Σ + 2a
2(k2−1−k1) 1− a−2(k2−k1)
1− a−2
1− a−2(k2−k1)
1− a−2 (151)
+ 2a2(k2−k1−2)
1− a−2(k2−k1)
1− a−2
(1− a−(k2−1−k1))(1− a−(k−k1))
(1− a−1)2 P˜1)) (152)
(A): Arithmetic-Geometric mean
Denote the last equation as I ′(P˜1). By (117), we can conclude
1
2
log(2pieE[(X1 +X2)2] ≥ 1
2
log(2pie(Σ + a2(k−k1)
1− a−2(k2−k1)
1− a−2 ))− I
′(P˜1) (153)
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which implies
E[(X1 +X2)2] ≥
Σ + a2(k−k1) 1−a
−2(k2−k1)
1−a−2
22I′(P˜1)
. (154)
• Final lower bound: Now, we can merge the inequalities to prove the lemma. The variance of W3 is given as follows:
E[W 23 ] = a2(k−k2) + · · ·+ a2 = a2(k−k2)
1− a−2(k−k2)
1− a−2 . (155)
By putting a = a and b = a−1 to [1, Lemma 10], the variance of U1 is bounded as follows:
E[U21 ] ≤ a2(k−k1−1)
1− a−(k−k1)
1− a−1 (E[u
2
1[k1]] + a
−1E[u21[k1 + 1]] + · · ·+ a−(k−k1−1)E[u21[k − 1]]) (156)
= a2(k−k1−1)
(1− a−(k−k1))2
(1− a−1)2 P˜1. (157)
Likewise, the variance of U2 can be bounded as
E[U22 ] ≤ a2(k−k2−1)
(1− a−(k−k2))2
(1− a−1)2 P˜2. (158)
Finally, by plugging (154), (155), (157), (158) into (73), we prove the lemma.
Corollary 4: Consider the decentralized LQG problem of Problem A. Define
Σ1 :=
(a2 − 1)σ2v1 − 1 +
√
((a2 − 1)σ2v1 − 1)2 + 4a2σ2v1
2a2
(159)
Σ2 :=
(a2 − 1)σ2v2 − 1 +
√
((a2 − 1)σ2v2 − 1)2 + 4a2σ2v2
2a2
. (160)
Let 1 < |a| ≤ 2.5. Then, for all q, r1, r2, σ0, σv1, σv2 > 0, the minimum cost (4) of Problem A is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (161)
≥ min
P˜1,P˜2≥0
qDL(P˜1, P˜2) + r1P˜1 + r2P˜2 (162)
where DL(P˜1, P˜2) satisfies the following conditions.
(a) If Σ1 ≥ 150, Σ2 ≥ 150, P˜1 ≤ (a
2−1)2Σ1
40000 , P˜2 ≤ (a
2−1)2Σ2
40000 then DL(P˜1, P˜2) =∞.
(b) If Σ1 ≥ 150, Σ2 ≥ 150, P˜1 ≤ (a
2−1)2Σ1
40000 then DL(P˜1, P˜2) ≥ 0.002774Σ2 + 1.
(c) If P˜1 ≤ 120 (a2 − 1), P˜2 ≤ 120 (a2 − 1) then DL(P˜1, P˜2) =∞.
(d) If P˜1 ≤ 175 and P˜2 ≤ 175 then DL(P˜1, P˜2) ≥ 0.00389 1max(P1,P2) + 1.
(e) If Σ2 ≥ 150, P˜1 ≤ 1Σ2 then DL(P˜1, P˜2) ≥ 0.0006976Σ2 + 1.
(f) If Σ2 ≥ 150, 1Σ2 ≤ P˜1 ≤ 1150 then DL(P˜1, P˜2) ≥ 0.0006976P˜1 + 1.
(g) If Σ2 ≥ 150, P˜1 ≤ 120 (a2 − 1), P˜2 ≤ (a
2−1)2Σ2
40000 then DL(P˜1, P˜2) =∞.
(h) If Σ1 ≥ 150, P˜1 ≤ (a
2−1)2Σ1
40000 , P˜2 ≤ 120 (a2 − 1) then DL(P˜1, P˜2) =∞.
(i) If Σ2 ≥ 150, P˜1 ≤ 120 (a2 − 1) then DL(P˜1, P˜2) ≥ 0.0002732Σ2 + 1.
(j) For all P˜1 and P˜2, DL(P˜1, P˜2) ≥ max(0.1035Σ1, 1).
Proof: See Appendix B for the proof.
In this corollary, Σ1 and Σ2 are the Kalman filtering performance of the first and second controllers respectively.
Now, we have lower bounds on the average decentralized control cost of Problem A. Furthermore, by inspecting the form
of the lower bounds, the term DL(P˜1, P˜2) can be speculated as a lower bound on the power-distortion tradeoff D(P1, P2) of
Problem B.
Furthermore, [1, Lemma 14] shows the average cost problem in Problem A and the power-distortion tradeoff problem in
Problem B are closely related, i.e. if we can characterize the power-distortion tradeoff within a constant ratio, then we can
characterize the average cost within a constant ratio. Therefore, in the following discussion, we will focus on the power-
distortion tradeoff and justify that why it can be characterized within a constant. Throughout the discussion, we will consider
DL(P˜1, P˜2) as if it is a lower bound on D(P1, P2) without rigorous justification.
By comparing the achievable cost shown in Corollary 2, we will prove that they are within a constant ratio. In other words, we
will prove the power-distortion tradeoff (D(P1, P2), P1, P2) is essentially the better performance between two single controllers,
i.e. (min(Dσ1(P1), Dσ2(P2)), P1, P2).
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To justify this, we will divide the cases. As discussed in Section III, the centralized controller’s performances behave
qualitatively differently depending on max(Σ1, 1), max(Σ2, 1), 1a2−1 . Therefore, we will divide into three cases
4 depending
on these values. Then, we will further divide the cases by P1 and P2.
1) When max(Σ1, 1) ≤ max(Σ2, 1) ≤ Θ( 1a2−1 ): We will again divide the cases based on P1, P2.
• When P1 ≤ Θ(a2−1) and P2 ≤ Θ(a2−1). As we can see from Figure 4a, each controller does not have enough power to
stabilize the system. The statement (c) of Corollary 4 tells that the system is unstable even in decentralized control problems.
• When P1 ≤ Θ(a2 − 1) and Θ(a2 − 1) ≤ P2 ≤ Θ( 1max(Σ2,1) ). In this case, the control performance is determined by the
second controller. From Figure 4a we can see that D(P1, P2) = O( 1P2 ) is achievable. The statement (d) of Corollary 4 tells it
is tight up to a constant ratio.
•When P1 ≤ Θ(a2−1) and Θ( 1max(Σ2,1) ) ≤ P2. Like above the second controller dominates the performance, and Figure 4a
shows D(P1, P2) = O(max(Σ2, 1)). The statement (i) of Corollary 4 shows its tightness.
• When Θ(a2 − 1) ≤ P1 ≤ Θ( 1max(Σ2,1) ) and P2 ≤ Θ( 1max(Σ2,1) ). In this case, the control performance is determined
by the controller with a larger power, and Figure 4a shows D(P1, P2) = O( 1max(P1,P2) ) is achievable. The statement (d) of
Corollary 4 gives a matching lower bound.
• When Θ(a2 − 1) ≤ P1 ≤ Θ( 1max(Σ2,1) ) and Θ( 1max(Σ2,1) ) ≤ P2. In this case, the second controller dominates the
performance, and Figure 4a shows D(P1, P2) = O(Σ2, 1) is achievable. The statement (e) of Corollary 4 gives a matching
lower bound.
• When Θ( 1max(Σ2,1) ) ≤ P1 ≤ Θ( 1max(Σ1,1) ). In this case, the first controller dominates the performance, and Figure 4a
shows D(P1, P2) = O( 1P1 ) is achievable. The statement (f) of Corollary 4 gives a matching lower bound.• When Θ( 1max(Σ1,1) ) ≤ P1. In this case, the first controller dominates the performance, and Figure 4a shows D(P1, P2) =
O(max(Σ1, 1)) is achievable. The statement (j) of Corollary 4 gives a matching lower bound.
2) When max(Σ1, 1) ≤ Θ( 1a2−1 ) ≤ max(Σ2, 1): We will further divide the cases based on P1, P2.
• When P1 ≤ Θ(a2 − 1) and P2 ≤ Θ((a2 − 1)2 max(Σ2, 1)). As we can see from Figure 4a, each controller does not have
enough power to stabilize the system by itself. The statement (g) of Corollary 4 shows that the system is unstable indeed for
decentralized control problems.
• When P1 ≤ Θ(a2−1) and Θ((a2−1)2 max(Σ2, 1)) ≤ P2. In this case, the second controller dominates the performance,
and Figure 4b shows D(P1, P2) = O(max(Σ2, 1)). The statement (i) of Corollary 4 give a matching lower bound up to a
constant ratio.
• When Θ(a2 − 1) ≤ P1 ≤ Θ( 1max(Σ2,1) ). Since we assume Θ( 1a2−1 ) ≤ max(Σ2, 1), this case never happens.
• When Θ( 1max(Σ2,1) ) ≤ P1 ≤ Θ( 1max(Σ1,1) ). In this case, the first controller dominates the performance, and Figure 4a
shows D(P1, P2) = O( 1P1 ) is achievable. The statement (f) of Corollary 4 gives a matching lower bound.• When Θ( 1max(Σ1,1) ) ≤ P1. The first controller dominates the performance, but as we can see in Figure 4a its performance
is saturated by the Kalman filtering and D(P1, P2) = O(max(Σ1, 1)). The statement (j) of Corollary 4 gives a matching lower
bound.
3) When Θ( 1a2−1 ) ≤ max(Σ1, 1) ≤ max(Σ2, 1): We will divide the cases based on P1, P2.
• When P1 ≤ Θ((a2 − 1)2 max(Σ1, 1)) and P2 ≤ Θ((a2 − 1)2 max(Σ1, 1)). In this case, as shown in Figure 4b each
controller cannot stabilize the system by itself. The statement (a) of Corollary 4 shows that the decentralized system is indeed
unstable.
• When P1 ≤ Θ((a2 − 1)2 max(Σ1, 1)) and Θ((a2 − 1)2 max(Σ1, 1)) ≤ P2. In this case, the second controller dominates
the performance, and Figure 4b shows D(P1, P2) ≤ O( 1max(Σ2,1) ) is achievable. The statement (b) of Corollary 4 gives a
matching lower bound.
• When Θ((a2 − 1)2 max(Σ1, 1)) ≤ P1. In this case, the first controller dominates the performance, and Figure 4b shows
D(P1, P2) ≤ O(max(Σ1, 1)) is achievable. The statement (j) of Corollary 4 gives a matching lower bound.
Formally, the average cost can be characterized within a constant ratio as follows.
Proposition 1: Consider the decentralized LQG control of Problem A. There exists c ≤ 2×106 such that for all 1 < |a| ≤ 2.5,
q, r1, r2, σv1 and σv2,
inf
u1,u2∈Llin,kal
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c.
Proof: See Appendix B.
4Since σv1 ≤ σv2, Σ1 is always smaller than Σ2.
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B. When |a| = 1
In this case, we can prove the following lemmas which parallel Lemma 3 and Corollary 4 of the case when 1 < |a| ≤ 2.5.
Lemma 4: We use the definition of SL shown in Lemma 3, i.e. the set of (k1, k2, k) such that k1, k2, k ∈ N and 1 ≤ k1 ≤
k2 ≤ k. We define DL,2(P˜1, P˜2, k1, k2, k) as follows:
DL,2(P˜1, P˜2, k1, k2, k) ≥ (
√
Σ + k2 − k1
22I′(P1)
+ k − k2 −
√
(k − k1)2P˜1 −
√
(k − k2)2P˜2)2+ + 1 (163)
where
Σ =
k1 − 1
22I
(164)
I =
k1 − 1
2
log(1 +
k1 − 1
σ2v1
) +
k1 − 1
2
log(1 +
k1 − 1
σ2v2
) (165)
I ′(P˜1) =
k2 − k1
2
log(1 +
1
σ2v2
(2Σ + 2(k2 − k1) + 2(k2 − k1 − 1)(k − k1)P˜1)). (166)
Here, when k1 − 1 = 0, I = 0 and when k2 − k1 = 0, I ′(P˜1) = 0.
Let |a| = 1. Then, for all q, r1, r2, σ0, σv1, σv2 ≥ 0, the minimum cost (4) of Problem A is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (167)
≥ sup
(k1,k2,k)∈SL
min
P˜1,P˜2≥0
qDL,2(P˜1, P˜2; k1, k2, k) + r1P˜1 + r2P˜2. (168)
Proof: See Appendix C.
Corollary 5: Consider the decentralized LQG problem of Problem A. Let |a| = 1. Then, for all q, r1, r2 > 0, the minimum
cost (4) of Problem A is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (169)
≥ min
P˜1,P˜2≥0
qDL(P˜1, P˜2) + r1P˜1 + r2P˜2 (170)
where DL(P˜1, P˜2) satisfies the following conditions.
(a) If σv2 ≥ 16 and P˜1 ≤ 14σv2 then DL(P˜1, P˜2) ≥ 0.09168σv2 + 1.
(b) If σv2 ≥ 16 and 14σv2 ≤ P˜1 ≤ 164 then DL(P˜1, P˜2) ≥ 0.02417P˜1 + 1.
(c) If P˜1 ≤ 150 , P˜2 ≤ 150 then DL(P˜1, P˜2) ≥ 0.003772max(P˜1,P˜2) + 1.
(d) For all P˜1, P˜2, DL(P˜1, P˜2) ≥ max(
√
2
2 σv1, 1).
Proof: See Appendix C.
Like Section IV-A, we will intuitively argue why the power-distortion tradeoff can be characterized within a constant ratio
by considering DL(P˜1, P˜2) as if it is a lower bound on D(P1, P2).
Notice that by (12), when |a| = 1 the Kalman filtering performance of the controllers are given as Σ1 = −1+
√
1+4σ2v
2
and Σ2 =
−1+
√
1+4σ2v
2 respectively. Therefore, we can see Σ1 ≈ σ1 and Σ2 ≈ σ1 and so we can think of σ1, σ2 shown in
Corollary 5 as if they are Σ1, Σ2.
As we discussed in Section III-A, when |a| = 1 there are only one case for the power-distortion tradeoff. Thus, we will
only divide the cases by P1 and P2.
• When P1 ≤ Θ( 1max(Σ2,1) ) and P2 ≤ Θ( 1max(Σ2,1) ). The controller with a larger power dominates the performance, and
Figure 2 shows D(P1, P2) = O( 1max(P1,P2) ) is achievable. The statement (c) of Corollary 5 gives a matching lower bound.
• When P1 ≤ Θ( 1max(Σ2,1) ) and Θ( 1max(Σ2,1) ) ≤ P2. In this case, the second controller dominates the performance, but
its performance is saturated by the Kalman filtering. Figure 2 shows D(P1, P2) = O(max(Σ2, 1)). The statement (a) of
Corollary 5 gives a matching lower bound.
• When Θ( 1max(Σ2,1) ) ≤ P1 ≤ Θ( 1max(Σ1,1) ). In this case, the first controller dominates the performance, and Figure 2
shows D(P1, P2) = O( 1P1 ). The statement (b) of Corollary 5 gives a matching lower bound.• When P1 ≥ Θ( 1max(Σ1,1) ). In this case, the first controller dominates the performance, but its performance is saturated
by the Kalman filtering. Figure 2 shows D(P1, P2) = O(max(Σ1, 1)) is achievable. The statement (d) of Corollary 5 gives a
matching lower bound.
Formally, the constant ratio result for the average cost LQG problems can be written as follows.
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Proposition 2: Consider the decentralized LQG control of Problem A. There exists c ≤ 540 such that for all |a| = 1, q, r1,
r2, σv1 and σv2,
inf
u1,u2∈Llin,kal
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c.
Proof: See Appendix C.
C. When 0.9 ≤ |a| < 1
Lemma 5: We use the definition of SL shown in Lemma 3, i.e. the set of (k1, k2, k) such that k1, k2, k ∈ N and 1 ≤ k1 ≤
k2 ≤ k. We define DL,3(P˜1, P˜2, k1, k2, k) as follows:
DL,3(P˜1, P˜2) := (
√
Σ + a2(k−k2+1) 1−a
2(k2−k1)
1−a2
22I′(P˜1)
+ a2
1− a2(k−k2)
1− a2 −
√
(
1− ak−k1
1− a )
2P˜1 −
√
(
1− ak−k2
1− a )
2P˜2)
2
+ + 1 (171)
where
Σ =
a2(k−k1+1) 1−a
2(k1−1)
1−a2
22I
(172)
I =
1
2
log(1 +
1
σ2v1
1− a2(k1−1)
1− a2 )
k1−1 +
1
2
log(1 +
1
σ2v2
1− a2(k1−1)
1− a2 )
k1−1 (173)
I ′(P˜1) =
1
2
log(1 +
1
(k2 − k1)σ2v2
(2a2(k1−k)
1− a2(k2−k1)
1− a2 Σ + 2(k2 − k1)
1− a2(k2−1−k1+1)
1− a2 (174)
+ 2ak1−k
1− ak2−k1
1− a
(1− ak2−1−k1)(1− ak−k1)
(1− a)2 P˜1))
k2−k1 (175)
Here, when k1 − 1 = 0, I = 0 and when k2 − k1 = 0, I ′(P˜1) = 0.
Let 0 ≤ |a| < 1. Then, for all q, r1, r2, σ0, σv1, σv2 ≥ 0, the minimum cost (4) of Problem A is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (176)
≥ sup
(k1,k2,k)∈SL
min
P˜1,P˜2≥0
qDL,3(P˜1, P˜2; k1, k2, k) + r1P˜1 + r2P˜2. (177)
Proof: See Appendix D for the proof.
Corollary 6: Consider the decentralized LQG problem of Problem A. Define
Σ1 :=
(a2 − 1)σ2v1 − 1 +
√
((a2 − 1)σ2v1 − 1)2 + 4a2σ2v1
2a2
(178)
Σ2 :=
(a2 − 1)σ2v2 − 1 +
√
((a2 − 1)σ2v2 − 1)2 + 4a2σ2v2
2a2
. (179)
Let 0.9 ≤ |a| < 1. Then, for all q, r1, r2 > 0, the minimum cost (4) of Problem A is lower bounded as follows:
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
qE[x2[n]] + r1E[u21[n]] + r2E[u22[n]] (180)
≥ min
P˜1,P˜2≥0
qDL(P˜1, P˜2) + r1P˜1 + r2P˜2 (181)
where DL(P˜1, P˜2) satisfies the following conditions.
Then, we have a lower bound DL(P˜1, P˜2) on D(P1, P2) where DL(P˜1, P˜2) satisfies the followings:
(a) If Σ2 ≥ 40, P˜1 ≤ 1Σ2 then DL(P˜1, P˜2) ≥ 0.009131Σ2 + 1.
(b) If Σ2 ≥ 40, 1Σ2 ≤ P˜1 ≤ 140 then DL(P˜1, P˜2) ≥ 0.009131P˜1 + 1.
(c) If 1−a
2
20 ≤ max(P˜1, P˜2) ≤ 140 then DL(P1, P2) ≥ 0.001201max(P˜1,P˜2) + 1.
(d) If max(P˜1, P˜2) ≤ 1−a220 then DL(P˜1, P˜2) ≥ 0.08691−a2 + 1.
(e) For all P˜1, P˜2, DL(P˜1, P˜2) ≥ max(0.2636Σ1, 1).
Proof: See Appendix D for the proof.
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Like Section IV-A, we will intuitively argue why the power-distortion tradeoff can be characterized within a constant ratio
by considering DL(P˜1, P˜2) as if it is a lower bound on D(P1, P2). The characterization of the power-distortion tradeoff is
equivalent to the characterization of the average cost. Thus, we will intuitively argue how we can characterize the power-
distortion tradeoff within a constant ratio. For this, we will first divide the cases by Σ1,Σ2, then we will further divide the
cases by P1, P2.
1) When max(Σ1, 1) ≤ max(Σ2, 1) ≤ Θ( 11−a2 ): We will further divide the cases based on P˜1, P˜2.
• When P1 ≤ Θ(1 − a2) and P2 ≤ Θ(1 − a2). From Figure 6a we can see that D(P1, P2) = 11−a2 is achievable without
any control input. The statement (d) of Corollary 6 gives a lower bound tight up to a constant ratio.
• When P1 ≤ Θ(1− a2) and Θ(1− a2) ≤ P2 ≤ Θ( 1max(Σ2,1) ). The second controller dominates the control performance.
Figure 6a shows D(P1, P2) = O( 1P2 ) is achievable in this case. The statement (c) of Corollary 6 gives a lower bound tight up
to a constant ratio.
• When P1 ≤ Θ(1 − a2) and Θ( 1max(Σ2,1) ) ≤ P2. In this case, the second controller’s performance is saturated by the
Kalman filtering, and Figure 6a shows D(P1, P2) = O(max(Σ2, 1)) is achievable. The statement (a) of Corollary 6 gives a
lower bound tight up to a constant ratio.
• When Θ(1 − a2) ≤ P1 ≤ Θ( 1max(Σ2,1) ) and P2 ≤ Θ(1 − a2). The first controller dominates the control performance.
Figure 6a shows D(P1, P2) = O( 1P1 ) is achievable in this case. The statement (c) of Corollary 6 gives a lower bound tight up
to a constant ratio.
• When Θ(1−a2) ≤ P1 ≤ Θ( 1max(Σ2,1) ) and Θ(1−a2) ≤ P2 ≤ Θ( 1max(Σ2,1) ). The controller with larger power dominates
the control performance. Figure 6a shows D(P1, P2) = O( 1max(P1,P2) ) is achievable with the controller with a lager power.
The statement (c) of Corollary 6 gives a lower bound tight up to a constant ratio.
• When Θ(1−a2) ≤ P1 ≤ Θ( 1max(Σ2,1) ) and Θ( 1max(Σ2,1) ) ≤ P2. The second controller dominates the control performance.
Figure 6a shows D(P1, P2) = O(max(Σ2, 1)) is achievable. The statement (a) of Corollary 6 gives a lower bound tight up to
a constant ratio.
• When Θ( 1max(Σ2,1) ) ≤ P1 ≤ Θ( 1max(Σ1,1) ). The first controller dominates the performance. Figure 6a shows D(P1, P2) =
O( 1P1 ) is achievable. The statement (b) of Corollary 6 gives a lower bound tight up to a constant ratio.• When Θ( 1max(Σ1,1) ) ≤ P1. The first controller dominates the performance. Figure 6a shows D(P1, P2) = O(max(Σ1, 1))
is achievable. The statement (e) of Corollary 6 gives a lower bound tight up to a constant ratio.
2) When max(Σ1, 1) ≤ Θ( 11−a2 ) = max(Σ2, 1): We will further divide the cases based on P1, P2.
• When P1 ≤ Θ(1− a2). From Figure 6a we can see that D(P1, P2) = 11−a2 is achievable without any control input. The
statement (b) of Corollary 6 give a matching lower bound. More precisely, since Θ( 11−a2 ) = max(Σ2, 1), for a large value of
Σ2 we can put P1 = Θ(1− a2) in the statement (b). Then, the bound reduces to D(P1, P2) = Ω( 11−a2 ).
• When Θ(1− a2) ≤ P1 ≤ Θ( 1max(Σ1,1) ). In this case, the first controller dominates the performance, and Figure 6a shows
D(P1, P2) = O(
1
P1
) is achievable. The statement (b) of Corollary 6 gives a matching lower bound.
• When Θ( 1max(Σ1,1) ) ≤ P1. In this case, the first controller dominates the performance, and Figure 6a shows D(P1, P2) =
O(max(Σ1, 1)) is achievable. The statement (e) of Corollary 6 gives a matching lower bound.
3) When Θ( 11−a2 ) = max(Σ1, 1) ≈ max(Σ2, 1): In this case, the Kalman filtering noise Σ1 and Σ2 is already compatible
with 11−a2 , the state distortion attainable without any control inputs. Therefore, we cannot expect a significant control gain,
and the optimal state distortion is Θ( 11−a2 ). Since Θ(
1
1−a2 ) = max(Σ1, 1), the statement (e) of Corollary 6 gives a matching
lower bound.
Formally, the average LQG cost for 0.9 ≤ |a| < 1 can be characterized as follows.
Proposition 3: Consider the decentralized LQG control of Problem A. There exists c ≤ 1700 such that for all 0.9 ≥ |a| < 1,
q, r1, r2, σv1 and σv2,
inf
u1,u2∈Llin,kal
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c.
Proof: See Appendix D for the proof.
D. When |a| ≤ 0.9
Proposition 4: Consider the decentralized LQG control of Problem A. There exists c ≤ 6 such that for all |a| < 0.9, q, r1,
r2, σv1 and σv2,
inf
u1,u2∈Llin,kal
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
inf
u1,u2
lim sup
N→∞
1
N
∑
0≤n<N
E[qx2[n] + r1u21[n] + r2u22[n]]
≤ c
20
Proof: By [1, Lemma 14], it is enough to show that there exists c ∈ R such that DU (cP1, cP2) ≤ c ·DL(P1, P2).
Upper bound: Putting k = 0 to Lemma 1 gives
(DU (P1), P1) ≤ ( 1
1− a2 , 0) ≤ (
1
1− 0.92 , 0) (182)
Lower bound: By Lemma 5,
DL(P1, P2) ≥ 1 (183)
Ratio: c is upper bounded by
c ≤ 1
1− 0.92 ≤ 6 (184)
Therefore, the lemma is proved.
E. Proof of Theorem 1
Now, by combining the results of Proposition 1, 2, 3 we can prove the main theorem of the paper. Proof: [Proof of
Theorem IV-E] The proof immediately follows from Proposition 1, 2, 3.
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APPENDIX
A. Proof of Corollary 1, 2, 3
Proof: [Proof of Corollary 1 of Page 5] For simplicity, we will only proof for the case when a = 1. The proof for the
case of a = −1 follows similarly by replacing a with −a.
In this case, Lemma 1 reduces to that for all |1− k| < 1,
Dσv (P ) ≤
(2k − k2)ΣE + 1
1− (1− k)2 =
(2k − k2)ΣE + 1
2k − k2 =
1
2k − k2 + ΣE (185)
P ≤ k2( (2k − k
2)ΣE + 1
1− (1− k)2 − ΣE) = k
2(
1
2k − k2 + ΣE − ΣE) =
k2
2k − k2 (186)
where
ΣE =
−1 +√4σ2v + 1
2
. (187)
Let k? ∈ (0, 1] be a constant such that max(1,ΣE) = 12k?−k?2 . Here, we can see that such k? always exists since
max(1,ΣE) ≥ 1 and 12k−k2 is a decreasing function on k. Let k ∈ (0, k?]. Then, we can see since 0 < k? ≤ 1, |1− k| < 1.
Then, (185) and (186) are again upper bounded as follows:
Dσv (P ) =
1
2k − k2 + ΣE (188)
≤ 1
2k − k2 + max(1,ΣE) (189)
=
1
2k − k2 +
1
2k? − k?2 (190)
≤ 2
2k − k2 (191)
where the last inequality follows from 0 < k ≤ k?.
P =
k2
2k − k2 (192)
≤ k
2(2− k)2
2k − k2 (193)
= 2k − k2 (194)
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where the inequality follows from 0 < k ≤ k? ≤ 1.
Let’s put t = 2k − k2. Then, we have (Dσv (P ), P ) ≤ ( 2t , t) where t ∈ (0, 2k? − k?2]. Therefore, t ∈ (0, 1max(1,ΣE) ]. This
finishes the proof of the first claim.
When σv ≥ 16, we have
ΣE =
−1 +√4σ2v + 1
2
≤
√
4σ2v + 1
2
(195)
≤
√
4σ2v +
1
162σ
2
v
2
= 1.000488...σv (196)
≤ 1.0005σv. (197)
Therefore, the range of t at least includes (0, 11.0005σv ] and the second claim is true.
When σv ≤ 16, we have
ΣE =
−1 +√4 · 162 + 1
2
= 15.0078105... ≤ 15.008. (198)
Therefore,the range of t at least includes (0, 115.008 ] and the third claim is true.
Proof: [Proof of Corollary 2 of Page 6] For simplicity, we prove only for the case when a > 1. The proof for the case
of a < −1 follows similarly by replacing a with −a.
Proof of (i): Let’s put k = a− 1a in Lemma 1. Since |a− a+ 1a | = | 1a | < 1, the power-distortion tradeoff in (13) still holds.
Thus, we can see that
DU (P ) ≤
(2a(a− 1a )− (a− 1a )2)ΣE + 1
1− ( 1a )2
(199)
=
a2 − 1a2
1− 1a2
ΣE +
1
1− ( 1a )2
(200)
= (a2 + 1)ΣE +
a2
a2 − 1 (201)
and
P ≤ (a
2 − 1
a
)2(a2ΣE +
a2
a2 − 1)− ΣE (202)
≤ (a2 − 1)2ΣE + (a2 − 1), (203)
which finishes the proof of (i).
Proof of (ii): We will divide into two cases depending on ΣE .
Case 1) When max(1, (1 + a2)ΣE) > 11−( 1a )2
.
In this case, the domain for t is an empty set and we do not have to prove anything.
Case 2) When max(1, (1 + a2)ΣE) ≤ 11−( 1a )2 .
Since max(1, (1 + a2)ΣE) ≤ 11−( 1a )2 , there exists ∆
? ∈ [0, 1a ] such that
max(1, (a2 + 1)ΣE) =
1
1− ( 1a −∆?)2
. (204)
Let’s put k = a− 1a + ∆ in Lemma 1 where ∆ ∈ [0,∆?]. Then, we have the following upper bound on Dσv (P ) and P .
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Dσv (P ) ≤
(2ak − k2)ΣE + 1
1− (a− k)2 (205)
=
2ak − k2
1− (a− k)2 ΣE +
1
1− (a− k)2 (206)
=
a2 − 1 + 1− (a− k)2
1− (a− k)2 ΣE +
1
1− (a− k)2 (207)
= (
a2 − 1
1− (a− k)2 + 1)ΣE +
1
1− (a− k)2 (208)
= (
a2 − 1
1− ( 1a −∆)2
+ 1)ΣE +
1
1− (a− k)2 (209)
(A)
≤ ( a
2 − 1
1− ( 1a )2
+ 1)ΣE +
1
1− (a− k)2 (210)
= (a2 + 1)ΣE +
1
1− (a− k)2 (211)
= (a2 + 1)ΣE +
1
1− ( 1a −∆)2
(212)
(B)
≤ max(1, (a2 + 1)ΣE) + 1
1− ( 1a −∆)2
(213)
=
1
1− ( 1a −∆?)2
+
1
1− ( 1a −∆)2
(214)
≤ 1
1− ( 1a −∆)2
+
1
1− ( 1a −∆)2
(215)
=
2
1− ( 1a −∆)2
(216)
(A): 0 ≤ ∆ ≤ 1a
(B): 0 ≤ ∆ ≤ ∆? ≤ 1a
P ≤ k2( (2ak − k
2)ΣE + 1
1− (a− k)2 − ΣE) (217)
≤ k2( (2ak − k
2)ΣE + 1
1− (a− k)2 ) (218)
(A)
≤ k2 2
1− ( 1a −∆)2
(219)
= (a− 1
a
+ ∆)2
2
1− ( 1a −∆)2
(220)
(B)
≤ (a+ ∆a− 1
a
+ ∆)2
2
1− ( 1a −∆)2
(221)
= ((a+ 1)(1− 1
a
+ ∆))2
2
1− ( 1a −∆)2
(222)
=
2(a+ 1)2(1− 1a + ∆)2
1− ( 1a −∆)2
(223)
=
2(a+ 1)2(1− 1a + ∆)
1 + 1a −∆
(224)
(C)
≤ 2(a+ 1)2(1− 1
a
+ ∆)(1 +
1
a
−∆) (225)
= 2(a+ 1)2(1− ( 1
a
−∆)2) (226)
(A): This comes from the comparison of (205) and (216).
(B): Since ∆ ≥ 0, a > 1, we have a− 1a + ∆ > 0. Moreover, ∆a ≥ 0.
(C): 0 ≤ ∆ ≤ 1a , (1 + 1a −∆) ≥ 1.
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Therefore, by putting t = 2(a+ 1)2(1− ( 1a −∆)2) we can conclude
(Dσv (P ), P ) ≤ (
4(a+ 1)2
t
, t). (227)
Since ∆ ∈ [0,∆?], we have t ∈ [2(a + 1)2(1 − ( 1a )2), 2(a + 1)2(1 − ( 1a − ∆?)2)]. Moreover, by the definition of ∆?, it is
equivalent to t ∈ [2(a+ 1)2(1− ( 1a )2), 2(a+1)
2
max(1,(a2+1)ΣE)
].
This finishes the proof of (ii).
When 1 < |a| ≤ 2.5, (i) is upper bounded as
(Dσv (P ), P ) ≤ ((a2 + 1)ΣE +
a2
a2 − 1 , (a
2 − 1)2ΣE + (a2 − 1)) (228)
≤ (7.25ΣE + 6.25
a2 − 1 , (a
2 − 1)2ΣE + (a2 − 1)). (229)
Thus, we get (i’).
When 1 < |a| ≤ 2.5, (ii) is also upper bounded as
(Dσv (P ), P ) ≤ (
4(|a|+ 1)2
t
, t) (230)
≤ (49
t
, t). (231)
Moreover, for 1 < |a| ≤ 2.5
2(|a|+ 1)2(1− ( 1
a
)2) ≤ t ≤ 2(|a|+ 1)
2
max(1, (a2 + 1)ΣE)
(232)
(⇔)2(1 + 1|a| )
2(a2 − 1) ≤ t ≤ 2(|a|+ 1)
2
max(1, (a2 + 1)ΣE)
(233)
(⇒)8(a2 − 1) ≤ t ≤ 8
max(1, 7.25ΣE)
. (234)
Therefore, we get (ii’).
Proof: [Proof of Corollary 3 of Page 8] For simplicity, we will only proof for the case when 0 ≤ a < 1. The proof for
−1 < a ≤ 0 follows similarly by replacing a with −a.
First part of the lemma easily follows by putting k = 0 in Lemma 1.
Let’s prove the second part of the lemma. Since the second part of the lemma assumes ΣE ≤ 11−a2 , there always exists
k? ∈ [0, a] such that max(1,ΣE) = 11−(a−k?)2 .
Since 0 ≤ k? ≤ a and 0 ≤ a < 1, for all k ∈ [0, k?] we have |a− k| < 1. Thus, by Lemma 1, for all k ∈ [0, k?] we have
the following upper bounds on Dσv (P ), P .
Dσv (P ) ≤
(2ak − k2)ΣE + 1
1− (a− k)2 (235)
(A)
≤ (1− a
2 + 2ak − k2)ΣE + 1
1− (a− k)2 (236)
=
(1− (a− k)2)ΣE + 1
1− (a− k)2 (237)
= ΣE +
1
1− (a− k)2 (238)
(B)
≤ 1
1− (a− k?)2 +
1
1− (a− k)2 (239)
(C)
≤ 2
1− (a− k)2 (240)
(A): 0 ≤ a < 1, 0 < k ≤ a, ΣE ≥ 0.
(B): max(1,ΣE) = 11−(a−k?)2 .
(C): 0 ≤ k ≤ k? ≤ a.
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P ≤ k2( (2ak − k
2)ΣE + 1
1− (a− k)2 − ΣE) (241)
(A′)
≤ k2(ΣE + 1
1− (a− k)2 − ΣE) (242)
=
k2
1− (a− k)2 (243)
(B′)
≤ (1− a+ k)
2
1− (a− k)2 (244)
=
1− a+ k
1 + a− k (245)
(C′)
≤ (1− a+ k)(1 + a− k) (246)
= 1− (a− k)2 (247)
(A’): (235) ≤ (238).
(B’): 0 ≤ a < 1 and 0 < k ≤ a.
(C’): 0 ≤ a < 1 and 0 < k ≤ a.
Let’s put t = 1−(a−k)2. Then, we have (Dσ1(P ), P ) ≤ ( 2t , t). Moreover, since 0 ≤ k ≤ k? ≤ a, t ∈ [1−a2, 1−(a−k?)2].
Furthermore, since t, t ∈ [1− a452, 1max(1,ΣE) ]. This finishes the proof of the lemma.
B. Proof of Corollary 4 and Proposition 1
Proof: [Proof of Corollary 4 of page 15] For simplicity, we first prove for the case when 1 < a ≤ 2.5. The proof for the
case when −2.5 ≤ a < −1 follows similarly.
First, let’s upper bound Σ1 and Σ2 of (159) and (160). When |(a2 − 1)σ2v1 − 1| ≥ |2aσv1|, we have
Σ1 ≤ (a
2 − 1)σ2v1 − 1 +
√
2((a2 − 1)σ2v1 − 1)2
2a2
(248)
≤ (1 +
√
2)|(a2 − 1)σ2v1 − 1|
2a2
(249)
≤ (1 +
√
2) max(1, (a2 − 1)σ2v1)
2a2
(250)
When |(a2 − 1)σ2v1 − 1| ≤ |2aσv1|, we have
Σ1 ≤ |2aσv1|+
√
(2aσv1)2 + 4a2σ2v1
2a2
(251)
=
(1 +
√
2)2aσv1
2a2
(252)
Therefore, by (250) and (252), we can conclude
Σ1 ≤ (1 +
√
2) max(1, (a2 − 1)σ2v1, 2aσv1)
2a2
. (253)
Likewise, we also have
Σ2 ≤ (1 +
√
2) max(1, (a2 − 1)σ2v2, 2aσv2)
2a2
. (254)
We also have for all k ≥ 3
a2(1− a−2(k−1))
1− a−2(k−2) =
a2(k−1) − 1
a2(k−2) − 1 =
(a− 1)(1 + · · ·+ a(2k−4) + a(2k−3))
(a− 1)(1 + · · ·+ a(2k−5)) (255)
=
1 + · · ·+ a(2k−4) + a(2k−3)
1 + · · ·+ a(2k−5) (256)
= 1 +
a(2k−4) + a(2k−3)
1 + · · ·+ a(2k−5) (257)
(A)
≤ 1 + a
(2k−4) + a(2k−3)
a(2k−6) + a(2k−5)
(258)
= 1 + a2 ≤ 1 + 2.52 = 7.25. (259)
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(A): This comes from k ≥ 3.
Then, let’s prove the statements of the lemma.
Proof of (a):
Since Σ1 ≥ 150 and Σ2 ≥ 150, there exist k1 ≥ 3 and k2 ≥ 3 such that
a2(k1−2) − 1
1− a−2 ≤
Σ1
24
<
a2(k1−1) − 1
1− a−2 (260)
a2(k2−2) − 1
1− a−2 ≤
Σ2
24
<
a2(k2−1) − 1
1− a−2 (261)
We will evaluate Lemma 3 with these k1 and k2, and increase k arbitrary large.
Moreover, since Σ1 ≥ 150 implies σv1 ≥ 1, (253) further reduces to
Σ1 ≤ (1 +
√
2) max((a2 − 1)σ2v1, 2aσv1)
2a2
. (262)
Let’s upper bound I of Lemma 3. First, we have
a2(k1−2)(1− a−2(k1−1))2
(1− a−2)2 (263)
(A)
≤ a
2(k1−2)(1− a−2(k1−1))
(1− a−2)2 (264)
(B)
≤ a
2(k1−2)(7.25a−2(1− a−2(k1−2)))
(1− a−2)2 (265)
= 7.25a−2(
a2(k1−2) − 1
1− a−2 )
1
1− a−2 (266)
≤ 7.25Σ1
24
a−2
1− a−2 =
7.25Σ1
24
1
a2 − 1 . (267)
(A): For k1 ≥ 3, 1− a−2(k1−1) ≤ 1.
(B): By comparing (255) and (259), we get 7.25a−2(1− a−2(k1−2)) ≥ (1− a−2(k1−1)).
(C): This comes from (260).
Moreover, we also have
a2(k1−2)(1− a−2(k1−1))2
(1− a−2)2 (268)
(A)
≤ a
2(k1−2)(7.25a−2(1− a−2(k1−2)))2
(1− a−2)2 (269)
(B)
≤ 7.252(a
2(k1−2)(1− a−2(k1−2))
1− a−2 )
2 (270)
(C)
≤ (7.25Σ1
24
)2. (271)
(A): By comparing (255) and (259), we get 7.25a−2(1− a−2(k1−2)) ≥ (1− a−2(k1−1)).
(B): a > 1 and k1 ≥ 3.
(C): This comes from (260).
By merging the results so far, we can conclude
a2(k1−2)(1− a−2(k1−1))2
(1− a−2)2 (272)
(A)
≤ min(7.25Σ1
24
1
a2 − 1 , (
7.25Σ1
24
)2) (273)
(B)
≤ max(7.25
24
1
a2 − 1
(1 +
√
2)(a2 − 1)σ2v1
2a2
, (
7.25
24
)2(
(1 +
√
2)2aσv1
2a2
)2) (274)
= max(
7.25
24
1 +
√
2
2a2
, (
7.25
24
)2(
1 +
√
2
a
)2)σ2v1 (275)
(C)
≤ max(7.25
24
1 +
√
2
2
, (
7.25
24
)2(1 +
√
2)2)σ2v1 (276)
≤ 0.5319σ2v1 (277)
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(A): This comes from (267) and (271).
(B): When (a2 − 1)σ2v1 ≥ 2aσv1, by (262) we have Σ1 ≤ (1+
√
2)(a2−1)σ2v1
2a2 . Thus, by plugging it into (273), we get
(272) ≤ 7.25
24
1
a2 − 1
(1 +
√
2)(a2 − 1)σ2v1
2a2
. (278)
Likewise, when (a2 − 1)σ2v1 ≤ 2aσv1, by (262) we have Σ1 ≤ (1+
√
2)2aσv1
2a2 . Therefore, by plugging it into (273), we get
(272) ≤ (7.25
24
)2(
(1 +
√
2)2aσv1
2a2
)2. (279)
(C): Because a > 1.
In the same ways, we can also prove that
a2(k2−2)(1− a−2(k2−1))2
(1− a−2)2 ≤ 0.5319σ
2
v2. (280)
Therefore, by plugging (277) and (280) into I of Lemma 3, we can upper bound I by
I ≤ (k1 − 1) log(1 + 1
k1 − 10.5319) (281)
≤ log e0.5319. (282)
Let’s upper bound I ′(P˜1). First, we have
2a2(k2−1−k)
1− a−2(k2−k1)
1− a−2 Σ + 2a
2(k2−1−k1) 1− a−2(k2−k1)
1− a−2
1− a−2(k2−k1)
1− a−2 (283)
(A)
≤ 2a2(k2−1−k) 1− a
−2(k2−k1)
1− a−2
a2(k−1)(1− a−2(k1−1))
1− a−2 (284)
+ 2a2(k2−1−k1)
1− a−2(k2−k1)
1− a−2
1− a−2(k2−k1)
1− a−2 (285)
= 2a2(k2−2)(
1− a−2(k2−k1)
1− a−2 )(
(1− a−2(k1−1))
1− a−2 + a
2(−k1+1) 1− a−2(k2−k1)
1− a−2 ) (286)
= 2a2(k2−2)(
1− a−2(k2−k1)
1− a−2 )(
1− a−2(k1−1) + a−2(k1−1) − a−2(k2−1)
1− a−2 ) (287)
(B)
≤ 2a2(k2−2)(1− a
−2(k2−1)
1− a−2 )
2 (288)
(C)
≤ 2 · 0.5319σ2v2. (289)
(A): Since I ≥ 0, Σ ≤ a2(k−1) 1−a−2(k1−1)1−a−2 .
(B): k1 ≥ 1.
(C): It comes from (280).
We also have
2a2(k2−k1−2)
1− a−2(k2−k1)
1− a−2
(1− a−(k2−1−k1))(1− a−(k−k1))
(1− a−1)2 P˜1 (290)
(A)
≤ 2a2(k2−k1−2) 1− a
−2(k2−k1)
1− a−2
(1− a−(k2−1−k1))(1− a−(k−k1))
(1− a−1)2
24(a2 − 1)2
40000
a2(k1−1) − 1
1− a−2 (291)
(B)
≤ 2a2(k2−2)(1− a
−2(k2−1)
1− a−2 )
2 24a
−2
40000
(a2 − 1)2
(1− a−1)2 (292)
= 2a2(k2−2)(
1− a−2(k2−1)
1− a−2 )
2 24(a+ 1)
2
40000
(293)
≤ 48(2.5 + 1)
2
40000
0.5319σ2v2 (294)
= 0.00781893σ2v2. (295)
(A): Since we have P˜1 ≤ (a
2−1)2Σ1
40000 and Σ1 ≤ 24a
2(k1−1)−1
1−a−2 by (260).
(B): Since k2 − 1 ≥ k2 − k1 and 2(k2 − 1) ≥ (k2 − 1− k1).
(C): By (280) and 0 ≤ a ≤ 2.5.
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Therefore, by (289) and (295), we can bound I ′(P˜1) of Lemma 3 by
I ′(P˜1) ≤ k2 − k1
2
log(1 +
1
k2 − k1 (2 · 0.5319 + 0.00781893)) (296)
≤ k2 − k1
2
log(1 +
1
k2 − k1 (1.07161893)) (297)
≤ 1
2
log e1.0717. (298)
Moreover, we have
a2(k−k1−1)
(1− a−(k−k1))2
(1− a−1)2 P˜1 (299)
(A)
≤ a2(k−k1−1) (1− a
−(k−k1))2
(1− a−1)2
24(a2 − 1)2
40000
a2(k1−1) − 1
1− a−2 (300)
= a2(k−k1−1)
1− 2a−(k−k1) + a−2(k−k1)
(1− a−1)2
24(a2 − 1)2
40000
a2(k1−1) − 1
1− a−2 (301)
(B)
≤ a2(k−k1−1) 1− a
−2(k−k1)
(1− a−1)2
24(a2 − 1)2
40000
a2(k1−1) − 1
1− a−2 (302)
=
a2(k−2)(1− a−2(k−k1))(1− a−2(k1−1))
(1− a−2) ·
24(a2 − 1)2
40000(1− a−1)2 (303)
≤ a
2(k−2)(1− a−2(k−1))
(1− a−2) ·
24(a2 − 1)2
40000(1− a−1)2 (304)
=
a2(k−1)(1− a−2(k−1))
(1− a−2) ·
24(a+ 1)2
40000
(305)
(C)
≤ a
2(k−1)(1− a−2(k−1))
(1− a−2) ·
24(2.5 + 1)2
40000
(306)
=
a2(k−1)(1− a−2(k−1))
(1− a−2) ·
147
20000
(307)
(A): By (260) and P˜1 ≤ (a
2−1)2Σ1
40000 .
(B): Since k ≥ k1.
(C): Since 1 ≤ a ≤ 2.5.
Likewise, we can also prove that
a2(k−k2−1)
(1− a−(k−k2))2
(1− a−1)2 P˜2 ≤
a2(k−1)(1− a−2k−1))
(1− a−2) ·
147
20000
. (308)
Finally, by plugging (282), (298), (307), (308) into Lemma 3 we have
DL(P˜1, P˜2) (309)
≥ (
√
a2(k−1) 1−a
−2(k1−1)
1−a−2 + a
2(k−k1) 1−a−2(k2−k1)
1−a−2 + a
2(k−k2) 1−a−2(k−k2)
1−a−2
22(I+I′(P˜1))
(310)
−
√
a2(k−k1−1)
(1− a−(k−k1))2
(1− a−1)2 P˜1 −
√
a2(k−k2−1)
(1− a−(k−k2))2
(1− a−1)2 P˜2)
2
+ + 1 (311)
≥ a
2(k−1)(1− a−2(k−1))
1− a−2 (
√
1
e2·0.5319+1.0717
−
√
147
20000
−
√
147
20000
)2+ + 1 (312)
≥ a
2(k−1)(1− a−2(k−1))
1− a−2 0.02969 + 1. (313)
Therefore, by choosing k arbitrary large, we have DL(P˜1, P˜2) =∞.
Proof of (b):
Like (a), since Σ1 ≥ 150 and Σ2 ≥ 150, there exist k1 ≥ 3 and k2 ≥ 3 such that
a2(k1−2) − 1
1− a−2 ≤
Σ1
24
<
a2(k1−1) − 1
1− a−2 , (314)
a2(k2−2) − 1
1− a−2 ≤
Σ2
24
<
a2(k2−1) − 1
1− a−2 . (315)
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We put the parameters of Lemma 3 as such k1, k2 and k = k2. Then, the lower bound of Lemma 3 reduces to
DL(P˜1, P˜2) ≥ (
√
Σ + a2(k−k1) 1−a
−2(k−k1)
1−a−2
22I′(P˜1)
−
√
a2(k−k1−1)
(1− a−(k−k1))2
(1− a−1)2 P˜1)
2
+ + 1. (316)
Since we choose k1 and k2 in the same way as (a) and have the same bound on P˜1, we still have (282), (298), (307) which
are
I ≤ log e0.5319, (317)
I ′(P˜1) ≤ 1
2
log e1.0717, (318)
a2(k−k1−1)
(1− a−(k−k1))2
(1− a−1)2 P˜1 ≤
a2(k−1)(1− a−2(k−1))
(1− a−2) ·
147
20000
. (319)
Therefore, we can conclude
DL(P˜1, P˜2) (320)
≥ (
√
a2(k−1) 1−a
−2(k1−1)
1−a−2 + a
2(k−k1) 1−a−2(k−k1)
1−a−2
22(I+I′(P1))
−
√
a2(k−k1−1)
(1− a−(k−k1))2
(1− a−1)2 P1)
2
+ + 1 (321)
≥ a
2(k−1)(1− a−2(k−1))
1− a−2 (
√
1
e2·0.5319+1.0717
−
√
147
20000
)2+ + 1 (322)
≥ Σ2
24
(
√
1
e2·0.5319+1.0717
−
√
147
20000
)2+ + 1 (323)
≥ 0.002774Σ2 + 1. (324)
Proof of (c):
We will put k1 = k2 = 1 in Lemma 3 and increase k arbitrary large. First, the lower bound in Lemma 3 reduces to
DL(P˜1, P˜2) ≥ (
√
a2(k−1)
1− a−2(k−1)
1− a−2 −
√
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1 −
√
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜2)
2
+ + 1. (325)
Here, we have
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1 (326)
≤ a
2(k−2)(1− 2a−(k−1) + a−2(k−1))
(1− a−1)2
1
20
(a2 − 1) (327)
(A)
≤ a
2(k−1)(1− a−2(k−1))
(1− a−2) (1 + a
−1)2
1
20
(328)
(B)
≤ 1
5
a2(k−1)(1− a−2(k−1))
(1− a−2) (329)
(A): Since k ≥ 1.
(B): Since a ≥ 1.
Likewise, we can also prove that
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜2 ≤
1
5
a2(k−1)(1− a−2(k−1))
(1− a−2) (330)
Finally, by plugging (329), (330) into (325), we get
DL(P˜1, P˜2) ≥ a2(k−1) 1− a
−2(k−1)
1− a−2 (1−
√
1
5
−
√
1
5
)2+ + 1. (331)
Therefore, by choosing k arbitrary large, we have DL(P˜1, P˜2) =∞.
Proof of (d):
Let k1 = k2 = 1 and P = max(P˜1, P˜2). Since P ≤ 175 , we can find k ≥ 2 such that
a(k−1) − 1
1− a−1 ≤
1
30P
<
ak − 1
1− a−1 (332)
29
By setting the parameters of Lemma 3 to such k1, k2, k, the lower bound in Lemma 3 reduces to
DL(P˜1, P˜2) ≥ (
√
a2(k−1)
1− a−2(k−1)
1− a−2 −
√
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1 −
√
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜2)
2
+ + 1. (333)
The first term of (333) is lower bounded as follows:
a2(k−1)
1− a−2(k−1)
1− a−2 (334)
(A)
≥ a
k − 1
1− a−1
1
1 + a−1
(335)
(B)
≥ 1
60P
(336)
(A): k ≥ 2.
(B): (332) and a ≥ 1.
The second term of (333) is upper bounded as follows:
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1
(A)
≤ (a
k−1 − 1)2
(1− a−1)2 P˜1
(B)
≤ 1
900P 2
P˜1 ≤ 1
900P
(337)
(A): a ≥ 1.
(B): (332).
Likewise, the third term of (333) is upper bounded as
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1 ≤
1
900P
. (338)
Therefore, by plugging (336), (337), (338) into (333), we conclude
DL(P˜1, P˜2) ≥ 1
P
(
√
1
60
−
√
1
900
−
√
1
900
)2 + 1 (339)
≥ 0.00389 1
P
+ 1 (340)
Proof of (e):
Since Σ2 ≥ 150, we can find k ≥ 3 such that
a2(k−2) − 1
1− a−2 ≤
Σ2
24
<
a2(k−1) − 1
1− a−2 . (341)
Let k2 = k and k1 = 1. By putting the parameters of Lemma 3 with these parameters, the lower bound of Lemma 3 reduces
to
DL(P˜1, P˜2) ≥ (
√
a2(k−1) 1−a−2(k−1)1−a−2
22I′(P˜1)
−
√
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1)
2
+ + 1. (342)
We will upper bound I ′(P˜1). First, since we chose k in the same ways as k2 of (a), (289) still holds, i.e.
2a2(k−2)
1− a−2(k−1)
1− a−2 Σ + 2a
2(k−2) 1− a−2(k−1)
1− a−2
1− a−2(k−1)
1− a−2 ≤ 2 · 0.5319σ
2
v2. (343)
Moreover, we have
2a2(k−3)
1− a−2(k−1)
1− a−2
(1− a−(k−2))(1− a−(k−1))
(1− a−1)2 P˜1 (344)
(A)
≤ 2a2(k−3) 1− a
−2(k−1)
1− a−2
(1− a−(k−2))(1− a−(k−1))
(1− a−1)2
1
24
1− a−2
a2(k−2) − 1 (345)
(B)
≤ 1
12
a−4(a2(k−1) − 1)
a2(k−2) − 1
(1− a−(k−1))2
(1− a−1)2 (346)
(C)
≤ 1
12
(1 + a−1)2a−2
a2(k−2)(1− a−2(k−1))2
(1− a−2)2 (347)
(D)
≤ 1
3
0.5319σ2v2 (348)
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(A): P˜1 ≤ 1Σ2 ≤ 124 1−a
−2
a2(k−2)−1 .
(B): 1− a−(k−2) ≤ 1− a−(k−1).
(C): Since k ≥ 3 and 1 ≤ a ≤ 2.5, we have
(a2(k−1) − 1) ≤ (a4(k−2) − 1) (349)
(⇔)(a2(k−1) − 1) ≤ (a2(k−2) − 1)(a2(k−2) + 1) (350)
(⇒)(a2(k−1) − 1) ≤ (a2(k−2) − 1)(ak−1 + 1)2 (351)
(⇔)(a2(k−1) − 1) ≤ a2(k−1)(a2(k−2) − 1)(1 + a−(k−1))2 (352)
(⇔)a
−4(a2(k−1) − 1)(1− a−(k−1))2
(a2(k−2) − 1)(1− a−1)2 ≤ (1 + a
−1)2a−2
a2(k−2)(1− a−2(k−1))2
(1− a−2)2 . (353)
(D): This comes from 1 ≤ a ≤ 2.5 and (280).
Therefore, by (343) and (348), we have
I ′(P˜1) ≤ 1
2
log(1 +
1
k − 1(2 · 0.5319 +
1
3
0.5319)k−1 (354)
≤ 1
2
log(1 +
1
k − 1(1.2411))
k−1 (355)
≤ 1
2
log e1.2411. (356)
We also have
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1 (357)
=
a−2(ak−1 − 1)2
(1− a−1)2 P˜1 (358)
(A)
≤ a
−2(a2(k−2) − 1)2
(1− a−2)2 (1 + a
−1)2P˜1 (359)
(B)
≤ (Σ2
24
)24P˜1 (360)
(C)
≤ Σ2
144
(361)
(A): This comes from 2(k − 2) ≥ (k − 1).
(B): By (341) and 1 ≤ a ≤ 2.5.
(C): Since P1 ≤ 1Σ2 .
Therefore, by plugging (341), (356), (361) into (342), we get
DL(P˜1, P˜2) ≥ (
√
a2(k−1) 1−a−2(k−1)1−a−2
22I′(P˜1)
−
√
Σ2
144
)2+ + 1 (362)
≥ (
√
Σ2
24 · 22I′(P˜1)
−
√
Σ2
144
)2+ + 1 (363)
≥ Σ2(
√
1
24 · e1.2411 −
√
1
144
)2 + 1 (364)
≥ 0.0006976Σ2 + 1. (365)
Proof of (f):
Since P˜1 ≤ 1150 , there exists k ≥ 3 such that
a2(k−2) − 1
1− a−2 ≤
1
24P˜1
<
a2(k−1) − 1
1− a−2 . (366)
Let k2 = k and k1 = 1. By putting the parameters of Lemma 3 as these parameters, the lower bound of Lemma 3 reduces to
DL(P˜1, P˜2) ≥ (
√
a2(k−1) 1−a−2(k−1)1−a−2
22I′(P˜1)
−
√
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1)
2
+ + 1 (367)
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We will upper bound I ′(P˜1). Since we assumed 1
P˜1
≤ Σ2, by (366) we have a2(k−2)−11−a−2 ≤ Σ224 . Therefore, (289) still holds and
we have
2a2(k−2)
1− a−2(k−1)
1− a−2 Σ + 2a
2(k−2) 1− a−2(k−1)
1− a−2
1− a−2(k−1)
1− a−2 ≤ 2 · 0.5319σ
2
v2. (368)
Since P˜1 ≤ 124 1−a
−2
a2(k−2)−1 , following the same process of (348) we have
2a2(k−3)
1− a−2(k−1)
1− a−2
(1− a−(k−2))(1− a−(k−1))
(1− a−1)2 P˜1 (369)
≤ 1
3
0.5319σ2v2. (370)
Therefore, I ′(P˜1) is upper bounded by
I ′(P˜1) ≤ 1
2
log(1 +
1
k − 1(2 · 0.5319 +
1
3
0.5319)k−1 (371)
≤ 1
2
log(1 +
1
k − 1(1.2411))
k−1 (372)
≤ 1
2
log e1.2411 (373)
Moreover, we also have
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1 (374)
=
a−2(ak−1 − 1)2
(1− a−1)2 P˜1 (375)
(A)
≤ a
−2(a2(k−2) − 1)2
(1− a−2)2 (1 + a
−1)2P˜1 (376)
(B)
≤ ( 1
24P˜1
)24P˜1 =
1
144P˜1
(377)
(A): This comes from 2(k − 2) ≥ (k − 1).
(B): By (366) and 1 ≤ a ≤ 2.5.
Therefore, by plugging (366), (373), (377) into (367), we have
DL(P˜1, P˜2) ≥ (
√
a2(k−1) 1−a−2(k−1)1−a−2
22I′(P˜1)
−
√
1
144P˜1
)2+ + 1 (378)
≥ (
√
1
24P˜1 · 22I′(P˜1)
−
√
1
144P˜1
)2+ + 1 (379)
≥ 1
P˜1
(
√
1
24 · e1.2411 −
√
1
144
)2 + 1 (380)
≥ 0.000697686...
P˜1
+ 1 (381)
≥ 0.0006976
P˜1
+ 1. (382)
(383)
Proof of (g):
Since Σ2 ≥ 150, we can find k2 ≥ 3 such that
a2(k2−2) − 1
1− a−2 ≤
Σ2
24
<
a2(k2−1) − 1
1− a−2 (384)
Let k1 = 1 and increase k arbitrary large. By plugging such parameters to Lemma 3, the lemma reduces to
DL(P˜1, P˜2) ≥ (
√
a2(k−1) 1−a
−2(k2−1)
1−a−2
22I′(P˜1)
+ a2(k−k2)
1− a−2(k−k2)
1− a−2 (385)
−
√
a2(k−2)
(1− a−(k−1))2
(1− a−1)2 P˜1 −
√
a2(k−k2−1)
(1− a−(k−k2))2
(1− a−1)2 P˜2)
2
+ + 1. (386)
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We will first upper bound I ′(P˜1). Following the same steps as (289), we get
2a2(k−2)
1− a−2(k−1)
1− a−2 Σ + 2a
2(k−2) 1− a−2(k−1)
1− a−2
1− a−2(k−1)
1− a−2 ≤ 2 · 0.5319σ
2
v2. (387)
We also have
a2(k2−3)
1− a−2(k2−1)
1− a−2
(1− a−(k2−2))(1− a−(k−1))
(1− a−1)2 P˜1 (388)
(A)
≤ a2(k2−3) (1− a
−2(k2−1))(1− a−(k2−2))
(1− a−1)2
P˜1
1− a−2 (389)
(B)
≤ a2(k2−3) (1− a
−2(k2−1))2
(1− a−1)2
1
20
a2 (390)
=
a2(k2−2)(1− a−2(k2−1))2
(1− a−2)2
1
20
(1 + a−1)2 (391)
(C)
≤ a
2(k2−2)(1− a−2(k2−1))2
(1− a−2)2
1
5
(392)
(D)
≤ 0.5319
5
σ2v2. (393)
(A): Since 0 ≤ 1− a−(k−1) ≤ 1.
(B): Since we assumed P˜1 ≤ 120 (a2 − 1).
(C): Since 1 ≤ a ≤ 2.5.
(D): This follows from that (280) still holds.
Therefore, I ′(P˜1) is upper bounded by
I ′(P˜1) ≤ 1
2
log(1 +
(2 + 25 )0.5319
k2 − 1 )
k2−1 (394)
≤ 1
2
log(1 +
1.27656
k2 − 1 )
k2−1 (395)
≤ 1
2
log e1.27656. (396)
Following the same steps as (329), we still have
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1 ≤
1
5
a2(k−1)(1− a−2(k−1))
(1− a−2) . (397)
Following the same steps as (307), we still have
a2(k−k2−1)
(1− a−2(k−k2))2
(1− a−1)2 P˜2 ≤
a2(k−1)(1− a−2(k−1))
(1− a−2)
147
20000
(398)
Therefore, by plugging (396), (397), (398) into (386) we conclude
DL(P˜1, P˜2) ≥ a
2(k−1)(1− a−2(k−1))
(1− a−2) (
√
1
e1.27656
−
√
1
5
−
√
147
20000
)2 + 1 (399)
≥ 0.00002252a
2(k−1)(1− a−2(k−1))
(1− a−2) + 1. (400)
(401)
Finally, by increasing k arbitrarily large, we can prove DL(P˜1, P˜2) =∞.
Proof of (h):
Compared to (g), we can notice that only the conditions for the controller 1 and 2 are flipped. Thus, by symmetry the proof
is the same as (g).
Proof of (i):
Since Σ2 ≥ 150, we can find k ≥ 3 such that
a2(k−2) − 1
1− a−2 ≤
Σ2
24
<
a2(k−1) − 1
1− a−2 . (402)
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Let k1 = 1 and k2 = k. By plugging these parameters into Lemma 3, the lower bound of Lemma 3 reduces to
DL(P˜1, P˜2) ≥ (
√
a2(k−1) 1−a−2(k−1)1−a−2
22I′(P˜1)
−
√
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1)
2
+ + 1. (403)
Following the same steps as (396), we still have
I ′(P˜1) ≤ 1
2
log e1.27656. (404)
Following the same steps as (329), we can prove
a2(k−2)(1− a−(k−1))2
(1− a−1)2 P˜1 ≤
1
5
a2(k−1)(1− a−2(k−1))
(1− a−2) . (405)
Therefore, by plugging (404), (405) into (403), we conclude
DL(P˜1, P˜2) ≥ a
2(k−1)(1− a−2(k−1))
(1− a−2) (
√
1
e1.27656
−
√
1
5
)2 + 1 (406)
≥ a
2(k−1)(1− a−2(k−1))
(1− a−2) 0.00655882...+ 1 (407)
(A)
≥ Σ2
24
0.00655882...+ 1 (408)
≥ 0.000273284...Σ2 + 1 (409)
≥ 0.0002732Σ2 + 1. (410)
(A): This comes from (402).
Proof of (j):
We will prove this by analyzing the centralized controller performance which has both y1[n], y2[n] and has no input power
constraint.
Define y′1[n] := x[n] + v
′
1[n] and y
′
2[n] := x[n] + v
′
2[n] where v
′
1[n] ∼ N (0, σ21) and v′2[n] ∼ N (0, σ21) are i.i.d. random
variables. Since the costs of centralized controllers are monotone in the variances of observations, the cost of the centralized
controller with the observations y1[n], y2[n] is larger than the cost of the centralized controller with the observations y′1[n],
y′2[n]. Moreover, by the maximum ratio combining, the cost of the centralized controller with the observations y
′
1[n], y
′
2[n] is
equivalent to the cost of the centralized controller with a scalar observation y
′
1[n]+y
′
2[n]
2 .
Now, we can apply Lemma 1 to analyze the performance of such a controller with the observation y
′
1[n]+y
′
2[n]
2 . Let ΣE be
the Kalman filtering performance with the observation y
′
1[n]+y
′
2[n]
2 . Then, by Lemma 1, ΣE is lower bounded by
ΣE =
(a2 − 1)(σ2v12 )− 1 +
√
((a2 − 1)(σ2v12 )− 1)2 + 4a2
σ2v1
2
2a2
(411)
≥ max((a
2 − 1)σ2v12 − 1,
√
2aσv1 − 1)
2a2
. (412)
Therefore, for all P˜1, P˜2 the decentralized controller’s cost is lower bounded as follows:
DL(P˜1, P˜2)
(A)
≥ inf
|a−k|<1
(2ak − k2)ΣE + 1
1− (a− k)2 (413)
= inf
|a−k|<1
2ak − k2
1− (a− k)2 ΣE +
1
1− (a− k)2 (414)
(B)
≥ inf
|a−k|<1
1− a2 + 2ak − k2
1− (a− k)2 ΣE + 1 (415)
= ΣE + 1 (416)
(A): The decentralized control cost is larger than the centralized controller’s cost with the observation y
′
1[n]+y
′
2[n]
2 . Moreover,
when |a − k| ≥ 1 the centralized control system is unstable, and the cost diverges to infinity. When |a − k| < 1, the cost
analysis follows from Lemma 1.
(B): This comes from a > 1 and 2ak − k2 ≥ 1− (a− k)2 > 0.
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Therefore, by (412) and (416) for all P˜1, P˜2 we have
DL(P˜1, P˜2) ≥ max(
max((a2 − 1)σ2v12 − 1,
√
2aσv1 − 1)
2a2
, 1) (417)
≥ max((a
2 − 1)σ2v12 − 1,
√
2aσv1 − 1)
4a2
+
1
2
(418)
≥ max((a
2 − 1)σ2v12 − 1,
√
2aσv1 − 1)
4a2
+
1
2a2
(419)
≥ max((a
2 − 1)σ2v12 ,
√
2aσv1, 1)
4a2
(420)
By (253) we already know
Σ1 ≤ (1 +
√
2) max(1, (a2 − 1)σ2v1, 2aσv1)
2a2
. (421)
Therefore,
D(P˜1, P˜2) ≥
max(1, (a2 − 1)σ2v12 ,
√
2aσv1)
4a2
(422)
≥ min(
1
4
1+
√
2
2
,
1
8
1+
√
2
2
,
√
2
4
1 +
√
2
)Σ1 (423)
=
1
4(1 +
√
2)
Σ1 (424)
≥ 0.1035Σ1. (425)
As mentioned in (416), D(P˜1, P˜2) ≥ 1. Thus, the statement (j) is true.
Proof: [Proof of Proposition 1 of page 16] Consider the power-distortion tradeoff D(P1, P2) for the decentralized control
problem shown in Problem B. Since we can achieve the tradeoff of the single controller systems by turning on only one
controller, we have (D(P1, P2), P1, P2) ≤ (min(Dσv1(P1), Dσv2(P2)), P1, P2) where the definition of Dσ(P ) is shown in
Problem C.
By [1, Lemma 14], if there exists c ≥ 1 such that for all P˜1, P˜2 ≥ 0, min(Dσ1(cP˜1), Dσ2(cP˜2)) ≤ c ·DL(P˜1, P˜2), then for
all q, r1, r2 ≥ 0 we have
minP1,P2≥0 qmin(Dσ1(cP1), Dσ2(cP2)) + r1P1 + r2P2
min
P˜1,P˜2≥0 qDL(P˜1, P˜2) + r1P1 + r2P2
≤ c (426)
which finishes the proof. Therefore, we will only prove that such c exists.
Before we start the proof, define the subscript max as argmaxi∈{1,2}P˜i. For example, if P˜1 < P˜2 then P˜max = P˜2, Pmax =
P2, Σmax = Σ2, Dσvmax(P ) = Dσv2(P ) and so on. Furthermore, for notational simplicity, we write Dσv1(·), Dσv2(·), Dσvmax(·)
as Dv1(·), Dv2(·), Dvmax(·) respectively.
For the proof, we will first divide the cases based on Σ1,Σ2 then further divide based on P˜1, P˜2. Remind that since σv1 ≤ σv2,
we have Σ1 ≤ Σ2. We can use this fact to reduce the cases.
(i) When Σ1 ≤ Σ2 ≤ 150
(i-i) When 1150 ≤ max(P˜1, P˜2)
Lower bound: By Corollary 4 (j)
DL(P˜1, P˜2) ≥ 1 (427)
Upper bound:
If (a2 − 1) ≤ 1max(1,7.25Σmax) , then the range for t in Corollary 2 (ii’) is not an empty set. Therefore, by plugging
t = 8max(1,7.25ΣE) we get
(Dσmax(Pmax), Pmax) ≤ (49
8
max(2, 14.5Σmax),
8
max(1, 7.25Σmax)
) (428)
≤ (49
8
· 14.5 · 150, 8)(∵ Σ1 ≤ Σ2 ≤ 150). (429)
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If (a2 − 1) ≥ 1max(1,7.25Σmax) , by Corollary 2 (i’) we get
(Dσmax(Pmax), Pmax) ≤ (7.25Σmax + 6.25
a2 − 1 , (a
2 − 1)2Σmax + (a2 − 1)) (430)
≤ (7.25Σmax + 6.25
a2 − 1 , 27.5625Σmax + 5.25)(∵ 1 < |a| ≤ 2.5) (431)
≤ (7.25Σmax + 6.25max(1, 7.25Σmax), 27.5625Σmax + 5.25) (432)
≤ (7.25 · 150 + 6.25 · 7.25 · 150, 27.5625 · 150 + 5.25)(∵ Σ1 ≤ Σ2 ≤ 150) (433)
≤ (7884.375, 4139.625). (434)
Ratio: c is upper bounded by
c ≤ 4139.6251
150
< 106. (435)
(i-ii) When 120 (a
2 − 1) ≤ max(P˜1, P˜2) ≤ 1150
Lower bound: By Corollary 4 (d),
DL(P˜1, P˜2) ≥ 0.00389 1
max(P˜1, P˜2)
+ 1. (436)
Upper bound:
If 8(a2−1) ≤ max(P˜1, P˜2) ≤ 8max(1,7.25Σmax) , then we can put t = P˜max in Corollary 2 (ii’) for Dσmax(Pmax). Therefore,
we get
(Dσmax(Pmax), Pmax) ≤ ( 49
P˜max
, P˜max). (437)
If 120 (a
2 − 1) ≤ max(P˜1, P˜2) ≤ 8(a2 − 1)
In this case, the lower bound (436) can be further lower bounded as
(DL(P1, P2), Pmax) ≥ ( 0.00389
24.5(a2 − 1) + 1,
1
20
(a2 − 1)). (438)
By Corollary 2 (i’), we have
(Dσmax(Pmax), Pmax) ≤ (7.25Σmax + 6.25
a2 − 1 , (a
2 − 1)2Σmax + (a2 − 1)) (439)
≤ (7.25 · 150 + 6.25
a2 − 1 , 5.25 · 150(a
2 − 1) + (a2 − 1))(∵ 1 ≤ |a| < 2.5,Σ1 ≤ Σ2 ≤ 150) (440)
= (
6.25
a2 − 1 + 1087.5, 788.5(a
2 − 1)). (441)
If 8max(1,7.25Σmax) ≤ max(P˜1, P˜2) ≤ 1150
Notice that this case never happens since
8
max(1, 7.25Σmax)
≥ 8
7.25 · 150 >
1
150
. (442)
Ratio: c is upper bounded by
c ≤ 24.5× 6.25
0.00389
< 40000. (443)
(i-iii) When max(P˜1, P˜2) ≤ 120 (a2 − 1)
Lower bound: By Corollary 4 (c),
DL(P˜1, P˜2) =∞. (444)
We do not need a corresponding upper bound.
(ii) When Σ1 ≤ 150 ≤ Σ2
(ii-i) When 20a2−1 ≥ Σ2
(ii-i-i) When 1150 ≤ P˜1
Lower bound: By Corollary 4 (j),
DL(P˜1, P˜2) ≥ 1 (445)
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If (a2 − 1) ≤ 1max(1,7.25Σ1)
Upper bound: By putting t = 8max(1,7.25Σ1) to Corollary 2 (ii’) for Dσ1(P1), we have
(Dσ1(P1), P1) ≤ (49
8
max(1, 7.25Σ1),
8
max(1, 7.25Σ1)
) (446)
≤ (49
8
· 7.25 · 150, 8)(∵ Σ1 ≤ 150) (447)
If (a2 − 1) ≥ 1max(1,7.25Σ1)
Upper bound: By Corollary 2 (i’),
(Dσ1(P1), P1) ≤ (7.25Σ1 + 6.25
a2 − 1 , 27.5625Σ1 + 5.25) (448)
≤ (7.25 · 150 + 6.25 max(1, 7.25Σ1), 27.5625 · 150 + 5.25)(∵ Σ1 ≤ 150) (449)
≤ (7.25 · 150 + 6.25 · 7.25 · 150, 27.5625 · 150 + 5.25). (450)
Ratio: c is upper bounded by
c ≤ 27.5625 · 150 + 5.251
150
= 620943.75. (451)
(ii-i-ii) When 1Σ2 ≤ P˜1 ≤ 1150
Lower bound: By Corollary 4 (f)
DL(P˜1, P˜2) ≥ 0.0006976
P˜1
+ 1. (452)
If 8max(1,7.25Σ1) ≤ P˜1 ≤ 1150 ,
This never happens since 8max(1,7.25Σ1) ≥ 87.25·150 > 1150 .
If 8(a2 − 1) ≤ P˜1 ≤ 8max(1,7.25Σ1) ,
Upper bound: By plugging t = P˜1 to Corollary 2 (ii’) for Dσ1(P1), we get
(Dσ1(P1), P1) ≤ ( 49
P˜1
, P˜1). (453)
If 1Σ2 ≤ P˜1 ≤ 8(a2 − 1),
Here the lower bound of (452) is further lower bounded by
(DL(P˜1, P˜2), P˜1) ≥ (0.0006976
8(a2 − 1) + 1,
1
Σ2
).(∵ 1
Σ2
≤ P˜1 ≤ 8(a2 − 1)). (454)
Upper bound: When 1Σ2 ≤ P˜1 ≤ 8(a2 − 1) and (a2 − 1) ≤ 1max(1,7.25Σ1) , we can plug t = 8(a2 − 1) for Dσ1(P1) to
Corollary 2 (ii’) for Dσ1(P1). Then, we get
(Dσ1(P1), P1) ≤ ( 49
8(a2 − 1) , 8(a
2 − 1)) (455)
≤ ( 49
8(a2 − 1) ,
8 · 20
Σ2
)(∵ In (ii-i), we assumed 20
a2 − 1 ≥ Σ2). (456)
When 1Σ2 ≤ P1 ≤ 8(a2 − 1) and (a2 − 1) > 1max(1,7.25Σ1) , by Corollary 2 (i’) we get
(Dσ1(P1), P1) ≤ (7.25Σ1 + 6.25
a2 − 1 , (a
2 − 1)2Σ1 + (a2 − 1)) (457)
≤ (7.25Σ1 + 6.25
a2 − 1 ,
202Σ1
Σ22
+
20
Σ2
) (458)
(∵ In (ii-i), we assumed 20
a2 − 1 ≥ Σ2) (459)
≤ ( 6.25
a2 − 1 + 7.25 · 150,
202 + 20
Σ2
).(∵ Σ1 ≤ 150 ≤ Σ2) (460)
Ratio: c is upper bounded by
c ≤ 8× 6.25
0.0006976
< 72000. (461)
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(ii-i-iii) When P˜1 ≤ 1Σ2 and max(P˜1, P˜2) = P˜2 > 1Σ2
Lower bound: By Corollary 4 (e)
DL(P1, P2) ≥ 0.0006976Σ2 + 1. (462)
First, since Σ2 ≥ 150, we can see that max(1, 7.25Σ2) = 7.25Σ2.
If (a2 − 1) ≤ 17.25Σ2
Upper bound: By plugging t = 87.25Σ2 into Corollary 2 (ii’) for Dσ2(P2), we get
(Dσ2(P2), P2) ≤ (49
8
· 7.25Σ2, 8
7.25Σ2
). (463)
If (a2 − 1) ≥ 17.25Σ2
Upper bound: By Corollary 2 (i’), we get
(Dσ2(P2), P2) ≤ (7.25Σ2 + 6.25
a2 − 1 , (a
2 − 1)2Σ2 + (a2 − 1)) (464)
≤ (7.25Σ2 + 6.25
a2 − 1 ,
202Σ2
Σ22
+
20
Σ2
) (465)
(∵ In (ii-i), we assumed 20
a2 − 1 ≥ Σ2) (466)
≤ (7.25Σ2 + 6.25 · 7.25Σ2, 20
2 + 20
Σ2
). (467)
Ratio: c is upper bounded by
c ≤ 7.25 + 6.25× 7.25
0.0006976
< 76000. (468)
(ii-i-iv) When P˜1 ≤ 1Σ2 and 120 (a2 − 1) ≤ max(P˜1, P˜2) ≤ 1Σ2
Lower bound: By Corollary 4 (d), we have
DL(P˜1, P˜2) ≥ 0.00389
max(P˜1, P˜2)
+ 1. (469)
If 8max(1,7.25Σmax) ≤ max(P˜1, P˜2) ≤ 1Σ2
This case never happens, since 8max(1,7.25Σmax) =
8
7.25Σ2
> 1Σ2 .
If 8(a2 − 1) ≤ max(P˜1, P˜2) ≤ 8max(1,7.25Σmax)
Upper bound: By plugging t = P˜max into Corollary 2 (ii’) for Dσmax(Pmax), we have
(Dσmax(Pmax), Pmax) ≤ ( 49
P˜max
, P˜max). (470)
If 120 (a
2 − 1) ≤ max(P1, P2) ≤ 8(a2 − 1)
In this case, the lower bound of (469) is further lower bounded by
(DL(P˜1, P˜2), Pmax) ≥ ( 0.00389
8(a2 − 1) + 1,
1
20
(a2 − 1)). (471)
Upper bound: By Corollary 2 (i’), we have
(Dσmax(Pmax), Pmax) ≤ (7.25Σmax + 6.25
a2 − 1 , (a
2 − 1)2Σmax + (a2 − 1)) (472)
≤ (7.25Σ2 + 6.25
a2 − 1 , (a
2 − 1)2Σ2 + (a2 − 1))(∵ Σ1 ≤ Σ2) (473)
≤ (7.25 · 20
a2 − 1 +
6.25
a2 − 1 , 20(a
2 − 1) + (a2 − 1))(∵ In (ii-i), we assumed 20
a2 − 1 ≥ Σ2) (474)
≤ (7.25 · 20 + 6.25
a2 − 1 , 21(a
2 − 1)) (475)
Ratio: c is upper bounded by
c ≤ 7.25 · 20 + 6.250.00389
8
< 320000. (476)
(ii-i-v) When P˜1 ≤ 1Σ2 and max(P˜1, P˜2) ≤ 120 (a2 − 1)
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Lower bound: By Corollary 4 (c),
DL(P˜1, P˜2) ≥ ∞. (477)
Thus, we do not need a corresponding upper bound in this case.
(ii-ii) When 20a2−1 ≤ Σ2
(ii-ii-i) When 1150 ≤ P˜1
Compared to (ii-i-i), the only difference is Σ2 and Σ2 does not affect the result of (ii-i-i). Therefore, in the same way as
(ii-i-i), we can prove that c is bounded by the same constant as (ii-i-i).
(ii-ii-ii) When 120 (a
2 − 1) ≤ P˜1 ≤ 1150
Lower bound: Since in (ii-ii) we assumed 20a2−1 ≤ Σ2, we have 1Σ2 ≤ 120 (a2 − 1) ≤ P1 ≤ 1150 . Therefore, we can apply
Corollary 4 (f) to get
DL(P˜1, P˜2) ≥ 0.0006976
P˜1
+ 1. (478)
If 8max(1,7.25Σ1) ≤ P˜1 ≤ 1150
Since we assumed Σ1 ≤ 150 in (ii), 8max(1,7.25Σ1) ≥ 87.25·150 > 1150 . Therefore, this case never happens.
If 8(a2 − 1) ≤ P˜1 ≤ 8max(1,7.25Σ1)
Upper bound: By plugging t = P˜1 into Corollary 2 (ii’) for Dσ1(P1), we have
(Dσ1(P1), P1) ≤ ( 49
P˜1
, P˜1). (479)
If 120 (a
2 − 1) ≤ P˜1 ≤ 8(a2 − 1)
In this case, the lower bound of (478) is further lower bounded by
(DL(P˜1, P˜2), P˜1) ≥ (0.0006976
8(a2 − 1) + 1,
1
20
(a2 − 1)). (480)
Upper bound: By Corollary 2 (i’)
(DU (P1), P1) ≤ (7.25Σ1 + 6.25
a2 − 1 , (a
2 − 1)2Σ1 + (a2 − 1)) (481)
≤ (7.25 · 150 + 6.25
a2 − 1 , 5.25 · 150 · (a
2 − 1) + (a2 − 1)) (482)
(∵ Σ1 ≤ 150, 1 < |a| ≤ 2.5) (483)
Ratio: c is upper bounded by
c ≤ 6.25× 8
0.0006976
< 72000. (484)
(ii-ii-iii) When P˜1 ≤ 120 (a2 − 1) and P˜2 ≥ (a
2−1)2Σ2
40000
Lower bound: By Corollary 4 (i), we have
DL(P˜1, P˜2) ≥ 0.0002732Σ2 + 1. (485)
Upper bound: By Corollary 2 (i’), we have
(Dσ2(P2), P2) ≤ (7.25Σ2 + 6.25
a2 − 1 , (a
2 − 1)2Σ2 + (a2 − 1)) (486)
≤ (7.25Σ2 + 6.25
20
Σ2, (a
2 − 1)2Σ2 + (a2 − 1)2 Σ2
20
) (487)
(∵ In (ii-ii), we assumed 20
a2 − 1 ≤ Σ2) (488)
Ratio: c is upper bounded by
c ≤ 1 +
1
20
1
40000
≤ 42000. (489)
(ii-ii-iv) When P˜1 ≤ 120 (a2 − 1) and P˜2 ≤ (a
2−1)2Σ2
40000
Lower bound: By Corollary 2 (g), we have
DL(P˜1, P˜2) =∞ (490)
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We do not need a matching upper bound.
(iii) When 150 ≤ Σ1 ≤ Σ2
In this case, we can see that max(1, 7.25Σ1) = 7.25Σ1, max(1, 7.25Σ2) = 7.25Σ2.
(iii-i) When 20a2−1 ≥ Σ1 and 20a2−1 ≥ Σ2
(iii-i-i) When 1Σ1 ≤ P˜1
Lower bound: By Corollary 4 (j), we have
DL(P˜1, P˜2) ≥ 0.1035Σ1. (491)
If (a2 − 1) ≤ 17.25Σ1
Upper bound: By plugging t = 87.25Σ1 into Corollary 2 (ii’) for Dσ1(P1), we get
(Dσ1(P1), P1) = (49 · 7.25Σ1
8
,
8
7.25Σ1
). (492)
If (a2 − 1) ≥ 17.25Σ1
Upper bound: By Corollary 2 (i’), we have
(Dσ1(P1), P1) = (7.25Σ1 +
6.25
a2 − 1 , (a
2 − 1)2Σ1 + (a2 − 1)) (493)
≤ (7.25Σ1 + 6.25 · 7.25Σ1, ( 20
Σ1
)2Σ1 +
20
Σ1
) (494)
(∵ In (iii-i), we assumed 20
a2 − 1 ≥ Σ1) (495)
= (7.252Σ1,
20 · 21
Σ1
). (496)
Ratio: c is upper bounded by
c ≤ 7.25
2
0.1035
< 510. (497)
(iii-i-ii) When 1Σ2 ≤ P˜1 ≤ 1Σ1
Lower bound: Since in (iii) we assumed 150 ≤ Σ1, we have 1Σ2 ≤ P˜1 ≤ 1Σ1 ≤ 1150 . Therefore, we can apply Corollary 4
(f) to conclude
DL(P˜1, P˜2) ≥ 0.0006976
P˜1
+ 1. (498)
If 87.25Σ1 ≤ P˜1 ≤ 1Σ1
Since 87.25Σ1 >
1
Σ1
, this case never happens.
If 8(a2 − 1) ≤ P˜1 ≤ 87.25Σ1
Upper bound: By plugging t = P˜1 into Corollary 2 (ii’) for Dσ1(P1), we have
(Dσ1(P1), P1) ≤ ( 49
P˜1
, P˜1). (499)
If 1Σ2 ≤ P˜1 ≤ 8(a2 − 1)
In this case, the lower bound of (498) is further lower bounded by
(DL(P˜1, P˜2), P˜1) ≥ (0.0006976
8(a2 − 1) + 1,
1
Σ2
). (500)
If 1Σ2 ≤ P1 ≤ 24.5(a2 − 1) and (a2 − 1) ≤ 17.25Σ1
Upper bound: By plugging t = 8(a2 − 1) into Corollary 2 (ii’) for Dσ1(P1), we have
(Dσ1(P1), P1) ≤ ( 49
8(a2 − 1) , 8(a
2 − 1)) (501)
≤ ( 49
8(a2 − 1) ,
8 · 20
Σ2
) (502)
(∵ In (iii-i), we assumed 20
a2 − 1 ≥ Σ2) (503)
If 1Σ2 ≤ P1 ≤ 8(a2 − 1) and (a2 − 1) > 17.25Σ1
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Upper bound: By Corollary 2 (i’), we have
(Dσ1(P1), P1) ≤ (7.25Σ1 + 6.25
a2 − 1 , (a
2 − 1)2Σ1 + (a2 − 1)) (504)
≤ (7.25 · 20
a2 − 1 +
6.25
a2 − 1 ,
202Σ1
Σ22
+
20
Σ2
) (505)
(∵ In (iii-i), we assumed Σ1 ≤ 20
a2 − 1 ,Σ2 ≤
20
a2 − 1) (506)
≤ (7.25 · 20 + 6.25
a2 − 1 ,
202 + 20
Σ2
) (507)
(∵ Σ1 ≤ Σ2) (508)
Ratio: c is upper bounded by
c ≤ 7.25 · 20 + 6.250.0006976
8
≤ 2× 106. (509)
(iii-i-iii) When P˜1 ≤ 1Σ2 and max(P˜1, P˜2) = P˜2 > 1Σ2
Lower bound: By Corollary 4 (e),
DL(P˜1, P˜2) ≥ 0.0006976Σ2 + 1. (510)
If (a2 − 1) ≤ 17.25Σ2
Upper bound: By plugging t = 87.25Σ2 into Corollary 2 (ii’) for Dσ2(P2), we get
(Dσ2(P2), P2) ≤ (14.5Σ2, 24.5
7.25Σ2
). (511)
If (a2 − 1) ≥ 17.25Σ2
Upper bound: By Corollary 2 (i’), we have
(Dσ2(P2), P2) ≤ (7.25Σ2 + 6.25
a2 − 1 , (a
2 − 1)2Σ2 + (a2 − 1)) (512)
≤ (7.25Σ2 + 6.25 · 7.25Σ2, 20
2
Σ2
+
20
Σ2
) (513)
(∵ In (iii-i), we assumed Σ2 ≤ 20
a2 − 1) (514)
≤ (7.252Σ2, 20 · 21
Σ2
). (515)
Ratio: c is upper bounded by
c ≤ 7.25
2
0.0006976
< 80000. (516)
(iii-i-iv) When P˜1 ≤ 1Σ2 and 120 (a2 − 1) ≤ max(P˜1, P˜2) ≤ 1Σ2
Lower bound: Since we assumed Σ2 ≥ 150 in (iii), we have max(P1, P2) ≤ 1Σ2 ≤ 1150 ≤ 175 . Therefore, by Corollary 4 (d)
we can see
DL(P˜1, P˜2) ≥ 0.00389
max(P˜1, P˜2)
+ 1. (517)
If 87.25Σmax ≤ max(P˜1, P˜2) ≤ 1Σ2
This never happens since
8
7.25Σmax
>
1
Σmax
≥ 1
Σ2
. (518)
If 8(a2 − 1) ≤ max(P˜1, P˜2) ≤ 87.25Σmax
Upper bound: By plugging t = P˜max into Corollary 2 (ii’), we get
(Dσmax(Pmax), Pmax) ≤ ( 49
P˜max
, P˜max). (519)
If 120 (a
2 − 1) ≤ max(P˜1, P˜2) ≤ 8(a2 − 1)
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In this case, we can notice that the lower bound of (517) is further lower bounded by
(DL(P˜1, P˜2), P˜max) ≥ ( 0.00389
8(a2 − 1) + 1,
1
20
(a2 − 1)) (520)
Upper bound: By Corollary 2 (i’), we get
(Dσmax(Pmax), Pmax) ≤ (7.25Σmax + 6.25
a2 − 1 , (a
2 − 1)2Σmax + (a2 − 1)) (521)
≤ (7.25 · 20
a2 − 1 +
6.25
a2 − 1 , 20(a
2 − 1) + (a2 − 1)) (522)
(∵ In (iii-i), we assumed Σ1 ≤ 20
a2 − 1 ,Σ2 ≤
20
a2 − 1) (523)
≤ (7.25 · 20 + 6.25
a2 − 1 , 21(a
2 − 1)) (524)
Ratio: c is upper bounded by
c ≤ 7.25 · 20 + 6.250.00389
8
< 320000. (525)
(iii-i-v) When P˜1 ≤ 1Σ2 and max(P˜1, P˜2) ≤ 120 (a2 − 1)
Lower bound: By Corollary 4 (c),
DL(P˜1, P˜2) ≥ ∞. (526)
We do not need a corresponding upper bound.
(iii-ii) When Σ1 ≤ 20a2−1 ≤ Σ2
(iii-ii-i) When 1Σ1 ≤ P˜1
Compared to the case (iii-i-i), the conditions for Σ1, P˜1 are the same and the only difference is the condition for Σ2.
However, the condition for Σ2 does not affect the argument of (iii-i-i). Thus, the same bound on c as (iii-i-i) still holds for
this case.
(iii-ii-ii) When 120 (a
2 − 1) ≤ P˜1 ≤ 1Σ1
Lower bound: Since we assumed 150 ≤ Σ1 in (iii), we have 1Σ2 ≤ 120 (a2 − 1) ≤ P1 ≤ 1Σ1 ≤ 1150 . Thus, we can apply
Corollary 4 (f) to get
DL(P˜1, P˜2) ≥ 0.0006976
P˜1
+ 1. (527)
If 87.25Σ1 ≤ P˜1 ≤ 1Σ1
This case never happens.
If 8(a2 − 1) ≤ P˜1 ≤ 87.25Σ1
Upper bound: By plugging t = P˜1 into Corollary 2 (ii’) for Dσ1(P1), we get
(Dσ1(P1), P1) ≤ ( 49
P˜1
, P˜1). (528)
If 120 (a
2 − 1) ≤ P1 ≤ 8(a2 − 1)
In this case, the lower bound of (527) can be further lower bounded as
(DL(P˜1, P˜2), P˜1) ≥ (0.0006976
8(a2 − 1) + 1,
1
20
(a2 − 1)) (529)
Upper bound: By Corollary 2 (i’), we have
(Dσ1(P1), P1) ≤ (7.25Σ1 + 6.25
a2 − 1 , (a
2 − 1)2Σ1 + (a2 − 1)) (530)
≤ (7.25 · 20
a2 − 1 +
6.25
a2 − 1 , 20(a
2 − 1) + (a2 − 1)) (531)
(∵ In (iii-ii), we assumed Σ1 ≤ 20
a2 − 1 .) (532)
≤ (7.25 · 20 + 6.25
a2 − 1 , 21(a
2 − 1)) (533)
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Ratio: c is upper bounded by
c ≤ 7.25 · 20 + 6.250.006976
8
< 320000. (534)
(iii-ii-iii) When P˜1 ≤ 120 (a2 − 1) and P˜2 ≥ (a
2−1)2Σ2
40000
Lower bound: By Corollary 4 (i), we have
DL(P˜1, P˜2) ≥ 0.0002732Σ2 + 1. (535)
Upper bound: By Corollary 2 (i’), we have
(Dσ2(P2), P2) ≤ (7.25Σ2 + 6.25
a2 − 1 , (a
2 − 1)2Σ2 + (a2 − 1)) (536)
≤ (7.25Σ2 + 6.25
20
Σ2, (a
2 − 1)2Σ2 + (a2 − 1)2 Σ2
20
) (537)
(∵ In (iii-ii), we assumed 20
a2 − 1 ≤ Σ2) (538)
Ratio: c is upper bounded by
c ≤ 40000(1 + 1
20
) ≤ 42000. (539)
(iii-ii-iv) When P˜1 ≤ 120 (a2 − 1) and P˜2 ≤ (a
2−1)2Σ2
40000
Lower bound: By Corollary 4 (g),
DL(P˜1, P˜2) =∞. (540)
Therefore, we do not need a corresponding upper bound.
(iii-iii) When 20a2−1 ≤ Σ1 ≤ Σ2
(iii-iii-i) When P˜1 ≥ (a
2−1)2Σ1
40000
Lower bound: By Corollary 4 (j), we have
DL(P˜1, P˜2) ≥ 0.1035Σ1 (541)
Upper bound: By Corollary 2 (i’), we have
(Dσ1(P1), P1) ≤ (7.25Σ1 + 6.25
a2 − 1 , (a
2 − 1)2Σ1 + (a2 − 1)) (542)
≤ (7.25Σ1 + 6.25
20
Σ1, (a
2 − 1)2Σ1 + (a2 − 1)2 Σ1
20
) (543)
(∵ In (iii-iii), we assumed 20
a2 − 1 ≤ Σ1) (544)
Ratio: c is upper bounded by
c ≤ 40000(1 + 1
20
) ≤ 42000. (545)
(iii-iii-ii) When P˜1 ≤ (a
2−1)2Σ1
40000 and P˜2 ≥ (a
2−1)2Σ2
40000
Lower bound: By Corollary 4 (b), we have
DL(P1, P2) ≥ 0.002774Σ2 + 1. (546)
Upper bound: By Corollary 2 (i’), we have
(DU (P2), P2) ≤ (7.25Σ2 + 6.25
a2 − 1 , (a
2 − 1)2Σ2 + (a2 − 1)) (547)
≤ (7.25Σ2 + 6.25
20
Σ2, (a
2 − 1)2Σ2 + (a2 − 1)2 Σ2
20
) (548)
(∵ In (iii-iii), we assume 20
a2 − 1 ≤ Σ2) (549)
Ratio: c is upper bounded by
c ≤ 40000(1 + 1
20
) ≤ 42000. (550)
(iii-iii-iii) When P˜1 ≤ (a
2−1)2Σ1
40000 and P˜2 ≤ (a
2−1)2Σ2
40000
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Lower bound: By Corollary 4 (a), we have
DL(P˜1, P˜2) =∞. (551)
Therefore, we do not need a corresponding upper bound.
Finally, by (i), (ii), (iii), we get the constant c ≤ 6× 106 and prove the proposition.
C. Proof of Lemma 4, Corollary 1 and Proposition 2
Proof: [Proof of Lemma 4 of Page 17] For simplicity, we assume a = 1, 1 < k1 < k2 < k. The remaining cases when
a = −1 or k1 = 1 or k2 = k1 or k = k2 easily follow with minor modifications.
We essentially follow the proof of Lemma 3. However, since |a| = 1, the sum of the sequence, 1|a| , 1|a|2 , · · · , is not less than
1 any more. Therefore, in the geometric slicing, we replace geometric sequences with arithmetic sequences.
• Geometric Slicing: We apply the slicing idea of Lemma 2 to get a finite-horizon problem. By putting αk1 = 1k−k1 ,
αk1+1 =
1
k−k1 , · · · , αk = 1k−k1 and βk2 = 1k−k2 , βk2+1 = 1k−k2 , · · · , βk−1 = 1k−k2 the average cost is lower bounded by
inf
u1,u2
(qE[x2[k]] (552)
+ r1 (
1
k − k1E[u
2
1[k1]] + · · ·+
1
k − k1E[u
2
1[k − 1]])︸ ︷︷ ︸
:=P˜1
(553)
+ r2 (
1
k − k2E[u
2
2[k2]] + · · ·+
1
k − k2E[u
2
2[k − 1]])︸ ︷︷ ︸
:=P˜2
) (554)
• Three stage division: As we did in the proof of Lemma 3, we divide the resulting finite-horizon problem into three time
intervals — information-limited interval, Witsenhausen’s interval, power-limited interval. Define
W1 := w[0] + · · ·+ w[k1 − 2] (555)
W2 := w[k1 − 1] + · · ·+ w[k2 − 2] (556)
W3 := w[k2 − 1] + · · ·+ w[k − 2] (557)
U11 := u1[1] + · · ·+ u1[k1 − 1] (558)
U21 := u2[1] + · · ·+ u2[k1 − 1] (559)
U22 := u2[k1] + · · ·+ u2[k2 − 1] (560)
U1 := u1[k1] + · · ·+ u1[k − 1] (561)
U2 := u2[k2] + · · ·+ u2[k − 1] (562)
X1 := W1 + U11 + U12 (563)
X2 := W2 + U22 (564)
Like the proof of Lemma 3, W1,W2,W3 represent the distortions of three intervals. U11 and U21 represent the first and
second controller inputs in the information-limited interval. U1 represents the remaining input of the first controller. U22 and
U2 represent the second controller’s input in Witsenhausen’s and power-limited intervals respectively.
The goal of this proof is grouping control inputs, so that we reveal the effects of the controller inputs on the state and isolate
their effects according to their characteristics.
• Power-Limited Inputs: We first isolate the power-limited inputs, i.e. the first controller’s input in the Witsenhausen’s and
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power-limited interval, and the second controller’s input in the power-limited interval. Notice that
x[k] = w[k − 1] + w[k − 2] + · · ·+ w[0] (565)
+ u1[k − 1] + u1[k − 2] + · · ·+ u1[0] (566)
+ u2[k − 1] + u2[k − 2] + · · ·+ u2[0] (567)
= (w[0] + · · ·+ w[k1 − 2] (568)
+ u1[1] + · · ·+ u1[k1 − 1] (569)
+ u2[1] + · · ·+ u2[k1 − 1]) (570)
+ (w[k1 − 1] + · · ·+ w[k2 − 2] (571)
+ u2[k1] + · · ·+ u2[k2 − 1]) (572)
+ (w[k2 − 1] + · · ·+ w[k − 2]) (573)
+ (u1[k1] + · · ·+ u1[k − 1]) (574)
+ (u2[k2] + · · ·+ u2[k − 1]) (575)
+ w[k − 1]. (576)
Therefore, by [1, Lemma 1] we have
E[x2[k]] = E[(X1 +X2 +W3 + U1 + U2 + w[k − 1])2] (577)
= E[(X1 +X2 +W3 + U1 + U2)2] + E[w2[k − 1]] (578)
≥ (
√
E[(X1 +X2 +W3)2]−
√
E[U21 ]−
√
E[U22 ])
2
+ + 1 (579)
= (
√
E[(X1 +X2)2] + E[W 23 ]−
√
E[U21 ]−
√
E[U22 ])
2
+ + 1 (580)
where the last equality follows from the causality. Here, we can see that E[(X1 +X2)2] does not depend on the power-limited
inputs.
• Information-Limited Interval: We will bound the remaining state distortion after the information-limited interval. Denote
y′1 and y
′
2 as follows:
y′1[k] = w[0] + w[1] + · · ·+ w[k − 1] + v1[k] (581)
y′2[k] = w[0] + w[1] + · · ·+ w[k − 1] + v2[k] (582)
Here, y′1[k], y
′
2[k] can be obtained by removing u1[1 : k−1], u2[1 : k−1] from y1[k], y2[k], and u1[k] and u2[k] are functions
of y1[1 : k] and y2[1 : k] respectively. Therefore, we can see that y1[1 : k], y2[1 : k] are functions of y′1[1 : k], y
′
2[1 : k].
Moreover, W1, y′1[1 : k1 − 1], y′2[1 : k1 − 1] are jointly Gaussian.
Let
W ′1 := W1 − E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] (583)
W ′′1 := E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]]. (584)
Then, W ′1, W
′′
1 , W2 are independent Gaussian random variables. Moreover, W
′
1,W2 are independent from y
′
1[1 : k1−1], y′2[1 :
k1 − 1]. W ′′1 is a function of y′1[1 : k1 − 1], y′2[1 : k1 − 1].
Now, let’s lower bound E[(X1 +X2)2]. Since Gaussian maximizes the entropy, we have
1
2
log(2pieE[(X1 +X2)2] (585)
≥ h(X1 +X2) (586)
≥ h(X1 +X2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (587)
= h(W ′1 +W
′′
1 + U11 + U12 +W2 + U22|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (588)
= h(W ′1 +W2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (589)
We will first lower bound the variance of W ′1. Notice that
E[y′1[k]2] = E[w2[0]] + · · ·+ E[w2[k − 1]] + E[v21 [k]] = k + σ2v1 (590)
(591)
and
E[y′2[k]2] = k + σ2v2. (592)
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Thus, we have
I(W1; y
′
1[1 : k1 − 1], y′2[1 : k1 − 1]) (593)
= h(y′1[1 : k1 − 1], y′2[1 : k1 − 1])− h(y′1[1 : k1 − 1], y′2[1 : k1 − 1]|W1) (594)
≤
∑
1≤i≤k1−1
h(y′1[i]) +
∑
1≤i≤k1−1
h(y′2[i])−
∑
1≤i≤k1−1
h(v1[i])−
∑
1≤i≤k1−1
h(v2[i]) (595)
≤
∑
1≤k≤k1−1
1
2
log(
k + σ2v1
σ2v1
) +
∑
1≤k≤k1−1
1
2
log(
k + σ2v2
σ2v2
) (596)
=
1
2
log(
∏
1≤k≤k1−1
k + σ2v1
σ2v1
) +
1
2
log(
∏
1≤k≤k1−1
k + σ2v2
σ2v2
) (597)
(A)
≤ k1 − 1
2
log(
1
k1 − 1
∑
1≤k≤k1−1
k + σ2v1
σ2v1
) +
k1 − 1
2
log(
1
k1 − 1
∑
1≤k≤k1−1
k + σ2v2
σ2v2
) (598)
=
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
k
σ2v1
) +
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
k
σ2v2
) (599)
≤ k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
k1 − 1
σ2v1
) +
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
k1 − 1
σ2v2
) (600)
=
k1 − 1
2
log(1 +
1
(k1 − 1)σ2v1
(k1 − 1)2) + k1 − 1
2
log(1 +
1
(k1 − 1)σ2v2
(k1 − 1)2) (601)
=
k1 − 1
2
log(1 +
k1 − 1
σ2v1
) +
k1 − 1
2
log(1 +
k1 − 1
σ2v2
) (602)
(A): Arithmetic-Geometric mean.
Let’s denote the last equation as I . We also have
E[W 21 ] = k1 − 1 (603)
Now, we can bound the variance of the Gaussian random variable W ′1 as follows:
1
2
log(2pieE[W ′21 ]) = h(W ′1) (604)
≥ h(W ′1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (605)
= h(W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (606)
= h(W1)− I(W1; y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (607)
≥ 1
2
log(2pie(k1 − 1))− I (608)
where the last inequality follows from (602) and (603).
Thus,
E[W ′21 ] ≥
k1 − 1
22I
(609)
and denote the last term as Σ. Since W ′1 is Gaussian, W
′
1 = W
′′′
1 +W
′′′′
1 where W
′′′
1 ∼ N (0,Σ), and W ′′′1 ,W ′′′′1 are independent.
Moreover, we also have
E[W 22 ] = E[(w[k1 − 1] + · · ·+ w[k2 − 2])2] = k2 − k1. (610)
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By (589), we have
1
2
log(2pieE[(X1 +X2)2]) (611)
≥ h(W ′1 +W2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (612)
≥ h(W ′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (613)
= h(W ′′′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (614)
= h(W ′′′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (615)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (616)
= h(W ′′′1 +W2) (617)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (618)
≥ 1
2
log(2pie(Σ + k2 − k1)) (619)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (620)
where the last inequality comes from the fact that W ′′′1 and W2 are independent Gaussian, and (609), (610). Now, the question
boils down to the upper bound of the last mutual information term, which can be understood as the information contained in
the second controller’s observation in Witsenhausen’s interval.
• Second controller’s observation in Witsenhausen’s interval: We will bound the amount of information contained in the
second controller’s observation in Witsenhausen’s interval. For n ≥ k1, define
y′′2 [n] := W
′′′
1 + w[k1 − 1] + w[k1] + · · ·+ w[n− 1] (621)
+ u1[k1] + · · ·+ u1[n− 1] (622)
+ v2[n] (623)
Notice the relationship between y2[n] and y′′2 [n]:
y2[n] = y
′′
2 [n] + u2[k1] + · · ·+ u2[n− 1] +W ′′′1 + E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]]. (624)
The mutual information of (620) is bounded as follows:
I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (625)
= h(y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (626)
− h(y2[k1 : k2 − 1]|W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (627)
=
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (628)
−
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (629)
(A)
=
∑
k1≤i≤k2−1
h(y′′2 [i]|y2[k1 : i− 1],W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (630)
−
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (631)
(B)
≤
∑
k1≤i≤k2−1
h(y′′2 [i])−
∑
k1≤i≤k2−1
h(v2[i]) (632)
≤
∑
k1≤i≤k2−1
1
2
log(2pieE[y′′2 [i]2])−
∑
k1≤i≤k2−1
1
2
log(2pieσ2v2) (633)
(A): Since y2[1 : k1 − 1] is a function of y′2[1 : k1 − 1], u2[k1], · · · , u2[i] are functions of y2[k1 : i− 1], y′2[1 : k1 − 1]. Thus,
all the terms in (624) except y′′2 [i] can be vanished by the conditioning
(B): By causality, v2[i] is independent from all conditioning random variables.
First, let’s bound the variance of y′′2 [n]. By [1, Lemma 1], we have
E[y′′2 [n]2] ≤ 2E[(W ′′′1 + w[k1 − 1] + w[k1] + · · ·+ w[n− 1])2] (634)
+ 2E[(u1[k1] + · · ·+ u1[n− 1])2] + σ2v2 (635)
= 2(Σ + n− k1 + 1) + 2E[(u1[k1] + · · ·+ u1[n− 1])2] + σ2v2. (636)
47
By [1, Lemma 1], we have
E[(u1[k1] + · · ·+ u1[n− 1])2] (637)
≤ (
√
E[u21[k1]] + · · ·+
√
E[u21[n− 1]])2 (638)
(A)
≤ (n− k1)(E[u21[k1]] + E[u21[k1 + 1]] + · · ·+ E[u21[n− 1]]) (639)
≤ (n− k1)(k − k1)P˜1. (640)
(A): Cauchy-Schwarz inequality
Thus, the variance of y′′2 [n] is bounded as:
E[y′′2 [n]2] ≤ 2Σ + 2(n− k1 + 1) + 2(n− k1)(k − k1)P˜1 + σ2v2 (641)
Therefore, we have∑
k1≤n≤k2−1
E[y′′2 [n]2] (642)
≤
∑
k1≤n≤k2−1
(2Σ + 2(n− k1 + 1) + 2(n− k1)(k − k1)P˜1 + σ2v2) (643)
≤ 2(k2 − k1)Σ +
∑
k1≤n≤k2−1
2(k2 − k1) +
∑
k1≤n≤k2−1
2(k2 − k1 − 1)(k − k1)P˜1 + (k2 − k1)σ2v2 (644)
= 2(k2 − k1)Σ + 2(k2 − k1)2 + 2(k2 − k1)(k2 − k1 − 1)(k − k1)P˜1 + (k2 − k1)σ2v2 (645)
Therefore, by (633) and (645) we conclude
I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′, y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (646)
≤
∑
k1≤n≤k2−1
1
2
log(
E[y′′2 [n]2]
σ2v2
) (647)
=
1
2
log(
∏
k1≤n≤k2−1
E[y′′2 [n]2]
σ2v2
) (648)
(A)
≤ k2 − k1
2
log(
1
k2 − k1
∑
k1≤n≤k2−1
E[y′′2 [n]2]
σ2v2
) (649)
≤ k2 − k1
2
log(1 +
1
(k2 − k1)σ2v2
(2(k2 − k1)Σ + 2(k2 − k1)2 + 2(k2 − k1)(k2 − k1 − 1)(k − k1)P˜1)) (650)
≤ k2 − k1
2
log(1 +
1
σ2v2
(2Σ + 2(k2 − k1) + 2(k2 − k1 − 1)(k − k1)P˜1)) (651)
(A): Arithmetic-Geometric mean
Denote the last equation as I ′(P˜1). By (620), we can conclude
1
2
log(2pieE[(X1 +X2)2] ≥ 1
2
log(2pie(Σ + k2 − k1))− I ′(P˜1) (652)
which implies
E[(X1 +X2)2] ≥ Σ + k2 − k1
22I′(P˜1)
. (653)
• Final lower bound: Now, we can merge the inequalities to prove the lemma. The variance of W3 is
E[W 23 ] = k − k2. (654)
By [1, Lemma 1] and Cauchy-Schwarz inequality, the variance of U1 is upper bounded as follows:
E[U21 ] ≤ (
√
a2(k−k1−1)E[u21[k1]] + · · ·+
√
E[u21[k − 1]])2 (655)
≤ (k − k1)(E[u21[k1]] + E[u21[k1 + 1]] + · · ·+ E[u21[k − 1]]) (656)
= (k − k1)2P˜1. (657)
Likewise, the variance of U2 can be bounded as
E[U22 ] ≤ (k − k2)2P˜2. (658)
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By plugging (653), (654), (657), (658) into (580), we finally prove the lemma.
Proof: [Proof of Corollary 5 of Page 17] Proof of (a):
Since σv2 ≥ 16, we can find k2 ≥ 6 such that
k2 − 2 ≤ σv2
4
< k2 − 1 (659)
We put such k3, k1 = 1 and k = k2 as the parameters of Lemma 4. Then, the lower bound of Lemma 4 reduces to
DL(P˜1, P˜2) ≥ (
√
k2 − 1
22I′(P˜1)
−
√
(k2 − 1)2P˜1)2+ + 1. (660)
Since k2 ≥ 6, we have
k2 − 2
k2 − 1 ≥
4
5
. (661)
Thus, I ′(P˜1) is lower bounded by
I ′(P˜1) =
1
2
log(1 +
1
σ2v2
(2(k2 − 1) + 2(k2 − 2)(k2 − 1)P˜1))k2−1 (662)
=
1
2
log(1 +
1
k2 − 1(
2(k2 − 1)2
σ2v2
+
2(k2 − 2)(k2 − 1)2P˜1
σ2v2
))k2−1 (663)
(A)
≤ 1
2
log(1 +
1
k2 − 1(2(
5
4
)2
(k2 − 2)2
σ2v2
+ 2(
5
4
)2
(k2 − 2)(k2 − 2)2
4σ3v2
))k2−1 (664)
(B)
≤ 1
2
log(1 +
1
k2 − 1(2(
5
4
)2(
1
4
)2 + 2(
5
4
)2(
1
4
)3))k2−1 (665)
≤ 1
2
log e
125
512 (666)
(A): (661) and P˜1 ≤ 14σv2 .
(B): (659).
Moreover, we have
(k2 − 1)2P˜1
(A)
≤ 5
4
(k2 − 1)(k2 − 2)P˜1 (667)
(B)
≤ 5
4
(k2 − 1)k2 − 2
4σv2
(668)
(C)
≤ 5
4
(k2 − 1) 1
16
(669)
=
5
64
(k2 − 1) (670)
(A): (661)
(B): P˜1 ≤ 14σv2
(C): (659)
Therefore, by plugging (666), (670) into (660), we get
DL(P˜1, P˜2) ≥ (
√
k2 − 1
22I′(P1)
−
√
(k2 − 1)2P˜1)2+ + 1 (671)
≥ (
√
k2 − 1
e
125
512
−
√
5
64
(k2 − 1))2+ + 1 (672)
= 0.366724...(k2 − 1) + 1 (673)
≥ 0.366724...σv2
4
+ 1 (674)
= 0.09168106...σv2 + 1 (675)
where the last inequality follows from (659).
Proof of (b):
Since 1
P˜1
≥ 64, we can find k2 ≥ 6 such that
k2 − 2 ≤ 1
16P˜1
< k2 − 1. (676)
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We put such k2, k1 = 1 and k = k2 as the parameters of Lemma 4. Then, the lower bound of Lemma 4 reduces to
DL(P˜1, P˜2) ≥ (
√
k2 − 1
22I′(P˜1)
−
√
(k2 − 1)2P˜1)2+ + 1. (677)
First, I ′(P˜1) is lower bounded by
I ′(P˜1) =
1
2
log(1 +
1
σ2v2
(2(k2 − 1) + 2(k2 − 2)(k2 − 1)P˜1))k2−1 (678)
=
1
2
log(1 +
1
k2 − 1(
2(k2 − 1)2
σ2v2
+
2(k2 − 2)(k2 − 1)2P˜1
σ2v2
))k2−1 (679)
(A)
≤ 1
2
log(1 +
1
k2 − 1(2(k2 − 1)
2(4P˜1)
2 + 2(k2 − 2)(k2 − 1)2P˜1(4P˜1)2))k2−1 (680)
(B)
≤ 1
2
log(1 +
1
k2 − 1(2(
5
4
)2(k2 − 2)2(4P˜1)2 + 2(5
4
)2(k2 − 2)3P˜1(4P˜1)2))k2−1 (681)
(C)
≤ 1
2
log(1 +
1
k2 − 1(2(
5
4
)2(
1
4
)2 + 2(
5
4
)2
1
16
(
1
4
)2)k2−1 (682)
≤ 1
2
log e
425
2048 . (683)
(A): 14σv2 ≤ P1
(B): Since k2 ≥ 6, (661) still holds.
(C): (676)
Moreover, we also have
(k2 − 1)2P˜1
(A)
≤ 5
4
(k2 − 1)(k2 − 2)P˜1 (684)
(B)
≤ 5
4
(k2 − 1) 1
16
(685)
=
5
64
(k2 − 1). (686)
(A): Since k2 ≥ 6, (661) still holds.
(B): (676)
Therefore, plugging (683), (686) into (677) we can conclude
DL(P˜1, P˜2) ≥ (
√
k2 − 1
22I′(P˜1)
−
√
(k2 − 1)2P˜1)2+ + 1 (687)
≥ (
√
k2 − 1
e
425
2048
−
√
5
64
(k2 − 1))2+ + 1 (688)
= 0.386801...(k2 − 1) + 1 (689)
≥ 0.386801... 1
16P˜1
+ 1 (690)
=
0.0241750...
16P˜1
+ 1 (691)
where the last inequality comes from (676).
Proof of (c):
Denote P := max(P˜1, P˜2). Since P ≤ 150 , there exists k ≥ 3 such that
k − 2 ≤ 1
50P
< k − 1. (692)
We put such k and k1 = k2 = 1 as the parameters of Lemma 4. Then, the lower bound of Lemma 4 reduces to
DL(P˜1, P˜2) ≥ (
√
k − 1−
√
(k − 1)2P˜1 −
√
(k − 1)2P˜2)2+ + 1. (693)
Since k ≥ 3, we have
k − 2
k − 1 ≥
1
2
. (694)
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Therefore, we conclude
DL(P˜1, P˜2) ≥ (
√
k − 1−
√
4(k − 1)2P )2+ + 1 (695)
(A)
≥ (√k − 1−
√
16(k − 2)2P )2+ + 1 (696)
(B)
≥ (
√
1
50P
−
√
16
502P
)2+ + 1 (697)
≥ 0.00377258... 1
P
+ 1. (698)
(A): (692)
(B): (694)
Proof of (d):
As mentioned in the proof of Corollary 4 (j), the centralized controller’s distortion that has both observations y1[n], y2[n]
and has no input power constraints is a lower bound on the decentralized controller’s distortion.
Let y′1[n] := x[n]+v
′
1[n] and y
′
2[n] := x[n]+v
′
2[n] where v
′
1[n] ∼ N (0, σ21) and v′2[n] ∼ N (0, σ21) are i.i.d. random variables.
Just like the proof of Corollary 4 (j), the performance of the centralized controller with both observations is equivalent to a
centralized controller with observation y
′
1[n]+y
′
2[n]
2 by the maximum ratio combining.
Let ΣE be the estimation error of the Kalman filtering with a scalar observation
y′1[n]+y
′
2[n]
2 . By Lemma 1,
ΣE =
−1 +
√
4
σ2v1
2 + 1
2
(699)
=
−1 +
√
2σ2v1 + 1
2
. (700)
Then, for all P˜1 and P˜2, the cost of the decentralized controllers is lower bounded as follows:
DL(P˜1, P˜2)
(A)
≥ inf
|1−k|<1
(2k − k2)ΣE + 1
1− (1− k)2 (701)
= inf
|1−k|<1
ΣE +
1
1− (1− k)2 (702)
≥ ΣE . (703)
(A): The decentralized control cost is larger than the centralized controller’s cost with the observation y
′
1[n]+y
′
2[n]
2 . Moreover,
when |a − k| ≥ 1 the centralized control system is unstable, and the cost diverges to infinity. When |a − k| < 1, the cost
analysis follows from Lemma 1.
By Lemma 4, DL(P˜1, P˜2) ≥ 1. Finally, for all P˜1, P˜2 we have
DL(P˜1, P˜2) ≥ max(ΣE , 1) = max(−1 +
√
2σ2v1 + 1
2
, 1) (704)
≥ 1
2
(
−1 +
√
2σ2v1 + 1
2
) +
1
2
(705)
≥ 1
4
+
√
2σ2v1 + 1
2
(706)
≥
√
2
2
σv1. (707)
Since we already know DL(P˜1, P˜2) ≥ 1, the statement (d) of the corollary is true.
Proof: [Proof of Proposition 2 of Page 18] Like the proof of Proposition 1, we define the subscript max as argmaxi∈{1,2}P˜i,
and write Dσv1(·), Dσv2(·), Dσvmax(·) as Dv1(·), Dv2(·), Dvmax(·) respectively.
By the same argument as the proof of Proposition 1, it is enough to show that there exists c ≤ 106 such that for all
P˜1, P˜2 ≥ 0, min(Dσ1(cP˜1), Dσ2(cP˜2)) ≤ c ·DL(P˜1, P˜2).
In the proof, we first divide the cases based on σ1, σ2 (essentially equivalent to Σ1, Σ2), and then based on P˜1, P˜2. Here,
we can use the fact that σ1 ≤ σ2 to reduce the cases.
(i) When σv1 ≤ 16, σv2 ≤ 16
(i-i) If max(P˜1, P˜2) ≥ 164
Lower bound: By Corollary 5 (d),
DL(P˜1, P˜2) ≥ 1. (708)
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Upper bound: Since σv1, σv2 ≤ 16, we can plug t = 115.008 into the equation (28) of Corollary 1. Thus, we have
(Dσmax(Pmax), Pmax) ≤ (30.016, 1
15.008
). (709)
Ratio: c is upper bounded by
c ≤ 30.016. (710)
(i-ii) If max(P˜1, P˜2) ≤ 164
Lower bound: Since max(P˜1, P˜2) ≤ 164 ≤ 150 , by Corollary 5 (c) we can conclude
DL(P˜1, P˜2) ≥ 0.003772
max(P˜1, P˜2)
+ 1. (711)
Upper bound: Since σv1, σv2 ≤ 16 and P˜max ≤ 164 ≤ 115.008 , we can plug t = P˜max into the equation (28) of Corollary 1.
Thus, we have
(Dσmax(Pmax), Pmax) ≤ ( 2
P˜max
, P˜max). (712)
Ratio: c is upper bounded by
c ≤ 2
0.003772
< 540. (713)
(ii) When σv1 ≤ 16 ≤ σv2
(ii-i) If P˜1 ≥ 164
Lower bound: By Corollary 5 (d), we have
DL(P˜1, P˜2) ≥ 1. (714)
Upper bound: Since σ1 ≤ 16, we can plug t = 115.008 into the equation (28) of Corollary 1. Thus, we have
(Dσ1(P1), P1) ≤ (30.016, 1
15.008
). (715)
Ratio: c is upper bounded by
c ≤ 30.016. (716)
(ii-ii) If 14σv2 ≤ P˜1 ≤ 164
Lower bound: By Corollary 5 (b), we have
DL(P˜1, P˜2) ≥ 0.02417
P˜1
+ 1. (717)
Upper bound: Since P˜1 ≤ 164 ≤ 115.008 , we can plug t = P˜1 into the equation (28) of Corollary 1. Thus, we have
(Dσ1(P1), P1) ≤ ( 2
P˜1
, P˜1). (718)
Ratio: c is upper bounded by
c ≤ 2
0.02417
< 83. (719)
(ii-iii) If P˜1 ≤ 14σv2 and P˜2 ≥ 14σv2
Lower bound: By Corollary 5 (a), we have
DL(P˜1, P˜2) ≥ 0.09168σv2 + 1 (720)
Upper bound: Since σv2 ≥ 16, we can plug t = 11.0005σv2 into the equation (27) of Corollary 1. Thus, we have
(Dσ2(P˜2), P˜2) ≤ (2.001σv2, 1
1.0005σv2
). (721)
Ratio: c is upper bounded by
c ≤ 2.001
0.09168
< 22. (722)
(ii-iv) If P˜1 ≤ 14σv2 and P˜2 ≤ 14σv2
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Lower bound: Since P˜1 ≤ 14σv2 ≤ 164 ≤ 150 , P˜2 ≤ 14σv2 ≤ 164 ≤ 150 , by Corollary 5 (c) we have
DL(P˜1, P˜2) ≥ 0.003772
max(P˜1, P˜2)
+ 1. (723)
Upper bound: Since P˜1 ≤ 14σv2 ≤ 164 ≤ 115.008 , P˜2 ≤ 14σv2 ≤ 11.0005σv2 , these satisfies the conditions for (27), (28) of
Corollary 1 respectively. Therefore, by plugging t = P˜max into Corollary 1, we have
(Dσmax(Pmax), Pmax) ≤ ( 2
P˜max
, P˜max). (724)
Ratio: c is upper bounded by
c ≤ 2
0.003772
< 540. (725)
(iii) When σv1 ≥ 16 and σv2 ≥ 16
(iii-i) If P˜1 ≥ 14σv1
Lower bound: By Corollary 5 (d), we have
DL(P˜1, P˜2) ≥
√
2
2
σv1. (726)
Upper bound: Since σv1 ≥ 16, we can plug t = 11.0005σv1 into (27) of Corollary 1. Thus, we have
(Dσ1(P1), P1) ≤ (2.001σv1, 1
1.0005σv1
). (727)
Ratio: c is upper bounded by
c ≤ 4
1.0005
< 4. (728)
(iii-ii) If 14σv2 ≤ P˜1 ≤ 14σv1
Lower bound: Since 14σv2 ≤ P˜1 ≤ 14σv1 ≤ 164 , by Corollary 5 (b) we have
DL(P˜1, P˜2) ≥ 0.02417
P˜1
+ 1. (729)
Upper bound: Since 1
P˜1
≤ 14σv1 ≤ 11.0005σv1 , we can plug t = P˜1 into the equation (27) of Corollary 1. Thus, we have
(Dσ1(P1), P1) ≤ ( 2
P˜1
, P˜1). (730)
Ratio: c is upper bounded by
c ≤ 2
0.02417
< 83. (731)
(iii-iii) If P˜1 ≤ 14σv2 and P˜2 ≥ 14σv2
Lower bound: By Corollary 5 (a), we have
DL(P˜1, P˜2) ≥ 0.09168σv2 + 1. (732)
Upper bound: Since σv2 ≥ 16, we can plug t = 11.0005σv2 into the equation (27) of Corollary 1. Thus, we have
(Dσ2(P2), P2) ≤ (2.001σv2, 1
1.0005σv2
). (733)
Ratio: c is upper bounded by
c ≤ 2.001
0.09168
< 22. (734)
(iii-iv) If P˜1 ≤ 14σv2 and P˜2 ≤ 14σv2
Lower bound: Since P˜1 ≤ 14σv2 ≤ 164 ≤ 150 , P˜2 ≤ 14σv2 ≤ 164 ≤ 150 , by Corollary 5 (c) we have
DL(P˜1, P˜2) ≥ 0.003772
max(P˜1, P˜2)
+ 1. (735)
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Upper bound: Since P˜1 ≤ 14σv2 ≤ 14σv1 ≤ 11.0005σv1 and P˜2 ≤ 14σv2 ≤ 11.0005σv2 , we can plug t = P˜max into the equation
(27) of Corollary 1. Thus, we have
(Dσmax(Pmax), Pmax) ≤ ( 2
P˜max
, P˜max). (736)
Ratio: c is upper bounded by
c ≤ 2
0.003772
< 540. (737)
Finally, by (i), (ii), (iii), the constant c is upper bounded by 106 and the proposition is proved.
D. Proof of Lemma 5, Corollary 1 and Proposition 2
Proof: [Proof of Lemma 5 of Page 18] For simplicity, we assume 0 ≤ a < 1, 1 < k1 < k2 < k. The remaining case
when −1 < a ≤ 0 or k1 = 1 or k1 = k2 or k = k2 easily follow with minor modifications.
• Geometric Slicing: We apply the geometric slicing idea of Lemma 2 to get a finite-horizon problem. By putting αk1 =
( 1−a
1−ak−k1 )a
k−k1−1, αk1+1 = (
1−a
1−ak−k1 )a
k−k1−2, · · · , αk = 1−a1−ak−k1 and βk2 = ( 1−a
−1
1−a−(k−k2) ), βk2+1 = (
1−a−1
1−a−(k−k2) )a
−1, · · · ,
βk−1 = ( 1−a
−1
1−a−(k−k2) )a
−k+1+k2 the average cost is lower bounded by
qE[x2[k]] (738)
+ r1 ((
1− a
1− ak−k1 )a
k−k1−1E[u21[k1]] + (
1− a
1− ak−k1 )a
k−k1−2E[u21[k1 + 1]] + · · ·+ (
1− a
1− ak−k1 )E[u
2
1[k − 1]])︸ ︷︷ ︸
:=P˜1
(739)
+ r2 ((
1− a
1− ak−k2 )a
k−k1−1E[u22[k2]] + (
1− a
1− ak−k2 )a
k−k1−2E[u22[k2 + 1]] + · · ·+ (
1− a
1− ak−k2 )E[u
2
2[k − 1]])︸ ︷︷ ︸
:=P˜2
) (740)
Here, we denote the second and third terms as P˜1 and P˜2 respectively.
• Three stage division: As we did in the proof of Lemma 3, we will divide the finite-horizon problem into three time
intervals — information-limited interval, Witsenhausen’s interval, power-limited interval. Define
W1 := a
k−1w[0] + · · ·+ ak−k1+1w[k1 − 2] (741)
W2 := a
k−k1w[k1 − 1] + · · ·+ ak−k2+1w[k2 − 2] (742)
W3 := a
k−k2w[k2 − 1] + · · ·+ aw[k − 2] (743)
U11 := a
k−2u1[1] + · · ·+ ak−k1u1[k1 − 1] (744)
U21 := a
k−2u2[1] + · · ·+ ak−k1u2[k1 − 1] (745)
U1 := a
k−k1−1u1[k1] + · · ·+ u1[k − 1] (746)
U22 := a
k−k1−1u2[k1] + · · ·+ ak−k2u2[k2 − 1]) (747)
U2 := a
k−k2−1u2[k2] + · · ·+ u2[k − 1] (748)
X1 := W1 + U11 + U21 (749)
X2 := W2 + U22 (750)
W1,W2,W3 represent the distortions of three intervals respectively. U11 and U21 represent the first and second controller inputs
in the information-limited interval respectively. U1 represent the remaining input of the first controller. U22 and U2 represent
the second controller’s input in Witsenhausen’s and power-limited intervals respectively.
The goal of this proof is grouping control inputs and expanding x[n], so that we reveal the effects of the controller inputs
on the state and isolate their effects according to their characteristics.
• Power-Limited Inputs: We will first isolate the power limited inputs, i.e. the first controller’s input in the Witsenhausen’s
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and power-limited intervals, and the second controller’s input in the power-limited interval. Notice that
x[k] = w[k − 1] + aw[k − 2] + · · ·+ ak−1w[0] (751)
+ u1[k − 1] + au1[k − 2] + · · ·+ ak−1u1[0] (752)
+ u2[k − 1] + au2[k − 2] + · · ·+ ak−1u2[0] (753)
= (ak−1w[0] + · · ·+ ak−k1+1w[k1 − 2] (754)
+ ak−2u1[1] + · · ·+ ak−k1u1[k1 − 1] (755)
+ ak−2u2[1] + · · ·+ ak−k1u2[k1 − 1]) (756)
+ (ak−k1w[k1 − 1] + · · ·+ ak−k2+1w[k2 − 2] (757)
+ ak−k1−1u2[k1] + · · ·+ ak−k2u2[k2 − 1]) (758)
+ (ak−k2w[k2 − 1] + · · ·+ aw[k − 2]) (759)
+ (ak−k1−1u1[k1] + · · ·+ u1[k − 1]) (760)
+ (ak−k2−1u2[k2] + · · ·+ u2[k − 1]) (761)
+ w[k − 1]. (762)
Therefore, by [1, Lemma 1] we have
E[x2[k]] = E[(X1 +X2 +W3 + U1 + U2 + w[k − 1])2] (763)
= E[(X1 +X2 +W3 + U1 + U2)2] + E[w2[k − 1]] (764)
≥ (
√
E[(X1 +X2 +W3)2]−
√
E[U21 ]−
√
E[U22 ])
2
+ + 1 (765)
= (
√
E[(X1 +X2)2] + E[W 23 ]−
√
E[U21 ]−
√
E[U22 ])
2
+ + 1 (766)
where the last equality comes form the causality. Here, we can see that E[(X1 + X2)2] does not depend on the inputs from
the power-limited intervals.
• Information-Limited Interval: We will bound the remaining state distortion after the information-limited interval. Define
y′1 and y
′
2 as follows:
y′1[k] = a
k−1w[0] + ak−2w[1] + · · ·+ w[k − 1] + v1[k] (767)
y′2[k] = a
k−1w[0] + ak−2w[1] + · · ·+ w[k − 1] + v2[k]. (768)
Here, y′1[k], y
′
2[k] can be obtained by removing u1[1 : k−1], u2[1 : k−1] from y1[k], y2[k], and u1[k] and u2[k] are functions
of y1[1 : k] and y2[1 : k] respectively. Therefore, we can see that y1[1 : k], y2[1 : k] are functions of y′1[1 : k], y
′
2[1 : k].
Moreover, W1, y′1[1 : k1 − 1], y′2[1 : k1 − 1] are jointly Gaussian.
Let
W ′1 := W1 − E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]] (769)
W ′′1 := E[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]]. (770)
Then, W ′1, W
′′
1 , W2 are independent Gaussian random variables. Moreover, W
′
1,W2 are independent from y
′
1[1 : k1−1], y′2[1 :
k1 − 1]. W ′′1 is a function of y′1[1 : k1 − 1], y′2[1 : k1 − 1].
Now, let’s lower bound E[(X1 +X2)2]. Since Gaussian maximizes the entropy, we have
1
2
log(2pieE[(X1 +X2)2] (771)
≥ h(X1 +X2) (772)
≥ h(X1 +X2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (773)
= h(W ′1 +W
′′
1 + U11 + U12 +W2 + U22|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (774)
= h(W ′1 +W2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]). (775)
We will first lower bound the variance of W ′1. Notice that
E[y′1[k]2] = a2(k−1) + a2(k−2) + · · ·+ 1 + σ2v1 (776)
=
1− a2k
1− a2 + σ
2
v1 (777)
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and
E[y′2[k]2] = a2(k−1) + a2(k−2) + · · ·+ 1 + σ2v1 (778)
=
1− a2k
1− a2 + σ
2
v2. (779)
Thus, we have
I(W1; y
′
1[1 : k1 − 1], y′2[1 : k1 − 1]) (780)
= h(y′1[1 : k1 − 1], y′2[1 : k1 − 1])− h(y′1[1 : k1 − 1], y′2[1 : k1 − 1]|W1) (781)
≤
∑
1≤i≤k1−1
h(y′1[i]) +
∑
1≤i≤k1−1
h(y′2[i])−
∑
1≤i≤k1−1
h(v1[i])−
∑
1≤i≤k1−1
h(v2[i]) (782)
≤
∑
1≤k≤k1−1
1
2
log(
1−a2k
1−a2 + σ
2
v1
σ2v1
) +
∑
1≤k≤k1−1
1
2
log(
1−a2k
1−a2 + σ
2
v2
σ2v2
) (783)
=
1
2
log(
∏
1≤k≤k1−1
1−a2k
1−a2 + σ
2
v1
σ2v1
) +
1
2
log(
∏
1≤k≤k1−1
1−a2k
1−a2 + σ
2
v2
σ2v2
) (784)
(A)
≤ k1 − 1
2
log(
1
k1 − 1
∑
1≤k≤k1−1
1−a2k
1−a2 + σ
2
v1
σ2v1
) +
k1 − 1
2
log(
1
k1 − 1
∑
1≤k≤k1−1
1−a2k
1−a2 + σ
2
v2
σ2v2
) (785)
=
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
1−a2k
1−a2
σ2v1
) +
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
1−a2k
1−a2
σ2v2
) (786)
≤ k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
1−a2(k1−1)
1−a2
σ2v1
) +
k1 − 1
2
log(1 +
1
k1 − 1
∑
1≤k≤k1−1
1−a2(k1−1)
1−a2
σ2v2
) (787)
=
k1 − 1
2
log(1 +
1
σ2v1
1− a2(k1−1)
1− a2 ) +
k1 − 1
2
log(1 +
1
σ2v2
1− a2(k1−1)
1− a2 ). (788)
(A): Arithmetic-Geometric mean
Let’s denote the last equation as I . We also have
E[W 21 ] = a2(k−1) + · · ·+ a2(k−k1+1) (789)
= a2(k−k1+1)(a2(k1−2) + · · ·+ 1) (790)
= a2(k−k1+1)
1− a2(k1−1)
1− a2 . (791)
Now, we can bound the variance of a Gaussian random variable W ′1 as follows:
1
2
log(2pieE[W ′21 ]) = h(W ′1) (792)
≥ h(W ′1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (793)
= h(W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (794)
= h(W1)− I(W1; y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (795)
≥ 1
2
log(2piea2(k−k1+1)
1− a2(k1−1)
1− a2 )− I (796)
where the last inequality follows from (788) and (791).
Thus,
E[W ′21 ] ≥
a2(k−k1+1) 1−a
2(k1−1)
1−a2
22I
(797)
and denote the last term as Σ. Since W ′1 is Gaussian, we can write W
′
1 = W
′′′
1 +W
′′′′
1 where W
′′′
1 ∼ N (0,Σ), and W ′′′1 ,W ′′′′1
are independent.
Moreover, we also have
E[W 22 ] = a2(k−k1) + · · ·+ a2(k−k2+1) (798)
= a2(k−k2+1)
1− a2(k2−k1)
1− a2 . (799)
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By (775), we have
1
2
log(2pieE[(X1 +X2)2]) (800)
≥ h(W ′1 +W2|y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (801)
≥ h(W ′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (802)
= h(W ′′′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1], y2[k1 : k2 − 1]) (803)
= h(W ′′′1 +W2|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (804)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (805)
= h(W ′′′1 +W2) (806)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (807)
≥ 1
2
log(2pie(Σ + a2(k−k2+1)
1− a2(k2−k1)
1− a2 )) (808)
− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (809)
where the last inequality comes from the fact that W ′′′1 and W2 are independent Gaussian, and (797) and (799).
Now, the question boils down to the upper bound of the last mutual information term, which can be understood as the
information contained in the second controller’s observation in Witsenhausen’s interval.
• Second controller’s observation in Witsenhausen’s interval: We will bound the amount of information contained in the
second controller’s observation in Witsenhausen’s interval. For n ≥ k1, define
y′′2 [n] := a
n−kW ′′′1 + a
n−k1w[k1 − 1] + an−k1−1w[k1] + · · ·+ w[n− 1] (810)
+ an−k1−1u1[k1] + · · ·+ u1[n− 1] + v2[n]. (811)
Notice the relationship between y2[n] and y′′2 [n] is
y2[n] = y
′′
2 [n] + a
n−k1−1u2[k1] + · · ·+ u2[n− 1] (812)
+ an−kW ′′′′1 + a
n−kE[W1|y′1[1 : k1 − 1], y′2[1 : k1 − 1]]. (813)
The mutual information in (809) is bounded as follows:
I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (814)
= h(y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (815)
− h(y2[k1 : k2 − 1]|W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (816)
=
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (817)
−
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (818)
(A)
=
∑
k1≤i≤k2−1
h(y′′2 [i]|y2[k1 : i− 1],W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (819)
−
∑
k1≤i≤k2−1
h(y2[i]|y2[k1 : i− 1],W ′′′1 +W2,W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (820)
(B)
≤
∑
k1 ≤ i ≤ k2 − 1h(y′′2 [i])−
∑
k1≤i≤k2−1
h(v2[i]) (821)
≤
∑
k1≤i≤k2−1
1
2
log(2pieE[y′′2 [i]2])−
∑
k1≤i≤k2−1
1
2
log(2pieσ2v2) (822)
(A): Since y2[1 : k1 − 1] is a function of y′2[1 : k1 − 1], u2[k1], · · · , u2[i] are functions of y2[k1 : i− 1], y′2[1 : k1 − 1]. Thus,
all the terms in (813) except y′′2 [i] can be vanished by the conditioned.
(B): By causality, v2[i] is independent from all conditioning random variables.
First, let’s bound the variance of y′′2 [n]. By [1, Lemma 1], we have
E[y′′2 [n]2] ≤ 2E[(an−kW ′′′1 + an−k1w[k1 − 1] + an−k1−1w[k1] + · · ·+ w[n− 1])2] (823)
+ 2E[(an−k1−1u1[k1] + · · ·+ u1[n− 1])2] + σ2v2 (824)
= 2(a2(n−k)Σ + a2(n−k1) + · · ·+ 1) (825)
+ 2E[(an−k1−1u1[k1] + · · ·+ u1[n− 1])2] + σ2v2 (826)
57
Here, by [1, Lemma 1], we have
E[(an−k1−1u1[k1] + · · ·+ u1[n− 1])2] (827)
≤ (
√
a2(n−k1−1)E[u21[k1]] + · · ·+
√
E[u21[n− 1]])2 (828)
(A)
≤ (a(n−k1−1) + a(n−k1−2) + · · ·+ 1)(a(n−k1−1)E[u21[k1]] + a(n−k1−2)E[u21[k1 + 1]] + · · ·+ E[u21[n− 1]]) (829)
=
1− an−k1
1− a · a
n−k(ak−k1−1E[u21[k1]] + ak−k1−2E[u21[k1 + 1]] + · · ·+ ak−nE[u21[n− 1]]) (830)
≤ 1− a
n−k1
1− a · a
n−k 1− ak−k1
1− a P˜1 (831)
= an−k
(1− an−k)(1− ak−k1)
(1− a)2 P˜1. (832)
(A): Cauchy-Schwarz inequality
Thus, the variance of y′′2 [n] is bounded as:
E[y′′2 [n]2] ≤ 2a2(n−k)Σ + 2
1− a2(n−k1+1)
1− a2 + 2a
n−k (1− an−k)(1− ak−k1)
(1− a)2 P˜1 + σ
2
v2. (833)
Therefore, we have ∑
k1≤n≤k2−1
E[y′′2 [n]2] (834)
≤
∑
k1≤n≤k2−1
2a2(n−k)Σ + 2
1− a2(n−k1+1)
1− a2 + 2a
n−k (1− an−k)(1− ak−k1)
(1− a)2 P˜1 + σ
2
v2 (835)
≤ 2(a2(k1−k) + · · ·+ a2(k2−1−k))Σ +
∑
k1≤n≤k2−1
2
1− a2(k2−1−k1+1)
1− a2 (836)
+
∑
k1≤n≤k2−1
2an−k
(1− ak2−1−k1)(1− ak−k1)
(1− a)2 P˜1 + (k2 − k1)σ
2
v2 (837)
≤ 2a2(k1−k) 1− a
2(k2−k1)
1− a2 Σ + 2(k2 − k1)
1− a2(k2−1−k1+1)
1− a2 (838)
+ 2ak1−k
1− ak2−k1
1− a
(1− ak2−1−k1)(1− ak−k1)
(1− a)2 P˜1 + (k2 − k1)σ
2
v2. (839)
Therefore, by (822) and (839) we conclude
I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′, y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (840)
≤
∑
k1≤n≤k2−1
1
2
log(
E[y′′2 [n]2]
σ2v2
) (841)
=
1
2
log(
∏
k1≤n≤k2−1
E[y′′2 [n]2]
σ2v2
) (842)
(A)
≤ k2 − k1
2
log(
1
k2 − k1
∑
k1≤n≤k2−1
E[y′′2 [n]2]
σ2v2
) (843)
≤ k2 − k1
2
log(1 +
1
(k2 − k1)σ2v2
(2a2(k1−k)
1− a2(k2−k1)
1− a2 Σ + 2(k2 − k1)
1− a2(k2−1−k1+1)
1− a2 (844)
+ 2ak1−k
1− ak2−k1
1− a
(1− ak2−1−k1)(1− ak−k1)
(1− a)2 P˜1)) (845)
(A): Arithmetic-Geometric mean
Denote the last equation as I ′(P˜1). By (809) we conclude
1
2
log(2pieE[(X1 +X2)2] (846)
≥ h(W ′′′1 +W2)− I(W ′′′1 +W2; y2[k1 : k2 − 1]|W ′′′′1 , y′1[1 : k1 − 1], y′2[1 : k1 − 1]) (847)
≥ 1
2
log(2pie(Σ + a2(k−k2+1)
1− a2(k2−k1)
1− a2 ))− I
′(P˜1) (848)
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which implies
E[(X1 +X2)2] ≥
Σ + a2(k−k2+1) 1−a
2(k2−k1)
1−a2
22I′(P˜1)
. (849)
• Final lower bound: Now, we can merge the inequalities to prove the lemma. The variance of W3 is given as follows:
E[W 23 ] = a2(k−k2) + · · ·+ a2 (850)
= a2
1− a2(k−k2)
1− a2 . (851)
By [1, Lemma 1], the variance of U1 is bounded as follows:
E[U21 ] ≤ (
√
a2(k−k1−1)E[u21[k1]] + · · ·+
√
E[u21[k − 1]])2 (852)
(A)
≤ (a(k−k1−1) + a(k−k1−2) + · · ·+ 1)(a(k−k1−1)E[u21[k1]] + a(k−k1−2)E[u21[k1 + 1]] + · · ·+ E[u21[k − 1]]) (853)
=
1− ak−k1
1− a (a
(k−k1−1)E[u21[k1]] + a(k−k1−2)E[u21[k1 + 1]] + · · ·+ E[u21[k − 1]]) (854)
=
1− ak−k1
1− a
1− ak−k1
1− a P˜1 (855)
= (
1− ak−k1
1− a )
2P˜1. (856)
(A): Cauchy-Schwarz inequality
Likewise, the variance of U2 can be bounded as
E[U22 ] ≤ (
1− ak−k2
1− a )
2P˜2 (857)
By plugging in (849), (851), (856), (857) into (766), we finally prove the lemma.
Proof: [Proof of Corollary 6 of Page 18] For simplicity, we will prove for 0.9 ≤ a < 1. The proof for −1 < a ≤ −0.9
is simply follows by replacing a by |a|.
First, we can notice
Σ1 =
(a2 − 1)σ2v1 − 1 +
√
((a2 − 1)σ2v1 − 1)2 + 4a2σ2v1
2a2
(858)
=
4a2σ2v1
2a2(−(a2 − 1)σ2v1 + 1 +
√
((a2 − 1)σ2v1 − 1)2 + 4a2σ2v1)
(859)
=
2σ2v1
(1− a2)σ2v1 + 1 +
√
((1− a2)σ2v1 + 1)2 + 4a2σ2v1
(860)
Since 0.9 ≤ a < 1, (1− a2)σ2v1 ≥ 0. Thus, Σ1 is upper bounded by
Σ1 ≤ 2σ
2
v1√
4a2σ2v1
=
σ2v1
aσv1
=
σv1
a
≤ 10
9
σv1 (861)
and
Σ1 ≤ 2σ
2
v1
(1− a2)σ2v1 + (1− a2)σ2v1
(862)
=
1
1− a2 (863)
Likewise, we also have
Σ2 ≤ 10
9
σv2 (864)
and
Σ2 ≤ 1
1− a2 (865)
Proof of (a):
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Notice that by Σ2 ≥ 40, 0.9 ≤ a < 1 and (865) we have
Σ2
40
≤ 1
40
1
1− a2 <
a2
1− a2 (866)
Σ2
40
≥ 1 ≥ a2 = a
2 − a4
1− a2 (867)
Thus, we can find k ≥ 3 such that
a2 − a2(k−1)
1− a2 ≤
Σ2
40
<
a2 − a2k
1− a2 (868)
Let’s put such k and k1 = 1, k2 = k as the parameters of Lemma 5. Then, the lower bound of Lemma 5 reduces to
DL(P˜1, P˜2) ≥ (
√
a2−a2k
1−a2
22I′(P˜1)
−
√
(
1− ak−1
1− a )
2P˜1)
2
+ + 1 (869)
where
I ′(P˜1) =
1
2
log(1 +
1
(k − 1)σ2v2
(2(k − 1)1− a
2(k−1)
1− a2 + 2a
1−k 1− ak−1
1− a
(1− ak−2)(1− ak−1)
(1− a)2 P˜1))
k−1. (870)
Let’s first upper bound I ′(P˜1). By (865) and (868), we first have
a2 − a2(k−1)
1− a2 ≤
Σ2
40
≤ 1
40
1
1− a2 (871)
(⇒)a2 − a2(k−1) ≤ 1
40
(872)
(⇔)a2 − 1
40
≤ a2(k−1) (873)
(⇒)( 9
10
)2 − 1
40
≤ a2(k−1)(∵ 0.9 ≤ a < 1) (874)
(⇔)157
200
≤ a2(k−1). (875)
We also have
a2(k−1)(k − 1) ≤ 1 + a2 + a4 + · · ·+ a2(k−2) = 1− a
2(k−1)
1− a2 (876)
where the first inequality comes from that 0.9 ≤ a < 1 so a2(k−1) ≤ 1, · · · , a2(k−1) ≤ a2(k−2).
Therefore, by (875) and (876)
157
200
(k − 1) ≤ 1− a
2(k−1)
1− a2 (877)
(⇒)k − 1 ≤ 200
157
1− a2(k−1)
1− a2 (878)
Moreover, we also have
1− a2(k−1)
a2 − a2(k−1) =
1− a2
a2 − a2(k−1) +
a2 − a2(k−1)
a2 − a2(k−1) (879)
=
1− a2
a2 − a2(k−1) + 1 (880)
≤ 1− a
2
a2 − a4 + 1(∵ k ≥ 3) (881)
=
1
a2
+ 1 (882)
≤ (10
9
)2 + 1 =
181
81
(∵ 0.9 ≤ a < 1) (883)
which implies
1− a2(k−1)
1− a2 ≤
181
81
a2 − a2(k−1)
1− a2 . (884)
60
We also have
1− ak−1
1− a ≤
1− ak−1
1− a
2
1 + a
(∵ 0.9 ≤ a < 1) (885)
≤ 1− a
2(k−2)
1− a
2
1 + a
(∵ k ≥ 3 implies 2(k − 2) ≥ k − 1) (886)
≤ 1− a
2(k−2)
1− a
2
1 + a
a2
0.92
(∵ 0.9 ≤ a < 1) (887)
=
2
0.92
a2 − a2(k−1)
1− a2 . (888)
Therefore, the terms in I ′(P˜1) are upper bounded as:
2(k − 1)1− a
2(k−1)
1− a2 ≤ 2
200
157
(
1− a2(k−1)
1− a2 )
2(∵ (878)) (889)
≤ 2200
157
(
181
81
a2 − a2(k−1)
1− a2 )
2(∵ (884)) (890)
≤ 2200
157
(
181
81
Σ2
40
)2(∵ (868)) (891)
and
2a1−k
1− ak−1
1− a
(1− ak−2)(1− ak−1)
(1− a)2 P˜1 (892)
≤ 2
√
200
157
(
1− ak−1
1− a )
3P˜1(∵ (875) and ak−1 ≤ ak−2) (893)
≤ 2
√
200
157
(
2
0.92
(
a2 − a2(k−1)
1− a2 ))
3P˜1(∵ (888)) (894)
≤ 2
√
200
157
(
2
0.92
Σ2
40
)3
1
Σ2
(∵ (868) and the assumption P˜1 ≤ 1
Σ2
) (895)
= 2
√
200
157
(
5
81
)3Σ22 (896)
Now, we can upper bound I ′(P˜1) by
I ′(P˜1)
(A)
≤ 1
2
log(1 +
Σ22
(k − 1)σ2v2
(2
200
157
(
181
81 · 40)
2 + 2
√
200
157
(
5
81
)3))k−1 (897)
(B)
≤ 1
2
log(1 +
1
(k − 1)(
10
9
)2(2
200
157
(
181
81 · 40)
2 + 2
√
200
157
(
5
81
)3))k−1 (898)
≤ 1
2
log(1 +
0.010471667...
k − 1 )
k−1 (899)
≤ 1
2
log e0.01047 (900)
(A): (891), (896)
(B): (864)
Moreover, we also have
(
1− ak−1
1− a )
2P˜1 ≤ ( 2
0.92
a2 − a2(k−1)
1− a2 )
2P˜1(∵ (888)) (901)
≤ ( 2
0.92
Σ2
40
)2
1
Σ2
(∵ (868) and the assumption P˜1 ≤ 1
Σ2
) (902)
= (
5
81
)2Σ2. (903)
Finally, by plugging (900), (903) into (869) we can conclude
DL(P˜1, P˜2) ≥ (
√
Σ2
40e0.01047
−
√
(
5
81
)2Σ2)
2
+ + 1 (904)
≥ 0.0091316992...Σ2 + 1. (905)
Proof of (b):
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Notice that by Σ2 ≥ 40, 1Σ2 ≤ P˜1 ≤ 140 , (865),
1
40P˜1
≤ Σ2
40
≤ 1
40
1
1− a2 <
a2
1− a2 (906)
1
40P˜1
≥ 1 ≥ a2 = a
2 − a4
1− a2 (907)
Thus, we can find k ≥ 3 such that
a2 − a2(k−1)
1− a2 ≤
1
40P˜1
<
a2 − a2k
1− a2 (908)
Let’s put such k and k1 = 1, k2 = k as the parameters of Lemma 5. Then, the lower bound of Lemma 5 reduces to
DL(P˜1, P˜2) ≥ (
√
a2−a2k
1−a2
22I′(P˜1)
−
√
(
1− ak−1
1− a )
2P˜1)
2
+ + 1 (909)
First, we will upper bound I ′(P˜1). Since 1
40P˜1
≤ Σ240 , we still have (875), (876), (878) which are
157
200
≤ a2(k−1) (910)
k − 1 ≤ 200
157
1− a2(k−1)
1− a2 . (911)
Since k ≥ 3, we still have (884) and (888) which are
1− a2(k−1)
1− a2 ≤
181
81
a2 − a2(k−1)
1− a2 (912)
1− ak−1
1− a ≤
2
0.92
a2 − a2(k−1)
1− a2 . (913)
Then, the terms in I ′(P˜1) are upper bounded as:
2(k − 1)1− a
2(k−1)
1− a2 ≤ 2
200
157
(
1− a2(k−1)
1− a2 )
2(∵ (911)) (914)
≤ 2200
157
(
181
81
a2 − a2(k−1)
1− a2 )
2(∵ (912)) (915)
≤ 2200
157
(
181
81
1
40P˜1
)2(∵ (908)) (916)
≤ 2200
157
(
181
81
1
40
)2Σ22(∵ Assumption
1
P˜1
≤ Σ2) (917)
and
2a1−k
1− ak−1
1− a
(1− ak−2)(1− ak−1)
(1− a)2 P˜1 (918)
≤ 2
√
200
157
(
1− ak−1
1− a )
3P˜1(∵ (910)) (919)
≤ 2
√
200
157
(
2
0.92
(
a2 − a2(k−1)
1− a2 ))
3P˜1(∵ (913)) (920)
≤ 2
√
200
157
(
2
0.92
1
40P˜1
)3P˜1(∵ (908)) (921)
= 2
√
200
157
(
5
81
)3
1
P˜1
2 (922)
≤ 2
√
200
157
(
5
81
)3Σ22.(∵ Assumption
1
P˜1
≤ Σ2) (923)
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Therefore, by (917) and (923), I ′(P˜1) is upper bounded as:
I ′(P˜1) ≤ 1
2
log(1 +
Σ22
(k − 1)σ2v2
(2
200
157
(
181
81 · 40)
2 + 2
√
200
157
(
5
81
)3))k−1 (924)
≤ 1
2
log(1 +
1
(k − 1)(
10
9
)2(2
200
157
(
181
81 · 40)
2 + 2
√
200
157
(
5
81
)3))k−1(∵ (864)) (925)
≤ 1
2
log(1 +
0.010471667...
k − 1 )
k−1 (926)
≤ 1
2
log e0.01047. (927)
Moreover, we also have
(
1− ak−1
1− a )
2P˜1 ≤ ( 2
0.92
a2 − a2(k−1)
1− a2 )
2P˜1(∵ (913)) (928)
≤ ( 2
0.92
1
40P˜1
)2P˜1(∵ (908)) (929)
= (
5
81
)2
1
P˜1
. (930)
Finally, by (908), (927), (930), we can conclude
DL(P˜1, P˜2) ≥ (
√
1
40e0.01047P˜1
−
√
(
5
81
)2
1
P˜1
)2+ + 1 (931)
≥ 0.0091316992...
P˜1
+ 1 (932)
Proof of (c):
Let P := max(P˜1, P˜2). Notice that since 1−a
2
20 ≤ P ≤ 140 and 0.9 ≤ a < 1 we have
1
40P
≤ 1
2(1− a2) <
a2
1− a2 (933)
1
40P
≥ 1 ≥ a2 = a
2 − a4
1− a2 (934)
Therefore, we can find k ≥ 3 such that
a2 − a2(k−1)
1− a2 ≤
1
40P
<
a2 − a2k
1− a2 (935)
Let’s put such k and k1 = k2 = 1 as the parameters of Lemma 5. Then, the lower bound of Lemma 5 reduces to
DL(P˜1, P˜2) ≥ (
√
a2 − a2k
1− a2 −
√
(
1− ak−1
1− a )
2P˜1 −
√
(
1− ak−1
1− a )
2P˜2)
2
+ + 1. (936)
Since k ≥ 3, we still have (888) which tells 1−ak−11−a ≤ 20.92 a
2−a2(k−1)
1−a2 . Thus, by (888), we have
1− ak−1
1− a ≤
2
0.92
a2 − a2(k−1)
1− a2 (937)
≤ 2
0.92
1
40P
(∵ (935)) (938)
=
5
81P
(939)
Thus, by plugging (935), (939) into (936), we can conclude
DL(P˜1, P˜2) ≥ (
√
1
40P
−
√
(
5
81P
)2P −
√
(
5
81P
)2P )2+ + 1 (940)
= (
√
1
40
−
√
(
5
81
)2 −
√
(
5
81
)2)2
1
P
+ 1 (941)
= 0.0012011...
1
P
+ 1 (942)
Proof (d):
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Since 12 < a
4, there exists k ≥ 3 such that
a2k ≤ 1
2
< a2(k−1) (943)
Let’s put such k and k1 = k2 = 1 as the parameters of Lemma 5. Then, the lower bound of Lemma 5 reduces to
DL(P˜1, P˜2) ≥ (
√
a2 − a2k
1− a2 −
√
(
1− ak−1
1− a )
2P˜1 −
√
(
1− ak−1
1− a )
2P˜2)
2
+ + 1 (944)
Here, we have
a2 − a2k
1− a2 ≥
a2 − 12
1− a2 (∵ (943)) (945)
≥ 0.9
2 − 12
1− a2 (∵ 0.9 ≤ a < 1) (946)
=
0.31
1− a2 (947)
and
1− ak−1
1− a ≤
1− 1√
2
1− a (∵ (943)) (948)
≤
1− 1√
2
1− a
2
1 + a
(∵ 0.9 ≤ a < 1) (949)
=
2(1− 1√
2
)
1− a2 (950)
Finally, by the assumption max(P˜1, P˜2) ≤ 1−a220 and (947), (950) we can conclude
DL(P˜1, P˜2) ≥ (
√
0.31
1− a2 −
√
(
2(1− 1√
2
)
1− a2 )
2
1− a2
20
−
√
(
2(1− 1√
2
)
1− a2 )
2
1− a2
20
)2+ + 1 (951)
= (
√
0.31−
√
(2(1− 1√
2
))2
1
20
−
√
(2(1− 1√
2
))2
1
20
)2
1
1− a2 + 1 (952)
=
0.0869099...
1− a2 + 1 (953)
Proof of (e):
As mentioned in the proof of Corollary 4 (j), the centralized controller’s distortion that has both observations y1[n], y2[n]
and has no input power constraints is a lower bound on the decentralized controller’s distortion.
Let y′1[n] := x[n]+v
′
1[n] and y
′
2[n] := x[n]+v
′
2[n] where v
′
1[n] ∼ N (0, σ21) and v′2[n] ∼ N (0, σ21) are i.i.d. random variables.
Just like the proof of Corollary 4 (j), the performance of the centralized controller with both observations is equivalent to a
centralized controller with observation y
′
1[n]+y
′
2[n]
2 by the maximum ratio combining.
Let ΣE be the estimation error of the Kalman filtering with a scalar observation
y′1[n]+y
′
2[n]
2 . By Lemma 1,
ΣE =
(a2 − 1)σ2v12 − 1 +
√
((a2 − 1)σ2v12 − 1)2 + 4a2
σ2v1
2
2a2
(954)
=
4a2
σ2v1
2
2a2(−(a2 − 1)σ2v12 + 1 +
√
((a2 − 1)σ2v12 − 1)2 + 4a2
σ2v1
2 )
(955)
=
σ2v1
(1− a2)σ2v12 + 1 +
√
((1− a2)σ2v12 + 1)2 + 4a2
σ2v1
2
. (956)
Here, we have
ΣE ≤ σ
2
v1
(1− a2)σ2v12 + (1− a2)
σ2v1
2
=
1
1− a2 . (957)
64
Then, for all P˜1 and P˜2, the cost of the decentralized controllers is lower bounded as follows:
DL(P˜1, P˜2)
(A)
≥ inf
k:|a−k|<1
(2ak − k2)ΣE + 1
1− (a− k)2 (958)
= inf
k:|a−k|<1
a2 − 1
1− (a− k)2 ΣE +
1− a2 + 2ak − k2
1− (a− k)2 ΣE +
1
1− (a− k)2 (959)
= inf
k:|a−k|<1
a2 − 1
1− (a− k)2 ΣE + ΣE +
1
1− (a− k)2 (960)
(A): The decentralized control cost is larger than the centralized controller’s cost with the observation y
′
1[n]+y
′
2[n]
2 . Moreover,
when |a − k| ≥ 1 the centralized control system is unstable, and the cost diverges to infinity. When |a − k| < 1, the cost
analysis follows from Lemma 1.
Let k? be k achieving the infimum of (960). Then, for all P˜1, P˜2 ≥ 0 we have
DL(P˜1, P˜2) ≥ a
2 − 1
1− (a− k?)2 ΣE + ΣE +
1
1− (a− k?)2 (961)
≥ a
2 − 1
1− (a− k?)2
1
1− a2 + ΣE +
1
1− (a− k?)2 (∵ (957)) (962)
= ΣE . (963)
Therefore, ΣE is a lower bound on DL(P˜1, P˜2), and we will compare this with Σ1 which is
Σ1 =
2σ2v1
(1− a2)σ2v1 + 1 +
√
((1− a2)σ2v1 + 1)2 + 4a2σ2v1
. (964)
To this end, let’s divide the case based on three quantities (1− a2)σ2v12 , 1, aσv1√2 .
(i) When max((1− a2)σ2v12 , 1, aσv1√2 ) = (1− a2)
σ2v1
2 ,
In this case, by the definition of ΣE we have
ΣE ≥ σ
2
v1
2(1− a2)σ2v12 +
√
(2(1− a2)σ2v12 )2 + 4((1− a2)
σ2v1
2 )
2
(965)
=
1
(1− a2) +√(1− a2)2 + (1− a2)2 (966)
=
1
1 +
√
2
1
1− a2 . (967)
By the definition of Σ1, we also have
Σ1 ≤ 2σ
2
v1
(1− a2)σ2v1 + (1− a2)σ2v1
(968)
=
1
1− a2 . (969)
Therefore, we have
DL(P˜1, P˜2) ≥ ΣE(∵ (963)) (970)
≥ 1
1 +
√
2
1
1− a2 (∵ (967)) (971)
≥ 1
1 +
√
2
Σ1.(∵ (969)) (972)
(ii) When max((1− a2)σ2v12 , 1, aσv1√2 ) = a
σv1√
2
,
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In this case, by the definition of ΣE we have
ΣE ≥ σ
2
v1
aσv1√
2
+ aσv1√
2
+
√
(aσv1√
2
+ aσv1√
2
)2 + 4a2
σ2v1
2
(973)
=
σv1
2a√
2
+
√
( 2a√
2
)2 + 2a2
(974)
≥ σv1
2√
2
+
√
2 + 2
(∵ 0.9 ≤ a < 1) (975)
=
σv1
2√
2
+ 2
. (976)
By the definition of Σ1, we also have
Σ1 ≤ 2σ
2
v1√
4a2σ2v1
=
σ2v1
aσv1
=
σv1
a
(977)
≤ 10
9
σv1.(∵ 0.9 ≤ a < 1) (978)
Therefore, we have
DL(P1, P2) ≥ ΣE(∵ (963)) (979)
≥ σv12√
2
+ 2
(976) (980)
≥ 12√
2
+ 2
9
10
Σ1.(978) (981)
(iii) When max((1− a2)σ2v12 , 1, aσv1√2 ) = 1,
By the assumption, we have aσv1√
2
≤ 1. Since 0.9 ≤ a < 1, we can see
σv1 ≤
√
2
a
≤ 10
√
2
9
. (982)
Furthermore, by the definition of Σ1, we can see that (978) still holds. Therefore, by (982), we have
Σ1 ≤ 10
9
σv1 ≤ 10
9
(
10
√
2
9
) (983)
Moreover, by Lemma 5, we know that for all P˜1, P˜2 ≥ 0, DL(P˜1, P˜2) ≥ 1. Thus, by (983) we can conclude
DL(P˜1, P˜2) ≥ 1 ≥ 9
10
(
9
10
√
2
)Σ1 (984)
Finally, by (i),(ii),(iii),
D ≥ min( 1
1 +
√
2
,
1
2√
2
+ 2
9
10
,
9
10
(
9
10
√
2
))Σ1 (985)
=
1
2√
2
+ 2
9
10
Σ1 (986)
≥ 0.26360...Σ1. (987)
Since by Lemma 5 we already know DL(P˜1, P˜2) ≥ 1, the statement (e) of the corollary is true.
Proof: [Proof of Proposition 3 of Page 19] Like the proof of Proposition 1, we define the subscript max as argmaxi∈{1,2}P˜i,
and write Dσv1(·), Dσv2(·), Dσvmax(·) as Dv1(·), Dv2(·), Dvmax(·) respectively.
By the same argument as the proof of Proposition 1, it is enough to show that there exists c ≤ 106 such that for all
P˜1, P˜2 ≥ 0, min(Dσ1(cP˜1), Dσ2(cP˜2)) ≤ c ·DL(P˜1, P˜2).
In the proof, we first divide the cases based on Σ1, Σ2, and then based on P˜1, P˜2. Here, we know Σ1 ≤ Σ2 since σ1 ≤ σ2.
Using this, we can reduce the cases.
(i) When Σ1 ≤ 40, Σ2 ≤ 40
(i-i) When max(P˜1, P˜2) ≥ 140
Lower bound: By Corollary 6 (e), we have
DL(P˜1, P˜2) ≥ 1 (988)
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If max(P˜1, P˜2) ≥ 140 and Σmax ≥ 11−a2
Upper bound: By Corollary 3 (31), we have
(Dσmax(Pmax), Pmax) ≤ ( 1
1− a2 , 0) ≤ (Σmax, 0) ≤ (40, 0). (989)
If max(P˜1, P˜2) ≥ 140 and Σmax ≤ 11−a2
Upper bound: By plugging t = 1max(1,Σmax) into Corollary 3 (32), we have
(Dσmax(Pmax), Pmax) ≤ (2 max(1,Σmax), 1
max(1,Σmax)
) (990)
≤ (2 · 40, 1)(∵ In (i), we assumed Σ1 ≤ 40,Σ2 ≤ 40) (991)
Ratio: c is upper bounded by
c ≤ 2 · 40. (992)
(i-ii) When 1−a
2
20 ≤ max(P˜1, P˜2) ≤ 140
Lower bound: By Corollary 6 (c), we have
DL(P˜1, P˜2) ≥ 0.001201
max(P˜1, P˜2)
+ 1. (993)
If Σmax ≥ 11−a2
Upper bound: By Corollary 3 (31), we have
(Dσmax(Pmax), Pmax) ≤ ( 1
1− a2 , 0) ≤ (Σmax, 0) ≤ (40, 0) (994)
If Σmax ≤ 11−a2 and 1− a2 ≤ max(P˜1, P˜2) ≤ 140
Since we assume Σ1 ≤ 40, Σ2 ≤ 40 in (i), we have 1− a2 ≤ P˜max ≤ 140 ≤ 1max(1,Σmax) . Thus, we can plug t = P˜max to
Corollary 3 (32), and conclude
(Dσmax(Pmax), Pmax) ≤ ( 2
P˜max
, P˜max). (995)
If Σmax ≤ 11−a2 and 1−a
2
20 ≤ max(P˜1, P˜2) ≤ 1− a2
In this case, the lower bound of (993) can be further lower bounded by
DL(P˜1, P˜2) ≥ 0.001201
1− a2 + 1. (996)
Upper bound: By Corollary 3 (31), we have
(Dσmax(Pmax), Pmax) ≤ ( 1
1− a2 , 0). (997)
Ratio: c is upper bounded by
c ≤ 2
0.001201
< 2000. (998)
(i-iii) When max(P˜1, P˜2) ≤ 1−a220
Lower bound: By Corollary 6 (d), we have
DL(P˜1, P˜2) ≥ 0.0869
1− a2 + 1 (999)
Upper bound: By Corollary 3 (31), we have
(Dσmax(Pmax), Pmax) ≤ ( 1
1− a2 , 0). (1000)
Ratio: c is upper bounded by
c ≤ 1
0.0869
< 12. (1001)
(ii) When Σ1 ≤ 40 ≤ Σ2
(ii-i) When P˜1 ≥ 140
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Lower bound: By Corollary 6 (e), we have
DL(P˜1, P˜2) ≥ 1. (1002)
If P˜1 ≥ 140 and Σ1 ≥ 11−a2
Upper bound: By Corollary 3 (31), we have
(Dσ1(P1), P1) ≤ ( 1
1− a2 , 0) ≤ (Σ1, 0) ≤ (40, 0). (1003)
If P˜1 ≥ 140 and Σ1 ≤ 11−a2
Upper bound: By plugging t = 1max(1,Σ1) into the equation (32) of Corollary 3, we have
(Dσ1(P1), P1) ≤ (2 max(1,Σ1), 1
max(1,Σ1)
) (1004)
≤ (2 · 40, 1)(∵ In (ii), we assumed Σ1 ≤ 40) (1005)
Ratio: c is upper bounded by
c ≤ 2 · 40. (1006)
(ii-ii) When 1Σ2 ≤ P˜1 ≤ 140
Lower bound: By Corollary 6 (b), we have
DL(P˜1, P˜2) ≥ 0.009131
P˜1
+ 1. (1007)
If Σ1 ≥ 11−a2
Upper bound: By Corollary 3 (31), we have
(Dσ1(P1), P1) ≤ ( 1
1− a2 , 0) ≤ (Σ1, 0) ≤ (40, 0) (1008)
If Σ1 ≤ 11−a2 and 1− a2 ≤ P˜1 ≤ 140
Upper bound: Since 1− a2 ≤ P˜1 ≤ 140 ≤ 1max(1,Σ1) , we can plug t = P˜1 into Corollary 3 (32). Thus, we have
(Dσ1(P1), P1) ≤ ( 2
P˜1
, P˜1). (1009)
If Σ1 ≤ 11−a2 and 1Σ2 ≤ P˜1 ≤ 1− a2
In this case, the lower bound of (1007) can be further lower bounded by
DL(P1, P2) ≥ 0.009131
1− a2 + 1. (1010)
Upper bound: By Corollary 3 (31), we have
(Dσ1(P1), P1) ≤ ( 1
1− a2 , 0). (1011)
Ratio: c is upper bounded by
c ≤ 2
0.009131
< 220. (1012)
(ii-iii) When P˜1 ≤ 1Σ2 and max(P˜1, P˜2) = P˜2 > 1Σ2
Lower bound: By Corollary 6 (a), we have
DL(P˜1, P˜2) ≥ 0.009131Σ2 + 1. (1013)
If Σ2 ≥ 11−a2 , P˜1 ≤ 1Σ2 and max(P˜1, P˜2) > 1Σ2
The lower bound of (1013) can be further lower bonded by
DL(P˜1, P˜2) ≥ 0.009131Σ2 + 1 ≥ 0.009131 1
1− a2 + 1. (1014)
Upper bound: By Corollary 3 (31), we have
(Dσ2(P2), P2) ≤ ( 1
1− a2 , 0). (1015)
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If Σ2 ≤ 11−a2 , P˜1 ≤ 1Σ2 and max(P˜1, P˜2) > 1Σ2
Upper bound: Since we assumed Σ2 ≥ 40 in (ii), max(1,Σ2) = Σ2. Thus, we can plug t = 1Σ2 into (32) of Corollary 3,
and conclude
(Dσ2(P2), P2) ≤ (2Σ2, 1
Σ2
). (1016)
Ratio: c is upper bounded by
c ≤ 2
0.009131
< 220. (1017)
(ii-iv) When P˜1 ≤ 1Σ2 and 1−a
2
20 ≤ max(P˜1, P˜2) ≤ 1Σ2
Lower bound: Since 1−a
2
20 ≤ max(P˜1, P˜2) ≤ 1Σ2 ≤ 140 , by Corollary 6 (c) we have
DL(P˜1, P˜2) ≥ 0.001201
max(P˜1, P˜2)
+ 1. (1018)
If Σmax ≥ 11−a2 , P˜1 ≤ 1Σ2 and 1−a
2
20 ≤ max(P˜1, P˜2) ≤ 1Σ2
In this case, the lower bound of (1018) can be further lower bounded by
DL(P˜1, P˜2) ≥ 0.001201
max(P˜1, P˜2)
+ 1 ≥ 0.001201Σ2 + 1 (1019)
≥ 0.001201Σmax + 1 ≥ 0.001201
1− a2 + 1. (1020)
Upper bound: By Corollary 3 (31), we have
(Dσmax(Pmax), Pmax) ≤ ( 1
1− a2 , 0). (1021)
If Σmax ≤ 11−a2 , P˜1 ≤ 1Σ2 and 1max(1,Σmax) < max(P˜1, P˜2) ≤ 1Σ2
This case never happens since Σ2 ≥ max(1,Σmax).
If Σmax ≤ 11−a2 , P˜1 ≤ 1Σ2 and 1− a2 ≤ max(P˜1, P˜2) ≤ 1max(1,Σmax)
Upper bound: By plugging t = P˜max into (32) of Corollary 3, we have
(Dσmax(Pmax), Pmax) ≤ ( 2
P˜max
, P˜max). (1022)
If Σmax ≤ 11−a2 , P˜1 ≤ 1Σ2 and 1−a
2
20 ≤ max(P˜1, P˜2) ≤ 1− a2
In this case, the lower bound of (1018) can be further lower bounded by
DL(P˜1, P˜2) ≥ 0.0012011
1− a2 + 1. (1023)
Upper bound: By Corollary 3 (31), we have
(Dσmax(Pmax), Pmax) ≤ ( 1
1− a2 , 0). (1024)
Ratio: c is upper bounded by
c ≤ 2
0.0012011
≤ 1700. (1025)
(ii-v) When P˜1 ≤ 1Σ2 and max(P˜1, P˜2) ≤ 1−a
2
20
Lower bound: By Corollary 6 (d), we have
DL(P˜1, P˜2) ≥ 0.0869
1− a2 + 1. (1026)
Upper bound: By Corollary 3 (31), we have
(Dσmax(Pmax), Pmax) ≤ ( 1
1− a2 , 0). (1027)
Ratio: c is upper bounded by
c ≤ 1
0.0869
≤ 12. (1028)
(iii) When 40 ≤ Σ1 ≤ Σ2
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(iii-i) When P˜1 ≥ 1Σ1
Lower bound: By Corollary 6 (e), we have
DL(P˜1, P˜2) ≥ 0.2636Σ1. (1029)
If P˜1 ≥ 1Σ1 and Σ1 ≥ 11−a2
Upper bound: By Corollary 3 (31), we have
(Dσ1(P˜1), P˜1) ≤ ( 1
1− a2 , 0) ≤ (Σ1, 0). (1030)
If P˜1 ≥ 1Σ1 and Σ1 ≤ 11−a2
Upper bound: By plugging t = 1Σ1 into (32) of Corollary 3, we have
(Dσ1(P1), P1) ≤ (2Σ1, 1
Σ1
). (1031)
Ratio: c is upper bounded by
c ≤ 2
0.2636
< 8. (1032)
(iii-ii) When 1Σ2 ≤ P˜1 ≤ 1Σ1
Lower bound: Since 1Σ2 ≤ P˜1 ≤ 1Σ1 ≤ 140 , by Corollary 6 (b)
wehaveDL(P˜1, P˜2) ≥ 0.009131
P˜1
+ 1. (1033)
If Σ1 ≥ 11−a2 and 1Σ2 ≤ P˜1 ≤ 1Σ1
In this case, the lower bound of (1033) can be further lower bounded by
DL(P˜1, P˜2) ≥ 0.009131Σ1 + 1. (1034)
Upper bound: By Corollary 3 (31), we have
(Dσ1(P1), P1) ≤ ( 1
1− a2 , 0) ≤ (Σ1, 0). (1035)
If Σ1 ≤ 11−a2 and 1− a2 ≤ P˜1 ≤ 1Σ1
Upper bound: By plugging t = P˜1 into (32) of Corollary 3, we have
(Dσ1(P1), P1) ≤ ( 2
P˜1
, P˜1). (1036)
If Σ1 ≤ 11−a2 and 1Σ2 ≤ P˜1 ≤ 1− a2
In this case, the lower bound (1033) can be further lower bounded by
DL(P˜1, P˜2) ≥ 0.009131
1− a2 + 1. (1037)
Upper bound: By Corollary 3 (31), we have
(Dσ1(P1), P1) ≤ ( 1
1− a2 , 0). (1038)
Ratio: c is upper bounded by
c ≤ 2
0.009131
< 220. (1039)
(iii-iii) When P˜1 ≤ 1Σ2 and max(P˜1, P˜2) > 1Σ2
Compared to the case (ii-iii), the only difference is the condition on Σ1. Moreover, since the argument of (ii-iii) does not
depend on the condition on Σ1, we can get the same bound on c following the same argument as (ii-iii).
(iii-iv) When P˜1 ≤ 1Σ2 and 1−a
2
20 ≤ max(P˜1, P˜2) ≤ 1Σ2
Compared to the case (ii-iv), the only difference is the condition on Σ1. Moreover, since the argument of (ii-iv) does not
depend on the condition on Σ1, we can get the same bound on c following the same argument as (ii-iv).
(iii-v) When P˜1 ≤ 1Σ2 and max(P˜1, P˜2) ≤ 1−a
2
20
Compared to the case (ii-v), the only difference is the condition on Σ1. Moreover, since the argument of (ii-v) does not
depend on the condition on Σ1, we can get the same bound on c following the same argument as (ii-v).
