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Abstract—In recent years, an extensive academic and industrial
literature has developed to determine how much such variable
energy resources (VER) may be integrated and how to best
mitigate their impacts. While certainly insightful within the
context of their application, many integration studies have
methodological limitations in that they are case specific, address
a single control function of power grid balancing operations,
and are often not validated by simulation. This paper presents
a holistic method for the assessment of power grid imbalances
induced by variable energy resources based upon the concept of
enterprise control. It consists within a single package a three layer
enterprise control simulator which includes most of the balancing
operation functionality found in traditional power systems. The
control layers include a resource scheduling layer composed
of a security-constrained unit commitment, a balancing layer
composed of a security-constrained economic dispatch, and a
regulation layer. The proposed method is validated by a set of
numerical simulations. The sequel to this paper submitted to the
same issue provides a set of extensive results that demonstrate
how power grid balancing operations systematically address
variable energy resource integration.
Index Terms—Power system imbalances, enterprise control,
variable energy resources.
I. INTRODUCTION
IN recent years, the trend towards renewable energy in-tegration has developed to address energy security and
global climate change drivers. And yet, as energy sources,
they possess a variable and uncertain nature that significantly
complicates power grid balancing operations. To address these
challenges, an extensive academic and industrial literature has
developed addressing both technical and economic aspects of
variable energy resource (VER) integration [1]–[3]. The main
conclusion of such integration studies is that renewable energy
integration requires the procurement of additional generation
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reserves [4]–[9]; although they often disagree on their exact
quantity.
While certainly insightful within the context of their ap-
plication, many integration studies have significant method-
ological limitations [10], [11]. First, most of these results are
based on specific case studies [12], [13] and do not allow
generalization [14]. Moreover, most of the studies are limited
to a single control function of balancing operations; often
either unit commitment or economic dispatch. For example,
the authors in [15] consider an economic dispatch at 10
minute resolution but neglects regulation. sThis restricts the
scope of the results to the time scale of the chosen function,
and neglects the fact that VERs introduce variability at all
timescales [16], [17]. Furthermore, most of the studies are
limited to statistical calculations, which are yet to be validated
by simulations [4], [14]. Of these, some are limited to consid-
ering either only variability of the net load [18]–[20] or only its
forecast error [21]–[24]. Those wind power integration studies
that do use simulation usually do so for a particular study area
[25]. References [14], [19] implement only unit commitment
models, according to the assumption that wind integration
has the biggest impact on unit commitment. Finally, many
of the calculations are based upon the experience of system
operators which may not necessarily remain valid as the
power system continues to evolve. In summary, a review of
the existing literature on imbalance assessment methodologies
shows a lack of holistic methods in which the variability and
penetration characteristics of the renewable energy is directly
tied to the power system imbalances [10], [11].
This paper seeks to develop such a generalized approach
based upon previous work in the area [26], [27]. It draws
as inspiration the concept of integrated enterprise control in
which both physical as well as enterprise processes are mod-
eled to gain an understanding of the holistic system behavior
[28]–[30]. In such a way, the variability of renewable energy
resources can be viewed as an input disturbance which the
(enterprise) power system systematically manages to deliver
attenuated power system imbalances. Consequently, the power
from renewable energy sources is modeled in terms of its key
characteristics: penetration level, forecast error, and variability.
Furthermore, the enterprise power system modeling [26], [27]
includes three control layers namely: resource scheduling,
balancing actions as well as regulation service layer on top
of the physical power grid, which represents the buses, trans-
mission lines, loads and generators. While it is not possible
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within the scope of this paper to model all enterprise power
system processes, the ones most relevant to power system
imbalances are captured: unit commitment, regulation service,
real-time market, and operator manual actions. The notion of
multi-layered power system control has been introduced in the
literature before [31], [32]. Reference [33] proposes a mod-
eling framework by decomposing the power system control
equations into multistage operations. Similarly, [34] studies
multiple timescales of the power system operations from an
energy storage integration perspective. In contrast, one of the
major contributions of this paper is that integration of power
system control layers also guarantees case-independence of
the assessment results. To this end, some modifications of the
control procedures are implemented as discussed in Section III.
The application of the proposed method to the assessment of
the reserve requirements is found in the sequel to this paper
submitted to the same journal [35].
The remainder paper is organized as follows. Section II
provides background descriptions of power system balancing
operations. Section III then gives the detailed description of
the enterprise control assessment methodology. Section IV is
devoted to the validation of the proposed methodology by a
set of simulations. Finally, Section V presents the conclusions.
II. BACKGROUND
For normal power system balancing operations, the sys-
tem behavior is traditionally classified as a hierarchy of
primary, secondary, and tertiary controls [36]. The primary
control addresses transient stability phenomena in the range of
0.1− 10sec [37]. The secondary control, commonly referred
to as automatic generation control (AGC), interacts with the
dispatched generators in the control area to maintain the power
balance and the system frequency, and acts in a timescale
of 20s−2min. Tertiary control is normally implemented as a
security-constrained economic dispatch (SCED) and provides
power setpoints to the generators (5 − 15min). Balancing
operations also include day-ahead scheduling that defines the
optimal set of generation units for the following day and is
commonly implemented as a security-constrained unit com-
mitment (SCUC) problem. Both SCUC and SCED represent
the normal operating decisions executed by the day-ahead
and real-time markets respectively. Although these markets
only work as part of normal operation, they do set aside
operating reserves which may be utilized in either normal or
contingency (i.e. emergency) operation. This section provides
background information to each of these: SCUC, SCED,
Generation Model & AGC. Additionally, some fundamental
definitions are provided to facilitate the development of the
methodology in the next section.
A. Security-Constrained Unit Commitment (SCUC)
The goal of the SCUC problem is to choose the right
set of generation units, that are able to meet the real-time
demand with minimum cost. In the original formulation, the
SCUC problem is formulated as a nonlinear optimization
problem with integrated power flow equations and system
security requirements [38]. The cost of generation units is
approximated as a quadratic function in the following form:
C(P) =CF +CLP+CQP2 (1)
where CF , CL and CQ are fixed, linear and quadratic cost
coefficients respectively. However, the constraints are often
linearized to avoid convergence issues:
min
24
∑
t=1
NG
∑
i=1
(
witCFi +C
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i Pit +C
QP2it +w
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itC
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i +w
d
itC
D
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)
(2)
s.t.
NG
∑
i=1
Pit = Dˆt (3)
−Rmaxi Th ≤ Pit −Pi,t−1 ≤ Rmaxi Th (4)
witPmini ≤ Pit ≤ witPmaxi (5)
wit = wi,t−1+wuit −wdit (6)
NG
∑
i=1
witPmaxi −
NG
∑
i=1
Pit ≥ Pres (7)
i and t are generator and time indices respectively. The
following notations are used:
CUi ,C
D
i startup and shutdown costs of generator i
Pit power output of generator i at time t
Dˆt total demand forecast at time t
Pmaxi ,P
min
i max/min power limits of generator i
Rmaxi maximum ramping rate of generator i
Th scheduling time step (normally, 1 hour)
NG number of generators
wit ON/OFF state of the generator i
wuit ,w
d
it startup/shutdown indicators of generator i
Pres system reserve requirements
Constraint (3) corresponds to the power balance equation.
Constraints (4) and (5) are the physical limitations on gener-
ators’ ramping rates and power outputs respectively. The last
constraint ensures procurement of the load following reserves.
B. Security-Constrained Economic Dispatch (SCED)
The real-time market moves available generator outputs to
new setpoints (re-dispatch) in the most cost-efficient way. In
its original formulation, generation re-dispatch is implemented
as a non-linear optimization model, called AC optimal power
flow (ACOPF) [39]. Due to problems with convergence and
computational complexity [38], most of the U.S. indepen-
dent system operators (ISO) moved from ACOPF to linear
optimization models. The most commonly used model is
called Security-Constrained Economic Dispatch (SCED) and
is formulated as an incremental linear optimization problem
[40]:
min
NG
∑
i=1
(CLi ∆Pit +2C
Q
i Pit∆Pit) (8)
s.t. ∆Pjt =
NG
∑
i=1
B ji∆Pit (9)
IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS (PREPRINT VERSION) 3
NB
∑
j=1
(1− γ jt)
(
∆Pjt −∆Dˆ jt
)
= 0 (10)
NB
∑
j=1
al jt
(
∆Pjt −∆Dˆ jt
)≤ Fmaxl −Flt (11)
−RiTm ≤ ∆Pit ≤ RiTm (12)
Pit −Pmini ≤ ∆Pit ≤ Pmaxi −Pit (13)
where i, j, l and t are generator, bus, line and time indices
respectively. The following notations are used:
∆Pit power increment of generation i
∆Dˆ jt ,∆Pjt demand forecast and generation increments on bus j
B ji correspondence matrix of generator i to bus j
Flt ,Fmaxl power flow level and flow limit of line l
γit incremental transmission loss factor of bus i
alit bus i generation shift distribution factor to line l
NB number of buses
Tm real-time market time step (normally, 5 minutes)
Use of incremental values for generation and load allows
incorporation of sensitivity factors and problem lineariza-
tion. Sensitivity factors establish linear connections between
changes of power injections on the buses and state-related
parameters of the system [41]. Two sensitivity factors are used
in the SCED. The incremental transmission loss factor (ITLF)
for bus i shows how much the total system losses change,
when power injection on bus i increases by a unit [42]. The
incorporation of ITLF into the model results in a linearization
of the power balance constraint (10). The generation shift
distribution factor (GSDF) shows how much the active power
flow through line l changes, when injection on bus i increases
by a unit [42], [43]. The incorporation of GDSF into the
model results in a linearization of the line flow limit constraint
(11). Constraints (12) and (13) are the physical limits of the
generator ramping rates and outputs. The SCED objective
function is the first derivative of the cost function (1):
∆C(P) =CL∆P+2CQP∆P (14)
Some input parameters of the SCED problem, such as Pit ,
Flt , γit , alit , depend on the current state of the system. These
parameters are calculated before each SCED iteration based
on a full AC power flow analysis of the system. The literature
often refers to the usage of such a priori information as “hot
start models” [40].
C. Generator Model and Automatic Generation Control
A generic model of generator dynamics with integrated
prime mover and governor is presented in Fig. 1 [44], where
the following notations are used:
sT1
1
sR1
1
DHs2
1
R
1
)(sPref Pg PV Pm
)(sPL
)(s
s
KI
Fig. 1. The generic form of the generator primary control
∆Ω(s) system frequency deviation
∆PL(s) nonfrequency-sensitive load change
∆Pm(s) mechanical power change
∆Pv(s) steam valve position
∆Pg(s) speed governor output
∆Pre f (s) reference power
H generator inertia
D load sensitivity to the system frequency
R governor speed regulation curve slope
τR,τT governor and turbine time constants
AGC is implemented as a feedback loop as follows [44]:
∆Pre f (s) =
KI
s
∆Ω(s) (15)
where KI is the controller gain. The residual imbalance is
called area control error (ACE) and for each control area i
is defined as [36]:
ACEi = Bi∆ fi+
n
∑
j=1
∆Pi j (16)
where ∆ fi = ∆Ωi/2pi , Bi is the frequency bias, and ∆Pi j is
the change in the power with respect to its scheduled value
in the tie-line between areas i and j. According to the control
performance standards (CPS) defined by the North American
Electric Reliability Corporation (NERC), each balancing au-
thority shall operate such that its average ACE for at least
90% of clock-ten-minute periods (6 non-overlapping periods
per hour) during a calendar month is within a specific limit
called the L10 [45]:
AV G10−minute(ACEi)≤ L10 (17)
D. Fundamental Definitions
In order to facilitate the usage of this work across different
power systems, a number of non-dimensional quantities are
introduced.
Definition 1. Penetration Level (pi): The installed VER ca-
pacity PmaxV normalized by the system peak load P
peak
L [46]:
pi = PmaxV /P
peak
L (18)
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Definition 2. VER Capacity Factor (γ): The average VER
power output PV (t) (e.g., over 1 year period) per installed
capacity:
γ =
PV (t)
PmaxV
(19)
Next, it is important to introduce the concept of variability
as it is applied to the VERs, the load, and/or the net load.
The variability of each of these plays a significant role in
balancing operations. Nevertheless, no mathematical definition
of variability has been found in the literature. Intuitively
speaking, variability is associated with the change rates of a
given output. In this paper, it is defined as:
Definition 3. Variability (A): Given the choice of the output
P(t) (e.g. the VER generation, the load, the net load), the vari-
ability is the root-mean-square of that output’s rate normalized
by the root-mean-square of that output [47]:
A =
rms(dP(t)/dt)
rms(P(t))
(20)
Since the power spectra of the VER and load have distinc-
tive shapes [16], [17], the way to change the variability of the
profile without distorting its spectral shape is temporal scaling
[47]. Assume that a default profile P0(t) has a variability A0
and P(t) is related to it in the following way:
P(t) = P0(αt) (21)
According to (20), the variability of P(t) is:
A =
rms(dP0(αt)/dt)
rms(P0(αt))
= α · rms(dP0(αt)/d(αt))
rms(P0(αt))
= αA0
(22)
Thus, α can be viewed as a scaling factor between the given
profile and the default profile variabilities:
α =
A
A0
(23)
The definitions for the forecast and forecast error are
introduced next. Fundamentally speaking, while the net load
is a continuously varying function in time, the forecast has a
specific value resolved with each day ahead market time block
(e.g. 1 hour). Therefore, the two are inherently different types
of quantities. To address this issue, the concept of a “Best
Forecast” is introduced as:
Definition 4. The Best Forecast [47]: Given the output P(t)
(e.g. the VER generation, the load, the net load), the best
forecast P¯k is equivalent to the average value of that output
during the kth market time block of duration T :
P¯k =
1
T
(k+1)T∫
kT
P(t)dt (24)
Similarly, the forecast error defines the deviation between
the actual and best forecasts, which in turn may have various
measures such as mean absolute error (MAE) and mean
square error (MSE) [48]. Here, the VER forecast error is
normalization by the installed capacity.
TABLE I
THE CLASSIFICATION OF RESERVES USED IN THIS PAPER
Name Definition Activation
mechanism
Load
following
Capacity available during normal operations
for assistance in active power balance to
correct the future anticipated imbalance (up-
ward and downward).
Real-time
market
(SCED)
Ramping Capacity available for assistance in active
power balance during infrequent events that
are more severe than balancing needed dur-
ing normal conditions and is used to correct
non-instantaneous imbalances (upward and
downward).
Real-time
market
(SCED)
Regulation Capacity available during normal operations
for assistance in active power balance to
correct the current imbalance (upward and
downward).
Regulation
service
(AGC)
Definition 5. VER Forecast Error (ε) [47]: The standard
deviation of the difference between the best (P¯k) and actual
VER forecasts (Pˆk) normalized by the installed capacity:
ε =
√
1
n
n
∑
k=0
(
P¯k− Pˆk
)2
PmaxV
(25)
Finally, the definitions of the reserve types used in this paper
are presented in Table I. This paper uses the classification of
reserves found in [4], [5].
III. METHODOLOGY AND SIMULATION SETUP
Given the background information provided in the previous
section, the paper turns to describe the methodology of the
power grid enterprise control assessment. The enterprise model
used in this study is comprised of three interconnected control
layers on top of the physical power grid: resource scheduling,
balancing actions and the regulation, as presented in Fig. 2.
Together, they reflect the behavior of a power system under
normal operation. The detailed descriptions of each layer are
presented in the following subsections.
A. Resources Scheduling
Power system balancing starts with the day-ahead schedul-
ing of the resources. According to Fig. 2, this stage accom-
plishes two main goals, namely: unit commitment and reserve
scheduling. While the unit commitment problem formulation
presented in (2)-(7) is often used for these purposes, its
as-stated application in integration studies is problematic. It
implicitly makes conjectures which can be proven false, thus
potentially invalidating the results of the entire integration
study. This subsection identifies these conjectures, proves them
false by counterexample and then proceeds to offer a modified
SCUC formulation which avoids the previous limitations.
Conjecture 1. Constraint (5) in the traditional SCUC formula-
tion guarantees that the minimum total output of the scheduled
generation is lower than the real-time demand D(t) and the
losses L(t).
NG
∑
i=1
witPmini ≤ D(t)+L(t).
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Fig. 2. Conceptual model of a power grid enterprise control simulator
Counter-Proof: By definition, the range of the total
generation that the system can provide is defined by the set
of the committed generation units and their maximum and
minimum outputs:[
NG
∑
i=1
witPmini ,
NG
∑
i=1
witPmaxi
]
(26)
Rearranging (3), (5) and (7), gives:
NG
∑
i=1
witPmaxi ≥ Dˆt +Pres (27)
NG
∑
i=1
witPmini ≤ Dˆt (28)
Consider the power differential ∆P(t) defined as:
∆P(t) = D(t)+L(t)− Dˆt (29)
In the case that the minimum total output of the sched-
uled generation is equal to the day-ahead demand forecast,
NG
∑
i=1
witPmini = Dˆt , and the real-time demand is less than the
forecasted demand, ∆P(t)≤ 0, the conjecture is false.
In such situations, the independent system operator normally
issues a minimum generation alert, suspends market activity
and proceeds to manual operation of the grid [49]. Such a
situation has occurred within PJM-ISO in 2005 when nuclear
plants were not able to ramp down to an unpredicted drop in
real-time demand in the early morning hours [50].
Remark. Rewriting the power differential ∆P(t) in terms of the
average demand over the day-ahead market scheduling time
block gives:
∆P(t) = D(t)+L(t)− Dˆt = [D(t)− D¯(t)]+
+
[
D¯(t)− Dˆt
]
+L(t) (30)
Thus the ∆P(t) depends on three factors: the profile variance
from the average, the day-ahead forecast error and the system
losses.
Conjecture 2. Constraint (4) in the traditional SCUC formu-
lation schedules sufficient ramping capabilities to cover real-
time demand and load variations.
NG
∑
i=1
Rmaxi ≥ d(D(t)+L(t))/dt
and
NG
∑
i=1
Rmini ≤ d(D(t)+L(t))/dt.
Counter-Proof: By definition, the range of the scheduled
ramping resources are:[
NG
∑
i=1
witRmini ,
NG
∑
i=1
witRmaxi
]
(31)
According to (3) and (4), these limits become:
NG
∑
i=1
Rmaxi ≥
Dˆt − Dˆt−1
Th
(32)
NG
∑
i=1
Rmini ≤
Dˆt − Dˆt−1
Th
(33)
Now consider a ramping differential ∆R(t) defined as:
∆R(t) =
d(D(t)+L(t))
dt
− Dˆt − Dˆt−1
Th
(34)
If the maximum ramp capability of the scheduled generation
is equal to the difference in successive forecasts,
NG
∑
i=1
Rmaxi =
Dˆt−Dˆt−1
Th
and ∆R(t)≥ 0, then the conjecture is false. Similarly,
if the minimum ramp capability of the schedule generation
is equal to the difference in successive forecasts,
NG
∑
i=1
Rmini =
Dˆt−Dˆt−1
Th
and ∆R(t)≤ 0 then the conjecture is also false.
Remark. Rewriting the ramping differential ∆R(t) in terms of
the average demand levels of successive time blocks D¯t gives:
∆R(t) =
d(D(t)+L(t))
dt
− Dˆt − Dˆt−1
Th
=
[
d(D(t)
dt
− D¯t − D¯t−1
Th
]
+
+
[(
D¯t − Dˆt
)− (D¯t−1− Dˆt−1)
Th
]
+
dL(t)
dt
(35)
Similar to the generation scheduling case, the mismatch con-
sists of three terms. The first term is the difference between the
real-time demand variations and its day-ahead estimate based
on best forecast. The second and third terms are contributed
by the day-ahead forecast error and the system losses.
The derivations above show that both generation and ramp-
ing mismatches from the real-time values are due to the
following three factors:
• Scheduling time step. The time resolution of the SCUC
problem Th is normally taken one hour, while the real-
time power consumption changes constantly. This makes
matching the scheduled and real-time values.
• Day-ahead forecast error. The SCUC problem is based
on the day-ahead net load forecast, which never matches
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its actual value due to the limited accuracy of the fore-
cast. The day-ahead forecast error is the second major
contributor to the mismatch.
• Transmission losses. Power balance also implies incor-
poration of the loss term in the equations, while constraint
(3) neglects the losses, which also contributes to the
mismatch term.
To overcome the limitations of the two false conjectures above,
the SCUC formulation is enhanced with three additional
constraints (42)-(44):
min
24
∑
t=1
NG
∑
i=1
(
witCFi +C
L
i Pit +C
Q
i P
2
it +w
u
itC
U
i +w
d
itC
D
i
)
(36)
s.t.
NG
∑
i=1
Pit = Dˆt (37)
−Rmaxi Th ≤ Pit −Pi,t−1 ≤ Rmaxi Th (38)
witPmini ≤ Pit ≤ witPmaxi (39)
wit = wi,t−1+wuit −wdit (40)
NG
∑
i=1
witPmaxi −
NG
∑
i=1
Pit ≥ Pres (41)
NG
∑
i=1
Pit −
NG
∑
i=1
witPmini ≥ Pres (42)
NG
∑
i=1
witRmaxi −
NG
∑
i=1
(
Pit −Pi,t−1
Th
)
≥ Rres (43)
NG
∑
i=1
(
Pit −Pi,t−1
Th
)
−
NG
∑
i=1
witRmini ≥ Rres (44)
where constraint (42) makes sure that the generation outputs
can vary from the scheduled values in both up and down
directions. Similarly, the constraints (43) and (44) schedule
ramp up and down reserves.
One additional issue concerning operating reserves remains
in the utilization of a SCUC for VER integration studies.
Conjecture 3. The amount of scheduled reserves must in-
crease as the reserve requirement increases. Therefore, the
potential imbalances caused by net load variability are reduced
by a greater reserve requirement.
Counter-proof: Equations (41)-(44) ensure that the
scheduled operating reserves are greater than the reserve
requirements. The former is written on the left hand side
while the latter is written on the right hand side. The
simplest counter-example can be a single generator system
with Pmax = 100MW , non-binding ramping capabilities and
Dˆ = 100MW . At first, Pres = 10MW load following reserve
requirement leads to a SCUC solution of P = 100MW with
actual reserves of 100MW . Then, as the reserve requirement
increases to Pres = 20MW , the scheduled generation level
still stays the same 100MW , since it is defined by Dˆ. Thus,
the actual reserves of the system also stay the same. This
scenario is observed in the power systems of all sizes and it
reveals the main point of this conjecture: the power system
operators are only able to set the reserve requirement, while
the penetration of the VER into the system is supported by
actual reserves. Uncertain interdependency between these two
concepts creates discrepancies in the integration studies, where
one may conclude that increasing the system reserves does not
improve the balancing capabilities of the VER induced power
system. A method of overcoming these kind of discrepancies
is described in the following remark.
Remark. While the right hand side of (41)-(44) can increase
continuously, the left hand side can only change discretely with
the commitment of new generation units. The degree to which
the actual scheduled reserves exceed the reserve requirements
depends on different factors including the generation portfolio,
the demand level, ramping capabilities, and relative costs.
The value will range from zero to the largest generation unit
capacity. Therefore, for the same reserve requirement, a power
system with mostly larger generation units is likely to maintain
higher scheduled reserves. Barring ramping limitations, such
a system would maintain significantly lower imbalance levels
in VER integration studies.
The counter-proof and remark above suggest that the SCUC
needs to be implemented in such a way as to give unbiased,
case-independent results as part of a VER integration study.
The notion of case-independence assumes that the reserve
requirements of the system should be independent of the phys-
ical properties of the generators, such as maximum/minimum
generation levels and ramping rates. As far as the power
system operates according to the model in Fig. 2, the reserve
requirement should only be defined by the parameters of the
net load and the characteristic times of the power system op-
erations [47]. To that effect, the enhanced SCUC formulation
is implemented for the worst-case scenario that the actual
scheduled reserves are equal to the reserve requirements. In
such a way, the enhanced SCUC formulation can help to
describe how large the imbalances can be for a power system
with integrated VERs.
The amount of the scheduled reserves is changed by arti-
ficially manipulating the maximum and minimum generation
levels after the generation units have been committed. This is
achieved with scaling factors which are defined by the ratio
of the reserve requirement to the scheduled reserves:
αPUt =
Pres
NG
∑
i=1
wit (Pmaxi −Pit)
(45)
αPDt =
Pres
NG
∑
i=1
wit
(
Pit −Pmini
) (46)
According to (45) and (46), the scaling factors depend on
time, because the SCUC schedule commits different amount
of reserves for different time intervals. The scaling factors are
then used to adjust the maximum and minimum outputs of
the generators, so that the scheduled reserves are equal to the
reserve requirements:
Pmaxit = Pit +α
PU
t · (Pmaxi −Pit) (47)
Pminit = Pit −αPDt ·
(
Pit −Pmini
)
(48)
Note, that the maximum and minimum outputs of the com-
mitted generators change over time. While this process is just
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a mathematical abstraction, it is required to demonstrate the
impact of the reserve requirements on the system imbalances.
The same rationale is applied to the scheduling of ramping
reserves. Since the generation units normally have the same
ramping limits in both directions, only one set of scaling
factors are used for ramping capabilities:
αRt =
Rres
NG
∑
i=1
wit (Rmaxi −Rit)
(49)
Accordingly, the adjusted maximum and minimum ramping
rates of the generators are given by the following equations:
Rmaxit = Rit +α
R
t · (Rmaxi −Rit) (50)
Rminit = Rit −αRt · (Rmaxi −Rit) (51)
B. Balancing Actions
Once the first layer of the enterprise control in Fig. 2 has
been described, this section turns to describing the (middle)
balancing layer. It performs two actions: the economic dispatch
and the manual operator actions.
1) Security-Constrained Economic Dispatch: The real-time
market is based on the SCED problem given in (8)-(13).
However, that formulation always equates the changes in
generation to the changes in demand; leaving the current
imbalances untouched. Furthermore, the SCED as stated does
not replace utilized regulation reserves with firm capacity. As
a result, the regulation service can potentially saturate quickly;
leaving the system to be protected by only manual operation.
To avoid these issues, the proposed methodology modifies the
power balance constraint (10) such that the enhanced SCED
formulation is:
min
NG
∑
i=1
(CLi ∆Pit +2C
Q
i Pit∆Pit) (52)
s.t. ∆Pjt =
NG
∑
i=1
B ji∆Pit (53)
NB
∑
j=1
(1− γ jt)
(
∆Pjt −∆Dˆ jt
)
= It +Gt (54)
NB
∑
j=1
al jt
(
∆Pjt −∆Dˆ jt
)≤ Fmaxl −Flt (55)
−RiTm ≤ ∆Pit ≤ RiTm (56)
Pit −Pmini ≤ ∆Pit ≤ Pmaxi −Pit (57)
where It is the current level of imbalances and Gt is the current
level of utilized regulation reserves.
2) Operator Manual Actions: In the normal operating
mode, the regulation service and the real-time market are able
to keep the system balanced. However, a sudden outage of a
major generation unit creates a big imbalance that the real-
time market and regulation service are not able to mitigate.
These kinds of situations require manual actions in the form
of contingency reserves deployment, decisions on the location
of activated resources, etc. Manual actions are performed by
power system operators and are performed as necessary. In
the absence of operator models in the literature, the following
method is used in the current study. The trigger of operator
manual intervention works when the imbalance exceeds 80%
of the largest generation unit. The actions of the operators
include balancing of the system by bringing new generation
units online.
C. Regulation Service Model
The regulation service is provided by generation units con-
trolled by the dynamic AGC model described in Section II-C.
This study uses 1 minute increments as its finest time scale
resolution. In the meantime, the cycle time of slow transient
stability phenomena is approximately 10 seconds. Given the
6x difference, the transfer function shown in Fig. 1 can be
replaced with the steady-state equivalent of a gain with satura-
tion limits. In implementation, the regulation service responds
to the imbalance by moving its output to the opposite direction
until imbalance mitigation or regulation service saturation.
Also, according to (16), the ACE estimation requires the
measurement of the system frequency deviation. However,
for steady-state simulations the concept of frequency is not
applicable. Instead, a designated virtual slack generator con-
sumes the mismatch of generation and consumption to make
the steady-state power flow equations solvable. Therefore,
for steady state simulations the power system imbalance is
measured at the slack generator output [36].
D. Modeling Variable Energy Resources
For the simulation of different integration scenarios, VER
models should systematically and explicitly vary five main
parameters: penetration level, capacity factor, variability, day-
ahead and short-term forecast errors.
First, the definitions of VER penetration level and capacity
factor in (18) and (19) respectively can be used to define the
actual VER output.
PV (t) =
PV (t)
PV (t)
PV (t)
PmaxV
· P
max
V
PpeakL
·PpeakL = pV (t) · γ ·pi ·PpeakL (58)
where pV (t) is VER power normalized to a unit capacity
factor. Equation (58) shows that if a single pV (t) is taken as
a default profile, the actual VER output can be systematically
adjusted with the values of pi and γ .
Next, the definition of VER forecast error in (25) can be
used to define the actual VER forecast error. Two types of
forecasts (and their errors) are used in the power system
simulations, day-ahead and short-term. The day-ahead forecast
is used in the SCUC model for day-ahead resource scheduling.
It normally has a 1 hour resolution and up to 48 hour forecast
horizon. The short-term forecast is used in the SCED model
for real-time balancing operations. It has a 10 minute time
resolution and up to 6 hour time horizon [51], [52]. The VER
forecast can be expressed as:
PˆV (t) = PV (t)−E(t) (59)
where PˆV (t) is the forecasted VER profile, and E(t) is the
error term. Using the definition of the forecast error in (25),
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the error term can be written as:
E(t) =
E(t)
std (E(t))
· std (E(t))
PmaxV
· P
max
V
PpeakL
·PpeakL =
= e(t) · ε ·pi ·PpeakL (60)
where e(t) is the error term normalized to the unit standard
deviation. Equation (60) shows that if a single e(t) is taken for
each type of market as a default profile, the actual error profile
can be systematically adjusted with the values of pi and ε . It is
important to emphasize that the e(t) is different for the day-
ahead and short-term applications. They may have different
probability distributions and power spectra. Additionally, the
forecast error ranges are generally different with the short-term
forecast having higher accuracy as compared to the day-ahead
forecast.
Finally, the actual variability can be similarly adjusted with
the value of α . Using (58) and (60) and the properties of
variability in (21) and (23), the VER model can be expressed
as follows:
PV (t) = pV (αt) · γ ·pi ·PpeakL (61)
PˆV (t) = (γ · pV (αt)− ε · e(αt)) ·pi ·PpeakL (62)
α = A/A0 (63)
This set of equations defines the VER model used in this study.
As an input, it requires the actual VER profile pV (t) normal-
ized to unit capacity factor, and the error term profile e(t),
normalized to unit standard deviation. The model explicitly
includes the five major parameters of VER.
IV. METHOD VALIDATION
The purpose of this section is to compare the performances
of the enterprise control and classical methods for different
power systems. All power systems used in this section are
slight modifications of IEEE RTS-96 reliability test system
[53]. They differ by the physical properties of the generators,
i.e., maximum/minimum generation levels and ramping rates.
The goal is to show that the enterprise control method provides
case-independent results as it is defined in Section III. Also,
this section tests the performance of the enterprise control
method for the cases when the assumptions in Conjecture 1–3
are not true. Finally, the effect of multi-layer integration on
the computational complexity is considered. To this end, six
case studies are performed:
1) Downward load following reserve scheduling. The per-
formances of different power systems with and without
constraint (42) are compared.
2) Ramping reserve scheduling. The performances
of different power systems with and without
constraints (43) and (44) are compared.
3) Reserve scaling. The importance of reserve scaling (47),
(48), (50) and (51) for case-independent assessment of
the reserve requirements is demonstrated.
4) Regulation and imbalance integration into SCED.
The performances of different power systems with and
without It and Gt terms in constraint (54) are compared.
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Fig. 3. The impact of down load following reserve scheduling on power
system balancing performance.
5) Balancing performance criterion. Standard deviation of
imbalance is compared to control performance standard
as a balancing performance criterion.
6) Computational complexity. The computational com-
plexity of the enterprise control method is tested.
The data for load and VER daily profiles are taken from
Bonneville Power Administration (BPA) repositories [54].
A. Downward Load Following Reserve Scheduling
Two power systems are studied, where the minimum power
limits of the first system’s generators are close to zero, while
for the second system these numbers are significantly higher.
Both systems are simulated for SCUC formulations with
(enterprise) and without (classical) constraint (42). The results
in Fig. 3 show that for the first system both methods perform
well and the generation follows the actual demand. Note that
the equivalence of the two methods is demonstrated by the
superimposed purple squares, green triangles and blue trian-
gles. Constraint (42) is not binding and both methods yield
the same generation commitment. However, for the second
system, the generation scheduled by the classical method hits
the minimum level and is unable to meet the actual demand.
It should be noted, the the forecasted demand is higher than
the minimum generation level and constraint (39) still holds.
For the enterprise control method, constraint (42) becomes
binding and the commitment changes to allow generation
dispatchability in both directions. As a result, the enterprise
control method is able to meet the demand for the second
system as well.
B. Ramping Reserve Scheduling
Two power systems are studied, where the generation units
of the first system have high ramping capabilities, while the
second system is mainly composed of slow-moving generators.
Both systems are simulated for SCUC formulations with
(enterprise) and without (classical) constraints (43) and (44).
The simulation in Fig. 4 show that for the first system both
methods perform well and the generation follows the actual
demand. Constraints (43) and (44) are not binding and both
methods yield the same generation commitment. However,
the generation scheduled by the classical method experiences
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Fig. 4. The impact of ramping reserve scheduling on power system balancing
performance
ramping limitations for the second system and is unable to
meet the actual demand. For example, at t = 510min, the red
circles fail to track the net load curve by about 50MW . It
should be noted, that the forecasted generation change during
those intervals is nearly negligible and constraint (38) still
holds. For the enterprise control method, constraints (43) and
(44) become binding and the commitment changes to allow
higher generation flexibility. As a result, the enterprise control
method is able to meet the demand for the second system as
well.
C. Reserve Scaling
As already mentioned above, the actually scheduled reserve
amount is often higher than the reserve requirement in (41), de-
pending on the size of generation units. The purpose of reserve
scaling in (47), (48), (50) and (51) is to match the required and
actual reserves, providing worst-case scenario results. Three
power systems with different sets of generators are studied.
The first system mainly consists of small generation units.
The generators of the second system are larger compared to the
ones of the first system. Finally, the third system has the largest
units of all three. These three systems are simulated without
(classical) and with (enterprise) reserve scaling. The results in
Fig. 5 show that the reserve requirement assessment results for
the classical method are different for each system, i.e., they
are case-dependent, while the results for the enterprise control
method match for all three systems. The fact that the enterprise
control assessment method yields higher reserve requirement
results may be misleading. However, the actual reserves for
the classical method exceed the reserve requirements by a
large amount, which can be concluded from the corresponding
low levels of imbalances. In contrast, the enterprise control
method matches the required and actual reserves and returns
the absolute necessary amount of reserves for keeping any
system with the given net load profile balanced, which is the
reserve requirement by definition. Thus, the enterprise control
method provides a case-independent assessment of reserve
requirement.
D. Regulation and Imbalance Integration into the SCED
The role of the regulation service is to mitigate the short-
term imbalances. Since imbalance mitigation also reduces the
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Fig. 5. The impact of reserve scaling on the adequacy of the load following
reserve requirement assessment
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Fig. 6. The impact of the regulation and imbalance integration into the SCED
on the power system balancing performance
available regulation capacity, the effective imbalance is split
between the deployed regulation and the measured residual
imbalance. To this end, It and Gt terms are incorporated
into constraint (54) to reset the effective imbalance and avoid
regulation saturation or accumulation of residual imbalance.
The advantages of this method are demonstrated by a set of
simulations for four variations of constraint (54): classical,
classical + It , classical + Gt and enterprise control, as shown
in Fig. 6. For the classical method the regulation goes to
saturation quickly and leaves the system without protection.
As a result, the unmitigated imbalance starts accumulating and
the system loses stability. The presence of the Gt term alone
periodically resets the utilized regulation and allows partial
mitigation of the imbalance. However, the residual imbalance
starts accumulating and the system loses stability soon. The
presence of the It term alone mitigates the residual imbalance,
while the regulation remains saturated and an imbalance equal
to the forecast error emerges. Finally, the enterprise control
method with both It and Gt terms is able to maintain the system
balanced.
E. Balancing Performance Criterion
A proper choice of balancing performance criterion is
important for this study since it should reasonably reflect the
impact of changing reserve requirements on the imbalances.
Although the control performance standard (CPS) described in
IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS (PREPRINT VERSION) 10
0 0.005 0.01 0.015 0.02
0
5
x 10−3
Load following reserves normalized by peak load
St
an
da
rd
 d
ev
ia
tio
n 
of
 im
ba
la
nc
es
n
o
rm
a
liz
ed
 b
y 
pe
ak
 lo
ad
 
 
0
50
100
Co
nt
ro
l p
er
fo
rm
an
ce
 s
ta
nd
ar
d 
(%
)
STD
L10 = 0.6MW
L10 = 1.5MW
L10 = 3MW
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for different load following reserve amount
Section II-C is a well-established criterion for power system
balance diagnosis, its use for this study is limited for the
following reasons. Being a function of imbalances (ACE), the
CPS only defines the percentage of intervals with residual
imbalances, while the actual magnitude of imbalances is
ignored. This may bring about misleading results about the
impact of reserve requirements on the imbalances. As shown
in Fig. 7, with increase of reserve requirements the magnitude
of imbalances (the standard deviation) reduces monotonically.
However, the curves for CPS are not monotonic and at some
points the value of CPS even decreases with increase of reserve
requirements. These results are hard to interpret. Also, the CPS
value depends on system-specific L10 threshold whose value
varies for different systems (Fig. 7). This further complicates
the interpretation of the CPS value. To avoid these issues,
the standard deviation of imbalances is used as a balancing
performance criterion.
F. Computational Complexity
The computational complexities of the enterprise control
and sole generation dispatching methods are compared. While
the SCUC, reserve scaling and regulation contribute to the
computational complexity of the enterprise control, the test
simulations show that their impact is insignificant. One day
simulation of power system operations with generation dis-
patch lasts 183.38 seconds on a Core i5 machine, while with
enterprise control it takes 188.83 seconds, only 3% more. This
is due to the fact, that SCUC optimization runs only once daily
and regulation and reserve scaling are simple algebraic ma-
nipulations. The SCED takes the most computational burden,
since it runs an optimization problem every 5 minutes.
V. CONCLUSION
This paper proposes an enterprise control assessment
method for variable energy resource induced power system
imbalances. Its distinguishing feature as compared to method-
ologies in the existing literature is a holistic approach. It
consists within a single package a three layer enterprise control
simulator which includes most of the balancing operation
functionality found in traditional power systems. These include
a resource scheduling layer, a balancing layer, and physical
power grid layer. Wherever possible, existing models such
as SCUC, SCED and AGC have been used; although some
modifications have been made to overcome some of their
implicit methodological limitations. The paper is concluded
with a set of validating simulations that demonstrate the im-
portance of the implemented modifications. The sequel to this
paper submitted to the same issue provides a set of extensive
results that demonstrate how power grid balancing operations
systematically address variable energy resource integration.
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