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1. INTRODUCTION 
In this short paper we describe an abstract approximation framework and convergence 
theory for Galerkin approximations applied to inverse problems involving nonlinear dis- 
tributed parameter systems. We consider parameter estimation problems formulated as 
the minimization of a least-squares like performance index over a compact admissible pa- 
rameter set subject to state constraints given by an inhomogeneous nonlinear distributed 
system. Our theory applies to systems whose dynamics can be described by either time 
independent or nonstationary strongly maximal monotone operators defined on a re- 
flexive Banach space which is densely and continuously embedded in a Hilbert space. 
Our approach involves the use of standard Galerkin techniques to obtain a sequence of 
approximating identification problems, each of which involves finite dimensional state 
constraints. We demonstrate that if readily verifiable conditions on the system’s depen- 
dence on the unknown parameters are satisfied, and the usual Galerkin approximation 
assumption (i.e. strong convergence of the orthogonal projections in a sufficiently strong 
norm topology) holds, then solutions to the approximating problems exist and in some 
sense approximate a solution to the original infinite dimensional identification problem. 
These results also guarantee a type of stability - i.e. continuous dependence of approxi- 
mate estimates on the observations. 
In section 2 we summarize the theory developed in [2] for the case of a temporally homo- 
geneous operator, while in Section 3 we treat systems involving nonstationary operators. 
The details for the latter case can be found in [3]. Our results here completely subsume 
the linear theory developed in [l] which is applicable to inverse problems for abstract 
parabolic systems involving regularly dissipative or strongly elliptic linear operators in- 
duced by bounded, coercive, sesquilinear forms. In the fourth section we briefly mention 
some examples, applications, and preliminary numerical results. 
2. THE TEMPORALLY HOMOGENEOUS CASE 
Let {H, < ‘, + >, 1 . I} be a real Hilbert space and let {V, 11 . II} be a reflexive Banach 
space. We assume that V is densely and continuously embedded in H and consequently 
it follows that V + H - V* with H densely and continuously embedded in V*. Let Q 
and Z be metric spaces and let Q be a nonempty, sequentially compact subset of Q. We 
consider inverse problems of the following general form 
(ID) Given observations ZEZ, determine parameters q&Q which minimize the functional 
4(q) = @(u(q); 4 
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where u(q) = u(.;q) is th e mild solution to the initial value problem 
u(o) = %0(Q). (2.2) 
In problem (ID) b a ove we assume that T > 0, that for each ZEZ, a(.;.) is a con- 
tinuous map from C(O,T;H) into BbbR+, and that for each qsQ, A(q) is a single val- 
ued, hemicontinuous, everywhere defined, in general nonlinear, operator from V into 
V*J(Y+~~(O,T;H), and uo(q)eH. In addition, we require the following assumptions. 
(A) (Continuity) For each oeV the map q + A(q)u is continuous from Q c Q into V* 
and the 
mappings q + f(t; q) for almost every tz(O, T], and q + ug(q), are continuous from 
QcQ 
into H. 
(B) (Equi-V-monotonicity) There exist an waBbbR and an Q > 0, both independent of 
q&Q such that 
< A(+ - A(q) u, u - w > +wlu - WI2  CY 11 u - u 112, for every u, ucv. 
(C) (Equtboundedness) There exists a constant p > 0, independent of q&Q for which 
11 A(q)u II*< P(II u II +l) for every y&V. 
In (B) above < ., . > is understood to be the usual extension of the H inner product 
to the duality pairing between V and V*, and in (C), ]] . II* denotes the usual operator 
norm on V*. If for each q.sQ we define the operator A,(q) : Dom(Ao(q)) c H ---) H 
to be the restriction of the operator A(q) to the set Dom(Ao(q)) = {v&V : A(q)vsH}, 
then the assumptions (A) - (C) imply ( see [2]) that there exists a unique nonlinear 
evolution system, {U(t,s; q) : 0 5 s 5 t 2 T}, on H, corresponding to the operator 
Ao(q). The mild solution to the initial value problem (2.1), (2.2) is then defined to be 
~(6 q) = U(t, 0; +0(q), 0 5 t I T. 
We develop computational methods for the solution of problem (ID) by constructing a 
sequence of finite dimensional approximating identification problems. We do this via a 
Galerkin approach. For each n = 1,2,... let H,, denote a finite dimensional subspace of 
H with H, c V, and let P,, : H + H, denote the orthogonal projection of H onto H,. 
We require the assumption that 
(D) limn-+oo ]] P,u - u II= 0 for each VGV. 
Note that assumption (D) also implies that lim,,, IP,u - uI = 0, for each UEH. We 
define Galerkin approximations, A,(q) : H, + H,, to A(q) by setting A,(q)u, = 
u, where u, is that unique element in H, (guaranteed to exist by the Riesr Repre- 
sentation Theorem) which satisfies < A(q)u,, w, >=< u,,, w,, >, w,eH,,. We define 
L(.; g)s& (0, T; Hn) and uon(q)sH, by fn(t; q) = P,f(t; q), for almost every te[O, T] 
and uo,,(q) = P,uo(q). W e consider the following sequence of identification problems. 
(IDn) Given observations ~2, determine parameters qnsQ which minimize the func- 
tional 
&L(a) = @(u&); 2) 
where u,,(q) = un(.;q) is th e mild solution to the initial value problem 
&n(t) + An(q = fn(t; q), 0 < t I 2’ (24 
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%L(q = uon(q). (2.4) 
The definition of the operators A,,(q), and assumptions (B) and (C) imply that for 
each qsQ A,(q) is m-accretive on H, (see [4]). It follows that there exists a unique 
nonlinear evolution system {V, (t, s; q) : 0 5 s 5 t < T} on H,, corresponding to A,(q). 
The mild solution to the initial *rralue problem (2.3), (2.4) is then given by u,(t; q) = 
v,(t,O; q)uon(q) for 0 I t I T. 
Assume for the moment that (i) each of the identification problems (IDn) has a solution 
qn&Q. Then under the further condition that (ii) for any sequence {qn} c Q with 
lim,,, qn = q&Q we have lim,,, u,(q,) = u(q) in C(0, T; H), it follows that solutions 
to (I&)& approximate a solution 3 to problem (ID) in the sense that ij exists as a 
subsequential limit of the sequence {T,,}. Indeed, {,} c Q, and Q compact imply there 
exists a subsequence {?jmj} c (7,) with lim,,, qnj = T&Q. Then for any q&Q, condition 
(ii) and the continuity of @ imply 
We note that it was not necessary to assume that a solution to problem (ID) exists, but 
only that solutions to the approximating identification problems (IDn) exist. Also, when 
there is a unique solution to problem (ID), it is clear that the sequence (7,) itself will 
converge to 7. 
By applying a nonlinear analog of the familiar Trotter-Kato approximation result for 
linear semigroups of operators we are able to show that our assumptions (A) - (D) are 
in fact sufficient to conclude that conditions (i) and ( ii a ) b ove are satisfied. Indeed, con- 
dition (i) will follow from the compactness of Q, the continuity of @, and the continuous 
dependence result 
,$nm u&m) = un(q) in C(0, T; J&J (2.5) 
for each n, whenever {qm} c Q with lim m_,oo qm = q. As in the linear case, the nonlinear 
approximation result is based upon convergence of the resolvent (see [2]). We are able 
to demonstrate that assumptions (A) - (D) imply l&+,(1+ AA,(qlP,p = (I+ 
AA(q))-‘p, and lim m+m(l+XA,(q,))-lp, = (I+XA,(q))-lp, in H for each (p&H and 
(on&H,, and some X > 0 with Xw < 1 whenever lim n+oo q,, = q and lim,,, q,,, = q. This 
together with the continuity assumptions on f and uc given in (A), and the definitions 
of fn and uon yield the d esired convergence in (2.5) and condition (ii). 
3. THE TEMPORALLY INHOMOGENEOUS CASE 
We consider briefly the case in which the operator A(q) depends on time. That is, A(q) 
= A(t;q), and the parameters q are permitted to be time dependent as well. If we add 
the assumption 
(E)(Measurability) For each q&Q the function t + A(t; q)v(t) : [0, T] + V’ is strongly 
measurable 
for every ve& (0, T; V), 
and require that assumptions (A) - (C) with A(q) replaced by A(t;q) are satisfied for 
almost every ts[O, T], then the results outlined in the previous section continue to hold. 
We note however, that the general approach and techniques used to obtained these results 
are in fact quite different. While there do exist analogs of the generic Trotter-Kato like 
approximation result referred to earlier which are applicable in the time dependent case, 
their application requires that a far stronger and far more difficult to verify (for both the 
original system and the Galerkin approximations) condition be satisfied than assumption 
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(E) above (see [2]). I ns ea we argue convergence directly via variational arguments in t d 
the context of an operator theoretic formulation suggested by Barbu [4]. 
We briefly outline the essential features of our approach here. The details can be found 
in [3]. Define the reflexive Banach space V and the Hilbert space Jl by V = Lz(0, T;V) 
and U = Lz(O, 2’; H), respectively. Then V* = Lz(O,T;V*) and V - U - V*. For each 
qeQ define the operator B(q) : Dom(J(q)) c V ---) V* by l(q)u = ti for osDom(B(q)) = 
{weV : &V*,w(O) = ug(q)}. The d erivatives in the above definition are assumed to 
be in a generalized or distributional sense. Define the operator A(q) : V --) V* by 
(A(+)(t) = A(t; q)+), a.e. ts[O, T]. It is not difficult to show that (see (41) B(q) 
is maximal monotone in V x V* and that A(q) is monotone, everywhere defined and 
hemicontinuous. If we define T(q) = A(q) + 8(q) : Dom(B(q)) c V + V*, it follows 
that R(T(q)) = V*, and that the unique solution to the initial value problem (2.1), (2.2) 
(with A(q) replaced by A(t;q)), u(q)sLZ(O, T;V) II C(0, T; H) f~ H1(O, T; V’) is given by 
u(q) = r(q)-‘f(q) where f(q) = f(.; q)eV*. 
With regard to approximation, we let H, and P,, be defined as they were in Section 2, 
and let the definition of A,(t; q) be analogous to the definition of A%(q) given above. 
For each n = 1,2,... let U, = La(O,T; H,) and define B,(q) : Dom(&(q)) c U,, --, U,, 
by &(q)v, = ;, for u,dom(&(q)) = {w,d, : &&)(,,w,(O) = P,,uo(q)}. Define 
An(q) : Nn + U, by (An(q) = A,(t;q)un(t) for u,& and a.e. ta[O,T]. If we 
set G(q) = &(q) + B,(q), th en once again we have R(T,(q)) = U,, and the solution 
un(q) to the initial value problem (2.3), (2.4) * g 1s iven by un(q) = Tj(q)-lP,J(q). It 
can be shown directly that T,(q,)-‘P,f(qn) ---) T(q)-‘f(q) in C(O,T;H) as n + oo 
whenever limp, = q and that Tn(qm)-lPnf(qm) + T,(q)-lP,f(q) in C(O,T;H) as 
m + co whenever limq, = q. Thus (i) and (ii) are satisfied and the desired result 
concerning the approximation of a solution j to problem (ID) by solutions ijn to the 
problems (IDn) holds. 
When the space V is separable (as is usually the case in practice) weak and strong 
measurability are equivalent. Consequently when this is the case, assumption (E) can be 
verified by showing that the complex valued function t +< A(t; q)u, u > is measurable 
on [O,T] for all u, u&V. 
4. EXAMPLES, APPLICATIONS, AND NUMERICAL RESULTS 
The theory presented here compeletely subsumes the linear theory given in [l]. In par- 
ticular therefore, our results apply to abstract parabolic systems - i.e. those whose 
dynamics can be described by regularly dissipative linear operators, A(q) or A(t;q), in- 
duced by bounded, coercive, sesquilinear forms on V x V. This class includes strongly 
elliptic partial differential operators on Sobolev spaces. 
More generally, our theory can be applied to a wide class of systems involving so called 
nonlinear elliptic operators. Let fl be a bounded region in Re with smooth boundary. Let 
m be a fixed nonnegative integer and set N = CT==, ei. Let Q = xL,((O, T) x iI x RN) 
where the Cartesian product is taken over all e dimensional multi-indices cy. and /3 with 
0 5 IQ], ]/?I < m. Let Q be a compact subset of Q with the property that q = {qo,a}, 0 2 
ICYI, pI 5 m is an element in Q if (1) the mappings 5 -+ qa,P(t, z, E) are continuous for 
almost all (t, z)E[O, T] x f2 and a, p with 0 5 ]a], ]/?I 5 m, and (2) there exists a positive 
constant X, independent of qEQ for which 
c (qa,a(t, z, E)& - qu,p(t, z, rl)rlp)(Ea - llu) 1 x c IL - %I2 
Oll4,lPllm Oll4lm 
for almost all (t,z)e(O,T] x n and all f,r;leRN. We take H = L2(R) and assume that V 
is a closed subspace of H”(n) which contains Hr(fl). For each q = qa,P&Q and almost 
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ever-y te[O, T] we consider the nonlinear elliptic operator A(t; q) : V + V* given by 
< A(t; q)u, u >= c / qa,&, 2, 6+))Dau(z)Da+)dz 
ollQI,IBllm ” 
where bu denotes the N-vector valued function whose components are DQu for all multi- 
indices a! with 0 2 Ial 5 m. With the operator A(t;q) as defined above, the equation 
(2.1) corresponds to the quasilinear parabolic partial differential equation 
$(t, z) + c (-l)iaIDQqa,p(t, z, 6u(t, z))DPu(t, z) = f(t, z; q), a.e.z.d, t > 0 
OSlUl,lPllm 
together with boundary conditions appropriate to the choice of the space V (for example, 
Dirichlet, if V = Hr(n),N eumann, if V = Hm(i2), etc.). 
For the class of systems that we have just described, it is not difficult to show that 
assumptions (A) - (C), and (E) are satisfied. A number of applications, including for 
example, size structured and density dependent population dynamics, biological mixing 
in deep sea sediment cores, and nonlinear heat conduction/mass transfer, lead to in- 
verse problems involving systems of this general type, and consequently therefore, ones 
to which our theory would apply ( see 12) and [3] for details). With regard to approxima- 
tion, most standard finite element schemes, for example, those based upon polynomial 
or Hermite spline, modal, or spectral ( involving, for example, orthogonal polynomials) 
approximation, can be shown to satisfy assumption (D). 
In practice, it is frequently the case that the parameter space Q and the admissible 
parameter set Q are infinite dimensional with elements consisting of spatially and/or 
temporally varying functions. When this is the case, solving the approximating identifi- 
cation problems (IDn) q re uires that the admissible parameter set Q also be discretized. 
Briefly, this can be carried out as follows. For each m = 1,2,... Let I” : Q C Q + Q be a 
continuous map with finite dimensional range and the property that lim,,, P(q) = q, 
uniformly in q for q&Q. We set Q” = 1”(Q) (note that Q” is compact) and consider the 
doubly indexed sequence of approximating identification problems (ID:) given by prob- 
lem (IDn) with Q replaced by Q”. It can be shown that each of the problems admits a 
solution c.sQm and that there exists a subsequence {ci} c {c} for which (7::; + q 
as j, k -+ co, with Yj a solution to problem (ID). 0 nce bases for H,, and the range of 
I” have been chosen, the problem (ID:) b ecomes one involving the minimization of 
a continuous functional over a closed and bounded subset of Euclidean space subject 
to finite dimensional (i.e. ODE) constraints. The resulting optimization problems are 
typically solved using an iterative search procedure (i.e. gradient, conjugate gradient, 
steepest descent, Newton’s methods, etc.), a variety of which have been implemented 
as a part of any one of a number of standard, readily available software packages (for 
example, IMSL, MINPACK,etc.). 
Finally we note that we have carried out some preliminary numerical studies on a Cray 
supercomputer wherein we used our approach together with a spline based approximation 
sheme to estimate a functional parameter in a quasilinear model for one dimensional 
heat conduction. With this method we were able to successfully identify the thermal 
conductivity which was assumed to be a function of the temperature gradient. To date, 
all of our studies have involved simulation data only. We intend to test our schemes on 
more sophisticated examples, some of which will involve the use of actual experimental 
data, and then to report our findings in detail in forthcoming papers. 
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