In this letter we present a h ybrid network which performs blind deconvolution of linear MIMO systems. The hybrid network consists of a feedforward network followed by a feedback network, where each of synapses is represented by an FIR lter. The FIR synapses in the feedforward network are learned by a Godard cost based algorithm and the FIR synapses in the feedback n e t work are updated by a spatio-temporal decorrelation algorithm so that di erent sources are recovered at di erent output nodes. We present an e cient spatiotemporal decorrelation algorithm based on the natural gradient. The validity of the proposed method is con rmed by computer simulations.
Introduction
Blind deconvolution of linear MIMO systems is an important task in digital communications, antenna array processing, and biomedical signal processing where multiple sensors are involved.
In the context of multichannel blind deconvolution, the m-dimensional observation vector x(k) is assumed to be generated from an unknown n-dimensional source vector s(k) through the unknown multivariate FIR lter, i.e.,
x(k) = M X p=0 H p s(k ; p) + v(k) (1) where v(k) i s a n m-dimensional white Gaussian noise vector that is assumed to be statistically independent of the source vector s(k). We assume that source signals fs i (k)g are spatially independent and temporally i.i.d. We also assume that there exist an stable inverse of the channel. The conditions for the existence of a stable inverse are well explained in 7] (one of the conditions require m > n ).
The task of multichannel blind deconvolution is to recover the source vector s(k) from the observation vector x(k), up to possibly scaled, reordered, and delayed estimates. i.e.,ŝ(k) = P D(z)s(k), where P is a permutation matrix, is a nonsingular diagonal matrix, and D(z) = diagfz ;d 1 z ;dn g ( z ;1 is the time shift operator).
Popular methods for blind deconvolution of MIMO systems are based on the modi cation of the Godard algorithm 3]. With the direct extension of the Godard algorithm, the same sources might beextracted at di erent outputs. In order to avoid this problem, successive estimation techniques were employed 7, 2] and the additional constraints on cross-correlations between extracted output signals were imposed 4, 5, 6] . In this paper we present an e cient on-line scheme which combines a Godard cost based algorithm and decorrelation of output signals.
The Proposed Method

Spatio-temporal Decorrelation
Let us consider a linear feedback network with FIR synapses whose output y(k) is described by
where U p is n n matrix whose (i j)-element is u ij p .
The task of spatio-temporal decorrelation is to update the synaptic weights fU p g such that statistical correlations between y i (k) and y j (k) for i 6 = j are minimized and fy i (k)g are white sequences. To this end, we consider the following loss function
We employ the natural gradient and use a similar technique as in 1] to derive the algorithm. The minimization of the loss function (3) using the natural gradient leads to the following updating rule for fU p g, (5) where k > 0 is a learning rate and p is the Kronecker delta. The matrix p (k) is a diagonal matrix whose ith diagonal element i s y i (k)y i (k;p). Note that due to the matrix p (k), the algorithm (4) does not control the power of output y(k). This constraint is useful in overdetermined problem (m > n ).
The Hybrid Network
The output y(k) o f t h e h ybrid network (see Figure 1) The feedback connection parameters fu ij p g are updated by the spatio-temporal decorrelation learning algorithm given in (4) . In fact, the feedback connection parameters fu ij p g drive the network output signals fy i (k)g to the estimates of di erent source signals.
Computer Simulations
We present one exemplary computer simulation result here. Two source signals consist of random variables that are uniformly distributed over the binary set f+1 ;1g. Three convolutive mixtures were generated through the following multivariate FIR channel: :
We h a ve tested the hybrid network as shown in Figure 1 with associated learning algorithms (7) and (4) . The signal to noise ratio was 20dB, the constant learning rate k = :001 was used for training, and L w = L u = L = 1 2 w as used.
As a performance measure, we h a ve calculated mean squared error (MSE) after the arbitrary delay induced by the algorithm was eliminated. MSE with respect to each recovered signal was computed using a 50 point rectangular window (see Figure 2 ).
Conclusions
We h a ve present e d a h ybrid network that provides an e cient on-line scheme for blind deconvolution of linear MIMO systems. A Godard cost based algorithm and the natural gradient based spatio-temporal decorrelation algorithm were employed to train the feedforward connections and the feedback connections, respectively. The useful behavior of the proposed method was veri ed through computer simulations. The mean squared error when the algorithms (7) and (4) were used: (a) the MSE of y 1 (k) w.r.t s 2 (k) (b) the MSE of y 2 (k) w.r.t s 1 (k).
