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L2-TYPE CONTRACTION OF VISCOUS SHOCKS FOR LARGE FAMILY OF
SCALAR CONSERVATION LAWS
LOGAN F. STOKOLS
Abstract. In this paper we study small shocks of 1D scalar viscous conservation laws with uni-
formly convex flux and nonlinear dissipation. We show that such shocks are L2 stable independent
of the strength of the dissipation, even with large perturbations. The proof uses the relative entropy
method with a spatially-inhomogeneous psuedo-norm.
This paper will consider 1D scalar dissipative conservation equations of the form
(1) ∂tu + ∂x [Q(u)] = ν∂xxη′(u),
where Q and η are uniformly convex functions, meaning that for some constant Λ ≥ 1,
(2)
1
Λ
≤ η′′(x),Q′′(x) ≤ Λ
holds for all x ∈ R. This bound on η′′ is natural because η′′ measures the coercivity of the dissipation
in divergence form.
Equations of this form admit a class of traveling wave solutions known as shocks. Shocks are
monotone decreasing and exponentially constant at ±∞. Given any two values s− > s+, there exists
a shock s ∶ R→ (s+, s−) such that
lim
s→∞
s(x) = s+,
lim
s→−∞
s(x) = s−,
and s(x − tσ) is a solution to (1) with constant
σ ∶= Q(s−) −Q(s+)
s− − s+ .
This formula for σ is known as the Rankine-Hugoniot condition. Viscous shocks are a generalization
of inviscid shocks, which are piece-wise constant with a single jump discontinuity. Inviscid shocks
are recovered in the limit as ν → 0.
We will show in this paper that sufficiently small shock solutions are L2-stable. Since even small
perturbations in L2 can significantly affect the travelling speed of a shock, we will show stability
only up to a Lipschitz shift which depends on the perturbation. This limitation is not present in
the L1 theory (see Kruzkhov [Kru70]), but is well known in the theory of L2 shock stability (see
Leger [Leg11]).
We will prove the following:
Theorem 1 (Main Theorem). Let Λ ≥ 1 be a constant, and let η,Q ∶ R → R be satisfy (2) on the
interval (−R,R) for R ∈ (0,+∞], and let η′′′, Q′′′ continuous at 0. Then there exists a constant ε0
such that the following holds:
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Let ν > 0 be any constant. Let s ∶ R × [0,∞) → [s+, s−] be a shock solution to (1) with ∣s+ − s−∣ =
2ε ≤ 2ε0, and let u ∶ R × [0,∞) → R be a solution to (1) such that ∥u(⋅,0) − s(⋅,0)∥L2(R) < ∞. If
R <∞, assume ∥u(⋅,0)∥L∞(R) < R.
Then there exists a Lipschitz function γ ∶ [0,∞) → R such that for any t ∈ [0,∞) we have
∫ ∣u(x, t) − s(x − γ(t), t)∣2 dx ≤ 4Λ2 ∫ ∣u(x,0) − s(x,0)∣2 dx.
The quantity ∥γ′∥L∞ depends only on ε, Λ, and ∥u(⋅,0) − s(⋅,0)∥L2(R).
Notice that this result is independent of the strength ν of the dissipation.
We prove this result using the method of relative entropy, first introduced by DiPerna and
Dafermos [Daf96] to study stability of Lipschitz solutions of conservation laws. This method has
since been applied by Vasseur, Serre, Leger, and others ([SV16], [LV11], [Leg11]) to show L2 stability
of shocks under large perturbations.
For an entropy function f , we denote the relative entropy between two solutions u1 and u2 by
f(u1∣u2) ∶= f(u1) − f(u2) − f ′(u2)[u1 − u2].
In this paper, we will use the function η, the antiderivative of the dissipative term, as our entropy
function. Our proof involves taking the time-derivative of the relative entropy of u relative to the
shock s. Because of the assumption (2), the integral of the relative entropy is essentially equal to
the L2 norm. However, this quantity will not decrease in general, as shown by Vasseur and Kang
in [KV17]. We supplement the method by considering a weighted psuedo-norm, as in [Vas16] and
[Vas08]. The weight function a is independent of solution u, and is approximately constant.
We will show the following result, from which Theorem 1 follows as a corollary:
Theorem 2. Let Λ ≥ 1 be a constant, and let η,Q ∶ R → R satisfy (2) for all x ∈ R, and let η′′′,
Q′′′ continuous at 0. Let ν = 1. Then there exists a constant ε0 such that the following holds:
Let 0 < ε < ε0 be a constant and let s ∶ R → [s+, s−] be a stationary shock solution to (1) with
s± = ∓ε. Then there exists a weight function a ∶ R→ [1/2,2] such that the following holds:
For any u ∶ R× [0,∞)→ R solving (1) such that ∥u(⋅,0) − s(⋅)∥L2(R) <∞, there exists a Lipschitz
function γ ∶ [0,∞) → R such that for any t ∈ [0,∞) we have
d
dt
∫ a(x + γ(t))η(u(x, t)∣s(x + γ(t)))dx ≤ −ε0∫ a(x + γ(t)) ∣∂x(η′(u) − η′(s))∣2 dx.
The quantity ∥γ′∥L∞ depends only on ε, Λ, and ∥u(⋅,0) − s(⋅)∥L2(R), and ∥a − 1∥∞ tends to 0 as
ε→ 0.
The theory of L2 stability of shocks is contrasted with the L1 theory, as in the work of Kruzkov
[Kru70]. See also Ilyin and Oleinik [IO60] and Freistuhler and Serre [FS98]. Unlike Kruzkov’s
result, we only need one entropy. Though 1D scalar laws have infinitely many entropies in general,
systems of conservation laws typically only have one entropy so methods which rely on multiple
entropies are more difficult to generalize, though such generalizations exist, see for example Bressan,
Liu, and Yang [BLY99]. The Lp stability theory has also been studied by Adimurthi, Ghoshal, and
Veerappa Gowda [AGVG14]. L2 stability has been studied outside the context of relative entropy,
as by Goodman [Goo86], though wish stronger assumptions on the perturbation.
Since our result is independent of the strength ν of dissipation, it is well suited to taking an
inviscid limit.
The technique used in this paper has previously been applied by Kang and Vasseur to certain
1D dissipative systems in [KV19] (including 1D isotropic Navier-Stokes) and 1D scalar equations
with constant dissipation in [Kan19] (i.e. η′(u) = u). We are able to consider arbitrary convex
dissipation by utilizing η as an entropy.
As in [KV19], the proof proceeds by braking up the solution u into a part which is L∞ close
to s and an error term which may be large in L∞. The close part is handled similarly to the
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existing literature, while for the error term we must make careful use of the relationship between
the dissipative term and the derivative of the weight function a.
The paper is structured as follows: in Section 1 we compute the time derivative of the relative
entropy. In Section 2 we present a number of lemmas which will be used throughout the paper.
In Section 3 we show that our expression for the derivative of the relative entropy is non-positive
under a number of special assumptions. Finally in Section 4 we prove Theorems 1 and 2.
1. Time derivative
For any function f , define
f(x∣y) ∶= f(x) − f(y) − f ′(y)(x − y),
In particular, for η our entropy the quantity η(u∣s) is called the relative entropy of u relative to s.
We call η an entropy function if there exists a function G such that
G′(x) = Q′(x)η′(x).
In the 1D case, such a G trivially exists.
We also define
F (x;y) ∶= G(x) −G(y) − η′(y) [Q(x) −Q(y)] .
We begin by computing the time derivative of the relative entropy with arbitrary shift and
arbitrary weight.
Proposition 3 (Time Derivative). Let u ∶ R × [0,∞) → R and s ∶ R → R be solutions to (1) with
ν = 1 and s a stationary solution. Assume ∣u(⋅, t) − s(⋅)∣ ∈ L2(R) for all t.
Then for any differentiable function γ ∶ [0,∞) → R and weight function a ∈ L∞(R), we have
d
dt
∫ a(x + γ(t))η(u(x)∣s(x + γ(t))dx = R(u) ∶= γ˙Y (u) +B(u) −D(u)
where
Y (u) ∶= ∫ a′η (u∣s)dx − ∫ as′η′′(s)(u − s)dx,
D(u) ∶= ∫ a∣∂x(η′(u) − η′(s))∣2dx,
B(u) ∶= ∫ a′F (u; s)dx − ∫ aη′′(s)s′Q(u∣s)dx +∫ a′′
2
(η′(u) − η′(s))2dx +∫ aη′(u∣s)∂xQ(s)dx.
Here it is understood that u is evaluated always at (x, t) while a and s are evaluated at x+ γ(t).
The expressions Y (u), B(u), D(u) will be referenced throughout this paper with the definitions
given above, and they will be abbreviated as Y , B, D when the input u is clear from context.
Proof. Initially, we have
d
dt
∫ a(x + γ(t))η (u(x)∣s(x + γ(t)) dx = ∫ a′γ˙η (u∣s) dx +∫ a [η′(u) − η′(s)]∂tudx
+∫ a [−η′′(s)(u − s)]∂tsdx.
Since ∂ts = γ˙s′, we have, with Y as defined in the theorem statement,
(3)
d
dt
∫ aη(u∣s)dx = γ˙ [Y ] +∫ a [η′(u) − η′(s)]∂tudx
Note that
∂tu = ∂xxη′(u) − ∂xQ(u)
and that because s is a shock with zero drift,
∂xQ(s) = ∂xxη′(s).
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Therefore, writing w = η′(u) − η′(s),
(4)
∫ aw∂tudx = ∫ aw [∂xxη′(u) − ∂xQ(u)] dx +∫ a [−η′′(s)(u − s)] [∂xxη′(s) − ∂xQ(s)] dx
= ∫ aw∂xxwdx +∫ aη′(u∣s)∂xxη′(s)dx −∫ a (w∂xQ(u) − η′′(s)(u − s)∂xQ(s)) dx
Now, notice that
(5)
∂xF (u; s) + η′′(s)Q(u∣s)s′ = [η′(u)Q′(u) − η′(s)Q′(u)]∂xu + [−η′′(s)(Q(u) −Q(s))] s′
+ η′′(s)Q(u∣s)s′
= [η′(u) − η′(s)]Q′(u)∂xu + η′′(s)s′ [Q(u∣s) − (Q(u) −Q(s))]
= [η′(u) − η′(s)]∂xQ(u) − η′′(s)(u − s)Q′(s)s′
= w∂xQ(u) − η′′(s)(u − s)∂xQ(s).
Combining (3), (4), and (5) we obtain
d
dt
∫ aη(u∣s)dx = γ˙ [Y ]+∫ aw∂xxwdx+∫ aη′(u∣s)∂xQ(s)dx−∫ a [∂xF (u; s) + η′′(s)s′Q(u∣s)] dx.
Integrating by parts, we have
∫ aw∂xxwdx = 1
2
∫ a′′w2 dx −∫ a∣∂xw∣2 dx
= 1
2
∫ a′′w2 dx −D
and
∫ a∂xF (u; s)dx = −∫ a′F (u; s)dx.
The proposition follows.

Notice that each term in Y and B contain either a derivative of s or a derivative of a. This
inspires us to choose our weight function a to be a linear transformation of s. We can then perform
a change of variables and simplify the expression even further. The new variable y = η′(s(x)) is
known as the entropic variable.
Lemma 4. Under the same assumptions as Proposition 3, if a ∶= 1 − λ
ε
η′(s) for some λ > 0 then,
in terms of the variable y ∶= η′(s), we have
Y = λ
ε
∫ η(u∣s)dy + ∫ a(u − s)dy,
D = −∫ aη′′(s)s′∣∂yw∣2 dy,
B = λ
ε
∫ F (u; s)dy + ∫ aQ(u∣s)dy + λ
ε
∫ Q
′(s)
2η′′(s)w2 dy − ∫ a
Q′(s)
η′′(s)η′(u∣s)dy.
Proof. Notice first that x ↦ η′(s) is a monotone-decreasing differentiable bijection, so u is a well-
defined function of y. The integrating factor for this new variable is
dy = −η′′(s)s′ dx.
Note the minus sign because s′ is negative so the direction of integration is reversed.
The derivatives of a are
∂xa = −
λ
ε
η′′(s)s′
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and
∂xxa = −
λ
ε
∂xxη
′(s) = −λ
ε
∂xQ(s).
The derivative of Q(s) is
∂xQ(s) = Q′(s)s′ = −Q(s)
η′′(s)η′′(s)s′.
From here, the form of Y and B are trivial to compute.
For D, we must simply compute
∂xw = η′′(s)s′∂yw.

2. Lemmas
This section consists of a series of lemmas which will be necessary throughout the rest of the
paper.
We begin by applying Taylor’s formula to each of the quantities appearing in the expressions
Y (u), B(u), and D(u) defined in Lemma 4. These estimates, together with the bounds on the
derivatives of η and Q, will be the basis of all our control on the quantities Y , B, D.
Lemma 5. Let x1 and x2 be real numbers. Then the following estimates hold:
(a) There exists a point z0 between x1 and x2 such that
x1 − x2 =
1
η′′(z0)(η′(x1) − η′(x2)).
(b) There exists a point z1 between x1 and x2 such that
Q(x1∣x2) = Q′′(z1)
2η′′(z0)2 (η′(x1) − η′(x2))2.
(c) There exists a point z2 between x1 and x2 such that
η(x1∣x2) = η′′(z2)
2η′′(z0)2 (η′(x1) − η′(x2))2.
(d) There exists a point z3 between x1 and x2 such that
η′(x1∣x2) = η′′′(z3)
2η′′(z0)2 [η′(x1) − η′(x2)]2.
(e) There exists a point z4 between x1 and x2 such that
η′(x1∣x2) = (1 − η′′(x2)
η′′(z4) ) [η′(x1) − η′(x2)].
(f) There exists a point z5 between x1 and x2 such that
F (x1;x2) = 1
2
η′′(z5) Q′(z5)
η′′(z0)2 (η′(x1) − η′(x2))2 +
1
2
η′(z5) − η′(x2)]Q′′(z5)
η′′(z0)2 (η′(x1) − η′(x2))2.
(g) If s is a stationary shock solution to (1) with ν = 1, and ς ∈ (s+, s−) is a real number, then
there exist points z6, z7, z8 ∈ (s+, s−) such that
−η′′(s)s′∣
s=ς
= Q
′′(z6)
2η′′(z7)η′′(z8)[η′(ς) − η′(s+)][η′(s−) − η′(ς)].
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Proof. Claim (a) follows immediately from Taylor’s theorem:
η′(x1) = η′(x2) + η′′(z0)(x1 − x2).
Applying Taylor’s theorem to Q,
Q(x1) = Q(x2) +Q′(x2)(x1 − x2) + Q′′(z1)
2
(x1 − x2)2.
Therefore
Q(x1∣x2) = Q′′(z1)
2
(x1 − x2)2
and (b) follows from (a).
Claims (c) and (d) follow by the same logic as (b).
Apply (a) to the definition of η′(x1∣x2) to obtain
η′(x1∣x2) = [η′(x1) − η′(x2)] − η′(x2)
η′(z0) [η′(x1) − η′(x2)]
and (e) follows.
For (f), we can calculate, by Taylor’s theorem,
F (x1;x2) = F (x2;x2) + d
dx1
F (x2;x2)(x1 − x2) + 1
2
d2
dx2
1
F (t5;x2)(x1 − x2)2
= 0 + 0 + 1
2
[η′′(t5)Q′(t5) −Q′′(t5) [η′(t5) − η′(x2)]] (x1 − x2)2.
From this and (a), the claim (f) follows.
Since s is a shock solution, ∂xQ(s) = ∂xxη′(s). Moreover ∂xη′(s)∣s=s− = 0. Therefore
−η′′(ς)s′∣
s=ς
= −∂xη′(ς)∣s=ς = Q(s−) −Q(y).
Now since Q(s+) = Q(s−) by the Rankine-Hugoniot condition, there exists a point z6 ∈ (s+, s−) such
that
Q(s−) −Q(ς) = Q′′(z6)(ς − s+)(s− − ς).
Applying (a) a final time, the proof is complete. 
The following lemma is Proposition 3.3 in [KV19]. It is a Poincare´ type inequality.
Lemma 6 (Poincare´). Given a constant C1, there exists a constant δ0 > 0, such that for any δ ≤ δ0
the following holds:
For any W ∈ L2(0,1) such that √x(1 − x)∂xW ∈ L2(0,1) with ∥W ∥22 ≤ C1, the quantity
−1
δ
(∫ 1
0
W 2dx + 2∫
1
0
Wdx)2+(1+δ)∫ 1
0
W 2dx+
2
3 ∫
1
0
W 3dx+δ∫
1
0
∣W ∣3 dx−(1−δ)∫ 1
0
x(1−x)∣∂xW ∣2dx
is non-positive.
The following lemma is a kind of weighted Gagliardo-Nirenberg interpolation. The quantity
D(u) defined in Lemma 4 controls the second derivative of w but that control degenerates near the
endpoints. The lemma interpolates between D and the L2 norm to control arbitrary Lp norms.
Lemma 7 (Gagliardo-Nirenberg). Let h > 0, p ≥ 1, L > 0, and C¯ ≤ 2h2L be constants. For any
w ∈ L2([−L,L]) with
∫
L
−L
w2 dy ≤ C¯,
define
D˜ ∶= ∫
L
−L
(y −L)(L − y)χ{∣w∣>h} ∣∂yw∣2 dy.
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Then for any q ∈ (0,1) there exists a constant Cq depending only on q such that
∫ (w − h)p+ dy ≤ Cq (h−2C¯)q ∣L∣−p/2D˜p/2.
Proof. By Chebyshev’s inequality, ∣{∣w∣ > h}∣ ≤ h−2C¯ so since h−2C¯ ≤ L there exists a point y0 ∈[−L/2,L/2] such that (w − h)+(y0) = 0.
For any other point y1, we can calculate
∣(w − h)+(y1)∣ = ∣(w − h)+(y1) − (w − h)+(y2)∣
≤ ∫
y1
y0
∣∂y(w − h)+∣dy
≤ (∫ y1
y0
[(L + y)(L − y)]−1 dy)1/2 (∫ y1
y0
[(L + y)(L − y)] ∣∂y(w − h)+∣2 dy)1/2
≤ ( 1
2L
[ln(L + y) − ln(L − y)]y1y0)
1/2
D˜1/2
= D˜
1/2
(2L)1/2 [ln(L + y1) − ln(L − y1) − ln(L + y0) + ln(L − y0)]1/2
Since y0 ∈ [−L/2,L/2], we can estimate L+y0L−y0 ∈ [1/3,3] so ln(L + y0) − ln(L − y0) is bounded. The
expression ln(L + y1) − ln(y1 −L) is similarly bounded for ∣y1∣ < L/2. For ∣y1∣ > L/2, the ln(L − y1)
term will dominate for y1 positive and the ln(y1 + L) term will dominate for y1 negative, so for
some constant C we have the bound
∣(w − h)+(y1)∣ ≤ C (D˜
L
)1/2max (1, ∣ln(L − ∣y1∣)∣)1/2 .
Let µ ≤ h−2C¯ be the measure of the set {∣w∣ > h}. Without loss of generality we assume that this
region is concentrated near ±L, and so
∫ (w − h)p+ dy ≤ 2∫ L
L−µ/2
Cp (D˜
L
)p/2 ∣ln(L − ∣y1∣)∣p/2 dy
≤ C (D˜
L
)p/2∫ µ/2
0
∣ ln(x)∣p/2 dx
≤ Cq (D˜
L
)p/2 µq.
Here we have used an estimate of the integral of ln(x) near the origin which uses the fact that
ln(x) grows slower than any power of x.
Since µ ≤ h−2C¯, the lemma follows. 
The following final lemma shows that the quantity Y bounds the L2 norm.
Lemma 8. There exists a constant C = C(Λ) so that the following holds:
Let η and Q as in Theorem 2 and u,s be any functions such that u − s ∈ L2(R). Let Y (u) be as
in Lemma 4. Then the function w ∶= η′(u) − η′(s) satisfies
∫ w2 dy ≤ C(Λ)[ ε
λ
∣Y (u)∣ + ε3
λ2
] .
Proof. From the definition of Y , we know that
λ
ε
∫ η(u∣s)dy ≤ ∣Y ∣ + ∫ a(u − s)dy.
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The right-hand side is of course non-negative since η convex.
Recall the notation w = η′(u) − η′(s). From Lemma 5 (c) and (a) we know that η(u∣s) ≥ Λ−3w2
and ∣u − s∣ ≤ Λ∣w∣. Of course ∣a∣ ≤ 2. Therefore
∫ w2 dy ≤ Λ3 ε
λ
∣Y ∣ +Λ3 ε
λ
2Λ∫ ∣w∣dy.
By Ho¨lder’s inequality, 2∫ ∣w∣dy ≤ λ2Λ4ε ∫ w2 dy + 2Λ4ελ ∫ 1dy. Thus
∫ w2 dy ≤ Λ3 ε
λ
∣Y ∣ + 1
2
∫ w2 dy + 2Λ8 ε
2
λ2
∫ 1dy.
Since
∫ 1dy = η′(s−) − η′(s+) ≤ 2Λε,
the lemma follows. 
3. Functional Estimates
In this section, we consider the quantity −Y (u)2 +B(u)−D(u) under certain assumptions on u.
Note that we do not need to assume u is a solution of (1) in this section at all, only that u and s
are in some sense small functions.
Proposition 9 (Decrease for small perturbations). Let η and Q satisfy (2) for all x ∈ R and have
η′′′, Q′′′ continuous at 0. For any positive constant C¯, there exist constants h1 > 0 and ε1 > 0, such
that the following holds:
Let s be a stationary shock solution to (1) with ν = 1 and s± = ∓ε with 0 < ε < ε1, and let u¯ ∈ L∞(R)
be such that ∣w¯∣ ∶= ∣η′(u¯)−η′(s)∣ ≤ h for some 0 < h < h1. Let 0 < λ < ε1 and a ∶= 1− λε η′(s) such that
1/2 ≤ a ≤ 2. Assume
∫ w¯2 ≤ C¯ ε
3
λ2
.
Then
R¯ ∶= −1
2ε2
Y (u¯)2 +B(u¯) − (1 − h)D(u¯)
is non-positive.
In the case that η and Q are quadratic polynomials, for example if Λ = 1, this theorem would hold
by a straightforward application of Lemma 6. Since η and Q have continuous second derivatives, for
small inputs their second derivatives will be nearly constant and we can treat them as polynomials.
We will use Taylor’s theorem, specifically in the form of Lemma 5, to formalize this observation.
Proof. Let δ0 be the constant indicated by Lemma 6 corresponding to constant ΛC¯, and consider
arbitrary 0 < δ ≤ δ0.
We will estimate Y , B, and D using the formulae provided in Lemma 4. Notice that, since η′′′
and Q′′′ exist and are continuous at 0, η′′ and Q′′ must also be continuous at 0.
First we analyze the term Y . Define
Y1 ∶=
λ
ε
∫ η(u¯∣s)dy.
By Lemma 5 (c), there exist t1, t2 ∈ [−ε1 − h1, ε1 + h1] so
∣Y1 − 1
2η′′(0)
λ
ε
∫ w¯2 dy∣ = ∣ η′′(t1)
2η′′(t2)2 −
1
2η′′(0) ∣
λ
ε
∫ w¯2 dy.
Since η′′ is continuous at 0, for ε1 + h1 sufficiently small we can say
∣Y1 − 1
2η′′(0)
λ
ε
∫ w¯2 dy∣ ≤ δλ
ε
∫ w¯2 dy.
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Define
Y2 = ∫ a(u − s)dy
and, by applying Lemma 5 (a), we can argue as above that for ε1 + h1 sufficiently small we have
∣Y2 − η′′(0)−1 ∫ w¯ dy∣ = ∫ [η′′(t1)−1a − η′′(0)−1] w¯ dy
= ∫ η′′(t1)−1(a − 1)w¯ dy + ∫ [η′′(t1)−1 − η′′(0)−1] w¯ dy
≤ ∫ (λΛ + ∣η′′(t1)−1 − η′′(0)−1∣) ∣w¯∣dy
≤ C(λ + δ)∫ ∣w¯∣dy.
Since Y = Y1 + Y2, assuming without loss of generality ε < δ, we can apply the general formula
−(a + b)2 ≤ − ( ε
2δ
)a2 + ε
δ
b2 for a, b ∈ R and ε/δ ∈ (0,1] to obtain
−Y 2 ≤ ε
8δ
η′′(0)−2 (λ
ε
∫ w¯2 dy + 2∫ w¯ dy)2 +C ε
δ
((λ + δ)∫ ∣w¯∣dy + δλ
ε
∫ w¯2 dy)2
Since ∫ ∣w¯∣dy ≤ Cε1/2√∫ w¯2 dy and ∫ w¯2 dy ≤ C¯ε3/λ2,
(6)
−Y 2 ≤ ε
δ
Λ2
8
(λ
ε
∫ w¯2 dy + 2∫ w¯ dy)2 +C(λ + δ)2 ε
δ
(∫ ∣w¯∣dy)2 +C ε
δ
δ2
λ2
ε2
ε3
λ2
∫ w¯2 dy
≤ ε
δ
Λ2
8
(λ
ε
∫ w¯2 dy + 2∫ w¯ dy)2 +C (ε2λ2
δ
+ ε2δ + δ)∫ w¯2 dy.
Now we analyze B.
For the relative flux term, we estimate by Lemma 5 (b) and continuity of η′′ and Q′′
(7)
∣∫ aQ(u¯∣s)dy − Q′′(0)
2η′′(0)2 ∫ w¯2 dy∣ ≤ ∫ ∣a
Q′′(t1)
2η′′(t2) −
Q′′(0)
2η′′(0)2 ∣ w¯2 dy
≤ ∫ (Q′′(t1)
2η′′(t2) ∣a − 1∣ + ∣
Q′′(t1)
2η′′(t2) −
Q′′(0)
2η′′(0)2 ∣) w¯2 dy
≤ ∫ (λ Q′′(t1)
2η′′(t2) + ∣
Q′′(t1)
2η′′(t2) −
Q′′(0)
2η′′(0)2 ∣) w¯2 dy
≤ C(λ + δ)∫ w¯2 dy
for ε1 and h1 sufficiently small.
The w¯2 term is an error term:
(8)
λ
ε
∫ Q
′(s)
2η′′(s) w¯2 dy ≤ λ
Λ2
2 ∫ w¯
2 dy,
as is the η′(u¯∣s) term: by Lemma 5 (d), for ε0 and h0 sufficiently small
(9) ∫ aQ
′(s)
η′′(s)η′(u¯∣s)dy ≤ Cε∫ w¯2 dy.
Note that C here depends on η′′′(0).
To bound the F term of B, we utilize the formula, valid for any f with f(0) = f ′(0) = 0,
f(x) = ∫ x
0
f ′′(t)(x − t)dt.
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Since
d2
dx2
F (x; s) = Q′′(x)[η′(x) − η′(s)] +Q′(x)η′′(x),
we have, letting cQ ∈ [−ε, ε] be the unique point such that Q′(cQ) = 0,
(10)
F (x; s) = ∫ x
s
(x − τ)[η′(τ) − η′(s)]Q′′(τ) + (x − τ)η′′(τ)Q′(τ)dτ
= ∫
x
s
(x − τ)(τ − s)η′′(t1)Q′′(τ)dτ + ∫ x
s
η′′(τ)Q′′(t2)(x − τ)(τ − cQ)dτ
= ∫
x
s
η′′(t1)Q′′(τ)(x − τ)(τ − s)dτ +∫ x
s
η′′(τ)Q′′(t2)(x − τ)(τ − s)dτ
+ ∫
x
s
η′′(τ)Q′′(t2)(x − τ)(s − cQ)dτ
for some points t1 ∈ [s, τ] and t2 ∈ [cQ, τ] depending on τ .
We can estimate each of these three integrals:
(11)
∣∫ x
s
η′′(t1)Q′′(τ)(x−τ)(τ−s)dτ − η′′(0)Q′′(0)(x − s)3
6
∣ ≤ sup
τ
∣η′′(t1)Q′′(τ) − η′′(0)Q′′(0)∣ ∣x − s∣3
6
,
∣∫ x
s
η′′(τ)Q′′(t2)(x−τ)(τ−s)dτ − η′′(0)Q′′(0)(x − s)3
6
∣ ≤ sup
τ
∣η′′(τ)Q′′(t2) − η′′(0)Q′′(0)∣ ∣x − s∣3
6
,
∣∫ x
s
η′′(τ)Q′′(t2)(x − τ)(s − cQ)dτ ∣ ≤ 2εΛ2∫ s
x
∣x − τ ∣dτ = εΛ2(x − s)2.
Therefore, if ε1 and h1 are sufficiently small then from (10) and (11) we obtain
(12) ∣λ
ε
∫ F (u¯; s)dy − λ
ε
Q′′(0)
3η′′(0)2 ∫ w¯3 dy∣ ≤ C
λ
ε
δ∫ ∣w¯∣3 dy +Cλ∫ w¯2 dy.
Combining (7), (8), (9), and (12),
(13) B ≤ λ
ε
Q′′(0)
3η′′(0)2 ∫ w¯3 dy + δ
λ
ε
C ∫ ∣w¯∣3 dy + Q′′(0)2η′′(0)2 ∫ w¯2 dy +C(λ + δ + ε)∫ w¯2 dy.
Lastly, we bound the quantity D. Define y± ∶= η′(∓ε). Applying Lemma 5 (g),
(14)
(1 − h)D(u¯) ≥ Q′′(t1)
2η′′(t2)η′′(t3)(1 − h)∫ [y − y−][y+ − y]∣∂yw¯∣2 dy
≥ Q
′′(0)
2η′′(0)2 (1 − δ)∫ [y − y−][y+ − y]∣∂yw¯∣2 dy
so long as ε1 and h1 are sufficiently small.
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We can now bound the quantity R¯. By combining the bounds (6), (13), and (14) on Y , B, and
D respectively,
(15)
R¯ ≤ −C
εδ
(λ
ε
∫ w¯2 dy + 2∫ w¯ dy)2 + λ
ε
Q′′(0)
3η′′(0)2 ∫ w¯3 +
Q′′(0)
2η′′(0)2 ∫ w¯2
−
Q′′(0)
2η′′(0)2 (1 − δ)∫ [y − y−][y+ − y]∣∂yw¯∣2 dy
+C (λ2
δ
+ λ + δ + ε)∫ w¯2 dy +Cλδ
ε
∫ ∣w¯∣3 dy
= Q
′′(0)
2η′′(0)2 [
−C
εδ
(λ
ε
∫ w¯2 dy + 2∫ w¯ dy)2 + λ
ε
2
3
∫ w¯3 + ∫ w¯2
− (1 − δ)∫ [y − y−][y+ − y]∣∂yw¯∣2 dy
+C (ε2λ2
δ
+ λ + δ + ε)∫ w¯2 dy +Cλδ
ε
∫ ∣w¯∣3 dy]
We will now perform a change of coordinates. Let L ∶= η′(s+) − η′(s−). Consider z ∈ [0,1] and
define
y ∶= η′(s+) + zL,
dy = Ldz,
W (z) ∶= λ
ε
w¯(y) = λ
ε
w¯ (η′(s+) + zL) ,
∂zW (z) = λ
ε
L∂yw¯(y).
Note that z = 0 corresponds to y = η′(s+) and z = 1 to y = η′(s−).
In these coordinates,
∫ w¯ dy = ε
λ
L∫ W dz,
∫ w¯2 dy = ε
2
λ2
L∫ W 2 dz,
∫ w¯3 dy = ε
3
λ3
L∫ W 3 dz,
∫ [y − y−][y+ − y]∣∂yw¯∣2 dy = ε2
λ2
L∫ z(1 − z)∣∂zW ∣2 dz.
In terms of z and W , (15) becomes
R¯ ≤ LQ
′′(0)
2η′′(0)2
ε2
λ2
[−C2L
εδ
(∫ W 2 dz + 2∫ W dz)2 + 2
3
∫ W 3 dz + ∫ W 2 dz − (1 − δ)∫ z(1 − z)∣∂zW ∣2 dz
+C3 (ε2λ2
δ
+ λ + δ + ε)∫ W 2 dz +Cδ∫ ∣W ∣3 dz]
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Fixing now δ so that δ < δ0
3C3
and δ < C2Λδ0, then taking ε1 small enough that C3(λ2δ +δ+ε+λ+δ) ≤
δ0 and ε1 < δ, and recalling L/ε ≤ Λ, we can bound
R¯ ≤ C ε
2
λ2
[−1
δ0
(∫ W 2 dz + 2∫ W dz)2 + 2
3
∫ W 3 dz + δ0 ∫ ∣W ∣3 dz + (1 + δ0)∫ W 2 dz
− (1 − δ0)∫ z(1 − z)∣∂zW ∣2 dz].
We can now apply Lemma 6 and the proof is complete. 
Now that we know −ε−2Y 2 +B −D is non-negative for u sufficiently close to s, we can bound the
same quantity for u large by decomposing into a part near s and a part far away.
Proposition 10 (Decrease for large perturbations). Let η and Q satisfy (2) for all x ∈ R and have
η′′′, Q′′′ continuous at 0. For any positive constant C¯, there exists a constant ε2 > 0 such that the
following holds:
Let s be a stationary shock solution to (1) with ν = 1 and s± = ∓ε with 0 < ε < ε2. There exists a
λ > 0 such that for all u ∶ R→ R such that w ∶= η′(u) − η′(s) satisfies
∫ w2 ≤ C¯ ε
3
λ2
,
u and a ∶= 1 − λ
ε
η′(s) satisfy
R(u) ∶= −1
2ε2
Y (u)2 +B(u) −D(u) ≤ −ε2D(u).
Proof. Let h1 and ε1 be the parameters defined by Proposition 9, and define u¯ for a parameter
0 < h < h1 such that ⎧⎪⎪⎨⎪⎪⎩
u¯ = u ∣η′(u) − η′(s)∣ ≤ h,
η′(u) − η′(s) = h sign(u − s) else.
Then we can define w¯ ∶= η′(u¯) − η′(s), w˜ ∶= w − w¯, Y˜ ∶= Y (u) − Y (u¯), B˜ ∶= B(u) − B(u¯), and
D˜ ∶=D(u) −D(u¯). For D˜ we have
(16) D˜ = ∫ aχ{∣w∣>h}∣∂x(η′(u) − η′(s))∣2dx.
We will bound Y˜ , B˜, and D˜ one at a time.
To bound Y˜ , we calculate
η(u∣s) − η(u¯∣s) = ∫ u
u¯
η′(t) − η′(s)dt
≤ Λ∫
u
u¯
[t − s]dt
= Λ[t2
2
− ts]u
u¯
= Λ[(u − u¯)2
2
+ (u − u¯)(u¯ − s)]
≤ C (w˜2 + hw˜) .
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Therefore
Y˜ ≤ Cλ
ε
(∫ w˜2 + h∫ w˜) + ∫ w˜
≤ Cλ
ε
∫ w˜2 dy +C (λh
ε
+ 1)∫ w˜ dy.
Since
−Y (u)2 ≤ −Y (u¯)2/2 + Y˜ 2,
and ∫ w˜ ≤ ε1/2 (∫ w˜2)1/2, and ∫ w˜2 ≤ C¯ε3/λ2, we can bound
(17)
−1
ε2
Y (u)2 ≤ −1
2ε2
Y (u¯)2 +Cε∫ w˜2 dy +C (ε + λ2h2
ε
)∫ w˜ dy.
For the B term, we must assume without loss of generality that 2Λε ≤ h1 (so that Q′ does not
change sign between u¯ and u). Then we can calculate
(18)
F (u; s) − F (u¯; s) = ∫ u
u¯
Q′(t)[η′(t) − η′(s)]dt
≤ Λ2 ∣∫ u
u¯
t[t − s]dt∣
= Λ2 ∣ t3
3
−
t2s
2
∣u
u¯
= Λ2 ∣(u − u¯)3
3
+ (u − u¯)2u¯ − (u − u¯)2s
2
+ (u − u¯)u¯2 − (u − u¯)u¯s∣
≤ C (∣w˜∣3 + hw˜2 + h2∣w˜∣ + εw˜2 + εh∣w˜∣) .
Similarly,
(19)
Q(u∣s) −Q(u¯∣s) = ∫ u
u¯
[Q′(t) −Q′(s)]dt
≤ Λ∫
u
u¯
[t − s]dt
= Λ[(u − u¯)2
2
+ (u¯ − s)(u − u¯)]
≤ C (w˜2 + hw˜) ,
and
(20)
η′(u∣s) − η′(u¯∣s) = ∫ u
u¯
η′′(x) − η′′(s)dx
≤ 2Λ ∣∫ u
u¯
dx∣
≤ 2Λ2∣w˜∣,
and trivially
(21)
w2 − w¯2 = w˜2 + 2w¯w˜
≤ w˜2 + 2h∣w˜∣.
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Combining (18), (19), (20), and (21), we can bound B˜
(22)
∣B˜∣ ≤ C (λ
ε
∣w˜∣3 + [λ
ε
(h + ε) + 1 + λ] w˜2 + [λ
ε
(h2 + εh) + (ε + h) + ε + λh] ∣w˜∣)
= C (λ
ε
∣w˜∣3 + [λh
ε
+ 1 + λ] w˜2 + [λh2
ε
+ ε + h + λh] ∣w˜∣) .
Using (16), (17), and (22), we can decompose the quantity R(u) as
(23)
R(u) ≤ [ −1
2ε2
Y (u¯)2 −B(u¯) − (1 − h)D(u¯)]
+ [ 1
ε2
(λ
ε
∫ w˜2 dy + (1 + λh
ε
)∫ w˜ dy)2 + λ
ε
∫ w˜3 dy + λh
ε
∫ w˜2 dy − (1 − h)D˜]
+ [λh2
ε
∫ w˜ dy − h
2
D(u)] − h
2
D(u)
∶= R1 +R2 +R3 −
h
2
D(u).
By Proposition 9, we know R1 ≤ 0. It remains to show the same for R2 and R3.
Using the fact that ∫ w˜2 dy ≤ C¯ε3/λ2, we can bound the quantity R2
(24)
R2 ≤
1
ε2
[λ2
ε2
(∫ w˜2 dy)∫ w˜2 dy + (1 + hλ
ε
)2 (∫ w˜ dy)2] + hλ
ε
∫ w˜2 dy + λ
ε
∫ w˜3 dy − (1 − h)D˜
≤ (1
ε
+
hλ
ε
)∫ w˜2 dy + ( 1
ε2
+
h2λ2
ε4
)(∫ w˜ dy)2 + λ
ε
∫ w˜3 dy − (1 − h)D˜.
By Lemma 7, we know that for any exponent q ∈ (0,1) we have
∫ w˜ dy ≤ Cq ( ε3
h2λ2
)q ε−1/2D˜1/2,
∫ w˜2 dy ≤ Cq ( ε3
h2λ2
)q ε−1D˜,
∫ w˜3 dy ≤ Cq (∫ w˜2 dy)1/2 (∫ w˜4 dy)1/2 ≤ ( ε3
h2λ2
)q/2 ε1/2
hλ
D˜.
From these estimates with the appropriate q, we find that if ε, λ and h are appropriately small
(specifically if ε ≤ Chλ3 for constant Ch depending on h) then
(1
ε
+
hλ
ε
)∫ w˜2 dy + ( 1
ε2
+
h2λ2
ε4
)(∫ w˜ dy)2 + λ
ε
∫ w˜3 dy ≤ 1
2
D˜.
Plugging this estimate into (24), and assuming without loss of generality h < 1/2, the quantity
R2 will be non-positive.
It remains to bound the quantity R3.
Let f ∶= (∣w∣ − h
2
)
+
. Then w˜ = (f − h
2
)
+
.
By Lemma 7 with exponent 3/4,
∫ f2 dy ≤ C ε
5/4
h3/2λ3/2
D(u).
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By Chebyshev’s inquality,
∫ ∣w˜∣dy = ∫ (∣w∣ − h)+ dy ≤ 2h ∫ f2 dy.
Therefore,
R3 ≤ (Cλh2
ε
2
h
ε5/4
h3/2λ3/2
−
h
2
)D(u) = (C ε1/4
h3/2λ1/2
− 1) h
2
D(u).
So long as ε < (C−1h3/2λ1/2)4, the quantity is non-positive.
Since R1, R2, and R3 are all non-positive, by (23) we know R(u) ≤ −h/2D(u) ≤ −ε2D(u).

4. Proof of Main Theorem
We will now prove Theorem 2. The idea of the proof is to define the shift function γ such that
when ∣Y (u)∣ is large, the γ˙Y term is negative and dominant, while when ∣Y (u)∣ is small we can
apply Proposition 10.
Proof. Take ε0 to be the constant ε2 defined in Proposition 10.
We must construct a shift function γ, so we begin by making elementary bounds on the term B.
Note that u(x) − s(x) is guaranteed to be in L2 for short time by the basic existence theorems of,
for example, [Ser99]. Moreover,
(25) ∫ ∣s(x) − s(x − ξ)∣2 dx ≤ C(1 +√(ξ)).
From the estimates of Lemma 5, we know that for some constant C,
∣B(u)∣ ≤ C(ε,λ,Λ)(∫ w3 dy + ∫ w2 dy +∫ wdy) .
Moreover, since by Ho¨lder’s inequality ∫ w3 dy ≤ (∫ w2 dy)3/4 (∫ w6 dy)1/4, we can further say by
Lemma 7, by taking h2 = 2Λ
ε ∫ w2 dy, that
∫ w3 dy ≤ C (∫ w2 dy)3/4 (Λhε + ε−1D3)1/4
≤ C(ε)(∫ w2 dy)7/8 +C(ε)(∫ w2 dy)3/4D3/4.
It follows that
(26) 2∣B∣ − (1 − ε0)D ≤ C(ε)[1 + (∫ w2 dy)3] .
Of course, ∫ w2 dy depends on γ.
Define
Φε(y) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 y ≤ −ε2
−y
ε2
∣y∣ ≤ ε2
−1 y ≥ ε2.
We define γ(t) as the solution of the nonlinear ODE:⎧⎪⎪⎨⎪⎪⎩
γ˙(t) = Φε(Y (uγ)) ( 1ε2 (2∣Bγ(u)∣ − (1 − ε1)Dγ(u))+ + 1)
γ(0) = 0
From (25) and (26), we know that
(2∣Bγ(u)∣ − (1 − ε1)Dγ(u))+ ≤ C(ε,∫ ∣u(x) − s(x)∣2 dx) [1 + ∣γ(t)∣3/2] .
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Therefore the quantity γ exists for a short time.
If ∣Y ∣ ≥ ε2 then
γ˙Y +B −D ≤ −2 (2∣B∣ − (1 − ε0)D)+ + 1 +B −D
≤ −2∣B∣ + (1 − ε0)D − ε2 +B −D < −ε0D.
Alternatively, if ∣Y ∣ ≤ ε2, then
γ˙Y ≤ − 1
ε2
Y 2.
We can therefore apply Proposition 10 and conclude that
γ˙Y +B −D < −ε0D.
It follows, from Proposition 3, that ∫ ∣u(x) − s(x − γ(t))∣2 dx is uniformly bounded so long as γ
exists.
Now that we have a uniform bound on ∫ w2 dy, the bound (26) shows that γ exists and is
Lipschitz for all time. 
Lastly we prove Theorem 1.
Proof. The proof is by application of Theorem 2.
If s is not of the form required by Theorem 2, we can replace Q by
Q˜(x) ∶= Q(x − a) + bx + c
for suitable constants a, b, and c so that s is stationary and centered about 0. Recall that by the
Rankine-Hugoniot condition, if Q(s+) = Q(s−) then s is stationary.
If η and Q only satisfy the bound (2) on a compact interval [−R,R] then, so long as ∥u∥∞ < R,
we can modify η and Q outside this region and u will solve the modified (1).
If ν ≠ 1, we merely consider
u˜(t, x) ∶= u(x/ν, t/ν)
and
s˜(x) ∶= s(x/ν).
Then u˜ solves (and s˜ is a shock solution to)
1
ν
∂tu +
1
ν
∂xQ(u) = 1
ν2
ν∂xxη
′(u)
which is equivalent to (1) with ν = 1. 
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