Abstract. Let V be a complex vector space. We propose a compactification PM (V ) of the projective linear group P GL(V ), which can act on the projective space P(V ). After proving some properties of PM (V ), we consider its relation to Neretin's compactification Hinge * (V ).
Introduction
From enumerative algebraic geometry and from other motivations, compactifications of symmetric spaces have been studied by many people: Semple [7] , De Concini-Procesi [1] , etc. In [3] , Neretin defined and studied hinges to describe the boundaries of the compactifications in an elementary manner.
Let V be a complex vector space. The projective linear group P GL(V ) naturally acts on the projective space P(V ). The compactifications of P GL(V ) mentioned above, however, do not act on P(V ). Since there are cases in which it is useful to consider the limit of actions on P(V ) (e.g. see [5] , [6] ), in this paper we propose another compactification PM(V ) of P GL(V ), which can act on P(V ).
Our construction is very similar to Neretin's Hinge * (V ); indeed we have a surjective continuous map from an open dense set of PM(V ) to Hinge * (V ). However the monoid structures of PM(V ) and that of a variant of Hinge * (V ) (Hinge * (V ) is not a monoid) are different. PM(V ) has the monoid structure compatible with the one in Map(P(V )), the set of mappings from P(V ) into itself, while the monoid structure of a variant of Hinge * (V ) is compatible with the one in
This paper is organized as follows. In Section 2, we define PM(V ) and some other related sets. In Section 3, we introduce a topology in PM(V ) and prove some expected topological properties. To prove the compactness of PM(V ) in Section 5, we recall nets following [2] 2010 Mathematics Subject Classification. 54H15. 1 in Section 4. We devote Section 5 to the compactness of PM(V ). By showing that every maximal net of PM(V ) converges, we prove that PM(V ) is compact (Theorem 5.3), which is the main theorem in this paper. In Section 6, we consider the monoid structure of PM(V ). We see that the natural mapping from PM(V ) to Map(P(V )) is a monoidhomomorphism (Proposition 6.7). We thus see that PM(V ) acts on P(V ). In Sections 7 and 8, we compare PM(V ) with Hinge * (V ). We see that we have a surjective continuous map from an open dense set of PM(V ) to Hinge * (V ) (Theorem 8.2, Corollary 8.3). The author would like to thank Professor Hiroshi Yamashita for his kind suggestions.
Definitions
Let V be an n-dimensional vector space over C. Set Clearly π : M → M is surjective. Let A := (A 0 , A 1 , . . . , A m ) ∈ M. Since A i ∈ Hom(V i , V ) \ {0}, we may consider the element A i ∈ PHom(V i , V ) represented by A i , and we can define PA := (A 0 , A 1 , . . . , A m ). Let PM = PM(V ) denote the image of M under P.
Let Map(P(V )) denote the set of mappings from P(V ) into P(V ). Then each PA ∈ PM defines Φ(PA) ∈ Map(P(V )) by
where x ∈ P(V ) is the element represented by x ∈ V .
We have the mappings:
Clearly GL(V ) ⊆ M, M as a one-term sequence, and P GL(V ) ⊆ PM, Φ(PM).
Example 2.1. Let V = C 2 , and let
Topology
We fix a Hermitian inner product on V . Let W be a subspace of V . Via this inner product, by considering V = W ⊕ W ⊥ , we regard Hom(W, V ) as a subspace of End(V ).
We consider the classical topology in PHom(W, V ) for any subspace
Proof. Suppose that there exist j 1 , j 2 with
satisfies the axiom of a base of neighborhoods of PA, and hence defines a topology in PM.
Proof. First we show
. By Lemma 3.1, we have j = j ′ , and thus
and let ρ
From now on, we consider PM as a topological space by Lemma 3.2.
Lemma 3.3. The relative topology of P GL(V ) induced from the topology of PM defined in Lemma 3.2 coincides with the usual topology of P GL(V ) (the relative topology induced from the topology of PEnd(V )).
Proof. Let U 0 be an open subset of P GL(V ) in the usual topology, and
is open in the usual topology.
Proposition 3.4. PM is Hausdorff.
Proof. Let A, B ∈ M with PA = PB. Then there exists i such that A j = B j for all j < i, and that
is Hausdorff, there exist neighborhoods U A and U B of A i and B i , respectively, with U A ∩U B = ∅. Let U j be a neighborhood of A j = B j for j < i, and consider
Suppose that
, and C k|V i ∈ U B . By Lemma 3.1, we have j = k, which contradicts the fact that
Proposition 3.5. PM satisfies the first axiom of countability.
Proof. Let PA ∈ PM. Since each PHom(V (A) i , V ) satisfies the first axiom of countability, it is clear that PA has a neighborhood base consisting of countably-many neighborhoods.
We introduce the weak topology in Map(P(V )).
Definition 3.6 (Weak Topology). Let f ∈ Map(P(V )). For each
We introduce the topology in Map(P(V )) with
as a base of neighborhoods of f .
Clearly Map(P(V )) is Hausdorff.
Let U be a neighborhood of A i x in P(V ). Put
Then U i is a neighborhood of
and thus
Remark 3.8. By Proposition 3.7, for any x ∈ P(V ), the map
is continuous.
Proposition 3.9. P GL(V ) is dense in PM and Φ(PM).
Proof. By Proposition 3.7, it is enough to prove that P GL(V ) is dense in PM.
for sufficiently small ǫ > 0. We have
Next take a basis e 1 , . . . , e n of V , and regard End(V ) = M n×n (C). Put e n+1 := e 1 + e 2 + · · · + e n , and
Then E i ∈ GL n (C). Since E := [e 1 , e 2 , . . . , e n+1 ] belongs to the open set {D ∈ M n×(n+1) (C) | all n-minors are nonzero}, we can take neighborhoods e i ∈ W i ⊂ V = C n (i = 1, 2, . . . , n + 1) such that for each i = 1, 2, . . . , n + 1
for all c j ∈ W j (j = 1, 2, . . . , n + 1).
Then, for each i, vectors c 1 , . . . , c i , . . . , c n+1 are linearly independent, and in turn Ac 1 , . . . , Ac i , . . . , Ac n+1 are linearly independent since A ∈ GL(V ).
Put
Then U i is a neighborhood of Ae i . Let
We show that PB = B 0 ∈ P GL(V ). Put
Then B 1 e i = Φ(PB)(e i ) ∈ U i (i ∈ I 1 ) are linearly independent. As before, we have
,
Repeat this process, and eventually for some l
are linearly independent, this is a contradiction. We have thus proved that
Proposition 3.11. The spaces PM and Φ(PM) are separable.
Proof. We fix an orthonormal basis of V , we regard End(V ) = M n×n (C). Clearly P GL n (Q( √ −1)) is dense in P GL(V ) in the usual topology. By Lemma 3.3, it is dense in P GL(V ) in the relative topology induced from PM. Hence by Proposition 3.9, P GL n (Q( √ −1)) is dense in PM, and hence PM is separable.
By Proposition 3.7, Φ(PM) is also separable.
Nets
In this section, we recall the concept of nets following [2] . A set ∆ with a relation satisfying the following is called a directed set:
(1) a b and b c implies a c.
(2) a a.
(3) for every two elements a, b ∈ ∆, there exists an element c ∈ ∆ such that a c and b c.
Definition 4.1. Let ∆ be a non-empty directed set and X a topological space. A net on ∆ is a map φ : ∆ → X, which may be regarded as a subset φ(∆) := {φ(δ) ∈ X | δ ∈ ∆} of X.
A net φ of X on ∆ is said to be maximal (or universal or an ultranet), if for every subset S of X there exists δ 1 ∈ ∆ such that φ(δ) ∈ S for all δ δ 1 (eventually in S), or there exists δ 2 ∈ ∆ such that φ(δ) ∈ X \ S for all δ δ 2 .
A net φ of X on ∆ is said to converge to a point x ∈ X (denoted by lim δ∈∆ φ(δ) = x) if for every neighborhood U of x there exists δ U ∈ ∆ such that φ(δ) ∈ U for all δ δ U . 
Compactness
Let W be a subspace of V . Let
or in its complement.
Suppose that there exists δ 1 such that
Then we claim that {A
1 is eventually in S or in its complement. We have thus proved that {A
Repeat this process, and we obtain a sequence
Since the dimension of V i is strictly decreasing, eventually there exists k such that for some
We summarize the above arguments in the following lemma.
Proof. Let
1 , . . .)} be a maximal net in PM.
Then we claim that {B
or in its complement. Suppose that {PB (δ) } is eventually in the complement. Then, since
or in its complement. Repeat this, and we see that there exists j 1 such that {PB (δ) } is eventually in
Then we claim that {B j 1
Then apply Lemma 5.1 to {B j 1
Repeat this process. We eventually have V kp = 0.
Hence by Proposition 4.2 PM is compact. 
Products
In order to define a monoid structure on M, PM compatible with the one in Map(P(V )), we first define a monoid structure on M ′ , an extension of M .
We define a product in M ′ . For A = (A 0 , A 1 , A 2 , . . . , A l−1 ) and B = (B 0 , B 1 , B 2 , . . . , B m−1 ) ∈ M ′ , define AB by
.).

It may be convenient to use the polynomial notation; for
Proof. Clearly we have (AB) i = 0 for i ≫ 0. Note that
Clearly AI = A = IA, where I ∈ GL(V ) is the identity id V .
For A = (A 0 , A 1 , . . .) ∈ M ′ , take the subsequence
Ker(A k B j )).
Hence we conclude Ψ(Ψ(A)Ψ(B)) = Ψ(AB).
Corollary 6.5. M is a monoid.
For A, B ∈ M , by abuse of notation, Ψ(AB) ∈ M is also denoted by AB.
We define π(A) := π(Ψ(A)) for A ∈ M ′ . Proposition 6.6. The product in M induces the one in M. Then it induces the one in PM.
Then A i B l = (AB) lm+i+1 , and
Hence we have π(AB) = π(AB ′ ). We have thus proved that the product in M induces the one in M. It is obvious that it also induces the one in PM.
Proposition 6.7. Φ : PM → Map(P(V )) is a monoid homomorphism, where Map(P(V )) is a monoid with the composition of mappings as a product. Hence PM acts on P(V ).
Since we have
Namely, Φ(PA)Φ(PB) = Φ((PA)(PB)).
In M ′ , we have (AB) lj+i = A i B j . Since Ψ(AB) = I, there exist i, j such that (AB) lj+i = A i B j = I and (AB) k = 0 for all k < lj + i. Then A i , B j ∈ GL(V ). We need to prove i = j = 0.
Suppose that i > 0. Then A 0 B j = 0, and hence A 0 = 0 since B j ∈ GL(V ). This contradicts the fact that A ∈ M .
Suppose that j > 0. Then A i B 0 = 0, and hence B 0 = 0 since A i ∈ GL(V ). This contradicts the fact that B ∈ M . Example 6.9. Let n = 2. Let
and thus the product is not continuous.
Remark 6.10. By definition, it is obvious that the product
Hinges
Let us recall the notion of hinges defined and studied by Neretin [3] , [4] .
Let P : V ⇒ W be a linear relation, i.e., a linear subspace of V ⊕ W . Let p 1 , p 2 denote the projections from V ⊕ W onto V and W , respectively. Then Dom(P ) := p 1 (P ) is called the domain of P , while Im(P ) := p 2 (P ) is called the image of P . In addition, Ker(P ) := p 1 (P ∩ (V ⊕ 0)) is called the kernel of P , while Indef(P ) := p 2 (P ∩ (0 ⊕ W )) is called the indefiniteness of P .
A hinge P = (P 0 , P 1 , . . . , P m ) is a sequence of linear relations
m).
Let Hinge(V ) denote the set of hinges. Introduce an equivalence relation ∼ in Hinge(V ) by
Then let Hinge * (V ) denote the quotient space Hinge(V )/ ∼. Neretin introduced a topology in Hinge * (V ), and proved, among others, that Hinge * (V ) is an irreducible projective variety, and P GL(V ) is dense open in Hinge * (V ).
and 
We have
Then ϕ(A) := (P 0 , P 1 , . . . , P m ) ∈ Hinge(V ), and ϕ is surjective.
Let PM H be the image of M H under the map P : M → PM. Then clearly ϕ : M H → Hinge(V ) induces the surjective map Pϕ : PM H → Hinge * (V ).
Proof. We prove that dim P i = dim V = n by induction on i.
The other assertions for ϕ(A) to be a hinge are obvious. Next we prove that ϕ is surjective. Let (P 0 , P 1 , . . . , P m ) ∈ Hinge(V ). Then there exist two partial flags:
It is easy to see that A := (A 0 , A 1 , . . . , A m ) ∈ M H and ϕ(A) = (P 0 , P 1 , . . . , P m ).
We have ϕ(A) = (P 0 , P 2 ) with
Then A(ǫ) ∈ GL(V ) for ǫ = 0. We have
as in the proof of Proposition 3.9, while
in Hinge * (V ). Hence we have Im(A 0 ) = Im(B 0 ) = Im(A 1 ), which contradicts the assumption that PA ∈ PM H . We have thus proved A 0 = B 0 . Do the same arguments to have A 1 = B 1 , and so on.
8. the mapping λ
where we regard
In particular, n A ∈ End( n V ) = Cid n V . We define Det(A) ∈ C by n A = Det(A)id n V . Clearly A ∈ M H if and only if Det(A) = 0.
Remark 8.1. Example 7.1 shows that λ is not a monoid homomorphism. Clearly we have
Note that k A = 0 for any k if A ∈ M H . Hence we can define
PM H is open in PM, and λ is continuous.
(l) converges to PA. As in the proof of Theorem 5.2, we can take a subsequence PB
Since PB (l) converges to PA, we have PA ′ = PA and k p = m + 1. To simplify the notation, we put
in this proof. We thus have
Then the restrictions on
of some nonzero scalar multiples of
Since A ∈ M H , we have n A = 0. Hence
we have by (7) (10) We have p = 0, k 0 = 2, V (0) ′ = e 1 , e 2 , and V (1) ′ = e 3 , e 4 . Then 
