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Abstract
Predictive Coding is a hierarchical model of neural computation that approximates
backpropagation using only local computations and local learning rules. An important
aspect of Predictive Coding is the presence of feedback connections between layers. These
feedback connections allow Predictive Coding networks to potentially be generative as well
as discriminative. However, Predictive Coding networks trained on supervised classification
tasks cannot generate accurate input samples close to the training inputs from the class
vectors alone.
This problem arises from the fact that generating inputs from classes requires solving
an underdetermined system, which contains an infinite number of solutions. Generating
the correct inputs involves reaching a specific solution in that infinite solution space. But
by imposing a minimum-norm constraint on the state nodes and the synaptic weights of a
Predictive Coding network, the solution space collapses to a unique solution that is close
to the training inputs. This minimum-norm constraint can be enforced by adding decay
to the Predictive Coding equations.
Decay is implemented in the form of weight decay and activity decay. Analyses done
on linear Predictive Coding networks show that applying weight decay during training
helps the network learn weights that can generate the correct input samples from the class
vectors, while applying activity decay during input generation helps to lower the variance
in the network’s generated samples. Additionally, weight decay regularizes the values of
the network weights, avoiding extreme values, and improves the rate at which the network
converges to equilibrium by regularizing the eigenvalues of the Jacobian at the equilibrium.
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Experiments on the MNIST dataset of handwritten digits provide evidence that decay
makes Predictive Coding networks generative even when the network contains deep layers
and uses nonlinear tanh activations. A Predictive Coding network equipped with weight
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Artificial neural networks (ANNs) have shown tremendous success at statistical learn-
ing due to the backpropagation learning algorithm [51]. In recent years, convolutional
neural networks (CNNs) [35] trained by backpropagation have achieved widespread suc-
cess at high-dimensional classification problems such as image recognition [29]. Generative
adversarial networks have also attained success in generating images from a latent space
[18], but not from a class vector alone.
Why might it be useful to generate a sample from a class vector? One reason is that
we may want to have a network that maps bidirectionally between particular inputs and
targets of a dataset. Such a network can be used as a part of other architectures in order to
guarantee that a segment of that architecture produces unique, invertible data mappings.
Another reason is that the neural network theoretically encodes a generative model, and
so having the network generate a sample from a class verifies the efficacy of that model.
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In this thesis, I will show that the regularizing effect of decay decisively benefits
the process of generating salient inputs from class vectors in a type of network called
Supervised Predictive Coding. Using decay, we can design a neural network that is
both discriminative and generative, meaning that the network can discriminate the class
of an input and generate valid input samples from the class using the same set of weights.
First, we will take a look at how backpropagation works in feed-forward neural networks,
a basic type of ANN.
1.1 Artificial Neural Networks
Feed-forward neural networks are functions that map an input to an output. The
network is a directed graph that consists of multiple hierarchical layers [51]. An example
of an artificial neural network architecture is shown in Fig. 1.1.
The layer which receives the input to the function is called the input layer, while the
layer that produces the output of the function is called the output layer. Intermediate
layers between the input and output are called hidden or deep layers. Each layer consists
of neurons, which store artificial firing rates called activities. In this thesis, the term values
will be used to refer to the numerical representations of these activities.
In normal feed-forward neural networks, every neuron within a layer is connected to
every neuron within the next layer. The strength of a connection between two neurons is
called a weight, and the full matrix of connections between two adjacent layers of neurons
is called a weight matrix whose elements are termed weights. Activities entering a layer
2
Figure 1.1: Standard feed-forward neural network, taken from [64]. The input layer is at
the bottom, the output layer is the single neuron at the top, and intermediate layers are
called deep layers.
can be called an input current.
A bias b can be added to the current. The bias is often treated as additional weights
projecting from an extra neuron with constant value 1 in a preceding layer to every neuron
in the next layer.
The current arriving at a receiving layer is transformed through a function f called an
activation. The purpose of activations is to introduce nonlinearity into the network. Non-
linearities allow a neural network to perform more complex processing, such as separating
an input into multiple classes where each class occupies nonlinearly separable space. Sam-





0 x < 0
x x ≥ 0
(1.1)
Denote f (l) to be the activation function for layer (l). Let w
(l−1)
i,j be the strength of the
synaptic weight connection between neuron j on layer (l−1) and neuron i on layer (l). The
feed-forward operation from a given layer of values x(l−1) with n(l−1) neurons to a receiving
neuron x
(l)















This equation can be simplified by placing every variable in matrix-vector form. Here,
W (l−1) denotes the weight matrix connecting layers (l− 1) and (l), ~x(l−1) denotes a vector
of values from layer (l−1), and ~b(l) denotes a vector of biases added to the current entering
layer (l),





A feed-forward pass is to run equation (1.3) on an input sample or batch x through every
layer of the neural network, producing the output y at the output layer.
The weights and biases of a feed-forward neural network are parameters to be learned.
The number of layers, the number of neurons in each layer, and the activation function
used at each layer are called hyperparameters which are chosen when the neural network
is initialized. Another hyperparameter, the learning rate, governs the magnitude of each
modification to the network’s weights during learning.
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Learning the weights and biases of a feed-forward neural network is achieved using an
algorithm called backpropagation [51]. This algorithm is used for supervised learning, the
setting in which the target output for a given input is known. Backpropagation additionally
requires a cost function, C, also known as the objective or the loss, to quantify the difference
between the outputs y produced by the neural network and the targets t. Popular neural
network loss functions are mean squared error for continuous valued outputs and cross
entropy for binary vector classification, also known as one-hot classification. Indexing each
input-target pair in a dataset with i, and denoting yi as the output corresponding to target
ti, cross entropy is
C(y, t) = −
∑
i
ti log yi + (1− ti) log(1− yi) (1.4)
Backpropagation finds the gradient of the cost function with respect to each weight and
bias of the network. For the current z entering the output layer of the network, that is,
the values projecting into the output layer before being transformed by the activation, the









For certain combinations of output activations and loss functions, the derivative above
simplifies to the difference yi−ti. Examples of such combinations are cross entropy loss with
logistic activation and cross entropy with the softmax activation function (not discussed
in this thesis).
Backpropagation acquires its name from the repeated application of chain rule to find
the derivative of the loss with respect to values further down the layers of the network.
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for all j. Denote the values of the neurons
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simplifies to the derivative
of the activation function f (l) as long as the same activation is used for all neurons at layer







































, the derivatives of the loss with respect to the weights w
(l−1)





















































simplifies to 1. Thus the update equa-






























with the aforementioned learning rate α, and similarly for the bias. That is, for all layers


























The full learning algorithm for artificial neural networks is presented in Algorithm 1. In the
algorithm, the term epoch refers to one full pass over the training set, and the term batch
refers to the fact that the inputs are often placed in batches of a user-chosen size. For each
epoch, the batches are recreated at random from all the input-target pairs. Optionally,




Initialize weights and biases;
for each epoch do





1.2 Biological Plausibility of Backpropagation
Despite the success of backpropagation, ANNs still exhibit weaknesses compared to
human intelligence, such as requiring thousands or even millions of data points in order
to learn. Human intelligence learns quickly from much fewer inputs. Trained neural net-
works are also susceptible to adversarial examples that do not easily fool humans [1]. One
popular direction of progress is thus to explore neural models that are consistent with the
architectural and computational constraints of biological brains. I will not investigate the
aforementioned weaknesses in this thesis, but I will study a more biologically plausible
model of neural computation as an alternative to backpropagation.
What does it mean for a model to be biologically plausible? I will use the criteria
defined by Whittington and Bogacz. A biologically plausible model satisfies four criteria:
local computation, local plasticity, minimal external control, and plausible architecture
8
[68].
Local computation means that the computations performed by a neuron must involve
only the values of adjacently connected neurons. Similarly, local plasticity means that the
weights of the neural network must be modified only using the values of the two neurons
whose connection strength the weight represents [68].
Minimal external control means the network must behave autonomously, performing
both inference and learning with as little external control routing information in different
ways at different times as possible [68].
Lastly, plausible architecture means the architecture of the neural network should be
consistent with the connectivity constraints that exist in the brain, and particularly the
neocortex [68].
Currently, artificial neural networks do not resemble biological neural networks because
the ANN learning algorithm, backpropagation, lacks biological plausibility. To show why
backpropagation is not biologically plausible, it is useful to imagine that a separate network
of neurons is projecting back values from the output layer. These values correspond to the
backpropagation derivative terms that are computed and used to update the feed-forward
network’s weights and biases.
First, backpropagation violates local computation because each derivative term relies
on the values of derivatives computed from many layers back. Backpropagation violates
local plasticity for the same reason, since the updates to the weights and biases of the
network rely on non-locally computed derivatives. These violations follow inherently from
the fact that backpropagation uses the chain rule, which requires values from across the
9
entire chain. It is questionable if the cerebral cortex can even compute equations at all [9].
Backpropagation also violates minimal external control, since it requires the network to
have distinct feed-forward and backpropagation phases, as shown in Algorithm 1. This im-
plies an exterior force is switching the network between its two phases, which is implausible
since all known brains are believed to be self-controlled.
Lastly, backpropagation violates plausible architecture through its use of symmetric
weights [37]. In equation (1.8), the existence of the term W (l−1)
T
implies that an entire
set of synaptic connection strengths must be copied onto the aforementioned separate
network projecting back backpropagation derivative terms [19]. This is known as the
weight transport problem [37].
Since backpropagation violates all four biological plausibility criteria, artificial neu-
ral networks trained with backpropagation are biologically implausible. Why, then, does
backpropagation work so well as a learning algorithm?
In the next chapter, we will investigate another neural framework called Predictive
Coding that can approximate backpropagation learning [68]. Predictive Coding addresses
some, though not all, of the biological plausibility issues of backpropagation, and it of-
fers some interesting insights into the potential ways that biological neurons can perform
learning and computation.
My thesis aims to show that making Predictive Coding networks generate inputs from
class vectors requires solving a system that contains infinite solutions, and decay collapses
the solution space to the one that resembles the input. Using Predictive Coding, we will




Predictive Coding (PC) is a theory of cortical computations posited to explain infor-
mation processing in the brain. It is characterized by one-to-one pairings of state nodes
and error nodes at each layer of a hierarchical neural network [47]. State nodes encode
values much like the activities in artificial neural networks, and error neurons encode the
differences between the predicted values projected down from the higher layers of the net-
work and the values of sensory input projected up from lower layers. Predictive Coding
networks also have forward and feedback connections between layers [47]. Forward connec-
tions are the weights that map values from a given layer to the next layer, while feedback
connections are the weights that map values from an upper layer to the layer below.
Predictive Coding in the brain comes from the idea that the brain encodes the causes of
sensory input as parameters of a generative model, and new sensory inputs are represented
in terms of those causes [59]. Equipped with this generative model, the brain may be able
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to perform inference on its environment. For example, our eyes perceive an image which is
full of red and yellow light wavelengths, and our brain infers that it is looking at a sunset.
But another possible inference is that it is looking at an autumn tree. In either case, the
brain is making a prediction about what it is looking at.
Multiple different objects can give rise to the same image. Inferring the causes behind
an outcome, such as the object behind an image, is an inverse problem that tends to be ill-
posed, with multiple or zero solutions [59]. These problems require additional constraints
in order to solve, and Predictive Coding may be able to provide these constraints [59, 7,
8, 24, 47, 58].
Rao and Ballard introduced Predictive Coding in the visual cortex as a hierarchical
generative model [47]. An image seen by the brain is represented as a linear combination
of basis vectors. These basis vectors are neural activities, and they are linearly projected
to subsequent layers. The result of the multiplication can also be processed through an
activation function such as logistic. The final neural activities can be thought of as a set
of causes that together give rise to the image perceived by the brain. These activities are
the state nodes in Predictive Coding.
Rao and Ballard proposed a hierarchical neural model in which every layer represents
a set of causes. Each layer is multiplied by a synaptic weight matrix to generate another
set of causes at the layer below, until the input image is generated at the input layer. In
other words, each layer predicts the values of the activities of the layer below.
The model seeks to minimize the difference between the predictions and the actual
activities at each layer. By encoding this difference in error nodes that exist at every layer,
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and by performing gradient descent on the values of all the errors, the model becomes able
to make accurate predictions. Gradient descent can be performed by modifying the values
of each layer’s state nodes as well as by modifying the synaptic weights connecting each
layer.
Another conception of Predictive Coding is the PC/BC-DIM model by Spratling [59,
55]. BC stands for Biased Competition and proposes that visual stimuli compete to be
represented by cortical activity [56]. This competition is achieved through excitatory feed-
forward and feedback connections between populations of neurons, along with inhibitory
lateral connections within each population [56, 10, 50].
Spratling proposes a reconciliation of biased competition and Predictive Coding [56].
Instead of excitatory feedback connections, feedback from higher layers inhibits the inputs
to a neuron [22]. The usual way to represent the inhibitory effect of feedback is to have
error nodes encode the difference between the state nodes they are directly connected to
and the feedback that they receive from the layer above. Spratling’s PC/BC-DIM model
instead uses Divisive Input Modulation [62], in which errors are calculated using division
instead of subtraction [59]. Error nodes encode the ratio between the state nodes they are
connected to and higher layer’s non-zero predictions sent down.
Many other implementations of Predictive Coding exist. Some network architectures
have leveraged the principle of Predictive Coding–that is, the existence of predictions and
errors–to perform specific vision-related tasks such as video prediction [38]. Predictive
Coding can also be used in conjunction with other neural architectures, such as LSTMs
and convolutional layers [38].
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2.1 Predictive Coding with Free Energy Principle
We now return to this question: how does the brain solve the problem of inferring the
causes of sensory input? Friston’s Free Energy Principle explains that the brain solves
this problem using a process called minimizing the brain’s Free Energy [13]. According
to Friston, Free Energy is an information theoretic quantity that bounds the evidence for
a model of data, where data is sensory inputs and the model is encoded by the brain
[14]. Free Energy is inspired by statistical mechanics and can be thought of as the amount
of “entropy” in the brain. In other words, the process of minimizing Free Energy is the
process of minimizing entropy. But what does it mean to minimize entropy in the brain?
First, the motivation for Free Energy rests upon the fact that self-organizing biological
agents resist a tendency to disorder [14]. What this means is that biological organisms
maintain their order by restricting themselves to a limited number of states [2], and Fris-
ton’s proposal is that these states encode a generative model that predicts the conditions
of the organism’s environment. Entropy, which can be thought of as disorder, is therefore
a misprediction of the environment, which can be defined as “surprise”. Thus, minimizing
Free Energy in the brain corresponds to minimizing the surprise experienced by the brain.
According to the Free Energy Principle, the introduction of sensory stimuli induces
surprise in the brain. Cortical responses can be seen as the attempt to minimize the Free
Energy induced by that stimulus and thereby encode the most likely cause of that stimulus
[13]. Learning emerges from synaptic changes that minimize Free Energy, averaged over
all stimuli encountered [13]. This statistical view of the brain forms the basis of the
mathematics of the Free Energy Principle conception of Predictive Coding.
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Bogacz presents an effective tutorial of the Free Energy Principle, explaining how it
can be mapped onto a population of neurons [4]. This section follows and summarizes his
tutorial.
Bogacz starts by considering an organism with some visual capability that attempts
to infer the diameter v of a food item based on the light intensity it observes. Let u
be a noisy estimate of the light intensity its visual receptor receives and let g denote a
non-linear function that relates the average light intensity of an object with the object’s
diameter [4]. For example, g(v) = v2. Next, assume that the perceived light intensity is
normally distributed with mean g(v) and variance Σu. Then the probability of observing
u given v is
p(u|v) = N (u; g(v),Σu) (2.1)
The organism is also equipped with prior knowledge on how large food items are that
it learnt from experience [4]. Assume that the animal expects this size to be normally
distributed with mean vp and variance Σp.
p(v) = N (v; vp,Σp) (2.2)
When the animal has observed a particular value of light intensity u, it is then faced with
the problem of estimating the diameter v of the food item, which can be interpreted as








Bogacz notes that it would be difficult for an organism to perform this computation for
two reasons. First, if g is a non-linear function, then p(v|u) will not necessarily have a
normal spread of values. Thus, representing p(v|u) requires representing infinitely many
values for each possible u rather than just representing summary statistics like mean and
variance [4]. Second, it is hard to imagine a neural circuit that can compute (2.4), which
is a normalization term that ensures all p(v|u) integrate to 1. Bogacz suggests that the
basal ganglia, a region of the brain implicated in reward-motivated decision making, can
compute the normalization term for discrete probability distributions [5], but computation
of the normalization for continuous distributions requires evaluating the integral [4]. This
would be too hard for a simple neural circuit to do.
Bogacz then proposes that the brain seeks the most likely size of the food item v
that maximizes p(v|u). Denoting this size φ, the brain then attempts to find the φ that
maximizes the probability density distribution p(φ|u). Since p(φ|u) depends on a ratio
with p(u) in the denominator and p(u) does not depend on φ, we can just find φ that
maximizes the terms p(φ) and p(u|φ) in the numerator [4]. Denote by F the logarithm of
the numerator,
F = ln p(φ) + ln p(u|φ) (2.5)
Since the natural logarithm function is monotonic, we can maximize the numerator by
maximizing F . But why do we not just maximize the numerator directly? It is because
p(φ) and p(u|φ) are normal distributions, and so the formula that represents them contains
exponentiation terms. Taking the logarithm of those terms removes the exponentiation,
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allowing a simpler derivation of the objective function that maximizes F [4].
F = ln p(φ) + ln p(u|φ)






































− ln Σp −
(φ− vp)2
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Here, Bogacz incorporates all constant terms into a constant C, leaving only the terms
containing variables we are concerned with for maximizing F . Then, taking the derivative












Now, the computational process of finding φ that maximizes F can be expressed in terms














is simply set to ∂F
∂φ
. The equation can be simulated with an appropriate Euler
time step to arrive at an approximate φ that maximizes F , and in this manner, acquire
the most likely size v of the food item of interest. But how could a network of neurons
implement such a differential equation?
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We can bring back the concept of error-encoding neurons discussed in earlier conceptions
















Bogacz assumes that vp, Σp, and Σu are encoded in the strengths of the synaptic connections
since they represent prior knowledge, while φ, εu, and εp are encoded in the activity of
neurons or neural populations. Next, Bogacz derives differential equations for εu and εp
with respect to time [4],
dεp
dt
= φ− vp − Σpεp (2.11)
dεu
dt
= u− g(φ)− Σuεu (2.12)
These two equations allow each error node to converge to the values defined in (2.8) and
(2.9). This can be shown by setting (2.11) and (2.12) to 0. Figure 2.1 shows the architecture
of the Predictive Coding network that facilitates equations (2.10), (2.11), and (2.12).
It is also possible to find φ that maximizes F by changing the terms vp, Σp, and
Σu, whose values are encoded in interlayer synaptic connections. This process can be
interpreted as “learning”. As the organism experiences more and more light intensity-food
18
Figure 2.1: Predictive Coding neural network, taken from [4]. Circles denote neural nodes,
arrows indicate excitatory connections, and lines ending with circles indicate inhibitory
connections. Labels above connections denote their connection strengths and lack of label
indicates a connection strength of 1. The rectangles indicate the values that need to be
transmitted via the connections they label [4].
size relations, its knowledge, or “priors”, should change to reflect those experiences as well.































Notice that equation (2.13) can be written as just ∂F
∂vp
= εp. This implies that the update to
the synaptic connection vp is Hebbian because it depends only on the activity of presynaptic
and postsynaptic neurons [4]. The other two equations for Σp and Σu can also be simplified
similarly. In this thesis, we will ignore changes to Σp and Σu and focus on changes to vp
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as the main mechanism of learning.
Next, we can consider the function g. Bogacz conjectures that g is a function of two
parameters, θ and v, such that g(v, θ) = θh(v), where h(v) is some nonlinear function.







= φ− vp − Σpεp (2.17)
dεu
dt
= u− θh(φ)− Σuεu (2.18)
The update to vp can now be written as just an update to θ since h(φ) is an activation




A Predictive Coding network that facilitates equations (2.16), (2.17), (2.18), and (2.19) is
shown in Fig. 2.2.
Everything discussed thus far involves a single dimensional input, u. We can now scale
up the dimensionality of the input and also the dimensionality of our network by allowing
there to be multiple neurons per layer and also multiple layers.
The same objective function F can be used and derived for a vector of inputs and
a vector of nodes at each layer of the neural network. Bogacz shows these derivations
rigorously in his tutorial [4].
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Figure 2.2: Predictive Coding neural network with h(φ), taken from [4]. Notice that
connection weight strengths between εu and φ are now a scalar mapping θ followed by a
nonlinear activation h or h′.
We now presume a vector ū of inputs. Let our Predictive Coding model be a hierarchical
neural network of n layers, where the input ū is at layer 0 and a hypothetical output is
at layer n − 1. For each layer i between the input and output, a vector of error nodes
ε̄(i) connects to a vector of states, φ̄(i), with connection strength 1 on the same layer. For
the interlayer connections, ε̄(i) connects to φ̄(i+1) nodes on the next layer with connection
weight strengths θ(i). The activation function for layer i is h(i)().
How does this network relate to our previous, unidimensional network? Now that we
have introduced hierarchy, we are not limited to just two sets of error nodes, εu and εp,
but rather, we have as many vectors of error nodes ε̄(i) as there are layers i. Further, we
have as many internal state nodes φ̄(i) and interlayer connection weight strengths θ(i) as
we require as well. Our update equations become [4]
dφ(i)
dt




= φ̄(i) − θ(i)h(i)(φ̄(i+1))− Σ(i)ε̄(i) (2.21)
Notice that we have done away with the different update equations we had for εp and εu
before by using internal state nodes φ̄(i) and variances Σ(i). Here, u would be denoted by
φ̄(0) and Σu would be denoted by Σ
(0). The variables vp have all been replaced by θh(φ̄).
Lastly, note that since we are now dealing with vectors of nodes instead of singular nodes,
we use the Hadamard product  in (2.20).
Bogacz derives the update to the interlayer connection weight strengths θ(i) to be a
tensor product of the error nodes ε̄(i) on the lower layer with the state nodes h(φ̄(i+1)) on




Note that the two terms in (2.22) correspond to the two sets of nodes ε̄(i) and h(i)(φ̄(i+1))
that are presynaptic and postsynaptic neurons for the synapse represented by the con-
nection weight strength θ(i). Thus, it is a Hebbian update rule, preserving our biological
plausibility requirement to have local synaptic plasticity.
Fig. 2.3 shows a Predictive Coding network with multiple neurons per layer that facil-
itates equations (2.20), (2.21), and (2.22).
So, why do these equations matter? How do they represent effective neural learning
with respect to a given statistical learning task?
Bogacz explains this question by referring to Kullback-Leibler Divergence [31], which
is more commonly known as KL Divergence. Kullback-Leibler Divergence is a measure
of how one probability distribution q(v) is different from a second probability distribution
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Figure 2.3: Predictive Coding neural network representing a model inferring 2 features from
2 sensory stimuli, taken from [4]. Green nodes represent the first layer in the hierarchy,
blue nodes represent the second layer, and purple nodes represent the third layer.
p(v|u) [32, 30, 4]. To simplify the following analysis, Bogacz assumes that q(v) is a delta








While any pair of distributions q(x) and p(x) could have been chosen for the KL Divergence
formula, Bogacz chooses q(v) and p(v|u) since we are interested in estimating v from
observing u. Substituting the definition of conditional probability, p(v|u) = p(u,v)
p(u)
into






dv + ln p(u) (2.24)
The integral in (2.24) is actually Friston’s concept of Free Energy, and Bogacz denotes its
negative by F . Recall that F was defined as ln p(φ)+ln p(u|φ). Under certain assumptions,
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the negative Free Energy in (2.24) is equivalent to this F [4]. We write F now as the







KL(q(v), p(v|u)) = −F + ln p(u) (2.26)









q(v) ln p(u, v)dv −
∫
q(v) ln q(v)dv
= ln p(u, φ) + C1
The delta function with centre φ assumption implies that the integral of q(v) multiplied
by any function h(x) is equal to h(φ), which, in this case, is ln p(u, φ) [4]. The second
integral does not depend on φ and so cancels out when we compute the derivative of F
with respect to φ, so we denote it by a constant C1 [4].
F = ln p(u, φ) + C1 (2.27)
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By using the fact that p(u, φ) = p(φ)p(u|φ) and ignoring C1 [4], we can then derive
F = ln p(u, φ)
= ln p(φ)p(u|φ)
= ln p(φ) + ln p(u|φ),
which is exactly the same as (2.5).
Hence, the process of minimizing Free Energy, which is equivalent to maximizing F ,
lets us find the approximate delta distribution q(v) [4]. Finding q(v) allows us to retrieve
φ, which is the reason for the whole set of equations (2.20), (2.21), and (2.22) behind our
Predictive Coding network [4].
Another way to think about the network’s inference process is by noting that, if we
maximize p(u), we are are finding a set of states in our neural network such that sensory
observations are least surprising [4]. This follows from the fact that u is the noisy estimate
of light intensity observed by our organism. Rearranging (2.26) as
ln p(u) = F +KL(q(v), p(v|u)) (2.28)
tells us that, since KL divergence is non-negative, F is a lower bound on p(u), so by
maximizing F , we maximize the lower bound on p(u) [4]. Bogacz notes, however, that an
organism actually wishes to maximize the average of p(u) across multiple trials, or multiple
attempts to find food, and so the parameters of its Predictive Coding network, which is
presumably its brain, are only modified a little bit for each trial [4]. This is similar to
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applying weight updates with a learning rate when training artificial neural networks with
backpropagation.
2.2 Approximation of Backpropagation
Predictive Coding with the Free Energy Principle using Bogacz’s equations allows us
to design a network with a learning algorithm that approximates backpropagation. Whit-
tington and Bogacz observe that, under certain conditions, if the equations used in back-
propagation are written in a certain way and compared to the Predictive Coding equations




from (1.5) simplifies to ȳ− t̄ for certain loss and activation functions [68].
Recall that ȳ is the final output of the neural network and t̄ is the target output. One such
combination that allows for this simplification is logistic activation with cross entropy loss,
which is commonly used for classification tasks. Another common combination is softmax
activation with categorical cross entropy loss. Our assumption is therefore that a loss-
activation function combination is used such that the derivative of the loss with respect to
the current z̄ entering the top layer is equal to ȳ − t̄.
As we apply chain rule to get the derivative of the loss with respect to the hidden layers





is described in (1.6), and can be simplified to (1.8). For




Figure 2.4: A Predictive Coding network taken from [68]. During training, the inputs ū
would be fixed to the two nodes on the right, x(2), while the outputs t̄ would be fixed to the
two nodes on the left, x(0). Arrows denote excitatory connections while lines ending with







ȳ − t̄ l = n− 1
f ′(l)(x̄(l−1))W (l−1)T ∂C
∂z̄(l+1)
0 < l < n− 1
(2.29)
Now, we consider how our Predictive Coding model would learn. Since we are doing
supervised learning, we have a dataset of inputs ū and targets t̄. Unlike what we had
before, we engineer our training procedure such that we present the input ū to layer n− 1
and the target t̄ to layer 0 of our Predictive Coding network. We will see the reasoning for
this later.
Fig. 2.4 shows the network described in this paragraph and the next. Note that φ is
shown as x in the figure, a switch of variable that Whittington and Bogacz make in their
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paper on how Predictive Coding approximates backpropagation [68]. I will also be making
this variable switch, so the following explanation will be based on the variables in Fig. 2.4.
When a stimulus has been presented to the network, its error nodes will acquire non-
zero activity [4] and the values of the network’s internal state nodes x̄(1) will begin to
change. During training, the value of the state nodes x̄(0) will not change since they are
fixed to t̄. Similarly, the value of the state nodes x̄(2) should not change since they are
fixed to ū, though different implementations of holding the input to the network can exist.
At equilibrium, the error nodes ε̄(0) on layer 0 will encode the difference between the
target output and the output of the network. Let the output of the network be µ̄, and it
is equal to the values of the internal state nodes of the previous layer x̄(1) transformed by
an activation function h(0) and multiplied by the connection weight strengths θ(0).
µ̄ = θ(0)h(0)(x̄(1)) (2.30)
Hence, the error nodes ε̄(0) should equal t̄ − µ̄ at equilibrium. For every other layer, at
equilibrium, the change in each error and state neuron should equal zero. Letting φ = x
as before, we can set the left hand side in (2.20) to 0 and rearrange the equation to get
ε̄(i) = h′
(i−1)
(x̄(i)) θ(i−1)T ε̄(i−1) (2.31)
Unless the network has been trained to associate the input and the output, the error nodes
will not converge to zero [4, 68] at equilibrium. Now we can write the value of each error
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node at equilibrium as
ε̄(i) =

t̄− µ̄ i = 0
h′(i−1)(x̄(i)) θ(i−1)T ε̄(i−1) 0 < i < n− 1
(2.32)
Compare (2.29) and (2.32). They have essentially the same mathematical terms except
with the layers reversed and with the target and network output switched in the difference
expression. To account for the switch, the weight update ∂F
∂θ(i)
is added to θ(i) rather than
subtracted as in backpropagation. This also makes sense under the Predictive Coding
objective of maximizing F , the negative Free Energy, as opposed to backpropagation’s
objective of minimizing the loss C.
Now the question is whether or not those terms are actually driven by the Predictive
Coding equations to equal the backprop terms at equilibrium in practice. Whittington and
Bogacz investigate this question in their paper and find that the terms in their Predictive
Coding network actually approximate backpropagation terms under some sets of circum-
stances [68]. Since the update to weight θ(i) in the Predictive Coding network is the tensor
product ε̄(i)h(i)(x̄(i+1))T , if the Predictive Coding terms equal the backprop terms, then the
update will be the same as that used by backpropagation in (1.9).
This allows us to derive a similar learning algorithm for Predictive Coding networks as
algorithm 1 [68]. Again, notice we switch the layers where we fix the inputs and targets:
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Algorithm 2: Predictive Coding During Learning [68]
Initialize weights;
for each epoch do
for each batch u,t in dataset do
φ(n−1) = u;
φ(0) = t;
Inference: Equations (2.20), (2.21) until convergence
Update weights: Equation (2.22)
end
end
Observe that the learning algorithm involves fixing ū and t̄ to the network. This in
effect clamps the network, preventing it from converging to an equilibrium where all the
error nodes equal 0. If either ū or t̄ are removed, then there is no clamping, and the error
nodes should all converge to 0. Bogacz shows that the equilibrium of the model is stable
[4], and so running the Predictive Coding equations should always allow the network to
converge to the equilibrium where all error nodes equal 0.
Consider also what happens when we fix only ū or t̄ to the network. Since an equilibrium
to the Predictive Coding equations always exists, fixing either ū or t̄ to the network will
cause all the internal state nodes to converge to some final value. At the other end of the
network, x̄(0) or x̄(n−1), a result is produced. Usually, x̄(0) is a class while x̄(n−1) is an input
such as an image.
Whittington and Bogacz have already shown that the Predictive Coding network is
capable of learning image classification [68]: given an image at x̄(n−1), the network predicts
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the correct class at x̄(0). Furthermore, since their model is the first conception of Predictive
Coding that works with supervised learning, it is called Supervised Predictive Coding.
But can their network perform the other task: generating good quality images at x̄(n−1)
when presented a class in x̄(0)?
We call generating images from classes the network’s generative mode of operation [66],
and the other mode in which it predicts the class from the image the discriminative mode of
operation. In the following chapters, I will show the benefit of decay to both modes. Since
Supervised Predictive Coding is already good at being discriminative, the main benefit of
decay will be to make it generative.
In the next chapter, I will explain how decay can be introduced in two forms, weight
decay and activity decay [66], and I will present the benefits that weight decay brings to
the discriminative mode. In the chapter after that, I will show the pivotal role that both
types of decay play in solving the problem of generating inputs from class vectors.
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Chapter 3
Predictive Coding With Decay
What possible improvements can be made to Supervised Predictive Coding? Before we
get to that, I will first discuss my implementation of Whittington and Bogacz’s network.
Since a Predictive Coding neural network is a system of differential equations, it requires
initial values in order to be numerically simulated. My convention is to set all the state
and error nodes to zero at initialization.
When values such as input images or output classes are fixed to the state nodes at the
top or bottom layers of the network, the network’s internal state and error nodes begin
to change. I simulate the differential equations that describe these changes with Forward
Euler stepping until the equilibrium is reached.
Given a network of n layers, zero-indexed, the differential equations that govern the
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= α(i)W (i−1)ε(i−1)  σ′(x(i))− β(i)ε(i) (3.2)
Notice that instead of using one weight matrix θ(i) for forward and backward computations
between layer (i) and layer (i+ 1), I use matrix M (i) for the mapping from layer (i+ 1) to
layer (i) and matrix W (i−1) for the mapping from layer (i − 1) to layer (i). This resolves
the problem of having symmetric weights, and using separate weights M and W still allows
the network to achieve excellent performance. Similar to weight initialization in feedback
alignment [37], I use random initialization of M and W.
For the other variables, x(i) denotes the vector of state nodes of layer i, ε(i) is the
corresponding vector of error nodes for layer i, σ is an activation function such as tanh on
x(i), ν(i) is a scalar variance parameter that I always set to 1 to simplify my experiments,
the  operator represents the Hadamard product, and τ is a time constant.
The variables α(i) and β(i) are binary valued gatekeepers used to simplify the compu-
tational aspect of the network switching between modes of operation. The variable α(i)
controls values being projected up to x(i) from lower layers, while β(i) controls values sent
down to x(i) from error nodes ε(i) on the same layer. During learning, when the network is
clamped, α(i) = 1 and β(i) = 1 to allow state nodes x(i) to receive values from above and
below for all i. The other two modes of operation are discussed later.
The equations for the input and output layers of the network are slightly different.
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Exceptions are that equation (3.2) applies to the state nodes of layer (n− 1) and equation
(3.1) applies to the error nodes of layer (0). It is the state nodes on layer (0) of the network
and the error nodes on layer (n− 1) of the network that differ for reasons specified below.
The output of the network is the predicted class of the input and can be retrieved from
the state nodes at layer (0) of the network at equilibrium. For the update to state nodes
x(0), we simply take the negative of the corresponding error nodes ε(0) on that layer since





The input to the network is held in a vector termed stim, which stands for stimulus.
For image classification, you can think of stim as the physical photons hitting the retina
cells, while the cells starting from the retina correspond to the nodes of layer (n− 1).
Importantly, stim and the nodes of layer (n−1) have the same dimensions. The update




= x(n−1) − stim− ν(n−1)ε(n−1) (3.4)
Now, we can discuss the settings of α and β in the network’s other modes of operation.
In discriminative mode, all α and β are set the same as the clamped mode except that
α(n−1) = 0 in order that the state nodes x(n−1) exclusively receive input from stim. This
is so that x(n−1) converges to the values of stim and so at equilibrium the output of the
network is achieved from the correct setting of the input to the network. Note that there
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is no need to set α(0) = 0 because there is no layer projecting values up from below x(0).
In generative mode, all α and β are set to the same as the clamped mode, but now
β(0) = 0 to prevent the state nodes x(0) that have been set to the values of class labels
from changing, β(n−1) = 0 to prevent the state nodes x(n−1) from receiving information
from the error nodes that they are connected to that normally convey values from the now
zero-valued stim container, and α(n−1) = 1 to allow state nodes x(n−1) to change to the
inputs generated by the classes.
During learning, which is the network’s clamped mode, I update the weights M (i) and
W (i) in each time step using the gradients in (2.22). With asymmetric weights, the updates








= σ(x(i))⊗ ε(i−1) (3.6)
The variable γ is a time constant similar to τ, but not necessarily equal since the synaptic
changes in biological neural networks likely happen at a different rate than that of the
changes to activities of nodes. It follows that my Predictive Coding training regime differs
from that presented in algorithm 2 because it performs a weight update after every time
step, rather than only after the state and error nodes have converged to equilibrium.
Fig. 3.1 summarizes the variables in my network, showing how they all connect together
in a hierarchy of layers.
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Figure 3.1: End to end schematic of my neural network. Notice how during learning, the
class labels, Y, are fixed to the state nodes at layer 0, while the inputs, X, are placed in
a container stim (dashed line circle) and “fed” into the error nodes on layer (n − 1). An
example α is shown gating values fed up to state nodes and a sample β is shown gating
values fed down to state nodes.
3.1 Decay in the Free Energy Objective
Recall that the objective of the Predictive Coding network is to maximize F , which







Under the Whittington and Bogacz conception of Predictive Coding, the main relation





This relation follows from fixing state nodes and setting all the differential equations for
the error nodes (i.e. (3.1)), to zero.
The error nodes comprise half of the nodes in the Predictive Coding network. The
other half consists of state nodes, and the remaining parameters of the network are the
interlayer connection weights. Observe that the network’s objective function only penalizes
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the error nodes. What happens if we penalize all the parameters of the network? We can

















Taking the derivative of (3.9) with respect to each parameter yields a slightly different set
of update equations for the state nodes and weights. The state nodes x(i) now have a decay
term in their update, −λxx(i). This term λxx(i) is activity decay, a phenomena related to
spike-frequency adaptation in which the neuronal firing rate decreases for a stimulus of

















= σ(x(i+1))⊗ ε(i) − λWW (i) (3.13)
What can be the effects of these decay terms? Weight decay [49] is a well-known
regularization technique. In artificial neural networks, weight decay is usually formulated
as a penalty for large weight and bias parameters in the loss function. Given a loss function
C(x, t; θ) for inputs x, targets t, and weights and biases θ, a minimum-norm penalty for
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parameters θ can be introduced into the loss,
C(x; θ) = C(x, t; θ) + λ‖θ‖2 (3.14)
This new cost function changes the backpropagation update to




The benefits of weight decay in artificial neural networks are numerous, including better
generalization to unseen data points from test datasets [16] and even reducing classification
error on the training dataset [29]. Can similar benefits be seen from adding weight and
activity decay to Predictive Coding networks?
Weight decay has a clear effect on Predictive Coding training by altering the update






, when λM > 0 and λW > 0. We will see that weight decay
confers significant benefits to Predictive Coding networks in this chapter and the next.
But first, we will analyze the impact of activity decay on training.
3.2 Analysis of Activity Decay During Training
In this section, I will explain how activity decay has a detrimental effect on training.
First, I will show that the error nodes ε(i) do not go to zero during training. We will use a
proof by contradiction. Then, I will demonstrate how non-zero error nodes cause activity
decay to negatively impact training.
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Consider a 2-h-3 network, where the hidden layer contains h state nodes x(1) and h
error nodes ε(1). The network uses linear activations σ and has an activity decay of λx on
x(1). During training, inputs X and output classes Y are fixed to the network’s 3-node
layer and 2-node layer respectively. At the input layer, α = 0 and β = 1. As a result,
x(2) receives no input from the hidden layer, so it is only updated via its connecting error
nodes ε(2). At the class layer, β = 0, so x(0) receives no update. For all other nodes, α = 1
and β = 1.

























To start the proof by contradiction, we assume that all error nodes are 0 at the equilib-
rium during training. At the equilibrium, (3.16) equals 0 which implies x(2) = X. Setting
(3.18) to 0 and with the assumption that ε(1) = 0 gives us
x(1) = M (1)σ(X) (3.22)
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We are interested in finding all the constraints on x(1). Since σ is linear, equation (3.22)
gives exactly h constraints on x(1), so currently, x(1) is fully determined. But are there
additional constraints on x(1)? Observe that since the class Y is fixed to x(0), x(0) = Y .
Setting (3.20) to 0 and with the assumption that ε(0) = 0 gives,
Y = M (0)σ(x(1)) (3.23)
Since M (0) is a 2×h matrix, there are now two additional constraints on x(1). Given linear
σ, the system is overdetermined with two extra constraints. There only exists a solution
for x(1) if the constraints in (3.23) are consistent with the constraints in (3.22), but there
is no reason to assume this is ever the case. But we also know that the network is stable
[4], so an equilibrium solution for x(1) must exist. By contradiction, the assumption that
all the error nodes ε(i) are 0 at the equilibrium during training must be false.
This result holds as long as the class layer has j > 0 nodes. In fact, the class layer
always imposes j additional constraints on x(1) than the number of variables in x(1), so a
linear network with at least one hidden layer will always be overdetermined. Training will
therefore find an equilibrium solution for x(1) that compromises between all the constraints
on x(1). This compromise solution will almost never make all the error nodes go to zero,
though the errors can get very close to zero.
Assume that the network has been trained via the regular Predictive Coding training
process without any decay. Then its errors will be zero on average at the equilibrium.
Consider (3.19) at equilibrium. With the error nodes ε(1) and ε(0) being zero on average,
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the largest term in (3.19) would be λxx
(1). Enforcing equilibrium, we get in (3.19) that
λxx
(1) = 0 (3.24)
The only solution for (3.24) is if x(1) = 0. However, as long as Y is not all zeros, the network
cannot map x(1) to Y if x(1) is all zeros, and so x(1) takes on at least some non-zero values.
Due to λx > 0, the state nodes x
(1) are pushed towards zero, pulled away from their
former equilibrium point. This pulling affects the error nodes by drawing them away from
zero. These non-zero errors accumulate in weight matrices M and W , and can cause them
to grow unstably. But the unbounded growth can be counter-balanced by weight decay,
which during training will yield a unique, low-error equilibrium for the network, as well as
unique weights [66].
This analysis provides us with two findings. First, using linear networks, the errors
will almost never fully reach zero during training due to the overdetermined hidden layers.
This result is not necessarily a deal breaker; Predictive Coding networks are still capable
of learning input-output associations to a high degree of accuracy [68]. Second, activity
decay is detrimental to learning, and only weight decay should be applied during training.
In the next chapter, I will present the benefit of activity decay outside the training context.
Now that I have examined the effect of decay on training, we can next examine the
effect of decay on the discriminative and generative modes. In the rest of this chapter, I
will show that weight decay training improves the network’s convergence to equilibrium
in the discriminative mode. The equilibrium of the discriminative mode is where the
network decides the class of the input, so it is important that the network can converge to
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equilibrium in a reasonable amount of time. The effect of decay on the generative mode
will be explored in the next chapter.
3.3 Stability Analysis of the Discriminative Mode
For simplicity, I restrict my analysis of the discriminative mode to the case of linear
networks, where every activation function σ used in the network is linear. The analysis
is far more difficult if activation functions are non-linear, as then multiple equilibria can
exist. That analysis will be relegated to future work.
Dynamical systems analysis is a useful tool to analyze the stability of the network.
Note that Bogacz proved that the network is always stable [4]. What I aim to do is show
that, with a bad choice of hyperparameters, the network will take a long time to reach the
equilibrium. Introducing decay can alleviate this problem even with bad hyperparameters.
3.3.1 Linear Stability Analysis of Dynamical Systems
Consider a system of differential equations of two variables, x and y.
ẋ = f(x, y) (3.25)
ẏ = g(x, y) (3.26)
Here, f and g can be any function. Importantly, note that at the equilibrium (x̄, ȳ),
f(x̄, ȳ) = g(x̄, ȳ) = 0 since the values of x and y no longer change. Now, consider adding
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some small perturbation (X, Y ) to (x̄, ȳ) from their equilibrium points. Then we can use
Taylor’s theorem to create an approximation of f(X + x̄, Y + ȳ),











+O(X2, Y 2) (3.27)











+O(X2, Y 2) (3.28)
Both f(x̄, ȳ) and g(x̄, ȳ) will equal 0. We can more succinctly write equations (3.27) and














+O(X2, Y 2) (3.29)
Equation (3.29) tells us that the dynamics of (x, y) are largely determined by the Jacobian,
their first derivative matrix. The order O(X2, Y 2) terms do not contribute significantly to
the approximation as the perturbation from (x̄, ȳ) gets smaller. Now, we can use matrix
exponentiation to uncover how the Jacobian determines the stability of the system near
its equilibrium.











Denote the 2 × 2 matrix in (3.30) as A. Differential equations theory tells us that the
solution to this system, which we denote as ~x(t) (the variable y is included in ~x(t)), is ceAt
for some constant c [41]. The matrix exponential function is defined in this manner: if A
is an n × n diagonal matrix with r1, r2, . . . , rn down its main diagonal, then eAt is the
diagonal matrix with er1t, er2t, . . . , ernt down its main diagonal [41]. If A is not a diagonal
matrix, then it can be diagonalized into the form PDP−1 where D is a diagonal matrix if
P exists such that A = PDP−1. The values of the diagonal of D will be the eigenvalues
of A. Experimentally, for the Predictive Coding equations, the matrix is almost always
diagonalizable.











[PDP−1]3 + . . .



















Let r1 = α + iβ and r2 = α − iβ be eigenvalues of (3.30). These two eigenvalues will be
along the diagonal of the matrix D in PeDtP−1, derived above. The eigenvalues of D are
mapped into the space of A via pre- and post-multiplication by P and P−1 respectively.
Thus, the eigenvalues r1 and r2 determine the stability of (3.30) by affecting e
At.
The important value here is α, since e(iβ)t = sin βt + i cos βt, which is sinusoidal and
so eαt primarily determines whether the system is stable. If α > 0, then the system is
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unstable and will diverge from the equilibrium. If α < 0, then the system is stable and
will “spiral” towards the equilibrium. Even if the eigenvalues are not complex, the sign of
α still determines the stability behaviour.
Since (3.29) takes a form similar to (3.30), putting our knowledge of the effect of α
together with those two equations tells us that the stability of the Jacobian in (3.29) is
determined by the eigenvalues of the Jacobian. Thus, to determine if a linear dynamical
system is stable around its equilibrium, we will need the eigenvalues of the Jacobian at
equilibrium. In the next section, I consider the Predictive Coding equations in a form
similar to (3.30) and investigate their stability.
3.4 Predictive Coding Discriminative Dynamics
I will now show that the Predictive Coding equations with linear activations can be put
in a form similar to (3.29) since the change to each variable is just a linear combination of
every other variable. For this analysis, I consider a linear 2-3-4 network, which means a
network with 2 state and 2 error nodes at layer 0, 3 state and 3 error nodes at layer 1, and
4 state and 4 error nodes at layer 2. In total, there are 18 variables: 9 state nodes and 9
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3 − stim3 − e
(2)
3 (3.48)
Equations (3.31)-(3.48) can be written in Sympy, where the change with respect to
time of all 18 variables is stored in an 18-vector, and the differential equations for each
variable is stored in a corresponding 18-vector. Then we can compute the Jacobian, the
18 × 18 matrix of derivatives of each variable with respect to every other variable. The
code for computing the Jacobian, using roughly similar indexing conventions as in equations
(3.31)-(3.48), is shown in Fig. 3.2.
Since I am interested in analyzing the stability of the network near equilibrium, the
values that will be substituted into each variable of the Sympy Matrix will be those of
the PC network nodes at equilibrium given an input fixed into the stim container. The
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Figure 3.2: Equations (3.31)-(3.48) in a Sympy (sp) Matrix, ready to have values substi-
tuted into each variable. Note that the values in the weight matrices are retrieved through
array indexing, and this is done because the entire weight matrix is stored as a single
variable such as W0, the weights that map error nodes from layer 0 to layer 1.
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experiments in the next section will show that the capacity of the network to converge to
equilibrium is dependent on the eigenvalues of the Jacobian of the above matrix, and that
these eigenvalues are greatly improved through the introduction of decay into the network.
3.4.1 Stability of Predictive Coding Trained Weights
Before the main experiment, we do a preliminary experiment to see how the network
converges with a bad hyperparameter choice.
I start by creating a dataset with four-dimensional inputs and two-dimensional outputs.
The inputs are created by sampling two random four-dimensional vectors where each value
is drawn from a uniform distribution on [−0.5, 0.5) and multiplying the result by 3. The
classes are the identity 2× 2 matrix, so the first input vector corresponds to the [1, 0] one-
hot class and the second input vector corresponds to the [0, 1] one-hot class. Additional
training points are created by sampling noise drawn from a normal distribution with 0
mean and variance 0.2 until 300 training points have been created.
Next, I train a Predictive Coding network for 10 epochs without weight decay or activity
decay. For each input batch, which consisted of 30 data points, I clamped the input sample
and output class to the network and ran the Predictive Coding equations for 5 seconds of
time (recall that τ and γ are all in units of seconds) using τ = 0.2, γ = 0.08, and a time
step of 0.001. The bad hyperparameter choice here is τ = 0.2. From prior experiments, I
know that this value is too large to allow for fast convergence times on this dataset.
Once the network is trained to classify the training dataset with perfect accuracy, I
generate another input vector which uses a linear combination of the rows of the two input
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vectors with some normal-sampled noise added. This ambiguous input is meant to be a
data point somewhere between the two input vectors, and so it is very likely to be a point
that the network has not been trained on before. It also does not have a corresponding class
value. What I am interested in is seeing how the network converges on such an ambiguous
input.
While this input point is fixed to the stim container, I simulate the Predictive Coding
equations in the discriminative mode with τ = 0.2 for 10 seconds and time steps of
0.001 and observe the norm of the values of each state and error node in each time step.
No decay is used in the state node updates.
What I should expect to see is that the norm of the values of the error nodes go to
zero as F is maximized while the norm of the values of the state nodes become stable at
some constant. The results are displayed in Fig. 3.3. Note that the norm of ε(2) is always
zero after each time step since these nodes always fully transmit information from the stim
container to the state nodes x(2) in the discriminative mode where α(n−1) = 0, so the graph
of ε(2) is not shown (it would just be blank).
Even after ten thousand time steps, the error nodes ε(0) and ε(1) fail to reach zero, and
the state nodes x(0) and x(1) have not yet plateaued to a constant value. The state nodes
x(2) have plateaued since they just converge quickly to the values at the stim container
(i.e. the input vector fixed to the network). The sum of the norms of all the error nodes is
0.0428. This suggests the network is not close to the equilibrium.
Fortunately, we already know what the equilibrium values of the network will be. Why
is that?
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Figure 3.3: Graphs of the norms of each layer’s state and error nodes with respect to time
during discriminative mode of operation. Ten thousand time steps were taken in total.
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Consider the relation between state and error nodes in (3.8). If we want all the error
nodes to be zero, we simply set all state nodes x(i) to M (i)σ(x(i+1)). This can be done
iteratively starting from the state nodes x(2) for this network. The benefit of knowing
the equilibrium is that we can directly observe the eigenvalues of the Jacobian at the
equilibrium.
Using the matrix outlined in Fig. 3.2, I can compute the Jacobian at the equilibrium
with the values of the network’s parameters at equilibrium, and then numerically solve for
the eigenvalues of the Jacobian. The results are shown in table 3.1.
Table 3.1: Eigenvalues of the Jacobian of a non-decay trained Predictive Coding network
at equilibrium.




















Notice that the real components of eigenvalues 5 and 6 are −0.0412 and −0.0861 re-
spectively, which are relatively close to 0. For some constant c > 0, the function ce−0.0412t
goes to 0 very slowly as t increases. So, despite being a stable system, the Predictive Cod-
ing network will be slow at converging to equilibrium. This is what we observe in Fig. 3.3
with the errors going towards zero very slowly in ten thousand time steps.
Importantly, the network is a trained Predictive Coding network, which means the
weights have learned the 4-to-2 classification task with a hundred percent accuracy. If the
weight matrices have a high norm, they may contribute to the existence of extreme-valued
eigenvalues in the Jacobian at equilibrium such as those that are close to 0.
What if we now train the network with decay? We know that decay helps to regularize
the weights in artificial neural networks, punishing weights with extreme values and pushing
the optimization landscape towards weights with less extreme values. Adding weight decay
should result in better eigenvalues that are further away from zero.
I hypothesize that adding decay to Predictive Coding networks will improve the eigen-
values of the Jacobian of the network equations at equilibrium such that, with increasing
decay, the maximum eigenvalue decreases, approaching -0.5.
Experimental Setup: I trained ten networks using the same hyperparameters out-
lined in the initial experiment of this section, except for the decay hyperparameters. An
increasing weight decay is applied starting from λM = λW = 0.003 up to λM = λW = 0.03
at steps of 0.003. Activity decay is fixed at λx = 0.0 for all networks, since for linear
networks, I avoid applying activity decay during training.
After each network is trained, I create an ambiguous input which I fix to the network’s
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Eigenvalues of Jacobian of Equilibrium After Training
Figure 3.4: Real components of the eigenvalues of the Jacobian of the Predictive Coding
network at equilibrium in discriminative mode with an input fixed after training with
specified weight decay.
stim container and compute the eigenvalues of the Jacobian of the network at the equi-
librium point in discriminative mode. The equilibrium is found by setting all the state
nodes to the values they would be at when the error nodes are zero with the ambiguous
input fixed. The eigenvalue with the highest real component is recorded.
Next, starting from every state and error node at zero, I simulate the network in
discriminative mode with the ambiguous input fixed and see if it reaches the equilibrium
computed earlier. To verify that it reaches the equilibrium, I record the sum of the norms of
all the network’s error nodes after 10 simulation seconds with a time step of 0.001 seconds.
If the sum is around 0.001 or less, then the network is reasonably close to equilibrium.
Results: Fig. 3.4 displays the maximum eigenvalue of the Jacobian of the equilibrium
of the PC equations with an input fixed in the discriminative mode of operation after
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training. When there is no weight decay during training (λM = λW = 0.0), the real
component of the maximum eigenvalue is close to zero, at −0.0439. As the value of the
weight decay used during training increases, the maximum eigenvalue decreases. At a
weight decay of λM = λW = 0.018 and above, the maximum eigenvalue stays at −0.5,
which is ideal for convergence to equilibrium.
Table 3.2: Sums of the norms of the error nodes after ten simulation seconds in discrimi-
native mode after weight decay training.












These results are consistent with my hypothesis that increasing weight decay will im-
prove the eigenvalues of the Jacobian at equilibrium until all the real components of the
eigenvalues are at −0.5. But does this result in better convergence of the network’s nodes
to equilibrium?
Table 3.2 displays the sums of the norms of the error nodes of the Predictive Coding
network after it has been simulated in the discriminative mode of operation with an input
fixed to its stim container for each weight decay value used during training. A lower sum
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Figure 3.5: Graphs of the norms of each layer’s state and error nodes with respect to time
during discriminative mode of operation after training with weight decay λM = λW = 0.03.
Ten thousand time steps were taken in total.
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is better since it implies that the error nodes have mostly gone to zero and so the network
is close to equilibrium.
As soon as a weight decay value of 0.003 is used, the sum decreases by more than an
order of a magnitude. Weight decay training significantly regularizes the parameters of the
network, making it much easier for the error nodes to converge to zero when the network
is classifying an input.
The graphs of the norms of each of the network node values by time step are shown
in Fig. 3.5, this time using a network trained with a weight decay of 0.03. Unlike before,
all the error nodes now converge relatively close to 0, and all the state nodes succeed in
reaching a constant value.
These results fortify the theoretical relation discussed earlier between the eigenvalues
of the Jacobian of the network equations at equilibrium and the capability of the network
to converge to the equilibrium. With eigenvalues whose real components are all at −0.5,
the network converges smoothly, and weight decay training is the catalyst for improving
all the eigenvalues.
On this simple dataset, the problem of convergence to equilibrium can certainly be
mitigated in a simpler way by choosing a better set of hyperparameters, such as a smaller
time constant τ. But this fix may not work on more complex, higher-dimensional datasets,
or on different network topologies such as convolutional layers [35] applied to a Predictive
Coding architecture. For those datasets and networks, weight decay may be necessary to
facilitate convergence to equilibrium.
The goal of this experiment is to show that weight decay has a regularizing effect on
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the weights of Predictive Coding networks, just like it does in artificial neural networks.
We will see in the next chapter that this regularization entails a much more important
benefit for the generative mode of operation of Predictive Coding.
3.4.2 Stability of Backpropagation Trained Weights
Before closing this chapter, I want to consider what happens if we train an artificial
neural network with backpropagation, and then import the trained weights into a Predictive
Coding neural network. Why is this something worth considering? Since Supervised
Predictive Coding approximates backpropagation, a trained Predictive Coding network
should, under certain conditions, have theoretically similar weights as an artificial neural
network trained with backpropagation on the same data. However, similar does not imply
exact. If there are differences, how would they manifest?
Using the same dataset as in the previous section, I trained an artificial neural network
with linear activations and mean squared error loss using backpropagation with a learning
rate of 0.01 and no decay for 500 epochs with a batch size of 30. The neural network
successfully learns the classification task and achieves 100% accuracy. Then, I imported
those network weights into a Predictive Coding neural network. The transpose of each
of the artificial neural network’s weight matrices are used for W (i), the Predictive Coding
feedback weight matrices. Finally, I simulate the Predictive Coding equations in the dis-
criminative mode of operation with an ambiguous input fixed. I run this setup multiple
times starting from many different initial weights.
The results are similar to a Predictive Coding neural network trained without weight
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decay. As before, the error nodes fail to converge to zero after ten simulation seconds. The
sum of the squares of the error nodes after ten thousand time steps falls between 0.0196
and 0.1375. This is comparable to the 0.0428 found for Predictive Coding weights trained
without decay earlier. The maximum eigenvalue found for the Jacobian of its equilibrium
was −0.0185, which is also quite high. Now, what happens when we apply weight decay
during backpropagation training?
After training with a decay of 0.003, the sum of the squares of the error nodes after ten
thousand time steps in discriminative mode becomes a value between 0.0001 and 0.0004,
a major improvement over training without decay. With this decay value, the maximum
eigenvalue has also reached −0.5. However, using a decay higher than 0.007 makes the
network fail to learn the classification task.
We must note that the weight decay used in backpropagation training does not have
the same units as the weight decay used in Predictive Coding training, as the former is an
update per batch while the latter is an update for each time step. We will generally need
to use a lower weight decay value for backpropagation training than the values we use for
λM and λW in Predictive Coding training.
What might be responsible for any differences between backpropagation-trained weights
imported into PC networks and Predictive Coding-trained weights?
One simplistic explanation for why differences can emerge is that Predictive Coding
training integrates many tiny, potentially opposing values across its state nodes, error
nodes, and weights over time. By updating weights in small increments over thousands of
time steps, Predictive Coding explores the optimization landscape differently than back-
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propagation would. Predictive Coding may cross a different set of pivotal bottlenecks [16]
that converge into different valleys. I find experimentally that, starting from the same ini-




Generating Samples From Classes
The presence of feedback connections in Predictive Coding networks suggests generative
capabilities [66]. What I mean by generative capabilities is that the network should be
able to generate inputs when provided the class labels of a dataset. This should be possible
because the feedback connections in predictive neural networks carry information from the
output layer of the network to the input layer. Since I am using a reversed hierarchy, the
class labels are provided to layer (0) of the network, the inputs are provided to layer (n−1)
of the network, and feedback connections send information about the class from layer (0)
up to layer (n− 1).
Why does this specific generative capability matter? Generative networks have the
potential to be better at discriminative tasks because they can represent the different
features of inputs before classification occurs [23]. Currently, autoencoders can generate
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Figure 4.1: An illustration of the generative mode of operation in a 10-600-600-784
Predictive Coding network for MNIST. The class vector is fixed to x(0) and the network
equations are allowed to run to equilibrium. At the equilibrium, the generated image is
contained in the state nodes x(3). The stim container is not included.
of Predictive Coding focused on regenerating natural images that the network has been
exposed to from a set of latent causes [47], but it also does not generate from a class label.
A class label is often smaller and one-hot, containing far less information than a latent
space. Priming each layer of the Predictive Coding network with states consistent with
the desired input can also help it generate inputs [21], but this still does not address the
challenge of generating inputs from a class alone.
62
To start, I train a 10-600-600-784 PC network with logistic activations on MNIST with
Adam [28, 66] to achieve 98% test accuracy on the MNIST dataset. Then, I investigate
if the trained network can generate MNIST images from the class labels. To do this, I
clamp the MNIST class vectors to the bottom layer of the network, run the network in
generative mode, and examine the image generated at the state nodes in the top layer.
The generative process for this network is shown in Fig. 4.1.
Recall that in the generative mode of operation, α(i) = 1 for 1 ≤ i ≤ n−1, and β(0) = 0,
β(n−1) = 0, β(j) = 1 for all 1 ≤ j ≤ n − 2. The setting of all α to 1 allows information
to flow steadily up the network from the class label. Setting β(0) = 0 prevents updates
to the state nodes x(0) on layer (0) where the class is contained. The input is generated
in the state nodes x(n−1), so setting β(n−1) = 0 prevents x(n−1) from receiving top-down
information. Thus, in Fig. 4.1, the error nodes at the top layer, ε(3), would not send any
top-down information to x(3), as x(3) is where the image is being generated.
The results of input generation from MNIST class vectors are shown in Fig. 4.2. It
turns out that the trained network generates images that do not look like digits at all.
Why is that?
Figure 4.2: Images generated by the network trained on MNIST, taken from [66]. The
top row shows a sample of each digit class, while the bottom row shows the corresponding
generated image of that class. These generated images do not resemble actual digits.
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4.1 The Generative Process Solves An Under-determined
System
Consider a Predictive Coding network with two layers in which the input layer has m
nodes, the output layer has n nodes, and the dataset has r different classes, with r ≤ n < m.
In other words, there are more input nodes than output nodes, and so more distinct inputs
than classes. Thus, the feedforward weight matrix, M (0), has dimensions n×m. Figure 4.3
illustrates an example in which m = 3 and n = 2.
Next, consider the state of the network after the end of training. The goal of training is
to learn an M (0) that maps inputs X to output classes Y . When the network has learned
this mapping, then the relation
Y = M (0)σ(X) (4.1)
must be satisfied. It follows that during the discriminative mode of operation, the network
nodes will change until
x(0) = M (0)σ(x(1)). (4.2)
Note that (4.2) follows from the equilibrium of (3.4) and (3.1) by setting stim to the input
X as well as ε(0) and ε(1) to 0. Recall that we can set ε(0) and ε(1) to 0 since they will equal
0 at the equilibrium in the discriminative mode.

























Figure 4.3: Small PC Network with m = 3, and n = 2.




= W (0)ε(0)  σ′(x(1)) (4.3)
ε(1) = 0 (4.4)




= x(0) −M (0)σ(x(1))− ν(0)ε(0) (4.6)
At equilibrium, (4.3) equals zero. As long as σ′(x(1)) 6= 0, it must be that W (0)ε(0) = 0. Now
notice that W (0) has dimensions 3× 2, and ε(0) is a vector of length 2. These dimensions
imply that ε(0) = 0 because the matrix system is over-determined. Thus, the first three
equations are all solved, and the only remaining unsolved constraint on the equilibrium
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comes from (4.6). Setting (4.6) to equilibrium state, where ε(0) = 0, gives
M (0)σ(x(1)) = Y (4.7)
From before, we know that x(1) = X is a solution. However, is this the only solution?
Even though the network quickly converges to a state where x(1) satisfies (4.7), and the
error nodes reach very small values, I find experimentally that x(1) is typically not close to
X [66].
Using the fact that M is a 2 × 3 matrix and x(1) is a 3-vector, if M is fixed, then we
are solving for the 3 variables of x(1) from 2 equations. The process of finding x(1) thus
involves solving an under-determined system with an infinite number of possible solutions
for x(1).
To further understand the problem, we can consider a linear network where all activa-
tion functions are the identity function.
4.2 Analysis of Generative Linear Networks
In a linear network, all activation functions σ(x) ≡ x. Thus, (4.7) becomes
M (0)x(1) = Y . (4.8)
Suppose that x(1) = x̄ is a solution to (4.8). Then, for any scalar c, x(1) = x̄ + cx̂ is
also a solution if x̂ ∈ null(M (0)) (i.e. x̂ is in the nullspace of M (0)). Since (4.8) is under-
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Figure 4.4: A demonstration of generated samples by Dr. Orchard, and the corresponding
solution space, taken from [66]. The clusters of red and yellow dots show the training sam-
ples for the two classes. The shaded squares show the 300 generated samples, each started
from a different initial network state. Note that the figure depicts a 2-D projection of a
3-D space, with the x-axis corresponding to the 0-dimension and the y-axis corresponding
to the 1-dimension of the state nodes at the input layer.
determined, we know that a non-trivial x̂ exists that solves (4.8). In other words, this linear
network has an infinite number of x(1) states that yield zero error nodes at equilibrium.
Experimentally, I find that the vast majority of these states correspond to input samples
x(1) that do not resemble inputs from the training set.
Dr. Orchard demonstrated the non-uniqueness of solution states x(1) in Fig. 4.4 for the
network shown in Fig. 4.3. The network was initialized with random values in the state and
error nodes. Then, we set the class vector Y to either [1, 0] or [0, 1] and run the network
in generative mode to equilibrium with the appropriate α and β parameters. Each class
vector generates a different sample, and the spread of those samples is shown in Fig. 4.4.
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The solution spaces are shown as dotted lines, and both pass through the input clusters.
The black squares along the dotted lines are the samples generated by the network. Most
of them do not fall within the input clusters, even though the network’s equilibrium state
yields very small values in the error nodes ε(0) [66].
It is looking bad for the generative mode of operation of Supervised Predictive Coding.
Fortunately, hope is not yet lost. The following theorem, proven by Dr. Orchard [43, 66],
shows that linear networks can still be generative.
Theorem 1. Given a matrix of r linearly-independent m-vectors,
X = [X1| · · · |Xr] ∈ Rm×r
and a corresponding matrix of n-vectors,
Y = [Y1| · · · |Yr] ∈ Rn×r







such that the minimum 2-norm solution x∗ to Ax = Yi is x
∗ = Xi. Moreover, the jth row
of A is the minimum 2-norm solution of aX = Y for a ∈ R1×m.
The proof of this theorem is written in Appendix A.
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Using the theorem, it follows that applying a minimum 2-norm constraint to (4.8)
collapses the solution spaces for M and x to unique solutions, and the unique solution for
x will be close to the training input. To apply the theorem to our neural networks, we do
two things. First, during training, we solve for the rows of M (0) by finding the minimum
2-norm solution of
M (0)X = Y
Once M (0) is found, we can generate an input sample corresponding to the output class
vector Yi by finding the minimum 2-norm solution x
(1) of
M (0)x(1) = Yi .
4.2.1 Weight and Activity Decay
Dr. Orchard’s proof of Theorem 1 shows that the minimum 2-norm solution can be
attained using singular value decomposition. Another way to approximate the minimum
2-norm solution is to solve the system defined by the Predictive Coding equations itera-
tively while including a term in the objective function that penalizes for the 2-norm of the
solution.
Suppose the linear system Ax = y is under-determined, so A has more columns than





As long as A is full-rank, that is its rows are linearly independent, there is a non-zero x




‖Ax− y‖22 + λ‖x‖22
]
,
where λ > 0 is a regularization constant that sets the weight of the penalty term. Solving
this optimization problem by gradient descent yields the updates,
dx
dt
∝ −AT (Ax− y)− λx (4.9)
In the context of our neural network, the penalty term can be applied to both x(1) and M (0)
simultaneously [66]. Importantly, notice that this update is very similar to the Predictive
Coding equations with weight decay applied, (3.10), (3.12), and (3.13), that had been
derived for stability analysis. The equations are shown again below fitted to the two-layer












= σ(x(1))⊗ ε(0) − λWW (0) (4.12)
Compare (4.9) with (4.10). A and AT are replaced by M and W , ε(0) is exactly (Ax− y),
β(1) = 0, and the similarity between the decay terms is obvious.
Dr. Orchard demonstrates in Fig. 4.5 the same experiment whose results were displayed
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Figure 4.5: Generated samples using decay by Dr. Orchard, taken from [66]. Compare this
figure to Fig. 4.4. The black squares are actually many shaded squares superimposed on
top of each other. Note that the plot depicts a 2-D projection of a 3-D space, with the
x-axis corresponding to the 0-dimension and the y-axis corresponding to the 1-dimension
of the state nodes at the input layer.
in Fig. 4.4, but using a weight decay of 0.05 for M (0) and W (0) during training and an
activity decay of 0.05 for the state nodes x(1) during input generation. Note that W (0), the
feedback weight matrix, is very important to the generative mode. It uses the information
in the error nodes ε(0) to update x(1), pushing those state nodes towards the appropriate
set of values that would allow M (0) to map them down to the fixed class vector at x(0).
Since ε(0) eventually goes to 0, this update gradually gets smaller and smaller until x(1)
stabilizes to the values of the generated samples.
Notice that the generated samples (the black squares) in Fig. 4.5 are much closer to
the cluster centroids than the samples generated by the PC-non-decay network, depicted
in Fig. 4.4.
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4.2.2 Deep Linear and Tanh Networks
Can adding decay to the Predictive Coding equations improve the generative capabili-
ties of deep Predictive Coding networks?
The answer is yes [66]. In the next couple of sections, I will show on a dataset that decay
benefits both the training and input generation modes of Predictive Coding networks.
To do this, Dr. Orchard and I created a small dataset consisting of three 10-D vectors,
each created by drawing 10 uniformly-distributed random numbers from the range [−1, 1].
These three vectors acted as the exemplars v for each of three classes. The classes were
one-hot vectors in 3-D. A dataset of 300 training samples was created by adding Gaussian
noise (mean of 0, standard deviation of 0.1) to the class exemplars.
Experimental Setup: Dr. Orchard and I used the dataset to train a network with 3
output nodes, 5 hidden nodes, and 10 input nodes (3-5-10). For each trial, we trained our
network for five epochs, fixing each input/target pair for 4 seconds to allow the network
to hopefully reach equilibrium. We set τ to 0.05 seconds, and γ to 0.1 seconds.
After training, we ran the network in generative mode for 10 simulation seconds on all
300 of the one-hot class vectors in the dataset, starting from a random initial network state
each time; the initial x and ε values were drawn from a Gaussian distribution with mean
0 and a standard deviation of 1. We performed this training-testing procedure on two
networks: one PC-non-decay network (λM = λW = λx = 0), and one PC-decay network
(λM = λW = 0.05, λx = 0.01).
Results: Figure 4.6 shows the generated samples for the two different networks. The
samples generated by the PC-non-decay network shown in (a) exhibit a wide dispersion,
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(a) PC-non-decay Linear Network









(b) PC-decay Linear Network
Figure 4.6: Dr. Orchard’s generated samples, verified by myself. For (a), the PC-non-decay
network was trained without weight decay, and the samples were generated from the one-
hot class vectors without any activity decay. For (b), the PC-decay network was trained
using weight decay of 0.05, and the samples were generated from the one-hot class vectors
using an activity decay of 0.01. Note that the plot depicts a 2-D projection of a 10-D
space, with the x-axis corresponding to the 0-dimension and the y-axis corresponding to
the 1-dimension of the state nodes at the input layer.
while those generated by the PC-decay network are tightly packed close to the centre of
the corresponding cluster.
Even though the theorem is technically only valid for linear networks, we were interested
to see if the decay also helped nonlinear networks generate samples that were similar to
the training inputs. We re-ran the above experiment (with the 3-5-10 architecture), but
using tanh activation functions. The results are shown in Fig. 4.7. Again, the PC-decay
network generated input samples that were much more similar to the training inputs than
the PC-non-decay network.
The next two experiments were designed to isolate the effect of each type of decay on
generative PC networks. To start, we will show that activity decay significantly reduces
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(a) PC-non-decay Tanh Network










(b) PC-decay Tanh Network
Figure 4.7: Generated samples by tanh 3-5-10 networks on the same dataset as that used
in Fig. 4.6. For (a), the PC-non-decay network was trained without weight decay, and
the samples were generated from the one-hot class vectors without any activity decay. For
(b), the PC-decay network was trained using weight decay of 0.05, and the samples were
generated from the one-hot class vectors using an activity decay of 0.01. Note that the plot
depicts a 2-D projection of a 10-D space, with the x-axis corresponding to the 0-dimension
and the y-axis corresponding to the 1-dimension of the state nodes at the input layer.
the variance of generated samples.
4.2.3 Activity Decay Generates Unique Samples
For this experiment, Dr. Orchard and I consider three different linear networks: an
untrained network, a network trained without weight decay, and a network trained with
weight decay.
Experimental Setup: For the untrained network, we randomly assigned weights in
M (i) using a Gaussian distribution with 0 mean and standard deviation of 1/(2
√
N) where
N is the number of nodes in layer i. We then set W (i) to be the transpose of M (i) to ensure
that the products M (i)W (i) were symmetric positive semi-definite. For the decay trained
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Table 4.1: Average standard deviation of generated samples
Network No Activity Decay Activity Decay
Untrained 0.796 0.0048
Trained without Weight Decay 0.817 0.0048
Trained with Weight Decay 0.823 0.0055
network, we used a decay of λM = λW = 0.05. Both trained networks classified the dataset
with 100% accuracy.
Each of those three types of networks was tested in generative mode, starting with a
random state in which the initial x and ε values were drawn from a Gaussian distribution
with mean 0 and standard deviation of 1. We clamped the bottom layer, x(0), to a chosen
class vector and ran the network for 10 seconds with a time step of 0.001 seconds. After
generating 100 samples for each of the 3 classes, we recorded the standard deviation of
each of the 10 input nodes, x(2). Since there are 3 classes and 10 input nodes, we tabulated
30 standard deviations for each network. We then computed the mean of the 30 standard
deviations and used that as a measure of variation in the network’s generated samples.
The generative part of this experiment was performed under two different conditions.
In the first condition, the networks were run in generative mode without activity decay
(λx = 0). In the second condition, the networks were run with an activity decay of
λx = 0.05.
Results: The results are shown in Table 4.1. For all three networks, applying activity
decay reduces the standard deviation of the generated samples by orders of magnitude.
Moreover, when using activity decay, the standard deviation of the generated samples
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asymptotically approaches zero. That is, the generated samples converge on unique solu-
tions when using activity decay.
But are the generated samples similar to the training inputs? That is the topic of the
next experiment.
4.2.4 Weight Decay Benefits Generative Quality
While activity decay helps the generative phase converge to a unique solution, that
solution may not resemble the inputs from the training dataset. In this section, Dr. Orchard
and I show that weight decay during training is a key factor that enables PC networks to
generate samples close to the training inputs.
Experimental Setup: I trained a linear PC-decay network (λM = λW = 0.05) and
a linear PC-non-decay network (λM = λW = 0) on the dataset from the previous section.
Both types of networks also used the 3-5-10 architecture described in the previous section.
During training, I used τ = 0.02 and γ = 0.1, I clamped each input/target pair for 5
seconds, used a time step of 0.001 seconds, and trained for 10 epochs with a batch size of
20. I repeated the training starting from 10 different initial sets of weights. The weights for
M (i) and W (i) were each sampled from a Gaussian distribution with 0 mean and standard
deviation of 1/(2
√
N), where N is the number of nodes in layer i. This process gave us 20
networks in total, 10 trained with weight decay, and 10 trained without weight decay.
After training, the class vectors were fixed to each network while they were run in
generative mode with a time step of 0.001 seconds and an activity decay of λx = 0.01. To
improve stability in the non-decay-trained networks, τ was set to 0.2 since these networks
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Table 4.2: Euclidean distances of generated samples
Network Minimum Average Maximum
Weight Decay Training 0.2216 0.4076 0.6333
No Weight Decay Training 5.032 100.9 691.8
had large weight matrix norms. The decay-trained networks did not require increasing






< 0.001 for all layers i in the decay networks. The non-decay networks were sometimes
unstable even with the increased τ. For these unstable networks, I stopped running them
after 10.0 seconds.
I computed the Euclidean distance of each generated sample to its corresponding pro-
totype, the centroid of each class. For each network type (i.e. trained with weight decay
or trained without weight decay), I generated 1 sample for each of the 3 classes, yielding
a total of 30 generated samples per network type. I recorded the average, minimum, and
maximum distances across the 30 generated samples.
Results: The results are shown in Table 4.2. The networks trained with weight de-
cay generated samples that were much closer to the class prototypes than the non-decay
networks. Their generated inputs yielded distances less than 1.0, placing the generated
samples well within the distribution of training inputs, like that shown in Fig. 4.6(b). The
networks trained without weight decay generated samples that were unique (thanks to
activity decay), but much further from the class prototypes.
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4.2.5 Are Backpropagation-trained Networks Generative?
Are artificial neural networks trained by backpropagation with weight decay also gen-
erative?
Experimental Setup: I trained a 3-2 neural network with identity activations using
a learning rate of 0.01, weight decay of 0.01, and no bias for 500 epochs with a batch
size of 30 on a similar dataset as that shown in Fig. 4.4 and Fig. 4.5. It achieved 100%
classification accuracy.
I imported the learned weights into a 2-3 Predictive Coding network and ran the network
in generative mode with an activity decay of λx = 0.01 for 10 simulation seconds with
τ = 1.0 and a time step of 0.001.
Results: The results are shown in Fig. 4.8. The average Euclidean distance between
the generated samples and the exemplar vectors is 0.7976, which is nearly double that of
the average from using Predictive Coding with weight decay in Table 4.2. Visually, we
see that the generated inputs are slightly distant from the cluster centroids. This result is
fairly consistent across 10 different datasets and across a range of sensible weight and bias
decay values of between 0 and 0.05.
As discussed earlier, Predictive Coding training does many weight updates across thou-
sands of time steps. This training strategy means that PC nets may explore the optimiza-
tion landscape differently than backpropagation would. In this experiment, it would seem
that Predictive Coding training with weight decay outperforms backpropagation training
with weight decay at attaining weights that can generate an accurate sample from the class
vectors.
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Inputs generated by backprop weights in PC net
Figure 4.8: Inputs generated from classes by a PC network with weights imported from a
backpropagation-trained neural network with decay. Note that this is a 2D projection of a
3D space, with the x-axis corresponding to the 0-dimension and the y-axis corresponding
to the 1-dimension of the state nodes at the input layer.
4.2.6 Generating on Multimodal Datasets
So far, the experiments show that PC networks can generate good quality inputs on
datasets where each class corresponds to one Gaussian cluster. On datasets where classes
are multimodal, can PC networks generate good inputs?
Experimental Setup: To find out, I designed a multimodal Gaussian dataset con-
taining two classes, shown in Fig. 4.9. One class corresponds to the red dots and one
class corresponds to the yellow dots. The red class is associated with two Gaussian clus-
ters, while the yellow class is associated with one Gaussian cluster. Using this dataset, I
trained two networks with 10 input nodes, 5 hidden nodes, and 2 output nodes using back-
propagation. One network was trained without decay, and another network was trained
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Inputs Generated By No-Decay Trained Network
Yellow Class
Red Class








Inputs Generated By Decay Trained Network
Yellow Class
Red Class
Figure 4.9: Inputs generated by networks trained on a multimodal dataset where one of
the classes corresponds to two clusters. The square is an input generated from the red
class vector, while the star is an input generated from the yellow class vector. The x-axis
is the value of the state node x
(1)
8 , while the y-axis is the value of the state node x
(1)
3 .
with a backpropagation weight decay of 0.004. Both networks used linear activations and
started from the same initial weights. I used backpropagation instead of Predictive Coding
training because the goal of this experiment is to show the effect of decay training on a
multimodal dataset, so the type of learning algorithm used does not matter much as long
as the algorithm facilitates the use of decay. Both networks were trained for 20 epochs
with a learning rate of 0.01 and a batch size of 4, attaining 100% classification accuracy.
After backpropagation training, the weights were imported into a 2-5-10 Predictive
Coding network with τ = 0.2. The networks were simulated for 20 seconds using a time
step of 0.001 and an activity decay of λx = 0.01 in generative mode with the red and yellow
class vectors fixed to the networks.
Results: The generated samples are shown in Fig. 4.9. The inputs generated by the
network trained without decay are not close to the true clusters. For the decay-trained
network, notice that it generates a good input sample for the yellow class, but chooses a
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mean point between the two clusters for the red class. This result is consistent across ten
different trials, and it also occurs with Predictive Coding training.
When a class is associated with more than one cluster, Predictive Coding generates
samples between those clusters rather than samples that land in one of the clusters. This
property is a result of the fact that Predictive Coding assumes that inputs of each class
come from a unimodal Gaussian distribution. Therefore, Predictive Coding networks will
associate each class with a unimodal Gaussian even if that class is multimodal. The mean
of the unimodal Gaussian will be a point between all the Gaussian clusters of that class.
I have observed that in datasets with multimodal classes and input clusters that are not
all linearly separable, Predictive Coding networks struggle to succeed at both generating
good quality inputs and classifying perfectly. In order to get the network to generate good
samples from the classes on these datasets, we are sometimes forced to use a weight decay
value that prevents the network from attaining 100% classification accuracy.
Our next set of experiments focus on MNIST. Like in the multimodal dataset, the
MNIST digits do not seem to be from unimodal Gaussian distributions. I expect that, for
each MNIST class, the network will generate an intermediate image, reflecting a blend of
various forms present in the digit class. MNIST is also not completely linearly separable.
Thus, I expect that training with a weight decay that allows our network to generate good
images may result in a trade-off in classification accuracy.
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4.3 Generating MNIST Digits
Now, we can revisit the MNIST dataset to see if adding decay allows the network to
generate digit-like samples.
Note that the major issue with MNIST is that it is not an invertible Gaussian dataset
since each digit cannot be delineated into separable Gaussian clusters. Additionally, by
using the non-linear tanh function in my neural networks during training, Theorem 1’s
preconditions are violated and so its results may not apply. To recap, Theorem 1 states
that it is possible to obtain the unique, minimum norm weights that map X to Y on
linear, single-layer networks. Nevertheless, I want to see if decay makes Predictive Coding
networks attain good generative capabilities on MNIST.
4.3.1 Normalized Correlations Using Tanh
Experimental Setup: I trained two types of 10-600-784 Predictive Coding networks
with tanh activations on 1000 digits of MNIST. One network type was trained using weight
decay (λM = λW = 0.05), and the other network type did not use any weight decay
(λM = λW = 0). I used time constants of τ = 0.2 and γ = 0.8 for both types of networks.
This was repeated over 20 trials. Each pair of decay/non-decay networks was initialized
with the same weights, so 20 sets of initial weights were used in total.
After training, each network generated a sample for each of the 10 digit classes, starting
from a network state in which all activities were set to zero. The samples were generated
by running the Predictive Coding equations for each network for 60 simulation seconds
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using a time step of 0.002 seconds with an activity decay of 0.05.
To quantify the quality of the generated samples, I used the normalized correlation





The exemplar vector for this experiment is the mean MNIST digit of the corresponding
class. Since there are 10 different digits, 2 types of networks, and 20 trials, this yields 400
cosine similarity values, 200 for each network type.
Results: Fig. 4.10 shows a histogram of the cosine similarities. The networks trained
without decay generate images that display much lower cosine similarities, in the range
of [−0.1, 0.2), with the majority of them being around 0.0, indicating no correlation with
the mean digit of each class. The networks trained with decay generate images with
cosine similarities in the range of [0.2, 0.7]. This suggests they are strictly better at image
generation from the class vector than the non-decay networks.
Table 4.3 displays the average cosine similarity and maximum cosine similarity for
the decay-trained and non-decay-trained networks. The average similarity of 0.0098 for
the images generated by the non-decay networks is consistent with the noisy images we
observed in Fig. 4.2. Those images exhibit virtually no identifiable relation to digits.
The images generated by the decay-trained networks exhibit some correlation with the
mean MNIST digit with an average of 0.4274, though this is not very close to 1.0. One
reason for this could be the high dimensionality of MNIST, at 784 dimensions, compared
to just the 10 dimensions I had used for the linear 3-5-10 network experiments. It is much
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Figure 4.10: Histogram of cosine similarities between the PC-net generated images and
the mean MNIST digit of each class
more difficult to arrive at the precise solution when solving an under-determined system
with hundreds of free variables. Another reason could be that I only trained on 1000
randomly chosen digits of MNIST rather than the full training dataset. Since the networks
were not exposed to the full dataset, they could not really learn the weights that would
map to the states close to the mean of each MNIST digit. A third reason could be the use
of tanh activation functions in my network, which is nonlinear.
Table 4.3: Average and maximum cosine similarities of PC net-generated MNIST digits
Network Average Cosine Similarity Max Cosine Similarity
Non-Decay Net 0.0098 0.1170
Decay Net 0.4274 0.6081
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Figure 4.11: Generated samples, taken from [66]. (top row) Sample digits from the training
set. (middle row) Samples generated without decay. (bottom row) Samples generated with
weight and activity decay.
4.3.2 Generating The Best Looking Digits
The previous experiment only trained on 1000 MNIST digits. I am interested in ex-
amining how the networks would fare at image generation if trained on the entire MNIST
training set of 50,000 digits.
Experimental Setup: Dr. Orchard and I trained two 10-600-600-784 Predictive Cod-
ing networks for 10 epochs on the full training set of 50,000 MNIST samples. One was
trained with decay, and the other was trained without decay. To be exact, the network used
tanh activation functions for each layer, had 784 input nodes, two hidden layers with 600
nodes each, and an output layer with 10 nodes. After training, we fixed the 10 class vec-
tors to each network and ran them in generative mode. We used the parameters τ = 0.08,
γ = 0.8, λM = λW = 0.05, and ran them in generative mode with λx = 0.001 for 60 seconds
at a time step of 0.002.
Results: Fig. 4.11 shows samples generated by a PC network trained without decay,
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Figure 4.12: Bar graph of cosine similarities between the PC-net generated images and the
mean MNIST digit for each digit class
along with samples generated by a decay-trained network. Even though the networks used
a nonlinear activation function, the network with decay generates samples that resemble
digits. In addition, the decay network achieved 85% accuracy within the top two classes.
Fig. 4.12 plots the cosine similarity individually for each of the ten digit classes. As
before, the similarity is measured relative to the average MNIST digit for each class. The
average cosine similarity across the ten classes for the no-decay net is 0.019 and 0.6682 for
the decay net.
The decay net’s images have much higher cosine similarities for each class than the
non-decay net’s. This result is consistent with the visual observation that the decay net’s
generated digits shown in Fig. 4.11 are much closer to what each class’s digit looks like
than the non-decay net’s. The decay net’s digits are recognizable, but the non-decay net’s
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Figure 4.13: Mean MNIST digits (top row). Samples generated by the decay-trained PC
network (bottom row).
digits look like noise. The noisy images have almost no observable correlation with the
mean digits of each class.
As an interesting observation, the top row in Fig. 4.13 shows what the mean MNIST
digits actually look like. They are somewhat wispy and look surprisingly similar to the
images generated by the decay net, only with starker contrasts. This visual similarity
may arise from the fact that a PC network implicitly associates each class to a Gaussian
distribution. The mean of a class’s distribution is close to the average across all the inputs
for that class. In other words, the PC-decay network constructs a Gaussian for each class,
with a mean close to the average digit for that class.
The Predictive Coding network thus tends to generate the mean of each digit from the




In this thesis, I have presented Predictive Coding networks as an alternative to back-
propagation that achieves similar statistical learning results. Dr. Orchard and I showed
that Supervised Predictive Coding is not generative by default, and our analysis pinpoints
the reason behind this observation: the generative problem is under-determined, so there
are many states consistent with the network constraints that are not necessarily close to
the input samples we wish to generate.
Dr. Orchard proved a theorem for linear networks that tells us we can generate samples
resembling the training inputs by imposing a minimum 2-norm constraint on the network’s
weight matrices and on the network’s state nodes. This constraint is implemented by
adding weight decay to the network’s update equations for its forward weights M and
feedback weights W during training, and by adding activity decay to the network’s update
equations for its state nodes x during input generation.
88
The theorem can be recursively applied for deep linear networks by treating every pair
of adjacent layers x(i+1) and x(i) with connection weights A as a linear system Ax(i+1) = x(i).
We showed experimentally that adding decay allows deep networks as well as networks with
nonlinear tanh activations to become generative. Additionally, training with weight decay
pushes all the eigenvalues of the Jacobian of the equilibrium of the network equations in
discriminative mode towards −0.5. This has the effect of making the network converge to
equilibrium in less time steps when the network classifies an input.
One interesting quality I had mentioned observing about the generated digits is that
they do not resemble any particular digit from the training images, but look more like
the mean of each digit. This is because, during training, the network learns to associate
multiple samples from each class to a one-hot class vector. In order to accomplish this, the
network adjusts its synaptic weights such that its weight matrices map multiple different
points from the 784-dimensional digit space to the same class. Those learned weights
represent a compromise between all the digits it has seen since it needs to associate every
one of them with the correct class.
During generation, the class is fixed while the same weights are used to build up im-
ages at the input layer, so the generated digits will reflect the compromise that the weights
have learned. Without priors on the network’s state nodes, the network generates a com-
promised, average-looking digit rather than a particular digit from the training sample.
Perhaps this is similar to the way human brains conceptualize an essential shape for each
digit they have learned. Under average conditions, this shape does not change; we prefer to
draw a specific 6 rather than a different 6 every time we write down that number. Maybe
we tend to visualize the same 6 as well. However, this is philosophical conjecture, and
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more data from neuroscience would be necessary to back up this conjecture.
There are a couple more questions worth asking: what are the limitations of these
discoveries, and are Predictive Coding networks actually biologically plausible?
5.1 Limitations of Decay
One limitation is that adding a high decay negatively impacts classification accuracy on
certain datasets [66]. As discussed earlier, MNIST digits are multimodal and non-linearly
separable.
On our constructed, invertible datasets, like the ones shown in Fig. 4.5 and Fig. 4.6,
PC-decay networks were able to both generate good quality inputs and classify every data
point correctly. Those datasets were made by adding Gaussian noise to a number of class
prototypes. But on MNIST, our chosen decay of λM = λW = 0.05 that allowed the network
to generate good digits seemed to exhibit a reduction in accuracy of about 5% to 10%,
compared to the same network trained without decay. As we decrease the decay rate,
the network climbs in classification accuracy, but generates images that look less like the
training images.
















Here, (5.1) is a repeat of (3.9). By including norms of the state nodes and weight matrices
in the objective, the network may be sacrificing accuracy for smaller state nodes and lower
90
weight matrices to achieve a compromise between all the terms in (5.1). One way to fix this
could be to lower λ over time. Another way to fix this is to reformulate the objective as
a constrained optimization problem in which we minimize ‖x‖2, ‖M‖2, and ‖W‖2 subject
to ‖ε‖ = 0, so that it is a priority that all the error nodes always reach 0 [66].
Whittington and Bogacz used a slightly different algorithm than ours in their code
[68] during learning. They alternately update all the state nodes (x) and all the error
nodes (ε). This strategy takes advantage of the bipartite graph structure between state
and error nodes in Predictive Coding networks, with observable improvements in the speed
of the network’s convergence to equilibrium [66]. I have not yet investigated how decay
would perform if used in this accelerated convergence strategy, but I expect that decay
would yield similar results as it did in our continuous-time simulations of the Predictive
Coding differential equations. Whittington and Bogacz also implemented Adam [28] in
their learning algorithm [68], and work needs to be done to determine how decay would
work when using Adam with the predicting coding equations.
Note that Theorem 1 does not mention the feedback weights W . Experimentally, Dr.
Orchard and I find that excluding the decay term for W often causes the learning to become
unstable, resulting in weights that soar to infinity or infinitesimally small values [66]. Since
it is not clear why this happens, it is worth investigating in future work.
For future work, Dr. Orchard and I could investigate the degree to which generative
Predictive Coding networks are susceptible to adversarial attacks. Can the internal er-
rors generated by a mismatch between input and classification protect the network from
catastrophic misclassification of adversarially-perturbed inputs?
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5.2 Biological Plausibility of Predictive Coding
We revisit the four biological plausibility criteria created by Whittington and Bogacz
[68] I had used to judge backpropagation.
Local Computation: State and error nodes in Predictive Coding networks perform
all their computations, as shown in their update equations (3.1), (3.2), (3.3), and (3.4),
using values from the nodes they are directly connected to. This criteria is satisfied even
with activity decay, since decay only subtracts the value of the state node itself.
Local Synaptic Plasticity: Synaptic weights in Predictive Coding networks are
changed using only values from the state and error nodes the synapse connects, as shown
in the weight update equations (3.5) and (3.6). This criteria is satisfied even with weight
decay, since decay only subtracts the value of the synaptic weight itself.
Minimal External Computation: The Predictive Coding network can autonomously
switch between discriminative, generative, and clamped modes of operation based on
whether or not an input is held to the input layer, a class is held to the output layer,
or both.
Plausible Architecture: Whittington and Bogacz note that Predictive Coding does
not yet fulfill this criteria [68].
First, the one-to-one connections between state and error nodes at each layer have not
been observed in the brain [68]. There is, however, evidence that neurons in the visual
cortex can encode an error signal [11]. It may be possible that states and errors exist
simultaneously in a neuron [20], and the mechanism behind whether a neuron currently
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encodes state or error is still unknown.
One interesting direction to continue from here is to remove the one-to-one pairings of
state and error nodes in general. Any state node can be connected to any other state or
error node through synaptic weights not necessarily equal to 1, and similarly for the error
nodes. This direction involves heavy investigation into how the Predictive Coding equations
would have to be reformulated to accommodate the removal of one-to-one pairings. The
new equations will implicate extensive theoretical and experimental analysis of whether
such a network would still be able to achieve statistical learning.
While Whittington and Bogacz’s model uses symmetric weights [68], our model uses
asymmetric weights, avoiding the weight transport problem [37]. That is a plus for biolog-
ical plausibility for us!
Another problem with the biological plausibility of Predictive Coding is more subtle
and relates to the values encoded within error nodes. Whittington and Bogacz note that
error nodes can be either positive or negative, but biological neurons cannot have negative
activity [68]. They propose that error nodes are biological rectified linear neurons [6], and
that one can associate zero activity in error nodes with the baseline firing rate of those
neurons [68].
However, in their words, such an approximation would require the neurons to have a
high average firing rate, so that they rarely produce a firing rate close to 0, and thus rarely
become nonlinear [68]. Although the interneurons in the cortex often have higher average
firing rates, the pyramidal neurons typically do not [40, 68]. Since much of the cortex
consists of pyramidal neurons [27], Predictive Coding may not yet be the right model of
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the cerebral cortex.
Another way to fix the problem of negative activity is to assume that error nodes are
not singular neurons. Both state and error nodes may be populations of neurons, a subset
of which fires inhibitory activities representing negative values, and another subset fires
excitatory activities representing positive values. The sum of inhibitory and excitatory
activity in the population represents the positive or negative value encoded in an error
node.
5.3 Conclusion
Predictive Coding is an insightful, biologically inspired framework of neural computa-
tion that can attain backpropagation learning. I have added two forms of decay, weight
decay and activity decay, to the supervised learning formulation of Predictive Coding.
Weight decay helps to regularize the weight matrices of Predictive Coding networks, al-
lowing the network to converge to equilibrium more quickly during input classification.
Combining weight and activity decay allows Predictive Coding networks to simultaneously
classify inputs and generate inputs from classes, an achievement that paves the way for
future work on bidirectional learning of associations.
Our next step may involve developing new, biologically plausible neural learning al-
gorithms and gathering data in neuroscience to verify that the outputs of that algorithm
are consistent with the computations performed in the brain. The destination to artificial
general intelligence will also require advances in neuromorphic computing. Currently, my
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Predictive Coding model learns much more slowly compared to ANNs trained by backprop-
agation. Neuromorphic computing leverages the local computation aspects of Predictive
Coding networks with hardware modelled after biological neural networks, allowing Pre-
dictive Coding to be simulated much more efficiently. Other biologically plausible models
of neural computation will also be able to enjoy similar benefits from neuromorphic com-
puting.
I hope that as these advances are made, Predictive Coding and other biologically in-
spired frameworks of neural computation will shine in the spotlight as a path forward.
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Dr. Orchard’s Proof of Theorem 1
Theorem 1: Given a matrix of r linearly-independent m-vectors,
X = [X1| · · · |Xr] ∈ Rm×r
and a corresponding matrix of n-vectors,
Y = [Y1| · · · |Yr] ∈ Rn×r








such that the minimum 2-norm solution x∗ to Ax = Yi is x
∗ = Xi. Moreover, the jth row
of A is the minimum 2-norm solution of aX = Y for a ∈ R1×m.
Proof. Consider the system XTAT = Y T , with r equations and m unknowns. Let the




This system is under-determined, since r < m. Thus, there are infinitely many solutions.
However, we can seek the minimum-norm solution for ATj using a technique called singular
value decomposition, or SVD [17].
Let UΣV T = XT . Here, U is an r × r orthogonal matrix, which is a square matrix
whose rows and columns are orthonormal, meaning that any pair of rows or columns dot
product to zero and they are all unit vectors. V T is r ×m with orthonormal rows. Σ is a
diagonal r × r matrix containing the r non-zero singular values of the decomposition.
The minimum 2-norm solution of XTATj = y
T
j is
ATj = V Σ
−1UTyTj .
We can construct all n columns of AT using AT = V Σ−1UTY T .
Our goal is to show that X is a solution of AX = Y . Substituting the above expression
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for A, followed by the SVD for XT , we get
AX = Y UΣ−1V TX




= Y UUT since V TV = I and Σ−1Σ = I
= Y since UUT = I
Thus, X is a solution of AX = Y .
Now, we want to show that each column of X is the minimum 2-norm solution. Consider
the ith column of X, and suppose we find a different solution, Xi + x̃, where x̃ 6= 0. Then,
A (Xi + x̃) = Yi
AXi + Ax̃ = Yi
Yi + Ax̃ = Yi
Ax̃ = 0
Thus, x̃ ∈ null(A), which tells us that V T x̃ = 0. But XT = UΣV T , so x̃ ∈ null(XT ) too.
Thus, Xi ⊥ x̃, meaning they are orthogonal and dot product to 0.
Consider ‖Xi + x̃‖. Since Xi ⊥ x̃, they form the non-hypotenuse edges of a right angle
108
triangle, and so we can use Pythagoras to deduce the following:
‖Xi + x̃‖2 = ‖Xi‖2 + ‖x̃‖2
‖Xi + x̃‖2 > ‖Xi‖2 since x̃ 6= 0
=⇒ ‖Xi + x̃‖ > ‖Xi‖
Therefore, Xi is the minimum 2-norm solution to Ax = Yi.
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