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This paper is devoted to show how to use Computer Algebra and Quantifler Elimination
to solve some particular instances of the Birkhofi Interpolation Problem. In particular,
this problem is completely solved for degree smaller or equal than 3 and any number
of nodes and several instances of degree 4 and 5 by computing all the incidence normal
poised matrices with such characteristics. The used Computer Algebra and Quantifler
Elimination includes manipulation of multivariate polynomials, computation of deter-
minants of matrices with polynomial entries and the formal manipulation of univariate
polynomial inequalities by using Sturm{Habicht sequences and the Sign Determination
Scheme.
c° 1996 Academic Press Limited
1. Introduction
The problem of interpolating an unknown function f :R! R by an univariate polynomial
with the knowledge of the values of f and some of its derivatives at some points in R is
one of the main problems in Numerical Analysis and Approximation Theory.
Two classical interpolation cases have been widely studied and solved: the Lagrange
Interpolation Formula and the Hermite Interpolation Problem. In the flrst case the values
of f at the points x0 < ¢ ¢ ¢ < xn are known and the Lagrange Interpolation Formula shows
that there exists a unique polynomial with degree less than or equal to n with the same
behaviour as f at the points xi.
The Hermite Interpolation Problem generalizes the previous case including some in-
formation coming from the derivatives of f . Let x1 < ¢ ¢ ¢ < xn be given points and
”1; : : : ; ”n positive integers: the Hermite Interpolation Problem is solved by proving that
there exists a unique polynomial P (which is given explicitly) with a degree less than or
equal to ”1 + ¢ ¢ ¢+ ”n ¡ 1 such that for every k 2 f1; : : : ; ng and j 2 f0; : : : ; ”k ¡ 1g the
following equality is verifled
f (j)(xk) = P (j)(xk):
The problem of interpolation by using polynomials can be presented in a general way
by describing the interpolation conditions in terms of incidence matrices: such matrices
will contain the data providing which information from f are known.
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Definition 1.1. Let n and r be two integer numbers such that n ‚ 1 and r ‚ 0. The
matrix
E =
0B@ e1;0 : : : e1;r... ...
en;0 : : : en;r
1CA
is called an incidence matrix if ei;j 2 f0; 1g for every i and j.
For an incidence matrix E , the symbol jEj will denote the number of 1s in E :
jEj =
X
i;j
ei;j :
In the case when jEj is equal to the number of columns in E , the incidence matrix E is
called normal.
Let X = fx1; : : : ; xng be a set of real numbers such that x1 < ¢ ¢ ¢ < xn and F be
a matrix of given real numbers with the same dimensions than E whose elements are
denoted by fi;j . The problem of determining a polynomial P in R[x] with degree less
than or equal to r that interpolates F at (X ; E), i.e. which satisfles the conditions:
P (j)(xi) = fi;j ifi ei;j = 1
is known as the Birkhofi Interpolation Problem.
Definition 1.2. An incidence matrix E with n rows and r + 1 columns is said to be
poised if for each choice of the nodes x1 < ¢ ¢ ¢ < xn and of the matrix F there exists a
unique polynomial P in R[x] of degree less than or equal to r that interpolates F at (X ; E).
A flrst example of poised matrix is the one corresponding to the Lagrange Interpolation
Formula (with r = n¡ 1): 2664
1 0 0 : : : 0
1 0 0 : : : 0
...
...
...
...
1 0 0 : : : 0
3775:
A second example comes from the Hermite Interpolation Problem: for any choice of
positive integers ”1; : : : ; ”n the matrix with n rows and N = ”1 + ¢ ¢ ¢ + ”n columns
writing in the ith row ”i 1s and the rest 0’s is poised.
The complete characterization of the poised matrices is still an open problem. In
the literature of Numerical Analysis and Approximation Theory it is possible to flnd
several su–cient conditions for the poisedness of an incidence matrix but a complete
characterization cannot be found even for the cases where the number of nodes is small,
for example 3 or 4 (see for example Bojanov et al., 1993 or Sendov and Andreev, 1994).
The paper is organized as follows. The second section provides an algebraic criterion
characterizing the non-poisedness of an incidence matrix by means of the existence of a
real solution with non-zero coordinates of a multivariate polynomial. The third section
is devoted to compute systematically all the incidence matrices which are poised for
n 2 f1; 2; 3; 4g and degree bounded by 6 by using the algebraic criterion of the previous
section. The forth section is devoted to analyze the experimental results obtained and to
completely solve the Birkhofi Interpolation Problem for degrees 1, 2, 3 when considering
       
Quantifler Elimination and Birkhofi Interpolation Problem 85
an arbitrary number of nodes. Finally some open questions are quoted and new research
directions concerning this problem are presented.
2. Characterizing Poised Matrices
This section is devoted to showing how to determine the poisedness of an incidence
matrix by using Computer Algebra techniques. This is the same as studying a linear
system of equations (whose matrix depends on several parameters: the nodes) has a
unique solution. Let a0; : : : ; ar be indeterminates and Pr(x) the generic polynomial of
degree r:
Pr(x) = arxr + ar¡1xr¡1 + ¢ ¢ ¢+ a1x+ a0:
Then an incidence matrix E with n rows and r + 1 columns is poised if for every set
X = fx1; : : : ; xng of real numbers with x1 < ¢ ¢ ¢ < xn and for every matrix of real
numbers F (n rows and r + 1 columns) the linear system of equations:
P (j)r (xi) = fi;j ifi ei;j = 1
has a unique solution. In what follows it is assumed that ME is the matrix associated
with the linear system giving the interpolating polynomial for X and E .
The next proposition shows that the problem is reduced to study normal incidence
matrices: the matrices ME are always square.
Proposition 2.1. Let E be an incidence matrix with n rows and r + 1 columns which
is poised. Then E is normal, i.e.
jEj = r + 1:
Proof. The incidence matrix E is poised if for every set X = fx1; : : : ; xng of real
numbers with x1 < ¢ ¢ ¢ < xn and for every matrix of real numbers F (n rows and r + 1
columns) the linear system of equations:
P (j)r (xi) = fi;j ifi ei;j = 1
has an unique solution. The matrix associated to this linear system, ME , has jEj rows
and r + 1 columns which allows us to conclude that E is normal (jEj = r + 1) since the
linear mapping associated to ME must be bijective. 2
Example 2.1. Let E be the incidence normal matrix deflned by:
E =
0@ 1 0 0 1 0 01 1 1 0 0 0
0 1 0 0 0 0
1A:
Then the matrix ME associated to E is
ME =
0BBBBB@
1 x1 x21 x
3
1 x
4
1 x
5
1
1 x2 x22 x
3
2 x
4
2 x
5
2
0 1 2x2 3x22 4x
3
2 5x
4
2
0 1 2x3 3x23 4x
3
3 5x
4
3
0 0 2 6x2 12x22 20x
3
2
0 0 0 6 24x1 60x21
1CCCCCA:
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Example 2.2. Let EL be the incidence normal matrix corresponding to the Lagrange
Interpolation Formula 2664
1 0 0 : : : 0
1 0 0 : : : 0
...
...
...
...
1 0 0 : : : 0
3775:
Then the matrix MEL associated to EL is
MEL =
0BBBB@
1 x1 x21 : : : x
n¡1
1
1 x2 x22 : : : x
n¡1
2
1 x3 x23 : : : x
n¡1
3
...
...
...
...
1 xn x2n : : : x
n¡1
n
1CCCCA:
Let EH be the incidence normal matrix corresponding to the Hermite Interpolation Prob-
lem with respect to ”1; : : : ; ”n (N = ”1+¢ ¢ ¢+”n). Then the matrixMEH has the following
structure:
MEH =
0BB@
P1
Pn
...
Pn
1CCA Pj =
0@ dk
dxj
24 1 xj x2j x3j : : : xN¡1j
351A
0•k•”k¡1
:
Next, the proposition reduces the problem of determining the poisedness of an incidence
normal matrix to a quantifler elimination problem over the reals.
Proposition 2.2. Let E be an incidence normal matrix. Then E is poised if and only if
the determinant of ME does not vanish for every set of real numbers X = fx1; : : : ; xng
such that x1 < ¢ ¢ ¢ < xn.
Proof. If E has n rows and r + 1 columns then E is poised if and only if the linear
system of equations
ME ¢
0BB@
a0
a1
...
ar
1CCA =
0BB@
f0
f1
...
fr
1CCA
has a unique solution for every choice of X = fx1; : : : ; xng with x1 < ¢ ¢ ¢ < xn and
every choice of F = ff0; : : : ; frg. Clearly this is equivalent to the non-vanishing of the
determinant of ME for every set of real numbers X = fx1; : : : ; xng such that x1 < ¢ ¢ ¢ <
xn. 2
For a given incidence normal matrix E , the determinant of ME will be denoted by
DE . Previous proposition reduces the problem of determining the non-poisedness of an
incidence normal matrix E to flnd a set X = fx1; : : : ; xng of real numbers verifying:
x1 < ¢ ¢ ¢ < xn and DE(x1; : : : ; xn) = 0:
Next it is studied the structure of matrixME to get further insight on the properties of
the polynomial DE .
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Proposition 2.3. Let E be an incidence matrix with n rows and r + 1 columns not
necessarily normal. Then the equations in the linear system associated to the Birkhofi
Interpolation Problem for E can be ordered in such a way that the matrix ME has the
following structure
ME =
0BB@
B0
B1
...
Br
1CCA
where every submatrix Bk is:
Bk =
r+1z }| {0BBBB@
0 : : : 0 k!
µ
k
k
¶
k!
µ
k + 1
k
¶
xi(1;k) : : : k!
µ
r
k
¶
xr¡ki(1;k)
...
...
...
...
...
0 : : : 0 k!
µ
k
k
¶
k!
µ
k + 1
k
¶
xi(ek;k) : : : k!
µ
r
k
¶
xr¡ki(ek;k)
1CCCCA
9>>>>>=>>>>>;
ek
with ek the number of 1s in the kth column in E and i(u; k) the element of f1; : : : ; ng
such that the uth 1 in the kth column of E is the (i(u; k); k)th entry of E.
Proof. It is enough to write the equations of the considered linear system by regarding
the 1s in E by columns, i.e. flrstly the equations corresponding to P , secondly the ones
for P (1) and so on. 2
Since the usual Computer Algebra packages (with the exception of SacLib) are not well
adapted to these Quantifler Elimination problems over the reals, our next step tries to
reduce such a problem to a more algebraic one. First, due to the structural similarity of
ME to a Vandermonde matrix, the next proposition shows how to simplify the polynomial
DE by means of a well controlled factorization.
Proposition 2.4. Let E be an incidence normal matrix with n rows and r+ 1 columns.
If li;j (1 • i < j • n) denotes the number of columns in E such that
Ei;k = 1 and Ej;k = 1
then (xi ¡ xj)li;j divides to DE .
Proof. Proposition 2.3 shows that for every triplet (i; j; k) (1 • i < j • n and 0 • k •
r) such that
Ei;k = 1 and Ej;k = 1
there are in ME two columns corresponding to P (k)(xi) and P (k)(xj). Subtracting the
flrst one to the one coresponding to P (k)(xj) allows us to get (xi ¡ xj) as a factor of
DE . The application of this strategy to every column of E allows us to conclude that
(xi ¡ xj)li;j divides DE as desired. 2
This last proposition us allows to simplify the polynomial DE in order to determine
the poisedness of E . Using the previous proposition it is clear that we can divide the
polynomial DE by (xi ¡ xj)li;j . But, as it will be shown in the next example, this is not
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the maximal power of xi¡xj dividing DE . This is the reason for introducing the symbol
Li;j (1 • i < j • n) as the biggest integer number u such that (xi ¡ xj)u divides DE .
Definition 2.1. Let E be an incidence normal matrix. The poised-indicator of E is
deflned as the polynomial in Z[x1; : : : ; xn]:
eDE = DEQ
1•i<j•n(xj ¡ xi)Li;j
:
The study of the poisedness of an incidence normal matrix E can be made on its
poised-indicator since the signs of DE and eDE agree for every collection of real numbers
X = fx1; : : : ; xng with x1 < ¢ ¢ ¢ < xn.
Example 2.3. Let E be the incidence normal matrix presented in Example 2.1. In this
case the polynomial DE factorizes in the following way:
DE = ¡36(x2 ¡ x3)2(x1 ¡ x2)4(6x21 ¡ 12x3x1 ¡ x22 + 2x2x3 + 5x23):
In this case l1;2 = 1 < L1;2 = 4 and l2;3 = 1 < L2;3 = 2 which shows that usually the
exponents of the factors xi ¡ xj predicted by the indices li;j are smaller than the real
exponents Li;j .
The poised-indicator of E is in this case:eDE = ¡36(6x21 ¡ 12x3x1 ¡ x22 + 2x2x3 + 5x23):
Its easy structure will allow us to determine the poisedness of E in a fast way. Consider-
ing DE as a quadratic form and expressing it as a sum of squares one obtainseDE = ¡36(6(x1 ¡ x3)2 ¡ (x2 ¡ x3)2):
Performing the susbtitution:
x2 ¡ x1 = t21 x3 ¡ x2 = t22 =) x3 ¡ x1 = t21 + t22
the structure of the resulting polynomial:eDE(t1; t2) = ¡36(5t41 + 12t21t22 + 6t42)
allows us to conclude that E is poised since for every x1 < x2 < x3 the polynomial eDE is
strictly negative:
x1 < x2 < x3 =) eDE < 0 =) DE < 0:
Example 2.4. The determinants of the matrices MEL (Lagrange Interpolation) and
MEH (Hermite Interpolation), presented in Example 2.2, are (see for example Bojanov
et al., 1993):
DEL =
Y
i<j
(xj ¡ xi) DEH =
nY
k=1
”k¡1Y
‚=0
‚!
Y
i<j
(xj ¡ xi)”j”i :
The corresponding Poised Indicators, as expected, are thus equal to 1 or to a non-zero
integer number. One of the referees pointed out the following question: are Lagrange
Interpolation and Hermite Interpolation the only cases where the Poised Indicator is
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equal to a non-zero integer number? The answer to this question is no, as shown by the
following incidence normal matrix
S =
0@ 1 0 1 01 0 0 0
0 0 0 1
1A
whose Poised Indicator is equal to 1 [the determinant of MS is equal to 12(x1 ¡ x2)].
The matrix S does not correspond to a Lagrange or Hermite Interpolation Problem.
The approach followed in the Example 2.3 contains the main ingredients of the algo-
rithm determining the poisedness of an incidence normal matrix which is presented in
the following lines. The flrst step reduces the problem of determining the existence of
fx1; : : : ; xng µ R such that:
x1 < ¢ ¢ ¢ < xn and DE(x1; : : : ; xn) = 0
to a more algebraic problem (erasing the <’s).
Proposition 2.5. Let E be an incidence normal matrix with n rows and r+ 1 columns.
Then, if t1; : : : ; tn¡1 are new variables, the polynomial:
HE = eDE(x1; x1 + t21; x1 + t21 + t22; : : : ; x1 + n¡1X
i=1
t2i )
belongs to Z[t1; : : : ; tn¡1].
Proof. If the degree of HE with respect to x1 is equal to d > 0 then HE can be written
as:
HE = ad(t1; : : : ; tn¡1)xd1 + ¢ ¢ ¢+ a1(t1; : : : ; tn¡1)x1 + a0(t1; : : : ; tn¡1)
where the ai(t)s are polynomials with integer coe–cients and ad(t) is not identically zero.
The hypothesis on ad(t) implies the existence of t 2 Cn¡1 such that ad(t) 6= 0 and the
existence of fi 2 C verifying
HE(t; fi) = 0:
The proof is flnished by showing the following equality for any real fl:
HE(t; fi+ fl) = 0
which provides an univariate polynomial with an inflnite number of zeros and the im-
possibility of d > 0. If HE(t; fi + fl) 6= 0 then the Birkhofi Interpolation Problem has a
unique solution Q(x) for E and the nodes:
fi+ fl; fi+ fl + t21; : : : ; fi+ fl +
n¡1X
i=1
t2i :
But this implies inmediately that P (x) = Q(x+fl) is the unique solution for the Birkhofi
Interpolation Problem for E and the nodes:
fi; fi+ t21; : : : ; fi+
n¡1X
i=1
t2i
and that HE(t; fi) 6= 0. 2
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Proposition 2.6. Let E be an incidence normal matrix with n rows and r+ 1 columns.
Then the polynomial HE is homogeneous of degree bounded (strictly) by 2nr.
Proof. Let ‚ be a new variable. Then:
HE(‚t1; : : : ; ‚tn) = eDE(0; ‚2t21; ‚2(t21 + t22); : : : ; ‚2 n¡1X
i=1
t2i )
=
rX
j=0
aj(t1; : : : ; tn¡1)‚j = R(t; ‚):
If HE is zero or a constant then there is nothing to prove. Next it is proved that there is
at most one aj(t) non-zero. If there are two, ai(t) and ak(t), difierent from 0 then there
exists fi 2 Rn¡1 such that:
HE(fi) ¢ ai(fi) ¢ ak(fi) 6= 0:
Then the polynomial R(fi; ‚) has a non-zero solution ‚0 (which does not need to be in R).
Since HE(fi) 6= 0, then the Birkhofi Interpolation Problem for E has a unique solution
with nodes:
X1 = f0; t21; t21 + t22; : : : ;
n¡1X
i=1
t2i g:
But this implies the unique solution of the Birkhofi Interpolation Problem for E and
nodes (which can be not real):
X2 = f0; ‚20t21; ‚20(t21 + t22); : : : ; ‚20
n¡1X
i=1
t2i g
because if P (x) solves the interpolation at (X1; E) and F then P (x=‚20) solves the same
problem at (X2; E) and F . But this last assertion implies R(fi; ‚0) 6= 0 which is not
possible.
It has been proved that there exists m such that:
HE(‚t1; : : : ; ‚tn) = ‚mR(t)
which implies automatically that HE(t) is homogeneous since R(t) must be equal to
HE(t) (replace ‚ by 1 in the previous equality).
Following the notation introduced in Proposition 2.3, it is clear that the degree of DE
is bounded by:
r¡1X
k=0
(r ¡ k)ek:
But since the sum of the eks is equal to n, the previous bound is equal to
nr ¡
rX
k=1
kek
which is strictly smaller than nr. This implies directly that the degree of HE is strictly
bounded by 2nr.2
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Corollary 2.1. Let E be an incidence normal matrix. Then E is not poised if and only
if the polynomial HE has a real solution (t1; : : : ; tn¡1) such that t1 ¢ ¢ ¢ ¢ ¢ tn¡1 6= 0.
Proof. If E is not poised then there exists X = fx1; : : : ; xng µ R such that x1 <
¢ ¢ ¢ < xn and eDE(x1; : : : ; xn) = 0. Deflning ti = (xi+1 ¡ xi)1=2, then (t1; : : : ; tn¡1) is a
real solution of HE with ti 6= 0. Reciprocally, if (t1; : : : ; tn¡1) is a real solution of HE
with non-zero coordinates then, deflning x1 = 0 and xi+1 = xi + t2i , it is obtained thateDE(x1; : : : ; xn) = 0 and the non-poisedness of E as required. 2
The facts that HE is homogeneous and that the searched solutions have non-zero
coordinates allow us to simplify the previous corollary eliminating one variable.
Corollary 2.2. Let E be an incidence normal matrix. Then E is not poised if and only
if the polynomial HE has a real solution (1; t2; : : : ; tn¡1) such that t2 ¢ ¢ ¢ ¢ ¢ tn¡1 6= 0.
This corollary shows that the problem of solving the Birkhofi Interpolation Problem
for flxed n and r is decidable since there exists algorithms determining the existence of a
real point in a hypersurface verifying the additional condition t2 ¢ ¢ ¢ ¢ ¢ tn¡1 6= 0 [see Basu
et al. (1994) for example]. This reduction to a Quantifler Elimination Problem over the
reals also provides an upper complexity bound for the problem of deciding if an incidence
normal matrix is poised or not.
3. Computing Poised Matrices with Fixed Type
This section is devoted to showing the results of the experimentation performed by
using Computer Algebra on the results presented in Section 2. The goal to be achieved
is to flx n and to compute all the incidence normal matrix which are poised for r 2
f1; 2; 3; : : :g. The strategy used is the following:
(i) Generate all the incidence normal matrices associated to n nodes and degree r: i.e.
to compute all the matrices with n rows and r + 1 columns whose entries are 0s
and exactly r + 1 1s. The number of matrices to be considered is:µ
n(r + 1)
r + 1
¶
:
(ii) Compute, for every incidence normal matrix E obtained in (i), the poised-indicator
of E and the polynomial HE .
(iii) Determine the existence of a real solution (t2; : : : ; tn¡1) (t2 ¢ ¢ ¢ ¢ ¢ tn¡1 6= 0) of
HE(1; t2; : : : ; tn¡1) and conclude the non-poisedness of E in such case or that E is
poised if such a solution does not exist.
The most di–cult step in the previous strategy is clearly (iii) since we are obligated to
determine if a polynomial with n ¡ 2 variables has or has not a real solution with non-
zero coordinates. And it is well known that this is a very di–cult Quantifler Elimination
Problem for n > 4 (see Heintz et al., 1993).
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3.1. the case n = 1
This is the easiest case because it is no more than a reformulation of Taylor expansion
for polynomials in interpolation terms. For each r > 0 there is only one incidence normal
matrix:
E = [ 1 1 : : : 1 1 ]
which is clearly poised since:
HE = eDE = rY
k=1
k! = 2r¡1 ¢ 3r¡2 ¢ ¢ ¢ ¢ ¢ (r ¡ 1)2 ¢ r 6= 0:
In fact what it has been proved is the classical result assuring that for any set ff0; f1; : : : ;
frg of real numbers there exists only one polynomial P with degree smaller than or equal
to r such that:
P (i)(x1) = fi i 2 f0; 1; : : : ; rg:
But this polynomial is exactly:
P (x) =
rX
i=0
fi
i!
(x¡ x1)i:
3.2. the case n = 2
This is the flrst interesting case since it is not trivial to know if a given incidence normal
matrix is poised or not. For this case a complete characterization of poised matrices is
known by using the so called P¶olya Condition.
Definition 3.1. An incidence normal matrix E with n rows and r + 1 columns verifles
the P¶olya Condition if for every k in f0; : : : ; rg the following inequality holds:
nX
i=1
kX
j=0
Ei;j ‚ k + 1:
For n = 2, an easy computation shows that:
E is poised () E verifles the P¶olya Condition
and for n > 2 the Atkinson{Sharma Theorem (see Bojanov et al., 1993 or Sendov and
Andreev, 1994) assures that P¶olya Condition plus an additional hypothesis (E is con-
servative) implies that E is poised. Therefore there are poised matrices non conservative
and poised conservative matrices not verifying P¶olya Condition (see Bojanov et al., 1993
or Sendov and Andreev, 1994).
Nevertheless this optimal answer for the problem of characterizing poised matrices,
our Maple program was used, as a flrst test, to determine all the poised matrices with
n = 2 and r 2 f1; 2; 3; 4; 5; 6g. The obtained results appear in the following table:
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r = 1 r = 2 r = 3 r = 4 r = 5 r = 6
M2;r 6 20 70 252 924 3432
m2;r 5 14 42 132 429 1430
Ratio 0.83 0.70 0.60 0.52 0.46 0.41
where M2;r denotes the number of incidence normal matrix with 2 rows and r+1 columns
and m2;r the number of those matrices which are poised.
3.3. the case n = 3
This is the flrst unknown case since there are no criteria (such as the P¶olya Condition
for n = 2) easily characterizing the incidence normal matrices which are poised. In
this case the veriflcation of the poisedness of an incidence normal matrix is reduced to
the determination of the existence of a non-zero real root for the univariate polynomial
HE(1; t2): if such real root exists then E is not poised, otherwise E is poised.
Our Maple program was used to determine all the poised matrices with n = 3 and
r 2 f1; 2; 3; 4; 5g. To accelerate the process (the number of cases to be considered for
r = 5 is 18564) the real root counting was performed by using Sturm{Habicht sequences
(see Gonzalez-Vega et al 1989, 1990{94 and 1995). The obtained results appear in the
following table:
r = 1 r = 2 r = 3 r = 4 r = 5
M3;r 15 84 495 3003 18564
m3;r 12 54 258 1275 6454
Ratio 0.80 0.64 0.52 0.42 0.34
where M2;r denotes the number of incidence normal matrix with 2 rows and r+1 columns
and m2;r the number of those matrices which are poised. Next it is shown in the starting
contents of the list obtained when r 2 f2; 3; 4; 5g:
† r = 1 (complete list):2664
0 0
1 0
0 1
3775
2664
0 0
0 0
1 1
3775
2664
1 0
0 0
0 1
3775
2664
0 0
1 1
0 0
3775
2664
0 0
1 0
1 0
3775
2664
1 0
1 0
0 0
3775
2664
0 1
1 0
0 0
3775
2664
0 0
0 1
1 0
3775
2664
1 0
0 1
0 0
3775
2664
1 0
0 0
1 0
3775
2664
0 1
0 0
1 0
3775
2664
1 1
0 0
0 0
3775
† r = 2 (complete list):2664
1 1 1
0 0 0
0 0 0
3775
2664
1 1 0
1 0 0
0 0 0
3775
2664
1 1 0
0 1 0
0 0 0
3775
2664
1 1 0
0 0 1
0 0 0
3775
2664
1 1 0
0 0 0
1 0 0
3775
2664
1 1 0
0 0 0
0 1 0
3775
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1 1 0
0 0 0
0 0 1
3775
2664
1 0 1
1 0 0
0 0 0
3775
2664
1 0 1
0 1 0
0 0 0
3775
2664
1 0 1
0 0 0
1 0 0
3775
2664
1 0 1
0 0 0
0 1 0
3775
2664
1 0 0
1 1 0
0 0 0
3775
2664
1 0 0
1 0 1
0 0 0
3775
2664
1 0 0
1 0 0
1 0 0
3775
2664
1 0 0
1 0 0
0 1 0
3775
2664
1 0 0
1 0 0
0 0 1
3775
2664
1 0 0
0 1 1
0 0 0
3775
2664
1 0 0
0 1 0
0 1 0
3775
2664
1 0 0
0 1 0
0 0 1
3775
2664
1 0 0
0 0 1
1 0 0
3775
2664
1 0 0
0 0 1
0 1 0
3775
2664
1 0 0
0 0 0
1 1 0
3775
2664
1 0 0
0 0 0
1 0 1
3775
2664
1 0 0
0 0 0
0 1 1
3775
2664
0 1 1
1 0 0
0 0 0
3775
2664
0 1 1
0 0 0
1 0 0
3775
2664
0 1 0
1 1 0
0 0 0
3775
2664
0 1 0
1 0 1
0 0 0
3775
2664
0 1 0
1 0 0
1 0 0
3775
2664
0 1 0
1 0 0
0 1 0
3775
2664
0 1 0
1 0 0
0 0 1
3775
2664
0 1 0
0 1 0
1 0 0
3775
2664
0 1 0
0 0 1
1 0 0
3775
2664
0 1 0
0 0 0
1 1 0
3775
2664
0 1 0
0 0 0
1 0 1
3775
2664
0 0 1
1 1 0
0 0 0
3775
2664
0 0 1
1 0 0
1 0 0
3775
2664
0 0 1
1 0 0
0 1 0
3775
2664
0 0 1
0 1 0
1 0 0
3775
2664
0 0 1
0 0 0
1 1 0
3775
2664
0 0 0
1 1 1
0 0 0
3775
2664
0 0 0
1 1 0
1 0 0
3775
2664
0 0 0
1 1 0
0 1 0
3775
2664
0 0 0
1 1 0
0 0 1
3775
2664
0 0 0
1 0 1
1 0 0
3775
2664
0 0 0
1 0 1
0 1 0
3775
2664
0 0 0
1 0 0
1 1 0
3775
2664
0 0 0
1 0 0
1 0 1
3775
2664
0 0 0
1 0 0
0 1 1
3775
2664
0 0 0
0 1 1
1 0 0
3775
2664
0 0 0
0 1 0
1 1 0
3775
2664
0 0 0
0 1 0
1 0 1
3775
2664
0 0 0
0 0 1
1 1 0
3775
2664
0 0 0
0 0 0
1 1 1
3775
† r = 3:2664
1 0 0 0
0 1 0 0
0 1 0 1
3775
2664
1 0 0 0
0 1 0 0
0 0 1 1
3775
2664
1 0 0 0
0 0 1 1
1 0 0 0
3775
2664
1 0 0 0
0 0 1 1
0 1 0 0
3775
2664
1 0 0 0
0 0 1 0
1 0 0 1
3775
2664
1 0 0 0
0 0 1 0
0 1 0 1
3775
2664
1 0 0 0
0 0 0 1
1 1 0 0
3775
2664
1 0 0 0
0 0 0 1
1 0 1 0
3775
2664
1 0 0 0
0 0 0 1
0 1 1 0
3775 : : :
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† r = 4:2664
0 0 1 0 0
1 0 0 0 0
0 1 1 1 0
3775
2664
0 0 0 1 0
1 0 0 0 0
0 1 1 1 0
3775
2664
0 0 0 0 1
1 0 0 0 0
0 1 1 1 0
3775
2664
0 0 0 0 0
1 0 1 0 0
0 1 1 1 0
3775
2664
0 0 1 0 0
1 0 0 0 0
0 1 1 0 1
3775
2664
0 0 0 1 0
1 0 0 0 0
0 1 1 0 1
3775 : : : : : :
† r = 5:2664
0 1 1 1 1 0
1 0 0 0 1 0
0 0 0 0 0 0
3775
2664
0 1 1 1 1 0
1 0 0 0 0 1
0 0 0 0 0 0
3775
2664
0 1 1 1 1 0
1 0 0 0 0 0
0 1 0 0 0 0
3775
2664
0 1 1 1 1 0
1 0 0 0 0 0
0 0 1 0 0 0
3775
2664
0 1 1 1 1 0
1 0 0 0 0 0
0 0 0 1 0 0
3775 : : :
3.4. the case n = 4
This is the flrst case where the use of Computer Algebra is really needed. In this
case the veriflcation of the poisedness of an incidence normal matrix is reduced to the
determination of the existence of a real solution (u2; u3) (u2 ¢ u3 6= 0) for the bivariate
polynomial HE(1; t2; t3): if such a real solution exists then E is not poised, otherwise E
is poised.
For r = 1 and r = 2 the situation was very easy to manage since in the flrst case
all the polynomials HE(1; t2; t3) were constant and in the second case their degree were
bounded by 2.
For r = 3 the problem becomes harder since the degree of the polynomials HE(1; t2; t3)
is bounded by 4. The problem is solved in this case taking in account that for every
incidence normal matrix E in these conditions (n = 4 and r = 3) there exists a polynomial
G 2 Z[T1; T2] such that (see proposition 2.5):
HE(1; t2; t3) = G(t22; t23):
For example, if we consider the incidence normal matrix:
E =
0B@
1 0 0 0
0 1 0 0
0 1 0 0
1 0 0 0
1CA
then the polynomial HE is:
HE(1; t2; t3) = 2 + t22 ¡ 2t23 ¡ t42 + t22t23 + 2t43:
In this case the problem is reduced to determining the existence of (u1; u2) such that
u1u2 6= 0 and HE(1; u2; u3) = 0. Due to the special structure of this polynomial (which
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is the same for the rest of polynomials in this case: total degree equal to 4) it is possible
to write:
HE(1; u2; u3) = 0 =) u23 =
2¡ u22 §
p
3(3u42 ¡ 4u22 ¡ 4)
4
and to conclude that E is not poised since for u2 to be su–ciently big, the numerator of
the previous expression is positive.
For r ‚ 4, the problem of determining the poisedness of E is reduced to determine if
the real algebraic plane curve:
f(fi; fl) 2 R2 : HE(1; fi; fl) = 0g
has a point outside the axes. The calculations were performed by using the properties of
Sturm{Habicht sequences brie°y described (for this particular case) in the next proposi-
tion (see Cucker et al., 1991, Gonzalez-Vega et al., 1990{94 and 1995).
Proposition 3.1. Let P be a polynomial in Z[x; y] with degree n in y. The Sturm{
Habicht coe–cients of P with respect y are a flnite family of polynomials fSn; : : : ; S0g
in Z[x] such that for every fi 2 R the number of difierent real roots of P (fi; y) is de-
termined explicitly (i.e. by means of an algorithm) by the signs of the real numbers
fSn(fi); : : : ; S0(fi)g.
The next example clarifles the role of Sturm{Habicht coe–cients when dealing with
the study of the poisedness for an incidence normal matrix. Let E be:
E =
0B@
1 0 1 0 0
1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
1CA :
In this case the curve to be considered is the one deflned by the polynomial:
HE(1; t2; t3) = 1 + 4t22 + 6t42 ¡ 6t43 + 2t62 ¡ 6t22t43 ¡ 4t63:
The Sturm{Habicht coe–cients of HE(1; t2; t3) with respect t3 are:
S6 = ¡1 S5 = ¡1 S4 = 1 + t22 S3 = 1 + 3t22 + 3t42 + t62
S2 = 2t122 + 12t
10
2 + 28t
8
2 + 33t
6
2 + 21t
4
2 + 7t
2
2 + 1
S1 = 8t162 + 60t
14
2 + 180t
12
2 + 284t
10
2 + 264t
8
2 + 152t
6
2 + 54t
4
2 + 11t
2
2 + 1
S0 = ¡32t222 ¡ 320t202 ¡ 1352t182 ¡ 3192t162 ¡ 4728t142 ¡ 4692t122 ¡ 3232t102
¡1564t82 ¡ 526t62 ¡ 118t42 ¡ 16t22 ¡ 1
which, in this particular case, have constant sign for every t2 2 R:
S6 < 0; S5 < 0; S4 > 0; S3 > 0; S2 > 0; S1 > 0; S0 < 0:
When the Sturm{Habicht coe–cients do not vanish the formula giving the number of real
roots of HE(1; fi; t3) for any fi 2 R is equal to the difierence between the permanences
and variations of sign changes in f¡;¡;+;+;+;+;¡g: for any fi 2 R the polynomial
HE(1; fi; t3) has always two difierent real roots which allows us to conclude that E is not
poised.
The situation where the signs of the Sturm{Habicht coe–cients are constant appears
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quite often but in general this is not the case and we are faced to the problem of deter-
mining the sign conditions verifled by a list of univariate polynomials. This case appears
in the case of the incidence normal matrix:
E =
0B@
0 1 1 0 0
1 0 0 1 0
0 0 0 0 0
1 0 0 0 0
1CA
whose poised-indicator is (once t1 is replaced by 1):
HE(1; t2; t3) = 8 + 6t22 + 6t23 ¡ t62 ¡ 3t42t23 ¡ 3t22t43 ¡ t63:
The Sturm{Habicht coe–cients of HE(1; t2; t3) with respect t3 are:
S6 = ¡1 S5 = ¡1 S4 = t22 S3 = t22
S2 = ¡t42 + 2t22 + 4 S1 = t42 ¡ 2t22 ¡ 4 S0 = t62 ¡ 6t22 ¡ 8 :
Since the signs of S6 up to S3 are constant (if we only consider t2 6= 0) and the sign of
S2 is minus the sign of S1 the problem is reduced to determine which are the non-empty
sign conditions verifled by the polynomials S1 and S0.
This task is done by using the Sign Determination Scheme [introduced in Ben-Or
et al., (1986)] as shown in Coste and Roy (1988), Roy and Szpirglas (1990) or Cucker
et al., (1991) which allows us to easily compute the non-empty sign conditions verifled
by the real roots of an univariate polynomial on a flnite list of univariate polynomials
by merely computing several Sturm{Habicht sequences and solving some linear systems
of equations. The case we are dealing with is slightly difierent since no equality to zero
appears. This is solved by flrst regarding the signs at inflnity (+ and ¡) of S1 and S0
and then applying the Sign Determination Scheme to the polynomial (S1 ¢ S0)0 with the
list fS1; S0g. This is due to the fact that, with the exception of the inflnity cases, the
non-empty sign conditions verifled by S1 and S0 are exactly the same verifled by the real
roots of (S1 ¢ S0)0 on the polynomials S1 and S0.
Moreover, in the particular case we are considering, since only sign conditions with
t2 6= 0 are searched, the polynomial (S1 ¢ S0)0 is divided by the maximal power of t2
obtaining:
R = (S1 ¢ S0)0=t2 = 5t82 ¡ 8t62 ¡ 30t42 + 8t22 + 40:
The application of the Sign Determination Scheme to R with the list fS1; S0g and the
regarding of the signs at inflnity providing that the only non-empty sign conditions
verifled by S1 and S0 are:
S1 > 0; S0 > 0 S1 < 0; S0 < 0 S1 < 0; S0 > 0:
Since for t2 2 R verifying S1(t2) < 0 and S0(t2) < 0 the polynomial HE(1; t2; t3) has two
difierent real roots then E is not poised.
This example points out an important difierence between Birkhofi Interpolation and
Lagrange/Hermite Interpolation: order conditions are really important when dealing with
Birkhofi Interpolation. The interpolation problem for E has a unique solution if and only
if the following sign condition is not verifled, x3 ¡ x2 > 0
S1((x3 ¡ x2)1=2) = (x3 ¡ x2 ¡ 1¡
p
5)(x3 ¡ x2 ¡ 1 +
p
5) < 0
S0((x3 ¡ x2)1=2) = (x3 ¡ x2 + 2)(x3 ¡ x2 ¡ 1¡
p
3)(x3 ¡ x2 ¡ 1 +
p
3) < 0:
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For example any choice of nodes x1 < x2 < x3 < x4 with x3¡x2 = 1 does provide a bad
instance of the Birkhofi Interpolation Problem for E .
Our Maple program was used to determine all the poised matrices with n = 3 and
r 2 f1; 2; 3; 4g. The case r = 5 (or bigger) was not considered since the number of normal
incidence matrix for this case is 134 596 which will imply around 4 weeks of intensive
computations.
The obtained results appear in the following table:
r = 1 r = 2 r = 3 r = 4
M4;r 28 220 1820 15504
m4;r 22 136 886 5357
Ratio 0.78 0.61 0.48 0.34
3.5. the case n > 4
Given any incidence normal matrix E with n rows, r > 1 columns and n > 4, the
problem of determining its poisedness is reduced, according to Corollary 2.2, to prove
the non-existence of t2; : : : ; tn¡1 in R such that:
t2 ¢ ¢ ¢ ¢ ¢ tn¡1 6= 0 and HE(1; t2; t3; : : : ; tn¡1) = 0:
Following the strategy followed in the previous case this is equivalent to determining
which are the sign conditions verifled by the Sturm{Habicht coe–cients of HE(1; t2; : : : ;
tn¡1) with respect tn¡1 which are polynomials in Z[t2; : : : ; tn¡2] taking care of the points
with some coordinate equal to 0. This last question easy to manage in the cases where n
was less than or equal to 4 can be avoided as shown in the next proposition.
Proposition 3.2. Let E be an incidence normal matrix. Then E is not poised if and
only if there exist t2; : : : ; tn¡1; T in R such that:
(HE(1; t2; : : : ; tn¡1))2 + (1¡ T ¢
n¡1Y
i=2
ti)2 = 0: (?)
Proof. It is an easy consequence of Corollary 2.2. 2
This strategy was not used in the cases studied before since it forced us to use n ¡ 1
variables when dealing with n nodes which makes it very complicated, for example, the
case of 4 nodes.
In the general case the poisedness of an incidence normal matrix is reduced to prove
that the hypersurface deflned by the polynomial (?) is non-empty or equivalently to list
the non-empty sign conditions of the Sturm{Habicht conditions of the polynomial (?)
with respect the variable tn¡1. These two problems can be theoretically solved either
using a Quantifler Elimination algorithm (see for example Heintz et al., 1990) or the
algorithms in Basu et al., (1994) computing the non-empty sign conditions of a flnite
family of multivariate polynomials.
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4. From Experiments to Theory
The results obtained in the previous section will be very useful in determining the
structure of the set of the poised matrices inside the set of the incidence normal matrices.
The set of incidence normal matrices with n rows and r+1 columns will be denoted by
IN n;r, the set of those which are poised by Pn;r and Sn will denote the nth symmetric
group. If ¾ 2 Sn and E 2 INn;r then ¾(E) will represent the incidence normal matrix
obtained by permuting the rows of E according ¾.
A flrst important remark is that the image of a poised matrix in IN n;r by an element
of Sn is not necessarily a poised matrix as it is shown in the next example.
Example 4.1. It was shown in Section 3.3 that the incidence normal matrix:
E =
0@ 1 0 01 0 0
0 1 0
1A
is poised (since it appears in the list in the flfteenth position). If ¾ is the transposition
(2; 3) then:
¾(E) =
0@ 1 0 00 1 0
1 0 0
1A
which is clearly not poised because its poised-indicator has real solutions with non-zero
coordinates:
H¾(E)(t1; t2) = t22 ¡ t21:
Looking at the results obtained for n = 3 and r = 2 (see Section 3.3) it is possible to
derive two important conclusions:
For r = 2 and n arbitrary, the set Pn;2 must be generated in some way by the
elements in P3;2 since no more than three rows difierent from the zero row could
appear.
The elements in P3;2 can be classifled according the action of S3 on P3;2.
This last remark motivates the next deflnition.
Definition 4.1. Two poised matrices E1 and E2 in Pn;r are said to be equivalent ifi
there exists ¾ 2 Sn such that ¾(E1) = E2. This fact will be denoted by E1 · E2.
It is an easy exercise to show that · is an equivalence relation in Pn;r whose set of
equivalence classes will be denoted by Pn;r=·. Coming back to P3;2, it is found that the
number of difierent equivalence classes is 12. Namely (An will denote the nth alternate
group):
C1 = f¾(
0@ 1 1 10 0 0
0 0 0
1A) : ¾ 2 A3g C2 = f¾(
0@ 1 1 01 0 0
0 0 0
1A) : ¾ 2 S3g
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C3 = f¾(
0@ 1 1 00 1 0
0 0 0
1A) : ¾ 2 S3g C4 = f¾(
0@ 1 1 00 0 1
0 0 0
1A) : ¾ 2 S3g
C5 = f¾(
0@ 1 0 11 0 0
0 0 0
1A) : ¾ 2 S3g C6 = f¾(
0@ 1 0 10 1 0
0 0 0
1A) : ¾ 2 S3g
C7 = f¾(
0@ 1 0 01 0 0
1 0 0
1A) : ¾ = Ig C8 = f¾(
0@ 1 0 01 0 0
0 1 0
1A) : ¾ 2 fI; (1; 3)gg
C9 = f¾(
0@ 1 0 01 0 0
0 0 1
1A) : ¾ 2 A3g C10 = f¾(
0@ 1 0 00 1 1
0 0 0
1A) : ¾ 2 S3g
C11 = f¾(
0@ 1 0 00 1 0
0 1 0
1A) : ¾ 2 A3g C12 = f¾(
0@ 1 0 00 1 0
0 0 1
1A) : ¾ 2 S3g:
This description of P3;2=· is the key which allows us to completely solve the Birkhofi
Interpolation Problem for r = 2 and any number of nodes.
Theorem 4.1. Let n be an integer greater than or equal to 3. The number of incidence
normal matrices with n rows and 3 columns which are poised is equal to:
mn;2 =
µ
n
1
¶
+ 12
µ
n
2
¶
+ 15
µ
n
3
¶
:
Proof. Each incidence normal matrix with n rows and 3 columns which is poised comes
from an element in P3;2=· and so it is enough to compute the number of matrix generated
by every equivalence class in P3;2=·:
† C1 will generate
µ
n
1
¶
elements in Pn;2,
† every one of the classes C2, C3, C4, C5, C6 and C10 will generate 2
µ
n
2
¶
elements
in Pn;2,
† C7 will generate
µ
n
3
¶
elements in Pn;2,
† C8 will generate 2
µ
n
3
¶
elements in Pn;2,
† every one of the classes C9 and C11 will generate 3
µ
n
3
¶
elements in Pn;2,
† C12 will generate 6
µ
n
3
¶
elements in Pn;2.
Taking into account all these results the number of elements in Pn;2 is obtained. 2
It is important at this point to quote that the result obtained in the previous theorem
is true for n < 3 and this conflrms the truth of the computations performed in Section 3.
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A similar analysis to the one performed before but now on P2;1=· allows us to prove the
next proposition.
Proposition 4.1. Let n be an integer greater than or equal to 1. The number of inci-
dence normal matrices with n rows and 2 columns which are poised is equal to:
mn;1 =
µ
n
1
¶
+ 3
µ
n
2
¶
:
Theorem 4.1 and Proposition 4.1 completely solve the Birkhofi Interpolation Problem
for degrees 1 and 2. The most important conclusion to be extracted from these two cases
is the general procedure obtained to solve such a problem for arbitrary degree r: it is
enough to compute the elements in Pr+1;r, determine the equivalence classes in Pr+1;r=·
(with its structure) and proceed in a similar way as done before. This is summarized in
the next theorem.
Theorem 4.2. Let n and r be integers greater than or equal to 1. For any equivalence
class C in Pr+1;r=· of an incidence normal poised matrix E in:
† rC will denote the number of non-zero rows in E,
† kC will denote the number of difierent matrices in C after removing the zero rows
from all of them.
Then the number of elements in Pn;r is equal to:
mn;r =
X
C2Pr+1;r=·
kC ¢
µ
n
rC
¶
:
Since, after Section 3.4, the set P4;3 is explicitly known (its cardinal is 886) the Birkhofi
Interpolation Problem with degree 3 and n nodes has been solved by merely computing
P4;3=·. If we are only interested in computing the number of elements in Pn;r then the
next corollary will be very useful. Its proof is a direct application of Theorem 4.2.
Corollary 4.1. Let n and r be integers greater than or equal to 1. Then there exist
positive integer numbers t1;r = 1; t2;r; : : : ; tr;r (depending only in r) such that:
mn;r =
rX
i=1
ti;r ¢
µ
n
i
¶
:
The most important consequence of this corollary is that we are able to determine
the ti;r’s without computing the quotient Pr+1;r=·. For example, considering the case
of degree 3 it is enough to apply Corollary 5.1 and Theorem 5.2 to the cases of degree 3
known (n = 2 and n = 3) after the computations performed in Section 3. This allows us
to write:
m4;3 = 886 =
µ
4
1
¶
+ t2;3
µ
4
2
¶
+ t3;3
µ
4
3
¶
+ t4;3
µ
4
4
¶
m3;3 = 258 =
µ
3
1
¶
+ t2;3
µ
3
2
¶
+ t3;3
µ
3
3
¶
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m2;3 = 42 =
µ
2
1
¶
+ t2;3
µ
2
2
¶
and to conclude that t2;3 = 40, t3;3 = 135 and t4;3 = 102. It has just proved the following
proposition.
Corollary 4.2. Let n be an integer greater than or equal to 1. The number of incidence
normal matrices with n rows and 4 columns which are poised is equal to:
mn;3 =
µ
n
1
¶
+ 40
µ
n
2
¶
+ 135
µ
n
3
¶
+ 102
µ
n
4
¶
:
5. Conclusions
It has been shown how to use Quantifler Elimination and Computer Algebra to deal
with the Birkhofi Interpolation Problem. The use of polynomial manipulation and real
solving in a formal way has allowed us to determine all the incidence normal matrices
which are poised for the following cases:
† up to degree 3 and any number of nodes,
† 2 nodes and any degree (via P¶olya Condition),
† degree 4 with 3 and 4 nodes,
† and degree 5 with 3 nodes.
Several improvements of the techniques shown in Sections 3 and 4 need to be checked in
the near future to see which are the real limitations of the using of Computer Algebra to
deal with this problem. One observation that could speed up the timings of the performed
computations is motivated by the following fact (used in Section 4):
the knowledge of Pr+1;r implies the solution of The Birkhofi Interpolation problem
for degree r and any number of nodes.
So, flrst the sets Pj;r (j < r+ 1) are computed (taking care of the zero rows which make
the considered incidence normal matrix fall down into a case yet studied), only remain
to study the (r + 1)r+1 matrices with only one 1 in every row.
Another question, with a more theoretical style that arises from the study done in
Section 4, is the determination of the properties of the subsets of the nth symmetric
group associated to the difierent equivalence classes in the set Pr+1;r=·. In this line it is
an open question to determine if such subset is a subgroup of Sn. A full understanding of
these aspects could convey to a general solution of a combinatorial type to the Birkhofi
Interpolation Problem.
A flnal problem which is also under consideration is the e–cient derivation of the
general interpolating polynomial for a given poised incidence normal matrix E in Pn;r.
This is no more than the determination of a degree r polynomial whose coe–cients
are rational functions in Z(x1; : : : ; xn) (which are linear with respect the interpolation
conditions) arising from the solution of a linear system of equations whose matrix isME
(see Gonzalez-Vega, 1994).
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