is c o d e B o r j a R o d r ¶ g u e z 1 , A lb ert o S u ¶ ar e z 1 a n d V ic e n t e L ¶ op e z A discrete model of an ensemble of identical stochastic integrate-and-re neurons is used to study the patterns of activity in populations of neurons that exchange excitatory messages. In a regime with small interactions among the units, the e¬ect of the message exchange is to reduce the dispersion of the ring period of the individual neurons. In a strong interaction regime, a number of activity clusters emerge in the ensemble. Neurons in each cluster re periodically and in synchrony with each other. The number of these self-sustained ring states characterized by distinct ring patterns towards which the network can evolve is very large. Because of their stability with respect to intrinsic ®uctuations in the dynamics of the stochastic neurons, these states could, in principle, be used to encode and process large amounts of information.
Introduction
The use of discrete paradigms to model systems whose temporal evolution can be described by a system of partial di¬erential equations has proven a very successful strategy in many areas of physics. Discrete models, if properly constructed, are attractive because they o¬er a realistic account of dynamics of physical systems at certain levels of description, they generally a¬ord a detailed analysis, and they are well-suited to being simulated in a computer. In particular, lattice Boltzmann simulations have been successfully used to reproduce the dynamics of ®uids at the macroscopic level. Lattice-gas automata are useful models for ®uids at equilibrium or at steady states away from equilibrium both at the macro-and mesoscopic levels. The aim of the present research is to explore extensions of this paradigm, which has proven so useful in ®uid dynamics, to other realms of physics, and in particular to the study of how information is encoded and processed in natural systems. The philosophy guiding this e¬ort parallels that used in discrete simulation techniques in ®uid dynamics: a system with simpli ed discrete dynamics is constructed in such a manner that at a coarse-grained level of description it reproduces the behaviour of the actual physical system, whose dynamics may be extremely complex. The simpli ed microscopic dynamics retains only those features and symmetries that are essential for the emergence of the appropriate macro-and mesoscopic behaviour.
The understanding of information processing in the brain and in other natural systems remains one of the main challenges for the scienti c community. Despite numerous e¬orts undertaken by researchers from di¬erent elds (computer and information science, neurobiology, cognitive science), a fully satisfactory paradigm for natural intelligence is still lacking. The common view is that collections of simple interacting units exchanging messages attain self-organized states that process information (Knight 1972; Rieke et al . 1997; Koch 1999) ; from these states autonomous behaviour and appropriate responses to external stimuli are generated.
The object of the present research is to investigate the collective phenomena that emerge in a discrete model of noisy neurons exchanging messages. A message consists of an excitatory impulse sent to the neighbouring units by a ring neuron; i.e. a neuron that releases an electrochemical signal (a spike) after reaching its activation threshold. In contrast to digital computers, where information processing can be neatly expressed in terms of Boolean operations on sets of bits, the brain performs intelligent tasks through the generation and active transport of electrochemical impulses that occur in a highly heterogeneous medium (the so-called wetware), and in the presence of substantial levels of noise. The stochastic nature of neurons and neuronal mechanisms has been the subject of numerous studies (Holden 1976; Tuckwell 1989; Koch & Segev 1998; Koch 1999) . The pervasive presence of noise in these systems leads us to conjecture that stochasticity should play an important role in biological systems that process information. In consequence, the model of the neural ensemble investigated in this work includes an important stochastic component.
Most experimental research in neurobiology focuses on registering the train of spikes generated by biological neurons. It is believed that, in the brain, information is encoded by spikes (Rieke et al. 1997) , either in the average rate at which they are produced, by the precise timing of their release, or by the correlated ring patterns produced in a population of neurons. The focus of our analysis is on how the statistics of neuron production is modi ed by a message exchange mechanism. At small interaction levels the main e¬ect is a narrowing of the ring period distribution for an individual neuron. At higher interaction levels, correlations in the release of spikes become more important. Eventually, when interactions reach a certain intensity, the exchange of messages is the only dynamics relevant to the spike production. The system congeals into one of a myriad of steady states, each of which is characterized by a stable pattern of periodic and synchronic ring of neuron clusters. These states are robust with respect to the intrinsic ®uctuations of the individual neuron dynamics. Because of their multiplicity and their structural stability these states could be used to dynamically encode large amounts of information in the sequence of spikes. As a matter of fact, this mechanism has been proposed as a possible paradigm for encoding information in biological neural systems (Nádasdy 2000) .
The structure of the paper is as follows. The discrete model of the neural ensemble is introduced in x 2. In x 3 the behaviour of the ensemble in the limit of small interactions between the units is studied. Section 4 is devoted to the analysis of the sustained periodic ring that obtains when the units interact strongly. Finally, in x 5, we discuss the relevance and implications of the phenomena described.
The discrete model
In this section we introduce a simple discrete model for an ensemble of interacting neurons proposed by the authors (López et al . 1993; Hofman et al . 1995; Rodr´± guez & López 1997 , 1999 Rodr´± guez et al . 2001a; b) . In this model two contributions to the dynamics of the neurons are considered: the spontaneous evolution of each unit and the e¬ect of messages received from the other neurons in the network.
The spontaneous evolution of the neuron re®ects the dynamics of the unit isolated from the ensemble. This evolution could be the result of the integration of the signals coming from neurons outside the network by the neuron body. Assuming that the neuron is non-leaky, its excitation level increases continuously, except when a pulse is emitted after the unit reaches its activation threshold. Assuming that the impulses arrive at a constant rate and are uncorrelated, this evolution can be modelled by a random walk in which, at every time-step, the state of the neuron can increase a unit, with a probability p, or remain unaltered with probability 1 p. The interaction with other neurons in the ensemble takes place through the exchange of messages. These messages also a¬ect the activation level of the neurons receiving them.
(a) Spontaneous evolution in a single unit: stochastic neurons
The elementary units in the network are stochastic non-leaky integrate-and-re neurons. The study of integrate-and-re models was proposed rst by Lapicque (1907 Lapicque ( , 1926 , before the underlying physiological mechanisms for the spike generation were known. More recently, integrate-and-re neuronal models have been investigated by Stein (1967) , Knight (1972) and others.
An integrate-and-re neuron is characterized by its activation state, a(t). The activation state of a neuron is a dynamical variable that re®ects the value of the neuron's membrane potential. This variable evolves in time as a function of the stimuli received: the electrochemical impulses released by neighbouring neurons are collected by dendrites of the neuron through synapses; then, these signals are actively transported to the body of the cell, where they are integrated and lead to an increase in the level of the membrane potential. In non-leaky neurons this increase continues until the membrane reaches its activation threshold. At this point the cell releases an almost instantaneous pulse (an electrochemical signal), which is transmitted through the axon to other neurons. Finally, the membrane potential recovers its value at rest from where the process starts anew. We are interested in the exact instant at which the neuron res, i.e. the production of a spike, and how it is correlated to the ring in other neurons. The detailed shape of the evolution in time of the membrane potential should be unimportant.
In our model, the neuron can be only in one of a discrete number of activation states. The evolution time is also discrete. Two parameters are su¯cient to characterize the behaviour of the isolated neuron: the number of states, L (labelled from 1 to L), and the probability, p, of increasing the activation state at a given time-step. Thus, in the absence of network interactions, the dynamics of the state variable is governed by the following probabilistic transition rule: a(t + 1) = ( a(t) + 1 with probability p; a(t) otherwise; (2.1) for a(t) 2 f1; : : : ; L 1g. The spike generation corresponds to the transition between the state a(t) > L (identi ed with state 0) to state 1 with the deterministic transition probability 1. These equations are referred to as the spontaneous dynamics of the isolated neuron. Stricto sensu the terminology is not accurate, since this dynamics Figure 1 . Simulations of ensembles of stochastic integrate-and-¯re neurons of di® erent sizes, ranging from an isolated unit to a collection of N = 100 neurons. Plot (a) presents the discrete evolution of an isolated neuron with parameters L = 10 and p = 0:6. Plot (b) displays the spike production probability distribution for the neuron in (a).
re®ects the e¬ect of integrating electrochemical impulses received from synapses. Nonetheless in the context of this paper the term`isolated' is understood in relation to the ensemble: equations (2.1) describe the evolution of the neuron when isolated from the other neurons in the network. In gure 1a the simulation of one isolated neuron of L = 10 and p = 0:6 is displayed.
According to this model, the elapsed time, t, between consecutive spikes in an isolated neuron follows the negative binomial distribution (Feller 1971) : The rst and second moments of this distribution, P (t j L), are
These parameters represent the expected value of the interspike interval or ring period, ½ , and its standard deviation, ¼ . In gure 1 (histogram in plot (b)), the experimental distribution of interspike intervals for an isolated neuron with parameters L = 10 and p = 0:6 is displayed. In the same gure (circles in plot (b)), the empirical negative binomial distribution in equation (2.2) is compared with the values obtained from the simulation. In summary, the spike train produced by the isolated neuron in the stochastic model exhibits a simple statistical behaviour, which can be adequately characterized by the average ring period ½ , and the standard deviation about this period ¼ , as given in equations (2.3).
(b) Interaction between units: synapses
Neurons in the brain are connected through synapses (Kandel et al. 1991) . Synapses modulate and allow the communication of messages between the elemental units. Messages between neurons are encoded in the train of spikes exchanged. The impulse released by a ring neuron can modify the activity of neurons connected to it through synapses. This interaction can be excitatory, i.e. it increases the activity state of the neuron, or inhibitory, if it decreases it. In our model we assume that a neuron s ring at time t 1 sends an impulse, which is received by neuron r after a unit time delay at time t. The reception of the impulse results in a modi cation in the activity of the receiver unit, a r (t) = a r (t 1) + " sr ;
( 2.4) where the magnitude " sr is a discrete value re®ecting the connection strength between units. If " sr > 0 the connection between s and r is excitatory. " sr < 0, it is inhibitory. In our model, only positive values of " sr are allowed. This parameter can be interpreted as the weight that modulates the intensity of the spike that arrives at the receiving unit, r from the sender unit, s. If the activity of the receiver unit after integrating the incoming message is enough to reach a state at or above the activation threshold L at time t, then the receiver neuron res (a r (t + 1) = 1), sends a new message to the other connected neurons and then relaxes to its lowest activation state. If a neuron overshoots the threshold, the excess excitation is dissipated. The delay in the reception of messages and the dissipation over the threshold are fundamental elements in the model. Figure 1c shows the e¬ect of the interaction between units in a simulation of a system consisting of two neurons with symmetric coupling " 12 = " 21 = 4, L = 10 and p = 0:6. Note that every time that a neuron res in t 1, the activity of the other unit in t is increased by an amount of four units.
(c) Ensemble of neurons
In this work we consider a simple network of N interacting identical neurons with global connectivity. The strength of the synapses between all pairs of neurons is identical: if a given unit releases a spike, the message is transmitted to all other neurons and modulated with the same factor " sr ² ". There are no autosynapses. Only four parameters are relevant to characterize the dynamics of the neuron ensemble: N , the size of ensemble, ", the strength of the interactions, and L and p, which describe the evolution of individual neurons. We consider the population in the limit of small coupling. For this reason, the coupling strength takes the value " = 1, which is the smallest one this parameter can take. However, for the sake of generality, " is not dropped from any expression. Simulations are carried out in ensembles where neurons are placed in random initial activation states. The results reported are averaged over a number of realizations of the dynamics. Average values together with their standard deviations are reported in gures and tables.
Consider a test unit in the population. The activation state of this neuron can increase due to the spontaneous evolution described by equation (2.1) or by the reception of messages through synaptic couplings. Hence, the evolution equation for the activation state of a given neuron in the network contains two terms re®ecting these separate contributions,
The value a ¤ (t + 1) is the activity of the test unit after spontaneous evolution (see equation (2.1)); s(t) is the number of units that red in the previous time-step, excluding the test unit. It is also the number of messages received from the ensemble by the test unit at time t. The number of spikes that a test unit receives, on average, in its ring period is N 1. Therefore, (N 1)" is the average total strength of the messages receive by a test unit in the period between two consecutive spikes. If, after updating the activity of the test unit by equation (2.5) it reaches a state greater or equal than the threshold L, the test unit res and resets its state to 1 in the following time-step. Mathematically, this e¬ect can be captured by placing an absorbing barrier for the random walker in the space of activation states of the neurons (Gerstein & Mandelbrot 1964) : if a(t) > L, then a(t + 1) = 1.
The dynamics of the population as a whole can be analysed in terms of the mean activity of the network, A(t) = (1=N ) P N i a i (t). In gure 1d the mean activity in a population of 100 neurons with L = 200, p = 0:6 and " = 1 is presented. The steady state of the ensemble is homogeneous, which implies that neurons are uniformly distributed in the space of activation states. This is con rmed by the simulations. These show that the mean of activity is around 100, which corresponds to L=2. Nonetheless, a weak but noticeable rhythmic behaviour appears in the evolution of the mean activity; in fact, the Fourier transform of this signal displayed in this plot, clearly shows the spectral components of these oscillations.
The important magnitude to characterize the strength of interaction in the population is
This parameter measures the number of times each of the units in the ensemble has to re in order to induce a spike in a test neuron, assuming the spontaneous evolution is blocked. The inverse of this parameter, 1=² , is the fraction of evolution in a test unit that can be accounted for solely by the messages received from other neurons in the ensemble. As mentioned above, there are two ways the activity of the neuron can increase: by spontaneous evolution or by reception of messages from other neurons in the ensemble. The parameter ² determines which of two phenomena dominate in the dynamics of the system. When ² ! 1, the spontaneous evolution of the neuron is dominant. By contrast, in the limit ² = 1 the ensemble dynamics is completely dominated by coupling between neurons and the message exchange is the only mechanism relevant to the production of spikes. The value of ² can be modi ed by selecting di¬erent values of ", N or L. In order to keep the analysis simple, " is xed and equal to 1. The value of ² is tuned by modifying the ensemble size N , and/or the value of the activation threshold L.
The limit´> 1
Large values of ² imply a small strength of the interactions between the neurons. In this regime, the spontaneous evolution of the neuron dominates over the message exchange. Simulations show that, after a transient, the ensemble of neurons achieves a homogeneous state in which neurons re almost independently of each other at a uniform rate. This indicates that the excitatory coupling between the neurons is insu¯cient to produce a phase-locked state with neurons ring in unison. Given that at the steady state all neurons are equivalent in a statistical sense, we can focus on a single neuron and study the e¬ect of the remaining neurons on its dynamics. The evolution of the isolated neuron is a random walk in the activation state space of the neuron. In the presence of coupling a neuron or group of neurons in the ensemble may occasionally re, leading to an additional increase of the activation state of the neuron under scrutiny. Using the argument of homogeneity, each neuron should, on average, receive V = N 1 messages of strength " between two subsequent pulses. This is an upper bound that does not consider the possibility of a neuron overshooting the threshold; in this case the neuron also relaxes to its lowest activation state, and the excess excitation is dissipated: i.e. not all messages received have been e¯cient in increasing the activation of the neuron. As ² becomes smaller (the interaction between neurons becomes stronger), the number of messages, V e¬ , that are e¯cient in promoting the activation state of the test neuron decreases, as seen in gure 2.
The e¬ect of the messages received by the test neuron from the surrounding ensemble can be regarded as a progressive lowering of the e¬ective threshold for the test neuron,L (t) = L £ (t); (3.1)
where £ (t) is the accumulated number of messages received by a test neuron that has red at time 0. Using the fact that the asymptotic state is homogeneous, it is deduced that the average of £ (t) increases linearly with time, as can be observed in gure 3. Thus, equation (3.1) is rewritten as
2)
The angle brackets denote an average taken over the steady-state ensemble, or equivalently, given that the system is ergodic, a time average. The term¯£ (t) corresponds to the ®uctuations around that average. By the central limit theorem, the ®uctua-tions of £ (t) become less and less important as the size of the ensemble increases. Assuming this limit, an analytic mean eld theory (Rodr´± guez et al. 2001b) for the evolution of a neuron in the ensemble can be formulated: the test neuron performs a random walk, with a probability p of increasing its activation state at a given timestep. The value of the threshold in the activation of the neuron above which a spike is produced decreases linearly with time,
The rate ¬ is calculated self-consistently by requiring that during the interspike interval the neuron receive messages with a total strength V ", is the standard deviation that a random walker with an e¬ective threshold at L V " and period ½ m f would have. In table 1 the results of this mean eld theory and of simulations are compared. The theory gives an excellent approximation for both the average and standard deviation of the neurons ring period. The slight underestimate of the standard deviation is the result of neglecting the small e¬ect of the ®uctuations £ (t). The mean eld theory formulated is valid only for values of ² above 1. At ² = 1 equations (3.5) derived predicts a unit period, which is contrary to the results of the simulations. In fact, as the interactions grow stronger (² ! 1) the ensemble shows bursts in which groups of neurons of various sizes and slowly varying composition re in synchrony. The mechanism that underlines the formation of these ring clusters is the increase in the correlations between neurons that re close to each other in time: the ring of a group of K neurons sweeps all those neurons that are at a distance K or smaller from their ring threshold, independent of their spontaneous evolution. These neurons get locked in their lowest activation step and remain close to each other throughout their evolution. The composition of these clusters becomes xed at ² = 1. These states are reminiscent of those described in van Vreeswijk & Abbott (1993) . In summary, in this limit the ensemble of neurons reaches a self-sustained state of periodic and synchronic ring, which is analysed in the following section. It is important to stress that, in general, a globally synchronized state (period 1) does not obtain at ² = 1, despite that fact that all the evolution is due to the message exchange mechanism.
The limit´= 1
In the limit ² = 1 the number of messages interchanged among the units equals the number of steps that every unit has to advance in order to re. After an initial transient, the system attains one of a large number of stable attracting states characterized by the formation of clusters of neurons that re in synchrony in a periodic manner. The role of the spontaneous dynamics is important only in the transient regime. Once an attractor is reached, the ring pattern is determined exclusively by the interaction with the neighbours, and the spontaneous dynamics becomes irrelevant. In such an attractor, every unit res repeatedly with a constant period given by the number of clusters observed in the cycle. For instance, in a population with N = 100 a limit cycle could be achieved in which seven clusters of units re one after the other. A suitable composition of such clusters could be for instance f15; 14; 11; 12; 13; 16; 19g. Lets us consider a unit in the cluster of 19 units, this unit will always re together with the other 18 units in the same cluster, always after the 16 members cluster has red (which, in turn, res always after the 13-member cluster), and always before the ring of the 15 members group. The same pattern repeats after a period given by the number of clusters (in units of the time taken by messages to travel from the sender to the receiving unit). The same time is the period of every unit in the ensemble since the ring is determined exclusively from the message interchanged. This fact has been checked switching to zero the probability p of increasing randomly the units states once the stationary pattern is attained. The same pattern remains ring driven solely by the cascade of messages. Not every pattern in which the total number of units, N , can be grouped in clusters is observed as a stable limit. The circumstances in which a cluster sequence became stable can be understood with the following scheme. Let us consider a unit, at time t, in a cluster of n k members in a population that is ring in k groups fn 1 ; n 2 ; : : : ; n k¡ 1 ; n k g. If the behaviour is that of an stationary cycle, the considered unit will have received n 1 + n 2 + ¢ ¢ ¢ + n k¡1 = N n k 1 messages since the last ring. It means that without considering random steps the unit will be at a distance of n k 1 steps of the ring threshold L (N and L have the same value for ² = 1). In this circumstances, the ring will be driven exclusively by the n k¡1 messages produced by the preceding cluster at time t 1 only if the time-interval k 1 is not enough to allow the unit, even in the best case, to walk the n k¡ 1 1 steps missing to reach the ring threshold. That means, that k must be smaller than n k1 , or more generally, since the same reasoning applies to every cluster in the population, that none of the clusters can have less units that the number of clusters formed. Since the ring period equals the number of clusters, the restriction in the clustering of the population to be stationary can be also stated as: no cluster can be smaller than the period of¯ring reached in the stable cycle. Although transient patterns with groups of units n j < T are observed in the population, the system always reaches a limiting pattern that is stationary in time and ful ls the restriction mentioned above. The lifetime of such transient patterns is smaller the higher the value of p, and the larger the number and/or size of the clusters that make up the pattern. That is, populations with a small value of p can stay longer in the transient pattern.
A relevant question to be answered for the type of motion found in our model population in the limit ² = 1 is, to what extent is the period of the stationary limit characteristic of the population? A rst approach to answering this question is to consider the period statistics for di¬erent populations starting in random initial conditions. Those simulations have been performed changing the two free parameters, N and p, left in the limit ² = 1. The result is that the period T is peaked with very high probability in a quite narrow set of values. We display in gure 4 the probability of nding a period T in the simulations starting with di¬erent initial conditions for N = 1000. These results are representative of the di¬erent populations we have studied. Periods are only observed in a small range for high values of p and the period distribution widens as p decreases.
The observed stationary limit cycle can be analysed considering two extreme factors of quite distinct nature. One is dynamical and it is the random exploration of clusters that comes after the system starts the evolution from a given initial condition. Once the system explores a clustering ful lling the stationarity condition remains locked forever. The other is a pure number counting e¬ect. Assuming that the evolution of the system is exploring every possible clustering with the same probability, the statistics of periods we nd should be approximated by the statistics of clusterings ful lling the stationarity condition that yield a given period.
This second e¬ect can be calculated with the number of partitions of the population N = n 1 + n 2 + ¢ ¢ ¢ + n k¡ 1 + n k that ful l the stationarity condition n j > T :
In gure 4 the probability calculated with equation (4.1) is plotted together with the simulation results. The approximated period distribution probability reproduces the results found in simulations for values of p close to one. The same coincidence has been observed for simulations in the complete range of populations we have studied (N 2 [100; 10 000]).
The excellent agreement observed, for values of p close to one, between the periods of the stationary limit cycle found in the simulations and the distribution derived from the simple number counting argument for large p let us conclude that in this case ring clusters are readily explored and their occurrence is determined by the random initial distribution of initial conditions. As p decreases, the exploration in search of a suitable clustering is a slow process in which small clusters are visited more frequently than partitions with larger groups. This is coherent with the increase of the value of the period with decreasing values of p. The consideration of the number of partitions of the population N as an approximation to explain the stability of the period found in the stationary limit gives us some insight into the behaviour of the system. In the limit where the messages interchanged by the population drive the ring dynamics a cooperative ring pattern arises that depends only on a quite stable parameter: the size N of the population. Furthermore, we nd that the period, T , is a mesoscopic stable magnitude in the Boltzmann sense. That is, there is a very large amount of microscopic states of the ensemble compatible with a small set of values of the period; the system is found almost with certainty ring with these periods; the certainty sharply increases with the size of the population. This point can be illustrated with the statistic of periods that can be derived from the partition probabilities. In table 2 we present the statistics of periods for di¬erent size of the population. The relative dispersion of periods, rather small, decreases with the size of the population and for N = 100 000 is already of the order of 2%.
Although the analysis of the limit ² = 1 performed above using random initial conditions give us some clues on the ring pattern observed it would be more interesting to know the stability of the period with respect to perturbations coming from outside the system or with respect to changes in the composition of the population. Those analyses are currently under progress. In any case, a bound to the stability is given indirectly by the stationarity condition: modi cations in the unit state originated outside the system of the order of the number of clusters can be absorbed by the circulating messages. Also, it is expected that stationary limit cycles will change leading to a new clustering with the same period T with a probability that will be overwhelming as the size of the population increases.
Conclusions
In order to understand the collective behaviour of a network of interacting neurons in the presence of noise, a discrete model of the neuron ensemble has been analysed. The use of discrete simulations is motivated by the success of these techniques in reproducing the behaviour of systems whose dynamics is described by a system of partial di¬erential equations, even in the presence of noise sources. Examples of this are the ®uid dynamics simulations by lattice-gas and lattice Boltzmann methods. In our discrete model it is possible to carry out a complete analysis of collective phenomena that emerge in the ensemble of neurons. Furthermore, the simulations of the system dynamics can be e¯ciently implemented in a digital computer.
In our model of the neural ensemble, each of the units can exist only in one of a nite number of activation states. All states beyond an activation threshold induce the release of a signal to the rest of the units in the following time-step. Transitions between states are modelled as an asymmetric random walk and take place only at discrete times. The discrete nature of the dynamics makes it possible to carry out a detailed analysis of the phenomena that arise in the network as a result of interactions between the units.
Simulations in a regime with weak to moderate interactions show that a mechanism of excitatory message interchange among the neurons leads to a decrease in the ring period dispersion of the units. This`period focusing' is a dynamical e¬ect that arises from the progressive decrease of the e¬ective ring threshold as a result of the messages received by each unit from the rest of the population. The transition from large values of ² to the limit ² = 1 is characterized by the appearance of clusters of units ring synchronically. In that situation the system remains in the same ring pattern for short periods of time. These transient states become longer-lived as ² gets closer to 1, and in the limit ² = 1 are stationary patterns in which every unit is ring with a period that depends mainly on the size of the population. The limit ² = 1 is interesting because the spiking activity of the network is sustained solely by the cascade of messages exchanged between the neighbouring units. After a transient, the spontaneous evolution of the individual units is irrelevant and can be eliminated without a¬ecting the sustained periodic ring. The appearance in this limit of a cyclic pattern in which every unit res with a period sharply peaked in a value determined by the size of the population is also a promising feature of the stochastic discrete model we have analysed. Several recent studies have been devoted to nding a supervising mechanism in the learning process of biologically inspired neural networks. The period with structural stability we have found could act as a supervisor: only microscopic states coherent with the mesoscopic period would be acceptable. There is a large number of di¬erent microscopic states, characterized by distinct ring patterns, with the same period; their multiplicity increases in a combinatorial way with the size of the population. If the system is exposed to an external input, there may be a microscopic state that`absorbs' the stimulus and that leaves the system locked in a stationary ring pattern with the same period. This period would then be the magnitude that remains constant with time, independently of the stimuli to which the system is exposed.
This work has been supported partly by CICyT grant TIC98-0247-C02-02.
