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La finance 3.0 est encore dans ses balbutiements. Pourtant les mégadonnées représentent une 
opportunité sans précédent pour l’industrie. À travers cette recherche, nous caractérisons l’impact 
financier de deux types de messages publiés sur Twitter, notamment sur quatre types de rendements 
de compagnies inscrites au S&P500. Dans le cas des rendements journaliers, l’influence des 
messages financiers s’avère significative et peut être prise en compte dans les modèles prédictifs. 
En ce qui concerne les rendements nocturnes, les deux types de messages peuvent être utilisés 
(messages financiers et messages mentionnant les noms des compagnies), même si l’impact de ces 
messages n’est pas de même ampleur. Nous étudions aussi les rendements anormaux de ces 
compagnies, les volumes d’actions échangées et l’impact de la publication des rapports financiers. 
Au niveau méthodologique, l’utilisation de modèles économétriques probit a permis de mettre au 
point des tableaux de contrôle optimisant les opportunités de gain en fonction des jours de la 
semaine et des types d’industries visés. La deuxième partie de cette étude se penche sur l’analyse 
du contenu des messages financiers, et l’identification des utilisateurs du réseau. Les mesures de 
réputation traditionnelles s’avèrent inefficaces pour obtenir un signal nettoyé de tout bruit. À 
l’inverse, une approche par cartographie permet de mettre en lumière les nœuds sensibles du 
maillage des utilisateurs en identifiant les éléments clefs à suivre. Finalement, nous proposons une 
stratégie d’investissement ayant présenté des rendements supérieurs à l’indice de référence, puis 
nous concluons par des recommandations quant à l’utilisation des médias sociaux pour les 





Finance 3.0 is still in its early stages. However, using Big Data represents huge opportunities for 
the financial industry. In this study, we compare the influence of two kinds of message sent on 
Twitter (a microblogging social network) over different types of return concerning firms listed on 
the S&P500. For daily returns, one should consider financial tweet in particular, whereas for 
overnight returns, both financial texts and messages naming a company could be considered. We 
investigate the impact of these messages on abnormal returns, on exchange volumes and during the 
release of quarterly reports. Investment dashboards have been implemented following these 
findings, allowing one to optimize its gain opportunities depending on the investment day or the 
industry targetted. The second part of this study explores the content of financial tweets and the 
description of their senders. Typical reputation measurements could not provide enough insights 
due to the high level of noise in the data. However, by sketching the network of users, identifying 
key components was possible. Finally, we propose an efficient trading strategy outperforming the 
S&P500 index, and we conclude the study by recommandations concerning the use of social media 
for investors, firms, regulators and the financial industry in general. 
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INTRODUCTION 
Un long chemin a été parcouru en 16 ans. Alors qu’hier seules 24 millions de pages étaient 
cataloguées sur le site google.stanford.edu, aujourd’hui ce sont plus d’un milliard de requêtes 
quotidiennes qui sont effectuées sur ces mêmes serveurs (Brin & Page, 1998 ; Varian, 2014a). Un 
long chemin illustrant l’évolution exponentielle des technologies d’Internet dans nos sociétés. La 
quantité de données générée à l’heure actuelle n’a jamais été aussi importante : l’ensemble des 
connaissances humaines accumulées jusqu’en 2003 est dépassé par la production de 48 petites 
heures de données en 2014. À l’ère des mégadonnées (Big Data), tout est question de rapidité : le 
temps devient la richesse première.  
Les mégadonnées sont caractérisées comme étant un ensemble de données structurées (texte, 
indicateurs financiers) ou non structurées (tweet, géolocalisation, photo, rythme cardiaque) 
produites en grande quantité. Elles sont générées en temps réel et sont la plupart du temps 
longitudinales (Warin et al. 2014). Alors que la capacité technique de les interpréter se démocratise, 
elles apparaissent comme les prémisses d’une nouvelle révolution radicale de processus, modifiant 
structurellement les approches industrielles. La finance est un domaine d’application 
particulièrement intéressant. 
En remontant aux années 1950, on remarque que la finance moderne repose sur des hypothèses 
fortes desquelles découlent les modèles financiers actuels. Parmi celles-ci, soulignons-en deux. 
Tout d’abord, un investisseur est un être rationnel maximisant ses rendements, tout en minimisant 
son exposition aux risques (Markowitz, 1952). Vingt ans plus tard, Eugène Fama définit les 
niveaux d’efficience du marché quant à l’information disponible et son reflet dans les prix des 
actions (Fama, 1970). Il caractérise les marchés financiers selon trois niveaux d’efficience dans 
lesquels les opportunités de gain ne peuvent être obtenues car (1) l’information est disponible à 
tout individu et (2) tout nouvelle information est reflétée dans les prix des actions, et donc est 
absorbée par le marché.  
Ces deux hypothèses sous-tendent que les marchés financiers ne sont pas prédictibles, notamment 
en décrivant les fluctuations comme associées à un mouvement aléatoire. Cette vision est 
néanmoins remise en cause, comme expliquée en détail par Malkiel (2003). L’auteur présente les 
travaux effectués soulevant les faiblesses du postulat de Fama. Entre autres, il souligne la présence 
de momentum dans les prix des actions et le fait que l’amplitude d’une réaction face à certaines 
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nouvelles n’est pas optimale (provoqué par un optimisme ou un pessimisme accru de la part des 
investisseurs). L’explication de tels phénomènes peut provenir de la finance comportementale. En 
effet, celle-ci exploite les émotions comme vecteur de changement décisionnel de la part des 
investisseurs, et présente donc les marchés financiers comme proxy de l’humeur générale 
(Nofsinger, 2005). Les bulles financières (octobre 1997, bulle Internet ou la crise financière 
américaine de 2007), autrefois considérées comme données aberrantes dans une série temporelle, 
sont incorporées dans un cadre et expliquées par ce qu’Akerlof et Shiller décrivent en 2009 sous le 
terme d’ « esprits animaux », c’est-à-dire comment les émotions sous-tendent les mécanismes 
économiques et financiers.  
Et les mégadonnées dans tout cela ? Avec 500 millions de gazouillis de 140 caractères publiés 
quotidiennement, le pouls de la population n’a jamais été aussi accessible et présent. Et Twitter 
n’est qu’une infime partie des données disponibles sur Internet. Le Big Data représente une des 
voies d’avenir pour la finance, tant pour la gestion des risques, qu’au niveau légal concernant les 
questions de vie privée, en passant par la possibilité de révéler de nouvelles relations entre les 
évènements (Tapiero, 2013). De plus, Tetlock et al. (2008) soulignent le fait que des données 
qualitatives (textuelles) concernant des firmes inscrites en bourse permettent de quantifier des 
caractéristiques fondamentales de ces firmes, et que le contenu informationnel n’est pas incorporé 
de manière optimale dans leurs prix. Twitter, par le biais des tweets publiés en ligne, semble 
s’apparenter à ce type d’information à caractère informel. Les interactions complexes entre 
utilisateurs et le volume de messages publiés contribuent au fait que les marchés financiers ne 
peuvent incorporer une telle somme d’information de manière efficiente.  
L’utilisation des médias sociaux en finance a fait l’objet de nombreuses études au cours des 
dernières années, études reprises par des fonds d’investissements à saveur technologique. 
Toutefois, ces annonces médiatiques ne débouchent pas vers les résultats prometteurs des 
recherches scientifiques. Le problème pourrait être d’ordre méthodologique. En effet, la plupart 
des travaux reposent sur les techniques d’apprentissage automatique ou sur les techniques 
d’analyse de sentiment. Les études économétriques poussées sont encore rares dans la littérature.  
Ici se situe notre problématique. Avec un tel flot de données, comment valoriser cette information 
pour les marchés financiers ? Bien qu’encore à ses balbutiements, la finance 3.0 offre une 
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opportunité de recherche sans précédent tant les répercussions sur les pratiques industrielles 
évolueront dans les prochaines années.  
Ce mémoire de maîtrise se divise en quatre parties principales. Dans le premier chapitre, une revue 
de la littérature scientifique sera effectuée, notamment sur l’utilisation des données produites sur 
Internet dans le domaine financier, sur la structuration des données et sur les opportunités 
d’utilisation de ces dernières. 
Au deuxième chapitre, nous étudierons en détail l’impact financier de deux types de messages 
publiés sur Twitter à travers les rendements journaliers et nocturnes des compagnies du S&P500. 
Le troisième chapitre servira à caractériser les rendements anormaux des compagnies du S&P500, 
les volumes d’actions échangés, l’impact de nouvelles officielles, puis nous établirons une stratégie 
d’investissement basée sur ces résultats. 
Finalement, le quatrième chapitre abordera les notions de réputation et d’influence des utilisateurs, 
puis nous cartographierons le réseau financier de Twitter afin d’en identifier les nœuds sensibles. 
Le mémoire se terminera sur des recommandations par rapport à l’utilisation des mégadonnées en 
finance. 
4 
CHAPITRE 1 REVUE DE LA LITTÉRATURE 
Le premier chapitre de ce mémoire est consacré à établir la revue de littérature de notre sujet. Dans 
un premier temps, nous aborderons Internet comme ressource première pour la finance. Ensuite, 
nous étudierons les méthodes de structuration des données puis nous terminerons par présenter les 
études réalisées sur les opportunités des mégadonnées. 
1.1 Internet, une source intarissable de données pour la finance 
Cette partie de la revue de littérature concentre son attention sur trois périodes chronologiquement 
successives de la recherche académique. Ces périodes s’apparentent au rythme d’adoption et à la 
démocratisation des technologies Internet par les consommateurs. Ainsi, une revue exhaustive des 
travaux de recherche portant sur l’utilisation de la ressource Internet en finance sera présentée, en 
mettant d’abord l’accent sur les forums et les blogues Internet, puis sur les moteurs de recherche, 
et finalement sur les médias sociaux. 
1.1.1 Forums et blogues internet 
Au début des années 2000, les forums de discussions et blogues spécialisés ont commencé à 
émerger progressivement sur Internet. Parmi ceux-là figurent les sites de discussions dédiés à la 
finance, suivant les actualités quotidiennes. Deux aspects stratégiques de l’utilisation de cette 
nouvelle source d’information ont été entre autres étudiés, résumés par les questions suivantes : 
Doit-on prendre en compte les commentaires sur Internet ? Qui doit-on suivre en particulier ? 
1.1.1.1 Performances boursières 
En étudiant plus de 3000 compagnies cotées en bourse, Wysocki (1998) démontre pour la première 
fois l’importance des commentaires publiés sur Yahoo! Finance. Il décrit plusieurs caractéristiques 
des compagnies générant le volume de commentaires le plus important. Elles présentent une 
évaluation boursière élevée, de forts volumes d’échange, des rendements exceptionnels, une faible 
part d’investissement institutionnel et une activité de vente à découvert importante. Plus 
particulièrement, il trouve que lorsque le nombre de messages publiés double entre la fermeture 
des marchés et le lendemain, les rendements entre la fermeture de la veille et la fermeture du 
lendemain sont augmentés par 0,18%.  
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Grâce à une interface facilitant la prise de données, plusieurs groupes de recherche se sont 
concentrés sur un des premiers forums financiers, RagingBull.com. Tumarkin et Whitelaw (2001) 
étudient la relation entre des rendements anormaux et le nombre de messages publiés sur le site 
web. En utilisant des études d’évènements, ils montrent que l’impact de ces messages ne peut être 
anticipé à plus d’une journée d’avance. Néanmoins, des opinions positives et une activité de 
publication élevée sont corrélées positivement avec des rendements élevés. La même année, 
Antweiler et Frank (2004) analysent plus de 1,5 millions de messages publiés sur Yahoo! Finance 
et sur RagingBull.com. Les auteurs ont noté une corrélation entre les volumes échangés de 45 titres 
boursiers cotés au DJIA et le nombre de messages s’y référant, et dans une plus faible mesure entre 
la volatilité de ces titres et le nombre de messages envoyés. Ces deux relations s’observent pour 
une fréquence temporelle de l’ordre de la journée et moins. Ils en déduisent que l’ensemble de ces 
messages ne peut être considéré comme du bruit, et qu’ils véhiculent un contenu pouvant renfermer 
de l’information utile pour les investisseurs. 
Un autre blogue fait l’objet d’études, notamment le blogue à caractère technologique 
Engadget.com. De Choudhury et al. (2008) réussissent à prédire dans 78% des cas l’amplitude des 
mouvements boursiers de compagnies technologiques et dans 87% des cas la direction de ces 
mouvements boursiers. Ils posent l’hypothèse que les mouvements boursiers peuvent être corrélés 
à l’actualité des compagnies sur les blogues, avec une anticipation allant cette fois-ci jusqu’à une 
semaine. Ils analysent cinq types d’informations publiés sur le site, notamment : le nombre de 
messages envoyés, le nombre de commentaires, la longueur des commentaires, la durée de réponse 
aux articles et la force des commentaires. Ils analysent à la fois des données non structurées 
(messages publiés sur le blogue) et des données structurées (financières). La direction des 
fluctuations boursières des compagnies est à chaque fois comparée à un indice de référence, dans 
ce cas-ci les fluctuations du NASDAQ. Ainsi, les rendements boursiers peuvent être analysés par 
rapport à ceux du marché, tel que :  
𝑦𝑡
















Avec : 𝜑𝑡 le taux de rendement d’une compagnie au jour t, 𝜓𝑡 le taux de rendement de l’indice de 
référence (NASDAQ) au jour t et 𝑦𝑡 la direction relative du mouvement boursier d’une compagnie. 
Finalement, Gruhl et al. utilisent en 2005 le forum de discussion financière HotCopper.com afin 
de mesurer l’impact de la propagation de rumeurs sur les volumes d’actions échangées. Ils arrivent 
à la conclusion que les marchés boursiers considèrent les messages postés sur Internet, ce qui 
provoque une augmentation des volumes d’actions échangées anormalement élevés à la suite de 
messages publiés sur le site Internet. 
L’ensemble de ces travaux de recherche arrive à la conclusion que les messages envoyés sur 
Internet contiennent une information pouvant être utilisée par et sur les marchés financiers. Ils se 
révèlent être une source supplémentaire d’informations pouvant adéquatement anticiper les 
mouvements bousiers. La question suivante complète les précédents travaux : parmi l’ensemble 
des messages publiés, y en a-t-il à écouter en particulier ?  
1.1.1.2 Identification des faiseurs d’opinion 
Buechel et al. (2012) s’intéressent à deux aspects de cette problématique. Tout d’abord, à quel point 
le leadership d’opinion repose sur la conformité des avis partagés par l’ensemble des individus et 
ensuite, comment une fausse représentation interfère avec l’humeur générale (concept aussi appelé 
sagesse des foules, ou « wisdom of crowd »). Ces deux aspects de recherche permettent d’aborder 
la notion de bruit afin d’éviter l’introduction de distorsions dans l’information fournie. Les auteurs 
arrivent à la conclusion que les personnes créant trop de bruit (c’est-à-dire ayant une présence trop 
important par rapport à leur capacité à fournir une information précise) devraient avoir des opinions 
plus conformes au groupe dans son ensemble ; à l’inverse, les acteurs ayant une information 
privilégiée devraient avoir tendance à éviter l’effet de groupe, et se démarquent par leurs opinions.  
La définition des faiseurs d’opinion déteint ainsi sur la capacité des individus à avoir de l’influence 
sur le consensus de leur groupe. Un individu fortement conformiste aura tendance à rester fidèle 
aux opinions émises par le groupe auquel il appartient tandis qu’un faiseur d’opinion sera porté à 
exagérer sa position afin de contrebalancer le consensus admis par son groupe. Cette définition 
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rejoint celle de Brink et al. (2011) qui décrivent un faiseur d’opinion comme une personne pouvant 
influencer le comportement de ses pairs, mais aussi des personnes la suivant. 
En étudiant les blogues Internet, Song et al. (2007) élaborent sur la problématique d’identification 
des influenceurs au sein d’un réseau. Ils proposent une méthode de catégorisation à partir d’une 
mesure d’influence appelée InfluenceRank. Cette mesure repose sur deux aspects : (1) la position 
de l’individu au sein d’un réseau et (2) le caractère inédit de l’information partagée. Ces deux 
aspects permettent de déterminer si un individu (ou un blogue) peut être considéré comme un 
faiseur d’opinion au sein de son réseau. 
Cette position privilégiée est abordée dans les travaux de Domingos et de Richardson (2001). Les 
techniques de fouille de données leur permettent non seulement de déterminer si les individus sont 
susceptibles d’acheter ou non des produits, mais aussi d’identifier ceux dont le réseau sera le plus 
à même d’adopter une pratique similaire (et donc d’être influencé). Kempe et al. (2003) complètent 
cette approche en démontrant l’efficacité d’identifier les personnes les plus influentes afin de 
maximiser les retombées d’une stratégie marketing. 
L’historique de publication des bloggeurs constitue une autre clef d’identification des influenceurs. 
Nakajima et al. (2005) décrivent deux types de contributeurs des blogues à fort potentiel 
d’influence : les agitateurs (« agitators ») comme étant les personnes stimulant les discussions et 
les synthétiseurs (« summarizers ») comme les acteurs résumant les échanges de messages. Les 
caractéristiques suivantes décrivent les deux types d’acteurs : 
 Agitateurs : un nombre élevé de personnes les suivent et de messages les citent ; une 
incidence forte sur le volume de messages publiés à la suite de la publication d’un de leurs 
messages ; une forte similarité quant au contenu des messages publiés à la suite d’un de 
leurs messages. 
 Synthétiseurs : un nombre élevé de messages cités à travers leur message. 
En résumé, les travaux concernant les blogues Internet ont permis de déterminer que : (1) les 
messages publiés contenaient de l’information essentielle pouvant influencer ou mimer les 
comportements boursiers et (2), parmi l’ensemble de l’information mise en ligne, l’identification 
d’utilisateurs particuliers (les influenceurs) permettait d’accéder à un réseau étendu d’utilisateurs 
afin de véhiculer un message.  
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1.1.2 Moteurs de recherche  
La littérature concernant l’utilisation des données des moteurs de recherche est très récente. Les 
difficultés techniques permettant l’accessibilité des données expliquent ce manque dans la 
littérature scientifique, les données étant une propriété des compagnies mettant à disposition leur 
moteur de recherche (Google, Yahoo!, Bing, Baidu, Yandex…). Même si plusieurs travaux 
émergent des départements de R&D de ces compagnies, la majorité des études académiques se 
penchent sur l’utilisation de Google Trends pour expliquer les comportements financiers. 
Google Trends (google.com/trends) est un service offert par Google qui permet de visualiser et 
d’exporter les données agrégées des requêtes provenant des utilisateurs du moteur de recherche. 
Le caractère massif des données à disposition est indéniable, avec par exemple plus d’un milliard 
de requêtes envoyées quotidiennement aux serveurs de Google (Varian, 2014a). 
Ces données générées en temps réel permettent de « prédire le présent » selon Choi et Varian 
(2012). Alors que certaines données macroéconomiques sont publiées à des fréquences allant de la 
semaine à l’année, l’utilisation par les auteurs des requêtes formulées à travers le moteur de 
recherche a permis de raffiner l’unité temporelle d’observation de l’ordre de la journée. Choi et 
Varian réussissent à expliquer qu’une augmentation de 1% du volume de recherche correspondant 
à une marque de voiture provoque l’augmentation de 0,5% des ventes de cette marque au cours du 
même mois. Cette méthodologie est déclinée à travers plusieurs autres secteurs industriels : ventes 
de voitures, ventes de maisons et ventes de billets sont expliquées par le volume de requêtes les 
concernant, et les statistiques mensuelles rapportant les résultats officiels peuvent ainsi être 
anticipés. 
Deux avenues sont envisagées quant à l’utilisation des moteurs de recherche à des fins financières. 
La première, la plus fournie en recherche, concerne l’explication des volumes d’actions échangées 
par le volume de recherches effectuées auprès des moteurs de recherche. Le second pan de la 
littérature étudie la prédiction de rendements boursiers. 
En utilisant les recherches effectuées sur google.com, Preis et al. (2010) notent la corrélation entre 
les volumes d’actions échangées des compagnies du S&P500 et les requêtes les concernant. Cette 
relation est vérifiée en utilisant des données agrégées à la semaine par Google Trends. Une 
augmentation du volume de requêtes concernant ces compagnies est corrélée avec une 
augmentation du volume d’échanges. 
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Dimpfl et Jank (2011) viennent confirmer les études de Preis et al.. Ils montrent que les volumes 
de requêtes sont corrélés avec les moments de forte volatilité sur les marchés. En analysant la 
volatilité du Dow Jones (New York), du CAC40 (Paris), du DAX (Francfort) et du FTSE (Londres), 
ils remarquent que l’ajout des données de Google Trends améliore leur modèles prédictifs : le 
logarithme des volumes de recherche contribue à hauteur de 9% à 23% quant à la variance du 
logarithme de la volatilité des indices boursiers. La relation entre volume de requêtes et volatilité 
n’est cependant pas à sens unique ; les deux variables s’influencent mutuellement, car « l’attention 
des investisseurs augmente lors de périodes de forts mouvements boursiers et vice-versa, une forte 
volatilité est provoquée par une augmentation de l’attention des investisseurs ». 
Cette méthodologie semble robuste, Bank et al. (2010) proposent une étude axée sur les 
capitalisations boursières allemandes. Une augmentation du volume de recherche détectée à travers 
Google Trends est en relation avec une augmentation du volume d’actions échangées, ce qui en 
augmente la liquidité. Les auteurs expliquent ce phénomène par le fait que les asymétries 
d’informations sont réduites, les moteurs de recherche modélisant le comportement d’investisseurs 
non-experts. Leur approche considère les noms des compagnies au lieu des indices boursiers les 
identifiant (codes mnémoniques). 
En utilisant le nombre brut de requêtes acheminées vers les serveurs de Yahoo!, Bordino et al. 
(2012) se concentrent sur le potentiel d’anticipation des fluctuations boursières des 100 plus 
importantes compagnies composant le NASDAQ (compagnies financières exclues). Les auteurs 
observent les volumes d’échanges de ces actions et les mettent en relation avec les volumes de 
requêtes effectuées quotidiennement. 
Les résultats de leurs travaux permettent de mettre en évidence le potentiel prédictif des moteurs 
de recherche. En effet, les volumes de recherche sont corrélés avec les volumes d’échange des 
compagnies du NASDAQ, anticipant par une à trois journées d’avance les volumes d’échange. De 
plus, en observant le profil des utilisateurs, ils remarquent que la plupart ne s’informent que sur 
une compagnie par année. Cette distribution du nombre de compagnies recherchées permet 
d’identifier ces utilisateurs comme des utilisateurs naïfs (non-experts), permettant d’obtenir à partir 
des moteurs de recherche un certain pouls de la société, ou la sagesse des foules. 
Par rapport aux rendements, une sélection plus restreinte de recherches est disponible.  
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Les périodes entourant les annonces officielles des compagnies provoquent d’importants 
mouvements boursiers. Da et al. (2011) utilisent Google Trends afin d’accéder à une information 
provenant directement des consommateurs dans le but d’anticiper ces fluctuations boursières. En 
analysant le nombre de requêtes de produits phares de 865 compagnies, ils trouvent que (1) les 
annonces de résultats financiers inattendus peuvent être anticipées avec les données de Google 
Trends, notamment les chiffres d’affaires et les rendements des actions lors des annonces de 
résultats trimestriels ; (2) les profits sont difficilement prévisibles ; (3) cette méthode d’anticipation 
ne marche pas avec tout type d’entreprise. Les entreprises à forte croissance, proposant une faible 
variété de produits et gérant adéquatement leurs bénéfices sont celles dont l’effet des annonces 
officielles peut être le mieux anticipé.  
Cette approche se retrouve dans les travaux de Ramos et al. (2013) qui mettent en évidence qu’une 
augmentation des recherches auprès du moteur de recherche Google provoque une augmentation 
de la volatilité des titres boursiers considérés, une augmentation de leur volume d’échange et une 
diminution des rendements associés. Ils prennent en compte aussi des biais comportementaux des 
investisseurs, en considérant les maxima et les minima sur les 52 dernières semaines des titres 
boursiers : lorsque les maxima sont atteints, le pouvoir prédictif des données issues de Google 
Trends s’en retrouve renforcé ; a contrario, il diminue au moment des minima. 
À l’image de Google avec Google Trends, le moteur de recherche chinois Baidu propose aux 
utilisateurs un service d’agrégation de données (Baidu Index). Ce service diffère de son équivalent 
américain, permettant d’obtenir directement les fréquences de recherche (sans les indexer par 
semaine pour Google Trends). Zhang et al. (2013) se sont intéressés au potentiel prédictif des 
recherches effectuées par les utilisateurs de Baidu en observant la relation entre rendements 
anormaux et fréquences de recherches concernant les compagnies enregistrées sur les marchés 
boursiers chinois (Main Board, ChiNext et SME Board). Leur modélisation se présente ainsi :  
𝐴𝑅𝑡 = 𝜆 + 𝛽𝑇𝑉𝑇𝑉𝑡 +  𝛽𝐼𝐴𝐼𝐴𝑡 + 𝜀 
Avec ARt les rendements anormaux des compagnies au temps t, TVt les volumes échangés au temps 
t et IAt représentant l’attention des investisseurs au temps t (c’est-à-dire la fréquence de recherche 
fournie par Baidu Index sur les compagnies). En ajoutant la variable correspondant à l’attention 
des investisseurs, les auteurs améliorent l’efficacité de leur modèle prédictif par 26% par rapport à 
un modèle ne comportant que les volumes d’échange des actions. 
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Pour conclure, Mao et al. (2011) comparent plusieurs sources d’information provenant d’Internet : 
sondages, recherches effectuées sur Google, messages envoyés sur Twitter. En comparant 
l’efficacité des différentes sources d’informations, ils trouvent que (1) Google et Twitter peuvent 
servir d’outils de prédiction en finance et (2) la granulosité temporelle plus subtile de Twitter 
permet d’anticiper les fluctuations boursières avec une avance de une à deux journées, ce qui est 
impossible avec Google Trends. Les médias sociaux, de par leur instantanéité, se présentent alors 
comme une voie de prédilection afin de valoriser l’information pas encore prise en compte par les 
marchés financiers. 
1.1.3 Médias sociaux et sites Internet (Facebook, Twitter, Wikipédia, eToro) 
L’Internet 2.0 se caractérise par la production de contenu non plus uniquement de la part d’initiés, 
mais en provenance du grand public. Des sites tels que Wikipédia, Facebook, Imgur ou Twitter 
rendent extrêmement simple la mise en ligne d’informations sans connaissance particulière en 
programmation. 
Cette section de revue de littérature se concentre donc sur la recherche effectuée sur ces sites et 
applications Internet, et leur utilisation dans le domaine financier. Elle sera divisée en quatre 
parties, la première se concentrera sur Facebook, réseau social global ; la seconde sur 
l’encyclopédie participative Wikipédia ; la troisième sur eToro, site de microbloggage à caractère 
financier ; et finalement la dernière partie étudiera en détail les travaux concernant Twitter, objet 
de ce mémoire.  
1.1.3.1 Facebook 
Très peu de recherches ont été effectuées sur le réseau social le plus important d’Internet (en 2014). 
Cette observation peut-être expliquée par le fait que Facebook réussit à protéger les informations 
de ses utilisateurs du grand public, car les utilisateurs décident du cercle de personnes ayant accès 
à leurs informations (contrastant avec le côté ouvert de Twitter par exemple). Seuls les travaux de 
Karabulut et de Kramer et al. ont été trouvés au moment de l’écriture. 
Karabulut (2011) propose une mesure de sentiment basée sur la mise à jour des statuts personnels 
de 160 millions d’utilisateurs de Facebook, nommée Facebook’s Gross National Happiness 
(GNH). Le GNH a la capacité de prédire les changements tant dans les taux de rendements que 
dans les volumes d’actions échangées des compagnies américaines inscrites en bourse.  
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Plus précisément, une déviation standard supplémentaire du GNH à un jour donné est corrélée avec 
une augmentation de 11,23 points des rendements boursiers le jour suivant. Ainsi, Karabulut 
obtient une mesure indirecte du sentiment des investisseurs. Le GNH est mis à jour 
quotidiennement par Facebook et se base sur la fréquence de mots positifs (ou négatifs) concernant 













𝑛 représentent respectivement la fréquence journalière relative des mots positifs et 
négatifs dans les statuts des utilisateurs de Facebook ; 𝜎𝑝 (𝜎𝑛) et 𝜇𝑝 (𝜇𝑛) les déviations standards 
et les moyennes des fréquences journalières de mots positifs (ou négatifs) sur l’ensemble de la 
période étudiée. 
Cette méthode est appliquée avec les marchés boursiers allemands et britanniques, puis considère 
deux types de rendements (prix de fermeture par rapport au prix d’ouverture du jour même ; prix 
de fermeture par rapport au pris de fermeture de la veille). Lorsque le GNH augmente d’une 
déviation standard, les marchés britanniques gagnent en moyenne 11,85 points de base tandis que 
les marchés allemands augmentent de  13,96 points de base. 
En mars 2014 une étude menée conjointement entre les chercheurs de l’Université Cornell et de 
Facebook étudie les conditions de propagation des émotions au sein du réseau social. Kramer et al. 
ont mené une expérience auprès de 689 000 utilisateurs dans laquelle une partie de l’information 
publiée sur leur fil d’actualité a été omise. Les résultats de cette recherche ont montré qu’en retirant 
une partie des informations négatives accessibles à un utilisateur, celui-ci aura tendance à produire 
un contenu jugé positif. Vice-versa, en occultant une partie des informations positives, la 
production de contenu jugé négatif sera plus élevée. Ces résultats mettent en évidence la 
propagation des émotions auprès des réseaux d’utilisateurs.  
Toutefois, cette recherche a provoqué de nombreuses réactions, tant au niveau académique que 
dans les sphères médiatiques. En effet, afin d’acquérir les données personnelles des utilisateurs, les 
protocoles d’éthique en recherche de l’Université Cornell n’ont pas été utilisés. Les chercheurs se 
sont contentés des décharges que les utilisateurs remplissent lors de leur inscription sur le réseau 
social. Cette utilisation des mégadonnées, et la modification du contenu proposé aux utilisateurs 
du réseau social pose plusieurs questions éthiques (Shroeder, 2014). Tout d’abord, cette pratique 
13 
 
pointe le rôle du réseau social dans sa gestion des données personnelles de ses utilisateurs. Ensuite, 
la recherche met en exergue le besoin de régulation dans la mise en place d’expérimentations liées 
à l’utilisation des mégadonnées, notamment en sciences sociales. Finalement, comme le souligne 
le Pr. Schroeder de l’Oxford Internet Institute, les techniques utilisées par les auteurs de cette 
recherche montrent l’imbrication des média sociaux dans la vie de tous les jours des internautes, 
mais surtout le fait que l’information proposée aux utilisateurs a été modifiée à grande échelle (plus 
de 700 000 utilisateurs ont vu leur fil d’actualité modifié au cours de cette expérience).  
1.1.3.2 Wikipédia 
Rubin et Rubin (2009) se penchent quant à eux sur l’encyclopédie participative en ligne Wikipédia. 
Chaque utilisateur d’Internet a la possibilité de contribuer aux articles publiés en modifiant les 
pages accessibles. Les auteurs supposent que la fréquence de mise à jour des pages Wikipédia des 
firmes inscrites en bourse peut être un proxy afin de mesurer le degré auquel la population est 
associée au traitement de l’information concernant ces firmes. 
Leur supposition initiale est la suivante : plus la page Wikipédia d’une compagnie est éditée, plus 
le nombre d’individus ayant confiance dans les informations la concernant est élevé. 
Ils posent et vérifient trois hypothèses. (1) Plus les informations sont mises à jour, moins les erreurs 
des analystes financiers sur ces compagnies sont importantes. (2) De plus, les mises à jour 
fréquentes sont corrélées avec une dispersion de prédiction plus faible. (3) Finalement, ils trouvent 
une corrélation avec les changements d’écart entre l’offre et la demande des prix des actions des 
compagnies lors des annonces officielles et la fréquence de mise à jour des pages des compagnies. 
Cette variable concernant les mises à jour des pages Wikipédia est mesurée à une fréquence 
mensuelle, entre juillet 2005 et décembre 2006 et concerne les entreprises du DJIA. 
1.1.3.3 eToro 
eToro est une plateforme d’achats et de ventes d’actions en ligne où les utilisateurs peuvent tisser 
des liens entre eux, notamment en mimant les échanges effectués. Cette plateforme permet de 
prendre des positions sur les marchés financiers, et offre la possibilité d’acheter ou de vendre à 
découvert. Comme décrit par Pan et al. (2012) eToro démocratise l’investissement boursier en le 
rendant « accessible et fun ». Quelques études sur le service Internet existent, menées par l’équipe 
du Media Lab du MIT. 
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Altshuler et al. (2012) ont mis au point un modèle de diffusion d’anomalies au sein des réseaux 
afin de détecter le seuil où l’information deviendra tendance (« trending »). Les auteurs ne se 
concentrent pas sur l’identification des noeuds les plus influents d’un réseau, mais plutôt sur la 
capacité de prédiction de viralité du contenu publié. Les échanges de plus d’un million et demi 
d’utilisateurs ont été analysés afin de déterminer les conditions pour qu’un élément devienne viral 
après avoir été partagé par au moins 5% des individus du réseau. 
La seconde étude publiée porte sur le rôle des liens sociaux dans les mécanismes financiers. Selon 
Pan et al. (2010), l’influence sociale des individus joue un rôle déterminant quant à la surréaction 
du marché. La réputation des utilisateurs les plus renommés n’est pas due à la performance de leurs 
investissements, mais plutôt aux liens tissés entre les individus. 
Deux questions d’étude émergent : (1) Est-il possible d’inférer des positions d’investissement à 
partir de la sagesse de la foule ? (2) De quelle manière l’influence au sein du réseau altère les 
dynamiques du groupe. 
Les auteurs trouvent en premier lieu que l’ensemble des individus performe (retours sur 
investissements en moyenne positifs) mieux qu’un utilisateur isolé (retours sur investissements en 
moyenne négatifs). Ils notent aussi la présence d’influence sociale importante en lieu et place de 
pensée rationnelle, causée notamment par les incitatifs financiers rattachés à la plateforme. 
Finalement, l’influence des individus apparaît comme catalyseur de spéculations, menant à la 
provoquant une réaction disproportionnée du marché. Ainsi, les investisseurs sont plus prompts à 
adopter des comportements risqués lorsqu’ils suivent l’avis de leurs pairs.  
1.1.3.4 Twitter 
Mis en ligne en 2006, Twitter est devenu au fil des années un médium incontournable d’Internet. 
Présent lors des campagnes électorales, utilisé à la suite de désastres naturels ou afin de surveiller 
la propagation de maladies, la versatilité de cette plateforme de microblogage n’est plus à 
démontrer. En 2014, ce sont plus de 500 millions de messages qui sont envoyés quotidiennement 
entre 241 millions d’utilisateurs à travers le monde. 
L’usage de Twitter est régi par une série de règles qui lui sont propres. Chaque message ne peut 
dépasser 140 caractères. Afin de référencer les messages envoyés, l’usage de mot-clef précédé du 
croisillon (« # ») est utilisé, appelé mot-dièse ou hashtag. Pour parler directement à certains 
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utilisateurs, il est nécessaire d’écrire leur nom de compte après le symbole « @ ». La 
géolocalisation des messages est possible, permettant de suivre avec précision l’origine des 
messages envoyés. Finalement, une convention concernant les messages à caractère financier 
existe : pour parler d’un cours boursier, il est nécessaire d’utiliser le symbole « $ » avant le code 
mnémonique des compagnies (pour Apple : $AAPL ; pour Google : $GOOG). Le caractère ouvert 
du réseau social a permis l’émergence de nombreuses publications scientifiques au sein de 
différents domaines, notamment en finance. 
Les travaux de Bollen et de Mao apparaissent comme références dans la littérature scientifique. 
Après avoir montré que les marchés financiers pouvaient être anticipés par les moteurs de 
recherches puis plus efficacement par les réseaux sociaux comme Twitter (Mao et al., 2011), ils 
démontrèrent que les émotions liées aux messages publiés constituent un proxy précis pour prédire 
la direction des marchés. Grâce à leurs algorithmes d’analyse sémantique, ils classent les messages 
selon six types d’émotion et révèlent que les messages liés aux émotions du contrôle de soi (l’état 
d’esprit « calme » étant l’émotion associée à ce type de comportement) ont le plus d’incidence sur 
les résultats boursiers. Leurs prédictions peuvent anticiper les résultats boursiers du DJIA par 
quatre jours dans 86,7% des cas (Bollen et al., 2011). L’analyse de sentiment sera un thème abordé 
dans la section 3.1.3 de ce chapitre.  
Ces travaux servent de point d’ancrage à plusieurs autres publications. Ainsi, Mittal et Goel (2011) 
effectuent une quasi-réplique de leurs travaux et obtiennent un pouvoir prédictif des performances 
boursières de 75,56%. Leurs données ont été collectées pendant les six derniers mois de 2009 et 
concernent l’indice du DJIA. Ils tentent de mettre en relation le sentiment associé à l’ensemble des 
messages publiés durant cette période de temps et la valeur de l’indice boursier. Quatre types de 
sentiment sont obtenus à partir de leur algorithme : joie (« Happy »), calme (« Calm »), alerte 
(« Alert ») et gentillesse (« Kind »). 
De leurs recherches découlent plusieurs résultats. En premier lieu, les auteurs confirment les études 
de Bollen et de Mao stipulant que Twitter capture le sentiment général de la foule. De plus, deux 
types d’émotions, calme et joie, permettent d’anticiper par trois à quatre jours les résultats du DJIA. 
Finalement, ils réussissent à mettre en place un algorithme d’investissement boursier basé sur ces 
résultats, mais sous-performent les rendements de l’indice boursier par 50%. 
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En 2012, Brown se penche sur l’étude de la corrélation entre deux métriques reliées à Twitter 
(sentiment et volume de messages) et les performances boursières de compagnies (volume 
d’actions échangé et mouvements de prix). L’auteur présente les voies de recherche futures 
concernant l’utilisation de Twitter à des fins prédictives : réputation des utilisateurs et 
performances boursières, prise en compte des messages retransmis (retweets) dans la modification 
de la valeur du sentiment associé à un titre boursier, élargissement du nombre de compagnie 
considérées à l’ensemble du S&P500... 
La même année, une recherche concernant uniquement la compagnie Apple a été menée par 
Smailovic et al.. Récoltant les messages financiers contenant la mention  $AAPL », les auteurs 
montrent que la corrélation et la causalité entre le sentiment des messages et les performances 
boursières sont optimales pour une période de deux jours. La méthodologie de leur analyse de 
sentiment se base sur la classification par séparateurs à vaste marge (« Support Vector Machine », 
ou SVM) et permet de catégoriser les messages de manière positive ou négative. 
Dans une étude détaillée publiée en 2010, Sprenger & Welpe fouillent le contenu de plus de 
250 000 tweets sur une base quotidienne pour prédire plusieurs métriques boursières sur les 100 
compagnies les plus échangées du S&P500. Ils prouvent que les messages concernant les cotations 
boursières contiennent de l’information apte à être utilisée mais qui ne se retrouve pas 
nécessairement dans les indicateurs du marché (même si cette information sera incorporée 
rapidement).  
Ils soulignent la difficulté de suivre des utilisateurs en particulier afin de trouver les messages 
optimaux sur lesquels baser des décisions d’investissements. Par contre, les utilisateurs effectuant 
des investissements boursiers fructueux se voient accorder une part d’attention plus importante au 
sein du réseau social, notamment en gagnant en nombre de followers. 
En analysant le sentiment associé aux messages, ils trouvent que l’optimisme est associé aux 
rendements anormaux, c’est-à-dire les rendements supérieurs à une déviation standard par rapport 
à la moyenne des rendements. Selon leurs recherches, les volumes d’échange peuvent être anticipés 
avec une journée d’avance : une augmentation de 1% des messages publiés est associée à une 
augmentation de 10% du volume échangé. 
En se concentrant sur les évènements boursiers, Ruiz et al. (2012) tentent d’extraire deux types 
d’information à partir des messages : le premier concerne l’activité générale du réseau social, le 
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nombre de messages publiés et le nombre de messages retransmis ; le second type d’information 
est une approche graphique de retransmission des messages, mettant en valeur les noeuds centraux 
au sein du réseau des utilisateurs. 
Cette fois-ci, l’échantillon de compagnies étudié est de 150 compagnies issues du S&P500. Les 
données ont quant à elles été récoltées quotidiennement au cours des six premiers mois de l’année 
2010. Une plus forte corrélation (cinq fois plus importante que pour les rendements quotidiens) a 
été révélée entre le volume quotidien d’actions échangées et les messages publiés. Néanmoins, les 
résultats obtenus pour les rendements quotidiens ont pu être utilisés afin d’établir des stratégies 
d’investissements. 
Les études suivantes tentent d’exploiter les informations contenues dans les messages publiés sur 
Twitter et possèdent le même schéma de recherche : collecte de données, structuration de 
l’information en analysant le sentiment y étant associé, mise en place de stratégies 
d’investissement. Par exemple, Chen & Lazer (2011) modifient l’approche d’analyse de sentiment 
de Mao et de Bollen en la simplifiant et réussissent à développer une méthodologie 
d’investissement battant le marché. Zhang et al. (2011) tirent de l’analyse des messages publiés 
quotidiennement un indice représentant ce qu’ils nomment « collective hope and fear ». Ils trouvent 
que ces émotions fortes sont positivement corrélées avec l’indice boursier VIX, modélisant la 
volatilité des marchés, et négativement corrélés au DJIA, au S&P500 et au NASDAQ. Finalement, 
Porshnev et al. (2013) poussent plus loin la démarche de Bollen et de Mao. En se concentrant sur 
un panel de messages 76 fois plus important, ils réussissent à prédire la direction du DJIA dans 
70% des cas, la direction du NASDAQ dans 58,08% des cas et la direction du S&P500 dans 68,63% 
des cas. Ces résultats inférieurs à ceux des travaux de Bollen et de Mao peuvent être expliqués par 
le fait que la composante de prédiction de la recherche de référence ne s’est déroulée que sur une 
courte période de temps. 
L’ensemble de ces travaux académiques permet de mettre en lumière le potentiel de Twitter à 
renfermer de l’information pertinente pour les marchés financiers. La diversité des méthodologies 
employées laisse néanmoins supposer un manque de méthode robuste unanimement adoptée par 
l’ensemble des groupes de recherche. Ainsi, plusieurs limitations sont à soulever. 
L’échantillon de compagnies étudiées n’est jamais semblable, allant d’une compagnie à 150, en 
passant par les plus échangées au cours d’une période de temps. De par la composante 
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technologique reliée à l’obtention des données, la plupart des travaux de recherche proviennent des 
départements de sciences de l’informatique ; les techniques d’économétries poussées ne constituent 
pas une méthodologie adoptée par défaut dans la littérature, sauf pour les études de Sprenger et al. 
(2011) et de Porshnev et al. (2013). Finalement, une approche par secteur industriel manque à la 
littérature, ainsi qu’une comparaison entre messages financiers et messages normaux en utilisant 
un échantillon de données étendu. Ce mémoire de maîtrise tentera de répondre à ces zones d’ombre.  
Fouille de données et analyse de sentiment ne sont que deux composantes des techniques qui 
permettent de valoriser de l’information non structurée. Le chapitre suivant se concentrera donc 
sur ces différents outils disponibles. 
1.2 Techniques de valorisation de l’information 
Trois approches seront abordées dans ce chapitre. (1) La première concerne les techniques  
informatiques, telle que l’acquisition et la fouille de données, puis l’analyse de sentiment. Nous 
aborderons ainsi les différentes méthodes permettant d’assigner une valeur à un message selon les 
types d’algorithmes utilisés. (2) La seconde approche met en relief l’emploi de cadres d’analyse 
issus de la physique : lois de puissance et ruptures structurelles. (3) La troisième et dernière 
approche se rapporte à l’utilisation de modèles financiers afin de structurer les données massives 
avec l’adaptation de la théorie moderne du portefeuille et du modèle d’évaluation des actifs 
financiers.  
1.2.1 Techniques informatiques 
Acquisition de données 
Qualifié de réseau social « ouvert », Twitter rend public les données produites par ses utilisateurs. 
Plus important encore, la mise en place d’interface de programmation (« Application Programming 
Interface », ou API) rend possible l’acquisition systématique de ces données. 
Plusieurs types d’interface sont disponibles aux programmeurs afin d’extraire l’information 
désirée. Le flot de données principal, Firehose, consiste en la totalité de l’information produite par 
les utilisateurs. Néanmoins, la seule façon d’y accéder est de passer par un service-tiers tel que 
gnip.com ou par des sites d’agrégation de données tel que topsy.com ou peoplebrowsr.com. Chacun 
comporte ses avantages et ses coûts dépendamment des services utilisés. 
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L’autre option offerte aux programmeurs est d’utiliser deux types d’interface de programmation, 
REST API et Streaming API. Le volume de messages publié étant considérable (500 millions de 
messages par jour), il est donc possible de connaître en temps réel ce qui se passe sur Internet, et 
plus globalement sur tout point du globe à tout moment (Bifet & Frank, 2010). Nous élaborerons 
plus en détail les différences entre ces deux types d’interface. 
Après la création d’un compte de développeur (dev.twitter.com) et l’identification à travers le 
protocole de sécurité OAuth, les utilisateurs ont le choix d’utiliser deux types d’interface pour 
accéder automatiquement aux messages publiés sur Twitter. 
(1) L’interface de programmation REST API peut être considérée comme une recherche dans la 
mémoire vive de Twitter. Seule une faible partie de l’information est disponible et l’utilisation est 
limitée par des contraintes fortes. Néanmoins, son utilisation reste simple grâce aux commandes 
de requêtes préétablies1. En d’autres termes, c’est une recherche dans l’historique des messages 
publiés, mais elle ne peut être utilisée pour remonter à des périodes plus lointaines qu’une semaine 
ou si le nombre de messages téléchargés est supérieur à 7000 (la première limite atteinte est celle 
qui arrêtera le téléchargement de données). Twitter fournit une description détaillée des limites 
auxquelles sont soumis les utilisateurs de ce type d’interface2. Des algorithmes de programmation 
sont disponibles pour le logiciel R réunis sous le package twitteR mis au point par Gentry (2013).  
(2) La seconde interface de programmation permet d’obtenir des informations en temps réel 
(Streaming API). L’utilisateur se connecte au flot de données de Twitter, effectue une requête et 
le réseau social renvoie tous les messages correspondant à cette requête pendant une période de 
temps souhaitée3. Selon la documentation officielle, entre 1% et 40% des messages publiés sont 
disponibles. À nouveau, des algorithmes de programmation sont disponibles pour le logiciel R 
réunis sous le package streamR mis au point par Pablo Barbera (2014)  
Cette seconde méthode d’acquisition des données offre une plus grande latitude pour l’analyse en 
temps réel de données, notamment par la création de boucles d’acquisition dans lesquelles sont 






insérées les lignes de codes nécessaires au traitement de l’information. Un des exemples 
d’application est TwitInfo, service mis en place au MIT afin de visualiser en temps réel 
l’information sur Twitter (Marcus et al., 2011). Le CIRANO a notamment suivi en direct les débats 
électoraux au Québec en avril 2014 afin de refléter la résonance des thèmes de campagne sur les 
médias sociaux (Warin et al., 2014). C’est cette seconde méthode qui sera utilisée afin d’acquérir 
les données nécessaires à la réalisation de ce mémoire. 
Fouille de données 
De par l’ampleur du nombre des messages mis en ligne, leur annotation ne devient possible que 
par l’assistance de systèmes informatiques. Les algorithmes de fouille de données (datamining) 
permettent de mettre en valeur les relations entre les données.  
L’utilisation de techniques de fouilles de données permet de réduire le coût de traitement de 
l’information, d’augmenter les revenus engrangés et surtout de maintenir un niveau de suivi 
optimal et en temps réel (D. Zhang & Zhou, 2004). D’après les auteurs, les domaines d’application 
en finance des techniques de fouilles de données concernent la prédiction de prix des titres 
boursiers, la gestion de portefeuille, la prédiction de banqueroutes, le marché des changes et la 
détection de fraudes. Tous ces domaines d’application nécessitent le traitement de données 
massives, qu’elles soient structurées comme des données financières mises en ligne à chaque 
milliseconde, ou non structurées, comme des brèves financières, ou dans notre cas des tweets 
financiers. 
Par exemple, Mittermayer (2004) a mis au point un système de classification de nouvelles 
financières sur lequel se base des algorithmes d’investissements boursiers. Son système, 
NewsCATS, a classé plus de 150 000 nouvelles financières en trois catégories (positive, négative, 
neutre) puis recommande par la suite l’achat ou la vente de titres financiers. 
En 2002, Kloptchenko utilise des techniques de traitement automatique de l’information afin 
d’analyser rapidement les rapports financiers de trois compagnies de télécommunications (Nokia, 
Ericsson et Motorola). Ces techniques leur permettent d’interpréter les données tant qualitatives 
que quantitatives afin d’anticiper les performances financières futures. Ils remarquent que les 
données quantitatives (ratios financiers) ne reflètent que les performances passées des compagnies 
alors que les données qualitatives (tel que le ton sur lequel le texte est écrit) peuvent être révélatrices 
de l’état d’esprit de la compagnie, et donc de ses performances futures. L’analyse de sentiment que 
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nous aborderons dans la prochaine partie permettra d’optimiser cette approche de traitement de 
données qualitatives. 
Varian (2014b) résume adéquatement le potentiel d’utilisation des techniques de fouille de 
données. La puissance de calcul aujourd’hui disponible permet d’extraire l’information encore 
cachée hier. Les outils technologiques destinés à manipuler les données massives sont multiples, 
et les bases de données sont coordonnées notamment à travers le format MySQL (ou NoSQL pour 
des bases de données de l’ordre des téraoctets). Plusieurs outils propriétaires ou libres existent, 
comme Hadoop, utilisé pour la parallélisation des calculs entre ordinateurs. La science des données 
s’occupe notamment de mettre en place des modèles prédictifs et de chercher les relations entre les 
données, entre autre en utilisant des arbres de régression.  
De plus, la communauté des logiciels libres participe à l’implantation et l’adoption de systèmes 
d’analyse performants. À travers le site r-bloggers.com, ce sont plus de 400 sites qui mettent à jour 
des articles et des packages pour le logiciel de traitement statistique R. WEKA a été téléchargé plus 
de 1,4 million de fois (Hall et al., 2009), et consiste en un logiciel de traitement de l’information 
mettant en œuvre la plupart des techniques de fouille de données et d’apprentissage automatique 
de manière intuitive. 
Cette puissance de calcul, combinée à des outils performants, permet de traiter massivement et 
rapidement l’information non structurée. Nous approfondirons une des techniques utilisées à 
travers la littérature scientifique reliée à la finance et à Twitter : l’analyse de sentiment. 
Analyse de sentiment 
Pouvoir analyser rapidement un texte et en extraire la polarité du sentiment associée a été l’objet 
de recherches poussées depuis les années 90. De nombreuses techniques ou algorithmes différents 
existent, tous possédant leurs avantages et leurs limites selon les textes étudiés. Twitter offre un 
nouvel espace de jeu pour les chercheurs. Des messages en quantité (presque) illimitée, accessibles, 
et de très courte longueur représentent un réel défi technique. Il a été démontré mathématiquement 
par Engle et Ng (1991) que les nouvelles positives sont liées à de fortes répercussions sur les prix 
et provoquent un impact à court terme seulement. À l’opposé, l’effet de nouvelles négatives tend à 




Ainsi, le besoin de méthodes efficaces de classement de l’information a été souligné dans la 
littérature scientifique (Das & Chen, 2001 ; Das & Chen, 2007). Sans être un recensement exhaustif 
sur le sujet, nous tenterons de décrire les différentes approches adoptées par les groupes de 
recherche. 
Seo et al. (2002) déterminent 5 types de classification de texte alors utilisés à travers la littérature 
scientifique avant la démocratisation des médias sociaux, soit : (1) la classification naïve 
bayésienne (« Naive Bayes ») ; (2) l’algorithme de Winnow ; (3) l’utilisation de séparateurs à vaste 
marge (« Support Vector Machines », ou SVM) ; (4) l’algorithme du plus proche voisin (« nearest 
neighbor classification ») et (5) les modèles à entropie maximale. Les auteurs proposent par la 
suite une technique de classification de messages qui consiste à regrouper préalablement des 
nouvelles similaires pour en extraire des groupes de mots faisant référence à des concepts 
semblables. Les auteurs obtiennent ainsi des mots de référence relatifs à 5 classes de sentiment. 
Leur algorithme permet par la suite de classer adéquatement 79% des nouvelles financières émises. 
Nous verrons que plusieurs autres techniques ont été utilisées par la suite. 
La classification naïve bayésienne (« Naive Bayes ») repose sur l’hypothèse (forte) qu’un texte ne 
peut appartenir à plusieurs catégories en même temps. En théorie, ce cas de figure ne se révèle pas 
complètement vrai, compte tenu de la complexité du langage et des niveaux de lectures pouvant y 
être associés. C’est notamment une des limitations de cette approche concernant l’analyse des 
tweets, par les double-sens pouvant être inscrits en 140 caractères. Cependant, en pratique, cette 
méthode se révèle efficace. 
Go et al. (2009) testent trois types d’algorithmes en 2009 sur des tweets. Ils comparent trois 
algorithmes d’approche, soit (1) la méthode de classification naïve bayésienne, (2) la méthode par 
modèle à entropie maximale et (3) la méthode de séparateurs à vaste marge. Ces trois méthodes 
ont montré des résultats similaires, allant entre 80 et 83% de réussite quant à la prédiction de 
sentiment (positif ou négatif) par rapport aux messages publiés. Afin de réduire le bruit associé aux 
courts messages, les auteurs suggèrent de prendre en compte les émoticônes dans les catégories de 
référence. 
Cette technique a été utilisée pour le traitement des tweets avec leur implication en finance, 
notamment par Antweiler & Frank (2004), Brown (2012), Go et al. (2009), Porshnev et al. (2013) 
et Sprenger & Welpe (2010). 
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L’approche par séparateurs à vastes marges (« Support Vector Machines », ou SVM) est une 
technique largement utilisée dans la littérature, notamment par son côté intuitif (Cortes & Vapnik, 
1995; Joachims, 1998; Yang & Liu, 1999)).  
Dans un premier temps, des lexiques de références sont bâtis par rapport à des concepts prédéfinis 
(positif et négatif dans la plupart des cas). Par la suite, on comptabilise le nombre de mots du texte 
étudié se référant aux concepts de référence pour en tirer une valeur de sentiment. Cette technique 
a été utilisée pour la classification de critiques cinématographiques (Pang et al., 2002), la 
classification de nouvelles financières (Mittermayer, 2004 ; Fung et al., 2002) et la classification 
de tweets (Smailovic et al., 2012 ; Go et al., 2009). 
Une autre technique se base sur une méthodologie psychologique et tente d’associer à un texte six 
émotions distinctes : tension ; dépression ; rage ; vigueur ; fatigue et confusion. Cette technique 
utilisent les profils d’émotions (« Profil of Mood States », ou POMS). 
C’est l’approche utilisée par les travaux de Bollen et al. (2009), ils mettent en relation le sentiment 
lié aux messages publiés sur Twitter et l’impact sur les fluctuations boursières et sur les prix du 
pétrole. Ils arrivent à la conclusion que les évènements sociaux, politiques (élections présidentielles 
iraniennes de 2009), culturels et économiques ont un impact sur la modélisation des émotions 
présentes sur Twitter.  
Leurs travaux de recherche devinrent la référence des études financières sur Twitter. Leurs 
expériences furent reprises par plusieurs groupes de recherches qui ne purent toutefois obtenir 
d’aussi bons résultats (Mittal & Goel, 2011 ; Porshnev et al., 2013). 
Le bruit associé aux messages sur Twitter est un concept récurrent dans la littérature. Barbosa et 
Feng (2010) explorent une méthode utilisant une double classification prenant en compte le bruit 
inhérent aux messages téléchargés sur Twitter. Le fait que ces messages ne soient composés que 
de 140 caractères limite la portée de certaines techniques selon les auteurs (notamment la technique 
des n-grammes qui vise à inférer la probabilité de présence de lettres après une unité de texte 
sélectionnée). Afin de répondre à cette problématique, ils proposent de filtrer dans un premier 
temps les messages pour déterminer s’ils sont de nature objective ou subjective. Dans la seconde 
option, ils raffinent leur analyse pour détecter la polarité du message, c’est-à-dire le fait qu’il soit 
positif, négatif ou neutre. Ils basent leurs algorithmes en bâtissant leur échantillon test à partir de 
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trois sources de données différentes pour plus de robustesse dans leurs mesures (twendz.com, 
twittersentiment.com, tweetfeel.com).  
Cette technique de double classification est utilisée dans les travaux de Pang & Lee (2004) et de  
Wilson et al. (2005). 
1.2.2 Modèles physiques 
Une autre méthode pouvant structurer des données est l’application de méthodes issues de la 
physique. La finance possédant une part d’aléas à travers ses processus de par l’implication d’êtres 
non rationnels (car humains!) et la physique moderne permet de quantifier ou de modéliser les 
phénomènes stochastiques. À la frontière entre sciences sociales et sciences pures, cette définition 
empruntant l’approche développée par Nofsinger est notamment abordée par Alex Pentland du 
MIT sous la dénomination de Physique Sociale (Pentland, 2014).  
Des modèles physiques, deux approches seront abordées : les lois de puissance et les ruptures 
structurelles. L’avantage de ces méthodes est de faire parler le bruit, d’extraire le superflu du signal 
essentiel. 
Les lois de puissance permettent d’expliquer la relation entre deux facteurs X et Y selon une 
relation du type Y = kXα, avec α étant l’exposant de puissance. En d’autres mots, quand X est 
multiplié par 2, alors Y est multiplié par un facteur 2α.  
Cette approche a été fortement utilisée en finance afin d’expliquer les bulles sur les marchés 
boursiers. Traditionnellement admis comme des données aberrantes, les effets des bulles 
financières peuvent être expliqués par le caractère exponentiel des lois de puissance.  
Gabaix et al. (2003) proposent un modèle expliquant les fondements des lois de puissances se 
retrouvant dans les fluctuations des marchés boursiers. En effet, les fluctuations des actions 
inscrites en bourse semblent répondre à des comportements décrits par des lois de puissance, et ces 
lois se retrouvent à plusieurs échelles, autant sur de courtes périodes de temps que sur le long terme, 
et s’appliquent aussi bien à de petits marchés financiers qu’à des marchés financiers importants 
(Preis et al., 2011). 
Les résultats des travaux empiriques (sans être exhaustifs) sur les lois de puissance au sein des 
marchés boursiers sont les suivants : 
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 Loi de puissance des rendements : la probabilité que le rendement d’un actif boursier soit 
plus élevée qu’une valeur x est fonction d’un facteur x-3(Lux, 1996 ; Gopikrishnan et al.,  
1999) 
 Loi de puissance des volumes échangés : la probabilité que la distribution des volumes 
échangés soit plus élevée qu’une valeur y est fonction d’un facteur y-1,5 (Gopikrishnan et 
al., 2000) 
 Loi de puissance du nombre de transactions : la probabilité que le nombre de transactions 
soit plus élevée qu’une valeur z est fonction d’un facteur z-3,4 (Plerou et al., 2000) 
Gabaix et al. (2003) soutiennent que les plus grandes fluctuations vont de paire avec les 
mouvements d’investissement des acteurs importants des marchés financiers, soit après les 
décisions des fonds d’investissement. 
Une autre relation découlant des lois de puissance existe, notamment en ce qui concerne le prix des 
actions et leur demande respective. Cette dernière influence les variations de prix pour une période 
de 15 minutes avant et après la transaction des actions (donc pour une période de 30 minutes au 
total). Plerou et al. (2001) remarquent que les plus importants changements de prix des actions 
surviennent lorsque la demande est minimale. 
Afin de pouvoir estimer et tester le comportement de données en fonction de lois de puissance, 
Gabaix (2008) propose une méthodologie utilisant l’estimateur de Hill dans un premier temps et 
ensuite une régression logarithmique. D’un point de vue pratique, afin de pouvoir quantifier les 
changements brusques de tendances dans les marchés financiers, Stanley et al. (2010) proposent 
d’observer les extrema locaux dans les séries temporelles associées aux cours de bourse.  
Les auteurs définissent comme extremum local du prix d’une action sur une période Δt s’il n’y a 
pas de prix de l’action plus élevé à travers l’intervalle t-Δt ≤ t ≤ t+Δt. Inversement, les mimima 
locaux sur une période Δt sont considérés lorsqu’il n’y a pas de prix d’action plus bas sur le même 
intervalle. 
Plusieurs lois empiriques ont ainsi été prouvées. L’approche universelle des lois de puissance se 
retrouve non seulement dans le domaine financier, mais aussi dans celui du commerce 
international, des régulations ou de la biologie.  
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Les ruptures structurelles sont des phénomènes qui apparaissent au sein de séries temporelles de 
données disjointes. Afin de rejoindre toutes les observations entre elles, la méthode la plus efficace 
n’est plus une droite de régression linéaire mais deux droites aux pentes distinctes. Ce phénomène 
doit être pris en compte, et fait l’objet de recherche économétriques et financières, notamment par 
le fait que les modèles prédictifs peuvent s’avérer erronés à la suite de ruptures structurelles 
(Timmermann, 2001). 
Des études menées sur les marchés boursiers mondiaux mettent en lumière la robustesse de cette 
méthodologie. Moon & Yu (2010) utilisent ex-post les tests de rupture structurelle afin d’identifier 
la date exacte à laquelle un choc structurel est survenu sur les marchés boursiers chinois entre 1999 
et 2007. Bahng (2004) identifie quant à lui trois bris structurels dans les rendements mensuels des 
marchés suisses entre 1988 et 2000 ; Chancharat et al. (2009) se concentrent sur les marchés 
thaïlandais. Ces derniers mettent en évidence le fait qu’après une rupture structurelle, les stratégies 
d’investissement surpassant le marché ne peuvent être mises en œuvre, notamment par 
l’impossibilité d’utiliser des données historiques pour de futures prédictions. 
Quel est le lien entre ces modèles et les données massives non structurées (et Twitter en particulier) 
? Il serait intéressant d’appliquer ces méthodologies aux séries de données recensant les nombres 
de messages publiés sur Twitter. En effet, plusieurs fonds d’investissements technologiques se sont 
basés sur les résultats prometteurs de Bollen et de Mao pour établir leurs stratégies. Après des 
résultats encourageants, leurs rendements ne se sont pas avérés aussi élevés que prévu. Une des 
explications peut être la démocratisation accrue de Twitter auprès de la population, entraînant des 
ruptures structurelles dans les séries de données, et de ce fait même, rendant les modèles prédictifs 
obsolètes. 
1.2.3 Structuration des mégadonnées par les modèles financiers 
Les techniques informatiques et les modèles physiques permettent de traiter d’une part une quantité 
massive de données de manière efficace, et de l’autre d’appréhender une composante aléatoire au 
sein des modèles. Un troisième type de méthodologie issu des modèles financiers peut être utilisé. 
Ces modèles permettent de traiter de manière robuste une quantité presqu’infinie de données : les 
cotations boursières sont rendues publiques à chaque milliseconde. De plus, ils permettent de 
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quantifier et de comparer un niveau de risque associé aux titres boursiers. Ces deux caractéristiques 
s’avèrent cruciales pour le traitement des données non structurées. 
À la lumière de l’impressionnante efficacité de l’industrie financière actuelle, il apparaît que ces 
modèles financiers sont robustes pour (1) traiter massivement de l’information en temps réel et (2) 
extraire une valeur de risque associée aux titres financiers. Warin & Sanger (2014) ont tenté 
d’utiliser ce cadre d’analyse pour structurer les données massives issues des messages de Twitter. 
 
Figure 1.1: cadre d'analyse utilisant le CAPM pour le traitement de mégadonnées 
La figure 1.1 représente le processus de structuration des données massives afin d’être utilisées 
dans le cadre d’analyse du MEDAF. Les auteurs ont ainsi cartographié le niveau de perception des 
risques de la population du Québec en 2012. Ils ont évalué neuf catégories de risques, notamment 
les risques reliés à l’économie, aux infrastructures, au système de la santé et à la gestion des projets 
publics. En se basant sur une méthodologie issue de l’ouvrage de de Marcellis-Warin & Peignier 
(2012), il est alors possible de modéliser à travers le temps (figure 1.2) le niveau de risque des 
thématiques étudiées. Ceci offre un nouveau niveau de lecture d’une notion difficilement 





Figure 1.2 : évolution de la perception des niveaux de risques reliés à l'économie, reliés aux 
infrastructures et reliés à la gestion des projets publics 
Ces modèles d’analyse repose sur les travaux fondateurs de la finance moderne. Cette dernière voit 
le jour dans les années 1950, avec notamment les fondements théoriques de Markowitz, puis sont 
adaptés une décennie plus tard à travers les travaux de Sharpe, de Lintner et de Mossin.  
Markowitz (1952) élabore un modèle mathématique afin de prendre en compte les risques associés 
aux titres financiers. Ces derniers ne sont plus analysés séparément, mais plutôt au sein d’un 
portefeuille d’actions. Pour l’auteur, un investisseur se comporte de manière à maximiser ses 
rendements tout en minimisant la variance de son portefeuille : l’investisseur est un individu 
rationnel qui est averse au risque. Ce modèle repose donc sur des hypothèses fortes, notamment 
sur le fait que l’information doit être complète et disponible pour tout investisseur, puis que 
l’information est instantanément incorporée dans les prix du marché. 
Finalement, ce modèle mathématique est par la suite transposé dans la pratique par Lintner (1965), 
par Mossin (1966), et par Sharpe (1963). Ils proposent d’appliquer les théories de Markowitz à un 
modèle pratique, le Modèle d’Évaluation Des Actifs Financiers (MEDAF). Les auteurs transposent 
les théories en évaluant ainsi les actifs financiers en termes de risques systémiques.  
Afin de conclure cette section, méthodologies informatiques, physiques ou financières sont autant 
d’outils à la disposition des chercheurs pour dompter et structurer le flux de données que 
représentent les données massives. Efficacité, robustesse et prise en compte de l’aléatoire 
permettent de valoriser les données massives pour prendre en compte de nouveaux phénomènes 
économiques, et plus particulièrement en finance. La dernière partie de la revue de littérature traite 
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des opportunités de l’utilisation des données massives en finance, notamment en termes de 
réputation des entreprises ou des individus, et aussi afin d’établir des stratégies d’investissements 
boursiers.  
1.3 Les opportunités des mégadonnées 
Que faire avec autant de données ? Internet rompt toute notion de territorialité en rapprochant les 
individus et en proposant un contenu presqu’infini à portée de clic. Deux thématiques entourent 
l’utilisation des médias sociaux. En premier lieu, quel est l’impact des mégadonnées quant à la 
réputation des entreprises et des individus ? Ensuite, nous énumèrerons les différentes stratégies 
d’investissement mises en place utilisant les mégadonnées. 
1.3.1 Réputation et influence 
La réputation est un sujet de grande ampleur en sciences sociales et en gestion. Tenter de le résumer 
en quelques pages serait faire preuve de vanité. Nous ne nous y risquerons pas. Néanmoins, nous 
aborderons quelques articles faisant référence à la gestion de la réputation depuis la venue des 
médias sociaux, et l’implication sur l’influence des utilisateurs dans les réseaux. 
Entre les années 1970 et 1980, la vision économique de la réputation apparaît comme un aspect 
stratégique indéniable permettant d’éviter l’entrée de nouveaux acteurs sur un marché. La présence 
d’asymétries d’information fait en sorte que les différents acteurs d’un même marché se basent sur 
les actions passées pour prendre leurs décisions, et anticipent celles des compétiteurs en fonction 
de leur réputation. Les travaux de Kreps & Wilson (1982), de Milgrom & Roberts (1982a, 1982b) 
et de Selten (1975) apparaissent comme fondateurs quant à la compréhension de la notion de 
réputation en adoptant un point de vue hérité de la théorie des jeux.  
Quelques décennies plus tard, les frontières entre individus, consommateurs et investisseurs n’ont 
jamais été aussi ténues. Les firmes sont de plus en plus exposées à l’avis général : chaque utilisateur 
pouvant communiquer à sa guise, l’impact d’un simple message envoyé peut prendre des ampleur 
allant jusqu’aux répercussions boursières (Leavitt et al., 2009). 
Warin et al. (2013) proposent un cadre d’analyse pour répondre au buzz auquel peut être soumise 
une compagnie. Lorsqu’une crise de réputation survient, l’impact sera mitigé par le niveau de 
réputation de la compagnie. Une compagnie jouissant d’une forte réputation verra l’impact sur son 
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cours de bourse plus faible que si elle n’avait pas investi dans sa réputation préalablement. En 
proposant un modèle mathématique d’interprétation de la réputation, les auteurs montrent qu’il est 
nécessaire de mettre en place des systèmes de communication efficaces afin de prévenir les crises 
de réputation, puis d’y répondre, limitant ainsi le temps de récupération face à celles-ci (voir figure 
1.3). 
 
Figure 1.3: modélisation des conditions optimales pour répondre face à une crise, et répercussion 
sur la réputation des firmes 
 
La nécessité d’identifier les influenceurs s’avère primordiale dans un monde aussi interconnecté 
que le nôtre. Cha et al. (2010) étudient les liens reliant les utilisateurs au sein des discussions 
publiées sur Twitter. Le groupe de recherche examine en particulier trois métriques, soit le nombre 
de followers, le nombre de fois où une personne est directement nommée et le nombre de fois où 
une personne voit son message retransmis (retweet). 
Trois conclusions sont tirées depuis leur étude. Tout d’abord, le nombre de followers ne signifie 
pas nécessairement une facilité de retransmission de l’information. Les chanteurs populaires font 
partie des comptes d’utilisateurs les plus suivis, mais ils n’agissent pas comme relais de 
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l’information. Ensuite, les utilisateurs influents semblent acquérir une expertise reconnue au sein 
de plusieurs domaines. Leur dernier résultat concerne la manière de construire sa réputation sur 
Twitter : afin de gagner en crédibilité, un utilisateur se doit de se concentrer sur un sujet en 
particulier pour être reconnu expert dans son domaine. 
Les retombées de cette recherche mettent en valeur la théorie de la propagation virale de 
l’information, propagation rendue possible non pas par des influenceurs traditionnels (nombre de 
followers élevé), mais par des personnes clefs au sein de certains réseaux. L’identification de ces 
personnes clefs reste une avenue de recherche prometteuse concernant les réseaux sociaux. 
En mettant en valeur les lois de puissance dans les messages publiés sur Twitter, Weng et al. (2010) 
montrent que la forte réciprocité entre les relations des utilisateurs démontre un phénomène 
d’homophilie. Les individus tendent à suivre les utilisateurs leur ressemblant (cercle d’amis ou 
personnes partageant les mêmes idées). Cette notion permet de diviser en sous-réseaux les 
utilisateurs par domaine d’affinité, rendant ainsi l’identification de personnes clefs plus efficace. 
Finalement, Bar-Haim et al. (2011) proposent une méthode d’identification d’experts financiers 
parmi les utilisateurs de Twitter. En utilisant la propension à prédire les cours de bourse, les auteurs 
soulignent l’importance de filtrer la masse de messages publiés afin de ne pas prendre en compte 
les avis des utilisateurs non experts participant au bruit.  
1.3.2 Stratégies d’investissements technologiques 
La dernière partie de cette revue de littérature se concentre sur les méthodes d’investissements 
tirées de l’utilisation des mégadonnées, et de Twitter en particulier. 
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La classification d’articles de presse en éléments modificateurs de tendance permet d’anticiper les 
fluctuations boursières (Fung et al., 2002). Ces auteurs ont mis sur pied un système de traitement 
de l’information permettant de classer tout nouvel article paru selon sa capacité à renverser une 
tendance boursière (voir figure 1.4). Lorsque leur système prédit qu’une action prendra de la valeur, 
alors ces actions sont immédiatement achetées, puis revendues soit au bout d’une heure, soit 
lorsque la valeur de l’action aura augmenté de 1%. À l’inverse, lorsque leur système prédit la baisse 
de valeur d’une action, celle-ci est vendue à découvert ; si la valeur de l’action est inférieure à 1% 
par rapport à la valeur de l’option, alors l’option est exercée, sinon elle le sera au bout d’une heure.  
 
Figure 1.4 : schéma représentant le système de classification de nouvelles financières, adapté de 
Fung et al. 2002 
De manière similaire, Schumaker & Chen (2010) ont mis au point un système de transactions 
automatiques basé sur la publication de nouvelles financières (figure 1.5). Lorsqu’une nouvelle est 
rendue publique, leur système achète (vend à découvert) puis vend (exerce l’option) au bout de 
vingt minutes lorsque l’action aura pris (perdu) de la valeur. Au bout de cinq semaines, leur système 




Figure 1.5 : schéma représentant le système de classification de l'information, adapté de Schumaker 
et Chen 2012 
En se concentrant sur douze compagnies en particulier, Gidofalvi (2001) va plus loin en prouvant 
le pouvoir prédictif de certaines nouvelles, anticipant par vingt minutes les changements de 
tendances dans les prix des actions. Mittermayer (2004) propose quant à lui un algorithme 
d’investissement basé sur l’analyse sémantique des nouvelles financières (figure 1.6). Après avoir 
catégorisé le texte, son système effectue une recommandation d’achat puis revend ses positions 
après 58 minutes. Ses simulations montrent que le rendement moyen de chaque transaction s’élève 




Figure 1.6 : schéma du système de traitement de l'information adapté de Mittermayer, 2004 
En se basant sur le marché des devises, Vincent & Armstrong (2010) ont mis en évidence la 
présence d’une période où un message publié n’est pas pris en compte par le marché. Cette période 
dure entre deux et trois minutes pendant laquelle leurs algorithmes d’investissements peuvent 
profiter des asymétries d’information. Ils tentent de modéliser une valeur de volatilité associée au 
réseau social pour extraire des changements structurels dans les thèmes abordés. Lorsque survient 
une rupture structurelle, au lieu de continuer à échanger en bourse, leur algorithme cesse d’émettre 
des ordres afin de recalculer leurs modèles prédictifs. Sur une période de six mois, les rendements 
obtenus sont améliorés, passant de 0,56% à 1,27% par mois en prenant en compte les signaux 
obtenus par l’analyse de Twitter. 
Zhang & Skiena (2010) utilisent aussi un algorithme prenant en compte les messages publiés sur 
Twitter. Ils classent les compagnies par valeur de sentiment, puis achètent les compagnies 
présentant des sentiments positifs à travers les messages publiés (achetant à découvert celles dont 
le sentiment s’y référant est négatif). 
En simplifiant les précédents modèles, Chen et al. (2011) testent deux méthodes d’investissement. 
Lorsque leur système prédit que les actions prendront de la valeur, leur recommandation est 
d’investir la totalité de l’argent disponible puis de revendre le lendemain les actions. La seconde 
méthode d’investissement prend en compte la valeur prédite des actions : si le rendement de 
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l’action sera compris entre -0,1% et 0,05%, alors leur système investit 25% des liquidités 
disponibles ; si le rendement de l’action sera supérieur à 0,05%, alors leur système investit la 
totalité des liquidités disponibles ; si les rendements prévus sont inférieurs à -0,1%, alors il n’y 
aura pas d’investissements. Au cours d’une première simulation boursière, les stratégies 
d’investissement ont mené à des rendements de 3,19% et de 3,53% respectivement (le marché a 
effectué un rendement de 2,43%). Une seconde simulation boursière a permis d’obtenir des 
rendements de 5,32% avec la première méthode d’investissement et de 4,91% avec la seconde 
méthode d’investissement (contre 3,49% pour le marché). 
Finalement, plusieurs fonds d’investissements technologiques se sont emparés des résultats des 
recherches académiques pour investir sur les marchés boursiers. Les résultats ne sont toutefois pas 
aussi prometteurs que le laisse suggérer l’avancée des recherches. En effet, Derwent Absolut 
Return, premier fonds d’investissement basé sur les messages publiés sur Twitter, a réussi à gérer 
40 millions de dollars en 2012, obtenant un rendement de 1,86% en un mois. Néanmoins, ces 
résultats prometteurs au début, se sont avérés infondés (Mackintosh, 2012). Après fermeture et un 
re-branding du fonds en DCM Capital, la plateforme technologique a été vendue aux enchères pour 
seulement 186 000$ contre les 7,9 millions attendus (Malakian, 2013). D’autres fonds ont vu le 
jour, mais ont surtout évolué en fournisseurs de service, notamment en traitement de l’information 
sur Internet (MarketPsychData et Flyberry Capital). 
1.4 Question de recherche et hypothèses 
D’une vaste littérature scientifique, certes encore jeune mais variée, plusieurs questions de 
recherche émergent. Le but de ce mémoire est de se concentrer sur la valorisation de l’information 
pour les marchés financiers en utilisant les données issues des médias sociaux, et en particulier 
Twitter. 
Afin de répondre à ce projet de recherche, plusieurs avenues sont envisagées. 
D’abord, y a-t-il un type de message à prendre en compte en particulier, entre des messages 
mentionnant les noms de compagnies ou des messages financiers ? De quelle manière ces types de 
messages influencent-ils les performances boursières des compagnies citées ? 
(H1) Nous posons l’hypothèse que les messages financiers sont à privilégier afin de pouvoir 
anticiper les rendements des compagnies en se basant sur le volume de messages émis. 
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De plus, comment utiliser ces résultats afin d’investir en bourse ? 
(H2) Nous posons l’hypothèse qu’il est possible de mettre sur pied des tableaux de bord afin 
de guider les investissements boursiers et ainsi maximiser les opportunités de gains. 
Une seconde avenue de recherche concerne les utilisateurs de Twitter. Avec 30000 messages 
financiers envoyés quotidiennement, peut-on se contenter de suivre certains utilisateurs en 
particulier ? 
(H3) L’approche utilisant le nombre de followers montre ses limites, nous posons alors 
l’hypothèse qu’une approche par réseau serait plus adaptée. 
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CHAPITRE 2 S&P500 ET TWITTER… IMPACT DE 140 CARACTÈRES 
« Breaking : Two Explosions in the White House and Barack Obama is injured »  
_The Associated Press, 10h07, 23 avril 2013. 
 
Soixante-douze caractères plus tard, le Dow Jones plonge, le S&P500 perd près de 121 milliards 
de dollars. Puis remonte après la confirmation que le compte de l’Associated Press ait bien été 
piraté. Soit un coût unitaire de 1,68 milliard de dollars par caractère écrit. 
Cet évènement, bien qu’isolé, révèle l’imbrication des médias sociaux dans la sphère financière, et 
surtout leur influence par rapport au risque systémique des marchés. Jamais séparation entre 
attention publique, performances boursières et investissements n’a été plus fine.  
L’objet de ce chapitre n’est pas de savoir comment utiliser spécifiquement l’information contenue 
dans un tweet, ni même d’étudier l’impact d’un message en particulier. Son objectif réside plutôt 
dans la compréhension et la caractérisation de la relation entre l’ensemble des messages envoyés 
sur Twitter et les performances boursières des compagnies citées. Avec un horizon temporel plus 
étendu (de l’ordre de la journée), nous explorons de quelle manière peuvent être anticipées les 
mesures de performances boursières avec les données non structurées, ou tout du moins comment 
ce type de données constitue (ou non) un apport additionnel d’information pertinente. 
 
2.1 Méthodologie 
Nous utilisons conjointement deux types de données afin de vérifier l’hypothèse deux (H2) de notre 
recherche, soit des données financières et des données non structurées (nombre de messages publiés 
par jour sur Twitter). De par l’étendue de la base de données utilisée (cinq cents compagnies avec 
des données quotidiennes sur une année), la méthodologie employée se base sur l’économétrie de 
panel. Après avoir récolté les données correspondant aux cinq cents compagnies du S&P500 au 
cours d’une année, nous raffinons notre échantillon à un ensemble de soixante et une compagnies. 
Ces compagnies ont été sélectionnées de manière à ne garder que les compagnies dont le nombre 




Les régressions par la méthode des moindres carrés ordinaires (MCO) et les modèles probit 
constitueront les outils afin de caractériser l’influence des messages de Twitter sur les variables 
financières envisagées (quatre indicateurs de performance). Ces indicateurs correspondent à quatre 
types de rendements : (1) journalier, soit le rendement entre la valeur d’ouverture et la valeur de 
fermeture d’une même journée (intraday return) ; (2) nocturne, soit le rendement entre la valeur 
d’ouverture d’une journée et la valeur de fermeture de la veille (overnight return) ; (3) un rendement 
concernant les volumes d’échange des actions d’une compagnie (volume return) ; (4) anormaux, 
soit le rendement quotidien d’une compagnie par rapport à celui du S&P500 (abnormal return). 
Les modèles probit permettront de mesurer l’impact de l’augmentation d’une variable (nombre de 
tweets) sur la probabilité que la variable observée (rendements, alors rapportés sous la forme de 
variables binaires) puisse passer d’un état A à un état B, en l’occurrence être un rendement positif.  
Dans une démarche exploratoire, les régressions par la méthode des MCO ne seront employées que 
pour comparer l’influence respectivement des deux types de tweets sur les quatre rendements 
étudiés (signe des relations et significativité des variables). Nous cherchons ainsi à différencier ces 
deux types de données non structurées (H1). Les modèles probit serviront à étudier 
quantitativement l’influence des variables relatives aux tweets sur les différents rendements (H2). 
Ce second chapitre sera consacré à l’étude détaillée des deux premiers rendements (journalier et 
nocturne). Quant aux deux autres, les résultats seront résumés dans le chapitre 3 de ce mémoire 
avec l’étude de stratégies d’investissements employant les médias sociaux et l’impact d’annonces 
officielles. 
Pour les modèles probit, cinq seuils de rendement seront testés, correspondant aux intervalles 
suivants :  
- 1𝑒𝑟 𝑠𝑒𝑢𝑖𝑙 = {
 1 𝑠𝑖 𝑟𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡 𝑝𝑜𝑠𝑖𝑡𝑖𝑓
0 𝑠𝑖𝑛𝑜𝑛
 
- 2è 𝑠𝑒𝑢𝑖𝑙 = {
 1 𝑠𝑖 0% < 𝑟𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡 ≤ 1%
0 𝑠𝑖𝑛𝑜𝑛
 
- 3è 𝑠𝑒𝑢𝑖𝑙 = { 
1 𝑠𝑖  1% < 𝑟𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡 ≤ 5%
0 𝑠𝑖𝑛𝑜𝑛
 
- 4è 𝑠𝑒𝑢𝑖𝑙 = {
 1 𝑠𝑖  5% < 𝑟𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡 ≤ 10%
0 𝑠𝑖𝑛𝑜𝑛
 
- 5è 𝑠𝑒𝑢𝑖𝑙 = {
 1 𝑠𝑖 𝑟𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡 > 10%
0 𝑠𝑖𝑛𝑜𝑛
 
L’utilisation des différents seuils, et plus généralement des modèles probit au profit d’une 
méthodologie par MCO se justifie par l’interprétation des résultats. Un investisseur pourrait 
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rechercher des placements dont les rendements seront compris entre 1 et 5%. Afin de faciliter la 
mise en pratique des résultats économétriques, la méthodologie probit permet de d’identifier 
rapidement les résultats en observant les effets marginaux des variables observées.  
De plus, deux types de variables binaires sont ajoutés aux différents modèles afin de prendre en 
compte les effets fixes. Ces deux variables binaires correspondent aux jours de la semaine (lundi 
au vendredi) pendant lesquels les actions sont échangées en bourse, les types d’industries dans 
lesquelles oeuvrent les compagnies du S&P500 et si les compagnies sont ou non dans une semaine 
d’annonces de résultats officiels. Pour les variables binaires dédiées aux jours de la semaine, la 
valeur du mardi a été omise pour être utilisée comme pivot. De la même manière, la valeur de 
l’industrie dédiée aux technologies de l’information sera le pivot des analyses. L’effet des annonces 
officielles sera étudié au chapitre quatre. 
Finalement, nous avons contrôlé le décalage temporel de nos modèles en introduisant un décalage 
temporel d’une journée au niveau de nos variables correspondant au nombre de tweets. Le détail 
des variables utilisées est explicité dans la partie suivante. 
L’ensemble des tests pour chaque variable sera effectué avec la méthodologie suivante : 
- Modèles MCO (moindres carrés ordinaires) pour les valeurs absolues de rendement afin 
d’étudier la corrélation entre les variables et l’intensité des variables étudiées 
- Modèles MCO pour les valeurs absolues de rendement avec décalage temporel de zéro à 
quatre jours 
- Modèles MCO pour les valeurs positives de rendement 
- Modèles probit avec seuils et variables de contrôles 
- Modèles probit avec décalage temporel d’une journée 
- Modèles probit avec interactions de variable 
2.2 Données 
Les données financières proviennent du site Yahoo! Finance. Elles correspondent au cours 
d’ouverture, au cours de fermeture et au volume d’action échangé par compagnie pour chaque jour 
entre le 1er mai 2012 et le 1er mai 2013 (soit 251 jours). 
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Les données non structurées sont obtenues grâce au site People Browsr4. Chaque compagnie fait 
l’objet de deux recherches, la première par rapport au nombre de fois où son nom est mentionné 
par jour (i.e. « netflix » pour Netflix) et la seconde par rapport au nombre de fois où le code 
mnémonique de la compagnie est mentionné (i.e. « $NFLX » pour Netflix). Cette dernière 
recherche utilise notamment le préfixe « $ », conventionnellement adopté sur Twitter afin de parler 
de compagnies inscrites en bourse. Ainsi, le premier type de recherche permet d’obtenir les taux 
de mention de la compagnie par un public « naïf » (sans connaissance particulière en finance) tandis 
que le second type de recherche archive les résultats produits par un échantillon de personnes dites 
« expertes ». Ces deux types de recherche seront nommées respectivement Name et Ticker dans la 
suite de ce mémoire. La liste complète des termes utilisés pour effectuer les requêtes sur 
l’agrégateur de données se trouve à l’annexe A. À nouveau, les données sont récoltées pour une 
période s’étalant entre le 1er mai 2012 et le 1er mai 2013. 
Les trois autres variables binaires incorporées dans nos modèles concernent les types d’entreprise, 
les jours de la semaine et le fait d’être ou non dans une semaine d’annonce officielle : 
- Type d’entreprises : le S&P500 est composé de dix industries distinctes. Chaque industrie 
fait l’objet d’une variable binaire (vente au détail, consommation de base, énergie, finance, 
santé, industrie, matériaux, télécommunication, services publiques, technologies de 
l’information) 
- Jour de la semaine : chaque jour de la semaine fait l’objet d’une variable binaire, du lundi 
au vendredi 
- Semaine d’annonce officielle : lorsque la compagnie annonce des résultats trimestriels ou 
annuels, cette variable prend la valeur 1 pour l’ensemble de la semaine pendant laquelle ces 
annonces sont prévues ; nous avons aussi ajouté une variable binaire concernant la semaine 
précédant les annonces officielles 
Avant d’étudier plus en détail la structure des différentes variables, il est important de noter que la 
constitution du S&P500 représente de manière quasi-similaire chaque secteur industriel (sauf le 
secteur des télécommunications, voir figure 2.1). 






Figure 2.17 : répartition par industries des compagnies du S&P500 
Cette répartition n’est toutefois pas semblable quand on la compare avec le nombre de tweets émis 
sur les compagnies. En se concentrant sur les messages de type Name, soit concernant le nom des 
compagnies, le secteur des technologies de l’information est prépondérant, avec 51% des messages 
publiés, puis par la suite le secteur de la vente au détail (31%) et de la consommation de base (11%) 
(voir figure 2.2). 
 



















Figure 2.28 : répartition par secteur du nombre de tweets mentionnant le nom des compagnies 
(Name) 
Cette répartition n’est toujours pas similaire si l’on considère le second type de messages publiés, 
soit les tweets Ticker. 64% des messages envoyés concernent des compagnies du secteur de la 












Figure 2.39 : répartition par secteur du nombre de tweets financiers (Ticker) 
2.2.1 Échantillon sélectionné 
Sur les cinq cents compagnies sélectionnées, nous décidons de restreindre notre échantillon aux 
compagnies mentionnées en moyenne au moins trente fois par jour sur Twitter (variable Ticker). 
Soixante-et-onze compagnies constitueront donc notre étude. Les requêtes utilisées pour ces 









Tableau 2.1 : liste des compagnies sélectionnées et des requêtes utilisées 
 
2.2.2 Variables étudiées 
Au cours de ce mémoire, nous tentons d’expliquer quatre variables financières pour étudier 
l’influence des médias sociaux sur les marchés financiers. Ces variables sont les suivantes :  
- Rendement journalier, (chapitre deux) définit comme étant le rendement au cours d’une 





- Rendement nocturne, (chapitre deux) définit comme étant le rendement entre le cours 







- Rendement de volume, (chapitre 4) le second étant définit comme étant la variation dans 
les volumes d’échange des actions d’une compagnie entre deux journées de transaction, tel 
que :  




- Rendements anormaux, (chapitre 4) définit comme étant les rendements considérés 
comme anormaux par rapport au marché (Zhang et al. (2013) et Choi et Varian (2012)), tel 
que :  
𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑛𝑜𝑟𝑚𝑎𝑢𝑥𝑡 = (
𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑐𝑜𝑚𝑝𝑎𝑔𝑛𝑖𝑒,𝑡
𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑆&𝑃500,𝑡
− 1) ∗ 100 
 
Les statistiques descriptives des variables précédemment définies sont présentées dans le tableau 
2.2. 
Tableau 2.2 : statistiques descriptives des variables utilisées 
 
Plusieurs transformations de variables ont été effectuées. Afin d’éviter de trop grands écarts dans 
les variables correspondant aux données issues de Twitter, nous normalisons ces variables afin 
d’obtenir deux indices allant de zéro à cent, cent correspondant au maximum du nombre de tweet 
pour chaque compagnie. Deux indices pour le nombre de tweet financier (TickerIndex) et pour le 
nombre de tweet mentionnant le nom des compagnies (NameIndex) seront donc obtenus. Les 
différents types de rendements sont transformés de telle sorte que l’on obtient pour chaque 
rendement une variable correspondant à leurs valeurs absolues, une autre correspondant aux 
valeurs strictement positives de rendement, et une variable binaire égale à 1 si le rendement est 
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positif et 0 dans le cas contraire. Finalement, nous prenons le logarithme de toutes ces variables 
(différents rendements et indice correspondant aux tweets). 
Après avoir vérifié la normalité des variables, nous testons leur indépendance. Les résultats de la 
matrice des corrélations sont confinés dans le tableau 2.3. Nous mettons en valeur les indices de 
corrélation supérieurs à 50%. On remarque que ces corrélations surviennent pour des variables 
correspondant à des rendements similaires (par exemple les valeurs absolues de rendements 
journaliers et les valeurs positives de rendements journaliers). Dans ces cas-ci, cette forte 
corrélation ne doit pas être prise en compte, car ces variables seront utilisées séparément. Il faut 
surtout noter la faible corrélation entre les variables de tweets, celles des jours de la semaine, celles 
des secteurs industriels avec les différents types de rendements, ce qui nous permettra d’effectuer 
nos analyses économétriques. 
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Tableau 2.3 : matrice des corrélations des variables utilisées  
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Les sections suivantes détaillent les résultats des modèles MCO et des modèles probit.  
2.3 Rendements journaliers (Intraday return) 
Afin d’alléger la lecture de l’étude, le détail des résultats concernant les rendements journaliers se 
trouve à l’annexe B.  
2.3.1 Modèles MCO pour les valeurs absolues de rendement (tableau B.1) 
Les trois modèles utilisés seront les suivants :  
|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡|
= 𝛼. |𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡−1|
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡|
= 𝛼. |𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡−1|
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡|
= 𝛼. |𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡−1|
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
En comparant les résultats des analyses entre les modèles utilisant la variable IndiceTicker et ceux 
utilisant la variable IndiceName, on remarque que le R2 des modèles est à chaque fois légèrement 
plus élevé dans le premier cas de figure que dans le second. Même s’il reste relativement bas (de 
5,94% à 7,02% en utilisant les tweets financiers), les résultats sont dans les mêmes ordres de 
grandeur que ceux trouvés dans la littérature (Sprenger & Welpe, 2010). En d’autres mots, la seule 
utilisation de données non structurées ne permet pas d’expliquer l’ampleur des rendements 
journaliers, mais permet de capturer une fraction de la variance de la variable à expliquer.  
La variable IndiceTicker est significative dans tous les modèles. De plus, la valeur des coefficients 
associés à la variable IndiceTicker est positive, suggérant une influence positive avec les valeurs 
absolues de rendements journaliers.  
L’ajout d’effets fixes aux modèles améliore le pouvoir prédictif de ces derniers, augmentant de 
32% la valeur du R2 en ajoutant les effets fixes correspondant aux types d’industries. Le fait 
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d’appartenir aux industries de la santé, de l’énergie, de la consommation de base, des services 
publics et des télécommunications impacte négativement les valeurs absolues de rendements 
journaliers (comparativement aux entreprises du secteur des technologies de l’information). Au 
contraire, le fait d’appartenir au secteur de la vente au détail, au secteur industriel et au secteur des 
matériaux a un impact positif sur la variable étudiée. 
La variable IndiceName n’est quant à elle jamais significative. 
2.3.2 Modèles MCO avec décalage temporel (tableau B.2) 
Les cinq modèles utilisés pour étudier l’influence des messages publiés dans le passé sont les 
suivants :  
|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡|
= 𝛼. |𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡−1|
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−𝜃 + 1) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
avec 𝜃 allant de 0 à 4, 𝜃 étant le retard ajouté dans les variables IndiceTicker et IndiceName. 
Sans décalage temporel et avec un décalage d’une journée, la variable IndiceTicker est fortement 
significative dans les modèles proposés, tandis que la variable IndiceName ne l’est pas, mais le 
devient progressivement à partir d’un décalage temporel d’une journée. Ainsi, le jour-même, 
l’utilisation du nombre de tweets mentionnant le nom des compagnies ne semble pas propice à 
l’interprétation de la magnitude des rendements journaliers. 
De plus, le coefficient associé à l’IndiceTicker est deux fois plus important en amplitude, suggérant 
un impact deux fois plus important sur la variable étudiée. Il devient négatif à partir de deux jours 
précédant les observations, ce qui indique que l’effet de l’augmentation (diminution) d’un point de 
l’indice Ticker impactera négativement (positivement) deux fois plus intensément que 
l’augmentation (la diminution) d’un point de l’indice Name sur les rendements journaliers futurs. 
2.3.3 Modèles MCO centrés sur les rendements positifs (tableau B.3) 
Afin de mesurer l’impact des variables sur les rendements strictement positifs, les trois modèles 




= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡−1,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡−1,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡−1,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Cette fois-ci, la variable IndiceName est significative dans les trois modèles testés (sans effets 
fixes, avec effets fixes relatifs aux jours de la semaine, avec effets fixes relatifs aux types 
d’industrie).  
Les coefficients de corrélation diminuent légèrement dans le cas des modèles utilisant la variable 
IndiceTicker par rapport aux modèles MCO en valeurs absolues. Néanmoins, le coefficient de la 
variable IndiceTicker est plus élevé que précédemment, ce qui suggère qu’une augmentation d’un 
pourcent de l’indice est corrélée positivement avec l’augmentation des les rendements positifs 
journaliers. 
Finalement, les jours de la semaine s’avèrent non significatifs pour ces types de modèles, et seules 
quelques industries le sont. Ainsi, les industries de la santé, de la consommation de base, des 
télécommunications et des services publiques ont toutes une corrélation négative sur les 
rendements positifs des compagnies, alors que l’industrie des matériaux garde un effet positif sur 
ce type de rendement. 
2.3.4 Modèles probit avec variables de contrôle (tableau B.4) 
Les modèles probit utilisés dans cette sous-partie sont les suivants :  
Pr(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝜑)





=  𝛼. 𝐼𝑛𝑡𝑟𝑎𝑑𝑎𝑦 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒 + 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1)
+ 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Pr(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝜑)
=  𝛼. 𝐼𝑛𝑡𝑟𝑎𝑑𝑎𝑦 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒 + 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1)
+ 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Avec 𝜑 étant les intervalles prédéfinies au début de la partie Méthodologie. 
Cette série de modèles permet de raffiner les résultats précédents en introduisant des seuils de 
rendement. À nouveau, les modèles sont testés en utilisant séparément les variables IndiceTicker 
et IndiceName. L’interprétation des effets marginaux s’effectue par rapport à un pourcentage de 
chance de passer de l’état 0 à l’état 1, soit d’avoir des rendements compris dans les intervalles 
étudiés. 
Il faut noter que nous avons ajouté la variable dépendante comprenant un retard d’une journée dans 
tous les modèles. Plus explicitement, cette variable ajoutée est une variable binaire qui prendra la 
valeur 1 quand le rendement de la veille a été positif, et 0 dans le cas contraire.  
Plus les seuils sont élevés, plus le coefficient de corrélation des modèles augmente. Ceci est 
confirmé pour les trois types de modèles, que ce soit sans effets fixes, avec les effets fixes relatifs 
aux industries ou avec les effets fixes relatifs aux jours de la semaine. Ensuite, la variable 
IndiceTicker n’est pas significative pour un rendement journalier compris entre 0 et 1%, mais l’est 
pour tous les rendements supérieurs à 1% (sauf si on le contrôle par les types d’industrie ; 
IndiceTicker devient significatif). À l’image des coefficients de corrélation, les effets marginaux 
de la variable IndiceTicker augmentent avec l’augmentation de l’ampleur des seuils considérés. 
Dans le cas le plus prononcé, l’augmentation d’un pourcent d’IndiceTicker entraîne une 
augmentation de 21,42% des chances d’obtenir un rendement journalier supérieur à 10% (si la 
veille le rendement de la compagnie au cours de la journée était positif). 
En observant les résultats des modèles probit comprenant les jours de la semaine, seul le jeudi 
s’avère significatif pour les rendements compris entre 1 et 5%. Le fait d’être jeudi est corrélé avec 
une diminution de 11,6% de chance d’obtenir de tels rendements par rapport au fait d’être mardi. 
Aux seuils supérieurs, les jours ne sont plus significatifs. Ils le sont néanmoins si on ne considère 
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que les rendements positifs, mais d’après la valeur des R2, cette dernière observation est à 
relativiser. 
Pour les modèles utilisant les types d’industrie, il faut noter que chaque seuil permet d’obtenir des 
modèles représentatifs. Le fait d’appartenir aux secteurs de la santé, de l’énergie, de la 
consommation de base, des télécommunications et des services publics augmente entre 10,54% et 
13,14% les chances d’obtenir un rendement journalier compris entre 0 et 1% (par rapport aux 
compagnies du secteur des technologies de l’information). Seul le fait d’appartenir au secteur des 
matériaux augmente les chances d’obtenir un rendement compris entre 1 et 5%.  
Concernant les modèles utilisant l’IndiceName, seul un modèle sur quinze s’avère significatif par 
rapport à cette variable (celui correspondant aux rendements compris entre 1 et 5) alors qu’avec 
l’indice Ticker, treize fois sur quinze la variable de tweet est significative. 
Le signe de l’effet marginal du seul modèle significatif indique que la mention du nom des 
compagnies sur Twitter diminue les chances d’obtenir des rendements compris entre 1 et 5%. À 
l’inverse, l’effet marginal de l’IndiceTicker reste positif, suggérant que la mention de tweets 
financiers est corrélée avec une plus grande chance d’obtenir les rendements désirés.  
2.3.5 Modèles probit avec décalage temporel d’une journée (tableau B.5) 
À l’image des modèles précédemment abordés, nous introduisons un décalage temporel d’une 
journée dans la variable relative aux tweets, tel que :  
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝜑)
=  𝛼. 𝐼𝑛𝑡𝑟𝑎𝑑𝑎𝑦 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝜑)
=  𝛼. 𝐼𝑛𝑡𝑟𝑎𝑑𝑎𝑦 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝜑)
=  𝛼. 𝐼𝑛𝑡𝑟𝑎𝑑𝑎𝑦 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
53 
 
Les résultats du B.5 ont été élagués afin de ne garder que les modèles dont les variables étudiées 
sont significatives. 
En introduisant un retard d’une journée dans les variables IndiceTicker et IndiceName, il est 
possible d’obtenir un modèle prédictif quant aux rendements journaliers des compagnies étudiées. 
Cette fois-ci, seuls les rendements compris entre 1 et 5% peuvent être expliqués par l’IndiceTicker. 
L’influence de cette variable est corrélée négativement avec les rendements journaliers, peu 
importe le type d’effets fixes que nous introduisons dans les modèles. Cette influence négative est 
similaire pour les modèles utilisant la variable IndiceName pour des rendements compris entre 1 
et 5%. Il faut noter que pour des rendements supérieurs à 10%, seuls les modèles employant la 
variable IndiceName s’avèrent significatifs. L’influence de cette variable est positive. 
La partie suivante permettra en détail d’étudier l’influence des variables de contrôle sur les modèles 
proposés avec l’introduction d’interaction entre les variables. 
2.3.6 Modèles probit avec interaction de variables (tableau B.6) 
Finalement, nous désirons interpréter adéquatement l’effet des variables indépendantes et des 
variables relatives aux messages publiés sur Twitter sur le rendement étudié. Pour cela, nous 
proposons un modèle avec interaction de variables.  
Les quatre modèles étudiés sont les suivants :  
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝜑)
= 𝛼. 𝑖𝑛𝑡𝑟𝑎𝑑𝑎𝑦 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1 ; 𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡
+ 𝜏. [log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) . 𝐽𝑜𝑢𝑟𝑠𝑡] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑗𝑜𝑢𝑟𝑛𝑎𝑙𝑖𝑒𝑟𝑠𝑡,𝜑)
= 𝛼. 𝑖𝑛𝑡𝑟𝑎𝑑𝑎𝑦 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1 ; 𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡
+ 𝜏. [log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) . 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
En prenant la différentielle des deux dernières équations, par rapport au jour de la semaine ou par 
rapport au type d’industrie, on obtient la réelle contribution de la variable concernant les messages 





=  𝛿 + 𝜏. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) 
Avec 𝜏 l’effet de l’augmentation la veille d’un point de l’IndiceTicker (ou IndiceName) sur le fait 
d’obtenir un rendement compris dans l’intervalle 𝜑 pour les compagnies de l’industrie spécifiée. 
Le tableau suivant résume l’implication des variables de contrôles pour les deux types d’indice 
étudiés avec les seuils appropriés. Seules les valeurs significatives sont conservées. À nouveau, les 
pivots des modèles sont le mardi pour les jours de la semaine, et l’industrie des technologies de 
l’information pour les types d’industrie. 
Tableau 2.4: tableau récapitulatif des effets marginaux pour les rendements journaliers 
 
À la lumière de ces résultats, un investisseur peut effectuer de manière éclairée des 
recommandations d’achats basées sur des données non structurées. Il peut maximiser son 
opportunité de gain en ne sélectionnant que des entreprises faisant partie de certaines industries, 
ou en effectuant ses investissements à certains jours de la semaine. Si l’IndiceTicker augmente 
d’un point, alors le fait d’être mercredi apporte 7,40% de chance en plus d’obtenir un rendement 
compris entre 1 et 5% et 61,50% de chance en plus d’obtenir un rendement supérieur à 10% par 
rapport au mardi. 
Les industries des matériaux (+55,33%), de la finance (+43,01%) et de la vente au détail (+33,78%)  
sont les industries à privilégier pour obtenir des rendements compris entre 5 et 10% par rapport à 




En utilisant la variable dédiée aux noms des compagnies cités sur Twitter, deux résultats sont à 
noter. Ensuite, concernant des rendements élevés (entre 5 et 10%, puis supérieurs à 10%), le fait 
d’appartenir aux secteur de la consommation de base, de la vente au détail et industriel diminue de 
moitié les chances d’obtenir de tels rendements par rapport à l’industrie des technologies de 
l’information quand l’IndiceName augmente. L’impact négatif de ces effets marginaux peut 
suggérer que l’augmentation du nombre de messages mentionnant le nom des compagnies n’est 
jamais favorable à l’obtention de hauts rendements, notamment lors de crises touchant une 
compagnie. 
Dans la prochaine partie, nous étudierons l’effet des variables sur un autre type de rendement, le 
rendement nocturne. Nous utiliserons une méthodologie similaire, tout en rappelant les équations 
des modèles utilisés. 
2.3.7 Rendements journaliers : conclusions 
Afin de résumer les différents résultats obtenus, voici un récapitulatif des différentes observations 
préalablement obtenues : 
- Le construit référant aux messages financiers sur Twitter est corrélé positivement avec 
l’intensité des rendements journaliers, alors que l’on note l’absence de corrélation pour 
l’IndiceName (H1 confirmée) 
- L’effet de cette corrélation s’inverse en introduisant un retard temporel dans les modèles. 
Toutefois, l’indice Ticker reste significatif, et l’indice Name le devient avec un décalage 
temporel de deux jours 
- À nouveau, l’indice Ticker est corrélé positivement avec les rendements strictement 
positifs. L’indice Name l’est aussi, mais dans une moindre mesure (H1 confirmée) 
- Les modèles probit nous permettent de déterminer qu’à nouveau, l’IndiceTicker reste 
significatif pour la plupart des seuils étudiés, notamment avec l’ajout d’effets fixes dans les 
modèles, ce qui n’est pas le cas pour l’indice Name (H1 confirmée) 
- En considérant les variables IndiceTicker et IndiceName comportant un retard temporel 
d’une journée, plusieurs relations sont obtenues par rapport aux rendements journaliers (H1 
non confirmée) 
- L’interaction des variables de contrôle avec les variables IndiceTicker et IndiceName 
comportant un retard temporel s’avère un véritable outil décisionnel pour les investisseurs, 
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présentant ainsi un panel de possibilités par rapport à deux références, soit par rapport à 
l’industrie des technologies de l’information et par rapport à la journée du mardi (mais cette 
méthode peut être déclinée pour tout autre industrie, à tout autre moment de la semaine) 
(H2 confirmée) 
2.4 Rendements nocturnes (Overnight return) 
Les rendements nocturnes modélisent les changements de prix des actions en dehors des heures 
d’ouverture des marchés. Maîtriser ces rendements permettrait de prévoir les soubresauts 
inhabituels occasionnés par des nouvelles publiées au courant d’une nuit. Le détail des résultats 
des différents modèles sont confinés dans les différentes parties de l’annexe C.   
2.4.1 Modèles MCO pour les valeurs absolues de rendement (tableau C.1) 
Les trois modèles utilisés seront les suivants :  
|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡|
= 𝛼. log(|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1|)
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡|
= 𝛼. log(|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1|)
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡|
= 𝛼. log(|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1|)
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Concernant les valeurs absolues des rendements nocturnes, il est intéressant de noter que la variable 
IndiceName est significative dans tous les modèles, tout comme la variable IndiceTicker. L’effet 
de ces variables est toutefois différent dans son ampleur, la variable IndiceTicker possédant un 
coefficient trois à quatre fois plus important que celui de la variable IndiceName. 
Les jours de la semaine s’avèrent être une donnée pertinente pour ce genre de modèle : seul le lundi 
ne s’avère pas significatif par rapport au mardi. L’ajout de cette variable de contrôle permet 
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d’augmenter le coefficient de corrélation de 1,33% à 1,56% avec l’utilisation de la variable 
IndiceTicker, puis de 0,47% à 0,66% pour la variable IndiceName. 
Finalement, toutes les types de secteurs industriels apparaissent significatif (sauf pour le secteur de 
la vente au détail avec l’IndiceTicker et le secteur de l’énergie avec l’IndiceName). Le signe devant 
cette variable binaire reste le même et pour le modèle utilisant les tweets financiers et pour le 
modèle utilisant le second type de tweet. Le fait d’appartenir aux secteurs de la santé, de l’énergie, 
de la consommation de base, des télécommunications ou des services publics est apparenté à une 
corrélation négative par rapport aux valeurs absolues du rendement nocturne. Au contraire, les 
secteurs industriels, des matériaux et de la finance possèdent évoluent avec la même direction que 
les rendements nocturnes. 
2.4.2 Modèles MCO avec décalage temporel (tableau C.2) 
Afin de mesurer l’impact des variables sur les rendements strictement positifs, les trois modèles 
comparés sont les suivants : 
|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡|
= 𝛼. log(|𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1|)
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−𝜃 + 1) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
avec 𝜃 allant de 0 à 4, 𝜃 étant le retard ajouté dans la variable relative aux tweets dans les modèles. 
En introduisant un décalage temporel dans les modèles précédemment étudiés, on remarque 
qu’avec une journée d’anticipation, la variable IndiceName perd sa significativité. Cette 
caractéristique est par contre retrouvée avec un décalage temporel plus élevé. 
La variable IndiceTicker est quant à elle significative à toutes les périodes étudiées. Le coefficient 
associé aux rendements nocturnes est positif pour ce qui est de la journée d’observation, puis 
devient négatif à partir d’un retard supérieur à 1 journée. Ce coefficient est aussi deux à trois fois 
plus important en termes de magnitude pour la variable Ticker par rapport à la variable Name. 
2.4.3 Modèles MCO centrés sur les rendements positifs (tableau C.3) 
Afin de mesurer l’impact des variables sur les rendements strictement positifs, les trois modèles 




= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑝𝑜𝑠𝑖𝑡𝑖𝑓
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Cette fois-ci, on observant seulement les rendements positifs, on remarque que la variable 
IndiceName est à chaque fois significative, ce qui est aussi le cas de la variable IndiceTicker. 
Le coefficient associé à l’IndiceTicker est trois à quatre fois plus élevé que le coefficient associé à 
l’IndiceName. Finalement, ces coefficients sont de même signe, suggérant une influence positive 
sur les variables étudiées. 
2.4.4 Modèles probit avec variables de contrôle (tableau C.4) 
Les modèles probit utilisés dans cette sous-partie sont les suivants :  
Pr(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡,𝜑)
=  𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Pr(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡,𝜑)
=  𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Pr(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡,𝜑)
=  𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Sur les quinze modèles étudiés, quatorze s’avèrent significatifs dans le cas de l’IndiceTicker, et 
seulement cinq le sont avec l’IndiceName. 
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Dans le modèle n’utilisant pas les variables de contrôle, la variable Ticker s’avère significative 
pour chacun des seuils, sauf pour celui concernant les rendements compris entre 0 et 1%. Pour les 
deux derniers seuils, l’ampleur des coefficients devant la variable indique qu’un pourcent gagné de 
la variable Ticker est corrélée avec une augmentation de 51% quant à la probabilité d’obtenir un 
rendement nocturne positif de 5% et plus. Les R2 des modèles sont aussi élevés dans ces deux cas 
de figure, étant de 13,79% (5-10% de rendement) et 14,28% (10% et plus). Par rapport à l’indice 
Name, on remarque que les coefficients de corrélation sont plus faibles (respectivement 2,82% et 
5,01%). De plus, le coefficient associé à la variable Name est 2,5 fois plus faible que celui associé 
à la variable Ticker.  
Avec l’ajout de variables de contrôle associées aux jours de la semaine, on augmente légèrement 
le coefficient de corrélation des modèles. Que ce soit pour les modèles avec la variable Ticker ou 
ceux avec la variable Name, les mêmes jours s’avèrent significatifs pour certains seuils. Pour les 
rendements compris entre 1 et 5%, seuls le jeudi et le vendredi apparaissent pertinents, ayant un 
coefficient positif par rapport à la référence qu’est le mardi.  
L’introduction de variable concernant les types d’entreprise améliore l’explication des modèles. 
En particulier, les rendements nocturnes compris entre 1 et 5% sont sensibles à sept type de secteurs 
industriels, notamment le secteur de la santé (influence négative), le secteur de la consommation 
de base (négative), le secteur des industries (positive), le secteur des télécommunication (négative), 
le secteur des services publics (négative), des matériaux (positive) et de la finance (positive). Ce 
type d’influence, caractérisée par le signe du coefficient associé aux secteurs industriels, est 
similaire pour les modèles utilisant les variables IndiceTicker et IndiceName.  
2.4.5 Modèles probit avec décalage temporel d’une journée (tableau C.5) 
À l’image des modèles précédemment abordés, nous introduisons un décalage temporel d’une 
journée dans la variable relative aux tweets, tel que :  
Pr(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡,𝜑)
=  𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒




=  𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Pr(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡,𝜑)
=  𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1,𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
En étudiant ces mêmes modèles, on remarque que l’ajout d’un décalage temporel d’une journée 
modifie fortement le nombre de modèles pouvant être expliqués. En effet, sur quinze modèles 
concernant chacune des deux variables étudiées (IndiceTicker et IndiceName), seuls neuf modèles 
présentent des variables significatives pour la variable IndiceTicker (contre quatorze sans décalage 
temporel) et trois pour la variable Name (contre sept sans décalage temporel). 
L’influence de la variable Ticker s’avère positive dans les neuf modèles obtenus, tandis que celle 
de la variable Name est négative pour les rendements compris entre 1 et 5%. À nouveau, les 
industries apparaissent fortement significatives pour ce type de rendement en ce qui concernent les 
rendements nocturnes compris entre 1 et 5%. 
2.4.6 Modèles probit avec interaction de variables (tableau C.6) 
Les modèles étudiés pour cette dernière partie sont les suivants :  
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠)𝑡 ; 𝜑  
= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1 ; 𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡
+ 𝜏. [log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) . 𝐽𝑜𝑢𝑟𝑠𝑡] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠)𝑡 ; 𝜑
= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠𝑡−1 ; 𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡
+ 𝜏. [log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) . 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
En prenant la différentielle des deux équations précédentes, par rapport au jour de la semaine ou 
par rapport au type d’industrie, on obtient la réelle contribution de la variable concernant les 
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messages publiés sur Twitter pour un jour de la semaine donnée, ou un type d’industrie donné, tel 
que :  
𝜕(𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑛𝑜𝑐𝑡𝑢𝑟𝑛𝑒𝑠)𝑡 ; 𝜑)
𝜕𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡
=  𝛿 + 𝜏. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) 
 
Avec 𝜏 l’effet de l’augmentation la veille d’un point de l’indice Ticker (ou Name) sur le fait 
d’obtenir un rendement compris dans l’intervalle 𝜑 pour les compagnies de l’industrie spécifiée. 
Ce type de modèle permet, à l’image de l’étude pour les rendements journaliers, d’extraire l’impact 
spécifique d’un jour de la semaine ou d’un type d’industrie sur les rendements nocturnes. Quand 
l’IndiceTicker augmente d’un pourcent, les chances d’obtenir des rendements compris entre 5 et 
10% diminuent les mercredi (-17,87%), jeudi (-14,78%) et vendredi (-13,30%) par rapport au 
mardi. Pour des rendements supérieurs (5 à 10%), le jeudi s’avère être la journal à favoriser, 
augmentant les chances d’obtenir de tels rendements par 42,18% par rapport au mardi. 
L’IndiceName n’est pas significatif en faisant interagir la variable avec les jours de la semaine.  
Le type d’industrie ne permet pas d’obtenir d’explication avec l’emploi de la variable IndiceTicker, 
sauf pour les rendements compris entre 1 et 5% pour l’industrie de la consommation de base (-
29,43% par rapport au secteur des technologies de l’information) et des télécommunications (-
24,22%). Toutefois, appartenir au secteur de la santé diminue les chances d’obtenir des rendements 
supérieurs (compris entre 5 et 10%) par 46,98% par rapport au secteur des technologies de 
l’information.  
Par contre, ces analyses par secteur s’avèrent plus significatives en utilisant l’IndiceName. Les 
résultats les plus marqués correspondent aux rendements très élevés (+10% entre la fermeture des 
marchés et leur ouverture). Le fait d’appartenir aux secteurs de la vente au détail et de la 
consommation de base diminue les chances d’obtenir de tels rendements par 168% et 136% 
respectivement par rapport à l’industrie des technologies de l’information. 
Le résumé par jour de semaine et par secteur industriel est confiné dans le tableau 2.5, et le détail 
de chaque modèle se retrouve au tableau C.6 de l’annexe C. 
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Tableau 2.5: tableau récapitulatif des effets marginaux pour les rendements nocturnes 
 
2.4.7 Rendements nocturnes : conclusions 
Afin de résumer les différents résultats obtenus, voici un récapitulatif des différentes observations 
préalablement obtenues : 
- Autant le construit référant aux messages financiers que celui référant aux noms des 
entreprises sont corrélés positivement avec l’intensité des rendements nocturnes. 
Néanmoins, l’effet de la variable dédiée aux messages financiers est deux fois plus 
important (H1 non confirmée) 
- À l’image des rendements journaliers, l’effet des construits des Tweets s’avère négatif en 
considérant l’ajout d’un décalage temporel dans les modèles étudiés 
- La variable IndiceTicker reste significative pour l’ensemble des modèles probit sans 
décalage temporel (quatorze modèles sur quinze) tandis que la variable Name ne l’est que 
pour sept modèles sur quinze (H1 confirmée) 
- L’ajout d’un décalage temporel réduit le nombre de modèles explicatifs concluants pour les 
deux types de variables utilisées 
- En utilisant l’interaction de variables entre les messages publiés sur Twitter et les variables 
de contrôle des jours de la semaine et des types d’industrie, il est possible d’extraire des 
relations prenant en compte les rendements nocturnes (H2 confirmée) 
En résumant ce chapitre, l’emploi des médias sociaux permet d’affiner et d’optimiser les 
opportunités de rendements des compagnies inscrites en bourse. Ces rendements (journaliers et 
nocturnes) ne sont pas corrélés avec la même ampleur quand on considère des modèles comportant 
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les noms des compagnies (IndiceName) ou des messages financiers (IndiceTicker). En effet, les 
rendements journaliers semblent reliés plus intimement aux variations de la variable IndiceTicker 
(sans être sensible à aux variations de la variable IndiceName), tandis que pour les rendements 
nocturnes, les deux variables semblent significatives. L’hypothèse 1 est ainsi confirmée dans le 
cas des rendements journaliers, mais ne peut l’être dans le cas des rendements nocturnes.  
À partir de ces résultats, il a été possible de déterminer les pourcentages de chance de dépasser 
différents seuils de rendements par rapport aux variables de référence, permettant d’esquisser des 
stratégies d’investissements. L’hypothèse 2 est ainsi confirmée. 
Les autres types de rendements (anormaux et concernant les volumes) seront explicités au chapitre 
quatre avec la mise en place de stratégies d’investissements utilisant ces résultats. 
De par l’ampleur des messages publiés sur Twitter (500 millions de messages par jour, dont 30000 
financiers), une question s’impose : est-il possible de se concentrer sur une partie des messages en 
particulier ? Pour répondre à cette interrogation, il est nécessaire en premier lieu de comprendre la 
nature des messages publiés, et surtout les types d’utilisateurs présents sur Twitter. Cette 
problématique fera l’objet du troisième chapitre de ce mémoire. 
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CHAPITRE 3 CHUT! UN BRUIT… 
Le deuxième chapitre de ce mémoire s’est penché sur l’analyse économétrique détaillée de la 
relation entre les rendements journaliers (ou nocturnes) avec le nombre de messages publiés sur 
Twitter, que ce soit des messages mentionnant le nom des compagnies ou l’indice d’identification 
sur les marchés financiers.  
Ce troisième chapitre abordera quatre aspects. (1) Tout d’abord, nous continuerons l’analyse 
effectuée dans le second chapitre, mais cette fois-ci par rapport aux rendements anormaux puis 
concernant les volumes d’actions échangées. Sans entrer dans les détails méthodologiques, nous 
fournirons les tableaux de contrôles obtenus à partir des modèles probit avec interaction de 
variable. (2) Par la suite, nous étudierons une période fortement volatile pour une entreprise inscrite 
en bourse, celle où ses rapports financiers sont publiés. Nous avons établi des tableaux de contrôle 
pour les quatre types de rendements étudiés pendant la semaine où les résultats sont rendus publics, 
puis durant la semaine précédant leur parution. (3) Nous présenterons une stratégie 
d’investissement basée sur les volumes d’actions et sur les volumes de messages publiés. (4) 
Finalement, nous conclurons ce chapitre par des recommandations quant à l’utilisation des médias 
sociaux en finance, du point de vue des investisseurs, des compagnies et des organismes afin de 
valoriser l’information publique sur les médias sociaux. 
3.1 Tableaux de contrôles des rendements (anormaux et volume) 
La méthodologie utilisée est la même que celle du chapitre 2. Néanmoins, pour des soucis de clarté, 
nous n’aborderons que les résultats des modèles probit avec interaction de variables. 
Nous avons définit un type de rendement concernant les volumes d’actions échangés dans nos 
modèles probit. La variable dépendante prend la valeur 1 lorsque les volumes échangés sont plus 
importants que ceux de la veille de l’ordre des seuils considérés (0%+ ; 0-1% ; 1-5% ; 5-10% ; 
10%+), puis 0 dans le cas contraire.  
Les quatre modèles utilisés pour les volumes d’actions échangées sont les suivants :  
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𝑃𝑟(𝑉𝑜𝑙𝑢𝑚𝑒 𝑟𝑒𝑡𝑢𝑟𝑛)𝑡 ; 𝜑  
= 𝛼. 𝑉𝑜𝑙𝑢𝑚𝑒 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1 ; 𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡
+ 𝜏. [log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) . 𝐽𝑜𝑢𝑟𝑠𝑡] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑃𝑟(𝑉𝑜𝑙𝑢𝑚𝑒 𝑟𝑒𝑡𝑢𝑟𝑛)𝑡 ; 𝜑
= 𝛼. 𝑉𝑜𝑙𝑢𝑚𝑒 𝑟𝑒𝑡𝑢𝑟𝑛𝑡−1 ; 𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡
+ 𝜏. [log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) . 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
Le tableau suivant résume les résultats obtenus, à nouveau en comparant les effets marginaux de 
IndiceTicker et de l’IndiceName. Lorsque l’IndiceTicker augmente d’un pourcent, le fait d’être 
jeudi diminue la probabilité d’avoir plus d’échanges par 19,57 % (par rapport au mardi). De la 
même façon, si l’IndiceName augmente d’un pourcent, la probabilité d’obtenir un rendement 
supérieur à 10% diminue de 5,60% par rapport au mardi.  
En prenant en compte les secteurs industriels, lorsque l’IndiceTicker augmente, les probabilités 
d’obtenir des rendements compris entre 5 et 10% diminuent pour les secteurs des 
télécommunications et de la finance.  





Nous avons définit un dernier type de rendement, les rendements anormaux. Ces rendements 
correspondent au ratio entre les rendements journaliers d’une compagnie par rapport aux 
rendements journaliers du S&P500. 
À nouveau, les quatre équations des modèles utilisés sont les suivantes : 
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑛𝑜𝑟𝑚𝑎𝑢𝑥)𝑡 ; 𝜑  
= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑛𝑜𝑟𝑚𝑎𝑢𝑥𝑡−1 ; 𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛾. 𝐽𝑜𝑢𝑟𝑠𝑡
+ 𝜏. [log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) . 𝐽𝑜𝑢𝑟𝑠𝑡] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
𝑃𝑟(𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑛𝑜𝑟𝑚𝑎𝑢𝑥)𝑡 ; 𝜑
= 𝛼. 𝑅𝑒𝑛𝑑𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑛𝑜𝑟𝑚𝑎𝑢𝑥𝑡−1 ; 𝑏𝑖𝑛𝑎𝑖𝑟𝑒
+ 𝛽. log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) + 𝛿. 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡
+ 𝜏. [log(𝐼𝑛𝑑𝑖𝑐𝑒𝑇𝑖𝑐𝑘𝑒𝑟[𝑜𝑢]𝐼𝑛𝑑𝑖𝑐𝑒𝑁𝑎𝑚𝑒𝑡−1 + 1) . 𝐼𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑒𝑡] + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 
De ces résultats, nous pouvons tirer plusieurs observations. L’influence des messages financiers et 
des secteurs industriels est significative pour les rendements anormaux supérieurs à 5%, en 
particulier pour les secteurs de la vente au détail, des matériaux et de la finance.  
Les rendements anormaux sont optimaux les vendredi lorsque l’indice Ticker augmente d’un 
pourcent, ayant 27,66% de chance en plus de survenir par rapport au mardi (pour des rendements 
supérieurs à 10%). Appartenir à l’industrie des matériau diminue les chances d’obtenir des 
rendements inférieurs à 5%, tandis que ces chances sont plus importantes pour des rendements plus 
subséquents (supérieur à 5%) par rapport au fait d’appartenir à l’industrie des technologies de 
l’information. 
En se concentrant sur l’IndiceName, ces rendements supérieurs à 5% ont une probabilité plus 
élevée de survenir pour les compagnies de l’énergie (+68%) par rapport aux compagnies des 
technologies de l’information. Par contre, pour les compagnies des industries de la consommation 
de base, de la vente au détail, du secteur industriel et des matériaux, cette probabilité diminue.  
Le tableau suivant récapitule les différents résultats obtenus grâce aux modélisations ; et le détail 
des simulations est disponible à l’annexe D. 
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Tableau 3.27 : tableau récapitulatif des effets marginaux pour les rendements anormaux 
 
3.2 Période de résultats financiers 
Les annonces officielles concernant les résultats financiers des compagnies constituent une période 
de forte volatilité. C’est l’heure de conforter les investisseurs, d’annoncer les mauvaises nouvelles, 
ou d’esquisser les plans futurs. Nous avons récolté les dates auxquelles les 71 compagnies étudiées 
ont publié leurs résultats trimestriels. De ces données, nous avons créé deux variables binaires. La 
première prend la valeur 1 quand la compagnie se trouve dans la semaine d’annonces officielles 
(et 0 sinon). La seconde prend la valeur 1 quand la compagnie se trouve la semaine précédant 
l’annonce de résultats trimestriels (et 0 sinon). Ces dates ont été obtenues à partir du site 
finance.yahoo.fr puis auprès des sites Internet des compagnies lorsque l’information n’était pas 
disponible. 
Nous avons voulu tester les quatre types de rendements au cours de ces deux périodes, puis selon 
le type de messages utilisé. À nouveau, des tableaux récapitulatifs sont présentés afin d’illustrer les 
résultats des effets marginaux obtenus grâce aux simulations des modèles probit avec interaction 
de variables. Les seuils des rendements sont semblables à ceux utilisés précédemment. Dans le cas 
des semaines précédant les annonces officielles, nous utilisons le nombre de messages publiés cinq 
jours avant les rendements étudiés afin d’obtenir des interactions de variables interprétables. 
Trois résultats peuvent être tirés de ces analyses (les tableaux suivants illustrent les résultats 
significatifs ; le détail se trouve à l’annexe E).  
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(1) Les rendements supérieurs à 1% s’avèrent maximaux pendant la semaine d’annonce officielle 
lorsque le nombre de tweets financiers augmente. C’est le cas pour les rendements journaliers, 
nocturnes et anormaux. L’augmentation de tweets financiers la semaine précédant les annonces 
officielles n’a pas d’implication significative sur les rendements journaliers et anormaux. 
(2) Lorsque les tweets mentionnant le nom des compagnies augmentent la semaine précédant les 
annonces officielles, alors les probabilités d’obtenir des rendements nocturnes positifs sont plus 
faibles que lors de toute autre période.  
(3) De faibles rendements (entre 0 et 1%) ont de plus faibles chances de survenir au cours des 
semaines de divulgation de résultats trimestriels (pour les rendements nocturnes et anormaux). 
Tableau 3.38 : effet de la divulgation des résultats trimestriels sur les rendements journaliers 
 




Tableau 3.510 : effets de la divulgation des résultats trimestriels sur les volumes d'échange 
 
Tableau 3.611 : effet de la divulgation des résultats trimestriel sur les rendements anormaux 
 
En résumé, afin de maximiser les probabilités d’obtention de forts rendements, il est préférable 
d’investir lors de la semaine de résultats officiels plutôt la semaine les précédant. De plus, de faibles 
rendements ont peu de chance de survenir lors des semaines d’annonces officielles. 
3.3 Investir avec le bruit 
Présentées en dernière partie du chapitre un, les stratégies d’investissement sont multiples et font 
l’objet d’études approfondies. Ces stratégies dépendent des niveaux de risque auquel un 
investisseur accepte de s’exposer, et la méthodologie les quantifiant est issue des travaux de 
Markowitz et de Sharpe. À travers ce mémoire, nous avons vu que les médias sociaux constituent 
une nouvelle source de données qu’il faut prendre en compte. Plus qu’un simple émetteur de 
contenu informationnel, Twitter revêt aussi la fonction de miroir de l’opinion publique.  
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Cette information supplémentaire doit être valorisée afin d’être utilisée au sein de stratégies 
d’investissement. Dans cette optique, les tableaux de contrôle fournis aux chapitres 2 et 3 pourront 
servir de matériel de base à l’investisseur « 3.0 ». 
Nous avons voulu tester l’hypothèse selon laquelle il est possible d’inférer une stratégie 
d’investissement à partir du volume de messages émis. Nous nous concentrons à nouveau sur les 
71 compagnies constituant notre échantillon. Nous avons ainsi considéré cinq types de données : 
(1) le nombre de tweets financiers (Ticker) ; (2) le nombre de tweets mentionnant le nom des 
compagnies (Name) ; (3) le volume d’actions échangées ; (4) le fait que les rendements soient 
positifs ; (5) le fait que les rendements soient négatifs. 
À partir de ces données nous introduisons trois variables binaires. Dans le cas de la variable Ticker, 
sa variable binaire correspondante prend la valeur 1 quand le nombre de tweets est anormalement 
élevé, c’est-à-dire supérieur à la moyenne plus une déviation standard sur l’ensemble de la période 
étudiée, puis 0 dans le cas contraire. On applique la même méthodologie pour la variable Name. 
Pour les volumes, lorsqu’au cours d’une journée a eu lieu une quantité anormale d’actions 
échangées, la variable prend la valeur 1, puis 0 dans le cas contraire (à nouveau, une quantité 
anormale correspond à une quantité supérieure à la somme de la moyenne plus une déviation 
standard sur la période étudiée). 
Nous posons l’hypothèse que si à un jour 𝜕 une compagnie a été anormalement échangée en bourse, 
puis qu’elle a été anormalement citée sur les médias sociaux, deux cas de figure surviennent : 
1. Soit une mauvaise nouvelle est anticipée, alors les rendements du jour 𝜕 + 1 seront négatifs 
2. Soit une bonne nouvelle est anticipée, alors les rendements du jour 𝜕 + 1 seront positifs 
Nous faisons interagir les variables binaires afin d’obtenir une série d’évènements au cours de la 
période étudiée. Le tableau suivant résume les cas de figure possibles. De plus, nous nous 
concentrons sur trois types de rendements : daily_return, soit les rendements entre les cours de 
fermeture de deux journées consécutives ; intraday_return (rendements journaliers), soit les 
rendements obtenus au cours d’une journée d’échange en bourse ; overnight return (rendements 
nocturnes), soit les rendements qui surviennent entre le cours d’ouverture d’une journée et le cours 
de fermeture de la veille. 
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Tableau 3.612 : impact d'évènements anormaux sur les trois types de rendement 
 
Il est nécessaire de porter notre attention sur les 7 types d’évènements. À titre d’exemple, 
l’interprétation de ces simulations peut se lire ainsi (seconde ligne du tableau) : « quand la veille 
est publié un nombre anormalement élevé de tweets financiers, les rendements journaliers du 
lendemain seront impactés, et auront 40,85% de chance d’être positifs » [sur l’échantillon observé]. 
En observant la combinaison volume/ticker/positif, une stratégie d’investissement peut être mise 
en place. En effet, lorsque la veille les actions d’une compagnie sont anormalement échangées, que 
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de nombreux messages sont publiés sur Twitter, puis que l’action a terminé la journée en hausse, 
alors au cours de l’année d’observation l’action de la compagnie a terminé en hausse dans tous les 
cas de figure le lendemain (ligne 23 du tableau). Cette stratégie semble ainsi capter le momentum 
sur les marchés financiers. 
Nous appellerons cette combinaison un signal. Lorsqu’un signal survient sur certaines actions, 
alors il est recommandé d’acheter à l’ouverture lesdites actions puis de les revendre avant la fin 
des marchés le jour même. La simulation effectuée entre mai 2012 et mai 2013 conforte ces 
hypothèses, avec l’obtention de rendements impressionnants. Nous avons calculé les rendements 
obtenus en utilisant les rendements journaliers (intraday) et quotidien (daily). La figure suivante 
illustre l’ampleur des bénéfices potentiels (+878% et +676% pour les rendements quotidiens et 
journaliers respectivement). Sur la même période, le S&P500 a augmenté de 14,3%. 
 
 
Figure 3.110  : rendements entre le 1er mai 2012 et le 1er mai 2013 
Une critique pouvant être formulée serait que penser que l’explication d’un phénomène passé 
permette d’anticiper les évènements futurs. C’est pourquoi nous avons retenté l’expérience au 
cours d’une période de trois mois, allant du 1er mai 2013 au 1er août 2013 tout en comparant les 
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mêmes types de rendements. Toutes les données récoltées ne font pas partie de l’échantillon initial 
de nos simulations. La figure suivante fait état de résultats surpassant les rendements du S&P500 
(+56% pour les rendements quotidiens et +57% pour les rendements journaliers). Sur la même 
période, le S&P500 a obtenu des rendements de 5,76%. 
 
 
Figure 3.211  : rendements entre le 1er mai 2013 et le 1er août 2013 
Ces résultats doivent être nuancés. L’ampleur des rendements obtenus n’est que le reflet d’une 
situation idéale ne prenant pas en compte de nombreux paramètres. Entre autres, un investisseur 
serait porté à vendre ses positions au milieu d’une journée si ses investissements s’avèrent rentables 
au lieu d’attendre la clôture des marchés. De plus, les coûts de transaction ne sont pas pris en 
compte. Finalement, les ordres d’achat et de vente sont effectués instantanément. Toutes ces 
nuances relativisent l’ampleur de la stratégie d’investissement abordée.  
À la lumière des précédents résultats, bâtir des stratégies d’investissements basées sur l’utilisation 
des médias sociaux s’avère possible. Les tableaux de bord du chapitre deux puis du présent chapitre 
permettent ainsi de maximiser les opportunités de gain pour l’investisseur. Ceci nous permet de 
confirmer notre deuxième hypothèse de recherche. 
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CHAPITRE 4 PROLONGEMENT ET PISTES DE RECHERCHES 
FUTURES 
500 millions de tweets par jour, dont 30 000 à caractère financier en moyenne. Qui sont les 
personnes communiquant sur les performances des entreprises ? Tous les messages sont-ils 
pertinents ? Et surtout, y-aurait ‘il un moyen de filtrer l’ensemble des messages afin de ne retirer 
que le signal essentiel ? Ce sont ces trois questions que nous aborderons au cours de ce second 
chapitre. 
4.1 Méthodologie 
L’introduction du chapitre 2 a montré que plusieurs secteurs et compagnies émergent en captant 
l’ensemble de l’attention sur Twitter. On pense notamment aux compagnies des technologies de 
l’information comme Google et Apple, mais aussi à certaines compagnies du secteur bancaire. 
Nous avons voulu observer quelles sont les dynamiques entourant ces compagnies, et plus 
précisément quelles sont les interactions entre les utilisateurs mentionnant ces compagnies. Ainsi, 
à partir de la liste du S&P500, nous avons sélectionné 400 compagnies  parmi les plus discutées 
sur Twitter. Cette sélection est le résultat de la méthode d’acquisition de données issues de Twitter, 
limitant le nombre de requêtes différentes à 400. La liste des compagnies étudiées se trouve à 
l’annexe F. 
En utilisant les packages d’extraction de données de R pour Twitter (streamR et twitteR), nous 
avons récolté tous les messages mentionnant ces compagnies entre le 18 novembre 2013 et le 28 
février 2014, soit pendant 15 semaines. Cette collecte de données a eu lieu durant trois périodes 
distinctes, soit trois heures avant l’ouverture des marchés américains (de 6h30 à 9h30), 1h45 aux 
alentours de l’heure du repas (de 11h45 à 13h30) et trois heures après la fermeture des marchés (de 
16h00 à 19h00). 
4.2 Structure des messages publiés 
Au cours de cette période, 489 342 messages ont été envoyés par 64 504 utilisateurs uniques. Le 
tableau suivant résume les principales statistiques de contenu associées aux messages. 
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Tableau 4.113 : caractéristiques des messages récoltés 
 
Plusieurs caractéristiques des messages financiers sont mises en évidence. D’abord, les messages 
publiés en matinée avant l’ouverture des marchés comportent en moyenne plus de mots-clefs 
qu’aux autres périodes de la journée. C’est aussi à cette période de la journée que l’on retrouve le 
plus de liens internet inclus dans les messages, témoignant d’une volonté de partager l’information 
mais aussi de rediriger vers un contenu plus développé auprès d’autres sites Internet. 
À mi-journée, les messages comportent un taux de mention des autres utilisateurs plus élevé qu’aux 
autres périodes. Ces messages s’adressent directement aux utilisateurs en les interpelant sur Twitter 
(i.e. « @WilliamSanger : $TWTR annonce ses résultats annuels cet après-midi »). Le volume de 
messages par heure est plus élevé à mi-journée par rapport aux autres périodes (1 392 messages 
par heure en moyenne contre 954 en matinée et 812 en soirée).  
Le soir, c’est la proportion de messages retransmis qui se distingue par rapport aux autres périodes. 
Près de 23% des messages publiés sont des messages retransmis (contre 18,3% et 16,4% en matinée 
et à mi-journée respectivement), mettant en valeur les liens unissant les utilisateurs entre eux au 
sein des grappes d’émetteurs-receveurs. 
De plus, les compagnies ne sont pas mentionnées dans les mêmes proportions. La popularité des 
compagnies du S&P500 observée au chapitre 1 est confirmée à travers l’échantillon étudié. En 
effet, les compagnies des technologies de l’information et du secteur bancaire sont les compagnies 
capturant la plupart des messages envoyés par jour, avec en moyenne 11%, 6,5%, 4,5% et 4% pour 
Apple, Facebook, Twitter et Google respectivement. Sept des dix firmes les plus tweetées 




Figure 4.112  : place occupée par les compagnies au sein des discussion sur Twitter 
4.3 Comment mesurer l’influence des utilisateurs ? 
Cette question reste centrale pour l’interprétation des messages publiés sur Twitter. De quelle 
manière filtrer l’ensemble des conversations, afin de séparer le juste signal du bruit. Deux mesures 
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intuitives sont traditionnellement utilisées. La première consiste à évaluer le nombre de personnes 
suivant les utilisateurs (« followers »). Plus ce nombre est élevé, plus l’audience potentielle des 
messages envoyés sera importante. Néanmoins, une exposition potentielle ne correspond pas 
nécessairement à une véritable lecture du message. La seconde mesure envisagée est celle du 
nombre de messages envoyés. Plus l’espace virtuel est occupé, plus un individu sera présent. Cette 
dynamique participe grandement à la création de bruit, notamment si le signal envoyé par les 
utilisateurs n’est ni repris ni pertinent. 
Ces deux dimensions seront étudiées à travers l’échantillon de tweets constitué afin de faire 
ressortir les profils d’utilisateurs correspondant à ces mesures. Elles seront par la suite confrontées 
à une autre mesure que nous proposons : filtrer les utilisateurs à suivre en fonction de leur impact 
au sein des réseaux d’utilisateurs, en utilisant notamment le nombre d’utilisateurs distincts 
retransmettant leurs messages. La question de la géolocalisation des messages sera finalement 
abordée. 
4.3.1 Utilisateurs les plus « populaires » 
Le tableau 4.2 représente les utilisateurs cumulant le plus grand nombre de followers à travers 
l’échantillon étudié. Parmi les 30 comptes considérés comme les plus populaires, la plupart des 
utilisateurs sont en fait les comptes officiels de médias spécialisés en finance ou en économie, 
comme le Wall Street Journal, Bloomberg ou le compte Twitter de Yahoo! Finance. Il faut noter 
que malgré le nombre élevé de personnes suivant ces utilisateurs, très peu de messages ont été 
envoyés au cours de la période où ont été récoltés les tweets. 
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Tableau 4.214 : utilisateurs les plus populaires 
 
4.3.2 Utilisateurs les plus « volubiles » 
Une seconde mesure de réputation étudiée est celle correspondant au nombre de messages publiés. 
Le tableau 4.3 représente les utilisateurs ayant envoyé le plus de messages sur Twitter concernant 
les 400 compagnies étudiées. En se concentrant sur les 30 utilisateurs les plus actifs, on remarque 
qu’ils correspondent à des robots informatiques retransmettant des nouvelles financières. Bien que 
ces messages ne peuvent s’apparenter à des spams, l’aspect automatique de ces messages ajoute 
du bruit à l’ensemble. De plus, la plupart des comptes redirige vers des sites tiers proposant une 
expertise financière qui n’est pas possible de vérifier. 
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Tableau 4.315 : utilisateurs les plus volubiles 
 
Les trois graphiques suivants illustrent le nombre de messages envoyés par utilisateur au cours des 
trois périodes de temps étudiées. Les échelles logarithmiques ont été utilisées afin de faire ressortir 
le fait qu’une poignée d’utilisateurs émettent la majorité des messages par rapport à l’ensemble des 
utilisateurs. En effet, 173 utilisateurs représentent 50% des messages envoyés entre 6h30 et 9h30 




Figure 4.213  : nombre de messages envoyés par utilisateur entre 6h30 et 9h30 
Ces proportions sont similaires sur l’heure du midi et le soir, où respectivement 204 utilisateurs 
(0,7%) et 297 utilisateurs (0,8%) génèrent 50% des messages envoyés. À mi-journée, ce sont 67,7% 
des utilisateurs qui n’ont émis qu’un seul message sur l’ensemble de la période étudiée et en soirée, 




Figure 4.314  : nombre de messages envoyés par utilisateur entre 11h45 et 13h30 
 
 
Figure 4.415  : nombre de messages envoyés par utilisateur entre 16h00 et 19h00 
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4.3.3 Une approche par réseau 
La dernière approche envisagée est une approche par réseau. Un utilisateur possède un certain 
nombre de followers qui verront ses messages apparaître dans leur fil d’actualité. Néanmoins, 
apparaître dans un fil d’actualité ne signifie pas que les followers vont retransmettre l’information 
initiale à leur propre réseau. Nous pensons donc que l’action de republier un message est une 
mesure plus forte afin de mesurer l’impact de la mise en ligne d’un message. À titre d’exemple, le 
message envoyé par Barack Obama lors de sa réélection en  2012 a été retransmis par plus de 750 
000 utilisateurs ; le selfie d’Ellen DeGeneres pris lors de la cérémonie des Oscars 2014 a été 
retransmis par plus de 3,4 millions d’utilisateurs. Ce type de message, appelé retweet (abrévié RT), 
possède la particularité de comporter le nom de la personne source du message (i.e. « RT 
@WilliamSanger : $TWTR en baisse de 15% après la vente d’actions des premiers actionnaires »).  
En se basant sur cette caractéristique, nous avons filtré l’ensemble du contenu des messages publiés 
dans notre échantillon pour isoler deux types de données. Dans un premier temps, les émetteurs de 
messages, et dans un second temps le nom des personnes les retweetant. De cette manière, il est 
possible de relier une personne mettant en ligne un contenu original et le premier cercle de 
personnes retransmettant cette information. Ces couples d’utilisateurs permettront de tracer une 
cartographie du réseau de retransmission des messages. 
De la même manière que pour les approches précédentes, nous isolons les 30 profils ayant été 
retweetés par le plus grand nombre d’utilisateurs différents (tableau 4.4). Cette mesure est basée 
sur la centralité de degré des utilisateurs, c’est à dire le nombre de liens les reliant entre eux. Les 
médias financiers font partie des profils d’utilisateur les plus retransmis, mais des profils 
individuels sont mis en valeur pour la première fois avec cette méthode, notamment Carl Icahn 
(investisseur), Paul La Monica (journaliste), Carl Quintanilla (journaliste) ou Jim Cramer 
(journaliste). L’avantage de cette méthode permet de filtrer le bruit occasionné par la publication 
de trop nombreux messages. Mis à part les comptes @SeekingAlpha, @Benzinga et 
@LaMonicaBuzz qui ont émis respectivement 1885, 743 et 494 messages pendant la période 






En utilisant le logiciel de cartographie de réseau Gephi, il est possible de visualiser les relations 
entre les différents utilisateurs (Bastian et al., 2009). Les graphiques ont été générés en utilisant les 
algorithmes ForceAtlas2 (Jacomy et al., 2011). Ces algorithmes repoussent les utilisateurs qui ne 
possèdent pas de liens entre eux et attirent ceux qui sont reliés, mettant en évidence les 
regroupements d’utilisateurs. 
 
La figure 4.5 permet de dresser un portrait d’ensemble du maillage des utilisateurs actifs sur la 
période étudiée. Trois entités se forment au sein de ce réseau avec chacune des propriétés distinctes.  




Figure 4.516  : cartographie globale du réseau des messages retransmis 
En se basant sur la figure 4.6, on remarque que l’utilisateur le plus retweeté (@PhilStockWorld, 
cercle en haut de la figure) n’est quasiment pas rattaché aux autres groupes et reste en dehors de la 
plupart des interactions. Cette dynamique suggère que PhilStockWorld émet du contenu qui est 
retweeté par des utilisateurs, mais ces utilisateurs restent en vase clos par rapport à l’ensemble du 
réseau.  
Le second groupe (cercle à droite de la figure) qui émerge est celui formé par les chaines 
d’information financières, notamment CNBC, avec au centre le compte du Wall Street Journal 
(@WSJ). Ce réseau met en évidence des points centraux à travers ce réseau que l’on pourrait 
qualifié de structuré (@cnnmoney, @cnbcsocail, @cnbcnow, @cnbc, avec au centre @WSJ). 
Finalement, le troisième groupe (cercle en bas de la figure 4.6) est composé par la plupart des 
utilisateurs, et se caractérise par une agglutination autour de dizaines d’utilisateurs plus connectés. 
Cette structure suggère une forte interconnectivité entre les utilisateurs, mais ne permet pas 
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d’identifier de points centraux comme pour le précédent groupe. En d’autres termes, le retrait d’un 
des points de ce dernier réseau n’empêche pas la propagation de l’information, tandis que le retrait 




Figure 4.617  : détail du réseau et identification des sous-réseaux  
Outre la centralité de degré des utilisateurs, une seconde mesure peut être utilisée, soit la centralité 
d’intermédiarité. Celle-ci capture l’occurrence d’un nœud à se retrouver sur les chemins les plus 
courts entre les différents nœuds d’un réseau. Après avoir normalisé le nombre d’occurrence afin 
d’obtenir des valeurs comparables entre 0 et 1, le tableau 4.5 recense les utilisateurs détenant la 
centralité d’intermédiarité la plus élevée. 
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En analysant le type de profils obtenus, on remarque la présence de journalistes financiers, de 
dirigeants d’entreprises, d’investisseurs et d’analystes, mais aussi de médias financiers. De plus, le 
faible nombre de followers de certains utilisateurs suggère que ces personnes ne sont pas encore 
suivies par l’ensemble des utilisateurs de Twitter. Cette dernière caractéristique permet d’obtenir 
un signal privilégié pour toute personne les suivant. 
4.3.4 Géolocalisation des Tweets 
La géolocalisation des messages reste un phénomène rare pour les Tweets à caractère financier. 
Sur l’ensemble des messages étudiés, seuls 0,5% des messages sont géolocalisés. Les États-Unis, 
la Finlande, la Hongrie et la République tchèque sont les pays émettant majoritairement ce type de 
messages (figure 4.7). 




Figure 4.718  : cartographie des messages géolocalisés 
Cette approche reste néanmoins prometteuse, car la géolocalisation des messages permettrait 
d’identifier et de cibler des émetteurs à fort potentiel pour la finance, notamment les personnes 
travaillant dans les quartiers financiers. Le point faible de cette approche réside toutefois dans le 
caractère volontaire de la géolocalisation des messages, cette fonction n’étant pas activée par défaut 
sur les comptes des utilisateurs. 
4.4 Pertinence des utilisateurs et recommandations 
Les conclusions de cette dernière partie peuvent être résumées par les atouts et les lacunes des 
différentes approches étudiées précédemment.  
1. La première, basée sur le nombre total de followers des comptes Twitter, met en valeur 
l’audience potentielle d’un message envoyé. En se basant sur cette approche, on peut 
qualifier Twitter de média financier, permettant la propagation de nouvelles reliées à 
l’économie.  
2. La seconde, basée sur le nombre de messages envoyés, illustre la notion de bruit sur le 
réseau social, notamment par le comportement automatique des robots. Très peu 
d’utilisateurs génèrent un nombre élevé de messages, tandis que la grande majorité des 
utilisateurs ne se contente d’écrire qu’un seul message. 
3. La troisième approche modélise les réseaux de propagation des messages et quantifie la 
centralité des utilisateurs. Ces réseaux fortement tissés mettent en valeur l’interconnectivité 
des utilisateurs, et expliquent notamment la propagation virale de certains évènements. 
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4. Finalement, l’approche basée sur la géolocalisation des messages permet de raffiner 
l’analyse mais reste très marginale, de par son adoption très peu répandue auprès des 
utilisateurs. 
Utiliser la troisième approche apporte ainsi un niveau de lecture supplémentaire par rapport à des 
mesures de réputation traditionnelles. Nous pouvons ainsi confirmer l’hypothèse 3. 
Afin d’utiliser efficacement ces conclusions à des fins d’investissements, un investisseur doit (1) 
suivre les utilisateurs possédant le plus de followers pour connaitre l’information connue par tous 
et (2) filtrer les messages émis pour éviter de lire les trop nombreux messages envoyés 
automatiquement. (3) L’avantage comparatif de cet investisseur sera de compléter ces approches 
en suivant les pivots centraux des réseaux, en se basant sur la centralité d’intermédiarité des 
utilisateurs et sur le nombre d’utilisateurs transmettant effectivement les messages émis. 
4.5 Vers une valorisation des mégadonnées dans l’industrie financière 
La dernière partie de ce mémoire propose des pistes afin de maximiser le potentiel des données 
massives pour l’industrie financière. De quelle manière profiter de cette révolution technologique 
que constituent les mégadonnées ? 
Pour l’investisseur, il est essentiel de ne pas tomber dans le piège naïf qui consiste à ne prendre 
en compte que les messages publiés sur Twitter. Tout d’abord, la parole de certains utilisateurs 
occupe une place disproportionnée par rapport à leur apport réel d’information objective (chapitre 
4). De plus, les compagnies inscrites en bourse ne sont pas discutées avec la même ampleur sur 
Twitter. Par une mauvaise méthodologie et en se concentrant sur quelques compagnies, il est facile 
de retomber dans une spirale de comportements moutonniers. De plus, le but de ce mémoire a été 
de montrer que les comportements moutonniers peuvent être anticipés, exprimés à travers les 
médias sociaux. Un investisseur se doit donc de suivre l’ensemble des messages publiés sur la 
totalité des compagnies. Une analyse sémantique des messages émis complète l’information 
nécessaire pour traiter rapidement le volume important de messages publiés. Les résultats de 
l’analyse des médias sociaux doivent être incorporés aux modèles de gestion de risque déjà 
existant.  
Pour les compagnies cotées en bourse, leur réputation devient indéniablement l’actif le plus 
précieux (De Marcellis-Warin & Teodoresco, 2012). Écouter ce qui se dit sur soi-même doit 
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devenir une pratique courante au sein des compagnies, car une rumeur, même infondée, peut être 
dommageable à long terme sur le cours de bourse. Il est nécessaire aussi d’assurer une présence 
numérique et sociale à travers les comptes Facebook et Twitter (et d’autres), puis de dédier des 
ressources afin d’alimenter en contenu ces représentations numériques des compagnies. Peu de 
compagnies communiquent sur leurs performances boursières ni même ne répondent aux messages 
publiés, pratique qu’il faudrait (re)penser dans un univers de plus en plus connecté. Si des modèles 
d’investissements sont basés sur les messages décrivant les compagnies, alors ces compagnies 
auraient avantage à communiquer de manière assidue. 
Pour les organismes régulateurs, identifier les nœuds principaux des réseaux afin de soulever les 
faiblesses potentielles deviendra un objectif à l’avenir. En effet, si 140 caractères constituent un 
tweet, lorsqu’émis par une personne médiatique l’impact peut être désastreux sur les compagnies. 
Le tweet falsifié de l’Associated Press en est un parfait exemple. À l’inverse, les prises de position 
de l’investisseur Carl Icahn sont amplifiées par l’effet des médias sociaux. Lorsque ce dernier 
acquiert des parts de la compagnie Apple et envoie un tweet confirmant cet achat, les actions 
passent de 475$ à 494$. Un tel impact peut avoir un effet dévastateur sur une compagnie, 
notamment lorsque les décisions stratégiques sont remises en cause, et ce en seulement 140 
caractères. Cette pratique d’identifier certains nœuds sensibles du réseau peut entrer en 
contradiction avec la liberté régnant sur les marchés, mais peut aussi éviter de regrettables 
débordements. 
Pour les compagnies d’informations financières, prendre en compte les médias sociaux. 
Proposer aux clients (individuels ou institutionnels) des outils d’aide à la décision interprétant 
efficacement les mégadonnées, simples d’utilisation et incorporer dans les modèles d’évaluation 
de risque, constitue la prochaine étape pour maximiser le potentiel des mégadonnées. 
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CONCLUSION 
La valorisation des mégadonnées apparaît comme un véritable défi pour la finance, et constitue 
une source d’opportunités sans précédent. Comportements moutonniers, rumeurs, données 
massives, instantanéité de l’information, stratégies d’investissements… tous les ingrédients sont 
réunis pour offrir de nouveaux outils venant compléter un arsenal financier déjà ultraperformant. 
Ce mémoire s’insère dans un contexte où la recherche scientifique en finance est en (r)évolution. 
La finance comportementale souligne les faiblesses du postulat de Fama, et les hypothèses de bases 
du modèle théorique mis au point par Markowitz sont dans la pratique réfutées par le comportement 
des investisseurs. Les apports technologiques d’Internet et la puissance de calcul performante et 
abordable font en sorte que de nouvelles approches voient le jour. Parmi celles-ci, l’utilisation des 
média sociaux occupe une place de plus en plus importante dans la littérature scientifique.  
Nous avons décidé de ne pas opter pour des techniques d’apprentissage automatique au profit d’une 
méthodologie économétrique encore peu employée à travers les travaux de recherche. Ce mémoire 
s’est donc penché sur l’étude en détails de l’impact financier des messages publiés sur Twitter.  
Au premier chapitre, nous avons souligné les travaux effectués en finance utilisant Internet comme 
source principale de données (moteurs de recherche, forums Internet et médias sociaux). Nous 
avons présenté trois techniques pouvant être utilisées pour la structuration des mégadonnées 
(informatique, physique et financière). Ce chapitre s’est conclu sur les opportunités offertes par 
l’utilisation de ce nouveau type de données, notamment en termes de mise en place de stratégies 
d’investissement. 
Au chapitre deux, nous avons étudié en détail deux types de rendements, les rendements journaliers 
et les rendements nocturnes, puis nous avons obtenus deux tableaux de bord permettant de 
maximiser les opportunités de gain suivant le type d’industrie étudié et suivant le jour de la semaine 
considéré. 
Le chapitre trois résume deux autres types de rendements, les rendements anormaux et la variation 
des volumes d’actions échangées. Nous avons étudié l’impact des rapports annuels sur les quatre 
rendements abordés, puis nous avons esquissé une stratégie d’investissements potentielle. 
Finalement, ce chapitre s’est conclu sur une série de recommandations auprès des différents acteurs 
des marchés financiers. 
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Le dernier chapitre a pris une trajectoire différente en se concentrant sur le contenu des messages 
financiers publiés, et surtout sur les interactions entre les utilisateurs. Il apparait que sur les 30000 
messages financiers publiés quotidiennement, une fraction de compagnies capte l’ensemble des 
messages. De plus, une fraction d’utilisateurs volubiles occupe l’espace numérique. Néanmoins, 
une approche par cartographie de réseau permet de contourner ces biais de sélection en identifiant 
les nœuds centraux, et par conséquent les personnes dont les messages émis auront le plus grand 
impact. 
Des trois hypothèses de départ, nous pouvons en déduire les observations suivantes : 
 Hypothèse 1 confirmée dans le cas des rendements journaliers, non confirmée dans le cas 
des rendements nocturnes. Les variables IndiceTicker et IndiceName impactent 
différemment les rendements étudiés à travers ce mémoire. 
 Hypothèse 2 confirmée. Les tableaux de bord peuvent servir d’outils d’aide à la décision 
en vue de maximiser les opportunités de gain des investisseurs. 
 Hypothèse 3 confirmée. Une approche utilisant les réseaux d’utilisateur permet de mettre 
en valeur les nœuds sensibles d’un réseau, une mesure plus fiable que celles impliquant le 
nombre de followers ou le nombre de messages publiés. 
Toutefois, plusieurs limitations sont inhérentes à notre étude. En premier lieu, le faible R2 de nos 
simulations montre que les rendements boursiers sont dans l’absolu peu influencés par les messages 
publiés sur Twitter. Néanmoins, la compréhension des mécanismes entre médias sociaux et finance 
apporte un complément d’information pouvant faire la différence lorsqu’incorporée dans les 
modèles d’évaluation des risques actuellement utilisés. La seconde limitation que nous notons 
concerne notre échantillon, constitué de 71 compagnies. Nous n’avons étudié que l’impact sur les 
compagnies les plus discutées sur Twitter (possédant en moyenne 30 messages pas jour). 
Finalement, la stratégie d’investissement que nous proposons reste simple et pourrait être raffinée 
afin de prendre en compte les éléments traditionnels des stratégies d’investissements. 
Sans constituer une recette miracle à suivre, la contribution majeure de cette étude réside avant tout 
dans son caractère méthodologique. Les techniques économétriques mises en avant ont permis 
d’appréhender rationnellement les médias sociaux dans un cadre financier. Une des forces de cette 
approche est la possibilité de modifier et d’adapter les points focaux des modèles (journée du mardi 
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et secteur des technologies de l’information au cours de cette étude). Ainsi, craindre que de tels 
résultats ne deviennent obsolètes par leur adoption de la part d’autres acteurs de la finance n’est 
plus un risque, mais plutôt une donnée supplémentaire à prendre en compte pour modéliser les 
comportements.  
Afin de compléter cette étude et pour répondre aux limitations mentionnées, plusieurs pistes de 
recherche sont possibles. Tout d’abord, agrandir l’échantillon de compagnies à l’ensemble du 
S&P500, ou du moins refaire cette étude avec des compagnies peu discutées sur Twitter. La 
compréhension de ces mécanismes apporterait un supplément d’information déterminant pour les 
compagnies ne se trouvant pas sur le devant la scène médiatique. Ensuite, prendre en compte la 
notion de bris structurel dans les données des médias sociaux. Si après modélisation les compagnies 
adoptent un comportement différent sur les médias sociaux,  alors les modèles prédictifs 
deviendront obsolètes et doit être actualisés. Finalement, il serait intéressant de se pencher sur 
d’autres marchés, notamment en Europe, ou de manière plus ambitieuse en Chine avec l’utilisation 
de Weibo. 
 
L’investisseur 2.0 (ou 3.0) devra prendre en compte les médias sociaux, c’est indéniable. La 
valorisation de l’information par le PRISM des mégadonnées changera le visage de la finance, et 
cette nouvelle ressource, ce nouvel or noir numérique, l’or-bits, constituera l’innovation radicale 
de processus du début du XXIè siècle. 
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ANNEXE A1 : LISTE DES REQUÊTES UTILISÉES POUR LES 
COMPAGNIES DU S&P500 
Tableau A.11 8 : liste des requêtes utilisées pour les compagnies du S&P500 
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ANNEXE B : RÉSULTATS DES MODÉLISATIONS POUR LES 
RENDEMENTS JOURNALIERS 
Tableau B.119: résultats des modèles MCO pour les valeurs absolues de rendements journaliers. 
*** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1. 
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Tableau B.220 : résultats des modèles MCO avec décalage temporel pour les valeurs absolues de 
rendements journaliers. *** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
  116 
 
 
Tableau B.321 : résultats des modèles MCO pour des valeurs positives de rendements journaliers. 
*** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
  117 
 
 
Tableau B.422 : résultats des modèles probit avec variables de contrôle pour les rendements 
journaliers. Les valeurs présentées correspondent aux effets marginaux des variables étudiées. 
*** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
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Tableau B.523 : résultats des modèles probit avec décalage temporel pour les rendements 
journaliers. Les valeurs présentées correspondent aux effets marginaux des variables étudiées. 
*** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
  119 
 
 
Tableau B.624 : résultats des modèles probit avec interaction de variables pour les rendements 
journaliers. Les valeurs présentées correspondent aux effets marginaux des variables étudiées. 
*** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
  120 
 
ANNEXE C : RÉSULTATS DES MODÉLISATIONS POUR LES 
RENDEMENTS NOCTURNES 
Tableau C.125 : résultats des modèles MCO pour les valeurs absolues de rendements nocturnes. *** 
p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
 




Tableau C.226 : résultats des modèles MCO avec décalage temporel pour les valeurs absolues de 
rendements nocturnes. *** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
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Tableau C.327 : résultats des modèles MCO pour des valeurs positives de rendements nocturnes. 
*** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
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Tableau C.428 : résultats des modèles probit avec variables de contrôle pour les rendements 
nocturnes. Les valeurs présentées correspondent aux effets marginaux des variables étudiées. *** 
p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
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Tableau C.529 : résultats des modèles probit avec décalage temporel pour les rendements 
nocturnes. Les valeurs présentées correspondent aux effets marginaux des variables étudiées. *** 
p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
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Tableau C.630 : résultats des modèles probit avec interaction de variables pour les rendements 
nocturnes. Les valeurs présentées correspondent aux effets marginaux des variables étudiées. *** 
p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
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ANNEXE D : VOLUME ET RENDEMENTS ANORMAUX : MODÈLES 
PROBIT 
Tableau D.132  : résultats des modèles probit avec interaction de variables pour les rendements 
concernant les volumes d'échange. Les valeurs présentées correspondent aux effets marginaux des 
variables étudiées. *** p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
  127 
 
Tableau D.231  : résultats des modèles probit avec interaction de variables pour les rendements 
anormaux. Les valeurs présentées correspondent aux effets marginaux des variables étudiées. *** 
p-value < 0,01 ; ** p-value < 0,05 ; * p-value < 0,1 
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ANNEXE E : IMPACT DES RAPPORTS TRIMESTRIELS : MODÈLES 
PROBIT 
Tableau E.132 : impact des rapports trimestriels sur les rendements journaliers. Les valeurs présentées 
correspondent aux effets marginaux des variables étudiées. *** p-value < 0,01 ; ** p-value < 0,05 
; * p-value < 0,1 
  129 
 
 
Tableau E.233 : impact des rapports trimestriels sur les rendements nocturnes. Les valeurs présentées 
correspondent aux effets marginaux des variables étudiées. *** p-value < 0,01 ; ** p-value < 0,05 
; * p-value < 0,1 
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Tableau E.33 4 : impact des rapports trimestriels sur les volumes d’échanges. Les valeurs présentées 
correspondent aux effets marginaux des variables étudiées. *** p-value < 0,01 ; ** p-value < 0,05 
; * p-value < 0,1 
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Tableau E.435 : impact des rapports trimestriels sur les rendements anormaux. Les valeurs présentées 
correspondent aux effets marginaux des variables étudiées. *** p-value < 0,01 ; ** p-value < 0,05 
; * p-value < 0,1 
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ANNEXE F – REQUÊTES UTILISÉES POUR L’ANALYSE DES TWEETS 
FINANCIERS 
Tableau F.136 : liste des requêtes utilisées correspondant aux 400 compagnies sélectionnées du 
S&P500 
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