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In \\'ired IP-based networks, the single biggest challenge in providing high qual-
ity real-time media is achieving a Quality of Service (QoS) consistent \'lith user 
expectations. In wireless networks, one of the principal additional factors af-
fecting QoS is the inherent service disruption during the handovers of mobile 
nodes. This research investigates the techniques used to improve the standard 
Ivlobile IP handover process and provide proactivity in network mobility manage-
ment. Numerous fast handover proposals in the literature have recently adopted 
a cross-layer approach to enhance movement detection functionality and make 
terminal mobility more seamless. Such fast handover protocols are dependent on 
an anticipated link-layer trigger or pre-trigger to perform pre-handover service es-
tablishment operations. This research identifies the practical difficulties involved 
in implementing this type of trigger and proposes an alteruative solution that in-
tegrates the concept of mobility prediction into a reactive fast handover scheme. 
A data-mining approach is used to predict a users network-layer mobility based 
on its previous mobility history. It is shown that the data-mining prediction algo-
rithm is simple, accurate and effective. The proposed scheme, called Prediction 
Assisted Fast handover protocol for Mobile IP or PA-F:rvIIP, enables the nodes' 
incoming packet stream to be tunneled to the predicted next access router during 
its link-layer handover. This essentially improves the seamlessness of the nodes' 
subnet transition by reducing the overall handover latency and packet loss. The 
work is evaluated through simulation to determine the accuracy capabilities of 
the prediction algorithm, as well as the achieved improvement in handover per-
formance when compared to Mobile IPv6, reactive FJ\HPv6, proactive FMIPv6 
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This section defines some of the commonly used terms and abbreviations that 
appear throughout this document. 
IG The first generation of analog mobile phone technologies, including AMPS, 
TACS and NMT. 
2G The second generation of wireless communication systems (including GSM, 
CDl\IA IS-95 and D-AMPS IS-136) using digital transmission and advanced 
control techniques to improve the performance of voice communications, 
provide special features and limited digital messaging capabilities, such as 
GSM. 
3G The third generation of mobile phone technologies covered by the ITU IMT-
2000 family. It allows greater bandwidth and opens the way to increased 
data-over- \vireless solutions. 
3GPP The 3rd Generation Partnership Project is a global collaboration between 
6 partners: ARIB, CWTS, ETSI, T1, TTA, and TTC. The group aims to 
develop a globally accepted 3rd-generation mobile system based on GSM. 
Access Point (AP) An entity that bridges information between the wireless 
medium and the distribution medium on behalf of its associated stations. 
Access points are only used in infrastructure wireless LANs. 
Access Router (AR) An IPv6 router on the the periphery of a network that 
provides mobility services to the visiting mobile nodes. 
Application Program Interface (API) A set ofroutines provided in libraries 
that extends a language's functionality. 
Binding The association of the home address of a mobile node with a care-of 
address for that mobile node, along with the remaining lifetime of that 
association. 
Binding Cache A cache of bindings for other nodes. This cache is maintained 
by home agents and correspondent nodes. The cache contains both "corre-











Care-of-Address (CoA) A temporary IP address assigned to a mobile node 
while it is visiting a foreign network. 
Corresponding Node (CN) Any network node that is communicating with 
the mobile node. 
Data Mining The process of analysing data to identify patterns, associations, 
significant structures or relationships, from information stored in a data 
repository or database. 
Foreign Link Any link other than the mobile node's home link. 
GPRS The General Packet Radio Services is a GSM Packet Based bearer for 
the delivery of data services. With GPRS charges are based on the amount 
of information downloaded rather than the duration of the connection. 
GSM The Global System for Mobile Communications is one of the leading dig-
ital cellular systems. It uses narrowband TDMA, which allows eight simul-
taneous calls on the same radio frequency. 
Home Agent (HA) An IPv4 or IPv6 router residing on a mobile node's home 
network. It forwards the mobile node's traffic to its current point of at-
tachement while it is away from its home network. 
IP Internet Protocol provides for the transmission of datagrams from a source 
to a destination. The source and destination are hosts identified by fixed-
length IP addresses. 
Link Entities that share a link are physically connected through a communica-
tion channel. These entities are able to communicate directly using a link 
layer protocol. 
Link-layer Address A link-layer identifier for an interface, such as IEEE 802 
addresses on Ethernet links. 
Mobile Node (MN) A network node that is able to communicate while moving 
through different networks. 
Movement Detection IP layer mechanism that allows a mobile node to detect 











QoS Quality of Service is the idea that transmission rates, error rates, and other 
characteristics of a communications network can be measured, improved, 
and, to some extent, guaranteed in advance. 
Signal-to-Noise Ratio (SNR) The difference in decibels between the received 
signal strength and the noise level. 
UMTS Universal Mobile Telecommunications Service, part of the IMT-2000 
initiative, is a 30 standard supporting a theoretical data throughput of up 
to 2 Mbps. 
VoIP Voice over IP is the two-way transmission of voice information over a 













1.1 Background Information 
A new generation of wireless computing devices is emerging. Technological devel-
opments have miniaturised digital hardware and brought about a wave of note-
books, handheld PDAs and data-ready cellular devices to satisfy the demand for 
increasing user mobility and pervasive communication needs. More and more 
users are communicating online through the Internet using Internet telephony 
and video conferencing applications. 
A significant percentage of the Internet now comprises of wireless access net-
works, allowing Internet users freedom from fixed desktop systems. However, the 
Internet is not tuned to allow mobility in the midst of data transfers because pro-
tocols used in the Internet are not conceived for devices that frequently change 
their point of attachment in the Internet topology. This poses a problem, as 
users expect to connect to the Internet from anywhere, at anytime and to remain 
permanently connected \vithout any disruption of service. 
The Internet Protocol (IP) was released in 1980s for the purpose of routing packe-
tised data bet\\'een fixed nodes attached to the Internet at static points. It serves 
as a network layer inter-networking protocol designed to function independently 
from underlying hardware, physical media or data-link technology. This permits 
heterogeneous networks such as ATM, Ethernet, etc. to inter-operate and route 
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Bluetooth, UMTS, CDMA2000 and GPRS. The convergence of fixed and wireless 
networks at the network layer is still the focus of current research. 
Support for network layer mobility was not catered for until the release of the 
l\lobile IP protocol 11]. Mobile IP is a mobility management protocol that allows 
a mobile node to migrate between wireless links of different IP networks, while 
keeping its mobility functionality transparent to the upper layers. This trans-
parency ensures the upper-layer sessions (e.g TCP) are maintained in spite of 
any network-layer change that may occur. 
Mobile Ip 1 adapts the standard IP routing mechanism such that a mobile node's 
traffic is forwarded to its current location as it moves between different networks. 
However, l\lobile IP suffers from serious performance drawbacks, specifically dur-
ing a handover. A handover is executed when a mobile node moves from one IP 
network / subnet to another. During a handover, a mobile node must reconfig-
ure its IP address, and the forwarding of the node's traffic must be adjusted to 
reflect ne\\' topological position. During this time, the node is temporarily 
disconnected from all IP networks, causing subsequent packets to be misrouted 
or dropped. The latency of a Mobile IP handover can therefore lead to serious 
performance degradation on upper-layer applications. It is the task of any mobil-
it.v management scheme to enable network applications to continuously operate 
at the required quality of service (QoS) throughout an IP handover. 
The type or class of application defines the level of disruption each can toler-
ate. Delay sensitive applications such as Voice Over IP (VoIP) require strict 
end-to-end latency and jitter boundaries to maintain an intelligible two-way con-
versation. TCP applications on the other hand, can tolerate and recover from 
handover latencies and packet loss, but at the expense of a decrease in overall 
data rate. There are a number of methods of optimising a IP handover, although 
the overall performance is limited by network conditions and topology. The Inter-
net Engineering Task Force (IETF) is at the forefront in this field with a number 
of active \vorking groups researching specific aspects related to IP mobility. The 
Mobile IP Handover Optimisation (MIPSHOP) working group has proposed a 
method of improving handover latencies by minimising the IP signalling proce-
dures in the i'vIobile IP protocol, called Fast HandoveTs faT Mobile IPvG (FMIPv6) 
[21. The FfvlIPv6 protocol defines the signalling procedure that enables a mobile 











node to send and receive data almost immediately after associating with a new 
link. 
FMIPv6, and other fast handover protocols rely on the timeous reception of cer-
tain link-layer event information to solve the problem of movement detection. 
Traditional movement detection mechanisms rely purely on periodic router ad-
vertisements. Studies have shown that a cross-layer approach has a significant 
performance advantage over traditional methods. For example, a link-layer event 
or "trigger" indicating that a handover is about to occur, gives the network layer 
sufficient time to proactively perform address negotiation and registration opera-
tions prior to the link change. Although there are implementation issues regard-
ing triggers, it is envisaged that future fast handover techniques will incorporate 
this type of inter-layer communication to minimise latencies and data loss, and 
provide seamless IP mobility. 
1.2 Problem Description 
The management of wireless connections in electronic computing devices is con-
trolled by the data-link layer of protocol stack. In most cases, the decision 
to choose one vvireless over another is based on signal strength or other 
radio parameters. This means that upper-layer protocols are forced to blindly 
react to the actions of the link-layer. Fast handover protocols such as FrvlIPv6 
(in proactive mode) require the underlying link layer to anticipate link changes, 
and subsequently notify the network layer (and higher layers) of this anticipation. 
This proactive link layer notification or pre-trigger is also expected to carry the 
link layer address of the base station that the node will handover to. This address 
is obtained by methods specific to the link technology. Consider this process in 
a common 802.11b enabled mobile node operating in infrastructure mode. A 
number of practical difficulties arises: 
• In order to scan for neighbouring access point (AP) beacons, the node must 
invoke the .MLlvIE-SCAN.request primitive [3]. This scanning procedure 
may hundreds of milliseconds to complete. Because the node is in 
infrastructure mode, it cannot send or receive packets on it own link during 











• The node may however schedule this scan for a time prior to any real-time 
traffic to minimise any interruption. If the interval between the scan and 
handover is too long, the set of discovered neighbours may become out of 
date. 
• A change in signal strengths through interferenee or fading may cause the 
link layer to hand over to an AP that was not neeessarily discovered by the 
earlier scan. The mobility charaeteristics of the mobile node are another 
variable in this scenario. 
The need to predict the mobility of a mobile user is justified with the following 
advantages: 
• Serviee providers may reserve sufficient resources at upcommg network 
points for the user, preventing possible call blocking. 
• The establishment of security associations or trust relationships usually in-
volves key distribution and lengthy authentication procedures. Performing 
these actions proactively may save time during network handovers. 
• QoS is an important aspect of IP networks. often have a service level 
agreements with the network provider, defining parameters such as header 
compression, and expected bit rate. Mobility prediction allows the transfer 
of this context / state information to the next wireless access point to occur 
prior to a link-layer handover. 
• \Vith the exception of cellular technologies like CDMA2000 and UMTS, 
most link layer handovers are break-before-make or hard handovers. Know-
ing the next point of attachment in advance allows a mobile node to decou-
ple the link-layer and network-layer handovers, and redireet or multi-east 
packet streams to the new location. This softens the effect of link switehing 
delay and reduces packet loss. 
The number of benefits of proaetive service establishment and the praetieal diffi-
culties of pre-triggers suggests that an alternative approach may be suitable here. 











occurs (reacts) immediately after the link change. The inherent problem of this 
type of handover is that they are more prone to higher latencies and packet loss 
than proactive ones, and are not eligible for the benefits listed above. It is plau-
sible then, if a separate mechanism was able to predict the mobility of a mobile 
node, then one could improve the performance of reactive handovers, to a degree 
that they rivalled proactive handovers. 
1.3 Thesis Objectives 
On ,vired IP-based networks, the single biggest challenge in providing high qual-
ity real-time media is achieving a Quality of Service (QoS) consistent with user 
expectations. In wireless networks, one of the principal additional factors af-
fecting QoS is minimising service disruption during handovers of mobile nodes. 
This study investigates the techniques used to improve the standard Mobile IP 
handover process and provide proactivity in network mobility management. In 
the literature, a number of fast handover protocols and Mobile IP optimisations 
are presented. These protocols aim to mitigate the factors that contribute to the 
overall handover latency and packet loss. This research aims to examine these 
factors and uncover the particular mechanisms required to perform fast handovers 
in both proactive and reactive hand over scenarios. In the past, mobile nodes had 
no means for performing pre-handover establishment operations such as 
address negotiation or horne registration. Numerous proposals in the literature 
have recently adopted a cross-layer approach to enhance movement detection 
functionality and make terminal mobility more seamless. 
This thesis investigates the fundamental issues surrounding link-layer triggers 
and their use in fast handover protocols. The diversity of link-layer technologies 
and the lack of a standard trigger model creates a number of practical challenges 
related to the implementation of fast handover protocols such as FJVIIPv6. 
Mobility prediction in mobile users can be achieved through a number of means. 
The work in this thesis introduces and explores the viability of using a mobile 
user's mobility history to determine their future locations. There are many tech-
niques and algorithms that may be used to analyse this data, the most significant 











of mobility prediction involves the use of data mining algorithms. This research 
aims to determine the suitability of this prediction algorithm when integrated 
into a reactive type fast handover scheme. 
Using a simulation framework, the proposed prediction assisted fast handover 
protocol is evaluated in a number of experiments. Fl\HPv6 and Simultaneous 
Bindings [4] are used as a benchmark for the comparison of results. As with 
most fast hand over systems, the forwarding / multicasting of data is used to 
reduce packet loss for a smoother handover. Indeed, this results in a network 
bandwidth overhead. The analysis of performance results weighs the performance 
improvement against the cost of overhead in a number of application scenarios. 
1.4 Scope and Limitations 
Several limitations have been set to reduce the scope of this study. J'vlobility func-
tionality can be implemented on many layers of the network protocol stack. This 
work investigates cross-layer communication between the link-layer and network-
layer. The exact link-layer mobility control mechanisms depends on the type 
of wireless access technology in question, thus any analysis of specific link-layer 
connection procedures are out of the scope of this \vork. This includes wireless 
issues such as dynamic rate scaling in 802.11 networks and other capacity related 
issues for wireless networks. 
\Ve do not attempt to reduce the link-switching delay of a handover or generalise 
an equation or heuristic for the optimal timing of a pre-trigger. The scope is also 
limited to infrastructure based networks, and does not consider ad-hoc networks. 
One of the factors responsible for latency during handover is long round trip 
delays in the communication path. This thesis does not attempt to mitigate this 
problem as done in Hierarchical Mobile IP and other schemes. 
The advantage of multicast over unicast is acknowledged for certain applications, 
for simplicity however the only transmission method used in the evaluation of 
this work is unicast. Also, the fragmentation of large IP packets is common 
in the Internet. The evaluation procedure in this work does not consider the 
effects this type of packet size changes. The evaluation also only considers data 











one party in a VoIP conversation is speaking at a time, and that a handover will 
only affect one party's traffic [5J. This is true for most streaming content such as 
Video On Demand (VoD) , IPTV, and digital radio. However in the case of video 
conferencing applications, the source application would have to manage or buffer 
the outgoing data during each handover. This is an application buffering issue 
and is out of the scope of this study. 
The field of movement prediction is very broad. A full analysis of all the available 
techniques, algorithms and mobility models is out of the scope of this work. 
This includes hardware dependent mobility tracking and prediction methods that 
involve CPS or radio sensing devices. 
Seamless mobility management schemes often rely on active buffering mecha-
nisms to reduce packet loss. Accurate buffering requires knowledge of the type 
of application being used a priori; for example, large buffers are suitable for 
large packet size (delay-tolerant) TCP streams but unsuitable for high data rate 
VoIP streams. Buffers, including jitter buffers are discussed in general, however 
a detailed investigation is out of the scope of this study. 
1.5 Thesis Outline 
The remaining sections of this document are structured as follows: 
• Chapter 2 introduces some basic and fundamental networking concepts and 
terminologies, It then reviews the standard IVlobile IFv6 protocol opera-
tion and its related handover issues. Special attention is then given to fast 
handover protocols and the link-layer trigger mechanisms. Link-layer and 
network-layer mobility issues are discussed in detail before the concept of 
mobility prediction is introduced. The different mobility prediction tech-
niques in the literature are then reviewed, including schemes that utilise 
prediction to improve handover performance, 
• Chapter 3 is separated into tvlO main sections that make up the crux of 
this thesis. Firstly, the concept of data mining is introduced and the de-
tails of how it is used as the basis for the prediction algorithm are given. 











part of this chapter explains the exact signalling procedures involved in the 
mobility prediction assisted fast hand over proposal (PA-FMIP). A simple 
example is given illustrating the PA-FMIP operation. 
• Chapter 4 describes the evaluation platform used in this research. The 
design of the network topology and mobility details needed to adequately 
evaluate the proposed work in a real-\'.'Orld environment are described. It 
details exactly how the algorithms and theoretical handover protocols de-
scribed in chapter 3 are implemented. 
• Chapter 5 describes the tests performed for the quantitative evaluation. 
The results of each component of the proposed scheme are analysed and 
compared to suitable benchmark schemes. 
• Chapter 6 presents a set of conclusions that were drawn up from these 
evaluations. This chapter also contains concluding remarks on several issues 
raised in preceding chapters. Recommendations are then given for future 













This chapter provides a detailed overview and review of the literature pertaining 
to IP based networking and mobility issues in the Internet and mobile communi-
cation net\\'orks. It also provides the foundation for future chapters, and identifies 
the origins and objectives of this research. Section 2.1 begins by introducing the 
reader to basic network concepts and terminology. 
2 .1 Networking basics 
Network architectures usually incorporate a number of inter-networking technolo-
To manage the inter-working complexities of heterogeneous networks and 
protocols, the functionalities of each technology and protocol are grouped accord-
ing to the Open Systems Interconnect (OSI) model. As shown in Figure 2.1, the 
OSI model is a layered logical network model that is used to simplify the design 
of individual network technologies. It describes a hierarchical networking proto-
col stack where the details of a given layer are abstracted to upper layers. This 
structure allows the complexities associated with transmitting information over a 
net\vork to be localised at specific layers. The OSI model allows implementations 
of specific layers to be changed without having to replace the entire stack. 
A mobile node typically has two points of attachment to a wireless network: A 
Base Station (BS) and an Access Router (AR). A base station is a link-layer 











7. Application Layer 
6. Presentation Layer 
5. Session Layer 
4. Transport Layer 
3. Nt:twork Layer 
2. Data Link Layer 
1. Physical Layer 
Figure 2.1: OS1 Net"\vork l\lodel. 
Depending on the nature and purpose of the wireless network, base stations are 
usually strategically positioned to maximise the total coverage area. \Vireless 
net\vorks have a number of fundamentally different characteristics than wired 
networks. viz., 
• low bandwidth: Due to the limits on the physical layer design and trans-
mission medium. 
• high link error rate : This is a result of the nature of the transmission 
medium. Attenuation of the signal-noise ratio (SNR) with distance, inter-
symbol interference, the Doppler shift and multi path fading are common 
causes of bit errors in wireless links. 
• mobility of end hosts resulting in handovers : Besides blackouts 
whereby the mobile host loses connectivity with a base station, a handover 
to a new base station is a process that may cause a perceptible interruption 
in the host's connection causing a number of packets to be dropped. 
An access router is the edge router in the wireless IP access network that provides 
routing services for one or more base stations. Figure 2.2 illustrates a simple 
reference topology of two separate IP subnets. Each subnet consists of one access 
router serving two base stations. A mobile node traversing path 1 is forced to 











process is called a layer 2 or link-layer handover and does not involve ARl or 
any IP signalling. As the mobile node traverses path 2 it undergoes a link-layer 
hand over from BS2 to BS3 . Since it is now attached to a different subnet it must 
perform a network-layer handover from ARl to AR2 . A network-layer handover 
is the process of negotiating a new IP address from the new AR and adjusting 





Figure 2.2: Intra-subnet and inter-subnet mobility. 
Figure 2.2 also illustrates the paradigm of fixed-mobile convergence. Here, the 
technology of wired networks meets the wireless network at the edge of the In-
ternet. Comparing wired and wireless systems, it is clear that they have very 
different characteristics. Traditionally wired protocol, services and applications 
now have to handle link errors, ba.ndwidth bottleneck, a.nd also have to support 
mobility on a number of layers of the network stack. Application layer mobility 
for example, may be managed by the Session Initiation Protocol (SIP). The focus 
of this work however only involves aspects of link-layer mobility and network-layer 
mobility. 
2.2 Link-layer Mobility 
Link-layer mobility is presented in a number wireless technologies and standards. 











services. They can also be divided into two logical groups: Cellular and Non-
Cellular access technologies. 
2.2.1 Cellular access technologies 
The most common example of link-layer mobility present today is perhaps the 
GSM cellular network. GSM is the most frequently used cellular telephony stan-
dard in the world, with over 670 GSM mobile operators serving in more than 
200 countries [6]. rvlobile phones are served by a network of base stations. All 
link-layer connections and hence handovers are network initiated and controlled 
in order to manage network resources. vVith additional infrastructure, a new 
General Packet Radio Service (GPRS) was introduced on top of GSM in the late 
1990s. GPRS offers packet-switched wireless data services for the mobile user at 
a data rate up to approx 40kbps. 
3G wireless networking standards such as UMTS (3GPP) and CDMA2000 (3GPP2) 
are CDMA based allowing an end user to simultaneously communicate with old 
and new base stations, permitting soft handovers to take place. An important 
property of soft handovers is a handover latency of zero. 
2.2.2 Non-Cellular access technologies 
In 1990, the Institute of Electrical and Electronic Engineers (IEEE) established 
a committee with the main goal of developing a standard for wireless LANs [7]. 
To this end, the IEEE 802.11 or Wireless LAN (\VLAN) standard was approved 
in 1997, defining hvo different data rates: 1 and 2:\lbps, operating at 2.4GHz. 
The evolution of data rates continued with the release of additional standards in 
the 802.11 family: 802.11a/b/g offering up to 54Mbps, while 802.11n offers over 
100Mbps. 
\VLAN technology enables users to establish wireless connections within a re-
stricted area, and also replaces the need for physical cabling in networks. Thus 
the main use for \VLAN is providing portable computing devices with wireless 
access to corporate or domestic LANs, including University campuses, airports 












The 802.16 CWiMax [81) family offers broadband wireless access covering distances 
of up to 8km, while 802.15 (Zigbee, UvVB) offers low data rate, 1m',' power wireless 
personal area network access to mobile computing devices. 
As can be seen, there are a number of link layer standards available, each with 
differing wireless properties. In handover scenarios, link layers often have to per-
form lengthy scanning, association and authentication procedures depending on 
the type of access network. Link layer handovers can range from tens to hun-
dreds of milliseconds, even higher when considering inter-technology or vertical 
handovers. Therefore, when combined with a network-layer handover (in the case 
of a sub net change), this latency effects the overall period of service disruption 
experienced by the mobile user. 
The issue of detecting an actual link change or "movement detection" is the main 
focus of the IETF DJ'\A 1 working group. Traditional techniques rely on network-
layer indications such as a change in the advertised router prefixes. Generally, the 
reliance on such indications does not yield rapid detection, since these indications 
are not readily available upon a node changing its point of attachment. ~lobile 
IPv6 Router Advertisements are typically broadcast with periodic intervals be-
tween 50ms and 5 seconds. This means that a mobile node is only able to detect 
a subnet change once it receives a new advertisements on its link. Furthermore, 
the bandwidth consumed by the frequent broadcast of these advertisements can 
be substantial for multiple access routers. Figure 2.3 illustrates the wasted band-
width for a single access router. It is observed that the resources wasted at low 
broadcast rates are negligible but grow exponentially for shorter intervals. Most 
important issue here is the advertisement interval itself, and how it hinders the 
performance of fast handover schemes. 
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Figure 2.3: IPv6 Router advertisement bandwidth usage for different broadeast 
intervals. 
IP mobility protocols rely heavily on timeous movement detection to maintain a 
suitable QoS level. 
2.2.3 Link-layer triggers 
This section first introduces the concept of link-layer triggers and then reviews 
the details of their use in mobile communication systems and protocols. 
Link-layer trigger: A link-layer trigger is defined as an abstraction of a no-
tification from the link-layer that a certain event has happened, or is about to 
happen. 
Changes to the underlying link-layer connection status can be relayed to IP in the 
form of triggers. Such triggers provide information about certain events which 
ean help the network and higher layers better streamline their handover related 
activities 19J. These "hints" or triggers are a cross layer form of communication 
that have been quickly adopted as a means for fast movement detection instead 
of the router advertisement method. 
Although the use of cross layer communication of this nature seems relatively 
new, the Hayes AT command set is one example that has been in use for many 
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Figure 2.4: Link layer triggers in the OSI model. 
GSl\!I / GPRS / Bluetooth, enabling the management and control of radio or 
modem capabilities by an upper layer application or host. The AT command set 
is a standardised protocol built into these systems, where as link-layer triggers are 
not defined nor standardised into a protocol or API. Although seemingly similar, 
link-layer triggers are still in their infancy in terms of unification and use, and 
are a very popular topic in the literature called cross-layer design. A number of 
vvorking groups have released preliminary technical drafts outlining similar link-
layer trigger models. Before these models are discussed, it would be important 
to describe the basic underlying link-layer requirements for optimal performance, 
as generalised by the IETF in [2]: 
• Link Up (LU) trigger: This is an indication that a new link-layer con-
nection has been established and IP may send and receive packets. 
• Link Down (LD) trigger: A link down trigger is an indication that 
the current wireless link has been disconnected. Both the LU and LD 
triggers replace the need for conventional movement detection mechanisms. 
Normally, triggers are delivered to co-located upper layers via an internal 
mechanism or interface. For devices operating separately, such as a base 
station and an access router, a transport mechanism is needed to convey 
L2 trigger information between the two nodes. The Link-Layer Trigger 
Protocol [10] is one example. It is a UDP based client-server protocol to 
transport L2 event information from access devices/points to other IP nodes 
such as mobile hosts and access routers. 
• Link Pre-Trigger: This trigger indicates the completion of a scan2 pro-











cess to discover any available access points. The execution of such a scan 
is usually at the instant at which the current AP's signal-to-noise ratio 
(SNR) falls below a certain threshold level. For a device travelling at 
constant speed, the point at which a link change will occur is determin-
istic. However, radio signal fluctuations and interferences are variables 
in this theory and may cause timing problems, affecting the performance 
and execution of the dependent protocol. In 802.11 networks for exam-
ple, a pre-trigger (see Figure 2.5) would fire at time Tl when SNR(APd 
crossed a threshold value SNRthresh. A link-layer switch would occur at 
approximately T2 where the difference between the two SNR values is large 
enough, or SNR(AP2);?SNR(APd + 6. The resulting period T2-Tl is there-
fore subject to variations in the node's velocity and possible signal fading 
or interference. 
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Figure 2.5: Illustration of SNR change as node moves between two IEEE 802.11 
access points. 
The IEEE 802.21 working group released a proposal for a generalised trigger 
model aimed at supporting link-layer triggers in IEEE 802 networks. This model 
defines a set of events and commands that upper-layer mobility protocols can 
read or issue to synchronise their handover related activities with the link layer. 
These generic triggers include: Link Up, Link Down, Link Going Down, Link 











Quality AP Available [9]. A full description of this model is available in Appendix 
A. 
The IETF MIPSHOP working group has released informational RFCs describing 
how to implement FMIPv6 in 802.11 [3], 802.16e [11] and CDMA (3C) [12] access 
technologies. This is an important step in the deployment of Fl'vIIPv6 in to areas 
that standard Mobile IPv6 is not suitable for. 
The IEEE 802.21 working group also published a draft for a tvledia Independent 
Handover (1HH) service to support seamless handovers betv;een heterogeneous 
networks [13]. This document describes an architecture which specifies a layer 
2.5 to reside above the link-layer in the OSI protocol stack. L2.5 aims to provide 
an additional link-layer abstraction to support triggers from any type of link-
layer. The MIH service would significantly simplify handovers between IEEE 802 
type networks and cellular 3CPP /3CPP2 networks. Similar work is presented 
by Collum et al. [14] proposes a unified API called a Universal Link Layer 
API (ULLA) to solve the complexities related to the interoperability of multiple 
wireless interfaces and standards. ULLA however is still in the research phase. 
2.3 Network-layer Mobility 
In this section, the basic operation of Mobile IPv6 is introduced and the factors 
influencing its performance are discussed. Thereafter, l'v'lobile IPv6 extensions 
and other significant network-layer mobility schemes proposed in the literature 
are introduced and reviewed. 
2.3.1 Mobile IPv6 
1Iobile IPv6, the successor to Mobile IPv4, is a network-layer mobility manage-
ment protocol which allows nodes to remain reachable while migrating through 
different IP subnets in the Internet. It is designed to operate alongside existing 
network layer entities and be fully compatible with existing IP end-systems and 
routers, requiring no mobility enhancements to protocol stacks. tvlobility support 
in IPv6 is particularly important, as mobile computers are likely to account for 











The central element that supports IP mobility in this protocol is the allo~ation 
of more than one IP address to a mobile node. A MN is assigned a primary 
IP address called a home address, which is essentially the 1\[\'s identity on the 
network. It is also used to define upper layer connections such as TCP. vVhen 
a node moves to a foreign network, it is allocated a second globally-routable IP 
address, called a care-of-address (CoA) which is valid on the visited network. 
The CoA represents the MN's current network point of attachment and reflects 
its topological position in the foreign network. The CoA is thus a transient 
address, changing as the :\1N traverses through different foreign networks. The 
I\IN can acquire its care-of address through conventional IPv6 mechanisms, such 
as stateless or stateful auto-configuration. Stateless address auto-configuration 
involves the MN appending its 64-bit interface identifier to the foreign link's 64-
bit prefix. Duplicate address detection (DAD) is performed by the AR in the 
new network during the auto-configuration process to verify the uniqueness of 
the CoA. DAD however, may take up to 1 second to complete without suitable 
optimisations. 
As long as the MN stays in its current location, packets addressed to its care-
of address will be routed to the MN. The association bet\veen a MN's home 
address and care-of address is known as a binding. \Vhile away from home, a 
node registers its primary care-of address with a router or home agent (HA) on 
its home link. This process is called home registration. The fvIN performs this 
registration by sending a Binding Update (BU) message to the home agent. The 
home agent thereafter uses proxy Neighbour Discovery to intercept any IPv6 
packets addressed to the mobile node's home address on the home link, and 
tunnels each intercepted packet to the mobile node's primary CoA. The round 
trip time (RTT) between the MN and its home agent accounts for a substantial 
part of the overall Mobile IPv6 handover latency. Home registration takes at 
least 2 x RTT to complete. 
Thus the particular area of focus of this section is when a M."\ moves to another 
subnet, causing a Mobile IP handover to occur. The ability to immediately 
send packets from a new subnet link depends on the overall handover latency 
summarised by the following equation: 











Here, the handover latency comprises of h2 the link s\vitching delay, t/ocalJP the 
local IP address reconfiguration and movement detection delay, and t BU the total 
binding update delay. The following four performance metrics pertaining to a 
handover are of interest here: 
• Handover latency: This is usually defined as the total period of service 
disruption during a handover. 
• Packet loss: The total number of packets dropped or mis-routed during a 
handover. This metric is often proportional to the handover latency and 
packet arrival rate. 
• Jitter: This is the variance in arrival time of the received packet stream. 
• Overhead: The signalling used in a protocol and the routing of additional 
packets both contribute to bandwidth overheads and cost. 
The standard Mobile IPv6 protocol has been described as not suitable for real-
time protocols [2,3, 15, 161. Analytical studies of the .MIPv6 handover by Schmidt 
117] and by Costa /181 reveal that one of the major factors influencing the overall 
latency is the binding update procedure. As previously mentioned, the delay of 
such registration procedures is proportional to the RTT between the home and 
foreign networks. 
Real-time protocols and applications require stringent QoS parameters. One 
such parameter for VoIP is a handover latency (or maximum break in the packet 
stream) of less than 150ms, and packet jitter (delay variation) of less than 50ms. 
Transport protocols such as Tep, on the other hand, are more affected by packet 
loss. The literature is full of Mobile IP extensions and optimisations aimed at 
improving different areas affecting the performance of rvIobile IP in a number of 
environments. The most common and notably important areas of interest remain 
the design of a fast or seamless handover scheme. 
2.3.2 Fast Handovers for Mobile IPv6 
Koodli outlines the Fast Handovers for Mobile IPv6 (Fl\IIPv6) protocol in an 











and incorporates link-layer triggering to improve handover performance. The 
protocol is defined for two modes of operation depending on the type of han-
dover scenario the mobile node is involved in, namely: a "predictive3 handover" 
and a "reactive handover" scenario. This section describes the intricate protocol 
operation for each scenario. 
Proactive Handovers: 
The fast handover procedure consists of 3 mam phases: handover initiation, 
tunnel establishment and packet forwarding. For a proactive handover to occur, 
FJ'vIIPv6 states that a link-specific event needs to notify the network layer that 
a link-layer handover is imminent. As discussed before, a pre-trigger usually 
occurs when the current link's Sl\"R has crossed a certain threshold, prompting 
the underlying layer to scan for an access point with a better signal strength. The 
parameters contained in the trigger include the details of the newly discovered 
access point and access router. This trigger is delivered to the network-layer a 
period of time (see figure 2.6) before the link switch. This marks the 
beginning of the handover initiation phase whereby the \IN transmits a Router 
Solicitation for Proxy (RtSolPr) message to the previous access router (pAR) 
indicating that it wishes to perform a fast handover to a new access point. The 
pAR then resolves the next access router's (nAR's) corresponding IP address 
from the link layer address contained in RtSolPr, and returns it together with 
any control information in a Proxy Router Advertisement (PrRtAdv) message. At 
this point, the MN constructs a new CoA (NCoA) out of its interface identifier 
and the nAR's sub net prefix. It subsequently uses this NCoA to send a Fast 
Binding Update (FBU) to the pAR. A Fast Binding Acknowledgement (FBack) 
is returned to the mobile node on both the pAR's and nAR's interface to indicate 
a successful binding. 
The tunnelling phase begins with the transmission of a Handover Initiate (HI) 
message that informs the nAR of the MN's intent to handover, and establishes 
a bi-directional tunnel between the two routers. The Handover Acknowledge 
(Hack) message indicates that the nAR accepts the NCoA. The reception of 
Hack also initiates the packet forwarding phase and hence the forwarding of the 























Figure 2.6: Proactive FMIPv6 handover timing diagram with bicasting. 
MN's data through the tunnel to the nAR. Packet forwarding allows the MN to 
continue to receive real-time services while it performs post-handover home and 
corresponding node registrations. It also smooths out the disruption caused by 
the link-switching delay. 
The timing of the pre-trigger is extremely important: If the pre-trigger occurs too 
soon, the proactive signalling would have completed and the forwarding of dat.a 
,,,,ould continue for longer than necessary, during which time t.he MN is unable to 
receive packets on its current link. Too late and the link-layer handover occurs 
unpronounced, preventing the FMIP signalling from completing. In this case all 
of the MN's packets would get dropped, and t.he node would have to fall back to 
a reactive handover. In practice, configuring this trigger timing is very difficult 
since the actual link-layer handover decision is controlled internally by the specific 
firmware. 
F~UPv6 recommends the use of Link-Up and Link-Down triggers when available 
instead of the traditional router advertisement method. Immediately after the 
completion of a link-layer change, as indicated by a link-up trigger, the MN sends 
a Fast Neighbour Advertisement (FNA) to announce its presence to the nAfL 
This prompts the nAR to deliver any buffered or incoming packets to the MN. 
The advantage of this is that the Ml\' is now able to receive packets which have 












Reactive handovers differ from proactive handovers, as the FBU message is trans-
mitted after the link change has occurred. Once the FBU is received by the nAR, 
it is forwarded to the pAR. The FBU /FBack messages establish the bi-directional 
tunnel used to forward packets from the pAR. 
This scenario is inherently subject to an increase in packet loss because of the 
unforeseen link-layer handover. A study by Schmidt [17] compares the perfor-
mance of reactive versus proactive FMIPv6 handovers. The study highlighted 
the relationship between packet loss and the distance between pAR and nAR. It 
was found that the packet loss rates of proactive hand overs was lower than the 
reactive case only if that distance (measured by transmission delay) was greater 
than 13ms. 
The buffering of incoming data packets at the pAR has been suggested to min-
imise packet loss. However, the implementation and configuration of buffers is a 
complicated issue which has an impact on jitter. For simplicity, buffers are kept 
out the the scope of this study. 
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Figure 2.7: Reactive FMIPv6 handover timing diagram. 
A number of factors may force a mobile node into a reactive handover scenario: 











• The MN has moved to an AR that is different to the proposed one. This may 
occur if the pre-handover scanning procedure is inaccurate, incomplete or 
has returned multiple target access point link layer addresses. It is possible 
that the MN has aborted the change altogether, however this may be solved 
at the link-layer itself. 
• The pAR is unable to resolve the target nAR's identity in a timely manner. 
• In the case of very frequent cell hopping, the node may not have sufficient 
time to execute a pre-trigger or the signalling that must occur before a link 
layer handover. This is common for nodes moving at high velocities such 
as vehicular ad-hoc networks, or mobile nodes moving in densely populated 
wireless overlay networks. Irregular / erroneous movement such as "ping-
pong" movement must also be considered. 
Reactive handovers is the default fall-back mode of operation for proactive FMIPv6. 
Given the number of factors that can cause a fall-back to occur, it seems only 
intuitive that it should performs adequately enough. Perkins and Koodli [191 
investigated the "context transfer" problem in FMIPv6 for both reactive and 
proactive scenarios. Context transfer / state relocation is a concept that has risen 
from research on mobility management, with the objective of complementing the 
handover procedure. As explained in [191, the transfer of context is actually 
managed by a context transfer protocol (such as CXTP), although part of the 
signalling or request for context may be included in HI / FBU messages. Ad-
ditional signalling also means additional round trip delays. Perkins and Koodli 
explored the problem of trying to achieve a seamless handover of a packetised 
VoIP stream that requires header compression. The size of the IPv6/CDP /RTP 
header \"ith Mobile IPv6 horne address option was approximately 150 bytes. It 
was estimated that this header compression context re-establishment would take 
approximately 400ms in a cellular type IP network. An alternative to this was 
proposed that involves the transfer of current context information from the pAR 
to the nAR during the handover. This alternative was tested for proactive and 
reacti ve handover scenarios. 
It was found that the proactive handover latency (\"ith context transfer) was less 
than lOOms, perfectly suitable for supporting real-time applications. The link-











that the overhead incurred by IP layer signalling overhead is very small. The 
reactive handover and context transfer, on the other hand, achieved a latency 
of approximately 77ms, including a 66.4ms link-switching delay. The context 
transfer only accounts for only 1.1ms, this is a 10.3% contribution to the IP 
signalling overhead. 
The main objective of these experiments was to investigate the effect of context 
transfer on the handover latency, thus the effects of packet loss and jitter ,vere 
ignored. It can be concluded that context transfer within FIvIIPv6 is indeed 
useful, especially for high data-rate multimedia applications. 
Context packets that included other types of context such as QoS policies, AAA 
profiles and security (encryption keys and IPSec state) information would cer-
tainly be larger in size, require more round trips times in terms of protocol inter-
actions at the nAR or home networks, and thus further impact the performance 
of fast handover schemes. Pagtiz et aJ. [201 argues that IP mobility management 
cannot rely on the reactivity of the upcoming visited network when real-time 
packet flows need to be guaranteed. Instead, they propose a scheme that sup-
ports the proactive management and distribution of a l\!IN's IP connectivity state 
well in advance of its handover transition. 
2.3.3 Simultaneous Bindings 
Simultaneous Bindings for Mobile IPv6 Fast Handovers addresses the "timing 
ambiguity" problem [41. In many wireless networks it is impossible to know in 
advance exactly when a mobile node will detach from its current wireless link. It 
is therefore not simple to determine the correct time to start forwarding between 
pAR and nAR. This timing ambiguity has an impact on how smooth the handover 
will be [4]. Simultaneous bindings proposes to mitigate this problem by bicasting 
or n-casting packets destined for the MN from the pAR to one or more potential 
nARs before the MN actually moves there. Choosing multiple destinations also 
compensates for a link-layer prediction error. Referring to Figure 2.6, one copy 
of the packets is sent to the MNs previous on-link CoA, and another copy to the 
N CoA. The MN is thus able to receive traffic independently of the exact link-layer 











Although this method drastically reduces packet loss and improves the overall 
smoothness of the handover, studies have shown that the n-casting of packet 
streams increases the handover latency [15J. Another issue is the increased prob-
ability of receiving duplicated packets. This is generally only a problem in TCP, 
as some TCP congestion avoidance schemes react negatively to the reception of 2 
or 3 duplicate acknowledgements. \Vireless TCP implementations such as TCP 
Eifel [211 and TCP Jersey [221 address this problem as well as the losses caused 
by noisy or congested wireless links. 
Further investigation on the effects of TCP-handover behaviour is pursued In 
later chapters. 
2.3.4 Seamless Handover 
Hsieh et al. [151 performs a comparison of five current fast handover techniques, 
including an original Seamless handover (S-MIP) proposal. He evaluates the 
performance of each handover4 scheme through simulation, and discusses their 
impact on end-to-end TCP applications. S-MIP shows the best results, however 
it requires a network entity called a Decision Engine to determine when and 
how the T\IN is to handover, depending on network conditions and movement 
patterns. These results highlight the importance of a seamless handover for TCP 
applications. Ignoring wireless / lossy link effects, a more seamless handover 
significantly improves the throughput of a file download session. 
2.3.5 NeighborCasting 
Shim et al. [16J proposes NeighborCasting, a pre-trigger .MIPv4 based low latency 
handover scheme. This scheme is similar to FMIPv6 hO'wever it does not assume 
that the link-layer technology can determine or predict the next AR. It therefore 
multicasts the Ml\'s incoming data streams to all of its neighbouring ARs during 
a handover. Performance results indeed show a lo\,;r latency handover but with 
significant overhead due to the multicasting. 
This "over-provisioning" approach may not be affordable in expensive or con-
densed networks. The trade-off between handover performance and the cost of 











network resources is evident in most seamless handover schemes due to their 
packet forwarding or multicasting. Mobility prediction would benefit Neighbor-
Casting by reducing the set of possible handover targets and thus the improve 
the network load. NeighborCasting is used for comparison in later chapters. 
2.4 Mobility Prediction 
Previous sections have discussed both link-layer and network-layer mobility is-
sues. This section introduces and reviews the literature pertaining to mobility 
prediction techniques. The different predictors are investigated and their uses in 
mobile communication systems are discussed. 
l"lobility prediction5 effectively facilitates pro-activity in mobile communications, 
allowing expensive operations to be performed prior to a link / subnet change. 
This has benefits for resource reservation, call admission control, network pre-
configuration, and security and header compression context transfer. A number of 
prediction techniques have been proposed in the literature. The most significant 
of these involve an analysis of the mobile user's prior movements, 10catioIls, or 
trajectories, or apply stochastic and topological information to a mobility modeL 
2.4.1 Pattern-matching 
Pattern-matching techniques constitute an important class of mobility prediction. 
This approach requires the visited locations (and often handover times) of mobile 
users to be recorded. This information is readily available to every network 
operator that supports roaming, however the mobile user itself may also record 
its O\vn movement. 
Lui and Maguire [23] are pioneers in this field through their Mobile Motion Predic-
tion (?\Il\lP) algorithms used to predict future locations of a mobile user according 
to the user's movement history patterns. This was one of the first of many tech-
niques in the literature used to proactively connect services at the new location 
before the user's arrivaL The l\UviP algorithms are based on the fact that human 
movement generally consists of regular and random movement. These algorithms 











use correlation analysis to match movement sequences in a movement database. 
The problem facing pattern-matching algorithms is that random behaviour, or 
new movement segments, increase the probability of a prediction miss. Results 
of this approach show that the MMP algorithm is highly accurate for regular 
movements but decreases linearly with increasing random movement. 
Song et. al 124] investigate two families of predictors, Order-k ~larkov predictors 
and LZ-based predictors. The accuracy of each of the location predictors is 
evaluated using a large set of real mobility data. This mobility data comprises 
of the sequence of \Vi-Fi access points frequented by more than 6000 users over 
a period of t\\'o years. It was found that the simple low-order Ylarkov predictors 
\'\'Drked well or better than the more complex compression-based (LZ) predictors, 
and better than the high-order Markov predictors. The 0(2) :Markov predictor 
obtained a median accuracy of about 72% for users with trace lengths of more 
than 1000 movements (cell crossings). It is also acknowledged by the authors 
that this result is based on the observations of over 2000 users and that for an 
individual user the outcome may be quite different. 
Yavas [251 proposes a novel data mining approach for the prediction of user 
movements in mobile environments. It involves a three stage prediction algo-
rithm based on the Apriori algorithm 126, 271 and a web-prefetching algorithm 
by Nanopoulos in [28, 291, to predict the mobility of a user travelling between 
the cells of a PCS (Personal Communication System) network. Simulation re-
sults reveal the optimal prediction parameters for the PCS topology. A moderate 
prediction accuracy was achieved, decreasing only minimally with an increase in 
random movement. The authors focus primarily on prediction recall and precision 
results, and make no practical use of the movement predictions. 
This approach by Yavas forms the basis for the proposal in this study. Data 
mining, the Aprior'i algorithm and its associated components will be discussed in 
detail in Chapter 3. 
2.4.2 Mobility tracking 
A more complex approach to mobility prediction involyes recording the position 










triangulation techniques or client-carried GPS devices. Levine et al. [30], for 
example, use the shadow cluster concept. Depending on the velocity of the user, 
its current base station determines a set of neighbouring cells that can be visited 
by the mobile user. The past residence history, call duration statistics, and 
direction of the user are all used to estimate handover probability at a future time 
from the current cell, for purposes of resource reservation and admission control. 
Similarly, Aljadha et al. [311 uses a direction-estimation based method to form 
a most likely cluster (NILC) of future cells. Shen et al. [32] uses a Recursive 
Least Square algorithm to predict the next cell using location inference obtained 
by fuzzy logic. Besides the disadvantage of being reliant on physical hardware, 
the accuracy of mobility prediction in all these models depends on how well the 
position, velocity, and acceleration are estimated. 
2.4.3 High level mapping 
High-Ieyel topological information derived from road and building maps that 
describe the distinguishing, designating or limiting properties of each cell, is used 
in many prediction schemes. Soh et al. [331 argues that road maps, which show 
road segments and their intersections, can help estimate the path of a caller in 
a vehicle and thus predict the time and place of the next handover. Rather 
than modelling the transitions between cells, they model the transitions between 
road segments. The road topology, positioning information and precise velocity 
estimates allow this scheme to predict the next most likely handover occurrences 
and efficiently reserve resources at the target base stations. 
Mishra et al.[34] describes a novel data structure called Neighbor Graphs which 
dynamically captures the topology of the wireless network as a means for pre-
positioning the mobile node's context information at the next (neighbouring) 
access points. This proactive context-caching scheme "vas shown to significantly 
improve the layer-2 handover latency in an 802.11 testbed by minimising the 
re-association delay. Pack et al. [351 suggests a similar scheme called Selective 
Neighbor Caching (SNC) also for 802.11 networks. SNC proactively propagates a 
mobile node's context to only selected neighbouring APs whose handover proba-
bilities are higher than a threshold value. This threshold value is set to minimise 












2.5 Mobility Prediction Based Fast Handover Ap-
proaches 
Several authors have specifically used mobility predictors to improve the network-
layer handover performance in wireless networks. 
Feng et. a1. [36] proposes a prediction scheme based on the MMP algorithms 
[23] that uses actual movement traces taken from the campus-wide 802.11b wire-
less network. Data streams are duplicated and forwarded to predicted subnets 
resulting in a network-layer handover latency that is close to a link-layer han-
dover. Results show a reduced handover latency and packet loss rate compared 
to .'\ eighborCasting. 
Van den \Vijngaert et al. [37J proposes a prediction mechanism that learns the 
mobility patterns of a mobile node according to an urban mobility model. The 
model attempts to capture realistic node movement in an urban environment, 
characterised by the MN's speed, direction, pause time and street coordinates. A 
weighted road selection process uses these parameters to predict the node's next 
hop, pre-emptively setting up tunnels and estimating tunnel activation times, 
consequently eliminating the need for a pre-trigger. This approach achieves 100% 
prediction accuraey only after 3000 seeonds of movement over a small Manhattan-
style street topology. 
IVIobility models play an important role in evaluating mobility prediction algo-
rithms as they define how a mobile entity physically moves over a topology. For 
example, a Random \Vaypoint Model will force a node to eontinuously ehoose 
random eoordinates and travel (linearly) to them at a certain speed, while a Re-
strieted Random vVaypoint Model [38] will restrict the random movement of the 
node to defined boundaries, say within the streets of a street map. 
2.5.1 Discussion 
In this chapter, work has been identified that is closely related to the topic of this 











is a current topic in the literature. The use of link-layer notifications in this 
regard has also been discussed; however, the difficulties of interoperability and 
implementation given the diversity of access technologies available, have also 
been highlighted. Standardising or unifying cross-layer communication has been 
suggested as a means to deprecate this issue. 
Mobility prediction is a broad field. In the context of mobile networks, it has 
certainly proven its applicability. Relying on external hardware to measure speed, 
direction or even signal strengths to predict movement may be effective, but is 
not always feasible. Using a node's own mobility history to determine its next 
hop is far more attractive. A number of prediction algorithms have taken this 
approach, using different techniques to determine regular patterns in the data. 
A data mining approach in the literature has shown to be remarkably simple 
compared to other schemes [25], and performs well even with an increase in 
random movement. The next chapter discusses in more detail the usc of a data 
mining approach as part of a prediction algorithm. Thereafter, the design of a 












Mobility Prediction Assisted Fast 
Handover Desig11 
3 .1 Introduction 
Chapter 1 discussed the benefits of mobility prediction to mobile communication 
networks. Chapter 2 reviewed the literature related to layer-2 and layer-3 mo-
bility and found a number of fast handover proposals that incorporated mobility 
prediction to improve their system performance. The mobility prediction tech-
niques themselves varied in their approach, complexity and accuracy. A simple 
and hardvvare-free approach involved detecting regular patterns from a mobile 
user's movement history. 
The \York presented in this thesis essentially comprises of two modular units, a 
data mining based approach to mobility prediction algorithm, and a fast han-
dover scheme. Together, these two units form the proposal that is central to this 
thesis, i.e. a Prediction Assisted Fast Handovers for Mobile IP (PA-FMIP). Later 
chapters thoroughly evaluate the performance of this proposal. This chapter be-
gins by detailing the specific aspects of data mining which form the basis of the 
mobility prediction algorithm. It is important that these details be explained so 











3.2 Data Mining based Mobility Prediction 
3.2.1 Data Mining 
Data .i\Iining can be defined as the process of analysing data to identify patterns, 
associations, significant structures or relationships from information stored in a 
data repository or database [251. 
Association Rule Mining (AR?vl) [26] is one of the most important and well re-
searched techniques of data mining. It aims to extract interesting correlations, 
frequent patterns or associations among sets of items in transactional databases. 
ARivI can be divided into two phases. In the first phase, all frequent itemsets are 
mined from the given data. The second phase consists of the generation of all 
frequent and confident association rules from the result of the first phase /391. 
Sequential pattern mining (SPM) /401, a special subset of Frequent Itemset .YIin-
ing (FIM), is the process of extracting sequential patterns from a transactional 
database or dataset /411. In SPM, the order of items in a database is always con-
sidered and used to determine the most frequently occurring sequential patterns. 
This type of data mining is used in business to study customer behaviour, in 
telecommunication networks to analyse system performance, stock market trend 
analysis and even in DNA sequencing. For the purposes of this mobility pre-
diction, SP.i\I is used instead of FIM since we are interested in the regularity of 
sequences within a user's mobility history. 
A common example of ARM is found on Amazon.com. "While browsing for a 
specific product, the site often displays information similar to "customers who 
bought this product also bought ... If This association makes no use of which 
product was bought first, however it implies that these products were bought 
during the same transaction (session). A good example of sequential pattern 
mining is found in a web pre-fetching algorithm by Nanopoulos /28, 29]. 
effectively predict the users' future web requests, users' access patterns are mined 
from the \\'eb logs of previous requests. These patterns are used for the prcfetching 
of web documents. 
l\Iost algorithms used for sequential pattern and association rule mining are all 
variations based on the Apriori Algorithm [26]. Each algorithm attempts to re-











pruning techniques so as to minimise computational time, space and memory [39]. 
The Apriori algorithm by Bodon [401, is a level wise algorithm and makes mUltiple 
passes over the data to discover large (frequent in terms of support) sequences. 
Support (introduced by Agrawal [26]) is defined on itemsets / sequences and gives 
the proportion that they are contained in the data. It is used as a measure of 
significance of an itemset. An itemset with a support greater than a set minimum 
support threshold is called a frequent or large itemset. Supports main feature is 
that it possesses the down-ward closure property (antimonotonicity) which means 
that all subsets of a frequent set are also frequent. The fact that no superset of a 
infrequent set can be frequent, prunes the search space in level-wise algorithms. 
In the Apriori algorithm the sequences (called candidates) range from LENGTH (1) 
to LENGTH (k). Supports for these candidates are counted at each pass of the 
algorithm. The largest candidates of LENGTH( k-l) are then used to determine 
the candidate set for LENGTH( k) during the next pass. This process repeats until 
no new large sequences are found. 
3.2.2 The Algorithm 
Before t.he design of t.he algorithm is discussed, it ,vould be important to re-
address some of the challenges facing mobility prediction. The objective of any 
prediction scheme is to achieve perfect accuracy. Hardware-based mobility track-
ing methods monitor the physical trajectory and behaviour of a mobile node 
while history-based methods only record the logical network transitions. In the 
latter case, the process of determining the next-hop location of a node may only 
be achieved with the record of its previous locations leading up to its current one. 
Radio properties introduce irregularities into a users mobility path. \Vith the ef-
fects of cell layout, cell bouncing and signal fading, a seemingly regular movement 
trajectory is observed to be irregular or random. Referring to Figure 3.1, the se-
quence of network cell changes is not as expected. This "noise" in the mobility 
history is overcome by data mining based predictors as they do not rely on exact 
sequence matching, but rather frequent sequences. Thus, as will be explained 
in more detail later, random entries in a node's mobility history are essentially 
filtered out. This is a significant proponent of these types of schemes. Mobility 














User's actuaJ path: 1,2,4 
User's mobility path: 1,2, I ,2,4 
Figure 3.1: An illustration of a users actual path differing from the network 
mobility path. 
physical terrain and the radio characteristics. As explained in Section 2.4.2, the 
shadow cluster compensates for erroneous predictions by selecting a set of sur-
rounding cells. Tracking and predicting the logical network-layer mobility rather 
than the actual mobility path may therefore be simpler and more effective. This 
approach also supports mobility prediction in heterogeneous and multi-domain 
overlay networks. 
The prediction algorithm begins by appending the identity id (say p) of the 
new access router (nAR) to a transactional database D following a successful 
handover. Consecutive ids in a transaction form a trajectory, and represent 
the movement between neighbouring cells in a network. The respective ARs 
may not necessarily be spatial neighbours or even routing neighbours; we de-
scribe them as handover neighbours. If the mobility history contains n entries, 
then Dn=Pl,P2,P3, ... ,Pn-l,Pn' The last of the comma deliminated entries in the 
database, Pn, identifies the node's current position on the network (see Table 
3.1). And for any 0 i < n, it also happens that Pi ::j:Pi/-l since entries are only 
recorded following a successful handover to a new subnet. D is also parsed into 
transactions. These transactions represent mobility sessions. After a threshold 
period of T seconds of active mobility, a new transaction is started. Thus after 
sufficient time, D contains a number of mobility transactions of varying length. 
The Apriori algorithm by Bodon 140J is applied to D with a minsupp value of 
say 10%. A set of the most frequent sequential patterns is outputted, ranked 











range from LENGTH(l) to LENGTH(k), i.e. C 
corresponding support value (supp) for each itemset here is greater than the 
minimum support threshold (minsupp) value of say 10%. This itemset-support 
tuple represents the sequence of handovers that the user has repeated a certain 
number of times. Thus any random items distributed within D are essentially 
filtered out as they do not earn enough support, granted the value of rninsupp is 
not too low. A value of minsupp that is too high would result in too few itemsets 
to be found, increasing the possibility of a prediction-miss. 
The next step in the prediction algorithm requires the generation of association 
rules from these sequential patterns. As the name says, association rule mining 
finds the association or relationship between a set of items in a transaction and 
forms a rule. The objective is to determine the probability of a single item 
in the itemset given a preceding sequence. The Apriori association rule mining 
algorithm is used here. For each transaction from the previous phase, a set of rules 
are generated. The term preceding the arrow is termed the head or consequent, 
while the term following the arrow is the tailor antecedent. The following set of 
rules are derived from the sequence C = Cl,C2,C3,,,.,Ck-l,Ck 
Cl > C2,C3, .. ·,Ck-l,Ck conh 
Cl,C2 > C3, ... ,Ck-l,Ck conh 
The result is that the ARM algorithm is a set of mobility rules [25]. Each rule 
is coupled with a confidence value (conj), which is the conditional probability of 
the term's support values [39]. The rules are then ranked in descending order of 
confidence. The minimum confidence of this set is limited by a pruning parameter 
minconJ which reduces the overall number of rules to be generated. The form of 
the mobility rules are generalised as R: r'1,T2,T3,"" 1,Tj Tj+l for 0 J k-
1. The number of items in the tail term is limited to one since we only wish to 
predict one hop into the future. The confidence of each rule R may be expressed 










Table 3.1: a) The structure of a mobility history or database. b) This table 
shows the typical output of the sequential pattern mining algorithm. c) A list of 
mobility rules that are generated by the Apriori association rule mining algorithm. 
d) The rules relevant to the current position are filtered out. e) List of the final 
predictions made by the algorithm. 
Database DI1 Frequent Pattems Supp, i Mobility Rules Co/((. 
L2,3,6,7 <2,3,6> w h~_=::3 95% 
2,3 <6,7> x 2,3=>6 92% 
6,7,8,1 <1,2,3> Y 6,7,8=>9 91% 
'" 
... ." ,.' ... 
.. ,p n.3,p n-2,p n-I,P n < .. ,c k_2'C k_['C k> >l11il1 "'pp .. ,r; _2,r; -lor} I) -I >min conI 
a) b) c) 
i Rules matchmg rj ~. p n tor p n - 2, 
Conf. 




1,2=>3 9YYo 1st Prediction 3 
2=>4 91% 2nd Prediction 4 
4,3,2=>1 90% 
... ... 












The final step in the algorithm searches the set of rules for items immediately 
before the arrow that match the condition Ij=Pn. These matching rules are 
related to the node's current position and are collected and ranked according to 
their confidence values. An online list of the current AR's handover neighbours is 
maintained by the I\;IN through the use of the Candidate Access Router Discovery 
(CARD) [421 protocol. 
Through a simple handover reporting mechanism, CARD facilitates network en-
tities to build and maintain a list (topology) of neighbouring ARs and their 
associated base stations. In IEEE 802.11 networks for example, a MN may de-
termine the AR-AP map for the wireless neighbourhood. CARD was originally 
developed to assist mobile hosts to choose the new access routers based on their 
capabilities and available resources. It is a lightweight protocol requiring the ex-
change of only two IC~,ilP messages: AR-A.R CARD Request and AR-AR CARD 
Reply. This is a useful tool for effecting seamless handovers, however it assumes 
the handover decision algorithm embedded within the MN is directly accessible. 
In this work, CARD is used to populate a set of all possible AR neighbours (N) 
surrounding the current AR. 
In the set of matching mobility rules, any rule with IJ+1 t/:: N is removed from 
the set. All that remains in the list are valid and confident mobility rules. The 
most confident 1j+1 value in the set is essentially the next-hop prediction and 
algorithm output. In practice, it is possible that more than one rule may have 
identical confidence values. This is a factor that affects the algorithms prediction 
accuracy. A simple tie-breaker, or additional means to differentiate the similar 
predictions may help, although there is still a probability that the tie-breaker is 
not accurate at all [241. This algorithm compensates for possible prediction error 
by introducing a user-defined parameter IV[, which is the number predictions that 
are outputted. Here, the M highest (most confident) Ij+1 values are selected as 
the mostly likely next hop predictions. M may range from 1 to max( N) or the 
maximum number of valid neighbours. The user may set this value depending 
on a required prediction accuracy or QoS agreement. 
The limitations of this prediction algorithm are that it requires an initial mobility 
history before any prediction can be made. This history also has to be related to 
the users current mobility scenario. That is, if a user is travelling from home to 











attachment points if this route has been previously traversed. This issue is sim-
ilar to the learning period that artificial intelligence algorithms require to make 
accurate decisions. 
3.3 Prediction Assisted Fast Handovers 
Handover latency is the primary cause of packet loss and performance degrada-
tion for mobile nodes, especially for end-to-end TCP [15]. The previous chapter 
discussed the differences between standard Mobile IPv6 and FMIPv6. It was 
shovm that the (proactive and reactive) FlVIIPv6 handover latency was not af-
fected by the round-trip-time (RTT) bet\\reen the home and visited networks, as 
is the case for Mobile IPv6. It is this RTT delay in all home and CN registra-
tions that hampers its performance in real-time applications. Proactive FMIPv6 
offers promising results but requires careful setup and configuration of trigger 
timings. Reactive FMIPv6 on the other hand, is the fall-back procedure for a 
failed proactive handover. It requires fewer signalling messages to complete but 
suffers from an inherent packet loss problem due to the unforeseen wireless link 
change. PA-FfvIIP is proposed here to improve reactive FMIPv6. ~With the ad-
dition of two nevv messages, and a coordinated tunnelling agreement with the 
pAR, PA-F"\IIP is able to further hide the (reactive) link-switching latency and 
minimise the number of lost packets. 
The PA-F.'IHP protocol operation is as follows: 
The prediction algorithm of Section 3.2.2 is run as an application at the appli-
cation layer at some time between handovers. To avoid disruption, it should be 
executed immediately after a successful attachment to a ne,v subnet. Recall that 
the prediction process is the responsibility of the "tvlN, not the AR. It then notifies 
the current AR (pAR) of its M prediction targets by sending it an AR Not'ice 
message. This message is forwarded by the pAR to all predicted nARs. In Figure 
3.2, bi-directional tunnels are setup between points a and b, but only activated 
at point c. The acknowledgement of the AR Notice message (AR Notice Ack) 
notifies the pAR and YIN of the acknowledging nARs and completes the handover 
preparation. The link-down (LD) trigger indicates the start of the link-layer han-











stream to the notified nARs. This is the main advantage this proposal. 
A number of schemes in the literature have employed active buffering mechanisms 
to prevent packet loss and effect seamlcssness in the handover. Since buffering 
is usually customised to a particular type of application, this protocol does not 
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Figure 3.2: Handover timing diagram of PA-FMIP proposaL 
A link-up (LU) trigger indicates that the node has completed its association with 
a new base station. The node then begins the fast registration process by sending 
a Fast :\eighbour Advertisement (FNA) to the nAR. Once the nAR receives a 
fast binding acknowledgement (FBACK) from the pAR, the nAR delivers any en-
route or buffered packets to the node. The node continues to receive its forwarded 
data \vith no interruption until it completes its home registration of its new CoA, 
upon which time, the tunncl(s) between pAR and nAR is deactivated. 
Context transfer and security association negotiation operations usually occur 
at point d in reactive handovers. For small amounts of context, this delay is 
not significant although it docs directly affect the overall hand over latency [19]. 
PA-F':vllP solves this by proactively transferring any context in the AR Notice 
messages. 
In the case where the prediction algorithm predicts the incorrect nAR, the han-
dover procedure falls back to the original reactive F.t\IIPv6. The only expense of 











poorer performance of the fall-back handover scheme. This is explained in more 
detail in chapter 5. 
In the case where link-layer triggering is unavailable and traditional movement 
detection mechanisms are used, the performance of this (or any fast handover) 
protocol will be severely affected. One can expect an additional delay up to 1 
second per unavailable trigger, depending on the frequency of the router adver-
tisements (beacons). Regarding the deployment of this protocol, MN and AR 
entities need to be able to support its operation. Like FMIPv6, PA-F:'vHP may 
be deployed as a software patch for existing networking stacks. 
, .. _---
Application : u Prediction Algorithm APP!lcation 
Transp0l1 Tep l UDP I: 2 ". 
Network PA-FMIP t i, 
Data Link R02.3-----'-_80~2._111 iW2.16 I ~ ... 
I: ARid 
~. Link-layer trigger 
EJ: Mobility database 
Figure 3.3: The mobile node's basic network protocol stack showing PA-FMIP 
on the network layer and the mobility prediction algorithm as a user application. 
Figure 3.3 illustrates how the proposed PA-FMIP protocol is designed to be 
implemented on a mobile node. AR target information is passed to the network 
layer. The Link-up and link-down trigger communication is also shown. As 
specified, the mobility prediction algorithm is executed as an application after 
every subnet change. The self contained prediction algorithm (application) passes 
its IV! number of AR target ids to the network layer. Upon reception of the link-
down trigger by the pAR the PA-FMIP signalling begins. 
An example of the PA-FMIP scheme in action is shown in figure 3.4. The l\!fN 
and ARs are all PA-FMIP enabled. The link and network layers are displayed 
separately. The routing topology is made up of the access routers positioned 
without any specific spatial reference to each other. The base stations however 
are layed out in physical cells, and the radio range of each is indicated. I\ote 
that the wireless cells could consist of heterogeneous technologies. The MN is 





























~: Geographical Mobility ofMN 
-, -11>: Logical Network-layer Mobility of MN 
Figun' :1-1: Example shmying the BS-.~\R mapping on a typical topolog~', 
geographical trajPctory is shown. Logically. it \H}1dd halldowr to AR, (actual 
1l:\H ill Figure :3.2). 
Part of PA-F:\IIP includes the use of the CARD protocol \\'hereby the :\1.'\ reports 
the identity (and possibly the wireless resources) of its pn'\'iOllS .,\R attadlIlll'nt. 
This enables each AR to maintain a C'urn'nt list of its neighbouring :\"Rs, .'\ew 
llPighbours addE'd accordingly so as to keep the list up-to-date, Recall that they 
are not IH'('cssarily spatial or routing ncighbours. but handowr neighbours. This 
list would he stored as a datastructure on each An. The handoH'r lleighbours of 
.\Rl are .\H 1, .,\H1 . AR:3' AHi), AR{j, .\R7' The UIHlerlying geographical terraill 
usuall~' determines which cells are accessible' by thE' :\1.'\. For this exalllpi<' assume 
the terrain is fiat and that each AH is equally a<"'('Pssibk h~' all~' :\I.'\. 
Let us say that the output of the prc'dictioll algorithm "'ith M -:3 (thre(' pn'die-
tiems per hop) ltkntifies .\fb, AH{) and Arti as likely llC'xt-hop targets. RE'IllPmlwr 
that this is derin'c.i from the :\IN's prcyious mobility history OWl' this area. CPOll 
reccption of a link-down trigger b~' An~l' it 1wgillS forwarding the ,\1.'\'8 data 











nelled packets are encapsulated and use the MN's interface identifier appended 
to the predicted AR's 64-bit routing prefix. In this example the predicted AR 
matches the actual nAR (AR7)' Thus when the link-layer handover completes, 
the link-up trigger (\vhich contains the ?vIN's interface identifier) is received by 
the IVIN and nAR, the nAR delivers the correct packet stream down through the 
BS the l\IN is attached to. 
It is also clear here that the BS-AR mapping does not have to be one-to-one 
for PA-Fl\HP to work. An AR may of course have more than one serving BS 
connected to it. Mobility between BSs with a common AR would only invoke 
a link-layer handover. Evaluation topologies in the next chapter simplify the 
evaluation process by assuming that each AR is co-located with a single BS. This 
is common practise in all fast handover related IETF publications as they focus 
specifically on network-layer handovers [3, 11, 121. 
As mentioned in Chapter 1, the actual target BS selection decision is controlled 
entirely by the link-layer of the ~IN. If the prediction algorithm had to randomly 
choose 3 ARs from the 6 neighbours surrounding AR4, it would have a 50% 
chance of a prediction hit. Since this is not the case, and it chooses the 3 most 
likely nARs based on the l\<1N's mobility history, it would have a prediction hit 
probability of 2: 50%. Given a mobility history containing a certain amount of 
regularity, the probability of a prediction hit is extremely high. A prediction hit 
would mean the "'fIN receives the ideal performance, however if the next nAR 
is actually AR], AR3 or AR5 , then the MN would experience the (fall-back) 
performance of an ordinary reactive FMIPv6 handover. 
3.4 Discussion 
This chapter introduced the theory behind data mining and its usefulness to 
mobility prediction. The details of the prediction algorithm were discussed. It was 
shown how data mining based prediction is tolerant to random mobility, which 
is an important characteristic of this proposal. Compared to similar prediction 
schemes in the literature, our approach is simple and effective for its purpose 
within PA-FMIP. The focus of this thesis is centred around PA-FMIP and its 











FMIP experiences the advantages of proactive F!vIIPv6 in providing seamless 
service continuity to mobile users. 
The important properties of PA-F~lIP may be summarised as follows: 
• The pAR redirects the MN's packet stream to its predicted next AR. In this 
reactive type scenario, the packet loss rate is expected to be lower, making 
the hand over more seamless. 
• The pre-handover signalling between the pAR and the predicted nARs al-
lows context and information to be transfered prior to the handovcr, ef-
fectively eliminating any associated delay during a subnet change. The 
algorithm itself also eliminates the need for a pre-trigger as in proactive 
Fl'.lIPv6. 
• An incorrect next-hop prediction would force a reactive FMIPv6 handover 
to occur, leading to an increase in the number of lost packet and additional 
delays if context transfer are to occur. 
• The user has control over the prediction parameters minsupp , minconf and 
M to customise the performance depending on the user's active mobility 
scenarIo. 
The following chapters address the evaluation of this work and how it performs 












Evaluation Framework for 
PA-FMIP 
4.1 Introduction 
This chapter discusses the design of the platform that is used to evaluate the 
performance of the PA-FMIP proposal. With the requirements of this evaluation 
framework in mind, the implemented network topologies, components and proto-
cols used are introduced and discussed. At the outset, the reasons for the choice 
of evaluation platform are discussed. This chapter is structured in such a way 
that the reader may get a clear understanding of the implemented processes, and 
gauge the level of complexity involved at each stage of the evaluation. 
4.2 Choice of Platform 
The evaluation of an experimental handover scheme is perhaps better performed 
in a simulation environment rather than a hard\vare-based testbed. The reason 
for this is primarily due to the limitations of a physical testbed. Comparing 
nehvork simulation to a network testbed or emulation, the following facts about 
simulation become clear: 
• The scale and complexity of the network topology or experiments is not 











• Commercial hardware is also affected by the availability and compatibility 
of software and drivers. Open source implementations of a desired network 
or network technology arc often simple emulations at best. 
• T\Iodifying drivers and protocol stacks on network components is also very 
difficult. Researchers are often faced with "black-box" components with 
limited access to driver code or APIs. 
A major aspect of the PA-FMIP proposal involves network mobility. Evaluating 
a mobility-centred handover scheme for wireless networks requires a particularly 
large scale topology. 
An example of a full test-bed evaluation of a mobility prediction (and context 
transfer and caching) scheme is I\eighborGraphs 1341 by l\'lishra et al. It spanned 
2 floors of office building with gAPs. A mobile node (laptop) was required 
to physically traverse the topology and record the results of hundreds of inter-
AP handovers. Besides the fact that running this experiment multiple times is 
extremely tedious, there is no focus on the mobility characteristics of the mobile 
node (i.e. whether is it regular or purely random). 
Song et al. [24] on the other hand, evaluated mobility predictors using huge 
amounts of mobility data collected from the \Vi-Fi network of Dartmouth Col-
lege campus over a period of 2 years. Intuitively, this would be the most accurate 
representation of human mobility characteristics for a physical test-bed. Unfortu-
nately, real-life mobility datasets are usually very specific to one type of topology 
or environment, and are not easily incorporated into a fast-handover scheme for 
example. 
It was therefore decided that the Network Simulator 2 (ns-2) [431 would be most 
suitable for this research. Ns-2 has the following important characteristics: 
• Ns-2 is a discrete event simulator designed specifically for network research. 
It is written in C-r+ and an object oriented version of Tcl. The distribution 
is entirely open source and is freely available for most operating systems. 
The published software packages are up to date and are supported by suf-
ficient documentation. For this project Ns-2 version 2.27 was installed on 











• New protocols, applications, mobility models and wireless modules for ns-2 
are regularly contributed by the research community. These components, 
including a number of lVIobile IP type implementations, are widely used. 
• It allows for complex simulation environments to be created in a shorter 
time and with fewer practical difficulties than in a physical test-bed. ':\"s-2 
network animation, graphing and other tools allow for the simple collection 
and analysis of results. 
4.3 Objectives of Simulation 
The follmving are the main objectives of the proposed simulation testbed: 
• To quantitatively evaluate the accuracy of the proposed mobility prediction 
algorithm in a real-world scenario. The evaluation architecture therefore 
needs to resemble a practical, real-world environment. 
• To determine the performance of the PA-FMIP protocol, and compare its 
results to similar fast handover schemes. All implemented fast handover 
protocols need to be precisely implemented according to their technical 
specifications. The implementation of PA-Fl'vIIP must especially be accu-
rate to the details of Section 3.3. 
Chapter 5 discusses the simulation experiments to be performed on the simulation 
architecture detailed below. 
4.4 Sin1ulation Testbed Requirements 
To achieve the objectives of the simulation testbed, a suitable network topology 
needs to be formulated. Firstly, it should have finite mobility boundaries. The 
mobility terrain should be covered by overlapping wireless subnets, and together 
forming a large, rout able IPv6 network. A mobile user should be able to roam 
freely around the area such that it does not lose connectivity except during a 











simulates real mobility. For the purposes of mobility prediction, the mobile users 
mobility paths should have some degree of regularity. 
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Figure 4.1: (a) A street map of West University Place (source: 
http: //maps.google.com) , and (b) the corresponding ns-2 simulation topology 
covered by 36 access routers, identified as Topology 1 for future reference. 
The choice of mobility model here in fact defines the simulation terrain. Typical 
mobility models such as the Random Walk or Random Waypoint model are often 
used in the literature, however they create entirely random motion. They have 
no means for any sort of repetitive motion. The Restricted Random vVaypoint 
(RRWP) model [44] only permits motion within defined boundaries / domains1. 
RRvVP is used here with digital data captured from the TIGER (Topologically 
Integrated Geographic Encoding and Referencing) [45] database which contains 
selected geographic and cartographic information on road maps in the USA. This 
information is typically used to provide the digital map base for Geographic 
Information Systems or mapping software [38]. In this work, the TIGER data for 
a particular city section is used to generate (using the application in [44]) ns-2 
compatible RRvVP movement patterns. A 1200m by 1200m city section of West 











University Area in Houston Texas is chosen. It consists of 383 intersections and 
594 road segments as shown in Figure 4.1. 
This area is covered by a network of 36 access routers, positioned in a uniform 
grid pattern. The RRvVP model [44J is able to generate the mobility patterns 
for any number of nodes and according to specific mobility characteristics. Here 
it can be seen how the RRvVP model is able to accurately extract the street 
topology (a) into the ns-2 mobility topology shown in (b). 
As will be shown in the next chapter, the mobile node is given vehicular mobility 
characteristics. The main reason for using this model is that it generates patterns 
such that a wireless node is made to move within the streets of the chosen city 
section. \Vith the wireless access routers covering the entire area, the node is able 
to handover from AR to AR as it moves. The crux here is that the mobility of 
the node is no longer purely random. i.e. the node's mobility is restricted to the 
boundaries of the streets such that it has to move linearly for a certain period 
before it can (randomly) turn a corner, thus creating a certain degree of regular 
mobility. To the best of the author's knowledge, no one in the literature has used 
the RR\VP model for the purpose of mobility prediction. 
4.6 Implementation of the Prediction Algorithm 
for PA-FMIP 
The experiments performed on topology 1 (Figure 4.1 (b)) involve the prediction 
algorithm of PA-FMIP. Recall that this algorithm is a direct implementation of 
the process detailed in Section 3.2.2. The algorithm itself is incorporated into the 
application layer of the MN) and executed after every successful handover to a 
new subnet. Remember that the prediction algorithm is designed to be a modular 
unit, allowing other algorithms / prediction applications to replace it if needed. 
Here, it is written mainly in CT and for the purposes of the simulation is 
compiled into ns-2. This process is structured into a single function and executed 
entirely with call to PredictionAlgorithmO. The G-' pseudo code of this 











void PredictionAlgorithm () 
{ 
1: GetCurrentPosi tionO; / /Read database file and identify last entry. This 
entry is the current position on the IP network. 
2: system (FSM, D_input_data, minSllpp , fsm_output_data); 
/ /Frequent sequential itemset mining algorithm called using a Linux "system" 
function. This function allows the user to execute external programs during the 
simulation. 
3: system (RULES , fsm_output_data, minconJ' rule_output_data); 
/ /The rule mining algorithm is executed with the output of 2 as an input. The 
resulting rules are written to file rule_output_data. 
4: Filter out the matching and valid rule-confidence tuples. 
5: Select M predictions from step 4. 
6: Write predictions to file. 
7: Pass predictions to PA-FMIP protocol (network-layer). 
} 
Firstly, the mobility database D is implemented as a text file containing the 
previous mobility of the MN. It was found that storing D in RAIvI meant that 
all data was lost at the end of each simulation. The node's eurrent attaehment 
to the network is found by reading the last ARid that has been appended to 
the database. In practice, D should be implemented using a legitimate database 
structure. For this purpose however, a text file is suffieient. 
The sequential pattern mining stage of this algorithm is implemented using a pre-
compiled version of the Apriori algorithm by Bodon in [40l ealled FSM (Frequent 
Sequential Itemset Mining). This stage is executed using a Linux system call with 
the database D and minSl1pp value as inputs. It outputs the frequent itemsets / 
mobility patterns (with their support values) to a separate text file. 
In step 3, a pre-compiled version of the Apriori rule mining algorithm by Goethals 
[46J is used to determine the mobility rules from the previous output. At this 
stage the output as explained in Seetion 3.3, is a set of confident rules based on 
the frequent mobility sequenees the user has taken. This latest output set is also 
written to file. A function then opens and scans this file, and using string parsing 
and manipulation functions copies the rules matehing the node's eurrent position 
to a ne" .. ' list. The predictions (or values succeeding the ';=:: characters) are 
checked for their validity against a list of current neighbouring ARs (N), such 











Recall that a variable M was previously defined to represent the number of pre-
dictions made by the prediction algorithm at each hop; i.e., the number of target 
ARs that are chosen as possible next-hops. This user-defined value should read 
from some common memory space on the MN or read in as an input from the 
user. For the experiments, M is set at the beginning of each simulation. From the 
file containing the final list of mobility rules, the most confident M predictions 
are read and passed to the network layer. 
If the value of Iv! exceeds the maximum number of predictions that the algo-
rithm can output, for instance if the database is relatively empty, the algorithm 
randomly chooses the remaining ARids from the list of neighbouring ARs (N). 
Once the predictions have been passed to the network layer, the duties of the 
prediction algorithm are complete. It must wait until the network layer has com-
pleted a successful handover, the new ARid is appended to D, and PredictionAlgorithmO 
is executed again. 
As a feedback method, the algorithm has a means of monitoring its prediction 
accuracy (and method to automatically set M). It does this by comparing its 
previous prediction(s) to the new ARid following a handover. 
4.7 Simulation Environment Considerations 
4.7.1 Wireless Access 
Each AR requires 'wireless connectivity. The choice of 'wireless standard is limited 
to those available in ns-2. New standards in the IEEE 802.11 family like "g" and 
"n" are available but with limited support. Even 802.16e (\VilvIax) and GPRS 
modules are available for certain releases of ns-2. The focus of this work is 
not specific to any link-layer technology, therefore 802.llb was chosen for this 
evaluation due to its widespread use and availability in ns-2. In fact, the exact 
link-layer and physical-layer properties of 802.11 are not of much interest here. 
The only properties that affect the evaluation are data rate and radio range, 
both of which are easily defined in the code to suit the simulation topology. For 
simplicity, each access router is co-located with a single 802.l1b access point. As 











algorithm. And in ns-2, there is no differentiation between ARs and APs. For 
this setup, each (co-located) All is given 802.11b AP wireless properties. 
The WaveLan 802.11 module for ns-2 was conceived through the GMU's Monarch 
project but was developed mainly for the use in wireless ad-hoc networks (broad-
cast mode). This presents a problem as the module is not actually a full imple-
mentation of 802.11. 
In infrastructure mode, the 802.11 module uses only a single (broadcast) channel 
and does not actually support a complete link-layer handover like one that would 
typically involve disassociation, scanning and re-association procedures. Besides 
the single channel issue, the fact that these handover operations are left out re-
sults in a fairly unnoticeable link-layer latency. Hsieh et al. [15] acknowledges 
this issue and instead simply includes a constant link-layer delay parameter in the 
code to emulate a typical link-layer handover. Of course a complete 802.11 imple-
mentation would be ideal, however this simple emulative solution is sufficient for 
this evaluation. This link-layer delay parameter is in fact very useful in evaluating 
the effect of the duration of link-layer latencies on system performance. It may 
even be used to emulate hypothetical or experimental wireless technology or the 
effect of lengthy operations such as AP authentication. Furthermore, the nature 
of wireless mediums make the duration of link-layer handovers inconsistent. A 
constant delay would simplify the analysis of results, and place more emphasis 
on the network-layer handover procedures that influence its overall performance. 
An important feature of 802.11 handovers is that they are hard / break-before-
make handovers. A soft link-layer handover, in the case of CDrvIA/3G cellular 
technologies, would defeat the purpose of this research. 
4.7.2 Topology Considerations 
To create the 36 AR network of topology 1 in ns-2 required the use of a topology 
generator called Topoman. Topoman is an ns-2 library that is able to create, 
configure and manipulate large network topologies in an easy manner. It is used 
here to ensure that all nodes are routable, properly configured and positioned. 











The ARs and MN have equal transmission power equating to a range of 140m 
each. Placing the ARs at 200m apart means that the ;..1;\I should never lose 
wireless connectivity. The derivation of these values is presented in Appendix 
D.l. 
The data rate of the 802.11 M~ is set at IMbps. Since the mobility of a single 
M~ is considered here, it seems pointless to over-provision the available wireless 
bandwidth. In the next chapter, this scenario is subjected to a number of appli-
cation and data-rate variations. The role of available bandwidth will be explored 
in more detail then. 
The topology in Figure 4.1 is essentially to be used to evaluate the prediction part 
of the PA-FMIP proposal. To test the handover performance of the proposal, a 
simpler, more repeatable scenario is needed. Following from Figure 4.1, the result 
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Figure 4.2: Typical handover scenario showing the YIN's mobility between two 
co-located ARj AP pairs. 
The overall performance of a handover between two subnets is affected by the the 
end-to-end routing topology. Thus the IP signalling between the visited network 
and the home network must be modelled. The scenario in Figure 4.2 resembles 
the mobility between two ARb on the city section of topology 1. This is realised 
into a second ns-2 simulation topology called Topology 2. 











Both the Home Agent (HA) and the Corresponding Node (CN) are connected 
to Nl with lOmvfbps links. The link latency values give a representation of the 
physical distance between the nodes, and the effect of congestion on the link due 
to any background traffic. 
The movement velocity of the MN between the two points (5ms-l) matches the 
average velocity as specified by the RR\VP mobility model. \Vith the topology 
in Figure 4.3 the mobility of the node can be controlled and the experiments 
repeated with consistency. 
Figure 4.3: Representation of the ns-2 simulation topology (referred to as Topol-
ogy 2 for future reference) used to resemble the mobility between two access 
routers in figure 4.1(b). It is used to evaluate the performance of the proposal 
and other schemes. 
4.8 Implementation of PA-FMIP in ns-2 
4.8.1 FHMIPv6 Extension 
A mobility management protocol is needed to maintain IP connectivity as it 
traverses the AR network of topology 1. Since a basic ns-2 distribution is only 
bundled with a standard Mobile IPv4 suite, an ns-2 extension published by Hsieh 
[471 is used to implement Mobile IPv6 functionality. This extension completely 
modifies the Mobile IPv4 suite files with ne,,, code that implements Fast Hierar-











the author to simulate any combination of MIPv6, FMIPv62 or HI'vHPv6. 
The goals of Hsieh are similar to some of those in this research, to evaluate Mobile 
IPv6 and current fast handover protocols. To achieve this in ns-2, Hsieh did not 
need a complete set of IPv6 features. The key differentiator bet,\'een Mobile IPv4 
and l'vlobile IPv6 in simulation is the Binding Cache ~/Ianagement. This includes 
the IP Destination Option, which is necessary to support the Home Address 
Option. These were implemented on top of existing registration, packet encapsu-
lation and decapsulation mechanisms [151. Essentially, Hsieh modified the Mobile 
IPv4 suite code enough to obtain suitable Mobile IPv6 protocol functionality. 
A new routing agent (NOAH wireless extension module by \Vidmer [48], a pre-
requisite for Jhmipv6) is needed to handle the routing of packets specifically 
for handover scenarios. NOAH is a wireless routing agent that (in contrast to 
DSR and DSDV) only supports direct communication between wireless nodes, 
or behveen base stations and mobile nodes. It also provides new peer-peer en-
capsulation and decapsulation functionality, an important feature for fast han-
dover protocols. For the fast handover protocols themselves, the ns Node entity 
is modified to facilitate the use of these encapsulator / decapsulator functions. 
This allows IP in IP encapsulation / tunnelling to be setup between any type of 
node (wired / wireless) in ns-2. 
For the Fr.lIPv6 protocol operation, the following signalling messages are added: 
PrRtAdv, RtSolPr, HI, HAck, F-BU, FBAck and FNA. The MN and BaseStation 
Node in ns-2 are further modified to handle these messages. 
The Jhmipv6 extension, as the name says, also includes HlvIIPv6. The workings 
of this protocol are not relevant in this project and therefore not discussed here. 
Further details about fhmipv6 installation are presented in Appendix B.3. 
4.8.2 PA-FMIP 
For the purposes of this research, the C+-+ code of Jhmipv6 was extended to 
implement PA-FMIP, reactive FMIPv6 and Simultaneous Bindings for FMIPv6 
[41. The first step in this implementation once Jhmipv6 was successful installed, 












of the modifications were done in the file that handled the signalling sequence of 
the fast handover (mip-reg.cc). Then the AR Notice and AR Notice Ack message 
types were added and the ;'viN and BaseStation Node in ns-2 were modified to 
support the message exchanges. 
The AR Notice messages use the output of the prediction algorithm to fill the 
address destination field. Practically, the ARids may be resolved to IP addresses 
by DNS or other means. The IP addresses of the ARs could in fact also be used 
as identification if they are stored as a string type within the database. The 
Notice/Ack messages of PA-FMIP also setup the required tunnelling between 
pAR and nARs using specific C++ /Td functions. 
target _ 






Figure 4.4: Schematic of a MN in ns-2 [151. 
As explained in section 4.7.1, the \VaveLan 802.11b module for ns-2 does not sup-
port a full link-layer handover due to the lack of a full implementation. Instead, 
a forced link-layer delay is executed in the handover code with the use of a timer 
(MIPMAAgent: : timeout ()) . The execution and completion of this timer within 
ns-2 indicate the link-down and link-up triggers. 
An innovative way of allowing the MN to experience packet loss or non-connectivity 
during a handover \vas proposed by Hsieh. This \vas done by placing a new en-
tity called a Connection Monitor between the port classifier/ decapsulator and 













Figure 4.5: Schematic of BS in ns-2 [43J. 
to the transport agents (e.g. TCP /UDP) during a link change. By doing this, it 
emulates channel change in a 802.11 network that uses only a single channel. 
A parameter in the Connection Monitor class called the ReceiveVarifier or rv_ 
is a flag that determines the when the MN may send receh,'e packets depending 
of course on the handover protocoL Reactive F?vIIPv6 for example can only 
regain IP connectivity after a link-layer handover and only once the FBU /FBack 
signalling has completed, upon which time any buffered or tunnelled packets 
are delivered to the MN. PA-FMIP on the other hand, may begin to receive its 
tunnelled packets at the same point, except the MN's packets are forwarded by 
the pAR from the start of the link-layer handover (see Figure 3.2 for reference). 
T'he result here is a shorter disruption in the packet stream and hence fewer packet 
drops. The experiments in the follmving chapter will corroborate this statement. 
The Connection Monitor is also able to treat the reception of control messages 
(periodic beacons from the ARs which arrive at the registration agent regagent_) 
as if operating in periodic channel scanning mode. Figure 4.4 illustrates the 
functional blocks of a !vlN in ns-2, including the Connection 7vlonitor. Figure 4.5 











4.8.3 Simultaneous Bindings 
Simultaneous Bindings was relatively easy to implement. The MN was simply 
allowed (using the Connection Monitor) to send and receive data packets during 
a fast (proactive FMIPv6) handover up until the moment the link changed. This 
removes any possibility of packet loss due to the link-change timing ambiguity. 
In other words, its packet stream is bi-cast onto its current link, and future link. 
The full technical details of the above implementations are included in Appendix 
B.3. 
4.8.4 CARD Protocol 
All the ARs in the network discover neighbouring ARs through the use of the 
Candidate Access Router Discovery protocol [421. It allmvs MNs to report their 
previous attachments to its current AR, or the ARs themselves can solicit other 
ARs. Currently, there are no available implementations of this protocol, although 
a number of authors in the literature have proposed its use in a number of schemes. 
The static structure of Topology 1 means that all ARs / MN can have a list 
of neighbouring ARs hardcoded for each simulation. This is merely a simple 
alternative to coding CARD into ns-2. CARD also only requires the exchange 
of two messages prior to a handover. This is a trivial contribution to network 
bandwidth usage. And since the messages (in a real implementation of CARD) 
are exchanged outside of the handover period, they do not contribute to any type 
of handover delay. 
4.8.5 Development Notes 
The Jhmipv6 extension by Hsieh was released in 2003 and specifically for ns version 
2.1 b7a. This required substantial amount of work to compile in ns version 2.27. 
The process of implementing various components of this simulation architecture 
was very tedious. A disadvantage of using ns-2 is that it does not provide user-
friendly debugging. "Vhen any modification is made to the root files or libraries 
(C0 + or Tcl), ns-2 needs to be re-compiled. Cf----'- compile errors are relatively 











descriptions of memory access errors or protocol faults. l\lodifying the original 
code, as Hsieh has done, is a far simpler task than creating a completely new 
protocol with new files. 
The only other Iv10bile IPv6 implementation for ns-2 is l'vIobiwan2. Mobiwan2, 
once installed, completely changes the interoperability of ns modules. It is also 
extremely complex which prevents any type of major modification such as imple-
menting Fl\IIPv6 beside it. 
The simple l\Iobile IPv4 patch approach by Hsieh provides all the necessary 
functionality of Mobile IPv6 except Route Optimisation and Return Routability. 
The result is a simple, reliable and accurate base for evaluating or modifying 
ivIobile IPv6 related functionality and performance. 
4.9 Discussion 
The preceding sections detailed how the concept of PA-FrvIIP was implemented 
into simulation. The design of topology 1 and 2 resemble real-world mobility sce-
narios. Topology 1 was contrived specifically to evaluate the mobility prediction 
capabilities of PA-FMIP. Topology 2 is an enlarged version of the mobility of a 
MN between two access routers of topology 1. This topology is necessary to evalu-
ate the handover performance of PA-FMIP and other schemes in a consistent and 
repeatable manner. A number of difficulties in the ns-2 implementation of PA-
Fl\HP were overcome. Specifically, the incomplete ns-2 802.11 implementation 
required a work-around for infrastructure mode. 
The coded implementation of the prediction algorithm has a number of param-
eters which could effect the overall prediction accuracy. The mobility database 
D, minsuPPl minconfl and the number of prediction at each hop (M) need to be 
investigated in the next chapter. 
By implementing other fast handover variations like FMIPv6 and Simultaneous 
Bindings for the same simulation environment, the overall performance of PA-
FMIP may be gauged. Simplifications to the architecture, such as using a static 
CARD implementation and co-located AR/APs, should make no difference to 












Evaluation Results and Analysis 
5 .1 Introduction 
This chapter presents the performance evaluation of the proposed mobility pre-
diction assisted fast handover protocol (PA-FMIP) within the simulation archi-
tecture of Chapter 4. Each aspect of this work is evaluated individually and is 
presented in separate sections. The first section investigates the capabilities of 
the proposed mobility prediction algorithm. The second section evaluates the 
handover performance of PA-FMIP. The impact of the various prediction param-
eters are explored quantitatively. The handover experiments are performed on 
Topology 2 where the mobility of the node can be controlled and all experiments 
repeated with consistency. The results of the proposed scheme are obtained using 
a number of performance metrics and compared to the following four mobility 
management protocols: 
• Mobile IPv6 
• Reactive Fl\IIPv6 
• Proactive FlvHPv6 











5.2 Performance of the Mobility Prediction Algo-
rithm 
Human movement is generally made up of regular and random components 1231. 
The performance of mobility pattern matching approaches are primarily restricted 
by the randomness of a user's mobility path. One cannot know exactly when 
a mobile user will choose a new or random path: nor is it possible to predict 
irregular radio effects such as cell bouncing. It is up to the prediction algorithm 
to compensate for such irregularities. 
As previously explained, the proposed prediction algorithm uses the record of 
a user's mobility history to infer its future location. This is based on the fact 
that the user's mobility over a period of time has some regularity. The data-
mining processes in the algorithm compensate for random entries in the history 
through support-counting mechanisms and a minimum support threshold pa-
rameter (minsupp). A new path taken by the mobile user would most likely cause 
a incorrect prediction. The algorithm compensates for this by predicting more 
than one future location or access router at each hop, increasing the prediction-hit 
probability. Recall that the parameter M was defined for this value. 
The experiments in this section use the Restricted Random Waypoint model 
(RRWP) to emulate human mobility. As explained in the previous chapter, the 
model generates purely random node mobility except that the random mobility 
is restricted to a defined topology, thus creating a certain degree of regularity. 
Ideally, one would want to vary or control the overall randomness of the mo-
bility through the model and record the impact it has on the overall accuracy. 
Unfortunately, the RR\NP model does not support this, nor is it possible to quan-
titatively measure the resulting regular-random mobility ratio. This means that 
the evaluation procedure must take this into account, especially when analysing 
and discussing the results. 
The three main aspects of the prediction algorithm that need assessment can be 
summarised as follows: 
1. The number of predictions made at each hop; 











3. The mobility history (or mobility database). 
The objective of these experiments is to determine the maximum accuracy that 
the proposed mobility prediction algorithm can achieve. This accuracy result 
will indicate whether the simple data mining approach is effective for the pur-
pose of mobility prediction, and how the prediction parameters influence the 
overall result. Analysis of mobility scenarios and the overall results will allow 
useful conclusions to be reached. Results will also uncover any practical limita-
tions of this approach, and determine the best type of environment for it to be 
implemented. 
The three criteria listed above form the three experiments that will evaluate the 
prediction capabilities of this algorithm. Two performance measures are used in 
the quantitative evaluation of the algorithm, viz: 
Accuracy: defined as the number of correct predictions divided by the number 
of inter-subnet handovers. 
Precision: defined as the number of correct predictions divided by the total 
number of predictions made at each time. Precision counts the 1'v! number of 
predictions (prediction hit and misses) made at each hop. 
5.2.1 Simulation configuration and details 
All simulation experiments in this section are performed using the city section 
topology (Topology 1) described in the previous chapter. Below is a summary of 
the initial ns-2 simulation and prediction algorithm parameters: 
Simulation Parameters 
Simulation time 2000s 




Session time (T) 170s 
L-
of initial mobility database (D) 30000s 











The initial mobility database D is formed by allowing the mobile node to traverse 
the city topology for a certain period of time. This time period is an input to the 
RR\VP model and determines the percentage of area that the mobile node will 
eventually cover. The size of D therefore determines how much of the topology 
the node is able to "learn". This period is similar to a training set in learning 
algorithms such as neural networks or similar artificial intelligence techniques. 
\Vithout an initial D, the data-mining prediction algorithm would continue to 
make incorrect predictions until the node traverses an area of the city it has 
previously seen. Creating a reasonably large enough database had to be done 
through preliminary (trial) simulations to ensure that the algorithm was given a 
fair chance to succeed in such a large topology. Results showed that a database 
equivalent to 30000 seconds of initial mobility covered a sufficient portion of 
city section. The maximum duration of each session is restricted to T= 170s. 
This restricts the number of items in each transaction. 30000s corresponds to 
a database of 154 mobility transactions with an average transaction length of 4 
items (ARs). 
\Vith this initial database m memory, each simulation was run for 2000s. A 
mobile node traverses the city with the same mobility characteristics as in D. 
These RR\VP characteristics are stated below: 
Max. speed deviation 
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Figure 5.1: Histogram illustrating the number of times each AR occurs in the 
initial mobility database. 
Figure 5.1 illustrates the distribution of ARs in the initial mobility database. As 
can be seen, the ARs frequency is not uniform. This histogram does not show 
any insight into the regularity of the mobility patterns, it merely shows that there 
are no initially untraveled networks. 
5.2.2 Impact of the number of predictions made 
This experiment varies the number of allowable predictions made at each hop and 
monitors the overall accuracy and precision results. These results are recorded 
through 10 simulation sets per value of M for 1 ~ Al < 8. During each simulation 
period an average of 25 handovers occurs. The results are calculated at run time, 
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The prediction accuracy results are shown in Figure 5.2. Accuracy for this exper-
iment shows an expected increase in accuracy as M increases, with a minimum of 
39.05% for IV! = 1. 100% accuracy is only obtained when 6 predictions are made. 
The results for low values of M are very dependent on the regularity within the 
initial database, and if the routes taken during the simulation are in fact similar 
to those already traversed. Higher values of M achieve a higher prediction hit 
probability simply because they over-predict at each hop. 
The objective of this algorithm is to predict the next location as accurately as 
possible. Strictly speaking, the algorithm should predict with the highest preci-
sion as number of selected target ARs affects the surrounding network bandwidth 
overhead. There is a clear trade-off here: a high enough accuracy to ensure a 
prediction hit (handover performance) versus the number of predictions (band-
width overhead). The precision of the prediction algorithm is therefore plotted 
against M. The precision metric counts the number of predictions (M) as well 
as the prediction misses. One would therefore expect that the more prediction 
attempts are made, the lower the precision 'would be. This trend is evident in 
Figure 5.3 with a maximum value of 39.5%. 
The precision results are relatively poor, and not what one would expect from 
a prediction algorithm. The highest precision results correspond to the lowest 
prediction accuracy, and get progressively worse as the number of predictions is 
increased. Again, the mobility model and the initial database are the restricting 
factors here, and are explored in more detail further on. 
N eighborCasting 
:';0 evaluation is complete without a comparative analysis with a similar scheme, 
especially one that would provide a suitable benchmark. Unfortunately the code 
for other prediction algorithms in the literature is not publicly available. And no 
compiled algorithms or modules have been published for ns-2 (or any other simu-
lator). The results presented in Figure 5.2 and 5.3 are compared to the analytical 
results of l\eighborCasting, the scheme which is probably the most similar scheme 
to PA-Fl\UP in the literature. Upon a link-down trigger, the mobile node's packet 
streams are tunnelled to all of its neighbouring subnets. NeighborCasting thus 











net it is going to handover. It makes an uninformed selection (prediction) of its 
next location. The result of this over-provisioning packet forwarding approach 
is a reduced handover latency and reduced packet loss, at the expense of excess 
bandwidth usage. 
Figure 5.2 shows the prediction accuracy of NeighborCasting as a function of 
the number of neighbours N. From Topology 1, each AR has an average number 
of N- 8 neighbours (even though the ARs on the perimeter only have between 
three and five neighbours). The maximum number of ARs that I'JeighborCasting 
scheme chooses at each handover is limited, and the result is equivalent to a 
linear gradient of *' where n is the specified maximum number of ARs. In this 
comparison n is equivalent to M, such that it follows a linear increase in accuracy 
as AI increases, with a minimum of = * = 12.5%. The constant number of 
neighbours also means that I'JeighborCasting achieves a constant precision value 
of 12.5%. 
Discussion 
It is important that an optima.! value for M is found here. Considering the 
accuracy-overhead trade-off, there is no clear equilibrium. From Figure 5.2, 
choosing M~4 would ensure an adequate prediction hit probability. Anything 
less would defeat the purpose of having a prediction .algorithm. Figure 5.4 shows 
the improvement in accuracy that the prediction algorithm has over the Neigh-
borCasting scheme. It also indicates that the maximum utility of this scheme is 
achieved when lv! The impact that the choice of M has on the bandwidth 
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Figure ;").-1: The iIllpron~IIlent ill accuracy of the proposed prediction algorithm 
on'r .'\eighborCastillg. 
5.2.3 Impact of prediction parameters 
Data mining threshold values 
Further simulations were performed varying m"tu.'l'!'!1 ami min ((III! to detenniIH' 
the dfect they had on the on~rall prediction accuracy. It \\"CIS found that for 
this mobility scC'nario, no significant. change was obser\Tcl in the accuracy (and 
precision) so long as the t\VO pruning parameters sta~-ed \yi thin the following 
ranges: 
-1 /'(! 7IlinslJfJJI~ 10Yr, 
m:i"ltmnJ ~ 80<;{ 
Setting minslJpp ami minmnf outside these ranges caused the algorithm to output 
irregular and inaccurate predictions. A minimum conficiPIH.:e value t hat was too 
high elilllinated the chance for a less regular All to he chosen. A minimum 












frequent itemset mining stage. Below 4% and the frequent itemset mining stage 
outputs far too many patterns, including the irregular or random paths that it 
should eliminate. This has a ripple effect on the number of mobility rules that 
are generated from this large pattern set. This then affects the quality of the 
final predictions that are made. 
Processing time 
The processing time associated with the Apriori data-mining algorithms has also 
been measured. These time measurements provides a crude assessment of the 
complexities involved in the data mining processes. A comparison of process-
ing times indicates the impact that particular parameters have on the system 
performance. Table 5.1 illustrates these results. 
13 
~. ________ ~ ___ L-____________ ~ __________ L-__ ~ _________ ~ 
Table 5.1: Approximate CPU processing times for Apriori data mining processes. 
It is clear that the main contributing factor to the overall processing time is 
the length of each transaction in the database. This explains the purpose of 
limiting the session time (T) to 170s. It can be seen that datasets equating 
to less than 2000 seconds of mobility take a negligible amount of time for a 
Pentium 4 processor. Datasets equivalent to 20000 to 30000 seconds or more 
take approximately 300-400ms to process. 
Increasing the session time (T) to 500s creates transactions ,'lith approximately 
10-15 entries. This results in a processing time of over 1.5 seconds for large 
amounts of recorded mobility. This is a very long period of time, but fortunately 
it occurs prior to a handover and docs not contribute to the handover latency at 
all. 
It is difficult to gauge here how this processing time \vould affect the performance 











prediction algorithm should be considered, not just the processing time however, 
this is outside the scope of this research. Future work may investigate it in a 
more thorough manner. 
Size of the database 
It was found that when the size of the initial mobility database ,vas increased 
to over 30000s, there was no major improvement in accuracy. This is again 
attributed to the mobility model being used. Once the initial database has "cov-
ered" a large enough percentage of the city, subsequent additions to the database 
(using RRWP) are not regular ones. 
Improving the precision of the algorithm would require more regular mobility. 
The follmving experiment investigates this issue by replacing the mobility model 
with a single set mobility path. 
5.2.4 Impact of the initial mobility history 
To assess the relationship between D and the prediction accuracy, a simple mo-
bility scenario was created using multiple runs of a hard-coded mobility path 
instead of the RRvVP model. In this experiment, the initial database is initially 
empty and the node is forced to traverse a short set path across the city. The 
objective is to investigate how long it \vould take the algorithm to achieve 100% 
accuracy. This would indicate the responsiveness and learning potential of the 
prediction algorithm when presented with purely regular mobility. 
The accuracy is plotted against the number of "runs" or number of times the 
node traversed the set path. A mobile node is made to traverse the path shown 
in Figure 5.5 with an initially empty mobility history. The route corresponds to 
the the logical network layer mobility path: 
21, 20, 19, 18, 17, 23, 29 
When the node is activated, it connects to the available AR which is AR 21. 
From there it begins its path towards AR 29. The results in Figure 5.6 show that 
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Figure 5.5: Topology 1 with a set mobility path or "run" instead of RRvVP 











vVhen M is increased, it compensates for the empty database by making random 
predictions based on the set of neighbouring ARs. On the second run, i.e. with 
21, 20, 19, 18, 17, 23, 29 stored in D for the first time, the prediction algorithm 









0.3 - -· f·· .................................... ;......... / ....... _ ..................... ; .......................................... - ...... ; .............. _ .. _ ...................•.....•.................. _....... ..... I 
0.2 
0.1 -1---







2 3 4 5 6 
Number of"nms" over same mobility path 
Figure 5.6: Impact of the number of times the node traverses a single set path 
on the prediction accuracy. 
Discussion 
These accuracy results indeed show that the prediction algorithm has potential. 
With an initially empty mobility database, on average it takes at least one run 
over the path to achieve 100% accuracy. The results achieved on the first run for 
each value of M are random selections of the AR neighbours, hence the low but 
acceptable accuracies. It also means that for a large number of neighbours, the 
initial prediction hit probabilities (for low number of M) will be smaller. 
This has the following implications when considering a practical implementation: 












• A large number of neighbouring ARs reduces the initial predictions for an 
empty database; 
• A large topology would take longer to cover, and therefore longer to reach 
100% prediction accuracy; and 
• A real-life mobile user is expected to have more regular mobility character-
istics than those achieved with the RR\VP model. An increase in regular 
mobility would increase the prediction accuracy significantly. 
These points suggest that this type of mobility prediction algorithm is perhaps 
best suited to finite mobility environments, i.e., a pes netv{Ork or vehicular 
network. The RRvVP model used in these simulations emulated vehicular mobility 
but in a random manner. Although the algorithm managed to compensate for 
this random mobility, it performed significantly better in the fixed route scenario. 
5.3 Handover Perforrnance Evaluation with Real-
time Applications 
Real- time applications require their QoS parameters to be strictly adhered to. 
Examples of real-time applications are VoIP, video conferencing or live Internet 
broadcasts. Such applications are often grouped into classes according to their 
QoS requirements. Instant messaging or chat programs can be considered real-
time, although users are willing to tolerate far higher message latencies than 
in a VoIP conversation. On the other hand, new services provided by network 
operators such as IPtv, offer Triple-Play, i.e. the simultaneous (real-time) trans-
mission of voice, video and data content over a single IP connection. This type 
of broadband media has a very low delay tolerance. 
The following experiments investigate the case where a mobile user is forced to 
perform a subnet change during a real-time broadband application. The handover 
performance of the PA-FMIP proposal is evaluated using three primary metrics: 











5.3.1 Handover Latency 
The application that closely resembles a real-time application is a Constant Bit 
Rate (CBR) application. In this experiment, a CBR application is configured 
with a constant data rate of 300kbps and a UDP packet size of 210 bytes. A 
VoIP application typically requires a bandwidth of 64kbps with the same packet 
size. The seemingly high data rate is actually far lower than the bandwidth 
requirements of IPtv or other Triple-Play services. Given the definition of han-
dover latency metric below, the 300kbps data rate also provides a suitably high 
resolution for measuring time intervals between sequential packets. Also, VoIP / 
Video applications use specific codecs to encode and decode data streams. This 
CBR application is an emulated approach and the effect of different codecs is not 
explored. 
Handover latency in this case is defined as the maximum period of disruption 
in the CBR packet stream during a handover. 
The simulations are performed on Topology 2 for a duration of 80 seconds each. A 
handover occurs approximately midway between the pAR and nAR. The results 
of the five handover protocols are compared in Figure 5.7. 
PA-Fl\lIP shmvs an improved performance over both proactive Fl\lIPv6 and re-
active FivIIPv6. The significantly longer handover latency of proactive FMIPv6 is 
due to the timing ambiguity problem. Referring to Figure 3.2, the pre-trigger at 
tproactive occurs 202ms before the link-layer handover. This is the time required by 
the lvIN to complete the CoA negotiation and horne registration. Once the regis-
tration process has begun, the MN does not change links for another 62ms (treg) 
and it cannot receive packets from the pAR. Simultaneous Bindings for FMIPv6 
achieves the Im\'est latency since the mobile node is able to receive packets on its 
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Figure 5.7: Handover latency results for a CBR application. 
A pause or delay during a VoIP conversation that is greater than 150ms is con-
sidered unacceptable [49]. One can see from the latency results that Mobile IPv6 
alone does not perform adequately enough. The other four protocols achieve 1'131-
ativelv low handover latencies. PA-FMIP however is the onlv one that vmuld not 
" " 
suffer from additional delays when forced to perform a context transfer during a 
handover. 
5.3.2 Packet Loss 
Packets that are lost during a VoIP conversation for example are never heard 
by the end user. Typically, packet loss is measured as an average (percentage) 
over the duration of the calL And a VoIP call with 1% packet loss \vill always 
sound better than one with 10% packet loss. The type of packet loss can also 
be categorised: Random packet loss describes a call that loses say 100 packets 
over the duration of the cali, while bursty packet loss describes how 100 packets 
may get lost over a very short period of time. However these losses are specific 
to network congestion and routing issues. The focus of this experiment is on the 
effect of a fast handover on a high data rate application. Only the packets that 
are dropped or lost during the handover period are counted. 












'With this CBR application, all incoming packets have a uniform arrival rate. 
Therefore the number of packets lost during a handover should be proportional 
to the handover latency of the respective scheme. Figure 5.8 illustrates and 
compares the recorded packet loss results. In PA-Fi\lIP, the node's packet stream 
is forwarded to it next (predicted) AR as soon as the link-layer handover occurs. 
The result is a 50% improvement in the number of lost packets over reactive 
FMIPv6. This shows that PA-FMIP can provide a faster and smoother handover 
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Figure 5.8: Packet loss results for CBR application. 
5.3.3 Jitter 
At the source, packets are sent in a continuous stream with the packets spaced 
evenly apart. Due to network congestion, improper queueing, or configuration 
errors, this steady stream can become lumpy, or the delay between each packet 
can yary instead of remaining constant. It is a common problem for real-time 
applications (such as Skype) that rely on the Internet to provide a suitable QoS 
level. End nodes compensate for jitter through the use of jitter buffers. Although 
a jitter buffer can remove the jitter from arriving packets, it does so by increasing 











can overflow and lose real-time packets when jitter is high, with a reSUlting loss in 
voice or video quality. A larger buffer, on the other hand, will lose fe,ver packets 
but can introduce unacceptable delay. 
Jitter is defined as the variance in arrival time of the received packet stream. 
Typical QoS restrictions [or VoIP require a maximum of 50ms of jitter to maintain 
an intelligible hvo way conversation 149]. This value is based on the arrival 
rate of a VoIP - typically between 20ms and 30ms. The arrival rate in this 
300kbps experiment is 5.6ms per packet, which is approximately five time less. 
The maximum permissible jitter ranges for streaming video are unclear in the 
literature. For best effort networks, jitter usually causes high data-rate video 





















Figure 5.9: Recorded jitter values for the 5 handover protocols. 
i 
A comparison of maximum recorded jitter values are shown in Figure 5.9. As ex-
pected, PA-FivIIP has a higher recorded jitter than reactive F:tvIIPv6. Proactive 
F.VIIPv6 and Simultaneous Bindings however achieved the highest (max) jitter by 
far. These two schemes forwarded data from pAR to nAR for the longest period 
of time because of the pre-handover signalling period. In this simulation no addi-
tional buffering mechanisms were used, therefore the embedded link buffers and 













These experiments were designed to represent a simple network architecture, one 
that did not complicate the final analysis by introducing extra variables such as 
background traffic or buffering mechanisms. 
The handover latency and packet loss figures achieved by PA-F;\:lIP are indeed 
better than reactive and proactive FMIPv6. This means that a real-time appli-
cation would experience less of an interruption / artifact. The jitter experienced 
during a PA-FMIP was almost half of a proactive FMIPv6 handover. The im-
plications of these results is that an end user would ultimately receive a better 
quality audio or video stream. 
The mobility prediction approach taken in this work is one step towards perfectly 
seamless IP mobility. The only restricting factor is the prediction accuracy; a 
prediction miss 'would force the MN to fall back to a reactive FMIPv6 handover. 
In scenarios where the MN requires additional security or QoS context transfers, 
the difference in handover performance between PA-Fl\HP and reactive FMIPv6 
could be far more severe. 
5.4 Handover Performance Evaluation with File 
'Transfer Applications 
Virtually all of the Internet based connection-oriented services make use of the 
Transport Control Protocol (TCP). It provides end-to-end flow control services 
that manage the transfer of information between network nodes. This flow control 
is crucial in dealing with network congestion, transmission timeouts and lossy 
links. The experiments in this section focus on the effect of fast handovers on 
TCP behaviour, this time using hand over latency, packet loss and throughput as 
the three primary performance measures. 
The File Transfer Protocol (FTP) is an application that runs exclusively over 
TCP. It allows an FTP client to manipulate or download files from an FTP server 
in a reliable and efficient manner. In this experiment, an FTP dmvnload scenario 
is created where the .MN (client) downloads a 3MB file from the CN (server) as 











and a window size of 32 packets. The download session begins 10 seconds after it 
begins to move. The impact that the handover has on the end-to-end application 
is monitored. 
TCP-Tahoe is a common and well researched type of TCP. Its particular char-
acteristics are expected to influence the overall results. To this end, a number of 
different types of TCP are explored in some detail in later sections. However the 
underlying mechanisms of the TCP variant are not the focus of this study. 
5.4.1 Handover Latency 
Handover latency is defined for this TCP experiment as the period of time 
between the first retransmitted packet and the last time this packet was sent 
1151· 
The TCP sequence numbers of the streaming packets are plotted against time for 
the period of the handover (Figure 5.10). This shows the response of the TCP 
congestion control algorithm of TCP-Tahoe when faced with a fast handover. 
The latencies of each handover protocol are measured from the TCP sequence 
number plot of figure 5.10. The handover latency of reactive FrvIIPv6 and PA-
F:l\IIP is represented by dr and dpa respectively. The measured values are com-
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Figure 5.10: TCP sequence numbers plotted against time. Handover latency 




























Figure 5.11: Handover latency results for an FTP download application. 
An interesting result is immediately visible. PA-FMIP (dpa ) has a 41ms longer 
handover than reactive FMIPv6 (d r ), and 9ms longer than proactive FMIPv6. 











packet forwarding between the pAR and the nAR. The arrival rate of the FMIPv6 
control messages (e.g. FBU, FBACK, etc) are therefore decreased. Bi-casting (si-
multaneous bindings) has a similar effect on the arrival rate of signalling messages 
[15] like PA-FMIP, however it is not as noticeable. 
Further analysis of this issue points to the ns-2 buffering mechanism. 
Buffer usage 
The ns-2 link buffering mechanisms normally handle link congestion of this na-
ture. It can be seen in the following comparison of peak buffer usage (Figure 
5.12) that PA-FMIP and proactive FMIPv6 have similar results. Unfortunately 
there is no way to reduce these buffer statistics except by not tunnelling the 
node's data. The buffers used in the simulation are merely link buffers (FIFO 
queues) set with an unlimited maximum size. Packets enter the queues only 
when the transmission bandwidth exceeds the capacity of the wireless link. No 
actiye buffering is done at the ARs to temporarily store packets while the node 
transitions between networks. This type of buffering is extremely complex and 
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5.4.2 Packet Loss 
Presented below are the packet loss results for this experiment. It can be seen that 
the results are influenced by the packet fonvarding mechanisms of each scheme. 
35 
30 28 
"' ti -, ~ 1 
-"" ~) u 
(OJ 
c.. 
7.t. 20 s: 16 
0 15 .... 
u 




Mobile TPv6 Reactive Proactive PA-FMTP Si multaneous 
FtvlIPv6 FMIPv6 Bindings 
Figure 5.13: Comparison of TCP packet loss results. 
A positive spin-oft· from the packet forwarding is a significant decrease in the 
number of lost packets by PA-FMIP. This is shown in Figure 5.13. As echoed 
in the previous CBR experiment, PA-FMIP shows a 43% decrease in packet loss 
compared to reactive F:NIIPv6. 'rhis illustrates the main contribution of the 
mobility prediction towards improving the seamlessness of reactive F:NIIPv6. It 
is on par with proactive FMIPv6, the difference is that the mobility prediction 
algorithm has replaced the need for a pre-trigger. 
Another advantage is that PA-FMIP is not limited to one type of access tech-
nology. The improved seamless mobility can be maintained over heterogeneous 
wireless networks, while proactive FMIPv6 is limited by trigger restrictions. 
5.4.3 Throughput 
The average throughput results of Figure 5.14 (displayed in kB/s) illustrate the 
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Figure 5.14: Average throughput values for the 3MB file download. 
The download results indicate that throughput performance is influenced more by 
packet loss than latency. In TCP, the number of lost packets generally determines 
the number of retransmitted packets. 
Besides the slightly slower TCP handover and buffer usage due to the forwarding, 
PA-FIvIIP shows competitive throughput and packet loss figures next to proac-
tive Fl\IIPv6, and a definite improvement over reactive FfvIIPv6. Although the 
differences in throughput are marginal, one can still gauge the effect that the fast 
hand over protocol's performance has on a user's download. It is expected that 
this would be compounded for frequent handovers, causing significant decrease 
in throughput for schemes with higher packet loss. 
As mentioned before, there are a number of different types of TCP available. Each 
has the potential to perform differently in a handover scenario, thus warranting 
further investigation. 
TCP variants 
The TCP variant (or type of TCP) also plays a part in the overall throughput 











different ways. A comprehensive TCP evaluation would require a specific eval-
uation topology and focus on the bandwidth sharing and friendliness properties 
on each implementation. 
\Vithout trying to perform a comprehensive TCP evaluation, seven common TCP 
implementations are compared for a PA-FMIP and reactive FlVlIPv6 handover. 
The objective is to gauge the effect that mobility would have on a user's download, 
and find a general trend when considering the different TCPs. This experiment 
does not explore the effect of data loss due to spurious timeouts 150] of lossy links. 
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Figure 5.15: Comparison of packet loss results for different TCP variants. 
It is observed that the number of lost packets is generally consistent for each type 
of TCP. Looking at the throughput results of Figure 5.16, it is clear that the dif-
ferent TCP implementations respond to packet loss in different ways. Fast-TCP 
151] is based on TCP-Vegas which uses queueing delay instead of loss probability 
as a congestion signal 1521. This is the main difference that TCP-Vegas and Fast-
TCP have over the other TCP variants, explaining the reduced number of lost 
packets. TCP-Sack and TCP-Fack rely on selective acknowledgements, reducing 
the number of acknowledgements it has to \'.'ait for. More information regarding 
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Figure 5.16: Comparison of throughput values for PA-FMIP and Reactive 
F.MIPv6 for different TCP variants. 
Discussion 
Observing the throughput values of Figure 5.16, one can see that PA-FMIP out-
performs reactive FMIPv6 based on the number of packets it loses during a 
handover. The implication is that PA-FMIP can imprm'e a users dmvnload times 
regardless of which TCP is being used. A mobile user does not normally have 
access to the embedded TCP on its system, however these results do show that 
the correct TCP choice can further improve dO'wnload speeds. 
Besides the overhead of the scheme, which is investigated in the next section, the 
proactivity introduced into PA-FMIP by the prediction algorithm is definitely 
justified here. 
5.5 Overhead Evaluation 
To determine the overhead of the PA-F.:vIIP scheme, the simulation topology 
(Topology 2) is modified to include a total of eight nARs so that it resembles the 











The number of tunnelled packets were recorded for ranging values of M. This was 
done instead of measuring the rate at which data was forwarded , since the rates 
are essentially the same for PA-FNIIP and proactive FMIPv6. A per-packet mea-
surement would show a more accurate refiection of the overhead. The overhead 
results are compared to the NeighborCasting scheme assuming a handover of the 
same duration. It must be noted that the overhead is only imposed on the wired 
links and not on the wireless bandwidth. The authors of NeighborCasting argue 
that today's wired bandwidth is getting cheaper and more abundant, and that to 
provide the lowest possible handover latency and QoS to the user, the inefficient 
use of wired bandwidth is a "sound engineering trade-off)) [16]. 
100 
Vl 
<) 90 -" <> ro 80 ~ 
-0 
<> 70 -0 
~ 60 ~ ... 
..;2 50 
4-< 
0 40 ... 
<> 







33 43 53 63 73 83 





M = 3 




- M = 8 (NeighborCasting) 
Figure 5.17: Packet overhead plotted against handover duration. 
Figure 5.17 shows the number of tunnelled packets plotted against the handover 
latency. It is observed that for a PA-FMIP (UDP) handover of 33.8ms, M = 4 
(prediction hit probability 92.5%), a total of 20 packets are forwarded with only 
15 of these being redundant. These 15 redundant (wasted) packets are spread 
over 3 separate ARs, totalling of 5 x 210bytes = l,05kBytes of overhead per AR. 
\Vith a similar latency, NeighborCasting achieves the results equivalent to M =8: 
a total of 40 forwarded packets, 35 of these being redundant. Therefore PA-











in forwarding overhead over NeighborCasting. 
To compare PA-F.tvIIP to proactive FMIPv6 in the same experiment, the number 
of packets that each forwards during their respective handover is measured. From 
these figures, the cost of the one scheme is compared to the other. The minimum 
cost of a 33.8ms PA-FI'vlIP handover (with 1vJ =4) can be approximated as 21 times 
the cost of one proactive FMIPv6 handover, where J is the number of packets 
proactive FI\lIPv6 forwards during its handover. In this experiment J -7 packets, 
therefore PA-FMIP costs at least 2.86 times more than proactive FrvIIPv6. This 
overhead is however only imposed on the wired bandwidth. Today, Ethernet links 
run at speeds of at least 100Mbps, generally increasing towards the core network. 
Routing these extra packets to their target subnets is relatively inexpensive. 
Recall that the number of lost packets, and hence the number of forwarded pack-
ets, is proportional to the CBR data rate and the handover latency. It follows 
that the simulat.ion results in Figure 5.17 are also confirmed analytically by the 
following equation: 
p A ----- x AI X tit 
pkisize x 8 
(5.1) 
Here the number of fonvarded packet (P) is a function of the total streaming bit 
rate (A) and packet size, the number of target nARs (1vJ), and the duration of 
the handover th . This equation does not take into account the variable effects of 
congestion and link loss, nevertheless, it closely models the dynamics involved in 
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Figure 5.18: Comparison of simulated results to analytical results for M =4. 
Discussion 
Because of the mobility prediction algorithm, PA-FMIP is 50% more efficient 
than NeighborCasting, and this is a significant improvement. Compared to the 
forwarding characteristics of proactive FMIPv6, PA-FMIP becomes more and 
more expensive (for the wired links only) for higher handover latencies. This has 
several implications: 
• Given the improvement m handover performance, there is an overhead 
trade-off which could impact the network. Reducing the overhead requires 
particularly accurate mobility prediction, as well as a relatively short han-
dover latency. 
• The data rate of the application is a scaling factor in the overhead projection 
(Equation 5.1). Thus the type of application used by the mobile node plays 
a part in where it would be best deployed. -Whether it is UDP or TCP based, 
PA-FMIP would provide a performance advantage compared to FIvIIPv6. 
• The ha.ndover latency is affected by the length of the link-layer ha.ndover. 
This has implications on the type of networks that would suit PA-FMIP. 











often take longer to perform, ultimately increasing the total number of 
forwarded packets. The issue of pre-trigger implementation for proactive 
FivlIPv6 seriously limits its deployment in heterogeneous networks. This is 












Conclusions and Future Work 
6.1 Conclusions 
\Vireless edge networks have provided users with ubiquitous connectivity to the 
Internet, and given rise to a Humber of IP mobility management issues. This 
study began by introducing these issues. It was identified that one of the princi-
pal factors affecting QoS is the service disruption inherent to handovers between 
networks. A number of fast handover protocols presented in the literature have 
addressed this issue. Cross-layer communication in the form of link-layer trig-
gers is a common requirement for fast handover protocols to perform adequately. 
A thorough review of the literature revealed that the practical implementation 
of pre-triggers is difficult. It was found that a number of schemes in the lit-
erature have proposed a variety of methods to minimise the negative effects of 
handovers. ]Vlobility prediction is one technique that authors have used as a 
means for streamlining a users transition between networks. 
Previous chapters have presented the design and implementation of the PA-FI\lIP 
proposal. The mobility prediction algorithm followed a simple data mining ap-
proach to analyse the user's previous mobility history and determine the users 
next location. The objective of this proposal was to determine if in fact mobility 
prediction can improve the quality of the handover procedure. 
A soft\vare simulation framework was successfully implemented using the ns-2 











aspects of PA-Fl\IIP. A number of experiments were performed on topologies 
resembling real world environments. Results were compared to similar schemes 
to gauge the achieved performance improvement. Based on findings in preceding 
chapters, the following conclusions are drawn: 
• Given the QoS requirement of real-time applications, the standard Mobile 
IPv6 protocol cannot support an artifact-free handover. This is in-line with 
the original claims stated in the literature. Fast handover protocols (PA-
FIVIIP, FMIPv6) achieved latency and packet loss values of up to 3 times 
less than Ivlobile IPv6. 
• Pure advertisement based movement detection is unsuitable for support-
ing real-time applications. The periodic intervals between broadcasts are 
simply too long and affect the performance and stability of the handover. 
Timeous link-layer triggers are definitely a requirement for future mobile 
networking devices. It is also an area that requires much research and stan-
dardisation given the number of technologies and mobility related protocols. 
• Proactivity in mobile communication systems has advantages, especially for 
performing pre-handover operations such as context transfer. Pre-trigger 
based Fl'vlIPv6 has the potential to support seamless handovers. How-
ever where a pre-trigger is available, Simultaneous Bindings should be used 
instead of proactive FNIIPv6 since it supports a smoother handover and 
mitigates the pre-trigger timing ambiguity problem. 
• Data mining is a useful and simple means for mobility prediction. The 
achievable accuracy is affected by a user's new or random mobility paths. 
The algorithm was shown to effectively learn a user's mobility patterns, 
and achieve 100% accuracy for regular mobility or with a trade-off in preci-
sion. CPU Processing overheads are a limitation but only for long mobility 
sessions. This can be managed by correctly configuring the mining pa-
rameters. From the the evaluation of the prediction algorithm, it can be 
concluded that the concept of mobility prediction is a suitable alternative 
for a pre-trigger. 
• The evaluations have demonstrated that the proactive forwarding of a 











handover. Compared to other schemes, the effect of the forwarding is an 
improvement in user-perceived real-time quality and an improvement in 
throughput for file transfers. This is the main contribution of this work. 
• The overhead of PA-FMIP is 50% less than the NeighborCasting scheme. 
The cost of the overhead is limited to wired network bandwidth. \Ve folIo,,, 
the maxim that wired bandwidth is relatively cheap and in abundance. The 
overhead would only impact the quality of the data stream if the available 
ydred bandwidth is small and bottlenecked, or if the size of the data packet 
is very large. Real-time media is usually encoded and packetised into small 
segments for this very reason. 
• TCP is a very common protocol and an essential part of the Internet. 
The effect of mobility on the TCP stream is influenced by the underlying 
TCP congestion control mechanisms. A comparison of seven TCP vari-
ants showed that the choice of TCP impacts on the end users' throughput. 
A user should make an intelligent selection of TCP in order to maximise 
download performance. For all the TCP variants in this test it was shown 
that PA-FlVIIP outperformed reactive FMIPv6. 
• Given the accuracy and performance results of the prediction algorithm, it 
is advisable that it be deployed in specialised environments such as PCS 
networks or vehicular netvmrks, i.e., a network environment with regular-
ity and finite mobility boundaries. VVhen considering additional handover 
packet exchanges such as security association negotiation and AAA 1 con-
text transfer, PA-FMIP is more tolerant than reactive F]VIIPv6 and is more 
applicable for mobile users. 
6.2 Recommendations and Future Work 
This study encompasses a broad spectrum of networking technologies. These 
range from mobility management protocols and real-time applications, to mobility 
prediction in wireless networks. While conducting this work, a number of issues 











and avenues for further research became evident. Listed below is a brief outline 
of some important recommendations to be considered. 
• The concept of mobility prediction was the focus of this work rather than 
data mining itself. The Apriori Algorithm ,vas chosen here because it is 
known to be an effective and efficient data mining algorithm. It would 
however be interesting to determine how it fares against other algorithms 
in its class. Also, Apriori algorithms used here were all pre-compiled and 
executed at run time, it is expected that directly customising the Apriori 
code to the topology / environment itself (and re-compiling) would improve 
the quality of the predictions. 
• The processing and resource consumption of PA-FMIP should be investi-
gated more comprehensively to determine the impact it \vould have on low 
power battery operated devices. 
• The ping-pong (random) effects of wireless networks were addressed by the 
prediction algorithm. The handover performance of PA-FMIP however was 
not subjected to ping-pong cell bouncing. Further tests should investi-
gate this issue since PA-FyIIP (and FMIPv6) utilise tunnelling to smooth 
handover performance. Ping pong movement can be related to extreme 
movement velocities which is also an important issue since it limits the 
maximum amount of time the prediction algorithm is allowed to complete 
its mining operations. 
• The accuracy and handover performance testing was done separately for 
simplicity reasons. Perhaps one could better gauge the performance of PA-
F~np as a whole if the handover performance was recorded over the city 
section of Topology 1 instead of Topology 2. The use of the RR\VP mobility 
model on this topology would subject PA-FMIP to frequent handovers and 
also ping-pong mobility. Analysing the handover results would very diffi-
cult, but ,vould allow any reliability and scalability issues to be answered. 
• The 802.11 link layer handover was emulated in ns-2 by using constant de-
lay period in the code. This served its purpose for the evaluation but a 











was available. One of the advantages of PA-F:r-.lIP over FMIPv6 is that it 
is not limited to one type of wireless technology, allowing it to perform fast 
vertical handovers with less trigger complexities. It is recommended that 
the evaluation environment be expanded to include overlapping heteroge-
neous wireless networks such as \VLAN and 3G, or \VLA,,\ and \ViMax. 
This ''',could allow more conclusive results to be found regarding vertical 
handover performance. 
• Security considerations in new protocols are ahvays a great concern and have 
largely been ignored in this study. Deploying or implementing PA-F:Nnp 
as a soft\vare kernel patch would first require a detailed security analysis. 
The forwarding of data streams to foreign networks has Denial of Service 
and flooding implications if used maliciously. Setting up security associa-
tions using AR Notice and AR Ack messages is a possible solution. Also, 
migrating through wireless networks is often restricted by authorisation 
and authentication issues. Cross domain vertical handovers are especially 
complicated. AAA mechanisms are often lengthy and can affect handover 
performance if not done proactively. 
• The real-time application experiments performed in this work used UDP to 
emulate encoded video streams. Real-time protocols usually use the Real 
Time Protocol (RTP). It involves some pre-session signalling to negotiate 
data rates and QoS but is essentially similar to streaming DDP. To extend 
the results, future evaluations should consider using RTF. 
• It is the author's belief that context transfer is an important subject for 
handover schemes. Further and more comprehensive testing in this area 
would uncover its actual impact on handover performance. 
• \Vireless (lossy) effects on link quality and error rates impact on the end 
user. A number of types of TCP (called vVireless-TCP) have been proposed 
specifically for this problem. The focus of this work was on the impact of 
mobility and handovers. The effects of lossy wireless links however will 
continue to be an issue in the future, especially for mobile users. Further 
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Link Layer Triggers 
This appendix describes the extra details relevant to link-layer triggers, their 
design and implementation in typical mobile networks. 
The authors of 155] have discussed how the triggers can be formed from GPRS, 
CDMA2000 and IEEE 802.11 link layers. 
• In GPRS they can be formed from successful activation / deactivation of a 
PDP Context, 
• in CDl\IA2000 IPV6CP opened / closed state, 
• and in IEEE 802.11 a successful association disassociation with an AP. 
The IEEE 802.21 generic trigger model defines a number of generic triggers, these 
include: Link Up, Link Down, Link Going Down, Link Going Up, Link Quality 
crossing threshold, Trigger Rollback, Better Signal Quality AP Available. Each of 
these triggers are described by the 3 types of information: The event that causes 
the L2 trigger to fire, the IP entity that receives the trigger, and the parameters 
delivered with the trigger. 
The events are usually driven by a particular metric crossing a threshold value. 
Different models use different metrics, each having to be tuned to the type of 
access technology. For example, an 802.11 \VLAN net\vork may use received 
signal strength (RSS) as an indicator, while a 3G network may use a bandwidth 











The following are practical examples of how link-layer triggers are physically 
implemented in network entities or embedded systems: 
• The link-layer driver may allow the IP stack to register an API callback 
function that is called when the trigger fires. 
• The device's operating system may allow a thread to call into a system call 
for the appropriate trigger. 
• The trigger may consist of a protocol for transferring trigger notification 
and parameter information at between L2 and L3 devices. This allows the 
IP stack on a separate machine to react to the trigger. The Inter Access 
Point Protocol (lAPP) protocol and the Link-layer Triggers Protocol [10] 












PA-FMIP Implementation Issues 
alld Procedures for ns-2 
B.l Apriori Implementation 
The Apriori frequent sequential itemset mining (Apriori_Seq) by Ferenc Bodon 
was published as source code as well as a compiled executable - fsm. Bodon is an 
active researcher in Apriori related data mining areas. This frequent sequential 
itemset mining is available as part of the fim_ env.tar.bz2 package. 
It is possible to edit and recompile the code in Linux. This would be useful to 
vary the internal components of the algorithm for some custom operations. For 
this study) using the compiled fsm was sufficient. 
The Apriori Rule mining algorithm used in this work was published by Bart 
Goethals in rules. tar.gz. 
B.2 RRWP in ns-2 
The restricted random waypoint model takes TIGER street map info along with 
desired mobility data as inputs. In this ,:vork, the TIGER data pertaining to 
\Vest University Area is used. The WestUnivPlace.dat file is obtainable from the 











one or more mobile nodes. These patterns are in the form of setdest coordinates 
and speeds that correspond to the streets of the (TIGER captured) city section. 
The model is presented as a compiled Linux application called Palm. It may 
generate a variety of types of mobility patterns (such as random walk mobility), 
the city section mobility in this study is handled by "Palm/Graph". 
The input parameters mould the nodes mobility behaviour. Besides the simu-
lation time, all the other input parameters \vere constant. An example of the 
Palm/Graph (RR\VP) mobility pattern generator is as follows: 
# Bash Usage: 
#./graph <input file> <number of lines in input file> 
<pause time mean> <pause time delta> 








The resultant output file consists of hundreds of ns setdest commands. This 
command sets the destination (coordinates on ns-2 topology) and speed (in m/s) 
much like a random waypoint model would, except sequential coordinates all fall 
within the confines of the street map: 
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Figure B.l: Example of recorded mobility of a single MN over the simulation 
topology. Graph drawn using Xgraph. 
B.3 Fast Handover code 
The installation of jhmipv6 in ns-allinone-2. 27 requires the manual patching 
of the following files in ns-2: 
mip. cc mip.h mip-reg. cc mip-reg.h ns-default. tel ns-agent. tel ns-mip. tel ns-lib. tel 
ns-node. tel ns-packet. tel packet. h 
This includes two new files to be added to the /ns-2. 27/mobile directory as 
well as the Makefile: 
fasthandover. cc and fasthandover.h 
The NOAH routing agent by \Vidmer is also needed to be included and compiled 
as part of jhmipv6: 











The fhmipv6 package was originally coded for installation using ns-allinone-2. 1. 7b. 
Using a newer version of ns-2 was necessary because the older versions were 
plagued with bugs and compile errors for certain application modules. 
~ilost of the fast handover functionality is contained in mip-reg. ce. This file con-
tains definitions for MIPHeader, MIPBSAgent and MIPMHAgent. The MIPHeader 
defines the new MIP packet. The MIPMHAgent represents the mobile node. The 
MIPBSAgent defines how an access router and home agent behave depending on 
what type of message is received and from whom it was sent. 
Event i-,? 
Figure 8.2: Event processing in ns-2. 
Recall that ns-2 is a discrete event simulator. This means that a change of state 
only happens at a discrete point in time. Events are the basic components that 
change the system state. Event handlers process events in a structured manner; 
Agents, Nodes, and links are examples of ns-2 event handlers. 
For the fast handover code, we deal with the MIP agents. Each of which will have 
a reev 0 function. In ns-2, packets are handled from entity to entity. This means 
that packets are not 'sent' down a link, but rather 'called' by the link's reev 0 
function. This function basically consists of a large s\vitch statement operating 
on the type of message that is received. The message type is a field in the 
received packet. So based on the type of received message, the agent performs 



















iph->daddr() = MN; //destination address of MN 
iph->dport() 0; 
iph->saddr() = addr(); 
iph->sport() porte); 
miph->type_ = FAST_PRRTADV; 
ch->num_forwards() = 0; 
ragent_ >recv(p, (Handler*)0) ; / /Pass packet to MN's recvO. 
} 
This is an intelligent code structure. Code segments are separated by #ifdef 
and #ifndef operators that only permit certain parts of code to be executed 
if a particular string is defined at the beginning of the code (e.g. #def ine 
FAST_REACTIVE for reactive F:r.lIPv6 only). This allows the MIPv6, Proactive 
FMIPv6, Reactive FNIIPv6, PA-F:VIIP and Simultaneous Bindings to be written 
in the same file but only compiled independently of one another. 
B.4 Tunnel management in ns-2 
Setting up tunnels in C requires the use of oTcl functions to access Tel functions 
at runtime. The following sets up a tunnel between the '\IN's current AR and a 
new AR at the address m_coa_. 
tcl.evalf("%s decap-route-encap %d %s %If'', name_, miph->haddr_, 
objname, miph->lifetime_); 












The decapsulation is implemented by the following: 














Figure C.1: General schematic of a mobile node in ns-2 [431. 
The network stack for an 802.11 enabled mobile node consists of the components 
defined below. 
Link Layer The ARP module is connected to LL resolves all IP to hardware 
(Ivlac) address conversions. Normally for all outgoing (into the channel) packets, 
the packets are handed down to the LL by the Routing Agent. The LL hands 











nel), the mac layer hands up packets to the LL \vhich is then handed off at the 
node _ entry _ point. 
ARP The Address Resolution Protocol (implernented in BSD style) module re-
ceives queries from Link layer. If ARP has the hardware address for destination, 
it writes it into the mac header of the packet. Otherwise it broadcasts an ARP 
query, and caches the packet temporarily. For each unknown destination hard-
ware address, there is a buffer for a single packet. Incase additional packets to 
the same destination is sent to ARP, the earlier buffered packet is dropped. 
Interface Queue (IFQ) The class PriQueue is implemented as a priority queue 
which gives priority to routing protocol packets, inserting them at the head of 
the queue. It supports running a filter over all packets in the queue and removes 
those 'with a specified destination address. 
Mac Layer The IEEE 802.11 distributed coordination function (DCF) Mac pro-
tocol has been implemented by CMU. It llses a RTSjCTSjDATAjACK pattern 
for all unicast packets and simply sends out DATA for all broadcast packets. The 
implementation uses both physical and virtual carrier sense. 
Network Interfaces (PHY) This layer serves as a hardware interface \vhich 
is used by the mobile node to access the channel. The wireless shared media 
interface is implemented as class Phy/WirelessPhy. This interface subject to 
collisions and the radio propagation model receives packets transmitted by other 
node interfaces to the channel. The interface stamps each transmitted packet with 
the meta-data related to the transmitting interface like the transmission power, 
wavelength etc. This meta-data in pkt header is used by the propagation model 
in receiving network interface to determine if the packet has minimum power 
to be received and/or captured and/or detected (carrier sense) by the receiving 
node. The model approximates the DSSS radio interface (LucentWaveLan direct-
sequence spread-spectrum). 
Radio Propagation Model It uses Friss-space attenuation (l r2) at near dis-
tances and an approximation to Two ray Ground (1 r 4) at far distances. The 
approximation aSSllmes specular refiection off a fiat ground plane. 
Antenna An omni-directional antenna having unity gain is used by mobilenodes. 
The resulting node configuration for each MN and AR in the simulations are 











set opt (chan) Channel/WirelessChannel ;# channel type 
set opt (prop) Propagation/TwoRayGround ;# radio-propagation model 
set opt(netif) Phy/WirelessPhy ;# network interface type 
set opt (mac) Mac/802_11 ;# MAC type 
set opt(ifq) Queue!DropTail!PriQueue ;# interface queue type 
set opt (11) LL ;# link layer type 
set opt (ant) Antenna!OmniAntenna ;# antenna model 
set opt(ifqlen) 50 ;# max packet in ifq 
set opt(nn) 1 ;# number of mobilenodes 
set opt(adhocRouting) NOAH ;# routing protocol 
set opt(cp) 1111 ;# connection pattern file not used 
set opt (sc) 1111 ;# node movement set manually. 
set opt (x) 1000 ;# x coordinate of topology 
set opt(y) 1000 ;# Y coordinate of topology 
set opt (seed) 0.0 ;# random seed 
set opt (stop) 100 ;# time to stop simulation 
C.O.l Configuring Radio Range 
HO\v to determine the desired propagation threshold parameters for 802.11 b, the 
following line is run from II ~ /ns-2/ns-allinone-2.27 /ns-2.27 /indep-utils/propagation": 
» .!threshold -m TwoRayGround -fr 2.4ghz 140m 
Values for Pt_ (Power) and RXThresh_ (Receive threshold) are outputted: 
Pt = 0.281838 
RXThresh_ 3.7140ge-09 
These values are used in the main Tel simulation script as follows: 
# Power and RxThresh set for Range =140m 
Phy!WirelessPhy set Pt_ 0.281838 
# Freq set at 2.4Ghz default 












Topology Design Considerations 
and Procedures 
The topology of Topology 1 was created using Topoman. Topoman is bundled 
with the l\1obhvan package, however it can be used separately. As shown in D.l, 
the 36 subnet are bundled into 4 sites, connected in a ring formation through 
intermediate routers. Base Station 0 also functions as the corresponding node. 
Topoman (tm) is executed in the following manner: 
$tm_all_nodes(O) label [$TOPOM get_addr_by_id 0] ;#flNode 0 (eN)" 
$tm_alLnodes(O) color red 
$tm_all_nodesCO) shape "box" 
$tm_all_nodes (1) label [$TOPOM get_addr_by_id 1] 
$trn_all_nodes C 1) color cyan 
$tm_alLnodes (1) shape IIhexagonfi 
This creates the actual network nodes. Each node hmvever requires a hierarchical 
ns-2 address as well as a physical network link. With the help of topoman, the 
assignment of addresses for Topology 1 is relatively simple. The hierarchical 
addresses for Topology 2 were assigned manually. The exact configuration of 











Figure D.1: A large IPv6 network of 36 access routers forming four domains 
with a total of 36 subnets. Image captured from the Network Animator (NAM) 
display. 
The duplex wired links between the base stations, as well as their positions on 
the square topology are also configured in topojile. tel. 
The 1200x1200m area is split up into four (Cartesian) quadrants for simplicity. 
Here, 1 unit on the simulation topology is equivalent to 1m. One must under-
stand the layout in D.1 is not spatial (because of the limitations of the NAM 
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Figure D.2: Layout of 36 ARs on Topology l. The mobility (red) of a single node 
is shown over the AR grid (green). Screen captured from NAM output. 
D.l Node Position and Range Values 
Topology 1 is 1200x1200m covered by 36 access routers. Simple planning of the 
layout lead to their 200m separation. In order for the MN to not lose wireless 












Figure D.3: Derivation of a suitable radio range for the ARs. 
to overlap slightly. As shown in Figure D.3, an AR range of 140m is sufficient to 












Recording and Analysing ns-2 
Trace Data 
Ns-2 simulations are written in a script format using the Tel language. The net-
work topology, nodes, simulation settings, protocol applications and file outputs 
are specified in a particular order. Ns-2 outputs all simulation events to a trace 
file. Extra simulation tools such as N AM use the trace to animate the simulation 
scenario. To collect specific data or results from the trace log A\VK scripts are 
used. The A\VK language is simple and provides a useful means to process and 
filter large amounts of data. These A\VK files (and other files such as Perl, Bash 
or grep scripts) can be executed from the Tel script at the end of the simulation. 
See Jsimple. tel for the simulation configuration and details. 
The events in the trace file have a specific format. Timestamps, packet ID num-
bers, and sequence numbers are the most useful parameters used when analysing 
ns-2 traces. Results are calculated according to the a particular metric (such as 
latency / throughput). An example of the trace format is: 
r -t 53.740974752 -Hs 5 -Hd -2 -Ni 5 -Nx 313.70 -Ny 45.00 -Nz 0.00 
-Ne -1.000000 -Nl MAC -Nw - - -Ma 95e -Md 3 -Ms 1 -Mt 0 
Additional text information is outputted to the command prompt during the 











commands such as printf or putchar also print to the screen. This data can be 
piped to a separate file and analysed using more A\VK files. 
Each ns-2 simulation is executed from the Linux shell prompt. For example, the 
handover experiment tel file is executed as fo11O\\'s: 
ns fsimple.tcl > info 
At the end of the simulation, a number of A\VK scripts are automatically exe-













F.l TCP for ns-2 
The TCP variants used in this study were all part of the ns-allinone-2. 27 
distribution except Fast-TCP. Fast-TCP, published by the California Institute of 
Technology (Calteeh)' was relatively simple to install by following step-by-step 
instructions as set by the authors. For more information on Fast-TCP see the 
comprehensive documentation in [521 and [51]. 
Setting up the FTP application in the ns-2 simulation script (fsimple.tel) was 











proc set-tcp { } { 
global ns_ MN N opt ftp1-start 
set tcp_(l) [$ns_ create-connection TCP/Newreno $N(O) 
TCPSink/Sack1 $MN 1J 
$tcp_(l) set window_ 32 
$tcp_(l) set packetSize_ 512 
# RCH Setting connection monitor to compensate for 802.11. 
$ns_ connection-monitor 1 $MN 
set ftp_(l) [new Application/FTPJ; #Create new application 
$ftp_(l) attach-agent $tcp_(l); #Attach FTP to TCP agent 
$tcp_(l) set close_on_empty_ true 
# Start sending 3Mb file 
$ns_ at 25.0 "$ftp_ (1) send $send_size" 
#$ns_ at 1.0 "$ftp_(1) start" 
#$ns_ at 99.0 H$ftp_(1) stopH 
} 
As shmvn, the FTP application is between node 0 (CN) and the l'vIN. The different 
versions of TCP are easily alternated between simulations. The source (TCP / .. ) 
and sink types (TCPSink/ .. ) are specified here. 
The connection monitor function is used to make sure the TCP agent does not re-
ceive packets during particular points in a link handover. As explained in Chapter 
4, this is a ~work-around (introduced by Hsieh) for the incomplete implementation 
of the ns-2 802.11 module. 
Reno T cpAgent 











F.2 lJDP in ns-2 
The setup of the real-time emulation through UDP was done as follows: 
proc set-cbr { } { 
global ns_ N MN 
set udp_(1) [$ns_ create-connection UDP $N(O) Null $MN 1] 
# RCH Setting connection monitor - to compensate for 802.11. 
$ns_ connection-monitor 1 $MN 
set src [new Application/Traffic/CBR] 
$src set packetSize_ 210 ;#bytes 
$src set rate_ 300k ;#bps 
$src set random_ 0 ;#no random noise 
$src attach-agent $udp_(l) 
$ns_ at 20.0 "$src start" 
} 
Again, the connection monitor was required to drop packets while the node per-
forms a link change or according to the characteristics of the mobility man-
agement protocol. This simulation setup is meant to emulate a high data rate 
application such as IPTV or similar. For a strict VoIP application, the UDP 











proc set-VoIP { } { 
global ns_ N MN 
#load Mean burst time / (Mean inter-arrival time) 
# Mean burst time / (Mean burst time + mean idle time) 
set load 0.6 
set udp_(1) [$ns_ create-connection UDP $N(O) Null $MN 1J 
# RCH Setting connection monitor - to compensate for 802.11. 
$ns_ connection-monitor 1 $MN 
set expoo [new Application/Traffic/ExponentialJ 
$expoo attach-agent $udp_(1) 
$expoo set packetSize_ [expr 160+40J; #data + header 
$expoo set burst_time 180 
$expoo set idle_time_ [format %.1f 
[expr [$expoo set burst_time_J*(1/$load-1)]] 
$expoo set rate_ 64000 
$ns_ at 20.0 "$expoo start" 
} 
This code models the exponential distribution of inter-arrival times for a typical 
(packetised) VoIP data stream. The burst and idle times of the application 
can be adjusted, as well as the 64kbps transmission rate. The 300kbps CBR 
approach taken in our evaluation provides more flexibility in terms of the different 
types of streaming multimedia applications, and is in-line with the vision of next 












Source Code for Simulation 
Experiments 
G.1 Mobility Prediction Tests 
G .1.1 Topology 
File name: topofile. tel 
G.1.2 Accuracy and Precision 
File names: working-sim. tel, prediction. cc, prediction.h 
G.2 Handover Performance Tests 
G.2.1 Fast handover protocol implementations 
File name: mip-reg. cc, mip. cc, mip.h 
G.2.2 Tel scripts 











G.2.3 Result collection 
TCP 
File names: plot_seq. pl, 
tcp _ duplicatedpkts _ newtrace _ extract. awk, 
tcp _ seqnum newtrace _ extract. awk, 
totaC dropped_pkts_ awk.awk, 
total_ dropped_pkts_ during_l_ HO _ awk.awk, 
calc _ tcp _ goodput _from_perl. awk, 
UDP 
File names: plot _ udp _ seq. pl, cb'r-jitter-awk. txt, 
total number of fwded pkts awk. awk, 
- - - - -
totaC dropped pkts_ awk.awk, 
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The accompanying CDROM is located on the inside back cover of this document. 
The contents of the CDROM are as follows: 
• A soft copy of this thesis in PDF format 
• The source code files of the evaluation framework 
• Relevant publieations used during the research of this thesis. 
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