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Abstract
The purpose of this work is to investigate the problem of global in time existence of sequences of weak solutions to the Navier–
Stokes equations for viscous compressible and heat conducting fluids. A class of density and temperature dependent viscosity and
conductivity coefficients is considered. This result extends P.-L. Lions’ work in 1993 [P.-L. Lions, Compacité des solutions des
équations de Navier–Stokes compressibles isentropiques, C. R. Acad. Sci. Paris, Sér. I 317 (1993) 115–120] restricted to barotropic
flows, and provides weak solutions “à la Leray” to the full compressible model that includes internal energy evolution equation
with thermal conduction effects. A partial answer is therefore given to this currently widely open problem, described for instance in
P.-L. Lions’ book [P.-L. Lions, Mathematical Topics in Fluid Dynamics, vol. 2, Compressible Models, Oxford Science Publication,
Oxford, 1998]. The proof uses the generalization to the temperature dependent case, of a new mathematical entropy equality
derived by the authors in [D. Bresch, B. Desjardins, Some diffusive capillary models of Korteweg type, C. R. Acad. Sci., Paris,
Section Mécanique 332 (11) (2004) 881–886]. The construction scheme of approximate solutions, using on additional regularizing
effects such as capillarity, is provided in [D. Bresch, B. Desjardins, On the construction of approximate solutions for 2D viscous
shallow water model and for compressible Navier–Stokes models, J. Math. Pures Appl. 86 (4) (2006) 362–368], and allows to use
the stability arguments of this paper.
© 2006 Elsevier Masson SAS. All rights reserved.
Résumé
Le but de ce travail est d’étudier le problème de l’existence globale en temps de solutions faibles pour les équations de Navier–
Stokes régissant un fluide visqueux compressible et conducteur de chaleur. Une certaine classe de viscosités et conductivités
dépendant de la densité est considérée. Ce résultat étend le travail de P.-L. Lions de 1993 [P.-L. Lions, Compacité des solutions
des équations de Navier–Stokes compressibles isentropiques, C. R. Acad. Sci. Paris, Sér. I 317 (1993) 115–120] concernant les
fluides barotropes, et procure des solutions faibles « à la Leray » du modèle compressible complet incluant l’équation d’évolution
de l’énergie interne avec effets de conductivité thermique. Une réponse partielle est alors donnée à ce problème largement ouvert
décrit par exemple dans le livre de P.-L. Lions [P.-L. Lions, Mathematical Topics in Fluid Dynamics, vol. 2, Compressible Models,
Oxford Science Publication, Oxford, 1998]. La démonstration utilise une généralisation, au cas dépendant de la température, d’une
* Corresponding author.
E-mail addresses: didier.bresch@univ-savoie.fr (D. Bresch), Benoit.Desjardins@cea.fr (B. Desjardins).0021-7824/$ – see front matter © 2006 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.matpur.2006.11.001
58 D. Bresch, B. Desjardins / J. Math. Pures Appl. 87 (2007) 57–90nouvelle égalité mathématique d’entropie obtenue par les auteurs dans [D. Bresch, B. Desjardins, Some diffusive capillary models
of Korteweg type, C. R. Acad. Sci., Paris, Section Mécanique 332 (11) (2004) 881–886]. La construction d’un schéma de solutions
approchées, utilisant des effets de régularisation tels que ceux provenant de la capillarité, est donnée dans [D. Bresch, B. Desjardins,
On the construction of approximate solutions for 2D viscous shallow water model and for compressible Navier–Stokes models,
J. Math. Pures Appl. 86 (4) (2006) 362–368], et elle permet d’utiliser les arguments de stabilité de cet article pour obtenir le résultat
d’existence.
© 2006 Elsevier Masson SAS. All rights reserved.
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1. Introduction
For its many applications in industry, the Navier–Stokes equations modeling viscous compressible and heat con-
ducting fluids has been studied for the last fifty years both from a theoretical and a numerical point of view. Robustness
and accuracy of numerical schemes, in particular in the presence of strong shocks or complex boundary conditions,
as well as questions of existence, uniqueness and stability of solutions is still a very competitive research area. The
present study addresses the theoretical problem of existence of so-called “weak solutions” for the full system (roughly
speaking, solutions in the sense of distributions), including the evolution equation of internal energy. This problem
was described as widely open for instance in P.-L. Lions’ book [44].
The case of incompressible flows was considered by Leray in the 30s [42]. He proved the global in time existence
of weak solutions to the Navier–Stokes equations in dimension d = 2 or 3, and global regularity and uniqueness in di-
mension d = 2. A somehow simplified compressible case was considered by P.-L. Lions in the 90s [43,44], decoupling
the internal energy equation from the mass and momentum conservation equations: assuming barotropic pressure laws
(temperature independent equations of state), he proved the global existence of weak solutions in the spirit of Leray’s
work. The construction of weak solutions is essentially based upon estimates derived from the physical energy of the
system supplemented by more subtle integrability bounds that allow to control density oscillations.
Unfortunately, uniqueness and strong stability is often out of reach only with a weak solution approach. Refined
functional analysis has been used for the last decades, ranging from Sobolev, Besov, Lorentz and Triebel spaces, . . .
to describe the regularity and long time behavior of solutions to the incompressible model [41,28,15–17,14,27] . . . as
well as the compressible one [55,31,53,38] . . . The question of global regularity and uniqueness of solutions without
restrictions on the size of the data is still open in dimension d = 3 both in the incompressible and in the compressible
case. In dimension d = 2, global regularity and uniqueness are well known for incompressible flows. Concerning the
compressible case, some answers are provided in [56] with particular assumptions on the constitutive relations namely
constant μ and density dependent λ. General result is still open because of the lack of estimates in regions where the
density vanishes.
Even though global existence of weak solutions provides little information about the well posedness of the system,
such an analysis has many practical interests. In addition to their physical relevance, since regularity of initial data is
closely related to physically meaningful quantities, weak solutions stability properties are likely to provide evidence
of stability of numerical schemes, which most of the time do not preserve strong regularity estimates at the continuous
limit.
The aim of this paper is to extend the work of P.-L. Lions [44] to the case when pressure laws both depend on
density and temperature. We intend to prove the global in time stability of sequences of weak solutions for the full
Navier–Stokes solutions modeling viscous compressible and heat conducting fluids in dimension d = 2 or 3. The
space domain is assumed to be either the whole space Ω = Rd , or a box Ω = Td with periodic boundary conditions.
The case of more general domains will be discussed at the end of this work and is given in [9]. An extension of this
result involving capillarity effects is also given.
A compressible and heat conducting fluid governed by the Navier–Stokes equations satisfies the following system
in R+ ×Ω :
∂tρ + div(ρu) = 0, (1)
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∂t (ρE)+ div(ρuH) = div
(
(σ + pI) · u)+ div(κ∇θ)+ ρfext · u, (3)
E = e + |u|
2
2
, H = h+ |u|
2
2
, h = e + p
ρ
,
where u ∈Rd denotes the velocity field of the fluid, ρ the density, κ the thermal conductivity coefficient, σ the stress
tensor, I the identity tensor, p the pressure field, e the specific internal energy and h the specific enthalpy. The specific
total energy is denoted by E and the associated specific enthalpy by H . Finally, bulk forces are represented by a
given d-component vector field f . It may be decomposed into two components f = fint + fext, where fint and fext
respectively denote the internal forces (drag force, . . . ) and the external forces (gravitation, . . . ). As we shall see later
on, the work of internal forces ρfint · u appears in the internal energy equation and has to be nonnegative in order to
be consistent with the second principle of thermodynamics. On the other hand, no sign condition is required for the
work of external forces ρfext · u which appears at the right-hand side of the total energy equation (3).
Eqs. (1), (2) and (3) respectively express the conservation of mass, momentum and total energy. In order to close
the system, two additional ingredients are necessary. First, the fluid is assumed to be Newtonian, so that there exists
two viscosity coefficients μ and λ such that
σ = 2μD(u)+ (λdivu− p)I, (4)
where D(u) denotes the strain rate tensor, defined as the symmetric part of the velocity gradient ∇u. As a second
condition, a thermodynamic closure law provides the pressure p and the internal energy e as functions of the density
ρ and the temperature θ
p =P(ρ, θ) and e = E(ρ, θ). (5)
In order to be consistent with the second principle of thermodynamics, which implies the existence of the entropy as
a closed differential form in the energy balance, the following compatibility condition, called “Maxwell equation”,
between P and E has to be satisfied:
P(ρ, θ) = ρ2 ∂E
∂ρ
∣∣∣∣
θ
+ θ ∂P
∂θ
∣∣∣∣
ρ
. (6)
The specific entropy s = S(ρ, e) is defined up to an additive constant by:
∂S
∂e
∣∣∣∣
ρ
= 1
θ
and
∂S
∂ρ
∣∣∣∣
θ
= − p
ρ2θ
. (7)
Another important assumption on the entropy function is made,
the entropy S is a concave function of (ρ−1, e). (8)
Property (8) ensures in particular the nonnegativity of the so-called Cv coefficient given by:
Cv = ∂E
∂θ
∣∣∣∣
ρ
= − 1
θ2
∂2S
∂e2
∣∣∣∣
−1
ρ
.
System (1)–(3) is supplemented with initial conditions:
ρ|t=0 = ρ0, ρu|t=0 = m0, ρE|t=0 = G0 + |m0|
2
2ρ0
. (9)
The functions ρ0, m0, and G0 are assumed to satisfy:
ρ0  0 a.e. on Ω, and
|m0|2
ρ0
= 0 a.e. on {x ∈ Ω | ρ0(x) = 0}, (10)
and G0 has to be taken in such a way that
G0(x) ∈ ρ0(x)E
(
ρ0(x),R+
)
for a.e. x ∈ Ω, (11)
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θ0(x) = E
(
ρ0(x), ·
)−1({
G0(x)/ρ0(x)
})
 0 a.e. on
{
x ∈ Ω | ρ0(x) = 0
}
. (12)
In most practical applications, the two viscosity coefficients μ and λ, as well as the thermal conductivity coeffi-
cient κ are given functions of the density and temperature (the so-called Sutherland law is a popular example [13]).
The question of global well posedness of the above system is one of the main challenges since the end of the last
century. Only partial results are currently available [26,31,32] and the full problem is still widely open. See also [25]
with viscosities depending on temperature.
2. Brief survey on weak solutions of (1)–(3)
Let us now review briefly the currently available results regarding the existence of weak solutions for the compress-
ible Navier–Stokes equations in Td or Rd , see [26], [44] and [52] and references cited therein for a more complete
overview.
2.1. Barotropic flows
One of the main result of the nineties is due to P.-L. Lions [44], who proved the global existence of weak solutions
“à la Leray” for the compressible Navier–Stokes system in the case of barotropic equations of state. It means that the
pressure field p is a function of the density ρ only, which behaves like ρ → ργ at infinity, where γ is a large enough
coefficient. The viscosity coefficients μ and λ are assumed to be constants satisfying μ > 0 and λ + 2μ > 0. Weak
solutions in Ω = Td (periodic boundary conditions) are defined as solutions in the sense of distributions such that the
physical energy is bounded. In the case of a perfect γ -type pressure law (p(ρ) = aργ for some positive constant a),
the energy inequality writes for all t  0,
∫
Ω
ρ
( |u|2
2
+ e
)
(t, x)dx +
t∫
0
∫
Ω
(
μ|∇u|2 + (λ+μ)|divu|2)(s, x)dx ds

t∫
0
∫
Ω
(ρf · u)(s, x)dx ds +
∫
Ω
( |m0|2
2ρ0
+ ρ0e0
)
(x)dx, (13)
where
e = aρ
γ−1
γ − 1
denotes the specific internal energy. The initial conditions are assumed to satisfy:∫
Ω
( |m0|2
2ρ0
+ ρ0e0
)
(x)dx < +∞. (14)
The existence of global weak solutions (solutions in the sense of distributions with bounded physical energy) was
obtained by P.-L. Lions in [43,44] for large enough exponents γ : assuming that f ≡ 0 for simplicity, that the above
integrability of initial data (14) holds and
γ  γ0, where γ0 =
{
3/2 if d = 2,
9/5 if d = 3,
he proved that there exists a global weak solution (ρ,u) such that the density ρ ∈ L∞(R+;Lγ (Ω)), the ve-
locity u ∈ L2(R+; (H 1(Ω))d). This solution also satisfies the following regularity: ρ ∈ C(R+;Lp(Ω)) for all
p < γ , ρ|u|2 ∈ L∞(R+;L1(Ω)), ρu ∈ C(R+;L2γ /(γ−1)(Ω)-weak) and ρ ∈ Lq((0, T ) × Ω) for all T > 0, where
q = γ − 1 + 2γ /d . Notice that this result is also proved in the whole space Rd as well as in the case of a suitably
smooth bounded domain with homogeneous Dirichlet boundary conditions on the velocity. This result has been re-
cently extended to the somehow optimal case γ > d/2 in [24] using oscillation defect measures on density sequences
associated with suitable approximate solutions.
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uniqueness of strong solutions for a potential barotropic compressible model is proved. The obvious restrictions of
applicability are due to the rather unnatural hypothesis:
μ = Cst > 0, λ(ρ) = bρβ, b > 0, β  3.
The viscosity μ must be constant while λ depends on ρ in a very specific way. The proof of the result is based on
very a priori estimates in very regular function spaces. Those estimates are obtained using the particular form of the
constitutive relations and the fact the problem is posed in two space dimensions.
Another recent improvement was achieved in [6,7,11]. It still involves the case of barotropic equations of state,
but also handles simultaneously degenerate viscosity coefficients λ and μ, depending on the density ρ. Although
degenerate coefficients bring additional difficulties, since the velocity itself no longer belongs to L2loc(R+;H 1(Ω)),
this degeneracy provides a particular mathematical structure that yields global in time integrability properties on
density gradients. This new structure was first discovered in [11] in the framework of capillary fluids, when the
viscosity coefficient μ is proportional to the density ρ and λ = 0. Later on, the authors realized that the derivation
of this Sobolev bounds on the density still works without capillarity [6]. It was applied to prove global existence of
weak solutions to the 2-dimensional viscous shallow water model [6], in which viscosity is proportional to the height
function (the equivalent of the density in the compressible flow analogy). As a matter of fact, such a viscosity law arises
in the physically relevant derivation process of the model in the long wavelength limit [29]. Notice that the rigorous
physical derivation yields a nonzero drag force, corresponding to bottom friction in the underlying 3d free surface
model [46]. This zero order term turned out to be necessary in the mathematical stability result for technical reasons
in [6] and to construct regular enough approximate solutions in [12]. Concerning the stability result, this assumption
has recently been removed in [49] by assuming more integrability on the initial velocity than the only physically
relevant bound, still using the structure discovered in [11] coupled with the test function (1 + ln(1 + |u|2))u. The
construction of approximate solutions in the barotropic case, without such a drag term, seems to be an open problem.
In the full compressible and heat conducting Navier–Stokes system, this zero order term will not be necessary, using
properties derived from suitable assumptions on the zero Kelvin isothermal close to vacuum.
More generally, the most recent work about the barotropic case involves general density dependent viscosity coef-
ficients for which the new Sobolev bound on the density still holds. It writes as a constraint involving the shear and
the bulk viscosity coefficients, namely (15), and was published in [7].
This mathematical structure, which in fact reduces to a new mathematical entropy equality, is the key ingredient in
this work to prove the global existence of weak solutions to the full compressible and heat conducting Navier–Stokes
system. Note that such a structure has also been recently used in [49]. A stability result on barotropic compressible
Navier–Stokes equations is proved for general viscosities satisfying the constraint published in [7], assuming gamma
type pressure law p(ρ) = ργ with γ > 1, without adding friction forces as it was done in the previous work for shallow
water models in [6]. For this, they consider initial data such that ρ0(1 + |u0|2) ln(1 + |u0|2) ∈ L1(Ω), and prove that
this integrability is transported in time. Such a property is obtained by using the test function (1 + ln(1 + |u|2))u
combined with the estimate on ∇ϕ(ρ) deduced from the new mathematical entropy equality [11] for some suitable
function ϕ depending on μ.
Here, for the reader’s convenience, the derivation of the new mathematical entropy equality is adapted to the tem-
perature dependent case and detailed in Section 5.2. Note that global existence of weak solutions in 1D with degenerate
viscous term for compressible Navier–Stokes equations, barotropic or full system, has been extensively studied, see
for instance [45,37,36,4,47,58] for an overview. We refer the reader to the paper [34], where an interesting result is
shown about the failure of continuous dependence on initial data for the Navier–Stokes equations of compressible
flows with constant viscosity coefficients. Our result shows that density dependent viscosities may provide additional
information to get stability results and to allow construction of approximate solutions.
The common advantage of the theory of weak solutions is that it does not require any restrictions on the size of
the data. But it guarantees global existence only in the class of low regularity solutions, where other fundamental
questions such as uniqueness or stability (well-posedness in the sense of Hadamard) remain largely open. In singular
perturbations studies, such as low Mach number analysis, attention has to be paid to the possibly nonempty set where
the density ρ vanishes and on the low regularity of solutions, see for instance [10,23] and references cited therein.
However, a weak solutions approach does not require to take care of the possible dependence of the time existence
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an easy task, see for instance [1,2,50].
2.2. Temperature dependent pressure laws
To the best of our knowledge, almost all existence results for the full compressible Navier–Stokes equations (includ-
ing the temperature equation) involve simplified or restrictive assumptions. For instance, symmetries (plane, cylindric
or spherical) allow to reduce to the one-dimensional setting in space variables. However, it somehow hides the mathe-
matical structure of the system, even though very interesting work has been done [32] for the last fifty years. . . Another
approach for the multidimensional case d  2 consists in considering existence, uniqueness and stability results “in
the small”, i.e. for small enough time depending on the size of the initial data, or globally in time for initial data close
enough to an equilibrium (small enough initial velocity and initial density close enough to a constant) [39,57,18,31,
48,55]. Let us remark that the work by D. Hoff [32,33] provides results in very low regularity spaces for possibly
discontinuous initial data, still in the framework of “small data”.
The question of existence of so-called “variational” solutions in dimension d  2 has been recently addressed
in [26]. Let us emphasize that this work is the very first attempt towards the existence of weak solutions for the full
compressible Navier–Stokes equations.
Such a remarkable existence result is obtained for specific pressure laws with constant Cv coefficient, given by the
general equation p(ρ, θ) = pc(ρ) + θpθ (ρ) with specific behavior at infinity for pc , and restrictions on pθ , which
has to grow suitably slower than the “zero temperature” pressure pc for large densities. Unfortunately, the perfect gas
equation of state is not covered by this result, even in restrictive density regimes. Namely the dominant role of the first,
barotropic, pressure term pc is one of the key argument to obtain such an existence result. This restrictive assumption
seems to prevent from considering equations of state commonly used in realistic applications even far from vacuum.
Moreover, in [26], the temperature equation is satisfied only as an inequality (which justifies the notion of varia-
tional solutions): more precisely, it satisfies:
Cv
(
∂t (ρθ)+ div(ρθu)
)− div(κ(ρ, θ)∇θ) 2μD(u) : D(u)+ λ|divu|2 − θ ∂p
∂θ
∣∣∣∣
ρ
divu,
which is not fully satisfactory from a physical viewpoint, even though it preserves the second principle of thermody-
namics. As a matter of fact, the compactness on the temperature does not seem to be sufficient to pass to the limit in
the energy equality. Such a possibly nonzero “ghost entropy production” is by no means justified by physical consid-
erations, since no discontinuities (shocks) are expected in the viscous and heat conducting case. Anyway, we have to
mention a recent remarkable extension performed by in [25], namely temperature dependent viscosities. This case is
the only result which is known with such physical dependency of viscosities and seems to be far from being considered
in our work.
3. Setup and main result
The present work addresses the question of global stability of weak solutions for the full Navier–Stokes compress-
ible and heat conducting system, where the total energy conservation equation is satisfied in the sense of distributions.
Specific assumptions are made on the density and temperature dependence of the thermal conductivity κ and the vis-
cosity coefficients λ and μ and an internal force or order 0 with respect to the physical variables may be considered.
In order to simplify the presentation, only equations of state close to ideal polytropic gas are considered in the main
statement in the case of the dimension d = 3 in T3 (bounded box [0,2π]3 with periodic boundary conditions) or the
whole space R3. Moreover, complete proofs are given only in this 3d case, even though some of the steps use the
most general framework. As a matter of fact, some suitable real gas equations of state and two-dimensional flows
may be considered; these questions will be discussed in Sections 10 and 11. Finally, further results taking account of
capillarity effects [40] will be developed in Section 12, as well as open questions such as the case of domains Ω with
nonzero curvature boundary.
Let us emphasize that the construction of approximate solutions—which preserve the mathematical structure
needed in the stability result—to actually prove that global in time weak solutions exist is provided in [12].
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This subsection deals with assumptions regarding physical coefficients, such as viscosity, thermal conductivity and
equation of state.
First of all, the viscosity coefficients λ and μ are assumed to be respectively C0(R+) and C0(R+) ∩ C1(R+)
functions of the density only, such that μ(0) = 0, and the following constraints are satisfied: there exist positive
constants c0, c1, A and m> 1, (d − 1)/d < n < 1 such that
for all s > 0, λ(s) = 2(sμ′(s)−μ(s)), (15)
for all s < A, μ(s) c0sn and dλ(s)+ 2μ(s) c0sn, (16)
for all s A, c1sm  μ(s)
sm
c1
and c1sm  dλ(s)+ 2μ(s) s
m
c1
. (17)
Let us also recall that assumption (15) was already introduced in [7] in the framework of barotropic flows. The
extension to both density and temperature dependence of the viscosity coefficients, which may allow to capture the
case of Sutherland’s law [54], unfortunately seems out of reach in the present work.
Next, the thermal conductivity coefficient κ is assumed to satisfy:
κ(ρ, θ) = κ0(ρ, θ)(ρ + 1)
(
θa + 1), (18)
where a  2, and κ0 is a C0(R2+) function satisfying for all positive ρ and θ ,
c3  κ0(ρ, θ)
1
c3
, (19)
for some positive constants c3. Notice that reference density and temperature are taken equal to one in the above
assumptions; nondimensional forms of the equations may indeed be considered, so that no generality is lost.
Finally, we assume that the equations of state (5) are of ideal polytropic gas type:
p = ρrθ + pc(ρ), e = Cvθ + ec(ρ), (20)
where r and Cv are two constant positive coefficients. For convenience, we denote γ = 1 + r/Cv . Moreover, the
additional pressure and internal energy pc and ec are associated with the “zero Kelvin isothermal”. We require that ec
is a C2 nonnegative function on R∗+ and hat the following constraint is satisfied in order to satisfy assumption (6),
pc(ρ) = ρ2 decdρ (ρ). (21)
We also require that there exists ρ∗ > 0, τ∗ > 0, k > 1,  > 1, C∗ > 0, C′∗ > 0, C′∗∗ > 0 and C′∗∗ > 0 such that for all
ρ ∈ (0, ρ∗),
ρ−−1
C∗
 p′c(ρ) C∗ρ−−1,
ρ−−1
C′∗
 ec(ρ) C′∗ρ−−1, where 
2n(3m− 2)
m− 1 − 1, (22)
and for all ρ > ρ∗,
− 1
τ∗
μ′(ρ) p′c(ρ)C∗∗ρk−1, 0 ec(ρ) C′∗∗ρk−1, where k 
(
m− 1
2
)
5(+ 1)− 6n
+ 1 − n . (23)
3.1.1. Remarks on viscosity properties
Assumption (15) is required to establish a new mathematical entropy that provides extra regularity on the density.
This property has been discovered for the first time in [7]. Assumptions (16) and (17) respectively deal with density
far and close to vacuum. The choice n such that (d − 1)/d < n < 1 will provide integrability of negative powers of ρ,
whereas m such that m > 1 will provide integrability on positive power of ρ. Such properties will be required to get
integrability and compactness of several important quantities.
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Let us comment on the assumptions involving the zero Kelvin isothermal curve: first, the cold component of the
pressure and internal energy may vanish away from zero under assumptions (22) and (23), so that the usual perfect
polytropic gas equation of state is recovered far from vacuum compared to the form of the pressure law given in
reference [26]. In this work the temperature dependent pressure part is assumed to be dominated by the cold pressure
for large densities.
Moreover, the physical relevance of the compressible Navier–Stokes equations is very questionable in regions
where both density and temperature are close to zero: at zero Kelvin, the medium is not only unlikely to be in a liquid
or gas state (elasticity and plasticity has to be considered for such solid materials [30], for which by the way low
densities may lead to negative pressures), but also the rarefied regime of vanishing densities violates the assumptions
on the mean free path of particles suitable for fluid models. As a consequence, assumptions (22) and (23) may be
viewed as mathematical assumptions designed to preserve stability properties. The negativity of the cold pressure
implied by the above assumptions for low densities may also be interpreted as some artificial way to get close to a
solid state in tension. By this way, we are able to get compactness of the velocity and temperature.
Finally, the extension to more general equations of state will be discussed in Section 10.
3.2. Definition of weak solutions
Before stating the main existence theorem, the precise definition of weak solutions has to be introduced, together
with the required corresponding regularity. Basically, the equations of mass, momentum, and energy conservation are
considered in the sense of distributions with initial data of arbitrary size of finite physical energy and entropy, with
suitably smooth initial density.
We shall say that (ρ,u, θ) is a weak solution on (0, T ) of Eqs. (1)–(3) and initial conditions (9) if the following
three conditions are fulfilled:
– The following regularity properties hold:
ρe and ρ|u|2 ∈ L∞(0, T ;L1(Ω)), ∇μ(ρ)√
ρ
∈ L∞(0, T ;L2(Ω)d), (24)
(
ρn/2 + ρm/2)∇u ∈ L2(0, T ;L2(Ω)d×d), (25)(
1 + √ρ )∇θa/2 and (1 + √ρ )∇θ
θ
∈ L2(0, T ;L2(Ω)d), (26)
for a  2. Finally, one has, for some large enough positive number σ ,
ρ and ρE ∈ C([0, T ];H−σ (Ω)), ρu ∈ C([0, T ];H−σ (Ω)d). (27)
– The initial conditions (9) hold in D′(Ω), and (10)–(12) are satisfied.
– Eqs. (1)–(3) hold in D′((0, T )×Ω).
Weak solutions are called “global” as soon as existence holds for all positive time T .
3.3. Main theorem
We establish the following existence result:
Theorem 3.1. Let Ω be either the periodic box T3 or the whole space R3. Let us assume that the viscosity, thermal
conduction and equation of state satisfy (15)–(20). The initial data (ρ0,m0,G0) are taken in such a way that (10)–(12)
are satisfied and such that
H(0) =
∫
Ω
(
G0 + |m0|
2
2ρ0
)
dx < +∞, (28)
that the initial density ρ0 satisfies for some positive constant ρ∞,
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ρ0
∈ L1(Ω) ρ0ec(ρ0) ∈ L1(Ω), and ∇μ(ρ0)√
ρ0
∈ L2(Ω)d, (29)
and that the initial entropy density s0 = Cv log(θ0/ρΓ0 ) satisfies:
ρ0s0 ∈ L1(Ω). (30)
Then, there exists a global in time weak solution to (1)–(3) and (9).
In order to prove the global existence of weak solutions, the first step is to obtain suitable a priori bounds on
(ρ,u, θ), and next to consider sequences (ρn,un, θn) of uniformly bounded weak solutions constructed from an
adapted approximation process. Such sequences may be built by using the regularization scheme given in [12]. It
leads to regular approximate solutions, still preserving physical bounds and the mathematical entropy, uniformly with
respect to smoothing parameters. Indeed, the main point is that the mathematical entropy discovered in [7] can be
adapted to the capillary case.
The uniform bounds on the sequences (ρn,un, θn)n∈N write as follows: for all T > 0, there exists CT such that for
all n ∈N,
sup
t∈(0,T )
∫
Ω
ρn
(
ec(ρn)+Cvθn + |un|
2
2
)
(t, ·)
∫
Ω
(
Gn0 +
|mn0|2
2ρn0
)
 CT , (31)
T∫
0
∫
Ω
1
θn
(
2μS(un) : S(un)+
(
λ(ρn)+ 2μ(ρn)
d
)
|divun|2
)
(s, ·)ds +
T∫
0
∫
Ω
κ(ρn, θn)
θ2n
|∇θn|2(s, ·)ds
C1,T
∫
Ω
(
ρn0
(
sn0
)
− + ρn0 log
ρ∞
ρn0
)
 CT , (32)
sup
t∈(0,T )
∫
Ω
(
1
2
ρn|un|2 + ρnec(ρn)+ 12ρn
∣∣un + 2∇ϕ(ρn)∣∣2
)
(t, ·)
+
T∫
0
∫
Ω
(
2μ(ρn)|∇un|2 + λ(ρn)|divun|2 + ρnrθn
μ′(ρn)
∣∣∇ϕ(ρn)∣∣2 + c0∣∣∇ζ(ρn)−(+1−n)/2∣∣2
)
(s, ·)ds
 C2,T
∫
Ω
( |mn0 |2
2ρn0
+ ρn0 ec
(
ρn0
)+ |mn0 + 2∇μ(ρn0 )|2
2ρn0
)
+C2,T  CT , (33)
ζ being taken such that ζ(ρ) = ρ for ρ  ρ∗/2 and ζ(ρ) = 0 for ρ  ρ∗.
The final step is to obtain compactness on (ρn,un, en) in suitably strong topologies and prove that the limit (ρ,u, e)
satisfies Eqs. (1)–(3) and initial conditions (9) in the distribution sense.
4. Sketch of the proof
The aim of this section is to give the outline of the proof. It will certainly help readers understand and check the
main arguments without following the proof step by step.
4.1. A priori estimates
First, the physical energy inequality (involving the internal and kinetic energies) is classical in the full compressible
Navier–Stokes equations. The second step is to extend the mathematical entropy equality established for barotropic
flows to temperature dependent flows, see Section 5.2. Since the pressure depends on the temperature, some control
is needed on the temperature gradient. This is the reason why several temperature estimates are derived by using the
second form of the internal energy, see Section 5.3. In Section 5.4.3, collecting all these relations, we are able to get
a priori estimates on various quantities including the ∇μ(ρ)/√ρ by the use of Gronwall’s inequality.
66 D. Bresch, B. Desjardins / J. Math. Pures Appl. 87 (2007) 57–904.2. Construction of approximate solutions
This procedure has been described in the recent paper [12]. For the sake of completeness, let us give to the reader
the main ideas of the scheme. The first smoothing operator is introduced as an additional force at the right-hand side
of the momentum equation, inspired from capillary forces ερ∇ρ. Such capillary forces already yield L∞(0, T ;L2)
bounds on ε1/2∇ρ and L2(0, T ;L2) bounds on ε1/2ρ by using the entropy derived in Section 5.2. One way to
obtain higher smoothing effects, still preserving the mathematical entropy, is to consider modified capillary forces
such as ερ∇sρ with large enough parameter s in order to have high Sobolev bounds in space on the density. Once
the density has been suitably regularized, it remains to add some hyperdiffusive terms in the right-hand side of the
momentum and temperature equation to end up with a globally well posed system. Full details are provided in [12].
4.3. Compactness results
Using the new mathematical a priori estimates, we obtain density regularity in space in Section 7.1. Using such a
regularity, we can conclude on temperature space regularity by using the regularity of
√
κ∇ ln θ and the expression
of κ , see Section 7.2. Such regularities will allow to prove integrability in time and space lemmas regarding important
quantities such as kinetic energy flux, convective flux of internal energy and heat flux, see Section 6. This will lead to
compactness results on ρ, ρu and on ρE in Section 8 in the corresponding partial differential equations. We will then
deduce the compactness for θ using the expression of E and compactness of negative powers of ρ. We will then be
able to conclude.
5. Energy estimates
This section is devoted to a priori estimates on solutions of system (1)–(3). Estimates based on physical energy and
entropy are supplemented with extra bounds derived from a new structure which was first introduced for barotropic
flows in [7]. Let us emphasize that the constraint involving the viscosity coefficients (15) is a key assumption for
obtaining such estimates.
In order to avoid additional technical difficulties, only equations of state of ideal polytropic type (20)–(23) are
assumed in Sections 5 and 8. Extension to real gas equations of state, two-dimensional domains, bounded domains
and capillarity effects will be considered in Sections 10, 11 and 12.
5.1. Physical energy
First, the physical energy equality,
d
dt
∫
Ω
ρ
(
e + |u|
2
2
)
(t, x)dx =
∫
Ω
ρfext · u, (34)
is obtained in a classical way by multiplying the momentum equation by u and by using the energy equation. This
gives, integrating in time from 0 to t > 0:
∫
Ω
ρ
(
e + |u|
2
2
)
(t, x)dx 
∫
Ω
(
G0 + |m0|
2
2ρ0
)
(x)dx +
t∫
0
∫
Ω
(ρfext · u)(s, x)dx ds. (35)
As can be checked easily, the only energy estimates (35) are not sufficient to build up a reasonable theory of solutions
in the sense of distributions since viscous stresses dissipate in internal energy. This is a major difference with the
barotropic case, in which the viscous dissipation naturally provides a H 1 bound in space on the velocity u.
5.2. On a density related velocity and associated energy
The last remark of the preceding subsection motivates additional investigations on the mathematical structure
of compressible viscous and heat conducting flows. Dimensional analysis may be used as a starting point of the
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depending on the density heterogeneities. As a matter of fact, the usual definition of the Reynolds number scales the
velocity order of magnitude as μ/(ρL), where μ and ρ denote typical dynamic viscosity and density scales, and L
the typical size of the domain. However, the length scale Lρ = ρ/‖∇ρ‖ characterizing the density variations may also
be used, leading to the velocity μ‖∇ρ‖, which turns out to play an essential role from a mathematical and physical
point of view. For instance, the multiphase turbulent flow community often uses such a drift velocity νt∇ρ to correct
the velocity in drag forces [22], νt denoting the turbulent kinematic viscosity. Indeed, as sometimes observed in some
other research fields, the engineering community introduced this useful concept three decades ago [35] with practical
motivations.
Let us recall that the following computations have been derived in [7] in the case of barotropic equations of state.
In the present situation covering general temperature dependent pressure laws, the following identities hold:
Lemma 5.1.
1
2
d
dt
∫
Ω
ρ|u|2 +
∫
Ω
2μ(ρ)D(u) : D(u)+
∫
Ω
λ(ρ)|divu|2 + χ
2
d
dt
∫
Ω
∣∣∇μ(ρ)∣∣2 = ∫
Ω
p(ρ, θ)divu+
∫
Ω
ρf · u, (36)
and
1
2
d
dt
∫
Ω
ρ
∣∣u+ 2∇ϕ(ρ)∣∣2 + ∫
Ω
2μ(ρ)A(u) : A(u)+ χ
2
d
dt
∫
Ω
∣∣∇μ(ρ)∣∣2 + 2χ ∫
Ω
μ′(ρ)
∣∣μ(ρ)∣∣2
=
∫
Ω
p(ρ, θ)divu− 2
∫
Ω
∇p(ρ, θ) · ∇ϕ(ρ)+
∫
Ω
ρf · ∇ϕ(ρ), (37)
where A(u) = (∇u− t∇u)/2 denotes the skew symmetric part of ∇u.
Notice that the above lemma holds whenever surface tension effects are present (χ > 0) or not (χ = 0).
Proof. Energy equality (36). Let us multiply the momentum equation by u and the mass conservation equation by
|u|2/2. We test the mass conservation equation by −χμ′(ρ)μ(ρ) and we integrate by parts the first term with the
time derivative. We get equality (36) by summing the previous three equalities.
Additional equality (37). From the mass conservation equation, we deduce that
∂tϕ(ρ)+ u · ∇ϕ(ρ)+ ϕ′(ρ)ρ divu = 0. (38)
This gives, differentiating this equation with respect to the space variable xi (1 i  d),
∂t ∂iϕ(ρ)+ (u · ∇)∂iϕ(ρ)+ (∂iu · ∇)ϕ(ρ)+ ∂i
(
ϕ′(ρ)ρ divu
)= 0. (39)
Let us multiply this equation by ρ∂iϕ(ρ) and sum over i. By using the mass equation, this gives:
1
2
d
dt
∫
Ω
ρ
∣∣∇ϕ(ρ)∣∣2 + ∫
Ω
ρ∇ϕ(ρ)⊗ ∇ϕ(ρ) : ∇u+
∫
Ω
∇(ϕ′(ρ)ρ divu) · ∇μ(ρ) = 0. (40)
By multiplying the momentum equation by ∇μ(ρ)/ρ, we get:∫
Ω
(∂tu+ u · ∇u) · ∇μ(ρ)+ 2
∫
Ω
μ(ρ)D(u) :
(∇∇μ(ρ)
ρ
− ∇μ(ρ)⊗ ∇ρ
ρ2
)
+ χ
∫
Ω
μ′(ρ)
∣∣μ(ρ)∣∣2
+
∫
Ω
∇p(ρ, θ) · ∇ρ
ρ
μ′(ρ)+ 2
∫
Ω
∇((μ(ρ)−μ′(ρ)ρ)divu) · ∇μ(ρ)
ρ
=
∫
Ω
ρf · ∇ϕ(ρ). (41)
Integrating by parts, Equation (40) may be rewritten under the form:
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2
d
dt
∫
Ω
ρ
∣∣∇ϕ(ρ)∣∣2 + ∫
Ω
μ(ρ)∇μ(ρ) · ∇u · ∇ρ
ρ2
−
∫
Ω
μ(ρ)∇u : ∇∇μ(ρ)
ρ
−
∫
Ω
μ(ρ)∇ divu · ∇μ(ρ)
ρ
+
∫
Ω
∇(ϕ′(ρ)ρ divu) · ∇μ(ρ) = 0. (42)
Summing Eq. (41) to Eq. (42) multiplied by 2, we get:∫
Ω
(∂tu+ u · ∇u) · ∇μ(ρ)− 2
∫
Ω
μ(ρ)∇ divu · ∇μ(ρ)
ρ
+ χ
∫
Ω
μ′(ρ)
∣∣μ(ρ)∣∣2
+ 1
2
d
dt
∫
Ω
2ρ
∣∣∇ϕ(ρ)∣∣2 + 2∫
Ω
∇((μ(ρ)−μ′(ρ)ρ)divu) · ∇μ(ρ)
ρ
+ 2
∫
Ω
∇(μ′(ρ)divu) · ∇μ(ρ)+ ∫
Ω
∇p(ρ, θ) · ∇ρ
ρ
μ′(ρ) =
∫
Ω
ρf · ∇ϕ(ρ). (43)
By splitting the terms involving divu and by summing them, we get:∫
Ω
(∂tu+ u · ∇u) · ∇μ(ρ)+ χ
∫
Ω
μ′(ρ)
∣∣μ(ρ)∣∣2 + 1
2
d
dt
∫
Ω
2ρ
∣∣∇ϕ(ρ)∣∣2 + ∫
Ω
∇p(ρ, θ) · ∇ρ
ρ
μ′(ρ)
=
∫
Ω
ρf · ∇ϕ(ρ). (44)
Let us now look at the first term of (44). We get:∫
Ω
(∂tu+ u · ∇u) · ∇μ(ρ) = ddt
∫
Ω
u · ∇μ(ρ)−
∫
Ω
u · ∇∂tμ(ρ)+
∫
Ω
(u · ∇u) · ∇μ(ρ).
By using now the mass equation and integrating by parts the last two terms, this gives:∫
Ω
(∂tu+ u · ∇u) · ∇μ(ρ) = ddt
∫
Ω
u · ∇μ(ρ)−
∫
Ω
μ′(ρ)div(ρu)divu
−
∫
Ω
μ(ρ)u · ∇ divu−
∫
Ω
μ(ρ)
∑
i,j
∂iuj ∂jui .
Integrating by parts the third term, we get:∫
Ω
(∂tu+ u · ∇u) · ∇μ(ρ) = ddt
∫
Ω
u · ∇μ(ρ)−
∫
Ω
(
ρμ′(ρ)−μ(ρ))|divu|2 − ∫
Ω
μ(ρ)
∑
i,j
∂iuj ∂iuj .
Adding the above identity with (44), we get the following equality:
d
dt
∫
Ω
u · ∇μ(ρ)−
∫
Ω
(
ρμ′(ρ)−μ(ρ))|divu|2 − ∫
Ω
μ(ρ)
∑
i,j
∂iuj ∂jui
+ χ
∫
Ω
μ′(ρ)
∣∣μ(ρ)∣∣2 + 1
2
d
dt
∫
Ω
2ρ
∣∣∇ϕ(ρ)∣∣2 + ∫
Ω
∇p(ρ, θ) · ∇ρ
ρ
μ′(ρ) =
∫
Ω
ρf · ∇ϕ(ρ).
By summing this last equation multiplied by 2 to the energy estimate (36), this gives (37). 
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Let us give there some temperature estimates that will be used to construct weak solutions.
Two different reformulations of the internal energy equations will lead to useful bounds on the temperature. The
first one writes as
Cv
(
∂t (ρθ)+ div(ρθu)+ Γρθ divu
)
= ρfint · u+ 2μD(u) : D(u)+ λ|divu|2 + div(κ∇θ) (45)
= ρfint · u+ 2μS(u) : S(u)+
(
λ+ 2μ
d
)
|divu|2 + div(κ∇θ), (46)
where the deviatoric part S(u) of the stain rate tensor D(u) is defined its the zero trace component: S(u) =
D(u) − (divu)I/d . Moreover, Maxwell’s equation (6) has been used, the Grüneisen coefficient Γ being defined
by Γ = ρ−1∂p/∂e|ρ (see Section 10 for details about thermodynamical coefficients). As a direct consequence of
Eq. (46), we obtain the a.e. nonnegativity of the temperature θ on R+ ×Ω , recalling that (17) holds. Indeed, using the
assumption that θ0  0 a.e. on Ω and the fact that the first two terms of the right-hand side of (45) are nonnegative,
the minimum principle formally applies to the temperature (recalling that the Cv coefficient is positive).
The second form of the internal energy equations is the most physically relevant, since it involves the specific
entropy s. Indeed, we deduce from the definition of s that it satisfies formally:
θ
(
∂t (ρs)+ div(ρus)
)= ρfint · u+ 2μD(u) : D(u)+ λ|divu|2 + div(κ∇θ), (47)
hence dividing Eq. (47) by θ and integrating over Ω , we end up with,∫
Ω
1
θ
(
ρfint · u+ 2μD(u) : D(u)+ λ|divu|2
)+ ∫
Ω
κ
θ2
|∇θ |2 = d
dt
∫
Ω
ρs. (48)
Therefore, the following proposition is proved, denoting ω+ = max(ω,0) and ω− = max(−ω,0) the positive and
negative parts of ω ∈R.
Proposition 5.2. Assume that ρ0(s0)− ∈ L1(Ω). Then, for all t > 0, one has:
t∫
0
∫
Ω
1
θ
(
ρfint · u+ 2μD(u) : D(u)+ λ|divu|2
)+
t∫
0
∫
Ω
κ
θ2
|∇θ |2 
∫
Ω
(
ρs(t, ·)+ ρ0(s0)−
)
. (49)
In the case of equations of state (20), the physical entropy writes in terms of ρ and θ as s = Cv log(θ/ρΓ ) (identical
to the perfect polytropic gas case), where Γ = γ − 1. Introducing ρ∞ > 0, we may write,
ρs = Cvρ log θ
ρΓ∞
+ Γ Cvρ log ρ∞
ρ
,
so that
ρs Cvρθ + Γ Cvρ log ρ∞
ρ
,
and the first term of right-hand side of (49) is estimated by:∫
Ω
ρs+(t, ·)
∫
Ω
ρCvθ +
∫
Ω
Γ Cvρ log
ρ∞
ρ
.
It remains to control the last above term, which is done using the mass conservation equation in a renormalized way
with β∞(ρ) = ρ log(ρ∞/ρ),
∂tβ∞(ρ)+ div
(
β∞(ρ)u
)− ρ divu = 0,
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∫
Ω
ρ0(s0)− +
∫
Ω
ρCvθ(t, ·)+ Γ Cv
( ∫
Ω
β∞(ρ0)+
t∫
0
∫
Ω
ρ|divu|
)
. (50)
The last term above can be estimated by the left-hand side of (49) as follows:
t∫
0
∫
Ω
ρ|divu|
t∫
0
∫
Ω
ρ1/2
(dλ+ 2μ)1/2
(dλ+ 2μ)1/2
θ1/2
|divu|√ρθ, (51)
and using the inequality ab  εa2 + Cεb2 together with the bound of ρθ in L∞(0, T ;L1(Ω)) and assumptions (16)
and (17) that ensures that s → s/(dλ(s)+ 2μ(s)) belongs to L∞(R+) (since n 1 and m 1).
Then, if ρ0(s0)− and ρ0 log(ρ∞/ρ0) belong to L1(Ω), then the components of the following three quantities
(dλ+2μ)1/2|divu|/√θ , μ1/2S(u)/√θ , (√ρ +1)∇θa/2 and (√ρ +1)∇ log θ are a priori bounded in L2((0, T )×Ω)
as soon as ρs+ is bounded in L∞(0, T ;L1(Ω)). Remark that the hypothesis on ρ0 log(ρ∞/ρ0) is easily deduced from
(29). Note that the last two bounds involving the temperature gradient provide the following useful estimates:(√
ρ + 1)∇θβ ∈ L2((0, T )×Ω)d for all β such that 0 β  a/2, (52)
since a  2.
Another estimate derived from (45) will be useful when dealing with compactness properties of sequences of
approximate solutions.
Lemma 5.3. Let θ be the temperature associated with the full compressible Navier–Stokes equations (1)–(3) and (9).
Then, for any nondecreasing concave function f from R+ to R, one has:∫
Ω
f ′(θ)
Cv
(
ρfint · u+ 2μD(u) : D(u)+ λ|divu|2
)− ∫
Ω
κ(ρ, θ)
f ′′(θ)
Cv
|∇θ |2
 d
dt
∫
Ω
ρ
(
f (θ)− log ρ
ρ∞
)
+
∫
Ω
ρ
∣∣(Γ θf ′(θ)− 1)divu∣∣. (53)
Proof. Estimates (53) on the temperature field are obtained by multiplying equation (45) by f ′(θ)/Cv and using the
mass conservation equation for dealing with the “ρ divu” term in the right-hand side of the obtained estimate. 
Let us observe that the classical physical entropy estimate (48) is recovered in the perfect gas equation of state up
to a multiplicative constant by taking f (θ) = CvΓ −1 log θ (in that case, Γ = γ − 1 and the additional term in the
right-hand side of (53) vanishes). Still in the perfect polytropic gas case, the entropy is given by s = Cv log(θ/ργ−1),
which simplifies much the analysis of entropy regularity.
5.4. Consequences
The additional estimates are deduced from Lemmas 5.1 and 5.3, namely estimates (36), (37) taking χ = 0 and (53):
1
2
d
dt
∫
Ω
ρ|u|2 +
∫
Ω
2μ(ρ)D(u) : D(u)+
∫
Ω
λ(ρ)|divu|2 =
∫
Ω
p(ρ, θ)divu+
∫
Ω
ρf · u. (54)
and
1
2
d
dt
∫
ρ
∣∣u+ 2∇ϕ(ρ)∣∣2 + ∫ 2μ(ρ)A(u) : A(u) = −∫ ∇p(ρ, θ) · (u+ 2∇ϕ(ρ))+ ∫ ρf · ∇ϕ(ρ), (55)Ω Ω Ω Ω
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ϕ′(τ ) = μ′(τ )/τ (τ > 0). Adding (54) and (55), we have to control the following terms:∫
Ω
p divu,
∫
Ω
∇p · ∇ϕ(ρ),
∫
Ω
ρf · u,
∫
Ω
ρf · ∇ϕ(ρ). (56)
5.4.1. Control of ∫
Ω
∇p · ∇ϕ
In order to bound such an integral, the thermodynamical properties of the fluid have to be used. Defining the “hot”
pressure and energy components as ph(ρ, θ) = p(ρ, θ)−pc(ρ), and eh(ρ, θ) = e(ρ, θ)− ec(ρ), i.e. the pressure and
energy associated with nonzero temperature effects, we introduce the Grüneisen coefficient Γ , the volume expansion
coefficient at constant pressure αp , the compressibility at constant temperature Z, the specific heat at constant pressure
Cp and the auxiliary thermodynamical coefficient r ,
Γ = 1
ρ
∂p
∂e
∣∣∣∣
ρ
, αp = − θ
ρ
∂ρ
∂θ
∣∣∣∣
ph
, Z = ph
ρ
∂ρ
∂ph
∣∣∣∣
θ
, Cp = ∂(eh + ph/ρ)
∂θ
∣∣∣∣
ph
, r = Γ Cv
αp
. (57)
Notice that in the case of an equation of state satisfying (20)–(23) with coefficients γ > 1 and Cv , the preceding five
coefficients are constant and given by Γ = γ − 1, αp = 1, Z = 1, Cp = γCv and r denotes the classical perfect gas
constant (r = R/M , where R ∼ 8.31 and M denotes the molar mass of the gas). Then, tedious but straightforward
computations lead to the differential identity valid for any equation of state,
∇p = ∇pc + r(θ∇ρ + αpρ∇θ). (58)
Let us also observe that p = pc +Zρrθ , which may be used later on.
Hence, expanding as in (58) the pressure gradient in the first term of (56), we recover on the one hand the following
integral at the left-hand side of (55): ∫
Ω
rθμ′(ρ) |∇ρ|
2
ρ
, (59)
which may be used later on for the study of compactness properties. The cold component of the pressure also yields
the following integral for some positive constant c0:∫
Ω
p′c(ρ)μ′(ρ)
|∇ρ|2
ρ
 c0
∫
Ω
∣∣∇ζ(ρ)−(+1−n)/2∣∣2 − 1
τ∗
∫
Ω
|∇μ(ρ)|2
ρ
, (60)
the lower bound being deduced from assumption (23) and ζ being taken such that ζ(ρ) = ρ for ρ  ρ∗/2 and ζ(ρ) = 0
for ρ  ρ∗. On the other hand, one has to control,∫
Ω
rαpμ
′(ρ)∇θ · ∇ρ, (61)
which may be done by using Cauchy–Schwartz type inequalities:
∣∣rαpμ′(ρ)∇θ · ∇ρ∣∣ κ(ρ, θ) |∇θ |2
θ2
+Cρθ
2r2α2p
κ(ρ, θ)
|∇μ(ρ)|2
ρ
, (62)
so that, integrating (62) over Ω , we deal with the second term of the right-hand side by a Gronwall-type argument,
since (in view of assumptions (18), (19) on κ),
ρθ2α2pr
2 Cκ(ρ, θ),
whereas the first is already controlled since, due to (52),
T∫
0
∫
Ω
κ
|∇θ |2
θ2
 CT .
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Ω
p divu
It remains to bound the second term of (56), namely:∫
Ω
p(ρ, θ)divu =
∫
Ω
ρ2
dec
dρ
(ρ)divu+
∫
Ω
Zrρθ divu
= − d
dt
∫
Ω
ρec(ρ)+
∫
Ω
Zrρθ divu.
In the case of a perfect gas equation of state (constant r and Z = 1), we split the integrated expression into bounded
and unbounded densities (recalling that n 1m)∣∣∣∣∣
∫
Ω
ρrθ divu
∣∣∣∣∣ Cr∥∥(dλ+ 2μ)1/2 divu∥∥L2(Ω)
× (∥∥ρ2/5θ∥∥
L2(Ω)
∥∥ρ(6−5n)/101ρ<A∥∥L∞(Ω) +A−m/2‖ρ1ρA‖L3(Ω)‖θ‖L6(Ω)), (63)
 Cr
∥∥(dλ+ 2μ)1/2 divu∥∥
L2(Ω)
× (‖ρθ‖2/5
L1(Ω)
‖θ‖3/5
L6(Ω)
A(6−5n)/10 +A(4−5m)/2‖ρ1ρ>A‖2m−1L6m−3(Ω)‖θ‖L6(Ω)
)
. (64)
Now using inequality (85) proved in Section 7, we deduce that (where η = 1 when Ω = Td , η = 0 otherwise)∣∣∣∣∣
∫
Ω
ρrθ divu
∣∣∣∣∣ C∥∥(dλ+ 2μ)1/2 divu∥∥L2(Ω)
(
‖ρθ‖L1(Ω) +
(
1 + ‖θ‖L6(Ω)
)(∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
L2(Ω)
+ η‖ρ‖L1(Ω)
))
,
 ε
∥∥(dλ+ 2μ)1/2 divu∥∥2
L2(Ω) +
C
ε
‖ρθ‖2
L1(Ω) +
C
ε
(
1 + ‖θ‖2
L6(Ω)
)(∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
2
L2(Ω)
+ η‖ρ‖2
L1(Ω)
)
,
for all positive ε. Using (52) together with Sobolev embeddings (see Section 4.3), we deduce that t → ‖θ(t, ·)‖2
L6(Ω)
is a priori bounded in L1loc(R+). Taking ε small enough in order to absorb ε‖(dλ+2μ)1/2 divu‖2L2(Ω) by the left-hand
side coming from viscous dissipation in (54), observing that ρθ is already known to belong to L∞loc(R+;L1(Ω)), the
third term will be estimated by a Gronwall type lemma.
5.4.3. A priori estimates
Let us summarize the a priori bounds previously obtained: given any T > 0, the “generic” constant C depends only
on T and on the bounds (28)–(30) on the initial data when exterior bulk forces vanish fext ≡ 0. First, the right-hand
side of the total energy (34) estimate only involve the initial data, and therefore do not need additional work. As a
matter of fact, one has: ∫
Ω
ρ
(
ec(ρ)+Cvθ + |u|
2
2
)
(t, ·)
∫
Ω
(
G0 + |m0|
2
2ρ0
)
. (65)
On the other hand, the entropy estimate (49) combined with (50) and (51) yields:
t∫
0
∫
Ω
1
θ
(
ρfint · u+ 2μS(u) : S(u)+
(
λ+ 2μ
d
)
|divu|2
)
(s, ·)ds +
t∫
0
∫
Ω
κ|∇θ |2
θ2
(s, ·)ds
 1
2
t∫
0
∫
Ω
1
θ
(
λ+ 2μ
d
)
|divu|2(s, ·)ds +C
t∫
0
∫
Ω
Cvρθ(s, ·)ds
+
∫
ρCvθ(t, ·)+
∫
ρ0(s0)− + Γ Cv
∫
β∞(ρ0). (66)
Ω Ω Ω
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all t ∈ (0, T ), one has:
∫
Ω
ρ
(
ec(ρ)+Cvθ + |u|
2
2
)
(t, ·)+
t∫
0
∫
Ω
κ|∇θ |2
θ2
(s, ·)ds
+
t∫
0
∫
Ω
1
θ
(
ρfint · u+ 2μS(u) : S(u)+
(
λ+ 2μ
d
)
|divu|2
)
(s, ·)ds
 CT
∫
Ω
(
G0 + |m0|
2
2ρ0
+ ρ0(s0)− + Γ Cvβ∞(ρ0)
)
. (67)
The other main estimate is obtained by adding (54) and (55), and using estimates (60), (62) derived in Sections 5.4.1
and 5.4.2:∫
Ω
(
1
2
ρ|u|2 + ρec(ρ)+ 12ρ
∣∣u+ 2∇ϕ(ρ)∣∣2)(t, ·)
+
t∫
0
∫
Ω
(
2μ(ρ)|∇u|2 + λ(ρ)|divu|2 + ρu · fint + ρrθ
μ′(ρ)
∣∣∇ϕ(ρ)∣∣2 + c0∣∣∇ζ(ρ)−(+1−n)/2∣∣2
)
(s, ·)ds

∫
Ω
( |m0|2
2ρ0
+ ρ0ec(ρ0)+ |m0 + 2∇μ(ρ0)|
2
2ρ0
)
+C
t∫
0
∫
Ω
κ
|∇θ |2
θ2
(s, ·)ds + 2
∣∣∣∣∣
t∫
0
∫
Ω
ρfint · ∇ϕ(ρ)(s, ·)ds
∣∣∣∣∣
+C
t∫
0
∫
Ω
(
1 + 1
τ∗
+ ∥∥θ(s, ·)∥∥2
L6(Ω)
)
ρ
∣∣∇ϕ(ρ)∣∣2(s, ·)ds
+Cη
t∫
0
∫
Ω
(
1 + ∥∥θ(s, ·)∥∥2
L6(Ω)
)∥∥ρ(s, ·)∥∥2
L1(Ω) +C
t∫
0
∥∥ρθ(s, ·)∥∥2
L1(Ω) ds
+ 1
2
t∫
0
∫
Ω
(
λ+ 2μ
d
)
|divu|2(s, ·)ds, (68)
where again η = 0 in the whole space case and η = 1 otherwise. Gronwall’s lemma over (0, T ) therefore yields the
a priori estimates in the case when fint ≡ 0:∥∥√ρu∥∥
L∞(0,T ;L2(Ω))  CT ,
∥∥ρ−1/2∇μ(ρ)∥∥
L∞(0,T ;L2(Ω))  CT , (69)∥∥(ρm/2 + ρn/2)∇u∥∥
L2((0,T )×Ω)  CT ,
∥∥∥∥ρm/2 + ρn/2θ1/2 ∇u
∥∥∥∥
L2((0,T )×Ω)
CT , (70)∥∥∥∥(rθ)1/2(ρn + ρm)∇ρρ
∥∥∥∥
L2((0,T )×Ω)
CT ,
∥∥ρec(ρ)∥∥L∞(0,T ;L1(Ω))  CT , (71)
∥∥∥∥
√
ρθ
μ′(ρ)
∇ϕ(ρ)
∥∥∥∥
L2((0,T )×Ω)
 CT , ‖ρθ‖L∞(0,T ;L1(Ω)) CT , (72)∥∥∇ζ(ρ)−(+1−n)/2∥∥
L2((0,T )×Ω)  CT ,
∥∥(1 + ρ)1/2∇θβ∥∥
L2((0,T )×Ω)  CT , (73)
for all β ∈ [0, a/2].
Without additional assumptions either on the zero temperature internal energy curve or on the internal forces fint,
such bounds do not seem to be sufficient as such to pass to the limit in nonlinear terms in the sense of distributions,
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that ρ1/3u belongs at least to L3 locally in space and time. This problem may be overcome by two different strategies.
The first one is to make assumptions on the zero Kelvin isothermal of the equation of state in the neighborhood of
small densities. The physical justification is that the fluid assumption is no longer relevant in a regime associated with
zero Kelvin temperature (since matter generally change to solid state) and small densities (rarefied situation). This is
the default assumption considered in the proof.
Another way to solve the problem is to take account of more physics with an additional internal force in the
momentum equation. For instance, a drag force of the form,
fint = −|u|b−2u, (74)
may be considered in the momentum equation, where 3 < b < 4 has to be suitably chosen (see Section 9).
6. Some integrability lemmas
As mentioned in [44], the lack of a priori bounds on solutions to the full compressible Navier–Stokes equations is
the main difficulty to prove the existence of global in time weak solutions. Indeed the only natural a priori estimates
are not sufficient, since the energy equation does not make sense so far even in the distribution theory framework.
This difficulty has been circumvented in [26,25] by restricting the generality of the constitutive law for large
densities and for large (and small) temperatures, and defining variational solutions for which the energy equation
becomes an inequality in the sense of distributions. However, this result requires significant restrictions on the equation
of state, in particular the ideal gas case is not covered.
This section is devoted to the local integrability analysis of the various energy fluxes such as ρu|u|2, ρue, up, κ∇θ ,
assuming several integrability properties on the density ρ, u and θ , that will be proved in the next section. One of the
key points is the additional integrability obtained on ρ.
6.1. Kinetic energy flux
Let us begin with some bounds on the velocity with density dependent weights.
Lemma 6.1. Let Ω be either the whole space R3 or the three-dimensional periodic box T3 and let T > 0. Let u be a
vector field over (0, T )×Ω such that u ∈ Lq1(0, T ;Lq2loc(Ω),
√
ρu ∈ L∞(0, T ;L2loc(Ω)), and ρ ∈ L∞(0, T ;Lploc(Ω))
such that
q1 ∈ (1,2) and 1
p
+ 2q1
q2(q1 − 1) < 1. (75)
Then, there exists δ > 3 such that ρ1/3u ∈ Lδ((0, T )×B) for all bounded subset B in Ω .
Proof. The estimate simply relies on the observation that
ρ1/3|u| = ρ1/3−αρα|u|2α|u|1−2α where α ∈ [0,1/3] has to be chosen.
Then, given a bounded subset B in Ω , one has the estimate:∥∥ρ1/3u∥∥
Ls(0,T ;Lr(B))  ‖ρ‖1/3−αL∞(0,T ;Lp(B))‖
√
ρu‖2α
L∞(0,T ;L2(B))‖u‖1−2αLq1 (0,T ;Lq2 (B)),
where s and r are given by,
1
s
= 1 − 2α
q1
and
1
r
= 1
p
(
1
3
− α
)
+ α + 1 − 2α
q2
,
hence s > 3, if
α >
3 − q1
6
,
and r > 3, if
3α(pq2 − 2p − q2) < pq2 − 3p − q2.
Such an α exists if condition (75) is satisfied, which completes the proof of Lemma 6.1. 
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write ∇u = ρ−n/2ρn/2∇u, so that the following estimate holds for all bounded subset B of Ω :
‖∇u‖Lq1 (0,T ;Lq3 (B))  CB
(
1 + ∥∥ζ(ρ)−n/2∥∥
L2j (0,T ;L6j (B))
)∥∥ρn/2∇u∥∥
L2((0,T )×Ω),
 CB
(
1 + ∥∥∇ζ(ρ)−(+1−n)/2∥∥
L2((0,T )×Ω)
)∥∥ρn/2∇u∥∥
L2((0,T )×Ω), (76)
where
j = + 1 − n
n
, q1 = 2j
j + 1 = 2
(
1 − n
+ 1
)
and
1
q3
= 1
6j
+ 1
2
,
so that Lemma 6.1 can be applied with q2 = (3q3)/(3 − q3) = 3q1. Then, taking p = 6m − 3, condition (75) is
satisfied, if
 >
2n(3m− 2)
m− 1 − 1. (77)
Notice that since m> 1 and n > 2/3, one always has  > 3.
As a byproduct of the preceding analysis, we also derive useful bounds for subsequent estimates on energy fluxes.
More precisely, one has for all bounded subset B in Ω :∥∥ρ−u∥∥
Ls(0,T ;Lr(B))  C
∥∥ρ−∥∥2/3
L∞(0,T ;L1(B))
∥∥ρ−∥∥1/3
L2j1 (0,T ;L6j1 (B))‖u‖Lq1 (0,T ;Lq2 (B)), (78)
where
j1 = + 1 − n2 ,
1
s
= 1
6j1
+ 1
q1
= 5+ 3
6(+ 1 − n) and
1
r
= 2
3
+ 1
18j1
+ 1
3q1
= 17+ 15 − 12n
18(+ 1 − n) .
Notice that s > 1 and r > 1 if and only if  > 3(2n− 1), which is already satisfied if (77) holds.
In order to bound the energy fluxes such as ρuec(ρ) and pc(ρ)u, it remains to control ρku in Lδ(0, T ;Lδloc(Ω))
for some δ > 1. Since u is bounded in Lq1(0, T ;Lq2loc(Ω)) and ρk bounded in L∞(0, T ;L(6m−3)/kloc (Ω)), it suffices to
require that (6m− 3)/k > q2/(q2 − 1), in other words:
k <
(
m− 1
2
)
5(+ 1)− 6n
+ 1 − n ,
which writes exactly as condition (23).
6.2. Convection flux of internal energy
In order to bound the first part of the internal energy flux ρuθ in Lδloc(R+ × Ω) for some δ > 1, Lemma 6.1 may
be used by observing that
ρuθ = ρ1/3uρ2/3θ,
so that it suffices to prove that ρθ3/2 is bounded in L1((0, T ) × B) for all T > 0, and all bounded subset B of Ω .
This bound is clear since θ3/2 is bounded in L2a/3(0, T ;L2a(B)) with a  2 and ρ is bounded in L∞((0, T )×Ω) +
L∞(0, T ;L6m−3(B)) (2a/3 4/3 and 1/(6m− 3)+ 1/(2a) < 1 since m> 1).
The other part of the internal energy flux is of the form ρec(ρ)u or pc(ρ)u, and is therefore bounded in
Lδloc(R+ ×Ω) for some δ > 1 in view of inequality (78).
6.3. Heat flux
In order to give a local integrability result on the heat flux κ∇θ , preliminary bounds deduced from Lemma 5.3 are
needed.
As a matter of fact, we consider the nonnegative concave nondecreasing function f in Lemma 5.3 defined by
f ′(θ) = 1/θc, with some suitable coefficient c > 0. One gets:
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Ω
θ−c
Cv
(
ρfint · u+ 2μD(u) : D(u)+ λ|divu|2
)+ ∫
Ω
c
Cv
κ(ρ, θ)θ−c−1|∇θ |2
 d
dt
∫
Ω
ρ
(
θ1−c
1 − c − logρ
)
+
∫
Ω
ρ
∣∣(Γ θ1−c − 1)divu∣∣. (79)
Now using the fact that the conductivity κ is of the form (ρ, θ) → κo(ρ, θ)(1 +ρ)(θa + 1) for some κo bounded from
below, we conclude that the term generated by the thermal conductivity in the left-hand side of (79) is bounded from
above by: ∫
Ω
κo(ρ, θ)(ρ + 1)
∣∣∇θ(a−c+1)/2∣∣2.
6.3.1. Control of ∫ ρf ′(θ)θ divu
The derivation of estimates on this term easily follows the same lines as
∫
ρθ divu using (52) with β = 1 − c.
Lemma 6.2. Let Ω be either the whole space R3 or a three-dimensional periodic and let T > 0. Let θ satis-
fying the hypothesis of Lemma 7.3 and κ be given by (18) and (√ρ + 1)∇θ(a−c+1)/2 ∈ L2(0, T ;L2(Ω)),
θ(a−c+1)/2 ∈ L2(0, T ;L3(Ω)) and ρ ∈ L∞(0, T ;L6m−3(Ω)). Then, we get, for some p > 1,
κ(ρ, θ)∇θ ∈ Lp(0, T ;Lp(Ω)).
Proof. Let us study the term ρθa∇θ . The other term θa∇θ is treated in a similar way. The other terms (ρ + 1)∇θ is
straightforward. The term ρθa∇θ may be written:
ρθa∇θ = ρ1/2θ(a+c+1)/2ρ1/2θ(a−c−1)/2∇θ,
so that it remains to control ρ1/2θ(a+c+1)/2 in Lp(0, T ;Lp(Ω)) for some p > 2, i.e. ρθa+c+1 in Lp(0, T ;Lp(Ω))
for some p > 1. Using the L∞(0, T ;L1(Ω)) bound on ρθ and writing ρθa+c+1 as (ρθ)βρ1−βθa+c+1−β , one gets,
using the previous lemma, a Lp(0, T ;Lq(Ω)) bound on ρθa+c+1, where
1
p
= a + c + 1 − β
a − c + 1 ,
1
q
= β + 2(a + c + 1 − β)
3(a − c + 1) +
1 − β
6m− 3 .
As a result, p > 1 if and only if,
2c < β, (80)
and q > 1 if and only if
β
(
(a − c)(6m− 4)+ 2m− 2)< 2(a + c + 1)(1 − 2m)+ (6m− 4)(a − c + 1). (81)
Concerning the term (ρ + 1)∇θ , the regularity is straightforward. Indeed (√ρ + 1)∇θ ∈ L2(0, T ;L2(Ω)) and√
ρ ∈ L∞(0, T ;L(12m−6)(Ω)). 
7. Auxiliary a priori estimates
This section is devoted to auxiliary a priori estimates that are used in Section 5, using mathematical tools such as
Sobolev embeddings and interpolation tools. Additional useful bounds on derivatives of the density ρ, velocity u and
temperature θ and precise dependence on the initial data is given. This will allow us to use the previous section to
construct global weak solutions of the full compressible Navier–Stokes equations.
7.1. Bounds on the density
In this section, Lp bounds on the density are derived from estimates on the gradient of suitable functions of ρ. In
both cases (whole space and periodic domain), we shall use hypothesis (17) on sμ′(s). The above property can be
D. Bresch, B. Desjardins / J. Math. Pures Appl. 87 (2007) 57–90 77used to prove that for any C1 function β :R∗+ → R+ such that for all s > 0,
√
sβ ′(s)  c0μ′(s) for some positive
constant c0, the a priori estimate holds: ∥∥∇β(ρ)∥∥
L2(Ω)  c0
∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
L2(Ω)
. (82)
In particular, (82) may be applied to control the density close to vacuum by choosing a smooth β function vanishing
for large enough s and such that β(s) = s−1/2 when s ∈ (0,B).
In order to deal with large or vanishing densities ρ, the whole space and the periodic box will be treated separately.
The periodic case: the mean value f¯ of f ∈D′(Ω) will be denoted by:
f¯ = 1|Td |
∫
Td
f (x)dx.
The main a priori estimates in the periodic case read as follows:
Lemma 7.1. Let Ω be the three-dimensional periodic box T3 and let T > 0. One has for all ρ ∈ L1(Ω) such that
ρ−1/2∇μ(ρ) ∈ L2(Ω),
∥∥ρm−1/21ρ>A∥∥L6(Ω)  C
(∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
L2(Ω)
+ ‖ρ‖m−1/2
L1(Ω)
)
, (83)
∥∥ρn−1/21ρ<A∥∥L6(Ω) C
(∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
L2(Ω)
+ ‖ρ‖n−1/2
L1(Ω)
)
. (84)
Proof. Let us consider (82) with β ∈ C1(0,+∞) such that β = ξm−1/2, where ξ : R+ → R+ is a smooth function
such that ξ(s) = s for s A and ξ(s) = 0 for s A/2. Then, Sobolev embeddings yield:
∥∥β(ρ)− β(ρ)∥∥
L6(Ω)  C
∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
L2(Ω)
,
so that it remains to estimate |β(ρ)|. When m− 1/2 1, Jensen’s inequality provides,∣∣β(ρ)∣∣ C‖ρ‖m−1/2
L1(Ω)
,
whereas if m> 3/2, basic Hölder type interpolation provides for some α ∈ (0,1),∣∣β(ρ)∣∣ ∥∥β(ρ)∥∥α
L6(Ω)
∥∥ξ(ρ)∥∥(1−α)(m−1/2)
L1(Ω)
 Cε‖ρ‖m−1/2L1(Ω) + ε
∥∥β(ρ)∥∥
L6(Ω),
which allows to conclude taking small enough ε > 0.
In order to prove (84), a similar approach may be applied with some smooth function ξ :R+ → R+ such that
ξ(s) = s for s ∈ [0,A] and ξ(s) = 0 for s  2A. Taking β = ξn−1/2, one deduces from Jensen’s inequality that∣∣β(ρ)∣∣ C‖ρ‖−1/2
L1(Ω)
,
so that using again Sobolev embeddings (82) allows to prove (84). 
The whole space case: in the whole space: Ω =R3, one has:
Lemma 7.2. Let Ω be the whole space R3 and let T > 0. For all ρ satisfying ρ−1/2∇μ(ρ) ∈ L2(Ω), one has:
∥∥ρm−1/21ρ>A∥∥L6(Ω)  C
∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
L2(Ω)
, (85)
∥∥ρn−1/21ρ<A∥∥L6(Ω)  C
∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
L2(Ω)
. (86)
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in (82) (where ξ :R+ → R+ satisfies ξ(s) = s for s  A and ξ(s) = 0 for s  A/2). The proof of (86) follows the
same lines as in the periodic case: introducing ξ :R+ →R+ such that ξ(s) = s for s ∈ [0,A] and ξ(s) = 0 for s  2A,
Sobolev embeddings allows to conclude. 
Let us observe that the preceding bounds imply that ρ−1/2μ(ρ) is bounded in L6(B) for all bounded subset B of
Ω , as soon as the right-hand sides of Lemmas 7.1 and 7.2 are bounded.
7.2. Bounds on the temperature
Let us consider the perfect polytropic gas case, that means p = ρrθ and e = Cvθ . For the sake of simplicity, we
focus on the dimension d = 3 in the periodic and whole space setting. The cases of d = 2 induce the same bounds up
to the fact that bounds only hold locally in space when Ω =R2.
Lemma 7.3. Let Ω be either the whole space R3 or a three-dimensional periodic box and let T > 0. Let θ be a
vector field over (0, T )×Ω such that (√ρ + 1)∇θa/2 and (√ρ + 1)∇ log θ belong to L2((0, T );L2(Ω)) with a  2,
ρe ∈ L∞(0, T ;L1(Ω)), and let ρ satisfying hypothesis of Lemma 7.2. Then θ(a−c+1)/2 belongs to L2(0, T ;L6(Ω))
for all 0 < c 1.
Proof. In the period case, the first estimates on θ follows the same lines of the estimate on u since for a perfect gas
ρe = Cvρθ belongs to L∞(0, T ;L1(Ω)). Using the perfect gas assumption, one gets:
|θ |C|e| C
ρ
(|ρe| + ‖ρ‖L2(Ω)‖∇θ‖L2(Ω)),
which belongs to L2(0, T ). Since the norm f → ‖∇f ‖L2(Ω) + |f¯ | is equivalent to the H 1 norm f → ‖f ‖H 1(Ω), and∫
Ω
ρ0f¯ 
∫
Ω
ρf −
∫
Ω
ρ
(
f − f¯ ),
we get that the H 1 norm f → ‖f ‖H 1(Ω) is equivalent to the following norm,
f → ‖∇f ‖L2(Ω) +
∣∣∣∣∣
∫
Ω
ρf
∣∣∣∣∣,
using that ρ ∈ L∞(0, T ;Lq/(q−1)(Ω)). This gives:
∥∥θa/2∥∥
H 1(Ω)  c
(∥∥∇θa/2∥∥
L2(Ω) +
∣∣∣∣∣
∫
Ω
ρθa/2
∣∣∣∣∣
)
 c
(∥∥∇θa/2∥∥
L2(Ω) + ‖ρθ‖αL1(Ω)‖ρ‖1−αLq′ (Ω)
∥∥θa/2−α∥∥
Lp
′
(Ω)
)
,
where
α + 1 − α
q ′
+ 1
p′
= 1
and α is chosen small enough in order to ensure the property (a/2 − α)2p/a < 2d/(d − 2) (indeed if α = 0, p′ =
q ′/(q ′ −1) and q ′/(q ′ −1) < 2d/(d −2) if q ′ > 2d/(d +2)). This is the case since ρ ∈ L∞(0, T ;Lq/2(Ω)∩L1(Ω)).
Then we deduce: ∥∥θa/2∥∥
H 1(Ω)  c
(∥∥∇θa/2∥∥
L2(Ω) +
∥∥θa/2∥∥θ
H 1(Ω)
)
,
with θ = 2(a/2 − α)/a < 1. Hence we get the conclusion.
The same estimate may be obtained in the same manner on θ(a−c+1)/2 for all 0 < c < 1 using the bound obtained
on ∇θ(a−c+1)/2. 
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Given the preceding a priori bounds, we now intend to study the compactness of sequences of approximate solutions
(ρn,un, en) and pass to the limit in nonlinear terms. The actual construction of suitably smooth approximate solutions
is not detailed in this work, since classical approximation procedures can be applied to this problem. As an exam-
ple of approximate solutions, a numerical finite difference scheme can be designed in a compatible way with the
mathematical structure discovered in the present paper. This is the purpose of a forthcoming work [8].
Notice that the next subsections make use of estimates derived in Section 5, and that only the three-dimensional
cases will be detailed. Adaptations to the two-dimensional framework will be discussed at the end of the paper, with
the particular case of the whole 2d space and the lack of compactness at infinity of H 1(R2) functions (local bounds
in space have to be used in the compactness analysis).
8.1. Compactness of the density (ρn)n∈N
From the uniform estimates derived in Section 7.1, we deduce that the sequence (ρn)n∈N is uniformly bounded in
L∞(0, T ;L6m−3(B)) for all bounded subset B of Ω . Up to the extraction of a subsequence, one may assume that
(ρn)n∈N converges weakly to some ρ in L2loc(R+ ×Ω) (6m− 3 3 since m 1).
In order to prove the strong compactness on the density sequence, we shall use the transport equation satisfied by
(μ˜(ρn))n∈N, where μ˜(s) = sn + sm:
∂t
(
μ˜(ρn)
)+ div(μ˜(ρn)un)+ 12 λ˜(ρn)divun = 0,
where λ˜(s) = 2((m−1)ρn+(n−1)ρn). As a consequence, for all compactly supported φ ∈ C∞(Ω), (∂t (φμ˜(ρn)))n∈N
is bounded in L2(0, T ;H−σ0(Ω)) for some positive σ0. As a matter of fact, the sequence (
√
ρ˜nun)n∈N is bounded
in L∞(0, T ;L2(Ω)) and (ρ−1/2n μ˜(ρn))n∈N is bounded in L∞(0, T ;L6loc(Ω)), so that (μ˜(ρn)un)n∈N is bounded
in L∞(0, T ;L3/2(B)) for all bounded subset B in Ω . On the other hand, (
√
|λ˜(ρn)|divun)n∈N is bounded
in L2((0, T ) × Ω), and the sequence (
√
|λ˜(ρn)| )n∈N is bounded in L∞(0, T ;L6(2m−1)/m(B)) and therefore in
L∞(0, T ;L6(B)) for all bounded subset B in Ω , so that (λ˜(ρn)divun)n∈N is bounded in L2(0, T ;L3/2(B)).
The space compactness on the sequence (φμ˜(ρn))n∈N may be used as follows:
∇(φμ˜(ρn))= μ˜(ρn)√
ρn
√
ρn∇φ + φ∇μ˜(ρn)√
ρn
√
ρn,
so that ∇(φμ˜(ρn)) is bounded in L∞(0, T ;L3/2(Ω)) (recalling that 12m− 6 6).
It follows that denoting μ¯ a weak limit in L2loc((0, T ) × Ω) of (μ˜(ρn))n∈N, we deduce from the above space
and time compactness that up to the extraction of a subsequence, (μ˜(ρn))n∈N converges strongly to some μ¯ in
L2loc((0, T ) × Ω). In view of the L∞(0, T ;L3/2(Ω)) bound on (∇(φμ˜(ρn)))n∈N, (μ˜(ρn))n∈N also converges to μ¯
in L2(0, T ;Ws,3/2(B)) for all bounded subset B in Ω and s < 1.
Finally using the fact that μ˜ is an increasing function of ρ, we conclude that (ρn)n∈N converges strongly to μ˜−1(μ¯)
in C([0, T ];Lqloc(Ω)) for all q < 6m− 3, so that ρ = μ˜−1(μ¯). On the other hand, we already know that the sequence
(un)n∈N is uniformly bounded in Lq1loc(0, T ;W 1,q3(Ω)d) for some q1 and q3 that satisfies in view of (75),
q1 >
5m− 3
3m− 2 >
5
3
and q3 >
3(5m− 3)
8m− 5 >
15
8
. (87)
It follows that up to the extraction of a subsequence, (un)n∈N converges weakly in Lq1loc(0, T ;W 1,q3(Ω)d) to some
u ∈ Lq1loc(0, T ;W 1,q3(Ω)d). In view of Sobolev embeddings, we also know that (un)n∈N is uniformly bounded in
L5/3(0, T ;L5loc(Ω)d). As a consequence, we are able to pass to the limit in the mass conservation equation:
∂tρ + div(ρu) = 0 in D′(R+ ×Ω). (88)
Concerning the zero isothermal part of the equation of state, we shall have to pass to the limit in sequences
such as (ρnec(ρn))n∈N, (pc(ρn))n∈N, (ρnec(ρn)un)n∈N and (pc(ρn)un)n∈N. Using assumption (23), we deduce that
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bined with the strong convergence of (ρn)n∈N allows to conclude that (ρnec(ρn))n∈N and (pc(ρn))n∈N converge in
C([0, T ];Lq2/(q2−1)loc (Ω)) respectively to ρec(ρ) and pc(ρ), which will be enough to conclude as soon as (un)n∈N is
weakly compact in Lq1(0, T ;Lq2loc(Ω)).
8.2. Compactness of (ρnun)n∈N
Let us now prove compactness results on the momentum (ρnun)n∈N. We already know from the preceding step that
(ρnun)n∈N converges weakly to ρu in L2(0, T ;L3/2loc (Ω)).
In order to apply classical compactness lemma, we shall prove that the sequence (∂t (ρnun))n∈N is uniformly
bounded in Lploc(R+;H−σo(Ω)) for some p > 1 and σo large enough. Rewriting the momentum conservation equation
(2), we obtain for all compactly supported φ ∈ C∞(Ω):
∂t (ρnunφ) = −φ div(ρnun ⊗ un)− φ∇pn + φ div
(
2μ(ρn)D(un)
)+ φ∇(λ(ρn)divun).
In the first term of the right-hand side, (ρnun ⊗un)n∈N is bounded uniformly in L3/2(0, T ;L9/5loc (Ω)) as the product of
|ρ1/3n un|2, bounded in L3/2(0, T ;L3/2loc (Ω)) and ρ1/3n bounded in L∞(0, T ;L3(6m−3)loc (Ω)) (recall that 6m−3 3). The
second term is bounded uniformly in L2loc(R+;H−1(Ω)), since (pn)n∈N is uniformly bounded in L2loc(R+;L2loc(Ω))
(the sequences (ρn)n∈N and (θn)n∈N are respectively bounded in L∞(0, T ;L3loc(Ω)) and L2(0, T ;L6loc(Ω)) and the
cold pressure component (pc(ρn))n∈N is bounded in L∞(0, T ;Lδ(Ω)) for some δ > 1 in view of the preceding
subsection). For the last two terms, we use the fact that (√μ(ρn)D(un))n∈N and (√|λ(ρn)|divun)n∈N are bounded in
L2((0, T ) × Ω), and that √μ(ρn) as well as √|λ(ρn)| are uniformly bounded in L∞(0, T ;L6loc(Ω)). Therefore, the
sequence (∂t (ρnun))n∈N is uniformly bounded in Lploc(R+;H−σ0(Ω)) for some large enough σ0 > 0 and for p > 1.
As a conclusion, the product (φρn|un|2)n∈N, as the scalar product of the two sequences (φρnun)n∈N, bounded in
L∞(0, T ;L3/2(Ω)) and (un)n∈N, bounded in L5/3(0, T ;L5loc(Ω)) ∩ L5/3(0, T ;W 1,15/8loc (Ω)), converges strongly in
L1((0, T ) × Ω) to ρ|u|2. Using the fact that ρ1/3n un = ρ1/3n un1ρnε + ρ1/2n unρ−1/6n 1ρn>ε , is the sum of a uniformly
small term in L1((0, T )×B) and another term converging to ρ1/3n un1ρn>ε in L1((0, T )×B) for any given ε > 0, we
deduce that (ρ1/3n un)n∈N converges strongly in L1((0, T ) × B) to ρ1/3u. Finally using the uniform bound of ρ1/3n un
in Lδ((0, T )×B) for some δ > 3, we conclude that ρ1/3n un converges strongly in L3((0, T )×B) to ρ1/3u.
8.3. Compactness on the temperature (θn)n∈N
We finally want to obtain strong compactness results for the internal energy (en)n∈N and the temperature (θn)n∈N.
The first step is to derive uniform bounds in Lploc(R+;H−σo(Ω)) (for some p > 1 and large enough σo) for the
sequence (∂t (ρnEnφ))n∈N, given φ ∈ C∞(Ω) compactly supported:
∂t (φρnEn) = −φ div(ρnunHn)+ φ div
(
2μ(ρn)D(un) · un
)+ φ div(unλ(ρn)divun)+ φ div(κn∇θn).
In order to deal with the first term of the right-hand side, let us derive uniform bounds on ρnunHn
in Lqloc(R+;Lqloc(Ω)) for some q > 1. We already proved that (ρnun|un|2)n∈N is uniformly bounded in
L
q
loc(R+;Lqloc(Ω)3) with q > 1 in Section 6.1. Similar uniform estimates in Lqloc(R+;Lqloc(Ω)3) with q > 1 on
(ρnunen + pnun)n∈N and (κ(ρn, θn)∇θn)n∈N were similarly derived in Sections 6.2 and 6.3.
The last two terms are the viscous fluxes and write as space derivatives of un ·μ(ρn)D(un) and unλ(ρn)divun, for
which we use the following properties: (
√
μ(ρn)D(un))n∈N and (
√|λ(ρn)|divun)n∈N are bounded in L2((0, T )×Ω),
(
√
μ(ρn)ρ
−1/3
n )n∈N and (
√|λ(ρn)|ρ−1/3n )n∈N are bounded uniformly in L∞(0, T ;L18(2m−1)/(3m−2)loc (Ω)), hence in
L∞(0, T ;L18loc(Ω)), and (ρ1/3n un)n∈N is bounded in L3((0, T )×Ω). It follows that the viscous fluxes are bounded in
L6/5(0, T ;L9/8loc (Ω)), hence in Lqloc(R+;Lqloc(Ω)) for some q > 1.
The second step consists in deriving enough space compactness: since En = Cvθn + ρnec(ρn)+ |un|2/2, one may
take advantage of the strong convergence of (√ρnun)n∈N to √ρu in Lrloc(R+;L2loc(Ω)) and the strong convergence
of (ρnec(ρn))n∈N to ρec(ρ) in Lrloc(R+;L1loc(Ω)) for all r ∈ (1,+∞). Indeed, let us introduce
K= {f ∈ L1 (Ω) | ‖∇f ‖L2(Ω) = 1}loc
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basic properties hold:
sup
f∈K
‖f − Tkf ‖ C
k
, (89)
and for all ball B ⊂ Ω , there exists Ck,B such that for all f ∈K,
‖Tkf ‖L∞(B)  Ck,B and Tkf ∈ Hs(Ω) for all s > 0. (90)
We deduce from (89) that for any ball B ⊂ Ω , one has:∣∣∣∣∣
∫
(0,T )×B
(
ρnθ
2
n − ρθ2
)∣∣∣∣∣ Ck
(‖ρnθn‖L2((0,T )×B) + ‖ρθ‖L2((0,T )×B))
+
∣∣∣∣∣
∫
(0,T )×B
ρθ(θn − θ)
∣∣∣∣∣+ 12
∥∥(ρn|un|2 − ρ|u|2)Tkθn∥∥L1((0,T )×B)
+ ∥∥(ρnec(ρn)− ρec(ρ))Tkθn∥∥L1((0,T )×B) +
∣∣∣∣∣
∫
(0,T )×B
(ρnEn − ρE)Tkθn
∣∣∣∣∣. (91)
Let us observe that the first term of the above r.h.s. is estimated by:
C
k
(‖ρn‖L∞(0,T ;L3(B))‖θn‖L2(0,T ;L6(B)) + ‖ρ‖L∞(0,T ;L3(B))‖θ‖L2(0,T ;L6(B))). (92)
Therefore, given ε > 0, there exists ko ∈ N such that the preceding term (92) is less than ε/4 uniformly in n ∈ N.
Dealing with the second term is an easy task since θn converges weakly to θ in L2(0, T ;L6(B)), so that for n n1,
the second term is estimated by ε/4. Using (90) ‖Tkoθn‖L∞(B) is uniformly bounded in n, whereas (ρn|un|2)n∈N and
(ρnec(ρn))n∈N converge strongly respectively to ρ|u|2 and ρec(ρ) in L1((0, T )×B), so that the sum of the third and
the fourth term is estimated by ε/4 for n n2. For the last term with k = ko, the uniform bound of (∂t (ρnEn))n∈N in
Lp(0, T ;H−σo(Ω)) where p > 1 implies that up to the extraction of a subsequence, (ρnEn)n∈N converges strongly
to ρE in C([0, T ];H−σo(Ω)), so that for n  n3, the right-hand side of (91) is less than ε. It follows that up to the
extraction of a subsequence, (√ρnθn)n∈N converges strongly in L2loc(R+ ×Ω).
Using the strong compactness of (ρ−1/2n )n∈N to ρ−1/2 in C([0, T ];Lploc(Ω)) for p < 6, we deduce that (θn)n∈N
converges to θ in L2loc(R+;Lploc(Ω)) for all p < 3/2. Recalling the uniform L2(0, T ;L6loc(Ω)) bound on (θa/2n )n∈N,
we deduce that (θn)n∈N converges strongly to θ in Lploc(R+;Lqloc(Ω)) for p < a if a > 2, p = 2 if a = 2, and q < 3a.
8.4. Conclusion
It remains to check that one can pass to the limit in all the nonlinear terms, in order to obtain weak solutions in the
sense of distributions, as defined in the introduction.
The limit mass conservation equation holds because of the strong convergence of (ρn)n∈N to ρ in C([0, T ];L2(Ω))
and the strong convergence of (√ρ
n
un)n∈N to
√
ρu in L2loc(R+;L2loc(Ω)).
In the momentum equation, the strong convergence in L1loc(R+ ×Ω) of (ρnun)n∈N and (ρnun ⊗ un)n∈N to ρu and
ρu ⊗ u allows to pass to the limit in the sense of distributions in the first two terms. As a product of (ρn)n∈N and
(θn)n∈N, which respectively converge strongly in C([0, T ];L2loc(Ω)) and strongly in L2loc(R+ × Ω), the perfect gas
pressure term ∇(ρnrθn) converges to the limit pressure ∇(ρrθ). The cold component of the pressure term has actually
already been treated. It remains to consider the viscous fluxes: writing,
μ(ρn)D(un) = D
(
μ(ρn)un
)− 1
2
(√
ρnun ⊗ ∇μ(ρn)√
ρn
+ ∇μ(ρn)√
ρn
⊗ √ρnun
)
, (93)
we conclude for the first term of the right-hand side of (93) using the strong convergence in L2(0, T ;L2loc(Ω))
of (μ(ρn)/
√
ρn )n∈N to μ(ρ)/
√
ρ and the strong convergence in L2(0, T ;L2 (Ω)) of (√ρnun)n∈N to √ρu. Forloc
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L2(0, T ;L2loc(Ω)), and the weak convergence of (ρ−1/2n ∇μ(ρn))n∈N in L2(0, T ;L2loc(Ω)) to ρ−1/2∇μ(ρ). Indeed
the weak limit may be identified by writing ρ−1/2n ∇μ(ρn) as the gradient of a function of the density and by using the
convergence properties of (ρn)n∈N. Finally, the bulk viscous term λ(ρn)divun may be rewritten as follows:
λ(ρn)divun = −2
(
∂tμ(ρn)+ div
(
μ(ρn)un
))
,
which makes the conclusion straightforward, and concludes for the momentum conservation equation.
In the total energy conservation equation, the only difficulty is to pass to the limit in the energy flux ρnun(en +
|un|2/2), the heat flux κ(ρn, θn)∇θn, and the stress flux 2μ(ρn)D(un) ·un, λ(ρn)un divun. For the energy flux, ρnunθn
converges strongly to ρuθ to L1loc(R+ ×Ω) as a product of
√
ρnun and
√
ρnθn which converge strongly in L2loc(R+ ×
Ω). Moreover, ρ1/3n un = ρ−1/6n √ρnun converges strongly to ρ1/3u in L1loc(R+ × Ω) as a product of two strongly
converging sequences in L2loc(R+ × Ω). Recalling that ρ1/3n un is also uniformly bounded in Lqloc(R+ × Ω) for some
q > 3, we deduce that ρ1/3n un converges to ρ1/3u in L3loc(R+ ×Ω).
For the heat flux, we first observe that κ(ρn, θn)1/2 converges strongly in L2loc(R+ × Ω) to κ(ρ, θ)1/2 (since it
basically behaves likes (1+ρn)1/2(1+θa/2n ), and κ(ρn, θn)1/2∇θn converges weakly to κ(ρ, θ)1/2∇θ in L2loc(R+×Ω)
(the identification of weak limits is deduced from the preceding strong convergence of θn and ρn). As a consequence,
κ(ρn, θn)∇θn converges weakly to κ(ρ, θ)∇θ in L1loc(R+ ×Ω).
Finally the stress flux 2μ(ρn)D(un) · un converges weakly to 2μ(ρ)D(u) · u. Indeed, √μ(ρn)D(un) and sim-
ilarly
√|λ(ρn)|divun converge weakly in L2loc(R+ × Ω) to
√
μ(ρ)D(u) · u and √|λ(ρ)|divu. On the other
hand, (ρ1/3n un)n∈N converges strongly to ρ1/3u in L3loc(R+;L3loc(Ω)). Finally, the sequence (ρ−2/3n μ(ρn))1/2n∈N as
well as (ρ−2/3n |λ(ρn)|)1/2n∈N converge strongly to (ρ−2/3μ(ρ))1/2 and (ρ−2/3|λ(ρn)|)1/2 in C([0, T ];L6loc(Ω)) since
6m− 3 > 3.
The proof is complete. 
9. Velocity integrability with drag forces
As explained in Section 4, the Lδ(0, T ;Lδloc(Ω)) integrability of ρ1/3u may also be obtained by assuming the
presence of drag forces as internal forces fint = −|u|b−2u. The work in internal energy of the preceding force writes
as ∫
Ω
ρ|u|b,
which provides an additional bound on u at the left-hand side of (54) provided the associated term in (55) is controlled.
This term, denoted,
I =
∫
Ω
ρ|u|b−2u · ∇ϕ(ρ),
may be integrated by parts:
I = −
∫
Ω
μ(ρ)
(
|u|b−2 divu+ (b − 2)|u|b−4
∑
i
u · (ui∇ui)
)
.
Thus, it can be estimated as follows for (α,β) ∈ [0,1]2 to be chosen:
|I | C
∫
Ω
μ(ρ)|u|b−2|∇u|
 C
∥∥√μ(ρ)∇u∥∥1−α
L2(Ω)
∥∥ρ|u|b∥∥(1−β)(b−2)/b
L1(Ω)
∥∥∥∥
√
μ(ρ)
θ
∇u
∥∥∥∥
α
L2(Ω)
×
∥∥∥∥ρ|u|bθ
∥∥∥∥
β(b−2)/b
1
∥∥μ(ρ)1/2θα/2+β(b−2)/bρ(2−b)/b∥∥
L2b/(4−b)(Ω). (94)L (Ω)
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that
bn+ 4 − 2b 0, i.e. b 4
2 − n. (95)
Then, we can write:
|I | ε∥∥√μ(ρ)∇u∥∥2
L2(Ω) + ε
∥∥ρ|u|b∥∥
L1(Ω) +Cε
∥∥∥∥
√
μ(ρ)
θ
∇u
∥∥∥∥
qα
L2(Ω)
∥∥∥∥ρ|u|bθ
∥∥∥∥
qβ(b−2)/b
L1(Ω)
×
(∥∥θα/2+β(b−2)/b∥∥q
L2b/(4−b)(Ω) + ‖θ‖
q(α/2+β(b−2)/b)
L3a(Ω)
∥∥∥∥μ(ρ)1/2ρ(b−2)/b 1ρ1
∥∥∥∥
q
Lr (Ω)
)
. (96)
Away from zero, μ is estimated by ρm with m> 1, so that we have to make sure that (both in the periodic and in the
whole space case),
bm+ 4 − 2b 0. (97)
Moreover, ε > 0 will be chosen small enough, and q and r given in such a way that
1
q
= 1 − 1 − α
2
− (1 − β)(b − 2)
b
= 4 − b
2b
+ α
2
+ β(b − 2)
b
,
and
1
r
= 4 − b
2b
−
(
α
2
+ β(b − 2)
b
)
1
3a
 mb + 2b − 4
6b(2m− 1) .
The time integrability of the last product of the right-hand side of (96) is suitable to apply Gronwall’s lemma, if
q
(
α
2
+ β(b − 2)
b
)(
1 + 1
a
)
 1 and 1
q
= mb + 2b − 4
2b(2m− 1) .
Such a value for q is permitted since it belongs to [1,2b/(4 − b)] (using m 1).
10. Real equations of state
In order to deal with general equations of state (5), additional assumptions have to be considered, some of them
being driven by physical considerations. First, the compatibility condition (see (105)) is assumed. It guarantees the
existence of an entropy s as a function of the specific volume v = 1/ρ and temperature θ . We also require that the
obtained entropy function (v, e) → S(v, e) is a concave function over R2+, which will allow to adapt the estimates
derived from the entropy dissipation equation.
10.1. Entropy estimates
We use here the property that the entropy s is a concave function of the specific volume v and the internal energy e.
It follows that every point (v, e, s(v, e)) lies below the tangent plane defined in (v0, e0, s0) (where v0 = 1/ρ0), so that
using (7) yields:
s(ρ, e) s(ρ0, e0)+ p0
θ0
(
1
ρ
− 1
ρ0
)
+ 1
θ0
(e − e0).
It follows that ∫
Ω
ρs(t, ·)
∫
Ω
p0
ρ0θ0
(
ρ0 − ρ(t, ·)
)+ ∫
Ω
1
θ0
(
ρe(t, ·)− ρ(t, ·)e0
)
,
hence using the fact that for all t ∈R+, ρ(t, ·) 0, e(t, ·) 0, and θ0(·) θ > 0, we deduce that∫
ρs(t, ·)
∫
p0
θ0
+ 1
θ
∫
ρe(t, ·),Ω Ω Ω
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L1(Ω), θ0  θ > 0, the following a priori estimates for some constant C depending on the initial data,
t∫
0
∫
Ω
1
θ
(
2μD(u) : D(u)+ λ|divu|2)+
t∫
0
∫
Ω
κ
θ2
|∇θ |2  C +
∫
Ω
ρ0|s0|.
Concerning the control of
∫
Ω
p divu and
∫
Ω
∇p · ∇ϕ necessary in equalities (54) and (55), we follow the same
lines than in the ideal case assuming still that ρθ belongs to L∞loc(R+;L1(Ω)) and making the following assumptions
on the conductivity κ
κ(ρ, θ)Cρθ2C2vΓ 2, (98)
with κ also satisfying inequalities (18), (19). We assume in addition that, Z and r being given by relations (57),
Zr = pc(ρ)
ρθ
+ Y, where pc(ρ) = ρ2e′c(ρ) and
Y
1 + ρm/2 ∈ L
∞((0, T )×Ω), (99)
where ec denotes a C1 nonnegative and nonincreasing function of ρ.
As a matter of fact, assumption (98) was already justified in (62). For the Y part in assumption (99), we make use
of the properties (15)–(17) of the viscosity coefficient λ and μ, recalling that (1 + ρm/2)divu may be used instead of
divu alone in (63). In order to deal with the part of (99) involving pc , we observe that∫
Ω
ρe′c(ρ)divu = −
d
dt
∫
Ω
ρec,
which is nonnegative and can be handled at the left-hand side of equality (54).
10.2. Notations and thermodynamics
This appendix recalls some notations and useful differential identities between the thermodynamic variables: the
density ρ, pressure p, temperature θ , specific internal energy e, and specific entropy s. As in Section 5.4.1, we
introduce the zero Kelvin isothermal part of the equation of state indexed by “c” and its complement indexed by “h”,
namely the cold pressure and internal energy pc(ρ) = p(ρ,0), ec(ρ) = e(ρ,0), so that p(ρ, θ) = pc(ρ) + ph(ρ)
and e(ρ, θ) = ec(ρ) + eh(ρ, θ). We also require that pc(ρ) = ρ dec(ρ)/dρ. Let us now introduce thermodynamical
coefficients, possibly depending on the temperature and density for general equations of state:
– the heat capacity at constant volume Cv and the heat capacity at constant pressure Cp:
Cv = ∂e
∂θ
∣∣∣∣
ρ
, Cp = ∂(eh + ph/ρ)
∂θ
∣∣∣∣
ph
, (100)
– the volume expansion coefficient at constant pressure:
αp = − θ
ρ
∂ρ
∂θ
∣∣∣∣
ph
, (101)
– the compressibility at constant temperature:
Z = ph
ρ
∂ρ
∂ph
∣∣∣∣
θ
, (102)
– the Grüneisen coefficient:
Γ = 1
ρ
∂p
∂e
∣∣∣∣
ρ
, (103)
– and
γ = ρ
ph
∂ph
∂ρ
∣∣∣∣
s
. (104)
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θ ds = de − p
ρ2
dρ = deh − ph
ρ2
dρ,
defines the entropy s as a closed differential form, the compatibility condition—the so-called Maxwell equation—has
to be satisfied between the pressure law P and the internal energy law E as functions of the density and temperature:
p = θ ∂p
∂θ
∣∣∣∣
ρ
+ ρ2 ∂e
∂ρ
∣∣∣∣
θ
. (105)
Assuming that (105) is satisfied, the following expressions follow from tedious but straightforward computations,
Cp = Cv(1 + αpΓ ), γ = Cp
CvZ
, (106)
dp = r(αpρ dθ + θ dρ), where r = CvΓ
αp
, (107)
and
de = r
(
αp
Γ
dθ + θ
ρ
(Z − αp)dρ
)
. (108)
Let us also finally observe that the compressibility Z also writes,
Z = ph
ρrθ
, (109)
where the coefficient r previously defined is constant in the case of a perfect polytropic gas.
Let us finally give some examples of equations of state commonly used in real applications.
– For polytropic ideal gases, one has:
ph(ρ, θ) = ρrθ, eh(ρ, θ) = Cvθ, (110)
where r and Cv are constants, and Cv = r/(γ −1), where γ > 1 denotes the polytropic coefficient (γ = 5/3 (resp.
γ = 7/5) in the case of monoatomic (resp. diatomic) gases). This model is quite relevant for moderate pressure
and temperature regimes.
Notice that all the above coefficients Cp , αp , Z, Γ , are constant and write in terms of r and γ :
Cp = rγ
γ − 1 , αp = 1, Z = 1, Γ = γ − 1,
which simplifies much the mathematical analysis of the flow model.
– Two molecular vibrating gas: the Cv coefficient depends on the temperature θ ,
ph(ρ, θ) = ρrθ, eh(ρ, θ) = C0vθ +
rΘo
exp(Θo/θ)− 1 , (111)
where r , C0v and Θo denote positive constants.
In such cases, the Cv coefficient is a function of θ only, which makes the analysis much easier. As a matter of fact, if
∂Cv/∂ρ|θ = 0, then Maxwell equation (6) yields,
∂2p
∂θ2
∣∣∣∣
ρ
= 0,
hence p is an affine function of θ . The extension of the main existence theorem to this family of equations of state is
the purpose of the next subsection.
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Extension of Theorem 3.1 to general equations of state requires to change drastically Lemma 5.3. This new
development will be detailed in a forthcoming work [3]. However, Lemma 5.3 may be quite easily adapted in the
case when the Cv coefficient does not depend on the density. The pressure function then depends on the temperature
in an affine way, and the specific entropy and internal energy express as the sum of separated contributions depending
on θ and ρ,
p(ρ, θ) = pc(ρ)− θρ2S′ρ(ρ), (112)
s(ρ, θ) = Sθ (θ)+ Sρ(ρ), (113)
e(ρ, θ) = eθ (θ)+ ec(ρ), (114)
where pc is a C1 function corresponding to the “cold pressure” (pressure at zero temperature), Sρ and Sθ are concave
functions R+ →R, and Sθ , eθ , ec are defined up to an additive constant in terms of Cv and pc by:
θS′θ (θ) = Cv(θ), e′θ (θ) = Cv(θ), e′c(ρ) =
pc(ρ)
ρ2
.
Notice that the concavity assumption on the entropy requires the Cv coefficient to be such that θ → Cv(θ)/θ to be
nonincreasing.
As mentioned in Section 10.1, one may adapt (63), (64) by assuming in addition (98) and (99). Moreover, additional
integrability is obtained in a similar way as in the perfect gas case: in Lemma 5.3, functions f are assumed to be such
that θ → f ′(θ)/Cv(θ) is nonnegative and nonincreasing. Assuming for instance that the Cv coefficient is bounded
from above and bounded away from zero by a positive constant (as in the case of the two molecular vibrating gas),
the proof in the case of a constant Cv coefficient easily adapts to the present case (notice that much more general laws
may be considered; it will be detailed in [3]). In particular, ρθ still belongs to L∞(0, T ;L1(Ω)) since e  Cθ for
some positive constant C. Then, the same methodology leads to additional estimates locally in space and time that
allow to pass to the limit in all the nonlinear terms.
11. The two-dimensional case
Theorem 3.1 can be extended to the two-dimensional case. It requires some adaptations of technical issues. Let us
give in this section corresponding lemma of Section 7 for the two-dimensional space dimension.
11.1. Auxiliary a priori estimates in 2D
Concerning Lemmas 7.1 and 7.2, we have to change, in the first lemma, L6 by Lq for all q ∈ [2,+∞) with a
constant coefficient depending on q .
For the second lemma, some additional bounds on the initial density is needed in order to deal with the lack of
compactness at infinity of the homogeneous H 1 space in R2. More precisely, the following assumption is made on
ρ0: there exists a positive constant Ao <A and p ∈ (0,m/2] such that
ρp1ρAo ∈ L2(Ω). (115)
Then, Lemma 7.2 is replaced by:
Lemma 11.1. For all ρ satisfying (115) and ρ−1/2∇μ(ρ) ∈ L2(Ω), one has
∥∥ρm−1/21ρ>A∥∥Lq(Ω)  Cq
∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
1−2/q
L2(Ω)
∥∥ρp1ρA0∥∥2/qL2(Ω), (116)
where q ∈ (2,+∞) is arbitrary.
Proof. In two space dimension, Gagliardo–Nirenberg’s inequality leads to,
∥∥β(ρ)∥∥
Lq(Ω)
 Cq
∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
1−2/q
2
∥∥β(ρ)∥∥2/q
L2(Ω)
,
L (Ω)
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case. Using the fact that ξ(ρ) belongs to L2p(Ω) and that m> 1, one may interpolate as follows:∥∥ξ(ρ)∥∥
L2m−1(Ω) 
∥∥ξ(ρ)∥∥α
L2p(Ω)
∥∥ξ(ρ)∥∥1−α
Lq(m−1/2)(Ω)

∥∥ξ(ρ)∥∥α
L2p(Ω)
∥∥ξ(ρ)∥∥(1−α)/(m−1/2)
Lq(Ω)
,
where α ∈ (0,1) is given by
1
2m− 1 =
α
2p
+ 1 − α
q(m− 1/2) .
Therefore, one gets:
∥∥β(ρ)∥∥
Lq(Ω)
 Cq
∥∥∥∥∇μ(ρ)√ρ
∥∥∥∥
(q(m−1/2)−2p)/(q(m−1/2))
L2(Ω)
∥∥ξ(ρ)p∥∥2/q
L2(Ω)
. (117)
This ends the proof. 
Still in the whole space case, one may use the transport equation on ρ in a renormalized manner together with the
space and time L2 bound on divu to prove that
∥∥ρ1BρA(t, ·)− ρ∞∥∥2L2(Ω) C
( t∫
0
∥∥divu(s, ·)∥∥2
L2(Ω) ds + ‖ρ01Bρ0A − ρ∞‖2L2(Ω)
)
, (118)
as soon as the initial data are taken such that the second term of the r.h.s. of (118) is finite for some constant density
ρ∞.
Concerning the bounds on the velocity as in Section 6.1 but in dimension 2, we just have to write local in space
estimates instead of global estimates with L6(Ω) replaced by Lqloc(Ω) for all q ∈ (2,+∞). The same changes hold
in Lemma 7.3.
Let us remark that only local in space compactness is needed to get existence in the distribution sense.
12. Some extensions
Bounded domains. In the spirit of the work done in [6], the case of domains with no curvature, such as T2 × (0,1)
with suitable boundary conditions may be considered without additional difficulties. In fact, we may go further by
considering a general smooth bounded domain with suitable boundary conditions, appropriate constraints on the
initial density and curvature of the domain, see [9]. It suffices to show that the additional estimates can be controlled
in a good way, concluding with Gronwall’s type estimate.
Low Mach number limit. The global existence result obtained by P.-L. Lions on the barotropic compressible
Navier–Stokes equations has allowed a lot of works to be done such as low Mach number limit in general domains
(see [20] and [21]); Inflow–outflow compressible Navier–Stokes equations (see [51]), fluid-structure interactions stud-
ies (see [19]). Our result allow to study the same problems using now the compressible Navier–Stokes equations with
the full conductivity equation. The low Mach number problem for weak solutions is for instance still in progress in [3].
The capillary case. The capillary compressible Navier–Stokes equations, in the spirit of Korteweg models for
diffusive interfaces, can be written as follows:
∂tρ + div(ρu) = 0, (119)
∂t (ρu)+ div(ρu⊗ u) = divσ + divK + ρf, (120)
∂t (ρE)+ div(ρuH) = div(σ · u)+ div(K · u)+ div(κ∇θ)+ ρf · u, (121)
E = e + |u|
2
2
+ χ
2
∣∣∇μ(ρ)∣∣2, H = E + p/ρ,
K = χ
(∇μ(ρ)|2 + ρμ′(ρ)μ(ρ))I − χ∇μ(ρ)⊗ ∇μ(ρ),2
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In [5], they give the formulation of such Korteweg system and formally prove that asymptotically, χ → 0 the diffuse-
interface equations represent the classical, sharp-interface system. That means the classical model of fluid–fluid
systems with a sharp interfacial endowed with properties such as surface tension. In an appendix, they formulate
general diffuse-interface equations that account for thermal and viscous dissipation. Using the magic structure, we
can prove the global well posedness of weak solutions of such system for the appropriate viscosities and conductiv-
ity coefficients. Readers interested by local strong solution or global strong solution close to equilibrium for general
capillarity, viscosities and conductivity coefficients are referred to [18,48].
Physical energy bounds. As before, the physical energy equality,
d
dt
∫
Ω
[
ρ
(
e + |u|
2
2
)
+ χ
2
∣∣∇μ(ρ)∣∣2](t, x)dx = 0, (122)
is obtained in a classical way by multiplying the momentum equation by u and by using the energy equation. This
gives, integrating in time from 0 to T > 0:
T∫
0
∫
Ω
[
ρ
(
e + |u|
2
2
)
+ χ
2
∣∣∇μ(ρ)∣∣2](t, x) ∫
Ω
[
ρ0e0 + |m0|
2
2ρ0
+ χ
2
∣∣∇μ(ρ0)∣∣2
]
(x)dx. (123)
The additional estimates comes from Lemma 5.1: (36), (37). Comparing to the standard compressible Navier–Stokes
equations, we remark that, assuming ∇ρ0 ∈ L2(Ω), we get the following additional information on the approximate
solutions:
∇ρ ∈ L∞(0, T ;L2(Ω)), √μ′(ρ)μ(ρ) ∈ L2(0, T ;L2(Ω)).
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