Abstract. These are lecture notes from a mini-course given at the CIMPA school in Mar del Plata, Argentina, in March 2016. The aim of the course was to introduce cluster characters for 2-Calabi-Yau triangulated categories and present their main properties. The notes start with the theory of Fpolynomials of modules over finite-dimensional algebras. Cluster categories are then introduced, before the more general setting of 2-Calabi-Yau triangulated categories with cluster-tilting objects is defined. Finally, cluster characters are presented, and their use in the categorification of cluster algebras is outlined.
Introduction
Shortly after the introduction of cluster algebras in [FZ02] , links with an impressively vast number of fields of mathematics were uncovered. Among these is the representation theory of finite-dimensional algebras, whose links to cluster algebras became apparent in, for instance, [MRZ03] , [BMR + 06] , [CC06] , ...
The author was partially supported by the French ANR grant SC3A (ANR-15-CE40-0004-01).
The link between representation theory and cluster algebra has proved itself to be fruitful on both sides: on the one hand, it has allowed an understanding of cluster algebras that has led to the proof of conjectures of Fomin and Zelevinsky: see for instance [FK10] , [DWZ10] , [GLS12] , [CIKLFP13] , ... . On the other hand, it has sparked many developments in representation theory, as illustrated by the introduction of the theory of τ -tilting in [AIR14] , the study cluster-tilted algebras and their representations initiated in [BMR07] and the study of representations of certain quivers with loops in [GLS] , among other examples.
Central in the study of this link are cluster characters. Broadly speaking, they are maps which associate to each module over certain algebras (or object in certain triangulated categories) an element in a certain cluster algebra. They have been introduced in [CC06] , and have been studied, used and generalized for instance in [CK08] , [CK06] , [FK10] , [Pal08] , [Pla11] , [Rup15] , ... .
The aim of these notes is to introduce cluster characters, present some of their main properties, and show how they can be used to categorify cluster algebras.
The notes are organized as follows. In Section 2, we introduce F -polynomials of modules over finite-dimensional algebras. They can be seen as a "homology-free" version of cluster characters. Their definition relies heavily on representation theory of quivers and on projective varieties called submodule Grassmannians; these are introduced first.
In Section 3, we introduce the cluster category of an acyclic quiver. We first recall the notion of derived category, and we focus on examples in type A n .
Section 4 is devoted to the introduction of an abstract setting: that of 2-CalabiYau triangulated categories with cluster-tilting objects. This setting contains that of cluster categories, and is the one used in these notes to study cluster characters.
Finally, cluster characters are introduced in Section 5, together with some of their properties leading to a categorification of cluster algebras.
The notes reflect a mini-course I gave at the CIMPA school in Mar del Plata, Argentina, in March 2016. Each section corresponds, more or less, to a one-hour lecture. I take this opportunity to thank the organizers of the CIMPA -ARTA V joint meeting during which this mini-course was given.
Quiver representations and submodule Grassmannians
In this section, we define in an elementary way the notion of quiver representation, and introduce a projective variety, the submodule Grassmannian, whose points parametrize subrepresentations of a given representation.
2.1. Quiver representations. Let k be a field. We are interested in studying modules over k-algebras and their submodules. A convenient setting for this is that of quiver representations. There are many textbooks dealing with the subject, for instance [Pie82] [Rin84] [ARS97] [ASS06] and [Sch14] .
Quivers are allowed to have multiple edges, oriented cycles and even loops. Throughout these notes quivers will be assumed to finite, that is to say, their sets of vertices and arrows will be finite.
Example 2.2. We will usually number the vertices of a quiver by using natural numbers, and use letters to name the arrows. We will represent quivers as oriented graphs. Here is an example:
A path in a quiver is a concatenation of arrows w = a m · · · a 1 a 0 such that s(a i+1 ) = t(a i ) for all i from 0 to m − 1. This means that we compose arrows from right to left. We extend the maps s and t to the set of all paths by putting s(w) = s(a 0 ) and t(w) = t(a m ).
Additionally, for each vertex i, there is a path of length 0 starting and ending at i and denoted by e i . We call it either the trivial path or the lazy path at i. If w is any path, then w = e t(w) w = we s(w) .
Definition 2.3. Let Q be a quiver. A representation of Q is a tuple V = (V i , V a ) i∈Q0,a∈Q1 , where
• for each vertex i in Q, V i is a k-vector space, and
In these notes, all representations will be finite-dimensional.
Definition 2.4. Let V and W be two representations of a quiver Q. A morphism of representations from V to W , denoted by f : V → W , is a tuple f = (f i ) i∈Q0 , where
• for each vertex i of Q, f i : V i → W i is a k-linear map, and • for each arrow a of Q, we have that
In other words, the following diagram commutes:
Composition of morphisms is defined vertex-wise in the obvious way.
Representations of a quiver Q, together with their morphisms, form a category Rep(Q). We denote by rep(Q) its full subcategory whose objects are finitedimensional representations. These categories are abelian; we can see this by showing that they are equivalent to module categories (see Proposition 2.6).
Definition 2.5. Let Q be a quiver. The path algebra of Q is the associative kalgebra kQ defined as follows.
• For all non-negative integers ℓ, let (kQ) ℓ be the k-vector with basis the set of paths of length ℓ in Q. Then the underlying vector space of kQ is
• Multiplication is defined on paths by
and extended to all of kQ by linearity.
We denote by m the two-sided ideal of kQ generated by the arrows of Q. In other words, m = ∞ ℓ=1 (kQ) ℓ . If I is any two-sided ideal of kQ, then we denote by Rep(Q, I) the full subcategory of Rep(Q) whose objects are representations V "satisfying the relations in I", that is, such that for any linear combination of paths i λ i w i lying in I, we have that
One of the main motivations for studying representations of quivers can be summarized in the following results. First, representations of a quiver and modules over its path algebra should be viewed as being the same thing. We see Q op appearing in the proposition because of our choice of conventions: right modules, and composition of arrows from right to left. The proof of the proposition is straightforward.
Secondly, over an algebraically closed field, the representation theory of any finite-dimensional algebra is governed by a quiver with relations. More precisely:
Theorem 2.7 (Gabriel). Assume that the field k is algebraically closed. For any finite-dimensional associative k-algebra A, there is a unique quiver Q A and a (nonunique) ideal I of kQ A such that A and kQ A /I are Morita equivalent, and m r ⊂ I ⊂ m 2 for some r ≥ 2.
An ideal I satisfying m r ⊂ I ⊂ m 2 is called an admissible ideal.
2.2. Submodule Grassmannian. Let Q be a finite quiver, I be an admissible ideal, and V be a representation of (Q, I).
• each W i is a subspace of V i , and
In that case, W = (W i , V a | W s(a) ) i∈Q0,a∈Q1 is a representation of (Q, I), and the canonical inclusion into V is a morphism of representations.
Grassmannians of vector spaces are projective varieties whose points parametrize subvector spaces of a given dimension. Submodule Granssmannians of modules generalize this notion: they are projective varieties whose points parametrize submodules of a given dimension vector. Definition 2.9. Let e ∈ N Q0 be a dimension vector. The submodule Grassmannian of V with dimension vector e is the subset Gr e (V ) of i∈Q0 Gr ei (V i ) of all points (W i ) i∈Q0 defining a subrepresentation of V .
The submodule Grassmannian is in fact a Zariski-closed subset of i∈Q0 Gr ei (V i ), so it is a projective variety.
Examples 2.10.
(1) If the quiver Q has only one vertex and no arrows, then representations of Q are just vector spaces, and their submodule Grassmannians are just usual Grassmannians.
(2) Let Q = 1 G G G G 2 be the Kronecker quiver. Consider the representation
Then there are six dimension vectors for which the submodule Grassmannian of V is non-empty. The table below lists those dimension vectors and gives a variety to which the corresponding submodule Grassmannian is isomorphic.
3. F -polynomials of modules. We now define the F -polynomial of a representation of a quiver with relations (Q, I) (or, equivalently, of a module over A = kQ/I). Roughly, the F -polynomial can be seen as a generating function for counting submodules of a given module (even though this might not make sense if the base field k is infinite, since a module may have infinitely many submodules). This theory originates from [CC06] , although F -polynomials of modules appeared later in [DWZ10] . The general results in this section can be found in [DG14, Section 2]. In the rest of this section, the base field k is the field C of complex numbers.
Definition 2.11. Let V be an A-module. Its F -polynomial is
where
• y is the tuple of variables (y i | i ∈ Q 0 );
• y e = i∈Q0 y ei i ; • Gr e (V ) is the submodule Grassmannian (see Definition 2.9); and • χ is the Euler-Poincaré characteristic.
We give examples of F -polynomials at the end of the section. It is easy to see that the F -polynomial of a module V only depends on the isomorphism class of V .
Remark 2.12. The most difficult part in the computation of an F -polynomial is determining the submodule Grassmannians Gr e (V ). To compute their EulerPoincaré characteristic, the following facts (true since we work over C!) are often sufficient (and indeed, suffice to prove all the formulas in these notes):
(1) χ(point) = 1;
(2) χ(A n ) = 1, where A n is the affine space of dimension n; (3) χ(P n ) = n + 1, where P n is the projective space of dimension n; (4) χ(U × V) = χ(U) · χ(V); (5) if U is a disjoint union of two constructible subsets C 1 and C 2 , then χ(U) = χ(C 1 ) + χ(C 2 ). (6) if f : U → V is a surjective morphism of varieties (or even a surjective constructible map) such that all fibers f −1 (x) have the same Euler characteristic, say c, then χ(U) = cχ(V). See [GLS07, Proposition 7.4.1], which itself refers to [Mac74] and [Dim04] . On constructible maps, we refer the reader to [Joy06] .
The first property of F -polynomials deals with direct sums, or equivalently, with split exact sequences.
Proposition 2.13 ([CC06], [DG14]). Let V and W be two modules over
We outline the proof of this proposition, as it gives the flavour of the methods used to prove the various formulas that appear in these notes. We follow [CC06, Proposition 3.6].
Proof of Proposition 2.13. Consider the split exact sequence
To any submodule B of V ⊕ W we associate the submodules ι −1 (B) and π(B) of V and W , respectively. This defines maps
which are constructible maps. These maps are clearly surjective. Moreover, the fiber of a point (U 1 , U 2 ) can be shown to be an affine space (it is isomorphic to Hom A (U 2 , V /U 1 ), see [CC06, Lemma 3.8]). Thus, by Remark 2.12, we get
From there, the proof is a simple computation:
The second property of F -polynomials, and perhaps the most important one for our purposes, deals with almost-split exact sequences. For the theory of almostsplit sequences and the definition of the Auslander-Reiten translation τ , we refer the reader to the notes of the courses [Mal] and [Pla] in this volume.
The spirit of the proof of this theorem is similar to that of Proposition 2.13. The difference lies in the fact that the morphism Φ e is no longer surjective for all e; the term y dim V in the right hand side of the statement compensates, in some sense, this lack of surjectivity.
Examples of F -polynomials.
2.4.1. Let Q be the quiver with one vertex and no arrows. Its path algebra is simply C, and representations of Q are just vector spaces.
Let V be a d-dimensional vector space. Then
This can be seen by observing that, for d = 1, the F -polynomial is 1 + y, and then by applying Proposition 2.13. As a corollary, we get a nice proof of the known fact that the Euler-Poincaré characteristic of the (usual) Grassmannian
2.4.2. Let Q be the quiver with one vertex and one loop ℓ, subject to the relation ℓ 2 = 0. For this quiver, there are only two indecomposable representations (up to isomorphism):
and only one almost-split sequence:
The F -polynomials are easily seen to be F V1 (y) = 1 + y and F V2 (y) = 1 + y + y 2 , and one can check that they satisfy Theorem 2.14.
2.4.3. Let Q and V be as in Example 2.10 (2). Then F V (y 1 , y 2 ) = 1 + 2y 2 + y 2.4.4. We list a few more examples and properties of F -polynomials.
(1) If V and W are isomorphic, then F V = F W . The converse is false: consider the Kronecker quiver
Then the representations
are not isomorphic, but their F -polynomials are both equal to 1 + y 2 + y 1 y 2 . (2) If F V is an irreducible polynomial, then V is indecomposable. The converse is false: consider the quiver
Then the representation [Kel07] . In this section, we only give a brief outline of the theory of derived categories, focusing on aspects that suit the purpose of these notes. Here, k is an arbitrary field.
3.1.1. Generalities. Let A be an abelian category (for example, the category of modules over a finite-dimensional k-algebra). In particular, every morphism in A has a kernel and a cokernel.
A complex of objects of A is a sequence of morphisms
is a morphism, and the square
We denote by C(A) the category of complexes of A. It is an abelian category. It admits an automorphism called the shift functor and denoted by [1], which is defined by (C[1] ) i = C i+1 , and where the differential δ of C[1] is defined by
The homology of a complex C at degree i is the object
. It is easy to see that a morphism of complexes f :
A quasi-isomorphism is a morphism of complexes f such that all induced morphisms in homology are isomorphisms.
The derived category of A is the category obtained when formally inverting all quasi-isomorphisms in C(A). A convenient construction of the derived category is given by first defining the homotopy category K(A). This category is the quotient of C(A) by the ideal of all null-homotopic morphisms, that is, morphisms of complexes f : C → C ′ such that there exist morphisms s i : By an abuse of notation, if M is an object of A, then we denote still by M its image by the functor J.
3.1.2. Triangulated categories. An important property of derived categories is that they are triangulated categories. A triangulated category is a k-linear category T together with a k-linear automorphism Σ : T → T called the suspension functor and with a collection of sequences of morphisms of the form
where gf and hg vanish. The sequences belonging to the collection are called distinguished triangles, or simply triangles. They are required to satisfy several axioms, which are listed below and which can be found in any of the references given at the beginning of the section. 
are triangles, and arrange them as in the following picture
where a "+" on an arrow A → B means a morphism A → ΣB. Then there exist morphisms p :
is a triangle, and we have ph = ℓg, (Σf )m = kq, i = mp and j = qℓ. In other words, the four oriented triangles in the above pictures are triangles of T , the four non-oriented triangles are commutative diagrams, and the two "big squares" containing the top and bottom vertices are commutative diagrams.
A consequence of the axioms is that for any object X of T , the functor Hom T (X, ?) : T → mod k sends triangles to exact sequences.
The derived category D(A) is a triangulated category whose suspension functor is [1].
3.1.3. Hereditary case. We now restrict to the case where A = mod kQ, for some finite quiver Q without oriented cycles. The path algebra kQ is then hereditary; in other words, the extension bifunctors Ext Another important feature in this case is the existence of an automorphism of the derived category called the Auslander-Reiten translation and denoted by τ . We refer the reader to, for instance, [Kel08, Section 3] for its definition in the derived category. It is an avatar of the Auslander-Reiten translation in module categories, see [Mal] and [Pla] in this volume, and also [ARS97] and [ASS06] .
3.1.4. Dynkin case. We can say even more about the structure of D b (mod kQ) if Q is an orientation of a simply-laced Dynkin diagram: For any quiver Q, define the repetition quiver ZQ as follows:
• vertices of ZQ are elements (i, n) of Q 0 × Z;
• for every arrow a : i → j in Q and every integer n, there are arrows (a, n) : (i, n) → (j, n) and (a * , n) : (j, n) → (i, n + 1) in ZQ.
Example 3.3. If Q = 1 → 2 → 3 → 4 is a quiver of type A 4 , then ZQ looks like
(1, 0)
Define the mesh category k(ZQ) to be the category whose objects are the vertices of ZQ and whose morphisms are k-linear combinations of paths in ZQ, modulo the mesh relations: whenever we have
in ZQ, where the a j are all arrows leaving (i, n) and the b j are all arrows arriving in (i, n + 1), then r j=1 b j a j = 0. For any category C, let ind(C) be the full subcategory of indecomposable objects of C. 3.1.5. Example: type A n . Many computations can be done easily in the derived category of a quiver of type A n . Let Q = 1 → 2 → . . . → n. Then ind(D b (mod kQ)) is equivalent to the mesh category k(ZQ), and so can be pictured as follows (for n = 4):
Here we denoted kQ-modules by their composition series (recall that right kQmodules are equivalent to representations of Q op !). The action of the shift functor [1] can be seen on the diagram; that of the Auslander-Reiten translation τ is "translation to the left".
Morphism spaces between two indecomposable objects can be completely determined using the mesh relations; in particular, these vector spaces have dimension at most 1. Some triangles can also be derived directly on the picutre:
On the left of the picture, we see a "rectangle" of solid arrows; it induces a triangle
On the right of the picture, we see a "hook" of solid arrows, which induces a triangle U → F → V → ΣU . The rule that "hooks" must obey is the following: the length of the second part of the hook (from F to V on the picture) is one more than the length of the downward path from the first object (here U ) to the bottom of the picture. Of course, hooks that are symmetric to the one pictured also yield triangles.
3.2. Cluster categories. Cluster categories are triangulated categories that share many of the combinatorial properties of cluster algebras. They constitute the main setting for the definition of cluster characters (see Section 5).
Orbit categories.
Definition 3.6. Let C be a k-linear category, and let F be an automorphism of C. The orbit category C/F is the k-linear category defined as follows:
• its objects are the objects of C; • for any objects X and Y , Hom C/F (X, Y ) := n∈Z Hom C (X, F n Y ).
As one might expect from the name "orbit category", the objects X and F X become isomorphic in C/F .
Cluster categories.
Definition 3.7 ([BMR + 06]). Let Q be a quiver without oriented cycles. The cluster category of Q is the orbit category
where
2-Calabi-Yau categories
The properties of the cluster categories listed at the end of the previous section are the ones needed for the theory of cluster characters. For this reason, we will turn to a more abstract setting where these properties are satisfied. In this section, k is an arbitrary field. 4.1. Definition. Let C be a k-linear category. We will assume the following:
• C is Hom-finite, that is, all morphism spaces in C are finite-dimensional;
• C is Krull-Schmidt, that is, every object of C is isomorphic to a direct sum of indecomposable objects (with local endomorphism rings), and this decomposition is unique up to isomorphism and reordering of the factors; • C is triangulated, with shift functor Σ.
Definition 4.1. The category C is 2-Calabi-Yau if, for all objects X and Y of C, there is a (bifunctorial) isomorphism
where D = Hom k (?, k) is the usual vector space duality. Example 4.2. As seen in the previous section, the cluster category C Q of a quiver Q without oriented cycles is a 2-Calabi-Yau category.
Example 4.3. Another family of examples is given by C. Amiot's generalized cluster category associated to a quiver with potential. This is developed in [Ami09] .
Example 4.4. In [GLS11] and [BIRS09] , certain subcategories C w of the category of modules over a preprojective algebra were studied. These categories are Frobenius categories, and their stable categories are triangulated and 2-Calabi-Yau.
4.2. Cluster-tilting objects. Keep the notations of Section 4.1.
Definition 4.5. Let C be a triangulated category. An object X of C is rigid if Hom C (X, ΣX) = 0. Definition 4.6. Let C be a 2-Calabi-Yau category. An object T of C is a clustertilting object if
• T is rigid, and • for any object X, Hom C (T, ΣX) = 0 only if X is a direct sum of direct summands of T .
We will usually assume that cluster-tilting objects are basic, that is, that they can be written as a direct sum of pairwise non-isomorphic indecomposable objects.
Example 4.7. In a cluster category C Q , the object kQ is always a cluster-tilting object. are cluster-tilting objects.
We will see in Section 5.3 how to obtain new cluster-tilting objects from a given one.
The following property is crucial in the definition of cluster characters (Section 5): it tells us how to pass from a 2-Calabi-Yau category to a module category.
Proposition 4.10 ([BMR07][KR07]
). Let T = T 1 ⊕. . .⊕T n be a basic cluster-tilting object of a 2-Calabi-Yau category C. We assume that the T i are indecomposable. Then the functor
induces an equivalence of k-linear categories
Moreover,
• H(Σ −1 T i ) is an indecomposable projective module for all i ∈ {1, 2, . . . , n}; • H(ΣT i ) is an indecomposable injective module for all i ∈ {1, 2, . . . , n};
• for any indecomposable object X other than the
where τ is the Auslander-Reiten translation; • triangles in C are sent to long exact sequences in mod End C (T ). a 1 − b 1 , . . . , a n − b n ).
Note that, even though the triangle in Proposition 4.11 is not unique, the index is well-defined.
Remark 4.13. Applying H to the triangle in Proposition 4.11, we get an injective presentation of HX. More precisely, from the triangle
we can deduce another triangle Example 4.14. The index of T i is always the vector with all coordinates zero, except the ith one, which is 1. The index of ΣT i is the same vector, but replacing 1 by −1. These can be computed from the triangles
Example 4.15. Let Q = 1 → 2 → 3 → 4, and let C be the cluster category of Q, as in Example 3.8. Take
Then the choice of name for the objects of C in the figure of Example 3.8 corresponds to their image by H in mod kQ (except for the summands of T ).
We can compute the index of indecomposable objects by computing injective resolutions of modules, as pointed out in Remark 4.13. The injective modules are Notation 4.16. If e is the dimension vector of HX, then we put ι(e) := (ind T X + ind T ΣX).
Cluster characters
We now come to the main aim of these notes: to define cluster characters and give some of their main properties.
In this section, C is a 2-Calabi-Yau category and T = n i=1 T i is a basic clustertilting object of C. The field k is now assumed to be C. n ] defined on objects of C by the formula
Remark 5.2. By computing ι(e) when e is the dimension vector of a simple module, and by using the fact that ι is additive, one can show that the above formula is equivalent to Proof. This is a consequence of Proposition 2.13 and the fact that ind T X ⊕Y = ind T X + ind T Y . .
Multiplication formula.
The main theorem of the theory of cluster characters is the following multiplication formula.
. Let X and Y be objects of C such that Hom C (X, ΣY ) is one-dimensional. Let ε ∈ Hom C (X, ΣY ) and η ∈ Hom C (Y, ΣX) be non-zero (they are unique up to a scalar). Let
be the corresponding non-split triangles in C. Then
This result has the same spirit as Theorem 2.14 for F -polynomials. Its proof relies on the following dichotomy: (1) There exists a submodule W of HE such that Hp(W ) = U and (Hi)
This results allows us to compare Euler characteristics of the submodule Grassmannians Gr * (HE), Gr * (HE ′ ), Gr * (HX) and Gr * (HY ), in a way similar to (but more involved than) what we did in the proof of Proposition 2.13. Together with a result concerning the indices [Pal08, Lemma 5.1], it allows to prove Theorem 5.6. We do not recount the proof here, but rather refer the reader to [Pal08] .
5.3. Mutation of cluster-tilting objects. Assume that R = R 1 ⊕ R 2 ⊕ . . . ⊕ R n is a cluster-tilting object of C. Assume that End C (R) is written as CQ R /I, with Q R a finite quiver without oriented cycles of length 1 or 2, and I an admissible ideal.
Fix i ∈ {1, . . . , n}. Consider the following triangles:
where α is the direct sum of all morphisms R i → R j corresponding to arrows a : i → j in Q R , and β is the direct sum of all morphisms R h → R i corresponding to arrows b : h → i in Q R .
Theorem 5.8 ([IY08]).
(1) The objects R * i and R * * i are isomorphic.
The only cluster-tilting objects of C having all R j (j = i) as direct summands are R and
Definition 5.9. The object µ i (R) of Theorem 5.8 is the mutation of R at i. Any cluster-tilting object obtained from R by a sequence of mutations is said to be reachable from R.
We will see in Section 5.4 why this process of mutation, coupled with the multiplication formula of Theorem 5.6, allows for a categorification of cluster algebras.
Example 5.10. In Example 4.9, the cluster-tilting object T is obtained mutating kQ at the second direct summand, and T ′ is obtained by mutating T at the third direct summand.
An interesting result holds for cluster categories. Proof. This follows directly from Theorem 5.8(4) and from Theorem 5.6, and from the fact that CC(X ⊕ Y ) = CC(X) · CC(Y ) for all objects X and Y .
The point of this corollary is that it writes down exactly an exchange relation in a cluster algebra:
Definition 5.14 ([FZ02][FZ03][BFZ05][FZ07]
). Let Q be a quiver with n vertices without oriented cycles of length 1 or 2, and let u = (u 1 , . . . , u n ) be a free generating set of the field Q(x 1 , . . . , x n ). Call (Q, u) a seed. and Q ′ is the quiver obtained from Q by changing the orientation of all arrows adjacent to i, adding an arrow h → j for every path h → i → j, and removing cycles of length 2. Now, the mutation of quivers can also be interpreted inside the cluster category:
Theorem 5.15 (Theorem 5.2 of [BIRS11] ). Let R be as in Theorem 5.8. Assume that the endomorphism algebra of R is the Jacobian algebra of a quiver with potential (Q R , W R ) (see [DWZ08] ). Then the endomorphism algebra of µ i (R) is the Jacobian algebra of the mutated quiver with potential µ i (Q R , W R ). In particular, Q µi(R) = µ i (Q R ). [Ami09] ), then the cluster character sends reachable indecomposable objects of C to cluster variables in the cluster algebra of Q, where Q is the Gabriel quiver of End C (T ).
Remark 5.17.
(1) The multiplication formula of Theorem 5.6 can be generalized to the case when the dimension of the space Hom C (X, ΣY ) is greater than 1, see [Pal12] and [GLS07] .
(2) Cluster characters can also be defined in the setting of stably 2-Calabi-Yau Frobenius categories, see [FK10] (and also [BIRS09] and [GLS11] ). (3) If we work over finite fields instead of C, then we can define cluster characters by counting points in submodule Grassmannians. This leads to a categorification of quantum cluster algebras, see [Rup15] . (4) It is possible to study cluster characters without the assumption that C is Hom-finite, provided C is the generalized cluster category of a quiver with potential, see [Pla11] .
