In this paper, we present a new approach to handset identification using Support Vector Machines (SVMs) [1] . The inconsistency of audio characteristics among different handsets significantly degrades the performance of speaker recognition [2] . If a speaker recognizer can identify the handset a speaker is using, it can perform the recognition by selecting a model trained specifically on that handset. We present an SVM-based handset identifier that uses the Gaussian kernel and the one-vs-rest approach [1] to separate utterances on one kind of handset from those on the others. We analyze the performance of speaker-dependent and speakerindependent identifiers in classifying 4 different types of handset: carbon-button, electret, cordless, and headset. The test results show that SVMs yield greater than 90% accuracy, and that both speakerdependent and speaker-independent approaches give comparable results on all test sets. Experiments also show the advantages of SVMs over the previous channel compensation (RASTA [3]) and handset identification (GMM/ML [2, 4]) algorithms.
INTRODUCTION
Previous attempts at handset identification and channel compensation can be divided into three categories: feature-based, modelbased, and machine learning-based. The SVM-based handset identifier belongs to the third category.
The feature-based techniques are used for channel compensation instead of handset identification. Cepstral Mean Subtraction (CMS) [5] and RelAtive SpecTrAl (RASTA) [3] fall into this category. The feature vectors are channel-normalized in order to remove the linear channel convolutional effects. A big performance gap in speaker verification between the land and the cellular handsets after CMS was due to the high frequency content of the speech signals from the cellular handset being severely degraded [6] . In [7] , it further showed that channel mismatches can still be a significant source of errors in speaker recognition after CMS, and the bandpass filtering of the feature-based approaches can eliminate speaker characteristics and cancel the vocal-tract information. This data loss makes speaker recognition difficult. Handset identification has advantages over channel compensation, since it does not depend on filtering and is not limited to compensating for linear distortions. In SVM, different kernels (linear and non-linear) can be used (in Section 2) to capture complex curvature and non-linearity in the data. Performance of the SVM-based handset identifier before and after applying RASTA is shown in Section 4.2.
The model-based approach is used for channel/handset identification. It uses statistical classifiers and takes into account the channel/handset nonlinearities. In [2, 4] , a Maximum Likelihood (ML) handset detector based on handset-dependent Gaussian Mixture Models (GMMs) was trained on the LLHDB corpus to label speech segments of carbon-button (CARB) and electret (ELEC) handsets from the Switchboard corpus. GMMs impose density estimation onto the data. Another technique known as HNORM introduced in [8] assumes the log-likelihood ratio scores have Gaussian distribution. SVMs do not rely on density estimations. In general, more examples are required for density estimation than for SVM classification. The performance of the SVM-based handset identifier and the GMM-based handset detector is compared in Section 4.2.
Neural networks fall into the machine learning-based category. In [9] , an autoassociative neural network (AANN) model was used to identify carbon-button and electret handsets. AANN yielded 84.46% accuracy on this task. SVMs work better with high dimensionality than AANN's, and they avoid overfitting when there are few training examples.
The outline of the paper is this: Section 2 gives an overview of SVM learning and multi-class classification algorithms. Section 3 describes the implementation of the SVM-based handset identifiers. Section 4 compares the performance of the speaker-dependent and speaker-independent SVM-based handset identifiers. It also compares their effectiveness against GMM classifiers and analyzes the effects of RASTA on SVM handset identification. Section 5 concludes the paper and suggests future work.
SUPPORT VECTOR MACHINE CLASSIFICATION
The most basic SVM distinguishes between two classes of data by finding a hyperplane 1 , described in [1] as the optimal hyperplane which separates them with respect to a structural risk minimization. This optimal hyperplane is known as the decision plane. A new data point is classified by determining which side of the decision plane it lies on. Typically, more than one hyperplane can separate the training data. The SVM algorithm determines the hyperplane which maximizes the distance between the two classes and chooses it to be the decision plane. This plane is determined entirely by the support vectors (SVs), which are the closest training data points of each class from the decision plane. The distance from the decision plane to the SVs is called the margin. Typically, the data are not linearly separable, so we map xi and x in the input space to Φ(xi) and Φ(x) of a higher dimensional feature space. We still look for a linear separation but in a different feature space [10] . The mapping Φ(xi)·Φ(x) is represented by a kernel function K(xi, x) as shown in Eqs. (2, 3, 4) .
The general SVM decision function has the following form:
where xi ∈ R n , i = 1, 2, . . . , l are the training data. Each point of xi belongs to one of the two classes identified by the label yi ∈ {−1, 1}. The coefficients αi and b are the solutions of a quadratic programming problem [1] . αi are non-zero for support vectors and are zero otherwise. K is the kernel function. Some common types of kernel function such as linear Eq. (2), polynomial degree p Eq. (3), and Gaussian Eq. (4) are shown below:
(2) is used when the training data are linearly separable.
where c is an integer offset and p is the degree.
Classification of a test data point x is performed by computing the sign of the right-hand side of Eq. (1). The distance from this point x to the decision plane is given by the following equation:
The sign of d (the same as that given by Eq. (1)), is the classification result for x, and |d| is the distance from x to the decision plane. We used the Gaussian kernel function (Eq (4)) since the speech data are not linearly separable. σ was determined by experiments and was chosen to be 3.6.
Multi-class Classification
A single SVM is designed to perform binary classification. There are two main approaches to extending SVM capabilities to multiclass classification for identifying q types of handset: i) In the one-vs-rest approach q SVMs are trained. Each of the SVMs separates a single class from all remaining classes [1] . In order to classify q different types of handset where q = 4 in this case, q SVMs are trained with each type of handset as a positive class vs. the rest types of handset as a negative class, e.g. A vs. B, C, and D; B vs. A, C, and D; so on. From these q SVMs, we make one handset identifier. When a new test feature vector is received, it goes through these q SVMs. The identity is established according to the SVM that produces the highest normalized output given by Eq (5). In this approach, the number of SVMs to be trained is linear with the number of classes q. ii) In the pairwise approach q(q − 1)/2 SVMs are trained. Each SVM separates a pair of classes. The pairwise classifiers are arranged in trees (bottom-up [11] or top-down [12] ), where each tree node represents an SVM.
There is no theoretical analysis of the two strategies with respect to classification performance. We choose to use the one-vsrest approach even though it results in a similar number of SVMs as the pairwise approach, because the former scales linearly as opposed to quadratically in the latter.
IMPLEMENTATION
SVM-based handset identifiers can be implemented in speakerdependent or speaker-independent approach. In speaker-dependent approach, training utterances of an SVM for identifying a particular type of handset are the same as those for training the handsetdependent speaker models for speaker recognition. Assuming that each speaker has four handset-dependent speaker models trained for speaker recognition, the best speaker model is selected according to the decision of the SVM-based handset identifier. In speakerindependent approach, training utterances of the handset SVMs are different from those for training the handset-dependent speaker models in a sense that the training utterances of the handset SVMs might not be recorded from the same speakers as those for training the speaker models.
We implemented both handset identification approaches and compared their performance. However, speaker recognition systems could also be implemented by handset-dependent speaker models without using handset identifiers. The maximum score among the handset-dependent speaker models would determine the recognition result. The disadvantage of this implementation is that when an utterance comes from an unknown handset type, these handset-dependent speaker models would assume the utterance belongs to one of the known handset types and give unreliable recognition results. In contrast, the handset identifier would give a very low or negative recognition result (rejection) when the utterance is from an unknown type of handset, so that none of the handset-dependent speaker models would be picked for further speaker recognition. Depending on the system's policy, the speaker might be prompted to enroll for this new handset.
Feature Extraction
The utterances used for training were from the LLHDB [2] corpus. The audio waveforms were sampled at 8kHz with a 16-bit resolution. We chose the Rainbow passages (a ninety-seven word passage containing a broad range of phonemes in [13] ) from each of the 4 handsets (carbon-button CB, electret EL, cordless CD, and headset HS) to serve as the training data. We converted each Rainbow waveform into mel-frequency cepstral coefficients (MFCCs) at 100 frames/sec and 13 MFCCs per frame. The window size per frame was 256 samples. Each set of samples was pre-emphasized and hamming-windowed before being transformed into the cepstral domain. The transformation was performed by using the discrete cosine transform (DCT), rotated so as not to compute the 0th cepstral coefficient (which is related to microphone gain).
SVM Training
Using this data, we trained three SVM-based handset identifiers (HID 1, HID 2, and HID2/RASTA, as shown in Table 2 ) to show the effectiveness of the SVM and to compare their performance when the test speakers are the same as (speaker-dependent) and different from (speaker-independent) those training speakers. A Gaussian-kernel SVM was trained with σ = 3.6 to distinguish utterances on one type of handset from those on the others using the one-vs-rest approach (described in Section 2.1), i.e. the positive training class of a particular SVM comes from the 13-dimensional MFCC vectors of that particular type of handset, while its negative training class consists of the 13-dimensional MFCC vectors from all the other handset types. Four of these Gaussian-kernel SVMs (as shown in Table 1 ) were trained for each SVM-based handset identifier so as to classify four types of handset. 
EXPERIMENTS AND RESULTS
Each test utterance is broken down into frames and converted to MFCC feature vectors the same way as in training. The Gaussiankernel SVM takes each frame of the utterance as its input and computes di(x) according to eq. (5), where x is the feature vector of a frame and i = 1, 2, . . . , l, are the frame indices. The sign of di(x) (+1, −1) is the recognition output of this particular frame.
To determine whether the whole utterance comes from a particular handset, we use a voting mechanism in which the total number of positive recognition outputs of this utterance is divided by the total number of frames l in this particular utterance. This quantity is called the characteristic distance, d(x) + j as shown in Eq. (6). It is computed for each SVM j = 1, 2, . . . , q (where q is the number of handset types). The maximum characteristic distance dy(x) among the q SVMs is computed by Eq (6) and y is the class label of the utterance given by the j which gives the maximum characteristic distance.
d(x)
+ j = i=1 sign(di(x))/ for di(x) > 0 (6) with dy(x) = max d(x) + j q j=1 .
Testing
The utterances used for testing also come from the LLHDB, but they are different utterances from the training set. Each speaker in the LLHDB was prompted to read 10 sentences. Four different test sets (with different degrees of overlap with the training speakers as shown in Table 3 ) were used to test against HIDs 1 and 2 in Section (3. Table 3 . The number of speakers overlap in training and test set.
Results
Table (4) shows the accuracy rates of testing sets A, B, C, & D (in Section (4.1) and Table 3 ) against HIDs 1 and 2 (in Section (3.2)). The performance of HIDs 1 and 2 are comparable in all test sets. The differences between the accuracies are not significant. The following observations compare the speaker-dependent and speakerindependent approaches:
• The 10 speakers in A completely overlap with those for training HID 1, but only half of the speakers overlap with those in HID 2. HID 1 tested on A corresponds to the speakerdependent approach. This approach gives a high accuracy (95.99%). HID 2 tested on A gives a slightly less accuracy (93.73%), in which the training and test speakers partially overlap. In B, only half of the speakers overlap with those in HID 1 and only 5 out of 20 speakers overlap with the male speakers in HID 2. The accuracies are still comparable to those given by test set A. These observations indicate that the performance of a partial speaker-independent handset identifier is comparable to that of the speaker-dependent approach.
• Test set C contains utterances from both genders with only half of its male speakers overlapping with the training speakers in HID 1. Five speakers of each gender overlap with those in HID 2. HID 1 surprisingly outperforms HID 2 even though HID 2's training data contain utterances from both genders. This is because the problem of identifying one handset over the large variation from both genders is too complex for a single SVM classifier on this large test set. We expect a significant improvement when a clustering technique [14] or a gender-specific approach is implemented on the training set such than multiple SVMs can be trained separately for identifying one type of handset instead of training only one SVM.
• Speakers in test set D DO NOT overlap with the training speakers of any HIDs. This corresponds to the speakerindependent approach. The accuracies are still high (above 90%) and comparable to those speaker-dependent cases. This indicates that a speaker-independent handset identifier can be built given that the training speakers are carefully chosen. HID 1 performs slightly better than HID 2 in this case because HID 1 was trained on male speakers only. This observation reinforces that a gender-specific approach can improve performance. (3.2) ). The "NO RASTA" column shows that the SVM-based handset identifier (HID2) outperforms the GMM-based ML handset detector (GMM) by about 4.5%. Furthermore, the "RASTA" column shows that both the SVM-based handset identifier and GMM-based handset detector can still identify the channel differences after RASTA. That means RASTA does not completely normalize the channels 4 . Thus, one way of improving speaker recognition accuracy and saving training time is to combine the two. We could first send the handset signals to the SVM-based handset identifier. Once the handset has been determined, a handset-specific RASTA normalization can be applied to the signals so as to eliminate the variability from different handsets of the same type. In this case, speaker models do not have to be trained in a handset-dependent manner. Table 5 . The comparing the accuracies of HID 2 and GMM.
CONCLUSION AND FUTURE WORK
We presented the SVM-based handset identifier and evaluated its performance in identifying four types of handset (carbon-button, electret, cordless, and headset) with speaker-dependent and speakerindependent approaches. For each SVM-based handset identifier, four Gaussian-kernel SVMs trained by the one-vs-rest approach [1] were used to perform this multi-class handset identification. Experiments showed that the SVM-based handset identifier can effectively classify these four handsets (over 90% accuracy) and it outperformed GMMs. It also did better than the preliminary results of AANN in [9] 5 . Furthermore, these experiments also showed that the performance of the speaker-independent approach is comparable to the speaker-dependent approach. This result is important to real-world speaker recognition systems because it indicates that a pre-trained handset identifier could be used independently of the enrolled speakers in a system.
Further experiments should evaluate the usefulness of these handset identifiers to speaker recognition systems. Experiments can also be done on new communication channels such as cellular and VoIP. However, there are only very few corpora [15, 6] based on cellular channels and no corpus based on VoIP. Further work can also be done with different kind of classification models, such as the Hidden Markov Model (HMM), a popular model used in speech recognition. It carries the transitional probabilities from one frame to another and gives a final probability for all the frames being one particular handset type at once instead of having each of the frames vote as in our SVM classifier.
