The paper studies the first homology of finite regular branched coverings of a universal Borromean orbifold called B 4,4,4 \H 3 . We investigate the irreducible components of the first homology as a representation space of the finite covering transformation group G. This gives information on the first betti number of finite coverings of general 3-manifolds by the universality of B 4,4,4 . The main result of the paper is a criterion in terms of the irreducible character whether a given irreducible representation of G is an irreducible component of the first homology when G admits certain symmetries. As a special case of the motivating argument the criterion is applied to principal congruence subgroups of B 4,4,4 . The group theoretic computation shows that most of the, possibly nonprincipal, congruence subgroups are of positive first Betti number. c Central European Science Journals. All rights reserved. 
Introduction

Motivation
The object of interest in this paper is the first homology of finite regular branched coverings of a hyperbolic 3-orbifold. We shall stick to a single, but universal, example of
General result
To obtain a general criterion for a given irreducible representation of G to be a component of G-module H 1 (Γ 0 \H 3 , C), we shall make use of the symmetry of B 4,4,4 \H 3 . B 4,4,4 has three normalizers r 1 , r 2 , r 3 in Isom(H 3 ), all of which are reflections with respect to hyperbolic planes, hence are of order 2. These reflections generates finite group S = r 1 , r 2 , r 3 Z 2 × Z 2 × Z 2 in Isom(H 3 ). If Γ 0 is a normal subgroup of B 4,4,4 normalized by subgroup S 0 in S (we shall call such a normal subgroup S 0 -normal), H * (Γ 0 \H 3 , C) naturally carries the action of semidirect product G S 0 . For S 0 = r 1 or r 1 r 2 r 3 we shall prove the following criterion in Section 3. where χρ denotes an irreducible character of G r which restricts to that of ρ on G ,α i ∈ Q and g i 's are elements of G which are the image in G of elements of finite order in B 4, 4, 4 . (α i and g i are to be specified in Theorems in 3.3.) g i r's in the formula are elements of order two or four in B 4, 4, 4 . This apriori knowledge admits the explicit computation of the generalized character when we have enough information on the structure of finite group G. In any case the role played by the symmetry is essential in the proof (See 3.1). The usage of the symmetry is inspired by the work of Millson [10] .
Computation for congruence subgroups
Since B 4, 4, 4 is an arithmetic lattice of SO (3, 1) over Q( √ 5) (cf. [6] ) we can consider the congruence subgroups. Since the principal congruence subgroup Γ m associated to ideal m of Q( √ 5) is S-normal they provides an infinite sequence of examples of Γ 0 in Theorem 1.7. In section 5 and 6 we shall apply Theorem 1.7 to the case of congruence subgroup Γ p associated to prime ideal p. For instance we shall prove the following theorem in 6.5. Theorem 1.8. There exists finite set P B 4,4,4 of prime ideals of k = Q( √ 5) such that if the prime ideal p ∈ P B 4,4,4 and its norm q verifies q ≡ ±1 mod 8, any nontrivial r 1 -invariant irreducible representation is an irreducible component of G-module H 1 (Γ p \H 3 , C).
To prove theorem 1.8 we should compute the character ofρ. If −(1 + √ 5)/2 is a square in the residue field at p G is basically the direct product of two copies of SL 2 (F q ) and r permutes the component. This special structure of G makes the computation easy. Elementary group theoretic argument shows that this situation is the case under the following general assumption. Theorem 1.9. Let Γ be a maximal r 1 r 2 r 3 -normal, but not maximal normal subgroup of finite index in B 4, 4, 4 . Then any nontrivial r 1 r 2 r 3 -invariant irreducible representation of G = B 4,4,4 /Γ is an irreducible component of H 1 (Γ\H 3 , C).
If −(1 + √ 5)/2 is not square we develop a general theory of the semidirect extension of irreducible characters in 6.2. As a conclusion to our motivation we shall sketch the proof of the following consequence in 7.3. For classical algebraic theories, refer to [8] for general representation theory of finite groups and theory of quadratic forms, [2] and [4] for finite groups of Lie type, [13] for general theory of finite groups.
The chain complex with group action
Description of B 4,4,4
We shall recall the construction of universal group B 4,4,4 following [6] with some modification to work in S(3, 1; R) rather than in SL 2 (C). In this paper always a = (1 + √ 5)/2, which is denoted by A 2 in [6] . Let f = a −1 (x 2 +y 2 +z 2 )−t 2 be a quadratic form on RP 3 and L 0 be the negative leaf of RP 3 \{f = 0}. L 0 is a rescaled hyperbolic 3-space which is identified with the canonical one by (x : y : z : t) → (ζ : η : θ : τ ) = ( √ ax : √ ay : √ az : t). Let P be the polyhedron located in L 0 as in Fig. 1 and r 1 , r 2 We obtain the compact hyperbolic orbifold O, gluing sides X and X (X = A, B, .., F ) by the elliptic transformation θ X of order 4 which takes X to X with its axis on the common ridge. B 4,4,4 is defined to be the corresponding cocompact Kleinian group. As topologically observed, O is homeomorphic to the 3-sphere and ramifies over the Borromean ring with degree 4 on all components, which comes from the bold-faced ridges in Fig. 2 . The following three lemmas can be observed from Fig. 1, Fig. 2 
The subgroup generated by r 1 , r 2 , and r 3 in Isom(H 3 ) is isomorphic to
(2) r 1 , r 2 , and r 3 are normalizers of B 4,4,4 .
Lemma 2.3. The following relations hold
r 1 θ A = θ −1 D , r 1 θ B = θ −1 B , r 1 θ C = θ C , r 1 θ E = θ −1 E , r 1 θ F = θ F , r 2 θ A = θ A , r 2 θ B = θ −1 E , r 2 θ C = θ −1 C , r 2 θ D = θ D , r 2 θ F = θ −1 F , r 3 θ A = θ −1 A , r 3 θ B = θ B , r 3 θ C = θ −1 F , r 2 θ D = θ D , r 1 θ E = θ E .
Cell decomposition
Let F i be the set of the interiors of i-faces of Polyhedron R.
For a subgroup Γ of B 4,4,4 , the cell decomposition homeomorphically projects to that of Γ\H 3 since any stabilizer of a cell fixes the cell pointwise. Each i-cell in the decomposition of Γ\H 3 is identified with the Γ-orbit inF i . We denote by (F i ) Γ the set of Γ-orbits inF i . If Γ is normal, G = B 4,4,4 /Γ acts (F i ) Γ in the usual manner. The following lemma is the concrete description of the G-action in terms of the labelling of the cells in Fig. 3 . To describe the chain complex, we shall give an orientation of the cells as follows. In Fig. 3 , each 1-cell is oriented by arrows, 2-cell X (X=A,B,..,F) is oriented by the outer normal ofR, 3-cellR is oriented by the canonical orientation of L 0 . Since all stabilizers of a cell is orientation preserving, the convention consistently orients cells in (F * ) Γ for any subgroup Γ of B 4,4,4 . We denote the G−chain complex by (C * , ∂ * ) associated to the cell decomposition. If Γ is S 0 -normal, the complex has the action of the semidirect product G S 0 since the left action of S 0 permutes the cells.
By Lemma 2.4 and our orientation of cells, i-chain module C i is described as G-module as follows.
where the summation indexes varies as in Lemma 2.4 and v * , e * , s * , and c * are the oriented cells of the corresponding 0-,1-,2-and 3-cells. We also decompose C 0 and C 1 into two summands. In the following lemma we use the "coordinate notions" according to this decomposition of the chain modules.
Lemma 2.6. Suppose Γ is r 1 -normal. Then the action of r 1 on C * is described as follows.
Moreover if ρ is a r 1 -invariant irreducible representation of G these actions restrict to the homogeneous components of ρ.
Proof 2.7. The statement follows from observing the group action in Fig. 2 with our convention of the cell orientation.
Lemma 2.8. Suppose Γ is r 1 r 2 r 3 -normal. The actions of r 1 r 2 r 3 on six term modules C 0 , C 1 , C 1 and C 2 permute the components of pairs A ↔ D,B ↔ E and C ↔ F . The actions on C 0 and C 3 are given by
If ρ is a r 1 r 2 r 3 -invariant irreducible representation of G, these actions restrict to the homogeneous components of ρ.
Proof 2.9. The statement for the six term modules can be observed from Fig. 2 
General principle
Let (C * , ∂ * ) be the chain complex described in 2.2. 
Proof 3.4. Since Γ\H 3 is a closed oriented 3-manifold and G acts as the orientation preserving isometries, the Poincare duality induces the isomorphism of G-module
On the other hand, since the homology and the action of G is defined over R, the homology admits the complex conjugate which commutes with the action of G. Hence the complex conjugate induces an isomorphism of R-vector spaces
Since the structure of homogeneous components as C[G]-module is determined by its dimension, the result follows from (3.1) and (3.2).
If ρ ∈ Irr S 0 G and M is a G S 0 -module, then S 0 stabilizes homogeneous component 
Character formulas
Let r ∈ Aut(G) and ρ ∈ Irr r (G). For θ, g, h ∈ G with hr θ ∈ θ we set
We omit the superscript r when it is obvious and the subscript θ if θ = ε.
Lemma 3.7. Let r be either r 1 or r 1 r 2 r 3 . Suppose Γ is r-normal and ρ ∈ Irr r (G) is nontrivial. Then, for r = r 1
and for r = r 1 r 2 r 3 ,Ē
Proof 3.8. The Lemma follows immediately from the definition ofĒ χ and the direct computation by the formulas in Lemma 2.6 and Lemma 2.8.
We shall compute T * * ( * , * ). To do that we need the following general lemma.
Lemma 3.9. Let K be a finite group. Suppose that r ∈ Aut(K) is of order two and ρ ∈ Irr r (K). Then there exist exactly two irreducible representationsρ and rρ of K r which restricts to ρ on K. These satisfy χρ(x) + χ rρ (x) = 0 for x ∈ K r \ K.
ρ is reducible and decomposed into two irreducible representations which restricts to ρ on K. This proves the first statement. The second statement follows fromρ +ρ = Ind
Lemma 3.11. Let r and ρ be as in Lemma 3.9 with K = G. Then 
. Since the action of r induces a C-algebra automorphism of C[G] together with the conjugation by elements of G, the idempotent associated to r-invariant representation ρ is fixed by these actions. Hence we have
where
Hence by (3.3) σ = τ . Thus σ = τ . In particular, this proves the lemma.
For θ ∈ G, ρ ∈ Irr(G) and ω ∈ C we set
Lemma 3.13. For any θ ∈ G and irreducible representation ρ of G, the projection
Proof 3.14. Let n be the order of θ and ω an n-th root of unity. Choosing representativē 
where n is the order of θ.
Proof 3.16. In view of Lemma 3.13 we shall compute the trace of action of (g, h)r
LetH denote the semidirect product b a with the action of a on b given by b → b δ . Then H is a homomorphic image ofH by the natural epimorphism, say ξ. Clifford's theorem gives the following isomorphism asH-module,
where l runs over all the irreducible representations ofH which factors throughH → H/ b a and σ denotes the representation of (G × G) r given by C[G] ρ . Since l's are all linear, we can compute the character explicitly as follows.
where m is the order of a. Then the lemma follows from Lemma 3.11.
Proof of Theorem 1.7
Theorem 3.17. Let Γ be an r 1 -normal subgroup of finite index in B 4,4,4 and ρ a nontrivial
for an irreducible representationρ of G r 1 which restricts to ρ on G, then ρ is an irreducible component of G-module H 1 (Γ\H 3 , C). 
Proof 3.20. ComputingĒ ρ (gr) by Lemma 3.7 and Lemma 3.11 with r = r 1 r 2 r 3 and applying the same argument to Theorem 3.17 we obtain the theorem.
Arithmetic lattices and congruence subgroups
General notions
Let F be a field of characteristic = 2 and f a non-degenerate quadratic form on F 4 . Let O f (F ), SO f (F ) denotes the F − rational points in the orthogonal group and the special orthogonal group. For ξ ∈ F 4 with f (ξ) = 0 we denote by r ξ ∈ O f (F ) the orthogonal reflection Spinorial norm Sp f is the unique homomorphism of
Arithmetic lattices
Let k be a number field, o the ring of integers in k and f a non-degenerate quadratic form on (3, 1) 
We say that Γ is an arithmetic lattice of O(3, 1 : R) if Γ is commensurable with Γ v 0 in Theorem above.
Lemma 4.2.
Let r A , r B and r C be the reflection with respect to plane spanned by Side A, Side B and Side C in Fig. 1 . 
and v 0 being the embedding which maps a to the positive conjugate. 
Congruence subgroups
Note that Γ v 0 and Γ m are of finite index in Γ v 0 and Γ m , respectively since those groups are finitely generated by its cocompactness and the spinorial norm maps those groups to the abelian group any non-trivial element of which are of order two. Suppose that p is prime. Reducing the entries modulo p we have injections
where f p denotes the quadratic form reduced from f modulo p.
Lemma 4.6. Let Γ be a subgroup of finite index in Γ v 0 . Then there exists finite set P Γ of prime ideals of o containing all prime ideals dividing 2 such that for prime ideal p ∈ P Γ the injection ι p restricts to an isomorphism of 
The lemma follows from the well known fact that the cogridient class of quadratic forms over finite field are classified by its discriminant.
Isotropic case
In Section 5 and Section 6 f always denotes the quadratic form a
and we assume that p ∈ P B 4,4,4 . Throughout this section we assume that
Structure of the split 4-orthogonal group
Suppose q is a power of an odd rational prime. Let f q,0 be the isotropic quadratic form 
Hence we have Lemma 5.1. S 1 ∩S 2 coincides with the center of S 1 and S 2 . The sequence below is exact.
2 . We denote by the element of Out(SL 2 (F q )) represented by the automorphism S → S :
The following two lemmas follows from the direct computation. (u 1 , u 4 ) .
Description of irreducible representations
Let q = |F p |. Then by Lemma 4.10, there exists isomorphism µ of
the canonical coordinate (u 1 , u 2 ), we have an inclusion i 1 : 
The pullback byp induces the correspondence of M 1 ontô
The inverse image ofρ ∈ M 1 by the correspondence consists of two elements (ρ 1 ,ρ 2 ) and ( t 1ρ 1 , t 1ρ 2 ) in I. (See 3.9 for the notion * ).
(ii) 
) coincides withρ. This shows that the pullbackp * ρ extends to a character of SL 2 × SL 2 and (i) follows from Lemma 3.9.
For (ii), first note that ifρ is r 1 -invariant, obviously so is Res
by Lemma 1(ii). Then there existsρ 1 ∈ Irr( SL 2 (F q )) such that Res
Hence Lemma 3 and the definition of i 2 show that r 1 χρ = χρ. This verifies thatρ is r 1 -invariant.
Lemma 5.11. The set of r 1 -invariant characters of Irr(SO fp ) is the disjoint union of I 1 and the following subsets. 
condition is equivalent to r 1 ρ = ρ or r 1 t 1 ρ = ρ. Since t 1 ρ = ρ, these two cases are exclusive. This proves the lemma. Lemma 5.13. The action of r 1 r 2 r 3 on irreducible representations of Ω fp and SO fp is the same as that of r 1 . In particular, r 1 r 2 r 3 -invariance of an irreducible representation of G is equivalent to its r 1 -invariance.
Proof 5.14. Follows from that r 2 r 3 induces the inner automorphism of G.
Conjugacy classes
By T r k (g) we denote the trace of endmorphism g of L and by T r p (g) the trace of endmorphism g of L p .
Lemma 5.15. (i)
Proof 5.16. Since θ X is elliptic with its axis on xx the action of θ X on L fixes twodimensional subspace F spanned by xx . Since f is anisotropic over k, 
Hence projecting the action, we have irreducible representationρ + of Ω fp r 1 . To compute the character ofρ + on i 1 (s 1 )i 2 (s 2 )r 1 , we may conjugate the element to i 1 (s 1 s 2 )r 1 by Lemma 5.20. The formula in (i) follows from the direct computation of the trace and Lemma 3.9. For (ii) we define the action of (g,
and let r 1 t 1 act on it by the permutation of the components. Then the argument of (i) applies. 
Similarly ifρ corresponds to (ρ 1 , t 1ρ 1 ) ∈Î,
Proof 5.30. Suppose first thatρ corresponds to (ρ 1 ,ρ 1 ). Replacing SL 2 byŜL 2 we can construct irreducible representationρ + as in Lemma 5.27. Then the first formula is immediate. To prove the second compute the trace as in Lemma 5.27 and we have the "right signature" by χρ + (t 1 ) = χρ 1 (I) > 0. Then the second formula follows immediately. For the other two formulas we modify V ⊗ V to be the virtual representation space of ρ 1 × t 1ρ 1 , giving the opposite signature to the action of t. Then the formula follows similarly.
Lemma 5.31. Suppose that ρ ∈ Irr(Ω fp ) is not t 1 -invariant.
Proof 5.32. By the associativity of induced modules,
ρ as its irreducible component. Since these representations have the same virtual dimension 2χ ρ (ε), they coincide. This proves (i). (ii) is similarly proved.
Computation
For irreducible representation ρ of G set
whereρ is an irreducible representation of G r 1 which restricts to ρ.
Proposition 5.33. Suppose that q ≡ ±1 mod 8 and ρ is a r 1 -invariant irreducible representation of G = Ω fp with p
Proof 5.34. Applying Lemma 5.22 and Lemma 5.27(i), we obtain the first formula by the direct computation. Similarly the second formula follows from Lemma 5.25(i) and Lemma 5.27(i). Table 2 ) Table 1 . These representation extend to the irreducible representations in I 1 , (ρ 1 , ρ 1 ) or (ρ 1 , t 1 ρ 1 ) . For the former case, the result in Table 2 for the corresponding ρ 1 is carried over by Proposition 5.35(i). For the latter case, the formula automatically gives zero. It follows from Table 1 , 2 ) Again the formulas in Proposition 5.35(iii) show that the result in Table 2 for the corresponding ρ 1 is carried over. 
Anisotropic case
In this section we assume that −a is a non-square element of F p .
Structure of the non-split 4-orthogonal group
Let f q,1 be the anisotropic quadratic form on by
so that the base field extension of f q,1 is represented with respect to the new basis as f q,1 = u 1 u 3 + u 2 u 4 , which is of the same form as f q 2 ,0 in the notion of 5.1.
where r 0 is the reflection defined in 5.1.
(ii) Let S 1 and S 2 be the subgroups of Ω f q 2 ,0 defined in 5.1. Then we have
In particular, i :
Proof 6.2. By (6.1), F 1 = F 0 · r 0 , hence (i). By definition S 1 and S 2 are stabilized by F 0 and Ω f q,1 = Ω
denote the subgroup of elements with δ = I 4 . Then H is isomorphic to P SL 2 (F q 2 ) and Ω
= H. This proves (ii) and (iii). (iv) follows immediately from our description of Ω f q,1 .
It follows from Lemma 4.10 that we may identify L p with W by an isometry as in 5.2. Fix any such isometry and denote it by ν. ν induces the isomorphisms of the orthogonal groups.
Lemma 6.3. The action of r 1 on Ω fp is conjugated by an element of Ω fp to the action induced by r 0 . In particular,there is an element of g ∈ Ω f q,1 such that j :
F to Ω fp r 1 taking F to r 1 . 
(ii) Suppose that q ≡ ±3 mod 8. Then Irr(G) is identified witĥ
(iii) r 1 -invariant irreducible representations of G are identified with F -invariant representations of J orĴ. Proof 6.6. (i) and (ii) follow immediately from Lemma 6.1(ii) and (iii). (iii) follows from Lemma 6.1(iii) and Lemma 6.3.
General formula for irreducible characters of Z 2 -extensions
In this subsection K denotes a general finite group and r an automorphism of order two of K. Suppose that ρ ∈ Irr r K. Let V be a virtual representation space of ρ. For
Lemma 6.7. Supposeρ is an irreducible representation of K r which restricts to ρ. Then for any l ∈ End C (V ), f (l) ∈ Cρ(r).
Proof 6.8. It follows from Schur's lemma and r-invariance of ρ that subspace J of End(V ) defined by
Lemma 6.9. Suppose that Trace(f (id V )) = 0. Then for any θ ∈ K there holds
whereρ is a suitably chosen irreducible representation of K r restricting to ρ according to the choice of the square root.
Proof 6.10. By Lemma 6.7, we have cρ(r) = f (id V ) for some c ∈ C. Since r is of order two, we have by definition
Taking the trace of the equation, we have c 2 χ ρ (ε) = Trace(f (id V )). Hence we can determine the constant c and proved the lemma for θ = 1. For general θ we compute as
We define the action L of K on itself by L(g) : K θ → gθ r g −1 ∈ K and call it r-conjugation. We denote the r-conjugate orbit of θ ∈ K by L θ and call it r-conjugacy class of θ. L r denotes the set of r-conjugacy classes in K and D K (θ) the isotropy group of θ ∈ K by the r-conjugation. The following lemmas are immediate.
Lemma 6.11. Let C K be the set of conjugacy classes of K. Then 
F -conjugacy class in SL 2
We shall specialize the argument in 6.2 to K = SL 2 (F q 2 ) and r = F , the canonical Frobenius morphism. We denote by S the geometric point SL 2 (F q ) of algebraic group SL 2 over F q . In particular K = S F 2 . Let t α denotes the diagonal matrix with entry (α, α −1 ). We set Proof 6.14. All the statement can be verified directly.
Define the automorphism of variety S by n : S θ → θ F θ ∈ S. It is readily verified that n induces a map of set L F of F -conjugacy classes to set C K of conjugacy classes. 
Suppose that x, y ∈ n −1 (z). By the Lang-Steinberg theorem, we can
This proves the lemma.
Lemma 6.17. Let z be as in Lemma 6.15. For any element
Lemma 6.19. Let T α and ±U * be the conjugacy classes of K = SL 2 (F q 2 ) described in 5.3 (replacing the base field with F q 2 ). Suppose that α 2 = 1. Then Lemma 6.21. Suppose that θ 4 ∈ K is an F -rational element of order four. Then
Proof 6.22. The first formula follows from Lemma 6.15 and the same argument as Lemma 6.23. For the second formula we just have to note that equation v F v = −I can not hold true for v ∈ V since F preserves the unipotent elements of SL 2 . 
Proof 6.32. All the statement follow from Lemma 6.1(iii), Lemma 6.25, Lemma 6.27 and the corresponding argument in the proof of Lemma 6.29.
Computation
Lemma 6.33. Let the notions be as in Table 1 . 
Proof 6.36. The formulas follow immediately from Lemma 6.29.
Proof 6.38. The formulas follow immediately from Lemma 6.31.
Computations By Lemma 6.19 and Lemma 6.23 we can compute the formula of Trace(f (I)) in Lemma 6.9. In fact we have Trace(f (I)) = 0 for any F -invariant representations of SL 2 (F q 2 ) in Lemma 1. Hence according to the formula in Lemma 6.17 and Table 1 we can compute valuesσ(F ) andσ(θ 4 F ), the result of which is found in Table 3 . 
Proof 6.40. It follows from the formulas for M ρ in Lemma 6.35 and Lemma 6.37 and the result of computations in Table 3 that M ρ = 0 except for the irreducible representations in the last part of the statement. Hence the theorem follows from Theorem 3.19.
Remark 6.41. The author could not determine the value at θ 8 F of the character. If it is nonzero, σ =H (q−1)l verifies the criterion of Theorem 3.17 and it would be the only case that the action of r 1 gives us more information than that of r 1 r 2 r 3 in our formulation.
Remarks
A result for a general case
Lemma 7.1. Let Γ be a cocompact Kleinian group, r an automorphism of Γ of order two and Γ 0 a maximal r-normal subgroup of finite index in Γ. Then G := Γ/Γ 0 is either (a) a simple group or (b) the direct product of two copies of a simple group and r acts on G by the permutation of the factors of the direct product. 6 < ∞ where q is the norm of p and b 1 (·) denotes the first Betti number of the topological space.
Proof 7.6. We shall carry over the notions in Section 4. The second inequality is obvious since the dimension of our 1-chain module is of order O(q 6 ). To prove the first inequality recall that by definition of N ρ in 5.5 |H 1,ρ (gr 1 ) −H 2,ρ (gr 1 )| = |ρ(gr 1 )|N ρ . Suppose that H 1,ρ = n 1ρ + n 2 r 1ρ andH 1,ρ = n 1ρ + n 2 r 1ρ . Then N ρ = |(n 1 − n 2 ) − (n 1 − n 2 )|. Since Sketch of the Proof 7.8. We have the complete list of subgroups of SL 2 (F q ) by Dickson [3] . If −a is nonsquare in F p , we can directly verify that the Steinberg character St (or St × 1 Z 2 if q ≡ ±3 mod 8) has nontrivial fixed point on any proper subgroup of SL 2 (F q 2 ). Then in view of Theorem 6.5.1 and Proposition 1.1 this case is done. If −a is square, we need the following lemma, which is an immediate consequence of Mackey's formula. By Lemma 7.9 and Dickson's classification we can verify that σ has nontrivial fixed points set on proper subgroups of SL 2 (F q ) × SL 2 (F q ) other than some exceptional cases. In view of Theorem 5.37 and Proposition 1.5 we can apply this consequence to prove the theorem for q ≡ ±1 mod 8 since the exceptional subgroup is excluded by the fact that the image of T Γ is generated by the elements of order two or four. The modified argument also applies to the case of q ≡ ±3 mod 8
