In this paper the Gromov-Witten invariants on a class of noncompact symplectic manifolds are defined by combining Ruan-Tian's method with that of McDuff-Salamon. The main point of the arguments is to introduce a method dealing with the transversality problems in the case of noncompact manifolds. Moreover, the techniques are also used to study the topological rigidity of Hamiltonian loops with compact support on a class of noncompact symplectic manifolds.
Introduction
Since Gromov introduced his celebrated pseudo-holomorphic theory on symplectic manifolds in 80's( [Gr] ), many important questions in symplectic geometry and related fields have been solved.
In particular, the physicist Witten [W] pointed out how Gromov's study of the moduli spaces of the holomorphic spheres in a symplectic manifold representing a fixed homotopy class could be used in principle to describe invariants relevant in topological quantum field theory. These invariants in generality was first formulated by Ruan [R1] . In the semi-positive closed symplectic manifolds a kind of more general Gromov-Witten invariants--mixed invariants was constructed in [RT1] and thus they give a rigorous mathematics theory of quantum cohomology, which forms the solid mathematical basis of the topological sigma model. In addition, they also apply these invariants to the Mirror Symmetry Conjecture, the Enumerative Geometry and Symplectic topology. It should be noted that in this case their mixed invariants are of integral values. On the other hand the Gromov-Witten invariants were axiomatized in [KM] . In [Ko1] the author gave an outline of the constructions of Gromov-Witten invariants for all algebra projective or closed symplectic manifolds. Now the Gromov-Witten invariants were recently defined in any closed symplectic manifolds by several mathematicians independently(cf. [FO] [LT] [R3] [Sie] ).
On the page 346 of [Ko1] Kontsevich pointed out that the Gromov-Witten invariants should also be defined for noncompact symplectic manifolds and families of symplectic manifolds. In fact, the latter was completed by Ruan [R3] . Roughly saying, if p : Y → M is an oriented fiber bundle such that the fiber X and the base M are smooth, compact, oriented manifolds( which implies that Y is also such a manifold), and ω is a closed 2-form on Y such that ω restricts to a symplectic form over each fiber, then Y can be viewed as a family of symplectic manifolds and the Gromov-Witten invariants over Y are defined in [R3] . However, for noncompact symplectic manifolds (V, ω) how the Gromov-invariants over them should be defined, we so far do not see it in the literatures. Generally speaking, the key point in many applications of the Gromov's pseudoholomorphic curve theory are the compactness problems. On the closed symplectic manifolds one have obtained very good results(cf. [Gr] [RT1] [PW] [Ye] ). For the general noncompact symplectic manifolds( even without boundary) these problems become very complicated. In this paper we define the Gromov-Witten invariants on a class of special noncompact symplectic manifolds--semi-positive geometrical bounded one. Precisely speaking, we generalize the main results in [RT1] to this class of symplectic manifolds. The notion of geometrical bounded symplectic manifolds was first appeared in [Gr] . This kind of manifolds has many nice properties so that many results on closed symplectic manifolds can be extended on them in some reasonable ways( see §2).
However, since V is noncompact, for every integer m ≥ 1 the Banach manifolds J m τ consisting of all C m -smooth ω-tame almost complex structures on (V, ω) and the group Diff m (V ) of all C mdiffeomorphism on V are not separable, and thus neither are some correspondent moduli spaces separable. Hence it is difficult using Sard-Smale theorem in many transversality arguments. One may wish to use its generalization version due to Quinn version to replace it. But this requires the Fredholm map considered to be proper or σ-proper. Under our case it can not be satisfied. On the other hand, for a given J ∈ J m τ (M, ω) the space C m (T J ) of all C m -sections does not gives rise to a local model for the space J m τ (V, ω) via Y → Jexp(−JY ). To see this point, note that J ∈ J m τ (V, ω) only means ω(ξ, J(p)ξ) > 0 for every p ∈ V and ξ ∈ T p V \ {0} and from Y C m < δ it does not follow that Y C 0 < η which is an arbitrary given positive number smaller than δ. Thus even if for every p ∈ V and ξ ∈ T p V \ {0} we can obtain ω(ξ, J(p)exp(−J(p)Y (p))ξ) > 0 as |Y (p)| sufficiently small, but due to the noncompactness of V one can not derive that for a given smooth nowhere null vector field ζ on V , ω(ζ(p), J(p)exp(−J(p)Y (p))ζ(p)) is more than zero at all points p ∈ V whether Y C m is small. In order to overcome these difficulties we construct suitable separable Banach manifolds to replace the Banach manifolds chosen naturally in the compact manifold case. In §2 and §4 these techniques are all used. We believe that the method may also be applied to generalize other results on compact manifolds in symplectic geometry and Seiberg-Witten invariants theory to noncompact manifolds.
In our case replacing H * (V, Z) by H * c (V, Z) the cohomology with compact supports we can show that there is an quantum ring structure on it. In contrast to the case of closed symplectic manifolds it seem to be very hard to use the recent techniques developed by [FO] [LT] [R3] [Sie] to define the Gromov-Witten invariants on all noncompact compact g.bounded symplectic manifolds because of the technical difficulties.
Inspired by Seidel's work [Se] the quantum homology is also used to study topological rigidity of Hamiltonian loops by F.Lalonde, D. McDuff and L. Polterovich in [LMP] . Precisely speaking, they proved that if ω 1 and ω 2 are two symplectic forms satisfying certain monotonicity assumptions on a closed manifold M then every loop φ = {φ t } 0≤t≤1 in the group Ham(M, ω 1 ) ∩ Symp(M, ω 2 ) can be homotoped in Symp(M, ω 2 ) to a loop in Ham(M, ω 2 ). Combing their ideas with our techniques together we generalize their results to the case of the Hamiltonian loops with compact support on a class of noncompact g.bounded symplectic manifolds in Corollary 6.2. Moreover, as a consequence the corresponding result on compact symplectic manifolds with contact type boundary is also obtained in Corollary 6.3. The main points of the arguments are to construct a kind of suitable closed two-forms on the Hamiltonian fibre bundle over S 2 with noncompact g.bounded symplectic manifolds as a fibre to replace the unique coupling class whose top power vanishes so that the composition rule may be obtained.
The arrangements of this paper are as follows. In §2 we give some basic definitions and lemmas in geometrical bounded symplectic manifolds, and specially a new technique on transversality arguments. In §3 we generalized the results of transversality and compactness to our case. Since the arguments are similar we only give the necessary improvements. The Gromov-Witten invariants are defined in §4. As a consequence we also define the Gromov-Witten invariants of compact symplectic manifolds with contact type boundary in §5. In §6 the study of the topological rigidity of Hamiltonian loops with compact support on noncompact g.bounded symplectic manifolds with the weaker semi-positivity assumptions is given. In final Appendix a theorem which characterizes the Hamiltonian symplectomorphisms on a compact symplectic manifold with contact type boundary in terms of the flux homomorphism is provided.
Remark 2.4 By Lemma 2.1 we know that the requirement of the completeness for g in Definition 2.3 is not necessary since this is actually contained in the condition 2 • .
Clearly the closed symplectic manifolds are s.g. bounded, a product of two s.g. bounded symplectic manifolds is also such manifold. One can easily prove that every symplectic covering manifold of a s.g. bounded symplectic manifold and every symplectic manifold without boundary which is isomorphic at infinity to the symplectization of a closed contact manifold are s.g. bounded.
In [Lu2] we have proved that the cotangent bundles with respect to any twisted symplectic structures on it are s.g.bounded. In addition, one also should notice that any geometrically bounded symplectic manifolds are the tame almost complex manifolds in the sense of J.C.Sikorav (see [Sik] ).
Given a closed Riemann surface Σ with the complex structure j and J ∈ J τ (V, ω) we denote by Hom J (T Σ, T V ) the space of the smooth sections of the bundle of anti-J-linear homomorphisms from T Σ to T V over Σ × V . Its element ν is called the inhomogeneous term. Recall that a smooth
In the following we only consider the inhomogeneous term ν satisfying
where the norm in L(T z Σ, T p V ) is with respect to g and the Riemannian metric on Σ induced from j and some area forms. Notice that any two area forms on Σ are proportional. The above condition is independent of the concrete choice of the compatible area forms.
Lemma 2.5 Let (V, ω, g, J) be as above Definition 2.3, and σ an area form on Σ compatible with
The proof of this lemma is an easy exercise. In fact, one can choose (α 1 , β 1 ) to replace (α 0 , β 0 ).
Here α 1 = α 0 /2, β 1 = 2β 0 + α 0 + Γ 4 β 4 0 /α 0 η and
Proposition 2.6 Under assumptions of Lemma 2.5, if K ⊂ V is a compact subset and u : Σ → V a smooth (J, ν)-map representing A ∈ H 2 (V, Z) and intersecting with K, then
. Thenū isJ-holomorphic and its image can intersect with K := Σ × K if and only if the image of u is intersecting with K. Combing this with the taming property we can estimate its area with respect to the metric τ ⊕ g as follows:
Now, by Lemma 2.5 we havẽ
for every (z, p) ∈ W and X = (
g . Moreover, by lemma 2.2 the sectional curvature and injectivity radius of (Σ × V, τ ⊕ g) satisfy
and
respectively. Next, according to the comments below Definition 4.1.1 in [Sik] , in our case we may
For a compact Riemannian surface S with boundary andJ-holomorphic map f : S → W , if
From these and the proof of Proposition 4.41 in [Sik] it follows that
where K = Σ × K and C 6 = 4C 1 C 2 /r 0 = 4β 1 /πα 1 r 0 . Using the argument below Lemma 2.5 and an easy computation we can get
and we can choose Γ = Sup (z,p)∈Σ×V ν(z, p) (τ,g) , and
Therefore we can find a positive number
such that
Projecting on V we can complete the proof of Proposition 2.6. 2
As pointed out in Introduction, generally speaking, on the noncompact manifold V for a given J ∈ J m τ (V, ω) and an arbitrary small positive number δ > 0 there may exist a C m -smooth section Y of the bundle T J → V such that Y C m < δ, but Jexp(−JY ) / ∈ J m τ (V, ω). But for some noncompact symplectic manifolds we can prove: Lemma 2.7 For a given J 0 ∈ J m τ (V, ω), if there exist positive numbers α 0 , β 0 and an Riemann metric g 0 on V such that
then there exists a positive number δ 0 such that
for all integer m ≥ 1. Here · C m is defined in terms of the covariant derivatives with respect to the Riemannian metric g 0 . Furthermore, δ 0 > 0 can be chosen so small that every J ∈ U m δ 0
2 ξ 2 g 0 for all ξ ∈ T V . Proof First note that the condition (10) imply that
for all ξ ∈ T V . Specially, we have that
On the other hand, by (11) and the definition of exp
Thus we get
Hence we can choose
Now every U m δ 0 (J 0 ) is a Banach manifold, but it is not separable or even has not a countable base. In order to be able to apply Sard-Smale theorem in the transversality arguments below we introduce the space of the following type, which is one of our key techniques in this paper.
Take a proper Morse function h on V and two sequences of regular values of it, a = {a i } and b = {b i } satisfying:
and denote
Moreover, every Q i is a smooth submanifold with smooth boundary and has the same dimension as V . Following [F] we may choose a sufficiently rapidly decreasing positive numbers sequence
is separable and dense in L 1 (T J 0 | Q i ). In addition we always require that all ε
This is a separable Banach space with respect to norm · ε (i) . We denote
by the space of all sequences X = (X 1 , X 2 , · · ·) with
) and
this Banach space of radius δ. Then, for sufficiently small δ ∈ (0, δ 0 /2) that X ε ≤ δ implies that ∞ i=1 X i C 1 ≤ 2δ and thus from Lemma 2.7 it follow that J :
which is the space of all smooth ω-tame almost complex structure, and (V, ω, J, g 0 ) is still g.bounded. Later, we fix such a δ and for convenience denote by
and also denote by
Having the space many regularity results on compact symplectic manifolds can be generalized to noncompact geometrical bounded symplectic manifolds. In fact, the above construction can be suitably modified so that the result of the moduli spaces in [Mc] may be generalized to any noncompact symplectic manifolds without boundary, that is, the following proposition holds.
Proposition 2.8 Given A ∈ H 2 (V ) and a closed Riemann surface Σ of genus g with the complex structure j, and J 0 as above, then there is a subset B reg (L ε (J 0 , h, a, b); δ) of the second category in
of all simple Ξ(X)-holomorphic maps from Σ to V and representing A is a smooth manifold of dimension (1 − g)dimM + 2c 1 (A) and with a natural orientation. For any two X and Y in
For every integer m > 1 we denote by Hom 
of all (Ξ(X), ν)-map from Σ to V representing A is a C m -smooth manifold of dimension (1 − g)dimM + 2c 1 (A) and with a natural orientation. Moreover, for any two pairs (X, ν) and (Y, µ)
which implies that for any (X, ν) ∈ H m reg and (
be the set of all Riemann metrics on V whose injectivity radius are more than zero and sectional curvatures have the upper bound. We also denote by GJ τ (V, ω) the set of all J ∈ J τ (V, ω) which satisfy: ω(ξ, Jξ) ≥ α 0 ξ 2 g and |ω(ξ, η)| ≤ β 0 ξ g ξ g for some fixed g ∈ G(V ), constants α 0 ,β 0 > 0 and all ξ, η ∈ T V . Obviously, for every g.bounded symplectic manifold (V, ω),
is a nonempty open subset of J τ (V, ω) with respect to C 1 -topology. However, we do not affirm it to be connected. For every connected component G(V ) c of G(V ) we denote GJ τ (V, ω) c by the subset of J ∈ GJ τ (V, ω) for which (V, ω, J, g) is g.bounded for some g ∈ G(V ) c . Using Bévennec's construction [p.44, ALP] it is easily proved that every GJ τ (V, ω) c is connected. Similarly, for every integer m ≥ m 0 we also denote by
and corresponding component GH m (V, ω) c , where ν ∈ Hom m J (T V, T M ). Then the later is still connected.
Transversality and Compactness
In this section we shall follow the methods in [RT1] [McSa1] to make arguments. Because the techniques are same basically we only give the necessary improvements and list the main results.
First of all, we start with the following notion. A pair (Σ;z) of a connected Hausdorff topological space Σ and k different pointsz = {z 1 , · · · , z k } on it is called the semistable curve with k marked points( [FO] ) if there exists a finite family of smooth Riemann surfaces { Σ s : s ∈ Λ} and continuous maps π Σs : Σ s → Σ such that: (i) each π Σs is a local homeomorphism; (ii) for each p ∈ Σ it holds that 1 ≤ s ♯π If k s + 2g s ≥ 3 we call the component ( Σ s ;z s ) stable. When all components of (Σ;z) are stable we call (Σ;z) the stable curve of genus g and with k marked points.
For the above genus g stable curve (Σ;z) a continuous map f :
C m inhomogeneous term ν over Σ is a set {ν s : s ∈ Λ} of inhomogeneous terms, where each ν s is an C m inhomogeneous term of Σ s and they together satisfy the match conditions. A map it follows that for every given pair (J ′ , ν ′ ) with C m inhomogeneous term ν ′ there exists a pair (J, ν) with C m inhomogeneous term ν which may be arbitrarily close to it, such that moduli
In order to get suitable compactification of the above moduli space the following form cusp-curve due to Gromov was introduced in [RT1] . Given a k-point genus g stable curve (Σ;z) as above, (Σ ′ ;z ′ ) is another k-point curve obtained from it as follows: First at some double points of Σ we join chains of CP 1 to separate the two components and then attach some trees of CP 1 , but require that if one attaches a tree of CP 1 at a marked point x i , this x i will be replaced by a point different from intersection points on some component of the tree, and under other cases the marked points do not change. The components of Σ is called principal components and other bubble components. A continuous map 
In fact, if Σ 1 , · · · , Σ p are principal components of Σ ′ which only depend on Σ, and B 1 , · · · , B l are bubble components of Σ ′ then it follows from the proof of Lemma 4.5 in [RT1] that there is a uniform constant c such that
Here the positive integer
. These show that one can find a positive integer l 0 = l 0 (ω(A), Σ, V, ω, K) such that it bounds l uniformly. Moreover, for given area forms σ s on Σ s (s = 1, · · · , p) one can find a sufficiently large N > 0 such that all
From the proof of Lemma 2.5 it follows that ω(f * ([Σ s ])) ≥ −N Σs σ s for each s. Combing these
N min s Σs σ s . Now since Σ ′ is connected, by repeatedly using Lemma 2.5 we can finish the proof of Proposition 3.1. As a consequence of this proposition and Proposition 3.1 in [RT1] we have
can be stratified and their strata are indexed by D
A,Σ which has a Σ-cusp (J, ν)-map representative intersecting with K. Then carefully checking the proof of Lemma 4.5 in [RT1] we can prove
Corresponding to Theorem 4.2 in [RT1] we may use the argument method in §2 to get the following structure theorem. and Proposition 4.14 in [RT1] and the arguments in §2 we may obtain 
Gromov-Witten Invariants
In this section we shall follow the method in [McSa1] to define the Gromov-Witten invariants of
Ruan-Tian's form-mixed invariants. First of all, we recall some evaluation map. For a k-point
given by
These show that e m (Σ,z,J,ν) is a C m -smooth pseudo-cycle. Let us recall the notion of the pseudo-cycles introduced on the page 90 of [McSa1] .
is of dimension at most k − 2, i.e.,there exists a C m -smooth manifold W of dimension at most k−2 and a C m -smooth map g :
in V then we call f as strong pseudo-cycle. Clearly, in a compact manifold these two notions are equivalent. According to the definition the identity map V → V is not a pseudo-cycle in the noncompact manifold V . From Remark 7.1.1 in [McSa1] it easily follows that every integral homology class α ∈ H 2 (V, Z) can be represented by a C ∞ strong pseudo-cycle f : M → V . Every strong pseudo-cycle determines a homology class, and bordant pseudo-cycles determine the same homology class. But in noncompact manifold V a pseudo-cycle does not necessarily determine a homology class as the identity map from V to V . Moreover, it is easily checked that the product of two (strong) pseudo-cycles is also a (strong) pseudo-cycle in the product manifold. If
(strong) pseudo-cycle. In §5 below we will need these conclusions. Two pseudo-cycles e : P → V and f : Q → V are called transverse if either e(P )∩f (Q) = ∅ or e(P ∞ )∩f (Q) = ∅, e(P )∩f (Q ∞ ) = ∅
and T x V = Imde(p) + Imdf (q) whenever e(p) = f (q) = x. However, it should be noted that for two transverse pseudo-cycles e and f as above, only one of them is a strong pseudo-cycle ∆(e, f ) :=
This statement can be derived from the definition of transversality of pseudo-cycles directly. Specially,it is a finite set if P and Q are of complementary dimension. Under our case Lemma 7.1.2 in [McSa1] are not applicable due to the noncompactness of manifold V , which implies that Diff r (V ) is not separable Banach manifold for every integer r > 0. We must give its suitable modification form.
This can be obtained with our method in §2.
Fix a large integer r > 0 and as in (12) we denote by
where χ r (V ) are the space of all C r -vector fields on V , and
the space of all sequences X = (X 1 , X 2 , · · ·) with X i ∈ χ r i and
Then it is easily proved that (χ r (V ) 0 , · gr ) is a separable Banach space. Note that every X ∈ χ r (V ) 0 determines a bounded C r -smooth vector field, denoted by ρ r (X) = ∞ i=1 X i . Clearly, the image of ρ r contains all smooth vector fields with compact support on V . But every C r -smooth bounded vector field on complete Riemann manifold may uniquely determine a one-parameter C rsmooth diffeomorphism group. Let us denote by {F t (ρ(X)) : t ∈ R} the group determined by ρ r (X).
It is easily checked that F r is C r -smooth map. Corresponding to Lemma 7.1.2 in [McSa1] we have the following lemma.
Lemma 4.1 If a C p -smooth pseudo-cycles e : P → V and a C q -smooth f : Q → V satisfies
then (i) for every sufficiently large integer r > min{p, q} there exists a set χ r (V, e, f ) ⊂ χ r (V ) 0 of the second category such that e is transverse to
also satisfy:
which implies that for any X ∈ χ r (V, e, f ) and Y ∈ χ s (V, e, f ) with s > r it holds that
provided that the equality in (27) also holds and one of f and e is strong pseudo-cycle;
(ii) if the equality in (27) holds, e and f are transverse and one of them is a strong pseudo-cycle, then ∆(e, f ) is a finite set and in this case we denote by ν(x, y) the intersection number of e and f at (x, y) ∈ ∆(e, f ), and define
ν(x, y);
(iii) the intersection number e · f depends only on the bordism classes of e and f when one of them varies in the bordism class of the strong pseudo-cycle.
Proof The proof can be finished following [McSa1] . We only need prove that the map
is transverse to the diagonal
By taking ξ = 0, η = 0 and w = −u we only find Y ∈ χ r (V ) 0 such that
For
, where α X (t) is the unique solution of the initial value problemα
For s ∈ (−1, 1) and Y ∈ χ r (V ) 0 we denote by α X+sY (t) the unique solution of the initial probleṁ
Then we need to find Y ∈ χ r (V ) 0 such that
By localization method it is easy to find a smooth vector field Z with compact support on V such that for unique solution curve family β(ρ r (X) + sZ)(t) of ρ r (X) + sZ with initial value f (q) at zero
Now using unit decomposition technique it is easy to find a Y ∈ χ r (V ) 0 with Z = ρ r (Y). Thus we prove the transversality.
Moreover, the standard computation shows that the restriction of the natural projection Π from
is a Fredholm operator with index
which is only dependent on dimension of P , Q and V . Under our case this index is less than or equal to zero. Thus we only fix an integer r > 0 such that Sard-Smale theorem can be applied.
The remainder of the arguments are the same as that in [McSa1] . 2
Now let a k-point genus g stable curve (Σ,z), A ∈ H 2 (V, Z) and the pair (J, ν) satisfy the regularity requirements in §2 and §3. The integral homology classes {α i } 1≤i≤k and {β j } 1≤j≤l of V
We choose strong pseudo-cycles f i :
is a strong pseudo-cycles representing the integral homology class i α i × j β j ∈ H * (V k+l , Z).
Since the compositions f • φ of this f with any φ ∈ Diff r (V k+l ) are also C r -strong pseudo-cycles representing the same class, using Lemma 4.1 we can assume that f is transverse to e m (Σ,z,J,ν) and all e m (D,J,ν) because of the countability of BD J,ν A,Σ . By Lemma 4.1 and (36) we can define the mixed invariant
In the case that (36) does not hold we also define
As in [RT1] we can use the arguments in §2 and §3 to prove that
is independent of choices of (J, ν) in a dense subset of HJ m (V, ω) c , marked points z 1 , · · · , z k in Σ, the conformal structures on Σ, sufficiently large integer r, m and strong pseudo-cycles (
For two different components we do not know what relationships there are between corresponding invariants. When talking about some property of the invariants we always mean them to be with respect to some fixed component without special statements. Similarly, the corresponding results to Proposition 2.4, 2.5 and 2.6, 2.7 in [RT1] can be proved. In particular, under our assumptions one can define the invariant Φ (A,ω,C) as §7 in [RT1] and prove the composition law:
where C = (Σ,z) is a k-point genus g stable curve and α 1 , · · · , α k , β 1 , · · · , β l are integral homology classes of V .
As to the deformation invariance of these invariants with respect to the semi-positive deformation class of ω we introduce the following notion of deformation equivalence. Two semi-positive symplectic form ω 0 and ω 1 on a (noncompact) geometrically bounded symplectic manifold V is called deformedly equivalent if there exists a smooth 1-parameter family of semi-positive symplectic forms ω t connecting ω 0 and ω 1 , and a family of almost complex structures J t such that all (V, ω t , J t , g) are uniformly geometrically bounded with respect to metric g ∈ G(V ), that is, there exist constants α 0 and β 0 such that two inequalities in 1 • of Definition 2.3 hold uniformly for all ω t . As usual we may use the above method to prove our Gromov-Witten invariants are invariant under the above semi-positive deformation of ω.
Example 4.2 For any closed manifold N and any closed 2-form Ω on N consider the symplectic manifold (M, ω) = (T * N, ω can +π * Ω) then for any k-point genus g stable curve (Σ,z), A ∈ H 2 (V, Z), the integral homology classes {α i } 1≤i≤k and {β j } 1≤j≤l of V we have
In fact, take any Riemannian metric h on N denote by H the induced Riemannian metric on T * N by h then from proof of Proposition 4.1 in [Lu2] it easily follows that all symplectic manifolds (T * N, ω t ) are uniformly geometrically bounded with respect to H. Here ω t = ω can + tΩ, t ∈ [0, 1].
Furthermore, the proof there also shows that one can take a smooth family of almost complex structures J t such that every J t is ω t -compatible and (M, ω t , J t , H) are uniformly geometrically bounded. Now Chern class c 1 (T M, J t ) is independent of t and thus they are all zero because c 1 (T M, J 0 ) = 0 is clear. Hence the symplectic forms ω 0 = ω can and ω 1 are deformedly equivalent. But it is clear that Φ (A,ωcan,g) (α 1 , · · · , α k |β 1 , · · · , β l ) always vanishes. The above deformation invariance leads to the conclusion.
In addition, since the noncompact symplectic manifold (V, ω) is orientable we have the Poincaré duality isomorphism
for all q. Here H * c (V ; Z) are the cohomology group of V with compact supports and integral coefficients( cf. [Ma] ). Using these and as in §8 of [RT1] one can define an associative quantum multiplication on H * c (V ; Z) such that it becomes the quantum cohomology ring with compact supports. In the same time this seems also to show the complexity of the distributions of the holomorphic curves in the general noncompact symplectic manifolds.
Gromov-Witten Invariants of Compact Symplectic Manifolds with Contact Type Boundary
Let (V, ω) is a 2n-dimensional compact symplectic manifold with contact type boundary ∂V . That is, there is a one-form α on ∂V such that dα = ω and α ∧ (dα) n−1 is a volume form on ∂V . Such form α is called a contact form. One can associate a noncompact symplectic manifold ( V , ω) as follows:
Here t is the second coordinate. For a J ∈ J (V, ω) and an Riemannian metric h on V we may extend them to J and h respectively so that J and h are constant on the ∂V × {t}. It is easily checked that ( V , ω, J, h) is a g.bounded symplectic manifold. Moreover the inclusion i :
. Consequently, ( V , ω) is semi-positive if only and if (V, ω) is semi-positive. For a class α ∈ H * (V, Z) we denote α by i * (α). Then for a given k-point genus g stable curve (Σ,z), A ∈ H 2 (V ) and integral homology classes {α i } 1≤i≤k and {β j } 1≤j≤l of V satisfying (36) we define
Since both the space of all Riemannian metrics on V and J (V, ω) are contractible it is easy to check that the left of (41) is independent on the choices of J in a dense subset of J (V, ω), marked points z 1 , · · · , z k in Σ and conformal structures on Σ. Moreover, they also satisfy the axioms that Gromov-Witten invariants satisfy on closed symplectic manifolds. Using the Poincaŕe duality isomorphism
one can define associative quantum multiplication on H * (V, ∂V ; Z) such that it becomes the quantum cohomology ring.
Rigidity of the Loops in the Group of Hamiltonian Diffeomorphisms with Compact Support
The quantum homology had been used to study the topology of symplectomorphism groups and
Hamiltonian symplectomorphism groups on closed symplectic manifolds in [Se] [Le] [LMP] . In this section we will use the techniques developed in the previous sections and their idea to study these groups on noncompact g.bounded symplectic manifolds. Without special statements our 2n-dimensional symplectic manifold (V, ω) is always assumed to satisfy the following assumptions:
Here H S 2 (V, Z) 0 is the subgroup of classes α in H S 2 (V, Z) such that [ω], α = 0 and c 1 (V, ω), α = 0. Given an element φ ∈ π 1 (Diff(V ), id) and any a loop S 1 → Diff(V ), t → φ t representing it one can define an endomorphism ∂ φ : H * (V, Q) → H * +1 (V, Q) by setting ∂ φ ([C]) as a homology class represented by the cycle S 1 ×C → V, (t, x) → V for a cycle C in V . The main result in [LMP] is that for a loop φ in the group Ham(V, ω) the endomorphism ∂ φ vanishes identically if a 2n-dimensional closed symplectic manifold (V, ω) satisfies (42). In this section we generalize their result as follows: Let GS (V ) be the set of the symplectic structures ω on V satisfying (42) (43). For any
, id) the homomorphisms induced by the group inclusions respectively. As in [LMP] , as a consequence of Theorem 6.1 we get the following result on the rigidity of Hamiltonian loops.
Corollary 6.2 For an element φ in π 1 (Diff(V ), id) if there exist ω 1 and ω 2 in GS (V ) such that
For a 2n-dimensional compact smooth manifold M with nonempty boundary ∂M we denote Cont(M ) by the set of all symplectic structures on it for which (42) holds and ∂M is of contact type. Diff(M, ∂M ) denote the subgroup consisting of all elements F ∈ Diff(M ) whose restriction to ∂M is the identity. For a symplectic structure ω on M we denote by the subgroups
Notice that in Exercise 10.13 on the page 318 of [McSa2] it was pointed out that for a noncompact symplectic manifold (V, ω) without boundary the flux homomorphism is still well-defined on Symp c 0 (V, ω) and the corresponding result to Theorem 10.12 also holds when Symp 0 (V, ω) is replaced by Symp c 0 (V, ω). In fact, carefully checking the proof Theorem 10.12 in [McSa2] one can get the stronger conclusion that for the isotopy
with ψ 0 = id and Flux({ψ t }) = 0 one actually make it to be isotopic with fixed endpoints to a Hamiltonian isotopy {φ t } such that the support does not increase. That is, if a compact subset K ⊂ V is such that Suppψ t ⊆ K for all t ∈ [0, 1], then {φ t } may be required to satisfy: Suppφ t ⊆ K, ∀t ∈ [0, 1]. Using this remark and Corollary 6.2 we may obtain It is well-known that there exists a one-to-one correspondence between elements of π 1 (Symp(V, ω)) and isomorphism classes of symplectic fibre bundles over S 2 with fibre (V, ω)(cf. [LPM] [P] [Se] ). For a given loop φ t∈ [0, 1] in Symp(V, ω) the correspondent symplectic fibre bundle P φ → S 2 may be obtained as follows: let D + and D − be two copies of the closed disk D 2 of radius 1 of the plane bounded by S 1 , one can glue the trivial fibre bundles D ± × (V, ω) by a map Φ :
). According to [Se] a symplectic fibre bundle with fibre (V, ω) on S 2 is a smooth fibre bundle π : E → S 2 together with a smooth family Ω = (Ω b ) b∈S 2 of symplectic forms on its fibres satisfying locally trivial condition and the transition function taking its value in the group Symp(V, ω). He also call a symplectic fibre bundle (E, Ω) → S 2 as Hamiltonian if there is a closed two-form Ω on E such that Ω|E b = Ω b for all b ∈ S 2 . Later, we call such a closed two-form Ω on the Hamiltonian fibre bundle as Hamiltonian form.
Furthermore, from proof of Proposition 10.17 on the page 320 of [McSa2] one can prove that for every loop S 1 → Ham c (V, ω), t → φ t there is a smooth function H φ : S 1 × V → with compact support to generate it. Especially, there is an exact sequence of groups
where Flux is the flux homomorphism. Consequently, from the proof of Proposition 2.9 in [Se] it follows that for a loop φ in Symp c (V, ω) the symplectic fibre bundle P φ → S 2 is Hamiltonian if and only if the loop φ may be homotopic to a Hamiltonian loop in Symp c (V, ω), that is, a loop in
As in [LMP] using the Wang exact sequence of pair (P φ , S 2 ):
the proof of Theorem 6.1 can be reduced to the following equivalent theorem.
Theorem 6.4 Let (V, ω) be as in Theorem 6.1 and φ a loop in Ham(M, ω). Then the homomor-
In order to prove this theorem we need to give the detailed construction in Proposition 2.9 of [Se] since the more conclusions are needed. Let D
Denote by (r, t) ± the polar coordinate in D ± with t ∈ S 1 = R/Z.
In the set ∆ := {(r, t) + , (r, t) − | (r, t) ∈ D} we define an equivalence relation ∼ as follows: the equivalence class of (r, t) + is [r, t] + = {(r, t) + , (−r + 5/3, −t) − } = [−r + 5/3, −t] − if 2/3 ≤ r ≤ 1, those of (r, t) + and (r, t) − are [r, t] + and [r, t] − respectively if 0 ≤ r < 2/3. Then S 2 = ∆/ ∼ and
give an atlas on S 2 . The transition map is:
We also consider the formal set
and in it we define an equivalence relation ∼ φ as follows: the equivalence class of ((r, t) t) − , x)} if 0 ≤ r < 2/3, and that of ((r, t) + , x) is [r, t, x] φ + = [−r + 5/3, −t, φ t (x)] φ − := {((r, t) + , x), ((−r + 5/3, −t) − , φ t (x))} if 2/3 ≤ r ≤ 1. Then the set, denoted by P φ , of all equivalence classes of elements in the set of (44) is a symplectic fibre bundle with fibre (V, ω). Two bundle charts Φ + :
φ − form an bundle atlas of P φ . The transition map is given by
Denote by p ± : U ± × V → V the natural projection to the second factor, and ω ± := p * ± ω. Define a one-form θ φ on U + × V as follows: − ) * ω − are the same on overlap P φ | U + ∩U − . Thus they define a closed two-form Ω φ on P φ by
Let a compact subset K ⊆ V be such that SuppH φ ⊆ S 1 × K. Then from the above definition it easily follows that
and on the set of (47) it holds that
where p 2 : S 2 × V → V is the natural projection. Moreover, one can easily prove that the above two-form Ω φ is a Hamiltonian form on P φ and also satisfies:
where π * is the fiber integration map, and Ω φ a smooth family of symplectic forms on the fibres of P φ → S 2 . Different from the case that V is the closed symplectic manifold we neither know the existence of a Hamiltonian form Ω on P φ such that π * Ω n+1 = 0 nor the uniqueness of such forms if they exist. A Hamiltonian form Ω on P φ is called to have CS property if there are compact subset
and on them it holds that Ω = p * 2 ω. Let us denote by
the set of all Hamiltonian forms having CS property on P φ . Since for any two Hamiltonian fibre bundles P φ and P ψ on S 2 obtained from loops φ t∈ [0, 1] and ψ t∈ [0, 1] in Ham c 0 (V, ω) one always find compact subsets K ⊂ V , K φ ⊂ P φ and K ψ ⊂ P ψ such that
we may say a symplectic fibre bundle isomorphism I φψ between P φ and P ψ to have CS property if it is the identity map on the sets in (50), that is,
Clearly, such an isomorphism induces a natural bijection I φψ * from H(ψ) to H(φ) by the pull-back map.
For every Ω ∈ H(φ) and the standard symplectic form σ on S 2 it is easily proved that there is always a large constant c( Ω, φ) > 0 such that all two-forms Ω + cπ * σ are symplectic forms on P φ for all c ≥ c φ . Though these symplectic forms are also the Hamiltonian form on P ψ , but they have no CS property.
Given a Hamiltonian form Ω on P φ , in [Se] two continuous sections s 0 and s 1 of P φ are called Γ ω -
The key point is this definition being independent of the choice of Ω(cf. [Se] ).
Following [Se] we denote by J (P φ , Ω φ ) the space of smooth families J = (J z ) z∈S 2 of almost complex structures on the fibre of P φ such that J z is Ω φz -compatible for all z. In other words, J is a smooth section of a bundle over S 2 whose fibre at a point z ∈ S 2 is the space J (P φz , Ω φz ). For the positively oriented complex structure j on S 2 and J ∈ J (P φ , Ω φ ), J (j, J) denote the space of all almost complex structuresĴ on P φ compatible with j and J, that is,Ĵ satisfying: Dπ •Ĵ = j • Dπ andĴ |P φz = J z for all z ∈ S 2 . Similarly, for every integer m ≥ 1 we denote J m (j, J) by the space of all C m -smooth almost complex structures on P φ satisfying the above conditions. A smooth section s : S 2 → P φ is called (j,Ĵ )-holomorphic if ds • j =Ĵ • ds. For a given Ω ∈ H(φ), from the above arguments it is not difficult to prove that all symplectic manifolds (P φ , Ω + cπ * σ) are g.bounded with respect to someĴ ∈ J (j, J) and some Riemannian metric on P φ . To see this point we choose a g ∈ G(V ). Let τ 0 be the standard metric on S 2 . Notice that the above arguments show that one can choose a Riemannian metric G on P φ such that it equals to τ 0 ⊕ g outside a compact subset.
When g takes over a connected component G(V ) c of G(V ) all corresponding Riemannian metrics on P φ also form a connected subset of all Riemannian metrics on P φ , denoted by G(P φ ) c . Later we always fix a component without special statements. For a G ∈ G(P φ ) c we denote G z by the induced metric on fibre P φz then one can use the standard method to find J ∈ J (P φ , Ω φ ) such that the family of symplectic manifolds {(P φz , Ω φz , G z )} z∈S 2 is uniformly g.bounded. That is, their sectional curvature has a uniform upper bound, the injectivity radius has a uniform positive lower bound and there exist positive constants α 0 and β 0 such that
We denote by GJ (P φ , Ω φ ) c all such J ∈ J (P φ , Ω φ ) constructed from Ω φ and some G ∈ G(P φ ) c with the standard method. On the other hand from ( Ω + cπ * σ)|P φz = Ω φz and G|P φz = G z it follows that the almost complex structureĴ on P φ constructed from G and Ω + cπ * σ with the standard method must be in J (j, J) and such that (P φ , Ω + cπ * σ,Ĵ, G) is also g.bounded. Now fix such a J ∈ J (P φ , Ω φ ) and aĴ ∈ J (j, J), and as in §2 we can construct a separable Banach space so that the transversity arguments in §7 of [Se] can be completed in our case. That is, under our assumptions, we can findĴ ∈ J (j, J) such that
(ii) the space S(P φ , Ω φ , j,Ĵ , D) of all (j,Ĵ )-holomorphic sections of P φ representing a Γ ω -equivalence class D of a section of P φ is a smooth manifold of dimension 2n + 2c 1 (T P vert φ )(D) and for chosen two different points z 1 , z 2 ∈ S 2 in advance and isomorphisms
are pseudo-cycles in the sense of §7.1 of [McSa1] .
Later we will fix such aĴ and a c ≥ c φ without special statements. For two integral homology classes α, β ∈ H * (V, Z) and their strong pseduo-cycles representatives f M : M → V and f N : N → V we can, as in §4, show that there exist H ∈ Diff(V × V ) such that the pseduo-cycle
Thus we may define a kind of Gromov-Witten invariants
if (51) holds, and zero if (51) does not hold. It is easy to prove that the right side of (52) is independent of the choices ofĴ, g ,z k and generic representatives. When Γ ω is finitely generated the rational Novikov ring of it is well-defined and thus quantum homology QH * (V ) can be defined as in §4. In this case we use the idea from [LMP] to define the formal sum
for α ∈ H * (V, Z), where α B ∈ H * +d+2c 1 (B) (V ) is determined by
for every β ∈ H * (V, Z) and B ∈ Γ ω . Here
and D + B is understood as in Lemma 2.10 of [Se] , that is, D + B is the only Γ ω -equivalence class of sections of P φ such that
The following lemma shows that for every α ∈ H * (V, Z), Ψ φ,D (α) is an element of QH * +d (V ).
Lemma 6.5 If Γ ω is finitely generated then for any α ∈ H * (V, Z), Γ ω -equivalence class D of sections of P φ and constant C > 0 there are only finitely many B ∈ Γ ω such that α B = 0 and
Proof Since Γ ω is finitely generated the rational Novikov ring of it is a countable set. Moreover,
Assume that there are a constant C > 0 and infinitely many B i ∈ Γ ω such that
Then there are infinitely many β i ∈ H * (V, Z) such that
for all i = 1, 2, · · ·. Recall the definition in (52) we can always find
from the proof of Lemma 4.1 one can find X i ∈ χ r (V × V, EV, f × h) with X i gr ≤ 1 such that EV is transverse to all
Thus the image sets of all maps F i • (f × h) are contained in a fixed compact subset of V × V , denoted by S. The first formula of (56) shows that there exist
there exists a compact subset K of P φ such that
because D + B i is the equivalence classes of sections of P φ and
for every smooth section s of P φ . This shows that there are infinitely many homology classes in P φ with nonconstantĴ -holomorphic spheres representatives whose image intersects with a fixed compact subset S in P φ . It contradicts to Gromov compactness theorem. 2
there exists a Hamiltonian fibre bundle isomorphism I φχ having CS property from P φ to P χ . For a J ∈ J (P φ , Ω φ ) and a Γ ω -equivalence class D of sections of P φ the isomorphism I φχ determine a I φχ * (J) and a Γ ω -equivalence class I φχ * (D) of sections of P χ . It is not hard to prove that
As in [Se] [LMP] we have
for every B ∈ Γ ω and the Γ ω -equivalence classes D of sections of P φ , and the following conclusion.
Lemma 6.6 For the constant loop φ 0 = {id} and the Γ ω equivalence class D 0 of the flat section
is the identity map for any J ∈ J (P φ 0 , Ω φ 0 ).
then there exists a Hamiltonian fibre bundle isomorphism I φ 0 χ having CS property from P φ 0 to P χ . We call Γ ω -equivalence class I
of sections of P χ as the trivial class. It is independent of choice of the isomorphism I φ 0 χ having CS property. Thus Ψ J χ,T is the identity map for the trivial class T and any J ∈ J (P χ , Ω χ ). As done in [LMP] the key point of the proof of Theorem 6.4 is to prove the composition rule for maps Ψ φ,D . This needs us to consider the relation between P φ , P φ and P ψ * φ . However, unlike the case of [LMP] under which there is the only coupling class u φ corresponding to φ, in our case we need to replace it by a suitable thing. For two smooth loops φ t∈ [0, 1] and ψ t∈ [0, 1] in Ham c 0 (V, ω) we make the following assumptions: for a fixed sufficiently small ǫ > 0 φ t = id for t / ∈ [1/2 + ǫ, 1 − ǫ] and ψ t = id for t / ∈ [ǫ, 1/2 − ǫ]. Notice that they have been extended to R 1-periodically. Let H φ : S 1 × V → R and H ψ : S 1 × V → R be the functions with compact support and generating loops φ t∈[0,1] and ψ t∈[0,1] respectively. We can require them to satisfy:
. Denote by
Clearly, T ǫ and T * ǫ are proper subsets of the open left hemisphere S 2 + and open right hemisphere S 2 − respectively. From the previous construction we may know that
Thus we may construct the fibre sum P φ ♯P ψ as follows: gluing 
Notice that the Hamiltonian forms Ω φ on P φ and Ω ψ on P ψ constructed as before satisfies:
Hence under the fibre sum operation they define a closed two-form P φ ♯P ψ , denoted by Ω φ ♯ Ω ψ . From the above construction it is easily checked that P φ ♯P ψ = P φ * ψ and the closed two-form Ω φ ♯ Ω ψ is exactly Ω φ * ψ constructed in the previous way, that is,
Now for given sections s of P φ and s ′ of P ψ , by section homotopy we assume that the restriction of s on S 2 \ T ǫ/2 and one of s ′ on S 2 \ T * ǫ/2 have the following versions respectively,
for some fixed v 0 ∈ V . Hence they fit together to give one section of the bundle P φ ♯P ψ , denoted by
Combing (63) with (65) we get
For such chosen sections s and s ′ it follows from (59) that
In fact, since c 1 (
, by the well-known Splitting Principle we only need to consider the case of complex line bundle on S 2 . The latter case may be directly proved with Theorem 2.71 in [McSa2] .
Notice that (66) and (67) lead to a natural map from
where Γ ω (P φ ), Γ ω (P ψ ) and Γ ω (P φ * ψ ) are the sets of Γ ω -equivalence classes of the sections of the bundles P φ , P ψ and P φ * ψ respectively. Similarly, since J (P φ , Ω φ ) and J (P ψ , Ω ψ ) are contractible using (59) we always choose J ∈ J (P φ , Ω φ ) and J ′ ∈ J (P ψ , Ω ψ ) such that
where J ∈ J (V, ω) such that (V, ω, J, g) is g.bounded for g ∈ G(V ). Then J and J ′ fit together to give one element in J (P φ * ψ , Ω φ * ψ ), denoted by J♯J ′ . What we wish to prove is the following composition rule.
Proposition 6.7 For any Γ ω -equivalence classes D of sections of P φ and D ′ of sections of P ψ it holds that
Before giving its proof we make an notation:
Remark 6.8 The above base spaces of P φ and P ψ are denoted by S 2 L and S 2 R respectively. Moreover, when constructing the fibre sum P φ ♯P ψ we will glue P φ | S 2 \S 2 Lε and P ψ | S 2 \S 2 Rε along boundaries
where
We denote the fibre sum by P φ ♯ ε P ψ . Notice that there exists the canonical fibre bundle isomorphism I ε from P φ ♯ ε P ψ to P φ ♯P ψ . Later, when saying Ω φ * ψ on P φ ♯ ε P ψ and c 1 (T P vert φ * ψ ) we always mean them to be the pullback of Ω φ * ψ and c 1 (T P vert φ * ψ ) on P φ * ψ under I * ε without special statements. The sum s♯s ′ of sections and other related objects will be understood similarly.
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. By (67) it holds that
Thus both
where α B,A−B ∈ H * (V ) is determined by
and α B ∈ H * (V ) by
Notice that we also have
Moreover, by definition we also have
whereα A ∈ H * (V ) is determined bŷ
Thus we only need to prove thatα
To complete the proof of Proposition 6.7 we need several lemmas.
Lemma 6.9 For every fixed A ∈ H * (V ) the sum of right side in (81) is always finite sum.
Lemma 6.10 There exist the regular almost complex structuresĴ on P φ andĴ ′ on P ψ such that they agree on gluing domain of P φ ♯ ε P ψ .
Without special statements we shall fixĴ andĴ ′ . The proof of Lemma 6.9 is given after Lemma 6.12 and Lemma 6.10 will be proved at the end of this section.
Following the notations in §4.
Lemma 6.11 Let e 1 : U → V and e 2 : U → V be two C p -smooth pseudo-cycles, and α : A → V and β : B → V be two C q -smooth pseudo-cycles. Assume that
then for every sufficiently large integer r > min{p, q} there exists a set χ r (V, e 1 , e 2 , α, β) ⊂ χ r (V ) 0 × χ r (V ) 0 of the second category such that e = (e 1 , e 2 ) is transverse to (F r 
all (X, Y) ∈ χ r (V, e 1 , e 2 , α, β). These χ r (V, e 1 , e 2 , α, β) also satisfy:
which implies that for any (X, Y) ∈ χ r (V, e 1 , e 2 , α, β) and (X ′ , Y ′ ) ∈ χ s (V, e 1 , e 2 , α, β) with s > r it holds that
provided that the equality in (83) holds, and one of e = (e 1 , e 2 ) and α× β is the strong pseudo-cycle.
The proof of this lemma is similar to that of Lemma 4.1. Replacing (27) one only consider the
It is easy to prove that it is transverse to
The standard arguments may finish the proof.
By (i) of Lemma 4.1 one know that if
then for every sufficiently large integer r > min{p, q} there exists a set χ r (V, e 1 , α) ⊂ χ r (V ) 0 of the second category such that e 1 is transverse to F r (X) • α for all X ∈ χ r (V, e 1 , α). From Claim A.1.11
of [LeO] the space
consisting of all X ∈ χ r (V ) 0 for which the intersection
is a countable intersection of open dense subset in {X} × χ r (V) 0 must be a countable intersection of open dense subsets in χ r (V ) 0 . Thus the intersection
is also a countable intersection of open dense subsets in χ r (V ) 0 . For every X in this intersection there must be a Y ∈ χ r (V ) 0 such that (X, Y) ∈ χ r (V, e 1 × e 2 , α, β). Thus this pair (X, Y) satisfies:
(i) e = (e 1 , e 2 ) is transverse to (F r 
(ii) e 1 is transverse to F r (X) • α under the assumptions (83) (84).
Lemma 6.12 Let e i : U → V, i = 1, 2 and α : A → V and β : B → V be all C r -smooth pseudocycles. Assume that e = (e 1 , e 2 ) is transverse to α × β, e 1 is transverse to α and (83) (84) also hold. Then
is a C r -smooth manifold of dimension dim U + dim A − dim V , and
is also C r -smooth pseudo-cycle which is transverse to β. Moreover, if α and β are strong pseudocycle then it holds that
Proof Letê 2 (u, a) = β(b). We wish to prove
Notice that
It suffice to prove that for any ξ ∈ T β(b) V there exist u ∈ T u U , a ∈ T a A and b ∈ T b B such that
But e is transverse to α × β. Therefore, there exist (
Clearly, this is equivalent to (90). By similar arguments for the boundary parts we prove thatê 2 is a C r -smooth pseudo-cycle which is transverse to β.
Notice thatê 2 is also strong pseudo-cycle if α is. Now e · (α × β) andê 2 · β are well-defined. To prove them being equal we notice that
sign (u, a, b) .
Here some details on the orientation are omitted. It is not very difficult to give them. At least, for the mod 2 intersection number the above arguments is completed. The lemma is proved. 2
Remark 6.13 Using Lemma 6.12 we may give a pseudo-cycle expression of α B in (75) as follows:
Firstly, by Lemma 6.11 H ∈ Diff(V × V ) in (52) may be chosen as the form H = (h 1 , h 2 ) with
where f M : M → V and f N : N → V are the strong pseudo-cycle representatives of α and γ respectively, h i ∈ Diff(V ), i = 1, 2, and
is the pseudo-cycle determined by the evaluation map. By lemma 6.12 the right side of (91) is equal to
where the pseudo-cycle
By definition
Thus (93) may be considered as a pseudo-cycle representative of α B . 2
Proof of Lemma 6.9 Assume that there exists A ∈ Γ ω such that α B,A−B = 0 for infinitely many B ∈ Γ ω . Denote them by B 1 , B 2 , · · ·. By Remark 6.13 one gets infinitely many pseudo-cycles
for some h
1 ∈ Diff(V ). From Lemma 6.11 and the arguments under it one can assume all h
1 to be the same h 1 . But the image of h 1 • f M is contained in a compact subset of V . From the results in §2 it follows that the image sets of all sections s which are such that
are contained in a compact subset of P φ . Thus the image sets of all such pseudo-cycles representatives of α B i given by Remark 6.13 are contained in a compact subset K(φ) of V . By the assumption at the beginning
Now from (74) it follows that there exist sections
) are contained in the compact subset K(φ). Hence the image sets of all sections s ′ i are contained in a compact subset S(ψ) of P ψ . Because all s ′ i are (j,Ĵ ′ )-holomorphic it holds that
Hence
Take 
By definition it is easy to check that the set in (99) consists of all triples (s ′ , s, a) satisfying the
in Diff(V ). Moreover, from Lemma 6.12 it is easily computed that the dimension of manifold in (99) is
On the other handα A has the pseudo-cycle representative:
consists of all pairs (σ, a) satisfying
for some h is chosen. Another important point is the maps in (99) and (103) to have precompact image sets in V . Thus they are all strong pseudo-cycles in the sense of §4.
Having the above preparation we may prove (81) and thus finish the proof of Proposition 6.7.
We only need to prove
That is, their Poincarè duality in H * c (V ) are same. But (107) is equivalent to
Therefore, one only need to prove that for every γ ∈ H * (V ) with dim γ = dim α + 2c 1 (A) + 2c 1 (T P Specially, this shows that s| W 0 − s ′ | W 0 < 1 5 δ. Thus s ′ | W 0 / ∈ A|W 0 , which leads to a contradiction.
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Now as in [LMP] it follows from Lemma 6.6 and Proposition 6.7 that every Ψ J φ,D is an isomorphism which leads to Theorem 6.4.
Remark 6.15 The conclusion of Corollary 6.3 can be actually strengthened to general case, that is, Diff(M, ∂M ) is replaced by Diff(M ). We will outline these as follows. Let [0, 1] → φ t be a smooth loop in Symp(M, ω), and ( M , ω) a noncompact symplectic manifold associated to (M, ω) as in §5. Here we need to write it in detail. Since ∂M is a hypersurface of contact type, for a contact form α on ∂M with dα = ω| ∂M the standard arguments shows that there exists a ε ∈ (0, 1) and an embedding ϕ : ∂M × 
where Θ is a one-form on ∂M × [ε, +∞) with Θ(m, z) = zα(m) at a point (m, z). Then ( M , ω) can be obtained by gluing (M, ω) and (∂M × [ε, +∞), dΘ) with ϕ. That is, (m, z) ∈ ∂M × [ε, 1] and ϕ(m, z) ∈ M are identified. Notice that φ t (∂M ) = ∂M , one can always find a ǫ ∈ (ε, 1) such that
is contained in Im(ϕ). Thus every
is an embedding of codimension zero, and it also holds that 
It is easily checked that t → φ t is a smooth loop in Symp( M , ω). Moreover, if {φ t } t∈[0,1] is generated by a smooth function H : M × R/Z → R then { φ t } is generated by the smooth function H : M × R/Z → R, (q, t) → H(m, t) if (q, t) = (m, t) ∈ M × R/Z; H(m, t) if (q, t) = ((m, z), t) ∈ (∂M × [1, +∞)) × R/Z.
Now one may construct a Hamiltonian fibre bundle P φ over S 2 with fibre ( M , ω). Furthermore, replacing H with H in the previous construction we may get a Hamiltonian 2-form Ω φ on P φ .
An important point is that (P φ , Ω φ ,Ĵ , G) is also g.bounded for some∈ J (j, J) and some complete Riemannian metric G. Suitably modifying the above arguments one may obtain the following corresponding results to Theorem 6.4 and Theorem 4.1. Using this result and the flux homomorphism theorem given in Appendix which is the version of Theorem 10.12 in [McSa2] on the compact symplectic manifold with contact type boundary we get the following strengthened version of Corollary 6.3.
Corollary 6.17 For φ ∈ π 1 (Diff(M ), id) and any two ω 1 and ω 2 in Cont(M ) it holds that φ ∈ Im(H ω 1 ) ∩ Im(S ω 2 ) if and only if φ ∈ Im(H ω 2 ) ∩ Im(S ω 1 ).
Finally, we point out that using results in §5 one can also generalize Theorem 5.A in [LMP] to the present case.
Appendix
Suitably modifying the proof of Theorem 10.12 in [McSa2] one may get the following theorem. For convenience of the readers we shall give its proof. Proof Firstly, notice that the flux homomorphism is still well-defined on Symp 0 (M, ω) or even on Symp 0 ( M , ω) and is indeed a homomorphism because there exists a natural homotopy equivalence between M and M .
Next, we only need to prove the "only if" part. Let φ t∈[0,1] be a smooth path from φ 0 = id in Symp 0 (M, ω) with Flux({φ t }) = 0. As in Remark 6.15 it is extended into a path from id in Symp 0 ( M , ω), denoted by φ t∈ [0, 1] . It has the version as in (117)(118). Denote by for 0 ≤ t ≤ 1/4, and γ t • ψ t | M = φ 1 for 1/4 ≤ t ≤ 1. That is, t → γ t • ψ t | M is only an reparametrization of the path t → φ t . This completes the proof of Theorem A.
