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ANCIENT SOLUTIONS TO THE RICCI FLOW IN
DIMENSION 3
SIMON BRENDLE
Abstract. It is known from work of Perelman that any finite-time
singularity of the Ricci flow on a compact three-manifold is modeled on
an ancient κ-solution.
We prove that the every noncompact ancient κ-solution in dimension
3 is isometric to either the shrinking cylinders (or a quotient thereof),
or the Bryant soliton.
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1. Introduction
A central issue in the study of geometry flows is to understand singularity
formation. It turns out that singularities can often be modeled on ancient
solutions; these are solutions which are defined on (−∞, T ]. The concept of
an ancient solution was first introduced in Hamilton’s work [14]. Perelman
[18] studied ancient solutions to the Ricci flow in dimension 3 which are
The author was supported by the National Science Foundation under grant DMS-
1806190 and by the Simons Foundation.
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complete; κ-noncollapsed; and have bounded and nonnegative curvature.
These solutions are referred to as ancient κ-solutions. Perelman [18] proved
that every finite time singularity of the Ricci flow in dimension 3 is modeled
on an ancient κ-solution. Moreover, he proved a deep structure theorem
for ancient κ-solutions. Roughly speaking, this theorem asserts that every
noncompact ancient κ-solution with positive sectional curvature consists of
a tube with a positively curved cap attached on one side.
The purpose of this paper is to give a classification of all noncompact
ancient κ-solutions in dimension 3. In the first part of this paper, we classify
all noncompact ancient κ-solution with rotational symmetry:
Theorem 1.1. Assume that (M,g(t)) is a three-dimensional ancient κ-
solution which is noncompact and has positive sectional curvature. If (M,g(t))
is rotationally symmetric, then (M,g(t)) is isometric to the Bryant soliton
up to scaling.
In the second part of this paper, we reduce the classification of noncom-
pact ancient κ-solutions to the rotationally symmetric case:
Theorem 1.2. Assume that (M,g(t)) is a three-dimensional ancient κ-
solution which is noncompact and has positive sectional curvature. Then
(M,g(t)) is rotationally symmetric.
Theorem 1.2 extends our earlier work [6], where we proved that the Bryant
soliton is the only noncollapsed steady Ricci solitons in dimension 3. Note
that, by work of Chen [9], every complete ancient solution to the Ricci flow
in dimension 3 has nonnegative sectional curvature.
If we combine Theorem 1.1 and Theorem 1.2, we obtain the following
result:
Theorem 1.3. Assume that (M,g(t)) is a three-dimensional ancient κ-
solution which is noncompact. Then (M,g(t)) is isometric to either a family
of shrinking cylinders (or a quotient thereof), or to the Bryant soliton.
If we combine Theorem 1.3 with work of Perelman [18], we can draw the
following conlusion:
Corollary 1.4. Consider a solution to the Ricci flow on a compact three-
manifold which forms a singularity in a finite time. Then, at the first sin-
gular time, the only possible blow-up limits are quotients of the round sphere
S3, quotients of the standard cylinder S2 × R, and the Bryant soliton.
Let us sketch how Corollary 1.4 follows from Theorem 1.3. Consider a
smooth solution of the Ricci flow on a compact three-manifold which is
defined on a finite time interval [0, T ) and becomes singular as t → T .
By work of Perelman [18], every blow-up limit as t → T is an ancient
κ-solution. If a blow-up limit is compact with strictly positive sectional
curvature, then the original flow will have positive sectional curvature for
t sufficiently close to T . A theorem of Hamilton [11] then implies that the
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original flow becomes round as t → T . If a blow-up limit is noncompact
with strictly positive sectional curvature, then it must be the Bryant soliton
by Theorem 1.3. Finally, if a blow-up limit does not have strictly positive
sectional curvature, then it must be a quotient of the cylinder by standard
isometries.
Let us mention some related work. In [10], Daskalopoulos, Hamilton,
and Sˇesˇum obtained a classification of ancient solutions to the Ricci flow in
dimension 2. In [7], we proved that the bowl soliton is the only noncompact
ancient solution to the mean curvature flow in R3 which is noncollapsed
and strictly convex. Angenent, Daskalopoulos, and Sˇesˇum [3] subsequently
obtained a classification of all compact ancient solutions to mean curvature
flow in R3 which are noncollapsed and strictly convex.
We now give an overview of the main ideas involved in the proof of Theo-
rem 1.3. The argument shares some common features with the corresponding
result for mean curvature flow in [7]. Like in [7], one key ingredient in this
paper is a Neck Improvement Theorem, which asserts that the flow tends
to become more symmetric in regions where it is approximately cylindrical.
However, there are also some crucial differences. In [7], the strategy was to
prove asymptotic estimates for general noncollapsed ancient solutions (which
are not necessarily rotationally symmetric). This made it possible to iterate
the Neck Improvement Theorem, and conclude that every noncollapsed an-
cient solution is rotationally symmetric. To prove the asymptotic estimates
in [7], we used a barrier argument together with a spectral decomposition
in Hermite polynomials (which requires a subtle localization argument to
make rigorous). However, for Ricci flow there is no good analogue of the
barrier argument, unless we assume rotational symmetry. Furthermore, the
localization trick (which is needed to make the spectral decomposition work)
uses a calibration argument (originally going back to [2]), which again has
no analogue for Ricci flow.
We now describe how to overcome these difficulties.
In the first part of this paper, we classify ancient κ-solutions with rota-
tional symmetry. In the rotationally symmetric case, we are able to use
barrier arguments. One important ingredient in the barrier construction
are the steady gradient Ricci solitons with singularity at the tip which were
found by Robert Bryant [8]. Moreover, in the rotationally symmetric case,
we are able to make the localization trick work (although the argument is
very different from the mean curvature flow case). This enables us to use
a spectral decomposition, and obtain asymptotic estimates for rotationally
symmetric ancient solutions. As a result, we are able to show that the
only ancient κ-solutions with rotational symmetry are the cylinder and the
Bryant soliton.
In the second part of this paper, we reduce the general case to the rota-
tionally symmetric case. We first establish a Neck Improvement Theorem
for Ricci flow, which tells us that a neck-like region becomes more symmetric
under the evolution. The proof of the Neck Improvement Theorem is based
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on the vector field method developed in [6], and requires a careful analysis of
the parabolic Lichnerowicz equation on the cylinder. Moreover, we are able
to show that a region which is close to a large piece of the Bryant soliton
becomes more symmetric under the evolution. Now, since our solution is of
Type II, we can find a sequence of times tˆk with the property that, if we
dilate around the point of maximum curvature curvature in (M,g(tˆk)), then
the rescaled flows converge to a steady soliton which, by [6], must be the
Bryant soliton. In particular, (M,g(tˆk)) is εˆk-symmetric for some sequence
εˆk → 0 (see Definition 9.2 for a precise definition). We now move forward in
time, starting from time tˆk. As long as the cap is close to the Bryant soliton,
the symmetry will improve. On the other hand, as long as the solution is
nearly rotationally symmetric, it will remain close to the Bryant soliton by
Theorem 1.1. Using a continuity argument, we are able to show that there
exists a sequence εk ≥ 2εˆk such that εk → 0 and (M,g(t)) is εk-symmetric
for all t ≥ tˆk. Passing to the limit as k → ∞, it follows that (M,g(t)) is
rotationally symmetric for all t.
Remark 1.5. The proof of Theorem 1.2 can be adapted to the compact case.
As a result, we are able to show that any ancient κ-solution in dimension 3
which is compact and has positive sectional curvature must be rotationally
symmetric. The classification of compact ancient solutions in dimension 3
with rotational symmetry is a very interesting open problem.
Acknowledgements. I am grateful to Robert Bryant for sharing with
me his insights on singular Ricci solitons (cf. Theorem 2.1), and to Kyeongsu
Choi for pointing out to me his variant of the Anderson-Chow estimate (cf.
Theorem B.1).
Part 1. Proof of Theorem 1.1
2. A barrier construction
Throughout this section, we assume that (M,g(t)) is a three-dimensional
ancient κ-solution which is noncompact, has positive sectional curvature,
and is rotationally symmetric. In the rotationally symmetric case, the
Ricci flow reduces to a parabolic equation for a single scalar function (see
[4]). Let us consider a one-parameter family of metrics of the form g˜(t) =
u(r, t)−1 dr ⊗ dr + r2 gS2 . The Ricci and scalar curvature of g˜ are given by
Ricg˜ = −1
r
u−1ur dr ⊗ dr +
(
1− u− 1
2
rur
)
gS2
and
R =
2
r2
(1− u− rur)
(cf. [5], Proposition 9.106). Let us choose a time-dependent vector field
V = v(r, t) ∂
∂r
. Then LV (r) = v and LV (dr) = vr dr. This gives
LV (g) = (−u−2urv + 2u−1vr) dr ⊗ dr + 2rv gS2 .
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Hence, if we put
v =
1
r
(1− u− 1
2
rur),
then we obtain
Ricg˜ − 1
2
LV (g˜) =
(
− 1
r
u−1ur +
1
2
u−2urv − u−1vr
)
dr ⊗ dr
=
1
2
u−2
(
uurr − 1
2
u2r +
1
r2
(1− u) (rur + 2u)
)
dr ⊗ dr.
Hence, if u satisfies the parabolic equation
ut = uurr − 1
2
u2r + r
−2 (1− u) (rur + 2u),
then the metrics g˜(t) satisfy
∂
∂t
g˜ = −2Ricg˜ + LV (g˜),
so the metrics g˜(t) evolve by the Ricci flow up to diffeomorphisms.
In the following, we will construct a family of functions ψa which will
serve as barriers. A key ingredient in our construction is the following result
due to Robert Bryant [8]:
Theorem 2.1 (R. Bryant [8], Section 3.4). There exists a steady Ricci
soliton which is rotationally symmetric, singular at the tip, and asymptotic
to the Bryant soliton near infinity. This soliton can be written in the form
ϕ(r)−1 dr ⊗ dr + r2 gS2 , where ϕ(r) is a positive function defined on the
interval (0,∞) satisfying
ϕ(r)ϕ′′(r)− 1
2
ϕ′(r)2 + r−2 (1− ϕ(r)) (rϕ′(r) + 2ϕ(r)) = 0.
The function ϕ(r) satisfies ϕ(r) → ∞ as r → 0. Like the Bryant soliton,
ϕ(r) satisfies an asymptotic expansion of the form ϕ(r) = r−2 + 2r−4 +
O(r−6) as r →∞.
Proof. We sketch how Theorem 2.1 follows from Robert Bryant’s results.
In equation (3.26) in [8], Robert Bryant considers the ODE du
ds
= u(1−u
2)s2
(2−s2)(u+s) .
It is shown in [8] that this ODE admits a solution u(s) which is defined for
s ∈ (−√2, 0), takes values in the interval (0, 1), and satisfies u(s) → 1 as
s → −√2 and u(s) → 0 as s → 0. Given a solution u(s) of this ODE,
the metric g = 1−u
2
(u+s)2(2−s2)2 ds ⊗ ds + 1−u
2
u2(2−s2) gS2 will be a steady gradient
Ricci soliton (cf. equation (3.28) in [8]). The metric g can be rewritten as
g = ϕ(r)−1 dr⊗dr+r2 gS2 , where ϕ is defined by ϕ
(√
1−u2
u2(2−s2)
)
= s
2
2−s2 . The
function ϕ(r) satisfies the ODE ϕ(r)ϕ′′(r)− 12 ϕ′(r)2+r−2 (1−ϕ(r)) (rϕ′(r)+
2ϕ(r)) = 0. Moreover, ϕ(r)→∞ as r → 0. Finally, after replacing ϕ(r) by
ϕ(cr) for a suitable constant c > 0, the function ϕ(r) will have the desired
asymptotic expansion as r →∞. From this, Theorem 2.1 follows.
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In fact, Robert Bryant proves that there is a one-parameter family of
such singular steady Ricci solitons, but one example will be sufficient for
our purposes. In the following, we fix a function ϕ as in Theorem 2.1.
Moreover, we fix a positive number r∗ such that ϕ(r∗) = 2.
Let us choose a smooth function ζ on the interval (0, 98 ] such that
d
ds
[
(s−2 − 1)−1ζ(s)] = (s−2 − 1)−2 [2s−3 − 5s−6 − 1
2
s27
]
.
Note that
(s−2 − 1)−2
[
2s−3 − 5s−6 − 1
2
s27
]
= −5s−2 +O(1)
as s→ 0, and
(s−2 − 1)−2
[
2s−3 − 5s−6 − 1
2
s27
]
= −7
8
(1− s)−2 +O(1)
as s → 1. The first statement gives ζ(s) = 5s−3 + O(s−2) as s → 0.
The second statement implies that ζ(s) is indeed smooth at s = 1, and
ζ(1) = −74 .
Lemma 2.2. We can find a large constant N with the following property.
If we define
ψa(s) := ϕ(as)− a−2 + a−4ζ(s)
for s ∈ [Na−1, 98 ], then
ψa(s)ψ
′′
a(s)−
1
2
ψ′a(s)
2 + s−2 (1− ψa(s)) (sψ′a(s) + 2ψa(s))− sψ′a(s) < 0
for s ∈ [Na−1, 98 ].
Proof. The function ζ satisfies
s−2(sζ ′(s) + 2ζ(s))− sζ ′(s) = s (s−2 − 1)2 d
ds
[
(s−2 − 1)−1ζ(s)]
= 2s−2 − 5s−5 − 1
2
s28.
This gives
s−2(sψ′a(s) + 2ψa(s))− sψ′a(s)
= s−2(asϕ′(as) + 2ϕ(as)) − asϕ′(s)− 2a−2s−2 + 2a−4s−2 − 5a−4s−5 − 1
2
a−4s28
= s−2(asϕ′(as) + 2ϕ(as)) + 8a−4s−4 + 2a−4s−2 − 5a−4s−5 − 1
2
a−4s28 +O(a−6s−6)
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for s ∈ [r∗a−1, 98 ]. Moreover, we have
ψa(s)ψ
′′
a(s)−
1
2
ψ′a(s)
2 − s−2 ψa(s) (sψ′a(s) + 2ψa(s))
= a2ϕ(as)ϕ′′(as)− 1
2
a2ϕ′(as)2 − s−2 ϕ(as) (asϕ′(s) + 2ϕ(as))
− 2a−4s−2 − ϕ′′(as) + a−2s−2 (asϕ′(as) + 4ϕ(as)) +O(a−6s−7)
= a2ϕ(as)ϕ′′(as)− 1
2
a2ϕ′(as)2 − s−2 ϕ(as) (asϕ′(s) + 2ϕ(as))
− 2a−4s−2 − 4a−4s−4 +O(a−6s−7)
for s ∈ [r∗a−1, 98 ]. We now add both identities and use the ODE satisfied by
ϕ(r). This gives
ψa(s)ψ
′′
a(s)−
1
2
ψ′a(s)
2 + s−2 (1− ψa(s)) (sψ′a(s) + 2ψa(s))− sψ′a(s)
= 4a−4s−4 − 5a−4s−5 − 1
2
a−4s28 +O(a−6s−7)
for s ∈ [r∗a−1, 98 ]. Clearly, the expression on the right hand side is negative
if s ∈ [Na−1, 98 ] and N is sufficiently large. This completes the proof of
Lemma 2.2.
From now on, we will fix N as in Lemma 2.2. For a large, we can find
a smooth function βa(r) such that βa(N) = a
−3ζ(Na−1) − a−1, β′a(N) =
a−4ζ ′(Na−1), and
ϕ(r)β′′a(r) + ϕ
′′(r)βa(r)− ϕ′(r)β′a(r)
+ r−2 (1− ϕ(r)) (rβ′a(r) + 2βa(r))
− r−2 βa(r) (rϕ′(r) + 2ϕ(r))
= −1
for r ∈ [r∗, N ]. Note that βa(N) and β′a(N) are uniformly bounded indepen-
dent of a. Consequently, the function βa and all its derivatives are uniformly
bounded on the interval [r∗, N ], and the bounds are independent of a.
Lemma 2.3. If we define ψa(s) := ϕ(as)+a
−1βa(as) for s ∈ [r∗a−1, Na−1],
then
ψa(s)ψ
′′
a(s)−
1
2
ψ′a(s)
2 + s−2 (1− ψa(s)) (sψ′a(s) + 2ψa(s))− sψ′a(s) < 0
for all s ∈ [r∗a−1, Na−1].
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Proof. Using the ODEs for ϕ(r) and βa(r), we obtain
ψa(s)ψ
′′
a(s)−
1
2
ψ′a(s)
2 + s−2 (1− ψa(s)) (sψ′a(s) + 2ψa(s))
= a2
[
ϕ(as)ϕ′′(as)− 1
2
ϕ′(as)2 + (as)−2 (1− ϕ(as)) (asϕ′(as) + 2ϕ(as))
]
+ a
[
ϕ(as)β′′a (as) + ϕ
′′(as)βa(as)− ϕ′(as)β′a(as)
+ (as)−2 (1− ϕ(as)) (asβ′a(as) + 2βa(as))
− (as)−2 βa(as) (asϕ′(as) + 2ϕ(as))
]
+
[
βa(as)β
′′
a(as)−
1
2
β′a(as)
2 − (as)−2 βa(as) (asβ′a(as) + 2βa(as))
]
≤ −a+ C
for all s ∈ [r∗a−1, Na−1]. On the other hand,
sψ′a(s) = asϕ
′(as) + sβ′a(as) ≥ −C
for all s ∈ [r∗a−1, Na−1]. Hence, if a is sufficiently large, then
ψa(s)ψ
′′
a(s)−
1
2
ψ′a(s)
2 + s−2 (1− ψa(s)) (sψ′a(s) + 2ψa(s)) < sψ′a(s)
for all s ∈ [r∗a−1, Na−1].
Proposition 2.4. The function
ψa(s) =
{
ϕ(as)− a−2 + a−4ζ(s) for s ∈ [Na−1, 98 ]
ϕ(as) + a−1βa(as) for s ∈ [r∗a−1, Na−1]
is continuously differentiable. Moreover,
ψa(s)ψ
′′
a(s)−
1
2
ψ′a(s)
2 + s−2 (1− ψa(s)) (sψ′a(s) + 2ψa(s))− sψ′a(s) < 0
for all s ∈ [r∗a−1, 98 ].
Proof. Recall that βa(N) = a
−3ζ(Na−1) − a−1, β′a(N) = a−4ζ ′(Na−1).
This implies that ψa is continuously differentiable at s = Na
−1. This proves
the first statement. The second statement follows from Lemma 2.2 and
Lemma 2.3.
Proposition 2.5. There exists a small constant θ > 0 such that ψa(s) ≥
a−2(s−2−1)+ 116 a−4 for all s ∈ [1−θ, 1+θ]. In particular, if a is sufficiently
large, then ψa(s) ≥ 132 a−4 for s ∈ [r∗a−1, 1 + 1100 a−2].
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Proof. Since 2 + ζ(1) = 14 , we can choose θ small enough so that 2s
−4 +
ζ(s) ≥ 18 for all s ∈ [1− θ, 1 + θ]. This gives
ψa(s) = ϕ(as)− a−2 + a−4ζ(s)
= a−2(s−2 − 1) + a−4(2s−4 + ζ(s)) +O(a−6)
≥ a−2(s−2 − 1) + 1
8
a−4 +O(a−6)
for all s ∈ [1 − θ, 1 + θ]. Hence, if a is sufficiently large, then ψa(s) ≥
a−2(s−2 − 1) + 116 a−4 for all s ∈ [1 − θ, 1 + θ]. In particular, ψa(s) ≥ 132 a4
for all s ∈ [1− θ, 1 + 1100 a−2] if a is sufficiently large. On the other hand, it
is easy to see that ψa(s) ≥ 132 a−4 for all s ∈ [r∗a−1, 1− θ] if a is sufficiently
large. This proves the assertion.
In the remainder of this section, we will set up a barrier argument based on
the functions ψa. As above, we assume that (M,g(t)) is a three-dimensional
ancient κ-solution which is noncompact, has positive sectional curvature,
and is rotationally symmetric. After a reparametrization, the metric is given
by g˜(t) = u(r, t)−1 dr ⊗ dr + r2 gS2 , where u satisfies
ut = uurr − 1
2
u2r + r
−2 (1− u) (rur + 2u).
The function u has a natural geometric interpretation. Namely, we can view
the radius r as a scalar function on M . Then u = |dr|2
g˜(t). In particular, u
is very small on a neck.
Lemma 2.6. We have u(r, t) ≤ 1, ur(r, t) ≤ 0, and v(r, t) ≥ 0 at each point
in space-time. Moreover, 1−u(r, t) = O(r2) and v(r, t) = O(r) near the tip.
Proof. Since (M,g(t)) has positive Ricci curvature, we have ur(r, t) ≤ 0
and v(r, t) ≥ 0 at each point in space-time. Since u(0, t) = 1, it follows
that u(r, t) ≤ 1. Moreover, since (M,g(t)) is smooth at the tip, we obtain
1− u(r, t) = O(r2) and v(r, t) = O(r) as r → 0.
Lemma 2.7. Given any δ > 0, we have lim inft→−∞ supr≥δ√−t u(r, t) = 0.
Proof. Let ε > 0 be given. For each t, we denote by Rmax(t) the
supremum of the scalar curvature of (M,g(t)). By work of Perelman [18],
the set of all points in (M,g(t)) that do not lie on an ε-neck has diameter
less than C(ε)Rmax(t)
− 1
2 (see Theorem A.2 and Corollary A.3). Hence, if
r > C(ε)Rmax(t)
− 1
2 at some point in spacetime, then that point lies on an
ε-neck, and we have u ≤ 2ε. Thus,
sup
r>C(ε)Rmax(t)
− 12
u(r, t) ≤ 2ε
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for each t. On the other hand, we know that our ancient solution is of Type
II (cf. [21]), so that lim supt→∞(−t)Rmax(t) = ∞. Putting these facts to-
gether, we conclude that lim inft→−∞ supr≥δ√−t u(r, t) = 0 for each δ > 0.
This completes the proof of Lemma 2.7.
Proposition 2.8. There exists a large number K with the following prop-
erty. Suppose that a ≥ K and t¯ ≤ 0. Moreover, suppose that r¯(t) is a
function satisfying
∣∣ r¯(t)√−2t − 1∣∣ ≤ 1100 a−2 and u(r¯(t), t) ≤ 132 a−4 for all t ≤ t¯.
Then u(r, t) ≤ ψa( r√−2t) for all t ≤ t¯ and r∗a−1
√−2t ≤ r ≤ r¯(t). In
particular, u(r, t) ≤ Ca−2 for all t ≤ t¯ and 12
√−2t ≤ r ≤ r¯(t).
Proof. By Proposition 2.5, we can find a large constant K such that
ψa(s) ≥ 132 a−4 for all s ∈ [r∗a−1, 1 + 1100 a−2] and all a ≥ K. Moreover, we
can arrange that 1 + a−1βa(r∗) ≥ 0 for all a ≥ K.
We claim that K has the desired property. To see this, suppose that
a ≥ K, and r¯(t) is a function satisfying ∣∣ r¯(t)√−2t−1∣∣ ≤ 1100 a−2 and u(r¯(t), t) ≤
1
32 a
−4 for all t ≤ t¯. Then
ψa
( r¯(t)√−2t
)
− u(r¯(t), t) ≥ 1
32
a−4 − u(r¯(t), t) ≥ 0
for all t ≤ t¯. Moreover, since ϕ(r∗) = 2, we have
ψa(r∗a−1)− u(r∗a−1
√−2t, t)
= 2 + a−1βa(r∗)− u(r∗a−1
√−2t, t) ≥ 1 + a−1βa(r∗) ≥ 0
for all t ≤ t¯. On the other hand, Lemma 2.7 implies
lim sup
t→−∞
inf
r∗a−1
√−2t≤r≤r¯(t)
ψa
( r√−2t
)
− u(r, t) > 0.
Using Proposition 2.4 and the maximum principle, we obtain
ψa
( r√−2t
)
− u(r, t) ≥ 0
for all t ≤ t¯ and r∗a−1
√−2t ≤ r ≤ r¯(t). This completes the proof of Propo-
sition 2.8.
Proposition 2.9. Suppose that there exists a function r¯(t) such that r¯(t) =√−2t + O(1) and u(r¯(t), t) ≤ O( 1(−t)) as t → −∞. Then we can find a
large constant K ≥ 100 such that u(r, t) ≤ ψa( r√−2t+Ka2 ) whenever a ≥ K,
t ≤ −K2a2, and r∗a−1
√−2t+Ka2 ≤ r ≤ r¯(t). Note that K is independent
of a and t. In particular, for t = −K2a2, the set {r ≤ 12
√−2t} ⊂ (M,g(t))
has diameter at least ∼ (−t).
Proof. We can choose K ≥ 100 sufficiently large so that the following
holds:
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• r¯(t)√−(2+K−1)t ≥ 1− θ for all t ≤ −K
4.
• r¯(t)2 + 2t ≤
√
K
10 r¯(t) for all t ≤ −K4.
• u(r¯(t), t) ≤ K
2r¯(t)2
for all t ≤ −K4.
• ψa(s) ≥ a−2(s−2− 1) + 1100 a−4 for all s ∈ [1− θ, 1+ 1100 a−2] and all
a ≥ K.
• 1 + a−1βa(r∗) ≥ 0 for all a ≥ K.
We claim that K has the desired property. To prove this, we fix an arbitrary
number a ≥ K. Clearly, r¯(t)√−2t+Ka2 ≥
r¯(t)√
−(2+K−1)t ≥ 1−θ for all t ≤ −K
2a2.
Moreover, using the inequality r¯(t)2 + 2t ≤
√
K
10 r¯(t), we obtain
−2t+Ka2
r¯(t)2
− 1 + 1
100
a−2 =
Ka2
r¯(t)2
− r¯(t)
2 + 2t
r¯(t)2
+
1
100
a−2
≥ Ka
2
r¯(t)2
−
√
K
10r¯(t)
+
1
100
a−2
=
3Ka2
4r¯(t)2
+
(√Ka
2r¯(t)
− 1
10
a−1
)2
for all t ≤ −K2a2. Since the right hand side is positive, it follows that
r¯(t)√−2t+Ka2 ≤ (1−
1
100 a
−2)−
1
2 ≤ 1 + 1100 a−2. Consequently,
ψa
( r¯(t)√−2t+Ka2
)
− u(r¯(t), t)
≥ a−2
(−2t+Ka2
r¯(t)2
− 1
)
+
1
100
a−4 − u(r¯(t), t)
≥ 3K
4r¯(t)2
− u(r¯(t), t)
≥ 0
for all t ≤ −K2a2. Moreover, since ϕ(r∗) = 2 and u ≤ 1, we have
ψa(r∗a−1)− u(r∗a−1
√
−2t+Ka2, t)
= 2 + a−1βa(r∗)− u(r∗a−1
√
−2t+Ka2, t) ≥ 1 + a−1βa(r∗) ≥ 0
for all t ≤ −K2a2. On the other hand, Lemma 2.7 implies
lim sup
t→−∞
inf
r∗a−1
√−2t+Ka2≤r≤r¯(t)
ψa
( r√−2t+Ka2
)
− u(r, t) > 0.
Using Proposition 2.4 and the maximum principle, we obtain
ψa
( r√−2t+Ka2
)
− u(r, t) ≥ 0
for all t ≤ −K2a2 and r∗a−1
√−2t+Ka2 ≤ r ≤ r¯(t). This proves the first
statement.
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To prove the second statement, we observe that∫ 1
4
√−2t+Ka2
r∗a−1
√−2t+Ka2
u(r, t)−
1
2 dr ≥
∫ 1
4
√−2t+Ka2
r∗a−1
√−2t+Ka2
ψa
( r√−2t+Ka2
)− 1
2
dr
=
√
−2t+Ka2
∫ 1
4
r∗a−1
ψa(s)
− 1
2 ds
≥ a
C
√
−2t+Ka2
for t ≤ −K2a2. Hence, for each t ≤ −K2a2, the set {r ≤ 14
√−2t+Ka2} ⊂
(M,g(t)) has diameter at least ∼ a√−2t+Ka2. Since 14
√−2t+Ka2 ≤
1
4
√−(2 +K−1)t ≤ 12√−2t for t ≤ −K2a2, it follows that the set {r ≤
1
2
√−2t} ⊂ (M,g(t)) has diameter at least ∼ a√−2t+Ka2 for each t ≤
−K2a2. Putting t = −K2a2, the assertion follows.
3. Asymptotics of ancient solutions with rotational symmetry
We continue to assume that (M,g(t)) is a three-dimensional ancient κ-
solution which is noncompact, has positive sectional curvature, and is ro-
tationally symmetric. Let q ∈ M be a fixed reference point satisfying
supt≤0(−t)R(q, t) ≤ 100; such a point exists by Theorem A.5.
Proposition 3.1. If we dilate (M,g(t)) around q by the factor (−t)− 12 , then
the rescaled manifolds converge in the Cheeger-Gromov sense to a cylinder
of radius
√
2.
Proof. Recall that supt≤0(−t)R(q, t) ≤ 100 by our choice of q. Let ℓ de-
note the reduced distance from (q, 0). Moreover, let us consider an arbitrary
sequence of times tk → −∞. Then ℓ(q, tk) ≤ 12√−tk
∫ 0
tk
√−tR(q, t) dt ≤ 1000
if k is sufficiently large. Hence, if we dilate the flow (M,g(t)) around (q, tk)
by the factor (−tk)− 12 , then the rescaled flows converge in the Cheeger-
Gromov sense to a shrinking gradient Ricci soliton (see [18], Section 11),
and this asymptotic soliton must be a cylinder (cf. [19], Section 1). This
completes the proof.
For each t, we denote by r¯(t) the radius of the sphere of symmetry passing
through q. Since q is fixed, r¯(t) satisfies the following ODE:
r¯′(t) = −v(r¯(t), t) = − 1
r¯(t)
(1− u(r¯(t), t)− 1
2
r¯(t)ur(r¯(t), t)).
We define a function F (z, t) by
F
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
= ρ.
In other words, for each time t, the function F (z, t) tells us the radius at
distance z from the reference point q.
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Proposition 3.2. The function F satisfies
0 = Ft(z, t) − Fzz(z, t) + F (z, t)−1 (1 + Fz(z, t)2)
+ 2Fz(z, t)
[
− F (0, t)−1 Fz(0, t) +
∫ F (z,t)
F (0,t)
1
r2
u(r, t)
1
2 dr
]
.
Proof. Differentiating the identity
ρ = F
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
with respect to ρ gives
1 = Fz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
u(ρ, t)−
1
2 .
Taking another derivative with respect to ρ gives
0 = Fzz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
u(ρ, t)−1
− 1
2
Fz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
u(ρ, t)−
3
2 ur(ρ, t).
Therefore,
Fz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
= u(ρ, t)
1
2
and
Fzz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
=
1
2
ur(ρ, t).
Using the identity
∂
∂t
(u−
1
2 ) = −1
2
u−
3
2
(
uurr − 1
2
u2r +
1
r2
(1− u) (rur + 2u)
)
=
∂
∂r
(1
r
u−
1
2 (1 + u− 1
2
rur)
)
+
2
r2
u
1
2 ,
we obtain
∂
∂t
(∫ ρ
r¯(t)
u−
1
2 dr
)
=
1
ρ
u(ρ, t)−
1
2 (1 + u(ρ, t)− 1
2
ρ ur(ρ, t))
− 1
r¯(t)
u(r¯(t), t)−
1
2 (1 + u(r¯(t), t)− 1
2
r¯(t)ur(r¯(t), t))
− u(r¯(t), t)− 12 r¯′(t) +
∫ ρ
r¯(t)
2
r2
u
1
2 dr
=
1
ρ
u(ρ, t)−
1
2 (1 + u(ρ, t)− 1
2
ρ ur(ρ, t))
− 2
r¯(t)
u(r¯(t), t)
1
2 +
∫ ρ
r¯(t)
2
r2
u
1
2 dr.
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Consequently,
0 = Ft
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
+ Fz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
1
ρ
u(ρ, t)−
1
2 (1 + u(ρ, t)− 1
2
ρ ur(ρ, t))
+ 2Fz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)[
− 1
r¯(t)
u(r¯(t), t)
1
2 +
∫ ρ
r¯(t)
1
r2
u(r, t)
1
2 dr
]
.
Putting these facts together, we conclude that
0 = Ft
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
− Fzz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)
+ F
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)−1 [
1 + Fz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)2]
+ 2Fz
(∫ ρ
r¯(t)
u(r, t)−
1
2 dr, t
)[
− 1
r¯(t)
u(r¯(t), t)
1
2 +
∫ ρ
r¯(t)
1
r2
u(r, t)
1
2 dr
]
.
Therefore, the function F (z, t) satisfies
0 = Ft(z, t) − Fzz(z, t) + F (z, t)−1 (1 + Fz(z, t)2)
+ 2Fz(z, t)
[
− 1
r¯(t)
u(r¯(t), t)
1
2 +
∫ F (z,t)
r¯(t)
1
r2
u(r, t)
1
2 dr
]
.
Using the relations F (0, t) = r¯(t) and Fz(0, t) = u(r¯(t), t)
1
2 , the assertion
follows.
Corollary 3.3. The function F satisfies∣∣∣Ft(z, t)− Fzz(z, t) + F (z, t)−1 (1 + Fz(z, t)2)∣∣∣
≤ 2F (0, t)−1 Fz(0, t)Fz(z, t)
+ 2
∣∣∣ 1
F (z, t)
− 1
F (0, t)
∣∣∣ max{Fz(z, t), Fz(0, t)}Fz(z, t).
Proof. Since u(r, t) is a monotone decreasing function of r, we have
sup
r∈[F (0,t),F (z,t)]
u(r, t)
1
2 ≤ max{Fz(z, t), Fz(0, t)},
hence∣∣∣∣
∫ F (z,t)
F (0,t)
1
r2
u(r, t)
1
2 dr
∣∣∣∣ ≤
∣∣∣ 1
F (z, t)
− 1
F (0, t)
∣∣∣ max{Fz(z, t), Fz(0, t)}.
Therefore, the assertion follows from Proposition 3.2.
We now perform a rescaling. For τ ≤ 0, we put
G(ξ, τ) := e
τ
2 F (e−
τ
2 ξ,−e−τ )−
√
2.
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Since u(r, t) > 0 and ur(r, t) ≤ 0, it follows that Gξ(ξ, τ) > 0 and Gξξ(ξ, τ) ≤
0.
Proposition 3.4. The higher derivatives of G(ξ, τ) satisfy
∣∣ ∂m
∂ξm
G(ξ, τ)
∣∣ ≤
C(m) whenever |G(ξ, τ)| + |Gξ(ξ, τ)| ≤ 11000 . Moreover, G(ξ, τ) → 0 as
τ → −∞ in C∞loc.
Proof. By work of Perelman [18], the m-th order covariant derivatives
of the curvature tensor are bounded by C(m)R1+
m
2 . Hence, if we rescale
to make the scalar curvature equal to 1 at some point, then after rescaling
the m-th order covariant derivatives of the curvature tensor are bounded
by C(m) at that point. From this, the first statement follows easily. The
second statement is a consequence of Proposition 3.1.
Proposition 3.5. The function G satisfies∣∣∣Gτ (ξ, τ)−Gξξ(ξ, τ) + 1
2
ξ Gξ(ξ, τ)
− 1
2
(
√
2 +G(ξ, τ)) + (
√
2 +G(ξ, τ))−1 (1 +Gξ(ξ, τ)2)
∣∣∣
≤ 2 (
√
2 +G(0, τ))−1 Gξ(0, τ)Gξ(ξ, τ)
+ 2
∣∣∣ 1√
2 +G(ξ, τ)
− 1√
2 +G(0, τ)
∣∣∣ max{Gξ(ξ, τ), Gξ(0, τ)}Gξ(ξ, τ).
Proof. This follows immediately from Corollary 3.3.
For each k, we define
δk := sup
τ≤−k
|G(0, τ)| +Gξ(0, τ)
= sup
t≤−ek
∣∣∣ 1√−t F (0, t)−
√
2
∣∣∣+ Fz(0, t)
= sup
t≤−ek
∣∣∣ 1√−t r¯(t)−
√
2|+ u(r¯(t), t) 12 .
Clearly, δk is a decreasing sequence of positive numbers. Moreover, δk → 0
by Proposition 3.4.
Lemma 3.6. We have |G(ξ, τ)|+ |Gξ(ξ, τ)|+ |Gξξ(ξ, τ)| ≤ Cδ
1
8
k for τ ≤ −k
and |ξ| ≤ δ−
1
100
k .
Proof. By definition of δk, we have
∣∣ r¯(t)√−2t−1∣∣ ≤ δk and u(r¯(t), t) ≤ δ2k for
all t ≤ −ek. We now apply Proposition 2.8 with t¯ = −ek and a = 110 δ
− 1
2
k .
Using Proposition 2.8, we conclude that u(r, t) ≤ Cδk for all t ≤ −ek and
all 12
√−2t ≤ r ≤ r¯(t). This implies 0 ≤ Gξ(ξ, τ) ≤ Cδ
1
2
k whenever τ ≤ −k
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and − 1√
2
≤ G(ξ, τ) ≤ G(0, τ). Since |G(0, τ)| ≤ δk for τ ≤ −k, we conclude
that |G(ξ, τ)| + |Gξ(ξ, τ)| ≤ Cδ
1
4
k for all τ ≤ −k and −δ
− 1
100
k ≤ ξ ≤ 0.
On the other hand, sinceGξξ(ξ, τ) ≤ 0 we obtain 0 ≤ Gξ(ξ, τ) ≤ Gξ(0, τ) ≤
δk for all τ ≤ −k and 0 ≤ ξ ≤ δ−
1
100
k . Since |G(0, τ)| ≤ δk, it follows that
|G(ξ, τ)| + |Gξ(ξ, τ)| ≤ Cδ
1
4
k for τ ≤ −k and 0 ≤ ξ ≤ δ
− 1
100
k .
Finally, using standard interpolation inequalities, we obtain |Gξξ(ξ, τ)| ≤
Cδ
1
8
k for τ ≤ −k and |ξ| ≤ δ
− 1
100
k . This completes the proof of Lemma 3.6.
Lemma 3.7. We have
|Gξ(0, τ)|4 ≤ Cδ
1
100
k
∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 |G(ξ, τ)|2 dξ
and
∫
{|ξ|≤δ−
1
100
k }
e−
ξ2
4 |Gξ(ξ, τ)|4 dξ ≤ Cδ
1
100
k
∫
{|ξ|≤δ−
1
100
k }
e−
ξ2
4 |G(ξ, τ)|2 dξ
+C exp(−1
8
δ
− 1
50
k )
for τ ≤ −k.
Proof. Using standard interpolation inequalities, we obtain
|Gξ(0, τ)|4 ≤ C
(∫
{|ξ|≤1}
|G(ξ, τ)|2 dξ
) 3
2
≤ Cδ
1
100
k
∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 |G(ξ, τ)|2 dξ
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for τ ≤ −k. This proves the first statement. To prove the second statement,
we use integration by parts. This gives∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 Gξ(ξ, τ)
4 dξ
≤ −3
∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 Gξ(ξ, τ)
2G(ξ, τ)Gξξ(ξ, τ) dξ
+
1
2
∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 ξ Gξ(ξ, τ)
3G(ξ, τ) dξ
+ C exp(−1
8
δ
− 1
50
k )
≤ Cδ
1
100
k
∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 Gξ(ξ, τ)
2 |G(ξ, τ)| dξ
+ C exp(−1
8
δ
− 1
50
k )
≤ Cδ
1
100
k
∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 (Gξ(ξ, τ)
4 +G(ξ, τ)2) dξ
+ C exp(−1
8
δ
− 1
50
k )
for τ ≤ −k. From this, the assertion follows.
Lemma 3.8. We have∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 |Gτ (ξ, τ)−Gξξ(ξ, τ) + 1
2
ξ Gξ(ξ, τ)−G(ξ, τ)|2 dξ
≤ Cδ
1
100
k
∫
{|ξ|≤δ−
1
100
k
}
e−
ξ2
4 |G(ξ, τ)|2 dξ + C exp(−1
8
δ
− 1
50
k )
for τ ≤ −k.
Proof. Using Proposition 3.5, we obtain the pointwise estimate∣∣∣Gτ (ξ, τ)−Gξξ(ξ, τ) + 1
2
ξ Gξ(ξ, τ)−G(ξ, τ)
∣∣∣
≤ C G(ξ, τ)2 + C Gξ(ξ, τ)2 + C Gξ(0, τ)Gξ(ξ, τ)
≤ C δ
1
100
k G(ξ, τ) + C Gξ(ξ, τ)
2 + C Gξ(0, τ)
2
for τ ≤ −k and |ξ| ≤ δ−
1
100
k . Hence, the assertion follows from Lemma 3.7.
We now perform a spectral decomposition for the operator −Gξξ+ 12 ξ Gξ−
G. This operator is symmetric with respect to the inner product ‖G‖2H =∫
R
e−
|ξ|2
4 G2 dξ. The eigenvalues of this operator are n2 − 1, and the corre-
sponding eigenfunctions are Hn(
ξ
2), where Hn is the n-th Hermite polyno-
mial. Let us write H = H+ ⊕H0 ⊕H−, where the subspace H+ is defined
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as the span of H0(
ξ
2) and H1(
ξ
2 ), the subspace H0 is defined as the span of
H2(
ξ
2), and H− is the orthogonal complement of H+ ⊕ H0. Moreover, let
P+, P0, and P− denote the orthogonal projections associated with the direct
sum H = H+ ⊕ H0 ⊕ H−. Let χ denote a cutoff function satisfying χ = 1
on [−12 , 12 ] and χ = 0 outside of [−1, 1]. We define
γj := sup
τ∈[−j−1,−j]
∫
{|ξ|≤δ−
1
100
j }
e−
ξ2
4 |G(ξ, τ)χ(δ
1
100
j ξ)|2 dξ,
γ+j := sup
τ∈[−j−1,−j]
∫
{|ξ|≤δ−
1
100
j }
e−
ξ2
4 |P+(G(ξ, τ) χ(δ
1
100
j ξ)|2 dξ,
γ0j := sup
τ∈[−j−1,−j]
∫
{|ξ|≤δ−
1
100
j }
e−
ξ2
4 |P0(G(ξ, τ)χ(δ
1
100
j ξ)|2 dξ,
γ−j := sup
τ∈[−j−1,−j]
∫
{|ξ|≤δ−
1
100
j }
e−
ξ2
4 |P−(G(ξ, τ) χ(δ
1
100
j ξ))|2 dξ.
Clearly, 1
C
γj ≤ γ+j + γ0j + γ0j ≤ C γj . Using Lemma 3.8, we find
γ+j+1 ≤ −e−1 γ+j + Cδ
1
200
j (γj + γj+1) + C exp(−δ
− 1
200
j ),
|γ0j+1 − γ0j | ≤ Cδ
1
200
j (γj + γj+1) + C exp(−δ
− 1
200
j ),
γ−j+1 ≥ e γ−j − Cδ
1
200
j (γj + γj+1) + C exp(−δ
− 1
200
j ).
We next define
Γk := sup
j≥k
γj ,
Γ+k = sup
j≥k
γ+j ,
Γ0k = sup
j≥k
γ0j ,
Γ−k = sup
j≥k
γ−j .
Clearly, 1
C
Γk ≤ Γ+k + Γ0k + Γ0k ≤ C Γk. Using Lemma 3.6, we obtain
γj ≤ C sup
τ∈[−j−1,−j]
sup
{|ξ|≤δ−
1
100
j }
|G(ξ, τ)|2 ≤ Cδ
1
8
j ,
hence
Γk ≤ Cδ
1
8
k → 0.
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Finally,
Γ+k+1 ≤ e−1 Γ+k + Cδ
1
200
k Γk + C exp(−δ
− 1
200
k ),
|Γ0k+1 − Γ0k| ≤ Cδ
1
200
k Γk + C exp(−δ
− 1
200
k ),
Γ−k+1 ≥ eΓ−k − Cδ
1
200
k Γk + C exp(−δ
− 1
200
k ).
Now, the key observation is that
δ4k = sup
τ≤−k
(|G(0, τ)| +Gξ(0, τ))4 ≤ C Γk
by standard interpolation inequalities. Consequently, exp(−δ−
1
200
k ) ≤ Cδ5k ≤
CδkΓk. Thus, we conclude that
Γ+k+1 ≤ e−1 Γ+k + Cδ
1
200
k Γk,
|Γ0k+1 − Γ0k| ≤ Cδ
1
200
k Γk,
Γ−k+1 ≥ eΓ−k − Cδ
1
200
k Γk.
The following lemma is inspired by a lemma of Merle and Zaag (cf. [16],
Lemma A.1):
Lemma 3.9. We either have Γ0k + Γ
−
k ≤ o(1) Γ+k , or Γ+k + Γ−k ≤ o(1) Γ0k.
Proof. We first observe that Γ−k is a decreasing sequence. This implies
Γ−k ≥ Γ−k+1 ≥ eΓ−k − o(1) Γk. Thus, Γ−k ≤ o(1) Γk. If lim supk→∞
Γ0
k
Γ+
k
= 0,
then Γ0k + Γ
−
k ≤ o(1) Γ+k , and we are done. Hence, it remains to consider
the case lim supk→∞
Γ0k
Γ+
k
> 0. Fix α > 0 so that lim supk→∞
Γ0k
Γ+
k
> α. If
Γ0k ≥ αΓ+k and k is sufficiently large, then
Γ0k+1 − e
1
2αΓ+k+1 ≥ Γ0k − e−
1
2αΓ+k − o(1) Γk ≥ 0.
Hence, if lim supk→∞
Γ0k
Γ+k
> α, then lim infk→∞
Γ0k
Γ+k
≥ e 12α. Iterating this
argument, we conclude that lim infk→∞
Γ0k
Γ+
k
= ∞. This implies Γ+k + Γ−k ≤
o(1) Γ0k. This completes the proof of Lemma 3.9.
By Lemma 3.9, we either have Γ0k +Γ
−
k ≤ o(1) Γ+k , or Γ+k +Γ−k ≤ o(1) Γ0k.
Suppose we are in the second case. We can choose for each k an integer
jk ≥ k and a time τk ∈ [−jk − 1,−jk] such that
Γk = γjk =
∫
{|ξ|≤δ−
1
100
jk
}
e−
ξ2
4 |G(ξ, τk)χ(δ
1
100
jk
ξ)|2 dξ.
Since Γ+k +Γ
−
k ≤ o(1) Γ0k, the function ξ 7→ Γ
− 1
2
k G(ξ, τk)χ(δ
1
100
jk
ξ) is close, in
H, to a constant multiple of the second Hermite polynomialH2( ξ2). However,
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this is impossible since the function ξ 7→ G(ξ, τk) is monotone increasing.
Therefore, the second case cannot occur. By Lemma 3.9, we must have
Γ0k + Γ
−
k ≤ o(1) Γ+k . This implies Γ+k+1 ≤ e−1 Γ+k + Cδ
1
200
k Γ
+
k . Iterating this
estimate gives Γ+k ≤ O(e−(1−ε)k), hence Γk ≤ O(e−(1−ε)k) for each ε > 0.
This implies δk ≤ O(e− k4 ). Since Γ+k+1 ≤ e−1 Γ+k + Cδ
1
200
k Γ
+
k , we conclude
that Γ+k ≤ O(e−k), hence Γk ≤ O(e−k).
Using Lemma 3.8 and the estimate Γk ≤ O(e−k), we obtain∫
{|ξ|≤10}
|Gτ (ξ, τ)−Gξξ(ξ, τ) + 1
2
ξ Gξ(ξ, τ)−G(ξ, τ)|2 dξ ≤ O(e−(1+
1
1000
)k)
for all τ ≤ −k. Using standard interpolation inequalities, we obtain
sup
{|ξ|≤10}
|Gτ (ξ, τ) −Gξξ(ξ, τ) + 1
2
ξ Gξ(ξ, τ) −G(ξ, τ)|2 ≤ O(e−k)
for all τ ≤ −k. Since Γk ≤ O(e−k), it follows from standard interior es-
timates for parabolic equations that |G(0, τ)|2 ≤ O(e−k) and |Gξ(0, τ)|2 ≤
O(e−k) for all τ ≤ −k.
After these preparations, we now prove the main result of this section:
Proposition 3.10. For −t large, the set {r ≤ 12
√−2t} ⊂ (M,g(t)) has di-
ameter at least ∼ (−t). Moreover, lim inft→−∞Rmax(t) > 0, where Rmax(t)
denotes the supremum of the scalar curvature of (M,g(t)).
Proof. We have shown above that |G(0, τ)| ≤ O(e τ2 ) and Gξ(0, τ) ≤
O(e
τ
2 ). Changing variables gives |F (0, t) − √−2t| ≤ O(1) and Fz(0, t) ≤
O( 1(−t)). Since F (0, t) = r¯(t) and Fz(0, t) = u(r¯(t), t)
1
2 , we obtain |r¯(t) −√−2t| ≤ O(1) and u(r¯(t), t) ≤ O( 1(−t)). Applying Proposition 2.9, we con-
clude that the set {r ≤ 12
√−2t} ⊂ (M,g(t)) has diameter at least ∼ (−t).
It remains to show that limt→−∞Rmax(t) > 0. Recall that the radius
r¯(t) is chosen so that the sphere of radius r¯(t) in (M,g(t)) contains a fixed
reference point q (which does not move). Moreover, under Ricci flow, there
is an upper bound on how fast the geodesic distance of two fixed points p
and q can grow as we go backwards in time:
− d
dt
dg(t)(p, q) ≤ C Rmax(t)
1
2 .
Since the distance of q from the tip is at least ∼ (−t), we must have
lim supt→−∞Rmax(t) > 0. Since Rmax(t) is monotone increasing by Hamil-
ton’s Harnack inequality [12], we conclude that lim inft→−∞Rmax(t) > 0.
4. Uniqueness of ancient solutions with rotational symmetry
We continue to assume that (M,g(t)) is a three-dimensional ancient κ-
solution which is noncompact, has positive sectional curvature, and is rota-
tionally symmetric.
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Proposition 4.1. If −t is sufficiently, then (M,g(t)) is arbitrarily close
to the Bryant in any given geodesic ball around the tip. Moreover, if −t is
sufficiently large, then the scalar curvature attains its maximum at the tip.
Proof. Let Rtip(t) denote the scalar curvature at the tip. By Hamilton’s
trace Harnack inequality [12], Rtip(t) is monotone increasing. Moreover,
since the traceless Ricci tensor vanishes at the tip, the tip cannot lie on a
neck. Hence, it follows from work of Perelman [18] that Rmax(t) ≤ C Rtip(t)
for some uniform constant C (see Corollary A.3 below). Using Proposition
3.10, we obtain lim inft→−∞Rtip(t) > 0. Given any sequence tk → −∞, we
may take a limit of the flows (M,g(t + tk)) in the Cheeger-Gromov sense.
In the limit, we obtain an eternal solution which is rotationally symmet-
ric. Moreover, on the limiting eternal solution, the scalar curvature at tip
is constant in time. By work of Hamilton [13], the limit must be a steady
Ricci soliton. Therefore, the limit must be the Bryant soliton. From this,
we easily deduce that Rtip(t) = Rmax(t) if −t is sufficiently large.
In the following, we view the scalar curvature R as a function of r and
t. We denote by Rt the partial derivative of R with respect to t (keeping r
fixed).
Proposition 4.2. We have Rt − 2r u−1utv ≥ 0.
Proof. Hamilton’s trace Harnack inequality [12] implies
Rt −Rrv + 2Rrw + 2Ricrr w2 ≥ 0,
where v = 1
r
(1 − u − 12 rur) and w is arbitrary. (The term Rrv arises
because the metrics g˜(t) evolve with speed −2Ricg˜ +LV (g˜), not −2Ricg˜ as
in Hamilton’s paper.) Putting w := v gives
Rt +Rrv + 2Ricrr v
2 ≥ 0.
Note that
Rr = − 4
r3
(1− u+ 1
2
r2urr) = −2
r
u−1ut +
2
r
u−1urv
and
Ricrr = −1
r
u−1ur,
hence
Rr + 2Ricrr v = −2
r
u−1ut.
Putting these facts together, the assertion follows.
We next consider the function R + |V |2 = R + u−1v2. Note that this
function is smooth across the tip. Moreover, this function is constant on a
steady soliton.
22 SIMON BRENDLE
Proposition 4.3. We have
(R + u−1v2)t +
v
2
(
1 +
r
2
u−1v
)−1
(R+ u−1v2)r ≥ 0.
Proof. We observe that
v =
r
4
R+
1
2r
(1− u),
hence
vt =
r
4
Rt − 1
2r
ut.
This gives
(R+ u−1v2)t = Rt + 2u−1vvt − u−2utv2
=
(
1 +
r
2
u−1v
)
Rt − 1
r
u−1utv − u−2utv2
=
(
1 +
r
2
u−1v
)(
Rt − 2
r
u−1utv
)
+
1
r
u−1utv.
Moreover, using the relations
Rr = −2
r
u−1ut +
2
r
u−1urv
and
1
2
u−2ut = −1
r
u−1ur +
1
2
u−2urv − u−1vr,
we obtain
(R+ u−1v2)r = Rr − u−2urv2 + 2u−1vvr
= −2
r
u−1ut +
2
r
u−1urv − u−2urv2 + 2u−1vvr
= −2
r
u−1ut − u−2utv
= −2
r
(
1 +
r
2
u−1v
)
u−1ut.
Consequently,
(R + u−1v2)t +
v
2
(
1 +
r
2
u−1v
)−1
(R+ u−1v2)r
=
(
1 +
r
2
u−1v
)(
Rt − 2
r
u−1utv
)
,
and the right hand side is nonnegative by Proposition 4.2.
Remark 4.4. On a steady soliton, we have ut = 0 and (R+ u
−1v2)r = 0.
For abbreviation, let limt→−∞Rmax(t) = R. Recall that R > 0 by Propo-
sition 3.10.
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Corollary 4.5. We have R+ u−1v2 ≥ R at each point in spacetime.
Proof. Let us fix a point (r0, t0) in space-time. Let rˆ(t) denote the
solution of the ODE
d
dt
rˆ(t) =
v(rˆ(t), t)
2
(
1 +
rˆ(t)
2
u(rˆ(t), t)−1v(rˆ(t), t)
)−1
with initial condition rˆ(t0) = r0. Since v is a nonnegative function, we
obtain rˆ(t) ≤ r0 for t ≤ t0.
By Proposition 4.3, the function t 7→ R(rˆ(t), t) + u(rˆ(t), t)−1v(rˆ(t), t)2 is
monotone increasing. On the other hand, by Proposition 4.1, we can find a
sequence of times tk → −∞ such that (M,g(tk)) converges in the Cheeger-
Gromov sense to a Bryant soliton. On the limiting Bryant soliton, the
maximum of the scalar curvature is equal to R. Consequently, R+u−1v2 =
R at each point on the limit. This implies
lim
k→∞
sup
r∈(0,r0]
|R(r, tk) + u(r, tk)−1v(r, tk)2 −R| = 0.
Consequently,
R = lim
k→∞
R(rˆ(tk), tk) + u(rˆ(tk), tk)
−1v(rˆ(tk), tk)2
≤ R(r0, t0) + u(r0, t0)−1v(r0, t0)2.
This proves the assertion.
Proposition 4.6. The function R+ u−1v2 satisfies
(R+ u−1v2)t = u (R+ u−1v2)rr +
2
r
u (R+ u−1v2)r + Ξ(r, t) (R + u−1v2)r,
where
Ξ := (1+u− 1
2
rur)
−1
[1
r
(1− 1
2
rur) (1−u− 1
2
rur)−u3 ∂r(u−2(1+u− 1
2
rur))
]
.
Note that Ξ(r, t) = O(r) near the tip.
Proof. Differentiating the identity
(R+ u−1v2)r = −2
r
(
1 +
r
2
u−1v
)
u−1ut = −1
r
u−2 (1 + u− 1
2
rur)ut
with respect to r gives
(R + u−1v2)rr = −1
r
u−2 (1 + u− 1
2
rur)utr +
1
r2
u−2 (1 + u− 1
2
rur)ut
− 1
r
∂r(u
−2(1 + u− 1
2
rur))ut.
On the other hand, differentiating the identity
R+ u−1v2 =
1
r2
u−1 (1 + u− 1
2
rur)
2 − 2
r2
(1 + u)
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with respect to t gives
(R+ u−1v2)t = −1
r
u−1 (1 + u− 1
2
rur)utr − 2
r2
ut
− 1
r2
u−2 (1 + u− 1
2
rur)(1− u− 1
2
rur)ut.
Putting these facts together, we obtain
(R+ u−1v2)t − u (R + u−1v2)rr − 2
r
u (R+ u−1v2)r
= −
[1
r
(1− 1
2
rur)(1− u− 1
2
rur)− u3 ∂r(u−2(1 + u− 1
2
rur))
]
· 1
r
u−2 ut
=
[1
r
(1− 1
2
rur)(1 − u− 1
2
rur)− u3 ∂r(u−2(1 + u− 1
2
rur))
]
· (1 + u− 1
2
rur)
−1 (R+ u−1v2)r,
as claimed.
Corollary 4.7. We have (R+ u−1v2)r ≥ 0 at each point in spacetime.
Proof. Let us fix a point (r0, t0) in space-time. Let rˆ(t) denote the
solution of the ODE
d
dt
rˆ(t) =
v(rˆ(t), t)
2
(
1 +
rˆ(t)
2
u(rˆ(t), t)−1v(rˆ(t), t)
)−1
with initial condition rˆ(t0) = r0. Clearly, rˆ(t) ≤ r0 for t ≤ t0.
For T ≤ t0, we define QT = {(r, t) : T ≤ t ≤ t0, r ≤ rˆ(t)}. By Proposition
4.6, the function R+u−1v2 attains its maximum on the parabolic boundary
of QT . Therefore,
sup
r≤r0
R(r, t0) + u(r, t0)
−1v(r, t0)2
≤ max
{
sup
T≤t≤t¯
R(rˆ(t), t) + u(rˆ(t), t)−1v(rˆ(t), t)2, sup
r≤rˆ(T )
R(r, T ) + u(r, T )−1v(r, T )2
}
.
By Proposition 4.3, the function t 7→ R(rˆ(t), t) + u(rˆ(t), t)−1v(rˆ(t), t)2 is
monotone increasing. This implies
sup
T≤t≤t¯
R(rˆ(t), t) + u(rˆ(t), t)−1v(rˆ(t), t)2 ≤ R(r0, t0) + u(r0, t0)−1v(r0, t0)2,
hence
sup
r≤r0
R(r, t0) + u(r, t0)
−1v(r, t0)2
≤ max
{
R(r0, t0) + u(r0, t0)
−1v(r0, t0)2, sup
r≤rˆ(T )
R(r, T ) + u(r, T )−1v(r, T )2
}
.
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We now send T → −∞. Then
lim
T→−∞
sup
r≤rˆ(T )
|R(r, T ) + u(r, T )−1v(r, T )2 −R| = 0.
This gives
sup
r≤r0
R(r, t0) + u(r, t0)
−1v(r, t0)2 ≤ max{R(r0, t0) + u(r0, t0)−1v(r0, t0)2,R}.
Since R(r0, t0) + u(r0, t0)
−1v(r0, t0)2 ≥ R, we conclude that
sup
r≤r0
R(r, t0) + u(r, t0)
−1v(r, t0)2 ≤ R(r0, t0) + u(r0, t0)−1v(r0, t0)2,
which implies the claim.
We next prove various asymptotic estimates. These are adaptations of
the corresponding estimates for mean curvature flow (cf. [7], Section 6).
Lemma 4.8. On an ε0-neck, we have r
2u ≤ (1 + 8ε0)R−1.
Proof. On an ε0-neck, we have u ≤ ε0. Moreover, the radial Ricci
curvature is much smaller than the angular Ricci curvature. This gives
0 ≤ −rur ≤ ε0. Using Corollary 4.5, we obtain
R ≤ R+ u−1v2
=
1
r2
u−1 (1 + u− 1
2
rur)
2 − 2
r2
(1 + u)
≤ 1
r2
u−1 (1 + 8ε0).
This proves the assertion.
Lemma 4.9. There exist large constants C0 and C1 with the following prop-
erty. If F ≥ C0, then we have F |Fz | ≤ C1 and F 2 |Fzz| + F 3 |Fzzz| ≤
C1 F
1
100 .
Proof. By Proposition 3.10, Rmax(t) is uniformly bounded from below.
Hence, by work of Perelman [18], the set of all points in (M,g(t)) which do
not lie on an ε0-neck has bounded diameter. Therefore, if r is sufficiently
large at some point in space-time, then that point lies on an ε0-neck. Using
Lemma 4.8, we obtain r2u ≤ (1 + 8ε0)R−1 if r is sufficiently large. This
is equivalent to saying that F 2F 2z ≤ (1 + 8ε0)R−1 if F is sufficiently large.
We next observe that Fm+1 | ∂m
∂zm
F | ≤ C if F is sufficiently large. Using
standard interpolation inequalities, we obtain F 2 |Fzz |+F 3 |Fzzz| ≤ C F 1100
if F is sufficiently large.
Lemma 4.10. There exist large constants C2 and C3 with the following
property. If −t ≥ C2 and F ≥ C2, then 0 ≤ −Fzz ≤ C3F− 52+ 1100 .
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Proof. Let us fix a point (r0, t0) in spacetime, where −t0 and r0 are very
large. Let us write r0 = F (z0, t0). Let r˜(t) denote the solution of the ODE
r˜′(t) = −v(r˜(t), t) = − 1
r˜(t)
(1− u(r˜(t), t)− 1
2
r˜(t)ur(r˜(t), t))
with initial condition r˜(t0) = r0. We define a function F˜ (z, t) by
F˜
(∫ ρ
r˜(t)
u(r, t)−
1
2 dr, t
)
= ρ.
Note that F (z, t) and F˜ (z, t) differ only by a translation in z:
F˜ (z, t) = F
(
z +
∫ r˜(t)
r¯(t)
u(r, t)−
1
2 dr, t
)
.
Since F˜ (0, t0) = F (z0, t0) = r0, we obtain F˜ (z, t0) = F (z + z0, t0) for all z.
We now explain how to estimate F˜ . The function F˜ satisfies
0 = F˜t(z, t) − F˜zz(z, t) + F˜ (z, t)−1 (1 + F˜z(z, t)2)
+ 2 F˜z(z, t)
[
− F˜ (0, t)−1 F˜z(0, t) +
∫ F˜ (z,t)
F˜ (0,t)
1
r2
u(r, t)
1
2 dr
]
.
This gives
0 = (F˜ 2)t(z, t)− (F˜ 2)zz(z, t) + 2 + 4F˜z(z, t)2
+ 4F˜ (z, t)F˜z(z, t)
[
− F˜ (0, t)−1 F˜z(0, t) +
∫ F˜ (z,t)
F˜ (0,t)
1
r2
u(r, t)
1
2 dr
]
.
Consequently, if we define Q˜(z, t) := 12 (F˜
2)z(z, t) = F˜ (z, t)F˜z(z, t), then
0 = Q˜t(z, t)− Q˜zz(z, t) + 4F˜z(z, t) F˜zz(z, t) + 2F˜ (z, t)−1F˜z(z, t)3
+ 2 (F˜ (z, t)F˜zz(z, t) + F˜z(z, t)
2)
[
− F˜ (0, t)−1 F˜z(0, t) +
∫ F˜ (z,t)
F˜ (0,t)
1
r2
u(r, t)
1
2 dr
]
.
If r0 is large enough, then Lemma 4.9 implies F (z, t0) ≥ 12 r0 for z ∈
[−r
3
2
0 , r
3
2
0 ]. Using the evolution equation for F˜ together with the inequal-
ity F˜zz ≤ 0, we obtain
−F˜t(z, t) ≥ F˜ (z, t)−1+2 F˜z(z, t)
[
−F˜ (0, t)−1 F˜z(0, t)+
∫ F˜ (z,t)
F˜ (0,t)
1
r2
u(r, t)
1
2 dr
]
.
Hence, if −t0 and r0 are sufficiently large, we deduce that F (z, t) ≥ 12 r0 for
all t ∈ [t0−r30, t0] and z ∈ [−r
3
2
0 , r
3
2
0 ]. Using Lemma 4.9, we obtain |Q˜(z, t)| ≤
C and |Q˜t(z, t)− Q˜zz(z, t)| ≤ Cr−3+
1
100
0 for t ∈ [t0−r30, t0] and z ∈ [−r
3
2
0 , r
3
2
0 ].
Using standard interior estimates for parabolic equations, we conclude that
|Q˜z(0, t0)| ≤ Cr−
3
2
+ 1
100
0 . Consequently, |F˜zz(0, t0)| ≤ Cr
− 5
2
+ 1
100
0 . This finally
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implies |Fzz(z0, t0)| ≤ Cr−
5
2
+ 1
100
0 .
Lemma 4.11. There exists a large constant C4 with the following property.
If −t ≥ C4 and F (z, t) ≥ C4, then −Ft(z, t) ≥ 12 F (z, t)−1.
Proof. Using the evolution equation for F together with the inequality
Fzz ≤ 0, we obtain
−Ft(z, t) ≥ F (z, t)−1+2Fz(z, t)
[
−F (0, t)−1 Fz(0, t)+
∫ F (z,t)
F (0,t)
1
r2
u(r, t)
1
2 dr
]
.
From this, the assertion follows easily.
We next define
d(t) =
∫ r¯(t)
0
u(r, t)
1
2 dr.
Equivalently, we may write d(t) = dg(t)(p, q), where p denotes the tip and q
denotes the reference point introduced in Section 3. Clearly, d′(t) < 0. More-
over, the function F (z, t) is defined for z ∈ [−d(t),∞), and F (−d(t), t) = 0.
Lemma 4.12. Let δ > 0 be given. Then d′(t) ≥ −(1 + δ)R 12 if −t is
sufficiently large.
Proof. By Proposition 4.1, we know that (M,g(t)) looks like the Bryant
soliton near the tip. Consequently,
∂
∂t
dg(t)(p, x) ≥ −(1 + δ)Rmax(t)
for all x ∈ ∂Bg(t)(p, δ−2Rmax(t)−
1
2 ), provided that −t is sufficiently large
(depending on δ). Moreover, if −t is sufficiently large (depending on δ),
then the scalar curvature of (M,g(t)) is bounded from above by C δ2Rmax(t)
on the set M \ Bg(t)(p, δ−2Rmax(t)−
1
2 ). Standard estimates for changing
distances under Ricci flow imply
∂
∂t
dg(t)(x, y) ≥ −Cδ Rmax(t)
1
2 ,
provided that the minimizing geodesic from x to y is contained in M \
Bg(t)(p, δ
−2Rmax(t)−
1
2 ), and −t is sufficiently large (depending on δ).
Putting these facts together, we conclude that
∂
∂t
dg(t)(p, y) ≥ −(1 + Cδ)Rmax(t)
1
2
for all y ∈M \Bg(t)(p, δ−2Rmax(t)−
1
2 ), provided that −t is sufficiently large
(depending on δ). In particular, d′(t) ≥ −(1 + Cδ)Rmax(t) 12 if −t is suffi-
ciently large (depending on δ). From this, the assertion follows easily.
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Let us fix a constant Λ with the property that every point in (M,g(t)) with
dg(t)(p, x) ≥ Λ has radius r ≥ 2 max{C0, C2, C4, supt∈[−max{C2,C4},0] F (0, t)}.
In particular, d(t) = dg(t)(p, q) < Λ for all t ∈ [−max{C2, C4}, 0]. For each
z ∈ (−∞, 0], we define a time T (z) ∈ (−∞, 0] by
t = T (z) ⇐⇒ d(t) = Λ− z.
In other words, T (z) is the time when the point q has distance Λ− z from
the tip. Clearly, T (z) ≤ −max{C2, C4} for all z ≤ 0. Moreover, F (z, t) ≥
2 max{C0, C2, C4, supt∈[−C4,0] F (0, t)} whenever z ≤ 0 and t ≤ T (z). On
the other hand, we can find a large constant C5 (depending on Λ) such that
F (z, t) ≤ C5 whenever z ≤ 0 and t = T (z).
Lemma 4.13. There exists a large constant C6 such that
|F (z, t)2 − 2 (T (z) − t)| ≤ C6 (T (z)− t)
1
4
+ 1
200 + C6
whenever z ≤ 0 and t ≤ T (z).
Proof. Using Lemma 4.11, we obtain −Ft(z, t) ≥ 12 F (z, t)−1 whenever
z ≤ 0 and t ≤ T (z). Integrating this inequality gives F (z, t)2 ≥ T (z) − t
whenever z ≤ 0 and t ≤ T (z). Recall that
0 = Ft(z, t) − Fzz(z, t) + F (z, t)−1 (1 + Fz(z, t)2)
+ 2Fz(z, t)
[
− F (0, t)−1 Fz(0, t) +
∫ F (z,t)
F (0,t)
1
r2
u(r, t)
1
2 dr
]
.
From this, we deduce that
|Ft(z, t) + F (z, t)−1| ≤ C F (z, t)− 52+ 1100 + C (−t)−1 F (z, t)−1
whenever z ≤ 0 and t ≤ T (z). This implies
|(F 2)t(z, t) + 2| ≤ C F (z, t)−
3
2
+ 1
100 + C (−t)−1 ≤ C (T (z)− t)− 34+ 1200
whenever z ≤ 0 and t ≤ T (z). Integrating this inequality gives
|F (z, t)2 − 2 (T (z) − t)| ≤ C (T (z)− t) 14+ 1200 + C
as claimed.
Lemma 4.14. We have F (0, t)Fz(0, t) ≥ (1+3δ)−1R− 12 if −t is sufficiently
large.
Proof. Using Lemma 4.12, we obtain d(t) ≤ (1 + δ)R 12 (−t) if −t is
sufficiently large. Consequently, −T (z) ≥ (1 + δ)−1R− 12 (−z) if −z is
sufficiently large. Moreover, Proposition 3.10 gives d(t) ≥ 1
C
(−t), hence
−T (z) ≤ C (−z).
We now apply Lemma 4.13 with z = 0 and z = −√−t, where −t is
assumed to be very large. This gives
|F (0, t)2 − 2 (T (0)− t)| ≤ C (T (0) − t) 14+ 1200 +C.
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and
|F (−√−t, t)2 − 2 (T (−√−t)− t)| ≤ C (T (−√−t)− t) 14+ 1200 + C.
If −t is sufficiently large, we obtain
F (−√−t, t)2 − F (0, t)2 − 2 (T (−√−t)− T (0)) ≤ C (−t) 14+ 1200 .
On the other hand,
F (−√−t, t)2 − F (0, t)2 − 2 (T (−√−t)− T (0))
≥ F (−√−t, t)2 − F (0, t)2 + 2 (1 + δ)−1R− 12 √−t
≥ 2
[
− sup
z∈[−√−t,0]
F (z, t)Fz(z, t) + (1 + δ)
−1R− 12
]√−t.
Consequently,
sup
z∈[−√−t,0]
F (z, t)Fz(z, t) ≥ (1 + 2δ)−1R− 12
if −t is sufficiently large. Since |(FFz)z| = |FFzz + F 2z | ≤ CF−
3
2
+ 1
100 by
Lemma 4.10, we conclude that
F (0, t)Fz(0, t) ≥ (1 + 3δ)−1R−
1
2
if −t is sufficiently large.
Lemma 4.15. We have infz≥0 F (z, t)Fz(z, t) ≥ (1 + 4δ)−1R− 12 if −t is
sufficiently large.
Proof. Let us define Q(z, t) := 12 (F
2)z(z, t) = F (z, t)Fz(z, t). Then
0 = Qt(z, t)−Qzz(z, t) + 4Fz(z, t)Fzz(z, t) + 2F (z, t)−1Fz(z, t)3
+ 2 (F (z, t)Fzz(z, t) + Fz(z, t)
2)
[
− F (0, t)−1 Fz(0, t) +
∫ F (z,t)
F (0,t)
1
r2
u(r, t)
1
2 dr
]
.
If −t is sufficiently large, then we have F (z, t) ≥ F (0, t) ≥ √−t for all z ≥ 0.
Using Lemma 4.9 and Lemma 4.10, we obtain
|Qt(z, t)−Qzz(z, t)| ≤ C F (z, t)−3+
1
100 + C (−t)−1 F (z, t)−1+ 1100
≤ C (−t)− 32+ 1200
for all z ≥ 0. Let Qˆ(z, t) := Q(z, t) + (−t)− 12+ 1100 . Clearly, Q(z, t) is a
nonnegative function. Moreover, if −t is sufficiently large, then
Qˆt(z, t)− Qˆzz(z, t) ≥ 0
for all z ≥ 0. Finally, Lemma 4.14 implies that Qˆ(0, t) ≥ Q(0, t) ≥ (1 +
3δ)−1R− 12 if −t is sufficiently large. Basic facts about the one-dimensional
heat equation on the half-line with Dirichlet boundary condition imply that
infz≥0 Qˆ(z, t) ≥ (1 + 3δ)−1R− 12 if −t is sufficiently large. This implies that
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infz≥0Q(z, t) ≥ (1 + 4δ)−1R− 12 if −t is sufficiently large. This completes
the proof of Lemma 4.15.
Lemma 4.16. If −t is sufficiently large, then F (z, t)2 ≥ 1
C7
(z − t) and
|(FFz)t| ≤ C8 F−1+ 1100 for all z ≥ 0.
Proof. If −t is sufficiently large, then Lemma 4.15 implies that F (z, t)2 ≥
1
C
(z − t) for all z ≥ 0. Moreover, we have shown above that |(FFz)t −
(FFz)zz| ≤ C F (z, t)−1+ 1100 for all z ≥ 0. Lemma 4.9 implies |(FFz)zz| ≤
C F (z, t)−1+
1
100 for all z ≥ 0. Putting these facts together, the assertion
follows.
Lemma 4.17. We have limz→∞ F (z, t)Fz(z, t) = R− 12 if −t is sufficiently
large.
Proof. Lemma 4.8 and Lemma 4.15 imply that limz→∞ F (z, t)Fz(z, t) is
close to R− 12 if −t is sufficiently large. On the other hand, it follows from
Lemma 4.16 that the limit limz→∞ F (z, t)Fz(z, t) is independent of t. Thus,
limz→∞ F (z, t)Fz(z, t) = R− 12 if −t is sufficiently large. This completes the
proof of Lemma 4.17.
After these preparations, we now give the proof of Theorem 1.1. By
Lemma 4.17, we have limz→∞ F (z, t)Fz(z, t) = R− 12 if −t is sufficiently
large. Equivalently, limr→∞ r2u(r, t) = R−1 if −t is sufficiently large. More-
over, we clearly have limr→∞ u(r, t) = 0 and limr→∞ rur(r, t) = 0, since
(M,g(t)) becomes neck-like at spatial infinity. Using the identity
R+ u−1v2 =
1
r2
u−1 (1 + u− 1
2
rur)
2 − 2
r2
(1 + u),
we obtain limr→∞(R + u−1v)2 = R if −t is sufficiently large. Corollary 4.7
then implies R + u−1v2 ≤ R if −t is sufficiently large. Using Corollary 4.5,
we conclude that R + u−1v2 = R if −t is sufficiently large. In view of the
identity
(R+ u−1v2)r = −
(
1 +
r
2
u−1v
) 2
r
u−1ut,
it follows that ut = 0 if −t is sufficiently large. Consequently, our solution
is a steady soliton. This completes the proof of Theorem 1.1.
Part 2. Proof of Theorem 1.2
5. A PDE for the Lie derivative of the metric
We now study general solutions to the Ricci flow which are not necessarily
rotationally symmetric. Given a Riemannian metric g and a symmetric
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(0, 2)-tensor h, we define the Lichnerowicz Laplacian of h by
∆L,ghik = ∆hik + 2Rijkl h
jl − Ricli hkl − Riclk hil.
In this section, we study the evolution equation for the Lie derivative LV (g)
when g evolves by the Ricci flow and the vector field V evolves by ∂
∂t
V =
∆V +Ric(V ). We begin with a lemma:
Lemma 5.1. Let g be a Riemannian metric on a manifold M , and let V
be a vector field. We define h := LV (g) and Z := divh − 12 ∇(trh) =
∆V +Ric(V ). Then
LV (Ric) = −1
2
∆L,gh+
1
2
LZ(g),
where Ric is viewed as a (0, 2)-tensor.
Proof. Let ϕs : M → M denote the one-parameter family of diffeomor-
phisms generated by V . Then ∂
∂s
ϕ∗s(g)
∣∣
s=0
= h. Using Proposition 2.3.7 in
[20], we obtain
LV (Ric) =
∂
∂s
Ricϕ∗s(g)
∣∣∣
s=0
= −1
2
∆L,gh+
1
2
LZ(g),
where Z = divh− 12 ∇(trh).
Theorem 5.2. Suppose that g(t) is a solution to the Ricci flow on a man-
ifold M . Moreover, suppose that V (t) is a family of vector fields satisfy-
ing ∂
∂t
V (t) = ∆g(t)V (t) + Ricg(t)(V (t)). Then the Lie derivative h(t) :=
LV (t)(g(t)) satisfies the parabolic Lichnerowicz equation
∂
∂t
h(t) = ∆L,g(t)h(t).
Proof. As above, let Z := divh− 12 ∇(trh). Then
∂
∂t
V = ∆V +Ric(V ) = divh− 1
2
∇(trh) = Z.
This implies
∂
∂t
h = LV
( ∂
∂t
g
)
+L ∂
∂t
V (g)
= −2LV (Ric) + LZ(g)
= ∆L,gh
by Lemma 5.1. This completes the proof.
Proposition 5.3. Suppose that g(t) is a solution to the Ricci flow on a man-
ifold M . Moreover, suppose that V (t) is a family of vector fields satisfying
∂
∂t
V = ∆V +Ric(V ) +Q. Then
∂
∂t
|V | ≤ ∆|V |+ |Q|.
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Proof. We compute
∂
∂t
(|V |2) = ∆(|V |2)− 2 |DV |2 + 2 〈V,Q〉
≤ ∆(|V |2)− 2 ∣∣∇|V |∣∣2 + 2 |V | |Q|.
From this, the assertion follows easily.
6. The parabolic Lichnerowicz equation on shrinking cylinders
In this section, we study the parabolic Lichnerowicz equation in a model
case where the background metrics are a family of shrinking cylinders. Let
(S2×R, g¯(t)) be a family of shrinking cylinders evolving by Ricci flow. Thus,
g¯(t) = (−2t)gS2 + dz ⊗ dz for t < 0.
Proposition 6.1. Let h(t) be a one-parameter family of symmetric (0, 2)-
tensors on the cylinder which is defined for t ∈ [−L2 ,−1] and z ∈ [−L3 , L3 ]
and which satisfies the parabolic Lichnerowicz equation ∂
∂t
h(t) = ∆L,g¯(t)h(t).
Let us write
h(t) = ω(t) gS2 + χ(t) + dz ⊗ σ(t) + σ(t)⊗ dz + β(t) dz ⊗ dz,
where ω(t) is a scalar function on S2, χ(t) is a tracefree symmetric (0, 2)-
tensor on S2, σ(t) is a one-form on S2, and β(t) is a scalar function on S2.
Suppose that |h(t)|g¯(t) ≤ 1 for all t ∈ [−L2 ,−L4 ], and |h(t)|g¯(t) ≤ L101 for all
t ∈ [−L4 ,−1]. Then there exists a function ψ : S2 → R (independent of t
and z) such that ψ lies in the span of the first spherical harmonics on S2,
and
|h(t)− ω¯(t) gS2 − β¯(t) dz ⊗ dz − (−t)ψ gS2 |g¯(t) ≤ CL−
1
2
for t ∈ [−1000,−1] and z ∈ [−1000, 1000]. Here, ω¯(t) and β¯(t) are rotation-
ally invariant functions satisfying
∫
S2×{z}
(ω(t)− ω¯(t)) dvolS2 =
∫
S2×{z}
(β(t)− β¯(t)) dvolS2 = 0
for all t ∈ [−1000,−1] and z ∈ [−1000, 1000]. In other words, ω¯(t) and β¯(t)
are obtained from ω(t) and β(t) by averaging over the two-spheres S2×{z}.
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Proof. The parabolic Lichnerowicz equation is equivalent to the following
system of equations for ω(t), χ(t), σ(t), and β(t):
∂
∂t
ω(t) =
∂2
∂z2
ω(t) +
1
(−2t) ∆S2ω(t)
∂
∂t
χ(t) =
∂2
∂z2
χ(t) +
1
(−2t) (∆S2χ(t)− 4χ(t)),
∂
∂t
σ(t) =
∂2
∂z2
σ(t) +
1
(−2t) (∆S2σ(t)− σ(t)),
∂
∂t
β(t) =
∂2
∂z2
β(t) +
1
(−2t) ∆S2β(t).
Our assumptions imply that |ω(t)| ≤ C (−t), |χ(t)|gS2 ≤ C (−t), |σ(t)| ≤
C (−t) 12 , and |β(t)| ≤ C for all t ∈ [−L2 ,−L4 ]. Moreover, we have |ω(t)| ≤
CL101 (−t), |χ(t)|gS2 ≤ CL101 (−t), |σ(t)| ≤ CL101 (−t)
1
2 , and |β(t)| ≤
CL101 for t ∈ [−L4 ,−1].
Step 1: We first analyze the equation for χ(t). Let Sj , j = 1, 2, . . .,
denote an orthonormal basis of eigenfunctions for the Laplacian on tracefree
symmetric (0, 2)-tensors on S2, so that ∆S2Sj = −νjSj. Clearly, νj > 0.
Let us write
χ(t) =
∞∑
j=1
χj(z, t)Sj .
Then
∂
∂t
χj(z, t) =
∂2
∂z2
χj(z, t)− νj + 4
(−2t) χj(z, t).
Hence, the function χˆj(z, t) = (−t)−
νj+4
2 χj(z, t) satisfies
∂
∂t
χˆj(z, t) =
∂2
∂z2
χˆj(z, t).
Moreover, |χˆj(z, t)| ≤ C (−t)−
νj+2
2 for t = −L4 , and |χˆj(z, t)| ≤ CL200 (−t)−
νj+2
2
for t ∈ [−L4 ,−1]. Using the solution formula for the one-dimensional heat
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equation on the rectangle [−L4 , L4 ]× [−L4 ,−1], we obtain
|χˆj(z, t)| ≤ C
(L
4
)− νj+2
2
+ CL201
∫ t
−L
4
e
− L2
100(t−s) (t− s)− 32 (−s)−
νj+2
2 ds
≤ C
(L
4
)− νj+2
2
+ CL200
∫ t
−L
4
e
− L2
200(t−s) (−s)−
νj+2
2 ds
≤ C
(L
4
)− νj+2
2
+ CL200
∫ (1+ 1√
νj
)t
−L
4
e
− L2
200(t−s) (−s)−
νj+2
2 ds
+ CL200
∫ t
(1+ 1√
νj
)t
e
− L2
200(t−s) (−s)−
νj+2
2 ds
≤ C
(L
4
)− νj+2
2
+ CL200 e−
L
100
(
1 +
1√
νj
)− νj
2
(−t)−
νj
2
+ CL200 e
− L
2√νj
200(−t) (−t)−
νj
2
for t ∈ [−1000,−1] and z ∈ [−1000, 1000]. Therefore,
|χj(z, t)| ≤ C
( L
2(−t)
)− νj+2
2
+ CL200 e−
L
100
(
1 +
1√
νj
)− νj
2
+ CL200 e
− L
2√νj
200(−t)
for t ∈ [−1000,−1] and z ∈ [−1000, 1000]. Summation over j gives
|χ(t)| =
∣∣∣∣
∞∑
j=1
χj(z, t)Sj
∣∣∣∣ ≤ CL−1
for t ∈ [−1000,−1] and z ∈ [−1000, 1000].
Step 2: We next analyze the equation for σ(t). Let Qj , j = 1, 2, . . .,
denote an orthonormal basis of eigenfunctions for the Laplacian on vector
fields on S2, so that ∆S2Qj = −µjQj. The eigenvalues satisfy µj ≥ 1. We
write
σ(t) =
∞∑
j=1
σj(z, t)Qj .
Then
∂
∂t
σj(z, t) =
∂2
∂z2
σj(z, t)− µj + 1
(−2t) σj(z, t).
Hence, the function σˆj(z, t) = (−t)−
µj+1
2 σj(z, t) satisfies
∂
∂t
σˆj(z, t) =
∂2
∂z2
σˆj(z, t).
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Moreover, |σˆj(z, t)| ≤ C (−t)−
µj
2 for t = −L4 , and |σˆj(z, t)| ≤ CL200 (−t)−
µj+2
2
for t ∈ [−L4 ,−1]. Using the solution formula for the one-dimensional heat
equation on the rectangle [−L4 , L4 ]× [−L4 ,−1], we obtain
|σˆj(z, t)| ≤ C
(L
4
)−µj
2
+ CL201
∫ t
−L
4
e
− L2
100(t−s) (t− s)− 32 (−s)−
µj+2
2 ds
≤ C
(L
4
)−µj
2
+ CL200
∫ t
−L
4
e
− L2
200(t−s) (−s)−
µj+2
2 ds
≤ C
(L
4
)−µj
2
+ CL200
∫ (1+ 1√
µj
)t
−L
4
e
− L2
200(t−s) (−s)−
µj+2
2 ds
+ CL200
∫ t
(1+ 1√
µj
)t
e
− L2
200(t−s) (−s)−
µj+2
2 ds
≤ C
(L
4
)−µj
2
+ CL200 e−
L
100
(
1 +
1√
µj
)−µj
2
(−t)−
µj
2
+ CL200 e
− L
2√µj
200(−t) (−t)−
µj
2
for t ∈ [−1000,−1] and z ∈ [−1000, 1000]. Therefore,
|σj(z, t)| ≤ C
( L
2(−t)
)−µj
2
+ CL200 e−
L
100
(
1 +
1√
µj
)−µj
2
+ CL200 e
− L
2√µj
200(−t)
for t ∈ [−1000,−1] and z ∈ [−1000, 1000]. Summation over j gives
|σ(t)| =
∣∣∣∣
∞∑
j=1
σj(z, t)Qj
∣∣∣∣ ≤ CL− 12
for t ∈ [−1000,−1] and z ∈ [−1000, 1000].
Step 3: We next analyze the equation for β(t). Let Yj , j = 0, 1, 2, . . .,
denote an orthonormal basis of eigenfunctions for the Laplacian on scalar
functions on S2, so that ∆S2Yj = −λjYj. Note that λ0 = 0 and λ1 = 2. Let
us write
β(t) =
∞∑
j=0
βj(z, t)Yj .
Then
∂
∂t
βj(z, t) =
∂2
∂z2
βj(z, t) − λj
(−2t) βj(z, t).
Hence, the function βˆj(z, t) = (−t)−
λj
2 βj(z, t) satisfies
∂
∂t
βˆj(z, t) =
∂2
∂z2
βˆj(z, t).
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In the following, we consider the case j ≥ 1. By assumption, |βˆj(z, t)| ≤
C (−t)−
λj
2 for t = −L4 , and |βˆj(z, t)| ≤ CL200 (−t)−
λj+2
2 for t ∈ [−L4 ,−1].
Using the solution formula for the one-dimensional heat equation on the
rectangle [−L4 , L4 ]× [−L4 ,−1], we obtain
|βˆj(z, t)| ≤ C
(L
4
)−λj
2
+ CL201
∫ t
−L
4
e
− L2
100(t−s) (t− s)− 32 (−s)−
λj+2
2 ds
≤ C
(L
4
)−λj
2
+ CL200
∫ t
−L
4
e
− L2
200(t−s) (−s)−
λj+2
2 ds
≤ C
(L
4
)−λj
2
+ CL200
∫ (1+ 1√
λj
)t
−L
4
e
− L2
200(t−s) (−s)−
λj+2
2 ds
+ CL200
∫ t
(1+ 1√
λj
)t
e
− L2
200(t−s) (−s)−
λj+2
2 ds
≤ C
(L
4
)−λj
2
+ CL200 e−
L
100
(
1 +
1√
λj
)−λj
2
(−t)−
λj
2
+ CL200 e
− L
2√λj
200(−t) (−t)−
λj
2
for t ∈ [−1000,−1], z ∈ [−1000, 1000], and j ≥ 1. Therefore,
|βj(z, t)| ≤ C
( L
2(−t)
)−λj
2
+ CL200 e−
L
100
(
1 +
1√
λj
)−λj
2
+ CL200 e
− L
2√λj
200(−t)
for t ∈ [−1000,−1], z ∈ [−1000, 1000], and j ≥ 1. Summation over j gives
|β(t)− β¯(t)| =
∣∣∣∣
∞∑
j=1
βj(z, t)Yj
∣∣∣∣ ≤ CL−1
for t ∈ [−1000,−1] and z ∈ [−1000, 1000].
Step 4: We finally analyze the equation for ω(t). As above, let Yj, j =
0, 1, 2, . . ., denote an orthonormal basis of eigenfunctions for the Laplacian
on scalar functions on S2, so that ∆S2Yj = −λjYj, and write
ω(t) =
∞∑
j=0
ωj(z, t)Yj .
Then
∂
∂t
ωj(z, t) =
∂2
∂z2
ωj(z, t)− λj
(−2t) ωj(z, t).
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Hence, the function ωˆj(z, t) = (−t)−
λj
2 ωj(z, t) satisfies
∂
∂t
ωˆj(z, t) =
∂2
∂z2
ωˆj(z, t).
In the following, we consider the case j ≥ 1. We break the discussion into
two subcases:
• Suppose first that j ≥ 4, so that λj ≥ 6. By assumption, |ωˆj(z, t)| ≤
C (−t)−
λj−2
2 for t = −L4 , and |ωˆj(z, t)| ≤ CL200 (−t)−
λj+2
2 for all
t ∈ [−L4 ,−1]. Using the solution formula for the one-dimensional
heat equation on the rectangle [−L4 , L4 ]× [−L4 ,−1], we obtain
|ωˆj(z, t)| ≤ C
(L
4
)−λj−2
2
+ CL200 e−
L
100
(
1 +
1√
λj
)−λj
2
(−t)−
λj
2
+ CL200 e
− L
2√λj
200(−t) (−t)−
λj
2
for t ∈ [−1000,−1], z ∈ [−1000, 1000], and j ≥ 4. Therefore,
|ωj(z, t)| ≤ C
( L
2(−t)
)−λj−2
2
+ CL200 e−
L
100
(
1 +
1√
λj
)−λj
2
+ CL200 e
− L
2√λj
200(−t)
for t ∈ [−1000,−1], z ∈ [−1000, 1000], and j ≥ 4.
• Suppose finally that 1 ≤ j ≤ 3, so that λj = 2. For each 1 ≤
j ≤ 3, the function ∂
∂z
ωˆj(z, t) is a solution of the standard linear
heat equation. By assumption, |ωˆj(z, t)| ≤ C for all t ∈ [−L2 ,−L4 ],
and |ωˆj(z, t)| ≤ CL200 for all t ∈ [−L4 ,−1]. Using standard interior
estimates, we obtain | ∂
∂z
ωˆj(z, t)| ≤ C (−t)− 12 for t = −L4 and z ∈
[−L4 , L4 ]. Moreover, | ∂∂z ωˆj(z, t)| ≤ CL200 (−t)−
1
2 for t ∈ [−L4 ,−1]
and z ∈ [−L4 , L4 ]. Using the solution formula for the one-dimensional
heat equation on the rectangle [−L4 , L4 ]× [−L4 ,−1], we obtain
| ∂
∂z
ωˆj(z, t)| ≤ CL−
1
2
for all t ∈ [−2000,−1], z ∈ [−2000, 2000], and 1 ≤ j ≤ 3. Using
standard interior estimates, we obtain
| ∂
2
∂z2
ωˆj(z, t)| ≤ CL−
1
2 ,
hence
∂
∂t
ωˆj(z, t)| ≤ CL− 12
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for all t ∈ [−1000,−1], z ∈ [−1000, 1000], and 1 ≤ j ≤ 3. Conse-
quently, for each 1 ≤ j ≤ 3, there exists a constant qj such that
|ωˆj(z, t) − qj| ≤ CL−
1
2
for all t ∈ [−1000,−1] and z ∈ [−1000, 1000]. From this, we deduce
that
|ωj(z, t) − (−t)qj| ≤ CL−
1
2
for t ∈ [−1000,−1], z ∈ [−1000, 1000], and 1 ≤ j ≤ 3.
Summation over j gives
|ω(t)− ω¯(t)− (−t) (q1Y1 + q2Y2 + q3Y3)|
=
∣∣∣∣
∞∑
j=1
ωj(z, t)Yj − (−t) (q1Y1 + q2Y2 + q3Y3)
∣∣∣∣ ≤ CL− 12
for t ∈ [−1000,−1] and z ∈ [−1000, 1000].
Thus, we conclude that
|h(t) − ω¯(t) gS2 − β¯(t) dz ⊗ dz − (−t) (q1Y1 + q2Y2 + q3Y3) gS2 |g¯(t)
≤ C |ω(t)− ω¯(t)− (−t) (q1Y1 + q2Y2 + q3Y3)|
+ C |χ(t)|+ C |σ(t)|+ C |β(t)− β¯(z, t)|
≤ C L− 12
for t ∈ [−1000,−1] and z ∈ [−1000, 1000]. Hence, if we define ψ :=
q1Y1 + q2Y2 + q3Y3, then the assertion follows.
7. Gluing approximate Killing vector fields
Lemma 7.1. Let g¯ denote the standard metric on the cylinder S2×[−1000, 1000],
and let g be a Riemannian metric which is close to g¯ in C4. Let x¯ be a point
in S2×{0}. Suppose that U is a vector field satisfying supBg(x¯,100) |D(LU (g))| ≤
1 and |U |+ |DU | ≤ 1 at x¯. Then supBg(x¯,100) |U | ≤ C.
Proof. Using standard identities for Killing vector fields, we obtain the
pointwise estimate
|DiDjUk +Rikjl Ul +DjDiUk +Rjkil Ul|
= |Di(DjUk +DkUj) +Dj(DiUk +DkUi)−Dk(DiUj +DjUi)|
≤ C |D(LU (g))| ≤ C.
Let γ be a unit-speed geodesic which starts at x¯ and has length at most 100.
Then |DsDsU + R(γ′(s), U, γ′(s), U)| ≤ C. Since |U | + |DU | ≤ 1 at x¯, we
obtain |U | ≤ C along γ.
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Lemma 7.2. Let g¯ denote the standard metric on the cylinder S2×[−1000, 1000],
and let g be a Riemannian metric which is close to g¯ in C4. Let x¯ be a point
in S2 × {0}, and let Σ denote the leaf of the CMC foliation which passes
through x¯. Suppose that U is a vector field satisfying supBg(x¯,100) |LU (g)| +
|D(LU (g))| ≤ 1 and
∫
Σ |U |2 dµg ≤ 1. Then supBg(x¯,100) |U | ≤ C.
Proof. Suppose that the assertion is false. Then we can find a sequence
of metrics g(j) on S2×[−1000, 1000] and a sequence of vector fields U (j) such
that supB
g(j)
(x¯,100) |LU (j)(g(j))|+ |D(LU (j)(g(j)))| ≤ 1,
∫
Σ(j) |U (j)|2 ≤ 1, and
supB
g(j)
(x¯,100) |U (j)| → ∞. Here, Σ(j) denotes the slice of the CMC folia-
tion with respect to g(j) which passes through x¯. For each j, we choose a
positive number µj such that |U (j)| + |DU (j)| = µj at x¯. By Lemma 7.1,
supB
g(j)
(x¯,100) |U (j)| ≤ C(µj +1). In particular, µj →∞. Using standard el-
liptic estimates, we conclude that the rescaled vector fields µ−1j U
(j) converge
in C1,
1
2 (Bg¯(x¯, 20)) to a vector field U . The limiting vector field U satisfies
LU (g¯) = 0 and
∫
Σ¯ |U |2 dµg = 0. Consequently, U vanishes identically. On
the other hand, |U |+ |DU | = 1 at x¯. This is a contradiction.
Proposition 7.3. Let g¯ denote the standard metric on the cylinder S2 ×
[−1000, 1000], and let g be a Riemannian metric which is close to g¯ in C4.
Let x¯ be a point in S2×{0}, and let Σ denote the leaf of the CMC foliation
which passes through x¯. Suppose that U (1), U (2), U (3) are vector fields with
the following properties:
• supBg(x¯,100)
∑3
a=1 |LU (a)(g)|2 + |D(LU (a)(g))|2 ≤ ε2.
• supΣ
∑3
a=1 |〈U (a), ν〉|2 ≤ ε2.
• ∑3a,b=1 ∣∣δab − areag(Σ)−2 ∫Σ〈U (a), U (b)〉 dµg∣∣2 ≤ ε2.
Similarly, let U˜ (1), U˜ (2), U˜ (3) are vector fields with the following properties:
• supBg(x¯,100)
∑3
a=1 |LU˜ (a)(g)|2 + |D(LU˜ (a)(g))|2 ≤ ε2.
• supΣ
∑3
a=1 |〈U˜ (a), ν〉|2 ≤ ε2.
• ∑3a,b=1 ∣∣δab − areag(Σ)−2 ∫Σ〈U˜ (a), U˜ (b)〉 dµg∣∣2 ≤ ε2.
Then there exists a 3× 3 matrix ω ∈ O(3) such that
sup
Bg(x¯,10)
3∑
a=1
∣∣ 3∑
b=1
ωab U
(b) − U˜ (a)∣∣2 ≤ Cε2.
Proof. Suppose that the assertion is false. Then there exists a sequence
of metrics g(j) on S2×[−1000, 1000], a collection of vector fields U (a,j), U˜ (a,j),
and a sequence of positive numbers εj → 0 with the following properties:
• ‖g(j) − g¯‖C4 ≤ j−1.
• supB
g(j)
(x¯,100)
∑3
a=1 |LU (a,j)(g(j))|2 + |D(LU (a,j)(g(j)))|2 ≤ ε2j .
• supΣ(j)
∑3
a=1 |〈U (a,j), ν〉|2 ≤ ε2j .
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• ∑3a,b=1 ∣∣δab − areag(Σ(j))−2 ∫Σ(j)〈U (a,j), U (b,j)〉 dµg(j)∣∣2 ≤ ε2j .
• supB
g(j)
(x¯,100)
∑3
a=1 |LU˜ (a)(g(j))|2 + |D(LU˜ (a,j)(g(j)))|2 ≤ ε2j .
• supΣ(j)
∑3
a=1 |〈U˜ (a,j), ν〉|2 ≤ ε2j .
• ∑3a,b=1 ∣∣δab − areag(Σ(j))−2 ∫Σ(j)〈U˜ (a,j), U˜ (b,j)〉 dµg(j)∣∣2 ≤ ε2j .
• δ2j := infω∈O(3) supB
g(j)
(x¯,10)
∑3
a=1
∣∣∑3
b=1 ωab U
(b,j)−U˜ (a,j)∣∣2 ≥ (j εj)2.
Here, Σ(j) denotes the leaf of the CMC foliation with respect to g(j) which
passes through x¯. Lemma 7.2 implies that supB
g(j)
(x¯,100)
∑3
a=1 |U (a,j)|2 ≤ C
and supB
g(j)
(x¯,100)
∑3
a=1 |U˜ (a,j)|2 ≤ C. Hence, after passing to a subse-
quence, the vector fields U (a,j) converge in C1,
1
2 (Bg¯(x¯, 20)) to a vector field
U (a) which satisfies LU (a)(g¯) = 0 and is tangential along Σ¯. Similarly, the
vector fields U˜ (a,j) converge in C1,
1
2 (Bg¯(x¯, 20)) to a vector field U˜
(a) which
satisfies LU˜ (a)(g¯) = 0 and is tangential along Σ¯. Consequently, there exists
a matrix ω¯ ∈ O(3) such that U˜ (a) =∑3b=1 ω¯ab U (b). Therefore, δj → 0.
For each j, we choose a 3× 3 matrix ω(j) ∈ O(3) such that
sup
B
g(j)
(x¯,10)
3∑
a=1
∣∣∣ 3∑
b=1
ω
(j)
ab U
(b,j) − U˜ (a,j)
∣∣∣2 = δ2j .
Moreover, we put
V (a,j) := δ−1j
( 3∑
b=1
ω
(j)
ab U
(b,j) − U˜ (a,j)
)
.
Then
• supB
g(j)
(x¯,10)
∑3
a=1 |V (a,j)|2 = 1.
• supB
g(j)
(x¯,100)
∑3
a=1 |LV (a,j)(g(j))|2 + |D(LV (a,j)(g(j)))|2 ≤ C j−2.
• supΣ(j)
∑3
a=1 |〈V (a,j), ν〉|2 ≤ C j−2.
Using Lemma 7.2, we obtain supB
g(j)
(x¯,100)
∑3
a=1 |V (a,j)|2 ≤ C. Hence, after
passing to a subsequence, the vector fields V (a,j) converge in C1,
1
2 (Bg¯(x¯, 20))
to a vector field V (a) which satisfies LV (a)(g¯) = 0 and is tangential along Σ¯.
Consequently, V (a) =
∑3
b=1 σab U˜
(b) for some 3× 3-matrix σ.
We next observe that∣∣∣∣δj
∫
Σ(j)
(〈U˜ (a,j), V (b,j)〉+ 〈V (a,j), U˜ (b,j)〉) dµg(j) + δ2j
∫
Σ(j)
〈V (a,j), V (b,j)〉 dµg(j)
∣∣∣∣
=
∣∣∣∣
∫
Σ(j)
(〈U˜ (a,j) + δj V (a,j), U˜ (b,j) + δj V (b,j)〉 − 〈U˜ (a,j), U˜ (b,j)〉) dµg(j)
∣∣∣∣
=
∣∣∣∣
∫
Σ(j)
(〈U (a,j), U (b,j)〉 − 〈U˜ (a,j), U˜ (b,j)〉) dµg(j)
∣∣∣∣ ≤ Cεj.
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Since δj → 0 and εjδj → 0, we conclude that∫
Σ¯
(〈U˜ (a), V (b)〉+ 〈V (a), U˜ (b)〉) dµg¯ = 0.
Consequently, σ is an anti-symmetric matrix. Finally, for each j, we have
inf
ω∈O(3)
sup
B
g(j)
(x¯,10)
3∑
a=1
∣∣∣V (a,j) + δ−1j
3∑
b=1
(ωab − ω(j)ab )U (b,j)
∣∣∣2 = 1
by definition of δj . If we choose j sufficiently large and put ω := exp(−δjσ)ω(j) ∈
O(3), we arrive at a contradiction.
Corollary 7.4. Let g be a metric on the cylinder S2×[−1000, 1000] which is
close to the standard metric in C100. Moreover, suppose that U (1), U (2), U (3)
and U˜ (1), U˜ (2), U˜ (3) satisfy the assumptions of Proposition 7.3. Let η be a
smooth cutoff function such that η = 1 on S2 × [−1000,−1] and η = 0 on
S2 × [1, 1000]. If we define
V (a) := η
3∑
b=1
ωab U
(b) + (1− η) U˜ (a),
then
∑3
a=1 |LV (a)(g)|2 + |D(LV (a)(g))|2 ≤ Cε2.
Proof. Let
W (a) :=
3∑
b=1
ωab U
(b) − U˜ (a).
By the previous proposition, we have supBg¯(x¯,10)
∑3
a=1 |W (a)|2 ≤ Cε2. More-
over, supBg¯(x¯,10)
∑3
a=1 |LW (a)(g)|2+ |D(LW (a)(g))|2 ≤ Cε2. Using standard
interior estimates for elliptic equations, we conclude that supBg¯(x¯,10) |DW (a)|2 ≤
Cε2. We now compute
LV (a)(g) = η
3∑
b=1
ωab LU (b)(g) + (1− η)LU˜ (a)(g)
+ g(W (a), ·)⊗ dη + dη ⊗ g(W (a), ·).
Putting these facts together, we conclude that
∑3
a=1 |LV (a)(g)|2+|D(LV (a)(g))|2 ≤
Cε2, as claimed.
8. The Neck Improvement Theorem
Definition 8.1. Let (M,g(t)) be a solution to the Ricci flow in dimension 3,
and let (x¯, t¯) be a point in space-time with R(x¯, t¯) = r−2. We say that (x¯, t¯)
lies at the center of an evolving ε-neck if, after rescaling by the factor r, the
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parabolic neighborhood Bg(t¯)(x¯, ε
−1r) × [t¯ − ε−1r2, t¯] is ε-close in C [ε−1] to
a family of shrinking cylinders.
Definition 8.2. Let (M,g(t)) be a solution to the Ricci flow in dimension
3, and let (x¯, t¯) be a point in space-time with R(x¯, t¯) = r−2. We assume that
(x¯, t¯) lies at the center of an evolving ε0-neck for some small number ε0. We
say that (x¯, t¯) is ε-symmetric if there exist smooth, time-independent vec-
tor fields U (1), U (2), U (3) on the closed ball B¯g(t¯)(x¯, 100r) with the following
properties:
• We have
sup
Bg(t¯)(x¯,100r)×[t¯−100r2,t¯]
2∑
l=0
3∑
a=1
r2l |Dl(LU (a)(g))|2 ≤ ε2.
• If t ∈ [t¯ − 100r2, t¯] and ν is the unit normal vector to the CMC
foliation, then
sup
Bg(t¯)(x¯,100r)×[t¯−100r2,t¯]
3∑
a=1
r−2 |〈U (a), ν〉|2 ≤ ε2.
• If t ∈ [t¯ − 100r2, t¯] and Σ ⊂ Bg(t¯)(x¯, 100r) is a leaf of the CMC
foliation at time t, then
3∑
a,b=1
∣∣∣∣δab − areag(t)(Σ)−2
∫
Σ
〈U (a), U (b)〉 dµg(t)
∣∣∣∣
2
≤ ε2.
Proposition 8.3. Given L, we can find a small positive constant ε0 with the
following property. Let (M,g(t)) be a solution of the Ricci flow in dimension
3, and let (x0,−1) be a point in space-time with R(x0,−1) = 1. We assume
that (x0,−1) lies at the center of an evolving ε0-neck. Moreover, we assume
that every point in the parabolic neighborhood Bg(−1)(x0, L) × [−L− 1,−1)
is ε-symmetric, where ε ≤ ε0. Then, given any t¯ ∈ [− L10 ,−1], we can find
time-independent vector fields U (1), U (2), U (3) with the following properties:
• ∑3a=1 |LU (a)(g(t))|2+(−t¯) |D(LU (a)(g(t)))|2 ≤ Cε2 on Bg(−1)(x0, L−
100) × [10t¯, t¯].
• ∑3a=1(−t¯)−1 |〈U (a), ν〉|2 ≤ Cε2 on Bg(−1)(x0, L−100)×[10t¯, t¯], where
ν denotes the unit normal vector to the CMC foliation of (M,g(t)).
• If t ∈ [10t¯, t¯] and Σ is a leaf of the CMC foliation of (M,g(t)), then
3∑
a,b=1
∣∣∣∣δab − areag(t)(Σ)−2
∫
Σ
〈U (a), U (b)〉 dµg(t)
∣∣∣∣
2
≤ Cε2.
Moreover, U (1), U (2), U (3) are C2,
1
2 -close to the standard rotation vector fields
on the cylinder.
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Proof. For t¯ ∈ [− L10 ,−1), this follows from a repeated application of
Corollary 7.4. For t¯ = −1, this follows by taking the limit.
Proposition 8.4. Given L, we can find a small positive constant ε0 with the
following property. Let (M,g(t)) be a solution of the Ricci flow in dimension
3, and let (x0,−1) be a point in space-time with R(x0,−1) = 1. We assume
that (x0,−1) lies at the center of an evolving ε0-neck. Consider a time
t¯ ∈ [−L− 1,−1] and a positive number ε ≤ ε0. Suppose that U (1), U (2), U (3)
are time-independent vector fields with the following properties:
• ∑3a=1 |LU (a)(g(t¯))|2+ (−t¯) |D(LU (a)(g(t¯)))|2 ≤ ε2 on Bg(−1)(x0, L−
100).
• ∑3a=1(−t¯)−1 |〈U (a), ν〉|2 ≤ ε2 on Bg(−1)(x0, L−100), where ν denotes
the unit normal vector to the CMC foliation of (M, g¯(t)).
• If Σ is a leaf of the CMC foliation of (M,g(t¯)), then
3∑
a,b=1
∣∣∣∣δab − areag(t¯)(Σ)−2
∫
Σ
〈U (a), U (b)〉 dµg¯(t)
∣∣∣∣
2
≤ ε2.
Moreover, suppose that U˜ (1), U˜ (2), U˜ (3) are time-independent vector fields
with the following properties:
• ∑3a=1 |LU˜ (a)(g(t¯))|2+ (−t¯) |D(LU˜ (a)(g(t¯)))|2 ≤ ε2 on Bg(−1)(x0, L−
100).
• ∑3a=1(−t¯)−1 |〈U˜ (a), ν〉|2 ≤ ε2 on Bg(−1)(x0, L−100), where ν denotes
the unit normal vector to the CMC foliation of (M, g¯(t)).
• If Σ is a leaf of the CMC foliation of (M,g(t¯)), then
3∑
a,b=1
∣∣∣∣δab − areag(t¯)(Σ)−2
∫
Σ
〈U˜ (a), U˜ (b)〉 dµg¯(t)
∣∣∣∣
2
≤ ε2.
Then there exists a 3× 3 matrix ω ∈ O(3) such that
sup
Bg(−1)(x¯,L−1000)
3∑
a=1
∣∣∣ 3∑
b=1
ωab U
(b) − U˜ (a)
∣∣∣2 ≤ CL10ε2.
Proof. By assumption, the flow is close to a family of shrinking cylinders.
Given any integer m ∈ [−(L− 400), (L− 400)], Proposition 7.3 implies that
there exists a 3×3 matrix ω(m) ∈ O(3) such that supS2×[m−10,m+10]
∑3
a=1
∣∣∑3
b=1 ω
(m)
ab U
(b)−
U˜ (a)
∣∣2 ≤ CL10ε2. From this, we deduce that |ω(m)−ω(m+1)| ≤ Cε for every
integer m ∈ [−(L−400), (L−400)]. Consequently, there exists a 3×3 matrix
ω ∈ O(3) such that |ω(m)−ω| ≤ CLε for every integer m ∈ [−(L−400), (L−
400)]. This implies supS2×[m−10,m+10]
∑3
a=1
∣∣∑3
b=1 ωab U
(b)−U˜ (a)∣∣2 ≤ CL10ε2
for every integer m ∈ [−(L − 400), (L − 400)]. This completes the proof of
Proposition 8.4.
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We now state the main result of this section:
Theorem 8.5 (Neck Improvement Theorem). There exist a large constant
L and small positive constant ε1 with the following property. Let (M,g(t))
be a solution of the Ricci flow in dimension 3, and let (x0, t0) be a point
in space-time with R(x0, t0) = r
−2. Suppose that (x0, t0) lies at the center
of an evolving ε1-neck. Moreover, suppose that every point in the parabolic
neighborhood Bg(t0)(x0, Lr) × [t0 − Lr2, t0) is ε-symmetric, where ε ≤ ε1.
Then (x0, t0) is
ε
2 -symmetric.
Proof. Without loss of generality, we may assume that t0 = −1 and
R(x0,−1) = 1. Throughout the proof, we will assume that L is sufficiently
large, and ε1 is sufficiently small depending on L.
Step 1: Proposition 8.3 implies that, for each t ∈ [−L,−1], we can find
vector fields U (1), U (2), U (3) (depending on t) with the following properties:
• |LU (a)(g)| + (−t)
1
2 |D(LU (a)(g))| ≤ Cε on Bg(−1)(x0, L− 1000).
• (−t)− 12 |〈U (a), ν〉| ≤ Cε on Bg(−1)(x0, L−1000), where ν denotes the
unit normal vector to the CMC foliation.
Moreover, we can arrange that U (1), U (2), U (3) are C(L)ε1-close to the stan-
dard rotation vector fields on the cylinder. In view of Proposition 8.4,
we can arrange that the vector fields U (1), U (2), U (3) vary smoothly in t,
and that ∂
∂t
U (a) = 0 on Bg(−1)(x0, L − 1000) × [−L,−L4 ], and | ∂∂tU (a)| ≤
CL100ε on Bg(−1)(x0, L−1000)× [−L4 ,−1]. Note that |∆U (a)+Ric(U (a))| ≤
C |D(LU (a)(g))| ≤ C(−t)−
1
2 ε.
Step 2: Let V (a) denote the solution of the PDE
∂
∂t
V (a) = ∆V (a) +Ric(V (a))
in the region {|z| ≤ L − 2000, −L ≤ t ≤ −1} with Dirichlet boundary
condition V (a) = U (a) on the parabolic boundary {|z| ≤ L − 2000, t =
−L} ∪ {|z| = L− 2000, −L ≤ t ≤ −1}. In the region {|z| ≤ 1000, −1000 ≤
t ≤ −1}, the vector fields V (1), V (2), V (3) are C(L)ε1-close to the standard
rotation vector fields on the cylinder. Moreover, the difference V (a) − U (a)
satisfies
| ∂
∂t
(V (a) − U (a))−∆(V (a) − U (a))− Ric(V (a) − U (a))|
= |∆U (a) +Ric(U (a))| ≤ CL− 12 ε
in the region {|z| ≤ L− 2000, −L ≤ t ≤ −L4 } and
| ∂
∂t
(V (a) − U (a))−∆(V (a) − U (a))− Ric(V (a) − U (a))|
≤ | ∂
∂t
U (a)|+ |∆U (a) +Ric(U (a))| ≤ CL100ε
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in the region {|z| ≤ L−2000, −L4 ≤ t ≤ −1}. Hence, Proposition 5.3 implies
∂
∂t
|V (a) − U (a)| ≤ ∆|V (a) − U (a)|+ CL− 12 ε
in the region {|z| ≤ L− 2000, −L ≤ t ≤ −L4 } and
∂
∂t
|V (a) − U (a)| ≤ ∆|V (a) − U (a)|+ CL100ε
in the region {|z| ≤ L−2000, −L4 ≤ t ≤ −1}. Using the maximum principle,
we obtain
|V (a) − U (a)| ≤ CL 12 ε
in the region {|z| ≤ L− 2000, −L ≤ t ≤ −L4 } and
|V (a) − U (a)| ≤ CL101ε
in the region {|z| ≤ L − 2000, −L4 ≤ t ≤ −1}. Standard interior estimates
for linear parabolic equations imply
|D(V (a) − U (a))| ≤ Cε
in the region {|z| ≤ 3L4 , −3L4 ≤ t ≤ −L4 } and
|D(V (a) − U (a))| ≤ CL101ε
in the region {|z| ≤ 3L4 , −L4 ≤ t ≤ −1}.
We now define h(a)(t) := LV (a)(t)(g(t)). Since
∂
∂t
V (a) = ∆V (a)+Ric(V (a)),
we obtain
∂
∂t
h(a)(t) = ∆L,g(t)h
(a)(t)
by Theorem 5.2. In view of the preceding discussion, we have
|h(a)| ≤ |LU (a)(g)| + C |D(V (a) − U (a))| ≤ Cε
in the region {|z| ≤ 3L4 , −3L4 ≤ t ≤ −L4 } and
|h(a)| ≤ |LU (a)(g)| + C |D(V (a) − U (a))| ≤ CL101ε
in the region {|z| ≤ 3L4 , −L4 ≤ t ≤ −1}. Using standard interior estimates
for linear parabolic equations, we obtain
100∑
l=0
|Dlh(a)| ≤ C(L)ε
in the region {|z| ≤ L2 , −L2 ≤ t ≤ −1}.
Step 3: We now consider an exact family of shrinking cylinders, g¯(t) =
(−2t) gS2 + dz⊗ dz. By assumption,
∑100
l=0 |Dl(g¯(t)− g(t))| ≤ C(L)ε1 in the
region {|z| ≤ L2 , −L2 ≤ t ≤ −1}. Let h¯(a) denote the solution of the equation
∂
∂t
h¯(a)(t) = ∆L,g¯(t)h¯
(a)(t)
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in the region {|z| ≤ L2 , −L2 ≤ t ≤ −1} with Dirichlet boundary condition
h¯(a) = h(a) on the parabolic boundary {|z| ≤ L2 , t = −L2 } ∪ {|z| = L2 , −L2 ≤
t ≤ −1}. Using the identity
∂
∂t
(h¯(a)(t)−h(a)(t))−∆L,g¯(t)(h¯(a)(t)−h(a)(t)) = ∆L,g¯(t)h(a)(t)−∆L,g(t)h(a)(t),
we obtain
| ∂
∂t
(h¯(a)(t)− h(a)(t))−∆L,g¯(t)(h¯(a)(t)− h(a)(t))| ≤ C(L)ε1ε
in the region {|z| ≤ L2 , −L2 ≤ t ≤ −1}. Using the maximum principle, we
conclude that
|h¯(a) − h(a)| ≤ C(L)ε1ε
in the region {|z| ≤ L2 , −L2 ≤ t ≤ −1}. Standard interior estimates imply
80∑
l=0
|Dl(h¯(a) − h(a))| ≤ C(L)ε1ε
in the region {|z| ≤ 1000, −1000 ≤ t ≤ −1}.
Step 4: We now apply Proposition 6.1 to h¯(a)(t). Using the results in
Step 2 and Step 3, we obtain
|h¯(a)| ≤ Cε+ C(L)ε1ε
in the region {|z| ≤ L2 , −L2 ≤ t ≤ −L4 } and
|h¯(a)| ≤ CL101ε+ C(L)ε1ε
in the region {|z| ≤ L2 , −L4 ≤ t ≤ −1}. Hence, for each a ∈ {1, 2, 3}, we can
find a function ψ(a) : S2 → R (independent of z and t) such that ψ(a) lies in
the span of the first spherical harmonics and
|h¯(a)(t)−ω¯(a)(z, t) gS2−β¯(a)(z, t) dz⊗dz−(−t)ψ(a) gS2 | ≤ CL−
1
2 ε+C(L)ε1ε
in the region {|z| ≤ 1000, −1000 ≤ t ≤ −1}. Note that ω¯(a), β¯(a), and ψ(a)
are bounded by C(L)ε. Standard interior estimates imply
80∑
l=0
|Dl(h¯(a)(t)−ω¯(a)(z, t) gS2−β¯(a)(z, t) dz⊗dz−(−t)ψ(a) gS2)| ≤ CL−
1
2 ε+C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. Putting these facts together, we
obtain
80∑
l=0
|Dl(h(a)(t)−ω¯(a)(z, t) gS2−β¯(a)(z, t) dz⊗dz−(−t)ψ(a) gS2)| ≤ CL−
1
2 ε+C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}.
Step 5: Let us define a conformal vector field ξ(a) on S2 by gS2(ξ
(a), ·) =
−14 dψ(a). Then Lξ(a)(gS2) = 12 ψ(a) gS2 , hence Lξ(a)(g¯(t)) = (−t)ψ(a) gS2 .
Moreover, |ξ(a)| ≤ C(L)ε. We now define W (a) := V (a) − ξ(a). In the
region {|z| ≤ 1000, −1000 ≤ t ≤ −1}, the vector fields W (1),W (2),W (3) are
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C(L)ε1-close to the standard rotation vector fields on the cylinder. Using
the identity
LW (a)(g(t)) = h
(a)(t)− (−t)ψ(a) gS2 −Lξ(a)(g(t)− g¯(t))
and the estimates in Step 4, we obtain
|LW (a)(g(t)) − ω¯(a)(z, t) gS2 − β¯(a)(z, t) dz ⊗ dz| ≤ CL−
1
2 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. Moreover, the higher order
derivatives can be estimated by
40∑
l=0
|Dl(LW (a)(g(t)) − ω¯(a)(z, t) gS2 − β¯(a)(z, t) dz ⊗ dz)|
≤ CL− 12 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. Note that ∆W (a) + Ric(W (a))
can be expressed in terms of first derivatives of LW (a)(g):
∆W (a) +Ric(W (a)) = div(LW (a)(g)) −
1
2
∇tr(LW (a)(g)).
Consequently,∣∣∣∆W (a) +Ric(W (a))− (1
2
∂β¯(a)
∂z
(z, t)− 1
(−4t)
∂ω¯(a)
∂z
(z, t)
) ∂
∂z
∣∣∣
≤ CL− 12 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. Similarly, the higher order
derivatives can be estimated by
20∑
l=0
∣∣∣Dl(∆W (a) +Ric(W (a))− (1
2
∂β¯(a)
∂z
(z, t) − 1
(−4t)
∂ω¯(a)
∂z
(z, t)
) ∂
∂z
)∣∣∣
≤ CL− 12 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}.
Since ∂
∂t
V (a) = ∆V (a) +Ric(V (a)) and ∂
∂t
ξ(a) = 0, we obtain
∂
∂t
W (a) −∆W (a) − Ric(W (a)) = ∆ξ(a) +Ric(ξ(a)).
Since |ξ(a)| ≤ C(L)ε and ∆S2ξ(a) +RicgS2 (ξ(a)) = 0, it follows that∣∣∣ ∂
∂t
W (a) −∆W (a) − Ric(W (a))
∣∣∣ ≤ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. Moreover, the higher order
derivatives satisfy the estimate
20∑
l=0
∣∣∣Dl( ∂
∂t
W (a) −∆W (a) − Ric(W (a))
)∣∣∣ ≤ C(L)ε1ε
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in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. Putting these facts together, we
conclude that
20∑
l=0
∣∣∣Dl( ∂
∂t
W (a) −
(1
2
∂β¯(a)
∂z
(z, t)− 1
(−4t)
∂ω¯(a)
∂z
(z, t)
) ∂
∂z
)∣∣∣
≤ CL− 12 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}.
Step 6: We now defineX(1) := [W (2),W (3)], X(2) := [W (3),W (1)],W (3) :=
[W (1),W (2)]. In the region {|z| ≤ 1000, −1000 ≤ t ≤ −1}, the vector fields
X(1),X(2),X(3) agree with the standard rotation vector fields on the cylinder
up to constant factors and errors of order C(L)ε1. Moreover,
LX(1)(g) = LW (2)(LW (3)(g)) −LW (3)(LW (2)(g))
= LW (2)(LW (3)(g) − ω¯(3)(z, t) gS2 − β¯(3)(z, t) dz ⊗ dz)
−LW (3)(LW (2)(g) − ω¯(2)(z, t) gS2 − β¯(2)(z, t) dz ⊗ dz)
+ LW (2)(ω¯
(3)(z, t) gS2 + β¯
(3)(z, t) dz ⊗ dz)
−LW (3)(ω¯(2)(z, t) gS2 + β¯(2)(z, t) dz ⊗ dz).
Analogous identities hold for LX(2)(g) and LX(3)(g). SinceW
(1),W (2),W (3)
agree with the standard rotation vector fields on the cylinder up to errors of
order C(L)ε1, we obtain
∑6
l=0 |Dl(LW (a)(ω¯(b)(z, t) gS2+β¯(b)(z, t) dz⊗dz))| ≤
C(L)ε1ε in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. Using the estimates in
Step 5, we conclude that
16∑
l=0
|Dl(LX(a)(g))| ≤ CL−
1
2 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}.
We next observe that
∂
∂t
X(1) =
[ ∂
∂t
W (2),W (3)
]
+
[
W (2),
∂
∂t
W (3)
]
=
[ ∂
∂t
W (2) −
(1
2
∂β¯(2)
∂z
(z, t) − 1
(−4t)
∂ω¯(2)
∂z
(z, t)
) ∂
∂z
,W (3)
]
+
[
W (2),
∂
∂t
W (3) −
(1
2
∂β¯(3)
∂z
(z, t) − 1
(−4t)
∂ω¯(3)
∂z
(z, t)
) ∂
∂z
]
+
[(1
2
∂β¯(2)
∂z
(z, t) − 1
(−4t)
∂ω¯(2)
∂z
(z, t)
) ∂
∂z
,W (3)
]
+
[
W (2),
(1
2
∂β¯(3)
∂z
(z, t) − 1
(−4t)
∂ω¯(3)
∂z
(z, t)
) ∂
∂z
]
.
Analogous identities hold for ∂
∂t
X(2) and ∂
∂t
X(3). Since W (1),W (2),W (3)
agree with the standard rotation vector fields on the cylinder up to errors
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of order C(L)ε1, we obtain
16∑
l=0
∣∣∣Dl[W (a),(1
2
∂β¯(b)
∂z
(z, t)− 1
(−4t)
∂ω¯(b)
∂z
(z, t)
) ∂
∂z
]∣∣∣ ≤ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. Using the estimates in Step 5,
we conclude that
16∑
l=0
∣∣∣Dl( ∂
∂t
X(a)
)∣∣∣ ≤ CL− 12 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}.
Step 7: Let Y (a) be a time-independent vector field such that Y (a) = X(a)
on Bg(−1)(x0, 200)×{−1}. In the region {|z| ≤ 1000, −1000 ≤ t ≤ −1}, the
vector fields Y (1), Y (2), Y (3) agree with the standard rotation vector fields
on the cylinder up to constant factors and errors of order C(L)ε1. The
estimates in Step 6 imply
16∑
l=0
|Dl(Y (a) −X(a))| ≤ CL− 12 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}. This implies
15∑
l=0
|Dl(LY (a)(g))| ≤ CL−
1
2 ε+ C(L)ε1ε
in the region {|z| ≤ 400, −400 ≤ t ≤ −1}.
Step 8: We next recall some basic facts about Hamilton’s CMC foliation.
In the following, we fix a time t ∈ [−200,−1]. We denote by Σs the leaves
of the CMC foliation of (M,g(t)), and let ν denote the unit normal vector
field to the foliation. For each s, we denote by v : Σs → R denote the lapse
function associated with this foliation. Note that the foliation depends on
t, but we suppress this dependence in the notation. We assume that the
foliation Σs is parametrized so that x0 ∈ Σ0 and
∫
Σs
v = 1 for all s. Since
Σs is a CMC surface for each s, the function v satisfies the Jacobi equation
∆Σsv + (|A|2 +Ric(ν, ν)) v = constant,
where |A| denotes the norm of the second fundamental form of Σs.
In the following, we only consider those leaves Σs which intersect the ball
Bg(−1)(x0, 200). Let us define a function F (a) : Σs → R by F (a) := 〈Y (a), ν〉.
The quantity
∆ΣsF
(a) + (|A|2 +Ric(ν, ν))F (a)
can be expressed in terms of first derivatives of LY (a)(g). Using the estimate
for LY (a)(g) in Step 7, we deduce that
|∆ΣsF (a) + (|A|2 +Ric(ν, ν))F (a)| ≤ CL−
1
2 ε+ C(L)ε1ε
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if Σs intersects the ball Bg(−1)(x0, 200). From this, we deduce that
sup
Σs
∣∣∣∣F (a) −
(∫
Σs
F (a)
)
v
∣∣∣∣ ≤ CL− 12 ε+ C(L)ε1ε
if Σs intersects the ball Bg(−1)(x0, 200). Hence, if we define
G(a)(s) :=
∫
Σs
F (a) =
∫
Σs
〈Y (a), ν〉,
then
sup
Σs
|v−1 〈Y (a), ν〉 −G(a)(s)| ≤ CL− 12 ε+ C(L)ε1ε.
Note that
d
ds
G(a)(s) =
∫
Σs
v divY (a)
by the divergence theorem. Using the estimate for LY (a)(g) in Step 7, we
obtain
| d
ds
G(a)(s)| ≤ CL− 12 ε+ C(L)ε1ε.
Putting these facts together, we conclude that
sup
Σs
|v−1 〈Y (a), ν〉 −G(a)(0)| ≤ CL− 12 ε+ C(L)ε1ε
Finally, since we have bounds for the higher order derivatives of LY (a)(g),
we obtain bounds for the higher order derivatives of 〈Y (a), ν〉 − G(a)(0) v.
More precisely,
10∑
l=0
|Dl(v−1 〈Y (a), ν〉 −G(a)(0))| ≤ CL− 12 ε+ C(L)ε1ε
at each point in Bg(−1)(x0, 200) and for each t ∈ [−200,−1].
Step 9: Finally, we put Z(1) := [Y (2), Y (3)], Z(2) := [Y (3), Y (1)], Z(3) :=
[Y (1), Y (2)]. Clearly, Z(1), Z(2), Z(3) are time-independent vector fields. More-
over, in the region {|z| ≤ 1000, −1000 ≤ t ≤ −1}, the vector fields Z(1), Z(2), Z(3)
agree with the standard rotation vector fields on the cylinder up to constant
factors and errors of order C(L)ε1. Note that
LZ(1)(g) = LY (2)(LY (3)(g)) −LY (3)(LY (2)(g)).
We have shown in Step 8 that
∑15
l=0 |Dl(LY (a)(g))| ≤ CL−
1
2 ε+ C(L)ε1ε in
Bg(−1)(x0, 200) × [−200,−1]. This gives
14∑
l=0
|Dl(LZ(a)(g))| ≤ CL−
1
2 ε+ C(L)ε1ε
in Bg(−1)(x0, 200) × [−200,−1]. Now, let us fix a time t ∈ [−200,−1], and
let v denote the lapse function of the CMC foliation. Since the vector field
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T = v−1 ν is a gradient vector field, we have
v−1 〈Z(1), ν〉 = v−1 〈[Y (2), Y (3)], ν〉
=
〈
Y (2),∇(v−1 〈Y (3), ν〉)〉− 〈Y (3),∇(v−1 〈Y (2), ν〉)〉.
Using the estimates in Step 8, we obtain
|v−1 〈Z(a), ν〉| ≤ CL− 12 ε+ C(L)ε1ε
on Bg(−1)(x0, 200) × [−200,−1]. Moreover, the higher order derivatives of
〈Z(a), ν〉 can be estimated by
8∑
l=0
|Dl(v−1 〈Z(a), ν〉)| ≤ CL− 12 ε+ C(L)ε1ε
on Bg(−1)(x0, 200) × [−200,−1].
Step 10: The estimates in Step 9 have several important consequences.
First, since T = v−1 ν is a gradient vector field, we obtain
g([T,Z(a)], ·) = (LZ(a)(g))(T, ·) − d(〈T,Z(a)〉)
and
〈∇(|T |2), Z(a)〉 = −(LZ(a)(g))(T, T ) + 2〈∇(〈T,Z(a)〉), T 〉.
Using the estimates in Step 9, we conclude that |[T,Z(a)]| ≤ CL− 12 ε +
C(L)ε1ε and |〈∇(|T |2), Z(a)〉| ≤ CL− 12 ε + C(L)ε1ε. Since |T |−2 T = v ν, it
follows that [v ν, Z(a)| ≤ CL− 12 ε+ C(L)ε1ε.
Finally, we obtain information on the Ricci tensor and the second funda-
mental form of the CMC foliation. Given (q1, q2, q3) ∈ R3 with
√
q21 + q
2
2 + q
2
3 ≤
108, let Φq1,q2,q3 denote the time-1-map of the vector field q1Z
(1) + q2Z
(2) +
q3Z
(3). The estimates in Step 9 imply that Φq1,q2,q3 preserves the metric,
up to errors of order CL−
1
2 ε + C(L)ε1ε. Moreover, Φq1,q2,q3 preserves the
leaves of the CMC foliation, up to errors of order CL−
1
2 ε+C(L)ε1ε. Hence,
if t ∈ [−200,−1] and Σ ⊂ Bg(−1)(x0, 200) is a leaf of the CMC foliation in
(M,g(t)), then
inf
ρ
sup
Σ
∣∣(Ric − ρg)|TΣ∣∣ ≤ CL− 12 ε+C(L)ε1ε
and
sup
Σ
∣∣A− 1
2
Hg
∣∣ ≤ CL− 12 ε+ C(L)ε1ε,
where A denotes the second fundamental form of Σ and H denotes the mean
curvature of Σ (which is constant).
Step 11: The geometric estimates in Step 10 imply that there exists a
symmetric matrix Qab (independent of Σ) such that∣∣∣∣Qab − areag(−1)(Σ)−2
∫
Σ
〈Z(a), Z(b)〉 dµg(−1)
∣∣∣∣ ≤ CL− 12 ε+ C(L)ε1ε
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whenever Σ ⊂ Bg(−1)(x0, 200) is a leaf of the CMC foliation of (M,g(−1)).
Moreover, the eigenvalues of the matrix Qab lie in the interval [
1
C
, C] for
some fixed constant C.
Now, if t ∈ [−100,−1], then every leaf of the CMC foliation of (M,g(t))
which intersects Bg(−1)(x0, 100) is (CL−
1
2 + C(L)ε1ε)-close in the C
1-norm
to a leaf of the CMC foliation of (M,g(−1)). (This follows from the fact
that Z(1), Z(2), Z(3) are independent of t, and for each t are tangential to the
CMC foliation up to erros of order CL−
1
2 +C(L)ε1ε.) From this, we deduce
that ∣∣∣∣Qab − areag(t)(Σ)−2
∫
Σ
〈Z(a), Z(b)〉 dµg(t)
∣∣∣∣ ≤ CL− 12 ε+ C(L)ε1ε
whenever t ∈ [−100,−1] and Σ ⊂ Bg(−1)(x0, 100) is a leaf of the CMC
foliation of (M,g(t)) which intersects Bg(−1)(x0, 100). Note that the matrix
Qab is independent of t and independent of the leaf of the CMC foliation.
To summarize, the point (x0,−1) is (CL− 12 ε+C(L)ε1ε)-symmetric. Hence,
if we choose L sufficiently large and ε1 sufficiently small (depending on L),
then (x0,−1) is ε2 -symmetric, as claimed.
9. Rotational symmetry of ancient solutions in dimension 3
In this section, we give the proof of Theorem 1.2. We argue by contra-
diction. Suppose that (M,g(t)), t ∈ (−∞, 0], is a three-dimensional ancient
κ-solution which is noncompact, has positive sectional curvature, and is not
rotationally symmetric. For each t, we denote by Rmax(t) the supremum of
the scalar curvature of (M,g(t)). Note that Rmax(t) is monotone increasing
in t by Hamilton’s Harnack inequality [12]. Moreover, Rmax(t) is Lipschitz
continuous by Perelman’s pointwise curvature derivative estimate [18].
Let us choose a large constant L and a small constant ε1 such that the
conclusion of the Neck Improvement Theorem holds. We assume that ε1
is chosen small enough so that the results in Section 7 can be applied on
every ε1-neck. For each point (x, t) in spacetime, we denote by λ1(x, t)
the smallest eigenvalue of the Ricci tensor at (x, t). The following is an
immediate consequence of Perelman’s work:
Proposition 9.1. We can find a small positive constant θ with the following
property. Suppose that (x¯, t¯) is a point in spacetime satisfying λ1(x¯, t¯) ≤
θR(x¯, t¯). Then (x¯, t¯) lies at the center of an evolving ε1-neck. Moreover, if
x lies outside the leaf of the CMC foliation passing through (x¯, t¯), then (x, t¯)
lies at the center of an evolving ε1-neck.
Proof. By Theorem A.2 and Corollary A.3, we can find a domain Ωt¯
with the following properties:
• If x ∈M \Ωt¯, then (x, t¯) lies on an evolving ε1-neck.
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• diamg(t¯)(Ωt¯) ≤ C1Rmax(t¯)−
1
2 , where C1 is a positive constant that
depends on ε1.
Now, if we choose θ sufficiently small, then (x¯, t¯) lies at the center of a neck
N which has length 10C1R(x¯, t¯)
− 1
2 and which satisfies N ∩ Ωt¯ = ∅. Since
N has length 10 diamg(t¯)(Ωt¯), the set Ωt¯ must be contained in the bounded
connected component of M \N . From this, the assertion follows.
Definition 9.2. We say that (M,g(t¯)) is ε-symmetric if there exists a com-
pact domain D ⊂ M and time-independent vector fields U (1), U (2), U (3) on
D with the following properties:
• The boundary ∂D is a leaf of Hamilton’s CMC foliation of (M,g(t¯)).
• λ1(x, t¯) ≥ 12θR(x, t¯) for all points x ∈ D.• There exists a point x¯ ∈ ∂D such that λ1(x¯, t¯) ≤ θR(x¯, t¯).
• For each x ∈M \D, the point (x, t¯) is ε-symmetric.
• We have
sup
t∈[t¯−Rmax(t¯)−1,t¯]
sup
D
2∑
l=0
3∑
a=1
Rmax(t¯)
−l |Dl(LU (a)(g(t)))|2 ≤ ε2.
• If t ∈ [t¯−Rmax(t¯)−1, t¯] and Σ ⊂ D is a leaf of the CMC foliation at
time t which has distance at most Rmax(t¯)
− 1
2 from ∂D, then
sup
Σ
3∑
a=1
Rmax(t¯) |〈U (a), ν〉|2 ≤ ε2.
• If t ∈ [t¯−Rmax(t¯)−1, t¯] and Σ ⊂ D is a leaf of the CMC foliation at
time t which has distance at most Rmax(t¯)
− 1
2 from ∂D, then
3∑
a,b=1
∣∣∣∣δab − areag(t)(Σ)−2
∫
Σ
〈U (a), U (b)〉 dµg(t)
∣∣∣∣
2
≤ ε2.
We now continue with the proof of Theorem 1.2. We know that (M,g(t))
is a Type II ancient solution, i.e. lim supt→−∞(−t)Rmax(t) = ∞ (cf. [21]).
For k large, we define
tˆk = sup{t ∈ (−∞, 0] : (−t)Rmax(t) ≥ k}.
Then (−tˆk)Rmax(tˆk) = k, and ddtRmax(t)
∣∣
t=tˆk
≤ k−1Rmax(tˆk)2. Here, ddtRmax(t)
should be interpreted as the limsup of forward difference quotients. If k is
sufficiently large, then Corollary A.4 implies that we can find a point on
(M,g(tˆk)) where the scalar curvature is maximal. Let us perform a para-
bolic rescaling around that point by the factor Rmax(tˆk)
1
2 . As k → ∞, the
rescaled flows converge to a ancient κ-solution. The limiting flow attains
equality in Hamilton’s Harnack inequality [12], and consequently must be
a steady gradient Ricci soliton [13]. By [6], the limit must be the rota-
tionally symmetric Bryant soliton. Using Theorem A.2, we conclude that
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there exists a sequence εˆk → 0 such that (M,g(t)) is εˆk-symmetric for all
t ∈ [tˆk−εˆ−2k Rmax(tˆk)−1, tˆk]. By Corollary A.3, we can find a sequence εk → 0
with the following properties:
• εk → 0.
• εk ≥ 2εˆk.
• If a point (x, t) in spacetime satisfies R(x, t) ≤ εˆkRmax(t), then (x, t)
lies at the center of an evolving ε2k-neck.
For each k, we define
tk = inf{t ∈ [tˆk, 0] : (M,g(t)) is not εk-symmetric}.
By assumption, the original solution (M,g(t)) is not rotationally symmetric.
Therefore, tˆk ≤ tk < 0 for k large. For abbreviation, let Rmax(tk) = r−2k .
Lemma 9.3. If t ∈ [tˆk− εˆ−2k Rmax(tˆk)−1, tk), then (M,g(t)) is εk-symmetric.
In particular, if (x, t) ∈M × [tˆk− εˆ−2k Rmax(tˆk)−1, tk) is a point in spacetime
satisfying λ1(x, t) <
1
2θR(x, t), then the point (x, t) is εk-symmetric.
Proof. The first statement follows immediately from the definition of
tk. The second statement follows from the first statement, keeping in mind
Definition 9.2.
For each k, we pick a point qk such that λ1(qk, tk) ≥ 12θR(qk, tk). By
Corollary A.3, Rmax(tk) ≤ CR(qk, tk), where C is independent of k. We then
rescale the flow (M,g(t)) around the point (qk, tk) by the factor Rmax(tk)
1
2 .
Passing to the limit as k →∞, we obtain an noncompact ancient κ-solution.
Since λ1(qk, tk) ≥ 12θR(qk, tk), the limit cannot be a cylinder. Since εk → 0,
the limit is rotationally symmetric. By Theorem 1.1 the limit must be the
Bryant soliton.
Lemma 9.4. There exists a sequence δk → 0 such that δk ≥ 2εk for each k
and the following statements hold when k is sufficiently large:
• For each t ∈ [tk − δ−1k r2k, tk] there is a unique point pt where the
scalar curvature of (M,g(t)) attains its maximum.
• The point pt depends smoothly on t, and | ddtpt|g(t) ≤ δkr−1k for t ∈
[tk − δ−1k r2k, tk].
• The scalar curvature satisfies 12K (r−1k dg(t)(pt, x)+1)−1 ≤ r2k R(x, t) ≤
2K (r−1k dg(t)(pt, x) + 1)
−1 for all points (x, t) ∈ Bg(tk)(ptk , δ−1k rk) ×
[tk − δ−1k r2k, tk].
• There exists a nonnegative function f : Bg(tk)(ptk , δ−1k rk) × [tk −
δ−1k r
2
k, tk]→ R such that |Ric−D2f | ≤ δkr−2k , |∆f + |∇f |2− r−2k | ≤
δkr
−2
k , and | ∂∂tf + |∇f |2| ≤ δkr−2k .
• The function f satisfies 12K (r−1k dg(t)(pt, x) + 1) ≤ f(x, t) + 1 ≤
2K (r−1k dg(t)(pt, x) + 1) for all points (x, t) ∈ Bg(tk)(ptk , δ−1k rk) ×
[tk − δ−1k r2k, tk].
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Here, K is a numerical constant.
Proof. On the Bryant soliton, the scalar curvature attains its maxi-
mum at the origin, and the Hessian is negative definite at that point. On
the Bryant soliton, the scalar curvature satisfies 1
K
(d(p, x) + 1)−1 ≤ R ≤
K (d(p, x)+1)−1. Furthermore, on the Bryant soliton, the potential function
f satisfies ∂
∂t
f + |∇f |2 = 0, ∆f + |∇f |2 = 1, and |∇f |2 ≤ 1. Finally, the
potential function on the Bryant soliton satisfies 1
K
(d(p, x) + 1) ≤ f + 1 ≤
K (d(p, x)+1), where p denotes the tip of the Bryant soliton and K is a nu-
merical constant. Hence, the assertion follows by approximation and scaling.
By Lemma 9.4, we know that 12K ≤ r2k Rmax(t¯) ≤ 1 for each t¯ ∈ [tk −
δ−1k r
2
k, tk]. In view of Theorem A.2, we can find a large constant Λ with the
following properties:
• L
√
4K
Λ ≤ 10−6.
• If (x¯, t¯) ∈ M × [tk − δ−1k r2k, tk] is a point in spacetime satisfying
dg(t¯)(pt¯, x¯) ≥ Λrk, then λ1(x, t) < 12θR(x, t) for all points (x, t) ∈
Bg(t¯)(x¯, 2LR(x¯, t¯)
− 1
2 )× [t¯− LR(x¯, t¯)−1, t¯].
Lemma 9.5. If k is sufficiently large, then the following holds: If (x¯, t¯) ∈
M × [tk − δ−1k r2k, tk] satisfies dg(tk)(pt¯, x¯) ≥ Λrk, then (x¯, t¯) is εk2 -symmetric.
Proof. If R(x¯, t¯) ≤ εˆkRmax(t¯), then (x¯, t¯) lies at the center of an evolving
ε2k-neck in view of our choice of εk, and this directly implies that (x¯, t¯) is
εk
2 -symmetric. Hence, it remains to consider the case R(x¯, t¯) ≥ εˆkRmax(t¯).
Since t¯ ∈ [tk−δ−1k r2k, tk], we have Rmax(t¯) ≥ 12K r−2k . Hence, if k is sufficiently
large, then we obtain
t¯− LR(x¯, t¯)−1 ≥ tk − δ−1k r2k − 2KLεˆ−1k r2k
≥ tˆk − δ−1k Rmax(tˆk)−1 − 2KLεˆ−1k Rmax(tˆk)−1
≥ tˆk − εˆ−2k Rmax(tˆk)−1.
Moreover, by definition of Λ we have λ1(x, t) <
1
2θR(x, t) for all points
(x, t) ∈ Bg(t¯)(x¯, 2LR(x¯, t¯)−
1
2 ) × [t¯ − LR(x¯, t¯)−1, t¯]. Consequently, (x¯, t¯) lies
at the center of an evolving ε1-neck. Moreover, by Lemma 9.3, every point
(x, t) ∈ Bg(t¯)(x¯, 2LR(x¯, t¯)−
1
2 ) × [t¯ − LR(x¯, t¯)−1, t¯) is εk-symmetric. Using
the Neck Improvement Theorem, we conclude that (x¯, t¯) is εk2 -symmetric.
This completes the proof.
Lemma 9.6. If k is sufficiently large, then the following holds: Suppose
that (x, t) ∈M × [tk − δ−1k r2k, tk] satisfies dg(t)(pt, x) ≥ Λrk, then −80r−1k ≤
d
dt
dg(t)(pt, x) ≤ 0.
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Proof. Consider a point (x, t) such that t ∈ [tk−δ−1k r2k, tk] and dg(t)(pt, x) ≥
Λ. Then
d
dt
dg(t)(pt, x) = −
∫
Ric(γ′, γ′) ds− 〈 d
dt
pt, γ
′(0)〉,
where γ is a unit-speed geodesic from pt to x which realizes the geodesic
distance between pt and x. Since (M,g(t)) looks like the Bryant soliton
near pt, we know that
rk
∫
Ric(γ′, γ′) ds
is bounded from below by a positive constant independent of k. Since
| d
dt
pt|g(t) ≤ δkr−1k , we conclude that ddtdg(t)(pt, x) ≤ 0. Finally, using the sta-
bility inequality, we obtain
∫
Ric(γ′, γ′) ds ≤ 50r−1k . This gives ddtdg(t)(pt, x) ≥
−80r−1k .
Proposition 9.7. If (x¯, t¯) ∈ M × [tk − 2−jδ−1k r2k, tk] satisfies 2
j
400 Λrk ≤
dg(t¯)(pt¯, x¯) ≤ (400KL)−j δ−1k rk, then (x¯, t¯) is 2−j−1εk-symmetric.
Proof. We argue by induction on j. For j = 0, the assertion follows from
Lemma 9.5.
We now assume that j ≥ 1 and the assertion holds for j − 1. We will
show that the assertion holds for j. To that end, we consider a point (x¯, t¯) ∈
M× [tk−2−jδ−1k r2k, tk] such that 2
j
400 Λrk ≤ dg(t¯)(pt¯, x¯) ≤ (400KL)−j δ−1k rk.
Clearly, λ1(x¯, t¯) <
1
2θR(x¯, t¯) by definition of Λ. Consequently, (x¯, t¯) lies at
the center of an evolving ε1-neck. Let R(x¯, t¯) = r
−2. We will show that
every point in Bg(t¯)(pt¯, Lr)× [t¯−Lr2, t¯] is 2−jεk-symmetric. By Lemma 9.4,
r2 ≤ 4K rk dg(t¯)(pt¯, x¯), hence r ≤
√
4K
Λ dg(t¯)(pt¯, x¯) ≤ 10−6 L−1 dg(t¯)(pt¯, x¯).
This implies
(1− 10−6) dg(t¯)(pt¯, x¯) ≤ dg(t¯)(pt¯, x) ≤ dg(t¯)(pt¯, x¯) + Lr
for all x ∈ Bg(t¯)(x¯, Lr). Using Lemma 9.6, we obtain
(1− 10−6) dg(t¯)(pt¯, x¯) ≤ dg(t)(pt, x) ≤ dg(t¯)(pt¯, x¯) + Lr + 80Lr2r−1k
for all (x, t) ∈ Bg(t¯)(x¯, Lr)× [t¯− Lr2, t¯]. Clearly,
(1− 10−6) dg(t¯)(pt¯, x¯) ≥ 2
j−1
400 Λrk.
Moreover, using the inequality r ≥ Rmax(t¯)− 12 ≥ Rmax(tk)− 12 = rk and the
inequality r2 ≤ 4K rk dg(t¯)(pt¯, x¯), we obtain
dg(t¯)(pt¯, x¯) + Lr + 80Lr
2r−1k ≤ dg(t¯)(pt¯, x¯) + 81Lr2r−1k
≤ 400KLdg(t¯)(pt¯, x¯)
≤ (400KL)−j+1 δ−1k rk.
Putting these facts together, we conclude that
2
j−1
400 Λrk ≤ dg(t)(pt, x) ≤ (400KL)−j+1 δ−1k rk
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for all (x, t) ∈ Bg(t¯)(x¯, Lr)× [t¯− Lr2, t¯]. Finally,
t¯− Lr2 ≥ t¯− 4KLrk dg(t¯)(pt¯, x¯)
≥ t¯− 4KL (400KL)−j δ−1k r2k
≥ t¯− 2−j δ−1k r2k
≥ tk − 2−j+1 δ−1k r2k.
Hence, the induction hypothesis implies that every point in Bg(t¯)(pt¯, Lr) ×
[t¯−Lr2, t¯] is 2−jεk-symmetric. Consequently, (x¯, t¯) is 2−j−1εk-symmetric by
the Neck Improvement Theorem. This completes the proof of Proposition
9.7.
Proposition 9.8. If j is sufficiently large and k is sufficiently large depend-
ing on j, then the following holds. Given any t¯ ∈ [tk−2
j
100 r2k, tk], there exist
time-independent vector fields U (1), U (2), U (3) on Bg(t¯)(pt¯, 2
j
400 Λrk)×[t¯−r2k, t¯]
with the following properties:
• |LU (a)(g(t))|+rk |D(LU (a)(g(t)))| ≤ C (r−1k dg(t)(pt, x)+1)−100 εk for
all (x, t) ∈ Bg(t¯)(pt¯, 2
j
400 Λrk)× [t¯− r2k, t¯].
• If t ∈ [t¯ − r2k, t¯] and x ∈ Bg(t¯)(pt¯, 2
j
400 Λrk) \ Bg(t¯)(pt¯,Λrk), then
r−1k |〈U (a), ν〉| ≤ C (r−1k dg(t)(pt, x) + 1)−100 εk, where ν denotes the
unit normal to Hamilton’s CMC foliation of (M,g(t)).
• If t ∈ [t¯− r2k, t¯] and x ∈ Bg(t¯)(pt¯, 2
j
400 Λrk) \Bg(t¯)(pt¯,Λrk), then
3∑
a,b=1
∣∣∣∣δab−areag(t)(Σ)−2
∫
Σ
〈U (a), U (b)〉 dµg(t)
∣∣∣∣ ≤ C (r−1k dg(t)(pt, x)+1)−100 εk,
where Σ denotes the leaf of the CMC foliation passing through (x, t).
Moreover, on the ball Bg(t¯)(pt¯, 2
j
400 Λrk), the vector fields U
(1), U (2), U (3) are
C2,
1
2 -close to the standard rotation vector fields on the Bryant soliton.
Proof. For t¯ ∈ [tk − 2
j
100 r2k, tk), this follows from Proposition 9.7 to-
gether with a repeated application of Corollary 7.4. For t¯ = tk, this follows
by taking the limit.
Proposition 9.9. If j is sufficiently large and k is sufficiently large de-
pending on j, then the following statement holds. Consider a time t¯ ∈ [tk −
2
j
100 r2k, tk]. Suppose that U
(1), U (2), U (3) are vector fields on Bg(t¯)(pt¯, 2
j
400 Λrk)
with the following properties:
• |LU (a)(g(t¯))|+rk |D(LU (a)(g(t¯)))| ≤ C (r−1k dg(t¯)(pt¯, x)+1)−100 εk for
all x ∈ Bg(t¯)(pt¯, 2
j
400 Λrk).
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• If x ∈ Bg(t¯)(pt¯, 2
j
400 Λrk)\Bg(t¯)(pt¯,Λrk), then r−1k |〈U (a), ν〉| ≤ C (r−1k dg(t)(pt, x)+
1)−100 εk, where ν denotes the unit normal to Hamilton’s CMC foli-
ation of (M, g¯(t)).
• If x ∈ Bg(t¯)(pt¯, 2
j
400 Λrk) \Bg(t¯)(pt¯,Λrk), then
3∑
a,b=1
∣∣∣∣δab−areag(t¯)(Σ)−2
∫
Σ
〈U (a), U (b)〉 dµg(t¯)
∣∣∣∣ ≤ C (r−1k dg(t¯)(pt¯, x)+1)−100 εk,
where Σ denotes the leaf of the CMC foliation passing through (x, t¯).
Moreover, suppose that U˜ (1), U˜ (2), U˜ (3) are vector fields on Bg(t¯)(pt¯, 2
j
400 Λrk)
with the following properties:
• |LU˜ (a)(g(t¯))|+rk |D(LU˜ (a)(g(t¯)))| ≤ C (r−1k dg(t¯)(pt¯, x)+1)−100 εk for
all x ∈ Bg(t¯)(pt¯, 2
j
400 Λrk).
• If x ∈ Bg(t¯)(pt¯, 2
j
400 Λrk)\Bg(t¯)(pt¯,Λrk), then r−1k |〈U˜ (a), ν〉| ≤ C (r−1k dg(t)(pt, x)+
1)−100 εk, where ν denotes the unit normal to Hamilton’s CMC foli-
ation of (M, g¯(t)).
• If x ∈ Bg(t¯)(pt¯, 2
j
400 Λrk) \Bg(t¯)(pt¯,Λrk), then
3∑
a,b=1
∣∣∣∣δab−areag(t¯)(Σ)−2
∫
Σ
〈U˜ (a), U˜ (b)〉 dµg¯(t)
∣∣∣∣ ≤ C (r−1k dg(t¯)(pt¯, x)+1)−100 εk,
where Σ denotes the leaf of the CMC foliation passing through (x, t¯).
Then there exists a 3× 3 matrix ω ∈ O(3) such that
3∑
a=1
r−1k
∣∣∣ 3∑
b=1
ωab U
(b) − U˜ (a)
∣∣∣ ≤ C (r−1k dg(t¯)(pt¯, x) + 1)−20 εk
on Bg(t¯)(pt¯, 2
j
400 Λrk).
Proof. Given any integer m ∈ [Λ+1, 2 j400 Λ− 1], Proposition 7.3 implies
that there exists a 3×3 matrix ω(m) ∈ O(3) such that∑3a=1 r−1k ∣∣∑3b=1 ω(m)ab U (b)−
U˜ (a)
∣∣ ≤ Cm−50 εk on Bg(t¯)(pt¯, (m + 1)rk) \ Bg(t¯)(pt¯, (m − 1)rk). Moreover,
|ω(m) − ω(m+1)| ≤ C m−50 εk. Consequently, there exists a 3 × 3 matrix
ω ∈ O(3) such that |ω(m) − ω| ≤ Cm−40 εk. Hence, for every integer m ∈
[Λ + 1, 2
j
400 Λ− 1], we obtain ∑3a=1 r−1k ∣∣∑3b=1 ωab U (b) − U˜ (a)∣∣ ≤ C m−20 εk
on Bg(t¯)(pt¯, (m + 1)rk) \ Bg(t¯)(pt¯, (m − 1)rk). From this, we deduce that∑3
a=1 r
−1
k
∣∣∑3
b=1 ωab U
(b) − U˜ (a)∣∣ ≤ Cεk on Bg(t¯)(pt¯,Λrk). This completes
the proof of Proposition 9.9.
In the following, we define
Ω(j,k) := {(x, t) ∈M × [tk − 2
j
100 r2k, tk] : f(x, t) ≤ 2
j
400 },
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where f is the function in Lemma 9.4. Let us fix a large integer j0 with the
following property. If k is sufficiently large and x¯ ∈ Bg(tk)(ptk ,Λrk), then
Bg(tk)(x¯, 100R(x¯, tk)
− 1
2 )× [tk − 100R(x¯, tk)−1, tk] ⊂ Ω(j0,k).
The following is the main result of this section:
Proposition 9.10. Let j ≥ j0 + 100 be a large positive integer. If k is
sufficiently large (depending on j), then we can find time-independent vector
fields W (1),W (2),W (3) with the following properties:
• ∑10l=0 rlk |Dl(LW (a)(g))| ≤ C 2− j400 εk for all points (x, t) ∈ Ω(j0,k).
• ∑10l=0 rl−1k |Dl(〈W (a), ν〉)| ≤ C 2− j400 εk for all points (x, t) ∈ Ω(j0,k)
which lie at the center of an ε1-neck. Here, ν denotes the unit normal
to the CMC foliation.
Here, the constant C may depend on j0, but is independent of j and k.
Finally, on the set Ω(j0,k), the vector fields W (1),W (2),W (3) are close to the
standard rotation vector fields on the Bryant soliton.
Proof. We will assume throughout that j is large, and k is sufficiently
large depending on j. This will ensure that Ω(j,k) is, after rescaling, close
to the corresponding subset of the Bryant soliton. By Lemma 9.4, the
function f : Ω(j,k) → R satisfies ( ∂
∂t
− ∆)f ≤ −12 r−2k , |∇f |2 ≤ 2r−2k , and
1
2K (r
−1
k dg(t)(pt, x) + 1) ≤ f(x, t) + 1 ≤ 2K (r−1k dg(t)(pt, x) + 1) for some
numerical constant K.
Step 1: For each t ∈ [tk − 2
j
100 r2k, tk], Proposition 9.8 implies that we can
find vector fields U (1), U (2), U (3) (depending on t) such that
|LU (a)(g)| + rk |D(LU (a)(g))| ≤ C (f + 100)−100 εk
for all x ∈ Bg(t)(pt, 2
j
400 Λrk). By Proposition 9.9, we can arrange that the
vector fields U (1), U (2), U (3) vary smoothly in t, and that
rk | ∂
∂t
U (a)| ≤ C (f + 100)−10 εk.
Moreover, we can arrange that the vector fields U (1), U (2), U (3) are close to
the standard rotation vector fields on the Bryant soliton on the set Ω(j,k).
Step 2: We now define time-dependent vector fields V (1), V (2), V (3) as
follows. Let V (a) be the solution of the PDE ∂
∂t
V (a) = ∆V (a) + Ric(V (a))
on Ω(j,k) with Dirichlet boundary condition V (a) = U (a) on the parabolic
boundary of Ω(j,k). On the set Ω(j0,k), the vector fields V (1), V (2), V (3) are
close to the standard rotation vector fields on the Bryant soliton. Using the
estimate
rk | ∂
∂t
U (a) −∆U (a) − Ric(U (a))| ≤ C (f + 100)−10 εk,
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we obtain
rk | ∂
∂t
(V (a) − U (a))−∆(V (a) − U (a))− Ric(V (a) − U (a))|
≤ C (f + 100)−10 εk
in Ω(j,k), where C a positive constant that does not depend on j. Proposition
5.3 gives
rk (
∂
∂t
−∆)|V (a) − U (a)| ≤ C (f + 100)−10 εk
in Ω(j,k), where C is a positive constant that does not depend on j or k.
A straightforward calculation gives
(
∂
∂t
−∆)(f + 100)−8
= −8 (f + 100)−9 ( ∂
∂t
−∆)f − 72 (f + 100)−10 |∇f |2
≥ 4 (f + 100)−9 r−2k − 144 (f + 100)−10 r−2k
≥ (f + 100)−9 r−2k .
in Ω(j,k). Using the maximum principle, we obtain
r−1k |V (a) − U (a)| ≤ C (f + 100)−8 εk
in Ω(j,k), where C is a positive constant that does not depend on j or k.
Using standard interior estimates for linear parabolic equations, we obtain
|D(V (a) − U (a))| ≤ C (f + 100)−8 εk
in Ω(j−1,k), where C is a positive constant that does not depend on j or k.
This gives
|LV (a)(g)| ≤ |LU (a)(g)| + C |D(V (a) − U (a))| ≤ C (f + 100)−8 εk
in Ω(j−1,k), where C is a positive constant that does not depend on j or k.
Step 3: Let C# and c# denote the constants in Theorem B.1. If j is suf-
ficiently large and k is sufficiently large depending on j, then R(x, t) ≥
C# 2
− j
200 r−2k for all points (x, t) ∈ Ω(j,k). By Theorem 5.2, the tensor
h(a)(t) := LV (a)(t)(g(t)) satisfies
∂
∂t
h(a)(t) = ∆L,g(t)h
(a)(t).
Therefore, we may apply Theorem B.1 with h(a)(t) := LV (a)(t)(g(t)) and
ρ := 2−
j
200 r−2k . Consequently, the function
ψ(a) := exp(−c# 2−
j
200 r−2k (tk − t))
|LV (a)(g)|
r2kR− 2−
j
200
satisfies ( ∂
∂t
−∆− 2
R− 2− j200
DiRDi
)
(ψ(a))2 ≤ 0
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on the set Ω(j−1,k). Applying the maximum principle to ψ(a) on the set
Ω(j−1,k), we obtain
|LV (a)(g)| ≤ C 2−
j
400 εk
on the set Ω(j0+4,k), where C is a positive constant that does not depend on
j or k. Using standard interior estimates for linear parabolic equations, we
obtain
100∑
l=0
rlk |Dl(LV (a)(g))| ≤ C 2−
j
400 εk
on the set Ω(j0+2,k). This gives
80∑
l=0
rl+1k |Dl(∆V (a) +Ric(V (a)))| ≤ C 2−
j
400 εk,
hence
80∑
l=0
rl+1k |Dl(
∂
∂t
V (a))| ≤ C 2− j400 εk,
on the set Ω(j0+1,k).
Step 4: Let W (1),W (2),W (3) be time-independent vector fields such that
W (a) = V (a) at time tk. On the set Ω
(j0,k), the vector fieldsW (1),W (2),W (3)
are close to the standard rotation vector fields on the Bryant soliton. Using
the estimates in Step 3, we obtain
40∑
l=0
rl−1k |Dl(W (a) − V (a))| ≤ C 2−
j
400 εk,
hence
40∑
l=0
rlk |Dl(LW (a)(g))| ≤ C 2−
j
400 εk
on the set Ω(j0,k).
Step 5: It remains to estimate 〈W (a), ν〉, where ν denotes the normal
vector to the CMC foliation. To that end, we mimic the argument in Step 8
of the proof of the Neck Improvement Theorem. Let (x¯, t¯) be a point Ω(j0,k)
which lies at the center of an ε1-neck, and let Σ be the leaf of the CMC
foliation which passes through Σ. Let us define a function F (a) : Σ→ R by
F (a) := 〈W (a), ν〉. The quantity
∆ΣF
(a) + (|A|2 +Ric(ν, ν))F (a)
can be expressed in terms of first derivatives of LW (a)(g). Since we have
bounds for LW (a)(g) and its covariant derivatives, we obtain
rk |∆ΣF (a) + (|A|2 +Ric(ν, ν))F (a)| ≤ C 2−
j
400 εk.
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We now consider the spectrum of the Jacobi operator −∆Σ−(|A|2+Ric(ν, ν)).
Since (x¯, t¯) ∈ Ω(j0,k), the first eigenvalue of this operator is bounded from be-
low by a positive constant which may depend on j0. (This can be easily ver-
ified on the Bryant soliton. For the general case, we observe that the actual
solution will be arbitrarily close to the Bryant soliton on any given compact
set, if we choose k sufficiently large.) Consequently, r−1k |F (a)| ≤ C 2−
j
400 εk,
where C is allowed to depend on j0. Finally, since we have bounds for the
covariant derivatives of LW (a)(g), we obtain bounds for the derivatives of
∆ΣF
(a)+(|A|2+Ric(ν, ν))F (a). This gives∑10l=0 rl−1k |DlF (a)| ≤ C 2− j400 εk.
Thus,
∑10
l=0 r
l−1
k |Dl(〈W (a), ν〉)| ≤ C 2−
j
400 εk on Σ. This completes the proof
of Proposition 9.10.
For each k large, we choose a compact domain Dk ⊂M with the following
properties:
• ∂Dk is a leaf of Hamilton’s CMC foliation of (M,g(tk)).
• λ1(x, tk) ≥ 23θR(x, tk) for all x ∈ Dk.
• There exists a point x¯ ∈ ∂Dk such that λ1(x¯, tk) = 23θR(x¯, tk).
Clearly, Dk ⊂ Bg(tk)(ptk ,Λrk) in view of our choice of Λ.
Proposition 9.11. Assume that j ≥ j0 + 100 and k is sufficiently large
(depending on j). Let W (1),W (2),W (3) denote the vector fields constructed
in Proposition 9.10. Then, for each point x¯ ∈ Bg(tk)(ptk ,Λrk) \Dk, we can
find a symmetric 3× 3 matrix Qab such that∣∣∣∣Qab − areag(t)(Σ)−2
∫
Σ
〈W (a),W (b)〉 dµg(t)
∣∣∣∣ ≤ C 2− j400 εk
whenever t ∈ [tk − 100R(x¯, tk)−1, tk] and Σ ⊂ Bg(tk)(x¯, 100R(x¯, tk)−
1
2 ) is a
leaf of the CMC foliation of (M,g(t)). Note that Qab is independent of t and
Σ. Moreover, the eigenvalues of the matrix Qab lie in the interval [
1
C
, C].
Proof. By Proposition 9.1, every point in (M \ Dk, g(tk)) lies at the
center of an ε1-neck. Hence, the proof is analogous to Step 10 and Step 11
in the proof of the Neck Improvement Theorem.
Corollary 9.12. If k is sufficiently large, then (x¯, tk) is
εk
2 -symmetric for
all x¯ ∈M \Dk.
Proof. If x¯ ∈M \Bg(tk)(ptk ,Λrk), then (x¯, tk) is εk2 -symmetric by Lemma
9.5. Hence, it suffices to consider the case x¯ ∈ Bg(tk)(ptk ,Λrk) \ Dk. By
our choice of j0, the parabolic neighborhood Bg(tk)(x¯, 100R(x¯, tk)
− 1
2 )× [tk−
100R(x¯, tk)
−1, tk] is contained in Ω(j0,k). Hence, if k is sufficiently large, then
Proposition 9.10 and Proposition 9.11 imply that (x¯, tk) is
εk
2 -symmetric.
This completes the proof of Corollary 9.12.
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We can now complete the proof of Theorem 1.2. By Corollary 9.12, we
know that (x, tk) is
εk
2 -symmetric for all x ∈ M \ Dk. Moreover, if k is
sufficiently large, it follows from Proposition 9.10 and Proposition 9.11 that
there exist vector fields on the cap Dk which satisfy the requirements of
Definition 9.2 with ε = εk2 . Consequently, (M,g(tk)) is
εk
2 -symmetric if
k is sufficiently large. Moreover, if k is sufficiently large, we can find a
time t˜k > tk such that (M,g(t)) is εk-symmetric for all t ∈ [tk, t˜k]. This
contradicts the definition of tk. This completes the proof of Theorem 1.2.
Appendix A. Summary of known facts about ancient solutions
In this appendix, we collect some of the main known results on ancient
solutions, which we use in this paper. We first recall a basic Riemannian
geometry fact:
Proposition A.1. Let (M,g) be a complete, noncompact manifold with
positive sectional curvature, and let N be a neck in M . Let U denote the
unbounded connected component of M \N . If every point in N ∪ U lies at
the center of a neck, then supU R ≤ C supN R.
Proof. The assertion is a consequence of Corollary 2.21 in [17]. (Note
that the soul cannot lie at the center of a neck, and therefore must be
contained in M \ (N ∪ U).)
In the following, we give an alternative argument for the convenience of
the reader. By work of Hamilton, there is a canonical CMC foliation Σs,
s ∈ [0,∞), such that Σ0 ⊂ N , and U ⊂
⋃
s∈[0,∞)Σs ⊂ N ∪ U . Let f denote
the lapse function of this CMC foliation. We assume that f has mean value
1, so that
∫
Σs
f = area(Σs) for each s. Note that f will be close to 1; in
particular, f is positive. Then
− d
ds
H = ∆Σsf + (|A|2 +Ric(ν, ν)) f ≥ ∆Σsf +
1
2
H2 f.
We now take the mean value over Σs. Clearly, ∆Σsf has mean value 0 by the
divergence theorem. Moreover, H2 f has mean value H2 since f has mean
value 1 and H is constant. This gives − d
ds
H ≥ 12 H2. If H(s) < 0 for some
s, then H(s) converges to −∞ at a finite value of s, which is impossible.
Therefore, H(s) ≥ 0 for all s. Consequently, area(Σs) is an increasing func-
tion of s. This implies 1
C
supΣs R ≤ area(Σs)−1 ≤ area(Σ0)−1 ≤ C supΣ0 R
for all s ∈ [0,∞). From this, the assertion follows.
We now recall the following fundamental theorem due to Perelman:
Theorem A.2 (G. Perelman [18], Section 11.8). Let (M,g(t)) be a three-
dimensional ancient κ-solution which is noncompact and has positive sec-
tional curvature. Given any ε > 0, we can find a compact domain Ωt ⊂ M
with the following properties:
• For each x ∈M \Ωt, the point (x, t) lies at the center of an evolving
ε-neck.
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• The boundary ∂Ωt is a leaf of Hamilton’s CMC foliation at time t.
• supx∈Ωt R(x, t) ≤ C(ε) infx∈Ωt R(x, t).
• diamg(t)(Ωt)2 supx∈Ωt R(x, t) ≤ C(ε).
Combining Theorem A.2 with Proposition A.1 gives:
Corollary A.3. Let (M,g(t)) be a three-dimensional ancient κ-solution
which is noncompact and has positive sectional curvature. Let ε be a small
positive real number, and let Ωt be as in Theorem A.2. Then supx∈M R(x, t) ≤
C(ε) infx∈Ωt R(x, t) and diamg(t)(Ωt)2 supx∈M R(x, t) ≤ C(ε).
Proof. Proposition A.1 implies that supx∈M\Ωt R(x, t) ≤ C supx∈∂Ωt R(x, t).
This gives supx∈M R(x, t) ≤ C supx∈Ωt R(x, t). Hence, the assertion follows
from Theorem A.2.
Corollary A.4. Let (M,g(t)) be a three-dimensional ancient κ-solution
which is noncompact and has positive sectional curvature. Then lim supx→∞R(x, t) ≤
O((−t)−1) if −t is sufficiently large.
Proof. Suppose this is false. Then there exists a sequence of times
tk → −∞ such that lim supx→∞R(x, t) ≥ k (−tk)−1 for each k. In par-
ticular, Rmax(tk) ≥ k (−tk)−1. By work of Perelman [18], we know that
the asymptotic shrinking soliton is a a cylinder. Hence, if k is sufficiently
large, there exists a neck Nk in (M,g(tk)) which has radius comparable
to
√−tk and length much greater than
√−tk. In particular, the length
of the neck is much greater than the diameter of the cap Ωtk . Conse-
quently, the cap Ωtk must be contained in the bounded connected com-
ponent of M \ Nk. Therefore, every point in the unbounded connected
component of M \ Nk lies on an ε-neck. Proposition A.1 now implies
lim supx→∞R(x, tk) ≤ C supx∈Nk R(x, tk) ≤ O((−tk)−1). This is a con-
tradiction.
The next result is a consequence of the Neck Stability Theorem of Kleiner
and Lott:
Theorem A.5 (cf. [15], Theorem 6.1). Let (M,g(t)) be a three-dimensional
ancient κ-solution which is noncompact and has positive sectional curvature.
There exists a point q ∈M such that supt≤0(−t)R(q, t) ≤ 100.
Proof. In the following, we give a proof for the convenience of the reader.
Suppose that the assertion is false, so that supt≤0(−t)R(q, t) > 100 for each
point q ∈ M . Let qk be a sequence of points going to infinity. By work of
Perelman [18], we can find a sequence εk → 0 such that the point (qk, 0) lies
on an evolving εk-neck (cf. Theorem A.2). This implies (−t)R(x, t) ≤ 10
for all t ∈ [−ε−1k R(qk, 0)−1, 0]. For each k, we denote by ℓk(x, t) the reduced
distance of (x, t) from (qk, 0). Moreover, we denote by
Vk(t) = (−t)−
n
2
∫
M
e−ℓ(x,t) dvolg(t)
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the reduced volume at time t. We may write
Vk(t) =
∫
(−t)−n2 det(DLt,0 expqk)v ,
where the integral is over all vectors v ∈ TqkM with the property that the L-
geodesic t 7→ Lt,0 expqk(v) is a minimizer of the L-length on the interval [t, 0].
By work of Perelman, we have the pointwise estimate (−t)−n2 det(DLt,0 expqk)v ≤
2n e−|v|
2
(cf. [18], Section 7.1). Hence, for each τ < 0, we obtain
lim sup
k→∞
Vk(τ R(qk, 0)
−1) ≤ Vcyl(τ),
where Vcyl(τ) denotes the reduced volume for a family of shrinking cylinders.
Using the monotonicity of the reduced volume, we obtain
lim sup
k→∞
Vk(−ε−1k R(qk, 0)−1) ≤ limτ→−∞Vcyl(τ).
On the other hand, since the asymptotic shrinking soliton is a family of
shrinking cylinders, we have
lim
t→−∞Vk(t) ≥ limτ→−∞Vcyl(τ)
for each k. This gives
Vk(t) ≥ lim
τ→−∞Vcyl(τ)
for all k and all t.
For each k, we define tk := sup{t ≤ 0 : (−t)R(qk, t) > 10}. Clearly,
tk ≤ −ε−1k R(qk, 0)−1, (−tk)R(qk, tk) = 10, and (−t)R(qk, t) ≤ 10 for all
t ∈ [tk, 0]. This implies ℓ(qk, tk) ≤ 12√−tk
∫ 0
tk
√−tR(qk, t) dt ≤ 100. More-
over, if k is sufficiently large, then Vk(t) will be very close to limτ→−∞ Vcyl(τ)
for all t ∈ (−∞, tk]. Hence, if we dilate the flow (M,g(t)) around (qk, tk)
by the factor (−tk)− 12 , then the rescaled flows converge in the Cheeger-
Gromov sense to a shrinking gradient Ricci soliton (see [18], Section 11),
and this asymptotic soliton must be a cylinder (cf. [19], Section 1). In
particular, (−tk)R(qk, tk) → 1 as k → ∞. This contradicts the fact that
(−tk)R(qk, tk) = 10 for each k.
Appendix B. A variant of the Anderson-Chow estimate
In [1], Anderson and Chow proved an important estimate for solutions of
the parabolic Lichnerowicz equation. In this appendix, we state a variant of
that estimate which is due to Kyeongsu Choi:
Theorem B.1 (K. Choi). There exists a large positive constant C# ≥ 10
and a small positive constant c# such that the following holds. Let (M,g(t))
be a solution to the Ricci flow in dimension 3 with nonnegative Ricci curva-
ture, let h(t) be a one-parameter family of symmetric (0, 2)-tensor satisfying
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the parabolic Lichnerowicz equation ∂
∂t
h(t) = ∆L,g(t)h(t), and let ρ denote a
positive real number. Then( ∂
∂t
−∆− 2
R− ρ DiRDi
)(
exp(2c#ρt)
|h|2
(R− ρ)2
)
≤ 0
whenever R ≥ C#ρ.
In the following, we sketch Kyeongsu Choi’s proof of Theorem B.1. We
assume throughout that R > ρ > 0. The computation of Anderson-Chow
yields ( ∂
∂t
−∆− 2
R− ρ DiRDi
) |h|2
(R− ρ)2
= − 2
(R+ ρ)4
|(R− ρ)Dihjk −DiRhjk|2 − 4S
(R− ρ)3 ,
where
S :=
[
− 2(R − ρ) 〈Ric, tr(h)h − h2〉
+
1
2
R(R− ρ) (tr(h)2 − |h|2) + |h|2 |Ric|2
]
(cf. [1], p. 8). Let us diagonalize h = diag(h1, h2, h3) and denote by r1, r2, r3
the diagonal entries of Ric, arranged in increasing order. Note that R =
r1 + r2 + r3 and |Ric|2 ≥ r21 + r22 + r23. Then, 2S ≥
[
h1 h2 h3
]
Aρ

h1h2
h3

,
where Aρ is definded by
Aρ =

 2(r21 + r22 + r23) (R− ρ)(r3 − r1 − r2) (R− ρ)(r2 − r3 − r1)(R− ρ)(r3 − r1 − r2) 2(r21 + r22 + r23) (R− ρ)(r1 − r2 − r3)
(R− ρ)(r2 − r3 − r1) (R− ρ)(r1 − r2 − r3) 2(r21 + r22 + r23)

 .
The first minor is clearly positive. The second minor satisfies
4(r21 + r
2
2 + r
2
3)
2 − (R− ρ)2(r3 − r1 − r2)2
≥ 4(r21 + r22 + r23)2 − (r1 + r2 + r3)2(r3 − r1 − r2)2
= (r1 − r2)4 + 2(r21 − r22)2 + 8(r21 + r22)r23 + 2(r1 + r2)2r23 + 3r43
> 0.
Finally, we consider the third minor of Aρ:
detAρ ≥ detA0
+ 4ρR(r21 + r
2
2 + r
2
3) [(r3 − r1 − r2)2 + (r2 − r3 − r1)2 + (r1 − r2 − r3)2]
− 6ρR2(r3 − r1 − r2)(r2 − r3 − r1)(r1 − r2 − r3)
− Cρ2R4 − Cρ3R3.
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By work of Anderson-Chow, detA0 ≥ 0 (cf. [1], pp. 10–11). Moreover,
R(r3 − r1 − r2) = r23 − (r1 + r2)2 ≤ r21 + r22 + r23. This gives
R(r3 − r1 − r2)(r2 − r3 − r1)(r1 − r2 − r3)
≤ 1
2
(r21 + r
2
2 + r
2
3) [(r1 − r2 − r3)2 + (r2 − r3 − r1)2].
Similarly,
R(r3 − r1 − r2)(r2 − r3 − r1)(r1 − r2 − r3)
≤ 1
2
(r21 + r
2
2 + r
2
3) [(r2 − r3 − r1)2 + (r3 − r1 − r2)2]
and
R(r3 − r1 − r2)(r2 − r3 − r1)(r1 − r2 − r3)
≤ 1
2
(r21 + r
2
2 + r
2
3) [(r3 − r1 − r2)2 + (r1 − r2 − r3)2].
Therefore,
R(r3 − r1 − r2)(r2 − r3 − r1)(r1 − r2 − r3)
≤ 1
3
(r21 + r
2
2 + r
2
3) [(r3 − r1 − r2)2 + (r2 − r3 − r1)2 + (r1 − r2 − r3)2].
Putting these facts together, we obtain
detAρ ≥ 2ρR(r21 + r22 + r23) [(r3 − r1 − r2)2 + (r2 − r3 − r1)2 + (r1 − r2 − r3)2]
− Cρ2R4 − Cρ3R3.
Hence, there exists a positive constant C# ≥ 10 such that if R ≥ C#ρ, then
detAρ ≥ cρR5 > 0. Hence, if R ≥ C#ρ, then Aρ is positive definite, and
the smallest eigenvalue of Aρ is greater than cρR. Therefore, 2S ≥ cρR |h|2
whenever R ≥ C#ρ. Putting these facts together, we conclude that( ∂
∂t
−∆− 2
R− ρ DiRDi
)(
exp(2cρt)
|h|2
(R− ρ)2
)
≤ 0
whenever R ≥ C#ρ.
Remark B.2. The Anderson-Chow estimate only works in dimension 3.
However, there is a related estimate which works in arbitrary dimensions.
To explain this, suppose that (M,g(t)) is a solution to the Ricci flow and
h(t) is a solution of the parabolic Lichnerowicz equation ∂
∂t
h(t) = ∆L,g(t)h(t).
Then ∂
∂t
(e−2ρt (Ric − ρg)) = ∆L,g(e−2ρt (Ric − ρg)) + 2ρ2e−2ρtg. Hence, if
(M,g(t)) has nonnegative sectional curvature and satisfies Ric > ρg, then we
can apply the maximum principle to the quantity e2ρt inf{λ : −λ (Ric−ρg) ≤
h ≤ λ (Ric − ρg)}. This estimate could be used in lieu of Theorem B.1.
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