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Abstract
This dissertation studies four combinatorial optimization problems on graphs: (1) Min-
imum Block Transfer problem (MBT for short), (2) Maximum k-Path Vertex Cover
problem (MaxPkVC for short), (3) k-Path Vertex Cover Reconfiguration problem (k-
PVCR for short), and (4) Minimum (Maximum) Weighted Path Cover problem (MinPC
(MaxPC) for short). This dissertation provides hardness results, such as NP-hardness
and inapproximabilities, and polynomial-time algorithms for each problem.
In Chapter 2, we study MBT. Let G = (V,A) be a simple directed acyclic graph, i.e.,
G does not include any cycles, any multiple arcs, or any self-loops, with a node set V
and an arc set A. Given a DAG G and a block size B, the objective of MBT is to find
a partition of its node set such that it satisfies the following two conditions: (i) Each
element (called a block) of the partition has a size which is at most B, and (ii) the
maximum number of external arcs among directed paths from the roots to the leaves is
minimized. The number of external arcs is defined as the number of arcs connecting two
distinct blocks, that is, the number denotes the number of block transfers. The height
of a DAG is defined as the length of the longest directed paths from its roots to the
leaves. Let us consider the two-level I/O model for data transfers between an external
memory with a large space and an internal memory with a limited space. Assume that
the external memory is divided into fixed contiguous blocks of size B, and one query or
modification transfers one block of B objects from the external memory to the internal
one. Then, with our MBT problem, we can consider the efficient way to store data
in the external memory such that the maximum number of data transfers between the
external memory and the internal one is minimized. We first revisit the previous, naive
bottom-up packing algorithm for MBT and show that its approximation ratio is 2 if
B = 2. Additionally, we show that the approximation ratio of that algorithm is at least
B if B gets larger. Next, we explicitly show that MBT is NP-hard even if each block
size B is at most two and the height of DAGs is three, and maximum indegree and
outdegree of a node are two and three, respectively. Our proof of the NP-hardness also
shows that, if B = 2 and P 6= NP, MBT does not admit any polynomial-time (3/2− ε)-
approximation ((4/3−ε)-approximation, resp.) algorithm for any ε > 0 even if the input
is restricted to DAGs of height at most five (at least six, resp.). Fortunately, however,
we can obtain a linear time exact algorithm if the height of DAGs is bounded above
by two. Also, for MBT with B = 2, we provide the following linear-time algorithms:
A simple 2-approximation algorithm and improved (2 − ε)-approximation algorithms,
where ε = 2/h and ε = 2/(h + 1) for the case where the height of the input DAGs is
even and odd, respectively. If h = 3, the last algorithm achieves a 3/2-approximation
ratio, matching the inapproximability.
In Chapter 3, we study MaxPkVC. Let G = (V,E) be a simple undirected graph,
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where V and E denote the set of vertices and the set of edges, respectively. A path of
length k − 1 is called a k-path. If a k-path Pk contains a vertex v in a vertex set S,
then we say that the vertex v or the set S covers Pk. Given a graph G and an integer
s, the goal of MaxPkVC is to find a vertex subset S of size at most s such that the
number of k-paths covered by S is maximized. Given a graph G, MinPkVC problem, a
minimization version of MaxPkVC, is to find a minimum vertex subset of G such that it
covers all the k-paths of G. A great focus has been on MinPkVC since it was introduced
in 2011, and it is known that MinPkVC has an application for maintaining the security
of a network. MinVC is a classical, very famous problem in this field such that it seeks
to find a minimum vertex subset to cover all the 2-paths, i.e., the edges of the graph.
Also, its maximization version, MaxVC, is well studied. One can see that MaxPkVC is a
generalized problem of MaxVC since MaxVC is a special case of MaxPkVC, in the case
where k = 2. MaxPkVC, for example, has an application when we would like to cover as
many areas as possible with a restricted amount of budget. First, we show that MaxP3VC
(MaxP4VC, resp.) is NP-hard on split graphs (chordal graphs, resp.). Then, we show
that MaxP3VC is in FPT with respect to the combined parameter s + tw, where s and
tw are the prescribed size of 3-path vertex cover and treewidth parameter, respectively.
Treewidth is a well-known graph parameter, and it defines a tree-likeness of a graph; see
Chapter 3. Our algorithm runs in O((s+ 1)2tw+4 · 4tw · n)-time, where |V | = n.
In Chapter 4, we discuss k-PVCR. Let G = (V,E) be a simple graph. In a reconfigu-
ration setting, two feasible solutions of a computational problem are given, along with
a reconfiguration rule that describes an adjacency relation between solutions. A recon-
figuration problem asks if one feasible solution can be transformed into the other via
a sequence of adjacent feasible solutions where each intermediate member is obtained
from its predecessor by applying the given reconfiguration rule exactly once. Such a
sequence is called a reconfiguration sequence, if it exists. For any fixed integers k ≥ 2,
given two distinct k-path vertex covers I and J of a graph G and a single reconfiguration
rule, the goal of k-PVCR is to determine if there is a reconfiguration sequence between
I and J . For the reconfiguration rule, we consider the following three well-known rules:
Token Sliding (TS), Token Jumping (TJ), and Token Addition or Removal (TAR). For
the precise descriptions of each rule, refer to Chapter 4. The reconfiguration variant of
MinVC (called VCR) has been well studied; the goal of our study is to find the difference
between VCR and k-PVCR, such as the difference of the computational complexity on
graph subclasses, and to design polynomial-time algorithms. We can again see that k-
PVCR is a generalized problem of VCR, since VCR is a special case of k-PVCR if k = 2.
First, we confirm that several hardness results for VCR remain true for k-PVCR; we show
the PSPACE-completeness of k-PVCR on general graphs under each rule TS, TJ, and
TAR using a reduction from a variant of VCR. As our reduction preserves some nice
graph properties, we claim that the hardness results for VCR on several graphs (planar
graphs, bounded bandwidth graphs, chordal graphs, bipartite graphs) can be converted
into those for k-PVCR. Using another reduction, we moreover show that k-PVCR remains
PSPACE-complete even on planar graphs of bounded bandwith and maximum degree 3.
On the other hand, we design polynomial-time algorithms for k-PVCR on trees (under
each of TJ and TAR), paths and cycles (under each reconfiguration rule). Furthermore,
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on paths, our algorithm constructs a shortest reconfiguration sequence.
In Chapter 5, we investigate MinPC (MaxPC), especially the (in)tractabilities of MinPC.
Given a graph G = (V,E), a collection P of vertex disjoint paths is called a path cover on
G if every vertex v ∈ V is in exactly one path of P. The goal of path cover problem (PC
for short) is to find a path cover with the minimum number of paths on G. As a gener-
alized variant of PC, we introduce MinPC (MaxPC) as follows: Let U = {0, 1, . . . , n− 1}
denote a set of path lengths. Given a graph G = (V,E) and a cost (profit) function
f : U → R ∪ {+∞,−∞}, which defines a cost (profit) for each path in its length, find
a path cover P of G such that the total cost (profit) of the paths in P is minimized
(maximized). Let L be a subset of U . We denote the set of paths of length ` ∈ L as
PL. We, especially, consider MinPC whose cost function is f(`) = 1 if ` ∈ L; otherwise
f(`) = 0. The problem is denoted by MinPLPC and is to find a path cover with the
minimum number of paths with length ` ∈ L. We can also define the problem MaxPLPC
with f(`) = ` + 1, if ` ∈ L, and f(`) = 0, otherwise. Note that several classical prob-
lems can be seen as special cases of MinPC or MaxPC. For example, Hamiltonian Path
Problem (to seek a single path visiting every vertex exactly once) and Maximum Match-
ing Problem are equivalent to MinP {n−1}PC and MaxP {1}PC, respectively. It is known
that MinP {0}PC and MinP {0,1}PC with the same cost function as ours can be solved
in polynomial time. First, we show that MinP {0,1,2}PC is NP-hard on planar bipartite
graphs with maximum degree three, reduced from Planar 3-SAT. Our reduction also
shows that there exist no approximation algorithms for MinP {0,1,2}PC unless P = NP.
As a positive result, we show that MinP {0,...,k}PC for any fixed integers k can be solved
in polynomial time on graphs with bounded treewidth. Specifically, our algorithm runs
in O(42W ·W 2W+2 · (k + 2)2W+2 · n)-time, assuming we are given an n-vertex graph of
width at most W with its tree decomposition.
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In this dissertation, four combinatorial optimization problems on graphs are discussed:
(1) Minimum Block Transfer problem, (2) Maximum k-Path Vertex Cover problem, (3)
k-Path Vertex Cover Reconfiguration problem, and (4) Minimum (Maximum) Weighted
Path Cover problem. It is well-known that many problems arisen, or intricate relation-
ship that is seen in the real world, can be formulated and modeled naturally by utilizing
graphs, only with vertices and edges (and weight function). Especially, for example,
SNS network, such as Facebook and Twitter, is one of the most fascinating targets to
be modeled with graphs.
In SNS network, finding the groups of friends, that is, the groups where the people
know each other very well (modeled as clique in graph theory) is a good example. This
allows the internet advertising companies to increase their revenue by allocating the
same advertisement to the members in the same group, since the hobbies and interest
in the same group are often common. Another good example in SNS network can be
seen in monitoring the user messages. Nowadays, due to the growing number of threat
of terrorism, it is a pressing issue to catch the sign of terrorism and prevent them. It is
known that terrorists often use SNS services to gather the members of their organization,
or to send plans of their attacks. However, monitoring the messages of all users needs a
lot of time and effort. Thus, in observing all the messages of a whole network, it will be
nice to find a set of users, say, set of vertices of graph as small number as possible, so
that we can check all the messages, say, all the edges of graph (modeled as vertex cover
in graph theory).
Unfortunately, however, lots of combinatorial optimization problems on graphs, such
as finding maximum-sized cliques and minimum-sized vertex cover set, are known as
NP-hard problems. For those problems, no efficient methods to solve have been found
so far. Then, one of the effective methods is to relax the constraint of optimality of
solution, in other words, to design approximation algorithms. Approximation algorithms
find approximate solutions with at least certain quality of the solution guaranteed, in
polynomial time of the size of input. Another good way is to design FPT algorithms.
Introducing some parameter k to the problem, if k is small, FPT algorithms guarantee
to solve the problem efficiently. For example, if the treewidth, a well-known graph
parameter, of the given graph is small, then it is known that many NP-hard problems
such as Independent Set, Dominating Set, and Hamiltonian Cycle can be efficiently
solved.
For a certain hard problem on graphs, it is also effective to restrict the input graph
structures (called graph classes). This is because such restriction enables us to explore
1
the core hardness of the problems, known as NP-hard on general graphs. For example,
Vertex Cover Problem, one of the most famous and most classical problems in computer
science, is still NP-hard on planar graphs, but can be efficiently solved on bipartite
graphs and on chordal graphs. By this technique, we can classify whether the problem
is still hard to solve with the given instance or can be solved, and we can clarify our
goals of algorithm designs.
Indeed, designing such as approximation algorithms and FPT algorithms with more
sophisticated quality, and investigating the computational complexity with the restric-
tion of input, such as restriction of graph classes, are both main themes of this field.
However, since there has been introduced a vast number of combinatorial optimization
problems so far, it should need enormous time and our effort to design each algorithm
that is specialized in a certain problem. Therefore, it is also important to see the previ-
ous problems from a wide point of view, that is, to generalize those problems by some
characteristic. Such a framework allows us to design more general-purpose algorithms.
To this end, we provide three generalized problems in the later chapters.
Another interesting theme is a “combinatorial reconfiguration”. Recently, there has
been a big focus on the “reachability” between two distinct feasible solutions of a prob-
lem. Let us begin with a simple example. Suppose that we would like to have a mainte-
nance on a base station for mobile phones. If we start to have a maintenance suddenly,
then many mobile phones in the area may have no connections. To prevent this, one
can consider that (1) make some of the neighboring base stations cover the current area,
and then (2) stop the function of the base station of which we would like to have a main-
tenance. The former requires some additional cost; we may need to make some base
stations of near cover much more regions, or might need to use one which is not usually
used. Of course, we can consider the case that we would like to have a maintenance of
several base stations simultaneously. Then, the goal is to determine whether it is feasi-
ble or not to repeat the “switching or adjusting” of base stations satisfying that all the
regions are covered. More generally, supposing that we are given two feasible solutions,
the goal is to determine if one solution is reconfigurable to another solution under some
reconfiguration rules, with keeping a certain property, such as cover or domination. In
the classical setting, the goal is to seek the “existence of a solution”, whereas, in the
viewpoint of combinatorial reconfiguration, the goal is to seek the “reachability of two
solutions”.
Based on these backgrounds, the main objectives of this dissertation are as follows:
• To reveal the computational complexity of the combinatorial optimization prob-
lems and design algorithms for those problems,
• To define generalized problems and discuss what restrictions make the problem
tractable for each of the problems, and
• To introduce the reconfiguration version of a generalized problem, investigate its
(in)tractabilities, and figure out the differences between the reconfiguration ver-
sions of the original problem and its generalized version.
2
1.2 Preliminaries and Problems
In this section, we briefly describe four problems that are discussed in this dissertation.
We first introduce some notation so that we can formulate each of the problems, and then
list our results. For the detailed descriptions and their previous work, we give them in
the later chapters. Since this dissertation is a merged version of several published papers,
for the definitions of each terminology, I ask the readers to refer to each definition in
each of the chapters.
1.2.1 Minimum Block Transfer problem
Let G = (V,A) be a simple directed acyclic graph, i.e., G does not include any cycles, any
multiple arcs, or any self-loops. V (G) and A(G) denote the sets of nodes and arcs of G,
respectively. d−G(v) and d
+
G(v) represent the indegree and the outdegree of a node v in G,
respectively. A node v is called a source or a sink if d−(v) = 0 or d+(v) = 0, respectively.
A path of length k from a node u to a node u′ in G is a sequence 〈v0, v1, . . . , vk〉 of nodes
such that u = v0, u
′ = vk, and (vi−1, vi) ∈ A for i = 1, 2, . . . , k. The length of the
longest path from a source to a node v is the depth of v in G, denoted by `(v). The
height of a node in G is the length of the longest path from the node to a sink, and the
height of a DAG G is the largest height among all heights of its sources, denoted by
h(G). For a graph G = (V,A), a subset V ′ ⊆ V of nodes, and a subset A′ ⊆ A of arcs,
G[V ′] = (V ′, A′) denotes the induced subgraph of G such that its arc set A′ consists of
all arcs of G whose both endpoints belong to V ′. For simplicity, for a subset S of nodes,
the subgraph of G induced by V \ S is denoted by G − S, i.e., G − S = G[V \ S]. We
assume that a set V of nodes of an input DAG G = (V,A) is partitioned into node sets
V0, . . . , Vh(G) such that V = V0 ∪ · · · ∪ Vh(G), Vi ∩ Vj = ∅ for i 6= j, and every node v
belongs to V`(v). By this partition, there always exists an arc (u, v) for each node v ∈ Vi
(1 ≤ i ≤ h(G)) such that u ∈ Vi−1. This partition of V can be obtained in linear time
O(|V |+ |A|) based on the topological sort [30].
If the fixed DAG structure G is too large to fit in main memory, then G is partitioned
into small-sized blocks (or so-called pages) of size at most B, P = {P1, P2, . . . , Pk} where
Pi ⊆ V , Pi ∩Pj = ∅ for i 6= j,
⋃k
i=1 Pi = V , |Pi| ≤ B, and thus k ≥ d|V |/Be. P is called
a packing. An arc (u, v) is said to be packed (under a packing P) if {u, v} ⊆ P for some
P ∈ P; otherwise, an arc is called an external arc. Let q be a path from a source to a
sink. Given a packing P, the block transfer btP(q) of the path q under P is the number
of external arcs on q. Furthermore, the block transfer btP(G) of a DAG G under P is
maxq∈Q btP(q), where Q is a set of all the paths from sources to sinks. Now our problem
is formulated as follows:
Minimum Block Transfers with B (MBT(B))
Given a directed acyclic graph G = (V,A) and a positive integer
B ≤ |V |, the goal is to find a packing P that minimizes the block
transfer btP(G) (this packing is denoted by OPT , and is termed
an optimal packing).
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We sometimes use btALG(G) as the block transfer of G under the packing ALG ob-
tained by an algorithm ALG. Also, we use btOPT (G) as the block transfer of G under the
optimal packing OPT . Let ALG(x) and OPT (x) be the values of solutions obtained for
an input x by an algorithm ALG and an optimal algorithm, respectively. Generally, the
algorithm ALG is called a σ-approximation algorithm and ALG’s approximation ratio is σ
if ALG(x)/OPT (x) ≤ σ holds for every input x. Therefore, in Chapter 2, an approxima-
tion ratio σ is defined as maxG∈G{btALG(G)/btOPT (G)}, where G is the set of all DAGs.
A gap-introducing reduction from a NP-hard decision problem P1 to a minimization
problem P2 with two functions f and α computes an instance y of P2 from an instance
x of P1 in polynomial time such that (i) if x is a yes-instance for P1, OPT (y) ≤ f(y),
and (ii) if x is a no-instance for P1, OPT (y) > α(|y|) · f(y), where OPT (y) is the value
of an optimal solution for y of P2, and α(|y|) is the inapproximability bound established
by this gap-introducing reduction [82].
1.2.2 Maximum k-Path Vertex Cover problem
Let G = (V,E) be a simple undirected graph, where V and E denote the set of vertices
and the set of edges, respectively. V (G) and E(G) also denote the vertex set and the
edge set of G, respectively. In Chapter 3, we denote an edge with endpoints u and v
by {u, v}. A path of length k − 1 from a vertex v1 to a vertex vk is represented as a
sequence of vertices such that Pk = 〈v1, v2, . . . , vk〉, which is called a k-path. If a k-path
Pk contains a vertex v in a vertex set S, then we say that the vertex v or the set S
covers Pk. For a vertex v, the set of vertices adjacent to v, i.e., the open neighborhood
of v is denoted by N(v). Let deg(v) = |N(v)| be the degree of v. Let G[S] denote the
subgraph of G induced by a vertex subset S ⊆ V (G). The treewidth of a graph is defined
in Chapter 3 (and also in Chapter 5). Now our problem is formulated as follows for any
fixed integer k:
Maximum k-Path Vertex Cover (MaxPkVC)
Given a graph G and an integer s, the goal of MaxPkVC is to find
a vertex subset S ⊆ V (G) of size at most s such that the number
of k-paths covered by S is maximized.
1.2.3 k-Path Vertex Cover Reconfiguration problem
Let G = (V,E) be a simple graph. In a reconfiguration setting, two feasible solutions of
a computational problem (e.g., Satisfiability, Independent Set, Vertex Cover,
Dominating Set, etc.) are given, along with a reconfiguration rule that describes an ad-
jacency relation between solutions. A reconfiguration problem asks whether one feasible
solution can be transformed into the other via a sequence of adjacent feasible solutions
where each intermediate member is obtained from its predecessor by applying the given
reconfiguration rule exactly once. Such a sequence, if exists, is called a reconfiguration
sequence. Our problem is formulated as follows for any fixed integer k ≥ 2:
k-Path Vertex Cover Reconfiguration problem (k-PVCR)
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Given two distinct k-path vertex covers I and J of a graph G and a
single reconfiguration rule, the goal is to determine whether there
is a reconfiguration sequence between I and J .
The Vertex Cover Reconfiguration (VCR) problem is one of the most well-
studied reconfiguration problems, from both classical and parameterized complexity
viewpoints (e.g., see [68] for a quick summary of known results). We study the computa-
tional complexity of k-PVCR with respect to different graph classes under the well-known
reconfiguration rules: Token Sliding, Token Jumping, and Token Addition or Removal.
They are informally defined as follows. Imagine that a token is placed at each vertex of
a k-path vertex cover in G. For each of the following rules, a common requirement is
that the resulting token-set forms a k-path vertex cover of G.
• Token Sliding (TS): A TS-step involves moving a token on some vertex v to one
of its unoccupied neighbors.
• Token Jumping (TJ): A TJ-step involves moving a token on v to any unoccupied
vertex.
• Token Addition or Removal (TAR): A TAR-step involves either adding or removing
a single token such that the resulting token-set is of size at most given positive
integer u. We sometimes write “TAR(u)” instead of “TAR” to emphasize the upper
bound u on the size of each token-set in a reconfiguration sequence under TAR.
1.2.4 Minimum (Maximum) Weighted Path Cover problem
Given a graph G = (V,E) where V and E are the sets of vertices and edges respectively,
a collection P of vertex-disjoint paths is called a path cover on G if every vertex v ∈ V
is contained in exactly one path of P. The goal of Path Cover problem (PC for
short) is to find a path cover with the minimum number of paths on G. PC is a very
fundamental problem and contains the well-known Hamiltonian Path problem, which
is to seek a single path visiting every vertex exactly once. Therefore, if Hamiltonian
Path problem is NP-complete for a certain graph class G, PC is also NP-complete for G.
In Chapter 5, we introduce generalizations of PC, by focusing on the cost of each path
contained in a path cover. Our problems are defined as follows:
Minimum (Maximum) Weighted Path Cover (MinPC (MaxPC))
Let U = {0, 1, . . . , n − 1} denote a set of path lengths. Given
a graph G = (V,E) and a cost (profit) function f : U → R ∪
{+∞,−∞}, which defines a cost (profit) for each path in its length,
the goal is to find a path cover P of G such that the total cost
(profit) of each path in P is minimized (maximized).
Let L be a subset of U . We denote the set of paths of length ` ∈ L as PL. We,
especially, consider MinPC whose cost function is f(`) = 1 if ` ∈ L; otherwise f(`) = 0.
The problem is denoted by MinPLPC and is to find a path cover with the minimum
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number of paths with length ` ∈ L. We can also define the problem MaxPLPC with
f(`) = ` + 1, if ` ∈ L, and f(`) = 0, otherwise. We can see that the objective function
of MaxPLPC is to maximize the number of vertices contained in the paths with length
` ∈ L in a path cover.
1.2.5 Graph Classes
Here, I list the definitions of graph subclasses that are used in this dissertation. Let
G = (V,E) be an undirected graph with a vertex set V and an edge set E.
• Split graph: A graph is called split if V is partitioned into two vertex subsets V1
and V2 such that V1 is an independent set and V2 is a clique set. A vertex subset
S is called an independent set on a graph if a pair of any two distinct vertices
u, v ∈ S is not adjacent on the graph. A vertex subset S is called a clique set on
a graph if it induces a clique on the graph.
• Chordal graph: A graph is called chordal if every cycle of length at least four
has a chord. An edge uv is called a chord in a cycle if those two vertices u and v
are in the cycle but the edge uv are not included in the cycle. It is known that if
a graph is a split graph, then the graph is also a chordal.
• Bipartite graph: A graph is called bipartite if it has no cycles of odd length.
Also, a bipartite graph is characterized by the coloring of vertices as follows: We
can color the vertex set V with two colors such that any two vertices with the same
color are not adjacent.
• Planar graph: A graph is called planar if it can be drawn on a plane without
crossing edges.
• Planar bipartite graph: A graph is called planar bipartite (or bipartite planar)
if the graph is bipartite and planar.
1.3 Contributions
1.3.1 Minimum Block Transfer problem
In Chapter 2, we discuss the Minimum Block Transfer problem. Our main results shown
in Chapter 2 are listed as follows:
(i) We first revisit the naive bottom-up-packing greedy algorithm in [37], and give a
detailed description of the algorithm. Then, we give a full proof showing that the
greedy strategy achieves the approximation ratio 2 if B = 2.
(ii) We explicitly present the proof of the NP-hardness of MBT. Furthermore, we prove
that unfortunately it remains NP-hard even if each block size B is equal to two,
the height of DAGs is three, and maximum indegree and outdegree of a node are
two and three respectively.
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(iii) Our proof method of the NP-hardness would be worthwhile in itself if we are look-
ing for a stricter computational hierarchy; by the gap-introducing reduction [82] we
show that, assuming P 6= NP, the inapproximability of MBT(2) changes, depending
on the height of the given DAG. More specifically, assuming P 6= NP, MBT(2) does
not admit any polynomial time (3/2− ε)-approximation ((4/3− ε)-approximation,
resp.) algorithm for any ε > 0 even if the input is restricted to DAGs of height at
most five (at least six, resp.).
(iv) On the other hand, fortunately, we can obtain a linear-time exact algorithm if the
height of DAGs is bounded above by two.
(v) Then, for MBT(2) on DAGs of general height, we provide a very simple 2-approximation
algorithm. Furthermore, we improve it to a (2 − ε)-approximation algorithm uti-
lizing our optimal algorithms, where ε = 2/h and 2/(h+ 1) for the case where the
height h of the input DAG is even and odd, respectively. All these algorithms run in
linear time. Specifically, if h = 3, the last algorithm achieves a 3/2-approximation
ratio, matching the inapproximability.
1.3.2 Maximum k-Path Vertex Cover problem
In Chapter 3, we discuss the Maximum k-Path Vertex Cover problem. Our main results
shown in Chapter 3 are listed as follows:
(i) MaxP3VC remains NP-hard for the class of split graphs.
(ii) Next, we also show that MaxP4VC remains NP-hard for the class of chordal graphs.
(iii) Finally, we show that MaxP3VC is in FPT with respect to the combined parameter
s + tw, where s and tw are the prescribed size of the 3-path vertex cover and
treewidth parameter, respectively.
1.3.3 k-Path Vertex Cover Reconfiguration problem
In Chapter 4, we discuss the k-Path Vertex Cover Reconfiguration problem. Our main
results shown in Chapter 4 are listed as follows:
(i) Several hardness results for VCR remain true for k-PVCR. More precisely, we show
the PSPACE-completeness of k-PVCR on general graphs under each rule TS, TJ,
and TAR using a reduction from a variant of VCR. As our reduction preserves
some nice graph properties, we claim (as a consequence of our reduction) that
the hardness results for VCR on several graphs (namely planar graphs, bounded
bandwidth graphs, chordal graphs, bipartite graphs) can be converted into those
for k-PVCR. Using a reduction from the Nondeterministic Constraint Logic [49, 88],
we also show that k-PVCR remains PSPACE-complete even on planar graphs of
bounded bandwidth and maximum degree 3. (Our reduction from VCR does not
preserve the maximum degree.)
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(ii) On the positive side, we design polynomial-time algorithms for k-PVCR on some
restricted graph classes: trees (under each of TJ and TAR), paths and cycles (under
each of TS, TJ, and TAR). Our algorithms are constructive, i.e., we explicitly show
how a reconfiguration sequence can be constructed in a yes-instance. On paths,
we claim that our algorithm constructs a shortest reconfiguration sequence. As
a result, we obtain a complexity dichotomy for k-PVCR on (planar) graphs with
respect to their maximum degree.
1.3.4 Minimum (Maximum) Weighted Path Cover problem
In Chapter 5, we discuss the Minimum (Maximum) Weighted Path Cover problem. Our
main results shown in Chapter 5 are listed as follows:
(i) First, we show that MinP {0,1,2}PC is NP-hard on planar bipartite graphs with
maximum degree three, reduced from Planar 3-SAT. Furthermore, our reduc-
tion shows that there exist no approximation algorithms for MinP {0,1,2}PC unless
P=NP.
(ii) Fortunately, however, we can solve MinP {0,...,k}PC on graphs with bounded treewidth
in polynomial time. In other words, we show that MinP {0,...,k}PC is fixed-parameter
tractable with a combined parameter k + tw. Assuming we are given an n-vertex
graph of width at most W together with its tree decomposition, the computation
time of our algorithm is O(42W ·W 2W+2 · (k + 2)2W+2 · n).
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2 Minimum Block Transfer problem
2.1 Introduction
Massive data sets with gigabytes or terabytes have emerged in a growing number of wide-
ranging applications, including web access modeling [5, 59, 58], geographic information
systems [1], genome databases [74], and so on. The amount of such massive data sets
is often too large to store in a fast main memory. Hence, they necessarily reside on
a slower disk. As a result, the input/output (I/O) communication between the main
memory and the disk can be a major performance bottleneck. Thus one of the crucial
issues in computing with massive data sets is to develop external memory data structures
and I/O-efficient algorithms. Recently, this area has received much attention, e.g., [2,
10, 36, 83, 84].
2.1.1 External Memory Models and Previous Results
In this chapter we consider the two-level I/O model introduced by Aggarwal and Vit-
ter [4], in which the memory hierarchy consists of an internal memory of limited space,
and an arbitrarily large external memory divided into fixed contiguous blocks of size
B. We assume that an external memory query or modification, called a block transfer,
transfers one block of B objects from the external memory to the internal one. Internal-
memory access structures are typically constructed as a set of dynamically allocated
objects linked by pointers. Hence, so-called tall-and-skinny structures are acceptable in
internal-memory access structures. On the other hand, external-memory data structures
must be short-and-fat in order to decrease the number of block transfers. Suppose that
we want to construct a search structure on the external memory to access a lot of nodes.
To this end, one way is to adopt a search structure designed for the internal memory,
e.g., a binary search tree. Then, however, the following problem arises: Which block
is suitable to assign a node in order to reduce the number of blocks transferred to the
internal memory?
The above question was first proposed by Gil and Itai in [46], in which the inputs
are limited to trees, and the goal is to minimize the expected number of block transfers
over all queries. They presented an algorithm that can optimize the partition of n
nodes into blocks of size B in O(nB2 log ∆) time using O(B log n) space, where ∆ is the
maximum degree of the nodes. Subsequently, Alstrup et al. decreased the time bound
to O(nB2) by a tight analysis in [6]. They also presented a faster but approximation
algorithm in the same setting in [6]. Also, Gil and Itai [46] proved that the problem
of finding an optimal compact packing of trees is NP-hard, where the compact means
that the total number of blocks must be minimized. Diwan et al. [37] and independently
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Clark and Munro [29] considered the laying out problem of trees for the worst-case I/O
communication, i.e., the goal is to minimize the maximum number of block transfers.
They showed that the problem can be solved in polynomial time, although if the compact
constraint is imposed, the problem turns to be NP-hard. In [6] Alstrup et al. proposed
an efficient cache oblivious layout of trees.
2.1.2 Our Problems and Contributions
As mentioned above, in almost all the previous reports, the access structure is assumed
to be a tree since it is the most fundamental hierarchical data structure used for many
applications. In this chapter we relax the assumption a little bit, i.e., we assume that
the input is a directed acyclic graph (DAG). DAG is a large class of important data
structures including persistent (or multiversion) B-trees and ordered binary-decision
diagrams (OBDDs) [7, 9, 56, 81]. For example, in the field of bioinformatics, DAG is a
common data structure. It is known to be a good representation for storing and querying
genome mapping data, and the Gene Ontology DAG is used for the visualization of each
gene group [61, 90]. Consequently, DAG is a ubiquitous data representation.
Our problem in this chapter, called the Minimum Block Transfer Problem (MBT for
short), is formulated as follows. Given a DAG G = (V,A) and a block size B, the
objective is to find a partition of its node set such that it satisfies the following two
conditions: (i) Each element (called a block) of the partition has a size which is at most
B, and (ii) the maximum number of external arcs among directed paths from the roots
to the leaves is minimized. The number of external arcs is defined as the number of
arcs connecting two distinct blocks, that is, the number denotes the number of block
transfers. This problem was previously considered by Diwan et al. [37], who pointed out
the NP-hardness of the general MBT. However, as far as the authors know, its proof has
not been published yet. In [37], they also provided a naive bottom-up-packing algorithm.
Their algorithm can optimally partition nodes into blocks and run in O(|V |) time only
if the input is restricted to trees. Additionally, for DAG layouts, a heuristic algorithm
based on the same bottom-up idea was presented in the same paper, but its theoretical
approximation guarantee was not shown.
Donovan et al. considered the weighted version of MBT, and they showed that this
problem has applications in VLSI design [38, 39]. Their problem has three parameters
in its definition, i.e., (i) the flag of weighted or unweighted (if weighted, with node
weight function), (ii) the capacity of each block, which corresponds to our block size
B, and (iii) maximum indegree (or outdegree) of the given DAG. The authors mainly
discussed the computational complexity and inapproximability of the weighted version,
changing the above parameters. Also, they showed that, if the node set is unweighted
and each block size is two, which is the same as our MBT(2) defined later, the problem
admits a polynomial time 3-approximation algorithm [39]. Very recently, they proposed
a polynomial time 2-approximation algorithm for the case in the journal version [38]
of [39]. However the complexity of the case remains an open question in the concluded
section of [38] (note that they claim the case remains NP-hard although its formal
10
proof is not shown1). In this chapter, we show that MBT(B) is NP-complete even
if B = 2. Therefore, our complexity result answers their question with a formal proof.
Furthermore, for MBT(2), we design a 2-approximation algorithm which is much simpler
than the previous algorithms. Then we propose a new algorithm whose approximation
ratio is slightly better than 2, depending on the height of the input DAGs.
This chapter consists of the results from two papers [12] and [13] and show the following
results:
• We first revisit the naive bottom-up-packing greedy algorithm in [37], and give a
detailed description of the algorithm. Then, we give a full proof showing that the
greedy strategy achieves the approximation ratio 2 if B = 2.
• We explicitly present the proof of the NP-hardness of MBT. Furthermore, we prove
that unfortunately it remains NP-hard even if each block size B is equal to two,
the height of DAGs is three, and maximum indegree and outdegree of a node are
two and three respectively.
• Our proof method of the NP-hardness would be worthwhile in itself if we are look-
ing for a stricter computational hierarchy; by the gap-introducing reduction [82] we
show that, assuming P 6= NP, the inapproximability of MBT(2) changes, depending
on the height of the given DAG. More specifically, assuming P 6= NP, MBT(2) does
not admit any polynomial time (3/2− ε)-approximation ((4/3− ε)-approximation,
resp.) algorithm for any ε > 0 even if the input is restricted to DAGs of height at
most five (at least six, resp.).
• On the other hand, fortunately, we can obtain a linear-time exact algorithm if the
height of DAGs is bounded above by two.
• Then, for MBT(2) on DAGs of general height, we provide a very simple 2-approximation
algorithm. Furthermore, we improve it to a (2 − ε)-approximation algorithm uti-
lizing our optimal algorithms, where ε = 2/h and 2/(h+ 1) for the case where the
height h of the input DAG is even and odd, respectively. All these algorithms run in
linear time. Specifically, if h = 3, the last algorithm achieves a 3/2-approximation
ratio, matching the inapproximability.
2.1.3 Related Work
Even if we restrict our attention only to DAGs as inputs, the clustering (or mapping)
problems of graphs appear in many different contexts with several types of objectives.
For example, the problem of scheduling parallel programs naturally represented as di-
rected acyclic task graphs for execution on distributed memory parallel architectures is
very popular [45, 72]. In this problem, partitioning their nodes corresponds to assign-
ing tasks to processors and the goal is to balance processor loads and to minimize the
1After we submitted the original paper of this chapter to a journal, they published [40] and indepen-
dently showed that MBT(2) is NP-complete. Their proof of NP-completeness is very similar to the
one in the original paper of this chapter which was originally given in [12].
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worst-case processing time. The task clustering problem has been shown to be NP-hard
for many simple cases [72, 75], and furthermore, finding a better than 2-approximation
algorithm is also NP-hard as shown in [72]. The difficulty of solving the task scheduling
exactly and/or approximately can be closely related to the intractability of MBT.
2.1.4 Organization
The rest of this chapter is organized as follows: We begin with more precise definitions of
our problems and include simple observations in Section 2.2. Then we investigate several
tractable cases in Section 2.3, and present approximation algorithms in Section 2.4. In
Section 2.5, we prove the hardness factors of approximation. Finally, we conclude this
chapter in Section 2.6.
2.2 Preliminaries
Let G = (V,A) be a simple directed acyclic graph, i.e., G does not include any cycles,
any multiple arcs, or any self-loops. V (G) and A(G) denote the sets of nodes and arcs of
G, respectively. d−G(v) and d
+
G(v) represent the indegree and the outdegree of a node v in
G, respectively. For a node v, let N−G (v) = {u | (u, v) ∈ A}, N
+
G (v) = {u | (v, u) ∈ A},
A−G(v) = {(u, v) | u ∈ N
−
G (v)}, and A
+
G(v) = {(v, u) | u ∈ N
+
G (v)}. If the considered










−(v), d+(v), N−(v), N+(v), A−(v), and A+(v), respectively. A
node v is called a source or a sink if d−(v) = 0 or d+(v) = 0, respectively. A path
of length k from a node u to a node u′ in G is a sequence 〈v0, v1, . . . , vk〉 of nodes
such that u = v0, u
′ = vk, and (vi−1, vi) ∈ A for i = 1, 2, . . . , k. Consider two paths
Q1 = 〈v0, . . . , vi〉 and Q2 = 〈vi, . . . , v`〉. Then, a path Q constituted by the two paths Q1
and Q2, i.e., 〈v0, . . . , vi, . . . , v`〉, is denoted by Q1 ◦ Q2. The length of the longest path
from a source to a node v is the depth of v in G, denoted by `(v). The height of a node
in G is the length of the longest path from the node to a sink, and the height of a DAG
G is the largest height among all heights of its sources, denoted by h(G). For a graph
G = (V,A), a subset V ′ ⊆ V of nodes, and a subset A′ ⊆ A of arcs, G[V ′] = (V ′, A′)
denotes the induced subgraph of G such that its arc set A′ consists of all arcs of G whose
both endpoints belong to V ′. For simplicity, for a subset S of nodes, the subgraph of G
induced by V \ S is denoted by G − S, i.e., G − S = G[V \ S]. We assume that a set
V of nodes of an input DAG G = (V,A) is partitioned into node sets V0, . . . , Vh(G) such
that V = V0 ∪ · · · ∪ Vh(G), Vi ∩ Vj = ∅ for i 6= j, and every node v belongs to V`(v). By
this partition, there always exists an arc (u, v) for each node v ∈ Vi (1 ≤ i ≤ h(G)) such
that u ∈ Vi−1. This partition of V can be obtained in linear time O(|V | + |A|) based
on the topological sort [30]. The underlying graph of a directed graph G = (V,A) is an
undirected graph H = (V,E), where E = {{u, v} | (u, v) ∈ A}. For the undirected graph
H and its vertex v, dH(v) represents the degree of v in H. A matching M in a directed
graph (or an undirected graph) is a set of pairwise non-adjacent arcs (or edges), and it
is perfect if every node (or vertex) is an endpoint of an arc (or edge) in M . A directed
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complete bipartite graph Ki,j is a directed graph (U ∪ V,A), where |U | = i, |V | = j,
U ∩ V = ∅, and A = {(u, v) | u ∈ U, v ∈ V }.
If the fixed DAG structure G is too large to fit in main memory, then G is partitioned
into small-sized blocks (or so-called pages) of size at most B, P = {P1, P2, . . . , Pk} where
Pi ⊆ V , Pi ∩Pj = ∅ for i 6= j,
⋃k
i=1 Pi = V , |Pi| ≤ B, and thus k ≥ d|V |/Be. P is called
a packing. An arc (u, v) is said to be packed (under a packing P) if {u, v} ⊆ P for some
P ∈ P; otherwise, an arc is called an external arc. Let q be a path from a source to a
sink. Given a packing P, the block transfer btP(q) of the path q under P is the number
of external arcs on q. Furthermore, the block transfer btP(G) of a DAG G under P is
maxq∈Q btP(q), where Q is a set of all the paths from sources to sinks. Now our problem
is formulated as follows:
Minimum Block Transfers with B (MBT(B)):
Instance: A directed acyclic graph G = (V,A) and a positive integer B ≤ |V |.
Goal: Find a packing P that minimizes the block transfer btP(G) (this packing is
denoted by OPT , and is termed an optimal packing).
We sometimes use btALG(G) as the block transfer of G under the packing ALG ob-
tained by an algorithm ALG. Also, we use btOPT (G) as the block transfer of G under the
optimal packing OPT . Let ALG(x) and OPT (x) be the values of solutions obtained for
an input x by an algorithm ALG and an optimal algorithm, respectively. Generally, the
algorithm ALG is called a σ-approximation algorithm and ALG’s approximation ratio is σ if
ALG(x)/OPT (x) ≤ σ holds for every input x. Therefore, in this chapter an approxima-
tion ratio σ is defined as maxG∈G{btALG(G)/btOPT (G)}, where G is the set of all DAGs.
A gap-introducing reduction from a NP-hard decision problem P1 to a minimization
problem P2 with two functions f and α computes an instance y of P2 from an instance
x of P1 in polynomial time such that (i) if x is a yes-instance for P1, OPT (y) ≤ f(y),
and (ii) if x is a no-instance for P1, OPT (y) > α(|y|) · f(y), where OPT (y) is the value
of an optimal solution for y of P2, and α(|y|) is the inapproximability bound established
by this gap-introducing reduction [82].
Before presenting our results, we first revisit a greedy heuristic, called GREEDY, pro-
posed in [37]. The basic idea of GREEDY is to try to pack nodes in the bottom-up manner.
However, in the point of approximation, we show that GREEDY in fact goes worse as B
gets larger. For example, if B = 2, GREEDY is a 2-approximation algorithm, and if
B = 3, 4, . . . , its approximation ratio is at least 3, 4, . . . , respectively. The block height
of a node v is the largest number of external arcs among all the paths from v to all the
reachable sinks.
Algorithm GREEDY
Input: DAG G = (V,A)
Output: Packing P
Step 1. Let P = ∅. Order nodes of an input DAG G such that a node u precedes a
node v if `(u) > `(v) breaking ties by ordering the nodes arbitrarily.
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Step 2. For each node v in the above order, execute the following procedure:
(2-1) If v is a sink node, create a new block P containing the node v only, i.e., set
P = {v} and P = P ∪ {P}.
(2-2) Otherwise, without loss of generality, assume there are p nodes v1, v2, . . . , vp
in N+(v) and v1, . . . , vq (q ≤ p) have the (same) largest block height under P
among the nodes in N+(v). Moreover, let Pi be a block that contains vi and
also let P ′ = {P1, P2, . . . , Pq}. If
∑q
i=1 |Pi| ≤ B− 1 then P = (P \P ′)∪{P ′′}
where P ′′ = {v} ∪
⋃q
i=1 Pi.
As a remark, we can give worst case examples in Figure 2.1. For the DAG G in
Figure 2.1-(a) and block size B = 2, GREEDY outputs a packing under which the block
transfer is twice of that under OPT as follows: First GREEDY makes a packing {v6}
in Step (2-1), where `(v6) = 2 (Figure 2.1-(b)). Since `(v3) = `(v4) = `(v5) = 1,
GREEDY may choose v5 as the first one to process in Step (2-2) and succeeds to pack v6
and v5 into {v5, v6}. After that, GREEDY packs v3 and v4 singly since they cannot be
packed with a block {v5, v6} of their common child v6 (Figure 2.1-(c)). Then, neither
of v1 and v2 can be packed with their children, either. Thus the output of GREEDY is
{{v6, v5}, {v4}, {v3}, {v1}, {v2}} as shown in Figure 2.1-(d) and the block transfer of the
DAG under this packing is two. On the other hand, the optimal block transfer is one,
by a packing {{v1, v4}, {v3, v6}, {v2, v5}} as in Figure 2.1-(e). Similarly, when B = 3 and
the DAG shown in Figure 2.1-(f) is given, the output of GREEDY can be {{v4, v14, v7},
{v3, v13, v9}, {v2, v12, v10}, {v1}, {v6, v5}, {v8}, {v11}} and the block transfer of the DAG
under this packing is three, as shown in Figure 2.1-(g). The optimal packing is shown
in Figure 2.1-(h) and the block transfer of the DAG under the optimal packing is one.
Furthermore, for any B ≥ 4, there exist DAGs such that the approximation ratio of
GREEDY is at least B for MBT(B) by the following lemma.
Lemma 1. For MBT(B), there exists a DAG such that the approximation ratio of
GREEDY is at least B.
Proof. First we describe how to construct DAGs, and then confirm that GREEDY’s
approximation ratio is at least B. Intuitively, for each B, we construct a zigzag-shape
DAG such that it has height B, and it may allow Step 1 in GREEDY to obtain an undesir-
able ordering of nodes. We divide into the following two cases: B = 4 as a special case
and B ≥ 5. For B = 4, we construct a specific DAG, and for B ≥ 5 we construct DAGs
systematically.
The constructed DAG for the case B = 4 is illustrated in Figure2.2. It consists of
five horizontal levels and five vertical lines. For an integer B ≥ 5, we construct the
DAG G = (V,A) which has a similar structure to the DAG in Figure 2.2 as follows. See
Figure 2.3, where G has (B + 1) horizontal levels and (2B − 5) vertical lines. That is,
the node set V includes (2B−5)× (B+1) nodes. Sketchily, the arc set A consists of the
following three types of arcs: (i) The arcs from a node to one-level-lower nodes, (ii) the
arcs from each node of even number line to one-level-lower left and right nodes, and (iii)
for nodes of the first and the last even number line, the arcs from those nodes to all one-
level-lower and odd number line nodes. Precisely, each arc in A is defined as follows: (i)
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Figure 2.1: Worst case examples for the greedy heuristics.
(vi,j+1, vi,j) for 1 ≤ i ≤ 2B − 5 and 1 ≤ j ≤ B, (ii) (v2i,j+1, v2i−1,j) and (v2i,j+1, v2i+1,j)
for 1 ≤ i ≤ B − 3, and 1 ≤ j ≤ B, and (iii) (v2,j+1, v2i+3,j) and (v2B−6,j+1, v2i−1,j) for
1 ≤ i ≤ B − 4, and 1 ≤ j ≤ B.
Here, since the constructed DAGs are complicated, we specially color the created
blocks gray in the figures. In the figure, each node not in any gray block is packed into
a block of size one. Next, we confirm that GREEDY’s approximation ratio is at least B
for those DAGs.
The case B = 4. See Figure 2.2-(a). First, GREEDY packs every sink into a block of size
one. Since all the depths of v1,2, v2,2, . . . , v5,2 and v1,3, v2,3, . . . , v5,3 are the same, we
can assume that an ordering obtained in Step 1 is (. . . , v5,1, v1,2, v2,2, v3,2, . . . , v5,2,
v5,3, . . . ). Then, GREEDY creates a block {v1,1, v2,1, v4,1, v1,2} of size four. Due to
the block size constraint, GREEDY gives up merging the next node v2,2 and the block
of size four. Then a block {v2,2} is created. Similarly, the blocks {v3,2}, {v4,2}, and
{v5,2} are created. Next, according to the above ordering, GREEDY creates a block
{v2,2, v4,2, v5,2, v5,3} of size four since each block height of v2,2, v4,2, and v5,2 is the
same. If a similar process continues to the top of the DAG, the obtained packing
by GREEDY is as shown in Figure 2.2-(b). Therefore btGREEDY (G) = 4, while
btOPT (G) = 1 with the packing shown in Figure 2.2-(c). Namely the approximation
ratio of GREEDY is at least 4.
The case B = 5. See Figure 2.3-(a). Since all the nodes v1,j , v2,j , v3,j , v4,j , and v5,j for
1 ≤ j ≤ 6 have the same depths, let us assume that the obtained ordering in Step 1
is (v1,1, . . . , v5,1, v2,2, v1,2, v3,2, v4,2, v5,2, v4,3, v1,3, . . . ). That is, in the obtained or-
dering, either v2,j or v4,j appears as a preceding node among the nodes in the same
level j. Also, in the ordering if v2,j (v4,j , resp.) is chosen as the first node among the
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(a) (b) (c)
Figure 2.2: (a) a DAG for the case B = 4 (b) A packing by GREEDY (c) An optimal
packing.
nodes in the level j, then v4,j+1 (v2,j+1, resp.) is chosen as the first node in the one
higher level (j + 1), i.e., they appear alternately. With this ordering, first GREEDY
packs all the sinks singly, then creates a block {v2,2, v1,1, v2,1, v3,1, v5,1} of size five.
Since this block has size five, each of the nodes which has at least one child in this
block is packed as a block of size one. When GREEDY proceeds to the node v4,3, a
block {v4,3, v1,2, v3,2, v4,2, v5,2} of size five is created. As a result along the ordering,
the obtained packing is as shown in Figure 2.3-(b). Therefore btGREEDY (G) = 5
(e.g., there are five external arcs on a path 〈v3,6, v3,5, v3,4, v3,3, v3,2, v3,1〉), while
btOPT (G) = 1 as in Figure 2.2-(c). Hence the approximation ratio of GREEDY is at
least 5.
For larger B, it is not difficult to see that a similar discussion can be done to show
that GREEDY’s approximation ratio is at least B.
Now, in order to prove the approximation ratio of GREEDY, we utilize the following two
propositions which give the lower bound of the block transfer and can be easily obtained.
Proposition 1. For a path Q of length `, it holds that btOPT (Q) = b`/Bc.
This proposition implies the following corollary which focuses on the case B = 2.
Corollary 1. For a path Q = 〈v0, v1, . . . , v`〉 of length `, the optimal block transfer
of Q for MBT(2) is btOPT (Q) = b`/2c. Moreover, if ` is even, then at least one of
{v0, v1} ∈ OPT and {v`−1, v`} ∈ OPT holds. Otherwise, i.e., if ` is odd, then both of
{v0, v1} ∈ OPT and {v`−1, v`} ∈ OPT hold.
Based on Proposition 1, a lower bound of the block transfer is shown:
Proposition 2. For DAG G and the block size B, it holds that btOPT (G) ≥ bh(G)/Bc.
The next theorem shows the approximation ratio of GREEDY:
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(a) (b) (c)
Figure 2.3: (a) Constructed DAG for the case B = 5 (b) A packing of GREEDY (c) An
optimal packing.
Theorem 1. Algorithm GREEDY is a 2-approximation algorithm for MBT(2), whose
running time is O(|V |+ |A|).
Proof. First we bound the running time. Step 1 can be done in O(|V |) time using
the bucket sort algorithm since `(v) is at most |V | for every node v. As for Step 2,
each node is processed at most once in Step (2-1). Then Step (2-2) processes a node
v at most |N−(v)| times, and the size of the set P ′ is at most |N+(v)|. Namely, in an
amortized sense, Step 2 requires O(|V |+ |A|) time. In total, the running time of GREEDY
is O(|V |+ |A|).
Next we analyze the approximation ratio. From Proposition 2, it holds that btOPT (G) ≥
bh(G)/2c. Note that bh(G)/2c < h(G)/2 holds only when h(G) is odd. Based on these
observations, the following three cases are considered and we will see that the approx-
imation ratio of GREEDY is at most 2 for each case: (i) h(G) is even, (ii) h(G) is odd
and btOPT (G) ≥ bh(G)/2c+ 1, and (iii) h(G) is odd and btOPT (G) = bh(G)/2c. Let P
denote the packing obtained by GREEDY.
Case (i): h(G) is even. It is clear that the block transfer under any packing P is at most
the height of the input graph, namely, btP(G) ≤ h(G) holds. Also, bh(G)/2c =
h(G)/2 holds since h(G) is even. Combining these facts and btOPT (G) ≥ bh(G)/2c










Case (ii): h(G) is odd and btOPT (G) ≥ bh(G)/2c+ 1. Let h(G) = 2k+1 for some non-










Case (iii): h(G) is odd and btOPT (G) = bh(G)/2c. We now need to show that GREEDY
surely outputs a packing P such that btP(G) ≤ h(G)−1, because h(G)/bh(G)/2c >
2 in this case. Let h(G) = 2k+ 1 for some non-negative integer k. Since the target
block transfer is h(G)− 1, we can ignore paths of length at most h(G)− 1.
Consider a path Q = 〈s, t, . . . , u, v〉 of length h(G). Let Q′ = 〈s, t, . . . , u〉 be the
path which is obtained by removing v and the arc (u, v) from Q. From Corollary 1,
OPT must include {u, v}, where u ∈ Vh(G)−1 and v ∈ Vh(G). This implies that
|N+(u) ∩ Vh(G)| = 1: Assume d+(u) ≥ 2 and there is an arc (u, v′) (v′ 6= v) for
contradiction. Then, at most one of the two paths Q and Q′◦(u, v′) can have block
transfer bh(G)/2c from Corollary 1 since at most one of (u, v) and (u, v′) can be
packed. This contradicts the assumption that btOPT (G) = bh(G)/2c. Also, the
assumption |N−(v)∩Vh(G)−1| ≥ 2 leads to a contradiction by the following reason.
If there are two paths of length h(G) ending at v, then at most one of them can
have block transfer bh(G)/2c because at most one of two arcs entering v can be
packed.
By this argument, we observe that every node in Vh(G)−1 has outdegree one and
every node (sink) in Vh(G) has indegree one in G[Vh(G)−1 ∪ Vh(G)]. Hence, GREEDY
works as follows: It first makes a block {v} for every sink v in Step (2-1). Then
in Step (2-2), for each node u ∈ Vh(G)−1 and its single child v ∈ Vh(G), GREEDY
makes a block {u, v}. In other words, GREEDY packs all the arcs between Vh(G)−1










This completes the proof.
Note that the 2-approximation algorithm in [40] is based on finding a dominating
matching, and so it differs from the above algorithm GREEDY. However, the proofs of the
approximability of these two algorithms have the same flavor because both proofs focus
on the parity of the length of paths.
We end this section by giving the following two simple observations for the case B = 2.
They indicate a structure of an optimal packing for MBT(2). It is not difficult to see
that packings obtained by GREEDY or the proposed algorithms in the following sections
follow this structure.
Observation 1. Suppose that B = 2 and consider MBT(2). Then, there exists an
optimal packing such that if a block contains two nodes in a path, then those nodes are
adjacent in the given graph.
Proof. Assume that a block of an optimal packing P for MBT(2) contains two nodes
u and v in a path Q, but they are not adjacent, i.e., there is a node w between u and v
on the path such that w is not in the block. Consider another packing P ′ in which we
divide the block {u, v} into two single blocks {u} and {v}, and the other blocks are the
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same. It is clear that btP(Q) = btP ′(Q). Repeating this procedure, we can assume that
in an optimal solution, a block of size two contains two nodes which are adjacent.
Observation 2. Suppose that B = 2 and consider MBT(2). If a block of an optimal
packing contains two nodes which are not reachable from one to the other, and vice versa,
then there is another optimal packing in which such a block is not contained.
Proof. Assume that an optimal packing P of G contains a block {u, v} such that u
cannot reach v, and vice versa. Then, divide the block {u, v} into two blocks {u} and {v}
of size one. By this division, we have another packing P ′ = (P \ {{u, v}}) ∪ {{u}, {v}}.
Since this division does not increase the block transfer of any path passing through u or
v, we have btP(G) = btP ′(G), which means P ′ is also an optimal packing of G.
2.3 Optimal Algorithms for Flat DAGs
In this section we provide optimal algorithms for DAGs of height at most two, which
will be used to design approximation algorithms for DAGs of general height in the next
section. We begin with a quite simple proposition:
Proposition 3. btOPT (G) = 0 for MBT(B) if and only if every connected component
of G has at most B nodes.
By the above proposition, we obtain a linear-time algorithm for the case h(G) = 1:
All we have to do is to calculate the number of nodes in each connected component
in O(|V | + |A|) time by the breadth-first search. If every connected component has at
most B nodes, then we can make the block transfer zero by packing all the nodes of
the connected component into a single block. Otherwise, the block transfer is one. This
linear-time algorithm will be referred to as HeightOne in the following.
Lemma 2. HeightOne is an optimal algorithm which runs in O(|V | + |A|) time for
MBT(B) if the height of DAGs is one (i.e., h(G) = 1).
Now we turn our attention to the case B = 2. As shown in the preliminary version [12]
of the original paper of this chapter, MBT(2) on graphs of height two can be solved
in O(|V |2) time by reducing the input graphs to 2-SAT formulas [41] (on the other
hand, we will prove that MBT(2) is generally NP-hard by reducing 3-SAT formulas to
graphs of height three in Section 2.5). In the following, we design a faster, O(|V | +
|A|)-time algorithm for MBT(2) on graphs of height two. Here we assume that every
connected component has at least three nodes, since otherwise, i.e., for an isolated node
and for a connected component with two nodes and one arc, the above optimal algorithm
HeightOne can be applied. Recall that the node set V of G is partitioned into three
node sets V0, V1, and V2 as mentioned in Section 2.2. Then, we also assume that there
is no arc connecting V0 with V2, since packing such an arc does not reduce the block
transfer of G and hence we can remove such arcs from G. This assumption implies that
the underlying graph of an input DAG is bipartite.
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The following is a description of the algorithm HeightTwo for the case h(G) = 2. Its
main idea is as follows. Consider a node v in V1. To reduce the block transfer of a path
passing through v to one, we must pack all the arcs in A−(v) entering v, or all the arcs in
A+(v) outgoing from v. To do so, at least one of |A−(v)| or |A+(v)| must be one, since
B = 2. The following algorithm checks this condition and packs arcs iteratively from
Steps 1 through 7. Steps 8 and 9 need little more discussion, which will be given later.
The set V ′ initialized in Step 1 and used in Steps 2 through 4 of HeightTwo represents
the set of nodes already packed with another node in H.
Algorithm HeightTwo
Input: DAG G = (V,A) of height two
Output: Packing P
Step 1. If there exists a node v ∈ V1 such that d−G(v) ≥ 2 and d
+
G(v) ≥ 2, then output
{{u} | u ∈ V } as a packing P. Otherwise, let P = ∅, H = G, and V ′ = ∅, then go
to the next step.
Step 2. Repeat this step until no node in V1 ∩ V (H) satisfies any of the conditions in
the following cases, or P is output by Case 2-2(a) or Case 2-3(a).
Case 2-1. For a node v ∈ V1 ∩ V (H) such that d+H(v) = 0, update P = P ∪ {{v}} and
H = H − {v}.
Case 2-2. For a node v ∈ V1 ∩ V (H) such that d−H(v) = 1 and d
+
H(v) ≥ 2, let A
−
H(v) =
{(u, v)}. Either of the following (a) and (b) is executed depending on whether
u ∈ V ′ or u 6∈ V ′.
(a) If u ∈ V ′, then output P = P ∪ {{w} | w ∈ V (H) \ V ′}.
(b) If u 6∈ V ′, then update P = P∪{{u, v}}, V ′ = V ′∪{u}, and H = H−{v}.
Case 2-3. For a node v ∈ V1 ∩ V (H) such that d−H(v) ≥ 2 and d
+
H(v) = 1, let A
+
H(v) =
{(v, u)}. Either of the following (a) and (b) is executed depending on whether
u ∈ V ′ or u 6∈ V ′.
(a) If u ∈ V ′, then output P = P ∪ {{w} | w ∈ V (H) \ V ′}.
(b) If u 6∈ V ′, then update P = P∪{{v, u}}, V ′ = V ′∪{u}, and H = H−{v}.
Step 3. For a node v ∈ V1 ∩ V (H), let two arcs incident to v be (p(v), v) and (v, s(v)).
Construct L = {v | v ∈ V1 ∩ V (H), {p(v), s(v)} ∩ V ′ 6= ∅}.
Step 3-1. If L = ∅, then go to Step 4. Otherwise, remove a node v from L.
Step 3-2. If p(v) ∈ V ′ and s(v) ∈ V ′, then output P = P ∪ {{x} | x ∈ V (H) \ V ′}.
Step 3-3. If p(v) ∈ V ′ and s(v) 6∈ V ′, then update P = P∪{{v, s(v)}}, V ′ = V ′∪{s(v)},
and H = H − {v}. For every node u ∈ N−H (s(v)) \ ({v} ∪ L), update L =
L ∪ {u}.
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Step 3-4. If p(v) 6∈ V ′ and s(v) ∈ V ′, then update P = P∪{{p(v), v}}, V ′ = V ′∪{p(v)},
and H = H − {v}. For every node u ∈ N+H (p(v)) \ ({v} ∪ L), update L =
L ∪ {u}.
Step 3-5. Go back to Step 3-1.
Step 4. Remove V ′ from H, i.e., update H = H − V ′.
Step 5. If d+H(u) = 1 for some u ∈ V0 ∩ V (H) and its neighbor node in V1 is v, then
update P = P ∪ {{u, v}} and H = H − {u, v}. Repeat this step until such a node
does not exist.
Step 6. If d−H(u) = 1 for some u ∈ V2 ∩ V (H) and its neighbor node in V1 is v, then
update P = P ∪ {{v, u}} and H = H − {v, u}. Repeat this step until such a node
does not exist.
Step 7. If there exists an isolated node v in (V0∪V2)∩V (H), then update P = P∪{{v}}
and H = H − {v}. Repeat this step until such a node does not exist.
Step 8. If d+H(v) ≥ 3 for some v ∈ V0 ∩ V (H), or d
−
H(v) ≥ 3 for some v ∈ V2 ∩ V (H),
then output P = P ∪ {{u} | u ∈ V (H)}.
Step 9. Find a perfect matching M of H and then output P ∪M .
By the definitions of the steps, we observe the following:
Observation 3. The DAG H processed in HeightTwo satisfies the following conditions
according to its progress.
• After Step 2, it holds d−H(v) = d
+
H(v) = 1 for every v ∈ V1 ∩ V (H).
• Every node in V ′ becomes isolated in H by Step 3, and must be removed in Step 4.




H(v) = 1 for
every v ∈ V1 ∩ V (H), and d−H(v) ≥ 2 for every v ∈ V2 ∩ V (H).
• After Step 8, i.e., in Step 9, it holds d+H(v) = 2 for every v ∈ V0 ∩ V (H), d
+
H(v) =
d−H(v) = 1 for every v ∈ V1 ∩ V (H), and d
−
H(v) = 2 for every v ∈ V2 ∩ V (H).
Namely the underlying graph of H is 2-regular and bipartite.
Let us consider the correctness of the algorithm HeightTwo. The correctness of Steps 1
through 7 is clear as described before. Then, based on Observation 3, the correctness of
Steps 8 and 9 is shown below.
Lemma 3. If the following conditions are satisfied for the DAG H of height two, then
the optimal block transfer btOPT (H) = 2.
• d+H(v) ≥ 2 for every v ∈ V0 ∩ V (H),
• d+H(v) = d
−
H(v) = 1 for every v ∈ V1 ∩ V (H),
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• d−H(v) ≥ 2 for every v ∈ V2 ∩ V (H), and
• there exists a node u such that u ∈ V0 ∩ V (H) and d+H(u) ≥ 3, or u ∈ V2 ∩ V (H)
and d−H(u) ≥ 3.
Proof. Since d−H(v) = d
+
H(v) = 1 for any node v ∈ V1 ∩ V (H), it holds |A(H)| =
2|V1 ∩ V (H)|. Suppose for contradiction that there is a node u ∈ V0 ∩ V (H) with
d+H(u) ≥ 3 but btOPT (H) = 1. Take a look at the number |A(H)| of arcs. Since every
node v ∈ V0 ∩ V (H) has d+H(v) ≥ 2 and every node v ∈ V2 ∩ V (H) has d
−
H(v) ≥ 2, we
observe that









≥ 2|(V0 ∩ V (H)) \ {u}|+ 3 + 2|V2 ∩ V (H)|
> 2|V0 ∩ V (H)|+ 2|V2 ∩ V (H)|
= 2|(V0 ∪ V2) ∩ V (H)|,
which yields |V1∩V (H)| > |(V0∪V2)∩V (H)|. In order to reduce the block transfer of H
to one, we need to pack every node in V1∩V (H) with another node in (V0∪V2)∩V (H).
However, it is impossible under the condition |V1 ∩ V (H)| > |(V0 ∪ V2) ∩ V (H)|. This
contradicts the assumption btOPT (H) = 1. The discussion for the case there is a node
u ∈ V2 ∩V (H) with d−H(u) ≥ 3 is similar to the above. Hence, it holds btOPT (H) = 2.
As a direct consequence of the above lemma, we see that Step 8 of HeightTwo is
correct:
Corollary 2. Step 8 of HeightTwo is correct, i.e., if Step 8 outputs the packing P for
H, then it is an optimal packing.
Proof. Based on Observation 3, the graph H satisfies the following conditions when
Step 8 is processed.
• d+H(v) ≥ 2 for every v ∈ V0 ∩ V (H),
• d+H(v) = d
−
H(v) = 1 for every v ∈ V1 ∩ V (H), and
• d−H(v) ≥ 2 for every v ∈ V2 ∩ V (H).
From Lemma 3, if there exists a node u such that u ∈ V0 ∩ V (H) and d+H(u) ≥ 3, or
u ∈ V2∩V (H) and d−H(u) ≥ 3, then btOPT (H) = 2. This implies that under any packing
P ′ for H, it also holds btP ′(H) = 2 since h(G) = 2. Hence the packing {u | u ∈ V (H)}
constructed by Step 8 is also an optimal packing for H.
Based on Observation 3, the correctness of Step 9 of HeightTwo is shown by the next
lemma.
Lemma 4. Consider the DAG H processed in Step 9, whose underlying graph is 2-
regular and bipartite. For H, there always exists a perfect matching M and M is an
optimal packing such that btM (H) = 1.
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Proof. Let H ′ be the underlying graph of H. Since H ′ is bipartite, every cycle in H ′
has even length. Also since H ′ is 2-regular, every vertex in H ′ belongs to exactly one
cycle. Hence, it is easy to see that repeating the following procedure obtains a perfect
matching M ′ for H ′: First pick an edge e, arbitrarily from a cycle, or from either end
of a path. Then, add it to M ′, and remove e and edges adjacent to e. Finally, we can
construct a perfect matching M for H by choosing a subset of arcs corresponding to M ′
in H ′.
Consider a node v ∈ V1∩V (H) in H and let (u, v) and (v, w) be the two arcs incident
to v. Since M is a perfect matching for H, exactly either one of the two arcs (u, v) and
(v, w) is included in M . Thus, utilizing M as a packing, the block transfer of the path
of length two passing through v is one for every node v. Namely, it holds btM (H) = 1.
Next, we bound the running time of HeightTwo. First, the maintained set V ′ is
only used to check whether a node belongs to it or not. Hence we can implement it
by preparing an attribute for every node v, say, marked[v] ∈ {true, false}. With this
implementation of V ′, it is not difficult to see that each of Steps 1, 2, 4, 5, 6, 7, and 8
can be done in O(|V |+ |A|) time by scanning nodes and arcs. Step 3 can also be done in
O(|V |+ |A|) time by implementing the list L as a queue: The initialization of L at the
beginning of Step 3 can be done in O(|V |+ |A|) time. Step 3-1 and Step 3-2 are done in
constant time and O(|V |) time, respectively. While repeating Steps 3-3 and 3-4, each of
the nodes and the arcs is scanned by a constant number of times. Thus the total running
time of Steps 3-3 and 3-4 is O(|V |+ |A|). As for Step 9, the greedy algorithm given in
the proof of Lemma 4 runs in O(|V |+ |A|) time since the first edge to be removed for a
cycle is arbitrarily chosen, and after that the edges in the cycle are removed in order.
By the above discussion, we obtain the following lemma:
Lemma 5. HeightTwo is an optimal algorithm which runs in O(|V | + |A|) time for
MBT(2) if the height of DAGs is two (i.e., h(G) = 2).
From Lemmas 2 and 5 we obtain the next theorem.
Theorem 2. There is an optimal packing algorithm which runs in O(|V |+ |A|) time for
MBT(2) if the height of DAGs is at most two.
2.4 Approximation algorithms for MBT(2)
In this section, we first design a very simple 2-approximation algorithm for MBT(2).
Then, two approximation algorithms are provided, which have slightly smaller approxi-
mation ratio than 2.
One can verify that packing arcs between Vh(G)−1 and Vh(G) in the proof of Theorem 1
yields the approximation ratio 2 although GREEDY tries to pack the other arcs. This
verification gives us a new simpler 2-approximation algorithm:
Algorithm LastArcs
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Input: DAG G = (V,A)
Output: Packing P
Step 1: Apply HeightOne to G[Vh(G)−1 ∪ Vh(G)] and obtain a packing P ′ for Vh(G)−1 ∪
Vh(G). Then output a packing P = P ′ ∪ {{v} | v ∈ V \ (Vh(G)−1 ∪ Vh(G))}.
The next theorem shows the approximation ratio of the algorithm LastArcs.
Theorem 3. Algorithm LastArcs is a 2-approximation algorithm for MBT(2), whose
running time is O(|V |+ |A|).
Proof. Clearly, the most time-consuming part of LastArcs is the application of
HeightOne. Hence, the running time of LastArcs is O(|V |+ |A|) which is the running
time of HeightOne. The proof on the approximation ratio proceeds almost similarly to
the proof of Theorem 1. We again consider three cases: (i) h(G) is even, (ii) h(G) is odd
and btOPT (G) ≥ bh(G)/2c + 1, and (iii) h(G) is odd and btOPT (G) = bh(G)/2c. Here
the previous proofs for the cases (i) and (ii) are also valid for any algorithm including
LastArcs. This is because a trivial upperbound of the obtained block transfer is h(G)
which is just the height of the input G. As for the case (iii), LastArcs can pack all the
arcs between Vh(G)−1 and Vh(G), since OPT packs them in this case from Corollary 1.







Next, we design the approximation algorithm for MBT(2) with approximation ratio
strictly smaller than 2. More specifically, for DAGs of height h ≥ 3, our algorithm
achieves the following approximation ratio: (i) 2−2/h for even h ≥ 4, and (ii) 2−2/(h+1)
for odd h ≥ 3. The basic idea is to apply the optimal algorithms, HeightOne and
HeightTwo, to the top and bottom of an input DAG. Depending on whether the height
of the DAG is even or odd, the algorithm decides which of the algorithms, Even or Odd,
to apply.
Before describing the algorithm, we introduce notation only used in this section. For
0 ≤ j ≤ h(G), Rj denotes the set of nodes that are reachable to a node in Vj , where we
define Rj ⊇ Vj . In order to simplify the following discussions, we define Rh(G)+1 = ∅.
Let Vi,j be the set of nodes in Vi that are reachable to a node in Vj , but unreachable to
any nodes in Vj+1, that is, Vi,j = {v ∈ Vi | v ∈ Rj \ Rj+1} for 0 ≤ i ≤ j ≤ h(G). Note
that there may exist an arc from Vi,j to Vi′,j′ for some i
′ > i and j′ < j, however there
is no arc from Vi,j to Vi′,j′ for i
′ ≤ i or j′ > j. We partition the node set of an input
graph to V0,1, V0,2, . . . , V0,h(G), V1,1, . . . , Vh(G),h(G). We can obtain this partition in linear
time from the partition {V0, V1, . . . , Vh(G)} by using the breadth-first search from the
sinks, although for general directed graphs it is NP-hard to find a longest path [44]. Let






The below is a linear-time approximation algorithm Even for DAGs of even height
≥ 4.
Algorithm Even
Input: DAG G = (V,A) of even height h ≥ 4
Output: Packing P
Step 1: Apply HeightTwo to H = G[V0,h ∪ V1,h ∪ V2,h] and obtain a packing P1.
Step 2: Output P = P1 ∪ {{v} | v ∈ V (G) \ V (H)}.
The approximation ratio of Even is given in the next theorem.
Theorem 4. Algorithm Even is a (2− 2/h)-approximation algorithm for DAGs of even
height h ≥ 4 for MBT(2), whose running time is O(|V |+ |A|).
Proof. The running time of Even is bounded by that of HeightTwo, i.e., Step 1 takes
O(|V |+ |A|) time from Lemma 5, and clearly Step 2 can be done in O(|V |+ |A|) time.
We divide the proof on the approximation ratio into two cases: (i) btOPT (G) = h/2, and
(ii) btOPT (G) ≥ h/2 + 1.
Case (i): btOPT (G) = h/2. For the subgraph H in Step 1, we observe that btOPT (H) =
1: Assume for contradiction that btOPT (H) = 2. This implies that there is a path
Q1 of block transfer two under any packing, which is from a node in V0,h to a node
in V2,h. Then there must be a path Q2 of length h− 2 from the end node of Q1 to
a node in Vh,h (= Vh), based on the definition of V2,h. Hence, the block transfer of
the path Q1 ◦Q2 is at least 2 + (h − 2)/2 = h/2 + 1, where h − 2 is even so that
the block transfer of Q2 is at least (h− 2)/2 from Proposition 2. This contradicts
the assumption that btOPT (G) = h/2.
Since btOPT (H) = 1, the algorithm HeightTwo finds an optimal packing P1 such
that btP1(H) = 1 in Step 1. Hence, btP1(G[Uh]) = h − 1. In the input graph











Case (ii): btOPT (G) ≥ h/2 + 1. In this case, we use a trivial upper bound h as the block









Hence the approximation ratio of Even is 2− 2/h, since 4/(h+ 2) > 2/h.




Figure 2.4: Case (i) in the proof of Theorem 5, where only Uh and Uh−1 are illustrated.
Input: DAG G = (V,A) of odd height h ≥ 3
Output: Packing P
Step 1: Apply HeightOne to G[V0,h ∪ V1,h] and obtain a packing P1.
Step 2: Apply HeightOne to G[Vh−1,h ∪ Vh,h] and obtain a packing P2.









• V ′0,h = {v ∈ V0,h | N+(v) ∩ V1,h−1 6= ∅};
• V ′1,h−1 = {v ∈ V1,h−1 | v ∈ N+(u), u ∈ V ′0,h} and V ′1,h−1 = V1,h−1 \ V
′
1,h−1; and
• V ′2,h−1 = {v ∈ V2,h−1 | v ∈ N+(u), u ∈ V ′1,h−1} and V ′2,h−1 = V2,h−1 \ V
′
2,h−1.
Apply HeightOne to G[V ′1,h−1 ∪ V ′2,h−1] and obtain a packing P3. Then, apply
HeightTwo to G[V0,h−1 ∪ V ′1,h−1 ∪ V ′2,h−1] and obtain a packing P4.
Step 4: Construct a packing P5 = {{v} | v is not packed in P1 ∪ P2 ∪ P3 ∪ P4}.
Step 5: Output P = P1 ∪ P2 ∪ P3 ∪ P4 ∪ P5.
To understand the several subsets defined in Step 3, see Figure 2.4. The approximation
ratio of Odd is given in the next theorem:
Theorem 5. Algorithm Odd is a (2− 2/(h+ 1))-approximation algorithm for DAGs of
odd height h ≥ 3 for MBT(2), whose running time is O(|V |+ |A|).
Proof. Steps 1 and 2 are done in O(|V |+|A|) time since HeightOne runs in O(|V |+|A|)








and V ′2,h−1 is also done in O(|V |+ |A|) time by scanning nodes and arcs with the node
sets V0,h, V1,h−1, and V2,h−1 that are assumed to be given as described before. Thus,
again since both of HeightOne and HeightTwo run in O(|V |+ |A|) time, Step 3 can also
be executed in O(|V | + |A|) time. Finally, Steps 4 and 5 also take O(|V | + |A|) time.
Thus, in total, the running time of Odd is O(|V |+ |A|).
We divide the proof on the approximation ratio into two cases: (i) btOPT (G) = (h−
1)/2, and (ii) btOPT (G) ≥ (h− 1)/2 + 1.
Case (i): btOPT (G) = (h− 1)/2. We show that btP(G) = h − 2. In this case, it holds
that btOPT (G[V0,h ∪ V1,h]) = 0 and btOPT (G[Vh−1,h ∪ Vh,h]) = 0 from the fact
btOPT (G) = (h−1)/2 and Corollary 1. Hence Odd can also obtain packings P1 and
P2 in Steps 1 and 2 such that btP1(G[V0,h∪V1,h]) = 0 and btP2(G[Vh−1,h∪Vh,h]) = 0,
respectively, since HeightOne is an optimal algorithm for DAGs of height one. At
this moment, btP1∪P2(G[Uh]) = h − 2 holds. However there may exist a path of
length h−1 in which any arc is not packed under P1 or P2. If such a path includes
an arc from a node in Uh \V0,h to a node in Uh−1, then the packing P1 has already
reduced its block transfer to h − 2 (recall that there is no arc from Uh−1 to Uh.)
Thus we need to consider a path of length h − 1, which includes an arc from a
node in V0,h to a node in V1,h−1, or is constituted only by the nodes in Uh−1. We
can handle such paths in G[V ′0,h ∪ Uh−1] in Step 3 of the algorithm as below. The
situation is illustrated in Figure 2.4.
Consider the subgraph H = G[V ′0,h ∪ V0,h−1 ∪ V1,h−1 ∪ V2,h−1]. First we observe
that btOPT (H) = 1: Assume for contradiction that btOPT (H) = 2. This implies
that there is a path Q1 of block transfer two under any packing such that Q1 is
from a node in V ′0,h ∪ V0,h−1 to a node in V2,h−1. Then there must be a path Q2
of length h− 3 from the end node of Q1 to a node in Vh−1,h−1 (⊆ Vh−1), based on
the definition of V2,h−1. Hence, the block transfer of the path Q1 ◦ Q2 is at least
2+(h−3)/2 = (h+1)/2, where h−3 is even and thus the lower bound of the block
transfer of Q2 is (h − 3)/2 from Proposition 2. This contradicts the assumption
that btOPT (G) = (h− 1)/2.
It is seen that every node in V ′0,h is packed with another node in V1,h under P1
constructed in Step 1. From Corollary 1, the optimal packing OPT also packs
every node in V ′0,h with another node in V1,h. If there remains a path of block
transfer two in G[V ′0,h ∪ V ′1,h−1 ∪ V ′2,h−1] under OPT , then the block transfer of
G[Uh] is at least 2+(h−3)/2 > (h−1)/2. This leads to a contradiction btOPT (G) >
(h−1)/2. Hence, OPT needs to reduce the block transfer of G[V ′0,h∪V ′1,h−1∪V ′2,h−1]
to one. However, every arc between V ′0,h and V
′
1,h−1 cannot be packed in OPT ,
since every node in V ′0,h is already packed with another node in the above. Based
on this observation, the arcs between V ′1,h−1 and V
′
2,h−1 must be packed in OPT
to achieve btOPT (G) = (h − 1)/2. Here, Odd can also obtain such a packing P3
for G[V ′0,h ∪ V ′1,h−1 ∪ V ′2,h−1] by HeightOne in Step 3. Moreover, OPT packs arcs
in G[V0,h−1 ∪ V ′1,h−1 ∪ V ′2,h−1] so that btOPT (G[V0,h−1 ∪ V ′1,h−1 ∪ V ′2,h−1]) = 1 by a
similar reason to the above. Such a packing is obtained by HeightTwo in Step 3 of
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Odd. As a result, btP3∪P4(H) = 1 and thus btP3∪P4(G[V
′
0,h ∪ Uh−1]) = h− 2. Note
here that neither P3 nor P4 violates P1 and P2 since P1 is for G[V0,h ∪ V1,h] and
P2 is for G[Vh−1,h ∪ Vh,h].
Since the other paths except for those in G[Uh ∪ Uh−1] have length at most h− 2,











Case (ii) btOPT (G) ≥ (h+ 1)/2. In this case, we use a trivial upper bound h as the









Hence the approximation ratio of Odd is 2− 2/(h+ 1) since 2/(h− 1) > 2/(h+ 1).
2.5 Hardness of MBT
In this section, we first show that MBT(2) is NP-hard even if B = 2 and the height of the
given DAG is three whose maximum indegree and outdegree are respectively two and
three. Our reduction in the proof establishes (3/2− ε)-inapproximability of MBT(2) for
any ε > 0. Subsequently, we discuss the inapproximability of MBT(2) when the input
DAG gets taller. Finally, we present the intractability of general MBT(B).
2.5.1 NP-hardness
We show that, given a DAG G = (V,A) and an integer B, the problem of finding an
optimal packing OPT for G is NP-hard even if B = 2, the height of G is three, and
the maximum indegree and outdegree are respectively two and three. We reduce the
3-satisfiability problem (3-SAT) to our problem, which is known to be NP-hard [44].
3-SAT:
Instance: A Boolean formula f in conjunctive normal form such that each clause has
at most three literals (3-CNF formula).
Goal: Find a satisfying truth assignment for all the clauses in f .
Even if the input is restricted to formulas in which each clause contains exactly 3
variables and each literal appears at most twice, 3-SAT remains NP-hard (Proposition 9.3
of [70]). If all the literals of a variable v are positive (negative, resp.), then we can fix v =
true (false, resp.). Hence we assume that each clause of f contains exactly three variables
and each literal appears once or twice. The problem 3-SAT is reduced to MBT(2) as
follows: Given a 3-CNF formula f , we construct a DAG G of height three such that
there exists an optimal packing OPT with btOPT (G) = 2 if and only if f is satisfiable.
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Theorem 6. (I) MBT(2) is NP-hard, and hence the general MBT(B) is also NP-hard.
(II) MBT(2) remains NP-hard even if the height of DAGs is three and the maximum
indegree and outdegree are two and three respectively.
Proof. Suppose that the formula f has n variables, U = {u1, u2, . . . , un}, and contains
m clauses, C = {c1, c2, . . . , cm}, where the ith clause includes exactly three variables
xi,1, xi,2 and xi,3 in U . The reduced DAG G consists of two subgraphs, SG1 and SG2.
SG1 is the variable gadget associated with the variable set U , and SG2 is the clause
gadget associated with the clause set C.
The variable gadget SG1 is further divided into n subgraphs Gui = (Vui , Aui) for
i = 1, 2, . . . , n, corresponding to the variable ui of f . Suppose that the positive literal
ui appears α times and the negative literal ui appears β times in f , where 1 ≤ α, β ≤ 2.
Then Vui consists of three node sets,
Ui = {ti, fi, ui,0, ui,0, vi,1, vi,2},
Ti = {ui,1, ui,α, u′i,1, u′i,α}, and
Fi = {ui,1, ui,β, u′i,1, u′i,β}.
Totally, |Vui | = 6 + 2 · (α + β). Note that if α = 1 and/or β = 1, then Ti = {ui,1, u′i,1}
and/or Fi = {ui,1, u′i,1}. The first node set Ui plays a key role in the remaining of the
proof. Ti and Fi include 2α and 2β nodes, corresponding to the numbers of occurrences
of ui and its negation ui, respectively. Also, Aui consists of three arc sets,
U ′i = {(ti, ui,0), (ti, ui,0), (ui,0, fi), (ui,0, fi), (fi, vi,1), (fi, vi,2)},
T ′i = {(ui,0, ui,1), (ui,0, ui,α), (ui,1, u′i,1), (ui,α, u′i,α)}, and
F ′i = {(ui,0, ui,1), (ui,0, ui,β), (ui,1, u′i,1), (ui,β, u′i,β)}.
Totally, |Aui | = 6 + 2 · (α+ β).
The clause gadget SG2 consists of m components corresponding to the m clauses in f .
For each clause cj = xj,1 ∨ xj,2 ∨ xj,3 for j = 1, 2, . . . ,m of f , we introduce a component
Gcj = (Vcj , Acj ) which has six nodes and six arcs as follows:
Vcj = {xj,1, xj,2, xj,3, cj,0, cj,1, cj,2}
Acj = {(cj,0, cj,1), (cj,0, cj,2), (cj,1, xj,1), (cj,1, xj,2), (cj,2, xj,2), (cj,2, xj,3)}
There is also a set of arcs which connects SG1 with SG2. For example, we assume
that the jth clause cj in the 3-CNF formula f is the conjunction of the αth occurrence
of positive literal up, the βth occurrence of negative literal uq, and the γth occurrence
of negative literal ur. Then, we connect xj,1 with u
′
p,α ∈ Vup , xj,2 with u′q,β ∈ Vuq , and
xj,3 with u′r,γ ∈ Vur .
Now we show that the DAGG obtained by the above reduction is of maximum indegree
two and outdegree three. Consider a node of the maximum indegree. According to the
number of occurrences of u (u, resp.), the node u′i,j ’s (u
′
i,j ’s, resp.) are created. That is,
one node is prepared for one occurrence. Hence, two arcs enter the node u′i,j . Then, the
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Figure 2.5: Gadgets for Theorem 6: (a) Variable gadget Gui (b) Clause gadget Gcj .
nodes fi’s and xj,2’s have indegree two. Each of the other nodes has indegree at most
one. Thus, the maximum indegree is two in G. For the maximum outdegree, only the
outdegrees of ui,0 and ui,0 in SG1 depend on the number of occurrences of variables.
Since each literal appears once or twice in the given formula f , ui,0 (or ui,0) has outdegree
at most three. Each of the other nodes has outdegree at most two. In summary, the
maximum indegree and outdegree of G are two and three, respectively.
For example, Figure 2.5-(a) illustrates the variable gadget Gui for a variable ui, where,
only for clarity of exposition, we assume that the positive literal ui and the negative
literal ui appear twice and once, respectively in f . In this case Gui = (Vui , Aui) has 12
nodes and 12 arcs as shown in Figure 2.5-(a). An example of the clause gadget is given
in Figure 2.5-(b). It is for a clause cj = up ∨ uq ∨ ur, where up, uq, and ur in cj are the
αth, βth, and γth occurrences of those literals in the formula, respectively.
The correctness of our reduction is based on the following two lemmas, Lemmas 6
and 7:
Lemma 6. For each component Gui of SG1, the block transfer btP(Gui) is at least
two under any packing P. Furthermore, every packing P2 with btP2(Gui) = 2 has to
satisfy either of the following two conditions: (C1) {{ti, ui,0}, {ui,0, fi}, {ui,1, u′i,1},
{ui,j1 , u′i,j1}} ⊆ P2, and (C2) {{ti, ui,0}, {ui,0, fi}, {ui,1, u
′
i,1}, {ui,j2 , u′i,j2}} ⊆ P2, where
j1 and j2 are the numbers of occurrences of ui and ui, s.t. j1, j2 ∈ {1, 2}, respectively.
Proof. Focus on the central subgraph induced by the following six nodes, ti, ui,0, ui,0,
fi, vi,1, and vi,2. If we decide to make a block {ti, ui,0} (resp. {ti, ui,0}) of size two, then
the possible way to reduce the block transfer of the subgraph by one is to make a block
{ui,0, fi} (resp. {ui,0, fi}), due to the cross structure of ui,0, ui,0, fi, vi,1, and vi,2. Also
if we do not make neither of {ti, ui,0} nor {ti, ui,0}, the block transfer of the subgraph
must be at least two, again, due to the cross structure of ui,0, ui,0, fi, vi,1, and vi,2. It
follows that P2 has to satisfy either one of (C1) or (C2). (End of the proof of Lemma 6)
Lemma 7. For each component Gcj of SG2, the block transfer btP(Gcj ) is at least two
under any packing P. Furthermore, every packing P2 with btP2(Gcj ) = 2 has to satisfy at
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least one of the following three conditions: (C3) {xj,1, û′p,α} ∈ P2, (C4) {xj,2, û′q,β} ∈ P2,
and (C5) {xj,3, û′r,γ} ∈ P2, where û′p,α, û′q,β, and û′r,γ are the children of xj,1, xj,2, and
xj,3 in the variable gadgets, respectively.
Proof. Suppose for contradiction that btP2(Gcj ) = 2 and none of (C3), (C4), and (C5)
is satisfied. Since we cannot make two blocks {cj,1, xj,1} and {cj,1, xj,2} simultaneously,
we need to make a block {cj,0, cj,1} in order to reduce the block transfer to two. The
situation is the same for the other side of the gadget; we need to make {cj,0, cj,2}.
However we cannot make {cj,0, cj,1} and {cj,0, cj,2} simultaneously, which contradicts
the assumption that the block transfer is two. The lemma follows. (End of the proof of
Lemma 7)
Now we show that there exists an optimal packing OPT with btOPT (G) = 2 if and
only if f is satisfiable.
(⇐) Suppose that there is a satisfying truth assignment τ for the 3-CNF formula f .
Then we can obtain the following optimal packing OPT under which the block transfer
btOPT (G) is two:
1. For each variable ui (or variable gadget Gui), we construct blocks as follows. If
ui = true in τ , then we add {ti, ui,0}, {ui,0, fi}, {ui,1, u′i,1}, {vi,1}, and {vi,2} to
OPT . Also, {ui,1}, {ui,2}, {ui,1, u′i,1}, and {ui,2, u′i,2} are added into OPT , if
these nodes exist in the gadget Gui . Otherwise, if ui = false in τ , similarly we
add blocks {ti, ui,0}, {ui,0, fi}, {vi,1}, and {vi,2} to OPT . Then also {ui,1, u′i,1},
{ui,2, u′i,2}, {ui,1}, and {ui,2} are added to OPT if these nodes exist. Blocks for u′i,1




i,2 in the latter case) are determined
in the next.
2. As for each component Gcj of SG2 for j = 1, . . . ,m, OPT depends again on the
truth assignment τ (for clarity, see Figure 2.6). Without loss of generality, assume
cj = ûp ∨ ûq ∨ ûr, where x̂ is a positive literal x or a negative literal x of a variable
x. Also assume that ûp, ûq, and ûr are the αth, βth, and γth occurrences of the
literals ûp, ûq, and ûr, respectively in the formula. We divide the case into three
cases, (a) all the three literals ûp, ûq, and ûr are assigned true, (b) two of them
are assigned true, and (c) only one of them is assigned true:
a) If all the three literals ûp, ûq, and ûr are assigned to be true in τ (note
that, say, if ûp = up, then up is assigned false), we add {cj,0}, {cj,1}, {cj,2},
{xj,1, û′p,α}, {xj,2, û′q,β}, and {xj,3, û′r,γ} to OPT , where û′a,b = u
′
a,b if ûa = ua,
û′a,b = u
′





r,γ has been packed with any other nodes in the above procedure
for the variable gadgets. See Figure 2.6-(a).
b) In the case that ûp and ûq are assigned true and ûr is assigned false, we
add {cj,0}, {cj,1}, {xj,1, û′p,α}, {xj,2, û′q,β}, and {cj,2, xj,3} to OPT . Note here
that neither û′p,α nor û
′
q,β has been packed with any other nodes in the above
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procedure for the variable gadgets, while û′r,γ has been already packed with
another node ûr,γ in the variable gadget Gur . See Figure 2.6-(b)–(i). If ûq
and ûr are assigned true, and ûp is assigned false, then the constructed blocks
are similar; we add {cj,0}, {cj,2}, {cj,1, xj,1}, {xj,2, û′q,β}, and {xj,3, û′r,γ} to
OPT . As the last case, if ûp and ûr are assigned true and ûq is assigned false,
then we add {cj,0, cj,1}, {cj,2, xj,2}, {xj,1, û′p,α}, and {xj,3, û′r,γ} to OPT . See
Figure 2.6-(b)-(ii).
c) Consider the case that only up is assigned to be true. We add {cj,0, cj,2},
{cj,1, xj,2}, {xj,1, û′p,α}, and {xj,3} to OPT . See Figure 2.6-(c)–(i). In the
case that only ur is assigned to be true, the constructed blocks are similar; we
add {cj,0, cj,1}, {cj,2, xj,2}, {xj,1}, and {xj,3, û′r,γ} to OPT . In the case only
uq is assigned to be true, we add {cj,0}, {cj,1, xj,1}, {cj,2, xj,3}, and {xj,2, û′q,β}
to OPT . See Figure 2.6-(c)-(ii).
One can see that the block transfers of all paths from all ti’s in the variable gadgets
and those from cj,0’s in the clause gadgets to all sinks are exactly two under the above
packing OPT .
(⇒) Suppose that there exists an optimal packing OPT such that btOPT (G) = 2.
Then we show that the formula f is satisfiable by constructing a satisfying truth assign-
ment. From Lemma 6, OPT has to satisfy either (C1) or (C2) in the statement of the
lemma for every variable gadget Gui . If (C1) is satisfied for Gui , then we assign true




i,2 free if they exist; otherwise, if (C2) is satisfied, then ui is
assigned true, i.e., ui is assigned false and nodes u′i,1 and u
′
i,2 become free if they exist.
From Lemma 7, OPT must satisfy at least one of the three conditions (C3), (C4), and
(C5) in the statement of the lemma. It follows that at least one of the three nodes xj,1,
xj,2, and xj,3 in the jth clause gadget Gcj is surely connected with a free node in the
variable gadgets. This means that the above truth assignment satisfies all the clauses in
the formula f . (End of the proof of Theorem 6)
2.5.2 Inapproximability
In this section, we show the relationship between the height of the input DAG and the
inapproximability of MBT(2). As a first step, the NP-hardness reduction in the proof of
Theorem 6 allows us to obtain the following inapproximability result.
Theorem 7. If, for some ε (0 < ε ≤ 1/2), there is a polynomial time (3/2 − ε)-
approximation algorithm for MBT(2) on DAGs of height three, then P = NP.
Proof. Consider an instance (CNF-formula) f of 3-SAT. Let G denote the DAG
constructed from f by the manner in the proof of Theorem 6. Recall that btOPT (G) = 2
if and only if f is satisfiable. Suppose that MBT(2) admits a polynomial time (3/2− ε)-
approximation algorithm for some 0 < ε ≤ 1/2. If the formula f of 3-SAT is satisfiable,






Figure 2.6: Examples of the packings for Gcj in the proof of Lemma 7. (a), (b), and (c)
respectively correspond to the cases in the proof of Lemma 7: (a) All the
three literals ûp, ûq, and ûr are assigned true; (b)–(i) and (b)-(ii) illustrates
the two cases that (i) only ûp and ûq are assigned true, and (ii) only ûp and
ûr are assigned true; (c)–(i) and (c)-(ii) show the two cases that (i) only ûp
is assigned true, and (ii) only ûq is assigned true.
G. On the other hand, if f is unsatisfiable, btQ(G) = 3 under any packing Q from the
proof of Theorem 6. Thus, this approximation algorithm can be used for deciding 3-SAT
in polynomial time, which implies P = NP.
From the above theorem, the approximation ratio of the algorithm Odd is optimal if
the height h of the DAG is three, since its approximation ratio is 2 − 2/(h + 1) = 3/2.
However, the approximation ratios 2 − 2/(h + 1) and 2 − 2/h of the two proposed
algorithms Odd and Even asymptotically grow to 2 as h becomes larger. Besides, the
above proof only gives the inapproximability for DAGs of height three. Hence, one
interesting question here is that how the inapproximability changes related to the height
of DAGs. First, we extend the above result to the DAGs of height at most five and
obtain the next theorem which shows the same inapproximability as the case that the
height of DAGs is three. Let GI denote the reduced graph constructed from an instance
I of 3-SAT in the proof of Theorem 6. We frequently use GI as a gadget in the following.
Recall that btOPT (GI) = 2 if and only if I is satisfiable. For a DAG G, Vi(G) denotes the
subset of V (G), which contains all nodes of depth i in V (G). Note that this definition
of Vi(G) is the same as Vi introduced in Section 2.2 when considering only one graph.
In this section, we need to distinguish those sets of nodes in two or more graphs, and so
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we introduced this new definition Vi(G).
Theorem 8. Even if the input is restricted to DAGs of height at most five, MBT(2) does
not admit a polynomial time (3/2− ε)-approximation algorithm for any ε > 0 unless P
= NP.
Proof. In this reduction, we construct new graphs G4 and G5, whose heights are four
and five, respectively. First, G4 is constructed based on GI as follows: See Figure 2.7.
Pick one node v ∈ V0(GI) and then add new nodes v1, v2, v3 and v4 which constitute
a path Q = 〈v, v1, v2, v3, v4〉. By this construction, h(G4) = 4. We show that the two
conditions of the gap-introducing reduction hold: If I is satisfiable, then btOPT (G4) ≤ 2,
otherwise, btOPT (G4) ≥ 3.
The case I is satisfiable. First an optimal packing PI for GI is applied to the part GI
of G4, by which the block transfer of GI is two. Then we add {v1, v2} and {v3, v4}
to PI and obtain a new packing P = PI ∪{{v1, v2}, {v3, v4}} by which btP(Q) = 2.
In summary, btP(G4) = 2 and hence btOPT (G4) ≤ 2.
The case I is unsatisfiable. Since btOPT (GI) = 3 and G4 includes GI as a subgraph, it
holds that btOPT (G4) ≥ 3.
Next, similarly to G4, G5 is constructed based on GI . We further add two nodes u0
and u1 to G4. See Figure 2.8. As new arcs, we add (u0, u1) and (u1, v1), by which the
path 〈u0, u1, v1, v2, v3, v4〉 has length five. Let G5 denote the resulted graph of height
five. Then we show that the two conditions of the gap-introducing reduction hold: If I
is satisfiable, then btOPT (G5) ≤ 2, otherwise, btOPT (G5) ≥ 3.
The case I is satisfiable. First an optimal packing PI for GI is applied to the part GI
of G5, by which the block transfer of GI is two. Then we construct a new packing
P = PI ∪ {{v1, v2}, {v3, v4}, {u0, u1}}. Under this P, both of the two paths added
to GI , i.e., 〈v, v1, v2, v3, v4〉 and 〈u0, u1, v1, v2, v3, v4〉, have block transfer two. In
summary, btP(G5) = 2 and hence btOPT (G5) ≤ 2.
The case I is unsatisfiable. Since btOPT (GI) = 3 and G5 includes GI as a subgraph, it
holds that btOPT (G5) ≥ 3.
In summary, for Gh, h ∈ {4, 5}, one can see that (i) if I is satisfiable then btOPT (Gh) ≤
2 and (ii) if I is unsatisfiable then btOPT (Gh) ≥ 3. By using a similar argument to the
proof of Theorem 7, we have the inapproximability 3/2−ε for any ε > 0. This completes
the proof.
For DAGs of height at least six, we can obtain the (4/3− ε)-inapproximability, which
is smaller than the (3/2− ε)-inapproximability for DAGs of height at most five.
Theorem 9. Even if the input is restricted to DAGs of height at least six, MBT(2) does
not admit a polynomial time (4/3− ε)-approximation algorithm for any ε > 0 unless P
= NP.
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Figure 2.7: Graph G4 and a packing P.
Figure 2.8: Graph G5 and a packing P.
Proof. In this proof, we give a reduction from 3-SAT to the case that the height h of
DAGs is represented as 4x− 1 for an integer x ≥ 2. Slightly different from the proof of
Theorem 8, we repeatedly use GI .
The number of GI ’s that we prepare is 2x, where they are denoted by H1,1, H1,2, H2,1,
H2,2, . . . ,Hx,1, Hx,2. See Figure 2.9. We connect between four pairs (i) V3(Hj,1) and
V0(Hj+1,1), (ii) V3(Hj,1) and V0(Hj+1,2), (iii) V3(Hj,2) and V0(Hj+1,1), and (iv) V3(Hj,2)
and V0(Hj+1,2) by complete bipartite connections for 1 ≤ j ≤ x − 1. Let this resulted
graph be G4x−1 having height 4x − 1. We show that the two conditions of the gap-
introducing reduction hold: If I is satisfiable, then btOPT (G4x−1) ≤ 3x − 1, otherwise,
btOPT (G4x−1) = 4x− 1.
For simplicity, here we give a detailed proof for the case x = 2; we show that if I is
satisfiable, then btOPT (G7) ≤ 5, otherwise btOPT (G7) = 7.
The case I is satisfiable. Let P be the union of four packings Pi,j such that Pi,j is
optimal for Hi,j , i ∈ {1, 2} and j ∈ {1, 2}. Note that each Pi,j does not share
any node in a packing of an arc with another Pk,`, k 6= i or ` 6= j. Under this P,
it holds btP(H1,1) = btP(H1,2) = btP(H2,1) = btP(H2,2) = 2, which derives that
btP(G7) = 5 and hence btOPT (G7) ≤ 5.
The case I is unsatisfiable. Since I is unsatisfiable, it holds that btOPT (H1,1) = btOPT (H1,2) =
btOPT (H2,1) = btOPT (H2,2) = 3. Hence, there are two paths Q1 in H1,1 and Q2 in
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Figure 2.9: Graph G4x−1.
H1,2 such that btOPT (Q1) = btOPT (Q2) = 3. Let a path Q3 starting from a node
v ∈ V0(H2,1) have block transfer three under OPT . There are two arcs (w1, v) and
(w2, v) based on the construction of G7, where w1 and w2 are the end nodes of
Q1 and Q2, respectively. Since at most one of these two arcs can be packed under
OPT , say, {w1, v} ∈ OPT , Q2 ◦ 〈w2, v〉 has block transfer four. Therefore, the
path Q2 ◦ (w2, v) ◦Q3 has block transfer seven under OPT , i.e., btOPT (G7) = 7.
It is not difficult to see that the above argument can be repeatedly applied for the case
x ≥ 3: Although only one path Q3 in H2,1 for the case I is unsatisfiable is considered
in the above, a similar path Q4 starting from a node v
′ in V0(H2,2) also exists such
that the block transfer of a path, e.g., Q1 ◦ (w1, v′) ◦ Q4, is seven under OPT . Thus,
under OPT , there are two paths having block transfer seven, whose end nodes are in
V3(H2,1) and V3(H2,2), respectively. Repeating this argument, we can show that if I
is satisfiable, then btOPT (G4x−1) ≤ 3x − 1, otherwise, btOPT (G4x) = 4x − 1: If I is
satisfiable, btOPT (G4x−1) ≤ 2x + (x − 1) = 3x − 1, where 2x is the sum of the optimal
block transfer two of Hi,j ’s, and x−1 is the total number of arcs between Hi,j ’s on a path.
If I is unsatisfiable, there is a path of block transfer 3x+(x−1) = 4x−1 = btOPT (G4x−1).
Hence the obtained inapproximability is (4x− 1)/(3x− 1)− ε > 4/3− ε.
The above proof constructs a DAG of height 4x − 1 for an integer x ≥ 2, and shows
the inapproximability 4/3 − ε. Although it is sufficient to show the (asymptotic) inap-
proximability, we are interested in other cases: the height of the DAGs is represented by
4x, 4x+ 1, or 4x+ 2 for an integer x. Because, the proposed algorithms in Section 2.4
have approximation ratios depending on the parity of the height of the DAGs; we may
be able to design good approximation algorithms for some restricted heights. However,
we can also show that this is not the case. Let Gh denote a DAG of height h. Then, we
can show the (4/3 − ε)-inapproximability even if the input is restricted to G4x, G4x+1,
or G4x+2 as well.
The case the height of DAG is 4x for x ≥ 2: To construct a DAG G4x, we add one
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Figure 2.10: Graph G4x.
node u to G4x−1 constructed in the proof of Theorem 9 such that all the nodes
in V3(Hx,1) and V3(Hx,2) are connected to u in the last node set of G4x. See
Figure 2.10. We show that the two conditions of the gap-introducing reduction
hold: If I is satisfiable, then btOPT (G4x) ≤ 3x, otherwise btOPT (G4x) = 4x.
If I is satisfiable, then we adopt the same packing for G4x−1 with {u} as a packing
P for G4x. It derives that btOPT (G4x) ≤ btP(G4x) = 3x, which is larger than
btOPT (G4x−1) by one, based on the newly added node u. On the other hand,
if I is unsatisfiable, there are two paths Q1 and Q2 in the part G4x−1 of G4x
such that btOPT (Q1) = btOPT (Q2) = 4x − 1 from the discussion in the proof
of Theorem 9. Let the end nodes of Q1 and Q2 be w1 and w2, respectively.
In an optimal packing, at most one of (w1, u) and (w2, u) can be packed, which
implies that btOPT (Q1 ◦ (w1, u)) = 4x or btOPT (Q2 ◦ (w2, u)) = 4x holds. Namely,
btOPT (G4x) = 4x, and we obtain the inapproximability (4x)/(3x)− ε = 4/3− ε.
The case the height of DAG is 4x+ 1 for x ≥ 2: We add one node u′ and an arc (u, u′)
to G4x constructed in the case the height of DAG is 4x. See Figure 2.11. This graph
is denoted by G4x+1 and its height is 4x+ 1. We observe that the two conditions
of the gap-introducing reduction hold: If I is satisfiable, then btOPT (G4x+1) ≤ 3x,
otherwise btOPT (G4x+1) ≥ 4x. Recall that btOPT (G4x) ≤ 3x if I is satisfiable, and
otherwise btOPT (G4x) ≥ 4x, from the discussion in the case the height of DAG is
4x.
If I is satisfiable, then we construct a packing P which is constituted by an optimal
packing for (the part) G4x and a block {u, u′} of the newly added arc (u, u′). It
derives that btOPT (G4x+1) ≤ btP(G4x+1) = btOPT (G4x) ≤ 3x. On the other
hand, suppose that I is unsatisfiable. The fact btOPT (G4x) = 4x implies that
btOPT (G4x+1) ≥ btOPT (G4x) = 4x. Therefore, the inapproximability (4x)/(3x)−
ε = 4/3− ε is obtained.
The case the height of DAG is 4x+ 2 for x ≥ 1: Different from the cases the height of
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Figure 2.11: Graph G4x+1.
DAGs are 4x and 4x + 1, we need to consider the case x = 1 as well as x ≥ 2
in this section. We construct a DAG G4x+2 based on G4x+1 constructed in the
case the height of DAG is 4x + 1. In the case x = 1, we consider that G4x+1
only includes two GI ’s denoted by H1,1 and H1,2, although G4x+1 was defined
for x ≥ 2. Even for this case x = 1, the connection between H1,1, H1,2, u, and
u′ is the same as before, i.e., every node in V3(H1,1) and V3(H1,2) is connected
with u, and also u is connected with u′. Then, we pick a node v in V0(Hx,2)
of G4x+1 and prepare six nodes v1, v2, . . . , v6 such that these seven nodes form a
path Q = 〈v, v1, v2, v3, v4, v5, v6〉 of length six. Let the obtained graph be G4x+2
whose height is 4x + 2. See Figure 2.12. We observe that the two conditions of
the gap-introducing reduction hold: If I is satisfiable, then btOPT (G4x+2) ≤ 3x,
otherwise btOPT (G4x+2) ≥ 4x. Recall that btOPT (G4x+1) ≤ 3x if I is satisfiable,
and otherwise btOPT (G4x+1) ≥ 4x, from the discussion in the case the height of
DAG is 4x+ 1.
If I is satisfiable, then we construct a packing P which is constituted by an op-
timal packing for the part G4x+1 and three blocks {v1, v2}, {v3, v4}, and {v5, v6}.
It derives that btOPT (G4x+2) ≤ btP(G4x+2) = btP(G4x+1) = 3x. Here, the
block transfer of the newly added path 〈v, v1, v2, v3, v4, v5, v6〉 is three which is
the same as the one for the part constituted by Hx,1, Hx,2, u, and u
′. On the
other hand, suppose that I is unsatisfiable. The fact btOPT (G4x+1) ≥ 4x im-
plies that btOPT (G4x+2) ≥ btOPT (G4x+1) ≥ 4x. Thus, the inapproximability
(4x)/(3x)− ε = 4/3− ε is obtained.
Additionally, as shown in the following theorem, the NP-hardness and inapproxima-
bility can be obtained for general MBT(B).
Theorem 10. For general B ≥ 3, (I) MBT(B) is NP-hard even if the height of DAGs
is three, and moreover, (II) if, for some ε (0 < ε ≤ 1/2), there is a polynomial time
(3/2− ε)-approximation algorithm for MBT(B), then P = NP.
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Figure 2.12: Graph G4x+2.
Proof. The hardness of approximation is shown via a new gap-introducing, polynomial
time reduction from B-SAT: Given a B-CNF formula f in which each clause has exactly
B literals, we construct a DAG G of height three, satisfying the two conditions of the
gap-introducing reduction: If f is satisfiable, then btOPT (G) = 2, otherwise, btP(G) = 3.
First of all we present a reduction from 3-SAT to MBT(3) in detail, and then we give
the basic idea of the reduction for arbitrary B; for a while we assume B = 3. The DAG
G reduced from the 3-CNF formula f consists of two subgraphs, the variable and the
clause gadgets. Each component Gui of G corresponding to a variable ui is a directed
complete bipartite graph K2,2 as illustrated in Figure 2.13-(a). That is, Gui contains
four nodes vi,1, vi,2, ui, ui and four arcs (vi,1, ui), (vi,1, ui), (vi,2, ui), (vi,2, ui). The
subgraph Gcj corresponding to the jth clause cj consists of seven directed complete
bipartite graphs K3,1’s illustrated in Figure 2.13-(b), with node set {xj,1,1, xj,1,2, xj,1,3,
. . . , xj,7,1, xj,7,2, xj,7,3, cj,1, . . . , cj,7} and arc set {(xj,1,1, cj,1), (xj,1,2, cj,1), (xj,1,3, cj,1),
. . . , (xj,7,3, cj,3)}. If a variable ui appears as the first literal and as a positive literal
in the clause cj , then we connect the node ui in Gui to each of xj,k,1’s, k ∈ {1, . . . , 7}.
Otherwise, i.e., ui appears as the first literal and as a negative literal in the clause cj ,
then we connect the node ui to each of them. This completes the construction of the
DAG G. For example, if cj in f is (up ∨ uq ∨ ur), then 21 (= 7 × 3) arcs (up, xj,1,1)
through (up, xj,7,1), (uq, xj,1,2) through (uq, xj,7,2), and (ur, xj,1,3) through (ur, xj,7,3)
connect Gup , Guq , and Gur to Gcj , respectively, as shown in Figure 2.14.
Now, we show that if f is satisfiable, then btOPT (G) = 2, otherwise, btP(G) = 3.
The case f is satisfiable. Let a satisfying truth assignment for F be τ . First we observe
that btOPT (G) cannot be one: Since the height of G is three, in order to make
btOPT (G) be one, we need to pack each variable and clause gadget into one block
from Corollary 1. However this is impossible, since each of the gadgets has at least
four nodes. Hence we define an optimal packing OPT under which btOPT (G) = 2












































Figure 2.13: Gadgets for Theorem 10: (a) Variable gadget Gui (b) Clause gadget Gcj .
are packed into a block of size three and ui is packed into a block of size one;
otherwise vi,1, vi,2 and ui are packed into a block of size three and ui is packed into
a block of size one. For each clause cj , since it is satisfied by τ the block transfer
of at least one of three nodes xj,k,1, xj,k,2, and xj,k,3 for each k = 1, 2, . . . , 7 is
reduced from three to two in the clause gadget Gcj . If we pack such a node into a
block of size one and the remaining three nodes in each K3,1 into a block of size
three, then the block transfer of G can be reduced to two. For example, consider
a clause cj = up ∨ uq ∨ ur and assume that up = false, uq = false, and ur = true
in τ , by which cj is true. For this example, we make blocks {vp,1, vp,2, up}, {up},
{vq,1, vq,2, uq}, {uq}, {vr,1, vr,2, ur}, and {ur} for the variable gadgets. Then, in the
clause gadget Gcj , we make blocks {xj,k,1, xj,k,3, cj,k}’s and {xj,k,2}’s for 1 ≤ k ≤ 7.
As a result, all the block transfers of paths from roots to sinks are bounded above
by two.
The case f is unsatisfiable. We prove a contraposition, i.e., if btP(G) = 2 then f is
satisfiable. Suppose that there is a packing P under which btP(G) = 2 holds. Since
all the paths from sources to sinks have length three, we have to pack at least one of
the top, the middle, and the bottom arcs on each path in order to reduce the block
transfer to two. Now focus on the middle portion of Figure 2.14. If we pack three
nodes up and, say, xj,1,1 and xj,2,1 into a block, then the block transfer of two paths
can be reduced by 1. Also, the
∧
-shape blocks including uq or ur can reduce the
block transfer of at most two paths for each. (Here we need to consider only blocks
of nodes that are adjacent each other, since a block including non-adjacent pair
of nodes can be divided into two (or more) blocks without increasing the block






















Figure 2.14: Whole structure of the DAG G in the proof of Theorem 10.
passing through at most six of seven subgraphs in Figure 2.13-(b) may have block
transfer two at this moment. However, for paths passing through (at least) the
remaining one subgraph in Figure 2.13-(b), we have to pack either of its top (in the
variable gadgets) and the bottom portions (the subgraph itself). Since the bottom
portion (subgraph) K3,1 has four nodes, we cannot pack it. Thus the possible way
to reduce the block transfer of such paths is to make one of the following three
blocks, (1) {vp,1, vp,2, up}, (2) {vq,1, vq,2, uq}, and (3) {vr,1, vr,2, ur}. If (1), (2), and
(3) are selected, then we assign up = true, uq = false, and ur = false, respectively.
This corresponds to selecting one literal in the clause, and the selected block(s)
(1), (2), and/or (3) must be common among all the clause gadgets. It follows that
the obtained assignment of variables satisfies all the clauses in the formula f .
The basic idea of a reduction from B-SAT to MBT(B) for B ≥ 4 is as follows: We
replace the above K2,2 in the variable gadget and seven K3,1’s in the clause gadget with
one KB−1,2 and (B−1)×B+1 = B2−B+1 KB,1’s, respectively. By a similar argument
to the above we can show that the optimal block transfer of the resulting graph is two
if and only if the B-SAT instance is satisfiable. Details are omitted here.
The (3/2− ε)-inapproximability for any ε > 0 can be obtained similarly to the proof
of Theorem 7. This completes the proof.
The maximum indegree and outdegree of the DAG constructed in the above proof is
B and B2−B+ 1, respectively. This implies that MBT(B) remains NP-hard even if the
input is restricted to DAGs of the maximum indegree B and the maximum outdegree
B2 − B + 1. For example, MBT(3) (MBT(4), resp.) is NP-hard even if the input is
restricted to DAGs of the maximum indegree three (four, resp.) and the maximum
outdegree seven (13, resp.).
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2.6 Concluding Remarks
In this chapter we considered the problem MBT(B) of packing nodes of directed acyclic
graphs (DAGs) into blocks of size B and proved its NP-hardness. In particular, in
the case the block size B is two, the problem remains NP-hard even if the input is
restricted to DAGs of height three and its maximum indegree and outdegree are two
and three, respectively. Here we would like to point out that the DAGs constructed in
the proof of NP-hardness are layered graphs since they only have arcs connecting between
consecutive layers. Namely, our hardness results also hold even if we restricted the input
to layered graphs. Then we designed a linear-time optimal algorithm for DAGs of height
at most two. For larger height h of DAGs, MBT(2) admits a linear-time 2-approximation
algorithm, and moreover we designed a linear-time (2 − 2/h)-approximation algorithm
and a linear-time (2− 2/(h+ 1))-approximation algorithm for DAGs of even height and
odd height, respectively. Also, for the inapproximability, we investigated the relationship
between inapproximability and the height of the given DAG of MBT(2) and showed the
problem is not approximable within 3/2 for DAGs of height at most five, and within 4/3
for DAGs of height at least six. Furthermore, for general B, we showed that MBT(B) is
not approximable within 3/2. Remaining problems are to design (i) better approximation
algorithms for B = 2, and (ii) an algorithm with a small approximation ratio for general
B ≥ 3.
An interesting direction for further research is to study other criteria to optimize when
partitioning a node set. Here, as an example, we consider the number of distinct blocks
in a path under a packing as an objective function, and make several observations on
(dis)similarity. We first claim that if B = 2, then this new variant, named the Minimum
Distinct Blocks (MDB), is essentially equivalent to MBT.
Let dbOPT (Q) denote the number of distinct blocks on a path Q under an optimal
packing OPT . From Observations 1 and 2, we can assume that in an optimal solution,
any block of size two contains two adjacent nodes on a path. Based on this assumption,
on a path Q, it holds that btOPT (Q) = dbOPT (Q) − 1. Note here that there may exist
a block {u, v} such that u and v are adjacent on a path Q and only u is on another
path Q′. In this case, the block {u, v} can be seen as a block {u} of size one when
only considering the number of distinct blocks on the path Q′ (or the block transfer
of Q′). Therefore, minimizing the number of distinct blocks on a path corresponds to
minimizing the block transfer of the path, which implies that MDB is NP-hard even for
B = 2 and graphs of height three.
From the viewpoint of approximability, there is a slight difference between MBT and
MDB: In the problem MBT, we showed that it is NP-hard to distinguish 2 and 3 of the
block transfer, which gives us the inapproximability 3/2. A very similar gap-preserving
reduction can show that it is NP-hard to distinguish 3 and 4 of the number of distinct
blocks, which derives the inapproximability 4/3 for MDB.
As observed above, our results for MBT can be transferred to the new variant MDB
if B = 2. However, it is not clear whether those two problems are equivalent or not
when B ≥ 3. We think the (in)tractability/(in)approximability of MDB is one of the
interesting but challenging topics for future research.
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3 Maximum k-Path Vertex Cover
problem
3.1 Introduction
The Minimum Vertex Cover problem (MinVC) is one of the most important and most
fundamental computational problems in graph theory, combinatorial optimization, and
theoretical computer science. Indeed, as one of the seminal results in computational
complexity theory, the decision version of MinVC was listed in Karp’s original 21 NP-
complete problems in [54].
Very recently, Brešar, Kardoš, Katrenič, and Semanǐsin introduced a generalized vari-
ant of MinVC, called the Minimum k-Path Vertex Cover problem (MinPkVC), mo-
tivated by the need to secure the data integrity of wireless sensor networks from attack-
ers [24]. A path consisting of k vertices, i.e., a path of length k − 1 is called a k-path
(Here, we do not restrict a k-path to be an induced path.) If a k-path Pk contains a
vertex v in a vertex set S, then we say that the vertex v or the set S covers Pk. Given
a graph G = (V,E), the goal of MinPkVC is to find a vertex subset S ⊆ V (G) of min-
imum cardinality such that S covers all the k-paths in G. In the same paper, Brešar
et al. proved the NP-hardness of MinPkVC and designed a linear-time algorithm for
MinPkVC on trees for k ≥ 2. Furthermore, the authors proved that MinPkVC can be
expressed by Extended Monadic Second Order Logic, which implies that MinPkVC can
be solved in linear time on graphs with bounded treewidth by Courcelle’s theorem [31].
Subsequently, due to its wide applicability to many practical problems, MinPkVC has
been studied intensively. Indeed, for example, a large number of results on approxima-
tion [26, 62, 79, 80, 89], fixed-parameter tractability [55, 78] and exact algorithms [86]
for MinP3VC and MinP4VC have been reported.
The classical/original MinVC has several variants; one of the most popular variants is
the Maximum Vertex Cover problem (MaxVC), which is often called the Partial
Vertex Cover problem: Given a graph G and an integer s, the goal of MaxVC is to
find a vertex subset S ⊆ V (G) of s vertices such that the number of edges covered by S
is maximized. The problem MaxVC also has many applications in real life (see, e.g., [27]).
It is known [8, 27] that MaxVC is NP-hard even on bipartite graphs, though the original
MinVC is solvable in polynomial time on them.
For the general version MinPkVC, therefore, it would be natural to consider the max-
imization problem; this chapter introduces the Maximum k-Path Cover problem
(MaxPkVC): Given a graph G and an integer s, the goal of MaxPkVC is to find a vertex
subset S ⊆ V (G) of size at most s such that the number of k-paths covered by S is max-
imized (similarly to MinPkVC, we do not restrict k-path to be an induced path.) One
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Table 3.1: Previous and our results of MinPkVC and MaxPkVC for k = 2, 3, 4 on graph
subclasses.
Graph Classes\



































can see that MaxP2VC is generally NP-hard since it is identical to MaxVC. Therefore,
we focus on the case where k ≥ 3. For any fixed integer k ≥ 3, MaxPkVC is NP-hard in
the general case since MinPkVC can be considered as a special case of MaxPkVC. In this
chapter, we are interested in the (in)tractability of MaxPkVC on subclasses of graphs.
In Table 3.1, we show the complexity results on graph subclasses that we obtain
through our investigation, and that we show in this work especially with bold letters.
Note here that the NP-hardness of MaxPkVC on a certain graph class does not necessarily
indicate the NP-hardness of MaxP(k+1)VC on the same graph class. Our main results
are summarized as follows: We show that (i) MaxP3VC remains NP-hard for the class
of split graphs, and (ii) MaxP3VC is in FPT with respect to the combined parameter
s+ tw, where s and tw are the prescribed size of the 3-path vertex cover and treewidth
parameter, respectively.
1FPT with respect to the combined parameter s+ tw; see Section 3.5.
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3.2 Preliminaries
Let G = (V,E) be a simple undirected graph, where V and E denote the set of vertices
and the set of edges, respectively. V (G) and E(G) also denote the vertex set and the
edge set of G, respectively. We denote an edge with endpoints u and v by {u, v}. A
path of length k − 1 from a vertex v1 to a vertex vk is represented as a sequence of
vertices such that Pk = 〈v1, v2, . . . , vk〉, which is called a k-path. For a vertex v, the
set of vertices adjacent to v, i.e., the open neighborhood of v is denoted by N(v). Let
deg(v) = |N(v)| be the degree of v. Let G[S] denote the subgraph of G induced by a
vertex subset S ⊆ V (G).
A graph G is chordal if each cycle in G of length at least four has at least one chord,
where the chord of a cycle is an edge between two vertices of the cycle that is not an edge
of the cycle. A graph G is split if there is a partition of V (G) into a clique set (i.e., the
vertex set which induces a clique) V1 and an independent set V2 such that V1 ∩ V2 = ∅
and V1 ∪ V2 = V (G). The treewidth of a graph is defined in Section 3.5.
The problem MaxPkVC that we study in this chapter is defined as follows for any fixed
integer k:
Maximum k-Path Vertex Cover (MaxPkVC)
Given a graph G and an integer s, the goal of MaxPkVC is to find
a vertex subset S ⊆ V (G) of size at most s such that the number
of k-paths covered by S is maximized.
Also, MaxPkVC(t), the decision version of MaxPkVC, is defined as follows: Given a
graph G, and two integers s and t, determine if the graph G has a vertex subset S ⊆ V (G)
of size at most s such that the total number of k-paths covered by S is at least t.
As mentioned in Section 3.1, it is known [24] that the minimum variant MinPkVC of
our problem is NP-hard for any fixed integer k ≥ 2. It is important here to note that
MinPkVC can be considered as a special case of MaxPkVC, i.e., the essentially equivalent
goal of MinPkVC is to find a vertex subset S of size at most s such that S covers all the
k-paths in the input graph. Therefore, the NP-hardness of MaxPkVC is straightforward:
Theorem 11 ([24]). For any fixed integer k (k ≥ 2), MaxPkVC is NP-hard.
Moreover, it is known that MinP3VC is a dual problem of the Maximum Dissoci-
ation Set problem which aims to find a largest set of vertices such that it induces a
graph of degree at most 1, introduced in [87]. Yannakakis [87], and Papadimitriou and
Yannakakis [71] proved that Maximum Dissociation Set is NP-hard even on bipartite
graphs, and on planar graphs, respectively. Similarly to the above, we can obtain the
following theorem:
Theorem 12 ([71, 87]). MaxP3VC is NP-hard on (i) bipartite graphs and (ii) planar
graphs.
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3.3 NP-hardness of MaxP3VC on split graphs
In this section, we prove the NP-hardness of MaxP3VC on split graphs. The first result
of this section is:
Theorem 13. MaxP3VC(t) is NP-complete, even on split graphs.
Proof. First, we prove that MaxP3VC(t) is in NP. Every path of three vertices in the
graph G can be enumerated in O(|V |3) time, thus if we nondeterministically guess a set
S of s vertices, we can check whether at least t 3-paths are covered by those s vertices
in polynomial time.
Next, we show that there exists a polynomial-time reduction from the Restricted
Exact Cover by Three Sets (RX3C) problem to MaxP3VC(t). The input is a finite
set X = {x1, x2, . . . , x3q} of 3q elements and a collection C of 3q element subsets of
size 3 of X, where each element of X appears in exactly three subsets of C. RX3C
asks if C contains an exact cover for X, that is, a subcollection C′ ⊆ C such that every
element of X occurs in exactly one member of C′. RX3C is shown to be NP-complete by
Gonzalez [48]. We assume q ≥ 2; otherwise we can compute the solution and return a
trivial yes- or no-instance in constant time. We give a reduction such that the original
instance of RX3C is a yes-instance if and only if the MaxP3VC(t) instance is also a
yes-instance. Let n = 3q for a while. As an input of RX3C, let X = {x1, x2, . . . , xn}
be a set of n elements. Also, let C = {C1, C2, . . . , Cn} be a collection of n element
sets of size 3. Then, we construct a graph G = (V,E) corresponding to an instance
(X, C) of RX3C as follows: The constructed graph G consists of the following vertices:
(i) n vertices, vC1 through vCn , called the set vertices, corresponding to the n sets, C1
through Cn, respectively, (ii) n vertices, vx1 through vxn , called the element vertices,
corresponding to the n elements, x1 through xn, respectively, and (iii) corresponding
to each set Ci (i ∈ {1, 2, . . . , n}), n2 vertices, vCi,1 through vCi,n2 , i.e., n
3 vertices in
total, called pendant vertices. Let C = {vC1 , vC2 , . . . , vCn}, EL = {vx1 , vx2 , . . . , vxn},
and P = {vC1,1, . . . , vC1,n2 , vC2,1, . . . , vCn,n2}. The edge set E(G) is as follows: (iv) The
subgraph induced by the set C of n vertices forms a clique Kn of size n, i.e., we add
all possible edges between any pair of vertices in C into E(G). (v) If xi ∈ Cj for
i ∈ {1, 2, . . . , n} and j ∈ {1, 2, . . . , n}, then we add an edge {vxi , vCj} into E(G). Note
that each set vertex vCi is adjacent to exactly three element vertices and furthermore
each element vertex vxj is adjacent to exactly three set vertices. (vi) For each i ∈
{1, 2, . . . , n} and each j ∈ {1, 2, . . . , n2}, the pendant vertex vCi,j is connected to vCi by
adding an edge {vCi,j , vCi}. Finally, we set two input integers s and t to be s = q and
t = 81q5/2+45q4+23q3+15q2/2+7q, respectively. This completes the reduction, which
clearly can be done in polynomial time. One can verify that the constructed graph G is
split since the set vertices form a clique, and the remaining vertices form an independent
set.
As an example, if we are givenX = {1, 2, 3, 4, 5, 6} and a collection C = {C1, C2, . . . , C6} =
{{1, 3, 5}, {1, 4, 5}, {3, 4, 6}, {2, 4, 6}, {1, 2, 6}, {2, 3, 5}} as an RX3C instance, the graph
constructed above is illustrated in Figure 3.1. One can see that C′ = {C1, C4} is a
possible solution.
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Figure 3.1: Constructed graph G.
Before showing the correctness of our reduction, we make important observations:





= Ω(n4) 3-paths that are not covered by
any other set vertex, i.e., 〈vCi,j , vCi , vCi,k〉 for 1 ≤ j, k ≤ n2 and j 6= k. (2) On the other
hand, every element or pendant vertex can cover at most O(n2) 3-paths. Therefore, in
order to cover as many 3-paths as possible, it would be the most effective to select set
vertices into a solution of MaxP3VC(t).
The following lemma shows the correctness of the reduction:
Lemma 8. RX3C is yes if and only if MaxP3VC(t) is yes, i.e., there is a vertex subset
S of size at most q such that S can cover at least 81q5/2 + 45q4 + 23q3 + 15q2/2 + 7q
3-paths.
Proof. Note that if the RX3C instance is a yes-instance, then the number of sets
selected in C′ is exactly q (= n/3).
(⇒) Suppose that C′ ⊆ C is an exact cover and let C′ = {C1, C2, . . . , Cq} of q sets. We
select q vertices vC1 through vCq into a solution set S (i.e., S ⊆ C) corresponding to q
sets C1 through Cq in C′, respectively. To count the number of 3-paths covered by those
q vertices, we divide the 3-paths into seven different types according to the types of
three vertices contained in them. There are three types for vertices, Set, Element, and
Pendant, each of which stands for the set, element, and pendant vertices, respectively.
In the following, we precisely estimate the number of covered 3-paths for each type.
• Set-Set-Set: Recall that the graph induced by the set vertices is a clique of 3q
vertices and q vertices are selected into the solution S. Note that the number of
3-paths in the clique is 3q ·(3q−1) ·(3q−2)/2. Then, we can show that the number
of “uncovered” 3-paths is 2q · (2q − 1) · (2q − 2)/2 as follows: Now we choose q
vertices in S, and thus G[C \ S] forms a clique of 2q vertices, which means there
are 2q · (2q− 1) · (2q− 2)/2 uncovered 3-paths. Hence, (3q · (3q− 1) · (3q− 2)− 2q ·
(2q − 1) · (2q − 2))/2 3-paths are covered for this type.
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• Pendant-Set-Pendant: We may pick any of the q covered set vertices, and
form a 3-path by picking any two of its 9q2 incident pendant vertices. Thus q ·
(9q2) · (9q2 − 1)/2 3-paths of this type are covered.
• Pendant-Set-Set: There are 9q2 · 3q · (3q − 1) 3-paths of this type, of which
9q2 · 2q · (2q− 1) are not covered. Thus 9q2 · 3q · (3q− 1)− 9q2 · 2q · (2q− 1) 3-paths
of this type are covered.
• Pendant-Set-Element: We may pick any of the q covered set vertices, and
form a 3-path by picking one of its 9q2 adjacent pendant vertices and one of its 3
adjacent element vertices. Thus 3 · q · (9q2) 3-paths of this type are covered.
• Set-Set-Element: There are 3q · (3q − 1) · 3 3-paths of this type, of which
2q · (2q − 1) · 3 are not covered. Thus 3q · (3q − 1) · 3− 2q · (2q − 1) · 3 3-paths of
this type are covered.
• Element-Set-Element: We may pick any of the q covered set vertices, and form
a 3-path by picking two out of the three adjacent element vertices. There are thus
3q 3-paths of this type that are covered.
• Set-Element-Set: Consider any of the 3q element vertices. It is adjacent to 3 set
vertices, and since the set vertices in the vertex cover correspond to an exact cover,
exactly one of the three adjacent set vertices is in the vertex cover. Therefore, for
a given element vertex, one of the paths of this type is not covered (namely the
path that uses the two set vertices not in the cover), while the remaining two are.
Thus 6q 3-paths of this type are covered.
Summing up the numbers, we obtain that the total number of 3-paths covered by S
is 81q5/2 + 45q4 + 23q3 + 15q2/2 + 7q.
(⇐) Conversely, suppose that there is a vertex subset S ⊆ V of size at most s = q which
covers at least 81q5/2 + 45q4 + 23q3 + 15q2/2 + 7q 3-paths.
Note that if we select a pendant vertex, then the number of 3-paths covered by it is at
most 9q2 − 1 Pendant-Set-Pendant 3-paths, 3q − 1 Pendant-Set-Set 3-paths, and
3 Pendant-Set-Element 3-paths. If we select an element vertex, then the number of
3-paths covered by it is at most 6 Element-Set-Element 3-paths, 9q − 3 Element-
Set-Set 3-paths, and 27q2 Element-Set-Pendant 3-paths.
On the other hand, if we select a set vertex, then the number of 3-paths covered by
it is at least 9q2 · (9q2 − 1)/2 ≥ 36q4 Pendant-Set-Pendant 3-paths. Since this is
(for q ≥ 2) strictly more than the number of 3-paths covered by a pendant vertex or an
element one, we can assume that the solution consists of exactly q set vertices.
The number of Set-Set-Set, Pendant-Set-Pendant, Pendant-Set-Set, Pendant-
Set-Element, Set-Set-Element and Element-Set-Element 3-paths that is covered,
depends only on the number of set vertices selected and is (if we select q set vertices)
equal to 81q5/2+45q4+23q3+15q2/2+q, by summing up the numbers of corresponding
3-paths described before. Thus, at least 6q Set-Element-Set 3-paths must be covered.
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(a) (b) (c) (d)
Figure 3.2: 4 ways of choosing set vertices vh, vi, vj .
Figure 3.2 shows a situation from the viewpoint of an element vertex; there are four
situations on the selection of the three neighbors of each element vertex: (a) None of the
set vertices adjacent to it is chosen, and (b) one, (c) two, and (d) all three set vertices are
chosen. For the Set-Element-Set 3-paths involving this vertex, in the second situation
(b) two out of the three possible 3-paths are covered, and in the situations (c) and (d)
all of the three possible 3-paths are covered.
Since every set vertex is adjacent to exactly three element vertices, there are exactly
3q edges from a set vertex in S to an element vertex. Situation (a) covers zero 3-paths
at the cost of 0 such edges, situation (b) covers two 3-paths at the cost of 1 edge, and
situations (c) and (d) cover three 3-paths at the expense of 2 or 3 such edges. Since,
on average, one such edge should cover two 3-paths, and there is no situation in which
one edge covers more than two 3-paths, we know that situations (c) and (d) do not
occur (or else we would not be able to cover at least 6q Set-Element-Set 3-paths, since
this would cause the average to drop below two 3-paths covered per vertex-in-cover-to-
element edge). Since the cover includes 3q vertex-in-cover-to-element edges, each element
vertex must be in situation (b) (or else, we would have less than 3q such edges in total).
This shows that the sets corresponding to the selected set vertices form an exact cover.
(End of the proof of Lemma 8)
This completes the proof of Theorem 13.
By using a very similar reduction with small modification, we can obtain the following
theorem:
Theorem 14. MaxP4VC(t) is NP-complete, even on chordal graphs.
Proof. Our basic idea is very similar to that of MaxP3VC on split graphs; we also
reduce from RX3C. We only show how to construct the graphs in the reduction, and
explain the correctness of the reduction intuitively.
As with MaxP3VC, the input of RX3C is a finite setX = {x1, x2, . . . , x3q} of 3q elements
and a collection C of 3q 3-element subsets of X, where each element of X appears in
exactly three subsets of C. Roughly speaking, we replace every element vertex with
one triangle, called a element triangle, i.e., we prepare one triangle of 3 vertices for
each element xi, instead of one vertex in the case of MaxP3VC. Then, we connect the
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set vertex to the three vertices of the element triangle if the above corresponding set
contains the element. Furthermore, we replace 9q2 pendant vertices with 9q2 pendant
edges in the case of MaxP3VC. The constructed graph is clearly a chordal graph.
Let us take a look at an example shown in Figure 3.4. Similarly to the example
in Section 3.3, assume that X = {1, 2, 3, 4, 5, 6} and C = {C1, C2, . . . , C6} = {{1, 3, 5},
{1, 4, 5}, {3, 4, 6}, {2, 4, 6}, {1, 2, 6}, {2, 3, 5}} as an RX3C instance. Figure 3.4 illustrates







each element  
Figure 3.3: (Bottom) Each element vertex is replaced with one element triangle of 3
vertices, and (top) each pendant vertex is replaced with one pendant edge




each element  
Figure 3.4: Example of the constructed graph G
Here, the following lemma holds:
Lemma 9. (X,C) is a yes-instance of RX3C if and only if the constructed graph is a
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yes-instance of MaxP4VC(t), i.e., there is a vertex subset S of size at most q such that
S can cover at least 405q6/2 + 423q5/2 + 695q4/2 + 600q3 + 311q2 + 687q/2 4-paths.
For simplicity, let us denote Set, Pendant, and Element as S, P, and E, respectively.
In the reduced graph, we can see that there are 17 kinds of 4-paths, such as S-S-S-S,
S-S-S-P, . . . , and E-S-E-E. The estimated numbers of each 4-path are listed as follows:
• S-S-S-S: (3q · (3q − 1) · (3q − 2) · (3q − 3)− 2q · (2q − 1) · (2q − 2) · (2q − 3))/2 =
65q4/2− 57q3 + 55q2/2− 3q
• S-S-S-P: 9q2 · (3q · (3q−1) · (3q−2)−2q · (2q−1) · (2q−2)) = 171q5−135q4 +18q3
• S-S-S-E: 9 · (3q · (3q− 1) · (3q− 2)− 2q · (2q− 1) · (2q− 2)) = 171q3− 135q2 + 18q
• S-S-P-P: 9q2 · (3q · (3q − 1)− 2q · (2q − 1)) = 45q4 − 9q3
• S-S-E-S: (3 · (3q − 2) · 2 · 3q · 3)− ((2q − 2) · 2 · 3q · 3) = 126q2 − 72q
• S-S-E-E: (3q · (3q − 1) · 9 · 2)− (2q · (2q − 1) · 9 · 2) = 90q2 − 18q
• S-E-S-P: (3q · 9 · 2 · 9q2)− (2q · 9 · 9q2) = 324q3
• S-E-S-E: (3q · 9 · 2 · 8)− (2q · 9 · 8) = 288q
• S-E-E-S: (3q · 9 · 2 · 2− 2q · 9 · 2)/2 = 36q
• S-E-E-E: q · 9 · 2 = 18q
• P-S-S-P: (9q2 · 3q · (3q − 1) · 9q2 − 9q2 · 2q · (2q − 1) · 9q2)/2 = 405q6/2− 81q5/2
• P-S-S-E: (9q2 · 3q · (3q − 1) · 9q2)− (9q2 · 2q · (2q − 1) · 9q2) = 405q4 − 81q3
• P-S-P-P: q · 9q2 · (9q2 − 1) = 81q5 − 9q3
• P-S-E-E: 9q2 · q · 9 · 2 = 162q3
• P-P-S-E: 9q2 · q · 9 = 81q3
• E-S-S-E: (8 · 2 + 9 · (3q− 3)) · 27q/2− (8 + 9 · (2q− 2)) · 18q/2 = 405q2/2− 99q/2
• E-S-E-E: (2 + 2 · 6) · 9 · q = 126q
Summing up the numbers, we obtain that the total number of 4-paths covered by S
is 405q6/2 + 423q5/2 + 695q4/2 + 600q3 + 311q2 + 687q/2 as in Lemma 9.
We show two important points in this reduction in the following: (i) The set vertices
can “effectively” cover many 4-paths since there are Ω(q5) paths, say, P-P-S-P or P-
S-P-P paths. This enforces the optimal solution of MaxP4VC to consist of all the set
vertices. (ii) In MaxP3VC, there is a difference between the numbers of covered 3-paths
in the case whether the selected vertices cover the same element or not. If the selected
vertices cover the same element, there is at least one doubly covered 3-path, denoted
as Set-Element-Set path in Section 3.3. Similarly in this MaxP4VC reduction, if we
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Figure 3.5: Vertex u is in Introduce Step; u is in the cover (Left), or not (Right).
Join Join
Figure 3.6: Vertex u is in Join Step.
select two vertices which have one same element in common as the solution of MaxP4VC,
then at least 6 S-E-E-S 4-paths are covered twice. If we avoid such a way of selecting
vertices, the number of covered 4-paths increases more. Consequently, if we select a set
of vertices that corresponds to the solution of RX3C, then the number of covered 4-paths
should be maximized. This completes the proof.
3.4 Algorithm for MaxP3VC on trees
In the next section we present a polynomial-time algorithm for MaxP3VC on graphs
with bounded treewidth, however, in order to make our basic ideas clear, this section
provides a simpler algorithm running in polynomial time only for MaxP3VC on trees.
In the following, let T denote the given tree and we assume T is a rooted tree. Here
especially, let Tv denote the subtree of T whose root is v.
Intuitively, our algorithm is based on dynamic-programming, calculating the minimum
number of uncovered 3-paths from the bottom to the top of the tree. For every vertex, the
following two steps are considered in our algorithm: [I] Introduce Step and [II] Join
Step, and in each step, the table in which the minimum number of uncovered 3-paths
is stored is updated. After computing the minimum number of uncovered 3-paths of a
certain subtree, our algorithm proceeds to the parent vertex u of the root of the subtree.
Then, we say that u is in Introduce Step (see Figure 3.5). Also, there may exist some
subtrees whose parent of the root of each subtree is u. In such case, our algorithm
merges those subtrees one by one, by joining the same parent u, and computes the
minimum number of uncovered 3-paths. In this joining step, we say u is in Join Step
(see Figure 3.6).
Why we can compute the minimum number of uncovered 3-paths in the subtree is
as follows: Assume that now we are looking at the vertex u during the bottom-up
52
procedure. The number of uncovered 3-paths of the subtree Tu, the subtree whose root
is u, can be easily counted by three information: (i) whether u is selected in the cover
or not, (ii) the size of the solution given as input, which corresponds to the number of
the vertices we are allowed to pick, (iii) the number of u’s children not selected as the
covering vertices. Since the given graph is tree, the number of uncovered 3-paths only
increases in the following two cases: [I] u is in Introduce Step. In this case, u has
not started its Join Step yet. Thus u has a child vertex below itself which is a root
of certain subtree. If neither u nor the child of u, for example, v are selected in the
cover, then the number of uncovered 3-paths increases depending on the number of the
children of v which are not selected in the cover. [II] u is in Join Step. In this case, if
u is in the cover, then no uncovered 3-paths containing u appear. If u is not selected in
the cover, then new uncovered 3-paths that have u as a central vertex appear depending
on the number of children of u not selected in the cover.
Now, we are going to show the recursive formulas with precise notation. Let c[w; b, `, r]
denote the number of uncovered 3-paths, where w denotes some target vertex in the
bottom-up procedure, b ∈ {1, 0} denotes whether the vertex is selected in the cover
(b = 1) or not (b = 0), ` ∈ {0, 1, 2, . . . , s} denotes the exact size of the solution, and
r ∈ {0, . . . , n − 1} denotes the number of unselected children. Often we use “-” for the
argument r instead of using the number from 0 to n−1, which means “it does not have to
be cared.” In other words, the table can have a value with the corresponding arguments
including “-”, however, whether the “-” is a certain value or not does not affect anything
in the computation. Note that, when a vertex is in Introduce Step and chosen in the
cover, we do not need to consider the fourth argument r. This is because the 3-paths
including the vertex in Introduce Step and its children are already covered by the vertex
in Introduce Step. When a vertex w is in Introduce Step, first we consider two cases;
b = 1 or b = 0, that is, whether we put w in the cover or not. If b = 1, then we only
consider the solution size `, ranging it from 1 to s. Similarly, if b = 0, then there are s+1
and n options for the solution size and the number of unselected children of the root,
respectively. Utilizing this table, the algorithm proceeds from the bottom to the top of
the given tree. In the following, we describe each of the recursive formulae, assuming
the target vertex in the bottom-up procedure is u.
Leaf : If the vertex u is a leaf, then there are no uncovered 3-paths, thus we have
c[u; 0, 0, 0] = c[u; 1, 1, 0] = 0. Otherwise, i.e., with other configuration of arguments, we
set c[u] =∞.
Introduce Step: If the vertex u is in Introduce Step, assuming the child vertex v of
u has d children, we consider two cases: (i) u is in the cover or (ii) not.
(i) u is in the cover: As mentioned before, we do not consider the fourth argument; We
have only to take care of the size of the solution which ranges from 1 to s. If the
size of the solution is 1, then we refer to c[v; 0, 0, d]. This is because the root u is
in the cover and the solution size we assume now is 1, v is not in the cover and the
size of the solution for v is 0, and also v has d unselected children. If the solution
size is 2, then we take the minimum among {c[v; 1, 1, -], c[v; 0, 1, d], c[v; 0, 1, d− 1]}.
This is because if the solution size is 2, from the assumption that we put u into the
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cover set, then we have to consider where one more vertex in the cover is in the
subtree Tu. There are following three options in this case: (i) v is also in the cover
set, (ii) even the children of v do not have the vertex selected in the cover, in other
words, all of the d children of v are all unselected vertices, and (iii) one of the d
children is in the cover set. Thus we refer three entries, and take the minimum of
them. In the same manner, c[u; 1, ∗, -] is calculated as follows, and also the table
for u when the root u is in the cover is updated as follows:
c[u; 1, i, -]
=

∞ if i = 0
c[v; 0, 0, d] if i = 1
min0≤j≤i−1
{c[v; 1, i− 1, -], c[v; 0, i− 1, d− j]} if 1 ≤ i ≤ s.
(ii) u is not in the cover: As we mentioned before, note that if neither u nor v are
selected in the cover, then only the number of children of v which are not in the
cover affects the number of uncovered 3-paths in this case. Since T is a tree and
u has only one child, we do not have to consider the case where the number of
unselected children is more than one. Thus we can set all the entries whose number
of unselected children is 2, · · · , n − 1 with ∞. In other words, we have only to
consider the case where the number of unselected children is 0 or 1. Furthermore,
if u has 0 unselected children (which means v is in the cover) and the solution
size is 1, · · · , s, it is clear that we refer to the table such that v is in the cover,
corresponding to the solution size. If u has 1 uncovered child (which similarly
means v is not in the cover), then we take the minimum depending on the solution
size. Thus, assuming v has d children, c[u; 0, ∗, ∗] is calculated as follows:
c[u; 0, i, j]
=

∞ if i = 0 and j = 0
c[v; 1, i, -] if 1 ≤ i ≤ s and j = 0
c[v; 0, 0, d] if i = 0 and j = 1
min0≤d′≤i
{c[v; 0, i, d− d′] + d− d′} if 1 ≤ i ≤ s and j = 1.
Join Step: If the vertex u is in Join Step, then we update the tables of u. As with
Introduce Step, we consider two cases: the root is in the cover or not. As shown in
Figure 3.6, in this step, we merge the subtrees which have the same parent in common
one by one. Let us assume that u has d children, v1, v2, . . . , vd, and u is in Join Step. For
2 ≤ h ≤ d, let T(u,h) be defined as T(u,h) =
⋃
i∈{1,...,h−1} Tvi ∪{u}, and T ′(u,h) = Tvh ∪{u}.
Also, similarly to the definition of c[w; b, `, r] for some vertex w, we introduce the symbols
ch[u; b, `, r] and c
′
h[u; b
′, `′, r′] which respectively stores the number of uncovered 3-paths
of T(u,h) and T
′
(u,h), respectively, of corresponding h and with each configuration. These
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symbols are convenient, since by ranging h from 2 to d, (i) T(u,h) and T
′
(u,h) can describe
the intermediate, partially merged trees during the Join Step for u, and (ii) ch[u; b, `, r]
and c′h[u; b
′, `′, r′] help us to keep the number of uncovered 3-paths of intermediate states
in Join Step under each configuration.
Since the number of uncovered 3-paths which have u as an endpoint is dealt with in
the previous Introduce Step, we have only to count the uncovered 3-paths which have
u as a central vertex, such as, for some children v of T(u,h) and v
′ of T ′(u,h), 〈v, u, v
′〉.
(i) u is in the cover: We do not have to consider the fourth argument, as we mentioned.
We update the table ranging the size of the solution from 0 to s. We set the entry
where the size of the solution is 0 as ∞. If the size of the solution is 1, then we
just add the number of uncovered 3-paths ch[u; 1, 1, -] and c
′
h[u; 1, 1, -]. Note that
now u is selected in the cover, therefore the solution S has only u in this case. If
the size of the solution is 2, then we have to take the minimum from two choices:
one more solution is in the subtree T(u,h) or the subtree T
′
(u,h). Thus c[u; 1, ∗, -] is
calculated as follows:
c[u; 1, i, -]
=

∞ if i = 0
min1≤j≤i
{ch[u; 1, i− j + 1, -] + c′h[u; 1, j, -]} if 1 ≤ i ≤ s.
(ii) u is not in the cover: If the vertex which is not selected in the cover is in Join
Step, then uncovered 3-paths whose central vertex is u, in other words, the un-
covered 3-paths going through from the child(ren) of the subtree T(u,h) to the child
of the subtree T ′(u,h) may exist. Thus we have to take them into consideration in
updating the table of u. There are two tables for subtrees T(u,h) and T
′
(u,h), so we
have to take the the minimum among all the possible combinations of the size of
the solution and the number of unselected children of those subtrees, considering
newly appearing uncovered 3-paths going from T(u,h) to T
′
(u,h). Note that these
newly appearing uncovered 3-paths can be calculated by multiplying the two num-
bers of unselected children, the number of the unselected children in T(u,h) and
T ′(u,h). Let i, ih, and i
′
h be the variables which respectively denotes the size of the
solution in the subtree Tu, T(u,h), and T
′
(u,h). Note that ih = i − i
′
h holds. Also,
let j, jh, and j
′
h be the variables which respectively denotes the number of the
unselected children in the subtree Tu, T(u,h), and T
′
(u,h). Note that jh = j − j
′
h
also holds. We finally note here that the ranges of i and j are 0 ≤ i ≤ s and
deg(u)− i− 1 ≤ j ≤ deg(u)− 1, respectively.
c[u; 0, ∗, ∗] is calculated as follows:
c[u; 0, i, j] = min
0≤ih≤i
0≤jh≤j
{ch[uh; 0, ih, jh] + c′h[u′h; 0, i′h, j′h] + jh · j′h}.
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Note that, since we can assume that for any vertex v, the size of the solution ` ranges
from 0 to s and the number of unselected children r is always at least deg(v)− s− 1 and
at most deg(v) − 1, the number of cases in the dynamic programming table is O(s2).
Also, in Join Step, in order to compute each value of one table (i.e., each cell of the
table), it requires O(s2) time. The running time for the algorithm is dominated for that
of Join Step, which (using this observation) is O(s4) for each vertex and thus totally
O(s4 · n).
Theorem 15. MaxP3VC on trees of n vertices can be solved in O(s
4 · n) time, where s
is the prescribed size of the 3-path vertex cover.
3.5 Algorithm for MaxP3VC on graphs with bounded
treewidth
In this section, we show that MaxP3VC admits a polynomial-time algorithm for graphs
with bounded treewidth. In particular, we show that there exists an O((s+ 1)2tw+4 ·
4tw · n)-time algorithm, where tw denotes the treewidth, which is defined later. Thus,
MaxP3VC is in XP with respect to the parameter treewidth (and FPT with respect to
the combined parameter s+ tw).
Our algorithm uses dynamic programming on a nice tree decomposition [17] of the
input graph G. Given a graph G, a tree decomposition of G is a tree T with for each
node vT ∈ V (T ) a subset XvT ⊆ V (G) (called a bag) such that
• for every (u, v) ∈ E(G), there is a vT ∈ V (T ) such that {u, v} ⊆ XvT , and
• for every v ∈ V (G), the subset {vT ∈ V (T ) | v ∈ XvT } induces a connected subtree
of T .
The width of a tree decomposition is maxvT∈T |XvT | − 1, and the treewidth of a graph
G is the minimum width taken over all tree decompositions of G. To avoid confusion,
from now on we shall refer to the vertices of T as “nodes”, and “vertex” shall refer
exclusively to vertices of G.
We designate an arbitrary node of T as root of the tree decomposition. Given a node
vT ∈ T , we denote by G[vT ] the subgraph of G induced by XvT and the vertices in
bags of nodes which are descendants of vT in T . We moreover assume that our (rooted)
decomposition is nice, that is, each of the nodes vT ∈ T is one of the four types:
• Leaf: vT is a leaf of T , and |XvT | = 1.
• Introduce: vT has a single child node uT , and XvT differs from XuT only by the
inclusion of one additional vertex w. We say that w is introduced in vT .
• Forget: vT has a single child node uT . XvT differs from XuT only by the removal
of one vertex w. We say that vertex w is forgotten in vT .
• Join: vT has two children uT and u′T . Moreover, XuT = Xu′T = XvT .
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We note that a tree decomposition can be converted into a nice tree decomposition
of the same width. Moreover, we can assume that the size of a tree decomposition (i.e.
the number of bags) with a constant treewidth is linear in |V (G)| [17].
Given a node vT of a tree decomposition of G, a partial solution is a subset S ⊆











degvT ,S(v)(degvT ,S(v)− 1),
where V ′ is V (G[vT ]) \ (S ∪ XvT ) and degvT ,S(v) is taken to be the degree of v in the
subgraph of G induced by V (G[vT ])\S. This definition, which does not take into account
the degrees of the vertices in XvT , is convenient because the degrees of the vertices in
XvT are not yet fixed, and may change as new vertices are introduced. However, if we
assume the root bag of the tree decomposition is empty (which may be accomplished
by introducing a series of forget bags after the root bag), then a partial solution with
minimum cost corresponds to an optimal solution to the MaxP3VC instance.
As is usual for dynamic programming on tree decompositions, we group partial solution
by characteristics. Given a partial solution S for node vT of the nice tree decomposition
(with associated bag XvT and subgraph G[vT ]), its characteristic (`, S
′, f) consists of the
size of the solution ` = |S|, its intersection with the bag S′ = XvT ∩ S, together with a
function f : XvT → {0, 1, . . . , s} such that f(v) = |{u ∈ S | u ∈ N(v)}|, which, for each
vertex v in the bag XvT , tells us how many of its neighbors are in the partial solution.
For each characteristic, we store the minimum cost of a partial solution with that
characteristic, which we denote by c(`, S′, f). Next, we show how to recursively compute
for each type of node in a nice tree decomposition the set of characteristics of a partial
solutions, and for each such characteristic, the minimum number of 3-paths not covered
by a partial solution with that characteristic.
Leaf : If vT ∈ V (T ) is a leaf node, then XvT = {v} for some v ∈ V (G). Then there
are exactly two partial solutions for G[vT ]: the empty partial solution, which has char-
acteristic (0, ∅, f) where f(v) = 0 and the partial solution that includes v, which has
characteristic (1, {v}, f), where f(v) = 0. In both cases, c(0, ∅, f) = c(1, {v}, f) = 0.
Introduce: Suppose that vT ∈ V (T ) is an introduce node, and v is the vertex being
introduced. Let (`, S′, f) be a characteristic for the child node of vT . In the partial
solutions (for the child node) with this characteristic, we may (if ` < s) choose to either
add the vertex v or not. In the case where we add v, the corresponding partial solutions
have characteristic (` + 1, S′ ∪ {v}, f ′), where f ′(v) = |{u ∈ S′ | u ∈ N(v)}|, and, if
u 6= v and u 6∈ N(v), f ′(u) = f(u), and, if u 6= v and u ∈ N(v), f ′(u) = f(u) + 1. In the
case where we do not add v, the corresponding partial solutions will have characteristic
(`, S′, f ′), where f ′(v) = |{u ∈ S′ | u ∈ N(v)}|, and, if u 6= v, f ′(u) = f(u). Since v
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is not adjacent to any vertex in G[vT ] \XvT , the cost of these partial solutions remains
unchanged. Note, however, that taking two partial solutions with distinct characteristics
may end up having the same characteristic after vertex v is introduced. In this case, we
should take the cost (for the new characteristic) to be the minimum of the costs for the
original partial solutions. Therefore, we have the following formula:
c(`, S′, f ′)
=
{
c(`− 1, S′ \ {v}, f) if v ∈ S′
c(`, S′, f) otherwise.
Here, f ′ is defined as follows. If v ∈ S′, then (a) for v, f ′(v) = |{u ∈ S′ | u ∈ N(v)}|, (b)
for u 6= v and u /∈ N(v), f ′(u) = f(u), and (c) for u 6= v and u ∈ N(v), f ′(u) = f(u) + 1.
Otherwise, i.e., if v /∈ S′, (d) for v, f ′(v) = |{u ∈ S′ | u ∈ N(v)}|, and (e) for u 6= v,
f ′(u) = f(u).
Forget: Suppose that vT ∈ V (T ) is a forget node, and v is the vertex being forgotten.
Let (`, S′, f) be a characteristic for the child node of vT . If S is a partial solution with
this characteristic, then, viewed as a partial solution with respect to node vT , it will have
characteristic (`, S′\{v}, f ′), where f ′ is the restriction of f to the domain S′\{v}. If v /∈
S′, then the cost of this partial solution increases by 12(deg(v)−f(v))(deg(v)−f(v)−1),
otherwise it remains unchanged. As before, since multiple characteristics for the child
node may end up having the same characteristic in vT , and we should take the new cost
of the characteristic to be the minimum of the updated costs. Therefore, we have the
following formula:
c(`, S′, f ′) = min
f
{c(`, S′ ∪ {v}, f), c(`, S′, f) + 1
2
(deg(v)− f(v))(deg(v)− f(v)− 1)},
where f ′ is the restriction of f to the domain S′ \ {v}.
Join: Suppose that vT ∈ V (T ) is a join node, and v1T and v2T are its children. Let
(`1, S
′
1, f1) (resp., (`2, S
′









(as otherwise we set the corresponding c[vT ] value as ∞), which we henceforth denote
simply by S′, and that `1 + `2 − |S′| ≤ s. If we take the union of partial solutions,
S1 relative to v
1
T with characteristic (`1, S




′, f2), then we obtain a new partial solution (relative to vT ) with characteristic
(`1 + `2 − |S′|, S′, f ′), where f ′(v) = f1(v) + f2(v) − |{u ∈ S′ | u ∈ N(v)}|. Since
V (G[v1T ]) ∩ V (G[v2T ]) = XvT , in G[vT ], the degree of a vertex v ∈ V (G[vT ]) \ (XvT ∪ S)
is equal to its degree in (the subgraph of G induced by) G[v1T ] \ S (resp., G[v2T ] \ S)
if v ∈ V (G[v1T ]) \ S (resp., v ∈ V (G[v2T ]) \ S). Therefore, the cost of this new partial
solution is equal to the sum of the costs of the partial solutions S1 and S2. Since once
again, multiple (combinations of) characteristics for the child nodes may give rise to the
same characteristic for vT , we can find the minimum cost of a partial solution for a given
characteristic by taking the minimum over all (combinations of) characteristics for the
child nodes. Therefore, we have the following formula:
c(`, S′, f ′) = min
`1,`2,f1,f2
{c(`1, S′, f1) + c(`2, S′, f2)},
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where ` = `1 + `2, and for all v, f
′(v) = f1(v) + f2(v) + |{S′ ∩N(v)}|.
For any node, there are at most (s + 1)tw+22tw+1 characteristics. The running time
is dominated by the time taken for a join node, which is O((s + 1)2tw+4 · 4tw+1). Since
we can assume that our tree decomposition has at most O(n) nodes, we obtain a O((s+
1)2tw+4 ·4tw ·n)-time algorithm. This assumes a tree decomposition is given as part of the
input. A tree decomposition can be computed in 2O(tw
3)n time [18], or a 5-approximate
tree decomposition can be computed in time O(1)twn [19].
Theorem 16. Given an n-vertex graphs of treewidth tw and its tree decomposition as
input, MaxP3VC can be solved in O((s+ 1)
2tw+4 · 4tw · n) time, where s is the prescribed
size of the 3-path vertex cover.
3.6 Concluding Remarks
In this chapter, we considered Maximum k-Path Vertex Cover (MaxPkVC) problem.
In particular, if k = 3, we showed that MaxP3VC is NP-hard even on split graphs,
MaxP4VC is NP-hard even on chordal graphs, and MaxP3VC admits a polynomial-time
algorithm for graphs with bounded treewidth. A promising direction for the future
research is to design approximation algorithms for MaxP3VC and MaxP4VC. Also, it
would be important to design polynomial-time algorithms for MaxP3VC on subclasses of
chordal graphs other than split graphs, for example, interval graphs.
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4 k-Path Vertex Cover Reconfiguration
problem
4.1 Introduction
For the last decade, a collection of problems called Combinatorial Reconfiguration has
been extensively studied. Work in this research area specifically aims to model dynamic
situations where one needs to transform one feasible solution of a computational problem
into another by locally changing a solution while keeping its feasibility along the way. In
a reconfiguration setting, two feasible solutions of a computational problem (e.g., Sat-
isfiability, Independent Set, Vertex Cover, Dominating Set, etc.) are given,
along with a reconfiguration rule that describes an adjacency relation between solutions.
A reconfiguration problem asks whether one feasible solution can be transformed into
the other via a sequence of adjacent feasible solutions where each intermediate mem-
ber is obtained from its predecessor by applying the given reconfiguration rule exactly
once. Such a sequence, if exists, is called a reconfiguration sequence. One may recall
the classic Rubik’s cube puzzle as an example of a reconfiguration problem, where each
configuration of the Rubik’s cube corresponds to a feasible solution, and two configura-
tions (solutions) are adjacent if one can be obtained from the other by rotating a face
of the cube by either 90, 180, or 270 degree. The question is whether one can trans-
form an arbitrary configuration to the one where each face of the cube has only one
color. For an overview of this research area, readers are referred to the recent surveys
by van den Heuvel [50] and Nishimura [68].
The k-Path Vertex Cover Reconfiguration Problem. Let G = (V,E) be a simple
graph. A vertex cover of G is a subset I of V where each edge contains at least one
vertex from I. The Vertex Cover (VC) problem, which asks whether there is a vertex
cover of G whose size is at most some positive integer s, is one of the classic NP-complete
problems in the computational complexity theory [44].
Let k ≥ 2 be a fixed positive integer. A subset I of V is called a k-path vertex
cover if every path on k vertices in G contains at least one vertex from I. The k-Path
Vertex Cover (k-PVC) problem asks if there is a k-path vertex cover of G whose
size is at most some positive integer s. Motivated by the importance of a problem
related to secure communication in wireless sensor networks, Brešar et al. initiated the
study of k-PVC in [24] (as a generalized concept of vertex cover). It is known that
k-PVC is NP-complete for every k ≥ 2 [3, 24]. Subsequent work regarding the maximum
variant [66] and weighted variant [23] of k-PVC has also been considered in the literature.
Recently, the study of k-PVC and related problems has gained a lot of attraction from
60
both theoretical aspect [60, 73, 77] and practical application [15, 43].
In this chapter, we initiate the study of k-PVC from the viewpoint of reconfiguration.
Given two distinct k-path vertex covers I and J of a graph G and a single reconfiguration
rule, the k-Path Vertex Cover Reconfiguration (k-PVCR) problem asks whether
there is a reconfiguration sequence between I and J . We study the computational
complexity of k-PVCR with respect to different graph classes under the well-known
reconfiguration rules: Token Sliding, Token Jumping, and Token Addition or Removal.
They are informally defined as follows. Imagine that a token is placed at each vertex of
a k-path vertex cover in G. For each of the following rules, a common requirement is
that the resulting token-set forms a k-path vertex cover of G.
• Token Sliding (TS): A TS-step involves moving a token on some vertex v to one
of its unoccupied neighbors.
• Token Jumping (TJ): A TJ-step involves moving a token on v to any unoccupied
vertex.
• Token Addition or Removal (TAR): A TAR-step involves either adding or removing
a single token such that the resulting token-set is of size at most given positive
integer u. We sometimes write “TAR(u)” instead of “TAR” to emphasize the upper
bound u on the size of each token-set in a reconfiguration sequence under TAR.
Related Work. The reoptimization framework is closely related to reconfiguration.
Roughly speaking, given an optimal solution of a problem instance I, and some per-
turbations that change I into a new instance I ′, a reoptimization problem aims to find
an optimal solution for the changed instance I ′. Recently, Kumar et al. [60] initiated
the study of reoptimization problems for (both weighted and unweighted) k-PVC with
k ≥ 3, extending some known reoptimization paradigms for the well-known VC prob-
lem [14]. The perturbation they considered in [60] is changing the input graph of the
current instance by inserting new vertices.
The Vertex Cover Reconfiguration (VCR) problem is one of the most well-
studied reconfiguration problems, from both classical and parameterized complexity
viewpoints (e.g., see [68] for a quick summary of known results). It is well-known that
if I is a vertex cover of a graph G = (V,E) then V \ I is an independent set of G, i.e.,
a vertex-subset whose members are pairwise non-adjacent. Consequently, from classi-
cal complexity viewpoint, results of Independent Set Reconfiguration (ISR) and
Vertex Cover Reconfiguration are interchangeable.
We now mention some known complexity results of VCR (which are mostly inter-
changed with ISR) for some graph classes. It is well-known that VCR is PSPACE-
complete under each of TS, TJ, and TAR for general graphs [51], planar graphs of
maximum degree 3 [49], perfect graphs [52], and bounded bandwidth graphs [85]. Even
on bipartite graphs, VCR remains PSPACE-complete under TS, and NP-complete under
each of TJ and TAR [64]. On chordal graphs, VCR is known to be PSPACE-complete un-
der TS [16]. On the positive side, polynomial-time algorithms have been designed for VCR
on even-hole-free graphs (and therefore chordal graphs) under each of TJ and TAR [52],
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on bipartite permutation graphs and bipartite distance-hereditary graphs [42] under TS,
on cographs [21, 52], claw-free graphs [22], interval graphs [20, 52], and trees [33, 52]
under each of TS, TJ, and TAR.
Our Results. In this chapter, we investigate the complexity of k-PVCR with respect
to different input graphs. More precisely, we show that:
• Several hardness results for VCR remain true for k-PVCR. More precisely, we show
the PSPACE-completeness of k-PVCR on general graphs under each rule TS, TJ,
and TAR using a reduction from a variant of VCR. As our reduction preserves
some nice graph properties, we claim (as a consequence of our reduction) that
the hardness results for VCR on several graphs (namely planar graphs, bounded
bandwidth graphs, chordal graphs, bipartite graphs) can be converted into those for
k-PVCR. Using a reduction from the Nondeterministic Constraint Logic [49,
88], we also show that k-PVCR remains PSPACE-complete even on planar graphs
of bounded bandwidth and maximum degree 3. (Our reduction from VCR does
not preserve the maximum degree.)
• On the positive side, we design polynomial-time algorithms for k-PVCR on some
restricted graph classes: trees (under each of TJ and TAR), paths and cycles (under
each of TS, TJ, and TAR). Our algorithms are constructive, i.e., we explicitly show
how a reconfiguration sequence can be constructed in a yes-instance. On paths,
we claim that our algorithm constructs a shortest reconfiguration sequence. As
a result, we obtain a complexity dichotomy for k-PVCR on (planar) graphs with
respect to their maximum degree.
4.2 Preliminaries
In this section, we define some useful notation and terminology. For standard concepts
on graphs, readers are referred to [35]. Let G be a simple graph with vertex-set V (G)
and edge-set E(G). For two vertices u, v, we denote by distG(u, v) the distance between
u and v in G, i.e., the length of a shortest path between them. For a vertex v ∈ V (G),
we denote by G− v the graph obtained from G by removing v. For two vertex-subsets I
and J , we denote by G[I∆J ] the subgraph of G induced by their symmetric difference
I∆J = (I \J)∪ (J \ I). For a fixed integer k ≥ 2, we say that a vertex v covers a k-path
(i.e., a path on k vertices) Pk in G if v ∈ V (Pk). A vertex-subset I is called a k-path
vertex cover if every k-path in G contains at least one vertex from I. In other words,
vertices of I cover all k-paths in G. We denote by ψk(G) the size of a minimum k-path
vertex cover of G. Trivially, for n ≥ k ≥ 2, ψk(Pn) = bn/kc and ψk(Cn) = dn/ke for a
path Pn and a cycle Cn on n vertices.
Throughout this chapter, we denote by (G, I, J,R) an instance of k-PVCR under a
reconfiguration rule R ∈ {TJ,TS,TAR}, where I and J are two k-path vertex covers of
G. We shall respectively call a reconfiguration sequence under each of TS, TJ, and TAR
by a TS-sequence, TJ-sequence, and TAR(u)-sequence. Formally, let S = 〈I0, I1, . . . , I`〉
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be an ordered sequence of k-path vertex covers of G. The length of S is defined as `,
i.e., if S is a reconfiguration sequence then its length is exactly the number of steps it
performs under the given reconfiguration rule. Imagine that a token is placed at each
vertex of a k-path vertex cover of G. We may sometimes identify a token with the vertex
where it is placed on and say “a token in a k-path vertex cover”. We say that S is a
TS-sequence between two k-path vertex covers I0 and I` if for each i ∈ {0, . . . , ` − 1},
there exist two vertices xi and yi such that Ii \ Ii+1 = {xi}, Ii+1 \ Ii = {yi}, and
xiyi ∈ E(G). Roughly speaking, Ii+1 is obtained from Ii by sliding the token placed on
xi to yi along an edge xiyi. Similarly, we say that S is a TJ-sequence between I0 and I`
if for each i ∈ {0, . . . , `− 1}, there exist two vertices xi and yi such that Ii \ Ii+1 = {xi},
Ii+1 \ Ii = {yi}. Intuitively, Ii+1 is obtained from Ii by jumping the token placed on
xi to yi. Now, if max{|Ii| : 0 ≤ i ≤ `} ≤ u for some positive integer u, and for each
i ∈ {0, . . . , ` − 1}, there exists a vertex xi such that Ii∆Ii+1 = {xi} then we say that
S is a TAR(u)-sequence between I0 and I`. Roughly speaking, Ii+1 is obtained from Ii
by either adding a token to xi or removing a token from xi. If a TS-, TJ-, or TAR(u)-
sequence between two k-path vertex covers I and J exists, we say that I and J are
reconfigurable under TS, TJ, or TAR, respectively.
Using a similar argument as in [52, Theorem 1], we can show that
Lemma 10. There exists a TJ-sequence of length ` between two k-path vertex covers
I, J of a graph G with |I| = |J | = s if and only if there exists a TAR(s+ 1)-sequence of
length 2` between them.
Proof. A TJ-sequence of length ` is indeed equivalent to a TAR(s + 1)-sequence of
length 2` where resulting k-path vertex covers are of size either s or s + 1 as follows:
each TJ-step that moves a token from x to y is equivalent to two TAR-steps that add a
token to y and remove a token from x. As a result, the only-if direction is clear.
On the other hand, let S be a TAR(s+1)-sequence between I and J . We shall represent
S as follows: each member of S is a pair (α, β) where α is • if no addition/removal is
performed, and +x or −x if a token is added to or removed from vertex x, respectively,
and β is the size of the resulting token-set after performing the operation described by
α. It is sufficient to show that there exists a TAR(s + 1)-sequence between I and J
where each resulting k-path vertex cover is of size either s or s+ 1. We construct such
a sequence by modifying S as follows. Let (−x, β) be the first member of S such that
β = s− 1. Let (+y, β′) be the first member of S after (−x, β) that performs an addition
operation. If x = y then S can be shorten by removing two redundant steps. Otherwise,
S can be modified by adding a token to y first and then remove a token from x. Clearly,
the modified sequence is also a TAR(s+1)-sequence. Apply this modification repeatedly,
we finally obtain our desired TAR(s+ 1)-sequence.
A reconfiguration sequence of minimum length is called a shortest reconfiguration
sequence. For a reconfiguration sequence S = 〈I0, I1, . . . , Ip〉, we denote by revS the
reverse of S, i.e., the reconfiguration sequence 〈Ip, . . . , I1, I0〉. For two reconfiguration
sequences S = 〈I0, I1, . . . , Ip〉 and S′ = 〈I ′0, I ′1, . . . , I ′q〉 under the same reconfiguration
rule, if Ip = I
′
0 then we say that they can be concatenated and define their concate-
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nation S ⊕ S′ as the reconfiguration sequence 〈I0, I1, . . . , Ip, I ′1, . . . , I ′q〉. We assume for
convenience that if S′ is empty then S ⊕ S′ = S′ ⊕ S = S.
4.3 Hardness Results
In this section, we show the hardness of k-PVCR on some well-known graph classes.
First of all, we show that
Theorem 17. k-PVCR is PSPACE-complete under each of TS, TJ, and TAR even when
the input graph is a planar graph of maximum degree 4, or a bounded bandwidth graph.
Additionally, k-PVCR is PSPACE-complete under TS on chordal graphs and bipartite
graphs. Under each of TJ and TAR, k-PVCR is NP-hard on bipartite graphs.
Proof. First, we show the PSPACE-completeness of k-PVCR under TJ. Given two
distinct minimum k-path vertex covers I and J of a graph G and a single reconfiguration
rule, the Minimum k-Path Vertex Cover Reconfiguration (Min-k-PVCR) problem
asks whether there is a reconfiguration sequence between I and J . For k = 2, the
Min-k-PVCR problem is also known as Minimum Vertex Cover Reconfiguration
(Min-VCR).
Clearly, since k-Path Vertex Cover is in NP [24], it follows from [51] that k-
PVCR is in PSPACE. Since k-PVCR is more general than Min-k-PVCR, in order to show
the PSPACE-completeness of k-PVCR, it suffices to reduce from the Min-VCR problem
(which is known to be PSPACE-complete [51]) to the Min-k-PVCR problem. More pre-
cisely, given an instance (G, I, J,TJ) of Min-VCR, we construct a corresponding instance
(G′, I ′, J ′,TJ) of Min-k-PVCR as follows. Let G′ be the graph obtained from G by joining
each vertex x of G to a new path P x on b(k − 1)/2c vertices. We choose I ′ = I and
J ′ = J . Note that each vertex cover of G is also a k-path vertex cover of G′, Moreover,
for any minimum k-path vertex cover I ′ of G′, if I ′ contains a new vertex y in a path P x
for some vertex x of G then (I ′ \{y})∪{x} is also a minimum k-path vertex cover of G′,
because any k-path covered by y must also be covered by x. Consequently, (G′, I ′, J ′,TJ)
is an instance of Min-k-PVCR.
It is clear that this construction can be done in polynomial time. It remains to
show that (G, I, J,TJ) is a yes-instance of Min-VCR if and only if (G′, I ′, J ′,TJ) is a
yes-instance of Min-k-PVCR.
Assume that (G, I, J,TJ) is a yes-instance of Min-VCR, that is, there exists a TJ-
sequence 〈I = I0, I1, . . . , Ip = J〉 between I and J in G. Clearly, for any i ∈ {0, 1, . . . , p},
the set Ii is also a minimum k-path vertex cover of G
′. Then, 〈I = I0, I1, . . . , Ip = J〉 is
also a TJ-sequence between I ′ = I and J ′ = J in G′.
Now, assume that (G′, I ′, J ′,TJ) is a yes-instance of Min-k-PVCR in G′, that is, there
exists a TJ-sequence S = 〈I ′ = I ′0, I ′1, . . . , I ′q = J ′〉 between I ′ = I and J ′ = J in G′. We
claim that (G, I, J,TJ) is also a yes-instance by constructing a TJ-sequence between I and
J in G. For i ∈ {0, 1, . . . , q}, let Ii = I ′i \
⋃
x∈V (G) V (P
x)∩
⋃
x∈V (G){x : I ′i ∩V (P x) 6= ∅},
where P x denotes the new path joined to the vertex x ∈ V (G). Intuitively, Ii is obtained
from I ′i by moving each token placed at some new vertex in P
x to x itself. Since any
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k-path covered by some vertex in P x is also covered by x, and each I ′i is minimum,
such moves are well-defined. Clearly, each Ii is a minimum vertex cover of G. For
i ∈ {0, 1, . . . , q− 1}, let x′i and y′i be two distinct vertices of G′ such that I ′i \ I ′i+1 = {x′i}
and I ′i+1 \I ′i = {y′i}. Next, we will show that Ii+1 can be obtained from Ii by performing
at most one TJ-step in G.
• Case 1: x′i ∈ V (G) and y′i ∈ V (G). By definition, Ii \ Ii+1 = {x′i} and Ii+1 \ Ii =
{y′i}.
• Case 2: x′i ∈ V (G) and y′i ∈ V (G′) \ V (G). Then, y′i must belong to a new
path P y joined to some vertex y ∈ V (G). By definition, Ii \ Ii+1 = {x′i} and
Ii+1 \ Ii = {y}. Note that if x′i = y, then Ii = Ii+1. Moreover, as we consider
minimum k-path vertex covers, y /∈ I ′i and therefore y /∈ Ii; otherwise, we cannot
move the token on x′i to y
′
i.
• Case 3: x′i ∈ V (G′) \ V (G) and y′i ∈ V (G). As before, x′i must belong to a
new path P x joined to some vertex x ∈ V (G). By definition, Ii \ Ii+1 = {x} and
Ii+1 \ Ii = {y′i}. Note that if x = y′i, then Ii = Ii+1.
• Case 4: x′i ∈ V (G′) \ V (G) and y′i ∈ V (G′) \ V (G). As before, x′i (resp. y′i)
must belong to a new path P x (resp. P y) joined to some vertex x ∈ V (G) (resp.
y ∈ V (G)). By definition, Ii \ Ii+1 = {x} and Ii+1 \ Ii = {y}. Note that if x = y,
then Ii = Ii+1.
Clearly, the sequence obtained from 〈I0, I1, . . . , Iq〉 by removing redundant vertex covers
(i.e., those equal to their predecessors) is a TJ-sequence in G that reconfigures I = I0 to
J = Iq.
It is not hard to see that in the above reduction, if the input graph G is either planar,
or bounded bandwidth, or chordal, or bipartite, then so is the constructed graph G′.
(In fact the bandwidth of G′ is O(k). However, since we defined that k is a fixed
integer, G′ is of bounded bandwidth.) The hardness results under TAR are followed
by combining the known results for Vertex Cover Reconfiguration, the above
results, and Lemma 10. For those under TS, it is sufficient to show that any TJ-sequence
S = 〈I0, I1, . . . , Iq〉 between two minimum k-path vertex covers I = I0 and J = Iq of the
constructed graph G′ can be converted into a TS-sequence between them in G′.
First of all, if Ii ⊆ V (G) for all i ∈ {0, 1, . . . , q} then we claim that S itself is indeed
a TS-sequence. More precisely, we show that for each i ∈ {0, 1, . . . , q − 1}, if xi and
yi are two distinct vertices of G such that Ii \ Ii+1 = {xi} and Ii+1 \ Ii = {yi} then
xiyi ∈ E(G) ⊆ E(G′). Suppose to the contrary that yi is not adjacent to xi. We note
that each Ii (i ∈ {0, 1, . . . , q}) is also a minimum vertex cover of G. Now, in order to
move the token on xi to yi for obtaining a new vertex cover Ii+1 of G, each edge of G
incident with xi must already be covered by its other endpoint; otherwise, moving xi
to yi left some non-covered edge. However, this means that one can obtain a vertex
cover of smaller size by simply removing xi from Ii, which contradicts the fact that Ii is

















Figure 4.1: (a) A configuration of an NCL machine, (b) NCL and vertex, and (c) NCL
or vertex.
Now, from the above reduction, we know that there is always a TJ-sequence S′ between
two k-path vertex covers I ′ = I \
⋃
x∈V (G) V (P
x) ∩
⋃
x∈V (G){x : I ∩ V (P x) 6= ∅} and
J ′ = J \
⋃
x∈V (G) V (P
x) ∩
⋃
x∈V (G){x : J ∩ V (P x) 6= ∅}, where all members of S′ are
subsets of V (G). Here P x denotes the new path joined to the vertex x ∈ V (G). As a
result, S′ is also a TS-sequence in G′. To construct a TS-sequence between I and J , it
suffices to show that one can construct a TS-sequence S′′ between I and I ′ in G′. In
a similar manner, we will be able to construct a TS-sequence between J and J ′, and a
TS-sequence between I and J can be formed by simply reconfiguring I to I ′, then I ′
to J ′, and finally J ′ to J . Let x ∈ V (G) be such that I ∩ V (P x) = {x′}. Since I is a
minimum k-path vertex cover of G′, we have x /∈ I. We claim that I can be reconfigured
to I \ {x′} ∪ {x} using TS-steps. Let P = v0v1 . . . v` (0 ≤ ` ≤ b(k − 1)/2c) be the
unique path in G′ joining v0 = x and v` = x
′. Note that for each j ∈ {1, . . . , `}, any
k-path covered by vj is also covered by each vertex in {v0, . . . , vj−1}. Moreover, as we
consider minimum k-path vertex covers, exactly one of vj (j ∈ {0, 1, . . . , `}) contains
a token. Hence, one can obtain I \ {x′} ∪ {x} from I by simply sliding the token on
x′ ∈ I to x along the path P . Applying this process repeatedly for each x ∈ V (G) where
I ∩ V (P x) 6= ∅, we obtain a TS-sequence in G′ between I and I ′. Our proof is complete.
In the above discussion, we show the PSPACE-completeness for planar graphs of
maximum degree 4. Furthermore, using a reduction from the Nondeterministic Con-
straint Logic [49, 88], we can improve this result as follows.
Theorem 18. k-PVCR remains PSPACE-complete under each of TS, TJ, and TAR even
on planar graphs of bounded bandwidth and maximum degree 3.
Proof. In this proof, we only show the cases for TS and TJ, because the case for TAR
can be shown similar to the proof of Lemma 10.
This result can be obtained by constructing polynomial-time reductions from Non-
deterministic Constraint Logic (NCL, for short), introduced by Hearn and De-
maine [49]. This problem is often used to prove the computational hardness of puzzles
and games, because a reduction from this problem requires to construct only two types
of gadgets, called and and or gadgets.
Nondeterministic Constraint Logic (NCL). Now we define NCL problem [49].
An NCL “machine” is an undirected graph together with an assignment of weights from
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{1, 2} to each edge of the graph. An (NCL) configuration of this machine is an orientation
(direction) of the edges such that the sum of weights of in-coming arcs at each vertex is
at least two. Figure 4.1(a) illustrates a configuration of an NCL machine, where each
weight-2 edge is depicted by a thick (blue) line and each weight-1 edge by a thin (red)
line. Then, two NCL configurations are adjacent if they differ in a single edge direction.
Given an NCL machine and its two configurations, it is known to be PSPACE-complete
to determine whether there exists a sequence of adjacent NCL configurations which
transforms one into the other [49].
An NCL machine is called an and/or constraint graph if it consists of only two types
of vertices, called “NCL and vertices” and “NCL or vertices” defined as follows:
• A vertex of degree three is called an NCL and vertex if its three incident edges
have weights 1, 1 and 2. (See Figure 4.1(b).) An NCL and vertex u behaves as
a logical and, in the following sense: the weight-2 edge can be directed outward
for u if and only if both two weight-1 edges are directed inward for u. Note that,
however, the weight-2 edge is not necessarily directed outward even when both
weight-1 edges are directed inward.
• A vertex of degree three is called an NCL or vertex if its three incident edges have
weights 2, 2 and 2. (See Figure 4.1(c).) An NCL or vertex v behaves as a logical
or: one of the three edges can be directed outward for v if and only if at least one
of the other two edges is directed inward for v.
It should be noted that, although it is natural to think of NCL and/or vertices as
having inputs and outputs, there is nothing enforcing this interpretation; especially for
NCL or vertices, the choice of input and output is entirely arbitrary because an NCL
or vertex is symmetric.
For example, the NCL machine in Figure 4.1(a) is an and/or constraint graph. From
now on, we call an and/or constraint graph simply an NCL machine, and call an edge
in an NCL machine an NCL edge. NCL remains PSPACE-complete even if an input
NCL machine is planar and bounded bandwidth [88].
Constructing gadgets. In our reduction, we construct two types of gadgets named
and/or gadgets, which correspond to NCL and/or vertices, respectively. Both and/or
gadgets consist of one main part and three connecting parts. Each connecting part
corresponds to each incident NCL edge of the corresponding vertex. Then we replace
each of vertices in NCL machine with its corresponding gadget so that each pair of
adjacent vertices sharing their connecting parts.
Each connecting part is formed P2k−2. Note that if we want to cover this path with
only one vertex, we must choose one of the two center vertices. In our reduction, choosing
one of the two vertices corresponds to inward direction, and the other one corresponds
to outward direction.
Now we explain the construction of and gadget. Consider an NCL and vertex. Fig-
ure 4.3(a) illustrates all valid orientations of the edges incident to an NCL and vertex.
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(a) (b)
Figure 4.2: Gadgets for 3-PVCR. (a) The and gadget. (b) The or gadget.
Two boxes are joined by an edge if their orientation are adjacent. We construct our and
gadget so that it correctly simulates this reconfiguration graph in Fig. 4.3(a).
Figure 4.2(a) illustrates our and gadget for the case where k = 3. The main part
of and gadget forms Pk. Note that we must choose at least one of the vertices on this
part to obtain k-PVC. Then we connect one endpoint to two connecting parts which
corresponding weight-1 edges, and connect the other endpoint to a connecting part
which corresponding weight-2 edge. Fig. 4.3(b) illustrates the reconfiguration graph
for all 3-PVCs of the and gadget where we allow to choose at most four vertices as
3-PVC. Each large dashed box surrounds all 3-PVCs choosing the same vertices from
their connecting part. Then we can see that these 3-PVCs are “internally connected,”
that is, any two 3-PVCs in the same dashed box are reconfigurable with each other
without changing the vertices in connecting parts. Furthermore, this gadget preserves
the “external adjacency” in the following sense: if we contract the 3-PVCs in the same
dashed box in Fig. 4.3(b) into a single vertex, then the resulting graph is exactly the
graph depicted in Fig. 4.3(a). Therefore, we can conclude that our and gadget correctly
works as an NCL and vertex.
Next we explain the construction of or gadget. Figure 4.2(b) illustrates our or gadget
for the case where k = 3. The main part of or gadget forms Ck+1 (cycle consists of
k + 1 vertices). Note that we must choose at least two of the vertices on this part
to obtain k-PVC. Then we arbitrary choose three distinct vertices from this cycle and
connect them to three connecting parts one by one. To verify that this or gadget
correctly simulates an NCL or vertex, it suffices to show that this gadget satisfies both
the internal connectedness and the external adjacency. Since this gadget has only 18
3-PVCs where we allow to choose at most five vertices as 3-PVC. Therefore, by same
way to and gadget, we can easily check these sufficient conditions.
Reduction. As we have explained before, we replace each of NCL and/or vertices
with its corresponding gadget; let G be the resulting graph. Recall that NCL remains














Figure 4.3: (a) All vaild orientations of the edges incident to an NCL and vertex, and
(b) all 3-PVCs of the and gadget. The 3-PVCs connected by an edge are
adjacent by TJ/TS rules, while the 3-PVCs connected by dashed edge are
adjacent only by TJ rule.
Since both our gadgets are planar, consist of only a constant number of edges, and of
maximum degree three, the resulting graph G is also planar, bounded bandwidth and of
maximum degree three. (In fact the number of edges in our gadget is O(k). However,
since we defined that k is a fixed integer, it becomes constant.)
In addition, we construct two k-PVCs of G which correspond to two given NCL
configurations of the NCL machine. Note that there are (in general, exponentially) many
k-PVCs which correspond to the same NCL configuration. However, by the construction
of the gadgets, no two distinct NCL configurations correspond to the same k-PVC of G.
Therefore, we arbitrarily choose two k-PVCs of G which correspond to two given NCL
configurations.
This completes the construction of our corresponding instance of k-PVCR. Clearly
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the construction can be done in polynomial time.
Correctness. Let CI and CJ be two given NCL configurations of the NCL machine.
Let I and J be two k-PVCs of G which correspond to CI and CJ , respectively. We now
prove that there exists a desired sequence of NCL configurations between CI and CJ if
and only if there exists a reconfiguration sequence between I and J .
We first prove the only-if direction. Suppose that there exists a desired sequence
S = 〈C0, C1, . . . , C`〉 of NCL configurations between C0 = CI and C` = CJ . Consider
any two adjacent NCL configurations Ci−1 and Ci in the sequence. Then only one NCL
edge vw changes its orientation between Ci−1 and Ci. Notice that, since both Ci−1
and Ci are valid NCL configurations, the NCL and/or vertices v and w have enough
in-coming NCL edges even without vw. Recall that both and/or gadgets are internally
connected and preserve the external adjacency. Therefore, any reversal of an NCL edge
can be simulated by a reconfiguration sequence of k-PVCs of G, and hence there exists
a reconfiguration sequence between I and J .
We now prove the if direction. Suppose that there exists a reconfiguration sequence
S = 〈I0, I1, . . . , I`〉 (I0 = I and I` = J). Notice that, by the construction of gadgets,
any k-PVC of G corresponds to a valid NCL configuration. Let Ci be an NCL config-
uration corresponds to Ii, for i ∈ {0, . . . , `}. By deleting redundant orientations from
C0, C1, . . . , C` if needed, we can obtain a sequence of valid adjacent orientations between
CI and CJ . This completes the proof of Theorem 18.
4.4 Polynomial-Time Algorithms
4.4.1 Trees
In this section, we show polynomial-time algorithms for k-PVCR on trees under each
of TJ and TAR. We first show a polynomial-time algorithm for the problem under TJ.
Then, using Lemma 10 and the above result, we show a polynomial-time algorithm for
the problem under TAR.
First, in order to solve the problem under TJ, we claim that for an instance (T, I, J,TJ)
of k-PVCR on a tree T , if |I| = |J |, one can construct in polynomial time a TJ-sequence
between I and J . The idea is to construct a canonical k-path vertex cover I? such that
both I and J can be reconfigured to I? under TJ.
Before constructing I?, we prove the following lemma, which describes an useful algo-
rithm for partitioning a tree into subtrees satisfying certain conditions.
Lemma 11. Let T be a tree on n vertices rooted at a vertex r. Assume that ψk(T ) ≥ 1.
Then, in O(n) time, one can partition T into ψk(T ) subtrees T1(r), . . . , Tψk(T )(r) such
that for each i ∈ {1, . . . , ψk(T )},
(i) Each k-path vertex cover I satisfies I ∩ V (Ti(r)) 6= ∅.
(ii) There is a vertex that covers all k-paths in Ti(r).
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Algorithm 1: Partition(T, k, r).
Input: A tree T on n vertices rooted at r and a positive integer k;
Output: A partition of T into ψk(T) subtrees;
1 i := 1;
2 while T contains a properly rooted subtree Tv do
3 if T − Tv contains a properly rooted subtree then
4 Ti(r) := Tv;
5 i := i+ 1;
6 else
7 Ti(r) := T ;
8 T := T − Tv;
9 P (T ) = {T1(r), . . . , Ti(r)};
10 return P (T );
Proof. To construct a partition P (T ) = {T1(r), . . . , Tψk(T )(r)} of T satisfying the
described conditions, we slightly modify the algorithm PVCPTree(T, k) in [24] as follows.
A properly rooted subtree Tv of T is a subtree of T induced by the vertex v and all its
descendants (with respect to the root r) satisfying the following conditions
1. Tv contains a path on k vertices;
2. Tv − v does not contain a path on k vertices.
The modified algorithm Partition(T, k, r) systematically searches for a properly rooted
tree Tv, decides whether Tv belongs to a solution P (T ), and if so, add Tv to P (T ), and
remove Tv from the input tree T .
From [24], it follows that Partition(T, k, r) runs in O(n) time. From the construction
of P (T ), it is clear that (i) always holds. We show (ii) by induction on ψk(T ).
For a tree T with ψk(T ) = 1, let Tv be a properly rooted subtree of T . Since any k-path
vertex cover of T contains a vertex from Tv, it follows that ψk(T −Tv) = ψk(T )− 1 = 0,
which implies that T − Tv does not contain any properly rooted subtree, and therefore
P (T ) = {T}. To see that (ii) holds, note that v must cover all k-paths in Tv, and
therefore it also covers all k-paths in T ; otherwise, T − Tv contains a k-path that is not
covered by v, and then must contain a properly rooted subtree, which is a contradiction.
Assume that (ii) holds for any tree T with ψk(T ) < c, for some constant c > 1. For a
tree T rooted at some vertex r with ψk(T ) = c, let Tv be a properly rooted subtree of
T , where v is some vertex of T . From the algorithm Partition, it follows that v must
cover all k-paths in Tv = T1(r). Since c > 1, the tree T − Tv contains a properly rooted
subtree. By inductive hypothesis, for each i ∈ {2, 3, . . . , ψk(T )}, there is a vertex that
covers all k-paths in Ti(r). Therefore, (ii) holds for any tree T with ψk(T ) ≥ 1.
We are now ready to show that
Theorem 19. For any instance (T, I, J,TJ) of k-PVCR on a tree T , I and J are recon-
figurable if and only if |I| = |J |. Moreover, a reconfiguration sequence between them, if
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exists, can be constructed in O(n) time. Consequently, k-PVCR under TJ can be solved
in linear time on trees.
Proof. Clearly, if I and J are reconfigurable under TJ, they must be of the same size.
To prove this theorem, it suffices to show that for an instance (T, I, J,TJ) of k-PVCR on
a tree T , one can construct in polynomial time a TJ-sequence between I and J .
A minimum k-path vertex cover Ir can be easily constructed in linear time by mod-
ifying Partition as follows: Initially, Ir = ∅. In each iteration of the while loop, add
to Ir the vertex v of the properly rooted subtree Tv that is currently considering. Let
I? be any k-path vertex cover of size |I| = |J | such that Ir ⊆ I?. We claim that both I
and J can be reconfigured to I? under TJ. As a result, a TJ-sequence between I and J
can be constructed by reconfiguring I to I?, and then I? to J .
We now show how to construct a TJ-sequence between I and I?. Let P (T ) =
{T1(r), . . . , Tψk(T )(r)} be a partition of T resulting from the algorithm Partition and
let I0 = I.
• Step 1: For each i ∈ {1, . . . , ψk(T )}, let vi ∈ Ir ∩ V (Ti(r)). If vi does not contain
a token in Ii−1, we jump a token from some vertex xi ∈ Ii−1 ∩ V (Ti(r)) to vi.
Otherwise, we do nothing. Let Ii be the resulting set. Note that any k-path in
T covered by xi must also be covered by some vj with j ≤ i. A simple induction
shows that Ii = Ii−1 \ {xi} ∪ {vi} forms a k-path vertex cover of T .
• Step 2: For x ∈ Iψk(T ) \ I
? and y ∈ I? \ Iψk(T ), we simply jump the token on x
to y, and repeat the process with Iψk(T ) \ {x} and I
? \ {y} instead of Iψk(T ) and
I?, respectively. Since Ir ⊆ Iψk(T ) ∩ I
? is already a minimum k-path vertex cover,
any TJ-step described above results a k-path vertex cover of T .
Since each token in I is jumped at most once, the above construction can be done in
linear time. We have described how to construct a TJ-sequence from J to I?. In a similar
manner, a TJ-sequence between J and I? can be constructed. Our proof of Theorem 19
is complete.
Consequently, combining Theorem 19 and Lemma 10, we have
Theorem 20. For any instance (T, I, J,TAR(u)) of k-PVCR on a tree T , one can decide
if I and J are reconfigurable in polynomial time.
4.4.2 Paths and Cycles
Here, we describe polynomial-time algorithms for k-PVCR on paths and cycles. As paths
and cycles are the only (planar) graphs of maximum degree 2, by combining Theorem 18
and our results, we have a complexity dichotomy of k-PVCR on (planar) graphs. Addi-
tionally, on paths, we claim that one can construct a shortest reconfiguration sequence
between any two given k-path vertex covers (if exists) under each reconfiguration rule
TS, TJ, and TAR. Due to the page limitation, we omit several technical details.
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k-PVCR on Paths. By Theorems 19 and 20, clearly k-PVCR on paths can be solved
in polynomial time under each of TJ and TAR. In this section, we slightly improve this
result by showing that one can construct a shortest reconfiguration sequence between
two k-path vertex covers on a path not only under each of TJ and TAR but also under
TS.
Given an instance (P, I, J,TJ) of k-PVCR where |I| = |J | = s, one can construct a
shortest TJ-sequence between I and J . Suppose that vertices in I = {vi1 , . . . , vis} and
J = {vj1 , . . . , vjs} are ordered such that 1 ≤ i1 < · · · < is ≤ n and 1 ≤ j1 < · · · < js ≤ n.
In each step of the algorithm, we move a token on the “rightmost” vertex vip ∈ I \ J to
the “rightmost” vertex vjp ∈ J \ I if ip > jp or vice-versa otherwise, for p ∈ {1, . . . , s}.
As a reconfiguration sequence is reversible, one can easily form a TJ-sequence between
I and J . Note that each step of the algorithm reduces |I∆J |/2 by exactly 1. Finally,
we obtain a shortest TJ-sequence between I and J of length exactly |I∆J |/2.
Theorem 21. Given an instance (P, I, J,TJ) of k-PVCR on a path P , the k-path vertex
covers I and J are reconfigurable if and only if |I| = |J |. Moreover, we can compute a
shortest reconfiguration sequence in O(n) time.
Proof.
Let P = v1v2 . . . vn be a given path. In the following, we use the expression right-
most instead of using “with the largest index”. Algorithm 2 describes an algorithm
PVCRPathTJ(P, I, J) for k-PVCR on paths under TJ.
Algorithm 2: PVCRPathTJ(P, I, J)
Input: A path P of n vertices, initial token-set I, and target token-set J ;
Output: A reconfiguration sequence S;
1 Let S, SI , SJ be reconfiguration sequences, and initialize them by ∅;
2 while I∆J 6= ∅ do
3 vi ← the rightmost vertex in P [I∆J ];
4 if vi ∈ I then
5 Find the rightmost token vj in J \ I (here j < i);
6 SI := SI ⊕ 〈I, I \ {vi} ∪ {vj}〉;
7 I := I \ {vi} ∪ {vj};
8 if vi ∈ J then
9 Find the rightmost token vj in I \ J (here j < i);
10 SJ := SJ ⊕ 〈J, J \ {vi} ∪ {vj}〉;
11 J := J \ {vi} ∪ {vj};
12 S := SI ⊕ revSJ ;
13 return S;
Clearly, if I and J are reconfigurable under TJ then they are of the same size. It
remains to show the if direction. To this end, we show that PVCRPathTJ(P, I, J) correctly
constructs a TJ-sequence between two k-path vertex covers I, J of the same size. In each
iteration of the while loop, when vi ∈ I, we confirm that if we move a token from vi
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to vj , the resulting token-set still keeps k-path vertex cover property. In other words,
the constructed sequence SI is indeed a TJ-sequence. Suppose to the contrary that
moving the token on vi to the left (i.e., to the direction in which the indices get smaller)
results in some non-covered k-path, say Q = v`v`+1 . . . v`+k−1, where ` ≤ i ≤ ` + k − 1
and j + 1 ≤ ` ≤ n − k + 1. Since J is a k-path vertex cover, there must be some
vertex v`′ ∈ J for ` ≤ `′ ≤ ` + k − 1. Also, since vi ∈ I \ J , `′ 6= i. If `′ < i, then
v`′ ∈ I; otherwise, vj ∈ J \ I is not rightmost. If `′ > i, then v`′ ∈ I; otherwise, vi is
not rightmost in P [I∆J ]. Therefore v`′ ∈ J ∩ I always covers P , a contradiction. In
a similar manner, one can also verify that SJ is indeed a TJ-sequence. Let I
′ be the
k-path vertex cover obtained when the condition of the while loop is violated. Clearly,
SI (resp. SJ) reconfigures I (resp. J) to I
′. Therefore, S = SI ⊕ revSJ reconfigures I
to J .
Next, we claim that S is shortest. Note that any TJ-sequence between I and J uses
at least |I∆J |/2 TJ-steps. Moreover, in PVCRPathTJ(P, I, J), we move tokens exactly
|I∆J |/2 times: in each iteration, exactly one token (either from I \J or J \ I) is moved,
and then the size of I∆J decreases by 2. Therefore, S is shortest. Consequently, the
running time is O(n).
By Theorem 21 and Lemma 10, we obtain the following result on k-PVCR on a path
P under TAR.
Theorem 22. For any instance (P, I, J,TAR(u)) of k-PVCR on a path P on n vertices,
one can decide if I and J are reconfigurable in linear time.
Proof. Clearly, if u < max{|I|, |J |} or u = ψk(P ) then (P, I, J,TAR) is a no-instance,
because either I or J cannot be modified by adding/removing tokens. We now consider
the case u ≥ max{|I|, |J |} and u > ψk(P ). Note that if |I| < |J | then we can add tokens
to I until the resulting k-path vertex cover is of size |J |, simply because u ≥ max{|I|, |J |}.
As a result, we can assume without loss of generality that |I| = |J | = s for some constant
s. By Theorem 21 and Lemma 10, it follows that there always exists a TAR(s + 1)-
sequence between I and J . If s+ 1 ≤ u then clearly a TAR(s+ 1)-sequence, and we are
done. Assume that s+1 > u. Since u ≥ s and u > ψk(P ), it follows that u = s and both
I and J are not minimum. Now we need to check if we can remove at least one token from
I (resp. J), which can be done in linear time as follows. Given a path P = v1v2 . . . vn, let
us assume that I = {vi1 , vi2 , . . . , vis} where 1 ≤ i1 < i2 < · · · < is ≤ n. In order to check
if a token on u can be removed, assuming u = vij for some j such that 1 ≤ j ≤ s, we do
as follows. (1) If j ∈ {2, . . . , s− 1}, then check if distG(vij−1 , vij+1) ≤ k, and (2) if j = 1,
then check if distG(v1, vij ) ≤ k− 1, and (3) if j = s, then check if distG(vij , vn) ≤ k− 1.
Indeed, this can be done in O(n) time: for each token, one needs O(1) time for checking
if the resulting set obtained by removing u is still a k-path vertex cover. The correctness
of this checking easily follows from the definition of k-path vertex cover. One can see
that similar things can be done for J . If the above checking process returns true for
both I and J , we remove exactly one token from I (resp. J) to obtain a new k-path
vertex cover I ′ (resp. J ′) of size s − 1. By Theorem 21 and Lemma 10, there exists
a TAR(u)-sequence between I ′ and J ′, and combining this sequence with the previous
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removal steps gives us a TAR(u)-sequence between I and J . Otherwise, we can conclude
that the given instance is a no-instance, because the first step of reconfiguring (either
from I to J or vice versa) is to remove some token (since u = s, adding a token is not
possible).
Now we sketch the idea for solving the problem under TS in polynomial time. Given
an instance (P, I, J,TS) of k-PVCR where |I| = |J | = s, one can construct a shortest
TS-sequence between I and J . Suppose that vertices in I = {vi1 , . . . , vis} and J =
{vj1 , . . . , vjs} are ordered such that 1 ≤ i1 < · · · < is ≤ n and 1 ≤ j1 < · · · < js ≤ n.
Our goal is to construct a shortest TS-sequence (of length
∑s
p=1 distP (vip , vjp)) that
repeatedly slides the token on the “leftmost” vertex vip ∈ I to the “leftmost” vertex
vjp ∈ J if ip < jp or vice-versa otherwise, for p ∈ {1, . . . , s}.
The key point is, in certain conditions, one can construct in polynomial time a function
Push(P, I, i, j) whose task is to output a TS-sequence that moves the token placed at
some vertex vi of the k-path vertex cover I to vertex vj in a given path P = v1v2 . . . vn,
where 1 ≤ i < j ≤ i + k ≤ n. Roughly speaking, Push(P, I, i, j) slides the token t on
vi toward vj along the path Pij = vivi+1 . . . vj until either t ends up at vj or there is
some index p ∈ {i, . . . , j − 1} where t is already placed at vp but cannot immediately
move to vp+1 because there is already some token t
′ placed there. In the latter case, one
can recursively call Push to slide t′ from vp+1 to vp+2 and therefore enabling t (which
is currently placed at vp) to slide to vp+1. Now, the same situation happens again with
t and t′, and the resolving procedure can be done in the same manner as before. This
process stops when t is finally placed at vj .
The following lemma says that if certain conditions are satisfied, the output of Push(P, I, i, j)
is indeed a TS-sequence that reconfigures the k-path vertex cover I to some other k-path
vertex cover of P .
Lemma 12. Let P = v1v2 . . . vn be a path on n vertices, and let I be a k-path vertex
cover of P . Let i ∈ {1, . . . , n} be such that either i ≤ k + 1 or {vi−1, . . . , vi−k} ∩ I 6= ∅.
If {vi, vi+1, . . . , vi+p} ⊆ I and vi+p+1 /∈ I for some integer p satisfying 0 ≤ p ≤ n− i− 1,
then there exists a TS-sequence in P that reconfigures I to I \ {vi, vi+1, . . . , vi+p} ∪
{vi+1, . . . , vi+p+1}. Consequently, if the assumption is satisfied, the output of Push(P, I, i, j)
is indeed a TS-sequence in P that reconfigures I to some k-path vertex cover of P .
Proof. We prove the lemma by induction on p. If p = 0, then by the assumption,
the lemma clearly holds because the token on vi can indeed be moved to vi+1 without
leaving any non-covered k-path. Assume that if {vi, vi+1, . . . , vi+p−1} ⊆ I and vi+p /∈ I
for some integer p satisfying 0 ≤ p ≤ n − i − 1, then there exists a TS-sequence S′ in
P that reconfigures I to I \ {vi, vi+1, . . . , vi+p−1} ∪ {vi+1, . . . , vi+p}. We claim that if
{vi, vi+1, . . . , vi+p} ⊆ I and vi+p+1 /∈ I for some integer p satisfying 0 ≤ p ≤ n − i − 1,
then there exists a TS-sequence S in P that reconfigures I to I \ {vi, vi+1, . . . , vi+p} ∪
{vi+1, . . . , vi+p+1}. Note that the k-path vi+p−k+1 . . . vi+p is (at least) covered by both
vi+p−1 and vi+p. Therefore, the token on vi+p can be slid to vi+p+1 without leaving any
non-covered k-path. More formally, I ′ = I \ {vi+p} ∪ {vi+p+1} is a k-path vertex cover
in P . By the inductive hypothesis, there exists a TS-sequence S′ that reconfigures I ′ to
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I ′ \ {vi, vi+1, . . . , vi+p−1}∪ {vi+1, . . . , vi+p} = I \ {vi, vi+1, . . . , vi+p}∪ {vi+1, . . . , vi+p+1}.
Thus, S = 〈I, I ′〉 ⊕ S′ is our desired TS-sequence. It is not hard to see that each
iteration of the while loop in Push(P, I, i, j) performs exactly the procedure we have
just described (the case p = 0 corresponds to the steps outside the if condition, the
case p ≥ 0 corresponds to the recursive call inside the if condition). As a result, if the
assumption of this lemma is satisfied, Push(P, I, i, j) is indeed a TS-sequence.
Clearly, the function Push(P, I, ip, jp) can be used to slide a token on vip to vjp for
p ∈ {1, . . . , s} and ip < jp. Thus, we have the following theorem.
Theorem 23. Given an instance (P, I, J,TS) of k-PVCR on a path P , the k-path vertex
covers I and J are reconfigurable if and only if |I| = |J |. Moreover, we can compute a
shortest reconfiguration sequence in O(n2) time.
Proof. Before proving Theorem 23, we describe the algorithm PVCRPathTS(P, I, J)
that takes two k-path vertex covers I and J of P with |I| = |J | as the input, and returns
a TS-sequence between them. In the following, we use the expression leftmost instead
of using “with the smallest index”.
Before introducing PVCRPathTS(P, I, J), we describe a function Push(P, I, i, j) whose
task is to output a sequence of TS-steps (which, in general, may not be a TS-sequence)
that moves the token placed at some vertex vi of the k-path vertex cover I to vertex
vj in a given path P = v1v2 . . . vn, where 1 ≤ i < j ≤ i + k ≤ n. Roughly speaking,
Push(P, I, i, j) slides the token t on vi toward vj along the path Pij = vivi+1 . . . vj until
either t ends up at vj or there is some index p ∈ {i, . . . , j − 1} where t is already placed
at vp but cannot move to vp+1 because there is already some token t
′ placed there. In
the second case, one can recursively call Push to slide t′ from vp+1 to vp+2 and therefore
enabling t (which is currently placed at vp) to slide to vp+1. Now, the same situation
happens again with t and t′, and the resolving procedure can be done in the same manner
as before. This process stops when t is finally placed at vj .
Function 3: Push(P, I, i, j)
Input: A path P = v1 . . . vn, a k-path vertex cover I, and two indices i and j
with 1 ≤ i < j ≤ i+ k ≤ n;
Output: A sequence S of TS-steps that moves the token on vi to vj ;
1 S = ∅;
2 while i 6= j do
3 if vi+1 ∈ I then
4 S := S ⊕ Push(P, I, i+ 1, i+ 2); // Both S and I are updated
5 S := S ⊕ 〈I, I \ {vi} ∪ {vi+1}〉;
6 I := I \ {vi} ∪ {vi+1};
7 i := i+ 1;
8 return S;
Now, we describe PVCRPathTS(P, I, J). Suppose that vertices in I = {vi1 , . . . , vis} and
J = {vj1 , . . . , vjs} are ordered such that 1 ≤ i1 < · · · < is ≤ n and 1 ≤ j1 < · · · < js ≤ n,
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where s = |I| = |J |. Intuitively, PVCRPathTS(P, I, J) outputs a TS-sequence that slides
the token on vip to vjp for p ∈ {1, . . . , s}. Since P is a path, this is the only way of sliding
tokens, and thus any TS-sequence between I and J uses at least
∑s
p=1 distP (vip , vjp) TS-
steps.
Algorithm 4: PVCRPathTS(P, I, J)
Input: A path P = v1v2 . . . vn, two k-path vertex covers I, J ;
Output: A TS-sequence S between I and J in P ;
1 Let S, SI , SJ be reconfiguration sequences, and initialize them by ∅;
2 while I 6= J do
3 Mark all vertices in I and J as untouched;
4 Find the leftmost untouched vertex vi ∈ I and the leftmost untouched
vertex vj ∈ J ;
5 if i < j then
6 SI := SI ⊕ Push(P, I, i, j) ; // I is updated in Push
7 else
8 SJ := SJ ⊕ Push(P, J, j, i) ; // J is updated in Push
9 Mark vi and vj as touched;
10 S := SI ⊕ revSJ ;
11 return S;
Now we prove Theorem 23. As before, the only-if direction is trivial. We show that
PVCRPathTS(P, I, J) constructs a shortest TS-sequence between two k-path vertex covers
I, J of P with |I| = |J | in O(n2) time.
We first verify that the output of PVCRPathTS(P, I, J) is a TS-sequence between I and
J in P . Note that if in the current iteration of the while loop in PVCRPathTS, the token
on vi is moved to vj (i.e., i < j), then the distance between vj and the two untouched
vertices considered in the next iteration must be at most k; otherwise, some non-covered
k-path appears. Then, the assumption of Lemma 12 is satisfied in the next iteration.
A similar argument holds for i > j. As a result, the function Push always returns a
TS-sequence. Let I ′ be the k-path vertex cover of P obtained when the condition of the
while loop of PVCRPathTS(P, I, J) is violated. Then, it is not hard to see that SI (resp.
SJ) is a TS-sequence that reconfigures I (resp. J) to I
′, and therefore S = SI ⊕ revSJ
reconfigures I to J .
Note that in the function Push(P, I, i, j) (and also Push(P, J, j, i)), Push is called
at most once for each vertex of P , which implies Push(P, I, i, j) runs in O(n) time.
Moreover, PVCRPathTS marks each vertex in I and J exactly twice. Thus, in total,
PVCRPathTS runs in O(n2) time.
To conclude the proof of Theorem 23, we show that the TS-sequence S between I and
J in P obtained from PVCRPathTS(P, I, J) is shortest. To see this, note that for each
p ∈ {1, . . . , s}, either the token t on vip ∈ I is slid to vjp ∈ J or the token t′ on vjp ∈ J
is slid to vip ∈ I in some iteration of the while loop in PVCRPathTS(P, I, J), and either
SI or SJ is then updated accordingly. Suppose that the algorithm slides t to vjp . Note
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that if there is any token t′′ placed at some vertex viq (iq ∈ {ip + 1, . . . , jp} in the path
vipvip+1 . . . vjp , then even when t
′′ is moved by some Push calls, by the time t ends up
at vj , t
′′ cannot be placed at any vertex whose index is larger than jq. (We always have
ip < iq ≤ jp < jq for all such iq.) Clearly, if no such viq exists, sliding t has no effect
on sliding any other token in the next iterations. A similar argument holds in case the
algorithm slides t′. Thus, we can conclude that PVCRPathTS(P, I, J) performs exactly∑s
p=1 distP (vip , vjp) TS-steps, and therefore outputs a shortest TS-sequence.
k-PVCR on Cycles. Let C = v0v1 . . . vn−1v0 be a given n-vertex cycle, and let
(C, I, J,R) be a k-PVCR instance on C under a reconfiguration rule R ∈ {TJ,TS,TAR(u)}.
We remark that if |I| = |J | = dn/ke and n = c · k for some c, then (C, I, J,R) where
R ∈ {TS,TJ} is a no-instance. This is because no tokens can be moved in such instances.
Here we assume that the indices of vertices on the cycle increase in the clockwise
manner. We claim that it is possible to apply the algorithms for paths to cycles, by
cutting a cycle into a path with a vertex in I ∩ J . Our algorithms do not always
achieve the shortest reconfiguration sequence. However, we later show that achieving
the shortest sequence even on cycles under TJ might not be trivially easy, since we can
systematically create the instances such that the length of the shortest reconfiguration
sequence is not equal to |I∆J |/2.
Now, we describe the sketch how to cut C under TJ, TS, and TAR. In the TS case,
without loss of generality, we can assume that either |I| 6= dn/ke or n 6= c · k holds. If v
is already in I ∩ J , we cut C by removing v. The following lemma ensures that if I and
J are reconfigurable in C − v, then I ∪ {v} and J ∪ {v} are reconfigurable in C.
Lemma 13. Let C be an n-vertex cycle and v be a token in I ∩ J of C. Then, for any
k-path vertex cover I ′ of C − v, I ′ ∪ {v} is a k-path vertex cover of C.
Proof. Let us assume v to be v0; otherwise we can use the renumbering of vertices
on C. Consider a path P = C − v = v1v2 . . . vn−2vn−1 and a k-path vertex cover I ′
on P . Since I ′ covers all the k-paths on P , I ′ has at least one token on the k-path
P ′ = v1v2 . . . vk and also at least one token on the k-path P
′′ = vn−kvn−k+1 . . . vn−1.
Now v is a token in I ∩ J , if we connect two endpoints v1 and vn−1 with v and create a
cycle, all new k-paths include v and those paths are covered by v. This completes the
proof.
If I∩J = ∅, there exists at least one token movable in the clockwise or counterclockwise
direction. Here, we say a token u is movable if and only if (i) there exists a neighbor v of
u such that no token is placed on v, and (ii) moving a token on u to v results a k-path
vertex cover.
Lemma 14. If either |I| 6= dn/ke or n 6= c · k holds, then there exists at least one token
movable by at least one step in the clockwise or counterclockwise direction. Furthermore,
we can find such a token in linear time.
Proof. If |I| 6= dn/ke, since dn/ke is a minimum size of k-path vertex cover on n-vertex
cycle, we can assume |I| ≥ dn/ke + 1. This implies that there exists some k-path that
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has at least two tokens on it. We can find such a path (and thus such tokens) in linear
time, since there are at most n distinct k-paths on an n-vertex cycle. Once we find such
tokens, e.g., u and v, at least one of them can move at least one step in clockwise or
counterclockwise direction, since the k-path is now covered by u and v and if we move
v, either u or v still covers the k-path. Hence, if |I| 6= dn/ke, this lemma holds.
Consider the case |I| = dn/ke and n is not divisible by k. Since I is a k-path vertex
cover, I covers all k-paths in C. Clearly, C is a cycle of size n if and only if the number
of edges of C is n. Suppose to the contrary that each k-path in C has exactly one token
of I. Then, the length of the cycle is |I| · (k − 1) + |I| = |I| · k, which contradicts to
the assumption that n is not divisible by k. By this argument, similarly to the above
|I| 6= dn/ke case, there exists at least one k-path which has two tokens of I, and we can
find them in linear time. This completes the proof.
After finding such a movable token, we can use rotate operation repeatedly until ob-
taining at least one vertex in I∩J . Here, the rotate operation takes a token-set, a movable
token which can be slid at least one step towards direction d ∈ {clockwise, counterclockwise}
as input, and outputs a TS-sequence that slides all tokens one step towards d. After
obtaining at least one vertex in I ∩ J , we can perform the cutting operation as before.
Next, we consider the TJ case. Since any TS-sequence is also a TJ-sequence, we can
perform the same cutting operation as in the TS case. Then, using this cutting operation,
we can show that
Theorem 24. Given an instance (C, I, J,R) of k-PVCR on a cycle C where R ∈ {TS,TJ},
if |I| = |J | = dn/ke and n = c·k for some c, then (C, I, J,R) is a no-instance. Otherwise,
the k-path vertex covers I and J are reconfigurable if and only if |I| = |J |. Moreover,
we can compute a reconfiguration sequence for TJ rule in O(n) time, and for TS rule in
O(n2) time.
Proof. We describe an algorithm (Algorithm 6) that takes C = v0v1 . . . vn−1v0, initial
token-set I, and target token-set J and outputs a reconfiguration sequence S if exists,
and otherwise says no-instance. Lemma 13 shows that it is possible to cut the cycle C
with a vertex v ∈ I ∩ J ; in other words, it is equivalent to consider problems on a path
P = C − v.
Lemma 14 allows us to find at least one movable token if either |I| 6= dn/ke or n 6= c ·k
holds. Here, we say a token u is movable if and only if (i) there exists a neighbor v of
u such that no token is placed on v, and (ii) moving a token on u to v results a k-path
vertex cover.
After finding such a movable token, we can use the rotate operation described in Func-
tion 5 and obtain at least one vertex v ∈ I∩J . Let us assume that I = {vi0 , vi1 , . . . , vis−1}
where 0 ≤ i0 < i1 < · · · < is−1 ≤ n−1. Here, let vij be a token that is movable to at least
one step in the direction d ∈ {clockwise, counterclockwise}, where j ∈ {0, . . . , s− 1}.
One can observe that, by Lemma 14, the reconfiguration sequence obtained by rot(I, ij , d)
is a TS-sequence. This is indeed true, since it moves each token in I by exactly one step
keeping the k-path vertex cover property, by starting to move tokens from vij along the
cycle until we meet vij again.
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Function 5: rot(I, ij , d)
Input: A token-set I, a token on vij ∈ I, d ∈ {clockwise, counterclockwise};
Output: A TS-sequence S;
1 S := ∅;
2 c := j;
3 if d is clockwise then
4 repeat
5 S := S ⊕ 〈I, I \ {vic} ∪ {v(ic+1) mod n}〉;
6 I := I \ {vic} ∪ {v(ic+1) mod n};
7 c := (c+ 1) mod n;
8 until c = j;
9 else
10 repeat
11 S := S ⊕ 〈I, I \ {vic} ∪ {v(ic−1) mod n}〉;
12 I := I \ {vic} ∪ {v(ic−1) mod n};
13 c := (c− 1) mod n;
14 until c = j;
15 return S;
By Lemma 13 and Lemma 14, PVCRCycleTS(C, I, J) is shown to be correct. Note
here that, for k-PVCR on cycles under TJ, one can use PVCRPathTJ(C − v, I, J) instead
of applying PVCRPathTS(C − v, I, J) in the algorithm. For the computation time, since
(i) while loop takes O(kn) time and (ii) PVCRPathTS(C − v, I, J) runs in O(n2) time,
PVCRCycleTS(C, I, J) runs in O(n2) time. For TJ case, since PVCRPathTJ(C − v, I, J)
runs in O(n) time, PVCRCycleTJ(C, I, J) runs in O(n) time.
For the TAR case, we can use the result for the TJ case and Lemma 10 to show that
Theorem 25. For any instance (C, I, J,TAR(u)) of k-PVCR on a cycle C, one can
decide if I and J are reconfigurable in linear time.
Proof. Clearly, if u < max{|I|, |J |} or u = ψk(C) then (C, I, J,TAR) is a no-instance,
because either I or J cannot be modified by adding/removing tokens. We now consider
the case u ≥ max{|I|, |J |} and u > ψk(C). Note that if |I| < |J | then we can add tokens
to I until the resulting k-path vertex cover is of size |J |, simply because u ≥ max{|I|, |J |}.
As a result, we can assume without loss of generality that |I| = |J | = s for some constant
s. Now we have |I| = |J | = s and u > ψk(C), we divide into two cases: u ≥ s + 2 or
u = s+ 1.
Consider the case u ≥ s + 2. If I ∩ J = ∅, then we add one token v /∈ I ∪ J .
Then we can cut C by v and consider the instance (C − v, I \ {v}, J \ {v}) on the path
C − v under TAR(u′) where u′ ≥ s + 1. Then, by Theorem 21 and Lemma 10, I is
always reconfigurable to J under TAR(u). Otherwise, i.e., I ∩ J 6= ∅, we can use the
similar argument as before with |I| = |J | = s − 1 and u ≥ s + 1, therefore I is always
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Algorithm 6: PVCRCycleTS(C, I, J)
Input: A cycle C = v0v1 . . . vn−1v0, initial token-set I, and target token-set J ;
Output: A reconfiguration sequence S if it exists; otherwise says no-instance;
1 S := ∅;
2 if I ∩ J = ∅ and |I| = dn/ke and n is divisible by k then
3 return (C, I, J) is a no-instance;
4 Find a token vi ∈ I such that it can move at least one step in clockwise or
counterclockwise direction, and let d be such a direction;
5 while I ∩ J = ∅ do
6 S := S ⊕ rot(I, i, d) ; // I is updated in rot(I, i, d)
7 if d is clockwise then
8 i := (i+ 1) mod n;
9 else
10 i := (i− 1) mod n;
11 Pick one token v ∈ I ∩ J ;
12 S′ = PVCRPathTS(C − v, I, J);
13 Update S′ by adding v to each of its members;
14 S := S ⊕ S′;
15 return S;
reconfigurable to J under TAR(u).
Next, consider the case u = s+ 1. If I ∩ J 6= ∅, also similar argument can be applied
as before with |I| = |J | = s−1 and u = s. Hence, in this case, I is always reconfigurable
to J under TAR(u). Otherwise, we first find a token of I which is movable in direction
d ∈ {clockwise, counterclockwise}. Recall that a token u is movable to some vertex v if
the resulting set still keeps a k-path vertex cover property. If we can find such a token,
we can rotate I in d until I ∩ J 6= ∅ as in the algorithm PVCRCycleTS. We note that
though such rotation forms a TS-sequence (which is also a TJ-sequence), by Lemma 10,
it can be converted to a TAR(u)-sequence. If we finish the rotation, then we can also
cut C by v ∈ I ∩J and similar argument can be applied as before. Else, assume without
loss of generality that no token in I can move. Then, by Lemma 14, it follows that I
is minimum and n = c · k. Now we have u = s + 1, and we can add exactly one token.
However, even when adding a new token v, one cannot remove any other token u while
keeping the k-path vertex cover property. Suppose to the contrary, let I ′ = I \{u}∪{v}.
This implies that I ′ can be obtained from I by jumping the token on u to v. However,
since n = c ·k and I and I ′ are token sets of minimum size, then I cannot be reconfigured
to I ′ under TJ, a contradiction.
Consequently, we have
Theorem 26. k-PVCR on cycles under each of TJ and TAR(u) can be solved in O(n)
time, and under TS can be solved in O(n2) time.





Figure 4.4: An instance (C, I, J,TJ) that requires more than |I∆J |/2 steps to reconfigure
(C, I, J,TJ) of k-PVCR (k ≥ 3) under TJ on a cycle C, one may need to use more
than |I∆J |/2 TJ-steps even in a shortest TJ-sequence. Intuitively, the lower bound
|I∆J |/2 seems to be easy to achieve under TJ, simply by jumping tokens one by one
from I \ J to J \ I. However, as we show in the following lemma, to keep the k-path
vertex cover property, sometimes a token in I may need to jump to some vertex not in
J \ I beforehand. This implies the non-triviality of finding a shortest reconfiguration
sequence even under TJ.
Lemma 15. For k-PVCR (k ≥ 3) yes-instances (C, I, J,TJ) on cycles where C =
v0v1 . . . v3k−2v0, I = {v0, vk, v2k} and J = {v3k−2, v2k−2, vk−1}, the length of a short-
est reconfiguration sequence from I to J is greater than |I∆J |/2.
Proof. We illustrate such instances in Figure 4.4. In Figure 4.4, black tokens are
in I, and white tokens are in J . Note that distC(v2k−2, v2k) = 2 and distC(vk−1, vk) =
distC(v3k−2, v0) = 1.
First, v0 is the only vertex that covers the path P = v0v1 . . . vk−1, which means v0
cannot move directly to some vertex outside P , such as v3k−2 or v2k−2. Therefore, v0
has no choice but to move directly to vk−1. However then, the path v2k+1 . . . v3k−2
v0 . . . vk−2 is of length 2k − 3 ≥ k. By these arguments, v0 cannot directly move to
vk−1. Similarly, since v2k is the only vertex that covers the path P
′ = vk+1 . . . v2k, the
possible way is only to move v2k directly to v2k−2, which also results in a non-covered
path v2k−1 . . . v3k−2 of length k. It is clear that vk cannot move either v2k−2 or vk−1.
Therefore, every token in I cannot move directly to one of the tokens in J , which means
it requires at least one step to put some token on some vertex v /∈ I∆J . This also holds
for the case moving tokens in J to I. Hence, the length of the reconfiguration sequence
is greater than |I \ J | = |J \ I| = |I∆J |/2.
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Finally, we confirm that the created instance is a yes-instance. First, for example,
one can move v2k to v2k−1, since after such a move the k-vertex path v2k . . . v0 is cov-
ered by the token v0 and another k-vertex path v2k−1 . . . v3k−2 is covered by the to-
ken v2k−1. Then, now the length of path v2k−1 . . . vk is k, hence vk can be moved to
vk−1 by the similar argument. Therefore, by the reconfiguration sequence S = 〈I =
{v0, vk, v2k}, {v0, vk, v2k−1}, {v0, vk−1, v2k−1}, {v3k−2, vk−1, v2k−1}, {v3k−2, vk−1, v2k−2} =
J〉, one can reconfigure I to J .
4.5 Concluding Remarks
In this chapter, we have investigated the complexity of k-PVCR under each of TS, TJ, and
TAR for several graph classes. In particular, several known hardness results for VCR (i.e.,
k = 2) can be generalized for k-PVCR when k ≥ 3. Additionally, we proved a complexity
dichotomy for k-PVCR by showing that it remains PSPACE-complete even if the input
(planar) graph is of maximum degree 3 (using a reduction from NCL) and can be solved
in polynomial time when the input (planar) graph is of maximum degree 2 (i.e., it is either
a path or a cycle). On the positive side, we designed polynomial-time algorithms for
k-PVCR on trees under each of TJ and TAR. We also showed how to construct a shortest
reconfiguration sequence on paths, and presented an example showing the nontriviality
of finding shortest reconfiguration sequences on cycles even under TJ. The question
of whether one can solve k-PVCR on trees under TS in polynomial time remains open.
Another target graphs may be chordal graphs (under each of TJ and TAR), cographs, and
graphs of treewidth at most 2. Even on graphs of treewidth at most 2, the complexity
of VCR remains open.
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5 Minimum (Maximum) Weighted Path
Cover problem
5.1 Introduction
Given a graph G = (V,E) where V and E are the sets of vertices and edges respectively,
a collection P of vertex-disjoint paths is called a path cover on G if every vertex v ∈ V
is contained in exactly one path of P. The goal of Path Cover problem (PC for
short) is to find a path cover with the minimum number of paths on G. PC is a very
fundamental problem and contains the well-known Hamiltonian Path problem, which
is to seek a single path visiting every vertex exactly once. Therefore, if Hamiltonian
Path problem is NP-complete for a certain graph class G, PC is also NP-complete for
G. In this chapter, we introduce generalizations of PC, by focusing on the cost of each
path contained in a path cover. Our problems are defined as follows:
Problem. Minimum (Maximum) Weighted Path Cover (MinPC (MaxPC))
Let U = {0, 1, . . . , n − 1} denote a set of path lengths. Given a graph G = (V,E) and
a cost (profit) function f : U → R ∪ {+∞,−∞}, which defines a cost (profit) for each
path in its length, find a path cover P of G such that the total cost (profit) of the paths
in P is minimized (maximized).
Let L be a subset of U . We denote the set of paths of length ` ∈ L as PL. We,
especially, consider MinPC whose cost function is f(`) = 1 if ` ∈ L; otherwise f(`) = 0.
The problem is denoted by MinPLPC and is to find a path cover with the minimum
total cost of paths of length ` ∈ L. This time, namely, MinPLPC is a problem to find
a path cover with the minimum number of paths of length ` ∈ L since we consider a
binary cost function. We also consider the problem MaxPLPC with f(`) = ` + 1, if
` ∈ L, and f(`) = 0, otherwise. We can see that the objective function of MaxPLPC is
to maximize the number of vertices contained in the paths with length ` ∈ L in a path
cover. Note that several classical problems can be seen as special cases of MinPC or
MaxPC. For example, the Hamiltonian Path and the Maximum Matching problems
are equivalent to MinP {n−1}PC and MaxP {1}PC, respectively. Also, the MaxPkPacking
problem (defined later) is a special case of MaxPC.
One of the most natural variants of PC is to have some bounds of lengths for paths,
for example, the number of vertices of each path, in the path cover. In fact, such a
variant problem has been well-researched for several years [28, 76, 57, 67]. Chen et.
al. [28] state that, if the number of vertices of each path in the path cover is restricted
to exactly some constant k, then the problem is called Pk-partitioning. Similarly, if
the number of vertices of each path in the path cover is at most some constant k, then
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the problem is called k-Path Partition (kPP), which is to find a minimum collection
of vertex-disjoint paths. We remark that, kPP is equivalent to MinPC with cost function
f such that, each cost of paths of length 0, . . . , k − 1 is 1 and otherwise +∞. One can
see that the definition of kPP is a nice relaxation of Pk-partitioning, since it always
ensures the existence of a feasible solution on any given graph, while Pk-partitioning
not. The authors in [28] also mention that 2PP corresponds to the Maximum Matching
problem and thus it can be solved in polynomial time, but for each k ≥ 3, kPP is NP-
hard [44]. Further, they provide a 4/3-approximation algorithm for 3PP using a local
search technique [28]. The maximization variant of Pk-partitioning is also studied,
which is often called MaxPkPacking. Given a graph G, MaxPkPacking aims to find
the maximum number of vertex-disjoint paths of exactly k vertices. MaxPkPacking
is equivalent to MaxPC with cost function f(k − 1) = k, f(0) = 0, and f(`) = −∞ for
` ∈ {0, . . . , n − 1} \ {0, k − 1}. Monnot and Toulouse [67] prove that MaxPkPacking
is NP-hard on bipartite graphs of maximum degree three for k ≥ 3, and especially
MaxP3Packing is NP-hard even on planar bipartite graphs of maximum degree three.
Also, the authors show a 1/2-approximation algorithm for MaxP3Packing on bipartite
graphs and that the approximation ratio is tight.
On the other hand, for the variant of PC with a lower bound of the size of each path,
there are only few algorithmic results so far. Almost all of the known results for this
variant are, as it were, from the graph-theoretical point of view, such as the existence of
such path covers and its necessary and sufficient conditions. For example, we can find
a related recent result in [91]. A P≥3-factor F of a graph G is a spanning subgraph of
G such that every component of F is a path of length at least two [53]. A graph G is
called a P≥3-factor covered graph if G has a P≥3-factor including any edge of G. Zhou et
al. [91] show some sufficient conditions for graphs to be P≥3-factor covered graphs. Very
recently, Cai et al. [25] and Gómez and Wakabayashi [47] have independently started to
study this variant from the algorithmic point of view. In the former paper, they propose
algorithms for path cover problems with minimum number of length-0 paths and with
minimum total number of length-0 and length-1 paths. The latter paper especially
studies path cover problems of finding the minimum number of length-0 paths. The
maximization variant is also introduced. In the previous papers [25, 47], it is known
that MinP {0}PC and MinP {0,1}PC with the same cost function as ours can be solved in
polynomial time. This fact also shows that MaxP {1,...,n−1}PC and MaxP {2,...,n−1}PC are
both polynomial-time solvable.
In this chapter, we show that MinP {0,1,2}PC is NP-hard even on planar bipartite
graphs with maximum degree three. Our result can also be evaluated with the following
perspective. When one tries to seek the complexity of PC on some graph subclass,
usually it depends on the hardness of Hamiltonian Path problem on the same class.
In other words, it has never been argued which length of path affects the hardness of PC.
Thus, our result can be recognized as the first step of revealing the hidden structures in
PC. Our main goal is to reveal the computational complexities of this path cover variant
with respect to k, restricting the input graph structures.
Our contribution is as follows.
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• First, we show that MinP {0,1,2}PC is NP-hard on planar bipartite graphs with
maximum degree three, reduced from Planar 3-SAT. Furthermore, our reduc-
tion shows that there exist no approximation algorithms for MinP {0,1,2}PC unless
P=NP.
• Fortunately, however, we can solve MinP {0,...,k}PC on graphs with bounded treewidth
in polynomial time. In other words, we show that MinP {0,...,k}PC is fixed-parameter
tractable with a combined parameter k + tw. Assuming we are given an n-vertex
graph of width at most W together with its tree decomposition, the computation
time of our algorithm is O(42W ·W 2W+2 · (k + 2)2W+2 · n).
The organization of this chapter is as follows. First, we show our hardness results in
Section 5.3. Next, we show that MinP {0,1,...,k}PC can be solved in polynomial time on
graphs with bounded treewidth in Section 5.4.
5.2 Preliminaries
All graphs considered in this chapter are unweighted, undirected, and simple, that is,
graphs are containing no self loops or multiple edges. Let G = (V,E) be such a graph,
where V and E denote the set of vertices and edges, respectively. V (G) and E(G) also
denote the vertex set and the edge set of G, respectively. The open neighborhood of
a vertex v is denoted as N(v). The degree of a vertex v on G is denoted as degG(v),
which is defined as degG(v) = |N(v)|. A path p of k vertices from a vertex v1 to vk is
represented as p = 〈v1, . . . , vk〉. The vertices on p is referred as V (p) and v1 and vk are
called endpoints of p. A length of path p is defined by the number of edges contained
in p, denoted by `(p). If the length of a path p is `, then we say that p is a length-`
path. We often use P ` to denote a set of length-` paths. To simplify the expression,
let the set of lengths `1, `2, . . . , `c be denoted as “length-{`1, `2, . . . , `c}”. Also, let the
set of paths of length `1, `2, . . . , or `c be denoted as P
{`1,`2,...,`c}. Consider two paths
Q1 = 〈vp, . . . , vq〉 and Q2 = 〈vr, . . . , vs〉 such that vq is adjacent to vr. A concatenation
Q of Q1 and Q2 is a path Q = 〈vp, . . . , vq, vr, . . . , vs〉 and denoted as Q = Q1⊕Q2. Since
the graph is simple, this concatenation is defined uniquely if we are given two paths. For
a graph G, a path cover P of G is a set of vertex-disjoint paths such that every vertex in
G belongs to exactly one path of P. We refer to the path cover without length-{0, 1, 2}
paths as a length-{0, 1, 2}-free path cover.
An induced subgraph of G by the vertex set S is denotes as G[S]. A graph is called
planar if we can draw the graph on the plane without crossing any edges. A graph is
called bipartite if its vertex set can be partitioned into two independent sets. A graph
is called subcubic if the degree of each vertex on the graph is at most 3.
Given a graph G, a tree decomposition of G is a pair T = (T, {Xt}t∈V (T )), where T is
a tree and Xt is a subset of V (G) called a bag, such that
• every vertex of G is contained in at least one bag,
• for every edge uv ∈ E(G), there exists a node t ∈ V (T ) such that bag Xt contains
both u and v, and
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• for every vertex v ∈ V (G), the set Tv = {t ∈ V (T ) : v ∈ Xt}, i.e., the set of nodes
whose corresponding bags contain v, induces a connected subtree of T .
The width of a tree decomposition is maxt∈V (T ) |Xt| − 1, and the treewidth of the graph
G is the minimum possible width of a tree decomposition of G. Note that, given a graph,
it is NP-hard to obtain the optimal treewidth of the graph [11]. If the treewidth of a
graph G is bounded in some constant W , then G is called a bounded-treewidth graph,
or a graph with bounded treewidth. To avoid a confusion, we shall refer to the vertices
of the decomposition tree T as nodes, and the vertices of G as vertices. Let us pick an
arbitrary node of T as root of the tree decomposition. Given a node t ∈ V (T ), by Vt,
we denote the vertex subset of G which consists of Xt and the vertices contained in all
bags of descendants nodes of t in T .
We call the rooted tree decomposition “nice” if every node of the (rooted) tree de-
composition is one of the following four types:
• Leaf : t is a leaf of T such that Xt = ∅.
• Introduce vertex: t has one child node t′ such that Xt = Xt′ ∪ {v} for some
vertex v of G. We say that v is introduced in t.
• Forget: t has one child node t′ such that Xt = Xt′ \ {w} for some vertex w of G.
We say that w is forgotten in t.
• Join: t has two children t1 and t2 such that Xt = Xt1 = Xt2 .
It is known that a nice tree decomposition of a graph with bounded treewidth can be
found in linear time [17]. In our algorithm, we use an extended version of the above
tree decomposition, such that it has one more additional type of node called “introduce
edge node”. This type of node allows us to add edges one by one, and it often helps in
simplifying the description of the algorithm. For each edge e in E(G), there is exactly
one introduce edge node in T labeled with e. Precisely, it is defined as follows, following
the definition in [32]:
• Introduce edge: a node t, labeled with an edge uv ∈ E(G) such that u, v ∈ Xt,
and with exactly one child t′ such that Xt = Xt′ . We say that edge uv is introduced
at t.
If we are given a nice tree decomposition of a graph with bounded treewidth, then this
extended version can also be obtained in linear time. Without loss of generality, we
henceforth assume that we are given both a graph G and its nice tree decomposition
T = (T, {Xt}t∈V (T )) of an extended version. With each node t of the tree decom-
position we associate a subgraph Gt of G defined as follows: Gt = (Vt, Et = {e |
e is introduced in the subtree rooted at t}).
Before proceeding to our results, we show some basic results. We define the decision
version of MinPLPC, named MinPLPC(t), as follows: Given a graph G = (V,E) and
an integer t, is there a path cover P of G such that the total cost of the paths in P is
at most t? Recall that we currently consider MinPC that the cost function is f(`) = 1
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if ` ∈ L; otherwise f(`) = 0. Therefore, in the above definition, we can consider the
problem is to determine whether there is a path cover P of G such that the number of
length-L paths is at most t.
Here, we should emphasize that, for example, MinP {0,...,k}PC(t) coincides with Hamil-
tonian Path problem if k = n − 2 and t = 0. Summing up the results shown in [25]
and the NP-completeness of Hamiltonian Path problem, we obtain the following
(in)tractabilities with respect to k.
Theorem 27. MinP {0}PC and MinP {0,1}PC are in P, while MinP {0,1,...,n−2}PC is NP-
complete.
5.3 NP-hardness of MinP {0,1,2}PC
In this section, we show the following theorem:
Theorem 28. MinP {0,1,2}PC(0) is NP-complete for planar bipartite graph with maxi-
mum degree three.
From the above theorem, we can derive that MinP {0,1,2}PC does not admit any
polynomial-time approximation algorithm unless P=NP.
Corollary 3. MinP {0,1,2}PC does not admit any polynomial-time approximation algo-
rithm unless P=NP.
Proof. Clearly MinP {0,1,2}PC(0) is in NP. Hence, we show a polynomial-time reduction
from Planar 3-SAT to MinP {0,1,2}PC(0). Planar 3-SAT is a variant of 3-SAT such
that the associated graph of given formula is planar [63]. Note that, for a given CNF-
formula φ with a collection C of m clauses over the n variables X = {x1, x2, . . . , xn}, the
associated graph Gφ = (Vφ, Eφ) is defined as follows:
Vφ = X ∪ C
Eφ = E1 ∪ E2
where
E1 = {(x,C) | x ∈ C or x ∈ C, x ∈ X,C ∈ C}
E2 = {(x1, x2), (x2, x3), . . . (xn−1, xn), (xn, x1)}.
An instance of Planar 3-SAT is given as a CNF-formula φ together with a planar em-
bedding of the associated graph Gφ. φ is a collection of m clauses C = {C1, C2, . . . , Cm}
over the n variables X = {x1, x2, . . . , xn}, and each clause containing at most three vari-
ables. It is known that Planar 3-SAT remains NP-complete even for the case where
each variable occurs in exactly three clauses, once negated and twice not negated [65].
Here, it is trivial that Planar 3-SAT without the edge set E2 is also NP-complete un-




Figure 5.1: A part of associated graph Gφ. xj occurs in C`(j,1) and C`(j,2), and xj occurs
in C`(j,3).
in the rest of this paper, we assume that each instance of Planar 3-SAT is such an
instance, that is, Planar 3-SAT without the edge set E2.
Let φ be an instance of Planar 3-SAT. For each 1 ≤ j ≤ n, let C`(j,1), C`(j,2)
and C`(j,3) be three clauses such that xj occurs in C`(j,1) and C`(j,2), and xj occurs in
C`(j,3). Without loss of generality, we assume that the cyclic order of edges incident to
xj on Gφ is C`(j,1), C`(j,2) and C`(j,3) in counterclockwise manner (see Figure 5.1). As
a preprocessing, also, we can assume that each clause has two or three literals, since
if a clause has only one literal then the true/false assignment of the variable is defined
uniquely to satisfy the clause.
Now we give a construction of G, an instance of MinP {0,1,2}PC(0). In our construction,
we use two kinds of gadgets, say a variable gadget and a clause gadget (see Figures 5.2
and 5.3). A clause gadget (A) ((B), resp.) in Figure 5.3 is for a clause with two (three,
resp.) literals. The variable gadget Gj has six special vertices vj,1, vj,2, vj,3, vj,1, vj,2
and vj,3. We use three of these vertices to connect with a vertex on clause gadget. In
fact, by assumption of this proof, we use only vj,1, vj,2 and vj,3. A clause gadget H
2
i
for a clause with two literals has two vertices wi,1, wi,2 for connecting to the variable
gadgets. Similarly, a clause gadget H3i for a clause with three literals has three vertices
wi,1, wi,2, wi,3 for connecting to the variable gadgets. First, we put n copies of the variable
gadget G1, G2, . . . , Gn, and for each clause Ci, if Ci has two (three, resp.) literals then we
put the copy of H2i (H
3
i , resp.). Each Gj (Hi, resp.) corresponds to the variable xj (the
clause Ci, resp.) Finally, for each 1 ≤ j ≤ n, we add an edge between vj,1 and w`(j,1),1,
w`(j,1),2, or w`(j,1),3, vj,2 and w`(j,2),1, w`(j,2),2, or w`(j,2),3, and vj,3 and w`(j,3),1, w`(j,3),2,
or w`(j,3),3. Clearly, our construction is done in polynomial time. By our construction,
we can confirm that G is bipartite and maximum degree three. Furthermore, since the
associated graph Gφ is planar, G is also planar.
Next, we show the correctness of our reduction. We show that Planar 3-SAT is yes
if and only if MinP {0,1,2}PC(0) is yes, that is, there is a length-{0, 1, 2}-free path cover
on G.
Before proceeding to the details, we note that for each variable gadget, in order to
achieve length-{0, 1, 2}-free path cover, basically only two ways of path covers are allowed
as shown in Figure 5.4. The key points of our variable gadget are shown with gray colored
boxes in Figure 5.5. Due to these structures, a length-{0, 1, 2}-free path cover is forced to
include either (A) or (B) paths shown in Figure 5.6. Otherwise, for example if some path
cover includes such paths shown in Figure 5.7 with white boxes, then there appear the
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vj,1 vj,1 vj,2 vj,2 vj,3 vj,3
Figure 5.2: The variable gadget Gj for a variable xj
(A) (B)
Figure 5.3: The clause gadget H2i (H
3
i , resp.) for a clause Ci with two literals (three
literals, resp.).
gray colored structures as shown in Figure 5.7 and we cannot achieve length-{0, 1, 2}-free
path cover by any choices of paths. Hence, we can assume that the path cover of (A)
((B), resp.) in Figure 5.4 corresponds to assigning variable xj to be false (true, resp.)
Here, we refer to a path which includes the edge between a variable gadget and a clause
gadget as a “bridge” path.
(⇒) Let us assume that φ is an yes-instance of Planar 3-SAT. Then, for each clause,
there exists at least one literal which is assigned to be true. The point is that if the
literals corresponding to wi,j in Hi are true, then we put the bridge paths of length 3
(or 4) in the path cover. Now we confirm that there exists a length-{0, 1, 2}-free path
cover in five possible cases: There exists (I) one true literal in Ci with three literals,
(II) two true literals in Ci with three literals, (III) three true literals in Ci with three
literals, (IV) one true literal in Ci with two literals, and (V) two true literals in Ci with
two literals.
The case Ci with three literals has one true literal: In this case, we divide into two
cases, such that (1) the literal which corresponds to wi,1 (or wi,3), or (2) wi,2 is
true. See Figure 5.8 for clarity. In case (1), assuming wi,1 is true, we put the path
of length 3 which consists of (i) an edge between the literal vertex and the leaf
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(A) (B)
Figure 5.4: Possible length-{0, 1, 2}-free path covers of a variable gadget and their cor-
responding true/false assignments
Figure 5.5: Key points of our variable gadget
incident to the literal vertex, (ii) an edge between the literal vertex and wi,1, and
(iii) an edge between wi,1 and a leaf incident to wi,1, into the path cover. In case
(2), we put the path of length 4 which consists of (i) an edge between the literal
vertex and the leaf incident to the literal vertex, (ii) an edge between the literal
vertex and wi,2, and (iii) two edges which are under wi,2 in Hi, into the path cover.
The case Ci with three literals has two true literals: In this case, we divide into two
cases, such that (1) the literals which correspond to wi,1 (or wi,3) and wi,2, or (2)
wi,1 and wi,3 are true. In both cases, we have length-{0, 1, 2}-free path cover as
shown in Figure 5.9 (1) and (2). As a remark, the path which includes wi,2 may be
of length 3, 4, or 8 in case (1), but in every case we can create a length-{0, 1, 2}-free
path cover.
The case Ci with three literals has three true literals: In this case, we have length-
{0, 1, 2}-free path cover as shown in Figure 5.10. As a remark again, the path
which includes wi,2 may be of length 3, 4, or 8, but similarly to the previous case,
we can create a length-{0, 1, 2}-free path cover.
The case Ci with two literals has one true literal: In this case, a similar discussion to
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(A) (B)
Figure 5.6: Two choices to achieve length-{0, 1, 2}-free path covers
Figure 5.7: Choices of paths impossible to achieve a length-{0, 1, 2}-free path cover: We
can not obtain a length-{0, 1, 2}-free path cover due to the gray colored
subgraph.
the first case can clearly be applied.
The case Ci with two literals has two true literals: In this case, also, a similar discussion
to the second case can clearly be applied.
Note that, in Figure 5.4, even if we transform the paths which include vj,1, vj,2, and vj,3
of (A), or vj,1, vj,2, and vj,3 of (B), into the path covers such as shown in Figure 5.13,
the resulting path cover remains length-{0, 1, 2}-free path cover. Therefore, if φ is a
yes-instance, there exists a length-{0, 1, 2}-free path cover.
(⇐) Now, let us assume that there exists a length-{0, 1, 2}-free path cover P. First, for
each clause gadget Hi, P must contain at least one of the bridge paths; otherwise we
cannot achieve length-{0, 1, 2}-free. Also, recall that for each variable gadget, there are
basically only two length-{0, 1, 2}-free path covers as shown (A) and (B) in Figure 5.4.
Therefore, such bridge paths in P must be connected to any of the negated literal ver-
tices of (A), or to any of the not negated literal vertices of (B). Then, we can transform,
for example, the path cover (A) in Figure 5.4, which is only for the variable gadget, into
the new one shown in Figure 5.13, without violating the length-{0, 1, 2}-free property.
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(1) is true (2) is true
variable gadget
Figure 5.8: The case one literal is true in the clause Ci with three literals
(1) , are true (2) , are true
variable gadget
Figure 5.9: The case two literals are true in the clause Ci with three literals
All literals are true
variable gadget




Figure 5.11: The case one literal is true in the clause Ci with two literals
variable gadget
All literals are true
Figure 5.12: The case two literals are true in the clause Ci with two literals
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Figure 5.13: How to transform the path cover to use a bridged edge
This transformed path cover is what P exactly includes. Hence, according to the choices
of path cover of each variable, we assign true/false value to each variable, keeping the
following two conditions: (i) each clause has at least one true literal, and (ii) the assign-
ment of each variable is consistent. Thus if we have a length-{0, 1, 2}-free path cover on
G, then there exists a variable assignment that satisfies all the clauses in given φ. This
completes the proof.
5.4 MinP {0,1,...,k}PC on graphs with bounded treewidth
In this section, we show that MinP {0,...,k}PC on graphs with bounded treewidth is solv-
able in polynomial time. As is usual for the dynamic programming algorithm on a tree
decomposition, we show a recursive formula for each type of nodes later. Before describ-
ing our algorithm, we introduce some notation. Recall that we are given both a graph
G and its nice tree decomposition T = (T, {Xt}t∈V (T )) of an extended version. Consider
an arbitrary path cover P on G. Then, for each node t ∈ V (T ), the induced subgraph
P[Vt] is a set of paths with endpoints or middle points in Xt, or P[Vt] may include a
path which does not touch Xt. Since each path p has two endpoints, we add the cost of p
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mainly when the second endpoint is forgotten, with checking the length of p. Let B0 (B1,
and B2, resp.) be a vertex subset of degree 0 (1, and 2, resp.) on P[Vt]. Let B1f and B1b
be the partitions of B1 defined as follows: For a node t, B1f is a vertex subset such that
the other endpoint of each v ∈ B1f is already forgotten in Vt, and B1b is a vertex subset
such that the other endpoint of each v ∈ B1b is still in Xt. Note that each vertex in B1
is an endpoint of some path in P[Vt]. For a node t and u, v ∈ B1b, let M be a matching
of B1b such that M = {{u, v} | the partial solution P[Vt] includes a path from u to v}.
For x, y ∈ {0, 1, . . . , k − 1, k, k↑}, we define a special operation +k↑ as follows:
x+k↑ y =
{
k↑ if x+ y > k, x = k↑, or y = k↑
x+ y otherwise.
Here, k↑ is a symbol that means more than k. Let ` : B0 ∪ B1f ∪ B1b → {0, 1, . . . , k −
1, k, k↑} be a function that tells us the length of a path with an endpoint in B0 ∪B1f ∪
B1b. Finally, for each node t, we compute c(t, B0, B1f , B1b, B2,M, `) which stores the
minimum total number of paths which length is at most k and the both of the endpoints
are forgotten of P.
• Leaf node: Since Xt = ∅ for a leaf node t, we set c(t, ∅, ∅, ∅, ∅, ∅, ∅) = 0.
• Introduce vertex node: Let t be an introduce vertex node with a child t′ and
v be an introduced vertex. Since no edges incident to v have been introduced yet,
v is isolated in Gt. Therefore, v must belong to B
0 in this node and we set the
length of the path with the endpoint v to 0. The recursive formula is written as
follows:
c(t, B0, B1f , B1b, B2,M, `) =
{
c(t′, B0 \ {v}, B1f , B1b, B2,M, `′) if v ∈ B0
+∞ otherwise,
where `(v) = 0, and for each x ∈ B0 ∪B1f ∪B1b \ {v}, `(x) = `′(x).
• Introduce edge node: Let t be an introduce edge node labeled with an edge uv
and let t′ be the child of t. For each of u and v, we consider whether it is in B0,
B1f , B1b, or B2.
– If one of u and v is in B0, then the case is simple; the edge uv is not used in
any paths.
– If u is in B1f and v is in B1f or B1b, the case is the same as the above, since
the edge uv is not used in any paths. For these cases, we just use the same
value as that of t′.
– If u is in B1f and v is in B2, then there are two cases to consider: (i) the
degree of v becomes two after introducing the edge uv, and (ii) the degree of
v is already two in t′ and the edge uv is not used in any paths. In the first
case, it is possible that u is in B0 and v is in B1f before introducing the edge
uv. Additionally, assuming the length function for t′ is `′, we note that the
96
length for u at t is set to `(u) = `′(u) +k↑ `
′(v) +k↑ 1. For every vertex x other
than u and v, `(x) = `′(x). As for the latter case, it is the same as the case
the edge uv is not used in any paths.
– If both of u and v are in B1b, the following two cases can be considered,
similarly to the above discussion: The edge uv is used to connect u and v,
or not. For the first case, it is possible that both u and v are in B0 at the
node t′. We also note that the length of the path with endpoint u (v, resp.)
is `(u) = `′(u) +k↑ 1 (`(v) = `
′(v) +k↑ 1, resp.), while the length of the other
paths remains as it is at t′. Additionally, assuming the matching for t′ is M ′,
the current matching M is set to M = M ′ ∪ {{u, v}}. As for the latter case,
it is the same as the case the edge uv is not used in any paths.
– If u is in B1b and v is in B2, then this case can be explained similarly to
the case of u ∈ B1f and v ∈ B2. One different thing is that we also have to
set the matching properly, which is not touched in the case of u ∈ B1f and
v ∈ B2. If u is in B1b after introducing the edge uv, then, at the node t′,
v is in B1b and the matching M has a pair {v, w} for some vertex w ∈ B1b.
Hence, for this case, the matching in the characteristic for the child node t′
is M ∪ {{v, w}} \ {{u,w}} for some vertex w ∈ B1b.
– If both u and v are in B2, there are four cases to consider; at the child node
t′, (1) both u and v are in B1f , (2) u is in B1f and v is in B1b, (3) both u
and v are in B1b, and (4) both of u and v are in B2. The cases (1) to (3) are
the ones that we use uv in a path, and (4) is not.
(1) both u and v are in B1f at t′: In this case, we moreover consider two
cases: after obtaining a path by connecting u and v with an edge uv,
whether the length of such a path is at least k or not. We take the
minimum of them to compute the value of the current cell. The re-
sulting formula is min{c(t′, B0, B1f ∪ {u, v}, B1b, B2 \ {u, v},M, `′) + 1,
c(t′, B0, B1f∪{u, v}, B1b, B2\{u, v},M, `′′)} such that `′(u)+k↑`′(v) 6= k↑,
and `′′(u) +k↑ `
′′(v) = k↑.
(2) u is in B1f and v is in B1b at t′: In this case, we have to refer to the
proper matching of t′ since we touch a vertex in B1b. The formula that
we refer to in this case is c(t′, B0, B1f ∪ {u} \ {w}, B1b ∪ {v, w}, B2 \
{u, v},M∪{{v, w}}, `′), where `(w) = `′(u)+k↑ `′(v)+k↑ 1 for some vertex
w ∈ B1b, and `(x) = `′(x) for each vertex x ∈ B0 ∪B1f ∪B1b \ {u, v, w}.
(3) both u and v are in B1b at t′: In this case, in addition that we refer to
the proper matching of t′, we have to pay attention not to create cycles.
This can be easily avoided with the restriction {u, v} /∈M ′ for the match-
ing M ′ of t′. Also, we note that there exist two matched vertices, say u′
and v′, in the matching M to u and v, since both u and v are in B1b.
Precisely, we update the length of the path with the endpoints u′ and
v′ after connecting u and v with the edge uv. Thus, we refer to the fol-
lowing formula in this case: c(t′, B0, B1f , B1b∪{u, v}, B2 \{u, v},M ′, `′),
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where `(u′) = `(v′) = `′(u) +k↑ `
′(v) +k↑ 1, `(x) = `
′(x) for each vertex
x ∈ B0∪B1f∪B1b\{u, u′, v, v′}, andM = M ′∪{{u, u′}, {v, v′}}\{{u′, v′}}
such that {u, v} /∈M ′.
(4) both of u and v are in B2 at t′: For this case, we have only to refer to
the case u and v are originally in B2 at node t′. The formula that we
refer to is c(t′, B0, B1f , B1b, B2,M, `′) where `(x) = `′(x) for each vertex
x ∈ B0 ∪B1f ∪B1b.
• Forget node: Let t be a forget node with a child t′ and v be a forgotten vertex.
We compute the cost of the path cover in this node. The main idea is simple; for
some vertex v ∈ B0 ∪ B1f at node t′, in the case `′(v) 6= k↑ (that is, intuitively,
`′(v) is at most k) such that `′ is a length function of t′, we add 1 for every possible
case and take the minimum of them. Otherwise we just take the minimum. In the
case `′(v) 6= k↑, the formula is as follows:
min

c(t′, B0 ∪ {v}, B1f , B1b, B2,M, `′) + 1,
c(t′, B0, B1f ∪ {v}, B1b, B2,M, `′) + 1,
c(t′, B0, B1f \ {w}, B1b ∪ {v, w}, B2,M ∪ {{v, w}}, `′)
 ,
where `(x) = `′(x) for each vertex x ∈ B0 ∪ B1f ∪ B1b \ {v}. If v is in B1b, since
there exists w ∈ B1b (v 6= w) matched with v in M , we do not care the length of
the path from v to w; we leave the computation of the cost of the path to the node




c(t′, B0, B1f ∪ {v}, B1b, B2,M, `′),
c(t′, B0, B1f \ {w}, B1b ∪ {v, w}, B2,M ∪ {{v, w}}, `′)
}
,
where `(x) = `′(x) for each vertex x ∈ B0 ∪ B1f ∪ B1b \ {v}. Since the length of
the path with the endpoint v ∈ B0 can not be k↑, we do not consider such a case.
• Join node: Let t be a join node with two children t1, t2 such that Xt = Xt1 = Xt2 .
Suppose that P1 (P2, resp.) is a subgraph in Gt1 (Gt2 , resp.) If P1 is a solution








1 ,M1, `1) and P2 is a solution for a state








2 ,M2, `2), then we can check if P1 ∪ P2 is a solution for
(t, B0, B1f , B1b, B2,M, `). For any two subproblems of t1 and t2, we check if they
have solutions and if their union is a solution for (t, B0, B1f , B1b, B2,M, `). With
this strategy, we consider four cases for a node v in Xt. To simplify an expression,







resp.), and also for a matching and a length function, we use similar expressions.
– The case v ∈ B0t : There is only one case, v ∈ B0t1 and v ∈ B
0
t2 . We set v ∈ B
0
t
if v ∈ B0t1 and v ∈ B
0
t2 .
– The case v ∈ B1ft : We set v ∈ B
1f
t if (1) v ∈ B0t1 and v ∈ B
1f
t2
, or (2) v ∈ B1ft1
and v ∈ B0t2 .
98
– The case v ∈ B1bt : Suppose that w ∈ B1bt is a matched vertex with v in Mt.
In this case, we set v ∈ B1bt and {v, w} ∈Mt if (1) v, w ∈ B0t1 , v, w ∈ B
1b
t2 , and
{v, w} ∈Mt2 , (2) v, w ∈ B1bt1 , v, w ∈ B
0
t2 , and {v, w} ∈Mt1 , or (3) u, v ∈ B
1b
t1 ,
w ∈ B0t1 , {u, v} ∈Mt1 , u,w ∈ B
1b
t2 , v ∈ B
0
t2 , and {v, w} ∈Mt2 for u ∈ B
2
t .
– The case v ∈ B2t : In this case, there are six cases to consider. We set v ∈ B2t
if (1) v ∈ B0t1 and v ∈ B
2
t2 , (2) v ∈ B
2
t1 and v ∈ B
0
t2 , (3) v ∈ B
1f
t1
and v ∈ B1ft2 ,
(4) for w ∈ B1ft , v ∈ B
1f
t1
, v, w ∈ B1bt2 , and {v, w} ∈ Mt2 , (5) for w ∈ B
1f
t ,
v, w ∈ B1bt1 , v ∈ B
1f
t2
, and {v, w} ∈ Mt1 , or (6) for v′, v′′ ∈ B1bt such that
{v′, v′′} ∈ Mt, v, v′ ∈ B1bt1 , v, v
′′ ∈ B1bt2 , {v, v
′} ∈ Mt1 , and {v, v′′} ∈ Mt2 .
Especially, for the cases from (4) to (6), we have to be careful to refer to the
proper matching of t1 and t2.
Let Sp be all possible pairs of states (St1 , St2) satisfying above conditions for every






t ,Mt, `t) at t. We set






t ,Mt, `t) = min
(St1 ,St2 )∈Sp
c(St1) + c(St2).
Then, for the root r on T , one can compute the cost of MinP {0,...,k}PC in G with the
value of c(r, ∅, ∅, ∅, ∅, ∅, ∅). This concludes the description of the recursive formulas in all
cases. Next, we bound the running time of our algorithm. Assume that we are given a
graph G of bounded treewidth W with its nice tree decomposition. First, there are 4W+1
cases for a node t to make all the possible cases of B0 ∪B1f ∪B1b ∪B2. Second, there
are 2O(W logW ) choices for the matching, which is at most WW+1. Third, the number
of length function is (k + 2)W+1. The time needed to process each leaf node, introduce
vertex/edge node, or forget node is 4W+1 ·WW+1 · (k+2)W+1. The total running time is
dominated by the computation for the join node, which is (4W+1 ·WW+1 ·(k+2)W+1)2 =
42W+2 · W 2W+2 · (k + 2)2W+2. We can assume the number of nodes in a nice tree
decomposition is O(n). Thus, we derive the following theorem.
Theorem 29. Let G be an n-vertex graph together with its tree decomposition of width
at most W . Then, for a fixed constant k, MinP {0,...,k}PC can be solved in time O(42W ·
W 2W+2 · (k + 2)2W+2 · n).
5.5 Concluding Remarks
In this chapter, we have initiated the study of Minimum (Maximum) Weighted Path
Cover problem, and especially investigated the (in)tractabilities of MinPC. In particular,
we have studied MinPLPC for some L, MinPC whose cost function is f(`) = 1 if ` ∈ L;
otherwise f(`) = 0. First, we showed that MinP {0,1,2}PC is NP-hard on planar bipartite
graphs with maximum degree three, reduced from Planar 3-SAT. Furthermore, our
reduction is technical enough to show that there exist no approximation algorithms for
MinP {0,1,2}PC unless P=NP. Then, for fixed k, we have designed a polynomial-time
algorithm for MinP {0,...,k}PC on graphs with bounded treewidth. In other words, we
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showed that MinP {0,...,k}PC is fixed-parameter tractable with a combined parameter
k + tw, where tw is a treewidth of the given graph. Assuming we are given an n-vertex
graph of width at most W together with its tree decomposition, our algorithm runs in
O(42W ·W 2W+2 · (k + 2)2W+2 · n) time.
One of the remaining tasks is to clarify the (in)tractabilities of MinP {0,1,2}PC on
other graph subclasses. Although the details are omitted here, we strongly expect that
MinP {0,1,2}PC on trivially perfect graphs can be solved in polynomial time. This is
because we can represent the whole structure of a trivially perfect graph in a tree-like
fashion, called a MPQ-tree. Since a chordal graph can be recognized as a clique tree, it
may be possible to design a polynomial-time algorithm based on the dynamic program-
ming strategy. Even if we can find out that MinP {0,1,2}PC on chordal graphs is hard to
solve, it is also an interesting result since we can draw a borderline of computational
complexity between chordal graphs and trivially perfect graphs, the graph subclass of
chordal graphs.
Another tantalizing problem is to consider the case that L is set at intervals. This time,
we revealed that MinP {0,1,2}PC is NP-hard on planar bipartite graphs with maximum
degree three, whereas, by the previous work, MinP {0}PC and MinP {0,1}PC are known to
be solvable in polynomial time. It is natural to consider the case L = {0, 1, 2} as the next
step of L = {0} and L = {0, 1}. Then, one may be curious about the other cases; for
example, L = {0, 2}. This case (the case L = {0, 2}), however, can be easily solved by
utilizing the maximum matching, since the cost of length-1 path is currently zero under
this setting. We believe that it is interesting to consider the other cases, investigating
what previous problems coincide with what setting of L and its cost function.
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6 Conclusion and Open Problems
In this dissertation, we discussed four combinatorial optimization problems on graphs:
(1) Minimum Blocks Transfer problem, (2) Maximum k-Path Vertex Cover problem, (3)
k-Path Vertex Cover Reconfiguration problem, and (4) Minimum (Maximum) Weighted
Path Cover problem.
In Chapter 2, we considered the problem MBT(B) of packing nodes of directed acyclic
graphs (DAGs) into blocks of size B and proved its NP-hardness. In particular, in
the case the block size B is two, the problem remains NP-hard even if the input is
restricted to DAGs of height three and its maximum indegree and outdegree are two
and three, respectively. Here we would like to point out that the DAGs constructed in
the proof of NP-hardness are layered graphs since they only have arcs connecting between
consecutive layers. Namely, our hardness results also hold even if we restricted the input
to layered graphs. Then we designed a linear-time optimal algorithm for DAGs of height
at most two. For larger height h of DAGs, MBT(2) admits a linear-time 2-approximation
algorithm, and moreover we designed a linear-time (2 − 2/h)-approximation algorithm
and a linear-time (2− 2/(h+ 1))-approximation algorithm for DAGs of even height and
odd height, respectively. Also, for the inapproximability, we investigated the relationship
between inapproximability and the height of the given DAG of MBT(2) and showed the
problem is not approximable within 3/2 for DAGs of height at most five, and within 4/3
for DAGs of height at least six. Furthermore, for general B, we showed that MBT(B) is
not approximable within 3/2. Remaining problems are to design (i) better approximation
algorithms for B = 2, and (ii) an algorithm with a small approximation ratio for general
B ≥ 3.
An interesting direction for further research is to study other criteria to optimize when
partitioning a node set. Here, as an example, we consider the number of distinct blocks
in a path under a packing as an objective function, and make several observations on
(dis)similarity. We first claim that if B = 2, then this new variant, named the Minimum
Distinct Blocks (MDB), is essentially equivalent to MBT.
Let dbOPT (Q) denote the number of distinct blocks on a path Q under an optimal
packing OPT . From Observations 1 and 2, we can assume that in an optimal solution,
any block of size two contains two adjacent nodes on a path. Based on this assumption,
on a path Q, it holds that btOPT (Q) = dbOPT (Q) − 1. Note here that there may exist
a block {u, v} such that u and v are adjacent on a path Q and only u is on another
path Q′. In this case, the block {u, v} can be seen as a block {u} of size one when
only considering the number of distinct blocks on the path Q′ (or the block transfer
of Q′). Therefore, minimizing the number of distinct blocks on a path corresponds to
minimizing the block transfer of the path, which implies that MDB is NP-hard even for
B = 2 and graphs of height three.
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From the viewpoint of approximability, there is a slight difference between MBT and
MDB: In the problem MBT, we showed that it is NP-hard to distinguish 2 and 3 of the
block transfer, which gives us the inapproximability 3/2. A very similar gap-preserving
reduction can show that it is NP-hard to distinguish 3 and 4 of the number of distinct
blocks, which derives the inapproximability 4/3 for MDB.
As observed above, our results for MBT can be transferred to the new variant MDB
if B = 2. However, it is not clear whether those two problems are equivalent or not
when B ≥ 3. We think the (in)tractability/(in)approximability of MDB is one of the
interesting but challenging topics for future research.
In Chapter 3, we considered Maximum k-Path Vertex Cover (MaxPkVC) problem.
In particular, if k = 3, we showed that MaxP3VC is NP-hard even on split graphs,
MaxP4VC is NP-hard even on chordal graphs, and MaxP3VC admits a polynomial-time
algorithm for graphs with bounded treewidth. A promising direction for the future
research is to design approximation algorithms for MaxP3VC and MaxP4VC. Also, it
would be important to design polynomial-time algorithms for MaxP3VC on subclasses of
chordal graphs other than split graphs, for example, interval graphs.
In Chapter 4, we have investigated the complexity of k-PVCR under each of TS, TJ,
and TAR for several graph classes. In particular, several known hardness results for VCR
(i.e., k = 2) can be generalized for k-PVCR when k ≥ 3. Additionally, we proved a
complexity dichotomy for k-PVCR by showing that it remains PSPACE-complete even
if the input (planar) graph is of maximum degree 3 (using a reduction from NCL) and
can be solved in polynomial time when the input (planar) graph is of maximum degree
2 (i.e., it is either a path or a cycle). On the positive side, we designed polynomial-time
algorithms for k-PVCR on trees under each of TJ and TAR. We also showed how to con-
struct a shortest reconfiguration sequence on paths, and presented an example showing
the nontriviality of finding shortest reconfiguration sequences on cycles even under TJ.
The question of whether one can solve k-PVCR on trees under TS in polynomial time
remains open. Another target graphs may be chordal graphs (under each of TJ and
TAR), cographs, and graphs of treewidth at most 2. Even on graphs of treewidth at
most 2, the complexity of VCR remains open.
In Chapter 5, we have initiated the study of Minimum (Maximum) Weighted Path
Cover problem, and especially investigated the (in)tractabilities of MinPC. In particular,
we have studied MinPLPC for some L, MinPC whose cost function is f(`) = 1 if ` ∈ L;
otherwise f(`) = 0. First, we showed that MinP {0,1,2}PC is NP-hard on planar bipartite
graphs with maximum degree three, reduced from Planar 3-SAT. Furthermore, our
reduction is technical enough to show that there exist no approximation algorithms for
MinP {0,1,2}PC unless P=NP. Then, for fixed k, we have designed a polynomial-time
algorithm for MinP {0,...,k}PC on graphs with bounded treewidth. In other words, we
showed that MinP {0,...,k}PC is fixed-parameter tractable with a combined parameter
k + tw, where tw is a treewidth of the given graph. Assuming we are given an n-vertex
graph of width at most W together with its tree decomposition, our algorithm runs in
O(42W ·W 2W+2 · (k + 2)2W+2 · n) time.
One of the remaining tasks is to clarify the (in)tractabilities of MinP {0,1,2}PC on
other graph subclasses. Although the details are omitted here, we strongly expect that
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MinP {0,1,2}PC on trivially perfect graphs can be solved in polynomial time. This is
because we can represent the whole structure of a trivially perfect graph in a tree-like
fashion, called a MPQ-tree. Since a chordal graph can be recognized as a clique tree, it
may be possible to design a polynomial-time algorithm based on the dynamic program-
ming strategy. Even if we can find out that MinP {0,1,2}PC on chordal graphs is hard to
solve, it is also an interesting result since we can draw a borderline of computational
complexity between chordal graphs and trivially perfect graphs, the graph subclass of
chordal graphs.
Another tantalizing problem is to consider the case that L is set at intervals. This time,
we revealed that MinP {0,1,2}PC is NP-hard on planar bipartite graphs with maximum
degree three, whereas, by the previous work, MinP {0}PC and MinP {0,1}PC are known to
be solvable in polynomial time. It is natural to consider the case L = {0, 1, 2} as the next
step of L = {0} and L = {0, 1}. Then, one may be curious about the other cases; for
example, L = {0, 2}. This case (the case L = {0, 2}), however, can be easily solved by
utilizing the maximum matching, since the cost of length-1 path is currently zero under
this setting. We believe that it is interesting to consider the other cases, investigating
what previous problems coincide with what setting of L and its cost function.
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