The problem of minimizing the weighted number of tardy task units on a single processor is considered. We give an O(nlog n + kn)-time algorithm for a set of n tasks with k distinct weights. The relation of this problem with that of minimizing the total weighted error in the imprecise computation model is also discussed.
Introduction
We consider the problem of preemptively scheduling a set {T,, T2,. . ., T,} of n independent tasks on a single processor with the objective of minimizing the weighted number of tardy task units. For each task Ti, we denote by ri, di, pi and Wi its release time, deadline, processing time and weight, respectively. (In this paper we assume that all parameters are positive integers.) Each task must start at or later than its release time, and it must be processed for a total duration equal to its processing time. With respect to a schedule S, a task is on-time if it is completed by its deadline; otherwise, it is tardy. A feasible schedule is one in which there is no tardy task. The time units during which a task is processed beyond its deadline are called the tardy tusk units; let ti denote the number of tardy units of Ti. Our problem can be stated as *Corresponding author. +Research supported in part by the ONR grant N00014-91-J-1383, in part by a grant from Texas Instruments, Inc., and in part by a grant from the National Education Committee of the People's Republic of China. 0166-218X/94/$07.00 Q 1996Elsevier Science B.V. All rights reserved SSDI 0166-218X(92)00037-1 follows: Given a task system TS = ({ Ti}, {ri}, {di}, {pi>, {Wi}) with n independent tasks, find a schedule S for TS on a single processor such that the weighted number of tardy task units, Cr=i witi, is minimized.
The above problem was first studied by Blazewicz [l] who gave a linear programming solution for multiprocessor systems. Subsequently, Blazewicz and Finke [2] showed that it can also be solved by a network flow technique; their algorithm runs in 0(n6) time if the task weights are all integers and O(n'logn) time otherwise. For a single processor, Hochbaum and Shamir [4] gave an O(n*)-time algorithm for the weighted case and an O(n log n)-time algorithm for the unweighted case. Potts and van Wassenhove
[S] have also considered similar problems in production scheduling framework.
The problem of minimizing the weighted number of tardy task units is closely related to that of minimizing the total weighted error in the imprecise computation model [7, 9, 10] . The imprecise computation model, introduced by Lin et al. [S, 61, was designed to tradeoff the accuracy of task computation for meeting deadline constraints of real-time tasks. In this model, each task Ti consists of two subtasks, the mandatory subtask Mi and the optional subtask Oi, with mi and Oi denoting their processing times, respectively. In scheduling tasks of this kind, it is stipulated that all mandatory subtasks be completed by their deadlines, while the optional subtasks can be left unfinished. If an optional subtask is not completed by its deadline, it incurs an error equal to the product of its weight and the length of its unfinished portion. The goal is to find a schedule such that the total weighted error is minimized. (For this problem, we assume that there is a feasible schedule for all mandatory subtasks.) Minimizing the weighted number of tardy task units can be regarded as a special case of minimizing the total weighted error in the imprecise computation model:
Simply let mi = 0 and oi = pi for 1 < i < n. On the other hand, minimizing the total weighted error in the imprecise computation model can be solved by any algorithm for minimizing the weighted number of tardy task units. This can be done by treating Mi and Oi as two different tasks: Oi has weight wi and Mi is assigned a new weight W > max {wi 11 < i < n} . This will ensure that all mandatory subtasks be scheduled on-time. Thus, the complexities of the two problems are equivalent.
For the problem of minimizing the total weighted error in the imprecise computa- In this article we give a new algorithm for minimizing the weighted number of tardy task units on a single processor. Our algorithm runs in O(n log it + kn) time, where k is the number of distinct weights. Since k is between 1 and n, the running time of our algorithm lies between O(n log n) and O(d). As will be seen later, our algorithm is based on the techniques used in [4, 9] . In the next section, we will review the algorithm by Hochbaum and Shamir [4] and that by Shih et al. [9] . In Section 3, we give the new algorithm and show that it solves the problem of minimizing the weighted number of tardy task units. Finally, we draw some concluding remarks in the last section.
Review of known algorithms
We begin by describing the algorithm of Hochbaum and Shamir [4] which solves the unweighted case. For brevity, we will denote their algorithm as Algorithm HS. We will give a slight variation of their algorithm; it schedules only the nontardy units of a task rather than the whole task. A full schedule can be obtained from the partial one by scheduling the tardy units after all the nontardy units in an arbitrary manner.
Algorithm HS assumes that the tasks have been indexed in nonincreasing order of release times. Let 0 = u0 < u1 < ... < up = maxi G i G n {di} be the p + 1 distinct inte- 
repeat repeat
Algorithm HS schedules tasks in nonincreasing order of release times. When a task is scheduled, it is assigned from the latest segment [u,_ r, u,] in which it can be nontardy until the earliest segment [ub,u b+ 1], with the maximum number of time units assigned in each segment.
Let us examine the complexity of Algorithm HS. The time it takes to index the tasks in nonincreasing order of release times as well as obtaining the set {ue,ui, ..., u,} is O(n log n).
Step 1 of the algorithm takes linear time and a straightforward implementation of Step 2 takes O(n') time. Thus, it appears that the running time of Algorithm HS is O(r?). However, observe that whenever a value of some Sij is increased, either all the units of a task have been scheduled or a segment has been saturated (or both). Hence, at most n + p -1 = O(n) values of Sij)s will be positive in the solution. If we can avoid scanning all those pairs (i,j) for which Sij = 0, then Step 2 will only take linear time and hence the overall running time of the algorithm is O(n log n). As it turns out, this can be done by the special UNION-FIND algorithm due to Gabow and Tarjan [3] . We will omit the description here; the reader is referred to [4] for details.
A schedule produced by Algorithm HS will be denoted as a HS-schedule. Define a block as a maximal time interval in which there is only one task assigned (task block) or the processor is idle (idle block). Without any increase in time complexity, Algorithm HS can be modified to produce a schedule represented by a doubly linked list of blocks. In the following we will show that the number of blocks in a HS-schedule is no more than 2n + 1. This fact will be used in Section 3 when we analyze the time complexity of our algorithm.
Lemma 2.1. The number of blocks in a HS-schedule is no more than 2n + 1.
Proof. Let ai denote the number of task blocks of which Ti consists and let bi denote the number of idle blocks just before Ti is scheduled, 1 < i < n. Let b,+ 1 denote the total number of idle blocks in a HS-schedule. By definitions, the number of blocks in a HS-schedule is xi"= 1 ai + b, + 1. In the following we will show that this quantity is no more than 2n + 1.
It is obvious that b, = 1. When Ti is scheduled, it is always assigned the maximum number of time units in a segment. Furthermore, it is assigned from time di until ri. Thus, the ai pieces of Ti will eliminate at least ai -2 idle blocks from the schedule. Therefore, we have bi+ 1 , < bi -(ai -2) = bi -ai + 2 for each 1 < i < n. Consequently, we have
The algorithm for the weighted case uses Algorithm HS as a subroutine. It assumes that the tasks have been indexed in nonincreasing order of weights. Let rci, 1 < i Q n, denote the number of nontardy units of Ti in an optimal schedule. Using the earliest due date (EDD) rule, an optimal schedule can easily be obtained in O(n log n) time once the 7(i's are known. The algorithm determines these values in phases as follows. After j phases, it would have already determined the values rci, n2, . . . , nj. In the (j + 1)st phase, it uses Algorithm HS to solve the unweighted subproblem for Ti, Tz,.,,, Tj+i> where the processing times of the first j tasks are rrl, . . . . nj, and the processing time of the (j + 1)st task is pj+ i. Let x be the number of tardy units in the HS-schedule obtained. 7tj+ 1 is then given by pj+ 1 -x, and the algorithm proceeds to the next phase. The above algorithm makes n calls to Algorithm HS. Since Algorithm HS takes linear time after the initial sorting, the running time of the algorithm becomes O(n').
We now turn our attention to the problem of minimizing the total weighted error in the imprecise computation model. As noted before, Shih et al.
[9] gave an O(n log n)time algorithm for the unweighted case. Their algorithm is based on a slight variation of the EDD rule which operates exactly like the EDD rule, except that a task will be terminated and the remaining units discarded when its deadline is reached. Let us denote this variation of the EDD rule as the MEDD rule.
The algorithm of Shih et al.
[9] consists of three parts. In the first part, it uses the MEDD rule to obtain a schedule S, for M, where M is the set of all mandatory subtasks. In the second part, it uses the MEDD rule to obtain a schedule S, for A4 u 0, where 0 is the set of all optional subtasks. In the last part, which they called the "adjustment step", it transforms S, into an optimal schedule S,, using S, as a template. The adjustment step is needed to ensure that all of the mandatory subtasks are on-time.
The adjustment step proceeds as follows. Let there be 4 blocks in S,: Vi = [vi _ 1, vi], 1 < i < q. By definition, each block either has one task scheduled or is idle. S, is transformed block by block, from V4 down to Vi. No adjustment is needed for those blocks which correspond to idle blocks in S,. Let Vi be a task block in S,, and let MI be the task scheduled within Vi in S,. If the number of time units assigned to MI in S, at time vim 1 or after is larger than that in S,, then more of M1 will be assigned within Vi in S, to make up the difference, by removing any task, expect MI, that was originally assigned within Vi. (As pointed out in [9], the reassignment can always be done.) Otherwise, the block needs no adjustment. When the transformation is completed, the final schedule would have the property that all of the mandatory subtasks are on-time.
The 
The new algorithm
Our algorithm is based on the ideas of Hochbaum and Shamir [4] and Shih et al. [9] . Like the algorithm of Hochbaum and Shamir, tasks are considered in decreasing order of weights. Let wi > w2 > ... > wk be the k distinct weights of the tasks in TS, and let TS be partitioned into k sets, TS1, TS2, . . . , TSI, Using the EDD rule to schedule these k sets of tasks, an optimal schedule can be obtained in O(n log n) time.
The algorithm proceeds gk p>ses. Axhe end of the jth phase, it would hax already determined the sets TS1, TS2, . . . , TSj. The union of these sets is stored in TS (which initially is the empty set), and a schedule obtained by Algorithm HS for ?? is stored in S (which initially is the empty Algorithm HS to construct a schedule Sj+ 1 scheduJe). In the (j + 1)st phase, it uses for TS u TSj+ 1. It then goes through an adjustment step (described below), transforming Sj+ 1 into Sj+ r with S as a template. Thzdjustment step, similar to the one use2y Shih et al.
[9], ensures that each task in TS will be fully scheduled in Bj+ 1. Let TSj+ 1 be the same set of tasks as TSj+ 1, except that the processing time of each task is ssto the number of nontardy units of the task in ~j+ 1. ??? is now utated to include TSj+ 1 and Algorithm HS is then used to obtain the schedule 3 for TS. The algorithm then repeats the above process in the next phase.
The adjustment step mentioned above proceeds as follows. Let there be q blocks in S: Vi = [Vi-l,Vi], 1 < i < 4. Sj+l is transformed block by block, from I/, to I',. (Unlike the transformation by Shih et al.
[9], our adjustment proceeds from earlier time to later time. This is because Algorithm HS schedules tasks from later time to earlier time, rather than from earlier time to later time as the MEDD rule does.) Adjustment of Sj + i is necessary only for those blocks which correspond to task blocks in S. Let Vi be a task block in S, and let T,< be the task scheduled within Vi in 8. Let G(i) (resp. Nj+ l(i)) denote the number of time units Tli has executed in s^ (resp. Sj+ i) from the beginning until time vi. If I?(i) > Nj+ l(i), then assign (I?(i) -Nj+ l(i)) more time units to Tli within Vi in Sj+ 1, by removing any task, except Tli, that was originally assigned within Vi. (Note that the reassignment can always be done.) Otherwise, no adjustment is needed. Fig. 1 gives a set of tasks with two distinct weights. The schedule s^ after the first phase is shown in Fig. l(a) . Sz and Sz are shown in Figs. l(b) and (c), respectively. Finally, the schedule S after the second phase is shown in Fig. l(d) ; this is an optimal schedule for the set of tasks.
A formal description of our algorithm, to be called Algorithm A, is given below.
Algorithm A Input:
A single processor and a task system TS with k distinct weights, wi > w2 > ... > wk. Assume that TS = TS1 v TS2 u ... u TSI,, where TSj, 1 < j < k, consists of all the tasks with weight wj. Output: An optimal schedule S for TS. Method:
(1) ?$ c 0 and s^ c empty schedule. Observed that Algorithm A utilizes Algorithm HS to construct schedules for various subsets of TS. As noted in Section 2, Algorithm HS requires that the release times and deadlines of the tasks be ordered. With an initial sort of the release times and deadlines of all the tasks in TS, we can obtain in linear time an ordering of the release times and deadlines of the tasks for any subset of TS. Furthermore, once the ordering is obtained, Algorithm HS only needs linear time to construct a schedule.
Step 1 of Algorithm A takes constant time and Step 2 is iterated k times. If we can show that each iteration of Step 2 takes O(n) time (after the initial sorting), then the overall running time of Algorithm A becomes O(nlog n + kn). From the above discussions, it is clear that every substep in Step 2, except possibly the adjustment step, takes linear time. In the following we will show that the adjustment step can be done in linear time. As mentioned in Section 2, Algorithm HS can be modified, with no increase in time complexity, to produce a schedule represented by a doubly linked list of blocks. Thus, we may assume that s^ and Sj are in this representation.
The adjustment process is performed by traversing the two linked lists, modifying Sj, if necessary, as the list is traversed. By Lemma 2.1, the number of blocks in a HSschedule is linear to the number of tasks. The values G(i) and Nj(i) can be obtained with the help of two one-dimensional arrays L^ and L: i(l) (resp. L(1)) contains the number of time units T, has executed in s^ (resp. Sj) since the beginning.
i and L initially have zero in every entry, and they are updated as the linked lists are traversed. Thus, the adjustment process takes linear time. From the above discussions, we have the following theorem.
Theorem 3.1. Algorithm A has a worst-case time complexity ofO(nlogn + kn).
We now turn our attention to the correctness proof of the algorithm. The next theorem shows the Algorithm A always generates an optimal schedule. Theorem 3.2. Algorithm A always generates a schedule with the minimum weighted number of tardy task units.
Proof. We shall prove, by induction onj, that the following two properties hold at the end of the jth iteration in Step 2 of the algorithm: (1) The total processing time of the task in ?$, u fiZ u ... u sjis the maximum number of nontardy units that can be scheduled for the tasks in TS1 u TS2 u ... u TSj, and (2) s^ is a schedule for TS1 u TS2 u ... u TS, with the maximum weighted number of nontardy units. The theorem immediately follows from (2) when j = k. The basis case, j = 1, is obvious. Assume that the inductive hypothesis holds for j -1, we wish to prove2at it also hxds forj. Observe that Sj is the schedule obtained by Algorithm HS for TS1 u ... u TSj_ 1 u TSj . Since Algorithm HS always generates a schedule with the maximum number of nontardy units, it follows that Sj has the maximum number of nontardy units for the tasks in??i u ... u?%-1 u Ej. By the inductive hypothesis, the total processing time of the tasks in TSI us2 u ... u??_ 1 is the maximum number of nontardy units that can be scheduled for the tasks in TS1 u TS, u ... u TSj-1. Thus, Sj has the maximum number of nontardy units for the tasks in TSI u TS2 u ... u TSj.
The adjustment step will not change the number of nontardy units. Thus, $j has the same number of nontardy units as Sj. Since Ej is obtained from gj, it follows that (1) holds.
Observe that s^ is a feasible schedule for ??, u ???Z u ... u ~j; i.e. every task is fully scheduled. By the inductive hypothesis, a feasible schedule for ???i u ... u ~j_ 1 is an optimal schedule for TSI u ... u TSj-1. Since (1) holds and since the tasks in E$ have a smaller weight than any task in 2, u ... u???~_ i, it follows that (2) holds. 0
Conclusions
In this article we have studied the problem of minimizing the weighted number of tardy task units on a single processor. We showed that this problem is related to that of minimizing the total weighted error in the imprecise computation model. We gave an O(nlogn + kn)-time algorithm for this problem, where n is the number of tasks and k is the number of distinct weights. The time complexity of our algorithm is an improvement over those of Hochbaum and Shamir [4] and Shih et al.
[9] when k is small.
