Coefficient integral domains in commutative algebras by Mordeson, John Nelson
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1963
Coefficient integral domains in commutative
algebras
John Nelson Mordeson
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Mathematics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Mordeson, John Nelson, "Coefficient integral domains in commutative algebras " (1963). Retrospective Theses and Dissertations. 2353.
https://lib.dr.iastate.edu/rtd/2353
This dissertation has been 63—5187 
microfilmed exactly as received 
MORDE SON, John Nelson, 1934-
COEFFICIENT INTEGRAL DOMAINS IN COM­
MUTATIVE ALGEBRAS. 
Iowa State University of Science and Technology 
Ph.D., 1963 
Mathematics 
University Microfilms, Inc., Ann Arbor, Michigan 
COEFFICIENT INTEGRAL DOMAINS 
IN COMMUTATIVE ALGEBRAS 
by 
John Nelson Mordeson 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major Subject: Mathematics 
Approved : 
id Charge or Major Work 
Head of Maj6r Department 
of Graduate College 
Iowa State University 
Of Science and Technology 
Ames, Iowa 
1963 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
TABLE OF CONTENTS 
Page 
I. INTRODUCTION 1 
II. COEFFICIENT INTEGRAL DOMAINS FOR A 8 
A. General Commutative Diagram 8 
B. Unique Free Join 15 
C. p-basis 18 
III. COEFFICIENT INTEGRAL DOMAINS FOR A x Fj 22 
A. Splitting of A and A* 22 
B. Splitting of A* Implied 27 
C. Conditions for A* to Be a Quasi-local Algebra 32 
IV. EXAMPLES 35 
V. CONCLUSION 43 
VI. BIBLIOGRAPHY 45 
VII. ACKNOWLEDGMENT 46 
1 
I. INTRODUCTION 
The purpose of this thesis is to find necessary and suf­
ficient conditions for the existence of coefficient integral 
domains containing the base field in commutative algebras, in 
particular, coefficient fields containing the base field in 
quasi-local algebras. The essential method of attack we use 
is the known theory of integral domain composites and tensor 
products. 
We now give various current definitions of local 
algebras. 
Definition 1.1. A is a quasi-local algebra over a field 
K if and only if A is a commutative ring with identity con­
taining K and A has a unique maximal ideal N. 
It is easily proved that the identities of A and K 
coincide. 
Definition 1.2. A is a weak-local algebra if and only 
a> 
if A is a quasi-local algebra and N1 = (0). 
i=l 
Definition 1.3. A is a local algebra if and only if A 
is a quasi-local algebra and A is noetherian. 
Definition 1.4. A is a semi-local ring if and only if 
A is-a noetherian, commutative ring with identity and has a 
finite number of maximal ideals. 
Definition 1.3 implies Definition 1.3, but it is not 
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known whether or not Definitions 1.1 and 1.2 are equivalent. 
It is easily shown that in any commutative ring A with 
identity the non-units of A form an ideal if and only if A 
has a unique maximal ideal. 
We do not restrict ourselves to quasi-local algebras, 
but consider more general cases. Before continuing, we need 
the following basic definitions. 
Let A be an algebra over a field K where A is a commuta­
tive ring with identity such that the identity of A is the 
identity of K. A always satisfies these conditions through­
out this thesis. 
The characteristic of the base field K is not restricted 
except when we assume that a field is pure inseparable over 
K. Then, of course, K has characteristic p / 0. 
Let f be a function of a set A onto a set B. By a 
counter image of a set C in B, we mean a set C1 < A such 
that f(C') - C and f|C1 (f restricted to C1) is one-one. 
Definition 1.5. Let N be any prime ideal in A. Let v 
be the natural homomorphism of A onto A/N. A set I < A is 
said to be a coefficient integral domain for A if and only if 
I is an integral domain containing K, v(l) = A/N, and the 
mapping v|I is one-one. 
The mapping v|K is an isomorphism of K onto v(K) since 
K ft N = (0). In A/N, we identify v(K) with K and refer to v 
as a K-homomorphism. 
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Definition 1.6. Let N be any prime ideal in A. Let v 
be the natural homomorphism of A onto A/N. Then we say that 
A splits with respect to N if and only if A = I + N (group 
direct) where I is an integral domain in A containing K. 
We should remark that Definitions 1.5 and 1.6 are 
equivalent. Hence, we refer to both definitions in the 
course of this work. When we refer to the splitting of a 
ring other than A, the splitting always takes place with 
respect to a specified ideal as in Definition 1.6. That is,"~~ 
there is an integral domain (containing K) in this ring which 
maps one-one onto A/N under a specified mapping. The ideal 
is the kernel of this mapping. 
If N is a maximal ideal in A, then certain obvious 
modifications of Definitions 1.5 and 1.6 are in order. I 
becomes a field containing K, and we refer to I as a coef­
ficient field. In this case, v 11 is automatically one-one. 
All rings which are considered in this thesis, unless 
otherwise specified, are assumed to contain the field K as 
subring. It is furthermore assumed that the identity of K 
is also the identity of each of the rings. 
If Fq and are subrings of a ring F, we denote by 
[Fq, Fj] the smallest subring of F which contains both rings 
Fq and F^. 
Let Fq and F^ be algebras over K. 
Definition 1.7. By a product of Fq and F^ (over K) we 
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mean the composite concept (F, Tq , t-^ ) consisting of an 
algebra F over K, a K-isomorphism Tq of Fq into F and a 
K-isomorphism t j of F^ into F, such that F = [tqFq, t^F^]. 
Definition 1.8. Two products (F, Tq, t^) and 
( F1 , p,Q j p,-^) of Fq and F ^ are said to be equivalent if there 
exists an isomorphism a of F onto F 1  such that jj, q = OIQ on F q 
and = cru j, on F^. 
Definition 1.9. A product (F, Tq? of Fq and F^ is 
called a tensor product of Fq and F^ (over K) if the rings 
t0Fq and t^F^ are linearly disjoint over K. 
Unless otherwise specified, our tensor products are 
always over K, and we use the notation F q x  F^ . 
A necessary and sufficient condition that a product 
(F, Tq, TjJ of Fq and F^ be a tensor product of Fq and F^ is 
that given any two K-homomorphisms hy and h^ of Fq and F^ 
respectively into a ring R there should exist a homomorphism 
-1 -1 h of F into R such that h = IIqTq on Fq x  1 and h = hjT-^ 
on 1 x F^. 
This property is referred to as the universal mapping 
property of tensor products„ We always reserve h for this 
mapping and refer to it as the "universal homomorphism". 
Let Fq and F1 be integral domains containing K. 
Definition 1.10. By a free join of two integral domains 
Fq and F^ (relative to K) we mean the composite concept 
(F, Tq, Tj) consisting of an integral domain F containing K, 
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a K-isomorphism Tq of Fq into F and a K-isomorphism t ^ of F^ 
into F, such that the following conditions are satisfied : 
(i) F = [tqFq, TjF^]; (ii) the subrings TqFq and t^F^ of F 
are free over K. 
An integral domain composite of two integral domains Fq 
and Fj is the same as the free join of Fq and F^ with (ii) 
above not necessarily holding. 
Unless otherwise specified, our composites are always 
relative to K. 
Let (F, Tq, TjJ be a composite of FQ and Fj. By the 
universal mapping property, there exists a homomorphism f of 
Fq x Fj onto F such that f = Tq on Fq and f = t^ on F^. 
(Notice that we identify Fq with Fq x 1 and F^ with 1 x F^ 
here.) We always reserve f for this mapping and refer to it 
as the "canonical homomorphism" of Fq x F^ onto (F, Tq, t^). 
For further details, see Zariski and Samuel (5) and 
Pickert (4). 
We conclude the definitions by explaining what we mean 
by a commutative diagram. Suppose A, B, C, and D are rings. 
Suppose that there exist isomorphisms a and c such that 
aA = B and cC = D and that there exist homomorphisrns b and 
d such that bB = D and dA = C. Consider the following 
diagram: 
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Diagram 1. Example of a commutative diagram 
We say that Diagram 1 is commutative if and only if cd = ba. 
The two-headed arrows represent isomorphisms. When it is 
unclear what the domain and range of an isomorphism are, we 
place the isomorphism closer to its range. The one-headed 
arrows, of course, represent homomorphisms with the arrow 
head pointing to the range of the homomorphism. 
In Chapter II, since A does not in general contain a 
unique maximal ideal, we consider an arbitrary prime ideal N 
in A. We also apply the theory developed to the case where N 
is a maximal ideal of A and A/N is pure inseparable over K. 
The main result of this chapter is Theorem 2.5 where we prove 
a necessary and sufficient condition for A to have a coef­
ficient integral domain. 
In Chapter III, we form the tensor product A x F| of A 
and an arbitrary subring Fj < A/N containing K. The purpose 
of this is to see what relationship there is between the 
existence of a coefficient integral domain in A and the 
existence of a coefficient integral domain in the tensor 
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product. There is interest in considering this tensor 
product on its own merit since under certain conditions it 
is a quasi-local algebra over K. The principal results in 
this chapter are Theorems 3.6 and 3.10. In Theorem 3.6, we 
have a relationship between the splitting of A with respect 
to N and the splitting of A x F| with respect to an ideal 
N* < A x Fj for which A/N ^  A x Fj/N*. In Theorem 3.10, we 
have a sufficient condition for A x Fj to split with respect 
to N*. 
8 
II. COEFFICIENT INTEGRAL DOMAINS FOR A 
A. General Commutative Diagram 
We begin this section by stating two conditions to which 
we often refer. ~ • 
Condition 1. Let A be a commutative ring with identity 
containing a field K such that the identity of A is the iden­
tity of K. Let N be any prime ideal of A, and let v oe the 
natural homomorphism of A onto A/N. 
Condition 2. Consider A/N as a composite of two inte­
gral domains Fq and F^ containing K, say (A/N, Tq , ) . 
Define T to be the tensor product of Fq and F^, say 
(T, Tq, ). Suppose there exist integral domains Fq, Fj < A 
and containing K which are {{-isomorphic to Fq, F^ respectively 
under hy, h^ say. Let A1 = [Fq, Fj] be the ring composite of 
Fq and F j in A. Let h be the universal homomorphism of 
T = Fq x Fj^ onto A' (with respect to h^ and h^). Let f be 
the canonical homomorphism of T onto (A/N, Tq, ) and let 
9 = v | A' . 
Hereafter, unless otherwise specified, it is always 
assumed that homomorphisms are K-hornomorphisms, and that 
fields and integral domains contain K. We should also 
emphasize that when we consider A/N as a composite, it is 
clear from the context whether A/N is an integral domain 
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composite or a field composite. 
Definition 2.1. Suppose Conditions 1 and 2 hold. Then 
we say that A1 has a commutative diagram if and only if there 
exists an automorphism a of A/N such that f = agh. 
The following diagram is useful in the work that is to 
follow. 
Lemma 2.2. Suppose Conditions 1 and 2 hold. If h^ and 
h^ are such that Tq = ghg and x^ = gh^, then f = gh. 
Proof. Let Za^xabe any element of T where a^^ e Fq 
and aljL e F^. Then gh(ZaQixali) = Zgh(aQ^xa^ ) = 
2gh(aoixl)(lxali) = Zgh ( aQixl ) gh ( lxau ) = 
?gh0TQ_1^a0ixl')9hl'Ti"1^lxali^ = ?9hQ(a0i)gh1(ali) = 
ZT0a0iTlali = 2f(aQixl)f(lxali) = Zf [ ( aQixl ) ( lxa^ ) ] = 
i i i 
Zf (aQixaii) = f(?a0ixali ^' Hence, f = gh. 
Lemma 2.3. Suppose Conditions 1 and 2 hold. Let N' be 
any ideal of T such that N' < Ker h. Assume that Ker h < 
Ker f. Let v1 be the natural homomorphism of T onto T/N', 
q the natural homomorphism of T/N' onto (T/N1)/(Ker f/N1), 
m the induced isomorphism of (T/N')/(Ker f/N') onto T/Ker f, 
and n the induced isomorphism of T/Ker f onto (A/N, Tq, t-^ ) . 
Let q1 be the natural homomorphism of T/N' onto 
(T/N' )/(Ker h/N' ) , m' the induced isomorphism of 
(T/N')/(Ker h/N') onto T/Ker h, and n1 the induced 
n 
s/ 
T/Ker f 
T/Ker h <-
Diagram 2. A commutative diagram for A 
» T/N' 
(T/N')/(Ker f/N') 
q' 
V 
»(T/N')/(Ker h/N' 
11 
isomorphism of T/Ker h onto A1. Then f = nmqv' and h = 
n 1 m ' q ' v ' . 
Proof. See Jacobson (2), page 135, and refer to 
Diagram 2. 
Lemma 2.4. Suppose Conditions 1 and 2 hold. If there 
exists a commutative diagram for A1, then nmq = agn'm'q'. 
Proof. Since f = agh, we have nmqv1 = agn'm'q'by 
Lemma 2.3. Thus, nmq - agn'm'q'. 
This brings us to the main result of this section. 
Theorem 2.5. Suppose Condition 1 holds. Consider A/N 
as a composite of two integral domains Fq and F^, say 
(A/N, Tq, t^). Define T to be the tensor product of Fq and 
Fj, say (T, Tq, t j ). Then A has a coefficient integral 
domain (containing K) if and only if (i) there exist integral 
domains Fq, Fj < A which are isomorphic to Fq, F^ respec­
tively, (ii) there exists a commutative diagram for A' = 
[Fq, Fj] (see Definition 2.1), and (iii) there exists an 
ideal N' < Ker h for which T/N' splits with respect to 
Ker f/N'. 
Proof. Suppose A has a coefficient integral domain 11. 
Then v11 1  maps I' one-one onto A/N. Since A/N contains T qF q 
and t^F^, there exist counter images Fq and Fj (with respect 
to v) of TqFq and t^F-^ respectively such that Fq and F| are 
integral domains in 11. That is, there exist integral 
domains Fq and F j in I ' such that vFq = TqFq and VF| = t-^F-^. 
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Let A' be the ring composite [Fq, F|]. Then I' = A'. Let 
g = v 111 - Let Iiq and h^ be isomorphisms of Fq and F^ re­
spectively into I' such that vhy = Tq and vh-^ = t^. By the 
universal mapping property, there exists a homomorphism h of 
T onto I ' = A1 such that h = h^r^ on Fq x 1 and h = hyr^ ^ 
on 1 x F-^. If f is the canonical homomorphism of T = Fq x F^ 
onto (A/N, Tq) T^), then f - gh by Lemma 2.2 since Condition 
2 is now satisfied. Hence, there exists a commutative 
diagram for A' with a as the identity automorphism of A/N. 
Since h(T) = I!, T/Ker h = I1. Since g = v|l' and 
f = gh, Ker f = Ker h. Thus, T/Ker h = T/Ker h + Ker f/Ker h. 
Hence, we have an ideal N1 < Ker h for which T/N' splits with 
respect to Ker f/N', namely Ker h. 
Conversely, suppose Conditions i, ii, and iii hold. In 
Condition i, let 1"1q and h^ be the isomorphisms such that 
h0(F0) = Fq and h^(F^) = Fj. Since f = agh, Ker h < Ker f. 
Let v1) q, m, n, q', m', and n' be the homomorphisms defined 
in Lemma 2.3. Since T/N' splits with respect to Ker f/N1, 
T/N' = I' + Ker f/N' = I' + Ker nmq where I' is an integral 
domain in T/N'. Since Ker h < Ker f, Ker b/N' < Ker f/N'. 
Thus, Ker n'm'q1 = Ker h/N' < Ker f/N' = Ker nmq. Therefore, 
n'm'q'll1 maps I' one-one into A1 since nmq111 is one-one. 
Thus, I" = n'm'q'(!') is an integral domain in A'. 
By Lemma 2.4, nmq - agn'm'q'. Since nmq|l' and 
n'm'q'jl1 are one-one, g|l" is one-one. We see that 
a g(I") = A/N since nmq(l') = A/N. Since a is an automorphism 
of A/N, g(I") = A/N. Thus, A' has a coefficient integral 
domain. Since g = v J A1, v11" maps I" one-one onto A/N. 
Therefore, I" is a coefficient integral domain (containing K) 
for A. 
Corollary 2.6. Suppose Condition 1 holds. Consider 
A/N as a composite of two integral domains Fq and F-^, say 
(A/N, tqj ). Define T to be the tensor product of Fq and 
Fp say (T, tq ? ). Then A has a coefficient integral 
domain if and only if (i) there exist integral domains 
Fq, F| < A such that vFq = TqFq and vF| = and such that 
v jFq and v | Fj are one-one, and (ii) there exists an ideal 
N1 < Ker h such that T/N' splits with respect to Ker f/N' 
where h is the universal homomorphism of T onto A' = [Fq, F|]. 
Proof. If A has a coefficient integral domain, then the 
conclusion follows immediately from the proof of the theorem. 
Notice that the homomorphisms hy and h^ are defined in such a 
way that vhy = tq and vh^ = . 
Conversely, suppose Conditions i and ii hold. By Lemma 
2.2, f = gh. Thus, A' has a commutative diagram. Hence, the 
desired result follows immediately from the theorem. 
We conclude this section with some results obtained by 
imposing further conditions on A/N. 
Lemma 2.7. Suppose Conditions 1 and 2 hold. Then A' 
has a commutative diagram if and only if there exists an 
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automorphism a of A/N such that agh^ = TQ and agh, = T ^. 
Proof. Suppose A1 has a commutative diagram. Then 
there exists an automorphism a of A/N such that f = agh. 
Thus, if aQ e FQ, TqBq = f(aQ x 1) = agh(aQ x 1) = aghQ(a0). 
Hence, = agh^. Similarly, t^ = agh^. 
Conversely, suppose there exists an automorphism a of 
A/N such that agh^ = Tq and agh-^ = t^. Let Za^^ x a^^ be any 
element of FG x F^ where aQi e FQ and a-^ e F^. Then 
f(Zaoi x ali) = 2T0aoii:1ali = 2agh0a0iagh1ali 
i l l  
ag(ZhQaoih1ali) = ag(Zh(aQi x a1± ) ) = agh(2aQi x au). 
Therefore, f = agh. Hence, A' has a commutative diagram. 
Theorem 2.8. Suppose Conditions 1 and 2 hold. Suppose 
that A/N is a unique composite of Fq and F^ in Condition 2. 
If A/N is not K-isomorphic to proper subring, and if g|Fq and 
g|F| are one-one, then A1 has a commutative diagram. 
Proof. Since A/N is an integral domain, 
[ ( 9 I Fq ) hgFy , ( g | F j ) h-^F^ ] is an integral domain composite of 
Fq and F^ in A/N. By unicity, there exists an isomorphism a 
of [ (g f Fq)hQF0 , (g | F| )h^F-j^] onto [tqFq, T^F^] = A/N such that 
aghy = Tq and agh^ = t^. Since A/N is not isomorphic to a 
proper subring, a is an automorphism of A/N. Therefore, by 
the preceding lemma, A' has a commutative diagram. 
Corollary 2.9. Suppose Conditions 1 and 2 hold. Sup­
pose that A/N is the unique composite of Fq and F^ in 
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Condition 2. If A/N is algebraic over K and if g j Fq and g| 
are one-one, then A' has a commutative diagram. 
Proof. Since A/N is algebraic over K, A/N is not 
K-isomorphic to a proper subring. 
Let us notice that if Fq and F^ are fields, then g|Fq 
and g|Fj are one-one. 
B. Unique Free Join 
In this section, we first make use of the free join 
concept. 
Lemma 2.10. Suppose Conditions 1 and 2 hold. Suppose 
that A/N is a unique free join of Fq and F^ in Condition 2. 
If there exists an automorphism a of A/N such that f = agh, 
then every element of Ker g is nilpotent. 
Proof. By Zariski and Samuel (5, p. 195), Ker f is a 
nil ideal. Let ^Qa^^h^a^^ be any element of Ker g where 
a0i 8 F0 an<^ ali e ^1 • Then ^^a^^jali *nas a counter imag 
in T, say 2aoi x a^. Thus, h(ZaQi x a^^) = ZhQ@Q^h^a^^. 
Since ZhgaQ^h^a^^ e Ker g, 23q^ x a^^ e Ker f. Thus, 
Z3q^ x a^^ is nilpotent. Hence, there exists an integer n 
such that ( 23Q^ X aj_j_ )n = 0. Since 0 = h ( ( Z3Q^ X su.)^) = 
(h(ZaQi x ali))n = (£h0a0ihlali )n, we see that Sh^Q^a^ 
nilpotent. 
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Let us consider the case where N is a maximal ideal of 
A. Then A/N is a field. Let us also assume that A/N is 
algebraic over K. 
Theorem 2.11. Suppose A, N, and A/N are as in the pre­
ceding paragraph. If Condition 2 holds with Fq and F^ fields, 
and if A/N is the unique free join of Fq and F^, then there 
exists a commutative diagram for A'. 
Proof. The proof is immediate from Corollary 2.9 and 
the remark following it. 
The next three results hold if we replace "Theorem 2.8" 
by "Theorem 2.11" and "coefficient integral domain" by 
"coefficient field". 
Theorem 2.12. Suppose the hypothesis of Theorem 2.8 
(Theorem 2.11) holds. If A1 has no nilpotent elements, then 
A splits into A' + N. 
Proof. We have that A1 has a commutative diagram. By 
Lemma 2.10, all the elements of Ker g are nilpotent. Since 
A' has no nilpotent elements, Ker g = (0). Thus, g maps A' 
one-one onto A/N. Therefore, A1 is a coefficient integral 
domain (coefficient field in case Theorem 2.11 holds) for A. 
Notice, also, that since f - agh and since a and g are 
one-one, Ker f = Ker h. Thus, by Theorem 2.5, it follows 
that A has a coefficient integral domain (coefficient field). 
Corollary 2.13. Suppose the hypothesis of Theorem 2.8 
(Theorem 2.11) holds. If A has no nilpotent elements, or if 
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A is an integral domain, then A splits with respect to N. 
Proof. The proof is immediate from the theorem. 
Remark 2.14. Suppose the hypothesis of Theorem 2.8 
(Theorem 2.11) holds. If T has no nilpotent elements, then 
A has a coefficient integral domain (coefficient field). 
Proof. We have that A1 has a commutative diagram. 
Since T has no nilpotent elements, Ker f = (0). Since 
f = agh, g is one-one. Thus A' is a coefficient integral 
domain (coefficient field) for A. 
We see that we again can apply Theorem 2.5 by noticing 
that (0) = ker f < Ker h = (0) and that T/Ker f splits with 
respect to Ker f/Ker f since T ic isomorphic to (A/N, Tq, t^). 
We conclude this section by stating some cases for which 
T has no nilpotent elements. 
Remark 2.15. Assume Fq and F^ are fields. (i) If Fq or 
F -, is a separable extension of K, then T = Fq x F^ has no 
nilpotent elements. (ii) If K is a perfect field, then T has 
no nilpotent elements. (ill) If K is an algebraically closed 
field, then T is an integral domain. (iv) If K is q.m.a. in 
Fq, and if Fj is a separable extension of K, then T is an 
integral domain. 
Proof. See Zariski and Samuel (5), pages 195-198. 
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C. p-basis 
We now would like to compare Theorems 2.11 and 2.12 with 
a p-basis argument for the sufficiency of a coefficient field 
of A containing K where N is ^ maximal ideal of A and A/N is 
pure inseparable over K. Let A/N = F. Let p / 0 be the 
characteristic of K. 
Theorem 2.16. Suppose A contains a field F' (containing 
K) such that \,F' = F^K). Let G < K - F^ and M < F - F^(K) 
be selected so that G U M is a p-basis for F and F^(G) = 
F*3(K). Let M' < A be any counter image (with respect to v) 
of M. If M'P < F'j then A has a coefficient field, namely 
F'(M'). 
Proof. Well order M'. For mj s M', mj satisfies a 
polynomial equation x^ - b1 =0, b1 e F1. Suppose x^ - b' 
is reducible over F1. Then there exists c' e F1 such that 
mj'3 = b1 = c'P. Thus, v(m{ j*3 = v ( c ' ) ^. Hence m^ = c13 where 
v(c') = c e F^(K) and v(m|) = m^ e M. Thus, (m^ - c)P = 0. 
Hence, m^ - c. Thus, m, s F^(K) which contradicts the p-
independence of M over F^(G) - F^(K). Thus, x^ - b' is 
irreducible over F'. Hence, F'(mj) is a field. 
Suppose the ordinal number of M1 is 5 > 1. Let P j = 
F'(mj) and P] = FP(G)(m^). Let P^+1 = F'(mj, ..., m^+1) and 
Pp_l_^ = F^(G)(m^, ..., mp+j_) where |3 is any ordinal number 
less than 6. Assume P„ is a field. Then PÂ , -, = 
P P+1 
19 
F
'
( m i >  m|3+l) = P|3(m|3+l'- Since mpïl e F' < Pp' mp+l 
satisfies a polynomial equation xp - b' = 0 where b' g p'. 
Suppose xp - b' is reducible over P^. Then there exists 
c ' e Pp such that m^p^ = b' = c'p. Thus v(m£+1)P = v(c')p. 
Hence, mp+1 = cp where v(cf) = c e v(P£) = P^ = 
FP(G) (m^ , . . . , ) . Therefore , - c)p = 0. Hence, 
m^^ = c e FP (G ) (m^ , . . . , m^ ) . This contradicts the p-
independence of M over FP(G). Thus, xp - b' is irreducible 
over P^. Hence, P^+^ is a field. Let y be any limit 
ordinal less than or equal to Ô. Let P1 = 
r 
U Pp (= F'(mj, ..., m£, ...), p < y). Clearly, P^ is a 
field. Since F'(M') = F'(U F'(M') is a field by 
p<6 P 
transfinite induction. Therefore, F'(M') is a coefficient 
field for A since F1(M1) = FP(K)(M) = FP(G)(M) = F under v. 
See Bray (1) for sufficient conditions for the existence 
of a field F' < A such that vF' = FP(K). 
Theorem 2.17. Suppose N is a maximal ideal of A and 
that A/N = F is pure inseparable over K. Consider A/N as a 
free join of two fields Fq and F^, say (A/N, Tq, t^). Let 
G < K - FP and M < F - FP(K) be selected so that G U M is a 
p-basis for F and FP(G) = Fp(K). Then, there exists a field 
F' < A such that vF1 = FP(K) and there exists a counter image 
M1 of M such that M1P < F1 if and only if there exist fields 
Fq, F| < A such that Fq and Fj are isomorphic to Fq and F^ 
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respectively and such that A1 = [Fq? Fj] has no nilpotent 
elements. 
Furthermore, F'(M') = A'. 
Proof. Suppose there exists a field F1 < A such that 
vF1 = FP(K) and there exists a counter image M' of M such 
that M'P < F'. By the preceding theorem, F'(M') is a coef­
ficient field for A. Thus, v |F ' (iW ) is one-one onto 
i-T0F0 ' tifi = A/N. Hence, in F'(M'), there exist counter 
images of TqFq and %^F^, say Fl and F j, which are therefore 
isomorphic to TqFq and t^ F-^  respectively. Let A' = [Fg, Fj]. 
Then A' < F'(M'). Hence, A' has no nilpotent elements since 
F 1(M1) is a field. 
By Theorem 2.12, v|A' maps A' one-one onto (A/N, ). 
Since F'(M') is not K-isomorphic to a proper subfield (being 
algebraic over K), A' = F'(M'). 
Conversely, suppose there exist fields Fg, F| < A which 
are isomorphic to Fg, F^ respectively under hg, h^ say. 
Suppose A1 = [Fg, F|] has no nilpotent elements. Then by 
Theorem 2.12, A splits into A1 + N. Thus, v|A' maps A' one-
one onto A/N. Therefore, there exists a counter image F1 of 
FP(Kj in A' and hence in A. Also, there exists a counter 
image M' of M in A1 such that M,P < F' since A' is a field 
isomorphic to A/N under v|A'. 
By Theorem 2.16, F 1(M1) is isomorphic to A/N under 
v j F 1(M1). Since F'(M') < A1 and A' is not K-isomorphic to 
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a proper subfield, F'(M') - A'. 
Before proceeding to the next chapter, let us comment 
that although we have not specifically considered A as a 
quasi-local algebra over K, all the results of this chapter 
may be applied to this case. 
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III. COEFFICIENT INTEGRAL DOMAINS FOR A x F{ 
A. Splitting of A and A* 
Condition 3. Suppose that Condition 1 holds and that 
Fj is any subring of A/N containing K. Let A* = A x F j 
(over K). 
Condition 4. Suppose that Condition 1 holds. There 
exist integral domains F^ and F, K < F^ < F, for which there 
exist K-isomorphisms T and such that TF = A/N and T-^F^ = 
F j. Consider A/N as a composite of F and F^ such that 
A/N = [TF 5 ^j_Fj_ ]. 
Condition 5. Suppose that Condition 4 holds. Suppose 
further that there exists an integral domain FQ5 K < FQ < F5 
such that A/N is a composite of FQ and F^i A/N = [TqFQ, T^F^] 
where Tq = t J Fq. 
Let (N, 0) be the ideal in A* generated by N x 1 in 
A x 1 and 1 x 0 in 1 x F j. 
Lemma 3.1. Suppose Conditions 3 and 4 hold. Let q^ be 
the natural homomorphism of A x F j onto A x Fj/(M, 0). Then 
there exists an isomorphism q^ of A x Fj/(N, 0) onto 
A/N x Fj such that v x 1 - . 
Proof. See Zariski and Samuel (5), page 184. 
Lemma 3.2. Suppose Conditions 3 and 4 hold. Then there 
exists an isomorphism g* of A/N x Fj onto F x F^. 
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Proof. We may consider the tensor product A/N x F| as a 
tensor product of F and F. To see this, let A/N x Fj be the 
tensor product of A/N and F|, say (C, JJ, , JJ,^) and let F x F^ 
be the tensor product of F and F^> say (C1 , % ' , T|). Since 
TF = A/N and T^F-^ = FJ, we may consider A/N X F J as the 
tensor product (C, where jitF = A/N x 1 and = 
1 x F|. Since any two tensor products of the same pair of 
rings are equivalent, there exists an isomorphism g* of 
A/N x Fj onto F x F^. See Zariski and Samuel (5), page 182. 
It may be of some help to refer to Diagram 3 at this 
point. 
Lemma 3.3. Suppose Conditions 3 and 4 hold. Let f be 
the canonical homomorphism of F x F^ onto (A/N, u, T^). Let 
k be the natural homomorphism of A/N x Fj onto 
(A/N x Fj)/g* ^ Ker f. Let N* be the ideal in A x Fj con­
taining (N, 0) for which N*/(N, 0) = Ker k = g* ^ Ker f under 
q^ where q^ is the isomorphism defined in the preceding lemma. 
Let q^ be the natural homomorphism of A x F j/( N, 0) onto 
(A x Fj/(N, U))/(N*/(N, 0)). Then there exists an iso-
morphism g' of (A/N x Fj)/Ker k onto (A/N, Ti) such that 
fg* = g'k and an isomorphism q4 of (AxFj/(N, 0 ) )/( N*/( N, 0)) 
onto (A/N x Fj)/Ker f such that kq^ = q^q^. 
Proof. The existence of g1 follows from the fact that 
Ker k = Ker f under g*, and the existence of q. follows from 
the fact that N*/(N, 0) = Ker k under q^. 
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Lemma 3.4. Suppose Conditions 3 and 4 hold. Let be 
the induced isomorphism of (A x Fj/(N, U))/(N*/(N, 0)) onto 
A*/N*. Let v* be the natural homomorphism of A* onto A*/N*. 
Then v* = q^q^A^-
Proof. See Jacobson (2), page 135. 
Lemma 3.5. Suppose Conditions 3 and 4 hold. Then the 
following diagram is commutative where q^ is the isomorphism 
of A*/N* onto (A/N x Fj)/Ker k induced by q^ and q.. 
Proof. The proof follows directly from Lemmas 3.1-3.4. 
Theorem 3.6. Suppose Conditions 3 and 4 hold. Then A 
splits into I + N if and only if A* splits into I x 1 + N* 
where I is an integral domain in A (containing K). 
Proof. By Lemma 3.5, we have the commutativity of 
Diagram 3. 
Suppose A splits into I + N. Then v x 1 maps I x 1 
one-one onto A/N x 1. g* maps A/N X 1 one-one onto F x 1. 
See Zariski and Samuel (5), page 181. 
Since f is the canonical homomorphism of F x onto 
(A/N, T, f|F x 1 = T on F (identifying F with F x 1). 
Thus, f|F x 1 maps F x 1 one-one onto %F = A/N. Therefore, 
q^g 1 ™*"f g* ( vxl ) j Ixl maps I x 1 one-one onto A*/N*. However, 
this composition of mappings is equal to v*|Ixl. Thus, v* 
maps Ixl one-one onto A*/N*. That is, A* splits into 
I x 1 + N*. 
Conversely, suppose A* splits into 1x1+ N*. Then 
A* = A x F| 
x 1 
F x F i  g * ->A/N x 
(A/N, % ? t j > (A/N x F| )/Ker 
% 
V 
A*/N* 
Diagram 3. A commutative diagram for 
-»A x Fj/(N, 0) 
d2 
-»(A x F[/(N, 0))/(N*/(N, 0)) 
ro 
LP 
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g 1 v * 1 1  x  1  m a p s  I x l  o n e - o n e  o n t o  A / N .  H o w e v e r ,  
fg*(v x 1)|I x 1 = g'q6  v*11 x 1. Hence, vxl|lxlis 
one - o n e  s i n c e  g ' q ^ v * | l  x  1  i s  o n e - o n e .  I f  v  x  1  m a p s  I x l  
properly into A/N x 1, then g* maps vl x 1 properly into 
F x 1 and f maps g*(v x 1)(I x 1) properly into uF = A/N 
which is impossible since Ixl goes onto A/N by g'q^v*|l x 1 
= fg*(v x l)jI x 1. Therefore, v x 1 maps Ixl one-one onto 
A/N x 1. Thus, v maps I one-one onto A/N. Hence, A splits 
into I + N. 
Notice that if A* splits into J + N* where J is an inte­
gral domain in A* containing K, and if this splitting implies 
A* splits into 1x1+ N*, then A splits with respect to N. 
A natural question to ask is that under what conditions does 
a splitting of A* into J + N* imply a splitting of A* into 
1x1 + N*. This question goes unanswered in this thesis. 
Remark 3.7. Suppose Conditions 3 and 4 hold. (i) If A 
is a quasi-local algebra over K with unique maximal ideal N, 
then N* is a maximal ideal of A* and is unique in the sense 
that it contains (N, 0). (ii) If A* is a quasi-local algebra 
over K, then N* is the unique maximal ideal of A*. In this 
case, A and A* have the same residue field (in the sense of 
isomorphism). 
Proof. The proof of both cases is immediate from the 
commutativity of Diagram 3 and the definition of N*. 
In section C, we give some sufficient conditions for A* 
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to be quasi-local algebra over K. 
B. Splitting of A* Implied 
Before giving the next lemma, let us note that (N, 0) = 
(A x F|)(N x 1) + (A x F|)(1 x 0) = AN x Fj = N x Fj. 
Lemma 3.8. Suppose Condition 3 holds. If FQ < A 
is any integral domain such that FQ n N = (0J, then 
(F^ X F{) n (N x F|) = (0). 
Proof. Since FQ H N = (0), Fg + N is a group direct 
sum as K-modules. Thus, (FQ + N) x Fj = FQ X Fj + N x Fj 
is a group direct sum as K-modules. Therefore, 
(F^ x Fl)r\(N x F|) = (0). 
Lemma 3.9. Suppose that Conditions 3-5 hold. Suppose 
there exists an integral domain FQ X 1 < A x 1 such that 
g*(V x 1)(FQ x 1) = FQ x 1 < F x 1. Let Q](FQ X FJ) = 
< A x F^/(N, 0), q^(J^) = Jg < (AxF{/(N, 0))/(N*/(N, 0)), 
qgfjg) = JG < A*/N*, V x 1(FQ x FjJ = J| < A/N X FJ, and 
k ( J j ) = JJj < Fq x Fj/Ker k. Then there exist isomorphisms 
g", qj, and q^ such that g"(J^) = (A/N, ^ Q, ^ 
A*/N*, and Q^(J^) = A*/N*. (Refer to Diagram 3). 
Furthermore, the following diagram is commutative. 
The appropriate restrictions of the mappings occurring 
in Diagram 4 are, of course, meant. 
Proof. By Lemma 3.8, q^|FQ X F j is one-one, and thus 
F0 x F1 *" g* 
(A/NÎTJT^) = (A/N,-U Q5T ^) <-
9" 
F0 X n 
X 1 
-> Jn' <-
^5 
q4  
96 
A*/N* < -
Diagram 4. A commutative diagram for FQ X Fj 
< AxF{/(N,0) 
< (AxFj/(N,0))/(NV(N,0)) 1X3 00 
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by the commutativity of Diagram 3, v x 1J FQ X Fj is one-one 
and V x 1 FFQ X FJ = ^5 I Jf) (QJ_ |FQ X F| ) . The factorization 
of V*|FQ x FI into (^^I^Ix ) is immediate 
from Lemma 3.5 as is that part of the diagram involving q^|j^ 
and Since Ker k = Ker f under g*, Ker k|jj = 
Ker f J FQ X F j under g*|. Thus, there exists an isomorphism 
g" of J' onto (A/N, TQ, t^) which fulfils its duty in the 
above diagram since, also, Jj = FQ x F^ under g*|jj. 
The following subdiagram of Diagrams 3 and 4 is helpful 
for the remainder of the proof. 
Let q^ be the isomorphism of J' onto A*/N* induced by 
g", g1, and q^. Then, let q^ be the isomorphism of onto 
A*/N* induced by q£ , q4|J^, and 
We now come to the principal result of this section. 
Theorem 3.10. Suppose that Conditions 3-5 hold. Sup­
pose that A/N is algebraic over K. If FQ x F^ splits with 
respect to Ker fIFQ X F^, then A* splits with respect to N*. 
Proof. By Lemma 3.9, we have the commutativity of 
Diagram 4. Since A/N is algebraic over K and A/N is iso-
morphic to A*/N*, A*/NP is algebraic over K. Since < A-/N-
and Jg is K-isomorphic to A*/N*, = A*/N*, i.e., A*/N* can­
not be K-isomorphic to a proper subring since it is algebraic 
over K. Since FQ X F^ splits with respect to Ker f f FQ X F^, 
FQ x Ff = J + Ker f fFQ X F^ where J is an integral domain in 
FQ x F^ (containing K). Thus, J is mapped one-one onto A/N 
(A/N, T, ) = (A/N, TQ) ) <-
9 ' 
(A/N x F])/Ker k <- % -» A*/N* 
Diagram 5. A subdiagram of Diagrams 3 and 4 
|J2 
w 
o 
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by f|J. J is also mapped one-one into FQ X Fj by 
( v x 11FQ x F| ) 1(g*| JS • Let J ' < FQ X F j be the image of 
J by this mapping. Then by the commutativity of Diagram 4, v* 
maps J1 one-one onto J g = A*/l\J*. Thus, J1 is a coefficient 
integral domain for FQ X F| and hence for A*. That is, A* 
splits into J1 + N*. 
Corollary 3.11. Suppose Conditions 3-5 hold. Suppose 
A/N is algebraic over K. If FQ X F^ is an integral domain, 
then A* splits with respect to N*. 
Proof. Since A/N is algebraic over K, F^ is algebraic 
over K. Thus, A/N is a free join of FQ and F^. See Zariski 
and Samuel (5), page 117. Since f = n on F, f|FQ X 1 = TFQ = 
TQ. Since, also, f = on F^, we have that f|FQ X F^ is the 
canonical homomorphism of FQ X F^ onto (A/N, TQ, ). Hence, 
all the elements of Ker f|FQ X F^ are zero divisors. See 
Zariski and Samuel (5), page 189. Since FQ X F^ is an inte­
gral domain, Ker f|FQ X F^ = (0). Thus, FQ X F^ is mapped 
one-one onto A/N by f | FQ X F-^. By the commutativity of 
Diagram 4, v* maps FQ X Fj one-one onto = A*/N*. Thus, 
A* splits into FQ X Fj + N*. 
Corollary 3.12. Suppose Conditions 3-5 hold. Suppose 
that A/N is algebraic over K and that A/N is the unique free 
join of FQ and F^ in Condition 5. If FQ X F^ has no nil-
potent elements, then A* splits with respect to N*. 
Proof. Since f j FQ X F^ is the canonical homomorphism of 
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FQ x F^ onto (A/N, TQ, T-^), we have that Ker f |FQ X F^ is a 
nil ideal. This follows since A/N is a unique free join of 
FQ and F^. See Zariski and Samuel (5), page 195. Since 
FQ X FJ has no nilpotent elements, f|FQ X F^ maps FQ X F^ 
one-one onto A/N. Thus, by the commutativity of Diagram 4, 
v* maps FQ X Fj one-one onto JG = A*/N*. Thus, FQ X F| is 
a coefficient integral domain for A*. 
Recall that Remark 2.15 gives some sufficient conditions 
for FQ x F^ to have no nilpotent elements or to be an integral 
domain. 
C. Conditions for A* to Be a Quasi-local Algebra 
We conclude this chapter by giving some sufficient con­
ditions for A* to be a quasi-local algebra over K. It is 
assumed in this section that K has characteristic p / 0. 
Lemma 3.13. Suppose that Condition 1 holds and that N 
is a maximal ideal of A. If N is nil, then N is the unique 
maximal ideal of A. 
Proof. Suppose there exists a maximal ideal N' of A 
such that N1 / N. Then 1 = n + n1 where n e N and n' s N1. 
Since N is a nil ideal, there exists an integer e such that 
e e e e e e , 
n^ = 0. Thus, l*3 = n*3 + n1 ^  or 1 = n ' ^  = n'n'^ 
Hence, n1 has an inverse which is impossible since N1 < A. 
Thus, N is the unique maximal ideal of A. 
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Remark 3.14. Suppose that Condition 3 holds and that N 
is a maximal ideal of A. If A/N is pure inseparable over K, 
and if N is a nil ideal, then A* is a quasi-local algebra 
over K. 
Proof. There exist fields and F, K < F, < F, for 
which there exist isomorphisms T and such that tF = A/N 
and = Fj. Since A/N is pure inseparable over K, A/N is 
a free join (A/N, T, TJ_ , ) of F and F^. Hence, the hypothesis 
of Lemma 3.5 is satisfied. Furthermore, since A/N is pure 
inseparable over K, A/N is the unique free join of F and F^. 
Thus, Ker f is nil and hence, Ker k is nil. Since N*/(N, 0) 
= Ker k under q^ (see Diagram 3) and since Ker k is nil, we 
have for any n* e N* that there exists an integer j such 
that n%^ e (N, 0), i.e., n*J = Zn^ x a ^  where n. E N and 
e 
a-^ £ Fj. There exists an integer e such that nP =0 for 
all i in the above sum since N is a nil ideal. Thus, 
e _e e e 
( n*J ) P - ZnT x a^ = 20 x a^ = 0. Hence, n* is nilpotent. 
i i 
Thus, N* is a nil ideal. Since A/N = A*/N* (see Diagram 3) 
and since A/N is a field, N* is a maximal ideal of A*. Thus, 
by a similar argument as in Lemma 3.13, N* is the unique 
maximal ideal of A*. Hence A* is a quasi-local algebra 
over K. 
Remark 3.15. Suppose that Condition 3 holds and that 
A is a quasi-local algebra over K with unique maximal ideal N. 
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If A/N is pure inseparable over K, and if A is algebraic over 
K, then A* is a quasi-local algebra over K. 
Proof. Let n be any element of N. Since A is algebraic 
over K, kmnm + ... + k,n + k^ = 0 for some integer m > 1 and 
some elements k^ e K, i = 0, ..., m. However, k^ = 0 since 
otherwise n has an inverse. This follows since if kg / 0, 
then n(kmnm ^ + ... + k-^ ) ( -k^ ) "*"=!. Thus, n satisfies 
the equation k^n^ + ... + k.n^ = 0 where k. / 0 and 
1 < j < rn. Therefore, nJ(kmnm J + ... + k^) = 0. Clearly, 
kmnm J + ... + kj / N since k. { N. Therefore, 
k™ J + ... + k. has an inverse. Hence, nJ = 0. Therefore, 
N is a nil ideal. Thus, the desired result follows from the 
preceding remark. 
Remark 3.16. Suppose Conditions 3 and 4 hold. If N is 
a maximal ideal in A, and if A* has only one proper prime 
ideal, then A* is a quasi-local algebra over K. 
Proof. Consider the ideal N* < A* in Diagram 3. Since 
A/N is a field and A/N = A*/N*, N* is a maximal ideal in A*. 
Since N* is thus a prime ideal, it is unique. Therefore, A* 
is a quasi-local algebra over K. 
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IV. EXAMPLES 
In this chapter, we give some examples illustrating 
Theorem 2.5. Throughout this chapter, J stands for the 
integers mod p, a prime, K denotes the field J (s, t) where 
s and t are independent indeterminates over J , and 
2 2 P n 
FQ = K(a), F^ = K( c ) where aP = s and cP = st. . Since 
K(a^) < K(a) is K-isomorphic to K(c^/t) < K(c), we can 
identify these two fields when convenient. When this 
identification is made, we always denote a^ and c^/t by 
d and K(d) by KQ. 
Lemma 4.1. The tensor product KQ(a) x KQ(c) over KQ 
is a field. Furthermore, KQ(a) x KQ(c) is KQ-1somorphic 
to KQ(a, c). 
Proof. Consider KQ(a, c) as a field composite (relative 
to Kg) of KQ(a) and say (^(a, c), Let f be 
the canonical homomorphism of KQ(a) x KQ(c) onto 
(Kg(a, c), TQ, Since K^fa) x 1 and 1 x K^fc) are 
linearly disjoint over KQ, the dimension of KQ(a) x KQ(c) 
2 
over KQ is p . Clearly, the dimension of KQ(a, c) over KQ 
2 is p . Thus, considering KQ(a) x KQ(c) and KQ(a, c) as 
finite dimensional vector spaces over KQ, we see that f is 
one-one. Therefore, KQ(a) x KQ(c) is a field. 
Lemma 4.2. The tensor product K(a) x K(c) over K is a 
quasi-local algebra over K with unique maximal ideal 
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N = ( a P x 1 - 1 x c P/1 ) . 
Proof. Consider K(a, c) as a field composite (rela­
tive to K) of K(a) and K( c ) , say (K( a, c), Tq, T^ ) . 
(K(a, c), TQ , Tj_ ) is a unique free join since K( a, c ) is pure 
inseparable over K. Thus, K(a) x K(c) has only one maximal 
ideal. See Pickert (4). Hence, K(a) x K(c) is a quasi-local 
algebra over K. However, Ker f, where f is the canonical 
homomorphism of K ( a ) x K(c) onto (K( a , c ) , %Q, Tj_ ) is a 
maximal ideal in K(a) x K(c). Thus, Ker f is the unique 
maximal ideal of K(a) x K(c). 
Let us show that N = Ker f. Clearly, N < Ker f. The 
dimension of K(a) x K(c) over K equals the dimension of 
K(a) x K(c)/Ker f over K plus the dimension of Ker f over K. 
The dimension of K(a) x K(c) over K is p4 and the dimension 
of K(a) x K(c)/Ker f over K is p . Thus, the dimension of 
Ker f over K is p4 - p^. Therefore, if we show that the 
4 3 dimension of N over K is p - p , then N = Ker f. 
Consider the collection of elements £(a x 1 )1(1 x c^)nmj 
< N where n=a^xl-lx c^/t and where i = 0, . . . , p^ - 1, 
j = 0, ..., p - 1, and m = 1, ..., p - 1. There are p4 - p3 
elements in this collection. Suppose this collection is 
linearly dependent over K. Then there exist elements k^jm, 
not all zero, in K such that Z k. . (ax 1 )1 ( 1 x c )J nrn = 0. 
ijm 
The collection £( a x 1 )1(1 x c)J j is linearly independent 
over K mod Ker f since K(a) x K(c)/Ker f = K(a, c) and since 
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the collection ^a1c~) ^  < K( a, c ) is linearly independent over 
K. Thus , there exists an integer m^ in the above sum such 
that 2 k,. (a x 1)1(1 x c)^ / 0. This follows since if 
ij ^ 0 
2 k. . (a x 1 )1(1 x c)J = 0, m = 1, p - 1, then k. . = 0 
ij J ^ 
for all i, j, m contrary to assumption. Let m^ be the first 
such integer. Multiplying both sides of the equation, 
2 k. . (a x 1)^(1 x c ) ^ nm = 0, by n'3 m0 ^ , we have 
ijm 
(2 k.. (a x l)i(l x c)^)np 1 = 0. Since np 1 / 0, 
ij ljm0 
2 k. . (a x 1 )1(1 x c)J is a zero divisor. Every zero 
ij 1Jm0 
divisor of K(a) x K(c) is nilpotent since (K(a, c), TQ, 
is a unique free join of K(a) and K(c). Thus, 
2 k. . (a x 1 )1(1 x c)J c Ker f. Therefore, k. . =0 for 
ij 1Jm0 1Jmo 
all i and j. Thus, 2k.. (ax 1)1(1 x c)J = U. Hence, we 
ij 1Jmo 
have a contradiction. Therefore, £(a x 1)1(1 x c)Jnm} is 
linearly independent over K. Thus, the dimension of N over 
K is p4 - p^. Hence, N = Ker f. 
Lemma 4.3. The tensor product K(a) x K(c) (over K) does 
not split with respect to N - (a^ x 1 - 1 x c^/t). 
Proof. Suppose that K(a) x K(c) splits with respect to 
N. Then K(a) x K(c) = F + N where F is a field containing K. 
Thus, there exist elements a', c1 e F such that a x 1 = a' + n^ 
and 1 x c = c ' + n^ where n^, n^ e N. Thus, a'0 x 1 = a1 ^  and 
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1 x cP = c ,p. Hence, ap x 1 - 1 x cP/t = a'p - c'p/t e F. 
This is impossible since ap x 1 - 1 x cp/t is nilpotent and 
F is a field. Thus, K(a) x K(c) does not split with respect 
to N. 
For another proof, see Montgomery (3). 
We are now prepared for our first example. Let A = 
(KQ(a) x KQ(c)) [x], a polynomial domain with indeterminate 
x, where the tensor product is over KQ. Let N = (x), the 
ideal in A generated by x. Clearly, KQ(a) x KQ(c) < A maps 
one-one onto A/N under the natural homomorphism of A onto 
A/N. However, let us use the concepts used in Theorem 2.5. 
There exist K-isomorphisms hy, h^ of K(a), K(c) respectively 
onto KQ(a) x 1, 1 x KQ(c) < A. Let A1 = [(KQ(a) x 1, 1 x KQ(c)] 
(= KQ(a) x KQ(c)). Let h be the universal homomorphism of 
T = K(a) x K(c) (over K) onto A1. By Lemma 4.1, A/N = 
KQ(a, c). Thus, there exist K-isomorphisms TQ, of 
K(a), K(c) respectively into A/N such that A/N is the com­
posite of K(a) and K(c) (relative to K). Let f be the 
canonical homomorphism of T onto (A/N, TQ, T^). Since A/N 
is pure inseparable over K, A1 has a commutative diagram by 
Corollary 2.9. Since A/N is a field, Ker f is a maximal in 
T. Hence, Ker f must be the unique maximal ideal of T by 
Lemma 4.2. Thus, T does not split with respect to Ker f by 
Lemma 4.3, but there exists an ideal N1 < Ker h such that 
T/N1 splits with respect to Ker f/N', namely N' = Ker h = 
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Ker f. That is, we have an example of an algebra A over 
K which splits with respect to a prime ideal N (maximal 
in this case). We have the existence of an A' < A, 
KQ(a) x KQ(C), for which there exists a commutative diagram, 
and we have the existence of an ideal N' such that T/N' 
splits with respect Ker f/N1 although T itself does not 
split with respect to Ker f. 
The next example is one of an algebra A over a field K 
which does not split with respect to a given ideal, but for 
which there exists an A' < A which has a commutative diagram. 
As a preliminary, we need the following lemma. 
Lemma 4.4. Let A = K(a) x K(c) over K. Then A/N = 
K(a, c) where N = (ap x 1 - 1 x cp/t). 
Proof. Consider K(a, c) as a composite of K(a) and 
K(c) (relative to K), say (K(a,c), Tg, Ti). In the proof 
of Lemma 4.2, we have that K ( a ) x K(c)/Ker f = (K(a, c),TQ,TJ_) 
and that Ker f = N. Thus, K(a) x K(c)/N = (K(a,c), Tg, 
= K(a, c). 
For the example, let A = K(a) x K(c). Let N = 
(ap x 1 - 1 x cP/t). Since A/N = K(a, c) by the preceding 
lemma, there exist K-isomorphic images of K(a) and K(c) in 
A/N. The field composite of K(a) and K(c) (relative to K) 
in A/N, say [%QK(a), TiK(c)] must equal A/N since A/N = 
K(a, c) = [TQK(a), T^K(C)] and since A/N is not isomorphic 
to a proper subfield. Hence, let f be the canonical 
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homomorphism of T = K(a) x K(c) onto A/N. Let A' = 
K(a) x K(c) = A. Since Ker f = (ap x 1 - 1 x cp/t) = Ker g, 
g = v where v is the natural homomorphism of A onto A/N, 
there exists an automorphism a of A/N such that f = agh where 
h is the universal homomorphism of I onto A1. (Note that a 
is the identity since A/N is pure inseparable over K and that 
h is the identity since T = A'.) Thus, we have a commutative 
diagram for A1, but A does not split with respect to N. See 
Lemma 4.3. 
It is reasonable to ask the question that is it possible 
to have an algebra A over a field K which splits with respect 
to a prime ideal N, but such that there exists an A' < A for 
which there exists a commutative diagram and there does not 
exist an ideal N' < Ker h for which T/N' splits with respect 
to Ker f/N'. Our final example gives an affirmative answer 
to the question. Before beginning, we need the following 
lemmas. 
Lemma 4.5. Let A = K(a ) x 1<( c ) over K. Then 
A/N = Kn(^) x Kg(c) over K^ where N=(aPxi-lx cp/t). 
Proof. By Lemma 4.1, ^ (a) x Kg(c) = Kg(a, c). Since 
K()(a, c) = K(a, c) and K(a) x K(c)/(ap x 1 - 1 x cp/t) = 
K(a, c) (see the proof of Lemma 4.4), A/N = Kg(a) x Kg(c). 
Lemma 4.6. Let B = (Kg(a) x Kg(c)) x (Kg(a) x Kg(c)) 
over Kg, K, Kg. Then B is a quasi-local algebra over K and 
B/M' = KQ(a) x KQ(c) where M' is the unique maximal ideal of 
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B. 
Proof. 
The proof that B is a quasi-local algebra is similar 
to the proof of Lemma 4.2 if we consider the field 
K^(a) x Kg(c) as a composite of K^fa) x K^fc) and 
K(j(a) x KQ(C). Then, if f is the canonical homomorphism 
of B onto Kgfa) x Kg(c), M' = Ker f as before. Hence, 
B/M' = % Kgfc). 
For the example, let A = (K(a)xK(c))x (Kg(a)xKQ(c)) 
over K, K, KQ. Let M = 
((aP x 1 - 1 x cP/t) x (1 x 1), ((1 x 1) x 0)). Then 
A/M = (Kg(a) x Kg(c)) x (K^fa) x Kg(c)) - B by Zariski 
and Samuel (5, page 184), and by Lemma 4.5. Let Mr be the 
unique maximal ideal of B. See Lemma 4.6. Then there 
exists an ideal N > ivi in A such that N/ivi = M' . Thus, 
A/N = (A/M)/(N/M) = B/M1. By Lemmas 4.1 and 4.6, B/M' = 
KQ(a) x K.Q(a, c) = ^(a, c) = K(a, c). Thus A/N = K(a, c). 
Hence, there are isomorphic images of K(a) and K(c) in A/N. 
Therefore, we may consider A/N as a composite (relative to K) 
of K(a) and K(c). Let T = K(a) x K(c). Let h be the 
universal homomorphism (isomorphism in this case) of T onto 
(K(a) x K(c)) x (1 x 1) = A' < A. Let f be the canonical homo-
morphism of T onto A/N. Let g = v|A1 where v is the natural 
homomorphism of A onto A/N. Ker g = A ' N > A'/^\M > 
(ap x 1 - 1 x cp/t) x (Ixl). Since (ap x 1 - 1 x cp/t) 
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is the unique maximal ideal of K( a ) x K(c), Ker g <_ 
(ap x 1 - 1 x cp/t) x (1 x 1). This follows since Ker g < A' 
is isomorphic to an ideal in K(a) x K(c) which is contained 
(a p  x 1 - 1 x c p/t). Thus, Ker g = (a p  x 1 - 1 xc p/t) x (1x1). 
Therefore, A'/Ker g = K(a) x K(c)/(ap x 1 - 1 x cp/t) = 
KQ(a) x KQ(C) = A/N. Thus, g maps A1 onto A/N. Since 
Ker f - (ap x 1 - 1 x cP/t) = Ker g, there exists an auto­
morphism a of A/N such that f = agh. Thus, A1 has a com­
mutative diagram, but A1 does not split with respect to 
Ker g by Lemma 4.3. Clearly, there does not exist an ideal 
N' < Ker h = (0) such that T/N* splits with respect to 
Ker f/N1. 
Consider the field F = (1 x 1) x (KQ(a) x KQ(c)) < A. 
Clearly, F = Kq(a) x KQ(c) = A/N. Thus, v|F must map F one-
one onto A/N since A/N is not K-isomorphic to a proper sub-
field. Therefore, A splits with respect to N. 
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V. CONCLUSION 
Diagram 2 clarifies the relationship between the three 
essential elements in our method of attack to test the 
splitting of A. These elements are (i) the pair of integral 
domains FQ, F^ of which we consider A/N to be the composite, 
(ii) the tensor product T - FQ x F|, and (iii) the collection 
of ring composites in A which are generated by isomorphic 
images of FQ and F^. 
Once we decide upon which pair of integral domains 
FQ, FJL of which we consider A/N to be the composite, this 
pair remains fixed. The tensor product T = FQ x F^ is then 
formed and it remains fixed. In A, there may be many iso­
morphic images of FQ, F^ which we may choose from in order 
to generate a ring composite A'. The correct choice of 
images is one which leads to a commutative diagram for A'. 
With respect to Theorem 2.5, the splitting of A is 
invariant under the choice of integral domains FQ and F-^ of 
which we consider A/N to be the composite, for suppose we 
detect the splitting of A through a particular choice of 
integral domains. Then using the result that A splits, 
Conditions i, ii, and iii in Theorem 2.5 hold for any other 
choice of integral domains of which we consider A/N to be 
composite (by Theorem 2.5 itself). 
Following Theorem 2.5, we have some sufficient 
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conditions for the splitting of A. Thus, it may be advan­
tageous to consider A/N as a particular composite of two 
integral domains in order to detect the splitting jf A by 
the theory developed following Theorem 2.5. 
In Chapter III, the relation between the splitting of A 
and the splitting of A* is a relation between split exact 
sequences of modules. Theorem 3.6 says that if the short 
exact sequence 
(0) -> N A A/N -> (0) 
is split exact, then the short exact sequence 
( 0 ) —^ N* A* —> A*/N* —t" ( 0 ) 
is split exact. Theorem 3.10 says that if the short exact 
sequence 
(0) -> KerfflFgXFj -> F^xF^ -> FgXFyKer(f|FgXF^) -> (0) 
is split exact, then the short exact sequence 
( 0 ) —N* —;> A* —;> A*/N* —^ ( 0 ) 
is split exact. 
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