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Christopher M. Ormerod
Abstract. It is well known that isomonodromic deformations admit a Hamil-
tonian description. These Hamiltonians appear as coefficients of the char-
acteristic equations of their Lax matrices, which define spectral curves for
linear systems of differential and difference systems. The characteristic equa-
tions in the case of the associated linear problems for various discrete Painleve´
equations is biquadratic in the Painleve´ variables. We show that the discrete
isomonodromic deformations that define the discrete Painleve´ equations may
be succinctly described in terms of the characteristic equation of their Lax
matrices.
1. Introduction
This article concerns Lax pairs for the discrete Painleve´ equations [36]. These
Lax pairs are pairs of differential or difference operators in two variables; a spectral
variable, x, and an independent variable, n. The operators may be written in
matrix form as
(∆x −An(x))Yn(x) = 0,(1.1a)
(∆n −Rn(x))Yn(x) = 0,(1.1b)
where An(x) and Rn(x) are meromorphic matrices in x and ∆x is one of three cases
∆x =
d
dx
: fn(x) 7→
dfn(x)
dx
,(1.2)
∆x = σh : fn(x) 7→ fn(x + h),(1.3)
∆x = σq : fn(x) 7→ fn(qx),(1.4)
and ∆n : fn(x) → fn+1(x) [2, 21, 36, 28, 56, 41]. Computing the compatibility
between (1.1a) and (1.1b) induces a transformation of the form
An(x)→ An+1(x),(1.5)
which we call a discrete isomonodromic deformation.
Given a particular operator of the form (1.1a) there is an algorithmic method
for obtaining an operator of the form (1.1b) compatible with (1.1a). When ∆x is a
differential operator these deformations are known as Schlesinger transformations
[20, 47]. When ∆x is a difference operator these transformations are called connec-
tion (matrix) preserving deformations [7, 21, 32, 46]. In fact for any given (1.1a)
there is a finitely generated lattice of operators of the form of (1.1b), which we call
a system of discrete isomonodromic deformations [32] or Schlesinger system [43].
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Information such as the number and multiplicity of poles of An(x) and asymp-
totic behavior of the solutions of (1.1a) determine which systems arises as discrete
isomonodromic deformations. We could say that this information defines the “type”
of a linear system. For example, the associated linear problem for the sixth Painleve´
equation is determined by four Fuchsian singularities. Once an equations type been
ascertained, it is a simple matter of parameterizing (1.1a) in the right way. This
idea has been incredibly useful in applications such as reductions of partial differen-
tial and difference equations [13, 34, 35] and semiclassical orthogonal polynomials
[14, 27, 31].
In the language of sheaves a system of linear differential equations defines a
connection on a vector bundle, which coincides with a matrix presentation when
specialized to a trivial bundle [26]. A discrete version of this framework is the
d-connection, which was considered by Arinkin and Borodin [2]. In this setting,
the type of a system of linear equations lends itself naturally to the idea of moduli
spaces of (d-)connections. The Painleve´ variables parameterize these moduli spaces
of (d-)connections on vector bundles. In fact, the minimal compactification of these
moduli spaces may be identified with the rational surfaces of initial conditions for
the Painleve´ equations [2, 45]. Using this approach, it is possible to show that Lax
pairs of a certain form exist without necessarily providing a parameterization [6].
The identification of an integrable system on the cotangent bundle of the moduli
space of connections is the subject of Hitchin systems [17]. This paper has been
inspired by of the analogies one can draw in the discrete setting, which have been
called generalized Hitchin systems [42]. The key observation in Hitchin’s framework
is that the characteristic equation that defines the spectral curve gives a set of
Hamiltonians whose flows are linear on the Jacobian of the spectral curve [17].
This may be extended in the non-autonomous case for Painleve´ equations, giving
a Hamiltonian formulation for isomonodromic deformations [26, 30].
If we turn our attention to (1.5) in the autonomous setting (where An+1(x) =
An(x)) we expect that the characteristic equation gives invariants [55]. In the case
of Lax pairs for QRT mappings the invariants that appear in the characteristic
equation are biquadratics [38, 39]. Since QRT mappings are defined by the ad-
dition law on a biquadratic [51] the QRT maps are linear on the Jacobian of the
spectral curve [42]. A similar geometric setting for the discrete Painleve´ equations
may be posed in terms of the addition law on a moving biquadratic curve [22].
The way in which these systems are defined and related suggests that the discrete
isomonodromic deformations in the case of the QRT mappings and the discrete
Painleve´ equations admit a description of the form
Γ˜(λ, x, yn+1, zn) = Γ˜(λ, x, yn, zn),(1.6a)
Γ˜(λ, x, yn+1, zn+1) = Γ˜(λ, x, yn+1, zn),(1.6b)
where Γ = det(λ−An(x)) is the characteristic equation for An(x) and (yn, zn) pa-
rameterize the biquadratic spectral curve [16, 18] (the trivial solutions yn+1 = yn
and zn+1 = zn are discarded). We use the notation Γ˜ to mean the characteristic
equation with some intermediate parameter values that do not necessarily corre-
spond to An(x) or An+1(x). For differential operators (1.6) coincides with treating
the Hamiltonian as a QRT-type invariant, which is considered a method for ob-
taining integrable discretizations of biquadratic Hamiltonian systems, such as the
SPECTRAL CURVES AND DISCRETE PAINLEVE´ EQUATIONS 3
discrete Painleve´ equations [29]. Our contribution is that the characteristic equa-
tion for difference operators is also tied to the geometry of the discrete Painleve´
equations.
In §2, we will review some of the theory regarding the Hamiltonian description
of isomonodomic deformations for differential equations and the geometry of the
QRT mappings and discrete Painleve´ equations. In §3 we consider how this applies
to contiguity relations for the second and sixth Painleve´ equations and two discrete
analogues of the sixth Painleve´ equation.
2. Spectral curves and isomonodromic deformations
We wish to explain why the role of the characteristic equation in the Hamilton-
ian description of isomonodromic deformations. To relate this to discrete isomon-
odromic deformations, we require the formal series solutions of (1.1a) in each of
the cases, which will give us a way of computing (1.1b) to compare against (1.6).
2.1. Hamiltonian description of isomondromic deformations. We start
with a linear problem of the form of (1.1a) with (1.2) where An(x) is rational. Let
An(x) have a finite collection of poles, {a1, . . . , aN} (and possibly {∞}) where the
order of the pole at x = aν is rν (r∞). The matrix An(x) takes the general form
An(x) =
N∑
ν=1
rν∑
k=0
Aν,k
(x − aν)k+1
−
r∞∑
k=1
A∞,−kx
k−1.(2.1)
We should assume that the leading coefficients, Aν,rν , are semisimple with matrices
Cν such that
Aν,rν = CνTνC
−1
ν ,
where Tν = diag(tν,1, . . . tν,m). We may normalize the system so that C∞ = I. We
also require the technical conditions (see [19]) that
tν,i 6= tν,j if rν ≥ 1, i 6= j,
tν,i − tν,j /∈ Z if rν = 0, i 6= j.
When prolonging a solution along a path around any collection of the poles,
we obtain a relation
(2.2) Yn(γ(1)) = Yn(γ(0))M[γ],
where [γ] denotes the equivalence class of paths under homotopy and M[γ] is called
a monodromy matrix [54]. If X denotes the punctured sphere P1\{a1, . . . , aN ,∞},
for any element [γ] ∈ pi1(X) we obtain a matrix representation
Π : pi1(X)→ GLm(C).
We may choose a set of generators of pi1(X), denoted [γi], so that the images,
Π([γi]) =Mi, satisfy
M1M2 . . .MNM∞ = I,
which is equivalent to [γ1 . . . γNγ∞] = 1.
It will be useful to specify a formal solution, which we write as
(2.3) Yn(x) = Cν Yˆn,ν(x) exp Tˆν(x),
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where Yˆn,ν(x) is just some series expansion in (x− aν) such that the constant term
Yˆn,ν(aν) is I and Tν(x) is an expansion of the form
(2.4) Tˆν(x) =
rν∑
k=1
Tν,k
(x− aν)
−k
−k
+ Tν,0 log (x− aν) .
Generally Yˆn,ν(x) is not necessarily convergent. Given a point, z, in some neighbor-
hood of x = aν , there is a basis of solutions that is convergent in some neighborhood
of z. Let us denote the matrix containing the basis of meromorphic solutions by
Y
(i)
n,ν . The collection of points in which Y
(i)
n,ν is convergent defines a Stokes sector.
This divides a neighborhood of aν into a collection of precisely 2rν Stokes sectors.
Given the columns of Y
(i)
n,ν and Y
(i+1)
n,ν both constitute a basis for formal solu-
tions to (1.1a), we may express the solution, Y
(i+1)
n,ν as a linear combination of Y
(i)
n,ν ,
which means that there exists a relation of the form
(2.5) Y (i+1)n,ν = Y
(i)
n,νS
(i)
ν ,
where S
(i)
ν is a constant matrix called the Stokes matrix (here S
(2rν)
ν relates S
(2rν)
ν to
S
(1)
ν ). This gives us a collection of constants that govern the asymptotic behavior
of the solutions around the poles of An(x) and the Stokes matrices for irregular
singularities [19]. In forming the monodromy matrix, every path around x = aν
passes through each of the Stokes sectors, collecting a contribution from each of the
Stokes matrices. We may specify the monodromy matrices in terms of this data as
Mν = Cν exp (2piiTν,0)S
(2rν)
j . . . S
(2)
ν S
(1)
ν C
−1
ν .(2.6)
The Pfaffian system describing monodromy preserving deformations is specified by
the following theorem.
Theorem 2.1 (Theorem 1 of [19]). The monodromy matrices are preserved if
and only if there exists a matrix of 1-forms Ωn(x) depending rationally on x and a
matrix of 1-forms Θν such that
dAn(x) =
∂Ωn(x)
∂x
+Ωn(x)An(x) −An(x)Ωn(x),(2.7a)
dCν = ΘνCν ,(2.7b)
where these 1-forms, Ωn(x) and Θν , are calculable by a rational procedure from A(x)
and d denotes exterior differentiation with respect to some deformation parameters.
We have specified the process is rational, however, as the precise formulation is
not the emphasis of this paper. We leave the reader with a reference to the work of
Jimbo et al. [19]. A remarkable consequence of [19, 20] is the general integrability
of the resulting system of partial differential equations defined by (2.7).
Theorem 2.2 (Theorem 2 of [19]). The non-linear differential equations are
completely integrable in the sense of Frobenius in each of the variables
a1, . . . , an
t1,1, . . . , t1,n
tν,1, . . . , tµ,n
 .
This means there is a continuous deformation in each of the ti,j for j ≥ 1. For
Painleve´ equations we have an ideal of one-forms in the ring of differentials in one
varible that is closed under external differentiation on isomonodromic deformations.
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This Pfaffian system is defined by the collection of 1-forms
ω =
∑
i
ωi,(2.8)
ωi = −Resx=aiTrYˆi(x)
∂Yˆi(x)
∂x
(x)dTi(x),(2.9)
which is closed on solutions of the isomonodromic deformations. A succinct form
for the Hamiltonian is due to Krichever [23].
Theorem 2.3 (Theorem 2.1 in [23]). The non-linear equations isomonodromic
deformations are Hamiltonian with respect to the Hamiltonians defined by
Hn,tp := −
1
n+ 1
TrA(x)n+1
∣∣∣∣
x=tp
.(2.10)
These Hamiltonians also appear as the coefficients of the characteristic equa-
tions. This theorem is reminiscent of the theory of invariants for discrete au-
tonomous integrable mappings arising as reductions of partial difference equations
[55]. When rν = 0 for ν = 1, . . . , N (and r∞ = 0), (2.1) defines a Fuchsian system
whose isomonodromic deformations is a Hamiltonian system with respect to the
Hamiltonians
(2.11) Hj =
∑
k 6=j 6=∞
Tr(Aj,0Ak,0)
aj − ak
.
This description is due to Okamoto [30]. A simple expansion shows how these
Hamiltonians appear in the coefficients of λ in the characteristic equation
Γ(λ) =λm − λm−1TrA(x)
+
∑
j
1
x− aj
∑
k 6=j 6=∞
Tr(Aj,0Ak,0)
aj − ak
.
λm−2 +O(λm−3).
More generally, the coefficients of the characteristic equations are expressible in
terms of the determinants and traces of the Ai,j and these Hamiltonians.
2.2. Schlesinger transformations and spectral curves. The aim of this
section is to provide a way computing (1.1b). For systems of differential equations,
from (2.6) it is easy to see that an integer shift in any collection of the entries of
the Tν,0 results in the same monodromy matrices. If we identify an collection of
integer shifts in the entries of Tν,0 with the shift n → n + 1, we may use (2.3) to
compute Rn(x) = Yn+1(x)Yn(x)
−1 [20, 47]. We need to specify what the discrete
analogue of the formal solutions in (2.3) to calculate Rn(x) for systems of difference
equations.
If ∆x is specified by (1.3) and An(x) is rational, multiplying Yn(x) by gamma
functions allows us to express An(x) in polynomial form as
(2.12) An(x) = A0 +A1x+ . . .+ANx
N ,
where the Ai are constant in x. For systems of difference equations, we may use
the formal solution specified by the following theorem.
Theorem 2.4. If AN = diag(κ1, . . . , κm) where
κi 6= 0, i = 1, . . . ,m, κi/κj /∈ R, i 6= j,
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then there exists unique fundamental solutions of (1.1a), Y−∞(x) and Y∞(x), of
the form
(2.13) Y±∞(x) = x
Nxe−Nx
(
Y0 +
Y1
x
+
Y2
x2
+ . . .
)
diag (κx1x
r1 , . . . , κxmx
rm)
such that
(1) Y∞(x) and Y−∞(x) are analytic throughout the complex plane, except at
possibly integer multiples of h to the left and right of the roots of An(x)
respectively.
(2) Y∞(x) and Y−∞(x) are asymptotically represented by (2.12).
For systems of q-difference equation, we may use q-Gamma functions (see [15]
for example) to reduce the case in which An(x) is rational to one in which An(x)
is polynomial, and hence, is also given by (2.12).
Theorem 2.5. If A0 and AN are semisimple with eigenvalues θ1, . . . , θm and
κ1, . . . , κm respectively, with
(2.14)
λi
λj
,
κi
κj
/∈ qN
+
, ∀i, j
then we have formal solutions
Y0(x) = Ŷ0(x)diag (eq,λ1(x))(2.15a)
Y∞(x) = Ŷ∞(x)diag
(
θq(x/q)
−Neq,λi(x)
)
(2.15b)
where Ŷ0(x) and Ŷ∞(x) are series around x = 0 and x =∞ respectively.
The functions θq(x) and eq,c(x) in this theorem satisfy
qxθq(qx) = θq(x), eq,c(qx) = ceq,c(x).
There is a generalization of this symbolic form in cases in which some of the eigen-
values are 0 in the work of Birkhoff and Guenther [5], and when the (2.14) is not
satisfied by Adams [1]. A cleaner and even more general existence theorem based
on vector bundles on Riemann surfaces is due to Praagman [37]. The difference
analogue of the monodromy matrices is considered to be the (Birkhoff’s) connection
matrix, which is a invariant under ∆x that relates the two formal series solutions
[3, 4].
Since in both cases An(x) is polynomial, we write
detAn(x) =
m∏
j=1
κj
mN∏
i=1
(x− ai),
where ai 6= 0. This expression in the q-difference case gives us a relation between
the θi’s, κj ’s and the ak’s. Just as the Mi were periodic in the values of Tν,0
the differential case, the connection matrices are periodic or quasi-periodic (i.e.,
f(a) = f(qa)) in the θi’s, κj ’s and the ak’s. The way in which the discrete Painleve´
equations arise is that we associate a shift in a collection of the periodic or quasi-
periodic variables with the transformation n→ n+ 1.
Theorem 2.6. Given a system of the form (1.1a), a discrete isomonodromic
deformation is governed by
(2.16) Yn+1(x) = Rn(x)Yn(x).
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We may compute Rn(x) using (2.13) and (2.15) to give (1.1b). Using (1.1a)
and (2.16), we obtain the compatibility when we require the solutions satisfy
∆x∆nYn(x) = ∆n∆xYn(x). For the cases (1.2), (1.3) and (1.4) we have
An+1(x)Rn(x) = Rn(x)An(x) +
dR(x)
dx
,(2.17a)
An+1(x)Rn(x) = Rn(x + h)An(x),(2.17b)
An+1(x)Rn(x) = Rn(qx)An(x),(2.17c)
which may be solved for An+1(x) to induce a map of the form (1.5).
We now turn to why we are drawn to (1.6). In the differential setting for
isospectral deformations the Hamiltonians were connected to the spectral curve.
In the difference setting, it is the invariants are connected to the spectral curve
[55]. These invariants and Hamiltonians essentially play the same role. We seek a
discrete evolution on the spectral curve that is linear on the Jacobian of the curve.
In the cases we consider, the characteristic equation defines a biquadratic curve,
hence, we consider an action defined by the group law on biquadratics.
If Γ defines a fibration of the plane by biquadratics in coordinates (y, z) ∈ P21,
then the QRT map is given by (1.6) where Γ = Γˆ = Γ˜. A fundamental result of
Tsuda is that if we embed biquadratic fibres in P2 as a cubic plane curves, the QRT
map admits the description
(2.18) Qˆ + P9 = Q+ P8,
where P9 and P8 are the images of y = ∞ and z = ∞. We have depicted this in
Figure 1. These points are two of nine base points [51]. In particular, when we
identify the elliptic curve with its Jacobian the action of the QRT map is discrete
and linear.
Q
P8
P9
Qˆ
Figure 1. The geometric interpretation of the QRT map.
The discrete Painleve´ equations are nonautonomous versions of the QRT maps,
but they are not directly associated with a fibration of the plane by biquadratic
curves, but rather an intermediate fibration. The evolution of the discrete Painleve´
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equations may be described in terms of moving biquadratic curves [22] in the fol-
lowing way; let P1, . . . , P9 be 9 points in P2 and Γ0 the unique cubic curve passing
through these points. We let T be the birational mapping that fixes P1, . . . , P7 and
sends P8 and P9 to Pˆ8 and Pˆ9 respectively in accordance with
P1 + . . .+ P7 + P8 + Pˆ9 = 0,
P8 + P9 = Pˆ8 + Pˆ9,
which interpreted in terms of the group law Γ0. In this setting, the Painleve´ vari-
ables, encoded in the point Q = [y : z : 1], is sent to Qˆ, which is determined
by
(2.19) Qˆ + Pˆ9 = Qˆ+ P8,
on the fibre containing Q in the fibration by cubic plane curves with base points
P1, . . . , P8, Pˆ9. This elegant description of the discrete Painleve´ equations is the
non-autonomous variant of (2.18). What distinguishes the QRT maps is that
P1+ . . .+P9 = 0 on Γ0. If the autonomous limits of the discrete Painleve´ equations
as QRT maps were to make any sense, P8 and P9 need to be chosen on the fibre
of (2.19) in the same way as the QRT case. This also explains why we seek an
intermediate curve, Γ˜(x), since a priori the points P1, . . . , P8, Pˆ9 are not associated
with the parameter values of either An(x) or An+1(x). Naturally, any valid choice
of basepoints should give a Schlesinger transformation, which seems a natural geo-
metric setting for the Schlesinger transformations. We do not pursue this here, but
this seems linked to the setting of Rains [42].
3. Examples
We have tried to capture the above theory in a set of examples that demonstrate
the principles. We start with something simple to demonstrate the mechanics, then
we choose three associated linear problems that are regular in the sense of the
theorems provided. We consider the sixth Painleve´ equation [47], the q-analogue
of the sixth Painleve´ equation [21] and the discrete analogue of the sixth Painleve´
equations [2].
3.1. Schlesinger transformations for the second Painleve´ equation.
The second Painleve´ equation arises an isomonodromic deformation of an irregular
system of linear differential equations [13]. It is an illustrative example since there
is only one parameter involved. This makes it simple to determine the change in
parameter required in (1.6).
The second Painleve´ equation may be written as
(3.1)
d2y
dt2
= 2y3 + yt+ α.
The associated linear problem for (3.1) is given by
(3.2)
dYn(x)
dx
=
(1 00 −1
)
x2 +
(
0 u
2z
u
0
)
x+

t
2
− z −uy
2θ + 2yz
u
z −
t
2

Yn(x),
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where α = θ− 1/2. The isomondromic deformation may be written as the compat-
ibility of (3.2) with
dYn(x)
dt
=
1
2
((
1 0
0 −1
)
x+
(
0 u
2z
u
0
))
Yn(x).
By computing entries of the compatibility, we obtain
y′ = z − y2 −
t
2
,(3.3a)
z′ = 2yz + θ,(3.3b)
whose equivalence to (3.1) is easily verified.
We consider the characteristic equation for An(x),
Γ(λ, x) =
(
λ2 −
1
4
(
t+ 2x2
)2
− 2θx
)
+
1
2
(
z(t− z)
2
+ y2z + θy
)
,(3.4)
where we have bracketed terms that depend on the Painleve´ variables, y and z, and
those that do not. Using Theorem 2.1 for systems of linear differential equations
with irregular singular points we obtain the following Hamiltonian description of
the evolution.
Corollary 3.1. The ismonodromic deformation admits a Hamiltonian de-
scription with respect to the following Hamiltonian
HII = HII(y, z, θ) =
z(t− z)
2
+ y2z + θy.(3.5)
From the discussion in the previous section, the appearance of the Hamilton-
ian in the characteristic equation is natural. The other interesting feature of this
Hamiltonian is biquadratic in y and z. This is an important feature for the evolution
we wish to describe, but it was also a feature exploited in numerically integrating
biquadratic Hamiltonians to give discrete Painleve´ equations [29].
There are just two Schlesinger transformations, inducing changes θ → θ± 1. If
there exists a transformation inducing one of these changes, this would clearly be
an isomonodromic deformation given (2.6). In the following theorem, we let y = yn,
z = zn and associate the transformation n→ n+ 1 with a change θn+1 = θn − 1.
Proposition 3.2. The Schlesinger transformation corresponding to the trans-
formation θn+1 = θn − 1 is given by
yn+1 + yn =−
θn
zn
,(3.6a)
zn+1 + zn =2y
2
n+1 + t.(3.6b)
Proof. To derive the isomonodromic deformation specified by the change
θn+1 = θn − 1, we use the general form of the solution around ∞ written as
Yn(x) =
(
I +
Y1
x
+
Y2
x2
+ . . .
)
eT (x)
T (x) =
(
1 0
0 −1
)
x3
3
+
(
t 0
0 −t
)
x
2
+
(
θ 0
0 −θ
)
log
1
x
.
coupled with the formal solution around x = 0. From this expansion, we compute
the expansions for Rn(x) = Yn+1(x)Yn(x)
−1 around x = 0 and x =∞, which tells
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us Rn(x) = R1 + R0x + O(x
−1) = R0 + R1x + O(x
2) = R0 + R1x. Furthermore,
using the first few terms of Yn(x) gives us the expression
Rn(x) =
 0 −un+12
−
zn
un
x− yn+1
 .(3.7)
The map (yn, zn) → (yn+1, zn+1) can be computed using (2.17) which gives (3.6).

This is essentially the computation given in [20]. The following theorem is our
first demonstration the role of (1.6).
Proposition 3.3. The transformation given by (3.6) may be obtained by (1.6)
where θ˜n = θn and θn+1 = θn − 1.
Proof. If θ˜n is some intermediate value, then solving (1.6) for yn+1 and zn+1
gives
yn+1 + yn = −
θ˜n
zn
, zn+1 + zn = −t− 2y
2
n+1,
When we compare the differential equation for zn+1 and zn+1, we find
y′n+1 =
(
θn − θ˜n
)
θ˜n(
t+ 2y2n+1 + zn+1
)2 − t2 − y2n+1 − zn+1,
z′n+1 =
4yn+1θ˜
(
θ˜n − θn
)
(
t+ 2y2n+1 + zn+1
)2 + 2yn+1zn+1 + 2θ˜n − θn − 1,
which, when θ˜n = θn gives (3.3) for θn+1 = θn − 1, confirming (1.6) coincides with
(3.6). 
As mentioned above, because of the explicit appearance of the Hamiltonian
in the characteristic equation this is equivalent to the observation made from a
numerical algorithms perspective by Murata et al. [29]. This remarkable connection
further emphasizes a possible link between (1.6) and a Hamiltonian description.
Another observation is that the resulting map is symplectic, which can be shown
using only the rules defined for all Poisson brackets.
3.2. The sixth Painleve´ equation. The sixth Painleve´ equation is at the
top of the hierarchy for differential Painleve´ equations [30]. The linear problem
for the sixth Painleve´ equation holds a special place in the theory of integrable
systems as it is perhaps the simplest to understand in terms of the theory. The
sixth Painleve´ equation is presented as
d2y
dt2
=
1
2
(
1
y
+
1
y − 1
+
1
y − t
)(
dy
dt
)2
−
(
1
t
+
1
x− 1
+
1
y − x
)
dy
dt
(3.8)
+
y(y − 1)(y − t)
t2(t− 1)2
(
α+
βt
y2
+
γ(t− 1)
(y − 1)2
+
δt(t− 1)
(y − t)2
)
.
The linear problem for the sixth Painleve´ equation is of the form
(3.9)
dYn(x)
dx
=
(
A0
x
+
A1
x− 1
+
At
x− t
)
Yn(x),
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where the coefficient matrices are
Ai =
zi + θi −wizizi + θi
wi
−zi
 ,
with
A0 +A1 +At +A∞ = 0, A∞ =
(
κ1 0
0 κ2
)
,
where κ1 + κ2 + θ0 + θ1 + θt = 0 and
κ1 − κ2 = θ∞.
The correspondence between the θi’s and the parameters in (3.8) is
α =
(θ∞ − 1)
2
2
, β = −
θ20
2
, γ =
θ21
2
, δ =
1− θ2t
2
.
If we use notation An(x) = (ai,j(x)), then we specify the spectral Darboux coordi-
nates, y and z, by
a1,2(x) = w(x − y),(3.10)
a1,1(y) = z,(3.11)
where w is a gauge variable and tracelessness determines a2,2(y). These conditions
are sufficient to express the entries of A0, A1 and At in terms of w, y and z alone.
These variables parameterize the moduli space, moreover, if we consider stability
under gauge invariance, the resulting moduli space is two dimensional.
The isomonodromic deformation in the variable t may be written as the com-
patibility between (3.9) and
dYn(x)
dx
= −
At
x− t
Yn(x),
which is equivalent to the system
y′ =
(y − 1) (tθt + (κ1 + κ2) (t− y)) + θ1(y − t)
(t− 1)t
+
2(y − 1)yz(t− y)
(t− 1)t
,
(3.12a)
z′ =
z (θt + θ0(t+ 1) + θ1t+ 2 (κ1 + κ2) y)
(t− 1)t
+
κ1κ2
(t− 1)t
+
z2
(
t+ 3y2 − 2(t+ 1)y
)
(t− 1)t
.
(3.12b)
The equivalence of (3.12) with (3.8) may be easily verified.
The spectral curve, in terms of the Painleve´ variable is
Γ(λ) =λ2 − λ
(
θ0
x
+
θ1
x− 1
+
θt
x− t
)
+
(y − 1)yz2(t− y) + κ1κ2(x − y)
(x− 1)x(x − t)
(3.13)
z ((y − 1) (tθt + (κ1 + κ2) (t− y)) + θ1(y − t))
(x− 1)x(x− t)
.
To find the Hamiltonian associated with this isomonodromic deformation we appeal
to Theorem 2.1.
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Corollary 3.4. The Hamiltonian describing the isomonodromic deformation
for the sixth Painleve´ equation is
HV I =
1
t(t− 1)
(
κ1κ2y(y − 1)(y − t)z
2 ++θt (θ0(t− 1) + θ1t)(3.14)
((t− y) (θ0(y − 1) + θ1y)− (y − 1)yθt) z) .
While we observed that (1.6) presented a succinct way of expressing a Schlesinger
transformation for the second Painleve´ equation, a priori, it is not clear why a bi-
rational mapping of the form (1.6) should yield a symmetry of the sixth Painleve´
equation. Firstly, the relation is defined on the spectral curve, which is a prop-
erty of the linear system. Secondly, in the case of the second Painleve´ equation,
the set of translational symmetries may be identified with Z, hence, the change
in parameters is canonical. For the sixth Painleve´ equation, there is no canonical
translational direction per se as we may identify the set of translational symmetries
with Z4. For this reason, we proceed in a different way, which is to show that (1.6)
defines a symmetry, and that the symmetry arises as a Schlesinger transformation.
Our first difficulty is the spectral curve appears not to be a biquadratic in the
Painleve´ variables. It can be made to be a biquadratic over the variables (y, ζ),
where ζ = zy. We use (1.6) to identify a shift n → n + 1. We let y = yn, z = zn
and ζ = ζn = ynzn and use the notation θˆi and κˆj to denote the values of θi’s and
κj’s shifted in the n-direction respectively.
Proposition 3.5. The discrete evolution equations, (1.6), defines the trans-
formation
yn+1 =
tzn(ynzn − θ0)
(ynzn + κ1)(ynzn + κ2)
,(3.15a)
zn+1 =
θt
yn+1 − t
+
θ1 + 1
yn+1 − 1
+
θ0 − ynzn
yn+1
,(3.15b)
for the shift θˆ1 = θ1 + 1, θˆt = θt + 1, κˆ1 = κ1 − 1 and κˆ2 = κ2 − 1.
Proof. If we use (1.6) for some set of intermediate values we obtain
yn+1yn =
tζn
(
ζn − θ˜0
)
(κ˜1 + ζn) (κ˜2 + ζn)
,(3.16a)
ζn+1 + ζn =θ˜0 + θ˜1 + θ˜t +
θ˜1
yn+1 − 1
+
tθ˜t
yn+1 − t
.(3.16b)
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The simplest way to proceed is to compare the derivatives from (3.15) using (3.12)
and (3.16a) and (3.16b). Using (3.15a), (3.12) and (3.16a) we find
y′n+1 =
κ˜2 (κ˜2 − κ1)
(
θ˜1 + κ˜1 + θ˜t
)(
θ˜0 + θ˜1 + κ˜1 + θ˜t + κ2
)
(t− 1) (κ˜1 − κ˜2) (κ˜2 + ζn) 2
+
(
θ0 − θ˜0
)
y2n+1
(
θ˜0 + κ˜1
)(
θ˜1 + κ˜1 + θ˜t
)
(t− 1)t
(
θ˜0 − ζn
)
2
+
y2n+1
(
θ˜1 + θ˜s + θ0
)
+ t
(
−θ˜1 − θ˜t + θ0 + θ1 + θt
)
(t− 1)t
−
yn+1 (θt + θ1t+ θ0(t+ 1)− t+ 1)
(t− 1)t
+
(κ1 − κ˜1) κ˜1 (κ˜1 − κ2)
(
θ˜0 + κ˜1
)
(t− 1) (κ˜1 − κ˜2) (κ˜1 + ζn) 2
+
2ζn (yn+1 − 1) (t− yn+1)
(t− 1)t
.
By shifting (3.12) in n and using (3.16b), the resulting expression for yn+1 in yn+1
and ζn is
y′n+1 =
yn+1
(
2
(
θ˜t + tθ˜1
)
− θˆt − tθˆ1
)
+ y2n+1
(
θ˜1 + θ˜t + θˆ1 + θˆt
)
(t− 1)t
+
(θˆ0 − 2θ˜0) (yn+1 − 1) (yn+1 − t)
(t− 1)t
−
2ζn (yn+1 − 1) (t− yn+1)
(t− 1)t
.
Similar, albeit longer relations for z′n+1 may be used to show
θ˜0 = θˆ0 = θ0, θ˜1 = θˆ1 = θ1 + 1, θ˜t = θt = θˆt − 1,(3.17a)
κˆ1 = κ˜ = κ1 − 1, κˆ2 = κ˜2 − 1 = κ2 − 1,(3.17b)
which proves (3.15) for the chosen parameters. 
We mention that because of the correspondence between the characteristic
equation and the Hamiltonian, this change of variables and computation of (3.15)
was also derived by Murata et al. in the context of integrable discretizations of
biquadratic Hamiltonian systems [29]. The surface of initial conditions for (3.15)
coincides with the surface for the sixth Painleve´ equation. To show that a transfor-
mation of the form (1.6) in this case corresponds to a Schlesinger transformation,
we still need to show this transformation arises as a Schlesinger transformation.
Proposition 3.6. The transformation (3.15) arises as the Schlesinger trans-
formation.
Proof. The formal solutions are of the form Yi(x) = Y (x−ai)(x−ai)
Ti where
Ti = diag(θi, 0), and Y∞ = Y (1/x)(1/x)
T
∞ where T∞ = diag(κ1, κ2). Using the el-
ementary Schlesinger transformations computed by Mug˘an and Sakka [47], it is a
relatively simple task to find the Rn(x) arising as a product of two matrices induc-
ing elementary Schlesinger transformations. Since all elementary transformations
commute, the two elementary Schlesinger transformations may be chosen to corre-
spond to the change (3.17). With an Rn(x) determined, it is a simple, yet tedious
task to confirm (3.15). 
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What is telling about the form of the Hamiltonian is that the evolution arises
as the product of two elementary Schlesinger transformations (in the sense of [20]).
We observed in [32] that this a common feature of many of the Lax pairs for many
discrete Painleve´ equations [7, 2] and q-Painleve´ equations [21, 28].
3.3. The q-analogue of the sixth Painleve´ equation. The q-analogue of
the sixth Painleve´ equation was presented with its Lax pair for the first time by
Jimbo and Sakai [21]. While Lax pairs for discrete Painleve´ equations as pairs of
commuting difference operators was presented in [36], a remarkable consequence
of [21] was that the commutation relations are equivalent to preservation of a
connection matrix. For this reason, we call this a connection (matrix) preserving
deformation.
The q-analogue of the sixth Painleve´ equation is the system whose evolution is
defined by
a1a2yn+1yn =
(qθ1zn − tna1a2) (qθ2zn − tna1a2)
(qκ1zn − 1)(qκ2zn − 1)
,(3.18a)
q2κ1κ2zn+1zn =
(yn+1 − qtna1) (yn+1 − qtna2)
(yn+1 − a3)(yn+1 − a4)
,(3.18b)
where tn+1 = qtn. The parameters are constrained by the equation
θ1θ2 = κ1κ2a1a2a3a4.
The evolution in the spectral variable is a specified by (1.1a) with (1.4) with
An(x) =
(
κ1((x − yn)(x− αn) + z1,n) κ2w(x − yn)
κ2
wn
(γnx+ δn) κ1((x − yn)(x− βn) + z2,n)
)
,(3.19)
where αn, βn, γn and δn are functions of yn and zn determined by the conditions
detAn(x) = κ1κ2(x − a1tn)(x− a2tn)(x− a3)(x − a4),(3.20)
z1,n =
(yn − a1tn)(yn − a2tn)
qκ1zn
, z2,n = (yn − a3)(yn − a4)qκ1zn,(3.21)
and that A(0) has eigenvalues θ1tn and θ2tn. This specifies that αn, βn, γn and δn
are given by
αn =
1
κ1 − κ2
(
κ2(2yn − a1tn − a2tn − a3 − a4) +
tnθ1 + tnθ2 − κ1z1,n − κ2z2,n
yn
)
,
βn =
1
κ1 − κ2
(
κ1(a1tn + a2tn + a3 + a4 − 2yn) +
κ1z1,n + κ2z2,n − tnθ1 − tnθ2
yn
)
,
γn =
1
yn
(
t2na1a2a3a4 − (ynαn + z1,n)(ynβn + z2,n)
)
,
δn = y
2
n + 2yn(αn + βn) + αnβn + z1,n + z2,n − a1a2t
2
n − tn(a1 + a2)(a3 + a4) + a3a4.
The connection matrix preserving deformation is given by the following result.
Proposition 3.7 (Jimbo and Sakai [21]). The sixth Painleve´ arises as the
connection preserving deformations described by tn+1 = qtn.
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Proof. Looking at the determinant of the matrix equation, we have that
the matrix satisfies a linear q-difference equation, which may be solved by q-
Pochhammer symbols. The ratio of which gives us that
detRn(x) =
1
(x− qa1tn)(x − qa2tn)
.
Using form of the solutions at x = 0 and x =∞, we compute expansions
Rn(x) = Yn+1(x)Yn(x)
−1,
which implies that Rn(x) takes the form
Rn(x) =
x(xI +R0)
(x− qa1tn)(x− qa2tn)
.
There are numerous equivalent ways of calculating R0 = (rij). One way to compute
R0 is to use the first few terms series expansion around x = 0 or x = ∞. In
particular, the value of r12 found using the expansion around x =∞ gives
r12 =
qκ2w − qκ2wˆ
κ1q − κ2
.
Taking the residues of the top right entry of the compatibility, (2.17), at the values
x = qa1tn and x = qa2tn, results in the alternative expression
r12 =
qκ2wn+1zn+1
1− qκ1zn+1
.
Equating these two expressions is equivalent to
(3.22)
wn+1
wn
=
qκ1zn+1 − 1
κ2zn+1 − 1
.
Alternatively, taking the residues of x = a1t and x = a2t, gives
r12 = −
qwn (a1tn − yn) (a2tn − yn)
(a1tn − yn) (a2tn − yn)− z2,n
,
whose compatibility with previous values of r12 gives (3.18b). With these values,
comparing corresponding values for r11 gives (3.18). The combination of (3.18) and
(3.22) solve (2.17). 
We highlight that the steps in this discrete isomonodromic deformation are the
same as the continuous cases that we have treated. The matrix, R(x), governing the
isomonodromic deformation may be evaluated directly from the fundamental solu-
tions. We remark that while we have given one connection preserving deformation
in a system of commuting transformations that make the full lattice of connection
preserving deformations [32]. One can decompose these transformations into anal-
ogous elementary Schlesinger transformations. The step used to derive the form of
the Rn(x) matrix also works for irregular solutions at x = 0 and x = ∞ using the
so-called Birkhoff-Guenther form of the solutions, which we explored in [32].
What we wish to show is that this isomonodromic deformation arises naturally
from (1.6). We express the spectral curve in terms of the matrix coefficients as
Γ(λ) =λ2 + κ1κ2(x − a1tn)(x− a2tn)(x− a3)(x − a4)(3.23)
− λ (κ1((x − yn)(x− αn) + z1,n) + κ2((x− yn)(x − βn) + z2,n)) .
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When we expand this in terms of y and z, we find that the spectral curve takes the
form
Γ(λ) =λ2 + κ1κ2(x− a1tn)(x − a2tn)(x − a3)(x− a4)+(3.24)
λ
(
κ1κ2qxzn (a3 − yn) (yn − a4)
yn
−
x (a1tn − yn) (a2tn − yn)
qyzn
+
(x− yn) ((θ1 + θ2) tn − (κ1 + κ2)xyn)
yn
)
.
The variable tn is a somewhat artificial in the context of connection preserving
deformations, or more generally the full affine Weyl group of Ba¨cklund transfor-
mations of type D
(1)
5 [45]. Both the connection preserving deformation and the
Schlesinger transformations arise in the same manner, hence, to determine whether
the (1.6) determines (3.18), we are required to consider the evolution of (3.18) as
a deformation in which tn = 1 and aˆ1/a1 = aˆ2/a2 = θˆ1/θ1 = θˆ2/θ2 = q, which
defines a direction n.
Theorem 3.8. The evolution equations (3.18) admit the representation (1.6).
Proof. The intermediate change of variables is the change shifts a1 and a2 by
q, where the resulting application of (1.6) to (3.24) gives (3.18a) and (3.18b). 
For linear systems of q-difference equations, we have tested this relation on all
the Lax pairs featured in the work by Murata [28], and found that (1.6) is a succinct
way of describing the evolution of each discrete isomonodromic deformation listed,
including the q-Painleve´ equation known as q-P(A
(1)
2 ) [44, 28].
3.4. The discrete analogue of the sixth Painleve´ equation. The last
example we wish to give is the discrete version of the sixth Painleve´ equation (d-
PV I) [2]. We call it the discrete version of the sixth Painleve´ equation because
it possesses a continuum limit to the sixth Painleve´ equation. There are two Lax
pairs for d-PV I , a difference-difference Lax pair of the form (1.3) and (1.1b) [2],
and a recent differential difference Lax pair of the form (1.2) and (1.1b) [12]. We
recently found a reduction from the lattice potential Korteweg-de Vries equation
to d-PV I using a parameterization of the Lax pair from [2].
The form of discrete version of the sixth Painleve´ equation we chose may be
written
(zn+1 + yn)(yn+1 + zn+1) =
(yn+1 − a3)(yn+1 − a4)(yn+1 − a5)(yn+1 − a6)
(yn+1 − a1 + tn)(yn+1 − a2 + tn)
,
(3.25a)
(yn+1 + zn)(yn + zn) =
(zn + a3)(zn + a4)(zn + a5)(zn + a6)
(zn + a7 + tn)(zn + a8 + tn)
,(3.25b)
where tn+1 = tn + h and
a1 + a2 + a3 + a4 + a5 + a6 + a7 + a8 = h.
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We start with a Lax pair of the form
An(x) = x
3I+
(3.26)
(κ1 + tn) ((x− αn)(x− yn) + z1,n) (κ2 + tn)wn(x− yn)
(κ1 + tn)
(γnx+ δn)
wn
(κ2 + t) ((x− βn)(x − yn) + z2,n)
 ,
where the function w is related to the gauge freedom. The functions, α, β, γ and
δ are determined by
detA(x) = (x− a1 + tn)(x − a2 + tn)(x − a3)(x− a4)(x− a5)(x − a6).(3.27)
There is also a relation between z1,n and z2,n, which means that z1,n and z2,n may
be written in terms of a single variable, zn, chosen later to simplify the evolution
equations.
As we did in a previous study [33], we give expressions for these functions in
terms of the coefficients of the determinant;
6∑
k=0
µix
k = detAn(x).
The functions αn, βn, γn and δn are given, in terms of these
αn =
t2n
κ1 − κ2
+
µ3 + (κ2 − κ1)
(
y2n − z2,n
)
+ µ4yn
(κ1 − κ2) (κ1 + tn)
+
tn (κ1 + κ2 − yn)
κ1 − κ2
(3.28a)
−
µ4 − 2y
2
n + κ1yn + z1,n + z2,n − κ1κ2
κ1 − κ2
,
βn =
t2n
κ2 − κ1
−
µ3 + (κ1 − κ2)
(
y2n − z1,n
)
+ µ4yn
(κ1 − κ2) (κ2 + tn)
−
tn (κ1 + κ2 − yn)
κ1 − κ2
(3.28b)
+
µ4 − 2y
2
n + κ2yn + z1,n + z2,n − κ1κ2
κ1 − κ2
,
γn =αnβn +
µ0 + µ1yn
y2n (κ1 + tn) (κ2 + tn)
−
z1,nz2,n
y2n
+ yn(αn + βn) + z1,n + z2,n,
δn =
µ0
y (κ1 + tn) (κ2 + tn)
−
(αyn + z1,n) (βyn + z2,n)
yn
.(3.28c)
We just need to parameterize this moduli space in
y3n + z1,n (κ1 + tn) =
(yn − a3) (yn − a4) (yn − a5) (yn − a6)
zn + yn
,(3.29a)
y3n + z2,n (κ2 + tn) =(zn + yn) (yn − a1 + tn) (yn − a2 + tn) .(3.29b)
We may think of the moduli space being parameterized by yn, zn and wn.
Theorem 3.9. The connection preserving deformation is given by (3.25).
Proof. There is a matrix, Rn(x), relating the systems by (1.1b). The deter-
minant of the solution is the solution of a scalar difference equation, and can be
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solved explicitly, giving that
detRn(x) =
1
(x− a1 + tn+1)(x − a1 + tn+1)
.
Reading off the formal solutions, (2.13) above, and solving for ρ1 and ρ2 gives a
formal solution of the form
(3.30) Y±∞(x) = x
3x/he−3x/h
(
I +
Y1
x
+
Y2
x2
+ . . .
)
diag
(
x
κ1+tn
h
− 3
2 , x
κ1+tn
h
− 3
2
)
.
Computing Rn(x) = Yˆ±∞(x)Y±∞(x)
−1, gives us a rational matrix of the form
Rn(x) =
x(xI +R0)
(x− a1 + tn)(x− a2 + tn)
.
Comparing the residue of (2.17) at x = a1 + tn and x = a1 + tn gives a value for
the top right entry, which we compare against the value obtained by considering
leading asymptotics of the top right entry for (2.17) to obtain
(3.31)
wn+1
wn
=
(κ2 + tn) (a3 + a4 + a5 + a6 − h+ κ2 + zn + tn)
(κ2 + tn) (a3 + a4 + a5 + a6 + κ1 + zn + tn+1)
.
Using this expression in the value for the top right entry obtained by considering
residues at x = a1 + t− h and x = a2 + t− h gives (3.25a), where
a7 = −κ1 − a1 − a2, a8 = a3 + a4 + a5 + a6 + κ1.
Comparing the top left entry using (3.31) and (3.25a) readily gives (3.25b). Fur-
thermore, the compatibility under these values is an identity. 
We now turn to the expression for the isomonodromic deformations using the
spectral curve. We first write the characteristic equation as
Γ(λ, x) =λ2 + (x− a1 + tn)(x− a2 + tn)(x− a3)(x − a4)(x − a5)(x− a6)
+ λ
(
x2 (κ1 + κ2 + 2tn)− x (αn (κ1 + tn) + βn (κ2 + tn) + yn (κ1 + κ2 + 2tn))
−yn (αn (κ1 + tn) + β (κ2 + tn))− z1,n (κ1 + tn)− z2,n (κ2 + tn)− 2x
3
)
,
which may be expressed in terms of y and z. The discrete isomonodromic defor-
mations are described by the following theorem.
Theorem 3.10. The evolution equations (3.25) admit the representation (1.6).
Proof. We simply note that the above approach works where the intermediate
change is moves a1 and a2 but not a7 and a8, in which (1.6a) is equivalent to (3.25a)
while (1.6b) is equivalent to (3.25b). Demanding that the resulting characteristic
equation is of the same form ensures the particular change in parameters is uniquely
defined. 
4. Discussion
We have shown that a certain class of discrete isomomondromic deformations
admit an incredibly simple formulation in terms of the characteristic equation of
the associated linear problem. The form of the evolution defining the discrete
isomonodromic deformation seems to be the same regardless whether we have a
differential-difference, q-difference-difference or difference-difference Lax pair. It
would be an interesting task to show that deformations of the type described here
are Frobenius integrable in some sense.
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