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Notation
Fu¨r reelle Zahlen x bedeutet bxc die gro¨ßte ganze Zahl kleiner oder
gleich x. Real– und Imagina¨rteil der komplexen Zahl s werden mit
σ und t bezeichnet. Die Landau–Symbole o und O sowie das Vino-
gradov–Symbol  werden wie u¨blich verwendet. Dabei steht f(x) =
O(g(x)) oder gleichwertig f(x)  g(x) fu¨r Funktionen f und g mit
g > 0, falls es eine Konstante c > 0 gibt mit |f(x)| ≤ cg(x) fu¨r alle
x in einer Umgebung des angegebenen Ha¨ufungspunktes, meist fu¨r
x → ∞. Fu¨r Funktionen f : G → C und g : G → R+0 mit G ⊆ C
bedeutet die Bezeichnung f(x) = o(g(x)), dass der Grenzwert
lim
f(x)
g(x)
= 0
existiert, jeweils fu¨r x gegen den angegebenen Ha¨ufungspunkt.
Die Schreibweise f(x) ∼ g(x) fu¨r x→∞ mit Funktionen f, g : R → R
besagt, dass der Grenzwert
lim
x→∞
f(x)
g(x)
= 1
ist.
Mit λ sind immer Elemente der arithmetischen Halbgruppe Λ gemeint,
mit β Basiselemente davon. Das neutrale Element von Λ ist λ0.
v
Zu ausgewa¨hlten Symbolen ist die Seite ihrer ersten Verwendung auf-
gefu¨hrt.
Arithmetische Funktionen
1(λ) 11
id(λ) 11
µΛ(λ) 11
µ(n) 4
Anzahlfunktionen, summatori-
sche Funktionen und Restglieder
L(x) 6
piΛ(x) 6
ψΛ(x) 11
ψ1(x) 11
ψ2(x) 74
ψ3(x) 74
R(x) 6
ϑΛ(x) 12
Dirichletreihen und holomorphe
Funktionen
1˜(s) 23
f˜(s) 19
Ψ(s) 47
ρ(s) 25
ζΛ(s) 23
Konstanten
A 6
γ 6
ϑ 3
sonstige Symbole
(◦) 6
lix 57
vi
Kapitel 1
Einleitung
Die natu¨rlichen Zahlen 1, 2, 3, 4, . . . bilden die Grundlage allen Rech-
nens. Bei der Multiplikation und Division spielen die Primzahlen 2,
3, 5, 7, 11, . . . eine besondere Rolle. Jede natu¨rliche Zahl besitzt ei-
ne bis auf die Reihenfolge eindeutige Darstellung als Produkt von
Primzahlen. Die Primzahlen erzeugen die natu¨rlichen Zahlen mit ih-
rer multiplikativen Struktur. Es gibt unendlich viele Primzahlen. Den
Beweis dazu kannte bereits Euklid vor u¨ber zwei Jahrtausenden. 1896
bewiesen Hadamard und de la Valle´e Poussin unabha¨ngig voneinander
eine genauere Aussage, den Primzahlsatz: Die Anzahl der Primzahlen
kleiner oder gleich x ist asymptotisch gleich x/ logx.
La¨sst man von den Primzahlen etwa die 2 weg und betrachtet die
dann erzeugten Zahlen, so bleibt von den natu¨rlichen Zahlen nur
”
die
Ha¨lfte“ u¨brig, die Menge der ungeraden Zahlen. Trotzdem bleibt der
Primzahlsatz gu¨ltig. Denkbar ist ebenso, zu den Primzahlen andere
reelle Zahlen, z.B. pi, hinzuzufu¨gen.
Zu der vorliegenden Arbeit hat die Frage gefu¨hrt, welche Eigenschaf-
ten der natu¨rlichen Zahlen fu¨r die Gu¨ltigkeit des Primzahlsatzes ver-
antwortlich sind. Die additive Struktur ist nicht erforderlich, wie schon
das Beispiel der ungeraden Zahlen andeutet. Speziell geht es um die
Frage, ob eine multiplikative Halbgruppe, deren Elemente a¨hnlich ver-
teilt sind wie die natu¨rlichen Zahlen, auch a¨hnlich verteilte Primele-
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mente besitzt, d.h. ob der Primzahlsatz gilt. Der Begriff
”
a¨hnlich“
la¨sst sich dabei quantifizieren. Bei den natu¨rlichen Zahlen gibt es bis
zu einer Gro¨ße x etwa x Zahlen, abgesehen von einem Fehler vom
Betrage kleiner 1. Das obige Beispiel mit den ungeraden Primzahlen
zeigt, dass man fu¨r den allgemeinen Fall die Asymptotik Ax mit einer
Konstanten A > 0 zulassen sollte. Die Frage ist, welche Anforderun-
gen man an den Fehler stellen muss, damit der Primzahlsatz noch
gilt.
Es gibt prinzipiell zwei mo¨gliche Schlussrichtungen: den Schluss von
der Verteilung der Halbgruppenelemente auf die Verteilung der Er-
zeuger sowie umgekehrt von den erzeugenden Primelementen auf die
Halbgruppe.
In der Mathematik, aber auch in der Praxis, treten zahlreiche all-
gemeinere Strukturen auf, in denen a¨hnlich wie mit den natu¨rlichen
Zahlen gerechnet wird. Beispiele gibt es etwa in der Algebra [KnZ01]
wie auch in der Graphentheorie [Kno76], [KnK99], [KnW02]. Das ein-
fachste Beispiel sind die Gaußschen Zahlen. Fu¨r solche Strukturen
ist der Beweis des Primzahlsatzes von Interesse (vgl. die Beispiele in
Abschnitt 2.1).
Die erste Verallgemeinerung des Primzahlsatzes geht auf Landau zu-
ru¨ck, der 1903 einen Beweis des Primidealsatzes fu¨r algebraische Zahl-
ko¨rper vorlegte [Lan03]. Aus der Sicht spa¨terer abstrakter Primzahl-
sa¨tze bildet der Primidealsatz einen Spezialfall [BaD69]. 1937 fu¨hrte
Beurling verallgemeinerte Primzahlen ein als eine Folge reeller Zahlen
1 < p1 ≤ p2 ≤ . . . mit pj → ∞ [Beu37]. Mit dem Beurlingschen
Primzahlsatz zeigte er den Primzahlsatz fu¨r die Klasse so erzeugter
Halbgruppen reeller Zahlen, deren Elementeanzahl L(x) die Asym-
ptotik
(1.1) L(x) = Ax +O
( x
logγ x
)
(x→∞)
mit A > 0, γ > 3/2 erfu¨llt.
Die so definierte Klasse arithmetischer Halbgruppen ist sogar maximal
im Hinblick auf die Verteilung der Halbgruppenelemente [Dia70b]. Die
Ausdehnung auf abstrakte arithmetische Halbgruppen, die nur noch
eine Normabbildung in die reellen Zahlen besitzen, wurde von Knopf-
3macher eingefu¨hrt und zusammen mit anderen zu einer umfangreichen
Theorie ausgebaut [Kno75], [KnZ01].
Zum Primzahlsatz gibt es eine Reihe a¨quivalenter Aussagen. Bei vielen
davon spielt die Mo¨biusfunktion eine Rolle. Der U¨bergang zu arithme-
tischen Halbgruppen zeigt, dass diese Aussagen dort nicht unbedingt
gleichwertig sind. Dies gibt den arithmetischen Halbgruppen eine wei-
tere Bedeutung in der Mo¨glichkeit, die Zusammenha¨nge zwischen ver-
schiedenen Formen des Primzahlsatzes besser zu verstehen.
Der Primzahlsatz fu¨r arithmetische Halbgruppen wurde mit verschie-
denen Methoden bewiesen. Die klassische analytische Methode ver-
wendet Taubersa¨tze, etwa nach Ikehara–Landau. Die ersten Bewei-
se des Beurlingschen Primzahlsatzes verwenden diese Vorgehensweise
(vgl. etwa [BaD69]). Diese hat den Vorteil, dass sie keine Fortsetzung
der Zetafunktion fu¨r Werte mit Realteil kleiner als 1 erfordert. Ver-
langt man ein strengeres Restglied in der asymptotischen Verteilung
der Halbgruppenelemente in der Form
L(x) = Ax+O(xϑ) (x→∞)
mit 0 ≤ ϑ < 1, so la¨sst sich auch die Zetafunktion fortsetzen und
weitere analytische Methoden sind anwendbar, wie die Perronsche In-
tegralformel (vgl. Satz 3.2 und Kapitel 6). Diese Voraussetzung ent-
spricht Knopfmachers Axiom A in [Kno75]. Auch elementare Me-
thoden wurden auf arithmetische Halbgruppen u¨bertragen [Ami61],
[Mal61], [Weg66]. Dabei ist interessant, dass sie fu¨r einen weiten Be-
reich von Halbgruppen als einzige den Primzahlsatz mit Restglied
liefern. Andererseits erfordern bislang alle elementaren Beweise in
der asymptotischen Verteilung der Halbgruppenelemente ein strenge-
res Restglied als der analytisch bewiesene Beurlingsche Primzahlsatz.
1980 pra¨sentierte Newman einen neuen Beweis des Primzahlsatzes fu¨r
die natu¨rlichen Zahlen, der mit sehr einfachen analytischen Methoden
auskommt [New80]. Die U¨bertragung dieser Beweisidee auf arithme-
tische Halbgruppen ist wesentlicher Teil der vorliegenden Arbeit. So
entsteht ein wesentlich vereinfachter Beweis des Primzahlsatzes fu¨r
arithmetische Halbgruppen.
Kapitel 2 behandelt die grundlegenden Eigenschaften arithmetischer
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Halbgruppen und darauf definierter arithmetischer Funktionen. Auf-
grund gewisser Vorteile erha¨lt in dieser Arbeit die additive Schreib-
weise der Halbgruppen den Vorzug.
In Kapitel 3 werden allgemeine Dirichletreihen eingefu¨hrt und unter-
sucht. Insbesondere geht es um den Nachweis verschiedener Eigen-
schaften der zu einer arithmetischen Halbgruppe geho¨renden Zeta-
funktion.
Kapitel 4 entha¨lt die wesentlichen neuen Ergebnisse dieser Arbeit.
Dies ist vor allem ein Konvergenzsatz fu¨r allgemeine Dirichletreihen
u¨ber additiven arithmetischen Halbgruppen mit der zu (1.1) analogen
Asymptotik L(x) = Aex +O(x−γex), hier mit γ > 1. Der Beweis ver-
wendet Ideen Newmans [New80]. Als wichtige Anwendung des Satzes
folgt fu¨r γ > 3/2 die Konvergenz des Analogons der Reihe
∞∑
n=1
µ(n)
n
= 0
u¨ber die Mo¨biusfunktion µ. Im Fall der natu¨rlichen Zahlen ist diese
Aussage a¨quivalent zum Primzahlsatz. Fu¨r arithmetische Halbgrup-
pen ist daru¨ber wenig bekannt. Zhang zeigte, dass im Gegensatz zu
den natu¨rlichen Zahlen die Konvergenz
1
x
∑
n≤x
µ(n) → 0 (x→∞)
nicht a¨quivalent zum Primzahlsatz ist [Zha86], [Zha87].
Die Anwendung von Newmans Methode auf Laplace–Transformierte
liefert einen weiteren Konvergenzsatz, aus dem der Primzahlsatz im
Fall γ > 2 folgt. Dies stellt eine deutliche Vereinfachung des Beweises
des Primzahlsatzes fu¨r diese Halbgruppen dar. Der Primzahlsatz gilt
daru¨ber hinaus auch fu¨r 3/2 < γ ≤ 2. Inwieweit sich Newmans Me-
thode auch in diesem Bereich direkt zum Beweis des Primzahlsatzes
anwenden la¨sst, ist Gegenstand von Kapitel 5.
Im Kapitel 6 schließlich fu¨hrt die Anwendung der Perronschen In-
tegralformel zu einem Primzahlsatz fu¨r additive arithmetische Halb-
gruppen mit L(x) = Aex + O(eϑx), ϑ < 1. Das gefundene Restglied
stellt sich dabei als bestmo¨glich heraus.
Kapitel 2
Arithmetische
Halbgruppen
Die arithmetischen Halbgruppen stellen eine Verallgemeinerung der
multiplikativen Halbgruppe der natu¨rlichen Zahlen dar. Der wesentli-
che Unterschied zu den natu¨rlichen Zahlen ist, dass sie nicht notwendig
eine zweite Rechenoperation besitzen und ihre Elemente wesentlich
allgemeiner verteilt sein ko¨nnen. Insbesondere sind sie im Allgemei-
nen nicht a¨quidistant verteilt wie die natu¨rlichen Zahlen. Das Konzept
der arithmetischen Halbgruppen wurde von Knopfmacher eingefu¨hrt
[Kno75]. Es hat jeweils Vor- und Nachteile, arithmetische Halbgrup-
pen additiv oder multiplikativ zu schreiben. Die additive Schreibwei-
se ermo¨glicht die Definition allgemeiner Dirichletreihen ohne Verwen-
dung des komplexen Logarithmus. Daher bietet sich diese Form fu¨r
die vorliegende Arbeit an.
2.1 Definition und Beispiele
Definition 2.1. Es sei Λ eine abza¨hlbare additive kommutative Halb-
gruppe mit neutralem Element λ0. Diese besitze eine Teilmenge B
derart, dass jedes Element λ ∈ Λ eine (bis auf die Reihenfolge) ein-
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deutige Darstellung als Summe von Elementen aus B besitzt. Zu Λ
gebe es eine Abbildung | . | : Λ → R+0 mit
(a) |λ| = 0 ⇐⇒ λ = λ0 fu¨r alle λ ∈ Λ,
(b) |λ+ µ| = |λ|+ |µ| fu¨r alle λ, µ ∈ Λ,
(c) fu¨r jedes x ∈ R+ ist die Menge {λ ∈ Λ : |λ| ≤ x} endlich.
Dann heißt Λ arithmetische Halbgruppe und B ihre Basis. Die Abbil-
dung | . | heißt Norm auf Λ. Die Elementeanzahlfunktion sei
(2.1) L(x) :=
∑
λ∈Λ
|λ|≤x
1.
Die Basiselemente werden geza¨hlt durch
piΛ(x) :=
∑
β∈B
|β|≤x
1.
Die arithmetische Halbgruppe Λ erfu¨llt die Eigenschaft (◦), wenn gilt
(◦) L(x) = Aex +R(x)
mit A > 0 und einem Rest R(x) = o(ex) fu¨r x→∞.
Bemerkung 2.1. An Stelle der Normabbildung wird in der Literatur
oft auch eine Gradabbildung ∂ geschrieben.
Es ist mo¨glich, dass verschiedene Halbgruppenelemente die gleiche
Norm haben. In der Menge der Normwerte ist die Zerlegung in Normen
der Basiselemente somit nicht mehr eindeutig. Es ist daher wesentlich,
die Elemente von ihrer Norm zu unterscheiden. Die Basiselemente
entsprechen den Primzahlen im multiplikativen Fall.
Welche Eigenschaften der arithmetischen Halbgruppe nachgewiesen
werden ko¨nnen, ha¨ngt maßgeblich von der Gro¨ßenordnung des Restes
R(x) ab. Im Folgenden liegt der Schwerpunkt der Untersuchungen auf
arithmetische Halbgruppen mit
(2.2) R(x)  e
x
xγ
fu¨r x→∞
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mit einem γ > 0. Um technische Probleme fu¨r x nahe 0 zu vermeiden,
kann es sinnvoll sein, stattdessen R(x)  (1 + x)−γex zu verlangen.
Klar ist, dass jedes Λ, das (2.2) fu¨r ein γ > 0 erfu¨llt, dies auch fu¨r γ′
mit γ′ < γ leistet. In Abha¨ngigkeit von γ lassen sich unterschiedliche
Aussagen u¨ber Λ und B beweisen. Weitergehende Aussagen lassen sich
erzielen durch strengere Anforderungen an R(x), etwa
R(x)  eϑx fu¨r x→∞
mit einem ϑ < 1.
Die Wahl der Eulerschen Zahl e in (◦) ist willku¨rlich. Entspricht Λ
der obigen Definition mit
L(x) = Aqx + o(qx)
mit einem q > 1, so betrachte die Normabbildung | . |′ : Λ → R+0 mit
|λ|′ = |λ| log q.
Damit ist dann
L′(x) =
∑
λ∈Λ
|λ|′≤x
1 =
∑
λ∈Λ
|λ|≤x/ log q
1 = L
( x
log q
)
= Aex + o(ex).
Die Eigenschaft (c) aus Definition 2.1, dass es nur endlich viele Halb-
gruppenelemente mit Norm kleiner gleich x gibt, folgt direkt aus (◦).
Speziell hat Λ keine Ha¨ufungspunkte mit endlicher Norm. Die Menge
{|λ| : λ ∈ Λ} ist diskret.
Gegenstand dieser Arbeit ist die Untersuchung des Zusammenhangs
zwischen der asymptotischen Elementeanzahl von Λ und B, also von
L(x) und piΛ(x) fu¨r x→∞.
Arithmetische Halbgruppen sind von Bedeutung als abstrakter Ober-
begriff fu¨r Strukturen, die sowohl in der Mathematik eine Rolle spie-
len, als auch in der Praxis auftreten ko¨nnen.
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Beispiel 2.1. Das einfachste Beispiel, das auch in allen folgenden
U¨berlegungen als Spezialfall immer enthalten ist, sind die natu¨rlichen
Zahlen. Durch U¨bergang zu
Λ := {logn : n ∈ N}
entsteht aus der multiplikativen Halbgruppe N eine additive arithme-
tische Halbgruppe mit
L(x) = bexc = ex +O(1).
Dabei bezeichnet bxc wie u¨blich die gro¨ßte ganze Zahl kleiner oder
gleich x. Ihre Basiselemente sind die Logarithmen der Primzahlen.
Beispiel 2.2. Es bezeichne
Z[i] := {a+ ib : a, b ∈ Z}
die Gaußschen Zahlen mit der Norm
N(a+ ib) := a2 + b2.
Die Anzahl der Gaußschen Zahlen mit Norm kleiner gleich x ist offen-
bar die Anzahl der Punkte des Einheitsgitters innerhalb des Kreises
mit Radius
√
x um 0. Diese ist pix +O(√x). Durch Definition von
|a+ ib| := logN(a+ ib),
erfu¨llt Z[i] die Eigenschaft (◦) mit
L(x) = piex +O(ex/2).
Aufgrund des vergleichsweise guten Restgliedes lassen sich sowohl
Satz 4.4 als auch Satz 6.8 zum Beweis des Primzahlsatzes fu¨r die
Gaußschen Primzahlen verwenden. Ganz allgemein la¨sst sich so der
Primidealsatz fu¨r algebraische Zahlko¨rper beweisen.
Beispiel 2.3. Viele Strukturen der Praxis lassen sich als arithmeti-
sche Halbgruppe auffassen, wann immer sich Objekte als Linearkom-
bination von Elementen einer Basismenge beschreiben lassen. Man
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denke sich etwa einen Rucksack mit gegebenem Volumen x, der mit
Gepa¨ckstu¨cken aus einer gegebenen Menge gepackt werden soll. Die
Volumina der zur Verfu¨gung stehenden Gepa¨ckstu¨cke bilden die Ba-
sis der arithmetischen Halbgruppe, welche aus allen mo¨glichen Ruck-
sackfu¨llungen besteht. Die Addition in Λ stellt das Zusammenpacken
zweier Rucksa¨cke dar. Das Volumen, das eine Rucksackfu¨llung ein-
nimmt, entspricht ihrer Norm.
Das in dieser Arbeit untersuchte Problem entspricht dann der Frage,
welche Schlu¨sse sich aus der Kenntnis u¨ber die asymptotische Anzahl
von Rucksackfu¨llungen mit Volumen kleiner gleich x u¨ber die asym-
ptotische Anzahl von Gepa¨ckstu¨cken mit Volumen kleiner gleich x
ziehen lassen.
Das Rucksackproblem (in diesem Fall das unbeschra¨nkte Rucksack-
problem[MaT90]), das in vielen Anwendungen eine Rolle spielt, be-
zeichnet die Frage nach der optimalen Rucksackfu¨llung, wenn jedem
Gepa¨ckstu¨ck zusa¨tzlich ein Wert zugeordnet wird. Die hier unter-
suchten Zusammenha¨nge betreffen dann die Anzahl zula¨ssiger Ruck-
sackfu¨llungen.
Die gleiche Situation ergibt sich bei einem Warenkorb, dessen Preis
sich aus der Summe der Preise der enthaltenen Waren ergibt.
Auch die Anordnung von Datenblo¨cken unterschiedlicher La¨nge auf
einem linearen Datentra¨ger erzeugt eine arithmetische Halbgruppe.
Weitere additive Beispiele gibt es in der Algebra. Abweichend von den
hier gemachten Voraussetzungen kommen dort oft nur ganzzahlige
Normwerte vor. An Stelle von (◦) wird dann das von Knopfmacher
[Kno79] eingefu¨hrte Axiom A# verlangt:
L(n) = Aqn +O(qνn)
mit A > 0, q > 1 und 0 ≤ ν < 1. Da dies nur an ganzzahligen Stellen
verlangt wird, ergibt sich eine andere Klasse von Halbgruppen, als sie
in dieser Arbeit untersucht werden. Dazu geho¨rt das
Beispiel 2.4. Es sei q eine Primzahlpotenz und Fq [y] der Polynom-
ring in y u¨ber dem endlichen Galois–Ko¨rper Fq mit q Elementen. Die
Teilmenge Λ aller normierten Polynome (Leitkoeffizient 1) bildet mit
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der Multiplikation eine Halbgruppe. Die u¨bliche Gradabbildung fu¨r
Polynome stellt eine Norm mit den geforderten Eigenschaften dar.
Dann bildet Λ eine arithmetische Halbgruppe mit
L(n) = qn fu¨r n ∈ N0.
Fu¨r das Folgende ist es hilfreich vorauszusetzen, dass die Elemente von
Λ eine Anordnung besitzen, d.h. Λ = {λ0, λ1, λ2, . . . } mit |λm| ≤ |λn|
fu¨r m < n. Dies impliziert eine Anordnung von B = {β1, β2, . . . }.
Summationen u¨ber Λ oder B seien in dieser Reihenfolge verstanden.
Bei einer gegebenen Halbgruppe ist diese Anordnung nicht eindeu-
tig, variiert aber ho¨chstens in der Reihenfolge von je endlich vielen,
aufeinander folgenden Elementen mit gleicher Norm. Bezu¨glich der
Berechnung und Konvergenz von Summen spielt dies keine Rolle.
Bemerkung 2.2. Fu¨r natu¨rliche Zahlen k und λ ∈ Λ sei
kλ :=
k∑
ν=1
λ.
Außerdem werde 0 · λ := λ0 gesetzt. Die eindeutige Basiszerlegung
wird dann zu
λ =
∑
β∈B
k(λ, β)β
mit nichtnegativen ganzen Zahlen k(λ, β), die fast alle gleich 0 sind.
2.2 Arithmetische Funktionen
Definition 2.2. Es sei Λ eine arithmetische Halbgruppe. Eine Abbil-
dung f : Λ → C heißt arithmetische Funktion auf Λ.
Zu zwei arithmetischen Funktionen f und g ist die Faltung f ∗ g defi-
niert durch
f ∗ g(λ) =
∑
µ,ν∈Λ
µ+ν=λ
f(µ)g(ν).
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Die arithmetische Funktion ε mit
ε(λ) =
{
1 fu¨r λ = λ0
0 sonst
ist das neutrale Element bezu¨glich der Faltung. Die zu f faltungs-
inverse Funktion f−1 existiert genau im Fall f(λ0) 6= 0. Analog zur
Mo¨biusfunktion wird die Funktion µΛ als das Faltungsinverse der kon-
stanten Funktion 1 definiert und es gilt
µΛ(λ) =

(−1)n fu¨r λ = β′1 + · · ·+ β′n,
β′ν ∈ B, paarweise verschieden
0 sonst.
Die Abbildung id : Λ → R+0 mit id(λ) = |λ| stellt das Analogon des
natu¨rlichen Logarithmus dar.
Analog zur von Mangoldt–Funktion ist Λ0 := µΛ ∗ id mit
Λ0(λ) =
{ |β| falls λ = kβ mit k ∈ N, β ∈ B
0 sonst
fu¨r die Untersuchung von B von Bedeutung. Die zugeho¨rige summa-
torische Funktion wird mit
(2.3) ψΛ(x) :=
∑
λ∈Λ
|λ|≤x
Λ0(λ)
bezeichnet.
Eine andere wichtige arithmetische Funktion ist Λ1 mit
(2.4) Λ1(λ) =
{
1
k falls λ = kβ mit k ∈ N, β ∈ B
0 sonst
sowie analog
(2.5) ψ1(x) :=
∑
λ∈Λ
|λ|≤x
Λ1(λ).
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Bei der Vereinfachung von Beweisen findet außerdem die Funktion
(2.6) ϑΛ(x) :=
∑
β∈B
|β|≤x
|β|
Verwendung.
Nu¨tzlich fu¨r die Berechnung von Summen u¨ber arithmetische Funk-
tionen ist das folgende
Lemma 2.1 (Partielle Summation). Es seien f : Λ → C eine
arithmetische Funktion und g : R+0 → C stu¨ckweise stetig differen-
zierbar. Fu¨r reelle Zahlen a ≥ 0 und x ≥ |λ1| gilt dann∑
λ∈Λ
a<|λ|≤x
f(λ) g(|λ|) =
∑
λ∈Λ
a<|λ|≤x
f(λ) g(x)−
∫ x
a
∑
λ∈Λ
a<|λ|≤u
f(λ) g′(u) du.
Beweis. Zu a und x gibt es nichtnegative ganze Zahlen k, ` derart,
dass fu¨r λn ∈ Λ gilt
(2.7) a < |λn| ≤ x ⇐⇒ k < n ≤ `.
Wir rechnen nach:∑
λ∈Λ
a<|λ|≤x
f(λ)g(|λ|) =
∑`
n=k
f(λn)g(|λn|)
=
∑`
n=k
( n∑
m=k
f(λm)−
n−1∑
m=k
f(λm)
)
g(|λn|)
=
∑`
n=k
n∑
m=k
f(λm)g(|λn|)−
∑`
n=k
n−1∑
m=k
f(λm)g(|λn|)
=
∑`
n=k
n∑
m=k
f(λm)g(|λn|)−
`−1∑
n=k
n∑
m=k
f(λm)g(|λn+1|)
=
∑`
n=k
f(λn) g(|λ`|)− · · ·
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−
`−1∑
n=k
n∑
m=k
f(λm)
(
g(|λn|)− g(|λn+1|)
)
=
∑`
n=k
f(λn) g(|λ`|)
−
`−1∑
n=k
n∑
m=k
f(λm)
∫ |λn+1|
|λn|
g′(u) du
=
∑`
n=k
f(λn) g(|λ`|)−
∫ |λ`|
|λk|
∑
λ∈Λ
a<|λ|≤u
f(λ) g′(u) du
=
∑`
n=k
f(λn) g(x)−
∑`
n=k
f(λn)
(
g(x)− g(λ`)
)
∫ |λ`|
|λk|
∑
λ∈Λ
a<|λ|≤u
f(λ) g′(u) du
=
∑
λ∈Λ
a<|λ|≤x
f(λ) g(x) −
∫ x
a
∑
λ∈Λ
a<|λ|≤u
f(λ) g′(u) du.
Die partielle Summation geho¨rt zu den Standardtechniken der ana-
lytischen Zahlentheorie. Wird λn mit |λn| identifiziert, so findet sich
der entsprechende Beweis z.B. in [Sch69].
Folgerung 2.1. Unter den Voraussetzungen von Lemma 2.1 gilt∑
λ∈Λ
a≤|λ|≤x
f(λ) g(|λ|) =
∑
λ∈Λ
a≤|λ|≤x
f(λ) g(x)−
∫ x
a
∑
λ∈Λ
a≤|λ|≤u
f(λ) g′(u) du.
Nachweis. Da die Menge der |λn| diskret in R ist, la¨sst sich (2.7)
auch mit a ≤ |λn| erfu¨llen. Die Behauptung folgt dann analog.
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2.3 Elementare Eigenschaften der Halb-
gruppen
Anwendung der partiellen Summation ermo¨glicht einige grundlegende
Abscha¨tzungen von Summen u¨ber Halbgruppenelemente. Das folgen-
de Lemma behandelt die zur harmonischen Summe der natu¨rlichen
Zahlen analoge Summe.
Lemma 2.2. Fu¨r arithmetische Halbgruppen Λ mit (◦) und x > 0
gilt ∑
λ∈Λ
|λ|≤x
e−|λ|  x.
Die Reihe divergiert fu¨r x→∞.
Beweis. Es ist∑
λ∈Λ
|λ|≤x
e−|λ| = e−xL(x) +
∫ x
0
e−uL(u) du = O(1) +
∫ x
0
A+ o(1) du.
Dies zeigt die Behauptung.
Lemma 2.3. Fu¨r arithmetische Halbgruppen mit (◦) gilt∑
λ∈Λ
|λ|≤x
Λ0(λ)  xex.
Beweis. Einfache Abscha¨tzung liefert∑
λ∈Λ
|λ|≤x
Λ0(λ) ≤
∑
λ∈Λ
|λ|≤x
|λ| ≤ x
∑
λ∈Λ
|λ|≤x
1 = xL(x)  xex,
wie behauptet.
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Lemma 2.4. Fu¨r arithmetische Halbgruppen Λ mit (◦) ist
ψ1(x) − piΛ(x)  xex/2
fu¨r x→∞.
Im Folgenden bezeichne β ausschließlich Basiselemente von Λ. Es ist
ψ1(x) − piΛ(x) =
∑
k≥2
∑
β∈B
k|β|≤x
1
k
=
∑
k≥2
1
k
piΛ
(x
k
)
≤
∑
k≥2
1
k
L
(x
k
)
≤ k0
2
L
(x
2
)
 xex/2,
wobei k0 =
⌊
x
|β1|
⌋
die gro¨ßte ganze Zahl kleiner oder gleich x/|β1|
ist.
Zur Vereinfachung von Beweisen sind folgende A¨quivalenzen des Prim-
zahlsatzes hilfreich.
Lemma 2.5. Fu¨r arithmetische Halbgruppen Λ mit (◦) sind die fol-
genden Aussagen a¨quivalent:
piΛ(x) ∼ e
x
x
,(2.8)
ψ1(x) ∼ e
x
x
,(2.9)
ψΛ(x) ∼ ex und(2.10)
ϑΛ(x) ∼ ex,(2.11)
jeweils fu¨r x→∞.
Beweis. Wir fu¨hren den Ringschluss (2.8) ⇒ (2.11) ⇒ (2.10) ⇒
(2.9) ⇒ (2.8) durch.
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(2.8) ⇒ (2.11):
Es ist
ϑΛ(x) =
∑
β∈B
|β|≤x
|β| = x
∑
β∈B
|β|≤x
1−
∫ x
0
∑
β∈B
|β|≤t
1 dt
= xpiΛ(x) −
∫ x
0
piΛ(t) dt.
Mit piΛ(x) = e
x/x+ o(ex/x) folgt daraus
ϑΛ(x) = e
x + o(ex) +O
( ∫ x
λ1
et
t
dt
)
= ex + o(ex).
(2.11) ⇒ (2.10):
Die Folgerung ergibt sich aus
(2.12) ψΛ(x) =
∑
k∈N
ϑΛ
(x
k
)
= ϑΛ(x) +O
(
ϑΛ
(x
2
))
,
wobei neben der Monotonie von ϑΛ zu beru¨cksichtigen ist, dass es sich
hier nur um eine endliche Summe handelt.
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(2.10) ⇒ (2.9):
Es sei ψΛ(x) = e
x + o(ex). Fu¨r ψ1 ergibt partielle Summation
ψ1(x) =
∑
λ∈Λ
|λ|≤x
Λ0(λ)
|λ| =
1
x
∑
λ∈Λ
|λ|≤x
Λ0(λ) +
∫ x
0
ψΛ(u)
u2
du
=
ψΛ(x)
x
+
∫ x
0
ψΛ(u)
u2
du.
Damit ist
ψ1(x) − e
x
x
=
ψΛ(x) − ex
x
+
∫ x
0
ψΛ(u)
u2
du
= o
(ex
x
)
+
∫ x
λ1
eu + o(eu)
u2
du
= o
(ex
x
)
+O
( ∫ x
λ1
eu
u2
du
)
= o
(ex
x
)
.
(2.9) ⇒ (2.8):
Der letzte Schluss folgt sofort aus Lemma 2.4.
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Kapitel 3
Allgemeine
Dirichletreihen
Die Verbindung zwischen der diskreten Halbgruppe und analytischen
Funktionen stellen Dirichletreihen her. Dadurch wird es mo¨glich, Er-
kenntnisse u¨ber die asymptotische Verteilung der Basiselemente mit
analytischen Methoden zu gewinnen.
3.1 Grundlegende Eigenschaften
Definition 3.1. Es sei Λ eine arithmetische Halbgruppe mit (◦) und
f eine arithmetische Funktion auf Λ. Fu¨r s ∈ C heißt die formale
Reihe
f˜(s) :=
∑
λ∈Λ
f(λ)e−|λ|s
die Dirichletreihe von f .
Es lassen sich ausfu¨hrliche Sa¨tze u¨ber die Konvergenz allgemeiner Di-
richletreihen zeigen. Fu¨r das weitere Vorgehen reicht der
19
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Satz 3.1. Es sei Λ eine arithmetische Halbgruppe mit (◦), f eine
arithmetische Funktion auf Λ, k ∈ N0 und es gelte
f(λ)  |λ|k (λ ∈ Λ, |λ| 6= 0).
Dann konvergiert die Dirichletreihe f˜(s) auf Re s > 1 absolut und
stellt dort eine holomorphe Funktion dar.
Beweis. Fu¨r s = σ + it und σ > 1 liefert partielle Summation∑
λ∈Λ
|λ|≤x
∣∣∣f(λ)e−|λ|s∣∣∣ = ∑
λ∈Λ
|λ|≤x
|f(λ)|e−|λ|σ
= e−xσ
∑
λ∈Λ
|λ|≤x
|f(λ)|+ σ
∫ x
0
e−uσ
∑
λ∈Λ
|λ|≤u
|f(λ)| du
≤ e−xσcxkL(x) + σ
∫ x
0
e−uσcukL(u) du
 σ
(1− σ)k+1 x
ke(1−σ)x  1 fu¨r x→∞.
Auf jeder kompakten Teilmenge der Halbebene Re s > 1 ist die Kon-
vergenz gleichma¨ßig, deshalb ist die durch die Reihe dargestellte Funk-
tion holomorph.
Wie im Fall der klassischen Dirichletreihen u¨ber N gilt das
Lemma 3.1. Fu¨r arithmetische Funktionen f und g gilt im Falle
absoluter Konvergenz
(f ∗ g)∼(s) = f˜(s) · g˜(s).
3.2 Eine Integralformel fu¨r allgemeine Di-
richletreihen
Ziel dieses Abschnittes ist es, Partialsummen u¨ber die arithmetische
Funktion f(λ) einer allgemeinen Dirichletreihe zuru¨ckzufu¨hren auf ein
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Integral u¨ber die zugeho¨rige analytische Funktion f˜(s) la¨ngs einer Ge-
raden mit konstantem Realteil. Dadurch werden fu¨r die Abscha¨tzung
der entsprechenden Summe Methoden der Funktionentheorie anwend-
bar. Die Integralformel findet spa¨ter Anwendung im Beweis des Prim-
zahlsatzes mit Restglied. Der folgende Satz stellt eine absolut kon-
vergente Form der Integralformel dar, die erstmals von Perron fu¨r
allgemeine Dirichletreihen bewiesen wurde [Per08].
Satz 3.2 (Integralformel). Es sei f : Λ → C eine arithmetische
Funktion, deren Dirichletreihe auf Re s > 1 absolut konvergiert. Fu¨r
reelle c > 1 und T > 2 bezeichne v das orientierte Geradenstu¨ck von
c− iT nach c+ iT . Weiter sei f˜(c) 6= 0. Fu¨r x > 0 gilt dann∑
λ∈Λ
|λ|≤x
f(λ)
(
1− e|λ|−x
)
=
1
2pii
∫
v
f˜(s)
exs
s(s+ 1)
ds+O
(
|f˜(c)|e
xc
T
)
.
Beweis. Einsetzen der Definition von f˜ liefert fu¨r das Integral
(3.1)
1
2pii
∫
v
∑
λ∈Λ
f(λ)e−|λ|s
exs
s(s+ 1)
ds =
∑
λ∈Λ
f(λ)
1
2pii
∫
v
e(x−|λ|)s
s(s+ 1)
ds.
Die Vertauschung von Integration und Summation ist zula¨ssig wegen
der absoluten und gleichma¨ßigen Konvergenz der Dirichletreihe f˜(s)
auf dem kompakten Geradenstu¨ck v.
Zur Auswertung des letzten Integrals betrachten wir den Kreis um 0
mit dem Radius r =
√
c2 + T 2. Es bezeichne w1 den Kreisbogen von
c−iT nach c+iT mit Realteil kleiner als c und w2 den Kreisbogen mit
Realteil gro¨ßer als c (Abbildung 3.1). Wegen T > 2 gilt auch r > 2.
Abha¨ngig von |λ| und x treten zwei Fa¨lle auf:
1. Fall: x > |λ|.
Der Integrand besitzt einfache Pole in s = 0 und s = −1 mit den
Residuen 1 und −e|λ|−x. Der Residuensatz liefert
1
2pii
∫
v
e(x−|λ|)s
s(s+ 1)
ds = 1− e|λ|−x + 1
2pii
∫
w1
e(x−|λ|)s
s(s+ 1)
ds.
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Re
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0 c
iT
−iT
c+ iT
c− iT
v
w2w1
Abbildung 3.1: Integrationswege zum Beweis der Integralformel
Auf w1 gilt
∣∣e(x−|λ|)s∣∣ ≤ e(x−|λ|)c. Nach Wahl von r ist |s+1| ≥ r−1 ≥
r/2, das heißt ∣∣∣∣ 1s(s+ 1)
∣∣∣∣ ≤ (r2)−2 .
Dies liefert als Abscha¨tzung
1
2pii
∫
w1
e(x−|λ|)s
s(s+ 1)
ds 1
2pi
· e(x−|λ|)c
(r
2
)−2
· 2pir
 e
(x−|λ|)c
T
.
2. Fall: x ≤ |λ|.
Aus dem Cauchyschen Integralsatz kommt
1
2pii
∫
v
e(x−|λ|)s
s(s+ 1)
ds =
1
2pii
∫
w2
e(x−|λ|)s
s(s+ 1)
ds 1
2pi
e(x−|λ|)c r−22pir
 e
(x−|λ|)c
T
.
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Zusammenfassung liefert
1
2pii
∫
v
e(x−|λ|)s
s(s+ 1)
ds =
 1− e
|λ|−x +O
(
e(x−|λ|)c
T
)
fu¨r x > |λ|
O
(
e(x−|λ|)c
T
)
fu¨r x ≤ |λ|.
Einsetzen in (3.1) ergibt
1
2pii
∫
v
f˜(s)
exs
s(s+ 1)
ds
=
∑
λ∈Λ
|λ|≤x
f(λ)(1− e|λ|−x) +
∑
λ∈Λ
f(λ)O
(e(x−|λ|)c
T
)
=
∑
λ∈Λ
|λ|≤x
f(λ)(1− e|λ|−x) +O
(
|f˜(c)|e
xc
T
)
.
Dies zeigt die Behauptung.
3.3 Zetafunktionen
Aufgrund ihrer engen Verknu¨pfung mit der Verteilung der Basisele-
mente steht die Zetafunktion im Zentrum analytischer Untersuchun-
gen einer arithmetischen Halbgruppe.
Definition 3.2. Die allgemeine Dirichletreihe
(3.2) ζΛ(s) := 1˜(s) =
∑
λ∈Λ
e−|λ|s
mit s ∈ C heißt Zetafunktion.
Im Folgenden sei s = σ + it mit σ, t ∈ R.
Lemma 3.2. Es sei Λ eine arithmetische Halbgruppe mit (◦). Die
Reihe ζΛ(s) konvergiert fu¨r σ > 1 absolut mit der Eulerproduktdar-
stellung
(3.3) ζΛ(s) =
∏
β∈B
(
1− e−|β|s
)−1
.
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Sie stellt dort eine holomorphe Funktion dar und es gilt ζΛ(s) 6= 0 fu¨r
alle s ∈ C mit σ > 1. Die Reihe divergiert fu¨r s = 1.
Beweis. Konvergenz und Holomorphie ergibt sich aus Satz 3.1. Fu¨r
σ > 1 gilt
ζΛ(s) =
∑
λ∈Λ
e−|λ|s =
∏
β∈B
∞∑
k=0
e−k|β|s =
∏
β∈B
(
1− e−|β|s
)−1
.
Zusammen mit der Ungleichung 1 + x ≤ ex fu¨r x ∈ R liefert dies
|ζΛ(s)| =
∣∣∣ ∏
β∈B
(
1− e−|β|s
)−1 ∣∣∣ ≥ ∏
β∈B
(
1 + e−|β|σ
)
≥
∏
β∈B
exp
(
−e−|β|σ
)
= exp
(
−
∑
β∈B
e−|β|σ
)
> 0.
Die letzte Reihe konvergiert als Teilreihe der absolut konvergenten
Reihe (3.2). Dies zeigt die Nullstellenfreiheit. Die Divergenz in s = 1
kommt aus Lemma 2.2.
Anwendung von Satz 3.1 sowie gliedweise Differentiation von (3.2)
liefert auf σ > 1 die Konvergenz der Reihen
µ˜Λ(s) =
1
ζΛ(s)
=
∑
λ∈Λ
µΛ(λ)e
−|λ|s,
i˜d(s) = −ζ ′Λ(s) =
∑
λ∈Λ
|λ|e−|λ|s,
Λ˜0(s) = −ζ
′
Λ(s)
ζΛ(s)
=
∑
λ∈Λ
Λ0(λ)e
−|λ|s.
Diese stellen dort holomorphe Funktionen dar.
Fu¨r σ > 1 ergibt die Anwendung des Logarithmus auf das Eulerpro-
dukt (3.3)
log ζΛ(s)i = −
∑
β∈B
log
(
1− e−|β|s
)
=
∑
β∈B
∞∑
k=1
1
k
e−k|β|s =
∑
λ∈Λ
Λ1(λ)e
−|λ|s
(3.4)
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mit der Koeffizientenfunktion Λ1 aus (2.4). Es ist also log ζΛ(s) =
Λ˜1(s).
Es bleibt zu untersuchen, auf welchen Bereich der komplexen Zahlen
die Funktion ζΛ(s) meromorph fortgesetzt werden kann. Fu¨r σ > 1
liefert partielle Summation
(3.5)
∑
λ∈Λ
|λ|≤x
e−|λ|s = L(x)e−xs + s
∫ x
0
L(u)e−us du.
Nach Voraussetzung u¨ber Λ ist L(x)  ex, dies ergibt
ζΛ(s) = s
∫ ∞
0
L(x)e−xs dx = s
∫ ∞
0
(Aex +R(x)) e−xs dx(3.6)
= s
∫ ∞
0
Aex(1−s) dx+ s
∫ ∞
0
R(x)e−xs dx
=
As
s− 1 + s
∫ ∞
0
R(x)e−xs dx
=
A
s− 1 +A+ sρ(s)(3.7)
mit
(3.8) ρ(s) =
∫ ∞
0
R(x)e−xs dx.
In der Halbebene σ > 1 stellt ρ eine holomorphe Funktion dar, fu¨r
deren n–te Ableitung
(3.9) ρ(n)(s) = (−1)n
∫ ∞
0
xnR(x)e−xs dx (n ∈ N0)
gilt, wobei ρ(0) = ρ gesetzt wird.
Lemma 3.3. Es sei Λ eine arithmetische Halbgruppe mit (◦).
(a) Gilt
R(x)  e
x
xγ
(x→∞)
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mit γ > n + 1 fu¨r ein n ∈ N0, so sind die Funktion ρ(s) sowie
ihre Ableitungen bis einschließlich ρ(n)(s) stetig fortsetzbar auf
Re s = 1, s 6= 1. Ist γ > 3/2, so gilt die Abscha¨tzung
(3.10) ρ′(s)  (σ − 1)− 12 fu¨r σ → 1, σ > 1,
gleichma¨ßig in t.
(b) Gilt
R(x)  eϑx (x→∞)
mit einem ϑ < 1, so ist ρ(s) holomorph fortsetzbar auf Re s > ϑ.
Beweis. (a) Es kann R(x)  (1 + x)−γex fu¨r x ∈ R+ vorausgesetzt
werden. Mit s = σ + it gilt dann wegen (3.9)
ρ(ν)(s) =
∫ ∞
0
xνe−xsO
( ex
(1 + x)γ
)
dx
fu¨r ν ≤ n. Unter den gegebenen Voraussetzungen konvergiert dies
Integral auch auf σ = 1 absolut. Daher stellt (3.9) dort eine stetige
Fortsetzung von ρ(ν)(s) dar.
Zum Beweis von (3.10) kann γ < 2 vorausgesetzt werden. Fu¨r σ > 1
und 3/2 < γ < 2 gilt∫ ∞
0
e−xsxR(x) dx
∫ ∞
0
e−σxx
ex
xγ
dx =
∫ ∞
0
e−(σ−1)xx2−γ−1 dx
= (σ − 1)γ−2Γ(2− γ)  (σ − 1)− 12 .
(b) Es gilt
ρ(s) =
∫ ∞
0
e−xsO
(
eϑx
)
dx.
Fu¨r σ > ϑ konvergiert auch dieses Integral absolut, so dass ρ(s) durch
(3.8) dort holomorph fortgesetzt werden kann.
Wegen (3.7) ist mit Ausnahme des Punktes s = 1 die Fortsetzbarkeit
der Funktion ζΛ(s) und ihrer Ableitungen gleichwertig mit der Fort-
setzbarkeit von ρ und den entsprechenden Ableitungen. Dies liefert
den
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Satz 3.3. Es sei Λ eine arithmetische Halbgruppe mit (◦).
(a) Gilt
R(x)  e
x
xγ
mit γ > n+ 1 fu¨r ein n ∈ N0, so sind die Funktion ζΛ(s) sowie
ihre Ableitungen bis einschließlich ζ
(n)
Λ (s) stetig fortsetzbar auf
Re s = 1, s 6= 1.
(b) Gilt
R(x)  eϑx
mit einem ϑ < 1, so ist ζΛ(s) holomorph fortsetzbar auf Re s > ϑ
mit Ausnahme eines Pols erster Ordnung mit Residuum A in
s = 1.
Wesentlich fu¨r die weiteren Beweise ist die Nullstellenfreiheit der Fort-
setzung der Zetafunktion.
Satz 3.4. Gilt R(x)  x−γex mit γ > 3/2, so ist ζΛ(1 + it) 6= 0 fu¨r
t ∈ R \ {0}.
Zum Beweis siehe etwa [BaD69]. Die Grenze γ > 3/2 ist scharf.
Dies zeigt das Beispiel einer arithmetischen Halbgruppe von Diamond
[Dia70b]. Ein stetiges Analogon davon hatte bereits Beurling gefunden
[Beu37].
Lemma 3.4. Die Funktion H : {s ∈ C : Re s > 1} → C sei definiert
durch
(3.11) H(s) = −ζ
′
Λ(s)
ζΛ(s)
− 1
s− 1 .
Fu¨r γ > 3/2 ist H stetig fortsetzbar in s = 1 und es gilt
(3.12)
H(s)−H(1)
s− 1  (σ − 1)
− 12
fu¨r s→ 1, Re s > 1.
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Fu¨r γ > 2 ist H daru¨ber hinaus stetig fortsetzbar auf Re s = 1 und es
existiert der Grenzwert
(3.13) lim
s→1
Re s≥1
H(s)−H(1)
s− 1
Beweis. Auf Re s > 1 gilt fu¨r die logarithmische Ableitung der Zeta-
funktion
ζ ′Λ(s)
ζΛ(s)
=
− A(s−1)2 + ρ(s) + sρ′(s)
As
s−1 + sρ(s)
=
−A+ (s− 1)2ρ(s) + s(s− 1)2ρ′(s)
As(s− 1) + s(s− 1)2ρ(s)
=
−1
s− 1 +
A+ (2s− 1)ρ(s) + s(s− 1)ρ′(s)
As+ s(s− 1)ρ(s) .
Damit ist dort
H(s) = −A+ (2s− 1)ρ(s) + s(s− 1)ρ
′(s)
As+ s(s− 1)ρ(s) .
Dies la¨sst sich wegen Satz 3.3 durch
lim
s→1
Re s>1
(
− ζ
′
Λ(s)
ζΛ(s)
− 1
s− 1
)
= −A+ ρ(1)
A
stetig in s = 1 fortsetzen.
Zu untersuchen bleibt der Ausdruck
1
s− 1
(
− ζ
′
Λ(s)
ζΛ(s)
− 1
s− 1 +
A+ ρ(1)
A
)
=
−A+ ρ(1)
A
sρ(s) + (s− 1)ρ(s)− sρ(s)− ρ(1)
s− 1 − sρ
′(s)
As+ s(s− 1)ρ(s) .
Fu¨r γ > 2 ist dieser Ausdruck stetig in s = 1 fortsetzbar.
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Fu¨r γ > 3/2 ha¨ngt das Verhalten dieses Ausdrucks fu¨r s→ 1 ab von
den beiden Termen
ρ(s)− ρ(1)
s− 1 und ρ
′(s).
Diese ko¨nnen nach Lemma 3.3 nur durch O((σ− 1)−1/2) abgescha¨tzt
werden.
30 Kapitel 3. Allgemeine Dirichletreihen
Kapitel 4
Konvergenzsa¨tze
Das Kernstu¨ck der vorliegenden Arbeit sind zwei Konvergenzsa¨tze fu¨r
allgemeine Dirichletreihen bzw. Laplace–Transformierte u¨ber arithme-
tischen Halbgruppen. Ihre Bedeutung liegt vor allem in der Anwen-
dung auf spezielle, zahlentheoretisch interessante Funktionen. Dies lie-
fert im ersten Fall die bedingte Konvergenz der Reihe u¨ber µΛ(λ)e
−λ,
im zweiten Fall den Primzahlsatz.
4.1 Ein Konvergenzsatz fu¨r allgemeine
Dirichletreihen
Der folgende Satz stellt eine Verallgemeinerung eines Satzes von Ne-
wman auf arithmetische Halbgruppen dar. Gegenu¨ber der urspru¨ngli-
chen Version von Newman [New80] ist er außerdem dadurch allgemei-
ner, dass er unter einer geeigneten Differenzierbarkeitsbedingung in
einem Punkt nur die stetige und nicht die holomorphe Fortsetzbarkeit
der durch die Dirichletreihe definierten Funktion verlangt. Die Idee ei-
ner solchen Erweiterung wird bereits von Korevaar skizziert [Kor82].
Dafu¨r liefert der Satz die Konvergenz der Reihe in nur einem Punkt
(na¨mlich demjenigen, fu¨r den die Differenzierbarkeitsbedingung gilt)
und nicht auf dem gesamten Rand der Konvergenzhalbebene.
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Satz 4.1. Es sei Λ eine arithmetische Halbgruppe mit (◦), die R(x) 
(1 + x)−γex fu¨r ein γ > 1 erfu¨llt. Weiter sei f : Λ → C beschra¨nkt,
so dass die Dirichletreihe f˜(s) =
∑
λ∈Λ f(λ)e
−|λ|s in Re s > 1 absolut
konvergiert und dort eine holomorphe Funktion darstellt. La¨sst sich f˜
stetig auf Re s = 1 fortsetzen und existiert der Grenzwert
lim
s→1
Re s≥1
f˜(s)− f˜(1)
s− 1 ,
so konvergiert die Reihe ∑
λ∈Λ
f(λ)e−|λ|
und ist gleich f˜(1).
Bemerkung 4.1. Der Satz kann analog auch zum Nachweis der Kon-
vergenz an anderen Punkten mit Realteil 1 formuliert werden.
Zum Beweis des Satzes sind Abscha¨tzungen von Summen erforderlich,
die zuna¨chst in einigen Lemmata behandelt werden. Die Abscha¨tzun-
gen sind im Fall der natu¨rlichen Zahlen recht trivial, da sich Summen
u¨ber monotone Funktionen wegen der a¨quidistanten Verteilung der
natu¨rlichen Zahlen direkt durch ein Integral abscha¨tzen lassen. Im
Fall arithmetischer Halbgruppen sind die Abscha¨tzungen gesondert
zu behandeln. Die folgenden Rechnungen sind der Grund fu¨r die Ein-
schra¨nkung des Satzes auf γ > 1.
Lemma 4.1. Die arithmetische Halbgruppe Λ erfu¨lle die Vorausset-
zungen von Satz 4.1. Fu¨r festes r > 0 und alle σ ∈ R mit 0 < σ ≤ r
gilt dann∣∣∣σeNσ ∑
λ∈Λ
|λ|>N
e−|λ|(σ+1) −A
∣∣∣  σ(σ + 1)O (N1−γ) fu¨r N →∞.
Beweis. Partielle Summation liefert∑
λ∈Λ
|λ|≤N
e−|λ|(σ+1) = e−N(σ+1)L(N) + (σ + 1)
∫ N
0
e−u(σ+1)L(u) du
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= e−N(σ+1)L(N) +A
σ + 1
σ
− Aσ + 1
σ
e−Nσ
+ (σ + 1)
∫ N
0
e−u(σ+1)R(u) du.
Dies zeigt∑
λ∈Λ
e−|λ|(σ+1) = A
σ + 1
σ
+ (σ + 1)
∫ ∞
0
e−u(σ+1)R(u) du.
Durch Differenzbildung entsteht∑
λ∈Λ
|λ|>N
e−|λ|(σ+1) = A
σ + 1
σ
e−Nσ − e−N(σ+1)L(N)
+ (σ + 1)
∫ ∞
N
e−u(σ+1)R(u) du
=
A
σ
e−Nσ − e−N(σ+1)R(N)
+ (σ + 1)
∫ ∞
N
e−u(σ+1)R(u) du.
Der erste Summand liefert nach Multiplikation mit σeNσ den kon-
stanten Term A, wie behauptet.
Fu¨r den zweiten Summanden gilt
eNσ · e−N(σ+1)R(N) = eNσ · e−N(σ+1) · O(eN (1 +N)−γ).
Dies zeigt die Behauptung fu¨r den zweiten Summanden.
Wegen σ > 0 ergibt sich fu¨r den letzten Summanden∣∣∣eNσ(σ + 1) ∫ ∞
N
e−u(σ+1)R(u) du
∣∣∣
≤ eNσ|σ + 1|
∫ ∞
N
e−u(σ+1)O(eu(1 + u)−γ) du
 (σ + 1)
∫ ∞
N
(1 + u)−γe(N−u)σ du (σ + 1)N1−γ .
Insgesamt folgt die Behauptung.
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Lemma 4.2. Die arithmetische Halbgruppe Λ erfu¨lle die Vorausset-
zungen von Satz 4.1. Es sei r > 0 gegeben. Fu¨r ausreichend große N
und alle σ ∈ R mit −r ≤ σ < 0 gilt dann∣∣∣σe−|σ|N ∑
λ∈Λ
|λ|≤N
e−|λ|(1−|σ|) +A
∣∣∣  |σ(1− |σ|)|O (N1−γ) .
Beweis. Wie im Beweis von Lemma 4.1 ergibt sich
−|σ|e−|σ|N
∑
λ∈Λ
|λ|≤N
e−|λ|(1−|σ|)
= −|σ|A+O(|σ|N−γ)− |σ|A |σ| − 1|σ| e
−|σ|N
+A|σ| |σ| − 1|σ| e
|σ|Ne−|σ|N
− |σ|(1− |σ|)e−|σ|N
∫ N
0
e−u(1−|σ|)R(u) du
= −A+O(|σ|N−γ) +O
(∣∣1− |σ|∣∣e−|σ|N)
− |σ|(1− |σ|)e−|σ|N
∫ N
0
e−u(1−|σ|)R(u) du.
Bis auf den letzten Term entspricht dies bereits der Behauptung. Fu¨r
das verbleibende Integral gilt
e−|σ|N
∫ N
0
e−u(1−|σ|)R(u) du

∫ N
0
e(u−N)|σ|
(1 + u)γ
du
=
∫ N/2
0
e(u−N)|σ|
(1 + u)γ
du+
∫ N
N/2
e(u−N)|σ|
(1 + u)γ
du

∫ N/2
0
e(N/2−N)|σ|
(1 + u)γ
du+
∫ N
N/2
1
(1 + u)γ
du
4.1 Ein Konvergenzsatz fu¨r allgemeine Dirichletreihen 35
= e−|σ|N/2
∫ N/2
0
(1 + u)−γ du+
∫ N
N/2
(1 + u)−γ du
 e−|σ|N/2 + (N + 1)
1−γ
1− γ −
(N/2 + 1)1−γ
1− γ
 N1−γ ,
wie behauptet.
Beweis von Satz 4.1.
Die absolute Konvergenz ergibt sich aus Satz 3.1.
Ohne Einschra¨nkung der Allgemeinheit kann f˜(1) = 0 angenommen
werden. Dies la¨sst sich durch Modifikation von f an der Stelle λ0
erreichen und beeinflusst die Konvergenz nicht. Weiter du¨rfen wir
|f(λ)| ≤ 1 fu¨r alle λ ∈ Λ annehmen.
Die Partialsumme
SN (s) :=
∑
λ∈Λ
|λ|≤N
f(λ)e−|λ|s
stellt eine auf ganz C holomorphe Funktion dar. Wir zeigen
lim
N→∞
|SN (1)− f˜(1)| = 0.
Newmans Methode besteht darin, SN (1)− f˜(1) mit Hilfe der Cauchy-
schen Integralformel zu approximieren [New80]. Dies macht es jedoch
erforderlich, die Funktion
1
z
(
SN (z + 1)− f˜(z + 1)
)
auf einem geschlossenen Weg um 0 zu integrieren. Unter den gegebe-
nen Voraussetzungen ist das nicht mo¨glich. Dies ist aber auch nicht
unbedingt erforderlich, wie bereits von Korevaar in einer Arbeit u¨ber
den klassischen Primzahlsatz erwa¨hnt wird [Kor82]. Wir verwenden
eine Vereinfachung, die nur noch die Integration von f˜(z+ 1)/z la¨ngs
der imagina¨ren Achse erfordert. Der Cauchysche Integralsatz liefert,
36 Kapitel 4. Konvergenzsa¨tze
dass das Integral u¨ber f˜(z + 1)/z la¨ngs jedes geschlossenen Integrati-
onsweges in der rechten Halbebene den Wert 0 = f˜(1) hat. Dabei ist
der U¨bergang auf die imagina¨re Achse aufgrund der Voraussetzungen
erlaubt. Die Cauchysche Integralformel wenden wir nur fu¨r die ganze
Funktion SN an.
Fu¨r r > 0 bezeichne Γ den positiv orientierten Kreisweg um 0 mit
Radius r. Dann sei Γ+ der Teil von Γ mit positivem Realteil, Γ−
derjenige mit negativem Realteil sowie Γ0 der geradlinige Weg von ir
nach −ir (Abbildung 4.1).
Re
Im
r
ir
−ir
−r 0
Γ+Γ−
Γ0
Abbildung 4.1: Integrationswege zum Beweis von Satz 4.1
Der Residuensatz liefert
(4.1) 2piiSN(1) =
∫
Γ
SN (z + 1)
z
dz =
∫
Γ
SN (z + 1)e
Nz
(1
z
+
z
r2
)
dz.
Der zusa¨tzliche Faktor eNz, der an der Stelle z = 0 den Wert 1 an-
nimmt, beeinflusst das Residuum nicht. Ebenso wenig a¨ndert sich
der Wert des Integrals durch Addition des holomorphen Integranden
SN (z)e
Nzz/r2. Diese Modifikation erleichtert die Abscha¨tzung des In-
tegranden.
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Aus dem Cauchyschen Integralsatz kommt
0 = 2piif˜(1) =
∫
Γ+∪Γ0
f˜(z)eNz
(1
z
+
z
r2
)
dz,
wobei der Integrand nach Voraussetzung auch auf Γ0, insbesondere in
z = 0, stetig ist.
Fassen wir die Integrale zusammen, so erhalten wir
2pii(f˜(1)− SN (1)) =
∫
Γ+
(
f˜(z + 1)− SN (z + 1)
)
eNz
(1
z
+
z
r2
)
dz
(4.2)
−
∫
Γ−
SN (z + 1)e
Nz
(1
z
+
z
r2
)
dz(4.3)
+
∫
Γ0
f˜(z + 1)eNz
(1
z
+
z
r2
)
dz.(4.4)
Zu zeigen bleibt, dass durch ausreichend große Wahl von r und N
die Integrale betragsma¨ßig beliebig klein werden. Es bezeichne σ den
Realteil von z.
Abscha¨tzung auf Γ+:
Auf dem Kreis |z| = r gilt
(4.5)
1
z
+
z
r2
=
2σ
r2
.
Fu¨r σ > 0 ist
(4.6)
|f˜(z + 1)− SN (z + 1)| =
∣∣∣ ∑
λ∈Λ
|λ|>N
f(λ)e−|λ|(z+1)
∣∣∣ ≤ ∑
λ∈Λ
|λ|>N
e−|λ|(σ+1).
Mit Hilfe von Lemma 4.1 la¨sst sich der Integrand I(z) des Integrals
(4.2) daher wie folgt abscha¨tzen:
|I(z)| ≤ 2σ
r2
eNσ
∑
λ∈Λ
|λ|>N
e−|λ|(σ+1)  1
r2
+σ(σ+1)
N1−γ
r2
 1
r2
+N1−γ .
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Fu¨r das Integral ergibt die Standardabscha¨tzung u¨ber La¨nge mal Ma-
ximum
(4.7)
∣∣∣ ∫
Γ+
I(z) dz
∣∣∣  pir( 1
r2
+N1−γ
)
 1
r
+ rN1−γ .
Abscha¨tzung auf Γ
−
:
Fu¨r σ < 0 ist
(4.8) |SN (z)| ≤
∑
λ∈Λ
|λ|≤N
e−|λ|(σ+1).
Lemma 4.2 zusammen mit (4.5) liefert fu¨r den Integranden die Ab-
scha¨tzung∣∣∣SN (z + 1)eNz(1
z
+
z
r2
)∣∣∣ ≤ 2c
r2
+
2r(r + 1)
r2
O(N1−γ).
Fu¨r das Integral ergibt sich
(4.9)
∣∣∣ ∫
Γ−
SN (z + 1)
(1
z
+
z
r2
)
dz
∣∣∣ ≤ 2cpi
r
+O(rN1−γ).
Abscha¨tzung auf Γ0:
Nach Voraussetzung ist der Integrand auf Γ0 beschra¨nkt und stetig.
Dann liefert das Riemann–Lebesgue–Lemma, dass das Integral∫ −ir
ir
f˜(1 + it)
( 1
it
+
it
r2
)
eiNt dt
fu¨r N →∞ gegen 0 geht.
Zu gegebenem ε > 0 kann also immer ein r > 0 und dann ein N0
derart gewa¨hlt werden, dass fu¨r alle N > N0 gilt
|SN (1)− f˜(1)| < ε.
Dies zeigt die behauptete Konvergenz.
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4.2 Anwendung des Konvergenzsatzes
Die Anwendung des Konvergenzsatzes 4.1 auf spezielle Dirichletreihen
ermo¨glicht Aussagen u¨ber die Konvergenz zahlentheoretisch interes-
santer Reihen.
Satz 4.2. Es sei Λ eine additive arithmetische Halbgruppe mit (◦),
wobei R(x) der Bedingung R(x)  (1+x)−γex fu¨r ein γ > 3/2 genu¨ge.
Dann konvergiert die Reihe
(4.10)
∑
λ∈Λ
µΛ(λ)e
−|λ| = 0.
Bemerkung 4.2. Im Fall der natu¨rlichen Zahlen, dort multiplikativ
geschrieben in der Form
(4.11)
∑
n∈N
µ(n)
n
= 0,
ist diese Aussage a¨quivalent zum Primzahlsatz. Der A¨quivalenzbeweis
geht zuru¨ck auf Landau [Lan11]. Er folgert aus (4.11) zuna¨chst
(4.12)
∑
n≤x
µ(n) = o(x)
und daraus den Primzahlsatz. Im Falle arithmetischer Halbgruppen ist
(4.12) aber nicht gleichwertig zum Primzahlsatz. Es ist bekannt, dass
(4.12) fu¨r arithmetische Halbgruppen mit γ > 1 gilt [Zha86], [Zha87].
Der Primzahlsatz gilt im Allgemeinen aber nur fu¨r γ > 3/2 [BaD69],
wie ein Gegenbeispiel mit γ = 3/2 zeigt [Dia70b]. Ein anderer Beweis
[Wir92], der aus (4.11) erst ψ1(x) ∼ ex/x folgert (siehe Lemma 2.5),
nutzt aber ebenfalls wie Landau die Asymptotik∑
n∈N
n≤x
τ(n) = x log x+ (2γN − 1)x+O(
√
x)
der Teileranzahlfunktion τ = 1 ∗ 1, wobei γN die Euler–Mascheroni–
Konstante ist. Der Nachweis dieser Approximation macht Gebrauch
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von der a¨quidistanten Verteilung der natu¨rlichen Zahlen. Eine U¨ber-
tragung auf arithmetische Halbgruppen [LuR01] verlangt die strengere
Voraussetzung
L(x) = Aex +O(eϑx)
mit ϑ < 1.
Umgekehrt scheint es auch schwierig zu sein, die Konvergenz in (4.11)
aus dem Primzahlsatz zu folgern. Der klassische Beweis [Lan99] nutzt
ebenfalls die a¨quidistante Verteilung der natu¨rlichen Zahlen aus.
Beweis von Satz 4.2.
Die zu betrachtende Dirichletreihe ist
(4.13) µ˜(s) =
∑
λ∈Λ
µ(λ)e−|λ|s =
1
ζΛ(s)
.
Nach (3.7) ist
ζΛ(s) =
A
s− 1 +A+ sρ(s),
wobei ρ(s) fu¨r γ > 1 stetig auf Re s = 1 fortgesetzt werden kann.
Fu¨r γ > 3/2 besitzt ζΛ(s) dort nach Satz 3.4 außerdem keine Null-
stellen. Diese Grenze ist scharf, wie das oben erwa¨hnte Beispiel von
Diamond zeigt. Die Voraussetzung γ > 3/2 geht daher an dieser Stelle
entscheidend in den Beweis ein.
Unter den Voraussetzungen des Satzes ist folglich
1
ζΛ(s)
=
1
A
s−1 +A+ sρ(s)
=
s− 1
A+A(s− 1) + s(s− 1)ρ(s)
stetig auf Re s = 1 fortsetzbar mit
lim
s→1
Re s≥1
1
ζΛ(s)
= 0.
Weiter ist
µ˜(s)− µ˜(1)
s− 1 =
1
(s− 1)ζΛ(s) =
1
(s− 1)( As−1 +A+ sρ(s))
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=
1
A+O(|s− 1|)
fu¨r s → 1, Re s ≥ 1. Daher erfu¨llt die Dirichletreihe (4.13) die Vor-
aussetzungen von Satz 4.1. Dieser liefert die Behauptung.
4.3 Ein Konvergenzsatz fu¨r Laplace–
Transformierte
Newmans Satz la¨sst sich von Dirichletreihen auf Laplace– bzw. Mellin–
Transformierte u¨bertragen. Zum Beweis des Primzahlsatzes fu¨r N
wurde dies bereits von Korevaar durchgefu¨hrt [Kor82]. Wieder ist der
erste Schritt ein Konvergenzsatz.
Satz 4.3. Es sei F : R+ → R beschra¨nkt und integrierbar auf jedem
kompakten Intervall, so dass die Laplace–Transformierte
(4.14) G(z) =
∫ ∞
0
F (t)e−zt dt
auf der offenen Halbebene Re z > 0 definiert und dort holomorph ist.
La¨sst sich G(z) stetig auf Re z = 0 fortsetzen und existiert der Grenz-
wert
lim
z→0
Re z≥0
G(z)−G(0)
z
,
so konvergiert das Integral
(4.15)
∫ ∞
0
F (t) dt
und ist gleich G(0).
Beweis. Wie beim Satz 4.1 beruht der Beweis auf der geeigneten
Anwendung komplexer Integration.
Es ist keine Einschra¨nkung, wenn wir
|F (t)| ≤ 1
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fu¨r t > 0 voraussetzen. Weiterhin ko¨nnen wir
G(0) = 0
voraussetzen. Dies la¨sst sich durch Modifikation von F auf einem kom-
pakten Intervall erreichen, ohne dass die Existenz von (4.15) beein-
flusst wird.
Fu¨r N ∈ R+ sei
(4.16) GN (z) =
∫ N
0
F (t)e−zt dt.
Dann ist GN (z) auf ganz C holomorph.
Wir zeigen
GN (0) =
∫ N
0
F (t) dt → G(0) fu¨r N →∞.
Es sei r > 0 und Γ der positiv orientierte, einfach geschlossene Kreis-
weg um 0 mit Radius r, Γ+ der Teil von Γ mit positivem Realteil, Γ−
derjenige mit negativem Realteil. Γ0 bezeichne den geradlinigen Weg
von ir nach −ir. Dies entspricht den Bezeichnungen im Beweis von
Satz 4.1 (vgl. Abbildung 4.1).
Die Cauchysche Integralformel liefert
(4.17) GN (0) =
1
2pii
∫
Γ
GN (z)
z
dz =
1
2pii
∫
W
GN (z)e
Nz
(1
z
+
z
r2
)
dz.
Der zusa¨tzliche Faktor eNz, der an der Stelle z = 0 den Wert 1 an-
nimmt, beeinflusst das Residuum nicht. Ebenso wenig a¨ndert sich
der Wert des Integrals durch Addition des holomorphen Integranden
GN (z)e
Nzz/r2.
Fu¨r G(0) kann aufgrund des Cauchyschen Integralsatzes folgende Dar-
stellung gewa¨hlt werden:
(4.18) G(0) = 0 =
1
2pii
∫
Γ+∪Γ0
G(z)eNz
(1
z
+
z
r2
)
dz.
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Der Integrand ist fu¨r Re z > 0 holomorph und fu¨r Re z = 0 stetig, das
Integral hat daher den Wert 0. Zusammenfassung der Integrale liefert
2pii(G(0)−GN (0)) =
∫
Γ+
(
G(z)−GN (z)
)
eNz
(1
z
+
z
r2
)
dz(4.19)
+
∫
Γ−
GN (z)e
Nz
(1
z
+
z
r2
)
dz(4.20)
+
∫
Γ0
G(z)eNz
(1
z
+
z
r2
)
dz.(4.21)
Zu zeigen bleibt, dass durch geeignete Wahl von r und N die Integrale
betragsma¨ßig beliebig klein werden. Es bezeichne σ den Realteil von
z.
Abscha¨tzung auf Γ+:
Auf dem Kreis |z| = r gilt
(4.22)
1
z
+
z
r2
=
2σ
r2
.
Fu¨r σ = Re z > 0 ist
(4.23) |G(z)−GN (z)| =
∣∣∣ ∫ ∞
N
F (t)e−zt dt
∣∣∣ ≤ ∫ ∞
N
e−σt dt =
1
σ
e−Nσ.
Auf Γ+ la¨sst sich der Integrand I(z) des Integrals (4.19) daher wie
folgt abscha¨tzen:
|I(z)| ≤ 1
σ
e−NσeNσ
2σ
r2
=
2
r2
.
Fu¨r das Integral ergibt sich
(4.24)
∣∣∣ 1
2pii
∫
Γ+
I(z) dz
∣∣∣ ≤ 1
2pi
2
r2
pir =
1
r
.
Abscha¨tzung auf Γ
−
:
Fu¨r σ = Re z < 0 ist
|GN (z)| =
∣∣∣ ∫ N
0
F (z)e−zt dt
∣∣∣ ≤ ∫ N
0
e−σt dt(4.25)
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= − 1
σ
e−σt
∣∣∣N
0
=
1− e−σN
σ
<
1
|σ|e
−Nσ.
Fu¨r das Integral (4.20) la¨ngs Γ− ergibt sich wieder mit (4.22) die
Abscha¨tzung
(4.26)
∣∣∣ ∫
Γ−
GN (z)e
Nz
(1
z
+
z
r2
)
dz
∣∣∣ < 1
r
.
Abscha¨tzung auf Γ0:
Der Integrand in (4.21) ist auf Γ0 nach Voraussetzung stetig, also —
bei gegebenem r — auch beschra¨nkt. Das Riemann–Lebesgue–Lemma
besagt, dass dieses Integral mit N →∞ gegen 0 geht.
Zu gegebenem ε > 0 kann also immer r so gewa¨hlt werden, dass es
ein N0 gibt, mit dem fu¨r alle N > N0 gilt
|GN (0)−G(0)| < ε.
Dies zeigt
lim
N→∞
GN (0) = G(0) =
∫ ∞
0
F (t) dt,
wie behauptet.
Wesentlich zum Beweis des Primzahlsatzes ist die
Folgerung 4.1. Es sei f : R+ → R+ monoton wachsend, f(x)  ex
fu¨r x ∈ R+, so dass die Laplace–Transformierte
F (s) =
∫ ∞
0
f(x)e−sx dx
wohldefiniert und holomorph ist auf der Halbebene Re s > 1. Hat F
die Eigenschaften
(a) fu¨r eine gewisse Konstante c kann die Funktion h(s) := F (s)−
c
s−1 stetig auf Re s = 1 fortgesetzt werden und
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(b) es existiert der Grenzwert
lim
s→1
Re s≥1
h(s)− h(1)
s− 1 ,
so gilt
lim
x→∞
f(x)
ex
= c.
Nachweis. Wir betrachten die Funktion g : R+ → R+ mit
g(x) := e−xf(x)− c.
Dann ist g beschra¨nkt auf R+ und die zugeho¨rige Laplace–Transfor-
mierte ist
G(z) =
∫ ∞
0
(
e−xf(x)− c) e−zx dx
= F (z + 1)− c
z
= h(z + 1).
Damit erfu¨llt G die Voraussetzungen von Satz 4.3. Dieser liefert die
Existenz des Integrals
(4.27)
∫ ∞
0
(
e−xf(x)− c) dx = ∫ ∞
0
f(x)− cex
ex
dx.
Wir behaupten f(x) ∼ cex fu¨r x→∞.
Aus f(x) ≥ 0 fu¨r alle x > 0 folgt F (s) ≥ 0 fu¨r alle reellen s > 1 und
damit
c = lim
s→1
s>1
(s− 1)F (s) ≥ 0.
Angenommen, es ist lim e−xf(x) > c. Dann gibt es eine positive Kon-
stante δ derart, dass fu¨r gewisse, beliebig große Zahlen y gilt
f(y) > (c+ 2δ)ey.
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Es folgt
f(x) > (c+ 2δ)ey > (c+ δ)ex fu¨r y < x < y + a
mit a = log(c+ 2δ)− log(c+ δ) > 0. Dies liefert aber∫ y+a
y
f(x)− cex
ex
dx >
∫ y+a
y
δ dx = aδ
fu¨r dieselben Zahlen y, im Widerspruch zur Existenz von (4.27).
Analog fu¨hrt lim e−xf(x) < c auf einen Widerspruch. Hier betrachten
wir Intervalle y − b < x < y mit b > 0, auf denen f(x) < (c− δ)ex ist.
Zusammenfassung liefert limx→∞ e−xf(x) = c.
4.4 Ein verallgemeinerter Primzahlsatz
Folgerung 4.1 la¨sst sich zum Beweis des Primzahlsatzes fu¨r gewisse
arithmetische Halbgruppen anwenden.
Satz 4.4. Es sei Λ eine arithmetische Halbgruppe mit
L(x) = Aex +O
( ex
xγ
)
mit A > 0 und γ > 2. Dann gilt
piΛ(x) ∼ e
x
x
fu¨r x→∞.
Beweis. Wir zeigen den Primzahlsatz in der nach Lemma 2.5 a¨qui-
valenten Form
(4.28) ψΛ(x) ∼ ex
fu¨r x → ∞. Ziel ist die Anwendung von Folgerung 4.1 mit f = ψΛ.
Als wichtige Voraussetzung erfu¨llt ψΛ die Tschebyscheff–Abscha¨tzung
(4.29) ψΛ(x)  ex
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fu¨r x → ∞. Dies gilt allgemein fu¨r arithmetische Halbgruppen mit
γ > 1 [Dia73].
Partielle Summation liefert∑
λ∈Λ
λ≤x
Λ0(λ)e
−sλ = e−xs
∑
λ∈Λ
λ≤x
Λ0(λ) + s
∫ x
0
e−su
∑
λ∈Λ
λ≤u
Λ0(λ) du.
Wegen (4.29) ist daher
−ζ
′
Λ(s)
ζΛ(s)
= s
∫ ∞
0
ψΛ(x)e
−sx dx,
das heißt, die Laplace–Transformierte von ψΛ ist
Ψ(s) = −1
s
· ζ
′
Λ(s)
ζΛ(s)
.
Nach Lemma 3.4 erfu¨llt damit ψΛ die Voraussetzungen von Folgerung
4.1. Diese liefert
ψΛ(x) ∼ x
fu¨r x→∞.
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Kapitel 5
Zur Reichweite von
Newmans Methode
Newmans Methode angewandt auf ζ ′Λ(s)/ζΛ(s) ermo¨glicht den Beweis
des Primzahlsatzes fu¨r arithmetische Halbgruppen mit
L(x) = Aex +O(x−γex),
wobei γ > 2 ist. Der Primzahlsatz gilt jedoch daru¨ber hinaus fu¨r γ >
3/2. In diesem Kapitel werden Mo¨glichkeiten untersucht, die Methode
auch im Bereich γ ≤ 2 anzuwenden.
5.1 Argumente zur Fortsetzbarkeit der
Methode
Im Fall γ ≤ 2 la¨sst sich ζ ′Λ(s)/ζΛ(s) nicht mehr auf Re s = 1 fortset-
zen, da ζ ′Λ(s) dort nicht existiert. An Stelle der stetigen Fortsetzbar-
keit tritt eine Eigenschaft im quadratischen Mittel. Diese hat folgende
Form: Fu¨r die Funktion
h(s) := −1
s
· ζ
′
Λ(s)
ζΛ(s)
− 1
s− 1
49
50 Kapitel 5. Zur Reichweite von Newmans Methode
gilt
(5.1) lim
σ,σ′→1
σ,σ′>1
∫ r
−r
|h(σ + it)− h(σ′ + it)|2 dt = 0
fu¨r jedes r ∈ R+.
Verwendet man geeignete Versionen recht tief liegender Taubersa¨tze,
so reicht diese Eigenschaft zum Beweis des Primzahlsatzes aus
[BaD69]. Bei Anwendung von Newmans Methode besteht das Pro-
blem in der Abscha¨tzung des Integrals auf der Geraden Re s = 1.
Dieses Vorgehen wird daher eine zusa¨tzliche Voraussetzung erfordern,
etwa in Form einer Art Differenzierbarkeitsbedingung an der Stelle
s = 1 fu¨r
−ζ
′
Λ(s)
ζΛ(s)
− 1
s− 1 .
Es ist nicht erforderlich, auf der Geraden Re s = 1 zu integrieren. Ver-
schiebung des vertikalen Integrationsweges auf Re s = 1 + 1/N (dort
ist eN(s−1) beschra¨nkt) ko¨nnte unter Anwendung der Integralmittel–
Eigenschaft zum Ziel fu¨hren. Problematisch bleibt der Punkt s = 1.
Ließe sich die Eigenschaft (5.1) von h auf h(s)−h(1)s−1 u¨bertragen, so wa¨re
dies zum Beweis des Primzahlsatzes ausreichend. Eine Abscha¨tzung
der Form
(5.2)
h(s)− h(1)
s− 1  |s− 1|
− 12 s→ 1, Re s > 1,
wu¨rde ebenfalls ausreichen (siehe Lemma 5.2).
Bislang gelingt mir nur eine Abscha¨tzung durch |σ − 1|−1/2 (siehe
Lemma 3.4), was nicht ausreichend ist.
Ein mo¨glicher Weg zur Anwendung von Newmans Methode im Fall
3/2 < γ ≤ 2 wird hier in Form einiger Lemmata skizziert.
Folgende Variante des Riemann–Lebesgue–Lemmas liefert die Ab-
scha¨tzung auf dem Integrationsweg parallel zur imagina¨ren Achse,
ohne jedoch der reellen Achse zu nahe zu kommen.
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Lemma 5.1. Es seien c ∈ C, 0 < a < b und f : [a, b] → C stetig
differenzierbar. Dann gilt
lim
N→∞
∫ b
a
f(t)
( 1
1
N + it
+ c
(
1
N + it
))
eiNt dt = 0.
Beweis. Partielle Integration des ersten Summanden liefert∫ b
a
f(t)
1
N + it
eiNt dt =
1
iN
f(t)
1
N + it
eiNt
∣∣∣b
a
− 1
iN
∫ b
a
( f(t)
1
N + it
)′
eiNt dt.
Der erste Ausdruck geht fu¨r N →∞ gegen 0. Wegen
( f(t)
1
N + it
)′
=
f ′(t)
(
1
N + it
)
− if(t)(
1
N + it
)2  1a2
ist der verbleibende Integrand beschra¨nkt. Daher geht auch der zweite
Ausdruck gegen 0.
Analog ist∫ b
a
f(t)c
( 1
N
+ it
)
eiNt dt =
c
iN
f(t)
( 1
N
+ it
)
eiNt
∣∣∣b
a
− c
iN
∫ b
a
(
f(t)
( 1
N
+ it
))′
eiNt dt.
Mit der gleichen Argumentation sehen wir auch hier, dass fu¨r N →∞
beide Summanden gegen 0 gehen. Zusammen ergibt sich die Behaup-
tung.
Unter der strengeren Voraussetzung (5.2) liefert das folgende Lemma
das gewu¨nschte Ergebnis. Der Nachweis von (5.2) fu¨r die vorliegende
Klasse arithmetischer Halbgruppen bleibt jedoch offen.
Lemma 5.2. Es sei G eine auf Re s > 0 holomorphe Funktion mit
den Eigenschaften
(5.3) lim
σ,σ′→0
σ,σ′>0
∫ r
−r
|G(σ + it)−G(σ′ + it)|2 dt = 0
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fu¨r alle r ∈ R+ und
(5.4) G(s)  |s| 12 fu¨r s→ 0, Re s > 0.
Fu¨r jedes feste r ∈ R+ gilt dann
lim
N→∞
∫ r
−r
G
( 1
N
+ it
)( 1
1
N + it
+
1
N + it
r2
)
eNit dt = 0.
Beweis. Wir zerlegen den Integrationsweg in drei Teile: einen sehr
kurzen um t = 0 und die beiden verbleibenden Randstu¨cke. Auf den
Randstu¨cken ermo¨glicht die Voraussetzung (5.3) eine Abscha¨tzung.
Wegen des Pols des Integranden in s = 0 ist fu¨r das Mittelstu¨ck die
Voraussetzung (5.4) erforderlich.
Zur Abku¨rzung sei
u(s) := G(s)
(1
s
+
s
r2
)
.
Die Funktion u ist in Re s > 0 holomorph.
Es sei ε > 0.
Wegen (5.4) gibt es zu kleinem σ0 > 0 ein τ0 > 0 und ein C > 0 so,
dass fu¨r alle s = σ + it mit 0 < σ < σ0 und −τ0 < t < τ0 gilt
|u(s)| ≤ C√|s| .
Wird
τ := min
{
ε2
12C
, τ0
}
gewa¨hlt, so folgt∣∣∣ ∫ τ
−τ
u
( 1
N
+ it
)
e−iNt dt
∣∣∣ ≤ ∫ τ
−τ
C
∣∣∣ 1
N
+ it
∣∣∣− 12 dt
≤
∫ τ
−τ
C√
|t| dt = 4C
√
τ ≤ ε
3
(5.5)
fu¨r jedes N > 0.
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Wegen (5.3) gibt es ein N1 so, dass fu¨r alle N, N2 > N1 gilt∫ r
τ
∣∣∣G( 1
N
+ it)−G( 1
N2
+ it)
∣∣∣2 dt < ε2
36r
(
1
τ + 1
)2 .
Die Ho¨ldersche Ungleichung fu¨r Integrale [HLP34] liefert daraus∫ r
τ
∣∣∣G( 1
N
+ it)−G( 1
N2
+ it)
∣∣∣ dt < ε
6
(
1
τ + 1
)
fu¨r alle N,N2 > N0. Wir wa¨hlen ein solches N2 fest. Dann gilt
(5.6)
∣∣∣ ∫ r
τ
(
G(
1
N
+it)−G( 1
N2
+it)
)( 1
1
N + it
+
1
N + it
r2
)
eiNt dt
∣∣∣ ≤ ε
6
.
Lemma 5.1 liefert die Existenz eines N3 > 0 mit∣∣∣ ∫ r
τ
G(
1
N2
+ it)
( 1
1
N + it
+
1
N + it
r2
)
eiNt dt
∣∣∣ ≤ ε
6
fu¨r alle N ≥ N3.
Wir setzen N0 := max{N1, N3}. Fu¨r alle N ≥ N0 gilt dann
∣∣∣ ∫ r
τ
u
( 1
N
+ it
)
eiNt dt
∣∣∣
(5.7)
≤
∣∣∣ ∫ r
τ
G(
1
N2
+ it)
( 1
1
N + it
+
1
N + it
r2
)
eiNt dt
∣∣∣
+
∣∣∣ ∫ r
τ
(
G(
1
N
+ it)−G( 1
N2
+ it)
)( 1
1
N + it
+
1
N + it
r2
)
eiNt dt
∣∣∣
<
ε
6
+
ε
6
=
ε
3
.
Analog ergibt sich
(5.8)
∣∣∣ ∫ −τ
−r
u
( 1
N
+ it
)
eiNt dt
∣∣∣ < ε
3
.
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Zusammenfassung von (5.5), (5.7) und (5.8) liefert∣∣∣ ∫ r
−r
u
( 1
N
+ it
)
eiNt dt
∣∣∣ < ε
fu¨r N > N0.
5.2 Liefert die Methode mehr als den
Primzahlsatz?
Newmans Methode, angewandt auf ζ ′Λ(s)/ζΛ(s), liefert zuna¨chst die
Konvergenz des Integrals
(5.9)
∫ ∞
1
ψΛ(x) − ex
ex
dx.
Daraus folgt zwar der Primzahlsatz in der rein qualitativen Form
ψΛ(x) ∼ ex bzw. piΛ(x) ∼ e
x
x
,
doch im Prinzip beinhaltet diese Aussage mehr. Es ist mo¨glich, dass ei-
ne arithmetische Halbgruppe den Primzahlsatz erfu¨llt, Newmans Me-
thode aber nicht anwendbar ist, weil das betrachtete Integral (5.9)
divergiert. Dies wird an einem Beispiel deutlich.
Ausgehend von den natu¨rlichen Primzahlen P ist die Konstruktion
einer multiplikativen Halbgruppe einfacher. Es sei S eine Teilmenge
von P mit der Eigenschaft
(5.10)
∑
p∈S
p≤x
1 ∼ x
log2 x
.
Mit T ⊆ P werde das Komplement von S in P bezeichnet, so dass
S ∪ T = P eine disjunkte Zerlegung der Primzahlmenge liefert.
Die vollsta¨ndig multiplikativen Funktionen f, g : N → {0, 1} seien
erkla¨rt durch
f(p) =
{
1 fu¨r p ∈ S ,
0 fu¨r p ∈ T ,
g(p) =
{
0 fu¨r p ∈ S ,
1 fu¨r p ∈ T .
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Dann sind f und g die charakteristischen Funktionen der Mengen
L = {n ∈ N : f(n) = 1} bzw. M = {n ∈ N : g(n) = 1} ,
und es gilt f ∗ g = 1. Jedes n ∈ N hat eine eindeutige Darstellung
n = ` ·m mit ` ∈ L und m ∈M .
Die Menge S hat die Eigenschaft
(5.11) S(x) :=
∑
p≤x
f(p) =
∑
p≤x
p∈S
1 ∼ x
log2 x
.
Aus (5.11) folgt mit einer positiven Konstanten c (vgl. [Luc74], Satz 2)
(5.12) L(x) :=
∑
n≤x
f(n) =
∑
n≤x
n∈L
1 ∼ c x
log2 x
.
Daraus folgt∣∣∣∣ ∑
d>x
µ(d) f(d)
d
∣∣∣∣ = ∣∣∣∣ ∑
d>x
d∈L
µ(d)
d
∣∣∣∣  ∑
d>x
d∈L
1
d
 L(t)
t
∣∣∣∣∞
x
+
∫ ∞
x
L(t)
t2
dt 1
logx
.
(5.13)
Es gilt
(5.14) M(x) :=
∑
n≤x
g(n) =
∑
n≤x
n∈M
1 = c−1x+O
( x
logx
)
.
Dabei ist die Konstante c gegeben durch
c =
∏
p∈S
(
1− 1
p
)−1
> 0 .
Zum Nachweis von (5.14) setzen wir g = 1 ∗h mit der multiplikativen
Funktion h = µ ∗ g . Fu¨r p ∈ P und k ∈ N gilt dann
h(pk) = g(pk)− g(pk−1) =
{
0 fu¨r p ∈ T oder k > 1 ,
−1 fu¨r p ∈ S und k = 1 .
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Also ist h = µ f die faltungsinverse Funktion von f , d.h. es gilt
h ∗ f = 1 . Damit folgt
M(x) =
∑
dm≤x
h(d) =
∑
d≤x
h(d)
∑
m≤x/d
1 =
∑
d≤x
h(d)
⌊x
d
⌋
= x
∑
d≤x
h(d)
d
+O(1)
∑
d≤x
|h(d)| = x
∑
d≤x
d∈L
µ(d)
d
+O(L(x))
= x
∏
p∈S
(
1− 1
p
)
− x
∑
d>x
d∈L
µ(d)
d
+O(L(x))
= c−1 x+O
( x
logx
)
,
letzteres unter Verwendung von (5.13) .
Fu¨r die von Mangoldt–Funktion Λ = µ ∗ log gilt Λ(n) = log p fu¨r
n = pk mit p ∈ P und k ∈ N , fu¨r alle anderen n ∈ N ist Λ(n) = 0 . Es
bezeichne
ψf (x) =
∑
n≤x
f(n) Λ(n) , ψg(x) =
∑
n≤x
g(n) Λ(n) .
Dann besteht ψ(x) := ψ1(x) = ψf (x) +ψg(x). Divergiert das Integral
(5.15)
∫ ∞
1
ψg(x)− x
x2
dx =
∫ ∞
1
ψ(x)− x
x2
dx−
∫ ∞
1
ψf (x)
x2
dx ,
so ist die Methode von Newman nicht anwendbar. Bekanntlich kon-
vergiert das erste Integral auf der rechten Seite. Dagegen divergiert
das zweite Integral: Dies folgt aus
ψf (x) =
∑
pk≤x
f(p) log p =
∑
p≤x
p∈S
log p+O(√x) ∼ S(x) logx ∼ x
logx
durch Einsetzen, also∫ T
1
ψf (x)
x2
dx ∼
∫ T
e
dx
x logx
= loglogT −→
T→∞
∞ .
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Ko¨nnte fu¨r ein (oder das vorliegende) Beispiel die Abscha¨tzung (5.13)
zu
(5.16)
∑
d>x
µ(d) f(d)
d
 1
log2 x
verscha¨rft werden, so wu¨rde daraus auf gleichem Wege wie oben
M(x) = c−1x+O
(
x
log2 x
)
folgen. Das wu¨rde zeigen, dass Newmans Methode angewandt auf
ζ ′Λ(s)/ζΛ(s) nicht auf γ = 2 ausgedehnt werden kann. Dies ist eventu-
ell mo¨glich, wenn man S mit
S(x) =
x
log2 x
+O(xϑ) (ϑ < 1)
wa¨hlt. Dies ist aufgrund der Hoheisel–Ingham–Sa¨tze mo¨glich. Gelingt
es, daraus eine a¨hnlich gute Abscha¨tzung fu¨r L(x) zu gewinnen, ko¨nn-
te (5.16) durch komplexe Integration von 1/ζL(s) folgen. Auf diese
Mo¨glichkeit wies Herr Schlage–Puchta freundlicherweise hin.
Die Konstruktion der Menge S mit (5.10) ist u¨brigens einfach mo¨glich,
wenn wir den Primzahlsatz fu¨r die natu¨rlichen Zahlen etwa in der
Form
pi(x) = lix+O
(
x
log3 x
)
mit dem durch
lix :=
∫ x
2
du
log u
definierten Integrallogarithmus voraussetzen.
Allgemein sei M1 ⊆ R+ eine Menge, deren Elementeanzahlfunktion
fu¨r ausreichend große x die Eigenschaft
|M1(x)− f(x)| ≤ r(x)
mit stetigen und monoton wachsenden Funktionen f, r : R → R+,
1 < r(x) = o(f(x)) erfu¨llt. Weiter sei eine stetige, monoton wachsende
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Funktion g : R → R+ mit den Eigenschaften g(x) = o(f(x)) und
r(x) = o(g(x)) derart gegeben, dass |f(x) − g(x)| monoton wa¨chst.
Dann gibt es eine Teilmenge M2 ⊆M1, fu¨r die gilt
(5.17) |M2(x) − g(x)| ≤ 2r(x),
das heißt M2(x) ∼ g(x).
Dazu werden zuna¨chst sa¨mtliche Elemente kleiner oder gleich x von
M1 in M2 u¨bernommen, bis erstmals
(5.18) M2(x) ≥ g(x) + r(x)
ausfa¨llt. Fu¨r dieses x ist M2(x) ≤ g(x) + r(x) + 1. Ab einem gewissen
x0 und bis x ist dann (5.17) erfu¨llt. Bezeichne mit y die kleinste reelle
Zahl gro¨ßer als x, fu¨r die M2(x) = g(y) ist. Im Intervall ]x, y[ werden
zu M2 keine Elemente hinzugefu¨gt. Aufgrund der Monotonie von g
und r gilt dort
g(x) ≤ g(y) = M2(x) ≤ g(x) + 2r(x),
also die Behauptung.
Alle Elemente gro¨ßer gleich y aus M1 werden in M2 u¨bernommen,
bis fu¨r ein neues x die Bedingung (5.18) erfu¨llt ist. Im Intervall [y, x]
ist die obere Beschra¨nkung nach Wahl von x erfu¨llt. Andererseits gilt
dort
M2(ξ) = M1(ξ)−M1(y) +M2(y) ≥ f(ξ)− r(ξ) −M1(y) + g(y)
= g(ξ) + f(ξ)− g(ξ)−M1(y) + g(y)− r(ξ)
≥ g(ξ) + f(ξ)− g(ξ)− (f(y) + r(y)− g(y))− r(ξ)
≥ g(ξ)− r(y)− r(ξ) ≥ g(ξ)− 2r(ξ).
Die Behauptung ist also erfu¨llt. Danach wiederholt sich der Vorgang,
indem zu M2 nichts hinzugefu¨gt wird bis zum na¨chsten entsprechen-
den y usw.
Anwendung auf M1 = P, f(x) = lix, r(x) = x/ log
3 x und g(x) =
x/ log2 x liefert das gewu¨nschte Beispiel.
Kapitel 6
Der Primzahlsatz mit
Restglied
Unter strengeren Voraussetzungen an die asymptotische Elementean-
zahl von Λ la¨sst sich auch der Primzahlsatz mit Restglied zeigen. Im
Folgenden sei daher Λ eine arithmetische Halbgruppe mit
(6.1) L(x) = Aex +O(eϑx)
mit A > 0 und ϑ < 1. Dies Restglied entspricht dem Restglied in
Knopfmachers Axiom A [Kno75].
6.1 Eigenschaften der Zetafunktion
Unter diesen Voraussetzungen la¨sst sich u¨ber die Zetafunktion ζΛ(s)
mehr aussagen. In Satz 3.3 wurde bereits die Fortsetzbarkeit behan-
delt. Weitere wichtige Aussagen betreffen die Nullstellenfreiheit der
Fortsetzung. Die Beweise ko¨nnen meist analog wie bei der Riemann-
schen Zetafunktion gefu¨hrt werden [Ayo63].
Lemma 6.1. Fu¨r s = σ + it mit |t| ≥ 3 und
(6.2) max
{1 + ϑ
2
, 1− 1
log |t|
}
≤ σ ≤ 2
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gilt
(6.3) ζΛ(s)  log |t|+ |t|ϑ und ζ ′Λ(s) 
(
log |t|+ |t|ϑ)2.
Beweis. Eine Aufspaltung der Reihe ζΛ(s) bei x und getrennte Ab-
scha¨tzung der Teilsummen erleichtert die Abscha¨tzung. Es sei zu-
na¨chst σ > 1. Wir nutzen die Ergebnisse aus Abschnitt 3.3. Mit den
Gleichungen (3.5) und (3.7) ergibt sich∑
λ∈Λ
|λ|>x
e−|λ|s =
∑
λ∈Λ
e−|λ|s −
∑
λ∈Λ
|λ|≤x
e−|λ|s
= −L(x)
esx
+A
s
s− 1e
(1−s)x + s
∫ ∞
x
O
(
e(ϑ−σ)u
)
du.(6.4)
Die letzte Formel stellt eine fu¨r σ > ϑ meromorphe Funktion dar. Fu¨r
ζΛ(s) liefert dort (s 6= 1) der Identita¨tssatz fu¨r holomorphe Funktio-
nen.
ζΛ(s) =
∑
λ∈Λ
|λ|≤x
e−|λ|s − L(x)
esx
+A
s
s− 1e
(1−s)x
+ s
∫ ∞
x
O
(
e(ϑ−σ)u
)
du
=
∑
λ∈Λ
|λ|≤x
e−|λ|s − Ae
x +O (eϑx)
esx
+A
s
s− 1e
(1−s)x
+ s
∫ ∞
x
O
(
e(ϑ−σ)u
)
du
=
∑
λ∈Λ
|λ|≤x
e−|λ|s −Ae(1−s)x +A s
s− 1e
(1−s)x +O
(
e(ϑ−σ)x
)
(6.5)
+ s
∫ ∞
x
O
(
e(ϑ−σ)u
)
du
=
∑
λ∈Λ
|λ|≤x
e−|λ|s +
A
s− 1e
(1−s)x +O
((
1 +
|s|
σ − ϑ
)
e(ϑ−σ)x
)
(6.6)
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fu¨r x → ∞. Fu¨r (beispielsweise) σ > 1+ϑ2 ist auch 1σ−ϑ beschra¨nkt.
Wir wa¨hlen x := log |t|. Unter den im Lemma genannten Einschra¨n-
kungen an t und σ gilt dann∣∣∣e−|λ|s∣∣∣ = e−|λ|σ ≤ e−|λ|(1− 1log |t| ) ≤ e
e|λ|
sowie
|t|1−σ ≤ |t|1−(1− 1log |t| ) = e
und daher
|t|1−(σ−ϑ)
σ − ϑ  |t|
ϑ
fu¨r |t| → ∞. Fu¨r ζΛ(s) gilt dann
|ζΛ(s)| 
∑
λ∈Λ
|λ|≤x
e−|λ| + e(1−σ)x +
|s|
σ − ϑe
(ϑ−σ)x
x=log |t|
∑
λ∈Λ
|λ|≤log |t|
e−|λ| + |t|1−σ + |t|ϑ−σ + |t|
1−(σ−ϑ)
σ − ϑ

∑
λ∈Λ
|λ|≤log |t|
e−|λ| +
|t|1−(σ−ϑ)
σ − ϑ
 log |t|+ |t|ϑ,
wobei zuletzt Lemma 2.2 angewandt wurde. Die Aussage u¨ber ζ ′Λ(s)
kommt aus der Abscha¨tzung von ζΛ(s) mit Hilfe der Cauchyschen
Integralformel. Dazu sei w der einfach geschlossene, positiv orientierte
Kreisweg um s mit |u− s| = 1
2(log |t|+|t|ϑ) . Dann ist
|ζ ′Λ(s)| =
∣∣∣ 1
2pii
∫
w
ζΛ(u)
(u− s)2 du
∣∣∣  1
2pi
∫
w
1
4
|ζΛ(u)|(log |t|+ |t|ϑ)2 du
 (log |t|+ |t|ϑ)2,
wie behauptet.
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Lemma 6.2. Fu¨r reelles t 6= 0 gilt ζΛ(1 + it) 6= 0.
Beweis. Fu¨r σ > 1 kommt aus (3.4)
ζΛ(s) = exp
( ∑
β∈B
∞∑
k=1
1
k
e−k|β|s
)
.
Daraus folgt
|ζΛ(σ + it)| = exp
( ∑
β∈B
∞∑
k=1
Re
(1
k
e−k|β|s
))
= exp
( ∑
β∈B
∞∑
k=1
1
k
e−k|β|σ cos(kt|β|)
)
.
Wesentlich fu¨r den Beweis dieses Lemmas ist die fu¨r alle x ∈ R gu¨ltige
Ungleichung 3 + 4 cosx+ cos 2x ≥ 0. Mit x := k|β|t folgt fu¨r alle σ >
1 und t ∈ R dann
(6.7) ζΛ(σ)
3|ζΛ(σ + it)|4|ζΛ(σ + 2it)|
= exp
( ∑
β∈B
∞∑
k=1
1
k
e−k|β|σ(3 + 4 cos(kt|β|) + cos(2kt|β|))
)
≥ 1.
Wegen des einfachen Pols bei s = 1 ist ζΛ(σ)  1σ−1 fu¨r σ → 1. Ha¨tte
ζΛ(s) in s = 1 + it0 mit t0 6= 0 eine Nullstelle, so wa¨re ζΛ(σ + it0) 
σ − 1 fu¨r σ → 1, σ > 1. Das bedeutet
lim
σ→1
σ>1
ζΛ(σ)
3ζΛ(σ + it0)
4 = 0.
Dies steht im Widerspruch zu (6.7), da ζΛ(1 + 2it) stetig ist in t =
t0.
Lemma 6.3. Es gibt ein δ > 0 derart, dass fu¨r |t| ≥ 3 und
(6.8) max
{1 + ϑ
2
, 1− δ
(log |t|+ |t|ϑ)9
}
< σ ≤ 2
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gilt
|ζΛ(s)|  1
(log |t|+ |t|ϑ)7 .
Beweis. Es sei |t| ≥ 3 und zuna¨chst 1 < σ ≤ 2. Dann folgt aus (6.7)
mit ζΛ(σ)  1σ−1 und Lemma 6.1
1
|ζΛ(σ + it)| ≤ ζΛ(σ)
3
4 |ζΛ(σ + 2it)| 14  (σ − 1)− 34
(
log |t|+ |t|ϑ) 14
und
(6.9)
ζΛ(1+ it)− ζΛ(σ+ it) = −
∫ σ
1
ζ ′Λ(u+ it) du (σ−1)
(
log |t|+ |t|ϑ)2 .
Zusammenfassung dieser Abscha¨tzungen liefert
|ζΛ(1 + it)| ≥ |ζΛ(σ + it)| − c1(σ − 1)
(
log |t|+ |t|ϑ)2
≥ c2(σ − 1) 34
(
log |t|+ |t|ϑ)− 14 − c1(σ − 1) (log |t|+ |t|ϑ)2
mit gewissen c1, c2 > 0. Speziell gilt dies fu¨r σ = 1 +
c3
(log |t|+|t|ϑ)9 mit
einem noch zu wa¨hlenden c3 > 0, also
(6.10) |ζΛ(1 + it)| ≥ c2c
3
4
3 − c1c3
(log |t|+ |t|ϑ)7
=
c4
(log |t|+ |t|ϑ)7
.
Durch ausreichend kleine Wahl von c3 kann dabei c4 > 0 erreicht
werden.
Da (6.9) wegen Lemma 6.2 auch noch unter der Bedingung (6.8) gilt,
folgt dort mit (6.10) weiter
|ζΛ(σ + it)| ≥ c4
(log |t|+ |t|ϑ)7
− c1|σ − 1|
(
log |t|+ |t|ϑ)2
≥ c4 − c1δ
(log |t|+ |t|ϑ)7
=
c5
(log |t|+ |t|ϑ)7
mit c5 > 0, falls δ genu¨gend klein ist.
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Da sich die Nullstellen meromorpher Funktionen in C nirgends ha¨ufen,
gibt es ein ε > 0 mit ζΛ(s) 6= 0 fu¨r |t| ≤ T und 1− ε ≤ σ ≤ 1, denn
nach Lemma 6.2 liegen auf der Geraden Re s = 1 keine Nullstellen und
ζΛ(s) ist stetig. Lemma 6.3 liefert die Nullstellenfreiheit von ζΛ(s) fu¨r
(6.8) und |t| ≥ 3. Kombination der Ergebnisse von Lemma 6.1 und
Lemma 6.3 ergibt schließlich das
Lemma 6.4. Es gibt ein δ > 0 derart, dass ζΛ(s) 6= 0 gilt fu¨r alle
s ∈ C mit
(6.11) σ ≥ max
{1 + ϑ
2
, 1− δ (log(1 + |t|) + |t|ϑ)−9 }.
Fu¨r solche s, die der zusa¨tzlichen Bedingung |t| ≥ 3 genu¨gen, gilt
ζ ′Λ(s)
ζΛ(s)
 (log |t|+ |t|ϑ)9 .
Lemma 6.5. Die logarithmische Ableitung der Zetafunktion,
ζ′Λ(s)
ζΛ(s)
,
hat in s = 1 einen einfachen Pol mit Residuum −1.
Beweis. Wie beim Beweis von Satz 3.4 ergibt sich
ζ ′Λ(s)
ζΛ(s)
=
−1
s− 1 +
A+ (s− 1)ρ(s) + s(s− 1)ρ′(s) + sρ(s)
As+ s(s− 1)ρ(s) .
Dabei ist ρ(s) auf σ > ϑ holomorph.
Bemerkung 6.1. Das bisherige Vorgehen reicht im Fall der natu¨rli-
chen Zahlen bereits zur Anwendung der Integralformel aus. Bei arith-
metischen Halbgruppen ist das anders, da die Abscha¨tzungen fu¨r ζΛ(s)
schlechter sind. Es sei zuna¨chst T > 3 und
α := min
{ δ
2 (log |T |+ |T |ϑ)9
,
1− ϑ
2
}
sowie c := 1 + α. Dann gelten mit Ausnahme des Pols in s = 1 die
oben aufgefu¨hrten Abscha¨tzungen fu¨r ζΛ(s) und die logarithmische
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Ableitung in dem Rechteck 1−α−iT , 1+α−iT , 1+α+iT , 1−α+iT .
Die Integralformel aus Satz (3.2) liefert∑
λ∈Λ
|λ|≤x
Λ0(λ)
(
1− e|λ|−x
)
=
1
2pii
∫ c+iT
c−iT
−ζ
′
Λ(s)
ζΛ(s)
· e
xs
s(s+ 1)
ds
+O
(∣∣∣ζ ′Λ(c)
ζΛ(c)
∣∣∣exc
T
)
.
(6.12)
Wegen
ζ′Λ(σ)
ζΛ(σ)
 1σ−1 ist
ζ′Λ(c)
ζΛ(c)
 α−1. Damit ist der Fehlerterm in
(6.12) von der Gro¨ßenordnung T 9ϑ−1exc. Fu¨r ϑ > 1/9 ist dies von
gro¨ßerer Gro¨ßenordnung als der (noch zu bestimmende) Hauptterm
1
2e
x. Es ist daher erforderlich, bessere Abscha¨tzungen bzw. Abscha¨t-
zungen fu¨r gro¨ßere Gebiete zu finden.
Lemma 6.6. Es sei ε > 0, T ≥ 3 und s = σ + it mit |t| ≤ T und
|s− 1| > ε. Dann gilt
ζΛ(s) ε T
gleichma¨ßig fu¨r σ ≥ max{ 12 , 1+ϑ2 }.
Beweis. Zur Abku¨rzung sei
∆(s) := ζΛ(s)− A
s− 1 .
Aus (6.5) kommt
∆(s) =
∑
λ∈Λ
|λ|≤x
e−|λ|s +A
e(1−s)x − 1
s− 1
+ s
∫ ∞
x
O
(
e(ϑ−σ)u
)
du+O
(
e(ϑ−σ)x
)
fu¨r x → ∞. In dem bezeichneten Gebiet sind 1|1−s| , |s||1−s| und 1ϑ−σ
beschra¨nkt. Partielle Summation liefert∣∣∣ ∑
λ∈Λ
|λ|≤x
e−|λ|s
∣∣∣ ≤ L(x)e−σx + |s|∣∣∣ ∫ x
0
L(u)e−su du
∣∣∣
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≤ Ae(1−σ)x +O
(
e(ϑ−σ)x
)
+A|s|
∣∣∣ ∫ x
0
e(1−s)u du
∣∣∣
+ |s|
∫ x
0
O
(
e(ϑ−σ)u
)
du
≤ Ae(1−σ)x +O
(
e(ϑ−σ)x
)
+A|s|
∣∣∣e(1−s)x
1− s −
1
1− s
∣∣∣
+ |s|O
(∣∣∣e(ϑ−σ)x
ϑ− σ −
1
ϑ− σ
∣∣∣)
= Ae(1−σ)x +O
(
e(ϑ−σ)x
)
+A
|s|
|1− s|O
(
e(1−σ)x + 1
)
+ |s|O(1).
Daraus folgt
|∆(s)| ≤ Ae(1−σ)x +A
∣∣∣ s
1− s
∣∣∣O (e(1−σ)x + 1) + |s|O(1)
+
1
|1− s|O
(
e(1−σ)x + 1
)
+ |s|O
(
e(ϑ−σ)x
)
+O
(
e(ϑ−σ)x
)
.
Zuna¨chst sei σ < 2. Dann ist s T . Wegen σ > 1/2 ergibt sich durch
Einsetzen von x := logT daraus
∆(s) = O
(
T
1
2
)
+
∣∣∣ s
1− s
∣∣∣O (T 12 ) + |s|O(1) +O (T 12 ) + |s|O(1)
 T.
Damit ist dort
(6.13) ζΛ(s) = ∆(s) +
A
s− 1  T.
Fu¨r σ > 1 gilt |ζΛ(σ+it)| ≤ |ζΛ(σ)|. Da außerdem ζΛ(σ) eine monoton
fallende Funktion von σ ist, gilt (6.13) auch fu¨r σ ≥ 2.
Lemma 6.7. Es gibt eine Konstante C > 0 derart, dass fu¨r 1 < σ < 2
die Ungleichung ∣∣∣ 1
ζΛ(s)
∣∣∣ < A
σ − 1 + C
gilt.
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Beweis. Es ist∣∣∣ 1
ζΛ(s)
∣∣∣ = ∣∣∣ ∏
β∈B
(
1− e−|β|s
) ∣∣∣ ≤ ∏
β∈B
(
1 + e−|β|σ
)
≤
∏
β∈B
(
1 + e−|β|σ + e−2|β|σ + e−3|β|σ + . . .
)
=
∏
β∈B
∞∑
k=0
e−k|β|σ =
∑
λ∈Λ
e−|λ|σ = ζΛ(σ)
=
Aσ
σ − 1 + σ
∫ ∞
0
O
(
e(ϑ−σ)x
)
dx
= A+
A
σ − 1 + σO(1).
Dies zeigt die Behauptung.
Die weiteren Abscha¨tzungen fu¨r ζΛ(s) stu¨tzen sich auf zwei Sa¨tze der
Funktionentheorie. Die Beweise finden sich zum Beispiel in [Ayo63].
Satz 6.1. Es seien s0 ∈ C, M > 1 und r > 0. Es bezeichne K die
Kreisscheibe |s− s0| ≤ r. Ist f : K → C auf K holomorph mit∣∣∣ f(s)
f(s0)
∣∣∣ < eM
und hat f keine Nullstelle in der rechten Ha¨lfte von K (d.h. Re(s −
s0) > 0), so gilt
(6.14) −Re
(f ′(s0)
f(s0)
)
<
c1M
r
mit einem c1 > 0.
Hat f eine Nullstelle ρ0 im Bereich |s − s0| ≤ 1/2r, Re(s − s0) ≤ 0,
so gilt
(6.15) −Re
(f ′(s0)
f(s0)
)
<
c1M
r
−Re 1
s0 − ρ0 .
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Satz 6.2. Es seien s0 ∈ C, M > 1 und r > 0. Es bezeichne K die
Kreisscheibe |s− s0| ≤ r. Weiter sei f : K → C auf K holomorph mit∣∣∣ f(s)
f(s0)
∣∣∣ < eM
und ∣∣∣f ′(s0)
f(s0)
∣∣∣ < M
r
.
Gilt f(s) 6= 0 fu¨r s ∈ K mit Re(s− s0) ≥ 2r′ fu¨r ein 0 < r′ < r/4, so
besteht
(6.16)
∣∣∣f ′(s)
f(s)
∣∣∣ < c2M
r
fu¨r |s− s0| ≤ r′.
Damit ist der Beweis des folgenden Satzes mo¨glich, der in a¨hnlicher
Form bereits in [Mu¨l71] zu finden ist.
Satz 6.3. Es existiert ein c > 0 mit ζΛ(s) 6= 0 fu¨r alle s = σ+ it mit
σ > 1− clog |t| und |t| ≥ 2.
Beweis. Es gilt fu¨r σ > 1:
(6.17) Re
(
− ζ
′
Λ(σ + 2it)
ζΛ(σ + 2it)
− 4ζ
′
Λ(σ + it)
ζΛ(σ + it)
− 3ζ
′
Λ(σ)
ζΛ(σ)
)
=
∑
λ∈Λ
Λ0(λ)e
−|λ|σ( cos(−2|λ|t) + 4 cos(−|λ|t) + 3).
Da die Reihe nur positive Summanden entha¨lt, folgt
(6.18) −Re
(ζ ′Λ(σ + 2it)
ζΛ(σ + 2it)
)
− 4 Re
(ζ ′Λ(σ + it)
ζΛ(σ + it)
)
− 3ζ
′
Λ(σ)
ζΛ(σ)
≥ 0.
Angenommen, ξ+ iη ist eine Nullstelle von ζΛ(s) mit η ≥ 2. (Der Fall
η ≤ −2 wird analog behandelt.) Fu¨r σ0 gelte zuna¨chst nur
2 ≥ σ0 ≥ 1 + 1
(2η − 1) ,
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Re
Im
0 1ϑ ϑ+1
2
s0
r
r
2
K
Abbildung 6.1: Kreisscheiben zur Bestimmung nullstellenfreier Gebie-
te von ζΛ(s) im Beweis von Satz 6.3
außerdem sei s0 := σ0 + iη und r = 1 − 1+ϑ2 = 1−ϑ2 . Wir betrachten
die Kreisscheibe K mit |s− s0| ≤ r.
Nach Lemma 6.6 gilt dort
ζΛ(s)  t.
Zusammen mit Lemma 6.7 folgt
ζΛ(s)
ζΛ(s0)
 t
(
C +
A
σ0 − 1
)
 t
(
C +
A
(2η + 1)−1
)
 η(2η + 1)  exp(c3 log η).
In der rechten Ha¨lfte von K hat ζΛ(s) nach Lemma 3.2 keine Null-
stellen. Mit M = c4 log η folgt aus Satz 6.1
−Re
(ζ ′Λ(σ0 + iη)
ζΛ(σ0 + iη)
)
< c5
log η
1− ϑ
und analog
(6.19) −Re
(ζ ′Λ(σ0 + 2iη)
ζΛ(σ0 + 2iη)
)
< c6
log η
1− ϑ
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mit Konstanten c5, c6 > 0.
Fu¨r die Lage von ξ sind zwei Fa¨lle zu unterscheiden:
1. Fall: ξ > σ0 − 1+ϑ4 .
Dann liefert Satz 6.1
(6.20) −Re
(ζ ′Λ(s0)
ζΛ(s0)
)
< c5
log η
1− ϑ −
1
σ0 − ξ .
Fu¨r den dritten Term aus (6.18) gilt
−ζΛ(σ0)
ζΛ(σ0)
∼ 1
σ − 1 fu¨r σ0 → 1.
Deswegen gilt fu¨r beliebiges, festes δ > 1 bei geeigneter Wahl von σ0
auch
(6.21) −ζ
′
Λ(σ0)
ζΛ(σ0)
<
δ
σ0 − 1 .
Einsetzen von (6.19), (6.20) und (6.21) in (6.18) liefert
c6
log η
1− ϑ + 4c5
log η
1− ϑ −
4
σ0 − ξ +
3δ
σ0 − 1 ≥ 0
⇐⇒ 4
σ0 − ξ ≤
3δ
σ0 − 1 + (4c5 + c6)
log η
1− ϑ.
Auflo¨sung nach 1− ξ liefert
1− ξ ≥ 4− 3δ − (σ0 − 1)(4c5 + c6)
log η
1−ϑ
3δ
σ0−1 + (4c5 + c6)
log η
1−ϑ
.
Wir wa¨hlen
σ0 := 1 +
c7(1− ϑ)
log η
,
wobei c7 noch festgelegt wird. Dann ist
1− ξ ≥ (4− 3δ − 4(c5 + c6)c7)(1− ϑ)
(3 δc6 + 4(c5 + c6)) log η
>
c
log η
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mit einem c > 0, wenn δ und c7 geeignet gewa¨hlt werden.
2. Fall: ξ ≤ σ0 − 1+ϑ4 .
Hier ist
ξ ≤ σ0 − 1 + ϑ
4
= 1 +
c7
log η
− 1 + ϑ
4
,
also
1− ξ ≥ 1 + ϑ
4
− c7
log η
≥ c8
log η
mit ausreichend kleinem c8 > 0.
In beiden Fa¨llen folgt die Behauptung.
Lemma 6.8. Fu¨r σ > 1 und |s− 1| > 1 gilt
ζ ′Λ(s)
ζΛ(s)
 1
σ − 1 .
Beweis. Unter Beru¨cksichtigung von Lemma 2.3 liefert partielle Sum-
mation∣∣∣ ∑
λ∈Λ
|λ|≤x
Λ0(λ)e
−|λ|s
∣∣∣ ≤ ∣∣∣e−xs ∑
λ∈Λ
|λ|≤x
Λ0(λ) +
∫ x
0
se−us
∑
λ∈Λ
|λ|≤u
Λ0(λ) du
∣∣∣
≤ e−xσO (xex) + |s|
∣∣∣ ∫ x
0
e−usO (ueu) du
∣∣∣
= O
(
xe(1−σ)x
)
+ |s|O
(∣∣∣ ∫ x
0
ue(1−s)u du
∣∣∣)
= O
(
xe(1−σ)x
)
+ |s|O
(∣∣∣ x
1− se
(1−s)x − 1
(1− s)2 e
(1−s)x +
1
(1− s)2
∣∣∣).
Grenzu¨bergang x→∞ ergibt∣∣∣ζ ′Λ(s)
ζΛ(s)
∣∣∣  |s||1− s|2  1|1− s|  1σ − 1
in dem genannten Gebiet.
Analog zur Riemannschen Zetafunktion [Ayo63] beweisen wir den
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Satz 6.4. Es gibt eine Konstante c′ > 0 derart, dass fu¨r |t| ≥ 3 und
gleichma¨ßig fu¨r 1− c′log |t| ≤ σ < 2 die Abscha¨tzung
ζ ′Λ(s)
ζΛ(s)
 log |t|
gu¨ltig ist.
Beweis. Es sei t0 > 3 gegeben (t0 < −3 analog) und
σ0 := 1 +
c9
log t0
, s0 := σ0 + it0 sowie r :=
1− ϑ
2
,
wobei c9 > 0 noch geeignet zu wa¨hlen ist. Wegen Lemma 6.6 gilt in
der Kreisscheibe |s − s0| ≤ r die Abscha¨tzung ζΛ(s)  t und wegen
Lemma 6.7 auch∣∣∣ 1
ζΛ(s0)
∣∣∣ < C + A
σ0 − 1 fu¨r 1 < σ0 < 2.
Re
Im
σ0
r
r′
σ0 − 2r
′
1−
c
log t
Abbildung 6.2: Gebiete zur Abscha¨tzung von ζ ′Λ(s)/ζΛ(s) im Beweis
von Satz 6.4
Dort gilt daher
(6.22)
ζΛ(s)
ζΛ(s0)
 t
σ0 − 1  t0 log t0  exp(c10 log t0).
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Aus Lemma 6.8 ergibt sich
(6.23)
ζ ′Λ(s0)
ζΛ(s0)
 1
σ0 − 1  log t0.
Wegen Satz 6.3 gilt
(6.24) ζΛ(s) 6= 0 fu¨r σ ≥ 1− c
log t
,
daher setzen wir
(6.25) r′ :=
c10
log t0
mit c10 > c9. Bei geeigneter Wahl von c9 > 0 gilt
(6.26) r′ <
1
4
r und
c9
log t0
− 2 c10
log t0
> − c
log t
fu¨r alle |s− s0| ≤ r.
Dann sind die Voraussetzungen von Satz 6.2 mit M = c11 log t0 und
einem c11 > 0 erfu¨llt, denn aus (6.22) folgt∣∣∣ ζΛ(s)
ζΛ(s0)
∣∣∣ < eM
und aus (6.23) kommt ∣∣∣ζ ′Λ(s0)
ζΛ(s0)
∣∣∣ < M
r
.
Die Nullstellenfreiheit aus (6.24) liefert
ζΛ(s) 6= 0 fu¨r σ ≥ σ0 − 2r′ ≥ 1 + c9
log t0
− 2 c10
log t0
> 1− c
log t
.
Nach Satz 6.2 gilt daher
ζ ′Λ(s)
ζΛ(s)
 log t0
fu¨r |s− s0| ≤ r′ = c10log t0 , also insbesondere auch fu¨r t = t0 und wegen
(6.26) fu¨r σ ≥ 1− c′log t mit c′ = c10 − c9 > 0.
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6.2 Beweis des Primzahlsatzes mit Hilfe
der Integralformel
Das Vorgehen in diesem Abschnitt entspricht dem im Fall der natu¨rli-
chen Zahlen [Ayo63]. Zum Beweis des Primzahlsatzes fu¨r die arith-
metische Halbgruppe Λ wenden wir die Integralformel auf ψΛ(x) an,
wobei die zugeho¨rige Dirichletreihe gerade die logarithmische Ablei-
tung der Zetafunktion ist. Dies liefert eine Aussage u¨ber ein gewichte-
tes Mittel von ψΛ. Der na¨chste Schritt ist, daraus auf die Asymptotik
von ψΛ zu schließen, welche a¨quivalent zum Primzahlsatz ist. Im mul-
tiplikativen Fall kommt Mu¨ller [Mu¨l71] zum gleichen Ergebnis.
Es bezeichne
(6.27) ψ2(x) :=
∑
λ∈Λ
|λ|≤x
Λ0(λ)
(
1− e|λ|−x
)
.
Dann ist
ψ2(x) = e
−x ∑
λ∈Λ
|λ|≤x
Λ0(λ)
(
ex − e|λ|
)
= e−x
∫ x
0
ψΛ(u)e
u du.
Zur Abku¨rzung werde mit
(6.28) ψ3(x) :=
∫ x
0
ψΛ(u)e
u du
das gewichtete Integral u¨ber ψΛ bezeichnet.
Satz 6.5. Es gibt eine Konstante c > 0 derart, dass
ψ2(x) =
1
2
ex +O(ex exp (− cx 12 ))
gilt.
Beweis. Zuna¨chst sei T > 3. Es gibt ein c13 > 0 so, dass fu¨r α :=
c13/logT gilt α ≤ 1−ϑ2 und
(6.29)
ζ ′Λ(s)
ζΛ(s)
 logT  α−1
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fu¨r
{
σ = 1− α, |t| ≤ T und
1− α ≤ σ ≤ 1 + α, |t| = T.
Fu¨r |t| > 3 kommt dies aus Satz 6.3. Fu¨r |t| ≤ 3 la¨sst sich mit der
gleichen Begru¨ndung wie in der Herleitung von Lemma 6.4 ein c13 so
klein wa¨hlen, dass dort fu¨r alle s = 1− α+ it die Abscha¨tzung
(s− 1)ζ
′
Λ(s)
ζΛ(s)
 1
gilt, also gleichwertig
ζ ′Λ(s)
ζΛ(s)
 1|s− 1|  α
−1.
Re
Im
0 b a
iT
−iT
a+ iT
a− iT
1
v1
v2
v3
Abbildung 6.3: Integrationswege zur Anwendung der Integralformel
Es bezeichne a := 1 + α und b := 1− α. Weiter sei v1 der geradlinige
Integrationsweg von a+ iT nach b+ iT , v2 der von b+ iT nach b− iT
und v3 der von b− iT nach a− iT (Abbildung 6.3).
Anwendung der Integralformel aus Satz 3.2 und des Residuensatzes
liefert
ψ2(x) =
1
2pii
∫ a+iT
a−iT
−ζ
′
Λ(s)
ζΛ(s)
· e
xs
s(s+ 1)
ds+O
(∣∣∣ζ ′Λ(a)
ζΛ(a)
∣∣∣exa
T
)
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=
1
2
ex + F1 + F2 + F3 +O
(∣∣∣ζ ′Λ(a)
ζΛ(a)
∣∣∣exa
T
)
mit den Fehlertermen
Fν :=
∫
vν
−ζ
′
Λ(s)
ζΛ(s)
· e
xs
s(s+ 1)
ds, ν = 1, 2, 3.
Fu¨r s ∈ v1 gilt |s| ≥ T , |s(s + 1)| ≥ T 2 und |exs| ≤ ex(1+α). Unter
Beru¨cksichtigung von (6.29) und der Wegla¨nge 2α folgt
F1  2αα−1ex(1+α)T−2  e
x(1+α)
T 2
.
Analog gilt
F3  e
x(1+α)
T 2
.
Fu¨r s ∈ v2 gilt |s| ≥ 12 ( 12 + |t|), folglich |s(s + 1)| ≥ 14 ( 12 + |t|)2.
Zusammen mit (6.29) ergibt sich
|F2| ≤
∫ b−iT
b+iT
∣∣∣ζ ′Λ(s)
ζΛ(s)
∣∣∣ex(1−α) 1|s(s+ 1)| ds

∫ T
0
α−1ex(1−α)
1
( 12 + |t|)2
dt
 logTex(1−α)
∫ T
0
1
( 12 + t)
2
dt
 logTex(1−α)(1− 11
2 + T
)
 logTex(1−α).
Zusammenfassung ergibt
ψ2(x) =
1
2
ex +O
(ex(1+α)
T 2
)
+O
(
logTex(1−α)
)
+O
( logT
T
ex(1+α)
)
=
1
2
ex +O
(
logTex(1−α) +
logT
T
ex(1+α)
)
.
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Durch geeignete Wahl von T la¨sst sich der Unterschied zwischen den
beiden Restgliedtermen aufheben. Denn
log Tex(1−α) !=
logT
T
ex(1+α)
ist a¨quivalent zu
logT = 2αx = 2
c13
logT
x.
Es sei daher
T := exp
(
c14x
1
2
)
mit einem entsprechenden c14 > 0. Dies ergibt
ψ2(x) =
1
2
ex +O
(
x
1
2 ex(1−α)
)
=
1
2
ex +O
(
x
1
2 ex(1−
c13
log T )
)
=
1
2
ex +O
(
exp
(
x
(
1− c15
x
1
2
)
+
1
2
logx
))
=
1
2
ex +O
(
exp
(
x− c15x 12 + 1
2
logx
))
=
1
2
ex +O(ex exp (− cx 12 )),
wie behauptet.
Aus dem vorangehenden Satz kommt sofort
ψ3(x) = e
xψ2(x) =
1
2
e2x +O
(
e2x exp
(− cx 12 )).
Daraus folgt der Schluss auf die Asymptotik von ψΛ.
Satz 6.6. Mit gewissen Konstanten c, c′ > 0 besteht
(6.30) ψ3(x) =
1
2
e2x +O
(
e2x exp
(− cx 12 ))
genau dann, wenn
(6.31) ψΛ(x) = e
x +O
(
ex exp
(− c′x 12 ))
gilt.
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Beweis. Wir schreiben die Behauptung fu¨r ψ3(log x) und ψΛ(logx)
um und folgen dem Beweis fu¨r die natu¨rlichen Zahlen in [Ayo63].
Diese Darstellung entspricht dem Fall multiplikativer Halbgruppen.
Die Aussagen werden dann zu
(6.32) ψ3(log x) =
1
2
x2 +O
(
x2 exp
(− c log 12 x))
und
(6.33) ψΛ(log x) = x+O
(
x exp
(− c′ log 12 x)).
Wir folgern zuna¨chst (6.33) aus (6.32).
Es gelte (6.32). Es ist
ψ3(logx) =
∫ log x
0
ψΛ(u)e
u du =
∫ x
1
ψΛ(logu) du.
Die Funktion h erfu¨lle
(6.34) 0 < h(x) <
x
2
.
Im Folgenden schreiben wir in der Regel den Funktionswert h(x) ohne
das Argument (x). Da ψΛ(log x) eine monoton wachsende Funktion
von x ist, gilt
(6.35)
1
h
∫ x
x−h
ψΛ(logu) du ≤ ψΛ(log x) ≤ 1
h
∫ x+h
x
ψΛ(logu) du
Fu¨r die linke Seite gilt
1
h
∫ x
x−h
ψΛ(logu) du =
1
h
(
ψ3(log x)− ψ3(log(x− h))
)
=
1
h
(
1
2
x2 +O
(
x2 exp
(− c log 12 x))
−1
2
(x− h)2 +O
(
x2 exp
(− c log 12 (x − h))))
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=
1
h
(
x2
2
− x
2
2
+ hx− h
2
2
+O
(
x2 exp
(− c log 12 x))
+O
(
x2 exp
(− c log 12 (x− h)))).
Da
√
logx eine monoton wachsende Funktion von x ist und nach (6.34)
1
2
x < x− h < x
gilt, ist
O
(
x2 exp
(− c log 12 (x− h))) = O(x2 exp (− c log 12 (x
2
)))
.
Dies liefert
(6.36)
1
h
∫ x
x−h
ψΛ(logu) du = x− h
2
+O
(x2
h
exp
(
− c log 12
(x
2
)))
.
Analog ist
1
h
∫ x+h
x
ψΛ(logu) du =
1
h
(
ψ3(log(x+ h))− ψ3(log x)
)
=
1
h
(
1
2
(x+ h)2 +O
(
x2 exp
(− c log 12 (x+ h)))
−x
2
2
+O
(
x2 exp
(− c log 12 x))) .
Wie oben besteht x < x+ h < x+ x2 und
exp
(
−c log 12 (x+ h)
)
< exp
(
−c log 12 x
)
.
Daraus folgt
1
h
∫ x+h
x
ψΛ(log u) du = x+
h
2
+O
(x2
h
exp
(− c log 12 x))
= x+
h
2
+O
(x2
h
exp
(
− c log 12
(x
2
)))
.(6.37)
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Es ist
log
1
2
(
x
2
)
log
1
2 x
=
(
1− log 2
logx
) 1
2
>
(1
2
) 1
2
fu¨r x ≥ 4. Folglich ist
exp
(
− c log 12
(x
2
))
 exp (− c16 log 12 x).
Aus (6.35), (6.36) und (6.37) folgt
O
(x2
h
exp
(− c16 log 12 x))− h
2
≤ ψΛ(logx) − x und
ψΛ(log x)− x ≤ h
2
+O
(x2
h
exp
(− c16 log 12 x)).(6.38)
Wa¨hlen wir
h(x) =
x
2
exp
(− c17 log 12 x),
so gilt mit geeignetem c17 auch 0 < h(x) < x/2. Mit einem c
′ > 0
folgt dann aus (6.38)
ψΛ(logx)− x x exp
(− c′ log 12 x).
Dies zeigt (6.33).
Andererseits gelte (6.31). Fu¨r x > (c′/2)2 und eine gewisse Konstante
c0 ist dann
ψ3(x) =
∫ x
0
ψΛ(u)e
u du
=
∫ x
0
e2u du+ c0 +
∫ x
(c′/2)2
O (exp(2u− c′√u)) du
=
1
2
e2x − 1 + c0 +O
( ∫ x
(c′/2)2
(
2− c
′
2
√
u
)
exp(2u− c′√u) du
)
=
1
2
e2x − 1 + c0 +O
( ∫ 2x−c′√x
0
et dt
)
=
1
2
e2x +O (e2x exp(−c′√x)) .
Also gilt auch die Umkehrung.
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Es fehlt noch der Schluss auf die asymptotische Anzahl der Basisele-
mente
Satz 6.7. Fu¨r r ∈ R mit 0 < r < 1 und gewisse Konstanten c1, c2,
c3 > 0 sind die folgenden Aussagen gleichwertig:
ψΛ(x) = e
x +O (ex exp (−c1xr)) ,(6.39)
piΛ(x) =
∫ ex
e|β1|
du
logu
+O (ex exp (−c2xr))(6.40)
und
ψ1(x) =
∫ ex
e|β1|
du
logu
+O (ex exp (−c3xr)) .(6.41)
Bemerkung 6.2. Fu¨r genu¨gend große x und eine Konstante a ist∫ ex
e|β1|
du
logu
=
∫ x
|β1|
et
t
dt = li (ex) + a.
Dabei ist β1 das erste Basiselement bezu¨glich der Ordnung von Λ.
Beweis von Satz 6.7.
Zuna¨chst zeigen wir die A¨quivalenz von (6.40) und (6.41).
Nach Lemma 2.4 gilt
ψ1(x) − piΛ(x)  e x2 x
fu¨r x→∞. Wegen
O
(
e
x
2 x
)
= O
(
ex exp
(− cxr))
entspricht dies der Behauptung.
Als na¨chstes schließen wir von (6.39) auf (6.41). Auch hier bietet sich
wie beim Beweis von Satz 6.6 der U¨bergang von x zu log x an. Es
gelte (6.39), also
ψΛ(logx) = x+O (x exp (−c1 logr x)) .
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Partielle Summation liefert
ψ1(logx) =
∑
λ∈Λ
|β1|≤|λ|≤log x
Λ0(λ)
|λ|
=
1
logx
∑
λ∈Λ
|β1|≤|λ|≤log x
Λ0(λ) +
∫ log x
|β1|
ψΛ(u)
u2
du
=
ψΛ(logx)
log x
+
∫ x
e|β1|
ψΛ(log v)
v log2 v
dv.
Weiter gilt ∫ x
e|β1|
1
logu
du =
x
log x
− e
|β1|
|β1| +
∫ x
e|β1|
du
log2 u
.
Daher ist
ψ1(log x)−
∫ x
e|β1|
1
logu
du
=
ψΛ(log x)− x
logx
+
e|β1|
|β1| +
∫ x
e|β1|
ψΛ(log v)− v
v log2 v
dv
= O
( x
logx
exp (−c1 logr x)
)
+O
( ∫ x
e|β1|
v exp (−c1 logr v)
v log2 v
dv
)
= O
(
x exp (−c1 logr x)
)
+O
( ∫ x
e|β1|
exp (−c1 logr v) dv
)
= O
(
x exp (−c1 logr x)
)
+O
( ∫ √x
e|β1|
+
∫ x
√
x
exp (−c1 logr v) dv
)
= O
(
x exp (−c1 logr x)
)
+O (√x)
+O
( (
x−√x) exp (−c1 logr √x) )
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 x exp (−c3 logr x) .
Dies zeigt (6.41).
Umgekehrt gelte (6.41). Dann ist
ψΛ(x) =
∑
λ∈Λ
|λ|≤x
Λ0(λ) =
∑
λ∈Λ
|λ|≤x
Λ1(λ)|λ|
= xψ1(x) −
∫ x
|β1|
ψ1(t) dt
= x
∫ ex
e|β1|
du
logu
+ xO (ex exp(−c3xr))
−
∫ x
|β1|
∫ et
e|β1|
du
logu
+O (et exp(−c3tr)) dt
= ex +O (ex exp(−c1xr)) .
Dabei wurde zuletzt ausgenutzt, dass
x
∫ ex
e|β1|
du
logu
−
∫ x
|β1|
∫ et
e|β1|
du
logu
dt− ex
konstant ist, wie durch Differentiation nach x gezeigt wird.
Zusammenfassung der Ergebnisse liefert schließlich den verallgemei-
nerten Primzahlsatz mit Restglied.
Satz 6.8. Es sei Λ eine arithmetische Halbgruppe und es gelte
L(x) = Aex +O (eϑx)
mit A > 0 und ϑ < 1. Dann gibt es eine Konstante c > 0 derart, dass
(6.42) piΛ(x) = li (e
x) +O
(
ex exp
(
−cx 12
))
gilt fu¨r x→∞.
Bemerkung 6.3. Die Aussage von Satz 6.8 ist optimal in dem Sinne,
dass das Restglied in (6.42) im Allgemeinen nicht verbessert werden
kann. Ein entsprechendes Gegenbeispiel wurde von Montgomery an-
gegeben [Mon00].
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