We analyze the structural determinants of two widely used measures of price discovery between multiple markets that trade closely-related securities. Using a structural cointegration model, we show that both the information share (IS) and component share (CS) measures account for the relative avoidance of noise trading and liquidity shocks, but that only the IS can provide information on the relative informativeness of individual markets. In particular, the IS of one market is higher if it incorporates more new information and/or impounds less liquidity shocks. Use of the CS in conjunction with the IS can help sort out the confounding effects of the two types of shocks. Furthermore, we find that the IS only accounts for the immediate (one-period) responses of market prices to the news innovation which implies that the IS estimates based on high sampling frequencies may be distorted by transitory frictions and may miss important price discovery dynamics. * We thank
Introduction
Price discovery is the dynamic process by which market prices incorporate new information, and is arguably one of the most important functions of financial markets. A notable trend in financial markets is the trading of identical or closely related assets in multiple markets. The important issues related to price discovery are determining which market first incorporates new information about the underlying fundamental asset, and how the efficacy of price discovery depends on trading mechanisms, market liquidity, and the prevalence of asymmetric information.
There are two widely used measures of price discovery for multiple markets that share a common random walk efficient price (fundamental value). Hasbrouck (1995) focuses on the variance of the efficient price innovation, and defines one market's information share (IS) as the proportion of the efficient price innovation variance at- In this paper, we directly address Lehmann's concern regarding the interpretation of the IS and CS by proposing a structural cointegration model for the price changes in multiple markets. Our model features two types of structural price shocks: a permanent news innovation to the common fundamental value, and a transitory liquidity/noise trading shock. We show that the reduced form VEC forecasting errors are a mixture of these structural shocks, and this linkage allows us to analyze the dependency of the CS and IS on how individual markets respond to informational and non-informational shocks.
Our results show that both the information share (IS) and component share (CS) measures account for the relative avoidance of noise trading and liquidity shocks, but that only the IS can provide information on the relative informativeness of individual markets. In particular, the IS of one market is higher if it incorporates more new information and/or impounds less liquidity shocks. Use of the CS in conjunction with the IS can help sort out the confounding effects of the two types of shocks. Furthermore, we find that the IS only accounts for the immediate (one-period) responses of market prices to the news innovation. As a result, the IS estimates based on high sampling frequencies may be distorted by transitory frictions and misrepresent which market moves first in the response to new information.
The rest of the paper is organized as follows. In Section 2, we review the derivation of the CS and IS from a reduced form cointegration model. In Section 3, we propose a structural cointegration model for the price changes in arbitrage linked markets and show that our model is consistent with several stylized market microstructure models from the extant literature. We derive the structural analysis of the IS and CS in Section 4, and we illustrate our main results with analytical examples and simulation exercises. Our conclusions and suggestions for future research are presented in Section 5. Some technical derivations are given in the Appendix.
Reduced Form Price Discovery Cointegration Model
Consider a single asset trading in two distinct markets 1 . Let p t = (p 1,t , p 2,t ) 0 denote a 2 × 1 vector of (log) prices for the asset from the two markets. In a multipletrading environment, these prices may be the trade prices or quotes from different trading venues. More generally, the prices may be an asset's cash market price and the price of its derivatives, or the observed price of an asset and its price synthetically constructed from other financial assets. As a result, these prices are closely linked by arbitrage. We assume each of these prices contains a random walk component, so that p t is a nonstationary process. In time series terminology, these prices are integrated of order 1, or I(1), and the price changes, ∆p t , are integrated of order zero, or I(0). We assume that ∆p t has a bivariate moving average (MA) or Wold
where e t is a 2 × 1 vector satisfying E[e t ] = 0 and
has the property that the elements of {Ψ k } ∞ k=0 are 1-summable and Ψ(L) is full rank everywhere on |z| ≤ 1.
Since the prices in p t are for the same underlying asset, they are not expected to drift far apart from each other and so the difference between them should be I(0).
Formally, we assume that p t is cointegrated with known cointegrating vector β = (1, − 1) 0 so that β 0 p t = p 1t − p 2t is I(0). It follows from the Granger Representation
Theorem (Engle and Granger, 1987 ) that Ψ(1) has rank 1, β 0 Ψ(1) = 0, and there exists a 2 × 1 vector α 6 = 0 such that Ψ(1)α = 0. Furthermore, p t has a vector error correction (VEC) model representation of infinite order which can be approximated by the finite order VEC(K − 1) model:
where μ = E(β 0 p t−1 ). The term μ in (2) captures systematic differences in the two prices, such as the mean bid-ask spread, or the risk free return between the spot and futures prices. The vector α contains the error correction coefficients that measure each price's expected speed in eliminating the price difference 3 . The VEC model (2) , in turn, is implied by the K th order vector autoregressive (VAR) model for price levels:
Applying the Beveridge-Nelson (BN) decomposition (Beveridge and Nelson, 1981) 3 Some papers in the price discovery literature (e.g. Harris et. al., 1995) interpret β 0 p t−1 as a lagged deviation from the asset's equilibrium value, and α as the speed of adjustment to any deviation from the equilibrium. This interpretation, however, may extract more information than what the error correction model can accommodate. The I(0) requirement on the cointegrating error β 0 p t−1 only implies that the price difference can not drift without bound. It doesn't identify the prices' positions relative to the unobserved equilibrium value. For example, p 1,t−1 and p 2,t−1 may be either well above or below the equilibrium and close to each other, so that β 0 p t−1 only measures the price difference. The price difference β 0 pt−1 may be interpreted as the deviation from the equilibrium only when one of the price variables follows a random walk. In this case, the random walk variable defines the trend or equilibrium and consequently eliminates the ambiguity in interpreting β 0 pt−1. However, this is a special case and should not be taken as a general rule.
to Ψ(L) in (1) and iterating backward yields the levels relationship:
where
are also 1-summable which implies that s t ∼ I(0). The matrix Ψ(1) contains the cumulative impacts of the innovation e t on all future price movements, and thus measures the long-run impact of e t on prices. As shown in Hasbrouck (1995) , since β 0 Ψ(1) = 0 and β = (1, −1) 0 , the rows of Ψ(1) are identical. As a result, the long-run impacts of an innovation e t on each of the prices are identical. Denote ψ = (ψ 1 , ψ 2 ) 0 as the common row vector of Ψ(1) and define the permanent innovation:
We may then rewrite (3) as the common stochastic trend representation suggested in Stock and Watson (1988) 
Equation (5) shows that each of the cointegrated prices for the same underlying asset is composed of an unobservable, common fundamental full-information value m t , a transitory pricing error s i,t in market i, and a constant. The common trend, defined as the efficient price in Hasbrouck (1995) , evolves as a random walk driven by new information on the asset's future value, and is the driving force of the cointegrated prices. The pricing error s i,t captures any deviation of the price from its current, unobservable efficient price. It may arise from trading related frictions, such as the bid-ask bounce and rounding effects, and lagged adjustment to new information.
Finally, the remaining constant reflects any nonstochastic difference between the price and its efficient price, e.g. the average (half) bid-ask spread or the initial value. For simplicity, in what follows assume p 0 is equal to the zero vector 4 .
Information Share
The innovation η P t to the common efficient price in (5) impounds new information about the asset's fundamental value and has a permanent impact on the price levels.
Hasbrouck (1995) proposes a measure for one market's contribution to price discovery based on the share of the variance of η P t that is attributable to this market. From (4), the variance of η P t is ψ 0 Σψ. If Σ is diagonal, i.e. the reduced form VEC errors are uncorrelated, then market i's information share (IS) is defined as:
where ψ i is the ith element of ψ, and σ 2 i is the ith diagonal element in Σ. By construction, IS 1 + IS 2 = 1. From (6), it is clear that a low (high) information share for market i implies a small (large) reaction to the arrival of new information about fundamental value.
If Σ is non-diagonal, the IS measure has the problem of attributing the covariance terms to each market. Hasbrouck suggests to compute the Cholesky decomposition of Σ and measure the IS using the orthogonalized innovations. Let F be a lower triangular matrix such that FF 0 = Σ. Then the IS for the ith market is
4 The common trends representation (5) 
where f t is the permanent component, z t is the transitory component, and A 1 and A 2 are loading matrices. The components f t and z t are linear combinations of p t such that f t ∼ I(1), z t ∼ I(0), and z t does not Granger cause f t in the long run.
In particular, Granger and Gonzalo define f t = γ 0 p t and
the permanent component is a weighted average of observed prices with component 
From (9), it is clear that a small (large) value of CS i is directly related to a small (large) contribution of market i to the Granger-Gonzalo permanent component of prices f t . However, as shown by Granger and Gonzalo, the innovations to the permanent component f t are generally not serially uncorrelated and so are different from the efficient price innovations η P t defined by (4) . Therefore, the relationship between CS i and IS i is not immediately apparent. One advantage of the CS over the IS is its unique determination of a market's price discovery contribution.
Baillie et. al. (2002) and De Jong (2002) show that the vector of permanent component weights γ in the Granger-Gonzalo PT decomposition and the vector of long-run impact coefficients ψ that make up the efficient price innovation (4) are equal up to a scale factor. This can be seen directly from Johansen's (1991) decomposition
where (10), the permanent innovation η P t from (4) may also be defined as α 0 ⊥ e t 6 . Since a one unit increase in η P t has a one unit long-run impact on both prices it follows that ξ = 1 and α ⊥ = ψ.
Therefore, γ = (ψ 0 1) −1 ψ. As a result, the CS measures may also be defined in terms of the elements of ψ as
The representation of CS in (11) shows that the two price discovery measures are closely related and present different views of price discovery. In particular, IS is a variance weighted version of CS when market innovations are uncorrelated.
Baillie et. al. (2002) note that since α 0 ⊥ α = 0, (9) may also be expressed in terms of the elements of the error correction coefficient vector α. To see this, let
and so (9) may be reexpressed as
The representation (12) was originally derived by Schwarz and Szakmary (1994) using informal arguments. Interestingly, (12) shows that price discovery occurs entirely in market i if α i = 0; that is, if the contemporary price change in market i does not respond to the lagged disequilibrium error β
Using (8) We start with the following structural moving average (SMA) representation for the price changes in multiple markets
where the elements of {D k } ∞ k=0 are 1-summable and D 0 is invertible. We assume that the number of structural shocks is equal to the number of observed prices, so that D(L) is invertible. Since p t is cointegrated, one shock is labeled permanent and the other is labeled transitory so that η t = (η P t , η T t ) 0 . These structural shocks are assumed to be serially and mutually uncorrelated with diagonal covariance matrix diag(σ 2 P , σ 2 T ). The matrix D 0 contains the initial impacts of the structural shocks on ∆p t , and defines the contemporaneous correlation structure of ∆p t . Given the dichotomy into permanent and transitory shocks, the SMA model may be re-expressed
are lag polynomials describing the dynamic responses to the permanent and transitory shocks, respectively.
As in (5), the permanent innovation η P t is interpreted as new information on the fundamental value of the underlying asset, and permanently moves the market prices.
The defining characteristic of η P t is that it has a one-to-one long-run effect on the expected price levels for each asset:
where D P k and D P (1) are the first column of the dynamic multiplier matrix D k and the long-run impact matrix D(1) that corresponds to η P t , respectively. Equation (14) is similar to the identifying condition for the permanent innovation used by Gonzalo and Granger (1995) that defines the permanent innovation as having a nonzero long-run effect of the level of variables. Economic considerations further restrict the long-run effect to be a vector of ones, since a one unit increase in the fundamental value of one asset eventually cause the multiple market prices for the same asset to increase by one unit.
The transitory innovation η T t summarizes all non-information related frictions, such as the trading by uninformed or liquidity traders, inventory adjustments, and temporary order imbalances. The defining characteristic of η T t is that it has no longrun effect on the expected price levels:
where D T k and D T (1) are the second column of the dynamic multiplier matrix D k and the long-run impact matrix D(1) that corresponds to η T t , respectively. Hence, the long-run impact matrix of the structural innovations η t has the form
Using (16), the BN decomposition of the SMA model in (13) is
Equation (17) shows that the SMA model implies the same common efficient price representation for the multiple market prices as in the reduced form MA model (5), and the permanent innovation η P t in the structural VMA model is the same as the efficient price innovation defined in (4). The only difference is that the transitory pricing errors s t in (17) are now driven by the structural innovations η t . This implies that some of the pricing errors may be related to the arrival of new information, η P t , which includes, among others, the liquidity effect of information related trading and the lagged price adjustment to new information. Equation (17) also suggests that, although the multiple market prices share the common efficient price, the pricing errors in diverse markets may have different temporal responses to new information. Yan and Zivot (2006) show that the parameters of the SMA model (13) may be uniquely identified from the parameters of the reduced form VEC model (2) using a modification of Gonzalo and Ng's (2001) permanent-transitory decomposition. The permanent shock is defined as η P t = ψ 0 e t and the transitory shock η T t is defined from
and the remaining SMA parameters may be recovered from the relationship
We emphasize that minimal assumptions have been imposed on the SMA model specification (13) . Only the long-run impacts of the structural innovations are specified. How the market prices respond overtime to new information and frictional factors is left unrestricted. Therefore, the model is general enough to accommodate various complex market microstructure effects.
Examples of Structural Models
To illustrate the SMA representation for a stylized market microstructure model, suppose the price p i,t in market i (i = 1, 2) follows
where η P t is the informational innovation, η T t captures transitory market frictions, m t is the efficient price common to the two markets, and s i,t is the pricing error in market i due to trading frictions. This model, which we call model 1, is similar to the structural model used by Lehmann (2002) Unlike the standard model in Glosten (1987) , however, the model in (18) does not distinguish between public information and private information. Instead, the two types of new information are grouped into the efficient price permanent innovation, η P t , and they both impact the pricing error through trading frictions. Although a separate specification of the private and public information would allow a richer interpretation of the model, there are several reasons for the above specification in the price discovery analysis context. First, the main objective of price discovery studies is to examine and compare each market's information processing efficiency, where the new information is a statistical construct based on a subset of market information.
The analysis is not intended to answer the question of where new information enters the market or where informed traders might choose to trade. Furthermore, while it is well accepted that private information enters the market when informed traders trade, the theoretical finance literature conventionally assumes that public information will become a part of the efficient price with no necessity of trading. In reality, however, while the public news release itself, say the US monthly unemployment report, is common knowledge, the exact quantitative impact of the public news on the asset's fundamental value may not be common knowledge immediately following the release.
It is the trading or voting process among market participants that determines or discovers a market-wide agreed upon or "true" quantitative impact of the public news.
For example, Beaver (1968) argues that surges in trading activity following public releases of information reflect "a lack of consensus regarding the price". Therefore, it is not unreasonable to allow public information to generate trading frictions.
The representation for ∆p i,t (i = 1, 2) from (18) is
which implies a SMA representation of the form (13) with
satisfies the long-run restriction specified by (16) . Also, if b P 0,i > 0 then the initial impact of news is greater than the long-run impact.
As another example, consider an asymmetric structural model in which market 1 is a dominant market, and market 2 is a satellite market trading at the stale (lagged efficient) price. We modify the stylized model (18) to account for the lead-lag relationship between the two markets as follows:
This model, which we call model 2, is similar to one used in Hasbrouck (1995) . The price in Market 1 is based on the current efficient price, whereas the price in market 2 is based on the one-period lagged or stale efficient price. Straightforward calculations
give the SMA representation with
given by (16) . The price response of market 1 to the informational innovation η P t is 1 + b P 0,1 in period t, and settles to its permanent one unit change in period t + 1. The price response of market 2 to η P t is b P 0,2 at time t, and catches up to the permanent one unit change afterwards. The price responses of the two markets to the frictional innovation η T t are b T 0,1 and b T 0,2 at period t, and 0 at period t + 1, respectively.
As a final example model with more complicated dynamics, which we call model 3, consider a partial price adjustment model similar to that used in Amihud and
Mendelson (1987) and Hasbrouck and Ho (1987) :
Solving for ∆p it gives (13) is determined from the appropriate elements of the lag
In particular, the initial impact and long-run impact matrices are given by We give a structural interpretation of the IS and CS using the structural cointegration model described in the previous section. From (1) and (13), the reduced form forecasting errors, e t , are related to the structural innovations, η t , via the relation
where D 0 is the structural initial impact matrix. Equation by equation, (21) becomes
In (22), each of the forecasting errors can be attributed to the unobservable informational innovation η P t and frictional innovation η Given that D 0 is invertible, the structural errors may be expressed in terms of the reduced form errors via η t = D −1 0 e t . Straightforward algebra then gives
Since the permanent innovation, η P t , in the SMA model (13) is the same as the efficient price innovation, η P t = ψ 1 e 1,t + ψ 2 e 2,t , defined from the reduced form common trend model (4), the parameters ψ 1 and ψ 2 are linked to the initial impact structural parameters in D 0 through
Another way to derive (24) While ψ 1 and ψ 2 are weights on the respective market forecasting errors used to define the efficient price innovation in (4) and used in the IS and CS to measure each market's contribution to discover new information, equation (24) reveals that they are, in fact, proportional to the markets' contemporaneous responses to the structural frictional innovation. This seemingly paradoxical result can be explained by the mixture nature of the forecasting errors (i.e., they contain both informational and frictional innovations) and the fact that the long-run structural impact parameters in D(1) are normalized to unity by assumption. When equation (4) extracts the permanent innovation η P t from the reduced form forecasting errors e t , the transitory innovation η T t must be purged. It can be shown that it is the requirement to remove the frictional innovation that leads to the result in (24).
Component Share
We are now ready to consider the structural interpretation of the CS. Using (24), the structural representation of the CS for markets 1 and 2 is
. Surprisingly, (25) shows that the CS only involves the structural parameters governing the price responses to the frictional innovation. Instead of measuring the relative strength of how a given market price responds to new information 9 , the CS measures the relative response to contemporaneous transitory frictions.
In particular, CS 1 will be higher than CS 2 if market 2 responds more strongly to the transitory shock than market 1. Moreover, it follows from (25) To illustrate the structural representation of the CS, consider the three stylized microstructure models presented in subsection 3.1. Since the initial impacts of the transitory shocks are specified in the same way across the three models, application of (25) gives
for all three models. As a further illustration, Table 1 gives two parameterizations of model 1 given by (18) . The first row of the table gives the SMA representation of (18) . Also, if both markets react in the same way to the permanent and transitory shocks, then D 0 is not invertible and these shocks cannot be separately identified from the data. 9 Lehmann (2002) reaches the same conclusion based on the observation that the CS only involves the long-run impacts of the reduced form innovations on the prices. whereas ε captures the contemporaneous impact of the transitory shock on market 2. From (26), we see that CS 1 = 1 and CS 2 = 0. This result holds even if ε is arbitrarily close to zero. The second row of Table 1 gives the SMA representation with b P 0,1 = ε − 1, b P 0,2 = 0, and b T 0,1 = −b T 0,2 = δ 6 = 0. In this case, market 1 only incorporates the fraction ε of the permanent shock in the initial period whereas market 2 fully incorporates the shock. Additionally, both markets respond equally (in absolute value) to the transitory shock. Using (26) , it follows that CS 1 =CS 2 = 0.5 regardless of the value of ε. These two examples illustrate situations in which the CS may give highly misleading information regarding the price discovery efficiency of a market.
Information Share
Now consider the structural interpretation of the IS. A full structural analysis of the IS is complicated by covariance structure of the reduced form forecasting errors.
When the reduced form innovations, e t , are uncorrelated, the IS is supposed to give unambiguous results. This special case also allows for a clear structural interpretation of the IS using the structural cointegration model.
The relationship between the reduced form innovations and the structural innovations is given in (22) . Since η P t and η T t are uncorrelated by assumption,
There are three cases in which cov(e 1t , e 2t ) = 0 and an unambiguous structural interpretation of IS can be made.
The first case occurs when
Here, market 1 only responds contemporaneously to the permanent shock and market 2 only responds to the transitory shock. This case has the structure of the stale price model (19) . Using (6) and (24), it follows that IS 1 = 1 so that the IS correctly captures "who moves first" with respect to new information. Since d T 0,1 = 0 it follows from (25) that CS 1 = 1 and so the IS and CS give the same results. The second case in which cov(e 1t , e 2t ) = 0 occurs is when
so that only market 2 responds contemporaneously to the permanent shock. Here, IS 2 = CS 2 = 1 and these measures again correctly capture "who moves first". These two cases correspond to Hasbrouck's explanation that sampling at high frequencies exposes the sequential operation of markets so that the IS can accurately measure which market moves first in response to new information
The third case in which cov(e 1t , e 2t ) = 0 occurs is when
and all elements of D 0 are nonzero such that |D 0 | 6 = 0. Using (27) , (24) and (6), it can be shown (see Appendix) that
In this case, the structural representation of the IS consists of contemporaneous responses to both permanent and transitory shocks.
This result is in contrast to Hasbrouck's claim that the IS effectively ignores transient price disturbances (Hasbrouck 1995 , page 1184). The expressions for the IS in (28) reduce to the expressions for the CS in (25) 
In this case, both the IS and CS only depend on the contemporaneous impacts of the transitory shocks.
Compared with the structural representation of the CS in (25), the IS representation with uncorrelated residuals is more appropriate for measuring price discovery in that the IS for one market contains that market's response to new information.
However, the presence of the frictional innovation's contemporaneous impact in (28) implies that the IS cannot always be interpreted without ambiguity. Specifically, a high IS value for one market due to the market's strong response to new information cannot be distinguished from a high IS value due to another market's strong response to frictions. That is, a high value for IS 1 can be caused by a high value for d P 0,1 , a high value for d T 0,2 , or high values for both parameters. Hence, even in the presence of uncorrelated reduced form errors the IS, by itself, cannot always be interpreted without ambiguity. Additional information from the CS, however, may help to remove some of the ambiguity associated with the IS. Because the CS purely measures one market's response to transitory frictions relative to another market, a high IS accompanied with a low CS provides some evidence that a market has a relatively strong response to the informational innovation. A high IS together with a high CS would suggest otherwise. Table 2 gives the IS values for the three stylized microstructure models presented in subsection 3.1 under the assumption that the reduced form errors are uncorrelated based on (27) . In general, the IS cannot be interpreted without ambiguity for the three models. For example, in the stale price model (19) , IS 1 could be small if |b T 0,1 | is very large relative to |b T 0,2 |. This situation can be uncovered by looking at
Similarly, in the partial adjustment model (20) , the market with the most efficient price discovery is the one in which δ i is closest to 1. However, the IS measures are confounded by the transitory impact parameters. As with the stale price model, the relative magnitude of the transitory impact parameters can be measured by the ratio of the CS measures.
As a final illustration of the structural interpretation of the IS, consider the parameterizations of the stylized model (18) given in Table 1 under the zero covariance restriction (27) . For the first parameterization, since the initial impacts to the per- 
Simulation Example
To illustrate the empirical relevance of the analytical results for the CS and IS in (25) and (28), we compare the estimated CS and IS to their true analytical values using simulated data from two parameterizations of the stylized partial adjustment microstructure model (20) . For the first parameterization, we set δ 1 = 0. Information Criterion (BIC). We then estimate the CS from (11) and the IS from Tables 3 and 4 show that the IS and CS are very accurately estimated for samples larger than 500 observations. For small sample sizes, the IS and CS tend to be underestimated with high variability across the simulations. Table 5 reports the results from an experiment in which 500 observations are simulated from the second parameterization of the partial adjustment model but the VEC(K − 1) model (2) is estimated using data sampled at every mth observation for m = 1, 2, . . . , 5.
This experiment is designed to illustrate the impact of high frequency transitory microstructure effects on the IS and CS when these measures are estimated using data sampled at different frequencies. At coarse sampling frequencies (e.g., m = 5) there are severe biases in the VEC(K − 1) parameter estimates, and the estimated residual correlation is large and positive. As a result, IS L,1 is close to zero and IS U,1 is close to one so that these estimates are not informative about price discovery. Interestingly, the CS estimates are not as badly biased as the IS estimates. As the sampling frequency approaches the true frequency (m = 1) the VEC(K − 1) estimates become more accurate and the estimated residual correlation approaches zero. However, the IS estimates are still influenced by the contemporaneous transitory shock. The low values of IS 1 and CS 1 indicate that market 1 responds more strongly to the contemporaneous transitory shock than market 2 and not that market 2 responds more strongly to the contemporaneous permanent shock.
Conclusions
Using a structural cointegration model, we investigate the structural determinants of the information share and the component share -two widely used price discovery measures. We find that the two measures alone cannot distinguish the price discovery dynamics between markets. In particular, the component share does not reflect a market's price responses to new information at all, and the information share can not be interpreted unambiguously even when the cross-market innovations are uncorrelated. We show how the CS and IS may be used together to disentangle the impacts of permanent and transitory shocks. In addition, we show that the CS and IS are essentially static measures since they only account for contemporaneous price responses to the underlying structural innovations.
In a two market framework, our structural cointegration model can be used to define unambiguous measures of price discovery that capture the full dynamic process of how new information impacts prices. This is possible because the underlying structural shocks may be uniquely identified using a modification of the permanenttransitory decomposition of Gonzalo and Ng (2001) . These new dynamic measures of price discovery are described and analyzed in detail in Yan and Zivot (2006) .
Appendix
From (22) , it follows that var(e 1t ) = σ
and cov(e 1,t , e 2,t ) = d
Assuming all elements of D 0 are nonzero and |D 0 | 6 = 0, the restriction cov(e 1,t , e 2,t ) = 0 implies the result in (27)
With uncorrelated reduced form VEC errors, the IS of market 1 is given by
Substituting (24) and (29) into (31) yields
∆ which verifies the result in (28) . The derivation in (32) from the second to third line involves a substitution from (27) , while the result in the last line is based on the definition of ∆, the determinant of the D 0 matrix. Because the ISs of the two markets are normalized to sum to 1, 
where the structural errors η t = (η P t , η T t ) are normally distributed with zero means, diagonal covariance matrix diag(σ 2 P , σ 2 T ), and are mutually uncorrelated at all leads and lags. D 0 and D 1 correspond to the price responses to innovations η t at time t (contemporaneous) and t + 1 (one period later). CS i and IS i are the CS and IS for market i respectively. The first row of the table is based on
The IS values are based on the zero covariance restriction on the reduced form errors. This table reports the analytical results of the information share (IS) based on the three stylized microstructure models presented in subsection 3.1 under the zero covariance restriction (27) . 
where the structural errors η t = (η (2) is fitted with the BIC optimal lag length and the CS and IS values are computed using (11) (2) is fitted with the BIC optimal lag length and the CS and IS values are computed using (11) 
