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Abstract
Riordan, Monica Ann. Ph.D. The University of Memphis. May 2011. The Use of
Verbal and Nonverbal Cues in Computer-Mediated Communication: When and Why?
Major Professor: Roger Kreuz.
Research in face-to-face communication indicates that nonverbal cues such as facial
expression, prosody, and gesture are significant for interpreting the emotional content of
a message. The lack of these nonverbal cues in computer-mediated communication
(CMC) suggests a high possibility of miscommunication. However, recent research
shows that interlocutors using CMC adapt to the lack of visual and vocal cues in the
channel and are able to express themselves with the use of text-based nonverbal cues and
word choice. Yet the manner in which many nonverbal cues are used in computermediated communication is still unknown, as is the relationship between nonverbal and
verbal cues in text-only environments.
In the studies reported here, the relationship between emotion expression and
nonverbal cues such as emoticons, asterisks, repeating exclamation points in CMC
composition and interpretation is examined. Borrowing from semiotic theory, cues are
grouped as iconic (i.e., physically resembling their implication, such as :-) for a smiling
face), indexical (i.e., indirectly connected to their implications, such as !!!! for an
exaggerated exclamation), and symbolic (i.e., implications must be learned, such as
asterisks for prosodic change). Nonverbal cues are also examined in light of
communication other than emotion expression, such as clarifying a message or giving
perspective.

	
  
In a series of eight experiments involving surveys, email generation, email and

listserv post interpretation, and transcription, participants indicate that nonverbal cues are
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closely intertwined in meaning to verbal cues; that is, the type of nonverbal cue being
used carries specific interpretations, and the verbal content of a message allows a reader
to choose from among the possible implications. Nonverbal cues are principally used to
signal emotion and emphasize verbal content, and are strongly related to prosody in
speech. The communication goals that nonverbal cues fulfill are strongly related to their
semiotic group. However, there is a discrepancy between what the writer intends when
using the nonverbal cues and what the reader interprets upon seeing the nonverbal cues.
These results are discussed in the context of several assumptions about nonverbal cues
made in prior research, including that of research on emoticons and additive effects of
nonverbal cues.
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The Use of Verbal and Nonverbal Cues in Computer-Mediated Communication: When
and Why?
Communication depends not just on what is said or the verbal content of the
message, but also on how it is said (Archer & Akert, 1977; Depaulo & Friedman, 1998).
Indeed, Burgoon, Buller, and Woodall (1996) reported that nonverbal cues account for
more of a receiver’s perception of a sender’s affect than verbal content does. In face-toface communication, nonverbal cues such as eye contact, gaze, vocal intonation, and
gestures can be reliable indicators of a speaker’s personality, abilities, sexual orientation,
and gender (for a review, see Ambady, Bernieri, & Richeson, 2000). Such nonverbal
behavior may provide information, regulate interaction, and express intimacy (e.g.,
Ekman & Friesen, 1969; Harrison, 1973). Kiesler, Siegel, and McGuire (1984) assert that
many nonverbal behaviors present in face-to-face communication are used to regulate,
modify, and control the message being communicated; the absence of these behavioral
cues may result in miscommunication. Many of these nonverbal cues are absent in textbased computer-mediated communication (CMC), which may make communication
ambiguous.
Despite these differences, communication of emotion takes place using the same
processes in both face-to-face and CMC. Emotion must be encoded, transmitted, and
decoded (Shannon & Weaver, 1963). In face-to-face communication, emotion is encoded
using verbal and nonverbal cues. Verbal cues are emotion words or phrases that directly
state emotions (e.g., “I’m angry”) or linguistic markers that indirectly indicate emotion
such as happiness, sadness, and anger (e.g., “How could you do this to me?”). Nonverbal
cues may consist of facial expressions, tone of voice, and body gestures, many of which
1	
  
	
  

	
  
are absent in CMC. After emotions are encoded, they are transmitted to the message
receivers, who have to decode the messages to determine the emotional content. Despite
a large body of research in emotion encoding, transmission, and decoding in face-to-face
communication, little is known about these processes in CMC.
CMC Approaches
There are two major camps into which CMC theories can be divided: The CuesFiltered-Out and the Cues-Filtered-In approaches. The Cues-Filtered-Out approach (e.g.,
Culnan & Markus, 1987; also known as the “black box” approach, e.g., Walther, 2006)
proposes that the lack of communicative cues such as facial expression and gestures
results in less sociable, relational, and effective communications by denying CMC users
important information such as physical characteristics, emotions, and attitudes. Theories
that fall under this approach include social presence theory (Short, Williams, & Christie,
1976), lack of social context cues hypothesis (Sproull & Kiesler, 1986), and media
richness theory (Daft & Lengel, 1986). The Cues-Filtered-In approach (e.g., Walther &
Parks, 2002; also called the adaptation approach, e.g., Walther, 2006) suggests that the
lack of visual cues does not equal less effective communication, as many users adapt to
the communication medium by interpreting cues present in messages such as linguistic
style or message length. Theories of CMC that fall under this approach include the social
identification model of deindividuation effects (Lea & Spears, 1992), hyperpersonal
model (Walther, 1996), social information processing theory (Walther, 1992), and
channel expansion theory (Carlson & Zmud, 1994).
	
  
Cues-Filtered-Out. Cues-Filtered-Out theories make certain assumptions about
communication that may or may not be true. First, they assume that if cue systems are
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available for use, communicators use them (Walther, 2006). This assumption may not be
true: I can give the directions “The restroom is down the hall and to your left,” either with
or without hand gestures to the same effect; the fact that my hands are available for use
does not mean I will use them, or that the information they provide is necessary to
understanding the message or adds any additional protection against miscommunication.
Second, Cues-Filtered-Out theories assume that if cue systems are used by a
communicator, the receiver of the communication attends to those cues (Walther, 2006).
Using the same example as above, while I am verbalizing and gesturing directions, the
recipient may look out the door and down the hall while listening rather than attend to my
hand signals. The presence of nonverbal cues does not dictate that they receive attention.
Third, these theorists assume that no one cue system is better than any other cue
system (Walther, 2006); for example, my gestures of the directions are no more helpful
for the message recipient than my eye gaze down the hall. This assumption may not be
true; indeed, in both CMC and face-to-face, certain cues may be more explicit or helpful
than others.
Fourth, this approach equates certain cue systems with social functions (Culnan &
Markus, 1987). For example, gaze and touch are always presumed to mean intimacy
between communicators; thus, the lack of gaze and touch in CMC results in lack of
intimacy. However, I may gaze at the recipient of the restroom directions to be sure she
comprehends my speech, rather than gazing because I am in any way fond of the person
or attempting to establish a social relationship. Indeed, the lack of cue use itself, or the
	
  
use of verbal cues alone, may result in the intended level of affect, such as psychological
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distance (Douglas & McGarty, 2001; O’Sullivan, 2000; Walther, Loh, & Granka, 2005;
Walther, Slovacek, & Tidwell, 2001).
Lastly, these theories assume that the availability of cue systems has an additive
effect on comprehension: the more cues available, the better comprehension will be
(Walther, 2006). Such an assumption values face-to-face communication over CMC due
to the larger amount of cues available for use face-to-face. However, postulating an
additive effect shows a lack of consideration that some cues may be redundant; for
example, gesturing directions to the restroom and verbalizing them at the same time may
not result in any additional understanding of the communication than using just one
method. Thus CMC may not be lacking relative to face-to-face conversation.
Indeed, despite the postulated limitations of CMC, users have found ways to
create social lives online. CMC is even sometimes used for exclusively social purposes
(McCormick & McCormick, 1992). CMC users work with and overcome the limitations
of text-based mediums relative to face-to-face encounters in several ways: in their
interpretation of written language, by asking questions, by using disclosure (Tidwell &
Walther, 2002), by paying attention to chronemic cues (i.e., temporal patterns; Walther &
Tidwell, 1995), and by using emoticons (Walther & D’Addario, 2001).
Cues-Filtered-In. Though the Cues-Filtered-Out approach argues that CMC
cannot transmit emotion, research and emerging theories suggest that CMC is able to do
so—sometimes unintentionally (Thompson & Foulger, 1996; Walther & D’Addario,
2001). The central assertion of the Cues-Filtered-In theories is that users of CMC adapt to
	
  
the lack of cue systems relative to face-to-face communication.
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Though more flexible in scope than the Cues-Filtered-Out theories, some
assumptions are still made. First, this approach assumes that all nonverbal cues are
blocked by CMC. This is not necessarily the case; indeed, chronemic information is still
available by virtue of date and time stamps in textual CMC such as email and Instant
Messenger. Second, this approach assumes that all cues are the same regarding their
ability to contribute to understanding and impression formation. As demonstrated above
in the example of asking for restroom directions, this may not be true. Third, social
information processing theory (Walther, 1992) assumes that cues available face-to-face
have comparable cues in CMC; and more importantly, as postulated about nonverbal cues
in face-to-face conversation, are universally understood in meaning. Little research exists
to support or refute any of these assumptions.
Though several of the theories that fall under these perspectives include CMC that
utilizes multimodal information such as video conferencing and voice calling, the current
research focuses on text-only CMC environments such as email and Instant Messenger.
By taking this focus, it is possible to view CMC as distinct from face-to-face
communications in that prosody, gesture, facial expressions, and other nonverbal
information are unavailable. In the following pages, references to CMC should be
construed narrowly, as referring to text-only CMC environments.
Cues Available in CMC
CMC users may adopt different methods of writing to express their vocal
intonation or stress their words in textual formats. CMC allows for use of italicized,
	
  
boldfaced, underlined, and capitalized text, along with a range of other cues. Changing
the font may suggest a change in mood: research has shown that the color red is
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associated with anger, aggression, and excitation, while green is associated with quietness
and withdrawal (e.g., Birren, 1978). Use of special symbols such as quotation marks and
asterisks may play a role in determining the message sender’s intentions. For example,
quotation marks may resemble the “air quotes” a face-to-face communicator may gesture,
signaling an ironic tone of voice. Indeed, Kreuz (1996) asserts that certain typographic
devices, such as capitalization, underlining, and boldface, play a role in denoting irony in
written communication. In the same work, Kreuz also asserts that certain visual cues such
as “smileys” (i.e., emoticons) play a role in irony transmission as well. Riordan and
Kreuz (in preparation) established that stylistic cues are in fact used in email and
synchronous chat programs. They asked participants of two different populations
(Internet survey respondents and college students) how often they use asterisks,
underlining, italicizing, boldface, capitalizing, and emoticons in CMC. Their results show
an average overall cue use of 30% or more, with increasing rate of use for cues in the
order listed above in both email and instant messaging.
Types of Cues in CMC
Harris and Paradice (2007) assert that in CMC—as in face-to-face
communication—two types of cues, nonverbal and verbal, are available to encode and
decode emotions. Verbal cues consist of the same language that is available in face-toface communication: the words themselves and one's linguistic style (e.g., using "u" for
"you"). Nonverbal cues in CMC consist primarily of paralinguistic cues. Carey (1980)
identified five categories of paralinguistic cues in CMC: vocal spelling, lexical
	
  
surrogates, spatial arrays, manipulation of grammatical markers, and minus features.
Vocal spelling such as “weeeeelllllll” and lexical surrogates such as “uh huh” use
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nonstandard spelling to imitate vocal intonation or tone. Examples of spatial arrays
include emoticons such as :-) and are generally a sequence of keyboard characters that
represent nonverbal behaviors, such as facial expressions or emotions. Manipulating
markers such as adding punctuation and capital letters may indicate pauses (…), express
attitude (!!!), or signal tone of voice (SHOUT). Minus features refer to an absence of
certain language standards that are present in normal writing such as a lack of
capitalization at the beginning of a sentence or when indicating proper nouns.
Harris and Paradice (2007) suggest that characteristics of CMC such as those
outlined above provide information about the type and degree of emotion the message
sender intends to convey. In a study of these cues, Harris and Paradice (2007) found that
the more cues contained in the message, the stronger the recipients of the message judged
the sender’s emotions to be, adding credibility to the assumption that such cues have an
additive effect. Despite the availability of nonverbal cues in CMC, however, research
shows that their use remains infrequent (Rezabek & Cochenour, 1998; Witmer &
Katzman, 1997). However, more recent research refutes these findings, showing reported
cue use to be relatively frequent (Riordan & Kreuz, in preparation). It may be that as
technology has become more pervasive in the last decade, cue use has increased.
As CMC has become more popular as a method of communication, visual cues
have been created to perform the work of nonverbal cues. There are several different
types of visual cues, such as emoticons, emoji, and anthropomorphic icons (static images
that might accompany chat boxes; e.g., Lee, 2005). Of these, only emoticons are of
	
  
interest in the current study due to their ready availability and widespread use (e.g.,
Riordan & Kreuz, in preparation) in text-only CMC.
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Emoticons are a sequence of keyboard symbols that, when viewed from the side,
resemble facial expressions. Examples of these symbols are a smile— :-) or :), a wink—
;-) or ;), and a frown— :-( or :(. Emoticons are well known to CMC users: Walther and
D’Addario (2001) found that 98% of their sample recognized :) as a symbol of happiness
and :( as a symbol of sadness (emoticons established for anger, disgust, and fear ranged
from 85% to 88% consensus). However, little research has tested whether they actually
carry information. Emoticon use has been examined mainly in terms of demographics.
For example, Witmer and Katzman (1997) found that females use more emoticons than
males, and Rezabek and Cohenour (1998) found regional differences in emoticon use.
Emoticons may have the same effect in CMC as nonverbal cues such as facial
expression in face-to-face communication. Like nonverbal behaviors in face-to-face
communication, emoticons can emphasize, substitute, repeat, or contradict written or
spoken words (Burgoon, 1985; Ekman & Friesen, 1969).
Functions of CMC Cues
Emoticons. Expressing emotion in CMC is different from face-to-face for three
basic reasons: it takes longer, is more deliberate, and lacks a comparable variety of
nonverbal cues (Fischer, in press). As such, nonverbal behaviors in CMC and face-toface communication may have different functions. For face-to-face communication,
nonverbal behaviors have at least three core functions: they provide information, they
regulate interaction, and they allow for the expression of intimacy (Ekman & Friesen,
1969; Harrison, 1973).

	
  
Thompson and Foulger (1996) suggest that emoticons may provide additional

social information beyond the verbal part of a message, just as nonverbal behaviors do in
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face-to-face communication. Rezabek and Cochenour (1998) showed that emoticons add
to the meaning of verbal messages in CMC, possibly improving the communication. Rice
and Love (1987) claim that emoticons have been created to compensate for the loss of
visual cues in CMC. Research also suggests that message receivers rely on emoticons
present in messages to interpret senders’ intentions and motivations (e.g. Thompson &
Foulger, 1996). Indeed, the fact that emoticons were created and used at all suggests that
they serve some function (Fischer, in press).
However, Walther and D’Addario (2001) argue that emoticons are symbols rather
than spontaneous displays of emotion (in agreement with Fischer, in press) and as a result
message receivers may interpret them as less reliable indicators of the senders’ emotions
than nonverbal face-to-face cues. As a result, receivers may use other cues such as
chronemic cues, message length, or language formality in order to perceive the intentions
of a message sender. Research by Byron and Baldridge (2005) suggests that such cues are
indeed used in CMC to express and interpret emotions.
Despite the fact that emoticons are not spontaneous but are rather deliberately
used, emoticons do appear to have a purpose. Utz (2000) examined whether emoticons
influenced friendship development in online game players using Multi-User Dungeons
(MUDs). Results showed that emoticons are helpful in expressing emotion between CMC
users and that their use is correlated with friendship development. MUD users reported
using more emoticons as they learned over time to use different cues in CMC to
accommodate socioemotional information transmission. Lo (2008) found that when CMC
	
  
users were shown text without emoticons, most participants could not determine the
sender’s manner; when emoticons were added to the same text, participants significantly
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changed their perception of the sender’s attitude. When the message valence and
emoticon contradicted each other, the participants made significant changes in their
perceptions of the message. These results would suggest that emoticons play a significant
function in CMC communication.
However, a study by Walther and D’Addario (2001) questions these findings.
Walther and D’Addario (2001) tested emoticons in a 4 (emoticon type: :), :(, ;), or none)
x 2 (message valence: positive or negative) experiment. Participants viewed a positive or
negative message and then rated the message sender’s attitude about the message content.
Results showed that emoticons had little, if any, effect on ratings; the :) had no effect at
all, and :( reduced the level of positive ratings but not the level of negative ratings.
Interestingly, emoticons appear to have a negativity effect: when a message had a
negative element (either negative valence or a frown emoticon), the interpretation of the
message was negative. When emoticons were paired with a message of opposite valence,
such as :) with a negative statement, the level of sarcasm in the message was no different
than the level of sarcasm in any other combination except for a positive message with a
;), suggesting that the negativity effect is stronger than the effect of the wink emoticon. In
all combinations, the message valence was more important to interpretation than the
emoticon.
Taking another tack, Fridlund (1994) argued that nonverbal behaviors in face-toface communication are not necessarily about emotion expression but also about
communicating information such as motives and intentions. If emoticons are substitutes
	
  
for such nonverbal behaviors, then there may be social motives to use them. Derks, Bos,
and von Grumbkow (2008) found that emoticons are used for three reasons: for
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strengthening the verbal message, for expressing humor, and expressing emotion.
However, this assertion was based on a methodology that asked users to imagine a
situation rather than using a real-world context; it remains open to further testing.
Derks, et al. (2008) report that emoticons are used more in social contexts than in
task-oriented contexts, indicating that social context matters in CMC when using such
symbols. However, little research has explored the impact of social context on the use of
nonverbal cues in CMC.
Nonverbal Cues Other Than Emoticons. Though Harris and Paradice (2007) show
that nonverbal cues other than emoticons are used in transmitting affective information in
CMC, research on these cues is largely nonexistent. One notable study is by Hancock,
Landrigan, and Silver (2007), who investigated strategies people use to express positive
and negative affect in instant messages. Participants were told to act as if they were in a
positive or negative mood while interacting with another person via instant message. The
results showed that participants used punctuation to signal their mood significantly more
often when expressing positive emotion than when expressing negative emotion.
Furthermore, exclamation points were a significant predictor as to whether a message
recipient believed the message sender to be in a positive mood. Cues may thus be
associated with specific responses, such that some are better for signaling negative
emotion and others for signaling positive emotion.
A significant difference may exist between the interpretation of emoticons and
that of other nonverbal cues. Recall that Walther and D'Addario (2001) found that 98% of
	
  
their sample recognized :-) and :-( as symbols of happiness and sadness, respectively.
Independent of context, the meaning of emoticons appears to be transparent. However,
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cues such as vocal spelling and capitalized words are context-dependent; the cue itself
cannot be differentiated from the word with which it is used in conjunction. In the same
manner, minus features (the lack of appropriate grammatical and language standards such
as capitalizing proper nouns; Harris and Paradice, 2007) are invisible independent of a
context. Other cues, such as punctuation, may be either context-dependent or transparent:
"!!!" could signal shock just as well as "oh my gosh!!!" could. In the same way, "..."
could mean "I am not sure what you mean, please restate" but in a context could have a
very different meaning, such as a pause in conversation: "How are you... still sick?"
Current Research
The Cues-Filtered-Out and Cues-Filtered-In approaches make several
assumptions. Primarily, the perspectives assume that if cue systems are available for use,
people use them when writing and attend to them when reading; furthermore, one cue
system is equal to any other cue system. In the current series of experiments, these
assumptions are examined, as well as studies examining the functions and use of a range
of nonverbal cues.
First, I have shown that despite a lot of research in how people interpret
emoticons, and some research on what kind of people use emoticons (e.g., women more
than men) and in what kind of emails (e.g., socially-based, not task-based), there is little
that has been researched about other nonverbal cues such as capitalization and asterisks.
The current work seeks to determine the frequency by which other types of nonverbal
cues are used, and seeks to expand current findings on emoticon use and meaning to other
	
  
cues. Specifically, does the addition of a nonverbal cue other than an emoticon change
the meaning of a message, as emotions have been shown to do? Furthermore, does the
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type of cue change the interpretation of the message such that one nonverbal cue does not
mean the same thing as another?
Second, I seek to explore whether nonverbal cues other than emoticons fulfill
communication goals that go beyond expression emotion, as current research has shown
emoticons do. Furthermore, the relationship between the type of cue and the
communication goal is examined.
Third, I seek to determine whether the frequency of cue use, as well as the
communication goal the cue fulfills, is related to how directly the meaning of a cue is
transparent in the cue itself (that is, the semiotic categorization of the cue). I hypothesize,
as the cue transparency hypothesis, that the more directly related the cue is to its
meaning, the more likely the meaning of the cue will be interpreted correctly by the
reader.
Fourth, while there is quite a bit of research about the use of emoticons and how
people interpret emoticons, there is very little about the process as a whole. Specifically,
does the reason the cue is used by the writer match the interpretation of the cue by a
reader? The examination of how effective nonverbal cues are at correctly conveying a
meaning is paramount to determining the effectiveness of the communication channel as
a whole. Despite many theoretical contributions in the Cues-Filtered-Out and CuesFiltered-In camps of thought, research in the actual effectiveness of the channel across
the process is lacking.
Semiotic Theory

	
  
Before proceeding, it is worthwhile to make a distinction among the cues assessed

in these studies. While several dichotomies have been proposed for communicative cues,
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including verbal/nonverbal (e.g., written words versus head nodding) and
visual/nonvisual (e.g., head nodding versus emoticons) as described above, these
dichotomies are not informative for assessing CMC cues alone rather than in comparison
to face-to-face communicative cues. Taking another tack, Harris and Paradice (2007)
identified five different categories of nonverbal cues based on the features of the cues
(e.g, nonstandard spelling, lack of language standards, sequences of keyboard characters).
However, this study did not differentiate between the types of cues when examining them
in further studies; these cues were all grouped under one umbrella of paralinguistic cues.
Indeed, by breaking nonverbal cues into five different categories, it becomes difficult to
examine patterns that may result from the nature of the cues; the large number of groups
and number of uneven group membership require a fairly large dataset to examine
possible differences among them.
Instead, in the current studies, nonverbal cues are grouped by the relationship
between the cue and the meaning of the cue. To create these groups, research in semiotics
was consulted (e.g., Chandler, 2003; Hudson, 2000; Lindov, 1999). Semiotics, or the
study of signs and symbols, offers a three-group framework that I have adapted here for
grouping nonverbal cues. See Table 1 for definitions of these groups and examples from
semiotics research, as well as what cues are used in the current research to represent these
groups.
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Table 1
Cue Categories Used in Current Research
Group
Iconic

Definition
A direct relationship
exists between the sign
and its meaning; the sign
has characteristics (i.e.,
looks like, sounds like) of
its meaning.

Example
Cartoons
Imitative gestures

Cues
Emoticons
Spelled Sounds
Capitalization

Indexical

An indirect relationship
between the sign and
meaning exists; this
relationship could be
physical or causal.

Smoke for fire
High temperature
for sickness

Repeating letters,
Repeating
punctuation types

Symbolic

The sign has no direct
relationship to what it
represents; the
relationship must be
learned.

Alphabet letters
Traffic lights

Underlining,
Asterisks,
Brackets

While the exact meaning of each nonverbal cue has yet to be established, this
grouping is logical for several reasons. First, iconic cues were chosen on the basis of
several findings. Work on emoticons (Walther & D'Addario, 2001) has established that
98% of people recognize a smiling emoticon as a representation of happiness and a
frowning emoticon as a representation of sadness (other emoticons varied, but results
show a clear attempt by participants to interpret the emoticon as if it were representing an
actual facial expression). These results show a direct relationship between emoticons and
their meaning (smiles and frowns are related to happiness and sadness, respectively).
	
  
Capitalization of entire words is a method for strongly marking specific words or phrases
and is thus directly related to shouting (Crystal, 2001; Rainey, 2000). Spelling out sounds
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is directly related to pronunciation; that is, they are textual representations of clear verbal
acts.
Second, indexical cues, when broken into individual parts, are defined by
established grammatical rules and thus are indirectly related to their meaning. English
speakers are aware of the sound of a letter, that a question mark marks a question and an
exclamation point points out an exclamation. Cues that involve multiple uses of these
established grammatical devices cause readers to induce meaning on the basis of what is
already known about the grammatical device. In the case of repeating letters, the reader
pronounces the letter repeatedly, creating a link between the letter itself and the meaning
of the letter on the basis of phonological rules. In the case of repeating question marks or
exclamation points, the reader accesses the grammatical rules and meanings of one such
mark and finds the meaning of several in a row as compounding the meaning of the
grammatical rule. In the case of combined punctuation, the reader accesses the rules of
both grammatical devices and finds meaning as a combination of both. In this manner,
the reader indirectly, through knowledge of the meaning of one of the devices, accesses
the meaning of the cue.
Third, symbolic cues are cues that only have meaning through learned
relationships. The meaning of a word that is within asterisks, between brackets, or
underscored is not standard. There are no grammatical rules in the English language that
govern the use of these devices nor is there any research suggesting a connection between
these cues and possible pronunciation of them. Indeed, these cues cannot be pronounced
	
  
in a manner that allows direct transcription of the cue itself.
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Pilot Work
Before beginning the current study, a baseline rate of cue use needed to be
established. Previous research has concerned itself primarily with when and how cues are
used, but has failed to determine how often such cues appear in online discourse. To this
end, a corpus analysis was carried out.
Corpora
Five corpora were downloaded from the Internet in January 2010. These corpora
represent several different CMC channels (blogs, email, chat rooms) and topics as well as
methods of collection (a study with college students, a systematic gathering of pages
from the World Wide Web, and listservs). All five are exchanges among people in social
contexts. Only one corpus contains CMC data that were collected from participants with
the knowledge that its contents would be read by researchers. These corpora are outlined
below.
AIR-L Corpus. This listserv consists of emails among members of the Association
of Internet Researchers. The archive begins in May 2001. The corpus used here, which
contains 5770 emails, begins in April 2008 and extends to January 2010 and can be
downloaded at http://listserv.aoir.org/pipermail/AIR-L-aoir.org/. This corpus consists of
2,001,256 words and 14,253,014 characters (duplicates not removed).
British Columbia Conversation Corpus. The BC3 consists of all email threads
from the World Wide Web Corpus. The W3C is composed of over 200,000 files gathered
from a "crawl" of the World Wide Web Consortium's sites in 2005 and 2006. The files
	
  
include mailing lists, public webpages, text from .pdf, .ppt, and .doc files, and more. The
BC3 is a subset of this larger corpus, consisting only of email. More specifically, 40
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email threads exist in the BC3 corpus. This corpus consists of 43,374 words and 382,751
characters (duplicates not removed).
Chalkhills Corpus. The Chalkhills Digest is a listserv originally dedicated to
discussing the 1980's band XTC, though its discussion has broadened to movies and
music of many types. The archive, which can be accessed at
http://chalkhills.org/digests/index-01.html, begins in April 1989. The corpus used here
consists of 391 emails, spanning January 2008 to January 2010, with 83,037 words and
643,226 characters (duplicates not removed).
Loyola College Corpus. The Loyola College corpus consists of over 900 texts
generated between September 2006 and December 2007. Participants were given one of
six predetermined topics for discussion: gender discrimination, the legalization of
marijuana, gay marriage, pedophilia in the Catholic Church, privacy rights in schools,
and the Iraq war. The participant was to address the topic in one of six channels of
communication: blog, online chat, discussion, email, essay, and interview. The corpus
webpage and information text file explicitly note that the corpus was not modified in any
way (although discussions were transcribed, of course). The Loyola Blogs corpus
consists of 54,594 words and 310,377 characters; the Loyola Chat corpus consists of
91,893 words and 520,858 characters; and the Loyola Email corpus consists of 50,568
words and 284,112 characters.
Luckytown Corpus. The Luckytown Digest is an electronic mailing list catering to
Bruce Springsteen fans. The listserv begins in July 1998. Only January 2001 to
	
  
December 2001 were used for analysis, consisting of 1562 emails. The corpus was
downloaded and compiled on January 7th, 2010 from
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http://www.luckytown.org/luckytown-digest.html. This corpus consists of 498,907 words
and 3,039,375 characters. (duplicates not removed).
Data Cleaning. In all cases, website and email addresses, pseudonyms of writers
(i.e., chat screen names), as well as any non-English language words and titles of books,
albums, songs, and magazines, were removed from the corpus (see Crystal, 2001, for an
explanation as to why these symbols are not cues in these contexts). Before each analysis,
all detectable duplicate entries, such as those present in forwarded messages, were also
removed. Any information that was not part of the main message written by the author of
the email was also excluded (e.g., To:, From:, Subject:, Sent:, etc.). In all cases, any
automatic signature lines were counted only once (e.g., To UNSUBSCRIBE from the
Chalkhills mailing list, send a message to <chalkhills-request@chalkhills.org>, Tel: 555123-4567/ Fax: 555-123-4567, "It's not *who* is right, but *what* is right, that is of
importance." --Thomas Huxley).
Files containing each of the eleven cues were created for each of the five corpora,
with the Loyola College corpus split into three files by channel of communication. In
each file, the cue as well as the preceding 125 characters of the writer's post were culled.
By seeing each cue in context, all duplicate entries could be removed. Every attempt was
made to exclude duplicates; however, in a few cases it was impossible to detect whether
two cues were duplicates or not. For example, two people may have written an instance
of repeating letters (e.g., "Ohhh I see") in the same corpus; as this was the entirety of the
posting, two preceding lines of context were blank. In these instances, every attempt was
	
  
made to go back into the original corpus and find the sender of the message and time the
message was sent. If at least one of these two variables was different, then both instances
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of the cue were kept. Additional removals per cue are explained within each description
below.
For vocal spelling, Roman numerals with repeating letters (i.e., xviii) were
removed from the final compilation. To examine emoticons, all instances of colons,
semicolons, and the number 8 were placed in a file for examination. These three cues
were chosen because they are the most commonly used "eyes" for emoticons in Godin
(1993). Each incidence was then examined as to whether an emoticon appeared
intentional or not. For example, "ATTENTION:Please" would have been detected by the
computer as the emoticon :P but was removed by hand because the use of the emoticon
did not appear intentional. It is worth mentioning that the symbol ">" appears in several
corpora as an indication of a forwarded message. Therefore, it was impossible to tell
whether emoticons that use this symbol as the beginning (e.g., >:() were present. In these
cases, the emoticons were treated as if they were part of a forwarded message and were
removed from the dataset.
For angled brackets, all instances which held information that was automatically
entered within the corpora were removed (e.g., <Subject> ,<From:>). For curly braces,
any instances which held information that the sender of the message did not enter were
removed (e.g., BODY { font-family:Arial, Helvetica, sans-serif;font-size:12px; }).
For asterisks, any instances in which asterisks were used to replace a letter (e.g.,
f**k, or r*cism) were removed from the dataset. In addition, all titles of newspapers,
movies, or other media were removed (e.g., book by Massanari, Adrienne. *Critical
	
  
Cyberculture Studies*). Any instances in which asterisks were used to designate a topic
change (e.g., **TABLE OF CONTENTS** and **EVENT NOTICE** ) were also
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removed, as the use of asterisks was not to manipulate the word's meaning but to offer a
visual cue of topic change. All instances in which asterisks were used without words
between them (e.g., *-*) were removed. If asterisks served in place of quotation marks,
they were also removed (e.g., *Jack, why didn't you answer the door?* asked Susie). As
these were used by only one person while posting, it is unlikely that such instances of
asterisk use in place of quotation marks are frequent. Lastly, any instances in which
asterisks were used for mathematical designations (e.g., Area=2*length*width) were
removed.
For underscores, as with asterisks, all names of media were removed (e.g., the
symposium _Engineering the Transition to the Bioeconomy_ ). For tildes, all cases in
which a tilde was used in place of a dash were excluded (e.g., Internet research~~~I'm
currently working on a topic). Repeating exclamation points and question marks were
examined both apart and together (e.g., !?!?).
To examine capitalized words, any capitalized words that were not generated by
the user (e.g., TO: and SUBJECT:) were removed. Once all words were compiled, all
words that were of the same word base (e.g., INTERACT, INTERACTED,
INTERACTING) were counted together; however, all words that shared a base but were
not of the same word type or meaning (e.g., INTERACT, INTERACTIVE, and
INTERACTION) were counted separately. All plural and singular words were also
counted together (e.g., INTERACTION and INTERACTIONS). Lastly, words that were
contractions were split into the two base words and counted separately (e.g., CAN'T was
	
  
counted as CAN and NOT) in order to allow categorization by the Linguistic Inquiry and
Word Count program (LIWC; Pennebaker, Booth, & Francis, 2007).
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Linguistic Inquiry and Word Count. After these methods of data cleaning had
been carried out, these files were entered into LIWC. LIWC is a text analysis software
program that places words from a text file into categories based on an internal dictionary.
LIWC then returns a percentage that reflects the number of words in a category divided
by the total number of words in the text, thereby calculating the degree to which different
categories of words are used in a given text file. The program contains a total of 80
categories into which words may fit. These categories include descriptive dimensions
(e.g., total number of words in text, average number of words per sentence), linguistic
dimensions (e.g., percentage of words in text that are pronouns or verbs), dimensions of
psychological constructs (e.g., affect words, cognition words), dimensions of personal
concerns (e.g., leisure, work), paralinguistic dimensions (e.g., fillers, assent), and
punctuation. The internal dictionary has over 4,500 words and word stems. In addition,
the program allows a user to create a custom dictionary to scan a text for specific words
or phrases. Because the internal dictionary does not include all possible words, it
categorizes only the words it recognizes, which may result in categorization of less than
100% of the words in the file.
LIWC has been shown to have validity as a measure of emotional expression
presented in text (Kahn, Tobin, Massey, & Anderson, 2007) and as a measure of
detecting attentional focus, thinking style, emotionality, social relationships, and
individual differences (Tausczik & Pennebaker, 2010). LIWC has been used extensively
in several disciplines to examine text in online formats (e.g., Dino, Reysen, &
	
  
Branscombe, 2009; Gill, French, Gergle, & Oberlander, 2008; Lieberman, 2008; Pfeil,
Arjan, & Zaphiris, 2009).
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The LIWC categories used for our analyses included word functions (specifically,
pronouns, articles, verbs, auxiliary verbs, adverbs, prepositions, conjunctions, and
interjections) and semantic categories. To determine semantic categories, I relied on past
research. Hancock et al. (2007) found that exclamation points used in instant message
conversations were a significant predictor of whether the message recipient believed the
sender to be in a positive mood. Derks et al. (2008) found that emoticons are used to
express emotion as well, and others have found that message receivers rely on emoticons
to interpret senders' emotions (e.g., Byron & Baldridge, 2005; Thompson & Foulger,
1996; Utz, 2000). As such, certain cues may be linked to positive or negative emotion,
such as capitalizing only words that indicate positive emotion and using asterisks for
words that indicate negative emotion. To determine this, several emotion categories were
chosen from those available in LIWC. These emotion categories included affect words
such as "happy" and "sad." The affect words category is further separated into negative
emotion words such as "hurt," and positive emotion words such as "nice."
Derks et al.'s (2008) examination of emoticon use also suggests that cues are used
to strengthen a message's content; to examine this, categories that indicate strong words,
including negations such as "never," swear words, words indicating certainty such as
"always," and words of assent such as "ok" were chosen. Kalman and Gergle (2009)
found that a large amount of their sample of vocal spellings were composed of sounds
such as "um"; as a result, nonfluencies were added to the category list.
Other categories were also chosen based on the idea proposed in previous research
	
  
that cues are related to face-to-face nonverbal behaviors and play the same role in an
interaction (e.g., Thompson & Foulger, 1996). Nonverbal behavior in face-to-face
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interactions regulates the interaction (e.g., Harrison, 1973) and disambiguates the
message (e.g., Kiesler et al., 1984). Based on the idea that cues may regulate the
interaction, a category of words indicating insight such as "think," a category of causal
words such as "because," a category of words of discrepancy such as "should," a category
of words indicating tentativeness such as "maybe," and a category of words indicating
perception such as "feel" were chosen. To examine if cues disambiguate messages, a
category of quantifiers such as "few," a category of words describing cognitive
mechanisms such as "know," a category of words of inclusion such as "and," and a
category of words of exclusion such as "without" were chosen. Altogether, 17 semantic
categories were chosen from the 42 semantic categories available in LIWC. Other
categories were not theoretically relevant.
Results
Full tables and results can be found in Riordan & Kreuz (2010b). Here, the main
findings are summarized.
Capitalized Words. Capitalized words were by far the most commonly used cue in
CMC: 0.35% of words in all corpora were capitalized. Capitalized words appear to be the
most-used cue per corpus: Loyola Blogs (1.6% of all words), Loyola Email (1.11% of all
words), Chalkhills (0.81% of all words), Luckytown (0.55% of all words), BC3 (0.54%
of all words), Loyola Chat (0.49% of all words), and AIR-L (0.24% of all words). The
most commonly capitalized words were verbs and pronouns.
Vocal Spelling. Repeating letters were categorized by corpus and by letter. Across
	
  
all corpora, only 273 instances of vocal spelling were found, a total of 0.02% of all
words.
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The data show that 40% of the vocal spellings were of vowels, which is an
average of 22 repeating letter instances per vowel. On the other hand, while consonants
accounted for the majority of the repeating letters (60%), the average number of repeats
per consonant is only eight. The majority of the vocal spellings accounted for by
consonants lie with the letters H, M, and S, which account for 34% of the total instances.
For vowels, O accounts for the most instances: 26%. The variety of instances in which
vocal spellings were used followed in the same order as the most total instances,
suggesting that the phenomenon cannot be captured by a few unique instances.
Vocal spellings differed considerably among corpora. The BC3 corpus and the
Loyola Blogs corpus had only 1 letter repeat each within the corpora (accounting for
0.01% of all words of the BC3 corpus and 0.002% of all words of the Loyola Blogs
corpus), while the Luckytown corpus had 136 (0.03% of all words). The other corpora
counts were: Loyola Chat: 0.09% of all words; AIR-L: 0.004% of all words; Chalkhills:
0.02% of all words; Loyola Email: 0.004% of all words.
Repeating Punctuation. All corpora showed evidence of repeating exclamation
points and question marks. Across all corpora, 0.44% of punctuation were repeating
exclamation points. The proportion differed markedly among corpora: While only 0.11%
of all punctuation (17.95% of all exclamation points) in the Loyola Email corpus were
repeating exclamation points, 1.20% of all punctuation (54.39% of all exclamation
points) were repeating in Loyola Chat. Others were in between: BC3 (13.16% of all
exclamation points and 0.16% of all punctuation), AIR-L (20.69% of all exclamation
	
  
points and 0.20% of all punctuation), Loyola Blogs (41.38% of all exclamation points
and 0.21% of all punctuation), Chalkhills (19.35% of all exclamation points and 0.54% of
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all punctuation), and Luckytown (44.33% of all exclamation points and 0.91% of all
punctuation).
All corpora showed evidence of repeating question marks; however, the AIR-L
corpus could not be examined because it appears that in the change from email to text
file, many quotation marks were transformed into question marks. Therefore, this corpus
was not analyzed for repeating question marks. The same procedure was employed to
explore repeating question marks as was used for exclamation points. Across all corpora
(AIR-L excluded), repeating question marks made up 0.46% of all punctuation. Again,
this proportion differed markedly among corpora: Loyola Chat (8.62% of all question
marks and 1.18% of all punctuation), BC3 (15.08% of all question marks and 0.62% of
all punctuation), Luckytown (18.16% of all question marks and 0.43% of all
punctuation), Chalkhills (14.20% of all question marks and 0.37% of all punctuation),
Loyola Blogs (52.94% of all question marks and 0.16% of all punctuation), and Loyola
Email (4.09% of all question marks and 0.11% of all punctuation).
The combination of exclamation marks and question marks appeared in all
corpora except Loyola Blogs. Again, AIR-L was excluded from this analysis. The same
procedure was used to determine the percentage of the corpora attributed to this cue as
was employed for question marks and exclamation points individually. Across all
corpora, 0.22% of punctuation were combination question marks and exclamation marks.
The proportion per corpus again varied widely: Loyola Blogs (13.93% of all exclamation
points and question marks and 0.49% of all punctuation), Luckytown (5.42% of all
	
  
exclamation points and question marks and 0.24% of all punctuation), Chalkhills (3.37%
of all exclamation points and question marks and 0.18% of all punctuation), BC3 (2.44%
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of all exclamation points and question marks and 0.13% of all punctuation), Loyola
Email (1.90% of all exclamation points and question marks and 0.07% of all
punctuation), and Loyola Chat (0.24% of all exclamation points and question marks and
0.04% of all punctuation).
Emoticons. Seventeen different types of emoticons were found in the corpora.
Again, the quantity of the cue differs markedly among corpora, from none in the Loyola
Blogs and Loyola Email corpora to over 350 in the AIR-L corpus. In all, 617 emoticons
were found. As each emoticon was two or three characters long, the number of characters
in each emoticon was multiplied by the number of times each emoticon was present in
the corpora. Using this metric, 1422 incidences (0.39%) of punctuation across all corpora
belonged to emoticons. I also examined emoticons per corpus: BC3 (1.01% of all
punctuation) had the most, followed by Loyola Chat (0.86% of all punctuation), AIR-L
(0.40% of all punctuation), Luckytown (0.38% of all punctuation), and Chalkhills (0.15%
of all punctuation).
Asterisks. Only one corpus did not contain instances of asterisk-enclosed words or
phrases: Loyola Email. Across all corpora, only 0.11% of all punctuation represented
asterisks used to enclose words. The largest proportion existed in the Chalkhills corpus
(23.53% of all asterisks and 0.27% of all punctuation), followed by BC3 (25% of all
asterisks and 0.19% of all punctuation), Luckytown (15.44% of all asterisks and 0.15% of
all punctuation), AIR-L corpus (1.89% of all asterisks and 0.08% of all punctuation),
Loyola Chat (4.42% of all asterisks and 0.05% of all punctuation), and Loyola Blogs
	
  
(50% of all asterisks and 0.02% of all punctuation).
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Angled Brackets. As two angled brackets are required to enclose a word, each
instance of angled brackets counted as two characters. As such, angled brackets
accounted for 0.02% of all punctuation and 2.3% of all angled brackets present among all
corpora. Only three corpora showed instances of angled brackets being used to enclose
words: Chalkhills (3.19% of all angled brackets and 0.02% of all punctuation),
Luckytown (1.11% of all angled brackets and 0.02% of all punctuation), and AIR-L
(6.58% of all angled brackets and 0.02% of all punctuation).
Underscores. Two corpora did not contain any instances of underscores: Loyola
Blogs and Loyola Chat. Across all corpora, underscores made up only 0.02% of all
punctuation. The corpus with the greatest proportion was the BC3 (50% of all
underscores and 0.32% of all punctuation), followed by Loyola Email (50% of all
underscores and 0.07% of all punctuation), Chalkhills (10% of all underscores and 0.02%
of all punctuation), AIR-L (4.54% of all underscores and 0.02% of all punctuation), and
Luckytown (0.64% of all underscores and 0.005% of all punctuation).
Tildes. Only two corpora showed evidence of use of tildes flanking words. Only
ten total instances were found (0.003% of all punctuation). The Luckytown corpus had
five unique and total instances (3.76% of all tildes and 0.005% of all punctuation); in this
corpus, only two of the five tilde-enclosed instances were single words and not phrases:
both were adjectives. The AIR-L corpus also had five unique and total instances (0.80%
of all tildes and 0.002% of all punctuation), all of which were phrases that defied word
function or semantic categorization (e.g., ~Our future arrived yesterday!~).
	
  
Curly Braces. Only two corpora contained instances of curly braces: Loyola
Email (22% of all instances) and AIR-L (78% of all instances). Among all corpora, curly
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braces made up only 0.002% of all punctuation. More punctuation characters were curly
braces in Loyola Email (100% of all punctuation and 0.03% of all punctuation) than in
AIR-L (1.15% of all curly braces and 0.003% of all punctuation).
Combined Cues. In 194 cases, cues were used together in the same sentence (e.g.,
That's *two* double beds, just to make it clear ;)) and sometimes with the same word
(e.g., HEEEEELLLLLP!!!). These instances accounted for 2.36% of all cues present
among corpora. These combinations were: a capitalized word with repeating exclamation
points (36%), a capitalized word with asterisks (13%), capitalized words with repeating
question marks (13%), capitalized words with repeating letters (12%), emoticons with
repeating exclamation points (11%), capitalized words with combined question mark and
exclamation point (5%), emoticons with asterisks (2%), capitalized words with emoticons
(1%), capitalized words with underscores (1%), capitalized words with angled brackets
(1%), emoticons with repeating question marks (1%), capitalized words with curly braces
(0.5%), asterisks with curly braces (0.5%), asterisks with angled brackets (0.5%),
asterisks with combined question marks and exclamation points (0.5%), asterisks with
repeating exlcamation points (0.5%), repeating letters with emotions (0.5%), repeating
letters with repeating exclamation points (0.5%), and repeating letters with repeating
question marks (0.5%).
In six cases, three cues were combined in the same word or sentence (e.g.,
NOOOOO!!!!), accounting for 0.07% of all cues present in the corpus. These
combinations were: Capitalized words, repeating exclamation points, and repeating
	
  
letters (66%) and repeating exclamation points, capitalized words, and an emoticon
(33%).
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Quantity of Cues. The incidence of cues within and among corpora was
calculated. Across all corpora, 0.47% of all words were cues (e.g., capitalized) or
accompanied by cues (e.g., within asterisks or followed by repeating exclamation points).
Within all corpora, the incidence of cues remains low and within a small range: between
0.19% and 0.98%. Keep in mind that neither of the cues that included question marks
were assessed in the AIR-L corpus, so one measurement of incidence of cues among the
corpora is artificially low.
The average amount of cues per channel type was also low, and did not differ
markedly from each other. Cues accounted for 0.73% of online chat (Loyola Chat),
0.47% of listservs (AIR-L, Chalkhills, and Luckytown), 0.32% of emails (Loyola Email
and BC3), and 0.19% of blogs (Loyola Blogs). Again, all question marks were excluded
as cues from the AIR-L corpus, so the numbers for listservs are artificially low.
Cues Among Channels. To determine if cues were used differentially among
CMC channels, corpora were grouped by channel. A 4 (channel type) by 10 (cue)
analysis of variance (ANOVA) shows that the quantity of vocal spelling, emoticons,
asterisks, capital letters, angled brackets, underscores, curly braces, repeating
exclamation points, repeating question marks, and combined exclamation points and
question marks were not significantly different among channels (F(3,6) = between 0.29
and 0.89, n.s.). However, because of the large differences in sample sizes among channel
types, no firm conclusions can be drawn.
The Loyola corpora differ from the other four corpora in that they are non	
  
naturalistic data. The corpora were compiled from CMC in which participants were
aware that their messages would be read by researchers and were confined to certain
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topics of discussion. While two of the corpora, Loyola Blogs and Loyola Chat, do not
have comparable naturalistic corpora, Loyola Email can be compared to the BC3 to
detect whether cues are used differentially between non-naturalistic and naturalistic
emails. No significant differences were found in the use of any cues between corpora
types (t(1)= between 1.00 and 5.53, n.s.).
Word Function. To assess word function, the LIWC computer program was used.
LIWC was able to categorize only 16% of the cue-laden words (i.e., words written in
capitalized letters or with repeating letters, or words surrounded by angled brackets, curly
braces, asterisks, or underscores) among all corpora. Because LIWC was able to
categorize only one incidence of curly braces, this category was dropped from analysis.
While this is a small sample of the total, it is enough for an exploratory analysis.
In a 6 (type of cue) by 7 (word function) ANOVA, results showed no significant
differences for articles (F(4,34) = 1.20, ns), although conjunctions (F(4, 34) = 2.66, p <
0.52) and prepositions F(4, 34) = 2.38, p < 0.74) were marginally significant. Pronouns
were represented significantly more often by capitalized words (M = 5.24%) than by
repeating letters (M = 0.12%), brackets (M = 1.14%), or underscores (M = 0.53%; F(4,
34) = 8.83, p < .001). Verbs were represented significantly more by capitalized words (M
= 7.56%) than by repeating letters (M = 1.78%), brackets (M = 1.01%), or underscores
(M = 1.60%; F(5, 41) = 4.66, p < .01). Auxiliary verbs were represented more by
asterisks (M = 3.04%) and capitals (M = 3.84%) than by letters (M = 0.50%), brackets (M
= 0.57%), or underscores (M = 1.04%; F(4,34) = 3.96, p < .05). Adverbs were
	
  
represented more often by capitalized words (M = 3.40%) than by brackets (M = 0.45%)
or underscores (M = 0.61%; F(4,34) = 3.55; p < .05).
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Semantic Categorization. LIWC was able to semantically categorize 33% of the
cue-laden words (i.e., words written in capitalized letters or with repeating letters, or
words surrounded by angled brackets, asterisks, or underscores) entered into the program.
Again, due to the low recognition rate of words enclosed in curly braces by LIWC, this
category was dropped.
A 7 (corpus) x 17 (semantic category) ANOVA showed that the corpora were not
significantly different among semantic categorization of cue-laden words. However, a 4
(channel) by 17 (semantic category) ANOVA showed that a few categories differed
significantly by channel. Affect words were used significantly more often in listservs (M
= 4.54%) than in emails (M = .89%; F(3,34) = 3.28, p < .05). Positive emotion words
were used significantly more often in listservs (M = 3.31%) than in blogs (M = 0.44%) or
emails (M = 0.80%; F(3,34) = 3.50, p < .05). Words indicating perception were used
significantly more often in listservs (M = 5.07%) than in blogs (M = 0.73%; F(3,34) =
4.29, p < .05). Given the large differences in sample sizes, however, firm conclusions
from these analyses cannot be drawn.
A 6 (cue) x 17 (semantic category) ANOVA also showed that the cues themselves
differed significantly among the semantic categorization of negation (F(4,34) = 2.75, p <
.05), such that asterisks (M = 1.29%) were used significantly more often than brackets (M
= 0.11%) and capitalized words (M = 1.38%) were used significantly more often than
repeating letters (M = 0.37%) or brackets (M = 0.11%).
For most semantic categories, capitalization was the most commonly used cue.
	
  
Cues differed in the category of quantifiers (F(4,34) = 5.19, p < .01), such that capitalized
words (M = 3.51%) were used more often than letters (M = 0.25%) or brackets (M =
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0.70%). For swear words, capitalized words (M = 0.72%) were used more often than any
other cue (Ms = 0 to 0.25%; F(4,34) = 3.66, p < .05). Capitalized words (M = 7.16%)
were also used more for affect words than underscores (M = 0.82%) and brackets (M =
1.51; F(4,34) = 4.95, p < .01). For negative emotion words, capitalized words (M =
2.72%) were used more than all other cues except asterisks (Ms = 0 to 0.60%; F(3,34) =
6.19, p < .01). In the same way, for cognitive mechanisms, capitalized words (M =
13.48%) were used more often than all other cues except asterisks (Ms = 1.81 to 3.46%;
F(4,34) = 8.34, p < .001). For words of insight, capitalized words (M = 2.15%) were used
more often than any other cue (Ms = 0.11 to 0.61%; F(4,34) = 6.51, p < .01). For words
of causality, capitalized words (M = 1.67%) were used more often than repeating letters
(M = 0%) and brackets (M = 0.22%; F(4,34) = 4.50, p < .01). For words indicating
discrepancy, capitalized words (M = 1.67%) were used more often than brackets (M =
0.11%) or underscores (M = 0.28; F(4,34) = 4.36, p < .01). For words indicating
tentativeness, capitalized words (M = 2.23%) were used more often than any other cue
except asterisks (Ms = 0.22 to 0.96%; F(4,34) = 2.95, p < .05). For words of certainty,
capitalized words (M = 2.86%) were again used more often than any other cue except
asterisks (Ms = 0.11 to 0.54%; F(4,34) = 8.30, p < .001).
However, for at least two semantic categories, repeating letters was the most
commonly used cue. For words of assent, repeating letters (M = 3.69%) are used
significantly more often than any other cue (Ms = 0 to 0.90%; F(4,34) = 3.95, p = .05),
and for nonfluencies, repeating letters (M = 1.67%) are used more often than any other
	
  
cue except asterisks (Ms = 0 to 0.25%; F(4,34) = 5.26, p < .01)
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Semantic categorization of cues was also marginally significant among exclusion
words (F(4,34) = 2.56, p = .06), inclusion words (F(4,34) = 2.31, p = .08), and positive
emotion words (F(4,34) = 2.60, p = .06). Differences in the category of perception words
did not approach significance.
Role of Cues. The role of cues that appeared most frequently was disambiguation
of a message (36%). This role was followed by regulating the interaction (24%),
expressing affect (15%; recall that affect is the umbrella term for negative emotion words
and positive emotion words), and strengthening the message content (10%). This
sequence varied by cue, though no significant differences existed. However, results also
varied by role: Vocal spelling (M = 26.00, SD = 15.12) was used more often than any
other cue (Ms = 3.00 to 11.03, SDs = 3.09 to 6.92) to strengthen message content
(F(4,20) = 5.08, p < .01). Capitalization (M = 39.14, SD = 4.67), asterisks (M = 36.20, SD
= 9.44), and underscores (M = 31.00, SD = 13.05) were used more often to disambiguate
a message than vocal spelling (M = 13.40, SD = 8.44; F(4,20) = 4.53, p < .01).
Discussion
The examination of these corpora shows that a wealth of cues are available and
used in online communication. Though few in number, their importance should not be
overlooked. At least three reasons exist for researching these cues despite their low base
rates of occurrence. First, Harris and Paradice (2007) found that the more cues contained
in a message, the stronger the recipients of the message judged the sender's emotions to
be, indicating that when cues are available, they do influence message interpretation.
	
  
Second, Utz (2000) found that cues are correlated with online friendship development in
that they allowed Multi-User Dungeon players to exchange social and emotional
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information, indicating that cues are influential in online relationship development. Third,
Lo (2008) found that when CMC users are shown text without emoticons, most
participants could not determine the senders' intentions; yet when emoticons were
presented in conjunction with text, participants significantly changed their perception of
the senders' attitude, indicating that cues may decrease ambiguity. While cues may not
occur often, they have impact when they do.
The examination of vocal spelling shows that certain letters are more often
repeated than others, specifically H, M, S, and O. This finding may be a function of
whether the repetition of the letter can be continuously articulated or not. It may be that
communicators tend to repeat letters that they would stress while speaking rather than
repeating just any letter in a word. CMC may thus reflect vocal intonation. For example,
it is arguably more common to hear "sooo" than to hear "sssso," and this may inform the
way interlocutors write. Indeed, Kalman and Gergle (2009) found that 86% of the vocal
spellings in the Enron Corpus were easily spoken continuously.
No differences were found among types of CMC channels regarding the use of
any type of cue. This finding suggests that researchers may be able to generalize cue use
across text-only channels of CMC. In addition, the lack of difference among channels
suggests that CMC users do not necessarily employ different methods of communicating
when using different text-only CMC channels; the different levels of anonymity and
persistence available among these channels do not appear to have an effect on the
perceived need to use cues to prevent miscommunication.
	
  
Furthermore, no differences in cue use were found between naturalistic email
(i.e., the BC3 corpus) and non-naturalistic email (i.e., the Loyola Email corpus). This
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finding suggests that data compiled regarding cue use in non-naturalistic data may be
generalizable. Further, cue use may be validly examined through the collection of nonnaturalistic CMC data. However, no firm conclusions regarding the validity of nonnaturalistic data can be made, as equal sample sizes did not exist.
Cues do not appear to be associated with words that have certain functions.
Though the sample is not large enough for a more comprehensive and in-depth analysis,
it is interesting to note that some cues appear to serve certain functions better than others.
For example, vocal spelling is overwhelmingly used for conjunctions in comparison to
any other function, whereas capitalized letters are most commonly seen with verbs. Why
these cues are chosen for certain word functions is an unstudied phenomenon that calls
for further investigation. By learning more about word and cue pairings, another step
toward determining the role cues play in online communication as well as why they have
such an impact on message interpretation can be made.
Certain cues are associated with certain semantic content, as seen in the LIWC
analysis. This finding can be interpreted at least two ways. One could say that when
asterisks and capitalized letters are used, they are most commonly associated with words
of cognitive mechanisms; or, alternatively, that nonfluencies are most commonly cued
with vocal spellings.
The finding that the two largest categories represented by cue-laden words
involved words of affect (the umbrella category of affect with positive and negative
emotion categories included) and words indicating cognitive mechanisms suggests that
	
  
cues are largely used to indicate emotion (as emoticons have been shown to do; e.g.,
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Derks at al., 2008) or to disambiguate a message (as nonverbal behaviors in face-to-face
interaction have been shown to do; e.g., Kiesler et al., 1984).
Interestingly, while asterisks appear just as often a cue for a positive and negative
emotion words, other cues are largely used for positive emotions. It may be that the cues
themselves serve to emphasize a word, and it is not as socially acceptable to emphasize
negativity in conversation as it is for positivity.
These most common categories are also, when combined with other categories
within their designated roles, part of the most common roles of cues. The role of cues
appears to primarily be to disambiguate a message. Cues fulfill this role by being placed
around surrounding words that are in need of extra attention, such as words that identify
amount (e.g., "few" and "many") or words that indicate degree (e.g., "think" and "know").
The role cues play in calling attention to these words may allow one to hedge on a topic
(e.g., "on Disc 1, which *supposedly* only has 10 tracks" from Luckytown) or establish
confidence (e.g., "you *will* be accessing any files they create on the server" from AIRL) in order to disambiguate.
The second most common role was the expression of affect. Cues may help draw
attention to one's feelings about a topic (e.g., "Jungleland is a GREAT song" from
Luckytown) or to communicate one's mind frame to others (e.g., "EUREKA!" from AIRL).
The role the cue plays in the manipulation of the word itself, however, has not
been empirically tested. The cues may emphasize a word's meaning, may establish an
	
  
intensity of feeling, may serve to clarify the meaning of a sentence, or may serve as an
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attention cue to be sure a certain word is not overlooked (for example, when hedging
one's statements).
It is interesting to note that in a more anonymous environment-- in this study,
listservs-- more cues surrounded affect words (particularly positive emotion words) than
in email. It would seem that one should be more emotional with those one knows, but on
the other hand, perhaps the use of emotion in listservs served to clarify the meaning of a
message to anonymous others or establish camaraderie.
It is of note that many cues are presented in conjunction with other cues, a finding
that is not uncommon (e.g., Kalman & Gergle, 2009). For example, in the AIR-L corpus,
there were four separate instances in which the capitalized word NOT was surrounded in
asterisks. As another example, AIR-L also had the combination of curly braces and
asterisks (i.e., *{strongly recommended}*). What additional purpose the combination of
cues might have for message interpretation that is above and beyond what a lone cue
would provide is as yet unknown.
Strengths and Limitations. The current study allowed examination of naturalistic
corpora of varied channel types. This method allowed examination of CMC use in nonlaboratory, social environments and compare among channel types, a task not previously
attempted in research. Also examined was an extensive list of cues that had not before
been assessed, and linked these cues to word functions and semantic categories to
determine whether these cues are paired with specific phenomena. I am aware of no other
study that has examined the types of words and semantic categories with which cues are
	
  
used. I have also been able to establish a base rate of cue use for more contemporary and
larger corpora than past research in CMC.
38	
  
	
  

	
  
Limitations to this study exist. First, because I was unable to assess question
marks in the AIR-L corpus, the base rates of use for the two cues using this punctuation
mark are based on a smaller sample size than other cues. However, the metric used to
assess the base rates is unchanged and therefore the base rates of all cues remain
comparable. Second, the sample sizes for each channel varied widely; three of our
corpora were listservs, two were email, and only one each for blogs and chat; thus,
sample differences may have affected our ability to find differences among channel
types. This discrepancy is largely a side effect of our selection criteria: Contemporary
CMC involving social exchanges. Other prominent corpora of CMC, such as the Enron
corpus, are too dated and business-focused for research purposes. Third, this study did
not explore the location of cues in context. Whether these cues are most commonly used
in a greeting (e.g., Hello!!) or salutation (e.g., Thanks!!) or in the body of a message
remains unknown. An inspection of the corpora suggests that cues are most commonly
present in the body of the message, though this may vary by cue type such that
punctuation is largely used in greeting and salutations while repeating letters or
capitalized words appear most commonly in the message body. Lastly, I did not explore
the context of the cues in the full exchange. Inspection of the corpora suggests that cues
are generally used in reply to another message or at the end of a chat exchange, rather
than at the beginning of a new exchange or the start of a new topic.
Conclusion
This corpus analysis has established that there are cues available in CMC for
	
  
expression of emotion and meaning. However, I do not claim to have created an
exhaustive list of these cues. Instead, I note that although a central assertion of the most
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recent theoretical perspectives is that users can adapt to the "cueless" environment of
CMC, a decade after this theoretical stance has been established, the mechanisms by
which users adapt to the loss of nonverbal information in CMC remains unanswered.
Whether all the cues assessed in the current work, or a small subset of them, actually act
as nonverbal surrogates of behavior that map directly to face-to-face nonverbal
communication remains an unanswered question. Determining under what circumstances
communicators deem cues necessary is an important step toward learning the role of
these cues.
At this point, I have demonstrated that these cues are used in CMC and that they
are important to communication. In the following experiments, I manipulate the presence
and type of these cues and examine communication goals and interpretations.
In Experiment 1, participants were asked to write emotional emails and answer
several questions about their use of cues in relation to specific communication goals. This
experiment achieved four things: first, it allows assessment as to whether explicitly
emotional emails generate a higher rate of cue use than corpora consisting of many types
of writer motivations (compared to Riordan & Kreuz, 2010a). Second, it allows
assessment of whether specific cues are linked to specific emotions. Third, it allows
assessment of whether specific cues are linked to specific communication goals. Finally,
it creates a corpus of emails from which to conduct further analyses.

	
  

40	
  
	
  

	
  
Experiment 1
Method
Participants. Sixty-seven participants (42 females), with an average age of 34
years (SD = 10.2), who were living in the United States and who satisfactorily completed
at least 95% of the Human Intelligence Tasks (HITs) they chose from Amazon’s
Mechanical Turk service (https://www.mturk.com) completed the survey. Participants
were paid 50 cents each for their responses, which took on average 12 minutes to
complete.
Materials. This study consisted of two parts, both of which were created with
Flash CS4 and loaded onto a server, with the Web page then posted as a link on
Amazon’s Mechanical Turk service. After collecting demographic information, the first
part of the survey asked participants to compose an email in which they express an
emotion. Participants were told, specifically, to "think of a time when you felt very
(happy/sad/angry/surprised). Compose an email to a person of your choosing expressing
that emotion." One of four emotions was randomly assigned to each participant; these
emotions are a subset of Ekman and Friesen's (1969) general categories of emotion.
Using computerized randomization, anger was presented 20 times, happiness was
presented 11 times, surprise was presented 17 times, and sadness was presented 19 times.
Following this exercise, participants rated the email they wrote, indicating the
extent to which they believed the email expressed the assigned emotion (1 = not at all to
7 = very much). A 7-point scale was chosen because research shows that scales of five to
	
  
seven points are the most intuitively understood by participants; moreover, seven points
appear to be more reliable than a scale with fewer points (Alwin & Krosnick, 1991).
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This rating was followed by an open-ended question that asked participants how
they express emotion in email. After completing this question, participants were
presented with a list of several cues and were asked, in random order, how likely they
were to use each cue to express feelings of happiness, sadness, anger, and surprise (1 =
not at all to 7 = very much). Participants were then asked a series of questions about their
goals for using each cue. The full questionnaire can be found in Appendix A. The goals
for cue use were: to provide extra information, to regulate the interaction, and to express
intimacy (taken from Ekman & Friesen, 1969, and Harrison, 1973); to strengthen the
verbal part of the message (i.e., to make words more clear), to express humor, to express
emotion, to manipulate the interaction partner, to put the remark into perspective, and to
express irony (taken from Derks et al., 2008, Utz, 2000); and to improve the
communication (taken from Rezabek & Cochenour, 1998).
Procedure. This study employed Amazon’s Mechanical Turk service, which
operates as a micro-task market in which researchers anonymously post tasks that are
then completed by participants who log into the service via the Internet. A variety of
restrictions are available for the researcher to specify a sample: The researcher can
specify that the participants, called workers, have an IP address in a certain area of the
world, can complete the task, called a Human Intelligence Task or HIT, only once, or
have a minimum percentage of previously accepted tasks before they can complete the
HIT. If the worker does not qualify for all the restrictions, the HIT will not appear on
their computers when they sign into the service.
	
  
After data are collected, the researcher can approve the work and pay the worker or
can deny payment. When payment is denied, an explanation is required and the worker’s
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percentage of previously accepted tasks decreases. By setting a high minimum percentage
to restrict the sample of workers who can complete the study, the researcher can block
any unreliable workers; the ability to deny payment for shoddy work also allows the
researcher some leverage over workers. However, the workers do have some leverage as
well: they reserve the right to pick and choose which HITs they want to complete,
creating a competitive market in which researchers vie to have the most interesting and
most financially rewarding HITs, and because Amazon.com handles all financial
transactions, the worker can file a complaint against the researcher with the service.
The Mechanical Turk has shown its utility in several fields of study. For example,
Kittur, Chi, and Suh (2008) found that workers were comparable to experts in evaluations
of Wikipedia articles. Snow, O’Connor, Jurafsky, and Ng (2008) assessed annotations
completed by workers against those completed by experts and found comparable results.
Munro et al. (2010) demonstrated that the quality of data gained from the Mechanical
Turk is comparable, and in some cases superior, to data gained in controlled laboratory
experiments. Published journal studies using the Mechanical Turk also include the CMC
research of Riordan and Kreuz (2010b).
Results
Task Time. Only one participant took more than three standard deviations above the
mean in her time to complete the task (M = 736 seconds, SD = 459 seconds), and by only
three seconds. No reason was found to exclude this participant's results, as the exclusion
of this participant did not change statistical outcomes. All analyses include this
	
  
participant.

43	
  
	
  

	
  
Manipulation Check. All emails were submitted to LIWC. Recall that LIWC
compares texts to an internal dictionary and reports the percentage of words within the
texts that belong to a specific category (e.g., the words "hate," "kill," and "annoyed" are
found in the negative emotion words category). In order to detect whether there were
significant differences among the generated emails that related to the emotion
manipulation, two categories were focused upon: positive emotion words and negative
emotion words. Percentages generated by these two word categories were submitted to a
one-way analysis of variance (ANOVA) with the four emotion types, with follow-up
LSD tests at the .05 level. Results show that positive emotion words were present
significantly more often in happy emails (M = 4.69, SD = 2.49) than in sad (M = 2.34,
SD = 1.81) or angry emails (M = 1.86, SD = 1.26; F(3,67) = 5.64, p < .005). Negative
emotion words were present to a greater extent in angry (M = 2.34, SD = 1.34) and sad
emails (M = 2.79, SD = 1.73) than in happy (M = 0.07, SD = 0.23) or surprised emails
(M = 0.82, SD = 1.14; F(3,67) = 14.22, p < .001). The expected patterns were present:
Emails intended to generate negative emotions did in fact do so; the same is true for
positive emotions. While worthwhile as a manipulation check, it is true that the
dichotomy of positive and negative emotions oversimplifies the complexity of emotion
itself. Therefore, the four emotion types were assessed separately in further analyses.
How Participants Express Emotion. Recall that an open-ended comment box
asked participants to describe how they express emotion when writing emails. Of the 67
participants, eight did not specifically answer the question (e.g., "I avoid expressing
	
  
emotion in email," and "it's best to try to put them in your shoes") and thus their answers
were not analyzed further.
44	
  
	
  

	
  
Of the remaining 59 participants, over half (54%) indicated using some type of
cue. These cues included italics, capitalization, emoticons, underlining, boldface,
repeating letters, exclamation points, question marks, parentheses, brackets, quotation
marks, and ellipses.
More than half of participants (56%) also indicated using words themselves to
depict their emotions. Several participants indicated that they use strong vocabulary,
repetition (especially using synonyms), metaphors and similes, formal sentence structure
(or short, choppy sentences, depending on the emotion), connotations, examples and
stories, and descriptive and concrete language. The LIWC results reported above appear
to give credence to this notion; recall that positive emails had more positive emotion
words than negative emails, which in turn had more negative emotion words. However, a
correlation with a .05 significance level clearly shows that the participant-given rating for
the amount of emotion that a reader would detect in the email was not related to the
number of positive emotion words (r = -.06, n.s.) or negative emotion words (r = -.20,
n.s.) in the email, as detected by LIWC.
As participants indicated that verbal content plays a role in their emotion
expression, a one-way ANOVA was conducted on the number of words in the emails and
the four emotion types. This analysis showed that the number of words in the email was
not related to the type of emotion at the .05 level (F(3, 66) = 1.56, n.s.), nor was it related
to the participant-given ratings for the amount of emotion a reader might detect, as
determined by a correlation of the number of words in an email and the amount of
	
  
emotion the participant indicated would be interpreted by a reader (r = .40, n.s.). It
appears that neither the number of words nor the positivity and negativity of those words
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can serve as adequate proxies for verbal emotion expression. Also noted below, whether
an email had cues or not was also not significantly related to how much emotion the
writer believed a reader would detect, suggesting that cue use is also an inadequate proxy
for emotion expression.
Interestingly, though the question itself did not ask for such information, 7%
volunteered the information that they took pains to reread and edit emails that included
emotional information.
Cue Use. Emails submitted by participants were coded for the number of cues as
well as which cues were present. Thirteen emails (19%) included cues, one of which had
two cues present (in the anger condition) and one of which had three (in the sadness
condition). These cues were nearly equally divided among emotion conditions: Two of
the cue-laden emails expressed anger (representing .11% of the total number of
characters among anger emails), and the cues present were capitalized words, words
representing sounds, and repeating letters. Two of the cue-laden emails were in the
happiness condition (.14% of total characters), and the cues present were emoticons. Four
of the cue-laden emails were in the surprise condition (.54% of total characters), and
involved capitalized words, repeating letters, and repeating question marks. Finally, two
of the cue-laden emails were in the sadness condition (.17% of total characters), and were
represented by asterisks, emoticons, and repeating exclamation points. With the
exception of asterisks in the sadness condition, all cues fell into iconic or indexical
groups, suggesting a penchant for cues that are directly or indirectly related to their
	
  
meaning, rather than the more risky choice of a cue with a meaning that a reader may not
have learned.
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The percentage of cue-laden characters to total characters among email conditions
was lower than Riordan and Kreuz's (2010a) established baseline for all conditions
except surprise. Riordan and Kreuz (2010a) found that .32% of all characters within
emails in two corpora were cue-laden; emails generated in this experiment have an
overall cue-laden percentage of .24%. The explicit inclusion of emotion does not appear
to generate more cue use than baseline corpus measures.
While missing values for some variables resulted in lower degrees of freedom,
emails that included cues were no different from emails that did not include cues on
participant-provided ratings of how much emotion a reader would detect, as determined
by a t-test with a .05 significance level (t(53) = 0.10, n.s.). This nonsignificance was not
the result of restriction of range: participants rated their emails using a range of two to
seven on a scale of one to seven.
Because of the low number of cues present among emails, statistical tests could not
be performed by individual cue. However, it is notable that emoticons were used only in
happy and sad conditions, suggesting that emoticons (specifically, the smiley face and the
frowny face) are used to convey simplistic emotions such as happy and sad rather than
more complex emotions such as anger and surprise. In these more complex emotion
conditions, capitalized words are used to express emotion by emphasizing particular
words.
Across all communication goals, emoticons and capitalized words were indicated as
used the most often (see Figure 1). It is notable that iconic cues have a greater incidence
	
  
than indexical cues, which have a greater incidence than symbolic cues (see Figure 2).
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This sequence differs only slightly from the sequence shown when cue use is
assessed across all four emotions. These two sequences differ only in the placement of
repeating exclamation points and underlining.
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Figure 1. Means of participant-indicated cue use across each method of assessment in
Experiment 1.
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Figure 2. Means of participant-indicated cue use across goals and emotions assessed in
Experiment 1.

Use of Cues for Emotion. Recall that each participant was asked to indicate how
likely they were to use any of the cues to express each of the four emotions. For each cue
type, an ANOVA was conducted with each of the four emotion types. Several
relationships were found between the type of cue and the type of emotion the cue is used
to convey. Missing data resulted in fluctuating degrees of freedom.
For symbolic cues, a main effect of underlining was found (F(3,260) = 4.47, p <
.005). LSD follow-up tests reveal that participants indicated that they used underlining
for anger significantly more than for sadness
	
   or surprise (see Figure 3). LSD post-hoc
tests were chosen for several reasons: the probability of committing a Type I error was to
be calculated on a pairwise basis (determined separately for each specific cue
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comparison), the data included unequal sample sizes in some cases, and the LSD test is
the most powerful of post-hoc tests available with these restrictions.
For iconic cues, a main effect of capitalization was found (F(3,256) = 7.70, p <
.001). LSD tests show that participants indicated that they used capitals for sadness
significantly less often than for surprise or anger. A main effect was also found for
emoticons (F(3,258) = 10.33, p < .001). LSD tests show that participants indicated that
they used emoticons for anger significantly less often than for sadness or happiness; they
also indicated using emoticons significantly less often for surprise than happiness.
For indexical cues, a main effect of repeating question marks was found (F(3,260)
= 2.93, p < .05). LSD tests show that participants indicated that they used repeating
question marks for happiness significantly less often than for anger or surprise. A main
effect of repeating exclamation points was found as well (F(3,259) = 16.33, p < .001).
LSD tests show that participants indicated that they used repeating exclamation points for
sadness significantly less often than for anger, surprise or happiness. Finally, a main
effect of combined punctuation was found (F(3,258) = 4.59, p < .005). LSD tests show
that participants indicated that they used combined punctuation for sadness significantly
less often than for surprise or anger.
No main effects existed for any other cues assessed in the current experiment;
these cues are also broken down by group in Figure 4. Only a few significant differences
was found in a 3 by 4 ANOVA of cue groups and emotion types: For indexical cues (F(3,
14) = 5.03, p < .01), LSD tests revealed that indexical cues were used significantly less
	
  
often to express sadness than any other emotion.
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Figure 3. Means of each cue for each emotion in Experiment 1.
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Figure 4. Means of cue groups with emotion types for Experiment 1.

Goals for Using Each Cue. Recall that participants were asked to rate how likely
they were to use each cue to fulfill a given communication goal. These ten goals were
assessed separately and then further broken down into four groups for analysis. These
four groups are presented in Table 2.
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Table 2
Groups of Goals Used in Experiment 1
Groups
To express

Definition
The writer uses cues to
encode an inner state.

Included categories
To express intimacy
To express humor
To express emotion
To express irony

To enhance

The writer uses cues to add To provide information
to that which is already
To improve the communication
encoded.

To control

The writer uses cues to
influence the reader's
interpretation

To regulate the interaction
To manipulate the interaction
partner

To perceive

The writer uses cues to
reduce miscommunication
of the message

To strengthen the verbal part of the
message (make words more clear)
To put the remarks into perspective

Several relationships were observed between the type of cue and the goal the cue
fulfills in communicating. A 10 x 10 ANOVA was conducted for each cue type with each
goal presented, with a .05 significance level for the ANOVA and LSD post-hoc tests.
For symbolic cues, an overall effect was found for underlining (F(9,622) = 3.21, p
< .001). LSD tests revealed that participants indicated using underlining significantly less
often to express intimacy than to make words clear (see Figure 5).
A main effect of sounds was found (F(9,618) = 8.34, p < .001). Participants
indicated using sounds significantly more often to express humor than to provide extra
information, give the message perspective,	
   make words clear, regulate the interaction,
improve the communication, or manipulate the message recipient. A main effect of
capitalization was found as well (F(9,616) = 5.05, p < .001). Participants indicated using
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capitalization significantly more often to express emotion and to make words clear than
to express intimacy. Finally, a main effect of emoticons was found (F(9,617) = 15.99, p
< .001). LSD tests show that participants indicated using emoticons significantly less
often to regulate the interaction, provide extra information, and manipulate the message
recipient than to express intimacy. Expressing humor and expressing emotion were cited
significantly more often as motivations for emoticon use than any other motivation.
For indexical cues, a main effect of repeating letters was found (F(9,621) = 7.50,
p < .001). LSD tests reveal that participants indicated using repeating letters significantly
more often to express humor than to regulate the interaction, provide extra information,
improve the communication, or manipulate the message recipient. A main effect for
repeating question marks was also found (F(9,620) = 4.50, p < .001). LSD tests reveal
that participants indicated using repeating question marks significantly more often to
express emotion than to express intimacy or provide extra information. A main effect for
repeating question marks was found (F(9,619) = 7.62, p < .001) and LSD tests reveal that
participants indicated using repeating exclamation points significantly more often to
express emotion than any other motivation except expressing humor. Lastly, a main
effect of combined punctuation was found (F(9,619) = 6.73, p < .001) such that
participants indicated using combined punctuation significantly more to express emotion
than to express intimacy, manipulate the message recipient, improve the communication,
regulate the interaction, provide extra information, or to give the message perspective.
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Figure 5. Means of each participant-indicated cue use for each communication goal in
Experiment 1.
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Categorized by their means, underlining and capitalization were used most often
to make words clear, asterisks and brackets were used most often to provide more
information, repeating question marks, repeating exclamation points, and combined
punctuation were used most often to express emotion, and repeating letters, sounds, and
emoticons were used most often to express humor.
When these results are broken down by cue category, a three (category) by 10
(communication goal) ANOVA with a .05 significance level shows differences among
cue categories for all but two goals: regulating and directing the communication, and
managing and manipulating the interaction partner. LSD tests show that for expressing
emotion (F(2, 162) = 34.90, p < .001), expressing humor (F(2, 161) = 37.46, p < .001),
expressing intimacy (F(2, 57) = 13.87, p < .001), and expressing irony (F(2,18) = 4.24, p
< .05), symbolic cues are less likely to be used than either iconic or indexical cues (see
Figure 6). For expressing intimacy and expressing humor, iconic cues are also more often
used than indexical cues. For improving the communication (F(2,17) = 4.27, p < .05) and
making the message clear (F(2,20) = 4.38, p < .05), iconic cues are used more often than
indexical cues. For providing information (F(2,21) = 5.71, p < .01), indexical cues are
used less often than iconic or symbolic cues. For giving perspective (F(2,13) = 4.11, p <
.05), iconic cues are more often used than either other type, and indexical is more often
used than symbolic cues.
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Figure 6. Means of cue categories for each communication goal in Experiment 1.
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These results are also examined by the four goal groups with a 10 (cue type) x 4
(goal group) ANOVA. Results found significant differences among groups for each cue.
The means of these results are in Figure 7.
Follow up LSD tests show that several cues vary by goal groups. For the category
"to express" (F(9, 629) = 18.07, p < .001), brackets are used significantly less often than
combined punctuation, repeating letters, capitalization, exclamation points, and
emoticons. Emoticons are used significantly more often than any other cue other than
exclamation points. Asterisks are used significantly more often than brackets but less
often than capitalization, exclamation points, and emoticons. Capitalization is used more
often than brackets or asterisks but less often than exclamation points and emoticons.
For the category "to enhance (F(9, 629) = 7.29, p < .001), LSD tests show that
capitalization is used significantly more often than repeating letters, sounds, combined
punctuation, and brackets. Repeating letters, sounds, and combined punctuation are used
significantly less than underlining and capitalization. Question marks are used
significantly less than asterisks, exclamation points, emoticons, underlining, and
capitalization.
For the category "to control" (F(9, 629) = 5.93, p < .001), LSD tests show that
sounds are used significantly less often than underlining or capitalization, and
capitalization is used significantly more often than asterisks, brackets, repeating letters, or
sounds.
For the category "to perceive" (F(9, 620) = 10.51, p < .001), brackets, sounds,
	
  
asterisks, and repeating letters are used significantly less often than underlining and
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capitalization. Capitalization is used significantly more often than any other cue except
underlining and emoticons.
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Figure 7. Means of each cue by goal group in Experiment 1.
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These goal groups were also analyzed within the three cue groups and significant
differences were found among three of the four groups; the goal "to control" yielded
nonsignificant results. The means of these results are summarized in Figure 8.
LSD follow-up tests show that for the goal "to express" (F(2,629) = 43.07, p <
.001), iconic cues are used significantly more often than indexical cues, which are in turn
used significantly more often than symbolic cues. For the goal "to enhance" (F(2,629) =
6.21, p < .005), indexical cues are used significantly more than either symbolic or iconic
cues. For the goal "to perceive" (F(2,629) = 6.00, p < .005), iconic cues were used
significantly more often than either indexical or symbolic cues.
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Figure 8. Means of each cue group by each	
   goal group in Experiment 1.
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Cues for Fulfilling Each Goal. Specific relationships indicating what cues could
be used for which goal were also found. An ANOVA for each of the ten goals with all ten
cues was conducted, with a .05 significance level. Means for these relationships can be
see in Figure 5.
Specific cues fulfilled the goal of expressing emotion (F(9,625) = 15.84, p <
.001). Participants indicated using emoticons and exclamation points significantly more
often to express emotion than repeating letters, underlining, sounds, asterisks, and
brackets. Participants also indicated specific cues for expressing humor (F(9,621) =
13.01, p < .001). Participants indicated using emoticons significantly more often to
express humor than any other cue. In addition, expressing intimacy involved specific cues
(F(9,624) = 9.64, p < .001); participants indicated using emoticons significantly more
often to express intimacy than any other cue except repeating letters. Specific cues for
expressing irony were also found (F(9,623) = 2.34, p < .05). Participants indicated using
brackets significantly less often than any other cue except sounds and asterisks to express
irony.
Capitalized words were chosen to complete more motivations than any other cue.
A main effect was found for the goal of improving the communication (F(9,625) = 8.81,
p < .001); participants indicated using capitalized words significantly more often than
asterisks, combined punctuation, repeating letters, brackets, and sounds to improve the
communication. In addition, a main effect for the goal of making words more clear
(F(9,602) = 9.30, p < .001) showed that participants indicated using capitalized words
	
  
significantly more often than any other cue except underlining and emoticons to make
their words more clear. The main effect for managing or manipulating the message
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recipient (F(9,629) = 6.98, p < .001) was followed by LSD tests that revealed that
participants indicated using capitalized words significantly more often than asterisks,
repeating letters, brackets, or sounds in order to manage or manipulate the message
recipient. In addition, LSD tests for the main effect of the goal of providing extra
information in the message (F(9,615) = 2.82, p < .005) revealed that participants
indicated using capitalized words and underlining significantly more often than question
marks, combined punctuation, sounds, and repeating letters in order to provide extra
information in their message. A main effect of the goal of putting one's words into
perspective (F(9,614) = 3.48, p < .001) was also found and LSD tests indicated that
participants reported using capitalized words significantly more often to put their words
into perspective than brackets. Lastly, LSD tests following a main effect of the goal of
regulating the interaction (F(9,617) = 2.63, p < .005) found that participants indicated
using capitalized words significantly more often then emoticons, asterisks, combined
punctuation, brackets, repeating letters, and sounds to regulate and direct the interaction.
Categorized by their highest mean, the goals could be readily filled by only two
cues. The goals of improving the communication, managing and manipulating the
message recipient, regulating the interaction, putting their words into perspective,
providing extra information, and making words more clear were most often fulfilled with
capitalized words. To express emotion, intimacy, irony, and humor, emoticons were the
most used cue. Both of these cues fall into the iconic cue category, which is the cue group
most chosen to complete all communication goals (see above Figures 6 and 8).
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Discussion
Experiment 1 was designed to examine, first, the rate of spontaneous cue use
when writing emails with emotional content. This rate was lower than found in the pilot
work examining a listserv corpus, suggesting that emotional content does not necessarily
translate into the use of nonverbal cues in CMC. It is possible that the method of eliciting
emotion was less than naturalistic and this is why the results did not reach the baseline
used for comparison. Further work assessing this idea is necessary. However, it is
noteworthy that more than half of participants indicated that they express emotion using
words, and that analyses showed a strong relationship between the positivity and
negativity of the words used in the email and the emotion elicited. Participants were
translating their emotions through words rather than cues, suggesting that words are more
important to emotion expression than cues in text-only CMC.
As for frequency of cue use, participants indicated using iconic cues more than
indexical cues, which were used more than symbolic cues. This sequence – of cues that
have a direct relationship to their meanings, to indirect relationships, to learned
relationships – may be the reason for their decreasing rate of use; less miscommunication
is likely to result with more direct meaning relationships.
The second purpose of this study was to examine the relationship between cues
and communication goals as well as specific emotions. The use of cues did not influence
the amount of emotion the writer thought the reader would perceive, suggesting that cues
are not written with the objective of increasing the intensity of emotion perceived by the
	
  
email reader. The type of cue used in the email was related to the type of emotion the
writer was trying to convey, and several relationships were observed between the type of
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cue and the goal the cue fulfills in communicating, suggesting that cues have specific
meanings. The role these cues play in expressing emotion is still not understood.
These results extend Harris and Paradice's (2007) work on nonverbal cues in
CMC. While Harris and Paradice (2007) suggested that cues provide information about
the type and degree of emotion, they failed to discriminate among cues. Experiment 1,
however, suggests that each type of cue may have a different meaning, and purpose, in
message interpretation. In addition, Experiment 1 both replicates and extends evidence
that emoticons play a role in CMC. For example, Derks, Bos, and von Grumbkow (2008)
found that emoticons are used for three primary reasons: to strengthen the verbal message
(i.e., to make words more clear), to express humor, and to express emotion. Experiment 1
found that participants indicated that the top two reasons emoticons are used are to
express humor and to express emotion. Fridlund (1994) and Thompson and Foulger
(1996), however, argued that emoticons are not necessarily for emotion expression but
also for communicating social information; Experiment 1 shows clear evidence that there
are multiple reasons for using nonverbal cues in CMC, including to serve social purposes
such as expressing intimacy.
In Experiment 2, I seek to determine what information from the emails is used by
the email reader to interpret the email. In Experiment 1, participants indicated using both
verbal content and cues to express emotion; whether both of these are used equally by the
readers of a message is of interest in Experiment 2.
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Experiment 2
Method
Participants. Fifty-four participants (31 females, 19 males, 4 unknown; mean age
= 35.9 years, SD = 11.51 years) were presented with emails from one of several
conditions and answered three questions about the email. Participants were paid 50 cents
for their participation, which took on average four minutes. One participant failed to
correctly identify the cues presented in the email; this participant's responses were
dropped from analysis, for a total sample size of 53 participants.
Materials and Procedure. Eight emails were pseudo-randomly chosen from the
emails produced by participants in Experiment 1. In order to create groups of stimuli for
comparisons among the number of cues, as well as moderate possible context effects
caused by individual emails, twelve more emails were pseudo-randomly chosen from the
database of an online listserv for Bruce Springsteen fans, called Luckytown. The corpus
was downloaded on January 7th, 2010 from http://www.luckytown.org/luckytowndigest.html. In this manner, several categories of cues were represented by several
emails: four emails had no cues, six emails had one, four emails had two, four emails had
three, and two emails had four (see Appendix B). These emails did not differ
systematically in length among groups (Emails with zero cues: M = 644 characters, SD =
382; One cue: M = 259, SD = 106, Two cues: M = 479, SD = 107; Three cues: M = 587,
SD = 244; Four cues: M = 475, SD = 254; F(4,20) = 2.23, ns). None of the emails
contained the same cue combination as any other email. No cues were added or removed
	
  
from these emails, and the emails were not doctored in any manner; though in some cases
emails were shortened to maintain consistency of length. In the five cases in which an
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email was shortened, all were from the Luckytown corpus. These emails were broken at
the end of a first topic of conversation and the introduction of a new topic so as not to
lose any possible emotional information regarding the topic in the experimental email.
Amazon’s Mechanical Turk was again used for this study, with participants
restricted to only those in North America who had satisfactorily completed 95% of the
HITs they had chosen from the service. First the email was presented. Three questions
followed the email presentation: First, participants indicated by checking boxes whether
any of the cues were present in the email. Second was an open-ended question: "If you
saw any of the above items in the email, why do you think the writer included them?"
Third, they were asked "Do these items mean anything to you?" The full questionnaire
can be found in Appendix C.
Results
Participant responses for the second question, "If you saw any of the above items
in the email, why do you think the writer included them?", were categorized. Nineteen
possible categories were compiled as goals for cue use. These goals included the same
goals as in Experiment 1: to provide extra information, to regulate the interaction, and to
express intimacy (taken from Ekman & Friesen, 1969, and Harrison, 1973); to strengthen
the verbal part of the message (i.e., to words more clear), to express humor, to express
emotion, to manipulate the interaction partner, to put the remark into perspective, and to
express irony (taken from Derks et al., 2008; and Utz, 2000); and to improve the
communication (taken from Rezabek & Cochenour, 1998). Also included were the
	
  
discourse goals to be conventional or unconventional, to be eloquent, to protect oneself,
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to compare or contrast, to de-emphasize, to add interest, to provoke thought, to clarify,
and to be polite (taken from Roberts & Kreuz, 1994).
Two coders independently judged participant responses and placed them into the
categories. Cohen's kappa for interrater reliability was κ = .87, and disagreements were
discussed for a final Cohen's kappa (κ) of .92. Cohen's kappa was used because it takes
into consideration how often agreements would occur by chance, and reports how much
two people agreed above chance. The results used only nine of the 19 categories. In
addition, a tenth category was added on the basis of information gathered from the
responses: to make a communication seem more like speech. Eighteen responses were
placed in more than one category, resulting in a between-category total of greater than
100%. Slightly more than half of participants indicated that cues had meaning; 48%
indicated that they do not. Results and examples of each category are in Table 3.
A 6 (cue category: iconic only, symbolic only, indexical only, iconic + indexical,
symbolic + indexical, iconic + symbolic) x 9 (goal) ANOVA was completed. No
significant differences at the .05 level were found. The lack of significant findings is
likely a product of the fact that participants, regardless of the cues in the presented email,
created responses that overwhelmingly fit into only two categories.
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Table 3
Goals and Example Responses for "If You Saw Any of the Above Items in the Email, Why
Do You Think the Writer Included Them?" in Experiment 2
Goal

Percentage of
Responses for Goal
To provide extra 1.9%
information

Example Response

To strengthen
the verbal part
of the message

71.7

"Repeating letters means an exaggeration of the
word."
"Repeating letters to make sure an emphasis on
a word is correct."
"If I want to show excitement I can use more
than one exclamation to show what degree of
excitement I am."

To express
humor

1.9

"Repeating letters to be cute/silly."

To express
emotion

54.7

"The person was frustrated so used the
repeating letters of the sounds to express
frustration."
"I'm pretty sure that they included them in this
email as a form of exclamation and incredulity
at other peoples characterizations of the quality
of the performance/song."

To put the
remark into
perspective

5.7

"Was giving a negative, but wanted to soften
the comment with a light hearted emotion."
"Capital letters and astericks were used to point
out something important in the email."

To express irony 1.9

"He used a repeating letter to pronounce a word
in a way to make it sound sarcastic."

To clarify

"The reapeating !!!! was [...] to drive in the
message that there really was love."
"I think the multiple exclamation points [...] is
done to let the reader know that the writer,
	
  
presumably
in a band, gives their fans much
more than other bands in their position."

5.7

"He included repeating Queston marks because
he was asking question."
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Table 3 (continued)
Goals and Example Responses for "If You Saw Any of the Above Items in the Email, Why
Do You Think the Writer Included Them?" in Experiment 2
Goal

Percentage of
Responses for Goal
1.9

Example Response

7.5

"To make it seem more like a spoken
conversation."
"Repeating letters and written sounds are to
make the conversation seem more face to face
because people naturally do these things when
talking to someone."

To be polite
To make the
communication
seem more like
speech

"The smily face is to imply that he means no
offence to the writer with the 'NO'. He hates the
idea, not the writer."

The third question asked, "Do these items mean anything to you?" Two
participants did not answer this question, for a total sample size of 51 participants. Each
response was categorized according to which cue was being commented upon and then
broken down into the same 20 categories used to analyze participant responses for second
question. Interrater reliability was .88 (Cohen's kappa). Only five of the 20 categories
were found in participant responses. In addition to the categories defined for the second
question of this survey, one more was added: Nothing/Unsure (the reader is not sure
what, if anything, the writer means by using the cue). Twelve participants indicated that
none of the cues had any meaning; interestingly, all 12 of these participants gave answers
as to why the writer used the cues in the emails they read. Results are given in Table 4,
which includes the results by cue and by cue category. A 5 (goal) x 3 (cue type) ANOVA
	
  
did not show any differences at the .05 level. Again, this result may be a product of most
of the responses fitting in just one category. It is notable that if this nothing/unsure
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category was not included, the cues of emoticons and sounds were most often used for
emotion expression and all other cues for emphasis, suggesting a distinct difference
between the iconic cue group (used primarily for emotion expression) and the indexical
and symbolic cue groups (used primarily for emphasis).
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Table 4
Percentage of Categorized Responses for "Do These Items Mean Anything To You?" in
Experiment 2
Percentage
of total
responses
that
mention
To Clarify
this cue
51%

To Express
Emotion
15%

To
Strengthen
the Verbal
Part
31%

To Make
Like
Speech
8%

Nothing/
Unsure
46%

Brackets

9

23

5

64

Capitalization

13

27

17

40

Repeating
Exclamation
Points

24

34

41

57

Repeating
Question
Marks

19

37

44

53

Emoticons

37

20

40

59

Combined
Punctuation

13

35

52

45

Sounds

23

18

55

43

Underlining

9

39

52

45

Asterisks

12

32

4

48

4

49

24%

22%

9%

44%

1%

32%

Symbolic

10

31

3

54

1

27

Indexical
Total
responses
given across
cues

18

34

2

46

0

41

18%

30%

4%

47%

1%

100%

Cue
Repeating
Letters

Category
Iconic

3

5
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Discussion
In Experiment 1, participants indicated using both verbal content and cues to
express emotion; whether both of these are used equally by the readers of a message was
of interest in Experiment 2. Interestingly, readers were evenly split as to whether cues
have meaning or not, and the finding that 55% of participants who indicate cues express
emotion is directly comparable to the 54% of participants in Experiment 1 who indicated
using the cues to express emotion.
The two most indicated goals, strengthening the message and expressing emotion,
directly mirror Harris and Paradice's (2007) finding that cues provide information as to
the type and degree of emotion in a message, and Derks et al.'s (2008) finding that
emoticons both strengthen the message and express emotion. It further extends these
results by showing that this holds regardless of cue type. It appears that readers do not
differentiate among cue types when interpreting a message, unlike writers do when
composing the message.
In Experiment 1, the inclusion of cues in an email did not influence the intensity
of emotion the writer believed was present in the email. However, Experiment 2 suggests
that the readers of emails do use cues as indicators of the strength of the emotion in the
message, suggesting that writers do not always recognize what a reader will use to
interpret a message.
The disagreement may suggest that readers are using cues to focus their attention
on specific words or phrases that they believe the writer is emphasizing rather than on the
	
  
full verbal content of a message. Indeed, in Experiment 1, participants indicated using
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both types of content to craft a message, and slightly more indicated using words than
cues. Perhaps the cues themselves merely enhance the verbal content of the message.
This disconnect between the writer's perceived role of cues and the reader's
interpretation of the cues suggests that the place in which the cue is embedded focuses
meaning on specific words. In Experiment 3, I seek to find out whether the words of the
email themselves play a bigger role than the cues in interpreting a message.
Experiment 3
Method
Participants. Fifty-one participants (32 females, 18 males, 1 unknown; mean age
= 34.24 years, SD = 10.99 years) recruited via Mechanical Turk were presented with
emails from one of several conditions and answered two open-ended questions about the
email. Participants were paid 50 cents for their participation, which took an average of
three minutes to complete.
Materials and Procedure. The 16 cue-laden emails used in Experiment 2 were
presented in the same manner in which they were presented in Experiment 2. Two
questions followed the email presentation: First, "What emotion do you think the writer
was trying to express in the email?" and second, "What information from the email did
you use to determine the emotion?" (see Appendix D).
Results
Participants rarely agreed completely as to what emotion was being expressed in
the email. For example, for email 13 (see Appendix B), all five participants noted
	
  
negative emotions, but disagreed as to the kind of negativity; among these was disgust,
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indignation, anger, frustration, irritation, shock, and disbelief. For email 11, however, all
five participants presented with this email indicated frustration as the emotion type.
Interestingly, despite the range of agreement and disagreement in emotion
presented in the email, participants overwhelmingly gave the same reasons for indicating
such emotions. Two raters independently coded responses to the second question based
on whether the participant indicated cues, the words of the email, or something else.
Interrater reliability was high (κ = .88). Only one category besides the words and the cues
was identified: six percent of participants indicated that the tone of the text alerted them
as to the emotion of the writer (e.g., "The overall tone is also rushed. If I imagine
someone reading the text, I'm hearing someone who sounds flustered and annoyed."). In
all of these cases, the participants also indicated that the words and the cues in the email
helped as well. For results and examples of each category, see Table 5.
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Table 5
Categories and Example Responses for "What Information From the Email Did You Use
to Determine the Emotion?" in Experiment 3
Category

Percentage of Example Response
Responses in
Category

Verbal
Only

49%

"The fact that some emotional things are happening to this
person and he/she doesn't have a friend to talk to."
"The person was kind with their critique of the new song,and
made sure to compliment on the old song. They also said
they missed the person a lot."

Cues
Only

8%

"In particular, the word, "WHAT???!!!!" expresses the
writer's indignation most significantly with the capital letters
and multiple question marks and exclamation points."
"The punctuation - exclamation points indicate passion and
excitement."

Cues and
Verbal

43%

"The type of vocabulary used and the amount of exclamation
points used."
"Negitive remarks and capital letters with exlamation marks
after sentinces."

Discussion
A clear majority of participants indicated that they were able to determine what
emotion was in the email purely from the words and language of the email. However, just
under half also pointed out that the cues of the message held information in addition to
the words. These results follow those of Experiment 1, which showed that participants
use both words and cues (slightly more words than cues, in fact) to craft emotional
messages, and Experiment 2, which suggested
	
   that readers focus more on the verbal
content of the message than the cues.
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It appears, as suggested by Experiment 1, that while the words of the message
may contain the most information regarding emotion, the cues do carry some
information, perhaps by playing the role of focusing attention on particular parts of the
message that play a role in interpretation. Thompson and Foulger (1996) suggested that
emoticons provide social information akin to that of nonverbal behavior in face-to-face
communication; indeed, their work showed that readers rely on emoticons to interpret the
intentions and motivations of the writer. Lo (2008) found that when participants were
shown text with emoticons, their perception of the writer's attitude was significantly
different from when they were shown the same text with valence-contradicting
emoticons. As such, the cues and the verbal content interact to form an emotional
interpretation. This information may be gleaned from the role cues play in focusing
attention on certain words or parts of the message.
In Experiment 4, I further probe the disconnection between the writer's encoding
of emotion in email and the reader's perception of the email. Since readers assign a
greater role to cues than writers intend, it is possible that readers may assign a greater
intensity of emotion than the writer believed she or he wrote, or the reader may find the
presence of cues confusing. In addition, whether cues do in fact add intensity to the
emotion perceived in an email is assessed.
Experiment 4
Method
Participants. One hundred ten participants (55 females, 42 males, 13 unknown;
	
  
Mean age = 31.16 years, SD = 11.08 years) recruited via Mechanical Turk were presented
with emails from one of several conditions and completed a questionnaire about the
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email. Participants were paid 25 cents for their participation, which took an average of
3.5 minutes to complete.
Materials and Procedure. The 20 emails used in Experiment 2 were presented in
the same manner in which they appeared in Experiment 2. After reading the email,
participants were asked a series of questions about the email, presented in Appendix E.
Ratings for anger, surprise, happiness, and sadness were used to determine whether the
ratings given by the email writers in Experiment 1 were comparable to what the email
readers detected. These ratings thus only applied to the eight participant-generated emails
generated in Experiment 1, but were asked of all participants to ensure that no bias
existed among conditions with the inclusion of these four ratings. Participants were then
asked to determine what emotion they detected in the email. These responses were used
to compare whether participants were able to detect the same emotion in the same email.
A manipulation check followed, asking for a one-sentence summary of the email.
Next, ratings for the intensity of the emotion in the email and the ambiguity of the email
were collected. Participants were then asked to indicate what cues, of those presented to
them, were in the email. The presented list of cues was presented in reverse order to half
of the participants. If participants indicated seeing one or more cues, they were asked
whether these cues were helpful in decoding the emotion of the email. Lastly, participants
indicated to what extent each cue presented would increase or decrease the intensity of
the email if it were included. This list was also presented in two different orders.
Results

	
  
Task Time. Only two participants took longer than three standard deviations from

the mean length of time to complete the task (M = 4.67 minutes, SD = 4.72 minutes).
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These participants took less than 30 seconds longer. All statistical analyses were run with
and without these two participants and no statistically significant differences were found
between the analyses that excluded and analyses that included these two participants. As
a result, no reason was found to eliminate their data and all analyses include these two
participants.
Order Effects. Two versions of the survey existed in which the order of
presentation of cues was reversed. While participants took 24 seconds longer, on average,
to complete version 1 than version 2, there were no order effects found for judgments of
whether or not a cue existed in the email (see Appendix E, Frame 5; t(101) = .04 to 1.51,
ns). There were also no order effects for ratings of how much the intensity of an email
would change if underlining, asterisks, brackets, emoticons, repeating question marks,
repeating exclamation points, combined punctuation, repeating letters, or sound were
included in the email (see Appendix E, Frame 6). However, ratings for how much the
intensity of an email would change if capitalization were included was significantly
different between versions, as assessed by a t-test of the variable in version 1 compared
with the same variable in version 2 and with a .05 significance level (M = 4.85 and 5.54,
SDs = 1.58 and 1.20; t(96) = 2.42, p < .05). As this is only one difference out of twenty, it
is likely a chance finding. As such, all further analyses combine both versions.
Manipulation Check. Four participants were dropped from analysis for failing to
satisfactorily complete the manipulation check. Three of these participants left the
question blank; the fourth offered an emotional interpretation that was not clearly linked
	
  
to the email presented. Of the 106 participants whose data were analyzed, 19 were
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presented with emails that had no cues, 25 saw an email with one cue, 28 saw two, 20
saw three, and 14 saw emails with four.
Interpretation of Emotion. Thirty-six participants were presented with one of the
eight emails generated in Experiment 1 that was also used in Experiments 2 and 3. The
emotion ratings given by participants were not significantly correlated with the email
ratings given by the email writers in Experiment 1 (r = -.18, ns). Participants did not
perceive the same degree of emotion that the writers intended to convey.
Participants actually perceived a wide range of emotions. Because the email
writers in Experiment 1 were not asked to rate their email for the other three emotions
they were not assigned, there is no clear basis of comparison for misinterpretation of the
email. However, it is notable that participants clearly did not agree on the most prominent
emotion in any given email. Of the eight participants who read an angry email, half of
them rated the email as equal in surprise as in anger. One of them rated the email as equal
in anger, surprise, and sadness. Of the ten participants who read a surprised email, only
two indicated that surprise was the most prominent emotion (six indicated happiness).
However, of the seven participants who read a happy email, all but one participant
indicated that happiness was the most prominent emotion (one participant indicated that
happiness and surprise were present to the same degree). For sad emails, all but one of
the 11 participants indicated that sadness was perceived the most; one participant
indicated that sadness and surprise were present to the same degree. It appears that
happiness and sadness are the easiest emotions to interpret in an email; the more complex
	
  
emotions of surprise and anger may be more difficult to interpret or have fewer cues for
detection.
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Detected Emotions. Recall that participants were asked to write in an open-ended
comment box what emotion they felt was represented best in the email. Responses were
wide-ranging, even for the same email. For example, for email 20 (see Appendix C),
three indicated the email showed anger, two indicated it showed frustration, one indicated
it was playful, and one indicated it was sarcastic. For email 10, while three participants
indicated that it expressed happiness, two indicated surprise, and one each indicated
frustration, pride, and disappointment. For email 14, an equal number of participants
indicated it showed surprise, disdain, upset, and enthusiasm. However, for email 19, all
seven participants responded that the email indicated surprise. For email 16, all six
participants indicated that the email expressed excitement. Such wide and narrow ranges
in responses suggest that the interpretation of emotion in emails is hardly an easy task
and is likely dependent upon not only the words and cues present in the email, but also
the social and historical context of the words that were written and what they might mean
to the reader.
Attendance to Cues. How often participants correctly perceived a cue that was
present in the email differed considerably by the type of cue present (see Table 6). It
appears that some cues are better attended to than others; perhaps these cues offer more
information to the reader. However, note that the cues that were correctly perceived the
most were symbolic, meaning that their meaning is dependent upon learned relationships
within a context. It is thus likely that some cues were perceived more than others because
they are not easily interpreted on the basis of any inherent relationship to meaning. The
	
  
more cognitively exerting it is to access the meaning of the cue, the more accessible that
cue is in recall.
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Table 6
How Often a Cue Was Correctly Perceived When Present in the Email in Experiment 4
Cue

Correctly Perceived When Presented

Underlining

100%

None

89

Emoticons

56

Asterisks

50

Sounds

44

Combined Punctuation

44

Brackets

43

Capitalization

38

Repeating Exclamation Points

31

Repeating Question Marks

25

Repeating Letters

21

Cue Category

Correctly Perceived When Presented

Iconic

46%

Symbolic

64

Indexical

30

Number of Cues and Perceived Degree of Emotion. A total detected emotion
	
  
variable was created by summing all four emotion ratings. As assessed by an ANOVA
with a .05 significance level, the number of cues was marginally related to the total
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perceived emotion (F(4,105) = 3.96, p < .005). Messages with zero (M = 11.68, SD =
2.87), one (M = 11.58, SD = 3.37), or two (M = 10.83, SD = 2.89) nonverbal cues had
lower total detected emotion than messages with four cues (M = 15.08, SD = 3.01)
suggesting that more nonverbal cues may lead to a greater degree of emotion perceived
by the reader.
It could be the case that participants relied upon the number of words to determine
the degree of emotion. In Experiment 1, more than half of participants indicated using
several language tactics to ensure correct communication of emotion, and in Experiments
2 and 3, language was often cited as contributing to emotion communication. However,
neither intensity ratings nor ambiguity ratings were significantly correlated with the
number of words per email (r = .17 and .01, respectively; ns), nor related to the number
of negative emotion words detected by LIWC in the emails. On the other hand, ambiguity
ratings were significantly correlated at the .05 level with the number of positive emotion
words detected by LIWC, such that more positive emotion words result in higher ratings
of ambiguity (r = .27, p < .01), and the total amount of emotion perceived by the email
readers (measured as the sum of the four emotion ratings) was significantly correlated
with the number of negative emotion words detected by LIWC (r = .20, p < .05),
although not with the number of positive emotion words.
Number of Cues and Perceived Intensity. If verbal cues play little role in
interpreting the intensity of emotion in a message, nonverbal cues may be the primary
actors. In line with a lack of relationship between verbal cues and intensity ratings,
	
  
however, no relationship existed between the number of nonverbal cues and intensity
ratings (F(4,103) = 1.97, ns).
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Number of Cues and Perceived Ambiguity. The number of cues was related to the
amount of ambiguity in an email, as detected by an ANOVA with a .05 significance level
(F(4,99) = 6.27, p < .001). Interestingly, the relationship was exactly the opposite of
what was predicted. Emails with no cues (M = 6.53, SD = 1.02) were significantly less
ambiguous than emails with any number of cues (Ms = 4.15 to 5.15, SDs = 1.63 to 1.81).
It appears that the addition of cues actually increases the ambiguity of an email. Perhaps
cues introduce confusion, as may especially be the case when symbolic cues are used,
since they depend upon a learned relationship to meaning. If this relationship has not yet
been learned by the reader, it is likely to cause confusion while interpreting the email.
Type of Cue Not Related to Intensity or Ambiguity. Among emails with only one
cue, the type of cue present (capitalization, repeating question marks, underlining,
repeating exclamation points, repeating letters, and asterisks) did not show significant
differences in intensity ratings (F(5,25) =1.12, ns) or ambiguity ratings (F(5,18) = 1.98,
ns), as measured by an ANOVA with a .05 significance level. It appears that the type of
cue does not make a difference, though the number of cues does.
Word Count and Ambiguity. It is possible that the number of words present in the
email led to a greater amount of context with which to interpret the email. This possibility
suggests that the number of words in an email would be highly negatively correlated with
the ambiguity of the email. However, the number of words present in the email was not
related to the participant-provided rating of ambiguity of the email (r = .01, ns).
Cue Additions and Intensity. The addition of more cues to an email was not
	
  
perceived by participants as increasing or decreasing intensity of emotion, much as little
difference was found in the intensity of emotion among emails with two or more cues (or
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one or no cues). Indeed, the most common response when asked whether a cue would
increase or decrease intensity was that no change would occur with the addition of the
cue (Ms = 3.56 to 5.20, SDs = 1.17 to 1.58). Whether a cue would increase or decrease
the intensity of the email did not differ by the number of cues already available in the
email (Fs(4,93) = 0.30 to 1.87, ps = 0.12 to 0.88), as measured by ANOVAs run for each
cue, with the number of cues in the email as the independent variable and the degree of
increase or decrease as the dependent variable.
Number of Cues and Helpfulness Ratings. A significant relationship exists
between the number of nonverbal cues and how much the reader perceived the nonverbal
cues as helping them detect the correct emotion in the message (F(3,73) = 4.38, p < .01).
LSD post-hoc tests show that when four nonverbal cues were present, readers tended to
say that presence of nonverbal cues was more helpful (M = 5.10, SD = 1.37) than when
there were three (M = 3.90, SD = 1.49) or one (M = 3.12, SD = 1.76). Two nonverbal
cues (M = 4.63, SD = 1.77) were also more helpful than one cue.
Among emails with only one nonverbal cue, no differences in the helpfulness
rating were found among symbolic, indexical, or iconic cues in the email (F(2,24) = 1.51,
ns). It appears that the type of nonverbal cue present in the email does not affect the
degree of perceived helpfulness of the nonverbal cue to emotion detection.
Discussion
Email readers perceived a wide range of emotions within the same email, and
these interpretations were weakly negatively correlated with the writer's perception of the
	
  
emotion he or she wrote when comparisons between emails from Experiment 1 and
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Experiment 4 are made. The reader perceives emotion that the writer did not intend to
impart.
Though Experiment 1 showed that the number of cues given in an email was not
related to how much emotion a writer believed a reader would detect, Experiment 4
showed that the number of cues did in fact moderately affect the interpretation of emotion
in the email such that an email with two or more cues was perceived as having more
emotion overall than emails with one or zero cues. This relationship could not be
explained by the number of words in the email, though results suggest that more emotion
was perceived when a higher content of negative words existed in the email. Whereas
writers do not intend to use cues to impart emotional information, readers are using cues
to detect such information.
Though more than half of readers indicated in earlier experiments that cues were
helpful for interpreting an email, it appears that whether or not a cue is attended to for
interpretation depends on what may be several factors, including the type of cue
(symbolic, iconic, or indexical) and perhaps the words presented in the email itself (more
ambiguous language may lead to more attention to cues). However, though ambiguity
ratings were collected, this latter hypothesis could not be examined, as the ambiguity
ratings included the cue in the email and there were no emails without cues for
comparison on ambiguity measures.
The addition of more than one cue to an email increased the level of ambiguity of
an email, though the type of cue was not a factor, nor was the overall number of words
	
  
already included in the email. It appears that readers may find many cues to be
cumbersome and possibly confusing; indeed, while two or more cues in an email
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increases the amount of emotion above emails with zero or one cues, the inclusion of
more than two cues did not impact the ratings. In line with these findings, participants
indicated that two cues was the most helpful number for interpreting an email.
These results also extend Harris and Paradice's (2007) finding that the more cues
in a message, the stronger the reader perceived the writer's emotions to be; however, the
results from Experiment 4 impose limitations on such findings regarding intensity,
though not the amount of emotion.
Despite what writers may intend, readers feel that the presence of cues are helpful
for interpretation, adding emotion and emotional intensity. If cues carry such
communicative information, the lack of cues in an email should significantly alter the
interpretation of emotion in comparison to the same email with cues intact (in the same
spirit as Lo, 2008). However, if no difference is found, the cues themselves may be
functioning less as emotional conductors than simply emphasizing the verbal part of the
message, which many readers indicated was a primary purpose of the cues in prior
experiments. In Experiment 5, emails were stripped of their cues and the email
interpretations were compared to the interpretations of the same email when cue-laden.
Experiment 5
Method
Participants. Fifty-eight participants (29 females, 18 males, 11 unknown; mean
age = 33.34 years, SD = 10.02 years) recruited via Mechanical Turk were presented with
emails from one of several conditions and completed a questionnaire about the email.
	
  
Participants were paid 25 cents for their participation.
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Materials and Procedure. The sixteen cue-laden emails used in Experiment 2
were stripped of their cues and presented again in the same manner in which they were
presented in Experiment 2. As no order effects were found in Experiment 4, varying the
order of presentation of cues in questions was determined to be unnecessary.
Results
Manipulation Check. One participant was dropped from the experiment because
of a failure to adequately summarize the email presented.
Task Time. Participants took an average of 4.75 minutes (SD = 3.95 minutes) to
complete the task, or about a minute and a quarter longer than the same task in
Experiment 4. As one and two cues were indicated to be helpful for interpretation in
Experiment 4, it may be the case that a lack of cues resulted in participants taking a
longer amount of time to comprehend the message.
Cues Versus No Cues. In Experiment 4, 87 participants had completed the task for
cue-laden emails. To compare the ratings for these cue-laden emails to the ratings of their
non-cue-laden counterparts collected in the current experiment, a t-test with independent
samples was used, with the significance level set at .05. While there was no effect for
each of the ratings for anger, surprise, happiness, and sadness individually, the overall
sum of emotion (the sum of all the four emotion ratings) was significantly higher for cueladen emails (M = 12.09, SD = 3.30) than for their non-cue-laden counterparts (M =
10.98, SD = 2.93; t(143) = 2.07, p < .05). The intensity ratings did not differ based on the
presence or absence of cues in the emails, but the ambiguity ratings were higher for
	
  
emails that had been stripped of their cues (M = 5.52, SD = 1.77) than for cue-laden
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emails (M = 4.64, SD = 1.72; t(134) = 2.91, p < .005). It appears that the presence of cues
makes emails less ambiguous and more emotion-laden.
Number of Cues Stripped. The number of cues that were present in the original
email in Experiment 4 and then stripped in the current experiment may be a factor. For
emails that were stripped of one cue, ratings for the four emotions, the overall emotion
rating, and intensity ratings were not significantly different than the same ratings for the
cue-laden email in Experiment 4. However, ratings for ambiguity were significantly
higher for emails stripped of one cue (M = 5.52, SD = 1.78) than when the email included
the one cue as in Experiment 4 (M = 4.42, SD = 1.67; t(45) = 2.20, p < .05). Emails that
were stripped of two cues were only marginally rated as more ambiguous (M = 5.83, SD
= 1.90) than the same email with the cues intact (M = 4.68, SD = 1.81, t(38) = 1.83, p =
.07). The same effect was not found for emails stripped of three or four cues.
Word Count. It is possible that the number of words present in the email led to a
greater amount of context with which to interpret the email. However, the number of
words in the email was not significantly correlated with the level of ambiguity of the
email indicated by participants, though a negative relationship was found (r = -.14, ns).
Discussion
When emails are stripped of their writer-given cues, the overall amount of
emotion perceived by the reader is lower than when the cues are present, suggesting that
cues do increase the strength of the emotion in the message. Experiments 1-4, paired with
the current experiment, suggest that cues and verbal content work in tandem to create the
	
  
message interpretation; neither means separately what they mean together.
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Interestingly, this decrease in overall emotion when cues are stripped is not due to
a loss of emotion intensity, suggesting that cues do not necessarily increase the strength
of the emotion in the message but rather alter perception of the emotion itself. This
finding lends credence to the idea that cues serve as a method of focusing attention on
certain aspects of a message, just as stressing syllables does in speech. The choice of
words to stress (or, in CMC, bound with cues) changes the interpretation of a message.
For example, consider these two sentences: "I don't want to READ this book!", and "I
don't want to read THIS book!" The emphasis in the first sentence suggests that one's
problem may be solved by using audiotapes. In the second sentence, the emphasis
suggests that one's problem might be resolved by choosing a different book. Now
consider the same sentence without cues: "I don't want to read this book!" While the
same emotional information is present (the speaker hates to read the book), there are two
possible interpretations as to what the speaker hates. In this manner, the word upon which
the cue is placed plays a role in changing the message interpretation.
Ambiguity ratings were higher when cues were lacking than when cues were
present. Cues appear to give some information regarding the intended meaning of the
email itself, above and beyond the words and language of the email; the verbal part of the
message and the cues themselves work in tandem for comprehension. However, the type
of cue does not appear to matter in these interpretations; considering the sentences above,
one could also choose to show emphasis by writing, "I don't want to *read* this book!" or
"I don't want to read _this_ book!" This finding suggests that if the cue simply serves as
	
  
an attention-grabber, rather than holding any inherent meaning.
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This role of cues to focus attention (or to strengthen a specific verbal part of the
message), is assessed in Experiment 6, in which readers were presented with emails that,
rather than cues, have meaningless symbols. If cues serve to simply point out specific
verbal content, then the type of cue should not matter; however, if cues do have specific
meanings, the addition of meaningless symbols in their place should significantly alter
the meaning of the email.
Experiment 6
Method
Participants. Fifty-seven participants (32 females, 16 males, 9 unknown; mean
age = 29.31 years, SD = 8.22 years) recruited via Mechanical Turk were presented with
emails from one of several conditions and completed a questionnaire about the email.
Participants were paid 25 cents for their participation.
Materials and Procedure. The sixteen cue-laden emails used in Experiment 4 had
their cues replaced with symbols (see Table 7) and presented again in the same manner in
which they were presented in Experiment 4, though with substitution of symbols for their
partnered cues in the task questions. As no order effects were found in Experiment 4,
varying the order of presentation of questions was not determined to be necessary.
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Table 7
Symbol Substitutions for Cues in Experiment 6 Emails
Cue

Standard Symbol

Symbol Substitution

Underlining

_word_

❚word❚

Asterisks

*word*

❡word❡

Capitalization

CAPS

▲word▲

Brackets

<>

◗word◗

Emoticons

:-)

♢

Repeating Question Marks

??

☆

Repeating Exclamation Points

!!

❖

Punctuation Combinations

!? or ?!

❖☆ or ☆❖

Repeating letters

aaa

☄

Sounds

argh

❏

Results
Manipulation Check. Two participants were dropped from the experiment because
of a failure to summarize the email presented.
Task Time. Participants took an average of 3.46 minutes (SD = 1.99 minutes) to
complete the task, which is more than a minute less than participants in both Experiments
4 and 5.

	
  

Cues Versus Symbols. In Experiment 4, 87 participants had completed the task for
cue-laden emails. To compare the ratings for these cue-laden emails to the ratings of their
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symbol-laden counterparts collected in the current experiment, a t-test with independent
samples was used, with significance levels set at .05. There was no effect for each of the
ratings for anger, surprise, happiness, and sadness, the overall sum of emotion (the sum
of all the four emotion ratings), or intensity ratings. Ratings of ambiguity approached
significance, such that symbol-laden emails (M = 5.13, SD = 1.64) were more ambiguous
than cue-laden emails (M = 4.64, SD = 1.72; t(136) = 1.68, p = .09). I suggest this result
is a byproduct of the use of little-seen and rather unusual symbols in the email, which
may have caused slight confusion.
Number of Substitutions. The number of cues that were present in the original
email in Experiment 4 and then substituted in the current experiment may be a factor. For
all numbers of cues in cue-laden emails, however, no differences were found in ratings of
the four emotions, intensity, ambiguity, or the overall emotion rating when compared to
their counterpart symbol-laden emails.
Symbols Versus No Cues. In Experiment 5, 58 participants had completed the task
for cue-stripped emails. To compare the ratings for these cue-stripped emails to the
ratings of their symbol-laden counterparts collected in the current experiment, a t-test
with independent samples was used, with significance levels set at .05. There was no
effect for each of the ratings for anger, surprise, happiness, and sadness, intensity,
ambiguity, or the overall sum of emotion (the sum of all the four emotion ratings). It
appears that the addition of symbols does not alter the emotional meaning of a message
beyond that same message without cues or symbols.
	
  
Word Count. It is possible that the number of words present in the email led to a
greater amount of context from which to interpret the email. While the results did show a
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negative relationship between the number of words in the email and the ambiguity rating
given by participants, it was only marginally significant (r = -.24, p = .08).
Discussion
When symbols are substituted for cues, no differences are found in
interpretations, and this result cannot be explained by low statistical power in the current
experiment. Such a result suggests that cues themselves may not have inherent emotional
meaning; rather, they serve to draw attention and focus to specific words in emails simply
by their mere presence. In this manner, symbols can serve the same purpose, resulting in
a comparable interpretation. This finding parallels Experiment 2, in which a majority of
participants indicated using cues to strengthen verbal content, and Experiment 3, in which
a majority of participants indicated using verbal cues only to interpret emotion in emails.
However, emails without cues also did not differ in emotional meaning from
symbol-laden emails; perhaps the lack of a socially understood meaning for the symbols
(in comparison to well-recognized iconic cues) results in a greater focus on the verbal
content of the message, which results in a lack of differentiation in emotional content
between emails with no cues, emails with symbols, and emails with cues that may not be
understood by the reader.
If cues serve only to strengthen specific verbal content of a message, it is possible
that they are used in this manner to disambiguate messages. Indeed, Experiment 5 found
that the lack of cues led to higher ratings of ambiguity than emails with cues present, and
this was not related to verbal content. Experiment 7 probes further into the idea that cues
	
  
are meant to disambiguate messages, causing readers to focus on certain words and
phrases meant to increase the likelihood of the reader correctly interpreting the email.
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Experiment 7
Method
Participants. One hundred thirty-seven participants (Mean age = 38 years, SD =
13.63 years; 63 female, 37 male; 37 of unknown age or sex) recruited via Mechanical
Turk answered between one and five questions. Participants who did not complete a full
question were removed (n = 3), as were participants who submitted more than one answer
to a question (n = 12), for a total of 122 participants who submitted 566 complete
answers. The complete five-question task took approximately eight minutes to complete
and participants were paid 50 cents.
Materials. Thirty-seven cue-laden emails were gathered from the Luckytown
corpus. These emails were placed into five groups according to the type of cue used in
the email: eight emails included asterisks, three emails included brackets or underscores,
seven emails included capitalization, seven emails included emoticons, and five emails
included repeating exclamation points or question marks. To maintain consistency of
length and availability of context, the sentence with the cue was extracted from the email
along with the paragraph in which it appeared if the content of the paragraph was relevant
to the topic of the cue-laden sentence.
Once these stimuli were selected, they were manipulated in order to form other
emails with the same verbal content but different placement of cues. Emails with
asterisks, brackets, underlining, and capitalization had their cues moved from their
current place onto different words in the same sentence to create a total of three versions
	
  
of the stimulus (the original email and two emails with the cues moved to different
words). For the emails with emoticons, four versions were created: the original emoticon
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(a smile or frown), the opposite emoticon (a smile or frown), and these same versions
with the placement of the emoticon changed. For the emails with repeating punctuation,
only two forms were created: one email with the original punctuation (either exclamation
points or question marks) and another with the other punctuation (see Appendix F). These
cues were chosen from all the available cue types because they adequately represent all
three forms of cue groups (emoticons and capitalization are iconic; underlining, brackets,
and asterisks are symbolic; and repeating exclamation points and question marks are
indexical) and are easily moved from one area to another (unlike the two remaining cue
types of repeating letters or sounds).
These stimuli were accompanied by three possible interpretations of the email
(five possible interpretations for emoticon-laden emails; see Appendix F). One of the
interpretations was linked to the cue-laden word, emoticon, or punctuation, while the
other interpretations were linked to the created stimuli.
For emails with asterisks, brackets, underscores, and capitalization, the
interpretations were semantic in nature, whereas for emoticon-laden emails the
interpretations were emotional in nature. These styles of interpretation were chosen on
the basis of the results in Experiment 2, which showed that asterisks, brackets,
underscores and capitalization were used primarily for semantic disambiguation (30% of
participants who responded across these cues indicated that the cues were used primarily
to strengthen verbal content) whereas emoticons were primarily used for conveying
emotional content (37%). For the last group of emails, which had repeating exclamation
	
  
points or question marks, Experiment 2 showed little difference between these two
central purposes for the cues. To determine which type of interpretation would be best,
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definitions of the punctuation were sought. Merriam-Webster, Inc.'s (2010) online
dictionary indicates that question marks signal doubt and uncertainty and exclamation
points indicate strong feeling. Therefore, the interpretations given for these cues were
emotional in nature. In the case of the emoticons and repeating punctuation, the option
for finding none of the emotional interpretations adequate was available.
Procedure. All participants were recruited from Amazon's Mechanical Turk and
the data saved on a server. Emails and interpretations were presented one at a time on a
Flash program (see Appendix G). Participants were to read the email and then place a
checkmark by the interpretation that best went with the email. All participants were
presented with one email from each of the five cue groups; however, a few participants
did not submit answers for all five emails, resulting in an average of 4.64 emails with
completed answers per participant.
Results
The frame that included emoticon-laden emails did not employ the computerized
randomization technique correctly; only one version of one email was presented rather
than a random selection among all versions of all emails. Therefore, these results had to
be dropped from analysis. All further results pertain to the cues assessed by other frames:
brackets or underscores, asterisks, capitalization, and repeating punctuation types. This
loss of data resulted in a total of 122 participants with 462 responses, or an average of
3.79 responses per person when incomplete responses are accounted for.
All answers given by the participants were coded as having chosen interpretation
	
  
1, 2, or 3. These answers were then correlated with the expected interpretation; that is, the
interpretation that was linked to the cue-laden word, emoticon, or punctuation. Results
97	
  
	
  

	
  
show that participants were significantly more likely to choose the interpretation that was
linked to the cue in the email (r = .12, p < .05) rather than an interpretation that did not
pertain to the cue.
The cue used in the email may have influenced whether the participants chose the
expected interpretation or not, and was tested with an ANOVA comparing the four cue
groupings: asterisks, brackets or underlining, capitalization, and repeating exclamation
points or question marks. Results show that participants chose the expected interpretation
at significantly higher levels for some cue groups than others (F(3,460) = 13.94, p <
.001). Follow-up LSD tests show that the expected interpretation was chosen
significantly more often for emails with repeating exclamation points or question marks
than for any other cue-laden email (see Table 8).
The differences among cue categories was significant (F(2,460) = 19.78, p <
.001); the presentation of iconic cues resulted in the correct interpretation being chosen
significantly less often than for indexical cues (p < .001) and significantly more often
than symbolic cues (p < .001).
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Table 8
Choice of Expected Interpretation By Cue Group In Email in Experiment 7
Cue

N

M

SD

Brackets or Underscoresa

108

0.26

0.44

Asterisksa

147

0.35

0.48

Capitalizationa

104

0.39

0.49

Repeating ?? or !!b

102

0.66

0.48

Symbolica,b

255

.31

.46

Iconica

104

.39

.49

Indexicalb

102

.66

.48

Cue Category

Whether participants chose the expected interpretation more often than they
would by chance was tested with a t-test comparing the number of times the correct
interpretation was chosen with the number of times the expected interpretation would be
chosen by chance. On any given question the participant has a .33 chance of being
correct, as three possible interpretations could be chosen on each question. Results
showed that participants did in fact choose the expected interpretation (M = .40, SD =
.49) at greater than chance levels (t(460) = 17.64, p < .001).
Discussion
	
  
Despite having the same verbal content
for trios or pairs generated from the
thirty-seven original emails, participants chose different interpretations for each email
within those trios or pairs of emails on the basis of the word the cue emphasized or the
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type of cue given. This result offers strong evidence that cues help readers choose an
interpretation of the email from among multiple possible interpretations of the verbal
content. This result is also related to findings in prior experiments that cues are used to
strengthen the verbal content of a message (Experiments 1 and 2) and that a lack of cues
results in more ambiguity (Experiment 5).
In the same way that cues may disambiguate verbal content, so does prosody in
speech. Researchers such as Clark and Brennan (1991) suggest that the lack of prosody in
CMC may result in miscommunication. Furthermore, researchers in several lines of work
have noted a link between prosody and emotion. Speakers use distinct patterns of
prosodic cues in order to allow a hearer to differentiate between specific emotions that
are encoded by the speaker in his or her speech. Research (e.g., Banse & Scherer, 1996;
Cowie et al., 2001; Juslin & Laukka, 2003) shows several patterns: Sadness is commonly
expressed with a voice that has a low pitch and intensity; fear, anger, and happiness are
typically expressed by a voice that has a high pitch and intensity. It is a clear
miscommunication to mistake happiness for fear, however, and other levels of prosody
allow this distinction: Voices expressing anger and happiness tend to have a high rate of
variability in pitch, whereas a low rate of pitch variability is related to fear and sadness.
Prosody also allows further levels for distinction: Voices encoding anger generally have a
large proportion of high-frequency energy (i.e., it sounds sharper), whereas sadness has
less high-frequency energy (i.e., sounds softer).
If cues help disambiguate meaning, they may be substitutes for prosody. To test
	
  
whether cues are indicators of the presence of prosodic marking, Experiment 8 was
conducted.
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Experiment 8
Method
Participants. Fifty participants (32 females, 17 males; mean age = 37.4 years, SD
= 13.26 years) recruited from Mechanical Turk were presented with four sound files each
to transcribe. Two participants did not follow directions and was dropped from the
experiment, for a total of 48 participants and 192 total transcriptions. The task took, on
average, 15 minutes and each participant was paid 75 cents.
Materials. Eighteen cue-laden emails were chosen from the Luckytown corpus.
These emails were then duplicated twice for a total of three of the same email. In the two
duplicate emails, the cue that was used in the original email was moved to another word
within the same phrase of the sentence in which it appeared. These written files were then
given to a male radio broadcaster who was instructed only to vocally emphasize the word
within the cues. In this manner, 54 total sound files were recorded, with three versions
each of 18 different emails in which one word was emphasized vocally.
Procedure. After agreeing to participate, participants were presented with four
text boxes in conjunction with play, pause, and start buttons (see Appendix H).
Participants were to listen to the sound file and transcribe the speech in the accompanying
text box.
Results
Transcriptions were read and coded for the presence of any nonverbal cues.
Eleven (23%) participants used cues in at least one of their transcriptions, for a total of 14
	
  
transcriptions with nonverbal cues (7% of total transcriptions). All transcriptions that
included cues used the cue on or around the word emphasized vocally in the recording,
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with four of these also including at least one other word adjacent to the vocally
emphasized word. The transcribed cues included seven instances of capitalization, three
instances of asterisks, three instances of quotation marks, and one instance of
exclamation points within the sentence ("I didnt see it live! but I cant imagine
anything...").
Discussion
Despite the absence of any instruction regarding the transcription of prosody or of
the use of cues at all, nearly a quarter of participants used a nonverbal cue in their
transcriptions. In all cases of cue usage, the cues were used specifically on the word
vocally emphasized in the recording. This result suggests that the use of nonverbal cues is
tied to the prosody one might hear if the written language was spoken.
It is notable that not all cases of strong prosody were transcribed. I suggest that
this is the case because of the lack of motivation to ensure that one's communication is
not misunderstood. In the experiment, participants were not facing any consequences that
might occur if a message was miscommunicated; in a more ecological setting, they may
take more effort to ensure that prosody was adequately encoded in the message. In
addition, those who are actually feeling the emotion to be encoded in the email are likely
to use cues related to prosody more so than those that are not feeling responsible for
adequately ensuring that communication of emotion is accurate.
Conclusion
In a series of eight experiments, I examined the use and interpretation of
	
  
nonverbal cues in CMC. The lack of visual channels of communication in text-based
environments results in a necessity for creativity in online emotion expression.
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Participants throughout these experiments have repeatedly indicated that they use both
verbal cues and nonverbal cues to indicate emotion, and in most, if not all, cases, these
two factors are intertwined. The placement of a cue, particularly in relation to what verbal
content it is encoded with, yields information about expected prosody should the
communication have been spoken; this information, in turn, suggests emotion to the
reader.
In this way, cues serve two purposes that are not necessarily distinct from each
other: that of strengthening and emphasizing specific verbal content in a message and
conveying emotion. These two reasons for using cues were chosen most often by
participants, and are in fact related such that emphasizing specific verbal content leads to
an assumption regarding emotion. The next two most common choices given by
participants for using cues were to make the communication like speech and to clarify.
These two goals are also clearly related to the two most common goals: emphasis in
speech is often encoded with prosody, and prosody appears to account for cue use. The
goal of clarifying a message is related to emphasizing specific aspects of the message and
not others, to indicate importance or direct focus for the reader.
Cues thus represent what would be prosody in a spoken communication, which is
used to represent emotion and emphasize words in speech. In this way, emotion is
encoded in text-based CMC through these cues.
Theoretical Issues
Recall that Cues-Filtered-Out theories suggest that if cues are available, people
	
  
use them. The current findings suggest that when differing interpretations of a message
are possible, the presence of cues may help disambiguate the message. Cues are,
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however, infrequently used because their ability to focus attention on specific parts of a
message are lost when cues are overused. In this sense, while the cues are available to
writers, they may select to use them sparingly in order to preserve their purpose, resulting
in the rather low levels of use found in Experiment 1, the pilot work here, and other
studies that have examined rates of cue use. Indeed, in Experiment 4, more than two cues
in one email lead to no greater emotion or emotion intensity in the interpretation; in fact,
having two cues was the most helpful number for interpretation.
Another assumption made by the Cues-Filtered-Out approach is that if writers add
cues to a message, readers will attend to these cues. Interestingly, a reader's ability to
recall the presence of a cue was related to how directly a cue was linked to its meaning.
The more directly linked a cue and its meaning were, the less likely readers were to
notice the cue. Such a finding further suggests that the role of cues is to highlight specific
verbal content, and the type of cue is secondary to this role; the only time the cue garners
attention is when one must expend more cognitive effort to understand it.
A third assumption made by the Cues-Filtered-Out approach is that no one cue is
better than any other cue. The current results largely support this assumption, with some
caveats. First, while the exact type of cue may not be detrimental to interpreting a
message, not all cues appear to be comparable. For example, a happy emoticon and a sad
emoticon offer two different interpretations. In the same way, cues that have grammatical
roles, such as question marks (which historically indicate uncertainty) and exclamation
points (which historically indicate excited affect), still maintain a semblance of their
	
  
meanings. Other cues, however, are not inherently transparent in meaning, such as
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underlining and asterisks, and are largely interchangeable. These cues, being symbolic in
nature, are largely free social or grammatical meaning.
Research on emoticons is often contradictory: while several researchers have
found that emoticons carry emotional information (e.g., Byron & Baldridge, 2005; Derks
et al., 2008; Lo, 2008; Utz, 2000) others have argued that they are deliberately encoded
and thus inadequate emotion indicators (e.g., Walther & D'Addario, 2001) or that they are
tangential to emotion, indicating instead motives and intentions of the writer (e.g., Derks
et al., 2008; Fridlund, 1994). What may actually be occurring is a mental process by
which readers are able to ascertain more accurately the meaning of a message, largely
through knowledge gained from cues as to what information is important within the
message, and thus are better able to determine the emotional meaning of the verbal
content. In this manner, though many researchers have found that the addition of an
emoticon changes the interpretation of a message (e.g., Lo, 2008), what the emoticon in
fact does is offer a form of punctuation to the sentence that allows the reader to choose
from among many different interpretations, making them more likely to choose the
correct, intended, meaning. Consider, for example, the role of the question mark and the
exclamation point in the following sentences: "You don't like me!" and "You don't like
me?" While the verbal content stays the same, two different interpretations are
communicated because of the punctuation used. In one case, the writer seems upset; in
the other, the writer seems uncertain. Just as the punctuation in these sentences helps the
reader choose among interpretations to make the correct choice, so do cues.
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Frequency and Meaning
Despite much research in how people interpret emoticons, and some research on
what kind of people use emoticons (e.g., women more than men) and in what kind of
emails (socially-based, not task-based), there is little that has been researched about other
nonverbal cues such as capitalization and asterisks. My pilot work consisted of a corpus
analysis showing that these cues are, in fact, used in emails. Furthermore, I establish in
Experiment 1 that these cues have meaning, and further experiments show that their
presence changes the meaning of a message. I also show that it is not simply that
nonverbal cues are present in the message, but what kind of cue is present that makes a
difference in the interpretation of a message.
Semiotic Theory as a Guide to Cue Groupings
The current experiments also introduce a novel method for grouping cues for
description and analysis. Rather than examine each cue separately, at the cost of
statistical power or with a need for more participants, it is possible to group cues using
associations with meaning, using semiotic theory as a starting point. The current research
has found several patterns in frequency of use as well as interpretation of cues on the
basis of iconic, indexical, or symbolic relationships between the cue and its meaning. It is
also clear that the use of cues is tightly related to communication goals; for example,
iconic cues are used primarily for emotion expression whereas denoting prosodic
marking is best done with indexical and symbolic cues.
Prior research has primarily focused on the examination of emoticons while
	
  
ignoring other nonverbal cues in CMC and has concluded that nonverbal cues are linked
specifically to emotion. These findings have resulted in further work that has attempted to
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extend this specific emotion goal to other cues (e.g., Harris & Paradice, 2007). However,
the examination of several cues and several goals has found that, while prior research
regarding the link between emoticons and emotion interpretation is supported, it is a
rather narrow explanation for other nonverbal cues in CMC because it focuses entirely
upon one type of cue (i.e., iconic). Rather, by examining such cues on the basis of their
relationship to meaning, it is possible to detect different communication goals for
different nonverbal cues.
The type of cue itself narrows possible interpretations, but verbal cues must then
help the reader choose from among those possible interpretations. For example, iconic
cues allow a writer to express humor and express intimacy better than indexical or
symbolic cues, but the reader must use verbal content to determine which is the intended
meaning. Such a possibility is likely why verbal cues are just as often cited as nonverbal
cues as necessary for the interpretation of emotion in a message.
The use of semiotic theory to guide the grouping nonverbal cues brings clarity to
the reasons for using specific nonverbal cues to encode information when writing and
interpreting information when reading. I suggest that through this lens, nonverbal cues in
CMC can be better examined and understood.
Disconnect Between Encoding and Interpretation
Perhaps the most compelling finding is the lack of agreement about emotion
between the writer and the reader. Rarely did the reader interpret the emotion in the email
in a manner akin to the writer's intention. While this finding suggests a large amount of
	
  
miscommunication exists in text-based CMC, it is unusual since CMC has grown and
spread as a communication method. Does this mean that interlocutors have been
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miscommunicating for decades? Such a phenomenon is unlikely, as the proliferation of
CMC into human work and social lives has occurred at an astounding rate. Though Rice
and Love (1987) concluded that text-based CMC seems less friendly and emotional and
more serious and task-based, and thus best suited to remain in the workplace, not even
five years later McCormick and McCormick (1992) found that CMC is in many cases
used for exclusively social purposes. Nearly two decades later, the encoding of emotion
in CMC is becoming an increasingly important topic of study as CMC becomes a new
standard for communication in both the workplace and social life.
I suggest instead that this disconnect may be a feature that resulted from a lack of
ecological validity in Experiment 1. Participants were asked to write an email as if they
were experiencing an emotion, which may have resulted in less adequate ability to
encode emotion and rate one's own email. However, this procedure was chosen for
several reasons: first, it is difficult to inspire emotion in someone, and if attempted, it is
difficult to gauge success at doing so. Second, it is unlikely that participants would be
comfortable forwarding to a researcher an email that was written while in a high state of
emotion; furthermore, an Institutional Review Board is unlikely to allow it. Third, using
emails from a corpus is inadequate because the intention is to determine the difference
between a writer's encoding and a reader's interpretation; it is nearly impossible to track
down and contact email writers whose emails are part of a corpus. Fourth, people
generally do not write emotional content in impersonal communication, and it is difficult
to gain access to emails with emotional content between two interlocutors who have
	
  
experience using CMC while communicating. Due to these limitations, the emotional
disconnection between a writer and reader may be inflated in the current experiments.
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However, it is quite noticeable that readers were varied in their interpretations of a
given message, suggesting that the disconnection is prominent. Such a finding supports
Cues-Filtered-Out theory, which argues that CMC is less effective than face-to-face
communication. However, it is notable that the findings of the frequency of use and
assignment of meaning to nonverbal cues supports Cues-Filtered-In theory. It is possible
that the meanings of cues are largely socially constructed; that is, the relationship and
knowledge interlocutors have with each other may influence their use of nonverbal cues
in a message as well as their ability to use cues to detect emotion and create an
interpretation of a message. In the current experiment, no relationship or knowledge
existed between interlocutors, which may account for the ineffectiveness of the
communication channel. It is possible that the same experiment, using friends, would
yield different results.
Another explanation would be that the environmental context affected the
interpretation of the nonverbal cues, which would suggest why readers in different
environments suggested different interpretations of a message. However, given that the
communication channel was email, the likelihood of different environments for both the
writer and reader is quite high. If the environmental context influences the effectiveness
of a communication, ineffective communication would be standard. Being that email is
often (if not primarily) used for social communication (e.g., McCormick & McCormick,
1992), it is unlikely that this explanation would hold.
Final Words

	
  
The current studies show that it is difficult to separate nonverbal cues from the

context in which they appear; the verbal and nonverbal content of a message go hand in
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hand, and this relationship is seen not only in CMC but also in face-to-face conversation.
Just as prosody may allow one to disambiguate meaning in speech, so do gestures, facial
expressions, eye contact, and other visual nonverbal cues. CMC may not be equivalent to
either writing or speech alone (Baron, 2008), but rather is a hybrid of attempts to
combine both arts into a new art of communication within the limitations imposed by the
system. Communicators appear to have developed this new method of communication
through creative substitutions in attempts to improve efficiency and decrease
miscommunication in CMC. Further study of such "netspeak" (Crystal, 2001) is likely to
be increasingly informative not only about the art itself but also about the way people
develop, negotiate, and integrate language in everyday life.
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Appendix A
Computer-Administered Questionnaire used in Experiment 1
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Appendix B
Emails Used in Experiments 2-6

Emails with No Cues:

1. (Angry Email from Experiment 1)	
  I read your facebook post about obamacare and how
you were forced to use state paid healthcare for your daughter and how badly that went
and you spend hours on the phone to get information. I just was appalled when you
actually said we were all getting what we deserved and I wonder why you feel your
daughter deserves this free healthcare but anyone else does not? Unless you were
physically forced to accept the healthcare, you did so because you could not afford her
surgeries without it. Well, I am willing to spend hours on the phone to get the healthcare
my children need, and I am tired of being afraid of their illnesses and wondering how
much over the counter medicine to give in order to escape a doctor visit we cannot afford.
it is just insurance is not always enough, and we have never had the kind that actually
covered doctor visits and prescriptions. Maybe it has been the same for you, but
something similar to obamacare has taken up the slack? Sometimes I think you should
step back and be grateful for once, instead of complaining about something that you are
getting for free, at the taxpayers expense!

2. (Happy Email from Experiment 1)	
  I just wanted to tell you thank you for taking me to
	
  
see Josh Gracin at the Spokane Fair. It made me really happy that you thought of me to
go with and nobody else. I had a lot of fun! Thank you!
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3. (Sad Email from Experiment 1)	
  I am really bummed out today. Linda came to London
and we broke up. I picked her up at the airport and I could tell she was irritated. She
thought my flat was a bit of a mess and that I was not well stocked. Not having a TV also
bummed her out. I think she expected to go to Paris. Thing is I had no time off from
work, I just got here 2 month ago. It was one of those things, I think no matter what I
said or did it was wrong in her eyes. I think that I am in love with being in love like you
said back in LA. Now that I am out of love I am really devoid of purpose.

4. (Surprise Email from Experiment 1)	
  It was so good to see you the other day; it was so
unexpected of you to drop by from out of town. Considering how far you live and how
rarely we get to see each other nowadays, it was very nice to be able to catch up and hang
out for a little bit. Hopefully, we can arrange to meet again at a later date or maybe I will
just drop by and surprise you, or vice-versa. it is probably been close to a year since I last
saw you and it is amazing how when you do not see someone for a long time how easy it
is to notice subtle changes in their features. Think I saw a few more white hairs on your
head! Anyway, it was awesome to see you and your unexpected visit really made my day.

Emails with One Cue:

5. (Surprise Email from Experiment 1) I was really surprised to hear the new song you
	
  
made! I can not say that I love it, lol, but it is a good song? I really like the other song
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better for a single on the radio, though. I LOVE YOU AND MISS YOU OMG!
(capitalization)

6. (Surprise Email from Experiment 1) Yesterday I got home and found my dog out front.
He ripped the screen out of the bedroom and jumped off our porch. I was so freaked, can
you believe that?? (repeating question marks)

7. For the last twenty years I have considered the Agora show the apex of Bruce's live
performances, a night when the moment, the event, the crowd, the venue, and the
performer all came together for a remarkable evening. It was _the best_. (underlining)

8. Of course, I have some songs I would love to be aired or here, but I agree with Rock in
his saying quality over quantity--and keep in mind there are many fans out there who
don't get the full-length concerts we do!!! And those fans are thrilled to death over the
show and the live set!!! (repeating exclamation points)

9. What was the HBO promo - 15 seconds? I was sooo psyched to see the quality and
camera angles (especially after watching a "boot' video from this past tour over the
weekend) - this HBO / DVD looks incredible. (repeating letters)

10. One of the tunes my friend put on the CD was a live version of "Jungleland," and as it
	
  
started playing my friend said, "Man, I wish he had played this" when we saw him. I
agreed and said it just *had* to be on the next live album since it was left off the first
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one. But it also got me to wondering why Bruce didn't see fit to include it on a nightly
basis rather than swap it out with "Backstreets." Hell, I could have seen him opening with
it every night. (asterisks)

Emails with Two Cues:

11. (Angry Email from Experiment 1) I was so annoyed at work yesterday! my coworker
who i do not get along with called my boss and my other coworker into her office, and
shut the door. so basically it was everyone in my dept except me, and i heard angry
voices saying "this is not working!" i was pretty sure they were talking about me and i
was angry that she will not just discuss things with me and just goes to the boss. arggghh!
(sounds and repeating letters)

12. I'm NOT so unrealistic as to expect the one-off rarity songs like The Promise,
Incident, NYC Serenade, or Lost in the Flood. But what in God's name happened to Ties
that Bind, Point Blank, Jungleland, or If I Should Fall Behind? (Incidentally, I can live
without Code of Silence and Another Thin Line because, IMO, they contain the 4 most
terrifying, spine-tingling words known to all Springteen fans: "Co-written by Joe
Grushecky.")
Either way, a useless list of legitimate songs that *could* or *should* be on this live
release is too lengthy and frustrating to discuss. (asterisks and capitalization)
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13. In a diatribe complaining about the CD track listing, someone posted that Prove It
failed to deliver on this tour. WHAT???!!!! You have to be a rare-gem obsessive to fail to
feel the power of this song's performance on this tour. I attended close to 25 shows, and
the best nights all had Prove It on the set-lists. It seemed to get Bruce more pumped, and
juiced the whole night. Its not a big singalong number like other crowd pumpers, so it
didn't get the crowd rah-rahing, but it did get the crowd fired up! The guitar solos cranked
night after night on this song. (combined punctuation and capitalization)

14. I disagree with you, as there have been many memorable shows on tour as well as
off-tour. July 1, 2000 speaks volumes for that argument, as do many of the shows on this
tour and past tours. To avoid multiple nights of tours and only go to these rare concerts
in small venues would be to ignore a large and important part of the Springsteen
experience. I would say NO! :) (capitalization and emoticon)

Emails with Three Cues:

15. (Sadness Email from Experiment 1) Hey Ed=) you will not believe what just
happened=( it is even worse `cause you are clear across the country so now I really have
noone to talk to. Paul was in an accident and they do not think he is going to make it. I
feel so alone trying to be strong for his family and mine. On top of all that I broke a tooth,
so now I am in pain and look stupid. I know you are in class and all, but call me when
	
  
you can. Love You!!! (smile emoticon, frown emoticon, and repeating exclamation
points)
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16. Whoa. Was that great or what? I feel like I've just been to heaven and seen God.
Seeing it on TV, having Bruce and the band in my own living room - how much better
could it get? I don't even have a big screen, just a 20 inch TV, with no surround sound. It
was cool seeing it from a different perspective than being there. And I liked it just the
same. OK a live show IS better. But this was pretty darn good. Until now, I thought MTV
Plugged was a great video. Pfffttt! (repeating letters, sounds, and capitalization)

17. Did I mention this was the best Saturday nite I spent home alone, EVER? :) The show
clocked in at 1 hour 45 minutes. They could have used the last 15 minutes for Jungleland
and IISFB. In summary, I think the show gave a very good feel to what it's really like to
see Bruce live. It was worth the wait, after all these years, for a pro video, even if it's not
a full length concert. Everyone I talked to after it was over in the chat room liked it. Life
is good tonight.
Goodnite it's alllllllllllllright! (capitalization, emoticon, and repeating letters)

18. Why on earth would i, or anyone who owns any sort of bootleg off this tour, buy this
album?? Sound quality? i don't think it'd be that much of an improvement over most of
the (much more fun & interesting) bootlegs. Song selection??? BORING!! they must be
counting on the packaging... & what happened to this focusing on the new material
debuted in New York??? Why only American skin?? i know why, cause it will help sell a
	
  
few records, not that it's a bad song, but the only reason it's included on this miserable
release, is the controversy & the guarantee that a few radio stations will play it.. I'm sure i
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will get a few of these "well bruce can do whatever he wants to do!!" emails, & that's fine
I agree with that, but i also have the right to let him or his management know that this
would be a total crime to release a live album from NYC with such a disastrous track
listing...... Another live album from the greatest live artist gone bad! (repeating question
marks, capitalization, and repeating exclamation points)

Emails with Four Cues:

19. On the pick guard, between the bridges there's a silhouette there - at first glance, it
appears to be someone leaning on a lamp post playing a sax. Upon closer review, it
appears to be someone leaning on a lamp post playing a guitar. I had NEVER EVER
noticed this before! All these years, all these years of staring at photos... hmmm.. guess I
wasn't looking at the gee-tar. <G> (capitalization, sounds, repeating letters, and brackets)

20. DVD zones is simply the stupidest idea ever conceived. I got the Filmuseum of
Munich's great restoration of Fritz Long's 1926 silent classic "Metropolis" on a French
DVD, which I couldn't play, but had a transfer place do me a copy for $20. It ain't
gonnnna stop bootlegging, copying, anything, just limit the sales of stuff because no US
company apparenty wants to pay the museum's allegedly huge asking price for video
rights. But some industious person could import French legit ones if not for zones.
Seems like all the world's problems with NTSC, PAL, SECAM could have been solved
	
  
once and for all, "BUT NOOOOO!!!!
And what planet was that "Cartman" thing from????? Probably the second stupidest idea
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ever conceived. (capitalization, repeating question marks, repeating letters, and repeating
exclamation points)
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Appendix D
Computer-Administered Questionnaire used in Experiment 3
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Appendix E
Computer-Administered Questionnaire used in Experiment 4
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Appendix F
Emails Used in Experiments 7 and 8

Group 1: Emails with asterisks
Email 1:
Version 1: One of the tunes my friend put on the CD was a live version of "Jungleland,"
and as it started playing my friend said, "Man, I wish he had played this" when we saw
him. I agreed and said it just *had* to be on the next live album since it was left off the
first one. But it also got me to wondering why Bruce didn't see fit to include it on a
nightly basis rather than swap it out with "Backstreets." Hell, I could have seen him
opening with it every night.
Version 2: One of the tunes my friend put on the CD was a live version of "Jungleland,"
and as it started playing my friend said, "Man, I wish he had played this" when we saw
him. I agreed and said it just had to be on the next live *album* since it was left off the
first one. But it also got me to wondering why Bruce didn't see fit to include it on a
nightly basis rather than swap it out with "Backstreets." Hell, I could have seen him
opening with it every night.
Version 3: One of the tunes my friend put on the CD was a live version of "Jungleland,"
and as it started playing my friend said, "Man, I wish he had played this" when we saw
him. I agreed and said it just had to be on the *next* live album since it was left off the
first one. But it also got me to wondering why Bruce didn't see fit to include it on a
nightly basis rather than swap it out with "Backstreets." Hell, I could have seen him
opening with it every night.
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Answer Choices:
The author wants the song put on an album.
The author wants the song on the very next album.
The author wants the song on an album, not an MP3.

Email 2:
Version 1:	
  We can all talk about what would be great, but to frame it in the context that
he *owes* us something on record is misguided, at best. The only time Bruce owes us
anything is when we plunk down our money for a concert ticket. Then he owes us his
best effort for that night. He certainly doesn't owe us a complete recording of that show
eight months later.
Version 2: We can all talk about what would be great, but to frame it in the context that
*he* owes us something on record is misguided, at best. The only time Bruce owes us
anything is when we plunk down our money for a concert ticket. Then he owes us his
best effort for that night. He certainly doesn't owe us a complete recording of that show
eight months later.
Version 3: We can all talk about what would be great, but to frame it in the context that
he owes us something on *record* is misguided, at best. The only time Bruce owes us
anything is when we plunk down our money for a concert ticket. Then he owes us his
best effort for that night. He certainly doesn't owe us a complete recording of that show
eight months later.
Answer Choices:
The author does not think musicians have obligations to his fans regarding his albums.
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The author thinks that Bruce himself is free of obligations to his fans regarding his
albums.
The author thinks that musicians are not obligated to make records.

Email 3:
Version 1: Bruce Springsteen is one of the most important rock artists of the last 30
years. At its best, his work defined a generation of American culture and symbolized the
essence of rock celebration. After hearing songs like 41 Shots and City of Ruins, I can't
help but think that Springsteen can *still* convey relevant, inspired, and profound
messages with his music.
Version 2: Bruce Springsteen is one of the most important rock artists of the last 30
years. At its best, his work defined a generation of American culture and symbolized the
essence of rock celebration. After hearing songs like 41 Shots and City of Ruins, I can't
help but think that Springsteen can still convey relevant, inspired, and profound messages
*with* his music.
Version 3: Bruce Springsteen is one of the most important rock artists of the last 30
years. At its best, his work defined a generation of American culture and symbolized the
essence of rock celebration. After hearing songs like 41 Shots and City of Ruins, I can't
help but think that Springsteen *can* still convey relevant, inspired, and profound
messages with his music.
Answer Choices:
Springsteen continues to deliver great messages.
Springsteen has the ability to deliver great messages.
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Springsteen delivers great messages using his music.

Email 4:
Version 1: Those of us, myself include, who issued criticisms of the alleged 13-song
track listing do *not* have to admit to being wrong about the points we were trying to
make. If I recall correctly, to combat the premature nature of our posts, most, if not all,
of us prefaced our complaints with an "disclaimer," (let's assume, for the sake of
argument, that this 13-song list is, in fact, set for upcoming release). With that as a basis
for discussion, several posters wrote thoughtful and reasonable posts about the alleged
live set.
Version 2: Those of us, myself include, who issued criticisms of the alleged 13-song
track listing do not have to admit to being *wrong* about the points we were trying to
make. If I recall correctly, to combat the premature nature of our posts, most, if not all,
of us prefaced our complaints with an "disclaimer," (let's assume, for the sake of
argument, that this 13-song list is, in fact, set for upcoming release). With that as a basis
for discussion, several posters wrote thoughtful and reasonable posts about the alleged
live set.
Version 3: Those of us, myself include, who issued criticisms of the alleged 13-song
track listing do not have to *admit* to being wrong about the points we were trying to
make. If I recall correctly, to combat the premature nature of our posts, most, if not all,
of us prefaced our complaints with an "disclaimer," (let's assume, for the sake of
argument, that this 13-song list is, in fact, set for upcoming release). With that as a basis
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for discussion, several posters wrote thoughtful and reasonable posts about the alleged
live set.
Answer Choices:
The author does not think he needs to take back his comments.
The author does not think he needs to say he is mistaken, even though he knows he is.
The author thinks his comments were right.

Email 5:
Version 1: And after the solo tour and the reunion tour, who can argue that he's not *the*
best rock performer above 40. I would never speak with certainty about the future (might
end up like the poor sap in Working on the Hwy), but Bruce couldn't be in a better
posistion to start the 3rd act of his career.
Version 2: And after the solo tour and the reunion tour, who can argue that he's not the
best rock performer *above* 40. I would never speak with certainty about the future
(might end up like the poor sap in Working on the Hwy), but Bruce couldn't be in a better
posistion to start the 3rd act of his career.
Version 3: And after the solo tour and the reunion tour, who can argue that he's not the
best *rock* performer above 40. I would never speak with certainty about the future
(might end up like the poor sap in Working on the Hwy), but Bruce couldn't be in a better
posistion to start the 3rd act of his career.
Answer Choices:
The author thinks Bruce is a better performer than anyone else.
The author thinks Bruce is a better rock star than any other rocker.
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The author thinks that Bruce is a better performer than any other performer older than 40.

Email 6:
Version 1: Taking one example off the laundry list, it's apparent Springsteen didn't sell
the use of Born In The USA in the mid-eighties to Chrysler because he's never been
interested in the corporate exploitation of his songwriting. So for Bruce, this was a
*good* commercial decision.
Version 2: Taking one example off the laundry list, it's apparent Springsteen didn't sell
the use of Born In The USA in the mid-eighties to Chrysler because he's never been
interested in the corporate exploitation of his songwriting. So for Bruce, this *was* a
good commercial decision.
Version 3: Taking one example off the laundry list, it's apparent Springsteen didn't sell
the use of Born In The USA in the mid-eighties to Chrysler because he's never been
interested in the corporate exploitation of his songwriting. So for Bruce, this was a good
*commercial* decision.
Answer Choices:
Bruce's decision was good, not bad.
Bruce's decision used to be a good decision but no longer seems to be.
Bruce's decision was a good decision but only commercially, not for his personal life.

Email 7:
Version 1: Goldman's critique of Landau draws blood more often than not, but he's also
so zealously anti-Landau that he sometimes goes too far, which unfortunately undercuts
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his valid points. In his eagerness to demonstrate Landau's malevolent control of
Springsteen, *everything* Landau does to influence Bruce takes on a sinister taint.
Version 2: Goldman's critique of Landau draws blood more often than not, but he's also
so zealously anti-Landau that he sometimes goes too far, which unfortunately undercuts
his valid points. In his eagerness to demonstrate Landau's malevolent control of
Springsteen, everything *Landau* does to influence Bruce takes on a sinister taint.
Version 3: Goldman's critique of Landau draws blood more often than not, but he's also
so zealously anti-Landau that he sometimes goes too far, which unfortunately undercuts
his valid points. In his eagerness to demonstrate Landau's malevolent control of
Springsteen, everything Landau does to influence *Bruce* takes on a sinister taint.
Answer Choices:
Landau cannot do anything well for Bruce.
Landau is a bad influence on Bruce but other people are not.
Landau is a good person to everyone else, but not to Bruce.

Email 8:
Version 1: When you're 30 or 45 and married with kids, it's not so easy. You think a lot
more about responsibilities and realities of living in the world. The world of these
immortal rockers reveals that the realities of life are tough; and their music enriches our
lives by addressing the themes in such eloquent ways. There are so many more examples
to support this viewpoint--but you get my point, right? Living on the edge *can* produce
some great art; but so can happiness, maturity, and perspective.
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Version 2: When you're 30 or 45 and married with kids, it's not so easy. You think a lot
more about responsibilities and realities of living in the world. The world of these
immortal rockers reveals that the realities of life are tough; and their music enriches our
lives by addressing the themes in such eloquent ways. There are so many more examples
to support this viewpoint--but you get my point, right? Living on the edge can produce
*some* great art; but so can happiness, maturity, and perspective.
Version 3: When you're 30 or 45 and married with kids, it's not so easy. You think a lot
more about responsibilities and realities of living in the world. The world of these
immortal rockers reveals that the realities of life are tough; and their music enriches our
lives by addressing the themes in such eloquent ways. There are so many more examples
to support this viewpoint--but you get my point, right? Living on the edge can produce
some *great* art; but so can happiness, maturity, and perspective.
Answer Choices:
It is possible to create great art by living on the edge.
It is sometimes possible to create great art while living on the edge, but not always.
It is possible to create fantastic, not just boring, art while living on the edge.

Group 2: Emails with brackets or underscores
Email 1:
Version 1: I didn't see it {{{{live}}}}} but I can't imagine anything he could do visually
to redeem this one. Whatever happened to "romantic dreams in my head"?? Don't look
now Bruce - you surrendered something...
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Version 2: {{{{I}}}}} didn't see it live but I can't imagine anything he could do visually
to redeem this one. Whatever happened to "romantic dreams in my head"?? Don't look
now Bruce - you surrendered something...
Version 3: I didn't see it live {{{{but}}}}} I can't imagine anything he could do visually
to redeem this one. Whatever happened to "romantic dreams in my head"?? Don't look
now Bruce - you surrendered something...
Answer Choices:
The author did not see the concert in person.
The author did not see the concert in person, but other people did.
The author doesn't think it matters whether she saw the concert in person or not.

Email 2:
Version 1: Then what about the "rebirth" and "commitment" of the band to the fans?
According to you, what was Bruce's point when he was saying that at _every_ show
during the tour?
Version 2: Then what about the "rebirth" and "commitment" of the band to the fans?
According to you, what was Bruce's point when he was saying _that_ at every show
during the tour?
Version 3: Then what about the "rebirth" and "commitment" of the band to the fans?
According to you, what was Bruce's point when he was saying that at every show
_during_ the tour?
Answer Choices:
Bruce never forgot to make a statement at each stop during his tour.
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Bruce specifically talked about "rebirth and commitment" at each stop during his tour.
Bruce made a statement at each stop during the tour, but not after it.

Email 3:
Version 1: For twenty-five years after leaving Philadelphia I carried around a dream of
seeing Bruce there. I saw him in New Jersey, I saw him from the second row in North
Carolina, I saw him at Constitution Hall in DC. But there was something missing, I had
never seen him in _my_ hometown.
Version 2: For twenty-five years after leaving Philadelphia I carried around a dream of
seeing Bruce there. I saw him in New Jersey, I saw him from the second row in North
Carolina, I saw him at Constitution Hall in DC. But there was something missing, I had
never _seen_ him in my hometown.
Version 3: For twenty-five years after leaving Philadelphia I carried around a dream of
seeing Bruce there. I saw him in New Jersey, I saw him from the second row in North
Carolina, I saw him at Constitution Hall in DC. But there was something missing, _I_
had never seen him in my hometown.
Answer Choices:
The author has never seen Bruce perform in her own hometown.
Though Bruce performed in her hometown, the author was unable to see him there.
Though Bruce performed in her hometown, the author was unable to see him there,
though others did.

Group 3: Emails with capitalization
Email 1:
152	
  
	
  

	
  
Version 1: I'm NOT so unrealistic as to expect the one-off rarity songs like The Promise,
Incident, NYC Serenade, or Lost in the Flood. But what in God's name happened to Ties
that Bind, Point Blank, Jungleland, or If I Should Fall Behind? (Incidentally, I can live
without Code of Silence and Another Thin Line because, IMO, they contain the 4 most
terrifying, spine-tingling words known to all Springteen fans: "Co-written by Joe
Grushecky.")
Version 2: I'm not so UNREALISTIC as to expect the one-off rarity songs like The
Promise, Incident, NYC Serenade, or Lost in the Flood. But what in God's name
happened to Ties that Bind, Point Blank, Jungleland, or If I Should Fall Behind?
(Incidentally, I can live without Code of Silence and Another Thin Line because, IMO,
they contain the 4 most terrifying, spine-tingling words known to all Springteen fans:
"Co-written by Joe Grushecky.")
Version 3: I'M not so unrealistic as to expect the one-off rarity songs like The Promise,
Incident, NYC Serenade, or Lost in the Flood. But what in God's name happened to Ties
that Bind, Point Blank, Jungleland, or If I Should Fall Behind? (Incidentally, I can live
without Code of Silence and Another Thin Line because, IMO, they contain the 4 most
terrifying, spine-tingling words known to all Springteen fans: "Co-written by Joe
Grushecky.")
Answer Choices:
The author doesn't want anyone to think he is suggesting something unrealistic.
The author thinks asking for the songs is unrealistic.
The author himself is not being unrealistic, but others are.
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Email 2:
Version 1: Springsteen has NO casual fans - or at least, very, very few. The majority of
his fans are intense fans like us.
Version 2: Springsteen has no CASUAL fans - or at least, very, very few. The majority
of his fans are intense fans like us.
Version 3: SPRINGSTEEN has no casual fans - or at least, very, very few. The majority
of his fans are intense fans like us.
Answer Choices:
Springsteen lacks casual fans.
Springsteen has only intense fans.
No other performer but Springsteen lacks causal fans.

Email 3:
Version 1: I haven't been posting much but in this case I HAD to because you are
referring to a magnificent early Bruce song that has initiated almost as many debates as
the song "Backstreets".
Version 2: I haven't been posting much but in this case I had to because YOU are
referring to a magnificent early Bruce song that has initiated almost as many debates as
the song "Backstreets".
Version 3: I haven't been posting much but in THIS case I had to because you are
referring to a magnificent early Bruce song that has initiated almost as many debates as
the song "Backstreets".
Answer Choices:
The author felt obligated to post.
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The author felt obligated to post to a particular person.
The author felt obligated to post because of a particular event.

Email 4:
Version 1: I really don't think Bruce & Co would put out a DVD and not put on EXTRA
songs from the HBO special...why would you buy the DVD if you already have a tape of
the HBO special?
Version 2: I really don't think Bruce & Co would put out a DVD and not put on extra
SONGS from the HBO special...why would you buy the DVD if you already have a tape
of the HBO special?
Version 3: I really don't think Bruce & Co would put out a DVD and NOT put on extra
songs from the HBO special...why would you buy the DVD if you already have a tape of
the HBO special?
Answer Choices:
The author thinks there will be songs on the DVD that were not on the special.
The author thinks the DVD extras will include songs, not just interviews.
The author thinks the DVD would not have been created if it didn't have extra songs.

Email 5:
Version 1: I can still like Bruce in light of this, as I've said, and in my "old age" maybe I
can even admit that not ALL of American capitalism is bad (God Bless me!) Its am
imperfect world, and although we all try to be perfect, in the meantime, we gotta work
with what we got.
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Version 2: I can still like Bruce in light of this, as I've said, and in my "old age" maybe I
can even admit that not all of AMERICAN capitalism is bad (God Bless me!) Its am
imperfect world, and although we all try to be perfect, in the meantime, we gotta work
with what we got.
Version 3: I can still like Bruce in light of this, as I've said, and in my "old age" maybe I
can even admit that not all of American capitalism is BAD (God Bless me!) Its am
imperfect world, and although we all try to be perfect, in the meantime, we gotta work
with what we got.
Answer Choices:
Not all of capitalism bad but some of it is.
Not all of American capitalism is not bad, but it is for other countries.
Not all of capitalism is bad; some is good.

Email 6:
Version 1: He's not just some intellectual air guy. He has Venus in Scorpio (also in his
fifth house of performing) exactly square his Mars in Leo! That is a FRIGHTENING
amount of passion, energy and sexuality. It couldn't be any more intense. Squares
indicate conflict, but they also propel the native to action. Most people know that
Scorpio is the sign of sex. Leo (Bill Clinton is a Leo, let's leave it at that) is a natural
ruler, comfortable in the spotlight.
Version 2: He's not just some intellectual air guy. He has Venus in Scorpio (also in his
fifth house of performing) exactly square his Mars in Leo! That is a frightening amount
of PASSION, energy and sexuality. It couldn't be any more intense. Squares indicate
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conflict, but they also propel the native to action. Most people know that Scorpio is the
sign of sex. Leo (Bill Clinton is a Leo, let's leave it at that) is a natural ruler, comfortable
in the spotlight.
Version 3: He's not just some intellectual air guy. He has Venus in Scorpio (also in his
fifth house of performing) exactly square his Mars in Leo! That is a frightening amount
of passion, energy AND sexuality. It couldn't be any more intense. Squares indicate
conflict, but they also propel the native to action. Most people know that Scorpio is the
sign of sex. Leo (Bill Clinton is a Leo, let's leave it at that) is a natural ruler, comfortable
in the spotlight.
Answer Choices:
The author is shocked by the amount of feeling the performer projects.
The author is shocked by the amount of passion, specifically, that the performer projects.
The author is shocked that the performer can project all three emotions at the same time.

Email 7:
Version 1: As for not including everything in this collection, everyone knows that the
best ALWAYS send you away wanting more, hence the 'teaser'. Personally, I was
emotionally drained after watching both discs and couldn't have taken much more.
Version 2: As for not including everything in this collection, EVERYONE knows that the
best always send you away wanting more, hence the 'teaser'. Personally, I was
emotionally drained after watching both discs and couldn't have taken much more.
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Version 3: As for not including everything in this collection, everyone knows that the
BEST always send you away wanting more, hence the 'teaser'. Personally, I was
emotionally drained after watching both discs and couldn't have taken much more.
Answer Choices:
The best performers build in teasers to their discs.
Nobody would expect a teaser to be lacking on the disc.
You can tell the performer is the best at what he does because he has a teaser on his disc.

Group 4: Emails with emoticons
Email 1:
Version 1: While on the topic of hearing things backwards, is it true that if you play
"American Skin" backwards, you'll hear Bruce give his top ten tips for improving your
bowling score? :-)
Version 2: While on the topic of hearing things backwards, is it true that if you play
"American Skin" backwards, you'll hear Bruce give his top ten tips for improving your
bowling score? :-(
Version 3: While on the topic of hearing things backwards, is it true that if you play
"American Skin" backwards :-(, you'll hear Bruce give his top ten tips for improving your
bowling score?
Version 4: While on the topic of hearing things backwards, is it true that if you play
"American Skin" backwards :-), you'll hear Bruce give his top ten tips for improving your
bowling score?
Answer Choices:
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The author likes the idea that he might hear bowling tips.
The author dislikes the idea that he might hear bowling tips.
The author likes the idea of hearing the song backwards.
The author dislikes the idea of hearing the song backwards.
The author has no emotion about this topic.

Email 2:
Version 1: As for the whole "Anthology"..any time I can hear Bruce's music and listen to
Bruce's words and actually see Bruce-which is always a treat for this red-blooded Jersey
girl :-) -at the same time..well that's alright with me.
Version 2: As for the whole "Anthology"..any time I can hear Bruce's music and listen to
Bruce's words and actually see Bruce-which is always a treat for this red-blooded Jersey
girl :-( -at the same time..well that's alright with me.
Version 3: As for the whole "Anthology" :-(..any time I can hear Bruce's music and listen
to Bruce's words and actually see Bruce-which is always a treat for this red-blooded
Jersey girl -at the same time..well that's alright with me.
Version 4: As for the whole "Anthology" :-)..any time I can hear Bruce's music and listen
to Bruce's words and actually see Bruce-which is always a treat for this red-blooded
Jersey girl -at the same time..well that's alright with me.
Answer Choices:
The author likes to listen to Bruce's music.
The author dislikes listening to Bruce's music.
The author likes the "Anthology."
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The author dislikes the "Anthology."
The author has no emotion about this topic.

Email 3:
Version 1: I think the quality/quantity of other Bruce sites compared to that of Mr.
Burgar's (omg...the irony of it!) is proof enough.........:-)
Version 2: I think the quality/quantity of other Bruce sites compared to that of
Mr.Burgar's (omg...the irony of it!) is proof enough.........:-(
Version 3: I think the quality/quantity :-) of other Bruce sites compared to that of Mr.
Burgar's (omg...the irony of it!) is proof enough.........
Version 4: I think the quality/quantity :-( of other Bruce sites compared to that of Mr.
Burgar's (omg...the irony of it!) is proof enough.........
Answer Choices:
The author likes the quality and quantity of Bruce sites.
The author dislikes the quality and quantity of Bruce sites.
The author likes Mr. Burgar's site.
The author dislikes Mr. Burgar's site.
The author has no emotion about this topic.

Email 4:
Version 1: Seeing the "official" list for the cd, I withdraw whatever reservation I had in
the other post, (especially "Jungleland") and it will remain to be seen if the DVD is just
some more "short shorts"

:-) or the something that will keep me warm in the winter too.
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Version 2: Seeing the "official" list for the cd, I withdraw whatever reservation I had in
the other post, (especially "Jungleland") and it will remain to be seen if the DVD is just
some more "short shorts"

:-( or the something that will keep me warm in the winter too.

Version 3: Seeing the "official" list for the cd :-( , I withdraw whatever reservation I had
in the other post, (especially "Jungleland") and it will remain to be seen if the DVD is just
some more "short shorts" or the something that will keep me warm in the winter too.
Version 4: Seeing the "official" list for the cd :-) , I withdraw whatever reservation I had
in the other post, (especially "Jungleland") and it will remain to be seen if the DVD is just
some more "short shorts" or the something that will keep me warm in the winter too.
Answer Choices:
The author likes "short shorts."
The author dislikes "short shorts."
The author likes the official CD list.
The author dislikes the official CD list.
The author has no emotion about this topic.

Email 5:
Version 1: Does anyone know yet which songs are from which dates? In particular I'm
hoping Out In The Street is from July 1, because I was behind the stage that night (sec 66
row G seat 7) and when Bruce "visited" us, so to speak, I could swear that he pointed
directly at me! :-(
Version 2: Does anyone know yet which songs are from which dates? In particular I'm
hoping Out In The Street is from July 1, because I was behind the stage that night (sec 66
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row G seat 7) and when Bruce "visited" us, so to speak, I could swear that he pointed
directly at me! :-)
Version 3: Does anyone know yet which songs are from which dates? In particular I'm
hoping Out In The Street :-( is from July 1, because I was behind the stage that night (sec
66 row G seat 7) and when Bruce "visited" us, so to speak, I could swear that he pointed
directly at me!
Version 4: Does anyone know yet which songs are from which dates? In particular I'm
hoping Out In The Street :-) is from July 1, because I was behind the stage that night (sec
66 row G seat 7) and when Bruce "visited" us, so to speak, I could swear that he pointed
directly at me!
Answer Choices:
The author likes the idea that Bruce might have pointed at him.
The author dislikes the idea that Bruce might have pointed at him.
The author likes the song "Out In The Street."
The author dislikes the song "Out In The Street."
The author has no emotion about this topic.

Email 6:
Version 1: What did you expect me to ask for? I am the Coinboy, after all... :-)
Version 2: What did you expect me to ask for? I am the Coinboy, after all... :-(
Version 3: What did you expect me to ask for? :-) I am the Coinboy, after all...
Version 4: What did you expect me to ask for? :-( I am the Coinboy, after all...
Answer Choices:
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The author likes being the Coinboy.
The author dislikes being the Coinboy.
The author is joking about what he was expected to ask for.
The author is disappointed about what he was expected to ask for.
The author has no emotion about this topic.

Email 7:
Version 1: I recently bid on a couple of items on Ebay. I was not the high bidder :-(, but
it was interesting to see what the two items went for.
Version 2: I recently bid on a couple of items on Ebay. I was not the high bidder :-), but
it was interesting to see what the two items went for.
Version 3: I recently bid on a couple of items on Ebay :-(. I was not the high bidder, but
it was interesting to see what the two items went for.
Version 4: I recently bid on a couple of items on Ebay :-). I was not the high bidder, but
it was interesting to see what the two items went for.
Answer Choices:
The author is upset that he was not the high bidder.
The author is glad he was not the high bidder.
The author enjoys using Ebay.
The author does not enjoy using Ebay.
The author has no emotion about this topic.

Group 5: Emails with repeating exclamation points or question marks
163	
  
	
  

	
  
Email 1:
Version 1: This past sunday there was a free concert in NYC central park...the headliner
was LIVING COLOR!!!
Version 2: This past sunday there was a free concert in NYC central park...the headliner
was LIVING COLOR???
Answer Choices:
The author likes the band LIVING COLOR.
The author dislikes the band LIVING COLOR.
The author has no emotion regarding the band LIVING COLOR.

Email 2:
Version 1: They played all there old stuff with a new electronica twist to it...but the best
part was the closing tune..."41 Shots"!!!!!!!
Version 2: They played all there old stuff with a new electronica twist to it...but the best
part was the closing tune..."41 Shots"???????
Answer Choices:
The author likes the song "41 Shots."
The author dislikes the song "41 Shots."
The author has no emotion regarding the song "41 Shots."

Email 3:
Version 1: Thanks for everything Bruce! You're the hardest working man in show
business!!!
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Version 2: Thanks for everything Bruce! You're the hardest working man in show
business???
Answer Choices:
The author believes Bruce is hard-working.
The author does not believe Bruce is hard-working.
The author has no opinion as to whether Bruce works hard or not.

Email 4:
Version 1: Now Pearl Jam goes and puts together a press release about their DVD. Oh
Christ do they make Bruce look like sh*t. 28 songs all pieced together from various parts
of the tour so the band could make their ultimate tour set list??
Version 2: Now Pearl Jam goes and puts together a press release about their DVD. Oh
Christ do they make Bruce look like sh*t. 28 songs all pieced together from various parts
of the tour so the band could make their ultimate tour set list!!
Answer Choices:
The author is upset at the set list.
The author is excited about the set list.
The author has no emotion about the set list.

Email 5:
Version 1: Bruce dedicated Seaside Bar Song to Dominick Santana, owner of the Stone
Pony. I never thought I'd see the day when he played both Thundercrack and Seaside Bar
Song in the same show???
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Version 2: Bruce dedicated Seaside Bar Song to Dominick Santana, owner of the Stone
Pony. I never thought I'd see the day when he played BOTH Thundercrack AND Seaside
Bar Song in the same show!!!
Answer Choices:
The author likes the fact that Bruce played both songs.
The author dislikes the fact that Bruce played both songs.
The author has no emotion regarding Bruce playing both songs.
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Appendix G
Computer-Administered Questionnaire used in Experiment 7

Frame 1
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Frame 2 (Presented one of 37 emails and corresponding interpretations)
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Frame 3
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Appendix H
Computer-Administered Questionnaire used in Experiment 8

Frame 1
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Frame 2 (presenting four

	
  
different MP3 files)

Frame 3
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