By applying a machine learning algorithm to extrapolations and the numerical differentiations, we propose a method to obtain a continuous magnetization curve out of discrete energy data. It gives an expression for the spin gap, which converges faster to the thermodynamic limit. We check its validity for an exactly solvable one-dimensional spin model and apply it to the kagome antiferromagnet. Results of the kagome antiferromagnet obtained by the exact-diagonalization data up to 30 sites were comparable to the DMRG results for the 132 sites.
Introduction. Numerical tools for data analyses have been developed in order to extract information as much as possible. Nowadays, it has become possible to work with big data easily thanks to a rapid development of data science. Physicists are now importing algorithms from information science, including the Bayesian inference [1, 2] and the machine learning [3, 4] . The latter, particularly the deep-net learning algorithm, is now applied to analyses of various physical systems [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , and has been recognized as a powerful tool.
We shed a light on another application of the machine learning, which is based on the Bayesian inference and the kernel method. Harada [17] introduced it for parameter estimation in the finite-size scaling analysis of critical phenomena. It automatically finds the critical point and exponents out of finitesize data without assuming the form of the scaling function. It is becoming a general tool for the scaling analyses [18] [19] [20] [21] [22] [23] . Nakamura [23] applied the method to the evaluation of model functions of physical quantities directly from raw simulation data. The model functions are continuous and analytically differentiable. We can utilize them for further analyses such as estimating the specific heat from energy data by algebraic temperature differentiation. We determined [23] the critical temperature as the singular point that cannot be modeled by a smooth function. Its accuracy was within six digits of the exact value for the two-dimensional Ising model [23] .
In this Letter, we analyze the magnetization profile of antiferromagnetic (AF) quantum spin systems as our working field, although the method is applicable to general problems. The magnetization process has been investigated to access the exotic ground state in the quantum spin systems both experimentally [24] [25] [26] and theoretically [27] [28] [29] . We may identify a magnetic phase and estimate the spin gap out of the magnetization curve. By comparing numerical results for the curve with experimental results, we may estimate physical constants in magnetic materials.
In order to find the magnetization curve in the ground state numerically, we evaluate the ground state energy E(M ) in each total magnetization subspace with M = i S z i . The relation between the magnetization and the magnetic field H is given by
This differentiation has been mostly estimated by the difference
. We then plot M against H(M ) to obtain a magnetization curve. It typically exhibits a stepwise behavior when the system size is small. It is very hard to determine the existence of a magnetic plateau from such results. The density-matrix renormalization group (DMRG) method is a good choice to increase the system size in low-dimensional systems. The differentiation, however, is still performed by the difference in most cases. This situation is common in various data analyses performed up to the present.
In this Letter, we extend the use of the kernel method to the data extrapolations. Empowered by the analytic differentiation of the model function, we acquire a useful tool to study the magnetization process precisely in a style completely different from the conventional one.
Method. Let us briefly explain the kernel method [3, 4, 17] . We try to obtain a model function for data (x i , y i , δy i ), where i = 1, 2, · · · , d is the data index, and δy i denotes the error of datum y i , e.g. a Monte Carlo error. The point is to use a Gaussian kernel function K(x i , x j ) for x i = x j as
where θ 1 , θ 2 and θ 3 are hyperparameters. A d-dimensional covariance matrix C is defined as
The hyperparameters θ 1 , θ 2 and θ 3 are fixed by maximizing the log-likelihood function,
where |C| denotes the determinant of C. This maximization problem is solved by using a numerical package [30] such as the conjugate-gradient method or the downhill simplex method. By using the obtained hyperparameters, we have a continuous and generally nonlinear model function for arbitrary x as
This function consists of data {y j } with their weights given by the Gaussian kernel function. It is analytically differentiable in any order because x only appears in K(x, x i ). In the following, we explain our specific method of analyzing the magnetization curve of the S = 1/2 AF ∆-chain model [31] [32] [33] [34] . This is a frustrated magnetic system with the exact single-dimer ground state. A finite spin gap opens above the ground state. Its experimental realization was also reported by Kikuchi et al. [34] . The lattice shape is depicted in the inset of Fig. 1(a) . We expect to observe a 1/2-plateau in the magnetization curve, where a singlet dimer and a triplet dimer sit in an alternating order. However, the existence of the magnetic plateau is unclear if we evaluate the magnetization curve by the difference as shown in Fig. 1(b) .
We calculated the ground-state energy by the exactdiagonalization method on a system with 30 spins. They are plotted in Fig. 1(a) by open circles. When the magnetic plateau exists in a magnetization curve, H(M ) of Eq. (1) jumps at M = M p , where M p denotes the plateau magnetization. The ground-state energy therefore should exhibit a sudden change of slope at the plateau point (M p , E p ). Because of this, we cannot model the ground-state energy data (M i , E i ) by one smooth function that straddles the plateau point. We first fix the location of the plateau point by the kernel method as unknown parameters. This algorithm is the same as the one with which we estimated [23] the critical temperature out of the raw data of the energy and the magnetization. The critical temperature was fixed as the exclusion point that cannot be modeled by one smooth function.
We thus split the energy data set into the high-field region and the low-field region by the plateau point (M p , E p ), which are now unknown parameters. We set d h pieces of points (x i , y i ) from the data in the high-field region as
for i = 1, 2, · · · , d h , where M s is the saturation value of the magnetization and N is the spin number. The key of the present algorithm is to introduce additional data points (x i+d h , y i+d h ) as the mirror data with respect to the plateau point, namely,
for i = 1, 2, · · · , d h . Using 2d h data points in Eqs. (6) and (7), we evaluate the log-likelihood function in the high-field region. The log-likelihood function in the low-field region is also evaluated by applying the same procedure to 2d ℓ data points, where d ℓ is the number of data points in the low-field region.
If the location of the plateau point was correct, the original data set and the mirror data set smoothly connect with each other. Accordingly, both data sets are modeled by one smooth function and the log-likelihood function takes a maximum value. We also introduced the mirror data because the quality of modeling is generally poorer near the edges of data series. Since the magnetic plateau exists at one edge of the data series for the high-field region as well as the one for the low-field region, the numerical precision of the derivative of the model function at the plateau point can deteriorate much. The introduction of the mirror data solves this problem by making an edge the mid point.
We maximize the sum of the two log-likelihood functions with respect to (M p , E p ) as well as the hyperparameters for both regions. We evaluate two model functions of E(M ) and their derivative H(M ) by using the original data, the mirror data, and the inferred plateau point. We find a model function for each region in the form of an odd function with respect to the plateau point, which produces a precise estimate of
In the example of Fig. 1(a) , we chose the initial value of M p /M s randomly between 0.4 and 0.6 and that of E p randomly from the corresponding range. We tried this procedures 400 times and took the average of 40 model functions that gave the best log-likelihood functions. We thus estimated the plateau magnetization at M p /M s = 0.50134(1), which is consistent with the 1/2-plateau. Two model functions of E(M ) are plotted in Fig. 1(a) , and the magnetization curve is plotted in Fig. 1(b) . The existence of the 1/2-plateau is clear.
Incidentally, we observe fluctuations near M = 0 and 1. This is again because the quality of modeling is poorer near the edges of data series. In order to solve this problem, we performed additional modeling procedures restricting the data near M = 0 and 1 and introducing the mirror data. Namely, we set M p = 0 (1) as prior information and discarded the data of M/M s > 0.4 (< 0.6). The results are plotted in Fig. 1(b) . Fluctuations disappeared, and the additional curves smoothly connect to the original one.
Results. We first checked the present method in a onedimensional dimerized AF XY model, where the interaction bond alternates as (1 + δ) and (1 − δ). The lattice shape is depicted in the inset of Fig. 2 . The exact expression for the magnetization curve was obtained by Okamoto [35] . Our results for the magnetization curve are plotted in Fig. 2 . They are consistent with the exact ones except for the very vicinity of the gapless point (H, M ) = (0, 0). In this inference, we gave the value of M p = 0 as prior information to the kernel method and searched E p .
Next, we applied our method to the S = 1/2 kagome antiferromagnet. This model has been investigated intensively for a long time, particularly regarding the issues of the magnetization process [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] and the spin gap [48] [49] [50] [51] [52] [53] [54] . We calculated the ground-state energy for finite lattices with 24, 27, and 30 spins as shown in the insets of Fig. 3(a) , out of which we used data for N = 27 and 30 together. The magnetization curve is shown in Fig. 3(b) . Here, we gave five values of M p as prior information and performed the kernel method for each value independently. The magnetization curves connect with each other smoothly. They are consistent with the one obtained by the DMRG calculation [43] with 132 spins. A jump at the high-field edge of the 5/9-plateau is also reproduced, although the locations of some of the plateau edges differ presumably owing to finite-size effects.
The magnetization curve begins at H(0) = 0.105 in Fig. 3(b) , which corresponds to the spin gap in the thermodynamic limit. Thus, we can alternatively define the spin gap by H(0), which converges to the thermodynamic limit differently from the original definition, E(1) − E(0). We can estimate the spin gap by H(0) even when N is an odd number, although the subspace M = 0 does not exit and E(0) cannot be defined in the conventional definition. As was done in Fig. 3(b) , we may mix data of different sizes to obtain a model function. For the size extrapolation, we define an effective system size N eff by the intervals between neighboring data points in Fig. 3(a) in the form
where we only counted a larger interval of the two. We also discarded high-field data in the range M > 0.6M s for this gap estimation. The effective-size dependence of the spin gap is shown in Fig. 4(a) . We extrapolated the thermodynamic limit under the same procedure as we searched the plateau point using the mirror data. The estimated value 0.047 (2) previous estimates, 0.22 [31, 32] and 0.2192 [33] . That for the dimerized AF XY model is also consistent with the exact value, which equals to δ. The spin gap estimated by using the data of H(0) is always smaller than the original definition, because E(M ) is a convex function. Since we can use two different data series converging to the same point, the accuracy of the extrapolation improves much. We also note that the data of H(0) mostly converge faster to the thermodynamic limit than the data of E(1) − E(0).
Summary and Discussion. We applied a machine learning algorithm known as the kernel method to the investigation of the magnetic process. Working with a model function of raw data much helped the data analyses, particularly the numerical differentiation and the data extrapolation. These are the analyses most frequently performed in both theoretical and experimental studies. The present method has the potential to replace the conventional ones.
A comment is in order. As is always the case with the machine learning [3, 4] , it is very important to avoid the over learning. When it occurs, the kernel method tries to model the data strictly, ignoring the trend of the whole data. In such cases, we first apply the cross validation, where we randomly select (d − 1) pieces of data out of d and searched the parameters. The parameters are validated with another choice of (d − 1) pieces of data. Then, we take the average over results that yielded the best likelihood values. In the present analyses of the spin-gap extrapolations, we selected 200 results out of 400. If the over learning is not solved by the cross validation, we need to increase the value of δy i . This situation occurred when we mixed the data of different sizes in the kagome antiferromagnet. In order to ignore small size corrections among data of different sizes, we needed to set δy i to order of 10 −4 , while it was set to 10 −6 in most cases. We believe that applications of the present method to the DMRG data are very promising. The accuracy of machine learning improves generally when a number of data increases.
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