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1. INTRODUCTION
The nuclear plant licensing procedure has tradition-
ally employed an evaluation model using thermal/hy-
draulic analyses to ensure that the safety limits are not 
exceeded. This evaluation method, however, with its 
deliberate conservatism and unphysical assumptions, of-
ten results in unrealistic predictions. Little information 
concerning the physical process during an accident is ob-
tained by this method. Another approach is to develop a 
code with physical models intended to predict all the rel-
evant processes realistically. The best-estimate calcula-
tions, without any biases, can then be applied to describe 
the physical behavior realistically without any individual 
conservative assumptions. The realistic analysis also al-
lows for the development of effective accident manage-
ment measures. The best-estimate approach, however, is 
required to provide uncertainties accompanied with the 
calculations. Through an uncertainty analysis, the limi-
tation of the models and methodology employed by the 
system code can be enveloped, and a more precise evalu-
ation of the safety margins can be attained. The safety 
margin can then also be applied to the extension of the 
nuclear capacity for a more economical operation of the 
plant.
Three major sources of uncertainty are mentioned in 
Annex II of the IAEA guidance Accident Analyses for 
Nuclear Power Plants [1]. They are i) code or model un-
certainty, ii) representation or ‘simulation uncertainty’, 
and iii) plant uncertainty. A more detailed classification 
of the uncertainties can be found in reference [1].
Several approaches for quantifying the uncertainties 
in the best-estimate calculations are proposed. In an ef-
fort to compare the different methods, the CSNI (PWG2) 
supported an uncertainty method study (UMS)[2]. The 
methods may be divided into three groups based on their 
basic principles. The uncertainty method which is based 
on accuracy extrapolation (UMAE), developed by the 
University of Pisa, extrapolates the accuracy of the pre-
dictions from a set of integral experiments to the reac-
tor simulation. In the AEA Technology method, the un-
certainties are characterized by a reasonable uncertainty 
range, and this range is combined with a bounding anal-
ysis. Other methodologies by GRS, IPSN, and ENUSA 
are based on a subjective probability distribution of the 
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2.  MODEL DESCRIPTION
2.1 MARS-KS Nodalization
The APR1400 system was modeled using one-dimen-
sional components, as shown in figure 1. The thermal and 
electric powers are 4,000MWt and 1,450 MWe, respec-
tively. A total of 284 hydraulic volumes and 382 junctions, 
as well as 427 heat structure nodes, were modeled. The 
upper plenum guide tubes are modeled as a pipe connect-
ing the upper head and core outlet space. The reactor core 
flow path is made up of two vertical pipes representing 
the average core channel and hot channel, respectively. 
The average core channel is a summation of 240 fuel as-
semblies, and the hot channel represents a single fuel rod. 
The number of nodes for the vertical core channel is 20. 
The core downcomer is divided into six pipes connect-
ed by lateral junctions. Ten vertical nodes are designed 
for the downcomer pipes. The direct vessel injection line 
is connected to the downcomer pipe node at 2.1 m above 
the cold leg connection. The flow rate control function of 
the fluidic device is equivalently modeled using a combi-
nation of the valve and trip logic. It is assumed that only 
two emergency pumps are working during the LBLOCA 
scenario. The emergency core cooling water injection 
uncertainties and the combination of these uncertainties, 
by a random sampling for the uncertain input parameters 
in the space defined by the uncertainty ranges [3].
In this study, uncertainty quantifications are per-
formed for a PWR plant LBLOCA accident by identify-
ing the uncertain models and data, and then quantifying 
and combining the uncertain parameters. An extensive 
number of cases were prepared based on the uncertain 
parameter combinations. The calculations based on the 
Monte-Carlo method are performed using the MARS 
code [4]. The MARS code was developed from the RE-
LAP5/MOD3 code [5]. The COBRA-TF code was unified 
into the MARS code, allowing for a three-dimensional 
calculation for mainly the core region [6]. Three-dimen-
sional kinetics and a containment analysis can also be 
carried out using the MASTER code and CONTAIN 
code, implemented as dynamic libraries of MARS code 
[7][8]. The supported platforms are currently MS Win-
dows and Linux. The MARS code has its own GUI in the 
Windows version. For the present study, the 1-D module, 
which basically originates from RELAP5/MOD3, is uti-
lized. Uncertainty analyses based on the Wilks’ formula 
are then carried out using the results of the Monte-Carlo 
calculations. An APR-1400 2-loop 4-pump PWR plant is 
modeled as a target plant for the LBLOCA accident.
Fig. 1. Nodalization of APR1400 System used in LBLOCA
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is required during the calculation. The poison reactivity 
worth of boron is assumed to be -8 pcm/ppm so that the 
re-criticality occurrence due to the low temperature of 
core is prevented. In addition, the boron concentration is 
assumed to be 220 ppm in the SIT tanks.
2.2 Initial Conditions
The steady state calculations were performed for a 
500-second simulation time. The transient begins by 
opening the valve that connects the break junction to the 
ambient, and by closing the valve connecting the cold leg. 
Because the core power is one of the uncertainty param-
eters, the end state of the steady preparation calculation 
is different for all runs. Table 1 shows the state at 500 
seconds for the nominal case. In the Table 1 and 2, the 
design data are referenced from the PSAR of the Shin 
Kori 3/4 power plants [16][17].
2.3 Sequence of Events
The calculated sequence of events is presented in ta-
ble 2 and compared with the design data. The calculated 
event times were generally in reasonable quantitative 
agreement with the reference. The SIT injection and core 
reflood timing are delayed as the design reference.
2.4 Uncertainty Quantification Method
In this study, both an uncertainty quantification meth-
od using the Wilks’ formula and the Monte-Carlo method 
are employed. The uncertainty analysis by the Wilks’ for-
mula is based on well-established concepts from prob-
ability and statistics theory [9, 10, 11, 12]. If we want 
a maximum response with a 95% confidence level and 
95% probability, 59 samples are required in the case of 
the first order of Wilks’ formula.
by the intact pump actuation is connected at the break 
and opposite peripheral locations in the downcomer. The 
connection nodalization of the safety injection system is 
shown in figure 2.
The break condition is assumed as a double-ended 
guillotine break. The break junction is modeled as a valve 
closed at the break initiation. 
No credit is assigned to the scram reactivity table af-
ter the LOCA initiation. Because of the successive run 
of steady and transient calculations, the bias reactivity 
Fig. 2. Connection Nodalization of APR1400 Reactor Core and 
SI Components
Results MARS-KS Design1
reactor power [MWt] 3,983.0 (100%) 4062.66 (102%)
decay heat model ANS79 ANS73x1.2
RCS pump flow [kg/s] 5,249 5,250
core flow [kg/s] 20,361.4 20,361
primary pressure [MPa] 15.5137 15.5169
core inlet temperature [K] 568.0 563.6
core outlet temperature [K] 601.3 597.4
upper head temperature [K] 585.2 584.5*
pressurizer level [m] 8.29 8.18*
S/G secondary water inventory [m3] 110,281 110,225*
secondary pressure [MPa] 6.94 6.86*
1: design values are referenced from the PSAR report about Shin Kori 3/4
*: result of RELAP5/MOD3.3
Table 1. Steady Run Result for the Nominal Case
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Another way to find the 95% tolerance limit is the 
Monte-Carlo method, where an extended number of cal-
culations are performed by varying the uncertainty pa-
rameters over a reasonable range. Normal distributions 
are assumed for the most uncertain parameters. The 
range would be [-1.96σ, 1.96σ] if a specific parameter 
is expected to have a normal distribution. The symbol  σ 
means the standard deviation.  
The uncertainty quantification process starts from the 
establishment of uncertain input parameters. A previous 
CSAU PIRT ranking was utilized to select the important 
key parameters [9]. Input parameters related to the PIRT 
phenomena were chosen. The uncertainty range and dis-
tribution of each input parameter associated with phe-
nomena are listed in Table 3. Most of them were taken 
from the literature, such as the CSAU report [13][14], 
RELAP5 models, and a correlation manual [5]. Among 
them, 4 parameters have been assumed as having a uni-
form distribution because they have no information to 
enable us to guess an adequate distribution.
For each run, a random value for the bias of the un-
certainty parameter was sampled from its distribution. 
For a uniform distribution, the minimum and maximum 
values are the boundaries of the sampling. For a normal 
distribution, the sampling boundaries were truncated at 
The required number of cases are 93 and 124 for the 
second and third order Wilks’ formula, respectively, with 
the same values of probability and confidence level. In 
other words, the formula tells us that if we perform 59 
calculations, the highest outcome is within the upper 5% 
range with at least a 95% confidence level. For the sec-
ond order case, the second highest response value is the 
highest outcome within the upper 5% range with at least 
a 95% confidence level.
Events MARS-KS Design2
LOCA initiation 0.0 (500.0) 0.0
SIT injection 18.0 13.4
core reflood begins ~46 ~34
fluidic device work 44.1 -
SIP initiation 54.2 -
SIT flow ends 176 196.5
Table 2. LBLOCA Scenario for the Nominal Case
2:  design values are referenced from the PSAR report about 
Shin Kori 3/4
No Parameter (xi) Associated phenomenon Distribution Mean Range ± 1.96 σ
1 Gap conductance Gap conductance Normal 0.95 0.4~1.5
2 Fuel thermal conductivity Stored Energy Uniform 1 0.847~1.153
3 Core power stored energy Normal 1 0.98~1.02
4 Decay Heat Decay Heat Normal 1 0.934~1.066
5 Groeneveld-CHF Rewet Normal 0.985 0.17~1.8
6 Chen nucleate boiling HTC Reflood heat transfer Normal 0.995 0.53~1.46
7 Transition boiling Rewet Normal 1 0.54~1.46
8 Dittus-Boelter liquid HTC Reflood heat transfer Normal 0.998 0.606~1.39
9 Dittus-Boelter vapor HTC Reflood heat transfer Normal 0.998 0.606~1.39
10 Film boiling heat transfer Reflood heat transfer Normal 1.004 0.428~1.58
11 Break CD Critical Flow Normal 0.947 0.729~1.165
12 pump two phase head multiplier pump two phase performance Uniform 0.5 0.0 ~ 1.0
13 pump two phase torque multiplier pump two phase performance Uniform 0.5 0.0 ~ 1.0
14 SIT actuation pressure Reflood Normal 4.245 4.03~4.46
15 SIT water inventory Reflood Normal 49.94 45.31~54.57
16 SIT water temp. Reflood Uniform 308.0 294.11~321.89
17 SIT loss coefficient Reflood Normal 18 10.8~25.2
18 HPSI water temp. Reflood Uniform 302.5 283.0~321.89
Table 3. The Uncertainty Range and Distribution of Each Input Parameter 
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3.  CALCULATION RESULTS
Wilks’ formula at the first order was used to obtain 
the 95%/95% tolerance limit value. A set of 59 peak clad 
temperature history samples is required according to this 
formula. To obtain a 95%/95% tolerance limit value of 
the peak clad temperature, each single value is aligned 
in increasing order: Y(1)<Y(2)…….<Y(58)<Y(59). Ac-
cording to Wilk’s first-order formula, the bottom toler-
ance limit value is Y(1), and the upper value is Y(59). 
Figure 4 shows the final results of the limit value com-
pared with 3,500 sample Monte-Carlo 95% confidence 
level for every time step. It shows the applicability for the 
Wilks’ approach to an LBLOCA. However, the statistical 
variation is inevitable with a low number of calculations, 
and it is worth comparing the exact 95% probability of 
the upper value using the Monte-Carlo method. Near the 
150 second, it looks like that the 95% confidence result 
the mean ±1.96σ. No dependencies between parameters 
were considered in the sampling since it was impossible 
to find the existing dependencies or correlation between 
the parameters.
Owing to the high CPU cost of a direct Monte-Carlo 
calculation, a limited number of combinations of input 
parameters were inevitable. It is a common practice that 
95%-95% unilateral tolerance level be determined using 
a limited number of calculations with the Wilks’ formula. 
Fortunately, contemporary PC speeds and resources have 
enabled the extension of Direct Monte-Carlo to generate 
very large samples (around 3,500 calculations), enabling 
a direct histogram of the values of the output parameter. 
The calculation of a 1500 second APR1400 LBLOCA 
simulation can be done within 2500 CPU seconds with a 
current commercial PC (3 GHz Pentium CPU, Window 
XP). If 3,500 Monte-Carlo calculations are needed, we 
would have to wait 3 months to finish with a single PC. 
Fortunately, the PC resources are enough to utilize the 
calculations simultaneously. Master and client PC sys-
tems with the aid of the MOSAIQUE program [15] are 
an ideal environment for these Monte-Carlo calculations. 
The calculations have been performed with 14 client PCs. 
3,500 input files with random sampling were generated 
by utilizing an automatic input generator module of the 
MOSAIQUE program. All cases were loaded into the cli-
ent PC system as a batch job, and were expected to be 
finished within 10 days. The 3,500 output files obtained 
contained the time trends of the key parameters, such as 
the clad temperature, pressure, and so on. Among the key 
single-valued outputs, the peak cladding temperatures 
were obtained by the output file processor. The post-pro-
cessor was designed to sort out the failed cases and dis-
card them. Figure 3 shows the overall calculation scheme 
with client PCs and MOSAIQUE work bench. No fail 
or discard cases were detected, and 3,500 success cases 
were used for statistical treatment.
Fig. 3. Diagram of Monte-Carlo Calculation System and Data Process
Fig. 4. Comparison of Peak Cladding Temperature with 
Respect to the Quantification Methods
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From the 3,500 cases, the Wilks’ formula was applied 
a total of 1,000 and 5,000 times to find the number of 
cases where the predictions by the Wilks’ formula are 
lower than the true 95th percentile value suggested by 
the Monte-Carlo Method. The test results are shown in 
Table 4. As shown in this table, out of 1,000 applications 
of the first-order Wilks’ formula, 50 cases were found to 
under-predict the 95th percentile PCT. The under-pre-
diction cases, however, are seen to converge to ~5% as 
the number of Wilks’ formula trials is increased to 5,000, 
confirming the expected confidence level of the method.
The probability density functions of blowdown and 
reflood PCT are presented in Figures 8 and 9. They were 
plotted by counting the occurrence numbers within each 
10 degree window of temperature. In the case of the re-
flood phase, the distribution is quite non-normal. It is in-
teresting to note that there is one major peak at ~820K 
and another minor peak at ~1070K. Owing to this con-
figuration, the major peak value does not represent the 
mean value, falling about 110K below the mean value. In 
come closer to the nominal one. The peak temperature of 
the nominal case appears at that time by chance. Because 
each point of the 95% confidence results have no se-
quence of cause and effect, the affinity of values between 
the Monte-Carlo 95% confidence result and the nominal 
case  has only a statistical meaning but no phenomeno-
logical reality.
Figure 5 shows that the mean and the 95% upper 
PCTs in the Monte-Carlo iterations converge after 3,500 
calculations. The 95% upper limit value was obtained by 
a direct counting of the aligned PCT values at the 95% 
population level. According to the first-order Wilks’ for-
mula, the 95%-95% unilateral tolerance limit values can 
be considered as the highest value within 59 sample data. 
Using the second-order Wilks’ formula, the value will 
be the second highest value within 93 sample data. For 
the third-order, 124 samples are needed. The Wilks’ first-
order upper limit was evaluated for all 59 samples, the 
second-order was evaluated for all 93 samples, and so on. 
These values were compared with the actual 95% upper 
value during the Monte-Carlo histories.
 Figures 6 and 7 represent the trends of a blowdown 
and reflood PCTs with respect to the number of calcula-
tions. These results show that the 95% upper limit value 
can be obtained using the Wilks’ formula at the 95% con-
fidence level, although we have to endure a 5% risk of 
PCT under-prediction. As shown in the figures, the statis-
tical fluctuation of the limit value using Wilks’ first-order 
is as large as the PCT uncertainty itself. The fluctuation 
can be diminished significantly by increasing the order of 
the Wilks’ formula. The results for a total of 100 trials are 
shown for the first-, second, and third-order Wilks’ for-
mulae. All samples are randomly selected from the 3,500 
calculations. If it is second order sets, the 124 random 
sampling of case is repeated 100 times from 3,500 cal-
culations.
When the number of trials for the Wilks’ formula is 
increased, the confidence level (95%) can be examined. 
Fig. 5. Trends of 95% Upper Limit of Blowdown and Reflood 
PCT during Monte-Carlo Histories
Fig. 7. Comparisons of 95% Upper Reflood PCTs with Limit 
Value of Wilks’ Formula
Fig. 6. Comparisons of 95% Upper Blowdown PCTs with 
Limit Value of Wilks’ Formula
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sults of the clad temperature, and are considered to be 
the main causes of the two separate peaks. It is noted 
that while the effect is clearly demonstrated by the brute 
force Monte-Carlo method, the bifurcation effect could 
not be handled properly using the conventional response 
surface method. The appearance of two peaks and related 
practical consideration in view of the statistics has re-
cently been surveyed by C.Frepoli, et. al. [18]
4.  CONCLUSION
An analysis of the uncertainty quantification for the 
PWR LBLOCA by the Monte-Carlo calculation has been 
performed and compared with the tolerance level deter-
mined by the Wilks’ formula. The uncertainty range and 
distribution of each input parameter associated with the 
LBLOCA accident were determined based on the PIRT 
results from the BEMUSE project. The Monte-Carlo ex-
ercise shows that the 95% upper limit value can be ob-
tained well with a 95% confidence level by the Wilks’ 
formula, although we have to endure a 5% risk of PCT 
under-prediction. However the statistical fluctuation of 
the limit value using Wilks’ first-order is as large as the 
PCT uncertainty itself. The fluctuation can be diminished 
significantly by increasing the order of the Wilks’ for-
mula, but the second-order formula is insufficient. 
The exact knowledge of the current safety margin is 
as important as the decision of the regulatory satisfac-
tion. The Monte-Carlo method can provide the reliable 
95% limit value, and the identified safety margin can be 
utilized for the power up-rating or ECCS design change. 
The Wilks’ formula approach as an interim of a full Mon-
te-Carlo calculation seems to be reasonable at the present 
computational capability. However, we have to reduce 
the random statistical variation of the sampling with lim-
ited numbers using the Wilks’ formula. To obtain the reli-
able safety margin, it is necessary to increase the order 
of the Wilks’ formula to be higher than the second order. 
The total computational time required for the Monte-Car-
lo Method was within 10 days using 14 dedicated CPUs. 
It is shown that, with the ever increasing computational 
capability, the Monte-Carlo method is therefore acces-
sible for the nuclear power plant safety analysis within a 
realistic time frame.
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