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Abstract
For the singular in phase variables diﬀerential equation
u′′ = f (t,u,u′),
suﬃcient conditions are found for the existence of a solution satisfying the conditions
ϕ(u) = c, u(t) > 0, u′(t) < 0 for t > 0,
where ϕ : C([0,a];R+) → R+ is a continuous nondecreasing functional, c > 0, and a > 0.
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(t,x, y) : t > ,x > , y < 
}
, R+ = [,+∞[,






A continuous function u : R+ → R+ is said to be the Kneser solution of Eq. (.) if it is
twice continuously diﬀerentiable in the interval ],+∞[, and in this interval it satisﬁes the
inequalities
u(t) > , u′(t) < 
and the diﬀerential equation (.).
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In the present paper, we investigate the problem on the existence of a Kneser solution
of Eq. (.) satisfying the condition
ϕ(u) = c, (.)
where ϕ : C([,a];R+)→ R+ is a continuous, nondecreasing functional, a > , and c > .
It is natural to name this problem the nonlinear Kneser problem since it was ﬁrst studied
by Kneser [] in the case where Eq. (.) and condition (.) have the forms
u′′ = f(t,u), (.)
u() = c, (.)
where f : R+ × R+ → R+ is a continuous function. Particularly, in [] it is proved that if
f is a nondecreasing in the second argument function satisfying the local Lipschitz con-
dition in this argument and f(t, ) ≡ , then for an arbitrarily ﬁxed c > , the diﬀerential
equation (.) has a unique Kneser solution satisfying condition (.).
 years later since Kneser’s paper was published, in their study of the problem on the
distribution of electrons in a heavy atom, Fermi [] and Thomas [] had to investigate the
problem analogous to the Kneser one for the concrete second-order diﬀerential equation
u′′ = t–  u  . (.)
In particular, they have proved that Eq. (.) has a unique solution satisfying the boundary
conditions
u() = , lim
t→+∞u(t) = . (.)
It is easy to see that a solution of problem (.), (.) is a Kneser solution of Eq. (.) and
vice versa, a Kneser solution of that equation, satisfying the initial condition
u() = , (.)
is a solution of problem (.), (.). Therefore, problem (.), (.) is equivalent to the
Kneser problem for Eq. (.) with the initial condition (.).
After the papers by Fermi and Thomaswere published,manymathematicians have been
interested in the Kneser-type problems, and such problems have been investigated in de-
tail for a wide class of diﬀerential equations and systems.
Most of the results on the solvability and unique solvability of the Kneser problem
for second-order nonlinear diﬀerential equations, obtained until the beginning of s of
the last century, are reﬂected in the monograph by Sansone []. From further investi-
gations, ﬁrst of all the paper by Hartman and Wintner [], where the Kneser problem
for Eq. (.) was studied in the case when f : R+ × R → R+ is a continuous function,
should be noted. Kiguradze [, ] studied the same problem in the case when the func-
tion f : ], +∞[×R → R has a nonintegrable singularity in the ﬁrst argument at the point
t = .
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The Kneser problem for singular in a time variable higher-order nonlinear diﬀerential
equations ﬁrst was studied by Kiguradze in [], where the optimal conditions are estab-
lished for the solvability of the above-mentioned problem (see, [, Sect. ] as well). Anal-
ogous results were obtained by Kiguradze and Rachůnková [] for the Kneser problem
with a nonlinear initial condition.
Suﬃcient conditions for the solvability of the Kneser-type problems for nonlinear dif-
ferential systems were obtained by Chanturia [], Coﬀman [], Hartman and Wintner
[], Kiguradze and Rachůnková [], and Rachůnková [, ].
In all the above-mentioned works, diﬀerential equations and systems, not having singu-
larities in phase variables, are considered. The Kneser problem for the diﬀerential equa-
tionwith a singularity in one of the phase variables ﬁrst was investigated byKiguradze [].
However, in this paper we consider not the general diﬀerential equation but the Emden-
Fowler type higher-order diﬀerential equation
u(n) = p(t)u–λ.
As for the general diﬀerential equation (.) with singularities in phase variables, for it
the Kneser problem has been practically unstudied so far. The aim of the present paper is
to ﬁll this gap.
In what follows it is assumed that the function f satisﬁes the inequality
g(t)≤ xλ|y|μf (t,x, y)≤ g(t) (.)
in the domainD. Here λ and μ are nonnegative constants, λ+μ > , and gi : ], +∞[→ R+
(i = , ) are continuous functions, not equal identically to zero in an arbitrary neighbor-
hood of +∞, i.e., there exists a sequence of positive numbers (tk)+∞k= such that
lim
k→+∞
tk = +∞, gi(tk) >  (i = , ;k = , , . . .). (.)
Consequently, Eq. (.) has singularities in phase variables since either
lim
x→ f (tk ,x, y) = +∞ for y <  (k = , , . . .)
or
lim
y→ f (tk ,x, y) = +∞ for x >  (k = , , . . .).
Throughout the paper, the following notation and deﬁnitions are used.
ν =  + λ +μ +μ . (.)
C([,a];R) is the Banach space of continuous functions u : [,a]→ R with the norm
‖u‖C = max
{∣∣u(t)







u ∈ C([,a];R) : u(t)≥  for ≤ t ≤ a}.
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A functional ϕ : C([,a];R+)→ R+ is said to be nondecreasing if for any u ∈ C([,a];R+)
and u ∈ C([,a];R+) the inequality ϕ(u + u)≥ ϕ(u) holds.
For any x ∈ R+, we put ϕ(x) = ϕ(u), where u(t)≡ x.
A Kneser solution u of Eq. (.) is called vanishing at inﬁnity if limt→+∞ u(t) = , and it
is called remote from zero if limt→+∞ u(t) > .
Theorem . If Eq. (.) has a Kneser solution u, then
∫ +∞
t








dt < +∞, (.)
and






































dt < +∞, (.)
then for any positive number δ Eq. (.) has at least one Kneser solution satisfying equality
(.).















dt < +∞ (.)
is satisﬁed, then Eq. (.) has at least one vanishing at inﬁnity Kneser solution.
According to Corollary ., for small c problem (.), (.) has no Kneser solution. Thus
we can expect the solvability of that problem only for large c.
Suppose that condition (.) holds. Then obviously condition (.) is satisﬁed as well.
We introduce the function












ds for t ≥ , δ > , (.)









: δ > 
}
. (.)
Theorem . Let the function g satisfy condition (.), and
lim
x→+∞ϕ(x) = +∞. (.)
If,moreover,
c > c, (.)
then problem (.), (.) has at least one Kneser solution.
Remark . In the case, where conditions (.) hold and





the question on the existence of a Kneser solution of problem (.), (.) remains open.
Consider now the case where
g(t)≡ g(t),  = const≥ , (.)
i.e., the case where inequality (.) has the form
g(t)≤ xλ|y|μf (t,x, y)≤ g(t).
From Theorems ., ., and . we immediately have the following corollary.
Corollary . Let the function g satisfy identity (.), and let the functional ϕ satisfy
condition (.). Then the following assertions are equivalent:
(i) the function g satisﬁes conditions (.);
(ii) Eq. (.) has at least one remote from zero Kneser solution;
(iii) for any δ > , problem (.), (.) has at least one Kneser solution;
(iv) for any suﬃciently large c > , problem (.), (.) has at least one Kneser solution.
The following statement is also valid.
Corollary . Let the function g satisfy identity (.), and the functional ϕ satisfy con-























Then the following assertions are equivalent:
(i) α <  +μ, β >  +μ;
(ii) Eq. (.) has at least one remote from zero Kneser solution;
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(iii) Eq. (.) has at least one vanishing at inﬁnity Kneser solution;
(iv) for any δ > , problem (.), (.) has at least one Kneser solution;
(v) for any suﬃciently large c > , problem (.), (.) has at least one Kneser solution.









where ψ : R+ → R+ is a continuous, nondecreasing function, and σ : [,a] → R is a non-
decreasing function such that
lim
x→+∞ψ(x) = +∞, σ (a) – σ () > .
Remark . The above-formulated theorems and their corollaries cover the case, where
the function f has a nonintegrable singularity in a time variable at the point t = . Indeed,
if conditions (.) hold, where  < α <  +μ, then
∫ t

f (s,x, y)ds = +∞ for (t,x, y) ∈D.
2 Auxiliary propositions
2.1 Lemmas on a priori estimates
















Everywhere in this section it is assumed that λ and μ are nonnegative constants, τ : R+ →
R+ is a continuous function such that
τ (t)≥ t for t ∈ R+, (.)
and gi : ], +∞[→ R+ (i = , ) are continuous functions, not equal identically to zero in
an arbitrary neighborhood of +∞, i.e., there exists a sequence of positive numbers (tk)+∞k=
such that condition (.) is satisﬁed.
A continuous functionu : R+ → ], +∞[ is said to be theKneser solution of the diﬀerential
inequality (.) (of the diﬀerential inequality (.)) if it is twice continuously diﬀerentiable
in the interval ],+∞[ and in this interval along with the inequality u′(t) <  satisﬁes the
diﬀerential inequality (.) (the diﬀerential inequality (.)).
Lemma . If the diﬀerential inequality (.) has a Kneser solution u, then the function
g satisﬁes condition (.), and u admits estimate (.), where v is the function given by
equality (.), and ν , δ are numbers given by equalities (.) and (.).
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Proof In view of (.) and the fact that u is a Kneser solution, from (.) we ﬁnd
∣∣u′(t)




































for t > .














ds for t ≥ .
Therefore condition (.) is satisﬁed and the function u admits estimate (.). 
Let b ∈ ], +∞[, and along with (.) let the inequality
τ (t)≤ b for ≤ t ≤ b (.)
be fulﬁlled. A continuous function u : [,b] → ], +∞[ is said to be a Kneser solution of
the diﬀerential inequality (.) (of the diﬀerential inequality (.)) in the interval [,b] if
it is continuously diﬀerentiable in the interval ],b] and in this interval along with the in-
equality u′(t) <  satisﬁes the diﬀerential inequality (.) (the diﬀerential inequality (.)).
The following lemma can be proved analogously to Lemma ..
Lemma . Let inequality (.) be fulﬁlled and the diﬀerential inequality (.) in the in-








ds < +∞, (.)
and that solution admits the estimate
u(t) > w(t; δ,b) for ≤ t ≤ b, (.)
where δ = u(b) and
w(t; δ,b) =
[













for ≤ t ≤ b. (.)








ds < +∞ (.)
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be fulﬁlled, and let the diﬀerential inequality (.) in the interval [,b] have a Kneser so-
lution u. Then this solution along with (.) admits the estimates
u(t)≤ w(t; δ, ε,b) for ≤ t ≤ b, (.)
[






≤ –w′(t; δ, ε,b) for  < t < b, (.)
where δ = u(b), ε = |u′(b)|, and












for ≤ t ≤ b.
Proof First note that the validity of condition (.) guarantees the validity of condition
(.). On the other hand, by Lemma . the function u admits estimate (.). By virtue of
this estimate and the fact that u is a Kneser solution, (.) and (.) yield
∣∣u′(t)













≥ ε+μ + u–λ()
∫ b
t
g(x)dx for  < t ≤ b, (.)
∣∣u′(t)














–u′(t)≤ –w′(t; δ, ε,b) for  < t ≤ b. (.)
Integration of this inequality from t to b results in estimate (.).
If along with (.) we take into account inequalities (.) and (.), then the validity of
estimate (.) becomes evident. 
2.2 Lemma on the solvability of a nonlinear Kneser problem on a ﬁnite interval
Let b > a. Consider the problem on the existence of a Kneser solution of Eq. (.) in the
interval [,b] satisfying condition (.).
If condition (.) holds, then for any δ > , ε > , and t ∈ [,b], we assume
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Lemma . Let condition (.) be fulﬁlled and there exist numbers ε > , δ > , and












Then problem (.), (.) has a Kneser solution u in the interval [,b] such that
δ ≤ u(b)≤ δ∗, u′(b) = –ε. (.)















u(b) = δ, u′(b) = –ε, (.)
where





t + bk for ≤ t ≤ b – bk ,
b for b – bk < t ≤ b.
(.)
By virtue of conditions (.), (.) and equalities (.), (.), problem (.), (.) has
a unique solution in the interval [,b], which is a Kneser solution of the diﬀerential in-
equality (.) as well, where τ (x) ≡ τk(x). Denote this solution by uk(t; δ). It is clear that
the function (t, δ)→ uk(t; δ) is continuous on [,b]× [δ, δ∗], and on ],b[×[δ, δ∗] it sat-
isﬁes the inequalities
uk(t; δ) > δ, u′k(t; δ)≤ –ε. (.)
On the other hand, by Lemma ., on ],b]× [δ, δ∗] this function admits the estimates
uk(t; δ)≤ wk(t; δ, ε,b)≤ r, (.)
–u′k(t; δ)≤ –w′k(t; δ, ε,b)≤ –w′(t), (.)
where
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Due to (.) and (.), the equality
lim
k→+∞
wk(t; δ, ε,b) = w(t; δ, ε,b)






< c for k ≥ k, (.)
where k is a suﬃciently large natural number.





for δ ≤ δ ≤ δ∗.
From the continuity of ϕ and uk it follows that ψk is a continuous on [δ, δ∗] function.
On the other hand, by virtue of estimates (.) and (.), inequalities (.) and (.)
yield the inequalities





since ϕ is a nondecreasing functional. From these inequalities it follows the existence of a
number δk ∈ ]δ, δ∗[ such that ψk(δk) = c. Consequently,


















In view of estimates (.)-(.), for every natural k ≥ k, the inequalities
δ < δk ≤ uk(t; δk)≤ r, ≤ uk(; δk) – uk(t; δk)≤ w() –w(t) (.)
hold in the interval [,b], and the inequalities
ε ≤ –u′k(t; δk)≤ –w′(t),
≤ u′′k (t; δk)≤ δ–λ ε–λg(t)
(.)
hold in the interval ],b]. From these inequalities it follows that the sequence (uk(·; δk))+∞k=k
is uniformly bounded and equicontinuous on [,b], and the sequence (u′k(·; δk))+∞k=k is uni-
formly bounded and equicontinuous on every closed interval contained in ],b].
According to the Arzelà-Ascoli lemma, without loss of generality it can be assumed
that (uk(·; δk))+∞k=k is uniformly converging on the interval [,b], and (u′k(·; δk))+∞k=k is uni-
formly converging on every closed interval contained in ],b]. Then, by virtue of notation
(.), (.) and estimates (.), (.), from equality (.) it follows that the sequence




uk(t; δk) for ≤ t ≤ b.
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It is evident that the function u is continuous on [,b] and twice continuously diﬀeren-







for ≤ t ≤ b,
u′(t) = lim
k→+∞









u′′k (t; δk) for  < t ≤ b,
and conditions (.) are satisﬁed.
If now we pass to the limit in equalities (.) and (.) as k → +∞ and take into
account estimates (.) and (.), then it becomes evident that u is a Kneser solution of
problem (.), (.) in the interval [,b]. 
2.3 Lemma on the solvability of the Cauchy problem on a ﬁnite interval
Lemma . Let b >  and condition (.) be fulﬁlled. Then, for arbitrarily ﬁxed δ >  and
ε > , problem (.), (.) has at least one Kneser solution in the interval [,b] and every
such solution admits the estimates
w(t; δ,b)≤ u(t)≤ w(t; δ, ε,b) for ≤ t ≤ b, (.)
[






≤ –w′(t; δ, ε,b) for  < t < b, (.)
where w and w are functions given by equalities (.) and (.).
Proof According to the Peano theorem, the continuity of the function f :D→ R+ guaran-
tees the local solvability of problem (.), (.). Let u be any maximally extended solution
of that problem deﬁned on some interval ]b,b]. Then on this interval the inequalities
u(t)≥ δ, u′(t)≤ –ε, u′′(t)≤  (.)
hold. Moreover, either b = , or b >  and
lim
t→b
u′(t) = –∞. (.)
By virtue of conditions (.) and (.), we have
≤ u′′(t)∣∣u′(t)∣∣μ ≤ δ–λg(t) for b < t ≤ b.
Hence, in view of (.), we ﬁnd
∣∣u′(t)










for  < t ≤ b,
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and, as it follows from (.),
∫ b

g(s)ds < +∞. (.)




∣∣ ≤ g(b) < +∞.
But this contradicts equality (.). The contradiction obtained proves that b = .




then it becomes obvious that u is a Kneser solution of problem (.), (.) in the interval
[,b].
According to condition (.), the function u is a Kneser solution of the diﬀerential in-
equality (.) as well, where τ (t) ≡ t. By Lemma ., this solution admits estimates (.),
(.), (.). On the other hand, when τ (t)≡ t, from (.) and (.) it follows that
w(t; δ, ε,b)≡ w(t; δ, ε,b).
Therefore estimates (.) and (.) are valid. 
2.4 Lemma on the existence of a remote from zero Kneser solution of Eq. (1.1)
Lemma . Let δ be a positive number, and let (bk)+∞k= , (δk)+∞k= , and (εk)+∞k= be sequences of
positive numbers such that
lim
k→+∞
bk = +∞, limk→+∞ δk = δ, (.)
εkbk <

k (k = , , . . .), (.)
and for any natural k, the diﬀerential equation (.) has a Kneser solution uk in the interval
[,bk] satisfying the conditions
uk(bk) = δk , u′k(bk) = –εk . (.)
Let,moreover, condition (.) be satisﬁed. Then the sequence (uk)+∞k= contains a uniformly
converging on every ﬁnite interval of R+ subsequence, whose limit is a Kneser solution of
problem (.), (.).
Proof According to Lemma . and condition (.), for any natural k the inequality
w(t; δk ,bk)≤ uk(t)≤ w(t; δk , εk ,bk)
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+μ ≤ –u′k(t)≤ –w′(t; δk , εk ,bk)
holds in the interval ],bk]. Hence, by virtue of conditions (.), (.), and (.), we have
δk ≤ uk(t)≤ δk + k +
∫ +∞
t
h(s)ds≤ r for ≤ t ≤ bk , (.)
hk(t)≤ –u′k(t)≤

k + h(t) for  < t ≤ bk , (.)
≤ u′′k (t)≤ δ–λ h–μk (t)g(t) for  < t ≤ bk , (.)
where


























On the other hand, in view of (.) and (.), it is clear that
lim
k→+∞















g(s)ds > , bk > b∗ for k ≥ k.
Then in view of inequalities (.)-(.), the sequence (uk)+∞k=k is uniformly bounded on
[,b], and the sequences (u′k)+∞k=k and (u
′′
k )+∞k=k are uniformly bounded on [b,b]. Hence by
the Arzelà-Ascoli lemma and conditions (.), (.) it follows the existence of a subse-
quence (ukm )+∞m= of the sequence (uk)+∞k=k such that (ukm )
+∞
m= is uniformly converging on
every ﬁnite interval contained in R+, and (u′km )
+∞
m= is uniformly converging on every ﬁnite
closed interval contained in ],+∞[. On the other hand, by virtue of conditions (.),
(.), and (.), from the equalities




for  < t ≤ bkm (m = , , . . .) (.)
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it follows that the sequence (u′′km )
+∞
m= is also uniformly converging on every ﬁnite closed
interval contained in ],+∞[.
Suppose
u(t) = lim
m→+∞ukm (t) for t ∈ R+.
According to the above said, the function u is continuous on R+, twice continuously dif-








km (t) for  < t < +∞.
Thus from (.), (.), (.), and (.) it follows that u is a Kneser solution of prob-
lem (.), (.). 
3 Proof of themain results
Proof of Theorem . Let u be a Kneser solution of Eq. (.). Then, by condition (.), this
function is a Kneser solution of the diﬀerential inequality (.) as well, where τ (t) ≡ t.
Due to Lemma ., the function g satisﬁes condition (.), and u admits estimate (.).

Proof of Corollary . Assume the contrary that problem (.), (.) has a Kneser solu-
tion u. Then, by Theorem ., the function u admits estimate (.), where δ is a number,
given by equality (.). Thus (.) yields
c≥ ϕ(v(·; δ)
) ≥ ϕ(v(·; )
)
.
But this inequality contradicts inequality (.). The contradiction obtained proves the
validity of the corollary. 
Proof of Theorem . Let δk = δ (k = , , . . .), and let (bk)+∞k= and (εk)+∞k= be sequences of
positive numbers satisfying conditions (.) and (.). By Lemma . and condition
(.), for any natural k the diﬀerential equation (.) has a Kneser solution in the interval
[,bk] satisfying conditions (.). Hence, by virtue of Lemma ., it follows the existence
of a Kneser solution of problem (.), (.). 
Proof of Theorem . Conditions (.) and (.) imply condition (.), which by Theo-
rem . guarantees the existence of a Kneser solution of problem (.), (.) for any δ > .











> v(t; ) for t ≥ .
Partsvania and Pu˚ža Boundary Value Problems 2014, 2014:147 Page 15 of 17
http://www.boundaryvalueproblems.com/content/2014/1/147
This estimate, due to conditions (.), (.), (.), yields
 < v(t; ) < uk(t) <

k + v(t; )≤ r for t ≥ , (.)
 < h(t) < –u′k(t) < v′(t; ) for t > , (.)
≤ u′′k (t)≤ h–λ (t)v–λ (t; )g(t) for t > , (.)
where r =  + v(; ), while v and h are functions given by equalities (.) and (.).
By virtue of the Arzelà-Ascoli lemma and the equality




for t > , (.)
from estimates (.)-(.) it follows the existence of a subsequence (ukm )+∞m= of the se-
quence (uk)+∞k= such that (ukm )+∞m= is uniformly converging on every ﬁnite closed interval
contained in R+, and (u′km )
+∞
m= and (u′′km )
+∞
m= are uniformly converging on every ﬁnite closed
interval contained in ],+∞[.
If we assume
u(t) = lim
m→+∞ukm (t) for t ≥ ,
then in view of conditions (.), (.), (.) we ﬁnd
 < v(t; )≤ u(t)≤ v(t; ),




for t > .
Therefore u is a vanishing at inﬁnity Kneser solution of Eq. (.). 
Proof of Theorem . According to conditions (.)-(.), there exist numbers δ >  and











w(t; δ, ,b) = v(t; δ)






< c for b > b. (.)
Let (bk)+∞k= be a sequence of positive numbers such that
bk ≥ b + k (k = , , . . .).
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Then due to condition (.), there exists a sequence of positive numbers (εk)+∞k= satisfying
(.) and the inequalities
ϕ
(
w(·; δ, εk ,bk)
)
< c (k = , , . . .). (.)
By Lemma . and conditions (.), (.), for any natural k, problem (.), (.) has a
Kneser solution uk in the interval [,bk] such that
δ ≤ δk ≤ δ∗, u(bk) = –εk ,
where δk = u(bk).




By Lemma ., the sequence (uk)+∞k= contains a uniformly converging on every ﬁnite
interval from R+ subsequence (ukm )+∞m= such that the function, deﬁned by the equality
u(t) = lim
m→+∞ukm (t) for t ≥ ,
is a Kneser solution of problem (.), (.). On the other hand, if in the equality ϕ(ukm ) = c
we pass to the limit as m → +∞, then it becomes clear that u satisﬁes condition (.) as
well. Thus u is a Kneser solution of problem (.), (.). 
To convince ourselves that Corollary . is valid, it suﬃces to note that if conditions
(.)-(.) are fulﬁlled, then each of conditions (.), (.), (.) is satisﬁed iﬀ α < +μ
and β >  +μ.
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