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Introduction
Price stability has become an important mandate of many central banks around the world since the 1980s. It is now widely accepted that decision making becomes more complex in high and persistent inflation scenarios, as inflation may cloud public confidence as well as economic agents' assessments of future economic activity (Golob, 1994) . Moreover, low inflation seems to promote growth and support sustainable employment in the long run (Bernanke, 2007) . Thus, it is not surprising that a lot of effort has been devoted to the development of models that can accurately explain the dynamics of inflation rates.
In this article we contribute to the inflation literature by proposing and estimating a multivariate model of inflation with conditionally heteroskedastic common and country-specific components. The model is estimated in one-step by means of Quasi Maximum Likelihood (QML) which allows us to take time-series and cross-sectional information of (time-varying) first and second order moments into account and jointly estimate all parameters of the model.
We analyze various specifications of the full model both in-sample and out-of-sample.
Our inflation model is motivated by the fact that it has become more difficult in the last decades to find economic models which can accurately describe the ex-ante dynamics of inflation (Stock and Watson, 2007) . A possible reason given in the inflation literature to the 'unpredictability' phenomenon is that inflation expectations seem to be now anchored over the long term, that is, inflation is relatively insensitive to the arrival of new information. Rather, agents appear to stick to their long-run reference of inflation when making their forecasts (Mishkin, 2007) . This, in turn, would explain why empirical studies have found that the Phillips curve has become flatter and why oil shocks and other macroeconomic variables have relatively less explanatory power than in the past (Hooker, 2002) . Nevertheless, while inflation expectations seem to be relatively more anchored than in the past, some suggest that the anchoring is somewhat imperfect. In other words, agents seem to set expectations to a long term trend but unanticipated shocks can cause temporary deviations from this trend (Gurkaynak et al., 2005) . Stock and Watson (2007) (SW henceforth) formalized an elegant statistical model that accurately describes the dynamics of inflation in the United States (US) and that sheds light on the hypothesis of imperfect anchoring of expectations. The SW model decomposes inflation rates in the US into two components: a permanent and a transitory component which can also be interpreted as a time-varying trend and a cycle. Following Bernanke (2007) , the SW model shows that there has been a moderation in the level of variability of trend inflation since the 1980's suggesting that innovations to inflation expectations are much more likely to be transitory now than three decades ago. However, the variability of the trend in inflation, although lower, remains positive which suggests that long-run expectations are not perfectly anchored.
Along the lines of SW, a study by Broto and Ruiz (2009) (BR henceforth) finds evidence that inflation rates can be modeled by means of conditionally heteroskedastic permanent and transitory components. Interestingly, BR find that volatility of inflation seems to exhibit asymmetric effects, that is, high (low) inflation today leads to high (low) volatility of inflation tomorrow.
This finding can be related to the literature on inflation uncertainty which suggests the that high inflation can increase inflation uncertainty (Friedman, 1977; Golob, 1994 ).
An interesting study by Ciccarelli and Mojon (2010) (CM henceforth) recently documented comovements of inflation amongst OECD economies. We interpret their result as evidence of a common time-varying trend of inflation, very much in the spirit of the SW and BR decompositions but with a more concrete economic interpretation: global inflation rates are driven by a highly persistent common stochastic trend. Moreover, similar to the finding by Cogley et al. (2010) for the US, CM show that inflation gaps of their model (given by the spread of global inflation rates to the common global trend) shows some persistent autoregressive properties. The model by CM not only provides evidence on international comovement and error correction of inflation but also seems to outperform standard benchmarks (such as an autoregressive model of inflation and a random walk) in out-of-sample analyzes. Cecchetti et al. (2007) (CHKSW henceforth) use the SW model to extract smoothed estimates of the transitory and permanent components of inflation for the G7 countries, as well as their time-varying volatilities. Smoothed estimates of the permanent components are very similar across G7 countries, reinforcing the evidence of a global trend in inflation reported by CM. Moreover, CHKSW also provide some evidence on comovements in the volatility of the permanent components of global inflation rates. In fact, the results of CHKSW document the 'Great Moderation' of inflation volatility in most of the G7 economies. Thus, it seems that the comovement of global inflation rates is not only apparent in their first order moments but also in their second order moments.
Overall, the results of the studies by SW, BR, CPS, CM and CHKSW seem to point to the same direction: inflation rates in various countries can be described by a permanent-transitory component specification and the permanent component along with its volatility seem to be common amongst OECD economies. The time-series evidence also fits well to the hypothesis on (imperfect) anchoring of inflation expectations over the long-term which partially explains the so-called 'Great Moderation'. In addition, if global and national inflation volatility are indeed time-varying, global models of inflation with time-varying volatility can also contribute to the burgeoning literature on inflation uncertainty. An accurate estimate of inflation uncertainty would imply that consumers and businesses could better plan for the future (Golob, 1994) .
The specification proposed in this study is rich in the sense that it incorporates all the empirical determinants of inflation rates set forth by SW, BR, CPS, CM and CHKSW into a compact global inflation model. To preview some of our results, we find that the estimated common inflation component can explain on average more than 50% of the variability of national inflation in the G7. The estimated volatility of the common inflation component captures the international effects of the 'Great Moderation' and of the 'Great Recession'. Various model specifications considered fit well the first and second order dynamics of inflation in the G7. The model also shows promising capabilities for forecasting inflation in several countries.
The article is organized as follows. In the next section we describe our empirical model. Section 3 describes the data set used and the estimation methodology employed. Section 4 presents the forecasting design. Section 5 discusses the results of our analysis and the last section concludes with some final remarks.
The model
We consider the following specification of inflation, denoted π it , for i = 1, ..., N cross-sectional members and t = 1, ..., T time periods:
where g t and f it are, respectively, common and country-specific latent components and λ i is the so-called loading coefficient. The components g t and f it follow autoregressive processes of order one, i.e.
where ρ and φ i are parameters such that |ρ| < 1 and |φ i | < 1, and the disturbance terms t , u it and u jt , i = j are uncorrelated and have zero-mean. Note then, that
is the unconditional mean of each inflation rate π it in our set up in the case |ρ| < 1. The common component g t follows from the time series evidence on the existence of a world trend documented by CM whereas the autoregressive country-specific component f it stems from both CM and CPS who show that inflation gaps display serial correlation. Our set up for inflation implies the following error correction model (ECM) obtained from the above system for each i:
where ∆π it = π it −π it−1 is the change in inflation, f it = π it −λ i g t is the so-called error correction term, ∆g t = g t − g t−1 is the change in the common inflation component and
is the error correction parameter. In a nutshell, the ECM suggests that inflation rates are mean-reverting to their long-run reference level g t with the speed of adjustment given by ϕ i .
Furthermore, note that if we assume a random walk specification for the common component g t ,
i.e. ρ = 1, then the variables π it would be integrated of order one, denoted I(1), as they would be explained by a non-stationary component (g t ) and a stationary component (f it ). However, as long as ϕ i < 0 (|φ i | < 1), model (4) is stable and country inflation π it is said to be cointegrated to the common inflation component g t with cointegrating (long-run) parameter λ i , denoted CI(1, −λ i ) for short. It is also worth noting that in the cointegration case ρ = 1, the shock t has a permanent effect on inflation π it while the country specific shock u it has a temporary (mean-reverting) effect.
Following the empirical evidence documented by SW, BR and CHKSW, we assume that t and u it are conditionally heteroskedastic:
Along the lines of BR who find evidence of asymmetry in inflation volatility (higher (lower) inflation today can generate higher (lower) inflation volatility tomorrow), we employ a Quadratic Generalized Autoregressive Conditionally Heteroskedastic specification of order one (QGARCH(1,1) henceforth) for v t and ω it , i.e.
where the parameters α 0 , α 1 , α 2 , α 3 and β i0 , β i1 , β i2 , β i3 satisfy the usual conditions to guarantee positivity of v t and ω it (Sentana, 1995) . Under the QGARCH(1,1) specification, conditional variances have different responses to shocks of the same magnitude but different sign (Broto and Ruiz, 2009 ).
Note that the empirical model (1)-(6) is general enough to nest other interesting specifications analyzed in previous studies. For instance, when |ρ| < 1 and t and u it are homoskedastic, we end up with the global specification proposed by CM. 1 Similar to BR, we may obtain a permanent-transitory component specification for each country from the above system if g t = g it , ρ = 1, φ i = 0 and λ i = 1. Moreover, if g t = g it , ρ = 1, φ i = 0 and λ i = 1, but v t and ω it have an integrated stochastic volatility formulation we arrive at the specification used in SW and CHKSW.
Collecting the equations (1)- (8) for all i leads to the following compact state-space representation of a multivariate inflation model with conditionally heteroskedastic disturbances:
where Π t = (π 1t , ..., π N t ) is the vector of inflation rates, (7) and (8). In the subsequent sections we describe the estimation approach of the state space model in (9)-(10) and the out-of-sample analysis designed for this study.
Data and estimation approach
The dataset comprises quarterly data on the Consumer Price Index (CPI) denoted P it for OECD economies in the G7 (Canada, France, Germany, Italy, Japan, United Kingdom and United States). The full sample period runs from Q1-1960 to Q4-2009 and the data have been obtained from the OECD Statistics Portal. 2 We employ year-on-year (yoy) inflation rates, i.e.
π it = 100 × (ln P it − ln P it−4 ) to avoid seasonalities (Ciccarelli and Mojon, 2010) .
Model (9)- (10) is estimated by means of Quasi Maximum Likelihood. Note, that if ξ t = ( t , u 1,t , ..., u N,t ) were observed, the model (9)-(10) would be conditionally Gaussian and the Kalman filter would be the optimal filter in the sense that it would yield minimum mean square estimates of the states S t = (g t , f 1,t , ..., f N,t ) . However, the disturbances ξ t are unobserved and equations (7)- (8) cannot be computed. Harvey et al. (1992) propose to substitute t and u it in (7) and (8) by their conditional expectations, i.e.
In this approach, the state vector is augmented with the disturbances ξ t such that the Kalman filter recursions can be used to compute the expectations in (11) and (12). The augmented measurement and state transition equations are then given by
Although the conditional distribution of ξ t given ξ t−1 is assumed to be normal with mean zero and variance Q t , the distribution of ξ t conditional on past observations is unknown, as knowledge of past observations does not imply knowledge of past disturbances. Harvey et al. (1992) propose to treat the augmented state space (13) as if it were conditionally Gaussian and to use the Kalman filter to obtain an approximate likelihood function based on the prediction errors decomposition:
where Π = (Π 1 , ..., Π T ) are the observations, ε t are the innovations and Σ t their corresponding variances. The Quasi-Maximum Likelihood estimates of Γ are obtained by maximizing the Gaussian log-likelihood in (14) (see, for instance, Kim and Nelson (1999) for further details).
The vector of parameters to be estimated in the full version of model (9)- (10) is given by: values to obtain an initial value for the autoregressive parameter ρ of the global component.
Given the PCA estimate of Λ and g t , we computed an estimate for f it = π it − λ i g t , i = 1, ..., N , and subsequently estimated the autoregressive (AR) coefficients φ i by means of an OLS regression of the estimate for f it on f it−1 . These initial values are used as starting point in the BFGS (Broyden, 1970) numerical optimization routine, used to maximize (14) with a homoskedastic version of our model (9)- (10) in g t and f it ), M5 (with IGARCH(1,1) in g t and f it ) and M6 (with QIGARCH(1,1) in g t and f it ).
Out-of-sample analysis
The proposed model is also tested out-of-sample to shed light on its capabilities for forecasting 
Single forecasts
Let τ denote the forecast origin. The out-of-sample forecasting analysis consists of estimating the parameter vector Γ (l) of model l up to time τ = R and using observations τ = R, R+1, ..., T − h to obtain forecastsπ iτ +h|τ and ∆π iτ +h|τ recursively for horizons h = 1, 4, 8, i.e. quarterly, annually and bi-annually yoy-inflation, based on the Kalman filter estimatesĝ τ andf iτ . Due to the computationally intensive estimation procedure, we do not re-estimate parameters at each τ in order to save on computational time.
Forecasts of inflationπ iτ +h|τ for each i, τ and h are obtained aŝ
We obtain forecasts of inflation changes ∆π iτ +h|τ for each i, τ and h as
From an economic perspective, forecasts of inflationπ iτ +h|τ might be more interesting than forecast of inflation changes ∆π iτ +h|τ as they have a straight forward interpretation. However, 
Combined forecasts
An important result from the methodological literature on forecasting is that a linear combination of two or more forecasts may yield more accurate predictions than using only a single forecast (Granger, 1989; Newbold and Harvey, 2002; Aiolfi and Timmermann, 2006) . In particular, there is recent evidence that combining forecast of nested models can significantly improve forecasting precision upon forecasts obtained from single model specifications (Clark and McCracken, 2009) . Therefore, our proposed inflation model provides a good platform to test out-of-sample complementarities between alternative nested models (Table 1 ) via forecast combinations.
Combinations of inflation forecasts obtained from various models for each i = 1, ..., N are given by:ŷ
whereŷ iτ +h|τ is the combined forecast of inflation (inflation change), η iτ +h|τ is a vector that collects forecasts of inflation (inflation change) of model l and w iτ +h|τ is a vector that collects the weights attached to each model l.
The weights w l,iτ +h|τ , l = 1, ..., 5, are computed based on alternative criteria that measure the out-of-sample performance of each inflation (inflation change) forecast l. Note, however, that since a forecaster would only have information available up to the forecast origin τ , the sub-sample for forecast selection and computation of weights must contain data on or before that period. Thus, we start by setting equal weights to all forecasts until the weighting schemes could be based on the evaluation of realized forecast errors. This procedure guarantees that we use only information available up to a particular period τ to set weights of forecasts for period
The following 5 alternative combination strategies c = {1, 2, ..., 5} are considered:
Simple average (AFC):
Various studies have demonstrated that simple averaging of a multitude of forecasts works well in relation to more sophisticated weighting schemes (Newbold and Harvey, 2002; Clark and McCracken, 2009) . Therefore, the first scheme that we use is of averaging all the forecasts obtained from the different models considered.
Thick-modeling approach with OLS weights (TFC):
A study by Granger and Jeon (2004) proposes the so-called thick modeling approach (TMA) which consists of selecting the z-percent of the best forecasting models in the sub-sample period for model evaluation, according to the root mean square error (RMSE) criterion. We use the selection process of
Granger and Jeon and subsequently compute weights by means of OLS regressions along with the constraint that the weights are all positive and sum up to one. The z-percent of top forecasts selected is set to 2 (i.e. about z=35%).
Rank-weighted combinations (RFC):
The RFC scheme, suggested by Aiolfi and Timmermann (2006) , consists of first computing the RMSE of all models in the sub-sample period for evaluation. Defining RAN K h,iτ (l) as the rank of the l-th model based on its historical RMSE performance up to time τ for horizon h, the weight for the l-th forecast is then calculated as:
RMSE-weighted combinations (MFC):
The MFC weighting scheme is similar to RFC and consists of computing the RMSE of all selected models l and setting the weight of the l-th
Frequency combinations (FFC):
The FFC scheme consists of assigning to each l-th forecast, a weight equal to a model's empirical frequency of minimizing the squared forecast error over realized past forecasts.
Forecast evaluation
In order to evaluate forecasts of inflation we employ mean squared forecast errors (MSE) and 
The MSE and MAE of model '•' are:
The average performance of a competing model specification is given in relation tod i (0), obtaining relative MSEs or MAEs:
whered i (0) is defined as in (24). Thus, dr i (•) values below one indicate a superior performance of a particular model '•' against the benchmark '0' in terms of MSE or MAE. Note that (25) computed with (24) is related to the so-called out-of-
In order to analyze whether model '0' has a statistically equal predictive accuracy to model '•', we employ the modified Diebold Mariano (DM) test of Harvey et al. (1997) . We address the issue of forecast complementarities between '0' and '•' by means of the forecast encompassing test proposed by Harvey et al. (1998) . Lastly, we analyze the out-of-sample performance of our model for forecasting the direction of change of inflation ∆π it+h by means of the directionalaccuracy test of Pesaran and Timmermann (1995) .
Results
In this section we discuss the main results of our study. We consider first the in-sample results (Tables 2 to 7 ) and subsequently the out-of-sample results (Tables 8 to 13 ). Tables 6 and 7 (Table 3 ). The case of ρ = 1 is supported by unit root tests and cointegration tests presented in Tables 2 and 3 . In fact, imposing ρ = 1 yields a higher log-likelihood value for M2-M6 than for M1 (Table 5 ). 4 Thus, models M2 to M6 assume a cointegrated model of G7 inflation, that is we set ρ = 1.
In-sample results
Model 2 (M2) assumes that α k = 0 for k = 1, 2, i.e. GARCH effects only in the countryspecific components f it . For the latter model, we find that the loading coefficientsλ * i and autoregressive coefficientsφ i are statistically different from zero as in the case of M1. However, (G)ARCH parameters of the country-specific components f it are statistically insignificant in most countries. Moreover, in several countries the restriction β 1,i + β 2,i < 1 is almost binding suggesting that conditional volatility could be better approximated by an Integrated GARCH (IGARCH) process. Interestingly, the latter results corroborates the model of SW who specify conditional variances by means of integrated stochastic volatility processes.
Model 3 (M3) considers a heteroskedastic global inflation component g t but homoskedastic country-specific components f it , i.e. α k = 0 and β ik = 0 for k = 1, 2 and all i. The latter model yields parameter estimatesλ * i andφ i that are statistically different from zero in all countries at conventional significance levels. Interestingly, M3 clearly shows that the world component g t exhibits time-varying volatility v t as all GARCH parameters are statistically different from zero (Table 7) .
Model 4 (M4) assumes GARCH specifications for the global g t and the country-specific f it components, i.e. α k = 0 and β ik = 0 for k = 1, 2 and all i. However, as in the case of M2, (G)ARCH parameter estimates of the country-specific shocks are not statistically different from zero at the 5% level in most countries and the restrictions on these parameters are also almost binding in several countries.
Given the results on M2 and M4, we have imposed the restrictions α 2 = 1 − α 1 and β i2 = 1 − β i1 throughout in Models 5 (M5) and 6 (M6) which specifies conditional variances as (Q)IGARCH processes. As expected, the parameters of the integrated conditional variances in M5 and M6 are found to be statistically different from zero in most countries and for the world component. In fact, the model incorporating IGARCH and asymmetric variance effects (M6) yields the highest log-likelihood value out of all models considered (Table 5) . Moreover, M6 displays evidence of asymmetry in volatility at the 5% level in most countries which suggests that high (low) inflation can generate high (low) inflation uncertainty. The relationship between inflation and inflation volatility seems to be positive in all countries except for Canada.
Interestingly, the pass-through of inflation to inflation volatility is highest in France, Canada and Japan which are also the three countries with the fastest speed of adjustment ϕ i = φ i − 1 according to M6. be provided upon request. Similar to CM, our global inflation estimate (ĝ t ) suggests a highly significant international co-movement of inflation for the G7. The figure also shows the mean reverting features of the country-specific error correction terms (f it = π it −λ * iĝ t ) suggesting that global inflation is 'attractive' as proposed by CM. Visually, mean reversion seems to be fastest (slowest) for France and Canada (USA and Italy) which is in line with their fast (slow) speed of adjustment ϕ i . Thus, it appears that France and Canada (USA and Italy) display a relatively low (high) level of price 'stickiness' according to the data with M6 as underlying model. Table 4 shows the results of a variance decomposition of M1 (the stationary case). We find that the global inflation component explains on average more than 50% of national inflation rate fluctuations, while a similar analysis for international business cycles shows that a global business cycle component accounts on average for only 30% of the variance of industrial production growth in OECD countries (Kose et al., 2008) . Lastly, Figure 3 shows time-varying correlations obtained from our multivariate inflation model for particular pairs of countries. Note that in all cases shown, the correlation of inflation rates has increased in comparison to previous periods since the start of the 'Great Recession'.
In fact, in some cases, the correlation level has come back to pre-'Great Moderation' levels.
Summing up, our proposed multivariate inflation model seems to describe the mean and variance dynamics of inflation in the G7. However, some specifications seem to fit the data better than others in-sample. In the next section we explore the out-of-sample implications of the alternative specifications analyzed and their complementarities.
Out-of-sample results
In this section we discuss the out-of-sample performance of the various model specifications considered and of combined forecasts, respectively. Tables 8 to 10 display the forecasting results   of the single model specifications. Tables 12 to 13 display the results on forecast combinations.
Single models
M1 which assumes homoskedastic (autoregressive) global and country-specific components, yields relative MSEs (with RW as benchmark) which are below one for all countries except for France. Forecasts of M1 encompass information of the RW forecasts according to the HLN statistic in all countries except for France (Table 10 ). The latter result suggests that combining forecasts of a RW and M1 for France would significantly improve inflation forecasts obtained exclusively from M1 for this particular country. M1 also yields forecasts of inflation changes that can accurately predict the direction of inflation change with a 95% confidence level in Germany (h = 1, 4), Italy (h = 8) and in the UK (h = 4, 8) (Table 10 ).
Turning to M2, which assumes a random walk global component and GARCH variances in the country-specific components, we find that the MSEs results improve upon M1 for most countries considered and at most forecasting horizons (Table 8) . As for M1, we also find that only in the case of France it would be possible to improve inflation forecasts at certain horizons by means of a linear combination of forecasts obtained from M2 and RW according to the HLN statistic (Table 10) . Results on directional accuracy for M2 remain similar to those of M1 in Germany and the UK.
Accounting for conditional heteroskedasticity in the global component only (M3) yields somewhat higher relative MSEs in relation to M2 in most countries (Table 8 ). M3 forecast encompasses the RW benchmark in most cases except of Japan at h = 1, 4. Results on directional accuracy for M3 show that the direction of inflation changes can be accurately predicted with this specification in the USA (h = 4), Germany (h = 4) and Italy (h = 4). The model with GARCH specifications in all shocks (M4) yields lower relative MSEs than M1 and M3 (Table 8 ). M4 forecast encompasses the RW model in most countries except for France. Results on directional accuracy for M4 remain qualitatively similar to M1 and M2 (Table 10 ).
We find that M5 which restricts shocks to have IGARCH variances yields a qualitatively similar out-of-sample performance to M4 in terms of relative MSEs. However, restricting the model to have IGARCH variances results in better forecasts than M1-M3 in terms of relative MSEs (Table 8) . Results on forecast encompassing and directional accuracy remain similar to all other models for M5. Lastly, M6 which accounts for asymmetric effects in the variance of the shocks usually yields the best performance in terms of MSEs in relation to other models at most forecasting horizons. The out-of-sample performance of the alternative model specifications seems to be consistent with the in-sample fit of each model as given by the likelihood values in Table 5 .
The previous forecasting results for inflation are qualitatively similar when comparing the performance across models by means of MAEs (Table 8 and Table 9 ). However, relative MAEs are usually larger than MSEs when comparing both measures. Moreover, it is worth noting that MSEs and MAEs relative to AR increase in relation to MSEs and MAEs relative to RW.
This suggests that the AR benchmark is more difficult to beat than the RW benchmark which corroborates previous studies on inflation forecasting (Ciccarelli and Mojon, 2010) .
Summing up, we find that the multivariate inflation specification for the G7 performs well out-of-sample in relation to the standard benchmarks of the literature. This can be appreciated visually at the aggregate level in Figures 4 and 5 which display (by means of boxplots) the cross-section of relative MSEs for selected model specifications. In particular, we find that the model with a common non-stationary component and QIGARCH shocks (M6) leads to better forecasts than other nested specifications considered.
Combined forecasts
Tables 12 to 13 display the results of the forecast combination exercise. As is usually the case in the forecasting literature, simple averaging of the forecasts (AFC) yields good results when compared against more sophisticated methods (e.g. TFC, MFC, FFC). We find that combining forecasts improve upon forecasts of several single models at various forecasting horizons. For instance, in the USA, simple averaging of the forecasts (AFC) and the forecast combination The results on the HLN and PT test remain, however, qualitatively similar to those of single models. As in the case of single models, MSEs and MAEs relative to the RW benchmark are somewhat lower than those relative to the AR model, suggesting again that the AR model is harder to beat.
Conclusion
We contribute to the empirical inflation literature by proposing and estimating a multivariate model of inflation with conditionally heteroskedastic common and country-specific components.
Our empirical specification is rich in the sense that it incorporates all the determinants of inflation that reconcile the empirical evidence set forth by SW, BR, CPS, CM and CHKSW.
The model is estimated in one-step by means of QML and we analyze various specifications of the full model both in-sample and out-of-sample. In general, we find that the proposed model (with some parameter restrictions) fits the data quite well and has good forecasting performance relative to the RW, AR and a variant of the benchmark proposed by CM.
We find that the estimated global inflation trend can explain on average more than 50% of the variability of national inflation in the G7. The volatility of the global inflation trend captures the international effects of the 'Great Moderation' and of the 'Great Recession'. We also find that there is an increase in correlation of inflation for certain country pairs since the start of the 'Great Recession'. Moreover, there is evidence of asymmetry in inflation volatility which is consistent with the idea from Friedman (1977) that higher inflation levels lead to greater uncertainty about future inflation.
An interesting extension to this model would be to allow for stochastic volatility in the shocks. Furthermore, it would be interesting to investigate the dynamics of world volatility of various macro variables. We leave these issues for future research.
A Time varying correlations
Time varying correlations of the model based on the parameter estimates are computed as:
where P ij t−1 is the period t − 1 covariance between the estimates of states i and j. ., β0N , 0, ..., 0, 0, ..., 0, 0, ..., 0) M2: RW gt, AR fit, CV gt and GARCH(1,1) fit β0N , β11, ..., β1N β21, ..., β2N , 0, ..., 0) M3: RW gt, AR fit, GARCH(1,1) gt and CV fit φN , α0, α1, α2, α3, 0, ..., 0, 0, ..., 0, 0, ..., 0, 0, ..., 0) M4: RW gt, AR fit, GARCH(1,1) gt and fit φN , α0, α1, α2, 0, β01, ..., β0N , β11, ..., β1N β21, ..., β2N , 0, ..., 0) M5: RW gt, AR fit, IGARCH(1,1) gt and fit β0N , β11, ..., β1N , 1 − β11, ..., 1 − β1N , 0, ..., 0) M6: RW gt, AR fit, QIGARCH(1,1) gt and fit 0, 1, φ1, ..., φN , α0, α1, 1 − α1, α3, β01, ..., β0N , β11, ..., β1N , 1 − β11, ..., 1 − β1N , β31, . .., β3N ) Harvey et al. (1998) with respect to the autoregressive (HLNAR) and random walk (HLNRW) benchmarks, and the directional-accuracy test of Pesaran and Timmermann (1995) (PT). AFC = simple average, TFC: thick modeling with OLS, RFC: rank weighted, MFC: RMSE weighted, FFC: frequency weighted.
