Abstract: In this paper, new methodologies for the estimation of the depth of a target with unknown dimensions, based on depth from focus strategies, are proposed. A set of measurements, extracted from images acquired with a single camera, is used. These measurements are obtained resorting to the minimization of a new functional, deeply rooted on optical characteristics of the lens system, and combined with additional information extracted from images to provide estimates for the depth of the target. For motivation, a complementary filter that assumes that the dimensions of the target are known is presented. Then, an extension corresponding to a higher-order filter and an observer, which tackle the problem at hand, are proposed. Their analysis and synthesis are also provided. To assess the performance of these algorithms, which complement an inexpensive single pan and tilt camera-based indoor positioning and tracking system, a series of indoor experimental tests for a range of operation of up to ten meter were carried out. A centimetric accuracy was obtained under realistic conditions.
INTRODUCTION
With the development and widespread use of autonomous robotic vehicles, localization and tracking have become fundamental issues that must be addressed in order to provide autonomous capabilities to a robot. The availability of reliable estimates for the position of a robot is essential to its navigation and control systems, which justifies the significant effort that has been put into this domain, see Kolodziej and Hjelm (2006) and Bar-Shalom et al. (2001) .
Successfully exploited techniques have been reported, such as infrared radiation, ultrasound, radio frequency, and vision, see Kolodziej and Hjelm (2006) . The indoor tracking system addressed in this work resorts to vision technology, since this technique has a growing domain of applicability and leads to interesting results with very low investment, see the comprehensive survey on monocular 3D tracking in Lepetit and Fua (2005) . This system estimates in real time the position, velocity, and acceleration of a target that evolves along an unknown trajectory in the 3D world, as well as its angular speed. These estimates are obtained resorting to suboptimal stochastic multiple-model adaptive estimation techniques that explore information provided by a single camera.
In monocular configurations, the estimation of the depth of the target in relation to the camera is a key factor, since the use of triangulation methods, typical in multicamera approaches, is not possible. When a single camera is used, the depth of a point in the 3D world can be estimated by exploring the relation between this quantity and the amount of blur that corrupts the projection of the point into acquired images. This is done by modelling the influence that some of the camera intrinsic parameters have on images acquired with a small depth of field. Based upon this principle, there are three main strategies that have been explored: depth from blur by focusing, see Viet et al. (2003) and Pentland (1987) , depth from blur by zooming, see Asada et al. (2001) , and depth from blur by irising, see Ens and Lawrence (1993) . In this paper, we are mainly concerned with depth estimation from blur by focusing. Two different techniques based upon this approach can be found in the literature: depth from defocus, see Pentland (1987) and Ens and Lawrence (1993) , and depth from focus, see Krotkov (1987) and Viet et al. (2003) . The depth estimation strategy that will be proposed is based on this latter method, since it does not require a mathematical model for the blurring process of the camera, i.e. the point spread function (PSF) responsible for the blurring does not need to be modeled. This work is an evolution of a framework recently proposed for target tracking and positioning, see Gaspar and Oliveira (2011c) , where a low cost single pan and tilt camera-based indoor positioning and tracking system was presented. The focus of this paper is on the depth estimation module of that system. A comparison between two novel strategies to estimate the depth of a target, see Gaspar and Oliveira (2011a) and Gaspar and Oliveira (2011b) , is presented: one based on a complementary filter and other based on a Linear Parameter Varying (LPV) observer. These strategies combine measurements of the depth of the target, obtained with algorithms that explore the concept of depth from focus, see Krotkov (1987) and Ens and Lawrence (1993) , with measurements of the dimensions of the images of the target. In the complementary filter approach, the measurements of the dimensions of the projection of the target into acquired images are used to infer the value of the target depth derivative over time, i.e. the velocity of the target along the camera optical axis. This quantity is corrupted by a bias, which is the result of assuming an incorrect value for the target unknown dimensions. However, since the proposed complementary filter estimates this bias, it provides estimates of the instantaneous depth of a target describing arbitrary trajectories in the 3D world, without requiring the availability of further information about its dimensions and shape. In the observer-based approach, the dynamics of the depth of the target is written as a function of a parameter that depends on the dimensions of the projection of the target into acquired images, which leads to a LPV observer for the depth of targets with unknown dimensions. Given the considerations above, the use of the proposed depth estimation strategies leads to a new monocular indoor positioning and tracking system, which estimates in real time the position, linear velocity, linear acceleration, and angular speed, of targets with unknown dimensions.
This document is organized as follows. The process of obtaining the image-based measurements used by the depth estimation algorithms is addressed in section 2. The proposed complementary filter and LPV observer are studied in sections 3 and 4, respectively, where their design and analysis are detailed. In section 5, experimental results and a comparison of the performance of the proposed depth estimation algorithms are presented, and in section 6, conclusions and directions of future work are addressed.
DEPTH MEASUREMENTS
In this section, the process of obtaining the measurements used by the depth estimation algorithms is described.
Target depth
The idea of inferring depth from focus is based on the concept of depth of field, which is a consequence of the inability of cameras to simultaneously focus planes on the scene at different depths. Considering a thin model for the lens of the camera, see Hecht (2001) , it is possible to establish a nonlinear relation between the distance z from the lens to the plane that the camera can exactly focus at each instant of time, and the distance v between the lens and the image plane at which the projection of objects in the scene appears sharply focused. To complete the relation, the focal length f of the lens must be considered. This relation is known as the Gaussian Lens Formula, see Hecht (2001) , and can be rearranged in the form
The use of expression (1) to estimate the depth of a target moving in the scene requires the knowledge of both the focal length of the camera and the value of v, i.e. the value of the camera focus that minimizes the amount of blur that corrupts the projection of the target into acquired images. The estimation of this quantity requires the definition of a metric that quantifies the sharpness of a transition in an image. Metrics related with high-frequency energy contents in the image, Fourier transform, image gradient, or Laplacian, are detailed in Krotkov (1987) . Our goal is to estimate the depth of a target, therefore the metric proposed aims to maximize the image gradient magnitude across lines orthogonal to the target boundary, which, as described in Gaspar and Oliveira (2011c) , is obtained resorting to active contours, see Blake and Isard (2000) for details. This approach considers that the real target boundary is on a plane perpendicular to the camera optical axis, which is the plane that appears sharply focused when the camera focus value v 0 (i.e. the distance between the lens and the plane of the camera CCD sensor) is the one that optimizes the metric proposed. The plane in which the target boundary is considered to be is the plane that specifies the depth of the target. The problem at hand can be written as v = arg min v0 g(v 0 ), where the cost function
is the inverse of the mean of the square of the image gradient magnitude maximum values across lines orthogonal to the target boundary. Moreover, N l denotes the number of lines used, l i the i-th line, ∇ the gradient operator, ||·|| the Euclidean norm, and I v0 (x, y) the intensity of the image acquired with the focus value v 0 at point (x, y).
In Gaspar and Oliveira (2011a) , a model for the cost function is derived and a strategy to compute the camera focus value v that minimizes (2), resorting to that model, is proposed. This strategy, omitted here due to lack of space, uses a minimum of three images with different focus values to compute v and must be repeated over time since the cost function varies with the instantaneous depth of the target. For every estimate of v, the associated depth z of the target can be computed resorting to (1).
The measurements of the target depth provided by the proposed algorithm can be written in the form z m = z+z d , where z is the real target depth and z d is the noise that corrupts its measurement.
Target depth derivative
Considering a pinhole model for the camera, see Faugeras and Luong (2001) , the relation between the cartesian coordinates of a point in the camera reference frame (x, y, z) and the coordinates (x p , y p ) of its projection into the image plane is given by x p = f x/z and y p = f y/z, where the origin of the camera reference frame was considered to be coincident with the camera optical centre, and the origin of the image frame is in the image centre.
From the expressions of x p and y p , it is straightforward to show that the distance R, between two points in a plane at a distance z from the camera, and the distance r, between the projection of these points into the image plane, are related by r = f R/z. (3) In particular, if two points of the real target, lying in the plane in which the target boundary is considered to be, are used to obtain a measure of the real target dimensions, they will verify this relation. However, the use of a distance between two points as a measure of the target dimensions would require a precise identification of those points in each image, which is a very difficult problem to solve, especially when the projection of the target appears with different orientations in different images.
In order to obtain a measure of the target dimensions invariant to rotations of the image of the target, consider that the coordinates x ∈ R 2 , of a point of the curve that describes the target boundary, consist of two discrete random variables, and that the covariance of x is Σ x . Moreover, let x a ∈ R 2 be the coordinates of a point of the curve that describes the boundary of a target in an image, and x b = R x x a the coordinates of the same point when the target boundary is rotated by an amount R x , where R x is an element of the Special Orthogonal group SO(2). Consider also that both quantities are random variables with covariance matrices Σ xa and Σ x b , and that tr(·) denotes the trace of a matrix. If r a = tr(Σ xa ) and r b = tr(Σ x b ) are the dimensions of the image of the target associated with x a and x b , respectively, then
, where I 2×2 is the identity matrix of dimensions 2 × 2. Therefore, the square root of the trace of the covariance matrix associated with the boundary of the image of the target was used as a measure of its dimensions, since this quantity is invariant to rotations of the boundary of the target.
According to (3), and assuming that the focal length of the lens remains constant, it is possible to write the derivative of the depth of the target with respect to time in the forṁ
where r andṙ denote the square root of the trace of the covariance matrix associated with the boundary of the image of the target and its derivative with respect to time, respectively. Both quantities follow directly from the boundary of the target in the image, and their measurements are here denoted r m andṙ m .
Relation (4) is a function of the value of R, which corresponds to the dimensions of the real target. However, when the dimensions of the target are not available, this quantity is not known. Therefore, an extra term γ, that takes this uncertainty into account, must be added to the value of R, resulting in the expressioṅ
for the target depth derivative. The value ofż corresponds to the real target velocity in the direction of the camera optical axis, and β corresponds to a bias term that results from taking γ into account.
The measurements ψ m of the target depth derivative provided by the method described have the form
where ψ denotes the real target depth derivative over time, ψ d the noise that corrupts the measurements of this quantity, and β d is a disturbance related to the bias value.
DEPTH COMPLEMENTARY FILTER
In this section, a complementary filter that provides estimates for the depth of a moving target is proposed. Initially, for motivation, a simple continuous-time complementary structure for situations where the dimensions of the target are known is presented. Afterwards, this structure is modified to address the same problem when the target dimensions are not known. A rigorous formulation of the problem addressed in this section is presented next. Problem statement 1. Consider a moving target with unknown dimensions and unknown position p = (x, y, z). Suppose that measurements
of the target depth and its derivative are obtained from images acquired with a single camera, and that both quantities are corrupted by noise (z d and ψ d , respectively) in complementary frequency regions. These quantities are measured in relation to the camera reference frame. The value of the target depth derivative is affected by a bias term β, which results from the unknown nature of the target dimensions, and which is corrupted by a disturbance β d . Given these assumptions, design a filter that provides an optimal solution in the minimum mean square error sense for the problem of estimating the instantaneous depth of the moving target.
First-order: known target dimensions
When the real target dimensions R are known, the measurements of the target depth derivative presented in (5) are not biased, since the value of γ, and as a consequence the value of β, are null. A filter that estimates the target depth using measurements z m and ψ m is deduced below.
Let z(s) and ψ(s) denote the Laplace transforms of z and ψ, respectively. Then, for every k > 0, z(s) admits the stable decomposition
with T 1 (s) and T 2 (s) satisfying the equality T 1 (s)+T 2 (s) = I, where I denotes the identity operator.
Using relation ψ(s) = sz(s), it follows from (6) that z(s) = F z (s)z(s) + F ψ (s)ψ(s), which suggests a filter with the structureẑ
where F z and F ψ are linear time-invariant operators with transfer functions F z (s) and F ψ (s), respectively. From the equations above, it is straightforward to deduce that the filter admits the state-space realization Ḟ
Considering that T 1 and T 2 denote linear time-invariant operators with transfer functions T 1 (s) and T 2 (s), respectively, it is possible to rewrite (7) in the form
which shows that the estimateẑ provided by the filter consists of an undistorted copy (T 1 + T 2 )z = z of the original signal z, corrupted by the measurement noises z d and ψ d .
From the deduction above, it is possible to conclude that the proposed filter relies on information provided by the depth from focus algorithm at low frequencies only, since T 1 (s) corresponds to a low-pass filter. Moreover, the derived complementary filter blends the previous information with that from the target depth derivative at high frequencies, since T 2 (s) = I − T 1 (s) corresponds to a high-pass filter. This decomposition into different frequency regions, that results from the complementary filter structure, holds the key to its practical success, as it mimics the natural frequency decomposition induced by the physical nature of the sensors. In this situation, for instance, the target depth measurements, obtained from the depth from focus algorithm, provide reliable information at low frequencies only, whereas the target depth derivative measurements may be corrupted by a bias in the same frequency region (as exemplified in next section), which makes it useful at higher frequencies.
The complementary filter design corresponds to the choice of the parameter k, i.e. to the choice of the cutoff frequency of the low-and high-pass filters, which is entirely dictated by the physical characteristics of the sensors. Therefore, the emphasis, that in Wiener and Kalman filtering is put into describing process and measurement noises, see Brown and Hwang (1997) , is shifted from a statistical framework to a deterministic framework, where the aim is to shape the filter closed-form transfer function. The design of the filter can be done resorting to any efficient method, and the analysis of the filter can be performed in the frequency domain using Bode plots.
In the simple case described, the stochastic underlying process model, here called M, can be written relying on the realization
where ψ d and z d play the roles of process and measurement noises, respectively. In an H 2 setting, the objective is to minimize the estimation error z −ẑ for given values of the covariances of ψ d and z d . The optimal solution to this problem has the complementary structure described in (8).
The covariances of ψ d and z d are simply viewed as design parameters to vary the cutoff frequency of the filter.
Second-order: unknown target dimensions
In most situations, there is no information about the dimensions of the target. Therefore, the value of γ, and as a consequence the value of β, are not known, and the measurements of the target depth derivative presented in (5) are biased. The simple complementary structure described previously does not allow steady-state bias estimation. However, a modified version of its structure, augmented with an extra integrator, will meet this additional constraint. This strategy results in a new complementary filter, depicted in Fig. 1 and described in the remainder of this section, with the realization
where x 1 and x 2 denote the states associated with the depth of the target and with the bias term, respectively, and k 1 and k 2 are filter gains. From (10), it is simple to show that the estimated target depth can be rewritten as in (9), where the transfer functions of T 1 and T 2 take the form
and that the intensity of the noise term
. As before, T 1 (s) + T 2 (s) = I, where T 1 (s) and T 2 (s) correspond to low-and high-pass filters, respectively. The second order complementary filter proposed blends the information provided by the depth from focus algorithm at low frequency regions, with that of the target depth derivative in the complementary frequency range, leaving the original signal z undistorted. Therefore, low frequency bias in the disturbances that corrupt ψ m will be naturally rejected at the output. Note also that the filter rejects high frequency noise present in z m .
In this situation, the underlying process model can be written relying on the realization
where ψ d and β d correspond to the process noise and z d to the measurement noise. One of the two measurements available (ψ m ) is used as an input to the differential equation that models the process, and the other (z m ) as the observation. If the process and measurement noises are stationary, white, and Gaussian processes with zero mean, then, as stated in Lemma 1, the complementary filter described in this section corresponds to a stationary Kalman filter for the realization presented in (11). Therefore, according to the properties of Kalman filters, see Brown and Hwang (1997) , the proposed complementary filter provides a stable and optimal solution, in the minimum mean square error sense, for the problem of estimating the depth of a target evolving according to the underlying process model presented. Lemma 1. Let the stationary process and observation noises in realization (11) correspond to stationary white Gaussian noises with zero mean and spectral densities σ (10) is the stationary Kalman filter for the system (11) if
Proof. The proof of this lemma is omitted here due to space constraints.
In an H 2 setting, the goal is to minimize the state estimation error for given values of the covariances of ψ d , β d , and z d . As seen, the optimal solution to this problem has the complementary structure described in (10). The covariances of ψ d , β d , and z d are simply viewed as design parameters to vary the cutoff frequency of the filter.
DEPTH LPV OBSERVER
In this section, a depth estimation strategy, alternative to the complementary filter described in section 3, is pursued. A state-space formulation for the evolution of the target depth is derived in continuous time, and an observer for the state of the LPV system that results is proposed. The analysis of the observer stability is also addressed.
In order to derive a state-space formulation for the evolution of the depth of the target, consider that both R to 0.4 and the real dimensions of the target used in this experiment were 35.76 mm.
In Fig. 3 , a comparison of the performance of the proposed complementary filters and observer is presented. The target nominal depth is plotted in blue, the depth measurements z m obtained with the depth from focus algorithm are plotted in red, and the depth estimates provided by the LPV observer and by the first-and second-order complementary filters,ẑ lpv ,ẑ cf1 , andẑ cf2 , respectively, are plotted in black, yellow, and green. The estimates provided by the three strategies converge to the target real depth, i.e. the depth estimation error, depicted in Fig. 3(b) As can be seen, from the standard deviations σ ss of the steady-state depth estimation errors presented in Fig. 3(b) , the three depth estimation algorithms performed better than the direct measurements provided by the depth from focus strategy. In particular, the LPV observer was the one that led to the smallest standard deviation of the steady-state depth estimation error (37.7 mm), when compared with the first-order complementary filter (43.8 mm), and with the second-order complementary filter (48.5 mm). This was, in some sense, unexpected, since the first-order complementary filter resorts to additional information (the real target dimensions) that is not used by the observer. A possible explanation for this fact has to do with the similarities between the structure of this filter and the structure of the observer, which were detailed in section 4. The main difference between the two is in the computation of the target depth derivative. In the complementary filter, it depends on the square of r m , and in the observer it depends directly on r m . Therefore, the influence of the noise that corrupts this quantity is smaller in the observer. This is a great advantage for the observerbased approach, since it does not require the knowledge of the dimensions of the target.
There are several reasons that can explain the errors observed in Fig. 3(b) : i) uncertainty associated with the characterization of the real trajectory described by the target; ii) errors resulting from the fitting of the cost function, and iii) uncertainty associated with the calibration of the relation between the focus value and the focus setting of the camera. In particular, part of the errors associated with the estimates provided by the observer result from the fact that the measurements z m , r m , andṙ m are not exact, as assumed in the derivation of the observer, but corrupted by noise.
The value of the bias estimatesβ, provided by the secondorder complementary filter, results from the unknown nature of the target dimensions, and is depicted in Fig. 4 . 6. CONCLUSIONS AND FUTURE WORK In this paper, new methodologies for the estimation of the depth of a target with unknown dimensions were proposed and compared. Measurements of the target depth, extracted from images acquired with a single camera and based upon depth from focus techniques, were used. These measurements were processed resorting to two different strategies, a complementary filter and a LPV observer, whose analysis and synthesis were also provided. This work complements an inexpensive single pan and tilt camerabased indoor positioning and tracking system, since it allows to estimate the instantaneous depth of a moving target with unknown dimensions. The performance of the proposed algorithms was assessed resorting to a series of indoor experimental tests, for a range of operation of up to ten meter. A centimetric accuracy was obtained under realistic conditions. In the near future, this system will be used to track and localize in real time small indoor Unmanned Aerial Vehicles and marine animals under captivity, for behavioural studies.
