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The goal of this study was to investigate the im­
portance of gravity-induced free convection in phase-change 
materials and thereby contribute to the understanding 
of the behavior and performance of phase-change thermal 
control devices,
A two-dimensional pure conduction model was developed 
to predict the melting of the phase-change material.
This model was solved using an explicit finite difference 
approximation.
The experimental equipment consisted of a rectangular 
cell utilizing a heating chamber and an expansion cham­
ber, a sixteen-channel multipoint recorder, and a fluid 
flow system. The recorder monitered hot and cold plate 
temperatures and interior node temperatures at two second 
intervals.
A comparison of theoretical temperature profiles 
and experimental temperature profiles is presented for 
six runs at various angles of inclination of the cell 





discussion of the results is presented. As expected, 
since the model neglects gravity-induced convection, 
variation exists between experimental and theoretical 
results. The results show that gravity-induced free con­
vection is an important factor in the melting process, 
and that the pure conduction model cannot predict the 
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The study of solid-liquid phase change has become a 
popular area for technical research in recent years, due to 
the use of phase change materials as thermal control devices 
in space vehicles. Phase change studies have also been con­
ducted in such diverse areas as solidification of asphalt 
layers, the growth of superconducting crystals, melting and 
solidification of metals, and general crystal growth.
The use of solid-liquid phase change as a method of 
thermal control has the advantage over other methods in that 
it is a passive control system. At the present time, elabor­
ate mechanical systems are used in space vehicles, systems 
such as heat pipes and liquid-vapor fluid loops, A passive 
solid-liquid material can be used in walls or as coverings 
around sensitive electronic equipment. A passive system is 
limited by the heat elimination capacity of the material used.
Previous studies(2) have determined the properties that 
phase-change materials must have in order to control the 
temperature of electronic equipment. The phase change 
material should be nontoxic, chemically inert and stable, 
noncorrosive, and should have small density variations with 
a high latent heat of fusion. The material should also melt 
in the 50- to 150°F range; n-paraffins with an even number 




purpose. In this study n-octadecane was used,
A previous study(1) at the Colorado School of Mines 
dealt with a unidimensional melting study of a finite 
paraffin slab. It was concluded that the pure conduction 
model used did not completely solve the phase change problem. 
Therefore, the present study concerns the effects of gravity- 
induced free convection upon the melting phenomena. Since 
all experiments at the present time are being conducted in a 
strong gravity field it is important that the problem of 
gravity-induced convection be solved. Then other effects, 
such as interfacial tension, can be studied.
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LITERATURE SURVEY
There has been a large amount of literature published 
on the subject of melting phenomena and gravity induced con­
vection. This literature survey deals with only a small 
portion of the published material. One of the main references 
used in this study Is the thesis of P. R« Pujado^^. In his 
thesis Mr. Pujado presented a theoretical model for the 
unidimensional melting of a finite paraffin slab. The theo­
retical model was developed using finite difference methods 
to approximate the solution of the partial differential 
equations governing the physical system. The finite differ­
ence approximations were solved on an IBM-Model 360 digital 
computer. The model solved two-phase, unidimensional heat 
conduction equations with a moving interface and variable 
thermal properties. Mr. Pujado stated that the theoretical 
model neglected free convection in the liquid phase portion of 
the system and concluded that the errors In his results were
probably due to the existence of free convection in the cell.
(P )horthrup Corporation^ J conducted a similar study and 
obtained results which compared very closely with the work 
Pujado later did.
(Grodzlca and Fansjy listed various areas of study when 
attempting to solve the problem of free convection in phase 
change -thermal control equipment. They stated that free con­




gravity, surface tension, electricity, or magnetism*
Some of the texts which are good theoretical references
(4)for convection are Bird, Stewart, and Lightfoot , Carslaw 
and Jaeger^^, Rohsenow and Choi^^, and Schlicting^^ . 
Longwell^^ was used as the basic theoretical reference in 
developing the boundary layer equations which governed the
(Q)liquid phase for this study, Dusinberre *1 was used as a
reference in developing the interface equations used in the
finite difference approximations of the theoretical equations.
The majority of work on free convection effects in 
liquids and gases has been done for infinite plate systems, 
Models for this type of system have been developed by Bodoia 
and Osterle^10 ,̂ Dropkin and Globe ̂ , Dropkin and
Somerscales^12  ̂, Gebhart^1^ ,  -&0'n anĉ  Price and Samuels
and Churchill^ #
Various papers have also been published which deal with 
melting of finite slabs, Chi-Tien and Yin~Chao Yen^*^ 
developed approximate theoretical solutions for temperature 
distribution and melting rate when the mode of heat transfer 
was natural convection caused by buoyancy forces. They gave 
numerical solutions for various ice-water systems.
Goodman and Shea^1 )̂ used a series solution to solve 
the problem of unidimensional melting in a finite slab,
/ 1 o \
Wilkes and Churchill made a study of temperatures
in a closed rectangular system to determine the effects of 
gravity induced convection. The theoretical model was
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developed from the basic equations of motion, energy, and 
continuity for a two-dimensional, cartesian system. The 
assumption of a two-dimensional model precluded the study of 
turbulent flow. The finite difference method used was an 
implicit alternating-direction technique which eliminated the 
stability problems encountered in an explicit technique. The 
same general approach was used in this study for t*he approxi­
mation of the liquid phase equations.
Papers have also been published which discussed other
causes of free convection besides gravity induced convection.
E m e r y h a s  studied magnetic induced convection. Pearson^*^ 
(21)and Hield' have studied the effects of interfacial tension 
on convection. They concluded that for a gas-liquid inter­
face that surface tension was the controlling factor for 
small liquid layers. At some critical liquid layer thickness 
gravity induced convection became controlling. This may 
also be true for a liquid-solid phase change interface, but 




A pure conduction model is developed in this study.
The model predicts the transient temperature distribution
and the solid-liquid interface profile in the phase-change
system when heat transfer is only a function of conduction.
The test material used in this study was n-octadecane.
The physical properties are given below and in figure 1.
(1)The references are Pujado’s thesis , Northrup’s Interim
(2) (22)Report' , and the Data Book on Hydrocarbons .
Density
Solid, phase = (-0.0l60)T + 54.65 lb(cu ft)-1 
Liquid phase= (-0.0240)T + 50.5 lb(cu ft)-1
Heat capacity
Solid phase = 0.51? Btu lb-1 °F~1 
Liquid phase= (0.0006057)T + 0.4675 Btu lb-1 °F_1 
Conductivity
Solid phase = (-O.OOOO893)T + 0.0945 Btu (hr ft °F)_1 
Liquid phase= (-0.0000893)T + 0.0945 Btu (hr ft °F)-1 
Melting point = 81.5 °F
Liquefaction enthalpy = 104.9 Btu/lb
A diagram of the system is given in figure 2.
6
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The equations governing the two-dimensional problem have
(S)been developed by Carslaw and Jaegerw  . These equations 
are given below.
Solid phase
3T3 _ *3 (
39 P«C,s ps
Liquid phase
2 3 T 32T
—  - + V (l)ax2 3y
3 2T 32T
o h (2)3x 3y
The boundary conditions for the system under study are 
§ y « 0 , T 3 Tp
@ y ~ d , T * Tf
@ y s 2y0 , T - Tq
@ x s L
T ~ (T -T ) + T2yQ p o o
§ X a 0
T = -5L. (T «T ) + T 2yQ P o o
The initial condition is
§ 6 « 0, T(x,y,o) » T
The method of excess degrees is used to predict the change 
of phase. When the solid phase temperature exceeds the melt 
temperature a fictitious temperature (Ts- T i s  calculated; 
when this temperature, multiplied by the heat capacity, is 
greater than the liquefaction enthalpy, then the node has
12
changed temperature. Figure 3 gives the nodal network dia­
gram.
An explicit, forward-difference finite-difference
approximation is used to solve the equations. The finite
difference operators are
21 a T*(n9m) - T(n.m)
39 ~ AO
32T _ T(n-H,m) - 2T(n,m) + T(n-l,m)
3x2 (Ax)2
32T a T(n,m+l) - 2T(n>m) + T(n,nwl)
3y2 (Ay)2
The finite difference operators are substituted into equations 
(1) and (2); the equations are rearranged. The final result­
ing equations are 
Solid phase:
2A0k 2A0k
T*(n,m) = T(n,ra) (1 -  ---5--------   2----- ) +
(Ax) PSC1)S (Ay) psCps
k A0 koA0
 --- --— T(n+l,m) + — -—   p T(n-l,m) +
Pscps(Ax) PsCpsUx)
k A6 k_A6s- -*■ T(n,m+1) + — 2------------ ? T(n,m-1) (3)
PsCps(Ay)' PsCP3(Ay)
Liquid phase: ^  2
T*(n,m) - T(n,m)(l -  ---- p - --------- -p)
p&Cp £ ^ ^  piCpz^y)
k g A 6 k „ A 0
+ -z— _ ----- T(n+l,m) +   ? T(n-1 ,m) (4)
p£Cp ^ AX  ̂ pjtCp^ ̂ Ax^
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The following two equations give the stability re­
quirements for the system:
Solid phase
1 _ 2*6ks . 2*9ks > 0
p C (ax)^ p c (Ay) ̂  s psv ' s ps'
Liquid phase 
 ̂ 2A0k-̂ 2a01ĉ
l cpi(ax)2 q cPi(Ay)2 ~
The listing of the computer program solving the 
finite difference equations is given in Appendix II.
*
EQUIPMENT M D  PROCEDURE
The test cell, figure *1, consisted of a rectangular 
test chamber, a heating chamber, and an expansion chamber.
The test chamber was l-by-5-by~5^inches. Fourteen iron- 
constantan thermocouples were placed in the test chamber for 
the purpose of recording temperatures. A valve was placed 
in the heating chamber, which connected the test chamber 
and expansion chamber. The expansion chamber was included 
in the cell design because the cell was originally designed 
for use in a vacuum; this fact necessitated the use of a 
completely closed system. The heating chamber consisted of 
a rectangular copper cell with an entrance port on each of 
the vertical walls and two exit ports through the top plate 
of the chamber,
Although the cell was designed and built as a completely 
closed system, with all edges sealed, leaks were encountered 
when the cell was first used. The problem was overcome by 
the use of an epoxy coating on all joints, and by making 
experimental runs at lower temperatures than originally 
planned.
The heating system, figure 5> consisted of a constant 
temperature bath, a centrifugal pump, 6 tygon lines connecting 
the bath, pump, and test cell. The constant temperature bath 





Figure Pseudosection of test cell 





















stirrer. The heating fluid used was water.
The recorder used was a Bristol multipoint recorder. 
Sixteen channels were used, with a two-second interval 
between points recorded. The accuracy of the recorder was 
±0.75°F. The leads from the test cell were connected 
directly into the recorder.
The cell filling apparatus, figure 6, consisted of a 
cell filler and a constant temperature bath. The test 
material was heated by running water in coils from the con­
stant temperature bath through the cell filler. The bath 
was kept at 90°F; this temperature was used because a small 
solid-liquid density change in the test material was desired 
when filling the cell. The test material was degassed by the 
use of a magnetic stirrer.
Experimental runs were made using the following pro­
cedure :
1. The constant temperature bath was allowed to heat 
to approximately 4 degrees higher than the desired hot plate 
temperature; this procedure allowed for the small cooling 
effect of the cold water present in the expansion chamber
of the test cell.
2. The recorder was allowed to run during the heating 
period in order to check the initial steady state tempera­
tures and to monitor the heating tank temperature.
3. When the tank was at the desired temperature the 
run was initiated by turning on the pump.
22 T 1319
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4, The duration of the run was approximately 40 
minutes.
Runs were made at angles of inclination of 0-, 30-, 
and 60- degrees. Runs were not made at higher angles of 
inclination because the phase-change material melted 
completely in the top part of the test cell.
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DISCUSSION OF RESULTS
The results from six data runs have been compared 
with the theoretical temperature profiles predicted by the 
pure conduction model computer program. The experimental 
results, in a qualitative manner, show the effect of 
gravity. The results also show that the pure conduction 
model cannot predict the actual temperature profiles in 
the phase change material if gravity induced free con­
vection is present.
Figure 7 shows a typical hot plate temperature profile 
and a typical cold plate temperature profile. A polyno­
mial least-squares fit was used to introduce the cold 
plate temperature profile into the computer program. A 
step change in temperature was assumed for the hot plate 
temperature profile. In the experimental results the 
hot plate temperature profile became constant after ap­
proximately 2 minutes, or after 5 percent of the total 
run duration. A small amount of error may have been intro­
duced into the computer program solution because of the 
step change assumption. However the largest temperature 
change predicted by the computer program during this 
time was less than that needed to bring any nodes into 
the liquid phase. Since only a qualitative comparison 
between experimental results and theoretical predictions 
is being shown, I feel justified in using the step change
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assumption.
The x direction indicates the long axis of the cell, 
and the one from which the angle of inclination is meas­
ured. For ease of comparison of temperature profiles be­
tween figures the thermocouple at the smallest x position 
will be referred to as the bottom thermocouple, the thermo­
couple at the intermediate x position will be referred 
to as the middle thermocouple, and the thermocouple at 
the largest x position will be referred to as the top 
thermocouple. Y indicates the distance between the thermo­
couple and the hot plate. If gravity is important in 
effecting the melting process then the depth of the liq­
uid phase should increase with increasing x when the 
angle of inclination is greater than zero.
Figure 8 shows three thermocouple temperature pro­
files, at the same y distance, compared to the theoretical 
temperature profiles for those thermocouples. Only one 
theoretical profile is shown because the largest theoreti­
cal temperature deviation between any x nodes, for a 
given y distance, is approximately 0.1°F; this relation 
holds for all theoretical curves presented. The bottom 
thermocouple profile is lower than that predicted by the 
theoretical profile. The middle thermocouple temperature 
profile is higher than the bottom thermocouple profile, 
but still lower than the theoretical profile. The top 
thermocouple temperature profile is higher than the the-
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oretical profile. The theoretical profile predicts a 
faster melt time than any of the experimental results 
indicate. The top thermocouple shows a melt time of 15 
minutes while the bottom thermocouple shows a melt time 
of 30 minutes, or twice as slow as the top portion of 
the cell. There is also a large difference in the total 
temperature change of the three thermocouples.
Figure 9 shows the temperature profiles for thermo­
couples at 1/4 inch from the hot plate for the same ex­
perimental run as figure 8. The bottom and middle thermo­
couples follow the theoretical curve until melting takes 
place, then they show a slower temperature increase rate 
for the duration of the run. The top thermocouple temp­
erature profile again increases much faster than the 
theoretical curve. The highest experimental temperature 
at this y distance is approximately 10°F lower than in 
figure 8.
Figure 10 gives a comparison between theoretical 
and experimental temperature profiles at y = 1/2 inch 
for the same run as the previous two figures. The bottom 
and middle thermocouple profiles follow the theoretical 
curve very closely, with the middle curve being approx­
imately 1°F higher than the lower curve. The top thermo­
couple profile follows the theoretical curve until the 
phase change occurs; then the temperature profile deviates 
markedly from the theoretical profile.
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All three figures show the effect of gravity induced 
free convection; they indicate that the effect is most 
noticeable close to the hot plate and decreases as the 
distance from the hot plate increases. The faster melt 
time predicted by the theoretical model for the thermo­
couples may be accounted for by the step change assump­
tion or by the presence of air bubbles in the cell.
Figures 11, 12, and 13 present the theoretical and 
experimental results for another run made at the same 
angle of inclination as that for figures 8, 9, and 10.
In this case the initial steady state temperature is 
3 °F lower than in the previous case. The experimental 
and theoretical curves have the same shape as in the 
previous case, but with a time lag as compared with the 
first case.
Figure 11 shows the curves for a distance of 1/8 
inch from the heating plate. The bottom thermocouple pro­
file is lower than the theoretical profile. The middle 
profile is between the bottom profile and the theoreti­
cal profile. The time lag in melt time between the th- 
oretical and experimental melt time is again present. The 
lower initial temperature results, when compared to the 
first run, in a 25 percent increase in melt time for the 
theoretical profile, in an 8 percent increase in melt 
time for the top profile, in a 25 percent increase in 
melt time for the middle thermocouple, and in no change
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in melt time for the lower profile.
Figure 12 presents the results for y = l/k inch.
The top profile indicates a fast melt time compared to 
the theoretical profile. The middle profile follows the 
theoretical curve closely for the duration of the run.
The bottom profile shows a slower melting rate than pre­
dicted theoretically. Again a time lag i; present in the 
results when compared to the previous run.
The curves indicate that the data are reproducible, 
even though the time versus temperature curves may be 
different due to the different initial temperatures.
Figures lk> 15, 16, and 17 present the data for a 
run made at an angle of 60°and compared to the theoretically 
predicted curve. The curves .have the same general shape as 
the 30° curves; but the convection effect is greater. This 
effect is to be expected if the convection effect is an 
importan factor in the melting process.
In figure Ik all thermocouples have the same shape 
temperature profiles as the theoretical curve, but have 
time lags involved which change the melt times and max­
imum temperatures achieved. The melt time of the top 
and bottom thermocouples varies by approximately 16 min­
utes.
In figure 15 the effect of convection is still very 
apparent. The top thermocouple profile indicates a phase 




curve predicts a phase change. The middle profile shows 
a phase change close to the theoretical prediction. The 
bottom thermocouple shows a phase change approximately 
5 minutes after the theoretical phase change; but the 
temperature increases only 2 °P above the melt temperature 
for the duration of the run. This is approximately 10 
°F smaller temperature change than indicated by the the­
oretical model. The top thermocouple shows a 20 °F higher 
temperature change than indicated theoretically.
Figure 16 shows the experimental and theoretical 
comparisons for y = 1/2 inch. In this case only the top 
profile deviates from the theoretical profile.
Figure 17, at y = 3/^ inch, indicates a larger devi­
ation from the theoretical profile than does figure 16. 
This apparent inaccuracy actually shows the degree to 
which convection affects the shape of the melting inter­
face. In figure 16 the x position of the top thermocouple 
is 4 1/8 inch from the bottom and in figure 17 the po­
sition of the top thermocouple is 4 y/k inch. The higher 
temperature in the latter case indicates that the inter­
face is not flat and shows that the pure conduction model 
cannot predict this phenomena.
Figures 18, 19, 20, and 21 show the reproducibility 
of the data. The experimental profiles are very close 
to the results obtained for run 8. The same general state­




through 17. Figures 22 through 2? show the results obtained 
for two runs made at 0° angle of inclination. The effect 
of convection should not be present at this angle; the 
results show this to be true. About a 10 percent spread 
in experimental results was obtained for both runs at y 
= 1/4 inch. This deviation can be accounted for by the 
presence of air bubbles which affected the heat transfer 
from the hot plate to the phase change material. At this 
horizontal position the effect of the air bubbles is the 
greatest since the bubbles cannot escape to the expansion 
chamber. At y= 1/2 inch and y = 3/4 inch the experimental 
results, within experimental accuracy, are the same as 
the theoretical curves. No large deviations occur as in 
the previous cases, indicating that free convection is 
not present.
Figure 7. Hot plate and cold plate temperature profile 
for run 11.
O - hot plate thermocouple
A- cold plate thermocouple
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Figure 8. Comparison of data to predicted temperature 
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Figure 9« Comparison of data to predicted temperature 





Figure 10. Comparison of data to predicted temperature


















figure 11, Comparison of data to predicted temperature

















Figure 12. Comparison of data to predicted temperature
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Figure 13. Comparison of data to predicted temperature
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Figure 1^. Comparison of data to predicted temperature
profile for Run 8 at y = 1/8"
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Figure 15• Comparison of data to predicted temperature


































Figure 16. Comparison of data to predicted temperature
profile for Run 8 at y = 1/2“
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Figure 17. Comparison of data to predicted temperature



































Figure 18, Comparison of data to predicted temperature





































Figure 19. Comparison of data to predicted temperature 
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Figure 20. Comparison of data to predicted temperature 
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Figure 21. Comparison of data to predicted temperature 



































Figure 22. Comparison of data to predicted temperature 





















Figure 23. Comparison of data to predicted temperature 




































Figure 2k. Comparison of data to predicted temperature
profile for Run 6 at y = 3/k"
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Figure 25. Comparison of data to predicted temperature 
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Figure 26. Comparison of data to predicted temperature
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Figure 27. Comparison of data to predicted temperature






























The study has demonstrated that gravity induced free 
convection greatly alters the melting interface profile 
and the temperature profiles of individual nodes within 
the phase change material. The results show that a pure 
conduction model cannot predict these effects upon the 
phase change phenomena. The magnitude of the temperature 
deviations indicates that a combined conduction-convec-
tion heat transfer and fluid dynamics model must be devel­
oped to predict the interface shape and temperature profiles. 
This type of study must be conducted before more compli­
cated effects, such as surface tension effects and per­
iodic heat input and heat removal effects, can be studied.
The study has shown that air bubbles have a large 
effect upon the heat transfer characteristics of any 
solid-liquid phase change experiments. Therefore further 
work should be done on methods of proper degassing of 
test materials.
The study indicates that it would also be useful 
to study the effects of free convection upon the solid- 
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NOMENCLATURE
c = heat capacity, Btu/lb °PP
d = depth of liquid phase in y direction, ft
H = latent heat of fusion, Btu/lb
k = thermal conductivity, Btu/min ft °F
L = length of cell in x direction, ft
T = temperature, °F
x = position in x direction, ft
y = position in y direction, ft
yQ = one-half depth of cell in y direction, ft
P = density, lb/ft3





p = hot plate













Thermocouple No. 1 Thermocouple No.2
Time Temp Time Temp
(min) (°P) (min) (°F)
0.00 74.0 0.00 74.0
0.30 113-5 3.15 74.5
0.55 116.5 4.90 75.0
1.80 119.5 7.25 76.0
4.10 120i0 9.80 77.0
5.15 121.0 13.35 78.0
7.20 122.0 17.20 79.0
10.00 123.0 21.05 80.0
I5o00 123.0 27.20 81.0
30.50 123.0 35.65 82.0
40.45 123.0 39.45 82.5
Thermocouple No. 3 Thermocouple No.
Time Temp Time Temp
(min) (°P) (min) (°F)
0.00 71.0 10.20 81.0
0.60 75.5 18.00 82.0
1.10 76.5 22.60 82.0
2.10 77.5 25.70 82.5
2.65 78.0 31.80 83.0
4.20 79.0 37.̂ 84.0




































0 .0 0 7^.0
*1.25 75.0
6 .8 0 7 6 .0
9 .6 0 77.0
13.**5 78.0
20.35 79.0
2 6 .5 0 80.0
39.55 8 1 .0
Thermocouple No. 7
Time Temp
(min) ( °P )
0 .0 0 7*1.0
0 .7 0 75.0
2 .0 0 77.0
3.55 7 8 .0
8.40 80.0
15 .80 8 1 .0
18.35 8 1 .5
2 2 .7 0 81.5
25.05 8 1 .5
2 5 .8 0 8 2 .0
29.15 8 3 .0
31.40 8*1.0
33.50 8 5 .0
3*1.25 8 6 .0
35.30 8 7 .0
3 6 .5 0 8 8 .0
38 .1 0 9 0 .0
39.8  5 91.5
T 1319f'
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Thermocouple No- 8 Thermocouple No.9
Time Temp Time Temp
(min) (°p) (min) (°F)
0.00 74.0 OoOQ 74.0
2.30 75.0 3.10 78.0
5.10 76.0 6.20 79.0
7.70 77.0 11.55 80.0
10.70 78.0 22.30 81.0
16 0 65 79.0 25.30 81.4
22.25 80.0 30.70 81.5
33.80 81.0 33.80 82.0
39.90 81.5 38.40 82.5
Thermocouple No. 10 Thermocouple No. 11
Time Temp Time Temp
(min) (°F) (min) (°F)
0.00 74.0 0.00 74.0
0.80 78.0 0.80 76.0
2.35 80.0 2.40 79.0
6.95 81.0 3.20 80.0
8.55 81.5 3.90 81.5
15.^0 81.5 4.70 81.5
19.25 83.0 5.^5 83.0
20.80 84.5 6.25 8 5.5
22.30 86.0 7o00 90.5
23.80 88.0 7.75 97.5
25.40 90.0 8.85 101.0
26.90 92.0 10.10 104.0
31.55 96.0 12.40 106.0
35.35 98.0 20.05 107.0


































































RUN NUMBER 4 
22’ January 1970 
Tank Temperature...122°F
Room Temperature..,76°F
Angle of Inclination.,.30° 























































Thermocouple No* 5 Thermocouple No. 6
Time Temp Time Temp
(min) (°F) (min) (°F)
0*00 71.0 0.00 71.0
2.95 7 2.0 2.20 74.0
5.00 73.0 4.25 76.0
6.05 74.0 8.10 78.0
8.8 5 75.0 14,25 80.0
9.90 76.0 22.20 81.0
12.95 77.0 22.90 81.5
16.80 78.0 28.10 81.5
27.55 80.0 30.65 82.0
38.20 81.0 36.75 83.O
39.85 83.5
Thermocouple No. 7 Thermocouple No. 8
Time Temp Time Temp
(min) (°F) (min) (°F)
0.00 71.0 0.00 71.0
1.20 73.0 3.60 72.0
2.80 75.0 5.90 73.0
6.60 78.0 12.30 76.0
9.20 79.0 19.70 78.0
12.00 80.0 29.95 80.0








Thermocouple No. 9 Thermocouple No. 10
Time Temp Time Temp
(min) (°P) (min) (°F)
0.00 71.0 0.00 71.0
4.60 73.0 2.4-0 73.0
7.70 75.0 3.15 74.0
12.30 77.0 4.65 75.0
18.45 79.0 9.25 78.0
24.60 80.0 16.95 80.0
30.70 81.0 21.55 81.0
33.80 81.5 23.85 81.5





Thermocouple No. 11 Thermocouple No.
Time Temp Time Temp
(min) (°F) (min) (°P)
0.00 71.0 0.00 71.0
0.85 73.5 2.40 72.0
3.15 77.5 7.05 74.0
4.70 79.0 12.40 76.0
7.00 80.0 18.55 78.0
9.30 0.rHCO 26.35 80.0
10o05 81.5 33.15 81.0
10.80 81.5 34.65 8I.5











































RUN NUMBER 6 




Thermocouple No. 1 Thermocouple No.
Time Temp Time Temp
(min) (°F) (min) (°p)
0.00 73.0 0.00 73.0
0.'30 108.0 3.15 74.0
0.80 113.5 6.50 76.0
1.05 115.6 n .55 78.0
3.10 120.0 18.50 79.0
12.35 120.0 27.95 80.0










































































































Thermocouple No. 11 Thermocouple No.
Time Temp Time Temp
(min) (°P) (min) (°P)
0.00 73.0 0.00 73.0
1.4-0 76.0 2.95 74.0
4-.4-5 80.0 6.05 75.0
5.20 82.0 12.20 77.0
9.05 83.O 15.20 78.0
13.65 84.0 24.70 79.0
16.75 85.0 32.40 80.0










































Thermocouple No. 1 Thermocouple No. 2
Time Temp Time Temp
(min) (°p) (min) (°p)
0.00 74.5 0.00 74.5
0.30 104.0 4.90 75.0
0.80 114.5 7.20 76.0
1.05 116.0 10.80 77.0
2.30 120.0 14.55 78.0
7.40 120.0 20.80 79.0
20.20 120.0 31.70 80.0
33.30 120.0 39.95 80.75
39.25 120.0
Thermocouple No. 3 Thermocouple No.
Time Temp Time Temp
(min) (°F) (min) (°P)
0.00 74.5 0.00 74.5
1.60 77.0 4.70 75.0
2.90 79.0 8.05 76.0
7.00 80.0 11.85 77.0
9.55 81.0 15.70 78.0
12.60 82.0 24.75 79.0
15.70 83.0 31.10 80.0







Thermocouple No, 5 Thermocouple No. 6
Time Temp Time Temp
(min) (°P) (min) (°F)
0.00 74.5 0.00 74.5
3.20 75.0 1.95 76.0
6.75 76.0 8.60 79.0
8.10 77.0 11.95 80.0
n .15 78.0 18.10 81.0
18.55 79.0 20.35 81.5
23.45 80.0 25.80 81.5




Thermocouple No. 7 Thermocouple No.
Time Temp Time Temp
(min) (°F) (min) (°F)
0.00 74.5 0.00 74.5
1.70 76.0 10.25 77.0
3.40 78.0 13.50 78.0
6.60 79.0 19.70 79.0
8.90 80.0 28.90 80.0





















































































RUN NUMBER 8 
























































Thermocouple No* 5 Thermocouple No. 6
Time Temp Time Temp
(min) (°F) (min) (°P)
0.00 73.0 0.00 73.0
2*50 7^.0 1.00 76.0
^.55 75.0 3.05 78.0
6.85 76.0 6.10 79.0
!-* O • ro 0 77.0 1^.55 80.0
1^.55 78.0 21.75 81.0
20.15 79.0 27.10 81.5
27.85 80.0 29.90 81.5
39.90 81.0 31.70 82.0
36.05 83.O
39.90 86.0
Thermocouple No. 7 Thermocouple No. 6
Time Temp Time Temp
(min) (°P) (min) (°P)
0.00 73.0 0.00 73.0
2.30 80.0 3.10 7^.0
6.35 81.0 7.20 76.0
i?.95 81.5 10.80 77.0
2^.55 81.5 l̂ +.65 78.0
25-35 8^.0 19.25 79.0
27.15 86.0 26.95 80.0
29.20 88.0 35.65 81.0




































































































RUN NUMBER 10 
28 January 1970 
Tank Temperature.•.121°F 
Room Temperature«•. 75°P 
Angle of Inclination.•,60°
Thermocouple No. 1 Thermocouple No.
Time Temp Time Temp
(min) (°P) (min) (°P)
0.00 73.0 0.00 73.0
0.55 112.5 5.95 74.0
0.80 114.5 13.90 77.0
1.30 116.0 19.25 79.0
5.30 120.0 29.80 80.0
12.30 120.0 34.60 81.0
17.45 120.0 40.00 81.5
31.50 120.0
39.20 120.0
Thermocouple No. 3 Thermocouple No.
Time Temp Time Temp
(min) (°F) (min) (°F)
0.00 73.0 0.00 73-0
0.85 76.0 2.40 74.0
1.40 80.0 5.25 75.0
2.90 81.0 7.80 76.0
9.30 81.5 11.65 77.0
13.65 81.5 14.70 78.0
19.05 81.5 22.40 79.0
20.05 82.0 32.40 80.0






Thermocouple No. 5 Thermocouple No. 6
Time Temp Time Temp
(min) <°F) (min) (°F)
0.00 73.0 0.00 73.0
2.20 74.0 2.50 74.0
JJ-.75 76.0 4.00 75.0
9.10 78.0 6.05 80.5
12.95 79.0 8.40 81.0
19.85 80.0 10.20 81.5
25.50 81.0 12.20 81.5
36.20 81.5 17.10 83.O




Thermocouple No. 7 Thermocouple No. 8
Time Temp Time Temp
(min) (°F) (min) (°F)
0.00 73.0 0.00 73-0
1.50 80.0 2.55 7^.0
6.40 81.0 3.80 75-0
9.45 81.5 6.90 76.0
12.75 81.5 10.00 77.0
14.05 83.O 13-30 78.0
16.40 85.0 18.65 79.0
18.40 90.0 27.90 80.0


































































































Appendix II consists of the listing of the Fortran 
computer program. This listing is in the envelope inside 
the back cover.
RHOL(N,M-l)s-,0240«r(iN,M»l) + 50,5 
AKU£N,M) = <.^<,B93E«-4)»T<N»M)*0,B945>/60,0 
AKU<N*1,M)s <«< ,893E«-4)*T(N*l,»1)+0,09451/60,0 
AKL(N-1,M)s.(r ( , 893E <-4 >»T<N-1, Ml *0,09451/60,0 
AKL(N,M*1) = ('-(,S93E»4)#T(N,M*1)+0109451/60,0 
AKU<N,M«1)s (»<(893E»4}*T(N,M’1>*0,09451/60.0 
AL1=!TD»AKL(N,M)>/(PX«DX»RH0U(N,M>»CP|_<N,M)) 
AU2?(TD*AKU(N*1,M) l/(DX»DX»RHOl(N! + l,H)«CPt(N*l,M) 1 
AL3s (T0*AKL(N«1,M))/(DX«DX«RH0L(N»1iM)»CPU(Nb 1,M11 
Btl=(T04AKU(N,Ml>/<DY«DY*RHOl.<N,M)»CPU<N,M) ) 












IF (TAUsTI) 10,65,65 
PRINT RESULTS
65 PRINT 66iTAU
66 FORMAT (8H TIME = ,F10,S,1X,4h MJN)
79 FORMAT (11F10.S)
PRINT 79 
73 FORMAT (13H TEMPERATURE )
PRINT 72





N = 3 
M s 9
PRJNT 73|N # M i T(N 
N»5
MsJl3















PRINT 7 3 , N , M , T < N 





PRINT 7 3 iN,M * T < N 




M = 3PRINT 7 3 , N , M , T ( N 
IF < T I « 3 9 ,9 > 82,82,100 
82 T I = T I + 1,00 





















































C SET NODAL INDICATORS AND INITIAL CONDITIONS 
RMAXa0,0 
DO 8 M=1,18 
DO 8 N*i,22 
R ( N , M ) s 1, 0 
T(N,M)=FCT 








25 T < N ,17)aT0 
24 FORMAT (2F10,5)
IF (TP»TF) 29,29,27









99 DO 50 M*2,16 
DO 40 Na2,20 
IF (R(N,M)) 30,100,15





36 T(N,M)=T(N,M)«(1,0b AS1»2,0^8S1»2,0)*AS2»T!N+1,M)+AS3«T(N=1,M)+8S2« 
1T(M,M+1)*BS3«T(N,Ms 1)
IF(T (N ,M )»TF! 40,16,16


















R H 0 S ( N » M ) = 0 , 016 0 # T ( N i M ) ♦ T 4 , 6 5
RHOS(N + l,M>a0l01,6,0.»T(N*l#M)*34t63
RHOS(N^l,M)=0,0i60«T<N»liM)+54,65







ASls(TOttAKS(N,M))/(QX#DX*RHQS(N ,M )»CPS<N ,M ))
AS2=<TD*AKS(N+i,M))/<QX#DX*RHOS(N*l,M)»CPS(N*l,M)) 
AS3s(TD*AKS<N*IlM) )/<DX#DX8RH.OS(N-i,M )4CPS(N«1iM) > 
BSls(TO*AKS<N,M) )/<OY*DY*RHOS'<N,M)*CPS(N,-M) > 
8S2s(TD#AKS{N#M+l))/(0Y8DY*RH0S(N|M*1)*CPS(N,M*1)) 
















AKS(N,M)=(»( ,893E*4)*IT {N»M)+0,0945)/60,0 
AKS<N+1,M) s<*< , 893E«4)#T(N + l#M)+0t0945>/60,0 
AKS(N-l,M)s(»{l893E*4)«T<N«l>M)*0,0945>/60,0 
AKS(N |Mi-1) = (w < ,893E>4)*T<N#M*l>+0,0945)/60,0 
AKS(N#M*1)s («(,893E«4)«T<N#M + i>+0,0945>/6 0,0 
ASls < TO»AKS<N,M)}/<DX*DX»RH0S<N#M)*CPS(N,M>) 
AS2s (TD*AK$(N+1,M))/<DX#DX*RHQS(N+l|M)*CPS(N+l»M)) 






SUBROUTINE T11<T»N,MiA U p AL2# AL3,BL1,BL2,-BL3) 
DIMENSION CPU(22,18)•AKL<22i18)iRH0L<22fl8),T<22il8)
COMMON TD,DX » OY








RHOU<N»M + 1)=^0,'02:40<»T(n ,M + i )+50i5
n
U188002819798
