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We introduce a model of effective conformal quantum field theory in dimension d = 1+1 coupled to
stochastic noise, where Kardar-Parisi-Zhang (KPZ) class fluctuations can be observed. The analysis
of the quantum dynamics of the scaling operators reduces to the study of random trajectories in a
random environment, modeled by Brownian vector fields. We use recent results on random walks
in random environments to calculate the time-dependent entanglement entropy of a subsystem
interval, starting from a factorized state. We find that the fluctuations of the entropy in the large
deviation regime are governed by the universal Tracy-Widom distribution. This enlarges the KPZ
class, previously observed in random circuit models, to a family of interacting many body quantum
systems.
PACS numbers: 64.60Fr,05.40,82.65Dp
The growth of entanglement entropy in some quan-
tum chaotic systems modeled by random unitary circuits
has been found [1, 2] to exhibit features of the Kardar-
Parisi-Zhang (KPZ) universality class. The KPZ class,
which contains the continuum KPZ equation [3] mod-
eling the classical stochastic growth of an interface, or
equivalently the free energy of continuum directed paths
in a random potential [4], is characterized in d = 1 by
super-diffusive dynamics [5–7], x ∼ t2/3, and by universal
Tracy-Widom distributions [8] related to random matrix
theory [9–14]. It contains a number of solvable discrete
classical stochastic models, of e.g. 1d particle transport,
such as the asymmetric simple exclusion process (ASEP)
[15], and directed polymers in random d = 1+1 media [6].
Various KPZ class behaviors was also recently claimed in
other quantum models, chaotic [16] or integrable [17–19],
as well as in classical models, integrable [20–22] or not
[23, 24], with no obvious connections.
To which extent KPZ-like behaviors are universal for
information spreading in noisy or chaotic many-body
quantum systems is still unclear. In fact, apart from
the random quantum circuits (in the limit of large on
site dimension), most of the evidence is numerical, and
a bona-fide derivation of KPZ behavior has been elusive.
However, the model we are going to present yields extra
supports for the robustness of such KPZ behaviors.
Recently, the class of quantum circuits has been ex-
tended to include solvable models [25, 26] which show
spectral form factor growths typical of chaotic systems
but with operator spreading concentrated along the light-
cone. This points towards a possible connection between
simple extended chaotic systems and, possibly noisy, con-
formal field theory (CFT).
In the present paper, we show that KPZ class behav-
iors emerge in yet another class of 1d stochastic quan-
tum models. Specifically it manifests itself in the large
deviations of certain time-dependent correlations, among
which the entanglement entropy, and hence in particular
in the entanglement entropy growth. Our results rely on
using an exact representation of the quantum correlations
in terms of classical diffusions in time-dependent random
fields and the recently discovered connection [27–32] be-
tween such diffusion problems and the KPZ equation.
The models we consider are certain stochastic pertur-
bations of CFT, which can be viewed as CFT in random
geometry. They code for stochastic quantum dynamics as
random quantum circuits do. They are continuous space
analogs of models of spin chain submitted to stochastic
baths, which were shown to provide quantum extensions
of the simple symmetric exclusion process (SSEP) [33].
KPZ class behaviors was indeed claimed numerically in
such stochastic spin chains [34]. Quantum extensions of
the ASEP are known to be obtainable [35] by promoting
the noise to quantum noise [36]. These stochastic models
code for fermions hopping along the chain with noisy
amplitudes. Our stochastic CFT are thus defined by
coupling an external noise to the energy-momentum ten-
sor components, which generate left/right chiral moves
within the CFT. As a consequence, operator spreading is
predominantly concentrated close to the light-cone, ex-
cept for rare, but important, events.
Note that slightly different versions of stochastic CFTs
was considered in [37] to model elastic scattering in a clas-
sically fluctuating environments [56]: a crossover from
ballistic motion to diffusion and localization was found
(see also [38] for a static version).
We consider a quantum conformal field theory (CFT)
in dimension d = 1 + 1 viewed as the low energy effec-
tive field theory of a gapless many body system. The low
energy states span a Hilbert space. It is equipped with
its two component energy-momentum tensor T (x) and
T¯ (x), x ∈ R such that their sum h0(x) = v(T (x) + T¯ (x))
is the energy density operator and the difference p(x) =
T (x)− T¯ (x) is the momentum density operator. In (un-
perturbed and noiseless) CFT, the dynamics is gener-
ated by a Hamiltonian H0 =
∫
dxh0(x) and the uni-
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2tary evolution on the Hilbert space is described by the
operator U0t = e−itH0 . We now couple this system to
space time dependent noise and define the flow between
time t and t + dt of the perturbed unitary evolution as
Ut+dtU†t = e−idHt with Hamiltonian increment
dHt := H0dt+
∫
dx (dW+t (x)T (x)+dW
−
t (x)T¯ (x)), (1)
where W±t (x) are two space dependent stochastic pro-
cesses. We choose their increments to be of the form
dW±t (x) := ξ
±
t (x)dt+
√
D0 dB
±
t , (2)
where B±t are two independent standard (spatially ho-
mogeneous [57]) unit Brownian motions, D0 the bare
diffusion coefficient. The two random fields ξ±t (x) are
centered gaussian space time white noise with covariance
E[ξt (x)ξ
′
s (y)] = κδ,′δa(x−y)δ(t−s), where a is a short
distance cutoff, and δa(x) is a mollifier of the delta func-
tion. Both a and the Brownian with D0 > 0 regularize
the trajectories, as in turbulent transport [39–41]. Here
we are interested in performing averages over B± and
studying sample to sample fluctuations with respect to
the realisations of the random fields ξ±t (x).
We now show how to solve for the equations of motion
to make the link with trajectories in random environ-
ments. Since T (x) and T¯ (x) are generators of diffeomor-
phism on R, the coupling (1) ensures that the dynamics
of the chiral operators is linked to the trajectories asso-
ciated to the random vector fields W±t (x). In CFT it is
sufficient to look at the primary operators with well de-
fined scaling dimensions. These operators appear in two
classes depending on their commutation relation with T
and T¯ . In pure CFT, they are convected along the light
cone with velocities ±v (right/left movers). As shown in
[42], the evolution of any chiral operator ϕ(x) of dimen-
sion ∆ is solved as
ϕ(x, t) := U†t ϕ(x)Ut = [X+′t (x)]∆ϕ(X+t (x)), (3)
ϕ¯(x, t) := U†t ϕ¯(x)Ut = [X−′t (x)]∆ϕ¯(X−t (x)), (4)
where the prime denotes derivative with respect to x.
Here X±t (x) are the processes specified by
X±t+dt(x± vdt± dW±t (x)) = X±t (x). (5)
Eqs.(5) have a natural interpretation in terms of random
trajectories. Consider the following problem of diffusion
of a particle in a random field, whose position x+u (resp.
x−u ) at time u ∈ [t0, t] obeys the Langevin equation
dx±u
du
= ±(v + ξ±u (x±u ) +√D0 dB±udu ). (6)
From a geometrical perspective, these two equations are
those of the null geodesics in the random metric associ-
ated to these stochastic fields (see (42) in [42]). It is clear
FIG. 1. Top: Typical trajectories for the diffusions described
by Eq. (6) in the random fields ±(v + W˙±(x)) starting at
X±t;t0(x) at time t0 and ending at x at time t. (The dotted
lines are eye guides to visualise the light-cones, in the absence
of random fields). The top of the figure illustrates how Eq.
(5) is obtained by extending the trajectory (which is at x at
time t) from time t to t+ dt.
that X±t (x) is then the position at the initial time t0 = 0
of the particle which will be at position x at time t, and
is associated to a trajectory x±u such that x
±
u=t0 = X
±
t (x)
and x±u=t = x. See Figure 1.
The above result allows to express time-dependent cor-
relation functions of primary fields (chiral or anti-chiral)
at points xi and time t, in terms of the initial correla-
tions but at positions transported by the backward flow,
i.e. at positions X±t (xi). Statistical properties of these
quantum correlations reduce to those of the random tra-
jectories x±i;u.
We now use this property to calculate the Renyi entan-
glement entropy for an interval [x0, x] on the real axis.
It is defined as Sn =
1
1−n log Trρx0,x(t)
n where ρx0,x(t) is
the reduced density matrix at time t, obtained by tracing
out the degrees of freedom in the domain complementary
to the interval [x0, x]. Within field theory, this Renyi en-
tropy can be represented by a path integral on a n-sheet
branched covering of the spacetime plane [43]. It leads
to express Sn in terms of quantum correlations as
Trρx0,x(t)
n = a4∆n0 〈Ψ0|Φ˜n(x0, t)Φn(x, t)|Ψ0〉, (7)
where Φn(x, t) and Φ˜n(x, t) are the time evolved of the
so-called conjugated twist operators, Φn(x) and Φ˜n(x),
which implement the permutations of the sheets of the
covering space at the branching points [58]. Here |Ψ0〉
is the initial state at t0 = 0 of the full domain (here the
real axis) and a0 is an UV cutoff length. Decomposing
the twist operators in chiral and anti-chiral components
as Φn(x) = ϕn(x)ϕ¯n(x), and using the formula (3) for
the primary fields ϕn and ϕ¯n, one obtains
e(1−n)Sn = Jt(x0, x)∆nGt(x0, x), (8)
where Jt(x0, x) = X
−′
t (x0)X
+′
t (x0)X
−′
t (x)X
+′
t (x) is the
Jacobian associated to the stochastic flows (6), and
Gt(x0, x) is equal to the following quantum correlation
〈Ψ0|ϕn(X−t (x0))ϕ¯n(X+t (x0))ϕn(X−t (x))ϕ¯n(X+t (x))|Ψ0〉.
(9)
3The scaling dimension of the twist operators is ∆n =
c
12 (n− 1n ), with c the CFT central charge.
We must now specify the initial state |Ψ0〉. As in ran-
dom circuit models and in quantum quench problems,
we choose a gapped initial state with finite and small co-
herence length vτ0. This mimics a fully factorized state
on the lattice. Within CFT we use the Calabrese-Cardy
representation of such a state as [44, 45]
|Ψ0〉 ∝ e−τ0H0 |B〉〉, (10)
where |B〉〉 is a (unnormalized) conformally invariant
boundary state. This representation comes with rules for
calculation of expectation values which involve analytic
continuation of CFT correlation functions in a strip of
width 2vτ0 conformally mapped to the upper half plane.
Using these rules (see [42]) one obtains
Gt(x0, x) = (
pia0
2vτ0
)4∆n [
(z+0 z
−
0 z
+z−)
(z+0 − z+)2(z−0 − z−)2
]∆nK(η),
(11)
where z± = ±ie pi2vτ0X±t (x) and z±0 = ±ie
pi
2vτ0
X±t (x0). The
variable η is the cross-ratio η =
(z+0 −z−0 )(z+−z−)
(z+0 −z−)(z+−z−0 )
and K(η)
is called a conformal block. The above expression is in
general difficult to evaluate but it simplifies in the limit of
a large interval x0 → −∞ with fixed endpoint x, because
one can use the operator product expansion (OPE) in
that limit. Indeed, we expect that Xt(x0)→ −∞ in that
limit a.s. for any fixed t. Thus z±0 tend to zero along the
imaginary axis, hence η  1. One knows, from boundary
OPE in CFT, the asymptotics of K(η) ' A2φη−(2∆n−∆b)
as η goes to zero, where ∆b is the scaling dimension of
the boundary operator produced by the OPE and Aφ is a
universal amplitude. From Ref. [44, 45] one has ∆b = 0.
In this limit (11) becomes, to leading order,
Gt(x0, x) ' (12)
A2φ(
pia0
4vτ0
)4∆n
[cosh(
pi(X+t (x0)−X−t (x0))
4vτ0
) cosh(
pi(X+t (x)−X−t (x))
4vτ0
)]2∆n
.
In the limit where the coherence length vτ0 of the initial
state |Ψ0〉 is small, the non-vanishing of this correlation
function conditions the two trajectories to start at nearby
positions X+t (x) ≈ X−t (x). Estimating the probability of
this event will thus be of importance below.
We are interested in various averages of the entropy Sn
over the Brownian, for a fixed random field configuration
ξ±t (x) (i.e. fixed sample). Convenient averages have the
form − 1q log〈e−qSn〉B as a function of the parameter q
varying from annealed average for q = 1 to the quenched
average 〈Sn〉B for q → 0. Let us take the power q/(n −
1) of (8), and average over the Brownian. Neglecting
the terms containing x0 in the limit x0 → −∞ [59] and
setting for now the Jacobian factor to unity, we obtain
〈e−qSn〉B ' e−qsn
∫
dy+dy−
P+t,t0(x, y
+)P−t,t0(x, y
−)
cosh(pi(y
+−y−)
4vτ0
)2qδn
,
(13)
where δn =
∆n
n−1 =
c
12
n+1
n and sn is the (non-universal)
initial value of the entropy. We have introduced the fol-
lowing probability distribution function (PDF)
P±t,t0(x, y) = 〈δ(X±t,t0(x)− y)〉B . (14)
Here, to decipher the variation in the initial time t0, we
denote more explicitly X±t,t0(x) := Xt(x) the position at
time u = t0 of the particle diffusing as in (6) which will
be at position x at time u = t. Thus P±t,t0(x, y) can
be interpreted as the probability that the time reversed
path starting from x at t ends at y at t0. It satisfies the
Fokker-Planck equation as t0 is decreased,
−∂t0P±t,t0(x, y) = [
D
2
∂2y±∂y(v+ξ±t0(y))]P±t,t0(x, y), (15)
in the time reversed field ∓(v + ξ±), with the condition
P±t,t(x, y) = δ(x − y), and where D is the coarse-grained
diffusion coefficient (see [42] for details). Note that, as
shown in [42], Eqs. (13) and (15) can be extended to
include the contributions of the Jacobian factor in Eq.
(8), however the latter are irrelevant at large scale and
only renormalize a few amplitudes as detailed in [42].
The problem of diffusion in a time dependent random
field was recently found to be related to the KPZ class.
This was shown for discrete random walks models in a
time dependent random environment, through exact so-
lutions [27, 28] and in their weak disorder/continuum
limit [29]. The continuum model was studied in [30] using
physics arguments, and rigorously recently [31] (although
the space-time white noise limit for ξ± remains mathe-
matically challenging). The main idea is as follows. For
ξ± white noise in time, the disorder average
E[P±t,t0(x, y)] =
1√
2piDt
e
− (y−x±v(t−t0))2
2D(t−t0) (16)
is identical to the pure biased diffusion, i.e. ξ = 0,
and gives the global shape of the PDF, which is cen-
tered around y = x ∓ v(t − t0). The KPZ physics
arises away from this most probable direction, i.e. for
y − x ∼ (∓v + θ±)t at large t (for t0 fixed) with θ± 6= 0.
For y − x = o(t), i.e. θ± = ±v, the average pro-
file at large time varies in space as e∓
(y−x)v
2D . Defin-
ing the fluctuation field around the average profile as
Z±t,t0(x, y) := P
±
t,t0(x, y)e
± (y−x)vD + v
2
2D (t−t0), one finds that
Z± satisfies the stochastic heat equation (SHE) as t0 is
decreased, −∂t0Z± = [D2 ∂2y − vD ξ±t0(y)]Z± + . . . , where
the additional term · · · = ∂y(ξZ) can be argued to be ir-
relevant at large time [30] in the region y−x = o(t) (since
it contains higher gradients). This property is supported
4FIG. 2. Left: Atypical trajectories contributing to (13), i.e.
constrained to be at almost identical positions at time t0 = 0
(conditioned to be both at x at time t). Right: equivalent
unfolding of the left picture on a time interval 2t, with one of
the two trajectories time-reversed. As shown in the text, this
geometrical configuration applies for q > qc, while for q < qc
the two relevant trajectories do not meet at time t0 = 0.
by recent results [31, 32]. Here Z can be seen as the par-
tition sum of a directed polymer in the time dependent
random potential vD ξ
±
t (y) and h
± = logZ± is the corre-
sponding KPZ height field [42]. From known results on
the KPZ equation, one expects, at large time t, universal
height fluctuations w.r.t. ξ, scaling as δh ∼ t1/3, with
space-time scaling x ∼ t2/3. If the region y − x = o(t)
dominate the integral we can thus write
〈e−qSn〉B ∼ e− v
2
D (t−t0)
∫
dy+dy−
Z+t,t0(x, y
+)Z−t,t0(x, y
−)
cosh(pi(y
+−y−)
4vτ0
)2qδn
.
(17)
At large time the typical KPZ spatial scale is t2/3  vτ0,
hence for fixed q > 0 one can approximate in both
Eq. (17) and (13) the factor 1/ cosh(pi(y
+−y−)
4vτ0
)2qδn ∼
vτ0δ(y
+ − y−), which constrains the two trajectories x±s
in (6) to be in an atypical configuration with near iden-
tical starting and ending points. Since ξ+ and ξ− are
uncorrelated fields, this allows to unfold the configura-
tion by time reversing one of the two trajectories, see
Figure 2. The problem becomes equivalent in law, to
computing the probability density of return P+2t,0(x, x)
to the starting point x, after time lapse 2t, in a random
vector field with constant bias v. Hence,
〈e−q(Sn−sn)〉B ' vτ0 P+2t,0(x, x) = vτ0 Z+2t,0(x, x)e−
v2
D t,
(18)
similar to the point to point directed polymer partition
function. From known results and universality in the
KPZ class [46], we thus obtain that at large time
log〈e−q(Sn−sn)〉B ' −c1t+c2t1/3A(xˆ, xˆ) , xˆ = x
2c3t2/3
,
(19)
where c1, c2, c3 are constants independent of q and n,
and A(xˆ, yˆ) denotes the so-called Airy sheet process [47–
49]. We recall that, for fixed yˆ, it is equal to A(xˆ, yˆ) ≡
A2(xˆ− yˆ)−(xˆ− yˆ)2 where A2(xˆ) is the Airy2 process [50]
(describing, upon rescaling, the rightmost particle of the
Dyson Brownian motion [51]). Its one point PDF for χ =
A(xˆ, xˆ) ≡inlaw A2(0) is given by the GUE Tracy Widom
distribution [52]. Hence, we conclude that, at fixed q,
log〈e−qSn〉B is distributed according to GUE-TW. The
x dependence however of (19), i.e. with Sn ≡ Sn(x, t), is
non-trivial and related to the Airy sheet.
Let us discuss now the PDF of Sn. Taking the loga-
rithm in (8) and (12) we have
Sn = sn + 2δn log cosh(
pi(X+t (x)−X−t (x))
4vτ0
) (20)
' sn + 2δnpi|X
+
t (x)−X−t (x)|
4vτ0
. (21)
For any given x, X+t (x)−X−t (x) has the same statistics
as a diffusion in a biased random field for time duration
2t. Indeed, since ξ+ and ξ− are independent vector fields,
we can reflect one of them around the space slice at time t
to define a gaussian white noise vector field on a doubled
time interval. As a consequence, |X+t (x) − X−t (x)| ≡
|x˜2t − x˜0| where x˜s are the corresponding trajectories
(see [42] for detail).
Let us now focus on the typical behavior of Sn. We
can use arguments and exact results from the diffusion
problem. The typical value of x2t is 2vt with variance
2tD, hence the typical value of Sn is S
typ
n = piδnt/τ0
with a variance E[〈S2n〉B ]c = Dst with Ds = ( δnpi2vτ0 )22D
(note that the effect of the Jacobian is to renormalize Ds
[42]). As a function of the end point position x, when
varied over regions x = O(t1/2), Sn(x, t) exhibits sub-
leading sample to sample fluctuations O(t1/4) described
by the Edwards-Wilkinson equation (i.e. the KPZ equa-
tion without the non-linear term) [42].
For atypical fluctuations, the large deviations of Sn
can be obtained from the large deviations of x˜2t − x˜0.
These have been studied in the context of diffusion in
time dependent random environments [27, 30–32] and one
obtains at large time [60] (see [42]) for θ ≥ −v
log Prob(Sn >
piδn
vτ0
(θ + v)t)
' −J( θ
θ∗
)
2t
t∗
+ (
2t
t∗
)1/3G(
θ
θ∗
)χ2. (22)
Here t∗ = κ2/D3 and θ∗ = D2/κ are characteristic scales
of the diffusion in a Brownian field. Note that at small θ
one has J(θ) = θ
2
2 +O(θ
4) andG(θ) ' 1
21/3
θ4/3(1+O(θ2))
from the universal KPZ regime [42].
One now asks how the result (111) for the probabil-
ity matches the result (19) for the exponential moments.
This will allow to specify the domain of validity of (19)
as a function of q for a small but finite τ0. It shows that
there is a phase transition at a critical value q = qc which
corresponds to a change in the geometry of the contribut-
ing atypical trajectories. At large time we can evaluate
the integral on θ representing the exponential moments
5using a saddle point method, which gives the estimate
log〈e−q(Sn−sn)〉B (23)
' −min
θ
[
q
piδn
2vτ0
|θ + v|2t+ J( θ
θ∗
)
2t
t∗
− (2t
t∗
)1/3G(
θ
θ∗
)χ2
]
There is a transition as a function of q in this min-
imisation problem. There exists a qc > 0 such that
for q > qc the minimum is frozen at θ = −v inde-
pendant of q, in which case formula (19) holds, with
c1 = (2/t
∗)J(−v/θ∗) and c2 = (2/t∗)1/3G(−v/θ∗). For
q < qc, the maximum is at θ = θc(q) > −v. Let us
estimate qc in the case v < θ
∗ = D2/κ, where we can
use the quadratic approximation for J(θ). One finds
that θc(q) = − qqc v where qc ' 2v
2τ0
Dpiδn
[61], and, instead
of (19), we obtain the leading behavior at large time
log〈e−q(Sn−sn)〉B = − v2tD qqc (2−
q
qc
) + o(t), where we ob-
serve that the small q expansion yields the first two cu-
mulants of Sn compatible with the analysis above based
on typical events [42]. One can show [42] that the o(t)
term exhibits sample to sample fluctuations, described
by the sum of two TW-GOE distributions.
This saddle point estimate has a nice geometrical inter-
pretation in terms of trajectory configurations, For q > qc
the optimal paths join at time t0 = 0 in the center y = x
up to o(t) fluctuations (of KPZ type of order O(t2/3)).
For q < qc the ± optimal paths are separated by an angle
2(v + θc) ' 2(1− qqc )v in the (x, t) plane.
The above considerations can be extended to predict
the fluctuations of other observables [57]. For instance
one can calculate the time evolved one point function
〈Ψ0|Φ(x, t)|Ψ0〉. In the absence of randomness this ex-
pectation value is known to decrease exponentially with
time [44, 53, 54]. In presence of randomness a calculation
similar to the above gives
〈Ψ0|Φ(x, t)|Ψ0〉 =
CΦ(
pia0
4vτ0
)2∆[X−′t (x)X
+′
t (x)]
∆
[cosh(
pi(X+t (x)−X−t (x))
4vτ0
)]2∆
, (24)
where 2∆ is the scaling dimension of the primary opera-
tor Φ, and CΦ is a non-universal constant. One similarly
finds that the typical fluctuations behave as
log〈Ψ0|Φ(x, t)|Ψ0〉 ' −pi∆ t
τ0
+
√
D∆B(t), (25)
with B(t) a unit Brownian, i.e. the typical decay is ex-
ponential, with log-normal fluctuations. The large devi-
ation function of the atypical fluctuations are controlled
by the KPZ class, similarly as for the entropy. Others
examples are the correlations of the components T and
T¯ of the energy momentum tensor, which can be cal-
culated because each of the components is transported
covariantly by the random flows (see (73) in [42]). For
example, the connected two point function of T
〈Ψ0|T (x1, t1)T (x2, t2)|Ψ0〉c (26)
= (X+′t1 (x1))
2(X+′t2 (x2))
2 c/2
(cosh( pi4vτ0 (X
+
t2(x2)−X+t1(x1)))4
As detailed in [42] the analysis of the trajectories allows
to exhibit KPZ type large deviations.
In conclusion, we have introduced a stochastic version
of d = 1 + 1 CFT modeling random unitary dynamics in
interacting many body systems. We have analysed the
statistical behaviors (the typical and atypical behaviors)
of various quantum correlations, including the entangle-
ment entropy of a subsystem. Geometrically, the rare
events we analysed correspond to null geodesics converg-
ing to nearby points, as caustics do. Within stochastic
CFT, these behaviors are universal in the sense that they
only rely on the conformal symmetry acting on the phys-
ical Hilbert space of the model. We have been able to
decipher them by mapping their analysis to that of ran-
dom trajectories in random fields. For systems initially
prepared in short range correlated states, we found that
the large deviations of the fluctuations of the entangle-
ment entropy is controlled by the KPZ class universality.
The mechanism for the emergence of KPZ behavior ap-
pears to be different from the one unveiled in the studies
of random quantum circuits. To understand the extent
by which such KPZ-like behaviors are universal for infor-
mation or operator spreading in noisy or chaotic many
body quantum systems remains an important question.
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I- STOCHASTIC CFT TECHNIQUES
Ia- A simple example & its connection to random geometry
The simplest example is that of a massless free Gaussian boson corresponding to a c = 1 CFT. Our model est then
equivalent to that of a free Gaussian field in a random metric specified by the two vector fields U±t (x) = ±
(
v+W˙±t (x)
)
.
It possesses two chiral operators of conformal dimension one, usually called left/right currents (i.e. in the pure
CFT in non random environment) but which we choose here to denote n(x) and n¯(x) and call then densities for a
reason which will be come clear in a short while. Quantization is done by imposing that the densities satisfy the
Heisenberg-like canonical commutation relations:
[n(x), n(y)] = +iδ′(x− y), (27)
[n¯(x), n¯(y)] = −iδ′(x− y), (28)
while [n(x), n¯(y)] = 0. The stress tensor densities are quadratic in the densities:
T (x) =
1
2
: n2(x) :, T¯ (x) =
1
2
: n¯2(x) : . (29)
This construction is known as the Sugawara’s construction and it ensures the stress tensor commutation relations of
the Virasoro algebra. By construction, the densities are conformal primary field with dimension 1 meaning that their
commutation relations with the stress tensor components are
[T [u], n(y)] = +i∂y
(
u(y)n(y)
)
, [T¯ [u], n(y)] = 0, (30)
[T¯ [u], n¯(y)] = −i∂y
(
u(y)n¯(y)
)
, [T [u], n¯(y)] = 0, (31)
with T [u] :=
∫
dxT (x)u(x) and T¯ [u] :=
∫
dx T¯ (x)u(x) respectively.
To simplify the matter, let first consider the case where the vector fields W˙±t (x) are time dependent but not stochastic
(the generalisation to stochastic, Brownian driven, vector fields, will be easy). We thus consider Hamiltonian evolution
on tis c = 1 CFT driven by the time dependent Hamiltonian
Ht = H0 +
∫
dx
(
W˙+t (x)T (x) + W˙
−
t (x)T¯ (x)
)
. (32)
The equations of motion for the primary operators n and n¯ are then
∂tn(x, t) + ∂x
(
U+t (x)n(x, t)
)
= 0, (33)
∂tn¯(x, t) + ∂x
(
U−t (x)n¯(x, t)
)
= 0, (34)
9with U±t (x) = ±
(
v + W˙±t (x)
)
. These are two conservation laws,
∂tn(x, t) + ∂xj(x, t) = 0, (35)
∂tn¯(x, t) + ∂xj¯(x, t) = 0, (36)
with densities n(x, t) (resp. n¯(x, t)) and currents j(x, t) = U+t (x)n(x, t) (resp. j¯(x, t) = U
+
t (x)n¯(x, t)). As in the
main text, because these equations are transport equations, they are solved by looking at the backward trajectories
associated to the vector fields U±t (x). The equations for these trajectories are x˙
±
s = U
±
s (xs), as usual. That is
n(x, t) = X+t
′
(x) n(X+t (x)), (37)
n¯(x, t) = X−t
′
(x) n¯(X−t (x)), (38)
with X±t (x) the positions at initial time of the trajectories ending at point x at time t. They satisfy X˙
±
t (x) +
U±t (x)X
±
t
′
(x) = 0.
These equations of motion are equivalent to those of free field φ(x, t) in a non trivial metric gµν with action
S =
1
2
∫
dxdt
√
|g| gµν(∂µφ)(∂νφ). (39)
Indeed, take gµν be the uni-modular metric, i.e. with |g| := |detg| = 1, with
gtt =
2
U+ − U− , g
tx = gxt =
U+ + U−
U+ − U− , g
xx =
2U+U−
U+ − U− , (40)
with U± the vector fields U± = ±(v + W˙±), so that the action reads
S =
∫
dxdt
(U+ − U−)
[
(∂tφ)
2 + (U+ + U−)(∂tφ)(∂xφ) + U+U−(∂xφ)2
]
. (41)
Equivalently, the metric is proportional to
ds2 = gµνdx
µdxν ∝ (dx− U+dt)(dx− U−dt). (42)
The proportionality factor is irrelevant as the action (39) is conformally invariant. But, if one wishes to normalize the
metric to be uni-modular with detg = −1 (as for a 2d metric with Lorentzian signature), then ds2 = 2U+−U− (dx −
U+dt)(dx−U−dt). The two vector fields U± specify locally the light-cone since ds2 = 0 for dx = U+dt or dx = U−dt.
These last two equations are the local flow equations associated to the vector fields U±, so that the trajectories of the
U±-flows are actually the null geodesics of this geometry.
The Euler-Lagrange equations of motion, obtained by extremising the action (41), are then
∂t
[
(∇+φ) + (∇−φ)
]
+ ∂x
[
U+(∇+φ) + U−(∇−φ)
]
= 0, (43)
with
∇± := 1
U+ − U−
[
∂t + U
∓∂x
]
. (44)
Eq.(43) is a local conservation for a density (∇+φ) + (∇−φ) and a current U+(∇+φ) +U−(∇−φ). As usual, one has
also the conservation law for the topological current µν∂νφ, which reads
∂t
[
(∇+φ)− (∇−φ)
]
+ ∂x
[
U+(∇+φ)− U−(∇−φ)
]
= 0, (45)
Eq.(45) is tautologically (or topologically) fulfilled because (∇+φ)−(∇−φ) = −∂xφ and U+(∇+φ)−U−(∇−φ) = ∂tφ.
Hence Eqs.(43,45) are the sum and the difference of the equations of motion (33,34) for n and n¯, with
n = ∇+φ , n¯ = ∇−φ. (46)
Notice that any (generic) Lorentzian uni-modular metric can be parametrized in terms of two vector fields as in
(40). Since any 2d metric (on a surface of genus zero) is conformally equivalent to an uni-modular metric, any 2d
massless free field theory can be viewed as coding for transport along a non trivial vector fields.
As mentioned in the main text and explained below (in the case of any chiral operators), this result holds true also
if the vector fields W˙±t (x) are stochastic, driven by Brownian motion, say of the form W˙
±
t (x) = ξ
±
t (x) +
√
D0B˙
±
t .
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However, the presence of the Brownian motion B±t implies that the mean operators (mean with respect to those
Brownian motions) satisfy a diffusive equation.
To simplify the matter even further (and to be able to do explicit simple computation in the stochastic case), let
us now consider the case ξ± ≡ 0, so that W˙±t (x) =
√
D0B˙
±
t and U
±
t (x) = ±v ±
√
D0B˙
±
t , with B
±
s two independent
normalized Brownian motions. The trajectories x±s are then described by the explicit equations:
x±s = x0 ± vs±
√
DB±s , (47)
so that
X±t (x) = x∓ vt∓
√
D0B
±
t . (48)
In this simple case, X±t
′
(x) = 1, independently of x, and there is no Jacobian factors in the solutions of the equations
of motion so that n(x, t) = n(X+t (x)) and n¯(x, t) = n¯(X
−
t (x))
We can compute (exactly) the correlation functions of product the densities n and n¯. For instance, the two-point
correlation of the density n, in the Calabrese-Cardy state, reads (how to compute expectation with the Cardy-Calabrese
state in explained in the following Appendix Ic)
〈Ψ0|n(x2, t2)n(x1, t1)|Ψ0〉 = 〈Ψ0|n(Xt2(x2))n(Xt1(x1))|Ψ0〉 (49)
=
const.
(cosh( pi4vτ0 (x1 − x2 − v(t1 − t2)−
√
D0(B
+
t2 −B+t1)))2
(50)
Suppose that t2 > t1. Then, B
+
t2 − B+t1 ≡ B+t2−t1 in law, so that an exact integral representation of moments of this
correlation can be written.
Notice that, using again the tools discussed in the Appendix Ic about the Calabrese-Cardy construction, a similar
formula can be written for the correlation of the twist operators (in the limit x0 → −∞) and hence for the exponential
moments of the entanglement entropy. Indeed, since X±t (x) = x∓ vt∓
√
DB±t for ξ = 0, the Jacobian Jt(x0, x) = 1
and
Gt(x0, x) '
A2φ(
pi
4vτ0
)4∆n
[cosh(
pi(2vt+
√
D(B−t −B+t ))
4vτ0
)]4∆n
and
〈e−qSn〉B ' τ−4qδn0
∫
dy+dy−
P+t,t0(x, y
+)P−t,t0(x, y
−)
cosh(pi(y
+−y−)
4vτ0
)2qδn
(51)
with P±t,t0(x, y
±) the distribution of Brownian trajectories as defined in the text. The analysis of the q-dependence of
the above expectation is then parallel to that discussed in the main text.
Ib- Operator evolution
Here we show how the evolution equations for chiral (resp. anti-chiral) operators in stochastic CFTs are solved by
eq.(3). For simplicity we set v = 1 in this Section.
Recall that the two (chiral / anti-chiral) components T and T¯ of the stress tensor in CFT satisfy the Virasoro
commutation relations
[T (x), T (y)] = −i
(
2δ′(x− y)T (y)− δ(x− y)T ′(y)− c
24pi
δ′′′(x− y)
)
, (52)
[T¯ (x), T¯ (y)] = +i
(
2δ′(x− y)T¯ (y)− δ(x− y)T¯ ′(y)− c
24pi
δ′′′(x− y)
)
, (53)
with c the central charge and where the prime symbol denotes derivative with respect to the space variable. Al-
ternatively (and for later convenience), we defined T±[u] :=
∫
dxT±(x)u(x), for any vector field u(x), so that the
commutation relations read
[T [u], T (y)] = +i
(
2u′(y)T (y) + u(y)T ′(y)− c
24pi
u′′′(y)
)
,
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and similarly (up to a global sign) for T¯ . Similarly one can write the commutator [T [u1], T [u2]] for any pair of vector
fields u1 and u2. The normalisation is such that, defining Lk :=
∫
dxe−ikxT (x), their commutation relations are[Lk,Lp] = (k − p)Lk+p + c
12
k3 δ(k + p).
Recall also that an operator ϕ(x) is a chiral primary operator of dimension ∆ if, by definition, it satisfies the
following commutation relations with the stress tensor:
[T [u], ϕ(x)] = i
(
∆u′(x)ϕ(x) + u(x)ϕ′(x)
)
, [T¯ [u], ϕ(x)] = 0.
A similar definition holds for the anti-chiral primary operators, with the role of T and T¯ exchanged.
Recall that, in the stochastic CFT model we consider, the time evolution of operators is defined as O → O(t) :=
U†t O Ut, where the unitary Ut evolves according to Ut+dtU†t = e−idHt , with Hamiltonian increment dHt = H0dt +∫
dx (dW+t (x)T (x) + dW
−
t (x)T¯ (x)) where dW
±
t (x) = ξ
±
t (x)dt +
√
DdB±t as in the main text, eq.(1). By expanding
up to order dt, this leads to the evolution equation for O(t):
dO(t) = +i[dHt, O](t)− 1
2
[dHt, [dHt, O]](t).
Recall that O(t) := U†t O Ut, so that here [dHt, O](t) = U†t [dHt, O]Ut with [dHt, O] := dHtO−O dHt the commutator
of the two operators dHt and O, and similarly for the double commutator [dHt, [dHt, O]](t). In particular, for chiral
operators (i.e. for O → ϕ(x)), we have:
dϕ(x, t) = +i[T [dU+t ], ϕ(x)](t)−
1
2
[T [dU+t ], [T [dU
+
t ], ϕ(x)]](t), (54)
with vector field increment dU+t (x) = vdt+ dW
+
t (x).
Let us now write these equations in a more compact way. We define the differential operators D∆[u] by their action
on functions f(x):
D∆[u] · f(x) :=
(
∆u′(x) + u(x)∂x
)
f(x).
The definition of D∆ is made such that the commutation relations of chiral operators with the stress tensor simplifies :
[T [u], ϕ(x)] = iD∆[u] · ϕ(x). (55)
Hence, the equation of chiral primary operator may be written as
dϕ(x, t) +D∆[dU+t ] · ϕ(x, t)−
1
2
(D∆[dU+t ])2 · ϕ(x, t) = 0. (56)
Using dU+t (x)dU
+
t
′
(x) = 0 and dU+t
′
(x)2 + dU+t (x)dU
+
t
′′
(x) = 0 by translation invariance of the statistics of the
velocity fields, one checks that (D∆[dU+t ])2 · f(x) =
(
∆(∆− 1)dU+t ′(x)2 + dU+t (x)2∂2x
)
f(x).
We can then prove that the solution of equation (56) is
ϕ(x, t) =
[
X ′t(x)
]∆
ϕ(Xt(x)), (57)
where Xt(x) is the initial position of the trajectories with vector field increment dU
+
t (x) which will be at time t at
position x. That is: t→ Xt(x) is the backward trajectory.
Indeed, as explained in the main text, by definition this initial position satisfies
Xt+dt(x+ dU
+
t (x)) = Xt(x) (58)
However, one has to be careful when dealing with the last equation because Xt+dt(·) and dU+t (x) are not independent.
One has first to invert this relation (i.e. the relation between x and y = x+ dU+t (x)) and write Xt+dt(x) in terms of
Xt(·). The result is Xt+dt(x) = Xt(x− dU+t (x) + · · · ), using dU+t (x)dU+t ′(x) = 0. Then, one may Taylor expand this
last relation to second order using Itoˆ rules to prove that Xt(x) is the solution of the following stochastic diffusive
transport equation:
dXt(x) + dU
+
t (x)X
′
t(x)−
1
2
dU+t (x)
2X ′′t (x) = 0, (59)
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with initial condition Xt=0(x) = x. Let us now look at the equation of motion (56) but first for ∆ = 0 to simplify the
discussion. It reads
dϕ(x, t) + dU+t (x) ∂xϕ(x, t)−
1
2
dU+t (x)
2 ∂2xϕ(x, t) = 0. (60)
To prove the claim (57) for ∆ = 0, we have to prove that ϕ(x, t) := ϕ0(Xt(x)) is a solution of the above equation for
any ϕ0. Let us compute the Itoˆ and space derivatives of this field ϕ(x, t). By Itoˆ rules, we have (for ∆ = 0):
dϕ(x, t) = dXt(x)ϕ
′
0(Xt(x)) +
1
2
dXt(x)
2 ϕ′′0(Xt(x)), (61)
∂xϕ(x, t) = X
′
t(x)ϕ
′
0(Xt(x)), (62)
∂2xϕ(x, t) = X
′′
t (x)ϕ
′
0(Xt(x)) +X
′
t(x)
2 ϕ′′0(Xt(x)). (63)
Thus, equation (60) is going to be fulfilled for any ϕ0 if the following two equations are satisfied:
dXt(x) + dU
+
t (x)X
′
t(x)−
1
2
dU+t (x)
2X ′′t (x) = 0, (64)
dXt(x)
2 − dU+t (x)2X ′t(x)2 = 0. (65)
The first is simply the characteristic equation (59) for the backward trajectories, that we just proved, and the second
is a consequence of the first (simply by taking the square). Thus, ϕ(x, t) = ϕ0(Xt(x)) is indeed a solution of the
stochastic equation of motion for ∆ = 0.
The case ∆ 6= 0 is done similarly. We aim at proving that ϕ(x, t) = [Yt(x)]∆ ϕ0(Xt(x)), with Yt(x) := X ′t(x) is a
solution of the equations of motion (56). Assuming translation invariance of the covariance of the velocity fields, the
latter read (to simplify the notation we set U+t (x)→ Ut(x), without the upper-script +)
dϕ(x, t) + dUt(x) ∂xϕ(x, t) + ∆dU
′
t(x)ϕ(x, t) =
1
2
dUt(x)
2 ∂2xϕ(x, t) +
1
2
∆(∆− 1)dU ′t(x)2 ϕ(x, t). (66)
Let us first compute the Itoˆ derivative dϕ(x, t) (without forgetting the crossed terms),
dϕ(x, t) = [Yt(x)]
∆
[
dXt(x)ϕ
′
0(Xt(x)) +
1
2
dXt(x)
2ϕ′′0(Xt(x)) (67)
+∆Yt(x)
−1dYt(x)dXt(x)ϕ′0(Xt(x)) +
(
∆Yt(x)
−1dYt(x) +
1
2
∆(∆− 1)Yt(x)−2dYt(x)2
)
ϕ0(Xt(x))
]
.
Let us now compute the space derivatives,
∂xϕ(x, t) = [Yt(x)]
∆
[
X ′t(x)ϕ
′
0(Xt(x)) + ∆Yt(x)
−1Y ′t (x)ϕ0(Xt(x))
]
, (68)
∂2xϕ(x, t) = [Yt(x)]
∆
[
X ′t(x)
2ϕ′′0(Xt(x)) +
(
X ′′t (x) + 2∆Yt(x)
−1Y ′t (x)X
′
t(x)
)
ϕ′0(Xt(x)) (69)
+
(
∆Yt(x)
−1Y ′′t (x) + ∆(∆− 1)Yt(x)−2Y ′t (x)2
)
ϕ0(Xt(x))
]
.
Thus, comparing the last three equations and using the characteristic equation (59) for Xt(x), namely dXt(x) +
dUt(x)X
′
t(x) =
1
2dUt(x)
2X ′′t (x), the equations of motion (66) is solved by ϕ(x, t) = [X
′
t(x)]
∆ ϕ0(Xt(x)) iff
dYt(x) + dUt(x)Y
′
t (x) + dU
′
t(x)Yt(x) =
1
2
dUt(x)
2 Y ′′t (x) (70)
dYt(x)dXt(x) = dUt(x)
2 Y ′t (x)X
′
t(x), (71)
dYt(x)
2 = dUt(x)
2 Y ′t (x)
2 + dU ′t(x)
2 Yt(x)
2, (72)
with Yt(x) = X
′
t(x), the space derivative of Xt(x). The first equation is a consequence of (59) (by taking the
space derivative of (59)), the second is a consequence of the first and (59) by multiplying them, and the third is
also a consequence of the first by squaring it (taking into account in the three equations that dUt(x)dU
′
t(x) = 0 by
translation invariance). Everywhere, we were allowed to neglect terms O(dt3/2) and higher. Thus, we proved that
ϕ(x, t) = [Yt(x)]
∆ ϕ0(Xt(x) is solution of the stochastic equations of motion with the initial condition ϕ(x, t = 0) =
ϕ0(x) (since Xt=0(x) = x, and hence X
′
t=0(x) = 1).
Similar results apply the anti-chiral operators with dU+t replaced by dU
−
t (x) := −(vdt+ dW−t (x)).
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Similar results also apply the stress-tensor components. One may prove that the equations of motion of the stress-
tensor are solved by
T (x, t) = [X ′t(x)]
2 T (Xt(x))− c
24pi
(S ·Xt)(x), (73)
where (S · f) denotes the Schwarzian derivative of the function f : (S · f)(x) = f ′′′(x)f ′(x) − 32
( f ′′(x)
f ′(x)
)2
. This result follows
from the stochastic equation satisfies by Xt(x) and from the cocycle relation fulfilled by the Schwarzian derivative:
(S · (g ◦ f))(x) = f ′(x)2 (S · g)(f(x)) + (S · f)(x). The proof of this statement is a bit more delicate as for (57), as it
relies on this cocycle relation but, once one knows that this relation together with (59) are the key ingredients, the
proof of (73) is a consequence of Itoˆ calculus.
All these results are direct consequences of the fact that the stress-tensor is the generator of the diffeomorphism.
Ic- Twist operators & entanglement entropy in stochastic CFT
Here we show how to compute the entanglement entropy for a semi-infinite line in stochastic CFT.
Recall from [43] that, in quantum field theory and for a system initially prepared in a pure state |Ψ0〉, the entan-
glement entropy, or the Reniy entropy Sn(x0, x|t), of an interval [x0, x] ⊂ R may be represented as
e(1−n)Sn(x0,x|t) = 〈Ψ0|Φˆn(x0, t)Φn(x, t)|Ψ0〉 (74)
where Φ(x) and Φˆ(x0) are the so-called conjugated twist operators. Here Φ(x, t) denote the time evolved twist operator
Φ(x) at time t.
We apply this formula in (stochastic) CFT with |Ψ0〉 a ‘gapped’ state with small coherence length.
Recall the representation of gapped states with small coherence length introduced by Calabrese and Cardy [44, 53].
They formally write this state as |Ψ0〉 ∝ e−τ0H0 |B〉〉 with H0 the CFT hamiltonian and |B〉〉 a (unormalisable)
boundary state. Here, τ0 is parametrising the coherence length, which vanishes as τ0 → 0.
This representation means the following rules:
(i) The expectation of any product of localised primary operators
〈Ψ0|O1(x1) · · ·OM (xM )|Ψ0〉 (75)
is defined by analytic continuation from the Euclidean CFT correlation functions on the infinite strip of width 2τ0,
embedded into the complex plane, with main axis along the real axis and its two boundaries parallel to the real axis
and crossing the imaginary axis at points ±iτ0. The operators Oj(xj) are positioned at points xj along the real axis
inside this strip. The boundary conditions imposed on the two strip boundaries are those encoded in the state |B〉〉.
(ii) By conformal invariance, the strip CFT expectation values are mapped into CFT expectation values in the upper
half plane (UHP). If w = x+ iτ is the complex parameter in the strip (x ∈ R, τ ∈ [−τ0, τ0]), the conformal mapping
to the UHP is
w → z = i exp( pi
2τ0
w),
so that the points on the lower boundary τ = −τ0 are mapped to the positive real axis, and those on the upper
boundary τ = +τ0 are mapped on the negative real axis. The covariance property of the CFT expectation values
depends on the scaling dimensions of the operators.
(iii) Correlation functions in boundary CFTs, and hence in the UHP, are computed using the method of images. This
amounts to decompose the operators Oj in its chiral and anti-chiral components, O(z) = ϕ¯O(z
−)ϕO(z+), where z+
(resp. z−) are the images of z in the upper half plane (resp. lower half plane), and to write the boundary CFT
correlation functions in terms of the conformal blocks
〈ϕ¯O1(z−1 )ϕO1(z+1 ) · · · ϕ¯OM (z−M )ϕOM (z+M )〉UHPB , (76)
where the (analytical) structure of this conformal block is specified by the boundary condition |B〉〉.
Let us apply these rules for the expectation (74). Decomposing the twist operators in their chiral/anti-chiral
components, ϕn and ϕ¯n, yields
〈Ψ0|Φˆn(x0, t)Φn(x, t)|Ψ0〉 = ( pi
2τ0
)4∆n · (z−x0,tz+x0,tz−x,tz+x,t)∆n · 〈 ˆ¯ϕn(z−x0,t) ϕˆn(z+x0,t) ϕ¯n(z−x,t)ϕn(z+x,t)〉UHPB (77)
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where z+x,t (resp. z
−
x,t) is the image in the upper half plane (resp. lower half plane) of the positions of the chiral
(resp. anti-chiral) components of the time evolved twist operator Φn(x, t). And similarly for the conjugated twist
operator Φˆn(x0, t). The first two factors arise from the Jacobians of the conformal transformation w → z. (Notice
that z′(w) = pi2τ0 z.)
In absence of stochastic disorder (i.e. for pure CFT), these images would be z+x,t = ie
pi
2τ0
(x−t) and z−x,t = −ie
pi
2τ0
(x+t).
In presence of stochastic disorder, due to the covariance property (3) of the chiral/anti-chiral operators, they are given
by
z+x,t = i e
pi
2τ0
X+t (x), z−x,t = −i e
pi
2τ0
X−t (x), (78)
where X±t (x) are the backward trajectories introduced in the main text.
By conformal invariance, the conformal block (77) can be written as
〈Ψ0|Φˆn(x0, t)Φn(x, t)|Ψ0〉 = ( pi
2τ0
)4∆n ·
(
z−x0,tz
+
x0,tz
−
x,tz
+
x,t
(z+x0,t − z+x,t)2(z−x0,t − z−x,t)2
)∆n
·KB(η) (79)
where η is the harmonic ratio
η =
(z+x0,t − z−x0,t)(z+x,t − z−x,t)
(z+x0,t − z−x,t)(z+x,t − z−x0,t)
. (80)
In general, the conformal block KB(η) is difficult to compute since one needs extra information to determine it.
However, it simplifies in the limit η  1 as one can then use operator product expansions (OPE). In the present
context, the condition η  1 is going to be realised when x0 → −∞ because then Xt(x0) → −∞ almost surely
(a.s.) so that both z+x0,t and z
−
x0,t approach 0 along the imaginary axis, one from above, the other from below. As a
consequence, when x0 → −∞, one can use the operator product expansion,
ˆ¯ϕn(z
−
x0,t) ϕˆn(z
+
x0,t) '
Aφ
(z−x0,t − z+x0,t)2∆n−∆b
Ψb(0) + · · · , (81)
to reduce the computation of the conformal block (77) to that of a three point function with insertion of the bound-
ary operator Ψb(0). Namely, to the three point function 〈Ψb(0) ϕ¯n(z−x,t)ϕn(z+x,t)〉UHPB , which is exactly known by
conformal invariance. The output can be summarised by
KB(η) ' A2φ
1
η2∆n−∆b
+ · · · , (82)
for η  1, with ∆n the scaling dimension of ϕn and ∆b that of Ψb.
Hence, for x0 → −∞, we have
〈Ψ0|Φˆn(x0, t)Φn(x, t)|Ψ0〉 ' ( pi
2τ0
)4∆n ·A2φ ·
(z−x0,tz
+
x0,t)
∆n (z−x,tz
+
x,t)
∆n−∆b
[(z+x0,t − z−x0,t)(z+x,t − z−x,t)]2∆n−∆b
. (83)
Using z±x,t = ±i e
pi
2τ0
X±t (x), this can be rewritten as
〈Ψ0|Φˆn(x0, t)Φn(x, t)|Ψ0〉 ' ( pi
2τ0
)4∆n ·A2φ·
e
pi
4τ0
(X+t (x0)+X
−
t (x0)−X+t (x)−X−t (x))∆b(
4 cosh[ pi4τ0 (X
+
t (x0)−X−t (x0))] cosh[ pi4τ0 (X
+
t (x)−X−t (x))]
)2∆n−∆b (84)
In ref.[44, 53], it was proved that ∆b = 0, so that
〈Ψ0|Φˆn(x0, t)Φn(x, t)|Ψ0〉 '
( pi2τ0 )
4∆n ·A2φ(
4 cosh[ pi4τ0 (X
+
t (x0)−X−t (x0))] cosh[ pi4τ0 (X
+
t (x)−X−t (x))]
)2∆n (85)
as claimed in the main text.
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II- ANALYSIS OF STOCHASTIC TRAJECTORIES
IIa- Stochastic processes and reversed stochastic processes
Here we gather a few (standard) information on stochastic processes (driven by Brownian motions) and their time
reversed. Let u→ xu be a stochastic process defined by the stochastic equation
dxu = Uu(xu) du+
√
DdBu, (86)
with Bu a normalised Brownian motion, dB
2
u = du. To simplify the description, we here assume the drift Uu(x) to
be smooth enough, both in time and space. If not too strong, non-smoothness can (in some cases) be controlled,
say as in turbulent transport [40], but requires an alternative construction, as in [41], if too strong, because then the
increments along a trajectory are highly erratic.
Given any realisation of the Brownian motion, the forward process consists is fixing the initial condition xu=t0 = x0
and solving the SDE (86) forward in time. One then looks at the distribution of the position xt at a later time u = t
P↑(x, t|x0, t0) = E[δ(xt − x)].
It is well know that it satisfies the Fokker-Planck equation and its dual (t0 < t):
∂tP↑(x, t|x0, t0)=
(D
2
∂2x − ∂x Ut(x)
)
P↑(x, t|x0, t0), (87)
∂t0P↑(x, t|x0, t0)= −
(D
2
∂2x0 + Ut0(x0)∂x0
)
P↑(x, t|x0, t0), (88)
with initial condition P↑(x, t0|x0, t0) = δ(x− x0).
The reversed process is defined (for a fixed t) as ys := xt−s (with s ∈ [0, t− t0]) so that ys=0 = xt and ys=t−t0 = xt0 .
For any realisation of the Brownian motion, it consists in fixing the final position of x· (that is, the initial position of
ys), say ys=0 = y0, and integrating the SDE (86) backward in time. One then look at the distribution of yt (that is,
that of the initial position xt0),
P↓(y, s|y0, 0) = E[δ(ys − y)].
The claim is that the process s→ ys satisfies the SDE
dys = U˜s(ys) ds+
√
DdB˜s, (89)
with U˜ the time-reversed field, U˜s(x) := −Ut−s(x) and B˜s the time reversed Brownian motion (which is also a
normalized Brownian motion). As a consequence, P↓(y, s|y0, 0) satisfies the reversed Fokker-Planck equation:
∂sP↓(y, s|y0, 0) =
(D
2
∂2y − ∂y U˜s(y)
)
P↓(y, s|y0, 0), (90)
with the reversed field
U˜s(x) := −Ut−s(x). (91)
Connection with the text. The process u → xu in Eq. (6) in the text corresponds to the forward process
u → xu in Eq. (86), with Uu(x) = ±(v + ξ±u (x)). The process s → X±t,t0=t−s(x) defined in the text, corresponds to
the reversed process (89) with ys = X
±
t,t−s(x) and U˜s(y) = −Ut−s(y) = ∓(v + ξ±t−s(y)). It thus obeys the stochastic
equation
dX±t,t−s(x) = ∓(v + ξ±t−s(X±t,t−s(x)))ds+
√
DdB˜±s (92)
Its associated Fokker-Planck equation, Eq. (15) in the text, corresponds to Eq. (90) with U˜s(y) = ∓(v+ ξ±t−s(y)) and
Pt,t0(x, y) = P↓(y, s|x, 0) with s = t− t0 (hence dt0 = −ds).
We now give three ways to approach this problem: via stochastic calculus, via time discretisation, via path integral.
16
Let us start with stochastic calculus approach. Let ys = xt−s and look at dys := ys+ds − ys. We have
dys= xt−s−ds − xt−s = −(xt−s−ds+ds − xt−s−ds)
= −Ut−s−ds(xt−s−ds) ds− dBt−s−ds
= −Ut−s(ys) ds+ dB˜s,
where we set B˜s = −Bt−s, we used the smoothness of the function Uu(x) and neglect terms O(ds3/2). This proves
that the process ys satisfy the SDE (89), and hence, his transition kernel satisfies (90).
Let us now use a time discrete realisation. So we imagine discretising the time interval [t0, t] is small piece of time
step , with t0 < t1 < · · · < tn = t. The data of a Brownian sample is replaced by the data of normalised gaussian
variables (b1, b2, · · · , bn), with n = |t − t0|. The SDE (86) is replaced by the random updatings of the position via
the recursion relations
xk+1 = xk +  Uk(xk) +
√
D bk+1, (93)
where, with a slight abuse of notation, we set Uk(·) ≡ Utk(·) in this equation.
Looking at the forward trajectory consists in starting with x0, iterating the relations (93) to recursively get the
position xk, and looking for the distribution of the final position xn.
The backward trajectory consists in starting at the final position xf and iterating backward the relations (93).
That is, we have to invert this relation, expressing xk in terms of xk+1. We get
xk = xk+1 −  Uk(xk+1)−
√
D bk+1 +O(
3/2). (94)
Hence, setting
yp = xn−p, U˜p(·) = −Un−p+1(·), b˜p = −bn−p+1, (95)
we can write the backward discret updatings (equation above) as
yp+1 = yp +  U˜p(yp) +
√
D b˜p+1. (96)
This is the discrete version of (89).
The one fact about the process k → yk that we have to check is that it indeed describes the reversed trajectory.
That is, we have to answer the question : when iterating the discrete forward process starting from position x0, and
then the discrete backward process starting from position xn, does the final position coincide the initial position? Let
us first check this fact when there is only one step. The forward process is x0 = x∗ and x1 = x∗ +  U1(x∗) +
√
D b,
with b a normalised Gaussian variable. The backward process is y0 = y∗ and y1 = y∗ −  U1(y∗)−
√
D b. We have to
check that if y∗ = x1 then y1 ' x∗ up to small error vanishing with . With y∗ = x1, we have
y1= x1 −  U1(x1)−
√
D b
= (x∗ +  U1(x∗) +
√
D b)−  U1(x∗ +  U1(x∗) +
√
D b)−
√
D b
= x∗ +O(3/2).
We can iterate this procedure all along the trajectory. The number of iterations is of order 1/. Hence, by going up
and down using the forward and backward processes, we get back to the initial position up to O(1/2). Thus, (96) is
indeed a discretisation of the reversed process as well as of (93).
Let us now look at the path integral approach. Let us first write the path integral representation of the forward
probability distribution:
P↑(x, t|x0, t0) =
∫ xs=t=x
xs=0=x0
Dx e
− 12D
∫ t
t0
ds(x˙s−Us(xs))2 . (97)
This integral has to be understood with the Ito convention, in the sense to the cross term in the integral reads∫ t
t0
ds x˙s U(xs) =
∫ t
t0
dxs Us(xs)|Ito.
This alternatively means that the above path integral is rigorously defined via the Brownian measure as
P↑(x, t|x0, t0) = Ex0
[
e
∫ t
t0
dxs Us(xs)− 12D
∫ t
t0
dsUs(xs)
2
Ixt=x
]
, (98)
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with xs a Brownian normalised to dx
2
s = Dds. In the above expression, one recognises the standard exponential
martingale, so that the path integral representation of the transition kernel P↑(x, t|x0, t0) is nothing else than a direct
application of the Girsanov’s theorem.
Let us now do a change of variable in the path integral from xs to ys = xt−s. Naively, the integral
∫ t
t0
ds(x˙s−Us(xs))2
is mapped into
∫ t−t0
0
ds(y˙s − U˜s(ys))2 with U˜s(x) := −Ut−s(x) as before. However, one has to be a bit more careful
because the Ito convention is mapped into the anti-Ito convention under time reversal. Hence, under the transformation
xs → ys = xt−s, we get ∫ t
t0
ds(x˙s − Us(xs))2|Ito =
∫ t−t0
0
ds(y˙s − U˜s(ys))2|anti−Ito. (99)
Now, a simple check yields∫ t−t0
0
dysU˜s(ys)|anti−Ito =
∫ t−t0
0
dysU˜s(ys)|Ito +
∫ t−t0
0
ds U˜ ′s(ys). (100)
Hence,
1
2D
∫ t
t0
ds(x˙s − Us(xs))2|Ito = 1
2D
∫ t−t0
0
ds(y˙s − U˜s(ys))2|Ito + 1
D
∫ t−t0
0
ds U˜ ′s(ys), (101)
or, reciprocally (by changing the role of x and y as well as a and a˜),
1
2D
∫ t−t0
0
ds(y˙s − U˜s(ys))2|Ito = 1
2D
∫ t
t0
ds(x˙s − Us(xs))2|Ito + 1
D
∫ t
t0
dsU ′s(xs). (102)
We can thus conclude, starting for the path integral representation of the transition kernel of the reversed process,
that:
P↓(x0, s = t− t0|x, 0)=
∫ yt−t0=x0
y0=x
Dx e−
1
2D
∫ t−t0
0 ds(y˙s−U˜s(ys))2 (103)
=
∫ xt=x
xt0=x0
Dx e
− 12D
∫ t
t0
ds(x˙s−Us(xs))2− 1D
∫ t
t0
dsU ′s(xs) (104)
A direct application of the Feymann-Kac theorem then proves (90).
IIb- Diffusion in a random flow
Consider the diffusion in the time dependent random flow ξt(x). For simplicity of notations we first consider a
single copy. In a second stage, we apply it to each ξ±t (x), and to the reverse process, as in the text.
dxt = (v + ξt(xt))dt+
√
D0dBt (105)
The PDF of the position of the particle at time t, P (x, t) = 〈δ(xt − x)〉B and the associated CDF, Pˆ (x, t) =
〈θ(xt − x)〉B =
∫ +∞
x
dyP (y, t), satisfy the Fokker-Planck equation, and its integrated version
∂tP =
D
2
∂2xP − ∂x[(v + ξt(x))P (x, t)] , ∂tPˆ =
D
2
∂2xPˆ − (v + ξt(x))∂xPˆ (x, t) (106)
Here D = D0 if ξt(x) is smooth in time, but D = D0 + κδa(0) ≈ D0 + κ/a for the model studied here, where ξt(x) is
delta-correlated in time, and Ito time-discretization is used for the random field. This coarse-graining of the diffusion
coefficient is shown as follows. Indeed from (105) one has, using Ito’s rules
d(x2t ) = 2xtdxt + (dxt)
2 = 2xtdxt + (ξt(xt)dt)
2 +D0dB
2
t + ξt(xt)dtdBt +O(dt
3/2) (107)
and, averaging, E[〈d(x2t )〉B ] = (κδa(0) +D0)dt+O(dt3/2).
This problem was studied in [30] and in [31]. In [30] the following argument was given, and some of its
consequences were checked numerically. Using the Ito prescription, and averaging (106) over ξt, we see that
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E[P (x, t)] = 1√
2piDt
e−
(x−vt)2
2Dt , the free diffusion with diffusion coefficient D. We are interested in looking in the
region x ∼ (v+ θ)t at large t, with θ 6= 0, i.e. away from the typical direction x = vt. We are thus probing the tail of
the PDF, and we factor out the main dependence in x (which is exponential) in that region by writing
P ((v + θ)t+ x, t) = Z(x, t)e−
xθ
D − θ
2
2D t (108)
Then Z(x, t) satisfies
∂tZ(x, t) =
D
2
∂2xZ(x, t) +
θ
D
ξˆ(x, t)Z(x, t)− µ∂x(ξˆ(x, t)Z(x, t)) (109)
with µ = 1. Here ξˆ(x, t) = ξ(x + (v + θ)t, t) is a Gaussian noise which has exactly the same correlator (hence
distribution) as ξ(x, t). The equation with µ = 0 is the stochastic heat equation (SHE), which is related to the KPZ
equation via the Cole-Hopf transform h(x, t) = logZ(x, t). In [30] it was argued that the additional term ∂x(ξˆZ) in
(109), since it contains additional derivatives, is irrelevant by power counting above a certain scale. For µ = 0 the
KPZ field is known to display scale invariant fluctuations and we can rescale h(x, t) = bαh˜(x/b, t/bz) with b large
and z = 3/2 and α = 1/2 the dynamic and roughness exponent of the KPZ class, with h˜ = O(1). From the scale
invariance of the Gaussian white noise, under rescaling the last term in (109) receives an additional factor bα−1 as
compared to the first one. This heuristic suggests that the second source of noise is irrelevant as long as α < 1.
The scale above which these terms can be neglected is estimated [30] to be the diffusion scale x = x0 = D/θ and
t0 = x
2
0/D = D/θ
2. This should be compared to the characteristic length and time scales, noted x∗∗ and t∗∗, of the
KPZ equation obtained from (109) at µ = 0 with h(x, t) = logZ(x, t)
∂th(x, t) =
D
2
(
∂2xh(x, t) + (∂xh(x, t))
2
)
+
θ
D
ξˆ(x, t) . (110)
Approximating these scales by the ones obtained for KPZ with white noise (a→ 0), one obtains [30], x∗∗ = D3κθ2 and
t∗∗ = 2D5/(κ2θ4). The SHE/KPZ equation describe the crossover between the so-called Edwards-Wilkinson (EW)
regime (at scales shorter than x∗∗, t∗∗) and the KPZ fixed point behavior at large scales. In the EW regime the
non-linear term can be neglected in the KPZ equation, hence the fluctuations of logZ are Gaussian and grow as t1/4,
with z = 2. There are thus two cases [30]
(i) moderate θ, in which case logP shows at large time the fluctuations of a height field in the KPZ class: the
additional term O(µ) in (109) is irrelevant, but produces sizeable renormalisation of the amplitudes (see below).
(ii) small θ  θ∗ = D2/κ in which case the scale of the KPZ equation is t∗∗ > t0, and the PDF of logP is described
by then described by the finite time KPZ equation, above the scales x0 and t0, with small renormalisation of the
amplitudes (see SM of [30] p. 13-14). In the time window t0 < t < t
∗∗ these arguments predict that logP equals
logP with subdominant Gaussian EW-type fluctuations. A similar property was proved for discrete models of walks
in [55].
The general picture for diffusion in time-dependent random fields, which emerges from the above qualitative argu-
ments in [30], as well as from exact results in [31] (as discussed in [32]) and unveiled for the first time in the exact
solution of the Beta random walk model on the square lattice [27, 28] is that the CDF (or equivalently, the PDF) in
an atypical direction obeys at large time a large deviation principle of the form
log Prob(xt > (v + θ)t) ' −J( θ
θ∗
)
t
t∗
+ (
t
t∗
)1/3G(
θ
θ∗
)χ2 (111)
where χ2 is a random variable with TW distribution. The functions J(θ), G(θ), as well as the parameters t
∗ and θ∗
a priori depend on the details of the model. In Ref. [31] a continuum diffusion model formulated in terms of sticky
Brownian motions was shown to be integrable. The generator for the n multipoint moment of the CDF for this model
is of the form D2
∑
i ∂
2
xi +
κ
2
∑
i 6=j δ(xi − xj)∂xi∂xj , so formally it corresponds to a delta function correlator of the
noise (we write ”formally” because the limit a → 0 is mathematically very delicate to define). For that model the
parameters in (111) are
t∗ = κ2/D3 , θ∗ = D2/κ (112)
and the functions are [31]
J(θ) = max
u>0
[
1
2
ψ2(u) + θψ1(u)] , G(θ) =
1
21/3
(−1
2
ψ4(s)− θψ3(s))1/3 , θ = −1
2
ψ3(s)
ψ2(s)
(113)
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and they have the following expansions at small argument
J(θ) =
θ2
2
+
θ4
24
− θ
6
80
+
43θ8
2688
+O
(
θ10
)
, G(θ) =
1
21/3
θ4/3
(
1 +
θ4
16
− 29θ
6
144
+O
(
θ8
))
(114)
For the model studied here (with smooth short range noise correlations), there is no exact solution but the arguments
given in [30] (i.e the approximation using to the KPZ equation) lead in fact to the same parameters (135) and to
J(θ) = θ
2
2 +
θ4
24 and G(θ) =
1
21/3
θ4/3, i.e they agree with the results of [31] for small values of θ/θ∗. We call ”quadratic
approximation” in the text the further approximation of J(θ) by it leading term J(θ) ≈ θ22 . We note that the higher
orders in (114) presumably arise as further corrections from the term O(µ) in (109), which cannot be neglected when
θ/θ∗ is not small.
Let us remark that the description in terms of the KPZ equation becomes exact in the so-called moderate deviation
regime x ∼ t3/4, which corresponds to θ → 0, as shown recently [32].
To connect with the text, the implication of the above analysis is that one can write, for any fixed θ± and large
t− t0
P±t,t0(x, (∓v + θ±)(t− t0) + y˜) = Z±t,t0(x, y˜)e−
y˜
D θ±−
θ2±
2D (t−t0) (115)
in the region y˜ = o(t− t0) (such |y˜|  θ±(t− t0), so that we are still exploring atypical trajectories). Here the factors
Z±t,t0(x, y˜) satisfies a SHE similar to (109) (replacing y˜ by y)
−∂t0Z±t,t0(x, y˜) =
D
2
∂2y˜Z
±
t,t0(x, y˜)∓
θ±
D
ξˆ±t0(y˜)Z
±
t,t0(x, y˜)± µ∂x(ξˆ±t0(y˜)Z±t,t0(x, y˜)) (116)
with µ = 1. Here ξˆt0(y˜) = ξt0(y˜+ (∓v+ θ±)(t− t0)) is a Gaussian noise which has exactly the same correlator (hence
distribution) as ξt(y˜). Note that the noise in the associated KPZ equations (i.e. Eq. (116) with µ = 0) depends
implicitly on θ±.
Plugging these expressions in (13) we obtain a generalization of Eq. (17) in the text for any value of the directions θ±.
The integration
∫
dy± in (13) is sampled in two steps, first by sampling over θ± which amounts to perform increments
in y± of sizes O(t), and then sampling over y˜± inside each of these increments. This leads to the replacement∫
dy± → t ∫ dθ± ∫|y˜±|.o(t) dy˜± in (13) and to
〈e−q(Sn−sn)〉B ' t2
∫
dθ+dθ−
∫
|y˜±|.o(t)
dy˜+dy˜−
Z+t,t0(x, y˜
+)Z−t,t0(x, y˜
−)e−
y˜+θ++y˜
−θ−
D −
θ2++θ
2−
2D t
[cosh(pi(−2v+θ+−θ−)t+y˜
+−y˜−)
4vτ0
)]2qδn
(117)
where from now on we choose implicitly t0 = 0 to simplify notations. Note that Eq. (17) in the text amounted to
focus on the region θ± = ±v. Keeping θ± as a summation variable samples trajectories at various angles in the (x, t)
plane, and integrating over y˜± tests the fluctuations of the trajectories around these angles.
Let us now estimate the summation over θ± at large t by a saddle point approximation over two variables. We
will work with the same accuracy as the quadratic approximation discussed in the text, valid for v < θ∗. The
contribution to the saddle point equation of the factors Z+t,t0(x, y˜
+)Z−t,t0(x, y˜
−) is subdominant of order O(θ4t) within
this approximation and focusing only on the terms O(t) we obtain
log〈e−q(Sn−sn)〉B ' −min
θ±
[
q
piδn
2vτ0
| − 2v + θ+ − θ−)|t+
θ2+ + θ
2
−
2D
t
]
+O(t1/3) (118)
= −2t
D
min
θ,σ
[
qv
qc
|θ + v|+ θ
2
2
+
σ2
2
]
+O(t1/3) (119)
where qc =
2v2τ0
Dpiδn
as in the text, and we have defined the new variables θ = θ−−θ+2 and σ =
θ−+θ+
2 . The minimum
is at σ = 0 hence θ+ = −θ−. Hence we recover exactly the minimisation problem of the text in (23) in terms of the
variable θ, with the same result (here within the quadratic approximation). This establishes the link between the
formula (13) and (23).
Having determined the location of the saddle point in the variables θ±, we can return to the evaluation of the sample
to sample fluctuations. For q > qc the inverse cosh term in (117) can effectively be replaced by a delta function at
large time, as described in the text, and the fluctuations are given by (19). For q < qc, the optimal trajectories do not
touch. The fluctuating term in (117) is proportional to
∫
|y˜±|.o(t) dy˜
+dy˜−Z+t,t0(x, y˜
+)Z−t,t0(x, y˜
−) (note that the term
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FIG. 3. The reflection principle used to construct the process x˜s in Eq. (123). The portion of the curve for s > t is obtained
by reflection from the X− trajectory.
exponential ec(y
−−y+) vanishes, c = 0, from the saddle point condition). Since the two noises are uncorrelated but
now the endpoints y± can fluctuate freely within an O(t2/3) region, we conclude that, for q < qc, log〈e−q(Sn−sn)〉B
fluctuates as ∝ t1/3χ where χ is now the sum of two independent GOE TW distributed random variables (each one
associated to the KPZ class with flat initial conditions).
IIc- Single trajectory behavior
We use the following fact. Consider Xs which satisfies dXs = ξs(Xs−)ds (the minus refers to the Ito convention),
where ξs is random Gaussian field of zero mean and delta correlated in time, with E(ξs(x)ξu(y)) = δ(s− u)R(x− y).
We argue now that for a fixed initial condition X0 = x0, Xs is a Brownian. To this aim we consider the correlation
of its increments. First we show that they are independent at different times. Indeed, for u < s one has
E[ξs(Xs−)ξu(Xu−)] = E[E[ξs(Xs−)ξu(Xu−)|Fs− ]] (120)
= E[ξu(Xu−)E[ξs(Xs−)|Fs− ]] = 0 (121)
In the first line we use the Ito prescription (hence time s− and u−) and we condition on the information on the process
up to any time s′ < s (defined by the filtration Fs−). In the second line we use the fact that ξu(Xu−) is non-random
variable with respect to the measure conditioned on Fs− to pull it out from the central expectation. The resulting
conditional expectation vanishes E[ξs(Xs−)|Fs− ] = 0 because ξs(·) is independent of the process up to time s− and
has zero mean. To treat the equal time correlation one must discretize with infinitesimal increments, and one finds
E[δξs(Xs−)δξu(Xu−)] = R(0) δs (122)
where δξs(x) =
∫ s+δs
s
du ξu(x).
IId- Reflection principle for random trajectories in independent fields ξ±t
Let us justify the property |X+t (x) −X−t (x)| ≡ |x˜2t − x˜0| mentioned in the text. For this one defines the random
fields u˜s = v + ξ˜
+
s for 0 < s < t and u˜s = v + ξ˜
−
2t−s for t < s < 2t. One defines x˜s as the solution of
dx˜s
ds
= u˜s(x˜s) +
√
D0
dB±s
ds
(123)
with the condition that x˜s=t = x (see Figure 3). By construction x˜s=0 = X
+
t (x), and x˜s=2t ≡ X−t (x). Hence
x˜s=2t − x˜s=0 ≡ X−t (x)−X+t (x).
For a fixed x, sampling over both the random fields ξ± and the Brownians B±, x˜s as a process is equivalent to
x˜s ≡ x+ v(t− s) +
√
DB(s− t), where B(s) is a unit two sided Brownian motion (with B(0) = 0). This leads to the
”typical” behavior of the entropy Sn given in the text, with fluctuations ∼ t1/2 (note that there are corrections to D
from the Jacobian, see section IIe below).
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Note that there are however non trivial correlations between the processes x˜s for different values of x in the same
random field configuration. As mentioned above in Section IIb, in the typical regime, sample to sample fluctuations
are subdominant, i.e. O(t1/4), and described by the EW equation (for discrete walks this was shown in [55]). Hence
we similarly expect that, as a function of x, the field Sn = Sn(x, t) is described by the Edwards-Wilkinson equation
with sample to sample fluctuations scaling as t1/4.
IIe- Jacobian
We now keep track of the Jacobian in (8), and, after the same steps as in the text we obtain
e(1−n)Sn(t) ' A
2
φ(
pi
4vτ0
)4∆n(X−′t (x0)X
+′
t (x0)X
−′
t (x)X
+′
t (x))
∆n
[cosh(
pi(X+t (x0)−X−t (x0))
4vτ0
) cosh(
pi(X+t (x)−X−t (x))
4vτ0
)]2∆n
(124)
We now show that the Jacobian factors can be evaluated as an integral over the trajectories of the process X±t,t0(x),
which, as a function of s = t − t0, is the reverse processes y±s = X±t,t−s(x) defined in Eq. (92) with a˜s(y) =
∓(v + ξ±t−s(y)). Taking a derivative w.r.t x of (92) we obtain
− ∂t0X±′t,t0(x) = ∓ξ±′t0 (X±t,t0(x))X±′t,t0(x) (125)
which, using Xt,t(x) = x integrates to,
X±′t,t0(x) = e
∓ ∫ t
t0
dτ ξ±′τ (X
±
t,τ (x)) = e
∫ t−t0
0 ds a˜
±′
s (y
±
s ) (126)
The same manipulations as in the text then lead to
〈e−qSn〉B ' τ−4qδn0
∫
dy+dy−
Q+t,t0(x, y
+)Q−t,t0(x, y
−)
cosh(pi(y
+−y−)
4vτ0
)2qδn
(127)
where δn =
∆n
n−1 =
c
12
n+1
n . We have defined
Q±t,t0(x, y) = 〈δ(y±t−t0 − y)eqδn
∫ t−t0
0 ds a˜
±′
s (y
±
s )〉B˜± (128)
where the average is over the Brownian and the reverse processes y±s = X
±
t,t−s(x), with y
±
0 = x. The Q
±’s now replace
the P± in the formula of the text. We can use now a path integral representation (see previous Section), and obtain
Q±t,t0(x, y) =
∫ y±s=t−t0=y
y±s=0=x
Dys e
− ∫ t−t00 ds[ 12D (y˙s−a˜±s (y±s ))2−qδna˜±′s (y±s )] (129)
One has
− ∂t0Q±t,t0(x, y) = [
D
2
∂2y ± ∂y(v + ξ±t0(y))∓ qδnξ±′t0 (y)]Q±t,t0(x, y) (130)
Until now (127) with Q±t,t0(x, y) satisfying (130) are exact. The latter can be viewed as an application of Feynman-Kac.
Now, one argues that the last term in (130), upon the change of variable Z± = Z±t,t0(x, y) =
Q±t,t0(x, y)e
± (y−x)vD + v
2
2D (t−t0) yields additional contributions in the equation for Z± (see (109)) which can be
argued to be irrelevant by similar arguments as given around Eq. (109). The conclusion is that the Jacobian cannot
affect the KPZ class behavior at large scale (up to possible renormalization of the prefactors ci).
We can estimate the effect of the Jacobian in the regime of typical fluctuations for the entropy. Formula (20),
taking the Jacobian into account, reads
Sn = sn + 2δn log cosh(
pi(X+t (x)−X−t (x))
4vτ0
) + δn log[X
−′
t (x)X
+′
t (x)] (131)
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where again we have discarded the terms containing x0 in the limit x0 → −∞ and we recall that X±t (x) = X±t,0(x).
The last term can be rewritten, using (126)
δn log[X
−′
t (x)X
+′
t (x)] = δn
∫ t
0
dτ ξ−′τ (X
−
t,τ (x))− δn
∫ t
0
dτ ξ+′τ (X
+
t,τ (x))) (132)
In the typical regime, X±t,τ (x) ' ∓(t− τ)v + o(t) and we see that the two terms in (132) behave as two independent
Gaussian noises.
Equivalently we can make an exact calculation sampling both ξ± and B±. We also approximate the log cosh in
(131) by a linear function, which is valid for t τ0, so that
Sn ' sn + piδn
2vτ0
(X+t (x)−X−t (x)) + δn
∫ t
0
dτ ξ−′τ (X
−
t,τ (x))− δn
∫ t
0
dτ ξ+′τ (X
+
t,τ (x))) (133)
It is then easy to see that w.r.t. sampling both ξ± and B±, the process Sn(t) is a Brownian motion in time t. Indeed
ξt(X) and ξ
′
t(X) are independent. Using similar arguments as in Section we obtain its diffusion coefficient as
E(〈Sn(t)Sn(t′)〉)− E(〈Sn(t)〉)E(〈Sn(t′)〉) = Ds min(t, t′) , Ds = 2δ2n
(
(
pi
2vτ0
)2(D0 + κδa(0)) + κ|δ′′a(0)|
)
(134)
with E(〈Sn(t)〉) = piδnt/τ0 is the typical value of the entanglement entropy at time t.
IIf- TT correlations
From the solution (73) of the equation of motion for the energy-momentum tensor we obtain, by similar methods
as above, the two space time points connected correlation of T (x, t) as
C(x1, t1;x2, t2) = 〈Ψ0|T (x1, t1)T (x2, t2)|Ψ0〉c = (X+′t1 (x1))2(X+′t2 (x2))2
c/2
(cosh( pi4vτ0 (X
+
t2(x2)−X+t1(x1)))4
Note that the term containing the Schwarzian derivative drops out since it is a connected correlation. Since it is a
chiral operator, only X+t (x) enters the formula. Since both X
+
t1(x1) and X
+
t2(x2) enter the formula, and both feel the
random field ξ+, we need to study now two trajectories in the same environment. This case is more difficult, and
we leave the detailed analysis to a future work. Let us only sketch some features of the simplest case of equal time
correlation, t1 = t2 = t. In the region x2−x1 ∼ vt one can neglect the correlations between the environments seen by
the two diffusions, and one can estimate the moments 〈Cq〉B+ at large t, where C = C(x1, t;x2, t), by a variational
method similar to the one in Section IIb. Within the quadratic approximation, we find two cases: (i) if x2−x12t >
Dpiq
vτ0
the optimal trajectories do not touch and log〈Cq〉B+ ∼ − piqvτ0 (2x2−x12t −
Dpiq
vτ0
)t+ o(t), (ii) if x2−x12t <
Dpiq
vτ0
, the inverse
cosh function in (135) can be replaced by a delta function, and the optimal trajectories meet near their endpoint,
with log〈Cq〉B+ ∼ − (x2−x1)
2
4Dt + o(t). In both cases log〈Cq〉B+ exhibits O(t1/3) sample to sample fluctuations related
to Tracy-Widom distributions, as described in previous sections. In the region x2 − x1 = O(t2/3) one must take into
account that the two optimal trajectories see the same environment, and stick over a finite fraction of their length.
The fluctuations are then of the same type as log[
∫
dyZ+t,t0(x1, y)Z
+
t,t0(x2, y)], i.e. as the two point function of the
KPZ equation with flat initial condition in the large time limit, described by the so-called Airy1 process as a function
of x2 − x1.
