In this paper, we address the challenge faced by ad-networks 1 in managing the fading ads (or fads) shown to an end user during a session of a mobile application (app). A fad is an ad that disappears if the user does not interact with it for some length of time. The withdrawn ad could be replaced by another ad. The goal of the ad network is to determine the sequence of fads shown to the user in an ad space to maximize the expected revenue generated over the user's app session. Thus, in addition to the question of the set of ads to show, the problem also seeks the sequence in which the ads are displayed and the durations for which they are shown.
Introduction
The past decade has seen a remarkable growth in the use of advertising on online interactive media devices connected to the Internet and/or Telephone networks, e.g., personal computers, tablets, mobile phones, etc (Central Market Research, 2012; Lieberman, 2013) . The total revenue from online advertising in the United States reached $42.78 billion in 2013 -about 17% more than that in 2012 (Interactive Advertising Bureau, 2014c) . This healthy rate of increase is expected to sustain: Hof (2011) estimates that online advertising will reach $76 billion in 2016, and will mobile apps. Supply-side ad networks integrate with apps (publishers) that supply the space for ad-display. These ad-networks help monetize the space owned by publishers and earn revenue for them. Supply-side contracts (between ad-networks and publishers) often operate on a revenue sharing basis, i.e., publishers get a proportion of the revenue generated from their ad-space. Supplyside ad-networks obtain ads from one or more ad agencies. 2 Past research on managing ad campaigns (the related work is summarized in Section 2) has mainly focused on solving the problem of choosing the best set of ads to show a given online visitor for a particular visit. While the problem we consider in this study -one involving the sequencing of mobile in-app ads -is also relevant for other forms of mobile advertising (or even online advertising in general), mobile in-app advertising incorporates features that are especially applicable to our setting. Unlike the web, where showing multiple ads is quite common on a webpage, the typical practice in in-app advertising is to show a single ad, usually at the bottom of the app. For example, iAd (Apple's mobile ad platform on IPhones) does not allow multiple ads to be displayed at the same time per screen (M&C Saatchi Mobile, 2013) . While the simultaneous display of multiple ads is not common, it is not unusual to encounter the practice of rotating over a set of ads (shown one at a time, in sequence). Ad rotation is possible using the Software Development Kit (SDK) of a mobile app. For example, an app working with iAd can utilize a timer for rotating advertisements, with a minimum rendering time of 30 seconds (M&C Saatchi Mobile, 2013) . For apps using the 2 Sometimes an ad-network may represent the demand-side of the ecosystem. Such an ad-network works with ad agencies and integrates with an ad-exchange to place ads in an in-app ad space that is auctioned off at the ad exchange. A demand-side ad-network usually has no contract with the publisher. The current study considers a revenue optimization problem from the perspective of a supply-side ad-network.
mopub-ios-sdk, both ad rotation and ad refreshing are feasible (GitHub, 2014) .
Given these developments, a natural innovation in in-app advertising -to increase the performance of ads -is the concept of an optimal fading ad (or a fad). A fad is an ad that disappears if the end user does not interact with it for a certain length of time. The withdrawn ad could be replaced by another ad, a default ad for the app, or even a block of empty space if so desired. On the web, a concept similar to fads is currently being implemented by ad-rotator technology: An ad rotator is a program that controls the display sequence of a set of ads to a user. Such a program is usually run under the web browser (client-side). In a client-side implementation, the set of ads to display is provided at the time of page loading. Then, the ad rotator rotates over the ads in a pre-determined sequence. In a server-side implementation, the logic of ad rotation resides at the server. At pre-determined times, a call is made to the server for the provision of an ad.
Mobile in-app advertising is a good candidate to benefit from ad sequencing because the duration of a single session of a typical app is usually much longer than the length of stay of a user on a typical web page. In one study, the average app session was found to be 4.2 minutes, compared to the average web session length of just under 1 minute (iAd, 2014) . According to the Adobe Digital Index report (Gesenhues, 2013) , the average app session for tablet users lasts 24 minutes, while the average smartphone app session runs 13 minutes. Another finding from this report is that, both tablet and smartphone users spend more time on apps than browsing mobile websites. Furthermore, eMarketer (2014) reports that mobile users are far more likely to click on ads served in an app than via a mobile browser: The average click-through rate for in-app ads is nearly 2.8 times higher than placements on the mobile web and the average eCPM (revenue generated per thousand impressions) for in-app ads is about 2.5 times that of mobile web ads. The other aspect that makes mobile in-app ad sequencing attractive is that a single ad is displayed at any given time.
A sequencing problem where a set of ads can be displayed at any given time (and the elements of the set need to be optimally picked) is less amenable for analysis and the derivation of structural results of the kind we obtain in this study. These features (significant duration of a session and display of a single ad at any given time) make mobile in-app advertising an ideal candidate for the optimal sequencing of ads during the session for which the app is used.
The basic setting of our analysis is as follows. We consider the problem -faced by a supply-side ad network -of scheduling the ads to be displayed in the ad space on a mobile app during a session of the app. The session ends when the user either exits the app or clicks on an ad 3 . The ad network generates advertising revenue only from a click on an ad. The goal of the ad network is to determine the sequence of ads to be shown in the ad space to maximize the expected revenue generated over a session of the app. We assume that time is divided into slots of equal length that is determined by industry practice as the minimum length of exposure of an ad. In theory, a slot can be arbitrarily small. In practice, a slot should allow for loading an ad and some minimum exposure (e.g., a slot can be no less than 30 seconds). The ad network chooses an ad at the beginning of each slot: A new ad could be chosen or the ad shown in the previous slot could be retained. Once an ad is chosen for a time slot, it is displayed for the entire duration of that slot. The exit of the user may occur from one of two reasons: (1) She "naturally" exits from the app without clicking on an ad.
(2) She clicks on an ad, causing her to leave the app. The length of her natural stay is governed by the probability that she exits the app (without clicking on an ad) at the end of each time slot.
Thus, the user engages with the app for a random number of slots. We consider two factors that affect the probability of a click on an ad: (i) The number of time slots for which the ad has already been displayed during the session (Exposure Effect). The models we analyze evolve progressively. We start by motivating and analyzing two important special cases, one in which the sojourn effect is dominant and the other in which the exposure effect is dominant. Subsequently, the analysis in Section 6 considers both these effects. In Sections 3-6, our assumption is that the (conditional) probability that the user naturally exits the app at the end of a time slot, given that she enters that time slot and does not click on an ad, is a constant. In Section 7, we allow this probability to be time-dependent. Two additional enhancements are analyzed in Section 7: (i) The consideration of both click ads (that generate revenue for the ad network only through clicks) and display ads (that provide a fixed revenue for each exposure), and
(ii) The scheduling of ads in the presence of the publisher-imposed restriction that the expected revenue in each time slot exceed a certain threshold.
The need for fast and effective solutions to the ad sequencing problems we study is highlighted by the combinatorial explosion in the number of feasible sequences. Assume, for example, that an app session is expected to last a maximum of 10 time slots and there are 30 ads available that can be potentially displayed. Even for this modest problem size, the number of possible ad sequences 3 We also analyze the case when clicking on an ad does not cause the session to end.
is 30 10 ≈ 6 × 10 14 . Furthermore, this cardinality explodes dramatically as either the number of ads or the number of time slots increases. Thus, brute-force enumeration is ruled out, given that such a problem is typically required to be solved within hundreds of milliseconds. Our analysis in this paper proposes simple ad sequencing rules: For the case in which either the sojourn effect or the exposure effect is dominant, we provide optimal solutions; for the general case in which both effects are significant, our solutions provide attractive performance guarantees.
Related Work
This paper is related to research in three areas: (1) Campaign-Level Scheduling, (2) Visit-Level Scheduling, and (3) Click-Probability Prediction.
Campaign-Level Scheduling
The main focus of the literature on Internet ad campaign optimization is on the display of ads on different platforms (e.g., websites, smart phones and Internet-enabled game consoles) to optimize a certain objective (e.g., revenue and clicks) over a given planning horizon. Other than the consideration of the characteristics of the ads to be shown (e.g., size and location) and the issues associated with displaying a set of ads in the ad space, advertiser constraints based on ad saturation and competition are also considered in ad schedules (Turner et al., 2011b; Turner, 2012) . Mookerjee et al. (2012) study an optimization problem by jointly considering the publisher and the ad network. The goal of the ad network is to maximize the revenue while meeting or exceeding a click-through rate constraint specified by the publisher. Models of multi-stage decision making have been proposed for the management of Internet ad campaigns; these models are usually solvable through dynamic programming techniques (Baldacci et al., 2013; Hwang et al., 2013; Lai et al., 2010; Moallemi and Saglam, 2013) . In addition, there are a number of patents that measure the effectiveness of an Internet ad campaign (Harvey et al., 2010; Gerken, 2008; Lindsay et al., 2010; Srinivasan and Shamos, 2010) . Moreover, there are other studies on Internet advertising from various micro-levels (Turner et al., 2011a; Chatterjee et al., 2003; Evans, 2009; Goldfarb and Tucker, 2011) . These studies deal with the impact of ad position on profitability, the targeting strategies (including privacy concerns) and wear-in/wear-out effects of Internet ads.
The problem we study in this paper is more specialized in that it focuses on the management of an ad campaign at the level of a single user's app session. While solving the problem at the level of a single session, we incorporate some higher-level concerns that arise in managing the overall ad campaign (i.e., across users and over a longer planning horizon). One such aspect is the use of a filtering constraint, namely, an ad is shown only if it meets or exceeds a performance constraint. This constraint captures the publisher's outside options, e.g., to display better ads from another ad network, display content and forego ad revenue, and so on.
Visit-Level Scheduling
There is a fairly large body of related work on the visit-level scheduling of Internet ads. Dasgupta et al. (2009) introduce a storyboarding problem. In storyboarding, during the period a web user is on a website (visiting one or more web pages), a single advertiser controls a major ad position for some continuous time slots. The advertiser can use these time slots to display different ads of its own to showcase a range of products/service and build a linear story line. The goal of the publisher is to allocate multiple advertisers to the time slots of the user's visit to maximize the total revenue under a cost-per-impression revenue model (i.e., the revenue is generated based on the exposure of ads). Dasgupta et al. (2009) propose a 7-competitive online algorithm for this problem. Albers and Passen (2013) present improved approximation algorithms for the problem. Kumar et al. (2007) provide heuristics for the problem of scheduling ads across multiple ad slots over a fixed time horizon to maximize the revenue from one web user for a web site under a hybrid pricing model. The underlying optimization problem is solved as an ad scheduling problem over the time horizon, subject to constraints that reflect the interests of advertisers (Dawande et al., 2003 (Dawande et al., , 2005 Kumar et al., 2006) .
We extend extant studies on visit-level scheduling by broadening the factors affecting click behavior by including both exposure-based and sojourn-based effects.
Click-Probability Prediction
In both campaign-level and visit-level scheduling of ads, a basic input is the knowledge of the factors that affect user click behavior. By exploiting the substantial amount of literature in Marketing Science on the prediction of a consumer's choice over a set of discrete alternatives, techniques have been developed to predict consumer actions (clicks, conversions, etc.) associated with Internet ads.
For example, Mookerjee et al. (2012) use Logistic regression for predicting -in real-time -a visitor's probability of a click. The Logit model is also used to infer consumer trends; e.g., how display ads influence consumers to make subsequent choices in consuming brand-specific content (Bucklin and Sismeiro, 2009 ). In in-app advertising, prediction must be done quickly, thus restricting the number of independent variables that predictive models can incorporate. In our study, we use some structural properties of prediction work that has been done in previous research. Specifically, we use results pertaining to how the probability of a click changes with repeated exposures of an ad and with the time elapsed since the user initiates the app session.
The General Model
We consider the problem, faced by an ad network, of scheduling the ads to be displayed in an ad space of an app during a session of engagement with an end user. The session ends when the user either leaves the app or clicks on an ad 4 . In practice, clicking on an ad often causes the user to spend a significant amount of time outside the app; thus, assuming that the app session ends is more appropriate. For instance, after clicking on the ad, the user is often directed to another page that is controlled by the ad, where she may install another app, send an email, or place an order.
Sometimes the ad has a "tap to call" feature: Interacting with such an ad initiates a phone call, such as placing an order for a pizza. In our ongoing work with the direct mobile-in-app platform Cidewalk TM from the ad network Chitika (http://www.chitika.com), we observe that the user's app session almost always ends if she engages with the ad.
The ad network generates advertising revenue only from a click on an ad; a generalization that considers both click ads (which generate revenue only if clicked) and display ads (which generate revenue only through exposures) is considered in Section 7. The goal of the ad network is to determine the sequence of ads to be shown in the ad space to maximize the expected revenue generated over the user's session. We now discuss this problem in more detail and also introduce the relevant notation.
Assume that, during a user's session, time is divided into slots of equal length that is predetermined by the ad network (e.g., 15 seconds). Consider a single ad space in which ads are displayed to this user. Let A denote the set of available ads. Once an ad is chosen for a time slot, it is displayed for the entire duration of the slot. The display of an ad for a time slot is referred to as an exposure of that ad. A new ad can potentially be chosen for exposure at the beginning of a new time slot. An ad could be displayed for multiple time slots (either contiguous or non-contiguous);
i.e., it can have multiple exposures. The revenue-per-click of ad a ∈ A is α a .
Throughout the session, the (conditional) probability that she naturally exits the page at the end of a time slot, given that she enters that time slot and does not click on an ad, is λ; thus, the user stays on with probabilityλ = 1 − λ. This assumption on the user's leaving probability is the same as that for the storyboarding problem. For ad a ∈ A, let p a (k, t) denote the probability of a click on ad a when it is shown in time slot t and this is the k th exposure of that ad. Thus, the following two factors are assumed to affect this click probability:
• Exposure Effect: The probability of a click on an ad during an exposure is influenced by the number of prior exposures of that ad. Unlike ads on a web page, mobile in-app ads are pushed to the end user, rather than pulled by her as a result of information-seeking search activity.
Thus, from an end-user cognition perspective, in-app ads are similar to display or banner ads.
Banner ads are subject to a phenomenon called banner burnout: The advertising effectiveness (in terms of banner click-through rate) reaches its maximum point at the first exposure and tends to decline rapidly with each additional exposure (Naik et al., 1998; Chatterjee et al., 2003; Braun and Moe, 2013) . Thus, the repetition of banner ads can lead to negative returns a lot earlier than other types of ads in online advertising. Because in-app ads are also pushed to the user (opening an app is analgous to opening a web page), we expect the exposure effect to be similar: the click-through rate can be expected to decline with each additional exposure. In the specific context of mobile ads, the typical time-to-click behavior (when repeatedly shown the same ad during a session) is consistent with the behavior of a banner ad. Here, studies show that the chance of a click on a mobile ad drastically reduces after a certain length of time (Waber, 2014) .
• Sojourn Effect: The probability of a click on an ad in a time slot may also be influenced by the number the time slots the user has already spent on the app during the session. Again, one would typically expect the click probability to decrease with time: As the duration of a session increases, it is more likely that the user is not interested in clicking on an ad at all.
The sojourn effect essentially captures a fact that has been known in the online advertising industry for quite sometime now: Some users are clickers and others are not. Everything else held constant, a clicker is more likely to generate a click. For example, studies on online advertising on a webpage have found that a Google user that executes a search by pressing the "search"' button as opposed to pressing "enter" is much more likely to click on an ad.
Similarly, bad spellers are often clickers. Thus, ad networks often profile users on the web as clickers versus non-clickers (Mookerjee et al., 2012) . The sojourn effect is also based on the clicker/non-clicker phenomenon. As time passes in a session without a click, it is more likely that the user is someone who usually does not click on ads. Hence, the probability of a click can be expected to decrease with the duration of a session.
The notation introduced thus far is summarized in Table 1 below. The revenue-per-click of ad a t A time slot in the schedule, t ∈ {1, 2, . . .} λ The probability that the app user concludes her session at the end of a time slot, given that she enters that time slot and given that she did not click on an ad.
The probability of a click on ad a when this ad is displayed in time slot t and it is the k th exposure of ad a.
For an arbitrary ad display sequence Π, let α Π (i) and p Π (i) be the revenue-per-click and the probability of a click of the ad shown in time slot i ∈ {1, 2, . . .}, respectively. Then, the expected revenue from the sequence Π is
In other words, the expected revenue from an ad display sequence is the summation of the expected revenue from each time slot. The expected revenue generated from a time slot, say slot i, is the product of the expected revenue generated by the ad that is placed in the time slot (i.e., α Π (i) p Π (i) ) and the probability of the user entering this time slot. The probability that the user enters time slot i is the product of (i) the probability of no click on an ad in any of the time slots before time slot i, i.e.,
and (ii) the probability of naturally staying in the app session and entering
Then, the optimization problem of the ad network is to find an ad display sequence that maximizes the above expected revenue. That is,
Later, in Section 7, we will relax our assumptions in the following directions:
(i) The probability that the app user concludes her session at the end of time slot t given that she enters that time slot and given that she did not click on an ad, is λ t , instead of a constant λ.
In words, the natural exit probability of the user is time-dependent.
(ii) In the above optimization problem, we assumed that the ad network generates revenue only from a click on an ad, i.e., the ads under consideration are all click ads. In addition to click ads, we consider display ads that, if shown, generate a fixed per-slot revenue for the ad network. Thus, showing a click ad in a time slot will not generate revenue to the ad network if the ad is not clicked upon, while showing a display ad in the time slot brings the ad network a fixed amount of revenue.
(iii) The optimization problem (1) under a constraint (imposed by the owner of the app) that the conditional expected revenue in each time slot be above a specified threshold.
Until Section 7 however, we focus on the optimization problem (1) above under the assumptions stated earlier in this section. In the next two sections, we analyze two relevant special cases:
• The exposure effect is dominant and the sojourn effect is negligible: This is likely to occur when the session is on an app that users typically come for a short time duration (e.g., an app providing weather information) and the ads are served using a re-targeting technique. On the one hand, since the duration of the session is short, the impact of time on the probability of a click on an ad is likely to be insignificant; in other words, the sojourn effect is negligible.
On the other hand, re-targeting allows ads to be served to users who have taken identifiable prior actions that are of interest to the advertisers, e.g., a recent download of a specific app (Sullivan, 2014) . Therefore, re-targeting helps the ad network to display a sequence of ads about products and/or brands that the user is already knowledgeable about. Thus, the exposure effect is significant, since the displayed ads only play a "reminding role" and the probability of a click is likely to reduce significantly with each additional exposure.
• The sojourn effect is dominant and the exposure effect is negligible: This situation is likely to occur when the app is content-based -e.g., a news app or one that provides political commentaries -and the ads are not being served based upon prior history about the user 5 . Rather, ads are likely to be served to match the content. Since the app is content-based, the user is likely to get increasingly involved in the content as her session progresses. Consequently, the sojourn effect plays a significant role. On the other hand, since the ads are not provided based on the user's recent history of sessions, the ads are likely to remain fresh for the user over the entire session, thus making the exposure effect insignificant.
The special case of the sojourn effect being dominant is studied in Section 4 and that of the exposure effect being dominant in Section 5.
The Sojourn Decay
In this section, we consider the special case of the optimization problem (1) where the probability of a click on an ad a ∈ A at any time depends only on the amount of time the user has thus far spent in the app session. We first formalize the optimization problem for this special case and then provide an optimal policy.
The Model
Let p a (t) denote the probability of a click on ad a when this ad is displayed in time slot t. We assume that p a (t) is non-increasing in t. Note that the sojourn decay is ad-specific. Recall from Section 3 that α a denotes the revenue-per-click of a click on ad a, and λ = 1 −λ is the probability that the app user concludes her session at the end of time slot t given that she enters that time slot and given that she did not click on an ad.
Since the probability of a click on an ad decreases with the increase in the duration of the app session, we further assume that this probability is zero after the user has stayed for a sufficiently long duration in the session. That is, for a large enough value of T , p a (t) = 0 for any t > T and any a ∈ A. Thus, the ad network wants to determine an ad display sequence for the first T time slots of the session.
Let α Π (i) and p Π (i) be, respectively, the revenue-per-click and the probability of a click of the ad shown in slot i of an ad display sequence Π; i = 1, 2, . . . , T . Using the expression for the expected revenue of a sequence developed in Section 3, the optimization problem of the ad network is
To gain intuition, let us first consider three special cases in which it is trivial to find an optimal ad display sequence.
• Consider p a (t) = g(t) for all a ∈ A. This is the case in which the sojourn decay (i.e., g(t)) is the same for all ads. Since the probability of a click on any ad is the same in this case, the optimal expected revenue is achieved by showing the ad with the highest revenue-per-click (i.e., arg max a {α a }) for the entire session.
• Consider λ = 1. In this case, the user leaves the app naturally at the end of the first time slot. With only one time slot to display an ad, the optimum is achieved by displaying the ad with the highest expected revenue in the first time slot (i.e., arg max a {α a p a (1)}).
• Consider α a = α for all a ∈ A. Thus, the revenue-per-click is the same for all ads. It is easy to see that the only criterion that should be used to pick an ad to display is that of the probability of a click in the current time slot. The optimal expected revenue is achieved by the following display policy: In time slot t, display ad a * t = arg max a {p a (t)}.
In general, however, an optimal policy (i.e., the solution of problem (2) above) uses a non-trivial criterion. Next, we obtain an optimal policy.
An Optimal Policy
Relative to the general problem (1) in Section 3, problem (2) above offers the following significant simplification: With only sojourn decay, the decision of which ad to display in time slot t after the app user has entered this time slot is not affected by the placements of ads in the slots before slot t. In other words, the ad selection decision in time slot t only depends on the value of t. Then, to select an ad for display in time slot t, we only need to consider the "forward" schedule from slots t through T . Therefore, the optimization problem (2) can be optimally solved by the following backward dynamic program.
Let R(t) denote the optimal expected revenue after the user enters time slot t. In other words, R(t) is the optimal expected revenue generated over time slots t through T . Thus, the optimal ad display sequence is the one that generates expected revenue R(1). Starting from the last time slot T , we have
This is intuitive since no revenue can be generated for the ad network after time slot T . Then, the DP recursion below determines R(T − 1), R(T − 2), . . . , R(1) in that order:
Thus, we have the following optimal policy:
where R(T + 1) = 0.
Note that, in the special case in which α a = α for all a, the optimal ad display sequence resulting from the above DP is the same as that discussed in Section 4.1: In time slot t, display ad
The DP above has time complexity O (|A|T ) and can, therefore, be easily computed. Interestingly, in the optimal sequence above, the expected revenue in a slot may not decrease monotonically with time. We now present a simple illustrative example. Let A = {1, 2, 3} , T = 3, andλ = 0.7.
The values of the parameters α j , j = 1, 2, 3 and p j (t), j = 1, 2, 3; t = 1, 2, 3 are as follows:
In time slot t = 3, we have
Thus, Ad 1 should be placed in time slot t = 3. In time slot t = 2,
Thus, Ad 1 should be displayed in time slot t = 2. In time slot t = 1,
Thus, Ad 2 should be placed in the first time slot. The optimal schedule is to display Ad 2 in time slot 1, and Ad 1 in time slots 2 and 3, and the expected revenue is about 0.514. Notice that the expected revenue is non-monotonic in time: The expected revenues in the three time slots are, in order, α 2 p 2 (1) = 0.3, α 1 p 1 (2) = 0.35, and α 1 p 1 (3) = 0.15, respectively.
The Exposure Decay
We now consider the special case of the optimization problem (1) where the probability of a click on an ad a ∈ A depends only on the number of exposures of this ad thus far to the user. We first formalize the optimization problem for this special case and then provide an optimal policy.
The Model
Let p a (k) denote the probability of a click on ad a during the k th exposure of this ad. We assume that p a (k) is non-increasing in k and, furthermore, that this probability is zero after ad a has been shown in a sufficiently large number of time slots in the app session. That is, for a sufficiently large integer K, p a (k) = 0 for any k > K and any a ∈ A. Thus, it is sufficient to consider policies in which any ad is shown in at most K time slots. With the number of available ads being |A|, the ad network wants to determine an ad display sequence for the first |A|K time slots. This is consistent with the practice in digital marketing of setting an ad frequency cap that limits the number of times an individual is exposed to an ad (The Digital Marketing Glossary, 2013).
Let k a (t) denote the number of exposures of ad a before time slot t. Thus, p a (k a (t) + 1) is the probability of a click on ad a if it is displayed in time slot t. For an ad display sequence Π, let α Π (i) and p Π (i) be the revenue-per-click and the probability of a click, respectively, of the ad shown in slot i; i = 1, 2, . . . , |A|K. The optimization problem of the ad network is
An Optimal Policy
Unlike the sojourn decay model in Section 4, here the ad display sequence before time slot t is relevant to the ad selection decision in time slot t because this information affects the probability of a click on the ad displayed in time slot t. Nevertheless, the model in this section is simpler than the general problem (1) in Section 3 since time does not play a direct role. In other words, to know the probability of a click on an ad at any time, only the number of prior exposures of this ad is required. Let us consider the following policy; the intuition behind the policy is explained immediately thereafter.
Optimal Policy: In time slot t, display ad a ∈ A with the highest value of the ratio (k a (t) + 1) .
The numerator in the above ranking criterion, i.e., α a p a (k a (t) + 1), is the expected revenue from displaying ad a in time slot t. Displaying the ad with the highest value of this expected revenue would be an optimal decision if the current time slot is the last one. In other words, such a decision would be a myopic one that disregards the impact on the expected revenue in the subsequent time slots in the case when the user does not click on the ad shown in the current slot and chooses to extend the app session beyond the current slot. The denominator in the ranking criterion, i.e., λ +λp a (k a (t) + 1), captures the effect of the current ad on the future expected revenue. To further understand the intuition behind our policy, we discuss three special cases below:
• Consider the special case in which λ = 1, i.e., the user stays in the app session only for one slot. In this case, it is clear that the optimal decision is to show the ad with the highest expected revenue, i.e., the ad a with the highest value of α a p a (1). Notice that when λ = 1, our proposed optimal policy also makes the same decision since the denominator of the ratio criterion becomes one.
• Consider the special case in which λ = 0. Here, the user's exit from the session can only occur from clicking on an ad. Thus, intuition suggests that the ad with the highest revenue-per-click should be displayed for the maximum number (K) of time slots followed by the ad with the second-highest revenue-per-click, and so on. This is exactly the schedule resulting from the proposed optimal policy. Since λ = 0, the criterion our policy uses is the ranking of α a .
• Consider the special case in which α a = α for all a ∈ A. That is, all ads generate the same revenue-per-click. Here, intuition suggests that the only criterion one should use to pick an ad to display is that of the probability of a click in the current time slot. In this case, the criterion our policy uses is that of ranking the ads according to the values
, which is equivalent to ranking based on the values of the current click probabilities p a (k a (t) + 1).
The above three special cases highlight that ads should be ranked using a non-trivial criterion that incorporates the revenue-per-click, the click probabilities, and the user's leaving probability. The following result establishes the optimality of the proposed policy.
Theorem 1. The above policy is optimal for Problem (3).
The proofs of all the technical results are provided in the Appendix. As is clear from the above discussion for the special case of λ = 0, here too the expected revenue in a slot may not decrease monotonically with time in the optimal policy.
Incorporating both Sojourn Decay and Exposure Decay
In this section, we consider the general model that was introduced in Section 3. Thus, the probability of a click on an ad in a time slot depends on both the number of prior exposures of that ad and the number of time slots the user has spent thus far in the app session. Recall that our analysis in Sections 4 and 5 did not assume any functional form of the click probability. For the general model, however, we assume a functional form of this probability for analytical tractability.
where (i) δ a is the probability of a click on ad a ∈ A if it were shown in the first time slot of the app session, (ii) β ∈ [0, 1] captures the impact of sojourn (time) decay; specifically, the probability of a click on an ad decreases by a factor of β if the user stays for one more time slot, and (iii) γ ∈ [0, 1] captures the impact of exposure decay; in particular, the click probability of an ad decreases by a factor of γ after each exposure of that ad. Thus, we have ad-specific initial click probabilities but assume that the decay effects of time and exposure are the same across ads.
As before, let k a (t) denote the number of time slots in which ad a has been shown prior to time slot t. Thus, δ a β t−1 γ ka(t) (= δ a β t−1 γ ka(t)+1−1 ) denotes the probability of a click on ad a if it is shown in time slot t. For an arbitrary ad display sequence Π, let α Π (i) and δ
(i) be the revenue-per-click and the probability of a click, respectively, of the ad shown in slot i. Then, the revenue generated by sequence Π is
Thus, the optimization problem of the ad network is • Using the facts that γ ≤ 1 and δ a ≤ max a δ a , a lower bound on (4) is
A Heuristic Policy with a Performance Guarantee
• Using the facts that k Π (j) (j) ≤ j − 1 and δ a ≥ min a δ a , an upper bound on (4) is
Thus, for an arbitrary ad display sequence Π, we have
It is instructive to interpret the lower and upper bounds LB Π and UB Π . As we will see below, LB Π corresponds to the expected revenue generated by sequence Π for the following "fictitious"
problem: Let the probability of a click on an ad if it were shown in the first time slot of the user's session be δ max (thus, this probability is not ad-specific). This probability only decays with time by a factor of β. Thus, the probability of a click on an ad a is p a (t) = δ max β t−1 . The revenue-per-click of ad a in its first exposure is αaδa δmax , and this value decays with each exposure of this ad by a factor of γ.
Let k a (t) denote the number of time slots ad a has been shown prior to time slot t. Thus, the revenue-per-click of ad a when it is shown in time slot t is φ a = αaδa δmax γ ka (t) 
be the revenue-per-click of the ad in time slot i of sequence Π, and let p Π (i) = δ max β i−1 be the probability of a click on the ad in time slot i of sequence Π. Then, the expected revenue of sequence Π is
A similar interpretation holds for the upper bound UB Π . In this case, we let the probability of a click on ad a to be p a (t) = δ min (βγ) t−1 , and the revenue-per-click of ad a when it is shown in time slot t to be φ a = αaδa δ min γ t−1 γ ka(t) .
We now explain our purpose in developing the lower and upper bounds. Let Π L be a sequence that maximizes LB Π and let Π U be a sequence which maximizes UB Π . Let OPT be the optimal expected revenue to the ad network (i.e., the optimum value of problem (5)). Then, we have
We will choose the sequence which maximizes LB Π as our heuristic policy (Lemma 1). The upper bound UB Π U will then be exploited to establish a performance guarantee on our heuristic policy (Theorem 2) . Surprisingly, we show that there exists a sequence that maximizes both bounds (i.e., Π L = Π U ) and, moreover, the corresponding policy is also simple to understand. The following result establishes a worst-case performance guarantee for the heuristic policy.
Theorem 2. The heuristic policy is guaranteed to generate an expected revenue that is at least
max T ∈{1,2,...} 1−(1−δmax) T δmaxT · 1 −λ T of
the optimal expected revenue of Problem (5).
The performance guarantee of our heuristic policy in Theorem 2 is attractive for realistic values of the parameters; e.g., if the leaving probability λ ≥ 0.5 and the initial click probability δ a ≤ 0.01 for all ads a ∈ A, then the performance guarantee can be shown to be at least 96%. The following result establishes this claim.
Corollary 1.
If λ ≥ 0.5 (i.e.,λ ≤ 0.5) and δ max ≤ 0.01, then the performance guarantee of the above heuristic policy is at least 96% of the optimal expected revenue of Problem (5).
Remark:
Recall that in our analysis thus far, the app session can end in two ways: Either she naturally leaves the app session or clicks on an ad. The analysis is significantly simpler if the user's session ends only if she naturally leaves the session. In other words, clicking on an ad does not cause the session to end. Indeed, in this case, we can show that the following simple policy is optimal for each of the models in Sections 4-6: In time slot t, display the ad with the highest expected revenue in that time slot.
Extensions: Relaxing our Assumptions
We now discuss three extensions that are obtained by relaxing some of the assumptions of our analysis thus far. For each of these extensions, we develop either an optimal or a heuristic policy;
in the latter case, we show that the policy is near-optimal.
• Extension 1: Our analysis thus far made the assumption that, given the user enters a certain time slot, the (conditional) probability of her natural exit (without clicking) from the app session is a constant, λ. This probability may itself change with time (Liu et al., 2010) . To capture this situation, we consider slot-specific leaving probabilities (i.e., λ t instead of λ).
The analysis of this extension is in Section 7.1.
• Extension 2: Until now we only considered click ads -which generate revenue for the ad network through clicks. In the extension analyzed in Section 7.2, we also incorporate display ads, which generate revenue to the ad network only through exposures.
• Extension 3: Our models thus far have been formulated for the ad network, without any direct imposition from the publisher (i.e., owner of the app). It is possible that the publisher may have other sources of ads. Then, it is natural for the publisher to let the ad network manage its ad space only if the revenue received exceeds the utility from the other options the publisher may have. In other words, if the ads displayed by the ad network are not effective, it may be more beneficial for the publisher to choose from other options (e.g., ads for the "advertisement-free" version of the app). Motivated by this reason, Section 7.3 analyzes an extension that considers the following publisher-imposed constraint in our sequencing problem: The expected revenue in each time slot no less than a non-negative threshold.
Slot-Specific Leaving Probability
Let λ t denote the probability that the user naturally concludes her session at the end of time slot t given that she enters that time slot and given that she did not click on an ad. Thus,λ t = 1 − λ t denotes the probability that the user enters time slot t + 1, given that she enters time slot t. Now, the optimization problem (1) becomes
Sections 7.1.1-7.1.3 below extend our results for the three models in Sections 4-6.
Sojourn Decay
Recall from Section 4 that this problem is only relevant for the first T time slots, since p a (t) = 0 for any t > T and any a ∈ A. With λ t instead of λ, the dynamic program in Section 4.2 can be modified in a straightforward manner and results in the following optimal policy:
Optimal Policy: In slot t ∈ {1, 2, . . . , T }, display ad
where R(t) denotes the optimal expected revenue after the user enters time slot t, and is defined as follows:
and the DP recursion below determines R(T − 1), R(T − 2), . . . , R(1) in that order:
Exposure Decay
Recall from Section 5 that this problem is only relevant for the first |A|K time slots, where |A| is the number of ads available to display and K is the maximum number of exposures of an ad in a session. We assume that λ t > 0 for t = 1, 2, . . . , |A|K. The optimization problem (3) in Section 5.1 needs to be modified as follows to incorporate slot-specific user leaving probabilities:
The following policy is a direct generalization of the one in Section 5.2.
Heuristic Policy: In time slot t ∈ {1, 2, . . . , |A|K}, display ad a ∈ A with the highest value of
.
Theorem 3 below establishes the optimality of this policy under the following technical assumption: Assume that, for any two ads a and a , and their respective number of exposures k a and k a , the following holds:
where n is the smallest integer which satisfies λ t > 1 n for all t ∈ 1, 2, . . . , T .
Theorem 3. The above policy is optimal for Problem (6) under Assumption (*).
Sojourn Decay and Exposure Decay
With slot-specific leaving probabilities λ t , the optimization problem (5) in Section 6 gets modified as follows:
Similar to the treatment in Section 6.1, we can derive the following lower and upper bounds on the expected revenue of an arbitrary ad display sequence Π: We, therefore, use the same policy as that in Section 6.1 as our heuristic policy. 
Incorporating Display Ads
In this section, we revisit the optimization problems in Sections 4-6 in the presence of both click and display ads. Click ads generate revenue for the ad network only through clicks (under a cost-per-click model), while display ads generate revenue to the ad network only through exposures (i.e., under a cost-per-impression model). We assume that the probability of a click on a display ad is zero. It is important to note that a display ad is not a special case of a click ad with zero click probability (since there is no sojourn or exposure decay for a display ad). Therefore, incorporating display ads into the models studied in Sections 4-6 is a genuine extension of these models. Since (i) each exposure of a display ad gives the ad network a fixed revenue and (ii) the goal of the ad network is to maximize the expected revenue, it is straightforward to see that, among the available display ads, the ad network will restrict attention to only those with the highest revenue-per-exposure.
Let e a be the revenue-per-exposure of display ad a. To enable the use of convenient notation for both click and display ads, define e a = 0 if ad a is a click ad and p a (k, t) = 0 if ad a is the display ad. Thus, given an ad display sequence Π, α Π (i) , p Π (i) and e Π (i) are the revenue-per-click, click probability, and the revenue-per-exposure, respectively, of the ad shown in time slot i, and the expected revenue in time slot t is α Π (i) p Π (i) + e Π (i) . In the following three subsections, we extend our results in Sections 4-6 by incorporating display ads.
Sojourn Decay
Recall from Section 4 that the probability of a click on a click ad is zero after the first T time slots of the user's session. The revenue-per-exposure of a display ad, however, remains unaffected as the session progresses. Therefore, it is easy to see that starting from time slot T + 1 it is optimal to show the display ad with the highest revenue-per-exposure.
With display ads in addition to click ads, the optimization problem (2) in Section 4.1 now
By using a dynamic program similar to that in Section 4.2, we obtain the following optimal policy:
where R(t) denotes the optimal expected revenue after the user enters time slot t. Therefore,
and the following DP recursion determines R(T ), R(T − 1), . . . , R(1), in that order:
Exposure Decay
Recall from Section 5 that, with only click ads, the optimization problem is only relevant for the first |A|K time slots, where |A| is the number of ads and K is the maximum number of exposures of a click ad. However, the revenue-per-exposure of a display ad stays the same as the session progresses. Thus, after the first |A|K time slots it is optimal to show the display ad with the highest revenue-per-exposure.
Optimization problem (3) in Section 5 is modified as follows to incorporate display ads:
Using intuition similar to that in Section 5.2, we propose the following policy for this modified problem.
Optimal Policy : In time slot t ∈ {1, 2, . . . , |A|K}, show ad a ∈ A with the highest value of
The following result establishes the optimality of this policy.
Theorem 5. The above policy is optimal for Problem (8).
The following result is a direct consequence of our policy and its optimality.
Corollary 3. Once our optimal policy above places a display ad in a time slot, it continues showing
that ad until the user leaves the app.
Sojourn Decay and Exposure Decay
In the presence of both click and display ads, the optimization problem (5) in Section 6 becomes
We can derive the following lower and upper bounds on the expected revenue of an arbitrary ad sequence Π: 
The performance guarantee is attractive for realistic values of the parameters; the corollary below provides an example:
Corollary 4. If λ ≥ 0.5, δ max ≤ 0.01 and β ≥ 0.85, the performance guarantee of the sequence resulting from the heuristic policy is at least 74% of the optimal expected revenue of Problem (9).
Publisher-Imposed Constraint on the Per-Slot Revenue
For a publisher (i.e., owner of the app), it is natural to let the ad network manage its ad space only if the revenue received exceeds the utility from the other options the publisher may have.
For instance, the publisher may have other sources of ads. Alternately, the publisher may want to display its own ads or content. For example, a news app typically has its own ads to promote subscriptions. Thus, if the ads displayed by the ad network are not effective, it may be more beneficial for the publisher to choose one of these options. Motivated by these reasons, we consider the following publisher-imposed constraint in our sequencing problem: The expected revenue in each time slot must be at least v, where v is an arbitrary non-negative threshold.
The extreme case in which the constrained optimization problem is infeasible (i.e., the ad network has no ad with expected revenue v in the first time slot) is not of interest to us, since the ad sequencing problem itself does not exist. Therefore, we assume that the ad network has at least one ad with expected revenue greater than or equal to v in the first time slot. The following three sections incorporate this publisher constraint into the models studied in Sections 4, 5, and 6.
Sojourn Decay
The optimization problem (2) in Section 4.1 now becomes
Note that the number of time slots in which an ad is shown can be less than T , since it is possible that no ad meets the publisher-imposed constraint in the later part of the first T time slots. The same dynamic programming approach can be applied to solve this constrained problem, with the following difference: When choosing an ad for display in a time slot, we restrict attention to only those ads that have expected revenue at least v in that time slot. Denote by A t the set of ads with expected revenue at least v in time slot t; t = 1, 2, . . . , T . Thus, the set of ads under consideration may change across time slots. Note that the set of ads that meet the publisher-imposed constraint in a time slot depends only on the time slot. In other words, this set is not affected by the policy used to construct the ad display sequence.
where R(t) denotes the optimal expected revenue after the user enters time slot t, where
Exposure Decay
The optimization problem (3) in Section 5.1 changes as follows:
Recall from Section 5.1 that the click probability of any ad a ∈ A is zero after it has been displayed for K time slots. It should be clear that the length of an optimal sequence (i.e., the number of time slots in which an ad is displayed) for problem (10) above may be shorter than |A|K time slots because the lower bound on the expected revenue in each slot may prevent an ad in the set A to be shown for K time slots. Also, note that the number of time slots in which an ad is shown varies across the ad display sequences. Let K a denote the largest integer with the property that the expected revenue of ad a is at least v after K a exposures. Thus, K a ≤ K. Consequently, we modify the click probabilities by setting p a (k) = 0 for any k > K a and any ad a. This will ensure that any ad a will not be given more than K a exposures. It is immediate that the length of any optimal sequence for the constrained problem can be assumed to be at most M =
The optimality of the following policy for the constrained problem is established in Theorem 7.
The proof is similar to that of Theorem 1 and therefore avoided.
Optimal Policy: In slot t ∈ {1, 2, . . . , M }, display ad
Theorem 7.
The above policy is optimal for Problem (10).
The ad display sequence for the constrained problem from the above optimal policy can be simply obtained from the optimal sequence (say, Π * uc ) for the unconstrained problem obtained in Section 5.2: Delete those time slots in the sequence Π * uc that have expected revenue less than v (if any) and re-number the time slots.
Sojourn Decay and Exposure Decay
The constrained version of the optimization problem (5) in Section 6 is
(i) ≥ v for all time slots i in which an ad is shown.
Based on justification similar to that in Section 6, we propose the following policy; Theorem 8 establishes its worst-case performance guarantee.
Heuristic Policy: In time slot t ∈ {1, 2, . . . , N }, display the ad with
where N is the largest integer that satisfies max
The performance guarantee of the sequence resulting from the heuristic policy is established in the result below. Notice that, with λ > 0.5, the worst-case performance guarantee above is at least 50%.
Concluding Remarks
This study was inspired by conversations with an online supply-side ad network that was faced with the problem presented in this paper. Essentially, given the extremely competitive nature of this landscape, such firms are continually exploring new ways to better monetize the in-app advertising space. In most cases, current monetization strategies do not explicitly consider time as a resource to be optimized. That is, once an ad is delivered in an ad space, the same ad is displayed for the entire duration of the user's app session. Our study examines the monetization problem while explicitly managing time as a scarce resource. We model the user's sojourn as random and optimize the sequence of ads shown to the user so as to maximize the expected revenue of the sequence. One important insight from this study is that the optimal expected revenue per time slot can increase or decrease over time, highlighting the non-greedy nature of the optimal solution. An important contribution of this study is that it exploits a user's behavior in the app session to dynamically manage the sequence of ads over a session of random length.
For ad networks, the proper sequencing of ads during an app session offers a fertile technique to improve revenue. One limitation of this study is that it did not consider the possibility that new ads could become available while a user's session is in effect. That is, the sequence was designed in advance, assuming the set of available ads to be fixed. The availability of new ads could dynamically change the sequence of future ads once the new ads become available. There are other challenging real-world aspects that may be included in future work, e.g., incorporating additional requirements imposed by advertisers such as a minimum number of exposures of their ads.
Appendix: Proofs of Technical Results
Proof of Theorem 1: For ease of exposition, we will use a concept of dummy ads in this proof. Using the notion of dummy ads and the assumption that p a (k) is decreasing in k, our proposed policy can be rewritten as follows: In time slot t, display ad
, where
Let Π * denote the ad sequence resulting from this policy. It is easy to verify that, in the sequence Π * , we have
for all t ∈ {1, 2, . . . , T − 1}.
Consider an optimal ad sequence Π that is different from Π * . We will show that the expected revenue generated from the sequence Π * is no less than that of the sequence Π, thus establishing the optimality of Π * . Let u denote the earliest time slot in which the two sequences differ from each other, and let ζ = d u denote the ad that is placed in slot u by the sequence Π * . Since u is the earliest time slot in which the two sequences differ, ad ζ appears in a time slot that is later than u in sequence Π; let s > u denote this time slot in sequence Π.
Next, we will show that by switching the two ads placed in time slots s − 1 and s of the sequence Π, the expected revenue of the new sequence is the same as that of the sequence Π. For the sequence Π * , we know that
Let µ denote the ad that is placed in slot s − 1 of the sequence Π. Thus, we have
LetΠ denote the sequence obtained after switching ads µ and ζ in the sequence Π, and let b i denote the ad that is placed in slot i of the sequence Π. Note that µ = b s−1 and ζ = b s . The difference in the expected revenues of Π andΠ (i.e., the expected revenue of Π minus that ofΠ) is
where the inequality follows from (12). Thus, since Π is an optimal sequence, so is the sequenceΠ.
If the sequenceΠ is the same as the sequence Π * , we are done. Otherwise, we repeat the same argument to eventually obtain Π * after a finite number of such "adjacent-ad" switches. Since the expected revenue does not reduce throughout this process, the optimality of Π * follows.
Proof of Lemma 1: Our upper and lower bounds (defined in Section 6.1) on the expected revenue generated from an arbitrary sequence Π are
where η j =λβ 1 − δ max β j−1 for j ∈ {1, 2, . . .}, and
We will show that the sequence resulting from the proposed policy maximizes the lower bound.
We again use the notion of dummy ads. and OP T (T ) denote the expected revenue generated by sequence Π * for the first T time slots and the highest expected revenue that can be generated from the first T time slots in Problem (5), respectively. Using the relationships
Let OP T denote the optimum objective value of Problem (5). Next, we will establish an upper bound on OP T .
Since p a (k, t) = δ a β t−1 γ k−1 decreases with k and t, the expected revenue generated from time slot iT + 1 to time slot (i + 1)T , for i ∈ {1, 2, . . .}, is no more than OP T (T ). Therefore, an upper
Therefore,
Proof of Corollary 1: Consider T = 6,λ ≤ 0.5 and δ max ≤ 0.01 in (15). We have,
Since the guarantee offered by the policy in Theorem 2 is max
result follows.
Proof of Theorem 3:
The argument is the same as that in Theorem 1. Using the same notation, the difference between the expected revenues of policies Π andΠ is
where the inequality follows from Assumption (*) (Section 7.1.2). The result follows.
Proof of Lemma 2:
The proof is similar to that of Lemma 1, except that now the user's exit probability is slot-specific (i.e., λ t ). Both our upper and lower bounds (specified in Section 7.1.3)
on the expected revenue generated by an arbitrary sequence Π can be rewritten as The proof of the claim that the sequence resulting from the proposed policy maximizes our upper bound is similar.
Proof of Theorem 4:
From Lemma 2, we know that the same sequence maximizes our upper and lower bounds (defined in Section 7.1.3) on the expected revenue. Let Π * denote this sequence. 
where the second inequality follows from Chebyshev's sum inequality. Let E Rev Π * (T ) and OP T (T ) denote the expected revenue generated by sequence Π * for the first T slots and the highest expected revenue that can be generated by the first T slots in Problem (7), respectively.
Using the relationships LB Π * (T ) < E Rev Π * (T ) < OP T (T ) < U B Π * (T ), we have . Let OP T denote the optimum objective function value of Problem (7). We will establish an upper bound for OP T . Since p a (k, t) = δ a β t−1 γ k−1 decreases with k as well as t, andλ t decreases with t, the revenue generated from slot iT + 1 to slot (i + 1)T , for i ∈ {1, 2, . . .}, is no more than OP T (T ). Therefore, an upper bound on OP T is [β (1 − δ max )]
where the second inequality follows from Chebyshev's sum inequality. Let E Rev Π * (T ) and OP T (T ) denote the expected revenue generated by sequence Π * in the first T slots and the highest expected revenue can be generated in the first T slots in Problem (9), respectively. Using the relationship LB Π * (T ) < E Rev Π * (T ) < OP T (T ) < U B Π * (T ), we have
Let OP T denote the optimal value of Problem (9). Since p a (k, t) = δ a β t−1 γ k−1 decreases with k as well as t, andλ t decreases with t, the revenue generated from slot iT + 1 to slot (i + 1)T , for i ∈ {1, 2, . . .}, is no more than OP T (T ). Therefore, an upper bound of OP T is , where E Rev Π * (T ) and OP T (T ) denote the expected revenue from the first T time slots of sequence Π * and the highest expected revenue from the first T time slots in Problem (5), respectively. Since the sequence generated by the heuristic policy for the constrained problem (11) matches with the first N slots of the sequence Π * , E Rev Π * (N ) is equal to the expected revenue generated from the heuristic policy for the constrained problem. Thus, we have 
