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Abstract
The linear coupling of a rotating heat bath to a quantum field is studied
in the framework of the Markovian master equation for the field’s non-
unitary time evolution. The bath’s rotation induces population inversion
for the field’s low-energy modes. For bosons, this leads to superradiance,
an irreversible process in which some of the bath’s kinetic energy is ex-
tracted by spontaneous and stimulated emission. We find the energy and
entropy balance for such systems and apply our results to the theory of
black hole radiation. We also comment on how this relates to classical
self-oscillations, including shear flow instabilities in hydrodynamics.
1 Introduction
Zel’dovich predicted in 1971 that a rotating black hole (BH) would radiate [1, 2].
His reasoning was based on the observation that the same physics that causes
damping of an incident electromagnetic field by a static dielectric implies that,
if the dielectric’s surface moves faster than the incident field’s phase velocity,
then the incident field will be amplified at the expense of the dielectric’s ki-
netic energy. Amplification of radiation by the sort of process that Zel’dovich
described is often called “superradiance”, a term introduced by Misner in 1972
[3]. It is an irreversible process, distinct from the equilibrium phenomenon, also
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2identified as “superradiance”, first described by Dicke in [4] and about which
we will have nothing to say here.
Zel’dovich’s thermodynamic argument was notably refined by Bekenstein
and Schiffer in [5]. More recently, the irreversibility of electromagnetically su-
perradiant systems has been carefully investigated in [6, 7]. For a thorough,
modern review of rotational superradiance and its applications (with an em-
phasis on gravitational physics), see [8].
Zel’dovich’s argument applies to any object capable of damping a classical
or bosonic degree of freedom. Some instances are Cherenkov radiation [9, 10],
sonic booms and Mach shocks [11], the Landau criterion for superflows [12],
the Moon’s tidal acceleration [13], the shear flow instability by which the wind
makes waves on the ocean’s surface (see Sec. 9 in this paper), and mechanical in-
stabilities of rotors.1 The prediction of BH superradiance motivated Hawking’s
subsequent discovery that a static BH must radiate thermally [15].2
The novelty of our approach here is to provide a general and self-contained
treatment of superradiance, based on the linear coupling of a quantum field to a
rotating heat bath. Our computations rely on the formalism of the Markovian
master equation (also called the “Lindblad equation”, after one of its develop-
ers) for an open quantum system [18, 19, 20]. Our results help illuminate the
necessary connection between superradiance and the thermal dynamics of the
bath, which for a stationary BH lead to Hawking radiation. We also clarify
the connection between superradiance of bosonic quantum fields and classical
self-oscillations, using as example a flow instability. This will allow us to clarify
an important point about which there is some confusion in the hydrodynamics
literature.
2 Model and approximations
Consider a quantum field, either bosonic or fermionic, interacting with a source
that acts as an equilibrium heat bath. Let the heat bath rotate with angular
velocity Ω about its symmetry axis, which we take to be the z-axis. The free
quantum field is described by the set of annihilation and creation operators
amα(ω), a
†
mα(ω), corresponding to the field modes |ω,m, α〉 and satisfying the
(anti-)commutation relations[
amα(ω), a
†
m′α′(ω
′)
]
±
= δωω′δmm′δαα′ ,
[amα(ω), am′α′(ω
′)]± = [a
†
mα(ω), a
†
m′α′(ω
′)]± = 0. (2.1)
We have set ~ = 1 and written
[A,B]+ ≡ [A,B] ≡ AB −BA
[A,B]− ≡ {A,B} ≡ AB +BA, (2.2)
for the commutator and anti-commutator respectively, so that in Eq. (2.1) the
sign (+) corresponds to bosons and (−) to fermions. The quantum number
1One of the authors (AJ) thanks his student Carlos Dı´az for help understanding the treat-
ment of this particular subject in the mechanical engineering literature, where the analogy
with superradiance has not been noted. A thermodynamic approach may help to generalize
and simplify such analyses. [14]
2For first-hand historical accounts of this, see [16, 17].
3m = 0,±1,±2, ... indicates the angular momentum along the z-axis (which we
take to be an axis of symmetry), ω ≥ 0 the energy, and α the spin together with
any other quantum numbers needed to specify the field’s state.
For the free field, the Hamiltonian is
Hf =
∑
ω,m,α
ω a†mα(ω)amα(ω) (2.3)
and the z-component of the angular momentum is
Lzf =
∑
ω,m,α
ma†mα(ω)amα(ω). (2.4)
The most general field-bath interaction that is linear in the field operators is
given by an additional term in the Hamiltonian of the form
Hint =
∑
ω,m,α
(
amα(ω)⊗B†mα(ω) + a†mα(ω)⊗Bmα(ω)
)
, (2.5)
where Bmα(ω) is a suitable bath operator. The bath has its own Hamiltonian
Hb and its own z-component of the angular momentum L
z
b. The linearity of
Eq. (2.5) with respect to the quantum field is a valid approximation as long
as the field is sufficiently weak that its self-coupling (either induced by the
medium’s polarizability or direct as in gravity and non-Abelian gauge fields) can
be neglected. All our computations will be in this weak-field regime, though we
shall return to the issue of non-linearity in Sec. 9.
Assuming that the interaction described by Eq. (2.5) is invariant under ro-
tations with respect to the z-axis, the bath operators may be chosen so that
[Lzb, Bmα(ω)] = −mBmα(ω),
[
Lzb, B
†
mα(ω)
]
= mB†mα(ω), (2.6)
and therefore
eiφL
z
bBmα(ω)e
−iφLzb = eimφBmα(ω),
eiφL
z
bB†mα(ω)e
−iφLzb = e−imφB†mα(ω). (2.7)
To take into account the bath’s rotation we use an effective Hamiltonian of the
form
Heffb = Hb − ΩLzb, (2.8)
where the internal Hb is independent of the rotation or, at most, parametrically
dependent on Ω. The arbitrary sign in front of the Ω in Eq. (2.8) is taken
negative for later notational convenience.
Equation (2.8) is a valid approximation as long as the bath’s coherent ro-
tation does not involve energies sufficiently large to excite internal degrees of
freedom. This is analogous to the Born-Oppenheimer approximation in molecu-
lar physics, in which the electronic degrees of freedom are taken to be decoupled
from the molecule’s rotational and vibrational degrees of freedom [21]. We show
in Sec. 7 that the kinetic energy of rotation can be converted into internal heat-
ing of the bath, but in our approximation this happens only via the coupling to
the quantum field’s low-energy modes.
Note that the Hamiltonian for our model is not necessarily quadratic, be-
cause Bmα(ω) in Eq. (2.5) is arbitrary. The field’s Markovian master equation
that we derive for the weak-field limit in Sec. 4 applies, therefore, to models
that are not exactly solvable. Even for exactly solvable models, our techniques
help us to understand and to characterize the relevant thermodynamics.
43 Coupling spectrum and KMS condition
In the weakly coupled regime, all of the physically relevant properties of the
bath are encoded in the second-order correlations of the bath operators Bmα(ω),
B†mα(ω), evaluated for the bath’s stationary state [18, 22]. Using a short-hand
notation Bk, B
†
l with multi-index k ≡ {ω,m,α}, these correlations are expressed
as matrix elements of the coupling spectrum
γ0kl(x) =
∫ ∞
−∞
eixt
〈
B†k(t)Bl
〉
b
dt, (3.1)
where 〈. . .〉b denotes the expectation value with respect to the given station-
ary state of the bath, while Bk(t) is the bath observable Bk as it evolves in the
Heisenberg picture for a bath governed by its internal Hamiltonian Hb. The ma-
trix element γ0kl(x) describes dissipative effects for frequency x, so that Eq. (3.1)
is an instance of the fluctuation-dissipation theorem [23].
For the non-rotating bath in an equilibrium state, the following Kubo-
Martin-Schwinger (KMS) condition is satisfied
γ0kl(−x) = e−βxγ0−l−k(x), for B−k ≡ B†k, (3.2)
where β is the inverse temperature of the stationary bath and−k ≡ {ω,−m,Tα},
with Tα the time-reversal of α. Equation (3.2) relates the rates of decay and its
time-reverse (i.e., pumping) for a field coupled to the stationary bath. [22, 24]
The coupling spectrum matrix is diagonal in m because of rotational symme-
try. The weak coupling approach eliminates from the Markovian master equa-
tion (discussed in the next section) the non-diagonal elements in ω (the “secular
approximation”). Finally, the non-diagonal elements in α can be removed by a
suitable choice of the modes. For simplicity, we use the same notation for this
diagonal basis as for the original modes.
Replacing in Eq. (3.1) the internal Hamiltonian by the effective one of
Eq. (2.8) and applying rotational invariance (see Eq. (2.7)) we obtain a modified
diagonal coupling spectrum for the rotating bath
γΩkk(x) = γ
0
kk(x+mΩ). (3.3)
This coupling spectrum satisfies a modification of the KMS condition of Eq. (3.2),
namely
γΩkk(−x) = e−β(x−mΩ)γΩ−k−k(x). (3.4)
4 Markovian master equation
Using Davies’s weak coupling limit technique [18], one may derive the Markovian
master equation (MME) for the density matrix ρ(t) that describes the quantum
field and acts on the corresponding Fock space. For the reader unfamiliar with
this formalism, more details on the derivation and interpretation of the MME
are provided in the appendix.
5For the model in Sec. 2 we obtain that
ρ˙(t) = −i [Hf , ρ(t)] + Lρ(t) = −i [Hf , ρ(t)]
+
1
2
∑
m,α,ω
ΓΩmα(ω)
{([
amα(ω)ρ(t), a
†
mα(ω)
]
+
[
amα(ω), ρ(t)a
†
mα(ω)
])
+e−β(ω−mΩ)
([
a†mα(ω)ρ(t), amα(ω)
]
+
[
a†mα(ω), ρ(t)amα(ω)
]) }
. (4.1)
Here L is short-hand notation for the dissipative part of the Lindblad superop-
erator, which induces non-unitarity in the time evolution of the quantum state
described by ρ(t) [19, 20]. For convenience, we have used the same symbol Hf
for the renormalized Hamiltonian in Eq. (4.1), which contains corrections due
to the field-bath interaction, as for the bare Hamiltonian in Eq. (2.3). The sym-
bol ΓΩmα(ω) in Eq. (4.1) denotes the diagonal element of the coupling spectrum
matrix of Eq. (3.3) with k = {ω,m, α}, evaluated at frequency x = ω.
The quantity
γ↓(k) ≡ ΓΩmα(ω) = γ0kk(ω +mΩ) (4.2)
is the decay rate for the mode k, whereas
γ↑(k) ≡ e−β(ω−mΩ)ΓΩmα(ω) = e−β(ω−mΩ)γ↓(k) (4.3)
is the corresponding pumping rate. The ratio of the pumping to the damping
rates in Eq. (4.1) may be expressed as a Boltzmann factor with “local” (i.e.,
ω-dependent) inverse temperature βloc[ω], such that
e−βloc[ω]ω ≡ γ↑(k)
γ↓(k)
= e−β(ω−mΩ), (4.4)
implying that
βloc[ω] = β
(
1− mΩ
ω
)
. (4.5)
Thus,
βloc[ω] < 0 ⇔ ω < mΩ. (4.6)
Such a negative local temperature for the rotating bath indicates a population
inversion in the low-energy modes with ω < mΩ. We shall see in Sec. 5 that
this leads to a superradiant instability for bosonic fields (in which the Hamil-
tonian of a single mode is unbounded). In quantum optics it is common to
describe the population inversion of a lasing medium in terms of its negative
local temperature (see [25] for a general theory).
The modes with βloc[ω] < 0 are those for which the energy ω
′ measured in
the bath’s comoving frame of reference is negative [1]. It is not surprising, there-
fore, that their equilibrium populations should be inverted, but our treatment
clarifies how this depends on the field-bath interaction: note that we had to
assume rotational invariance of the interaction in Eq. (2.5), and a large energy-
scale separation between the bath’s rotational and internal degrees of freedom
(Eq. (2.8)). We shall see that a thermodynamically complete description of su-
perradiance must incorporate a positive feedback between field and bath, which
in the quantum picture is provided by stimulated emission.
65 Stable and unstable modes
The average occupation number of a single mode
n¯mα(ω, t) ≡ Tr
[
ρ(t)a†mα(ω)amα(ω)
]
(5.1)
obeys the equation
˙¯nmα(ω, t) = −
(
ΓΩmα(ω)
[
1− (±)e−β(ω−mΩ)
])
n¯mα(ω, t)
+ΓΩmα(ω)e
−β(ω−mΩ), (5.2)
where, as in Eqs. (2.1) and (2.2), the sign (+) corresponds to bosons and (−)
to fermions.
The fermionic solution to Eq. (5.2) for t ≥ 0 is
n¯mα(ω, t) = exp
{
−ΓΩmα(ω)
[
1 + e−β(ω−mΩ)
]
t
}
n¯mα(ω, 0)
+
[
1− exp
{
−ΓΩmα(ω)
[
1 + e−β(ω−mΩ)
]
t
}]
n¯mα(ω,∞), (5.3)
with asymptotic population
n¯mα(ω,∞) =
[
eβ(ω−mΩ) + 1
]−1
(5.4)
corresponding to the Fermi-Dirac distribution with inverse temperature β and
chemical potential mΩ.
For bosons, on the other hand, only modes |ω,m, α〉 that satisfy
ω > mΩ (5.5)
are stable. In that case the solution is
n¯mα(ω, t) = exp
{
−ΓΩmα(ω)
[
1− e−β(ω−mΩ)
]
t
}
n¯mα(ω, 0)
+
[
1− exp
{
−ΓΩmα(ω)
[
1− e−β(ω−mΩ)
]
t
}]
n¯mα(ω,∞), (5.6)
with asymptotic population
n¯mα(ω,∞) =
[
eβ(ω−mΩ) − 1
]−1
, (5.7)
corresponding to the Bose-Einstein distribution with inverse temperature β and
chemical potential mΩ. Modes satisfying the condition
ω < mΩ, (5.8)
on the other hand, are unstable and their occupation numbers grow exponen-
tially with time. This corresponds to Zel’dovich’s rotational superradiance.
It is interesting to consider the case of zero temperature, i.e., the limit β →∞
in Eq. (5.2) for superradiant modes. Using the KMS conditions of Eqs. (3.2)
and (A.18), one obtains for the pumping rate
γ↑(k) = ΓΩmα(ω)e
−β(ω−mΩ) = γ0−k−k(mΩ− ω) ≡ γωmα(mΩ− ω), (5.9)
7where γωmα(x), for x ≥ 0 is the damping rate of the mode |ω,−m,Tα〉 at
the frequency x. Note that this damping rate remains positive in the zero-
temperature limit, while γωmα(−x) tends to zero. Thus, the rate in Eq. (5.2),
in the zero-temperature limit, becomes
˙¯nmα(ω, t) = γωmα(mΩ− ω) [1 + n¯mα(ω, t)] . (5.10)
Equation (5.10) implies that a rotating body at zero temperature will produce
a continuous spectrum of radiation, with a non-trivial spatial distribution de-
termined by the superradiant condition of Eq. (5.8).
Our results are consistent with those obtained in [26] by the methods of ef-
fective quantum field theory. There the authors conclude that the probability of
absorption by an object at rest entirely determines the superradiant amplifica-
tion when the same object is rotating. We believe that our own formulation of
superradiance in terms of the MME offers a more transparent thermodynamic
interpretation and may therefore be more readily generalizable, including to
non-relativistic and to classical systems.
6 Feedback and stimulated emission
The structure of Eq. (4.1) implies that the different field modes |ω,m, α〉 evolve
independently. Moreover, the diagonal matrix elements of ρ(t), computed in
the corresponding population number representation basis, give the probabil-
ities Pn(k; t) of finding n particles in a given mode |k〉 ≡ |ω,m,α〉. These
probabilities evolve according to a Markovian birth-death process
P˙n(k; t) = γ↓(k)(n+ 1)Pn+1(k; t) + γ↑(k) [1± (n− 1)]Pn−1(k; t)
− [γ↓(k)n+ γ↑(k)(1± n)]Pn(k; t). (6.1)
In the symbol ± on the right-hand side of Eq. (6.1), the sign (+) corresponds to
bosons (with unbounded population n = 0, 1, 2, . . .) and the sign (−) to fermions
(with bounded population n = 0, 1).
From the last term on the right-hand side of Eq. (6.1) we see that the
probability, per unit time, of creating a new particle if n particles are already
present in a given mode depends on n and is equal to γ↑(k)(1 ± n), where the
1 corresponds to spontaneous emission. This n-dependence can be interpreted
as resulting from a feedback between the field and the bath. This feedback is
positive for bosons, due to stimulated emission. For fermions the feedback is
negative, due to the Pauli exclusion principle.
Superradiance is a process in which the kinetic energy of the heat bath’s ro-
tation powers coherent radiation modes, without requiring any resonant tuning.
In a classical context, such processes are described as “self-oscillations”. For a
review of self-oscillation as a non-equilibrium process depending on a positive
feedback between the oscillator and the power source, see [27].
7 Energy and entropy balance
The formal Gibbs state
ρ¯ = Z−1e−β(Hf−ΩL
z
f ) (7.1)
8is a stationary solution of Eq. (4.1). This allows us to apply the general formula
for the entropy production based of the Spohn inequality [28, 29],
σ(t) = −Tr [Lρ(t) (ln ρ(t)− ln ρ¯)] ≥ 0, (7.2)
in order to derive the entropy balance (i.e., the second law of thermodynamics).
In units such that kB = 1, this gives
S˙(t) = σ(t) + βJ, (7.3)
where S(t) ≡ −Tr [ρ(t) ln ρ(t)] is the entropy of the field, while
J =
d
dt
Tr [ρ(t) (Hf − ΩLzf )] . (7.4)
is the heat current flowing from the bath and into the field. Identifying the
internal energy U of the field with its average value of the Hamiltonian,
U(t) = Tr [ρ(t)Hf ] , (7.5)
we obtain the energy balance (i.e., the first law of thermodynamics)
U˙(t) = J + Ω
d
dt
Tr [ρ(t)Lzf ] , (7.6)
where the second term on the right-hand side of Eq. (7.6) is the power supplied
by the rotating bath.
Note that the Gibbs state of Eq. (7.1) cannot be normalized for bosonic
modes with ω < mΩ (i.e., for the superradiant modes). However, introducing
intermediate cutoffs in particle numbers one can derive rigorously the results of
Eqs. (7.3) and (7.6).
Combining Eq. (7.4) with the kinetic Eq. (5.10) provides a simple derivation
of the fact that, at zero temperature, superradiance is accompanied by a heating
of the bath. Indeed, the corresponding expression for the heat current into the
field,
J =
∑
{ω<mΩ,m,α}
(ω −mΩ) · γωmα(mΩ− ω) · [1 + n¯mα(ω, t)] , (7.7)
is evidently negative.
In comparing our results to superradiant spectra computed by other authors
for specific systems, one should bear in mind that we formulated the model of
Sec. 2 in terms of the field modes as they would exist within a cavity containing
the heat bath. The non-unitarity represented by the superoperator L in Eq. (4.1)
comes from the dynamical interaction with the bath, without any modification
of the field’s boundary conditions. Other treatments often frame superradiance
as a scattering problem, with at least some of the non-unitarity given by the
choice of boundary conditions within the bath; see, e.g., [30, 31].
8 Black hole radiation
For any quantum field placed around a BH, its modes can be separated into
those localized far outside the BH (outer modes) and those close or below the
9event horizon (inner modes). The particles occupying the inner modes form a
bath for the outer ones. The interaction between both systems can be treated
as a kind of tunneling process described by the quadratic Hamiltonian of the
form of Eq. (2.5), with the operator a†mα(ω) creating a particle in an outer mode
and Bmα(ω) annihilating a particle in a certain superposition of inner modes.
As shown by Hawking in [15], the strong gravity of a BH creates indetermi-
nacy between the annihilation operator bk and the creation operator b
†
k of an
inner mode with multi-index k. Hence, we can introduce a bath operator in
Eq. (2.5) of the form
Bk =
∑
k′={ω′,m,α′}
[
fk(ω
′)bk′ + gk(ω′)b
†
−k′
]
(8.1)
with some form factors fk(ω), gk(ω) (as before, −k stands for the time-reversal
of the quantum numbers in k). There is no summation over m′ 6= m in Eq. (8.1)
because we assumed rotational symmetry.
The key result of [15] is that the indeterminacy between the annihilation
and creation operators is exponentially small and approximately given by
|gk(ω)|2
|fk(ω)|2 = e
−βHω (8.2)
where βH is the inverse Hawking temperature of the BH. Inserting Eqs. (8.1)
and (8.2) into Eq. (3.1) for the vacuum state |0〉 of the inner modes (i.e. the
state |0〉 such that bk|0〉 = 0 for all k’s), one obtains the KMS condition of
Eq. (3.2) with β = βH, thereby establishing that the static black hole behaves
with respect to the external fields as a heat bath at the Hawking temperature.
The results of Sec. 5 then imply that a Kerr BH will superradiate bosons
obeying the condition of Eq. (5.8), with a spectrum determined by the form
factors in Eq. (8.1). The negative energy of a superradiant mode as measured in
the Kerr BH’s co-moving frame (see Sec. 4) reflects the presence of an ergosphere
allowing extraction of the BH’s angular momentum by the Penrose process [32].
In the thermodynamic relation for a Kerr-Newman BH with massM , angular
momentum L, charge Q, event horizon area A, and Hawking temperature TH,
dM = TH
dA
4
+ ΩdL+ ΦdQ, (8.3)
the angular velocity Ω and the electrostatic potential Φ near the event horizon
appear as chemical potentials. (In Eq. (8.3) the fundamental constants c, ~, and
G have all been set to 1.) Rotational and charged superradiance are processes
that extract some of the BH’s internal energy (dM < 0), while increasing the
entropy within the BH’s event horizon (dA > 0) [34]; see also [8] and references
therein. The energy source is non-thermal, but the irreversibility of superradi-
ance relates it to the purely thermal Hawking radiation of a BH with Ω = 0
and Φ = 0. Since Hawking radiation does not depend on stimulated emission,
it produces fermions as well as bosons.3
The relation between BH superradiance and Hawking radiation is analogous
to the relation between the coherent radiation produced by a laser and the
3The absence of fermionic superradiance (about which we will have more to say in Sec. 9)
appears, in the context of Hawking’s area theorem [33], as tied to the fact that fermions violate
the weak energy condition [34, 35].
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Figure 1: Illustration of the shear flow instability by which wind can generate waves
on the surface of a body of water. Image adapted from [36].
thermal radiation that the unpumped lasing medium at non-zero temperature
would emit into a surrounding vacuum (a radiation associated with the non-
zero γ↑(k)’s). Though distinct, the two processes are tied by thermodynamic
irreversibility.
9 Classical limit and flow instabilities
The shear flow instability that explains how the wind makes waves on the surface
of the ocean is an interesting classical analog of the superradiance of bosonic
fields.4 It is instructive to consider how the thermodynamic arguments of [2, 5, 7]
apply to this instability and to identify the hydrodynamical positive feedback,
as well as the reasons why it leads to a result similar to that given by stimulated
emission of bosons.
The relevant instability can occur at the interface between two layers of fluid,
as long as there is a difference in their respective tangential velocities. Let us
consider an upper layer of air with mass m, which moves with horizontal velocity
V with respect to the water below, as shown in Fig. 1. Non-relativistically, the
air’s momentum is pwind = mV and its corresponding kinetic energy is
Ewind =
p2
2m
. (9.1)
The air’s viscosity provides a coupling between the air and the surface of the
water. Consider a traveling wave on the water’s surface, which in the linear
regime may be described by a complex-valued
ξ ∼ ei(kx−ωt), (9.2)
where x is the spatial coordinate in the horizontal direction, k the wavenumber,
and
v =
ω
k
(9.3)
the phase velocity. Translational invariance implies momentum conservation
p˙wind = −p˙wave. (9.4)
We may express the rate at which the wave is gaining momentum as
p˙wave = f~k, (9.5)
4John McGreevy brought this to our attention some years ago.
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where ~k is the momentum of a quantum of wave and f is the rate at which
such quanta are being produced (for clarity, in this section we write the factors
of ~ explicitly). Taking the time derivative of Eq. (9.1) and using Eqs. (9.4) and
(9.5) gives
− E˙wind = p
m
· p˙wave = V · (f~k) (9.6)
Since each wave quantum carries energy ~ω, we also have that
E˙wave = f~ω = f~vk (9.7)
Combining Eqs. (9.6) and (9.7) we conclude that∣∣∣E˙wind∣∣∣ > E˙wave ⇔ V > v. (9.8)
The instability condition is
V > v. (9.9)
From Eq. (9.8) we can see that this is because, in such a case, dissipative pro-
cesses can, while conserving momentum, extract more kinetic energy from one
fluid layer (in our case, from the wind) than goes into amplifying waves on
the interface. That energy difference is available to generate entropy (here by
viscous dissipation in the air) and the process therefore proceeds irreversibly.
This thermodynamic analysis is trivially generalizable to systems with a
discontinuity in rotational rather than translational velocity and to relativis-
tic systems, as in [2, 5, 7]. Note that for a cylindrically symmetrical system
with a linear dispersion relation for the waves, Eq. (5.8) corresponds exactly to
Eq. (9.9), with V the linear speed at which the surface of the inner cylinder
moves with respect to the outer cylinder, and v the phase speed of the waves
along the azimuthal direction. (Zel’dovich explicitly invoked such a correspon-
dence in [1].)
Zel’dovich noted that quantization makes the argument particularly simple
and concluded that this was an instance of how “quantum mechanics helps
understand classical mechanics” [1].5 Only the bosonic case, with no upper
bound on the number of quanta with wavenumber k, can approach a classical
regime. It is interesting to consider how the feedback from stimulated emission,
described in Sec. 6, appears in the classical flow instability.
Classical self-oscillation is due to a backreacting force that leads the oscilla-
tion and therefore amplifies it [27]. In the shear flow instability of Fig. 1 this
results from the bath moving faster than the wave’s phase, which is equivalent
to negativity of the energy
ω′ =
i
ξ
∂ξ
∂t′
=
i
ξ
(
∂ξ
∂t
− V ∂ξ
∂x
)
= ω
(
1− V
v
)
(9.10)
in the bath’s comoving frame (as it does not affect our reasoning, we omit the
relativistic factor (1− V 2/c2)−1/2 in Eq. (9.10)). If V > v, then ω′ < 0 and the
oscillation sees the time lag resulting from intra-bath dissipation as a lead, thus
establishing a positive feedback between the wave and the air pressure above it.
In the equation of motion for a scalar ξ, the condition ω′ < 0 also implies that
the sign of the linear damping term a(∂ξ/∂t) flips upon transformation to the
5He had previously published a brief, pseudonymous piece with that title [37].
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bath’s comoving frame (this was Zel’dovich’s first argument for superradiance
in [1]). A fermionic field’s damping appears in its equation of motion as an
imaginary part of the invariant mass, which therefore does not change sign
for ω′ < 0. Absence of fermionic superradiance may also be seen from the
solutions to scattering off a potential barrier [30] or, in an AdS/CFT context,
from the behavior of the poles of the retarded Green functions corresponding to
boundary-theory operators [38].
In classical hydrodynamics, one may see the instability of Fig. 1 as a con-
sequence of the fact that, when v < V , the air “trapped” in a valley of the
wave is slowed down, causing the air pressure there to increase (by Bernoulli’s
theorem) relative to the crests. This, combined with the lag of that air pressure
oscillation with respect to the phase of the wave —a lag resulting from the air’s
viscosity and therefore associated with dissipation in the air— implies that the
air pressure does net positive work on the wave over a full period.
Mollo-Christensen emphasized in [40] that an inviscid wind can do no net
work over a full period of the water’s motion. Textbook treatments find an
instability for inviscid shear flow (the “Kelvin-Helmholtz instability”) that in
the center-of-momentum frame corresponds to a non-oscillatory divergence, and
which predicts an unrealistically large critical wind speed for raising waves on
the surface of body of water [41]. Long ago, Lamb pointed out that allowing
for viscous dissipation in the air fixes the problem [42], but without sufficient
emphasis and clarity for the point to have been widely grasped.6 The approach
that we have advocated here may therefore help to clarify certain obscurities and
confusions that persist in the literature on the roles of viscosity and turbulence
in shear flow instabilities.
Linear feedback causes the wave’s amplitude to grow exponentially with
time. Non-linear dissipative effects eventually limit the wave’s growth, giving a
steady amplitude that corresponds to a limit cycle in the classical phase space
[27]. The non-linear approach to a limit cycle is evidently an irreversible process
that erases information about initial conditions and transient noise. The initial,
linear runaway is also irreversible, but to see that we must take into account
the dynamics of the bath (the wind in Fig. 1) in which entropy is generated.
To better understand the quantum-classical correspondence for such sys-
tems, consider the bosonic birth-death process described by Eq. (6.1), but with
the probability of single-boson absorption per unit time replaced by a more
general expression
γ↓(k)n → γ↓(k)
(
n+ κn2 + . . .
)
, for κ ≥ 0. (9.11)
This corresponds to going beyond the linear coupling of Eq. (2.5), from which we
derived the simplest MME (Eq. (4.1)). A κ > 0 in Eq. (9.11) can, for instance,
describe gain saturation in a laser [39].
Denote by 〈· · · 〉 the average of an observable over the probabilities Pn(k; t).
For κ > 0 there is no closed kinetic equation for the average population 〈n〉 of
a given mode, because of the presence of the higher-order term 〈n2〉. However,
in the semi-classical limit the fluctuations of the population numbers may be
neglected, so that one can replace 〈n2〉 by 〈n〉2. This gives a kinetic equation for
6It is well known in mechanical engineering that a system may be stable when dissipation
is exactly zero and unstable for vanishingly small but positive dissipation. For more on such
“dissipation-induced instabilities” and their connection to superradiance, see [14].
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〈n〉 that can be interpreted classically, with the quantum stimulated emission
transformed into a non-linear feedback that gives rise to a limit cycle. This is
an instance of non-linear classical mechanics emerging from the linear evolution
of quantum states.
The general relation between the kinetic equations derived from the Marko-
vian birth-death process for the quantum system and the hydrodynamical de-
scription of the system lies beyond the scope of this paper. An intriguing
conceptual question in this regard is how the quantum picture of feedback,
based on stimulated emission, translates into a classical picture in terms of a
back-reacting, phase-shifted force. But the argument presented here illustrates
clearly how the large-n limit of bosonic superradiance is directly connected to
a hydrodynamic instability, and why dissipation is required in a consistent hy-
drodynamic description.
10 Discussion
Superradiance is by now a well-known effect in high-energy physics, general
relativity, and quantum optics. The contribution of this article was to derive
it in the formalism of the MME for the quantum field coupled to a heat bath
with a rotational symmetry that admits an effective description of the form of
Eq. (2.8). Rather than assuming the laws of thermodynamics, we have derived
them (see Sec. 7) from the dynamics of the field as an open quantum system
in the Markovian limit. This clarified how superradiance depends on the feed-
back between the field and the bath, and on the generation of entropy in the
bath, allowing us to clarify a point on which confusion persists even in the best
textbook treatments of flow instabilities (see Sec. 9).
This approach also allowed us to fix the possible dependence of the superra-
diant spectrum on the rotational velocity Ω, which appears exclusively through
the frequency shift of Eq. (3.3). In Sec. 9 we clarified the connection between
superradiance as a quantum process that proceeds via stimulated emission, and
classical self-oscillations such as flow instabilities. Our results sharpen the ar-
guments of [8, 31] that superradiance requires not just the presence of negative-
energy states (associated, in a Kerr BH geometry, to the ergosphere), but also
non-unitarity in the field’s time evolution (given, in a BH geometry, by the
event horizon). We saw that in the weak-field, linear-response approximation
this non-unitarity, represented by the L in the MME of Eq. (4.1), has a clear
and consistent thermodynamic interpretation. In Sec. 9 we commented on how
non-linearity is related to gain saturation and to the approach to a classical
limit cycle, but a detailed understanding of this non-linear regime remains a
challenge to be met by future research.
The thermodynamic point of view allows us to abstract much of the detailed
physics and to treat many distinct systems within a simple and unified frame-
work. The wisdom of this approach has been demonstrated in recent decades by
the fruitfulness of BH thermodynamics [43].7 Incorporating into this thermo-
dynamical picture a more sophisticated understanding of the evolution of open
quantum systems may shed light on fundamental problems.
7Thorne’s account of Zel’dovich’s original argument for BH superradiance in [17] brings to
mind an aphorism that one of us (AJ) received as a student from Gil Refael: “Thermodynamics
is saying something without knowing anything.”
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A Markovian Master Equation
For the reader’s convenience, we present here a brief derivation of the Markovian
Master Equation (MME) describing the dynamics of an open quantum system
weakly coupled to a heat bath. We then briefly sketch the thermodynamic
interpretation of the MME, based on the Spohn inequality. For further details,
see [22]. Throughout this appendix we set ~ = 1.
A.1 MME in the weak coupling regime
Consider a system with a bare Hamiltonian H0 and a bath with Hamiltonian
HR, coupled together by an interaction Hamiltonian of the form
λHint = λS ⊗R, (A.1)
where S and R are, respectively, Hermitian operators for the system and for
the reservoir, with the constant λ giving the strength of the coupling. We also
assume that
[ρR, HR] = 0 and Tr (ρRR) = 0. (A.2)
It is straightforward to generalize this to any interaction of the form
λHint = λ
∑
α
Sα ⊗Rα (A.3)
or, in what can sometimes be a more natural parametrization,
λHint = λ
∑
α
(
Sα ⊗R†α + S†α ⊗Rα
)
, (A.4)
for non-hermitian Sα, Rα. From now on we use Eq. (A.1) for notational sim-
plicity.
In the interaction picture, the reduced dynamics for the system only is given
by the partial trace over the sub-space of the bath:
ρ(t) = Λ(t, 0)ρ ≡ TrR
[
Uλ(t, 0)ρ⊗ ρRUλ(t, 0)†
]
, (A.5)
where the unitary propagator in the interaction picture is given by the time-
ordered exponential
Uλ(t, 0) = T exp
{
−iλ
∫ t
0
S(s)⊗R(s) ds
}
(A.6)
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where
S(t) = eiHtSe−iHt, R(t) = eiHRtRe−iHRt. (A.7)
Notice, that S(t) is defined not in terms of the bare H0, but rather of the
renormalized H, which can be expressed as
H = H0 + λ2Hcorr1 + . . . (A.8)
The terms containing powers of λ in Eq. (A.8) are Lamb-shift corrections due to
the interaction with the bath, and which cancel with the uncompensated term
H − H0 that should, in principle, be present in Eq. (A.6). The lowest order
(Born) approximation with respect to the coupling λ yields Hcorr1 . To find the
higher order terms one must go beyond the Born approximation.
A convenient tool, though one not used in the rigorous derivations of the
MME, is the cumulant expansion for the reduced dynamics
Λ(t, 0) = exp
∞∑
n=1
[
λnK(n)(t)
]
. (A.9)
One finds that K(1) = 0. The Born approximation (corresponding to weak
coupling) consists of truncating the cumulant expansion at n = 2. We denote
K ≡ K(2), so that
Λ(t, 0) = exp
[
λ2K(t) +O
(
λ3
)]
. (A.10)
One obtains
K(t)ρ =
∫ t
0
ds
∫ t
0
duF (s− u)S(s)ρS†(u) + (similar terms), (A.11)
where F (s) = Tr [ρRR(s)R]. The “similar terms” in Eq. (A.11)) are of the form
ρS(s)S†(u) and S(s)S†(u)ρ.
The Markovian approximation (in the interaction picture) consists of taking,
for sufficiently long time t,
K(t) ' tL, (A.12)
where L is the Lindblad-Gorini-Kossakowski-Sudarshan (LGKS) generator. To
find its form we first decompose S(t) into its Fourier components
S(t) =
∑
{ω}
eiωtSω, with S−ω = S†ω, (A.13)
where the set {ω} contains the “Bohr frequencies” of the Hamiltonian:
H =
∑
k
k|k〉〈k|, ω = k − l. (A.14)
Then we can rewrite Eq. (A.11) as
K(t)ρ =
∑
ω,ω′
SωρS
†
ω′
∫ t
0
ei(ω−ω
′)udu
∫ t−u
−u
F (τ)eiωτdτ+(similar terms) (A.15)
and use two crucial approximations:∫ t
0
ei(ω−ω
′)udu ≈ tδωω′ and
∫ t−u
−u
F (τ)eiωτdτ ≈ G(ω) =
∫ ∞
−∞
F (τ)eiωτdτ ≥ 0.
(A.16)
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This makes sense for t  max{1/(ω − ω′)}. Applying these two approxima-
tions we obtain K(t)ρS = t
∑
ω SωρSS
†
ωG(ω) + similar terms. It follows from
Eq. (A.12) that L is a special case of the LGKS generator. Returning to the
Schro¨dinger picture one obtains the following Markovian master equation:
dρ
dt
= −i[H, ρ] + Lρ,
Lρ ≡ λ
2
2
∑
{ω}
G(ω)
([
Sω, ρS
†
ω
]
+
[
Sωρ, S
†
ω
])
. (A.17)
Several remarks are in order:
(i) The absence of off-diagonal terms in Eq. (A.17), compared to Eq. (A.15),
is the crucial property of the Davies generator, which can be interpreted
as a coarse-graining in time of rapidly oscillating terms. It implies the
commutation of L with the Hamiltonian part [H, ·].
(ii) The positivity G(ω) ≥ 0 follows from Bochner’s theorem and is a necessary
condition for the complete positivity of the Markovian master equation.
(iii) For more complicated interaction Hamiltonians of the forms Eqs. (A.3)
and (A.4), we must replace G(ω) by the positively defined relaxation
matrix Gαβ(ω), which (because of symmetry) is usually diagonal in an
appropriate parametrization.
(iv) The property (i) implies that the diagonal matrix elements of the den-
sity matrix (in the energy representation) evolve independently of the off-
diagonal ones. They satisfy the Pauli Master Equation, with transition
rates equal to those given by the Fermi Golden Rule. [22]
If the reservoir is a quantum system in a thermal equilibrium state, the
Kubo-Martin-Schwinger (KMS) condition holds:
G(−ω) = exp
(
− ω
kBT
)
G(ω), (A.18)
where T is the bath’s temperature. As a consequence of Eq. (A.18), the Gibbs
state
ρβ = Z
−1e−βH , with β =
1
kBT
, (A.19)
is a stationary solution of Eq. (A.17). Under mild conditions (e.g., that the
only system operators commuting with H and S are scalars) the Gibbs state is a
unique stationary state and any initial state relaxes towards equilibrium (“zeroth
law of thermodynamics”). A convenient parametrization of the corresponding
thermal generator reads
Lρ = 1
2
∑
{ω≥0}
γ(ω)
{([
Sω, ρS
†
ω
]
+
[
Sωρ, S
†
ω
])
+ e−~βω
([
S†ω, ρSω
]
+
[
S†ωρ, Sω
])}
,
(A.20)
where finally
γ(ω) = λ2
∫ +∞
−∞
Tr
(
ρR e
iHRt/~Re−iHRt/~R
)
dt. (A.21)
The generalization to more complicated forms of the interaction Hamiltonian is
straightforward.
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A.2 Spohn inequality and thermodynamic interpretation
As the solutions of MME discussed above are given by one-parameter semigroups
of completely positive maps, one can use the monotonicity of the relative entropy
S(ρ1|ρ2) = Tr [ρ1 ln ρ1 − ρ1 ln ρ2] in the form
S(Λρ1|Λρ2) ≤ S(ρ1|ρ2), (A.22)
valid for any completely positive trace-preserving map Λ. Identifying the von
Neumann entropy S(t) = −kB Tr [ρ(t) ln ρ(t)] with the thermodynamic entropy
and taking as ρ(t) the solution of MME with a stationary state ρ¯ one obtains
from Eq. (A.22) the Spohn inequality
σ(t) = −kB Tr [Lρ(t) (ln ρ(t)− ln ρ¯)] ≥ 0. (A.23)
This allows us to write the entropy balance, using a positive entropy production
identified with σ(t):
S˙(t) = σ(t)− kB Tr
[
ln ρ¯
d
dt
ρ(t)
]
. (A.24)
If the Gibbs state of Eq. (A.19) is stationary, then the second term on the RHS
of (A.24) can be written as J/T where
J =
d
dt
Tr [ρ(t)H]. (A.25)
This can be interpreted as a heat flow from the heat bath. Then Eq. (A.24) be-
comes the standard form of the second law of thermodynamics for this particular
open system.
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