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CASTLES MADE OF SAND 
Down the street you can Леаг Лег scream "you're a disgrace". 
As she slams the door m his drunken face, 
And now he stands outside and all the neighbors start to 
gossip and drool, 
He cries "Oh girl, you must be mad, 
what happens to the sweet love you and me had?" 
Against the door he leans and starts a scene, 
And his tears fall and burn the garden green. 
And so castles made of sand, fall m the sea, eventually. 
A little Indian brave who before he was ten, played war games 
m the woods with his Indian friends, and he built a dream 
that when he grew up, he would be a fearless warrior 
Indian Chief. 
Many moons passed and more the dream grew strong, 
until tomorrow 
He would sing his first war song, 
And fight his first battle, but something went wrong, 
Surprise attack killed him m his sleep that night. 
And so castles made of sand, melts into the sea, eventually. 
There was a young girl, whose heart was a frown, 
Because she was crippled for life, and couldn't speak 
a sound 
And she wished she could stop living, so 
she decided to die 
She drew her wheel chair to the edge of the shore 
and to her legs she smiled 
"You won't hurt me no more" 
But then a sight she'd never seen made her JUMP AND SAY 
"Look, a golden winged ship is passing my way" 
And it really didn't have to stop ... it just kept on going. 
And so castles made of sand, slips into the sea, 
Eventually. 
jimi hendnx 
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GENERAL INTRODUCTION 
One of the cornerstones of our understanding of the solid 
state, is the fact that most solids have a regular crystal 
structure. The first step that is made to comprehend physical 
properties such as the electrical conductivity or heat transport 
in solids, is to imagine a crystal being built up from an 
endless repetition in every direction of one and the same unit 
cell. Of course, at present more sophisticated and more 
realistic theories have been developed, accounting for 
irregularities and deviations from a perfect crystal structure, 
such as defects, impurities, dislocations and surface effects. 
Nevertheless, translational symmetry is a primary tool in 
setting up the theory of solids. Due to the lattice 
translational invariance of crystal structures the physical 
properties of a crystal can be expressed in terms of its unit 
cell. As a result this gives a substantial reduction, which in 
many cases enables to solve the problem. So, for instance, it is 
possible to decouple the infinite (or at least extremely large) 
number of equations of motion of the atoms of the whole crystal, 
leaving only a finite number of equations, involving the atoms 
in one unit cell only, to be solved. 
Crystal structures possess other symmetry elements as well, 
such as rotations and reflections, that can be exploited to 
reduce the number of degrees of freedom even further. Since the 
last century it is known, that there exists only a finite number 
of different types of ideal crystal structures, classified 
according to their Euclidian symmetry group, i.e., their space 
group. Living in a three-dimensional world, it appears rather 
self-evident that nature can provide only crystalline structures 
with a three-dimensional space-group symmetry. In spite of 
this, alternative possibilities have been considered also. When 
crystallography was more or less in its infancy, Groth 
suggested, at the end of the last century, the possible 
existence of structures composed of subsystems, each with a 
different space group (this has been quoted by Ewald (1962) at 
the occasion of the 50th anniversary of von Laue's experiments 
on X-ray scattering of crystals). FT iedel (1911) argued that the 
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law of rational indices is compatible with a crystal structure 
not having a lattice symmetry. 
Von Laue's successful application of X-ray diffraction to 
crystalline structures in 1912, made it possible for the first 
time to study the structure of solids on a microscopic scale. A 
host of experiments seemed to confirm, that every crystalline 
solid can be classified according to one of the 219 non-
isomorphic three-dimensional space groups. This made ideas like 
Groth's and Friedel's fall into oblivion. During the past 
decades, however, a rapidly increasing number of observations, 
have demonstrated the existence of solids, possessing a definite 
long-range order and many other properties of usual crystals, 
but lacking a three-dimensional lattice periodicity all the 
same. These systems are characterized by the occurrence of four 
or more intrinsic periodicities, which are not commensurate. 
Because such a system is still perfectly ordered, and because it 
involves in one way or another the normal crystal structure, it 
is denoted as incommensurate crystal, ha an example we mention a 
so-called displacively modulated crystal which can be obtained 
from a perfect ordinary crystal through a periodic distortion of 
lattice sites. This type of structure has been discovered via 
X-ray diffraction. It should be mentioned that displacive 
modulation is far from being the only example of the occurrence 
of incommensurability in nature. Another example is a crystal 
consisting of at least two subsystems, each having a lattice 
periodicity, which are mutually incommensurate. Such a crystal 
which is called a composite or intergrowth structure, is not far 
from the kind of structure that Groth had in mind. Other types 
of periodic incommensurate ordering occur as well, such as 
crystals with charge density waves, 'which have been studied 
quite intensively in the recent past (see, for example. Di Salvo 
(1977)). In the following chapters more examples will be given. 
The perfect order of a modulated crystal follows from the 
fact, that its diffraction pattern consists of sharp spots, 
which generalize Bragg reflections. In the diffraction pattern 
the so-called main reflections can be distinguished, describing 
an average structure having lattice periodicity. The periodic 
lattice distortion manifests itself through the fact that these 
main reflections are surrounded by satellites. These satellite 
reflections are arranged regularly, and in most cases their 
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intensity is weaker than that of the main reflections. This 
phenomenon also occurs for so-called superstructures. A 
superstructure is in fact a modulated crystal, for which the 
periodic distortion fits in with the basic structure, i.e., its 
unit cell contains an integer number of unit cells of the basic 
structure. For a superstructure the satellite reflections can be 
characterized by rational indices with respect to the reciprocal 
lattice of the basic structure, spanned by the main reflections. 
A modulated crystal does not necessarily have to form a 
superstructure, namely when the ratio of the period of the 
modulation and the lattice periodicity is irrational this is not 
the case. Of course, every irrational number may be approximated 
arbitrarily well by a rational. That an incommensurate structure 
is, in general, not well described as a superstructure, even if 
one takes an extremely large unit cell, can be inferred from the 
fact, that there are examples of modulated crystals for which 
the relative positions of the satellite reflections vary 
continuously with respect to the reciprocal lattice of the basic 
structure, when the temperature is varied within a certain 
interval, while the crystallographic phase does not change. 
This implies for each temperature that the unit cell would be 
different, containing, in general, a different number of atoms, 
and that the crystal would possibly have a different space group 
symmetry, even within the same crystallographic phase. 
For a superstructure the interatomic distances also change if 
the temperature is varied, but in general the symmetry remains 
unaltered, i.e., the three-dimensional space group of the 
structure and the number of atoms in the unit cell are left 
invariant, as long as there does not occur a phase transition. 
Therefore one is forced to admit that the symmetry group of an 
incommensurate crystal is not a three-dimensional space group. 
However, it has been shown by de Wolff (1974), and later by 
Janssen and Janner (1977), that the symmetry of incommensurate 
crystals can be described by space groups with dimension higher 
than three, allowing to describe separately all fundamental 
periodicities that occur (including the modulation). For 
incommensurably modulated crystals the additional dimension(s) 
correspond(s) to the fact, that the modulation wave describing 
the deformation can be shifted without changing the atomic 
configuration as a whole. We will return to this subject in more 
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detail in the following chapters. It should be noted, though, 
that the higher-dimensional or "superspace" group also remains 
within the same isomorphic class, when the temperature is 
changed as considered above. This shows that the superspace 
concept is a very natural way for describing incommensurate 
crystal structures. This concept can also be used for a 
conmensúrate modulation, as it describes ordering (due to 
modulation) within the (enlarged) unit cell. For superstructures 
the superspace concept is sometimes useful to reveal symmetries, 
that may be kept hidden, if one considers the three-dimensional 
space group only. 
The concept of superspace shows that if one considers 
modulated crystals there are no essential differences between 
superstructures and incommensurate crystals, and that it is not 
at all unnatural that incommensurate structures exist as well. 
If we take the line that incommensurability really occurs in 
everyday life (in this respect it should be mentioned that the 
anhydrous form of a common salt like soda (Na-СО,) is 
incommensurate at room temperature), this immediately raises the 
question what happens to the physical properties. Since 
incommensurate crystals are not invariant under lattice 
translations in three-dimensional space, the problems seem 
insolvable by group-theoretical methods. 
This thesis deals with a first approach towards the study of 
the physical properties of modulated crystals. Both for phonons 
and electrons a few of the most elementary models, which are 
treated on the first pages of almost every standard textbook on 
solid state physics, are adapted slightly to describe the 
situation present in modulated crystals. This is done for the 
same purpose as why these models are studied for ordinary 
crystals in the first place: by simplifying complex systems, one 
hopes to isolate the essential features that are due to the 
phenomenon in which we are interested. 
For instance, the Kronig-Penney model (which we will 
encounter in chapter II) has been introduced as one of the 
simplest examples, showing that the lattice periodicity of a 
crystal causes the electronic energy spectrum to consist of 
bands of allowed eigenvalues, separated by gaps where no 
eigenvalues exist. Since then, band theory has grown out to one 
of the most important branches of solid state physics. 
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This thesis aims to illustrate that even the simplest models 
describing modulated crystals, feature unexpected and amazing 
properties, showing that these models are far from trivial. 
Only examples of superstructures are given throughout this 
thesis, since in the commensurate case the translational 
invariance of the atomic lattice admits at least a numerical 
solution. The computer has been used heavily to investigate a 
number of characteristic properties resulting from the 
modulation. By comparing the results for various superstructures 
systematically, a plausible picture is achieved for the 
incommensurate crystal as a limiting case as well. 
This thesis leaves many topics out of discussion, such as 
collective crystal vibration modes denoted as phasons, which 
have rather drawn the attention in the context of incommensurate 
structures lately. Phasons, for example, also depend on 
nonlinear effects. To study them, it is necessary to build in 
nonlinear interactions between atoms in the models describing 
phonons as has been done, for example, by Janssen and Tjon 
(1982). In this thesis we are primarily interested in the basic 
consequences of the modulation as such, especially as a function 
of the ratio between the period of the modulation and the 
lattice period of the basic structure. For similar reasons, 
mainly simple sinusoidal modulations are considered. By no 
means, we studied impurity effects in modulated crystals. This 
particular subject has been studied by Weisz (1982). 
In all cases the solution of the equations that arise from 
the models, exhibits similar features. In the first chapters the 
emphasis is being laid on the fact that the spectrum of this 
type of equations has a fragmented structure, which can be 
described as a self similar fractal, a concept which has been 
introduced by Mandelbrot (1977). The fragments of the spectrum 
cluster in such a way that a pattern can be recognized, which in 
the incommensurate limit is repeated indefinitely on an ever 
smaller scale. It is a surprising fact that the actual 
clustering pattern is connected with the continued-fraction 
expansion of the ratio of the two periods that characterize the 
modulated system, i.e., the period of the (one-dimensional) 
basic structure and that of the modulation. Such a behavior of 
the spectrum was predicted for the first time by Azbel in 1964, 
and confirmed later by Hofstadter (1976), for a similar 
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equation, which in recent literature usually is denoted as the 
almost Mathieu equation. In fact, the almost Mathieu equation 
has been studied rather intensively by now, although there are 
still quite a few open questions left (see, for example, the 
review article on almost periodic SchrOdinger operators by Simon 
(1982)). Advanced mathematical techniques have shown that the 
spectrum of the almost Mathieu equation has rather exotic 
features. Some of them will be encountered in the following 
chapters of this thesis. 
Thus far in this introduction, only a few examples have been 
given of the different areas in physics in which the 
consequences of incommensurability are studied. Without being 
complete we will mention a few, in order to give an impression 
of the variety of directions from which this subject has 
received a growing attention. For crystals involving charge 
density waves, which occur in (quasi) one- or two-dimensional 
conductors like the dichalcogenides (e.g., TaS-, TaSe.) , one 
understands the origin of the incommensurate phase reasonably 
well by now. In displacively modulated crystals like potassium 
selenate (K.SeO.), the transition from a (high-temperature) 
commensurate phase to an incommensurate phase at lower 
temperature has been connected with the appearance of a so-
called soft-mode in the phonon spectrum. Using Landau theory, 
this kind of phase transition has been studied, using the 
average value of the normal coordinate corresponding to the soft 
mode as order parameter (see, for instance, Levanyuk and 
Sannikov (1976)). Another phase transition (denoted as lock-in 
transition) from an incommensurate to a commensurate structure 
has also been observed in many cases, when the temperature is 
brought down further. Microscopic models with competitive 
interactions between the atoms, including anharmonic terms, have 
been developed, that may explain the origin of incommensurate 
crystal phases for this kind of compounds. These models feature 
many of the characteristics of modulated crystals, such as a 
soft-mode, phasons, and nearly commensurate domains, separated 
by walls (denoted as discommensurations or phase solitons) where 
the modulation changes rapidly, near the lock-in transition 
(Janssen and T]on 1982). Experiments indicate that near the 
transition from the high-temperature phase to the incommensurate 
phase the modulation has a simple sinusoidal form. At lower 
6 — 
temperature, however, this is no more the case, higher harmonics 
play an important role, and discommensurations occur giving rise 
eventually to the lock-in transition. Studying the stability of 
the ground state of the above-mentioned microscopic models, 
Janssen and Tjon (1983) have shown that the nonlinearity of 
these problems implies properties, which are similar to those of 
systems connected with problems of ergodicity and chaotic 
motion. For instance, Feigenbaum sequences occur. Another 
development is the study of the commensurate-incommensurate 
phase transition of adsorbed monolayers on a substrate in the 
context of statistical mechanics, which has been initiated, for 
instance, by Pokrovsky and Talapov and by Bak and Villain (this 
subject has been reviewed by Villain (1980) and more recently by 
den Nijs (1983)) . 
Finally, it should be mentioned that at present many of the 
experimental methods to study solids, are applied to 
incommensurate structures, including (in)elastic neutron 
scattering, far-infrared spectroscopy, NMR, and many other 
techniques (more details can be found, for example, in the 
thesis of Rasing (1982)). Incommensurability effects have not 
only been observed microscopically, but also macroscopically, 
when the morphology associated with crystal growth of modulated 
structures is studied. Most effects are rather subtle, however. 
The outline of this thesis is as follows: in the first 
chapter the lattice vibrations of several one-dimensional models 
describing a modulated crystal are studied. The second chapter 
has a modified Kronig-Penney model as subject, showing that the 
modulation may have remarkable consequences for the electrons. 
The third chapter deals more specifically with the dependence of 
the equations studied in the first chapter, upon the phase of 
the modulation function. Note that it is this additional degree 
of freedom that leads to the higher dimensionality of the 
superspace description of such crystals. The last chapter 
discusses the equations, that have come up in this thesis, in 
relation with superspace symmetry. Finally, there is an 
appendix in which some of the computer work, that has been done, 
is reported in more detail. 
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I. LATTICE VIBRATIONS 
IA Incommensurability and recursivity: lattice dynamics of 
modulated crystals 
С de Lange and Τ Janssen 
Imiitiite for Theoretical P h y » , Univemty of Nijmegen, Tœroooiveld, 6525 ED 
NijmegcQ, The NetheilaiKis 
Received 16 Maidi 1981 
Abatncl. The lattice dynamics of mcommeojurale crystals have been studied on three 
different one-dbneimoiial modeb: a linear chain with modulated spring constants, the 
Frenkel-Kontorova model anda model that is equivalent to the model studied by Hofstadter 
for a Bloch electron in a unifbnn magnetic field. For the modulated spring model it turns out 
that the detailed structure of the spectrum of cigenvibratioas as a function of modulation 
wavevector is related to the eontinued-haction expansion of this wavevector, which в very 
similar to what Hofstadter foond for his model. For a limiting value of the modulation 
amplitude the spectrum has a recuisivc structure, but for weaker modulation the recunivity 
α washed out and the structure may be calculated by perturbative methods The Frenket-
Kontorova model is studied in the regüne where the contribution of the badeground to the 
total energy is relatively small compared with the contribution due to the interaction between 
the atoms. The results are smilar to those for the modulated spnng model, although the 
mechanism that leads to modulation is quite different for the two modeb. This also holds for 
the optical activity of both systems. In general, the number of optically active vibration 
modes is small. The osdUator strengths corrcspooding to these modes depend m a smooth 
way on the modulation wavevector or the period of the background potential; therefore in 
this respect it is vaUd to make a supentructure appronmauon. 
1. IntrodnctkMi 
For some years crystals with an incommensurate phase have been the subject of many 
experimental and theoretical studies. Such a phase is characterised by the simultaneous 
occurrence of several periodicities that are incommensurate with each other. Examples 
are the helical structures in magnetic materials like Tm (Herpin et al 1960), the displacive 
modulation in ionic crystals like NaiCOj (Dubbeldam and de Wolff 1969) and charge 
density waves in layered compounds like TaSj (Di Salvo 1977). Other examples are 
composite structures like HgjAsFe (Pouget el al 1978) and layers of atoms adsorbed on 
crystal surfaces. Actually, the incommensurability as such is not the important feature, 
but the fact that the periodicities do not have a fixed simple ratio over a certain temper-
ature interval, in contrast with a crystal that has a superstructure. 
From the symmetry point of view the incommensurate phase is characterised by the 
fact that there is no lattice periodicity in three dimensions (de Wolff 1974, Janner and 
Janssen 1977), but nevertheless there is long-range order. The lack of three-dimensional 
lattice translation symmetry implies that many methods usually applied in solid state 
0022-3719/81/345269 + 24 $01.50 © 1981 The Institute of Physics 5269 
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physics can no longer be used The question also anses as to what extent the physical 
properties of the incommensurate phase differ from those of ordinary crystals 
As an example we study the lattice dynamics of an incommensurate crystal in one-
dunensional models The incommensurability is charactensed by one parameter or in 
another terminology, we consider a one-dimensional modulation We consider a chain 
of masses with harmonic nearest-neighbour interaction The spring constants are sup­
posed to vary periodically As a first example we study the chain for a given amphtude 
of the modulation As a second example the same approach is used for the vibrations in 
the Frenkel-Kontorova model, a one-dimensional model for atoms adsorbed on a crystal 
surface 
It turns out that the structure of the equations of motion is very similar to that for a 
completely different system where incommensurability can occur an electron ш a 
superposition of a crystal field and a homogeneous magnetic field In fact, there are 
more similar models, see for example Janssen and J anner (1981) and Azbel (1979) The 
problem of a Bloch electron in an external magnetic field has been studied by Hofstadter 
(1976) We used here an analogous approach to study the spectrum of the lattice 
vibrations This may be described using its fractal properties in the sense of Mandelbrot 
(1977) 
In S 2 the lattice dynamics of the modulated spring model are discussed In S 3 the 
Frenkel-Kontorova model and its lattice vibration spectrum are discussed For both 
models the optical activity has been studied as a function of the incommensurability 
parameter reflected in the optical activity (§ 4) The relation with the problem of the 
Bloch electron m a magnetic field is treated in f 5 Finally the structure of the vibration 
spectra is analysed m S 6 
2. Modniated spring model 
We consider a simple model for an incommensurate crystal The model consists of a 
one-dimensional chain of identical particles with nearest-neighbour interaction, whose 
magnitude gradually changes along the chain The idea is that each atom of the chain 
has a somewhat different surrounding whether the chain is embedded in a composite 
crystal or m a crystal of the displacive type (see figure 1) As a consequence we will 
assume that the spnng constants vary penodicially along the chain 
(si 
• · · · . 
о о о о о с 
• · · . . 
О О О О О с 
• · · · · 
о о о о о о 
П р к 1. SchemitK picture of both • componte and a displacive type of UKommeosunte 
crystal (a) Componte type the lattice periodicity of the black atoms в incommeiisuratc 
with respect to that of the shaded atoms (b) Displacive type in this case the equihbnum 
poiitioas of the black atoms deviate shghtly from the dashed posihons which have the same 
lattice penoduaty as the shaded atoms Tbedeviatioaisgivenbyainodulatioawitbapenod 
that is moomniensunte with respect to the said lattice penodiaty 
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Let и, denote the displacement of the nth particle front its equilibrium position. The 
force constant of the spring between the nth and the л + 1th particle is denoted by a;, 
and every particle has the same mass m The equation of motion of the nth particle is 
then given by 
mtfujdt2 = -а„-ц(и
п
 - u„
 + i) - o^u, - u,.,). (2.1) 
We choose the spring constants to be of the simple form 
αϊ, = or - Δα- cos(n<7 + v) (2 2) 
where oris a constant, Δα is the amplitude of the modulation function, q is the wavevector 
of the modulation and ν its phase 
A system consisting of a linear chain with a unit cell with masses mt, mj, . . . . mN 
and spring constants a¡, ai,..., as has a dual system, in the sense that when we 
substitute 
1/m; = сь/С1 aS = C2/m., (2.3) 
where Cis an arbitrary constant, the oj and the mj constitute a system that has the same 
vibration spectrum as the original system (Toda 1966). Thus everything that holds for 
a chain with a unit cell with N different springs holds for a chain with N different masses, 
and conversely. In particular, the modulated spring model is equivalent to a system with 
a modulated mass distribution. 
We will now turn to the peculiarities of the vibration spectrum of an incommensurate 
crystal. For this purpose we consider first a commensurate crystal. We are dealing with 
a commensurate crystal when the wavevector q of the modulation function is commen­
surate with 2я, i.e. 
q = 2*LIN (2.4) 
where L and N are integers. 
After N atoms the modulation function repeats itself and therefore the unit cell has 
at most N different springs. That means that m this case we can solve the vibration 
spectrum by making use of the lattice translahonal invariance of the system. 
In general, for a chain with a unit cell with N different springs or masses the vibration 
spectrum has N branches that are separated by N - 1 gaps (some of them may vanish, 
however). The length of the Bnllouin zone (BZ) is VN that of a monatomic chain. What 
happens to the dispersion relation if the chain consists of equal springs or if the unit cell 
contains two and three different springs respectively is illustrated in figure 2. In the 
Flgan 2. Dnpnoon cunte» tor dum with 1,2 шва 3 Moms per mut ceD, mpectnely For 
the last case die branches are projected on a vertical hne, fivmg the spcctnun 
— 11 — 
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following we will only be interested in the gaps that occur in the spectrum and not in the 
specific dependence on the wavevector; therefore the spectrum is projected on a straight 
line as in the right-hand side of figure 2. 
The problem that occurs when we are dealing with an incommensurate crystal is 
obvious, because in that case N-* » and it is impossible to define a BZ, which is another 
way of saying that the unit cell of an incommensurate crystal is as large as the crystal 
itself. (However, introducing an enlarged 'superspace', one may again define a BZ, as 
was shown by Janssen ( 1979). ) 
Experimentally it has been shown that, in general, the modulation wavevector varies 
smoothly with temperature with respect to the basic structure. This leads to the expec­
tation that there will be characteristic properties of the incommensurate phase that do 
not depend on the commensurability or incommensurability of ¡//2л. If this is true we 
may approximate qlljt by a rational number. In the following we study systematically 
the model chain for a series of rational numbers LIN between 0 and 1 to see if indeed 
there are properties changing continuously with ql2n. 
On the other hand one could as well expect rather chaotic behaviour for the distri­
bution of the gaps over the spectrum as qlln is varied. For example, near to Ä lies A. In 
the former case the maximal number of gaps is 49, in the latter this number is 24. After 
A we get A, leading to a maximum of only 9 gaps. If we take a larger denominator N 
which is not prime, so that it can be decomposed into smaller factors, the chaotic 
variation of the number of gaps is even more striking if the numerator L runs from 1 to 
N - 1. Because every time L and Nboth have a factor in common, the maximal number 
of gaps is (approximately) reduced by this factor. Of course, the maximal number of 
gaps is infinite when qllnh irrational. So we see that a smooth variation of the modulation 
wavevector could lead to a wildly changing distribution of gaps over the spectrumt). 
With this in mind, the spectrum for a chain with modulated springs was calculated as 
a function of the modulation wavevector q for a particular value of the modulation 
amplitude Δα. Therefore we consider normal-mode vibrations by substituting u£(f) = 
uf (0) ехр[і(ілі> - (o(k)i))(i= 1 N) .where ι denotes the /th atom in a unit cell and 
І • л (mod Ν). The length of the unit cell (with N particles) is fixed at Nb. Notice that 
b is not necessarily the equilibrium distance between adjacent particles. The problem 
then reduces to solving the secular equation given by the tridiagonal determinant with 
extra non-zero elements on the upper right and bottom left entry: 
βι Ьі Ь% 
ft* 02 ft: 
ft? аз Ьз 
ft/v ftS- fl\ 
= 0 (2.5) 
where a„ = оь-\ + a„ - maf, ft, = -*„ exp(ifcft), ftj is its complex conjugate and 
db = or*. The a, are given by equation (2.2). 
We now want to fix the phase voi the modulation function to compare the spectra 
for different values of the modulation period. When ι/ = 0 the iVth spring is 'sitting on 
t The variation of the ratio UN is 'smooth' if we consider it as a decimal fraction But it will no longer be 
'smooth' if we represent real number* as continued fractions (Khmtchine 1963) 
In fact. wc will see later lhat the structure of the gap distribution is determined essentially by the successive 
stages of the enpansion of qtin as a continued friction This idea was flm suggested by Azbel ( 1964). 
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top' of the modulation function, therefore in this case the contribution of the modulation 
part to the force constant is maximal and the smallest spring (for η = АО is minimal. If 
ν = π/Ν, however, two adjacent springs lie symmetrically on either side of the top of the 
modulation function. In this case the smallest spring is maximal. 
What happens is clearly illustrated when a = 2b. Then the frequencies are given by 
m V - 4 o m û i 2 + 4(e2-Aa2cos2v)sin2W> = 0. (2.6) 
At the BZ boundary the frequencies are given by ma¿ =(2<r± Δα-cos v). When v=0 
the gap between these two frequencies is maximal. If ρ = л/2 the gap vanishes, as is 
easily understood because in this case the eigenvalue equation reduces to that of a chain 
with equal springs. In general, maximal gaps correspond to ρ = 0 and minimal gaps to 
ν = я/N, although the difference between these two situations is only significant for 
small values of N. When ?/2л is irrational, there is no difference at all, for in this case the 
spectrum is independent of the phase v. 
In figure 3 we show the spectra for с - 0 and for a number of discrete values of the 
о as io 
ql7w 
Ftgarc 3. The spectrum of the modulated spring model as a function of the modulation 
wavevector. The spectra are calculated for modulated spring constants given by o^ = or -
Äacos(nij).Thedimeiuionle»paiamcttr£va<a»heictakentobelO"10. 
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parameter q. The ratio dm of the force constant of a spring and the mass of a particle 
was taken to be of unit magnitude. The relative amplitude Δα/α was chosen to be 
10 ' , a because in this case all the features of the influence of the modulation function are 
well displayed. Although the number of gaps varies wildly with the values of q for which 
the spectrum was calculated, the distribution of the bigger gaps over the spectrum is 
seen to be very smooth. There seems to be a hierarchy in the order of magnitude of the 
different gaps. The gaps running from the bottom left to the upper right corner of the 
graph and those running from the upper left to the bottom right-hand side uniting at 
q = π are significantly larger than the gaps that start at the bottom for q = π and run to 
the upper corners of the graph. The latter gaps are in tum one order of magnitude larger 
than the gaps that start at the bottom of the' graph for q = 2π/3 and q = 4π/3. The 
discussion of the structure of the gap distribution will be postponed until § 6 where it can 
be put in a better context. 
In principle there can be N - 1 gaps in the spectrum if the unit cell contains N atoms. 
However, for large N the number of gaps larger than a given small 6 is substantially 
smaller. At present it is unclear how fast the number of gaps larger than δ goes to 
N - 1 if 6-* 0. Anyhow, the behaviour of the gap structure is in agreement with the 
assumption that the value of q and not its incommensurability is of importance for the 
gap structure. 
The situation changes slightly if one considers modulation functions that are not as 
simple as that of equation (2.2). If a„ is the sum of two cosine functions the pictures of 
the spectra versus the wavevector show two gap systems. The final picture is a super­
position of the gaps of the two simple cosine modulations (see figure 9). This is even 
more so if a. has many Fourier components. In that case one obtains the superposition 
of many gap systems and the result is quite a chaotic one. 
3. FrenkeJ-Kontorova model 
We introduced the modulated spring model to study the vibration spectrum of displa-
cively modulated crystals and composite structures. The modulated spring model that 
we discussed in the previous section does not tell us anything about the equilibrium 
positions of the atoms. Only deviations from the equilibrium configuration are con­
sidered. A different model where the equilibrium positions of the atoms are modulated 
compared to a basic structure is the so-called Frenkel-Kontorova model (although there 
are earlier references; see Dehlinger (1929)). This model is also used to study phenomena 
like the adsorption of a monolayer on the surface of a crystal (Frank and van der Merwe 
1949, Snyman and van der Merwe 1974) and those associated with a charge density wave 
incommensurate with an underlying lattice, which can occur in compounds having 
essentially a one-dimensional structure (Sokoloff 1977). 
In the next part of this section we will dwell on the equilibrium positions of the system 
because evidently they will be needed in the subsequent part where small vibrations 
around the equilibrium positions are discussed. 
3.1. Equilibrium positions 
The model consists of a linear chain of atoms connnected by harmonic springs that 
experiences a sinusoidal background potential. The potential energy of this model is 
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given by 
ЛГ N 
V({i„}) = Ια Σ (x»+1 - *. - Ь)г + V0 Σ ( l - cos—*„) (3.1) 
where JC„ denotes the position of the nth atom, or the force constant of a spring and Vo the 
amplitude of the background potential. 
The equilibrium positions of the atoms are distorted due to the background potential. 
If there is no background potential present the atoms are located at regular positions 
with period b. Under the influence of the sinusoidal potential the atoms tend to shift 
towards the minima of this potential, so that the springs connecting them are stretched. 
Thus there are two counteracting contributions to the potential, leading to a modulated 
equilibrium configuration. The equilibrium positions are found as solutions to the 
nonlinear difference equations: 
x„+, - 2*. - jr.-, + (We) (V,/*) sin[(2*/a)x,,] (3.2) 
together with the boundary conditions that we impose on the system. 
The problem of finding the equilibrium positions has been extensively studied (Ying 
1971, Sacco and Sokoloff 1978, Aubry and André 1980, Novaco 1980). Periodic bound-
ary conditions are only realisable for this model if the periods a and Ь are commensurate, 
i.e. 
Ыа - UN. (3.3) 
Then 
* . • * - * . + Л » (3.4) 
for all n. We follow the strategy of Sacco and Sokoloff which is based on the fact that 
when we fix the positioas of two particles, sayjci andar 2, then by the nature of equation 
(3.2) all positions of the other particles are given. That means that both Хц+1 and XN+I · 
are determined given the values ofX\ andx}- Simultaneously, though, the cyclic boundary 
conditions have to be satisfied: 
*w+i = * i + Aft / 3 « 
Jtw+2 - *j + Aft. 
It is therefore possible to find the equilibrium configuration by varying i, and JTJ until 
both the conditions imposed by equations (3.2) and (3.5) are satisfied. There are two 
different classes of symmetric configurations (and although Sacco and Sokoloff treated 
this subject, we will briefly repeat the discussion, because it will be useful when we 
encounter the zero-vibration mode in the next section). Because we are free to choose 
the origin of the system, it is possible, once we known a particular configuration, to find 
all configurations belonging to one class by a simple shift of origin. When we consider 
a particular symmetric equilibrium configuration, one of the following three situations 
occurs (see figure 4). 
(i) One of the particles is located at a minimum of the background potential. 
(ii) Two adjacent particles (or the first and the last particle of a unit cell) lie close to 
a minimum, symmetrically at opposite sides of it. 
(iii) One of the particles is located at a maximum of the background potential. 
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Whatever value L and N may take always two of the three previously mentioned 
situations occur simultaneously, that is why there are only two distinct symmetric 
configuration classes. One of these classes can be characterised by the fact that one of 
the atoms of the unit cell is located at a maximum, and this will turn out to be of 
importance in the discussion of the vibration spectrum of the system. For the other class 
there are three possibilities left, either one atom is located at a minimum (when L and 
N both are odd), or two atoms lie symmetrically on opposite sides of a minimum (when 
L is odd and S is even), or both situations occur simultaneously (when L is even and N 
is odd). 
Ä/VY 
Fl fan 4. Example» of the Ibree different type· of symmetric configuratiom (a) One of the 
particles в located on the bottom of a potential well (b) Two adjacent partida he sym­
metrically on opposite sides of a potential well (c) One of the particles is located at a 
maximum of the background potential. The particles that characterise the symmetric equi-
bbmim configuration are plotted m the centre of the corresponding picture The equdibnum 
positions a n displayed for the case where bla - 7/50 andAo/nr-KT'" Note that in all these 
cases the cquihbnum configuration of the atoms over one penod of the modulation functioa 
η only shghtly different. 
3.2. Lattice dynamics 
For the vibrations around the equilibrium positions (which do not form an ordinary 
crystal), the linearised equations of motion read (see Sokoloff ef al (1978)) 
-mai2«, » -a<2u„ - u„*i - и,.,) -Aarcos[(br/o)i„] u. (3.6) 
where Δατ = (л/a)2 Vo and u. denotes the deviation from the equilibrium position i* of 
the nth particle. 
As for the modulated spring model it is possible to determine the vibration spectrum 
when the rationality condition of equation (3.3) holds. When we consider again 
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normal-mode vibrations, we obtain similar secular equations to those corresponding to 
equation (2.S). It turns out that when we calculate the spectrum for a commensurate 
equilibrium configuration, the lowest mode for к = 0 is non-zero. When the periods b 
and a are incommensurate, Aubry has shown that the system indeed has an ω = 0 mode 
as long as the amplitude of the background potential is not too large (Aubry and André 
1980). Due to the backgroud potential, however, this mode does not correspond to a 
rigid translation of the system, the displacement of each atom is different. The ω = 0 
mode in this context is therefore called 'sliding mode' (see Sokoloff (1977)). 
When the periods a and b are commensurate, though, the frequency corresponding 
to the sliding mode is no longer zero, it can only be approximately so if the ratio of the 
two periods Ь and a given by equation (3.3), where L and Afare relatively prime integers, 
is such that N is large. When bla subsequently takes the values Л, Л, · · · • И, the 
frequency of the sliding mode will vary from almost zero to rather a large value depending 
on N; this was studied by Novaco (1980). This observation was confirmed in the calcu­
lations mentioned below. 
We calculated the spectrum of eigenvibrations around the stable equilibria as a 
function of the ratio bla, while Δα was kept constant. Only one of the solutions men­
tioned in 9 3.1 is stable, as can be seen from the existence of a negative eigenvalue mu? 
for the other one. The latter configuration has one atom of the unit cell located at a 
maximum of the background potential. For the stable ones this is never the case. 
It is a little arbitrary which parameter should be kept constant when we make a graph 
of the spectrum as a function of bla. In the first instance it seems natural to choose Vo as 
the constant parameter, but this has the disadvantage that when the period a of the 
background potential is not large compared to the lattice period i>, the slope of the 
potential wells is rather steep, whereas in the other case the wells are relatively flat. In 
our context Δα-is the natural parameter, because then we can compare the results with 
those of the modulated spring model, for Δα plays in both models an equivalent role. 
The spectrum for bla = UN turns out to be the same as the spectrum for bla — 
(Ν - L)IN. The transformation, which can easily be checked: 
9. = [(n-\)Nb-LxÜ(N-L) (3.7) 
gives the equilibrium positions У, corresponding to bla = (Ν — L)IN once we have 
calculated the equilibrium positions ¿„ corresponding to bla = UN. Substitution of the 
expression for the equilibrium positions y. of equation (3.7) in the linearised equations 
of motion of equation (3.6) for bla = (N — L)IN yields the equations of motion corre-
sponding to Ыа = UN. Therefore both spectra are the same. 
In figure S the spectra for vibrations around the stable equilibrium configurations 
are shown as a function of bla, while Δα/ο- = IO""2 in all cases, as for the modulated 
spring model. In contrast with figure 3 here ω2 is plotted instead of ω. Apart from the 
fact that the Frenkel-Kontorova model exhibits a lowest vibration mode with non-zero 
frequency, and the occurrence of large gaps at both bottom comers, the overall features 
of figure S are quite the same as for figure 3. Again the gap distribution varies smoothly 
as bla runs from 0 to 1, and there is a hierarchical order in the magnitudes of the gaps 
as well. Moreover the largest gaps run from the bottom left to the upper right and from 
the upper left to the bottom right comer of the graph, while the gaps of the next order 
of importance run from bla = J at the bottom to the upper left and upper right, and so 
on, just like for the modulated spring model. In this respect figures 3 and S are quite 
similar, whereas the corresponding models are rather different. 
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Flgn* 5. The α/spectram of the Frenkel-Kontorova model as a function of the period ratio 
bla. The spectra are calculated in the case where the equihbnum configurations a n stable. 
The dimensionless parameter Да/а» here taken to be 10~l/2. 
4. Infrared activity 
One of the experimental means to investigate the lattice dynamics of a crystal is optical 
absorption. Weisz et al (1978) have examined the optical properties of modulated crystals 
on the Frenkel-Kontorova model. In the following we study the optical activity of this 
model, as well as the modulated spring model using a different approach that will lead 
to similar results. 
The coupling of the crystal to a harmonic radiation field with electric component E 
and frequency ω is given in the long wavelength limit by: 
mM') - "«К" - O r M O + Eqj t-"* (4.1) 
where m, and q, are mass and charge, respectively, of the /th atom in the unit cell and 
Ф(л - л')
А
- is the harmonic coupling betwen the atoms labelled by nj and by n'j'. The 
modes coupled to the field belong to wavevector k = 0 and are labelled by Я. Then the 
dielectric function ε(ω) is given by 
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where the oscillator strength/j, given by 
2 
Λ-Σ^-'ν*. (4·3) 
is expressed in the eigenvector f j, of the mode λ. The oscillator strengths satisfy the sum 
rule 
E/^Em/V· (4.4) 
^ ι 
In order to study the optical activity of our models we adapt them in the following 
simple way. We assume that the chains are composed of particles with alternating 
charges but with equal mass and, furthermore, that the equations of motion for E = 0 
are again given by equations (2.1) and (3.6). Hence the equations of motion read 
mü, = -ai.+I(ii, - u, + ,) - оЦи, - и,-,) + (- l )Ve-"" (4.5) 
for the modulated spring model (where %, is given by equation (2.2)) and 
mo. = -α(2κ„ - u.-, - u„+I) - Aorcos[(2«/fl)i.) и„ + (-\)"Ft-m (4.6) 
for the Frenkel-Kontorova model. The oscillator strength f χ corresponding to the 
frequency ед is then given by the simple expression 
2 
/ι= Σ(-1)4 (4.7) 
where the mass and charge of each atom are taken to be of unit magnitude. Introducing 
different masses or charges does not change the physics of the system essentially. 
We calculated the oscillator strengths for both the modulated spring and 
the Frenkel-Kontorova model. Again the dimensionless parameter is taken to be 
Δα/α = 1 0 " ш in both cases. Only the results for the modulated spring model are shown 
in figure 6. The results for the Frenkel-Kontorova model are not displayed, because 
they differ merely in detail from those of the modulated spring model. All observations 
below apply to both models. In each graph of figure 6 the oscillator strengths are plotted 
as a function of ω. The parameter that distinguishes the graphs is bla, which for the 
modulated spring model is related to the modulation wavevector q by the expression 
q = (2л/в) b (4.8) 
where we note that the parameter b should not be regarded as the distance between two 
adjacent particles when the system is in equilibrium because in the case of the modulated 
spring model there are no conditions imposed on the system in equilibrium. Also plotted 
in each graph is the spectrum for a given value of bla, so that the frequency ωι that 
corresponds to a given f χ can easily be seen. The graphs are plotted only for bla = it, 
A 
What strikes one at first sight is the fact that there is a large region of b/a where there 
is hardly any extra optical activity apart from the usual optical branch for maximal ω. 
Like the gaps in the spectrum, the different oscillator strengths are arranged in hierar­
chical order while their magnitudes fall off very rapidly. 
Numerically the oscillator strengths of some branches do not vanish completely, but 
they become very small with this choice of Δα-. The corresponding resonances in the 
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dielectric constant will be observed only—if at all—as very small dips. The fact that the 
effects of the modulation are hardly noticed with respect to the occurrence of extra 
optically active branches seems to be confirmed experimentally. Measurements done 
on Rb]ZnBr4 indicate that rather less than more infrared resonances are being observed 
in the incommensurate phase (Th Rasing 1980, private communication). 
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FlfBT t. Оюііаіог sliength· as a fuoctioo of frequency ω for the modulated spring model. 
The graphs are plotted with Ыа (given in each graph) as parameter, where b is the average 
distance between two adjacent partides of the chain and α is the period of the modulation 
function. The dimenskmless parameter bai a it here taken to be 10"и. The spectra are abo 
plotled for reference (see figure 3). 
The influence of the incommensurability can be felt in a different way. In the region 
where bla varies from A to A there is essentially one extra optically active branch due to 
the modulation. It is seen that as bla decreases, the oscillator strength corresponding to 
this branch grows gradually while its frequency shifts considerately from small to large 
ω, whereas the oscillator strength corresponding to maximal ω decreases at the same 
rate. 
One of the characteristics of incommensurate crystals is the fact that as the temper­
ature changes, the modulation wavevector takes different values. This is in contrast with 
normal crystals where although the interatomic distances also vary, the proportions of 
the distances between atoms in a unit cell stay the same. For rational values of bla our 
modulated crystal models correspond to normal crystals with a so called 'superstructure'. 
This implies for instance that when bla = i the length of the unit cell equals 3b. and this 
length is fixed over a certain temperature interval until perhaps a phase transition may 
occur, whereas for an incommensurate crystals the ratio Ыа would vary. We have seen 
that as a consequence of decreasing the ratio bla the frequency of one of the optically 
active branches shifts. In addition its oscillator strength increases. Maybe these effects 
can be measured experimentally for real incommensurate crystals, although they may 
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be obscured by the temperature dependence of for instance the force constant between 
the particles. Another requirement that should be fulfilled to notice these effects experi-
mentally is that the modulation wavevector of the crystal to be examined should vary 
considerably with temperature. 
5. RdatioawMh the Hofetadter model 
The physical background of the problem of a Bloch electron in a magnetic field is 
completely different from that of the problem of lattice vibrations in an incommensurate 
crystal, but it turns out that we can formulate models for both problems in such a way 
that from a mathematical point of view they have the same structure. In fact, the same 
set of equations can be related to both problems. 
To explain the effect of an external magnetic field on an electron moving in a crystal, 
Hofstadter used a simplified model (Hofstadter 1976), which we will call the Hofstadter 
model in spite of the fact that he was not the first to propose it. It is a well known fact that 
-the energy of an electron moving in a crystal splits up in bands. The assumption is made 
that when the Bloch electron experiences an extra external magnetic field, it is sufficient 
to consider one band, i.e. transitions between bands are neglected. Moreover the 
dependence of the energy upon the wavevector corresponding to the eigenstate of the 
electron, which is called the Bloch state, is periodic. As asimple form for this dependence 
we choose 
£(*) = 2£o oos{k0 + кр) (5.1) 
where A is the wavevector of a Bloch state. It should be noticed that the limitation to two 
dimensions of the crystal is non-essential, because the motion of the electron is not 
affected in the direction of the applied magnetic field. The next step is to introduce the 
magnetic field by replacing hk in equation (5.1) by the operator (p - eAlc), where ρ is 
the ordinary momentum operator, (hli)V, and A is the vector potential. This step is 
called the 'Peierls substitution'. 
Thus we have created an effective Hamiltonian and subsequently a Schrödinger 
equation is constructed from it. As a result of the Peierls substitution the momentum 
operator enters the Schrödinger equation in the form of the translation operators 
ехр{іар,/Л) and expiiapyJh). Consequently the Schrödinger equation couples a wave-
function at χ to that at positions at a distance a. It is convenient to choose the Landau 
gauge Λ = H(0, χ,Ο). Then it is possible to separate the wavefunction in both variables 
χ and y, where the wavefunction corresponding to the у direction can be taken to be the 
plane wave exp(ivyla), where pis a dimensionless wavevector. If finally the substitutions 
χ = na, у = ma are made, we arrive at a one-dimensional difference equation: 
u^+t + U.-Í + 2СОІ(2ЛПФ - i>)u„ = £u, (5.2) 
where Ц, denotes the wavefunction corresponding to the у direction at position χ « na 
(the total wavefunction is the product of this function and ехр(іют)), ε denotes the 
dimensionless energy eigenvalue and the parameter Φ is given by 
Φ = ¿НПяЦісІе). (5.3) 
This parameter is seen to be the magnetic flux άΉ through a unit cell of the square lattice 
in units of the flux quantum 7jt(hde). 
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Eqiution (5.2) may abo be interpreted as the equation for the eifenvibrattons of a 
Maear chain in a background potential, if the potential energy of this model is given by t 
Ν N 
К-еог1(и.-и»- 1 ) 2 +Д'»2[1-сов(2япФ- ifluì (5.4) 
This reminds us of equation (3.1) for the FrenkeMContorova model, but in contrast with 
the latter, this is a linear model. Each atom of the chain experiences a harmonic force 
due to a background potential with a force constant that changes from atom to atom. 
The equations of motion can be written as: 
и,*, + κ.-ι + 2(bala)со5(2ллФ - v)u„ = [-(тІа)шг+ 2 + Mo/aju.. (5.5) 
Equations (5.5) and (5.2) are identical if one takes 
Δ» = α ω2 - (alm) (4 - e). (5.6) 
It should be noted, though, that the parameter ν of equation (5.2) and the one of (5.5) 
play a different role. When we consider the problem of a Bloch electron in a magnetic 
field, we are concerned with the spectrum of a Hamiltonian. Here ν is the dimensionless 
wavevector in the у direction, and because there are no conditions imposed on it, it can 
take any value. Not only do we have to solve (5.2) for a particular value of f to obtain 
the spectrum, but we have to take the union over the spectra for all possible values of 
v. In practice this turns out to be very simple. First we note that (5.2) is periodic in v, so 
we only have to consider values of ν between 0 and 2π, and secondly there are two 
extreme values of v, just like we encountered in the discussion of the choice of phase of 
the modulation function in § 2, of which the union of both spectra covers all allowed 
energy eigenvalues for all v. 
If we use Hofstadter's model as a model for a modulated crystal, ν denotes the phase 
of the background potential. Then we are interested in the lattice vibration spectrum for 
a single value of ν only. Of course, in the incommensurate case it is sufficient for the 
Bloch electron as well to consider one value of ρ only. 
6. Structure of the modulated spring spectrum 
The essence of Hofstadter's treatment is the fact that when the spectrum of (5.2) is 
calculated for different values of Φ the resulting graph of the spectrum as a function of 
Φ exhibits a striking recursive structuret .This structure was put into words by Hofstadter 
in a theorem that has come to be known in the literature on this subject as the 'nesting 
hypothesis' (see Wannier (1978)), and although it was not proven, it does suggest 
strongly the distribution of eigenvalues when Φ is irrational. So by studying rational 
values of Φ only, we get a good indication of what the spectrum looks like for irrational 
values, for which the equations are too hard to solve. It turns out that when Φ is rational, 
i.e. Φ = UN where L and N ate relatively prime integers, the Bloch band breaks up 
t Al Hofstadter pointed out the allowed values of ε vary between - 4 and +4. Therefore we choose this 
particular form for the backgroud potential because then of is never negative, but, of course, we can add any 
constant to the potential, which means a shift in energy and this does not change the physics of the system 
І More eiamples of recursive graphs are mentioned and represented by Hofstadter (1979) In fact, the main 
subject of this book is the concept of recursivny. which turns up not only in mathematics and physics, but also 
for instance in the theory of artificial intelligence, ecology etc. See also Mandelbrot (1977). 
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into N energy bands separated by gaps when a magnetic field is switched on, and the 
surprising fact is that these energy bands are clustered into groups in a way determined 
by the expansion of Φ as a continued fraction. 
It is often pointed out in the literature on the problem of a Bloch electron in a 
magnetic field that the question of irrationality is somewhat artificial, though. It would 
require an enormous magnetic field of about 106 kG to let Φ have the order of magnitude 
of 1, for typical lattice spacings in the order of 2 Â. Nowadays experimental limitations 
do not allow for magnetic fields higher than 103 kG, which implies that the influence of 
the magnetic field on the motion of the electrons is very small, and the nesting properties 
are not being felt experimentally in this regime (Hofstadter 1975). We do not run into 
such problems in case of incommensurate crystals. Modulations wavevectors of the 
order of i have been observed, e.g. in у-ЫагСОз. 
The first part of this section is dedicated to the application of Hostadter's treatment 
to the modulated spring model, the outcomes of which are confirmed by a perturbative 
approach described in the second part. 
6.1. The Δ « = acose 
Since the equations of motion of the modulated spring model (2.1) resemble (S.2) so 
much, we might ask ourselves whether there is a structure behind the vibration spectrum 
of the linear chain with modulated springs similar to that for the Hofstadter model. It 
appears that this is indeed the case. As we have seen, the Hofstadter spectrum corre­
sponds to the special choice for the dimensionless parameter Δα/β = 1. Likewise the 
relative amplitude Δα/α of the modulation function of (2.2) has to be of unit magnitude 
to reveal the recursive nature of the spectrum of the modulated spring system, i.e. 
a^  = α{1 - со5(2япФ + ν)]. (6.1) 
It should be noticed for the commensurate case that when the phase v=Q (mod Ιπ/Ν), 
one of the force constants per unit cell is zero. Consequently the infinite chain is divided 
into unit cells that are totally isolated from each other. The corresponding vibration 
spectrum now no longer depends on the wavevector к. If there are N atoms in a unit cell, 
the spectrum consists of N points, which corresponds to a vibration spectrum like the 
ones of figure 2 where the branches are straight lines. 
As Hofstadter did for the Bloch electron, we calculated the spectrum for Φ running 
through all fractions of two relatively prime integers with a denominator up to SO, i.e. 
through J, i, i, } , } , . . . . H, which meant that the order of the secular determinant of 
(2.5) was less than or equal to 50. Therefore its roots could easily be calculated by means 
of a computer. The resulting graph is shown in figure 7. The vertical dotted lines each 
represent a spectrum corresponding to one of the above mentioned values of Φ for 
which we calculated the spectrum. Perhaps it is useful to glance over figure 8 where 
similar graphs are displayed, because figure 7 can be fitted within the same coordinate 
frame as in figure 8. 
It is obvious that the spectra of figure 7 do not merely consist of points, which, like 
we argued above, would have been the case if the phase с was taken to be zero; also in 
contrast with figure 3 ν is taken to be я/N. For this reason the gaps are minimal for 
rational values of Φ which results in no gap at all for Φ = i as we have seen in the 
discussion of (2.6). For large values of the denominator N, the spectra for ν = 0 and 
ν = π/Ν are very much alike, therefore in these cases the bands constituting the spectrum 
may appear as points in figure 7 (even though this is not strictly true). Finally, we note 
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Flfarc 7. The di' spectrum of the modulated spring model as a function of the parameter 
φ - UN The spectra aie calculated for the modulated spring constants given by «, - or -
aoost.nq + v), where ν - я/N. 
that all bands are truly separated. The apparent merging of bands into continua is only 
due to the scale on which the graph is plotted. 
It will not come as a surprise considering the attention that has been paid to the 
Hofstadter problem that the graph of figure 7 has indeed the striking features of a pattern 
that is mapped endlessly into itself on an ever smaller scale. Moreover, it is possible to 
formulate a similar recipe for the distribution of eigenvalues as Hofstadter gave for his 
model. The recipe was obtained after careful inspection of a great number of spectra or 
(to put it a little differently) for many different values of Φ. As for the Hofstadter case 
it must be emphasised, however, that this recipe is not a proven fact and its origin 
remains obscure. 
First we consider the continued-fraction expansion of the ratio L/N which appears 
in the commensurability condition of (2.4). Let oo denote the largest integer that does 
not exceed L/N, then we may write 
LW = a» + l/r. (6.2) 
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Flgut 8. The b? spectram as a function of Φ for decreasing amplitude fo the modulation 
function. The graphs are plotted forAayar-0.9S,0.7S,0.S9,respectiveIy,all with modulated 
spring constants given by a, - or - Δο· cosing). Compare the last graph with the one of 
figure 3, where ш is plotted instead of a/. Compare also the spectrum for Φ - i in the first 
graph with the corresponding one in the graph of figure 7. Note the difference between the 
graphs for ν •> 0 and ν - ЯІ2. 
If г is not an integer, we may write г =.po/qo, where po and q0, like L and N, are relatively 
prime integers, and repeat the procedure, so that we obtain 
ί7ΛΓ = οο+1/(ο,+P1/91) 
= 00+1/10!+1/(02+^^92)] 
- во + 1/{βι + l/fo + l/(ej + . . . )]} (6.3) 
where it should be noted that the continued-fraction expansion of a rational number 
always terminatesi·. 
After careful inspection of the spectra for different values of Ф, it turns out that the. 
decomposition into bands of the spectrum for given values of L and N is governed by the 
numbers {<>„}, {p„} and {q
n
}. First we note that the total number of bands is equal to N. 
If we observe the clusters separated by the largest gaps, the bottom cluster is seen to 
consist of qi bands, the next cluster upwards consists of pi bands, whereupon (αϊ — 1) 
clusters follow, each containing q¡ bands (the total number of bands qi+ p¡ + 
(βι - l)qi is indeed equal to N). Like Hofstadter did, we attach to this decomposition 
into clusters the concept of a 'clustering pattern', and likewise we are able to char­
acterise this clustering pattern typographically. In our case this yields 
qi-pi-qi-qi -Яі-
Note that from left to right in the typographical representation corresponds to from the 
bottom upwards in figure 7 for a particular value of Ф. The splitting into clusters has not 
t From now on we only have to consider cases where 0 « UN « 1, i. e. no - 0. 
~ 25 — 
5286 С de Lange and Τ Janssen 
come to an end at this stage, yet. The bottom cluster splits into subclusters in a similar 
way to the total spectrum—like qi -рг - qi - д
г
 - ... - q^. As for the next cluster, we 
note that <7„+i =p„, so its pattern can briefly be characterised by 42- The following 
clusters all have the same pattern, but adjacent clusters are each others mirror images. 
Typographically this pattern can be represented by 
(qi- ... -q2-pi)-(P2-q2-. •• -qi) -(qi--.. -qi-pò 
Joined together the total spectrum after two decomposition steps, looks like 
(чг - pi - яг - • · • -qù - qi-fai- • •• -qi- pà - (pi- яі- • • • -qù - •• • • 
Here the fact should be mentioned, that typographically speaking two p„ always lie next 
to each other. If we take a look at the spectrum for a particular value of Ф, we never 
observe any isolated ρ,, i.e. ap„ is always surrounded by q„; they always come in pairs, 
except for the p. of the bottom cluster, but this cluster has a different pattern. And, of 
course, if a„ is even, the upper subcluster of the upper cluster can be characterised byp„. 
This is important to realise if we carry on with the decomposition of the spectrum one 
step further into sub-subclusters (if the continued-fraction expansion has not already 
come to an end at this stage). Because, for example, at first sight there is an ambiguity 
in the decomposition of the second cluster from the bottom upwards. This could either 
be^j -^з - . . . - qj -pi огрэ -qi — qy — ... - qi, if we did not know that when the 
last sub-subcluster of the bottom cluster has а рз pattern (when аг is even) the pattern 
has to bep¡ -qj - qj - . . . - qi, while the other case occurs when aj is odd. Until the 
final stage of the continued-fraction expansion is reached, this decomposition process 
continues. 
The decompositon recipe that has been described in this section is illustrated in table 
1. We have tabulated the allowed frequency bands for one of the spectra of figure 7, 
while indicating in the same table the clustering pattern that corresponds to this 
spectrum. 
It should be mentioned that the spectrum for Φ = (Ν - L)IN is the same as for 
Φ - UN, because the spring constant configuration of a unit cell is the same in both 
cases. This does not contradict the recipe for the clustering patterning that we gave 
above. When the first stage of the continued-fraction expansion of UN is given by 
UN = V(al+pi/ql) (6.4) 
the first two stages of the continued fraction corresponding to(N - L)/N can be written 
as: 
(N - L)IN - 1/{1 + l/Ke, - 1) + ρ,/ç,]} (6.5) 
whenever L < N/2. According to the recipe the cluster pattern corresponding to (6.5) 
is given by 
( î i - P i - 9 1 - · · · -qi)-qi 
whereas the cluster pattern corresponding to (6.4) reads 
l i - p i - q i - ••· -<7ι· 
Apparently the distinction between the two cluster patterns is arbitrary. If L and N are 
replaced by p. and q
m
, andp,, 9, andai byp„+1, ç. + i and a„ + , in (6.4) and (6.5), we see 
that for the same leason the cluster pattern for p„ can be replaced by (qn - р„Уд
я 
whenever p. > qjl. 
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Takfc 1. lUustntion of the detomprailion into «ubduucn, suteubduiten, etc. of die 
qKctnun fot * - UN - A- Note dui the cootmued fncuon apamioa of A вор» «iter two 
•uges 
¿W-A 
Band» of «Bowed ω1 
Bottom 
0.0 
0.0041 
α 04« 
0.1Ш 
0.1234 
17379 
0.7409 
1.4947 
1.50» 
1.6477 
1.6618 
Top 
0.0031 
0.0079 
0.0447 
0.1154 
0.1251 
0.7384 
0.7414 
1.4962 
1.5068 
1.6510 
1.66S8 
Chiner panero 
innige 
P.(-Í) 
».(-2) 
Pi 
2od»Uge 
Ρ« (-2) 
«»(->) 
Λ 
^ ( 4 . ) 
Pi 
Pi 
1.6904 1.6914 f i 
4.8280 4.8282 p¡ q, 
4.8330 4.8337 
4.S356 4.8361 
4.8631 4.8633 
4.8643 4.8645 
Pi 
The structure of the spectrum that we see with the eye is reflected in the clustering 
pattern. Fint we note that there is a motif from which the graph is built up recursively, 
and which looks like a swallowtail (rather than the butterfly the Hofstadter graph makes 
one think of)- It is convenient to denote a 'swallowtail' by the value of φ , where its two 
halves meet, i.e. the upper swallowtail is denoted by Φ = i, the next swallowtails 
downwards are denoted by Φ = i and Φ = i respectively, etc. (The right-hand half of 
the Φ = i swallowtail and the left-hand half of the Φ = | swallowtail are shrunk, so to 
speak.) The Φ — i consists of the upper qi clusters for all values of Φ (here the notation 
of the swallowtails is perhaps a little confusing because it suggests that a swallowtail 
consists of only one cluster pattern for a particular value of Φ). The left-hand half of the 
Φ = i swallowtail consists of all Ci clusters second from the top, whereas the right-hand 
half consists of all p, clusters, and the same holds mutatis mutandis for the Φ = I 
swallowtail. So the ( j | - 1) ql clusters for a given value of Φ all belong to swallowtails 
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denoted by Φ = J, J, }, · • · and Φ = i, j , J , . . . , whereas the p\ cluster belongs to the 
shrunken halves of the swallowtails denoted by Φ = i,}, J, . . . and Φ = S, j , i,. . . . We 
saw that the bottom q\ splits in the same way as the total spectrum leading to the recursive 
nature of the graph, i.e. the endlessly repeating of the swallowtail on an even smaller 
scale. 
The upshot of all this is the fact that although the preceding observations apply to 
rational values of Φ only, the structure of the spectrum for irrational values is now 
strongly suggested. The continued-fraction expansion of an irrational number is infinite. 
The decomposition process in this case carries on without limit, so that the spectrum 
resembles the outcome of the construction of a Cantor set. For this kind of object which 
is fragmented on all scales Mandelbrot (1977) has introduced the concept 'fractal'. 
Once again the fact is stressed that the parallel of Hofstadter's nesting hypothesis 
which prescribes the distribution of bands over the spectrum is unproven, even for 
rational values of Φ. It is remarkable that the clustering pattern is given right away by 
the continued fraction representation of Φ, although Φ governs the spectrum indirectly 
so to speak by entering the equations of motion via the arguments of the cosine functions. 
6.2. The&ala<lease 
Hofstadter's model for the Bloch electron in a magnetic field does not allow any other 
choice than Δα/α= 1. For a modulated crystal we are interested in relatively small 
values of Δα/α. The question arises as to whether there remains something of the 
recursive nature of the graph of the spectrum as a function of the modulation wave vector 
when Δα/or < 1. In figure 3 we saw a graph for Δα/α = IO""2, while figure 8 shows graphs 
for some other values of Δ α/ α, where it should be noticed that the graphs of figure 8 are 
calculated for the values of с for which the gaps are maximal, as in figure 3. 
In the limit Δα = athe recursive properties of the graph are brought out most clearly. 
We notice that when Δα/or decreases ever more gaps are being filled. This is reflected 
in the total measure of bands for an irrational value of Φ. When Δα = a this measure 
equals zero (actually then the spectrum is a Cantor set); if Δ α < α the measure is 
different from zero. So there is a qualitative difference between the case Δα = α and 
Δα Φ a. Only the largest gaps that correspond to the first level of the continued-fraction 
expansion of Φ remain ; gaps that correspond to subclusters, subsubclusters etc. cannot 
be recognised because their order of magnitude is so much smaller that they may perhaps 
vanish. 
However, not all gaps belonging to the first stage of clustering are of equal importance 
for small values of Δα/α. For the lowest values of Δ o/a-only a few gaps remain significant. 
As we will see later when the perturbative approach is treated, we are able to classify 
them as first-order, second-order, etc. The remaining gaps can already be recognised in 
the graph for Δ α- = a- (see figure 7). They are enclosed by swallowtails for which a simple 
rule can be given. This rule determines the value of Φ corresponding to the centre of a 
swallowtail, by which we characterise the complete swallowtails as we did before. As an 
example of this rule we notice that the swallowtail belonging to Φ = i is the first 
swallowtail starting off between Φ = J and Φ = i, and that the denominator and numer­
ator of the value of Φ are given by adding the denominators and numerators of the values 
of Φ that it lies between, i.e. I = (1 + l)/(2 + 3). Likewise if we go from top to bottom 
in the graph, the denominator and numerator of the Φ denoting the first swallowtail 
starting off between two swallowtails is given in general by adding the denominators 
and numerators of the Фв of the original two swallowtails. 
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From the centre of the graph of figure 7, the left one of the two lobes of first-order 
gaps is demarcated from below by the swallowtail corresponding to Φ = à, whereas the 
other is demarcated by the swallowtails belonging to Φ = (1 + 1)1(2 + 3) = f, (1 + 1)/ 
(3 + 4) = J, (1 + l)/(4 + 5) = I If we go from the upper left corner downwards to 
the centre of the graph, the bottom of the lobe of second-order gaps is bounded by the 
swallowtail corresponding to Φ = i and those corresponding to Φ = (1 + 2)/(3 + 5) = 
І, (2 + 3)/(5 + 7) = A, (3 + 5V(7 + 9) = A 
It is possible to obtain the low-order gaps approximately from a totally different 
approach by means of degenerate perturbation theory, as was outlined in general by 
Janssen (1979). We suppose that Aar in the expression for the modulated spring constant 
of (2.2) is a small parameter. If we substitute in the equations of motion u„(v) = 
cxp(ikn)U(v+qn), we get after replacing qn + vbyv 
<¿U{v) = (о/ія)(2І/(і/) - c-*U(v-q) - e1*{/(v + g)) (-Halm)(cos Μ(ή 
- e"
1
* cos Щ - q) + cos(i/ + q)U(v) 
- e
1
* cosíi- + q)U(v + q)). (6.6) 
In zeroth order this equation becomes 
0*1/0(1.) - (dm)(lUM - e-*U<tv-q) - t*U¿v + q)). (6.7) 
In the context of Janssen (1979) the parameter vis called the internal coordinate. 
Because of the periodicity in this internal coordinate, we can substitute lf<J(v)~ 
txp(ilv)UiHQ). This yields 
ai = (alm) [2-2 cos(* + ¡q)] = (4Ыт) sin Щк + Iq)/!]. (6.8) 
When * ' qf2, there is a crossing of two branches, because then it holds that 
oft* =qf2,1 = 0) = шЦк - qf2,1 = - 1)—see figure 9. In first order, the resulting gap 
can be obtained from the secular equation given by 
ΙΑ,-β»
1
 Λ I 
L·· Α 2 - > 0 <
6
·
9 ) 
where Αι, Αι = (4a/m) sin2 q/4, and A · -(Δα/2ιη) [1 - exp(iq/2)f, leading to 
M!i} 2 = (4a/w) [sin'foM)] (1 ± »Δο/β). (6.10) 
The only other branch crossing that leads to a first-order gap occurs for к = π - ql2, 
i.e. when 
oft* = я - qn, I = 0) - a&k = л - q/2,1 = 1). 
In that case the shifted eigenvalues are given by 
{шй}2 - (4a/m) [cos 2(q/A)] (1 ± ibala). (6.11) 
It should be noted that if the expression for the spring constants had taken the more 
general form 
a. = a - Σ Δ<ϋ ехр[іі(<?л + ν)] (6.12) 
with non-zero coefficients Δα, for s > 1, there would be first-order gaps resulting from 
branch crossings corresponding to f » ±2, ±3 too. This effect is illustrated in 
figure 9. 
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«, - α - Aa(cos Imq + fcx» iimq) where Δα^α - i 1 0 ' w For the second graph these 
spring constants are given by 
s 
О, - or- Δα Σ axibtjiuj), 
where Δο/β-ΙΙΟ-10 
It is not difficult to calculate the second-order gaps that appear in the spectrum. 
It happens that the degeneracy for the crossing for k = q, when а&к =q,l = 0) = 
wfck =q,l= — 2),ÌS not removed by the perturbation. For Jt = 9 — π, we have to solve 
the secular equations given by 
λ , - ω
2
 /ί 0 
Α' λι-αϊ A 
0 А* Аз-ω2 
•0, (6.13) 
where Ai, Aj = (4o/m) COS2(Í/2), A2 = Aalm and A • -(Да/2т) [2 + 2 exp(-ií)]. The 
result is that one of the eigenvalues remains unaffected, i.e. M2'}2 =(4o/m) co^{qf2), 
while the two eigenvalues that are shifted are given by 
{<ай}2 = (alm) {2 + 2 cos2(9/2) ± 2 [sm4{?/2) + 2(Aa/a)2cos2(9/2)]I/2): (6.14) 
We are now able to plot uJ[l.\.i.t and tJ[%j in the graph where the spectra are calculated 
exactly for 9 = 2jtf50, 4л/50,.... 98я/50. The agreement of the perturbation results 
with the exact values is seen to be excellent, as long as the gaps due to different crossings 
do not interfere too much (see figure 10). 
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Пічге IS. Same graph as the one of figure 3 compared with firat- and Kcond-order resulti 
of perturbation theory. 
7. DiscunioB 
We have compared three different models for the lattice dynamics of an incommensurate 
crystal: the modulated spring model, the Frenkel-Kontorova model and a model with 
coupling to a background, the tatter being equivalent to the Hofstadter model for a 
Bloch electron in a uniform magnetic field. We calculated the spectra as a function of 
the ratio of the two periodicities involved. 
The global structure depends in a smooth way on this ratio. This implies that from 
this point of view it is valid to make a superstructure approximation. Furthermore the 
spectrum and, e.g., the optical activity depend on the precise form of the modulation 
function. For a simple sinusoidal modulation function there are only a few gaps and a 
few optically active modes. 
The detailed structure of the spectrum depends critically on the period ratio and is 
governed by the nesting property; the distribution of the eigenvalues depends on the 
continued fraction expansion of this ratio. We have found a recipe for this distribution 
but no proof for its validity. 
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When the amplitude of the modulation function is small (Δοτ < ai) only the main gaps 
survive and a perturbational approach is justified, but if Δα/a—• 1 the nesting structure 
becomes more evident. However, as long as Δα/α Φ 1 the spectrum has a finite measure 
(also for irrational cases). In the limit Δα » «for the commensurate case the spectrum 
consists of points when с = 0(mod2n/A0andofbandsotherwise. In the incommensurate 
case there is no such difference and the spectrum becomes a Cantor set. 
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ED Hjmegen, The Setharlanda 
Abitract,- Th· aolutlona of the «quatitra· of motloo and tha ·truetura of tha 
•pactra of inconenaurate cryatal phase· ia aK^vlified oa a modal in one 
dinanaion. Usa l i made of the auperipace ауте try of tha problem. 
1 .Equation· of motion.An inccmeneurate cryatal phate ia characterised by tha аіміі-
tanaoua occurrence of 2 or mora, mitually inco^unaurata. pariodicitiaa. A· a con-
aequanea the tran «let ion ajfiHitry ia loat. Revertheleaa, the ty^Mtry ia a apace 
group» but in 4 (or more) dimanaiona " . If the modulation ia diaplaciva and one* 
diaenaional. the poiition of the jth atom In tha unit ce l l η ia tt+r.+?.(q.n), where 
?. ia a periodic function with period 2τ, and q ia tha modulation wave vector which 
ia incoasenaurate with the beale la t t i ce . Aa additional dimanaion we take the phaaa 
τ of ? . . Then the poaitiona can be aeen aa tha intaraection of Э^ітепаіопаі apace 
with linea given by (tt*r.+ï.(q.a+T)»T). Thi« 4-diaenaional «tructura bea again 
tranalation eysetry with baaia vectora (a. , -Aa.) , (0 ,2w),(a, are the 3 Ъааіа vectora 
of tha baaic structure).where Aa.-q.a.. 
Thia 4-dimenBÌonal tranalation symetry een be exploited to study the vibra-
tion· of tha incoBenaurate phase. We do this in the harmonic approximation. Thia 
approximation cannot throw light on the origin of the modulation» but can be uaed 
once the modulated configuration ia aetabliahed. Ve denote the diaplacamant from the 
equilibrila poaition of atom n,J for a phaae τ by u(nj,T). Then 
•Ù»2U<SJ,T)- Г ^ , « A . n ' j ' . O u â ' j ' . T ) (J) 
la the equation of moeion with dynamic tanaor t . Thi· equetion and the proportie· 
of Φ have been diacusaed in ref.3. Here we want to apply thia equation to inveati-
gate the apee tra. Because of tha tranalation synetry we can usa a Bloch Ansata for 
u(nj,T). Aa haa been shown in rof.3, u haa tha form 
^ ( S j . O - e p U i . n ) ^ ( τ + q . n ) , (2) 
where £ is a vector in the Brillouin cone of the basic structura and λ an integer 
labelling the solutions^ The function ? has la t t ice periodicity. In particular, i t 
has periodicity in t i ^ ( т ) - ^ (τ+2τ). Thia implies that 
# Х < т ) - Σ ^ ς * схр(ітт). (3) 
j m m 
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Subitltuting «я·. (2) «na (Э) Into «4.(1) m («с «quation· for D »od A, which 
form for іжаштттітлг» q ш infinit« H t of eoupltd diffonoca aquation·. For eoa-
•annrata If, thla «at il finita,hacauaa 0(0 ia eouplad only to tha finita aat 
U(T*3>1D · Tha mmbar of aquationa than ia amactly äqual to tha mmbar of dagraas of 
fraadoa in tha auparcall* Navarthalaa· it makaa aanaa to uae the daacription in tha 
4-4iaanaioual auparapaca. 
t.Hodulatad «print »odal.- Aa an ажашріа wa conaldar a linaar chain of identical 
particle« with potential energy »Гв
п
(т)|и
в
(і)-и
п
_) (т)| 2/2, «here the «prln« con­
stant« vary a« a conaaquence of tha aodulation. Notice that m do not diacu«· the 
equilibrila poaltlon« thaaaelvea. hut only tha dlaplacemant«. To aaka the nodal aa 
aiapl« a« роміЫа we a«»aa a ainuaoidal variation of the aprlng conatant«: 
ο (τ) - α( l*cco«(qn»T)) (*) 
Bq.(2) giva« u
n
 (т)-ежр(ікп)о (t+qn). For tha utwdulatad cryatal (c-0) we get, of 
courae, tha usual aolutiona in tha form of hanonle wave«. Thaaa do not depanl on T| 
u^QOmpdkn), which iapliea D ('Í^Q· For tVO thaaa wavaa are eouplad to each other. 
How it la important to notice that tha deuriptlon in eq.(2) ia not uniqua. If one 
replace« к by k«aq and ик(т) by к(т)ажр(-івт)
а
 the di«plac«Mnt« for т-о are tha 
а ^ . Т Ы « iapllaa that for incoiBanaurata q,k can be taken to be «ero. For 11—111 
aurata q-a/H,ona can taka 0<k<2*/R. 
For c-0 tha aolutiona ara U (τ)-4ρ«ιρ(-1λτ). For cVo, tha aolutlon« are no 
longer aiaply «inuwldal. Aa ажааріе i« given in Fig.I for the caia q-О.Эт, c-0.316 
and λ-1. The label * correapond« to that of tha »o lut ion to which thla aolutlon 
tand« for CHO. It 1« only «ablfusu· bacauaa of tha dagenaracy of aoda* with λ,-λ. 
Fig.I t Tha function 0(t) for the k-O,X-l aode of the nodulated 
•pring aodel with q-О.Эт,ι-0.316,ωζ-0.793* (cf.Tabla I). 
The characteriiation of tha node« i« nor« tranaparant for tha Fourier coaponen t s 
A . For № 0 there ia only one coaponent (or two If one ccmblnea tha degenerate aodea 
with* and -1). For ctO tha mmbar of cospooenta incraaaaa (Tablai). However, for 
c«l a aoda i« wall charactarisad by it« biggeat coaponent. For №l thl« i« no 
longer the ca«e («ae V 2 in Table I for (»I). 
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case. On« «ay of doing is to use perturbations Mtboda for меіі с but arbitrary q« 
another «ay is to approxiaate an irrational q by a rational one and to study the 
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successiva appraxiaations. In Table 2 are given the» -spectra for a superstructure 
with q-О.Э*. For e-0 there are no gaps* For 
εto.there are in principle 19 gaps,but for 
etfl only 5 gap· ahow up. If с increases the 
ramber of gaps Increases,but the number of 
substantial gaps reaains the ease:the lávela 
cluster. In the extreae liait c-1 this can 
be seen clearly. It ia reaarkable that the 
clustering ia govamad by the continued 
fraction expansion of q. Since here q/2v-
1/(64-2/3) the cluater pattern in first 
apprtmiaation ia 3-2-3-3-3-3-3. In a 
second approxiaation the 3-clustere split 
up In a 2-еluster and a single level. 
To see the influence of the comunsurata 
appraxiaation, in Table 2 the spectra for 
q-0.3» are coapared with those for 2v/7 and 
2v/6- It is clear that the gap structures 
are vary s lailar. 
The spectra for this в lapIs aodel have 
also the aain characteristics as for another 
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Table 2. Spectra for the aodulated 
spring aodel. λ line between owbers 
Indicates a continuous band. 
aodel with nonlinear forces. 
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II ELECTRONS IN INCOMMENSURATE CRYSTALS: SPECTRUM AND LOCALIZATION 
Scheduled for the B27 volume of Phyeioal Review (1983). 
С de Lange and T. Janssen 
Institute for Theoretical Physics, University of Nijmegen 
Toernooiveld 1, 6525 ED Nijmegen, The Netherlands 
Abstract: Electronic properties of incommensurate crystals are 
studied on a one-dimensional Kronig-Penney model with 
sinusoidally modulated atomic positions. Spectra and wave 
functions have been calculated numerically as a function of the 
modulation wave vector. Information for the incommensurate case 
is obtained by considering series of commensurate approximants. 
It is shown that the spectrum of this model has a hierarchical 
and recursive nature connected with the continued-fraction 
expansion of the modulation wave vector. In the present model 
there are parts of the spectrum where the energy eigenvalues 
occur in bands with a finite number of numerically nonvanishing 
gaps (bandlike spectrum) and parts where new gaps open up at 
each step of the continued-fraction expansion (Cantor-type or 
discrete spectrum). Numerical evidence is presented that the 
electron states are extended in the bandlike regions and 
localized in the discrete regions. The characterization of the 
electron density is made more transparent if one considers the 
generalized density in (two-dimensional) "superspace". The 
localized electronic states violate the Fröhlich assumption for 
the translational freedom of the modulation wave. This has 
consequences for the electrical conductivity in this model. 
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2.1 Introduction. 
During the past two decades, incommensurate crystal 
structures have received a rapid growing attention, both from 
experimentalists and theoreticians. At present, it has become 
apparent that in nature there is a great number of systems, in 
which incommensurability plays a role. An example of such 
systems will be studied in this paper, namely systems where the 
atomic equilibrium positions deviate from a regular crystal 
lattice. In this context, the expression "displacive modulation" 
is used. Unlike disordered solids, however, these deviations are 
not random, but systematical. We may represent these deviations 
by some periodic modulation function superimposed on a regular 
lattice with a period such that the period of the modulation is 
incommensurate with the lattice. 
A well-understood system of this type is one with a so-called 
charge density wave (CDW) in quasi one- or two-dimensional 
compounds. Peierls [1] and FrBhlich [2] have already shown in 
the early 1950s, that in one-dimensional conductors a spatial 
modulation of the conduction electron density, with a wave 
vector which is exactly twice as large as the Fermi wave vector 
kp, is energetically favorable. Hence, depending on kF, it is 
possible that the CDW is incommensurate with the crystal 
lattice. The modulation stems from the coupling to the lattice. 
Therefore, there will be a periodic deformation of the crystal 
structure. Such an incommensurate periodic modulation of atomic 
positions has also been observed in insulators, although the 
origin is not as clear as in the CDW case. There are several 
other types of incommensurate structures. Moreover, 
incommensurability is not restricted to crystal structures only 
(see, for instance, ref.[3]). 
From a theoretical point of view, the intrinsic problems of 
incommensurability are quite intriguing. Many concepts upon 
which solid-state theory is based, have to be adapted in a 
nontrivial sense (for example, de Wolff (4], and Janner and 
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Janssen [5] have shown that by introducing space groups in 
higher dimensions than the usual three, one can restore the 
lattice periodicity which was lost due to the incommensurate 
modulation). 
The present authors have studied in ref.[6] the implications 
of incommensurability for the phonon spectrum of several one-
dimensional models. For this purpose a superstructure approach 
was used. This method reveals a surprising relation between the 
structure of the spectrum and the continued-fraction expansion 
of the ratio of the modulation wave length and the lattice 
period. This method was originally used by Hofstadter for a 
similar model [7]. The physical background of his model is quite 
different, though. Hofstadter was concerned with the problem of 
a quantum particle that experiences simultaneously a periodic 
electric and a homogeneous magnetic field. By chance, 
Hofstadter's simple model gives rise to the same equations as a 
tight-binding model that represents an electron in an 
incommensurate crystal. In this paper we will be concerned with 
the latter problem. There are several reasons to study electrons 
in incommensurate structures. As we have mentioned previously, 
they play a role in the origin of the incommensurate phase in 
certain compounds (CDW). On the other hand, their properties 
will be different from those in ordinary crystals; just as there 
is a difference between electrons in disordered systems and in 
crystals. The behavior of electrons in amorphous materials is 
governed by the intrinsic randomness, whereas there is a perfect 
long-range order in an incommensurate crystal. To study the 
spectrum and nature of electron states in incommensurate 
crystals we will use the same methods with some minor 
adaptations which we have used for the phonon model. 
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2.2 Electrons in incommensurate crystal structures. 
As one has seen recently, the character and the spectrum of 
lattice vibrations in incommensurate crystal phases are in some 
respects quite different from those of an ordinary crystal 
[6,8,9,10]. This is due to the lack of lattice translational 
symmetry. One can expect similar differences for the behavior of 
electrons. One way to study electron bands in incommensurate 
phases is by the use of a tight-binding approximation which is 
essentially a one-band approximation and especially appropriate 
for bound electrons. As a matter of fact the tight-binding 
approximation for electrons in one dimension is closely related 
to a one-dimensional model for lattice vibrations. In the 
context of incommensurability this relation has been discussed 
by Aubry [8], by Sokoloff [9] and by Janssen and Janner [11]. 
Several results for the phonon problem carry over to the 
electron problem. 
A second way to study electrons in incommensurate crystals is 
to consider an electron in a quasi-periodic potential. For an 
incommensurate crystal such a quasi-periodic potential is of the 
form 
V(r) - ï vtqje 1 4^. (1) 
qeM* 
Here M* is the set of vectors 
q " Σ hi ai' (2) 
1 = 1 
where the vectors ai
+
 (]=1,..,d) are incommensurate with respect 
to a three-dimensional basis ai, at, at which is in an 
incommensurate crystal structure the reciprocal basis of the 
so-called basic structure. A number of results, of mathematical 
nature, for the eigenvalue problem with a potential of the form 
(1) has been obtained by Dinaburg and Sinai [12], but, in view 
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of the augmented knowledge of incommensurate phases, it is 
worthwhile to reconsider this problem. 
After this paper had been submitted for publication we saw 
that quite recently there has been a renewed interest in the 
problem from mathematicians and mathematical physicists [13-22]. 
Especially for a tight-binding model new results have been 
obtained. A review of these new developments has been given by 
Simon [13]. 
The origin of the difficulty of the problem lies in the fact 
that V(r) does not have lattice periodicity. As has been shown, 
however, by de Wolff [4], and Janner and Janssen [5], the 
symmetry group is a crystallographic space group in 3+d 
dimensions. The potential V(r) is then the restriction to 
three-dimensional space of a function V in the (3+d)-dimensional 
space. We restrict here ourselves to the case of a one-
dimensional modulation (d=l) which is not an essential 
restriction, though. One considers in a four-dimensional space a 
lattice Σ* with basis 
а\ - (a*,0) i»l,2,3, 
(3) 
a 4 • (a4,l), 
which is the reciprocal of a basis of a lattice Σ: 
. * •** • . ai = <ai'-a4-ai) 
a 4 - (0,2«). 
For an incommensurate crystal there is a one-to-one 
correspondence between the points of the lattice Σ* and those of 
the set M* in three dimensions. Hence, if the four-vector 
k=(k,kI) corresponds to the three-vector k, the function 
i=l,2,3, 
(4) 
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• • itq-r+q^t) 
V(r,t) -
+
 Σ V(q)e (5) 
qtM* 
is a well-defined function in four-space. Moreover, it has 
translations! symmetry Σ and V(r) is obtained from V(r,t) by 
setting t equal to zero, where t can be interpreted as the phase 
of the modulation. 
If one considers t as a parameter, the SchrBdinger equation 
becomes 
H(t)iKr,t) - l-^ñ + V(r,t)H(r,t) -E(t)4>(f,t). (6) 
Here ρ is the usual differential operator, acting only on the 
r-variable. Because of the lattice symmetry, the equations and 
the spectra for t and t+2xm-i:n .aj.a. are the same. 
Consequently, one may put 
E(t) - E(t+2TOi-Enia4.ai) , integers rafn1,n2,n3. (7) 
For incommensurate crystals the values of the argument in the 
right-hand side are dense and E becomes independent of t. 
Owing to the lattice symmetry Σ of the SchrBdinger equation 
(6), the eigenfunctions <t>(r,t) have the Bloch property. They are 
of the form 
ilit.r+kjt)
 + 
<Mr,t) - e 0(r,t), (8) 
where U(f,t) has the lattice symmetry Σ. If one does not 
consider t as a dynamical variable, as we have done by writing 
the SchrBdinger equation with t as a parameter, the relative 
phase of solutions for various values of t is irrelevant and we 
may put k'O. This is in agreement with the labeling of phonons 
in incommensurate crystals [23], but this assumption may be 
unjustified if t is a dynamical variable, e.g., if one takes 
into account the interaction between phonons and electrons. 
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The SchrBdinger equation is reduced to an equation for the 
function U(r,t) which is determined by its value in a unit cell 
of Σ via 
U(rft) = ü(r-Iniai,t+Enia4.ai+2nm). (9) 
This equation, however, is not an equation for a single value of 
t: as one sees from eq.(9) an infinite number of values 0<t<2n 
is coupled. 
The eigenfunctions transform according to irreducible 
representations of the symmetry group, which is a four-
dimensional space group. Hence, the functions U(r,t) are labeled 
by a wave vector к and a label for the little group 
representation for this к (the band index). Therefore, the 
higher-dimensional symmetry group may be of relevance: in the 
"superspace group" rotations and reflections may be present, 
which do not exist in the symmetry group of the three-
dimensional structure (which is not a three-dimensional space 
group!). The effect of the translational symmetry is to reduce 
the problem from an infinite unit cell in three dimensions to a 
finite unit cell (in one dimension more, though). 
For an ordinary perfect crystal, all eigenstates are 
extended: i.e., the wave functions remain finite also for |r|-»"•>. 
The same is true for incommensurate crystals provided U(r,t) is 
a smooth function. Taking t=0 in eq. (9) and choosing τη,η, ,η,,η, 
in such a way that the argument of the right-hand side is in the 
unit cell, one sees that if Ф(г,0) goes exponentially to zero 
for ІГІ+», the function U(r,t) has a dense set of zeros. This 
means that in order to have localized states, U(r,t) should be 
nonanalytic. The connection between localization and 
nonanalyticity has also been discussed, in another context, by 
Aubry [8]. 
The construction of the potential V(r,t) is only unique if aj 
is incommensurate. However, by continuity one can define V also 
for commensurate values. Actually, the superspace approach is 
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justified because it does not depend on the exact value of aj. 
On the other hand, one may approximate an irrational value of 
the components by a rational one (with large denominator). Then 
the potential is periodic (in general with large period) and 
describes a superstructure. In the sequel we shall try to get 
information for incommensurate crystals by using such a 
superstructure approach. For commensurate a| the eigenvalues E 
depend on t. In this case, again the solution for t is only 
coupled to solutions for t+Zum-En.aj.a. (for all m,n-eZ). The 
number of t values in this set is exactly the length N of the 
unit cell of the three-dimensional superstructure. Again the 
SchrOdinger equation reduces to an equation for U(r,t), where t 
is now restricted to the N values coupled by translations. To 
solve the full problem one has to solve the SchrOdinger 
equations for all values 0<t<2n/N, separately. 
2.3 The modulated Kronig-Penney model. 
The character of the eigenfunctions and the spectrum can be 
studied on a particular one-dimensional example for V. We choose 
here a modified Kronig-Penney model: the potential V(x,t) is 
given by 
V(x,t) » Σ YÔ(x-x(n,t)) , (10) 
n=-" 
which corresponds to a set of δ-function potentials on the sites 
of a displacively modulated crystal. This model has also been 
studied by Azbel in a quasi-classical approximation [24]. The 
atomic positions are given by: 
x(n,t) - na + u(qn-ft), (11) 
where u is a periodic function with wave vector q and phase t. 
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Because of the periodicity of the modulation function and k^O, 
it holds that 
Ф(х,і+2п) = iMx,t) . (12) 
The potential V(x,t) is invariant under the simultaneous 
replacements of χ by x+a and t by t-q. Therefore, the Bloch 
condition takes the form: 
«.(x+a.t-q) =• e l k a ψ(χ,ί). (13) 
Between the nth and (n+l)th potential barrier, the wave function 
can be written as: 
<Kx,t) - A
n
(t)e i e x + B
n
(t)e" x a x, x(n,t)<x<x(n+l,t), (14) 
where а2»(2ш/Л2)Е. 
Owing to the Bloch condition (13), the amplitudes An(t) and 
and n+lth cell are related 
V t ) » e-Kk-»)· Än + 1(t-q), 
B
n(t) of the nth 
(15) 
n11-' - «* - Dn+l^4'"^ 
В ft) -
 e
-i(k
+
«)a - ( t - q ) . 
As usual, the next step is to natch the wave function Φ and its 
derivative αφ/αχ across a barrier, say at x-x(n+l,t). This 
yields 
A(t) 
B(t) [A(t+q) B(t+q)l · *ika TI S}"3'| . (16) 
First we note that the index η has been dropped in this 
equation. Due to the recurrent nature of eq.(15), it is 
sufficient to obtain information of only one of the A 's and 
•" η 
В 's, say for n=0. All the other coefficients are given by 
eq.(15). Therefore, we define as a shorthand notation: 
A(t)-A0(t) and x(t)-x(l,t). 
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The matr ix Τ o f e q . ( 1 6 ) t h a t t r a n s f e r s in format ion of t h e 
c o e f f i c i e n t s A(t+q) and B(t+q) t o t h e c o e f f i c i e n t s A(t ) and B ( t ) 
i s g i v e n by 
Τ -
e — M • g ) 
e
- i a a ( _ i 3 ) e 2 i a x ( t ) 
e
i a a ( l a ) e - 2 i a x ( t ) 
' « > ' 
e
i a a ( l 4?) (17) 
where д"2ту/1» . 
It is easy to obtain a recurrence relation between the 
coefficients A only. For this purpose, we replace t by t-q in 
the first of the two relations defined by eq.(16) giving a 
relation between A(t-q), A(t), and B(t). A second relation, now 
between A(t+q) , A(t), and B(t) is easily obtained by inversion 
of matrix eq.(16), because det T«l. Combining these two 
relations to eliminate B(t), we get 
e
-i(ka-af(t)) A ( t_ q ) + ei(ka-(.f(t))A(t+<I), 
[2coso(a-f (t)) + 2 sinata-f(t))]A(t) , 
α 
(18) 
where f(t)-x(t-q)-x(t). 
Provided that the wave vector q of the modulation function 
satisfies the rationality condition 
2π 
Η 
(19) 
the band structure of the energy spectrum can be calculated. In 
this case the condition for α can be written as a secular 
determinant equation 
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det 
bO e 
ika bO e 
• ika 
b l e al Ъ1е 
ika 
. * -ika b 2e a2 b2e 
ika 
bN-l e 
ika * -ika 
DN-1 aN-l 
O, (20) 
where a1=2coso(a-£ (t+Aq) ) +(g/a) sina(a-f (t+lq) ) and b^« 
-exp(-iof(t+iq)). The dependence on к for this kind of equation 
can be given explicitly 
det 
a0 b0 
al bl 
b 2 a 2 b 2 
"N-l 'N-l "N-l 
(21) 
-b
n
b 1...b N_ 1(e
i l t N a
-l) + ьпъ!...Ь^_1<е"1к,,*-1) - 2созЫка -2, 
*0оі---"н-і1 ï 0e 1... U H_ 1i 
where use has been made of the fact, that 
N-l N-l 
ΐ f(t+Aq) - E [x{t+(A-l)q}-x(t+lq)] - 0. 
1-0 1-0 
(22) 
The band structure can now be determined in exactly the same 
way, as for an unmodulated crystal. In the latter case the 
determinant of eq.(19) reduces to the well known condition of 
Kronig and Penney for the allowed values of α 
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2 cos aa + 2 sin oa = 2 cos ka, (23) 
The left-hand side of this equation has to lie between +2 and -2 
(this is illustrated, for instance, in fig.4.2 of ref.[25]). If 
the atomic positions are modulated, eq. (19) gives the condition 
for the bands in this case. Similarly, the determinant has to 
lie between -4 and 0. For a given modulation function, we can 
calculate the determinant as a function of a by means of a 
computer. The problem reduces to a search for those values of a 
for which the determinant equals -4 and 0. As an example, we 
calculated band structures for the case in which the atomic 
positions are simply given by 
x(n,t) - na - Да cos(qn-t-t), (24) 
and we chose the following values for the various dimensionless 
parameters 
ga * 3*, 1± ш IO"1', t « 0. (25) 
In fig.l the results have been put in a graph. The spectra, that 
are displayed, are those for N-50 and LO,1,2, ,50. 
Professor J. Avron showed us a similar graph for the same model 
with slightly different values of the parameters, which agrees 
very well with our results. 
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2.4 Recursive nature of the modulated Kroniq-Penney spectrum. 
Both Azbel [26] and Hofstadter [7] have shown that the 
spectrum of the tight-binding model has a hierarchical and 
recursive nature, i.e., the spectrum splits into clusters of 
bands, which in turn split into subclusters, whereupon they 
split into sub-subclusters, and this splitting continues ad 
infinitum, when the modulation wave vector is incommensurate, 
whereas in the commensurate case, i.e., for q/2*=L/N (L and N 
relatively prime), the final splitting is N-fold. For a given 
value of q, the splitting is strongly related to the continued-
fraction expansion of q/2ft. This continued-fraction expansion 
can be written in the standard way 
à a0 + pi 
Ό 
+ 
d l 
a 2 
1 
+ 
P2 
" 2 
(26) 
"
 a0 + 
al + 
a3 + 
where a,, Pj, and qj are integers (note that in general, 
Рі-1-Чі)· 
Using a WKB method, Azbel anticipated that the spectrum 
consists of a. clusters of bands, each of which splits into a 
subclusters, each of which splits into a, sub-subclusters, and 
so on. Due to the nature of the WKB method, this only holds for 
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large values of the a ¡ ' 3 (recently Sokoloff has shown how 
Azbel's approach can be extended to smaller values of the a.'s 
[27]). Azbel's results agree beautifully with the exact 
calculations of Hofstadter for rational values of q/2-я. For 
smaller values of the a.'s, Hofstadter's calculations show after 
inspection of a large number of spectra, that the clustering 
patterns are somewhat more complicated. 
This rather simple connection between the cluster pattern for 
given q and its continued-fraction expansion is due to the fact 
that the modulation function that we consider, has only one 
Fourier component, as was shown in refs. [6] and [28]. When 
there are more Fourier components involved, the splitting gets 
more complicated. Similar models, such as the Frenkel-Kontorova 
model exhibit exactly the same behavior, although the formula 
according to which the bands cluster, is slightly different for 
the various models. 
The question arises to what extent the modulated Kronig-
Penney model exhibits similar features. At first sight this 
system appears to be more troublesome. Unlike the models which 
we mentioned above and which are essentially phonon models or 
one-band models in the electron context, the Kronig-Penney model 
has no limitation to a maximum energy, i.e., the unperturbed 
Kronig-Penney model has an infinite number of bands. It turns 
out that when the modulation of the atomic positions is 
"switched on", each of the original bands breaks up in exactly N 
subbands, if the modulation function repeats itself after N 
atoms. This agrees with the general analysis in ref.[25] for 
Hill's equation (the Kronig-Penney model is a special case of 
this equation). In this context it may be important, as Toda's 
analysis shows, that it is possible that the width of some gaps 
vanishes. As one can see in fig.l there are regions where the 
gaps become extremely narrow. We call the spectrum there 
"bandlike". On the other hand, there are also regions where the 
spectrum consists of very narrow bands separated by relatively 
large gaps. Here we use the term discrete or Cantor-type 
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spectrum. As an illustration a number of bands is given in 
table I for two typical cases: a bandlike region for L/N»l/50, 
where the gaps are smaller than 10~ 7, and a Cantor-type region 
for L/N=8/25, where the bands form only 4 per thousand of the 
whole interval. Although it has been conjectured that for almost 
every incommensurate potential the spectrum is a Cantor set, in 
the present model there are gaps which are either zero or so 
small that from a physical point of view they may be neglected. 
TABLE ι 
L/N=1/50 
α 
bottom 
1.9637594 
1.9Θ62928 
2.0103827 
2.0359459 
2.0629063 
2.0911856 
2.1207104 
2.1514082 
2.1832066 
2.2160330 
α 
top 
1.9862919 
2.0103827 
2.0359459 
2.0629063 
2.0911856 
2.1207104 
2.1514082 
2.1832066 
2.2160330 
2.2498169 
width 
0.023 
0.024 
0.026 
0.027 
0.028 
0.030 
0.031 
0.032 
0.033 
0.034 
gap 
ХІ0 
9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
L/N-8/25 
bottom 
1.6008253 
1.6206226 
1.6373281 
1.6507530 
1.6645498 
1.6804399 
1.7029343 
1.7382774 
2.0755606 
2.1779032 
a 
top 
1.6008291 
1.6206799 
1.6376419 
1.6514530 
1.6653042 
1.6808395 
1.7030268 
1.7382860 
2.0755615 
2.1779165 
width 
7 
x10 
38 
573 
3138 
7000 
7544 
3996 
925 
86 
9 
133 
gap 
0.0198 
0.0166 
0.0131 
0.0130 
0.0151 
0.0221 
0.03S3 
0.3373 
0.1023 
0.0869 
Table I. Ten bands from the epeatva for too values of L/H. For 
¿/W=2/50 a bandlike part of the spectrum with (numeriaally) vanishing 
gaps, for L/H=8/2S a Cantor-type part with nearly disarete levels (ef. 
fig-D 
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If we study the graph of fig.l more carefully, it appears 
that the lower part of the graph exhibits the most visible 
structure, for higher energies the structure gets rather messy. 
It turns out, much to our surprise, that the lowest N subbands 
for a given value of q(=2n L/N) have the same clustering pattern 
as the total spectrum of the tight-binding model. For this model 
Hofstadter has formulated a general formula that gives the 
clustering pattern for arbitrary q. For the sake of convenience, 
we will repeat the description of this formula briefly in this 
paper. 
Let Π(β) denote the clustering pattern for β=ς/2π. So, for 
example, Π(2/5)=2-1-2 means a cluster of five bands with the 
lowest and highest pairs close together. The breaking up of the 
spectrum into clusters for a given value of β can be represented 
by 
Π(β) - JUß·) Π(α·) Π(β·). (27) 
When Ν is the largest integer less than or equal to 1/β, the 
relations between β' and β, and a' and β are given by 
ß-fN+ß·)-1, ß-U+g^)-1, 0<β<*. (28) 
If #<β<1, one can simply replace β by 1-β. More details are 
found in ref.[7]. 
In ref.[7] an example was given for the decomposition of the 
spectrum for ß-5/17. HofStädter'з analysis shows, that П(5/17) 
is given by 
IKj^ .) - П(|) П(5) П(|). 
The decomposition can be carried on another step by noting that 
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π(|) - π(7> π(0) " Φ ' 
π φ » π φ π φ πφ. 
The picture of réf.[7] demonstrating this clustering, can now be 
compared with the spectrum of the Kronig-Penney model for the 
same value 5/17 of ß. In table II the lowest 51 subbands of the 
Kronig-Penney model are given for this value of p. Although the 
cluster patterns for Hofstadter's tight-binding and for the 
lowest N subbands of the Kronig-Penney model are exactly the 
same for the corresponding modulation wave vector q, this does 
not hold for the subbands themselves. One of the pronounced 
differences between the two models is the tendency of the 
subbands to broaden as the energy increases in the case of the 
Kronig-Penney model. This does not happen for the Hofstadter 
model, where the spectrum possesses a mirror symmetry through 
which the widths of the lower and upper subbands are equal. This 
is certainly not the case for the Kronig-Penney model. In this 
respect it is remarkable, though, that the Kronig-Penney 
spectrum does exhibit mirror symmetry in the vicinity of those 
gaps that remain if the modulation is "switched off" (i.e., the 
gaps near n, 2it, etc., in fig.l). 
For the next group of N subbands of the Kronig-Penney model, 
it is already more complicated to formulate a cluster pattern 
formula, and the structure gets even more complex for higher 
energies. We did not attempt to formulate the cluster pattern 
for higher energies, although in all cases that we studied, the 
spectrum kept breaking up in clusters with a number of subbands 
which corresponds to the last stages of the continued-fraction 
expansion of q/2i(. (see, for example, the last columns in table 
ID . 
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TABLE II 
First N 
bottom 
1.6204 
1.6270 
1.6561 
1.6S24 
1.6963 
2.0800 
2.1046 
2.2810 
2.3553 
2.4334 
2.6678 
2.7031 
3.2320 
3.2718 
3.3687 
3.5259 
3.5991 
subbands 
top 
1.6213 
1.6284 
1.6576 
1.6845 
1.6974 
2.0805 
2.105Э 
2.2820 
2.3571 
2.4346 
2.6693 
2.7058 
3.2447 
3.2990 
3.3965 
3.5877 
3.7021 
Cluster 
1st 
stage 
Π(2/5) 
Π(5/7) 
Π(2/5) 
Pattern 
2nd 
stage 
2 
1 
2 
2 
3 
2 
2 
1 
2 
Second N subbands 
bottom 
3.7154 
3.8327 
4.0620 
4.1955 
4.2869 
4.6153 
4.6497 
5.0558 
5.1000 
5.1888 
5.5735 
5.6395 
5.7765 
5.9003 
6.1115 
6.3891 
6.4721 
top 
3.8223 
3.8998 
4.0971 
4.2418 
4.3164 
4.6478 
4.6809 
5.0992 
5.1832 
5.2350 
5.6211 
5.7262 
5.8658 
5.9617 
6.1344 
6.4274 
6.5141 
Third N 
bottom 
6.7261 
6.8122 
7.0915 
7.2915 
7.3861 
7.6164 
7.7260 
7.8829 
8.1066 
8.3084 
8.4225 
8.5827 
8.8356 
8.9872 
9.2186 
9.3602 
9.5207 
subbands 
top 
6.7708 
6.8546 
7.1145 
7.3522 
7.4571 
7.7028 
7.8463 
7.9706 
8.1648 
8.4035 
8.5481 
8.6664 
8.8959 
9.0471 
9.2897 
9.4627 
9.6275 
Table II. Illuetvation of the décomposition into subcluetere, 
sub-eubaluBtere, eta. of the loueet 51 eúbbanda for q/2TpL/li'*5/17. 
Only the cluster pattema of the firat N eubbonds are indieated. For 
higher eúbbanda the atructure ie atill preaent but Zees obvioua ав one 
aeea easily. Note that the continued fraction expansion of 5/17 stops 
after two etagea. This table can directly be compared with table 1 of 
chapter I. 
2.5 Nature of the electronic states. 
In the preceding section we discussed the relation between 
the cluster pattern of the spectrum and the continued-fraction 
expansion of the modulation wave vector. However, the spectrum 
has another striking feature which will turn out to have 
important implications for the nature of the eigenstates. When 
we take a look at the spectrum, in particular to the lower part, 
for an arbitrary value of g, it is possible to distinguish 
between regions, where the allowed energies look like discrete 
levels and other regions where they look like bands 
For phonon models similar to the tight-binding model we 
mentioned before, we have shown in ref. [6] that the energy 
spectrum changes its character at a limiting value of the 
amplitude of the modulation function. As Hofstadter made 
plausible, at the transition value the spectrum becomes a Cantor 
set for incommensurate wave vectors; the spectrum consists of an 
infinite set of discrete energy levels. When the amplitude gets 
smaller, though, the gaps in the density of states corresponding 
to each stage of the continued-fraction expansion diminish with 
each successive step, so that ultimately they tend to zero (see 
also ref.[29]). Thus, even though for incommensurate modulation 
wave vectors, the decomposition process keeps on for ever, there 
remain bands, some of them separated by relatively large gaps, 
corresponding to the first stages of the continued-fraction 
expansion. 
Aubry has pointed out that the transition value of the 
modulation amplitude for the tight-binding model also 
corresponds to a transition from a situation where all 
eigenstates are extended, to a situation where they all are 
localized. In this respect the Kronig-Penney model might be a 
little more interesting than the tight-binding model. Both bands 
and discrete levels occur within the same spectrum, at least for 
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the values of the parameters that have been studied in this 
paper. This could mean that extended and localized states occur 
simultaneously as was predicted by Azbel [24]. For this reason 
we examined the wave functions corresponding to different energy 
regions. In particular, we paid attention to any difference 
between states corresponding to discrete levels and those 
belonging to bands. A similar investigation for the disordered 
Kronig-Penney model was performed by Borland [30]. 
We simply calculate for a given strength of the ¿-potentials 
γ, the Bloch wave vector к corresponding to a certain energy 
within a subband, and then we determine the corresponding 
coefficients A(t+nq) and B(t+nq), for n-0,...N-l. Expressed in 
A(t+nq) and B(t-i-nq) and complex conjugates, the probability 
density reads 
|Ф(х)| 2 - A*(t+nq)A(t+nq) + B* ( t+nq) B( t+nq) + 
+ A*(t+nq)B(t+nq)e" 2 i a ( x" n a ) + B*(t+nq)A(t+nq)e2l',(x~na) , (29) 
x(n,t) < χ < x(n+l,t) . 
To get an indication of what the wave functions look like in an 
incommensurate case, we compared several eigenstates 
corresponding to commensurate values of the modulation wave 
vector, lying close to each other. In this respect, it is 
convenient to compare the results after keeping successive terms 
in the continued-fraction expansion of an irrational number. As 
an example, 8/25,17/53,42/131 can be thought of as successive 
approximants of the irrational number for which the beginning of 
the continued-fraction expansion reads 1/(3+1/(8+1/(2+1/ 
(2+...)))). 
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We found a striking difference in the nature of electronic 
states corresponding to bands and that of states corresponding 
to discrete levels. Three types of states can be distinguished 
for incommensurate modulation wave vectors: 
(i) extended states corresponding to broad bands. In this case 
the "bands" are studded with tiny gaps that correspond to 
advanced stages of the continued-fraction expansion. 
However, due to Zener breakdown these gaps are negligible 
[31]. 
(ii) localized states corresponding to discrete energy levels. 
The higher order gaps remain significant in this case. This 
situation is similar to the outcome of the construction of 
a Cantor set, for which the total measure of gaps equals 
one [32]. 
(in)states which are intermediate between localized and 
extended. In this case the probability density is periodic 
but concentrated on equidistant intervals which are 
separated by intervals where the density practically 
vanishes. These states occur for very narrow bands, which 
look like the discrete levels of ( n ) , but in contrast with 
(ii) these bands are separated by extremely small gaps 
instead of large gaps, when they are viewed in detail. 
Type ( m ) is intermediate in the sense that, if the intervals 
where the density nearly vanishes become smaller and smaller 
this type goes continuously to type (i), whereas type (ii) is 
approximated if the length of these intervals grows to infinity. 
To illustrate states of type (i), we displayed in fig.2a the 
electron density |Ψ(χ)| as a function of position x, for the 
series of approximants, we mentioned above and for an energy 
that lies inside a band, which is not extremely narrow. In all 
three cases the energy was taken to be the same. It should be 
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noted, that in all cases, that we have checked the electron 
density as a function of position hardly depends on the Bloch 
wave vector k; that is to say, as long as we remain within one 
subband. 
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Fig.2 Three types of e lect ron deneitiee, each for three approximante 
to an incommensurate modulation uaoe vector and almost the вате ener­
gy. In every graph the electron density over one unit eell is plot­
ted. 
(a) Densities for a rather broad band. The series of approximmts is 
q/2w8/25,17/53,42/131. The energy for 8/25 is indicated in fig.l. 
The wave functions are extended. 
(b) Densities for an extremely narrati band. The seriee of approximante 
is the same as in la), the energy for q/2w8/25 is indicated in 
fig.l. The electron is restricted to a narroa region in the unit 
cell in each case. In the incommensurate limit the electron will 
be localized. 
(c) Densities for an energy where the spectrum has very narrow bands 
separated by gape which are three orders of magnitudes smaller. 
The series of approximants is 1/16,3/50,7/117. The energy for 3/50 
is indicated in fig.l. The electron density is periodic. The pat-
term is in each case a repetition of that for 1/16. Between the 
regions where the electron density ie concentrated, the density 
drops to praotioally zero. 
59 
If one compares che graphs for different q, it appears that 
the election density over one supercell in the case where 
q/2**8/25 (the supercell consists of 25 atoms in this case), is 
repeated twice in a very good approximation for the case where 
ς/2π«17/53, and this basic pattern is reproduced nearly five 
times for ς/2π-42/131. The reproduction is even better when the 
patterns of q/2ii=17/53 and q/2it=42/131 are compared mutually. 
All three wave vectors considered here, are commensurate. Thus 
the total picture of the electron density for -•,,<x<~ in each 
case is an infinite repetition of the pictures that are plotted 
in fig.2a. Hence, it seems fair to suppose that for an 
incommensurate modulation wave vector the picture of the 
electron density will look very much the same, except that the 
basic pattern will change gradually along the chain. A state for 
which the electron density is not limited to a certain region of 
space, or in other words, for which there is finite probability 
everywhere in the lattice to find the electron, is called 
"extended". Clearly, the state that we described above falls 
within this class. 
The behavior of the electron density for discrete energy 
levels is completely different. In fig.2b we have plotted the 
electron density for the same series of q values, but for the 
lowest subband, which in every case is extremely narrow. It is 
seen, that there is no repetitive pattern whatsoever, when the 
different pictures for the successive approximants are compared. 
However, the electron density has in all three cases the same 
basic form (namely, three peaks placed upon pedestals). In all 
cases, the probability is almost zero within a supercell, except 
for a few very narrow peaks lying close to each other. It should 
be noted that the probability is normalized in such a way, that 
its integral over one supercell equals the length of the 
supercell, so that the graphs for different values of q can be 
compared directly. For example, the supercell for q/2n=B/2S fits 
approximately five times in the supercell for q/2n»42/131, 
whereas the height of the peaks is five t'mes smaller. 
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The fact that, however large L and N may be, there always 
remain a few peaks close to each other limited to only a small 
region of the saperceli, implies that for an incommensurate 
value of q one ends up with a state that is strictly limited to 
a narrow part of the total chain. Thus we arrive at the 
important statement that eigenstates corresponding to discrete 
energy levels are localized. 
In this respect vre emphasize that one ought to be very 
careful in concluding which regions of the spectrum for 
commensurate modulation wave vectors tend to discrete levels for 
incommensurate wave vectors. This holds only for those regions 
of the spectrum which are Cantor-type, i.e., those for which the 
gaps between the band clusters remain of finite size with every 
step of the continued-fraction expansion of q/2it. This fact is 
stressed, because sometimes there may occur a cluster of bands 
which as a whole looks like a single, very narrow band, whereas 
in reality it is a couple of bands separated by extremely small 
gaps (the size of the gaps is typically 2 or 3 orders of 
magnitude smaller than that of the bands). The eigenstates 
corresponding to this case are illustrated in fig.2c. Here we 
have plotted the electron densities within a supercell for an 
energy lying inside the lowest subband for a different series of 
approximants (i.e., q/2*=l/16,3/50,7/117). For q/2n«l/16 the 
electron density within a supercell behaves like that 
corresponding to q/2it-8/25 in the discrete-levels case. In a 
large part of the cell the electron density is almost zero and 
the electron is limited to a small region of the cell. However, 
the behavior of the next approximants is completely different. 
If we compare the graph of the electron density for q/2it=l/16 
and q/2s=3/50, we see the same pattern repeated three times, and 
for q/2*=7/117 it is repeated seven times. Although in all 
cases, we are dealing with a very narrow band, the trend when 
going to incommensurate wave vectors is the same as for the 
broad bands described earlier in this section. Hence we 
certainly cannot conclude that, in the incommensurate case, the 
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electron is limited to a particular narrow region in space. This 
strongly suggests the familiar notion that for an isolated 
discrete energy level the corresponding wave function is 
localized, or in another terminology, square integrable, whereas 
in the opposite case where the set of eigenvalues is everywhere 
dense, the eigenfunctions are extended. 
The fact should be mentioned that there seems to be a direct 
relation between the width of a band and the minimal value of 
the electron density in the supercell. He observed, for 
instance, that the mean electron density can drop to a typical 
value of 10 over a fairly large range of the chain (compared 
to a maximum of about 50), if the band width is very small, in 
this case of the order of 10" . As the width of a band grows, 
e.g., if the band width is 10 , the local mean probability 
drops to a minimum of 10 . 
Another interesting phenomenon occurs when we study the 
behavior of the electron density when the phase of the 
modulation function is changed. First we note that a change from 
t to t+2n/N, only signifies a rigid translation of the lattice 
as a whole. This does not change the spectrum, and the wave 
functions are simply shifted. This implies that we only have to 
examine values of t between, e.g., 0 and 2π/Ν. The results for 
the same set of examples as in the beginning of this section, 
are plotted in fig.3. From these graphs we see that for extended 
states the electron density changes only gradually when t is 
varied. However, this is not true when an eigenstate is 
localized. If q-2nL/N, the peaks in the electron density shifts 
a number of lattice sites, when t changes to t+2it/N. For an 
intermediate value of t, there is a sharp transition, for which 
the peak ]umps from one position to the other. 
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Fig.S The electron densities ave plotted uith the phase t of the modu­
lation function as a parameter, t rune from 0 to 2-π/Ν. The three dif­
ferent cases (a), (b) and (c) correspond exactly with the subdivision 
of fig-2. Each graph corresponds to the middle of each set of three 
graphs in fig.2. i.e. for (a) and (b) L/N=17/5S and for ¡a) b/i)=Z/50. 
Notice that the peaks in the probability in 3b Jump suddenly at cer-
tain values of t. 
At t h i s point we want to remark t ha t the phase t of the 
modulation function p lays the r o l e of the i n t e r n a l coord ina te in 
the superspace group approach of r e f s . ( 4 ] and [ 5 ] . Due to the 
fact t ha t the Kronig-Penney model and the modulation are both 
one-dimensional , the superspace in our case has two dimensions . 
The region between two adjacent atoms in the space d i r e c t i o n and 
an i n t e r v a l of 2π in the phase ( » i n t e r n a l ) d i r e c t i o n covers t h e 
area of a u n i t c e l l in superspace . In f i g . 4 we p l o t t e d contour 
l i n e s of the e l e c t r o n d e n s i t y of f i g . 3 b . The para l le logram 
formed by the c e n t e r s of the four p a t t e r n s t h a t a re p l o t t e d , 
b u i l d s e x a c t l y one u n i t c e l l . Note t h a t f ig .4 corresponds to a 
l o c a l i z e d s t a t e . 
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Pig.4 In superspaae the aontouv lines of fig.Sb are dream. In a cer­
tain sense the scales of the x- and t-axis are reversed, compared to 
fig.3. In fig.3b the density ixxs plotted over a range of 53 atoms, in 
this picture over only 3 atoms, whereas in 3b t ran up to 2TI/S3 in 
stead of 2% as in the present picture, flote that there are steep 
troughs between the islands of high density. Otherwise the contour 
lines of the different islands appear to link up fluently. This re­
veals an unexpected structure relating the three peaks in the electron 
density of fig.2b, vMioh are translationally equivalent with the is­
lands. 
The p l o t in superspace r e v e a l s much more of the s t r u c t u r e of 
the e l e c t r o n d e n s i t y over the range of the whole c r y s t a l ( i . e . , 
for a fixed value of t) than one would expect a t f i r s t s i g h t . 
The p i c t u r e t h a t emerges from f ig .4 i s t h a t of a narrow i s land 
(corresponding to the c e n t e r peak of f i g . 4) and two s a t e l l i t e 
i s l e t s (corresponding to the s ide peaks in f ig.3b) separated by 
s teep troughs where the p r o b a b i l i t y drops to almost z e r o . I t i s 
remarkable t h a t the maximum of the d e n s i t y in a u n i t c e l l i s 
located a t t h a t value of t for which the d i s t a n c e between t h e 
atoms i s l a r g e s t . I t i s seen t h a t t h e r e i s a g r e a t coherence 
between the shapes of the c e n t r a l and the s ide peaks . In 
a d d i t i o n , corresponding p l o t s for q/2ii=8/25 and ς/2π=42/131 show 
t h a t the p i c t u r e i s almost exac t ly the same in t h e s e c a s e s , 
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except for one notable difference, namely the islands narrow for 
approximants of increasing order (although they remain centered 
at roughly the same value of t). The width of an island is 2π/Ν, 
so that for an incoromensurate modulation wave vector we end up 
with a couple of equally spaced thin sheets. The spacing depends 
hardly on the value of q, but it may vary with the specific 
subband (for instance, the density of fig.5 will give another 
spacing than that of fig.2b). When the electron densities for a 
series of approximants are compared as in fig.2b, this manifests 
itself as one set of peaks per unit cell (of N atoms) of the 
superstructure, regardless of the value of N. As we have 
discussed previously, this fact is of great importance, because 
it guarantees the strict localization of the electron state in 
the incommensurate case. Otherwise, the electron density would 
exhibit an array of peaks, like the picture of fig.2c. 
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Fig.S Thie figure and fig.2b are very much alike, except for the part 
of the epeotrum to uihieh they correepond. Fig.2b eorreeponde to the 
loaeet eigenoaluee, here the energies are higher (see fig.l). The pat-
tern of the three different pioturee appears to be oloeely related. 
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For nonlocalized states the superspace plot is not so 
spectacular, it merely consists of smoothly flowing contour 
lines. For the localized states, however, it yields a great deal 
of insight. In the first place, it shows in conjunction with 
plots for other approximants, that nothing drastic happens when 
the modulation wave vector changes slightly, even for 
incommensurate wave vectors provided that the character of the 
subband does not change. This is supported once more by fig.5, 
for which the situation is exactly the same as in fig.2b except 
that the electron density corresponds to a higher subband, 
instead of the the lowest. It is seen that the picture for all 
three approximants is very much the same. The superspace plot 
reveals an underlying structure, that otherwise would have been 
hidden. It clearly shows, that the electron density in different 
parts of the supercell for a fixed value of the t are related to 
each other. For example, we could hardly expect beforehand, that 
the shapes of three peaks placed upon pedestals in each graph of 
fig.2b are so closely related. The plotted contour lines of the 
satellite islets appear to join up smoothly with the two 
outermost ones of the central island. Moreover, it seems that 
the picture is highly symmetric. If one considers this plot more 
carefully it appears that the symmetry is violated occasionally. 
This might be a consequence of the fact that it is not always 
possible for each single value of t for which we calculated the 
electron density, to take the same value of the energy, due to 
dependence of the band function E(k) on t for a commensurate 
modulation. We did not really study which values of α or к for 
different t should be related, because the shape of the electron 
density changes only a few percent over the whole range of k. 
Owing to this fact, the densities that are related in figs.3 and 
4 are subject to a certain spread, and this may cause the small 
deviations from symmetry. These questions should be studied more 
carefully in the future, the more so because the picture that 
arises for an actual crystal, which is an intersection of the 
superspace pattern for a certain value of t, reminds one of the 
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hierarchical and recursive structure that underlies the Kronig-
Penney or similar spectra, because the peak pattern is repeated 
on smaller scales in other parts of the crystal. 
Finally, we want to make some remarks on the electrical 
conductivity of the modulated Kronig-Penney system. According 
to Fröhlich, an incommensurate phase with the Fermi level at a 
gap may still be conducting. This happens if the frequency of 
the coupled electron-phonon mode, which is described as a shift 
in phase of the modulation wave, drops to zero. In an 
incommensurate phase this may occur because of the fact that the 
energy is independent of the phase, unless the wave function is 
very discontinuous. However, the superspace plot shows that for 
localized states the peaks in the electron density jump from one 
position to another when the phase of the modulation is changed. 
In other words, the wave function becomes nonanalytic for an 
incommensurate modulation, preventing the free shift of the 
modulation phase. Therefore, if the states at the Fermi level 
are localized, there will be no such Fröhlich mode. 
2.6 Discussion. 
With respect to localization properties, incommensurate 
crystal phases are between ordinary crystals and amorphous 
materials. The states in an ordinary crystal are all extended, 
those for a one-dimensional amorphous system are all localized. 
For an incommensurate crystal the existence of localized states 
depends on the wave vector of the modulation and on its 
strength. 
If one may draw conclusions for the incommensurate case from 
results for commensurate approximations, we have found numerical 
evidence in the displacively modulated Kronig-Penney model for 
the following situation. The spectrum as function of the 
modulation wave vector has a hierarchical and recursive 
structure governed by the continued-fraction expansion of this 
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wave vector. Depending on the latter there are regions in the 
spectrum which are called bandlike and others which we call 
Cantor-type. In bandlike regions the measure of the spectrum is 
nonzero and the gaps go rapidly to zero for successive steps in 
the continued-fraction expansion. In Cantor-type regions there 
are new gaps at every stage of the approximation and the total 
measure of the spectrum goes to zero. In bandlike regions the 
wave functions are extended, in Cantor-type regions they are 
localized. Extended states correspond to continuous densities in 
the unit cell of the superspace symmetry group, whereas 
localized states correspond to discontinuous ones. In this 
respect the model seems to behave slightly different from the 
tight-binding model studied by other authors. 
Aubry has found for a tight-binding model with sinusoidal 
modulation that all states are localized, if the modulation 
amplitude exceeds a critical value; otherwise they are extended. 
Sokoloff, using Anderson's locator method, found, for the same 
model, agreement with Aubry for modulation amplitudes larger 
than the critical value. For smaller values there is a mobility 
edge (for large modulation wave vector q) or a collection of 
narrow bands separated by gaps for small q. The type of 
localization studied by Aubry has a different nature, though. 
The superspace plot showed us that the localized states in the 
Kromg-Penney model correspond to nonanalytic behavior in the 
internal coordinate t whereas in Aubry's case the wave function 
is nonanalytic in the space coordinate itself. Of course, this 
kind of behavior may also occur for the Kromg-Penney model, if 
the amplitude of the modulation function or alternatively the 
strength of the δ potentials is blown up. 
For the Kromg-Penney model Azbel found a mobility edge 
between localized and extended states using semiclassical 
methods. Our investigation confirms this picture: there are both 
localized and extended states. However, this depends strongly on 
the modulation wave vector. So, although we did not investigate 
the spectrum as a function of the modulation amplitude, a 
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metal-insulator transition is also possible in the case studied 
in the present paper, if the states at the Fermi level change 
their character with changing modulation wave vector (which can 
be induced by a change in temperature). 
For the tight-binding model Aubry has shown that/ in case the 
modulation function itself becomes nonanalytic, all states are 
localized. Actually, the system then behaves like a disordered 
one. For the modulated Kronig-Penney model we considered an 
analytic (sinusoidal) modulation function only, and the behavior 
is certainly different. 
Contrary to what happens in amorphous solids in more than one 
dimension, where there exists a mobility edge which separates 
extended states in the center of the band from localized states 
at the band edges, the character of the states in the modulated 
Kronig-Penney model does not depend much on the wave vector k. 
Therefore, in our case localized and extended states may occur 
simultaneously, but they are separated by gaps. Recently, this 
behavior has also been observed in a tight-binding model with 
nonsinusoidal modulation [33]. 
he has become clear from recent publications [13-22] one 
should be very careful in generalizing results for specific 
models or for particular values of the modulation wave vector. 
In particular unexpected things may happen if q/2% is a so-
called Liouville number [13]. 
Bellissard et al. [17] have found an interesting relation 
between the tight-binding model in one dimension studied by 
Aubry [8] and the Kronig-Penney model with modulated strengths 
of the 6-function potentials. In this way they can use results 
for the former model to this Kronig-Penney problem. Like Aubry 
they find a metal-insulator transition in the latter at a 
critical value of the modulation amplitude, in contrast to the 
transition found in the present paper for varying modulation 
wave vector. 
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We want to conclude with two remarks concerning common 
features of the Kromg-Penney model and the tight-binding model. 
Sokoloff has studied the dependence of the band structure of the 
tight-binding model on the phase of the modulation function 
[10]. He found that for bands of extended states the energy is 
nearly independent of the phase. In this respect, it should be 
mentioned, that Butler and Brown also studied the tight-binding 
model [34]. They derived an explicit analytical expression for 
the dependence of the spectrum on the phase of the modulation 
function. This should be studied in more detail. For 
incommensurate modulation wave vectors the situation ought to be 
like this, because then the spectrum is the same regardless of 
the value of the phase, unless, as Aubry argued, an analyticity 
break in the wave functions occurs, through which the electrons 
become localized. Indeed, Sokoloff found that for localized 
states the band structure becomes phase dependent. For the 
Kromg-Penney model we found a similar behavior. The three 
lowest, extremely narrow bands for ς/2π»3/50, for example, which 
correspond to nonlocalι zed states, are independent of phase, 
whereas the lowest subband for q/2u=7/53, whose width is 
comparable, varies considerably with phase. 
Another interesting observation concerns the widths of the 
gaps. Zilberman has studied the tight-binding model, using the 
same WKB methods as Azbel, to establish the relation between the 
continued-fraction expansion of the modulation wave vector and 
the band structure [31]. Zilberman's analysis shows that the 
largest gaps are found at the edges of the band clusters. 
Towards the center of the clusters they diminish exponentially. 
This behavior is easily observable for small values of the 
modulation wave vector for which Zilberman's approach originally 
applied due to the nature of the WKB method (however, as we have 
mentioned before, Sokoloff has extended the analysis to 
arbitrary valuPS of the modulation wave vector). Exactly the 
same behavior is found for the Kromg-Penney model. 
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Ill MODULATION AND DUALITÏ 
3.1 Introduction 
This chapter is dedicated to the role of the phase ν of the 
modulation function. For incommensurate smooth modulation one is 
free to shift the modulation function without it costing the 
system any energy. If v0 is added to *, this corresponds to a 
rigid translation of the lattice as a whole, the atomic 
configuration remains unchanged, and so does the energy 
spectrum. For commensurate modulation this is only the case for 
special values of v.. For arbitrary v-, however, the atomic 
configuration does change accordingly, and one is dealing with a 
slightly different crystal. The atomic configuration is periodic 
in v, though. For a commensurate crystal the modulation wave 
vector q is given by q-2*L/N, where L and N are relatively prime 
integers. Hence in our model the unit cell contains N atoms, and 
the periodicity in the phase is 2%/Ы. 
There is a certain duality between the phase ν and the wave 
vector к of the electronic state (or, of the normal mode 
vibration in the phonon case). Aubry and André (1980) were the 
first to use this fact. In this chapter we will illustrate this 
duality by investigating the dependence upon ν and к of the 
characteristic equation which determines the eigenvalues of the 
system. 
In the next section, this duality will be illustrated and 
applied to the modulated spring model. In section 3 the 
structure of the characteristic equation will be given for a 
system with a unit cell of identical atoms connected by 
different springs. This system is more general than the 
modulated spring model, because there are no conditions imposed 
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on the spring constants. In section 4 we will follow the 
analysis of Butler and Brown (1968), who derived an explicit 
analytical expression for the dependence upon ν of the 
characteristic equation of a tight-binding model. In that 
section Butler and Brown's approach is applied to the modulated 
spring model. using the results of section 4, it will be shown 
in section 5 for a special case, that the characteristic 
equation of the modulated spring model depends in exactly the 
same way upon v, as it depends on the wave vector к of the 
normal mode vibrations. For this special case the form of the 
characteristic equation is exactly equivalent to that of a 
system of particles connected by springs in two dimensions! It 
should be noted that this special case corresponds to the 
situation in which the amplitude Δα of the modulation equals the 
constant part a of the spring constants. As we have already seen 
in the chapter dedicated to lattice vibrations of this thesis, 
the spectrum displays special features when Δα=α. 
3.2 Aubry duality 
In section 5 of chapter I (on lattice vibrations), an 
equation has been introduced, which is very similar to the 
equation of motion corresponding to the modulated spring model. 
In recent literature this equation is called the "almost Mathieu 
equation", because this difference equation resembles the well-
known Mathieu equation. 
The almost Mathieu equation is given by 
u
n+l + un-l + λεο3(4η + ν)ϋη = Eun. (1) 
As we have seen in the above-mentioned section of chapter I, 
this equation is produced if models are constructed to describe 
different physical phenomena, where incommensurability occurs 
(Bloch electron in a magnetic field, lattice vibrations of 
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modulated crystals). To these phenomena the electronic 
properties of modulated crystals (the subject of chapter II) in 
the tight-binding approximation can be added, because this 
approximation leads also to the almost Mathieu equation. The 
fact that the different phenomena lead to the same (type of) 
equation has been discussed by Janssen and Janner (1981). 
Aubry and André (1980) have shown that for the almost Mathieu 
equation, the roles of ν and к can be interchanged. This 
property has become known in literature as Aubry duality. This 
duality has been very useful in obtaining rigorous results on 
the almost Mathieu equation (Simon 1983). The periodicity of 
the modulation function suggested Aubry to look for solutions of 
eq.(1) such that (cf. Bloch Ansatz (6.6) Ch.I) 
u
n
 > e
i k n
 Σ ft β11«*·**). (2) 
After substitution of the expression for u , it turns out that 
f, must satisfy the dual equation: 
fi
+
l + £1-1 + X cosila) f
 l . » f,. (3) 
When λ=2 (cf. Hofstadter (1976)), eq.(1) and eq.(3) are 
completely equivalent; the system is self-dual in this case. 
The expansion of eq.(2) can also be used for the equations of 
motion of the modulated spring model (for which the springs are 
given by o
n
=a-Aacos(nq+v)). The equations of motion read 
[β-Δο0οβ{ (n+l)q+v}] (un-un+1) + [ii-Äocos(nq+v) ] (un-un_1)"mu2un. (4) 
Substitution of the expansion for u as given in eq.(2) in this 
equation leads to its dual equation, given by 
~ 77 ~ 
-2Δ« e^sini^tÜ sin'^yq** f
 1+1 - ™
ω
2 
(5) 
Although the dual equation has an intriguing structure, it does 
not resemble the original equation as much as in the case of the 
almost Mathieu equation. The dual equation of the modulated 
springs system is a second-order difference equation, just as 
the dual equation of the almost Mathieu equation. This fact is 
due to the simple sinusoidal modulation, that characterizes both 
equations. When the modulation contains higher harmonics as 
well, the order of the dual equation becomes higher than 2. 
Although the Aubry duality does show that ν can be treated on 
the same footing as k, it still remains interesting to exploit 
the analysis of Butler and Brown, because in this way one is 
able to reveal how the characteristic equation that determines 
the energy eigenvalues of the system, depends on к and v, 
simultaneously. 
3.3 General structure of the characteristic equation. 
As we have seen in the chapter dedicated to lattice 
vibrations, one is able to establish the dispersion relations 
after substitution of the normal modes in the equations of 
motion of the system. The eigenfrequencies follow from the 
characteristic equation, which is polynomial of degree N in 
(-πιω ) , where N is the number of atoms in a unit cell. To 
describe incommensurate crystals we have introduced a 
modulation, which causes all springs to be different. Since such 
systems can not be handled directly, we were led to study series 
of commensurate approximants. In all cases that have been 
considered in this thesis, we have dealt with systems with a 
unit cell of N atoms, while N is at most in the order of 150. In 
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this section a recipe is given, in which way the characteristic 
equation for a system with N different springs can be found. It 
will be shown that the structure of this equation is relatively 
simple. 
The equations of motion (eq.(2.1) of the chapter on lattice 
vibrations) of a system with arbitrary springs can be rewritten 
in a 2x2 matrix form: 
'«W 
u
n 
k · 
•
 T
„ 
f u 
η 
% - 1 
к 
where 
. ίννι-
Β , ω 2
 "Vi 
T
n " «η « 0 · <7> 
η 
• 
This alternative formulation has been used by a great number of 
authors (see, for example, Hori and Asahi (1957), Maradudin and 
Weiss (1958), and Matsuda (1962)) to study impurity effects in 
similar systems. The technique as such is much older, though. It 
has been used in the theory of electronic networks in the 
thirties already (see, for example, Brillouin and Parodi 
(1956)). The same type of treatment has been employed for the 
problem of a Bloch electron in a magnetic field. 
We used the transfer matrix technique to calculate the 
characteristic equation that determines the e igen frequencies of 
the system. In the first instance, we were inspired to do so by 
an article by Maradudin and Weiss (1958). They studied a similar 
problem, but for a different purpose, viz. they were interested 
in the vibrational properties of disordered solids. As a first 
approach they studied diatomic lattices with some arbitrary 
(though repetitive) configuration such as mmttnmM..., 
mmmMmmmM..., and mmMMmmMM... , where m and M denote both types 
of masses of which the system is constituted. Now, Maradudin's 
and Weiss' approach to this kind of systems is very similar to 
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ours. Moreover, they also looked to bigger and bigger unit 
cells. Due to the fact, that the characteristic equations, 
corresponding to these configurations seemed to have some 
structure, we were first led to the question, whether it would 
be possible to establish the characteristic equation for an 
arbitrary arrangement of springs. It should be stated that the 
transfer matrix technique is very useful to this purpose, but it 
is not essential to use this method. The results can also be 
obtained with the NxN cyclic matrix of eq.(2.1) of chapter I 
If we impose the same boundary conditions on the system as in 
eq.(2.5), the displacement of the (N+l)th particle and that of 
the first are related according to 
=
 e
iNkb 
JN+1 e ul· (8) 
The secular equation can be written as: 
det[T ( N )-e i N k b I] - 0 (9) 
where I is the unit matrix and τ' ' is defined by 
(Ν) N 
T I N J „ n T ( 1 0 ) 
n-1 
Eq.(9) leads to an expression for the trace of the matrix τ' ' 
Tr[T ( N )] = 2cosNkb (11) 
where use has been made of the fact that det[T' ']«1. 
Evaluating the trace of this equation leads to the 
characteristic equation. For this purpose, we introduce matrices 
A„ related to the T_ according to 
η η
 э 
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When all springs are equal (i.e., α
η
"
α
ι ) ' eq.(ll) turns out to 
be simply: 
Tr[A ( 1 )] = го^-ти2 = Zoj^coskb (13) 
which is the usual dispersion relation. For two different 
springs (a2n 1 = al' a2n = a2'' t w o transfer matrices have to be 
multiplied. The dispersion relation then reads 
Tr[A'2'] = 2<i1«2-2(al+a2'IIIÜ'2+m2o)4 " 2e 1a2 c o s 2 k b· <14' 
For three different springs the dispersion relation becomes 
already somewhat more complicated. After multiplication of the 
three transfer matrices one gets 
Tr [A* ' ] «га-а-а -3 (α.α,+α,α +0-0. )ιηω2+2 (a.+a.+a-Jm ω -m ω » 
- 2a1a2o3cos3kb. ^
1 5
' 
This series of expressions shows the structure of the general 
expression of ТГ{А' '} for arbitrary N. First it should be noted 
that all products in which the «j are involved are monomials. 
The first term on the left-hand side involves all a. and has 
always coefficient 2. Combined with the right-hand side, this 
gives the familiar term 4а. а... .(^зіп (Nkb/2) that occurs in the 
dispersion relation for the general case. The next term, linear 
2 
in (-mu ) on the left-hand side, involves the sum of all 
permutations of the products of N-l «j with coefficient N. The 
next N-l terms have alternate sign. They are a little more 
complicated to describe, except for the last two terms. The last 
2 N —1 term but one, proportional to (-πιω ) , consists of the sum of 
all N a. multiplied by 2. The last term is simply (-m<i>2)N. 
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At this point, we have described all tenis that occur in the 
three examples, given above. Considering now four different 
springs the expression for the trace becomes 
{л\ 2 
Тг(А ']»2о.02в->ал-4 (ο, α,α,+α,ο,α .+ιι-σ .α,+α .ο, ο,ίπιω « 
л 
+ [3 («ι «2 + а2 яЗ + аЗ'І4+а4'Іі'+*'<,1<,3+α2<14''m2u + l^ì 
-2 1а^ + а2 + а^)т ш -m ωα « За.іі-а.а .cos4kb. 
The middle term involves all permutations of 2 out of 4 of 
products of a.. Yet, the coefficients are different for the two 
different types of products. Schematically, we can represent the 
first type as 
X X · · «XX· · ·X X X· ·X 
3 1 1 3 1 3 3 1 
The first term stands for αια2· t l l e next for а2<Із a n d s o o n* 
The coefficients can be determined from this typographic pattern 
as follows: The "xx." cluster corresponds to a factor 3, and the 
single dot "." to a factor a 1. The coefficient is obtained by 
multiplying both factors. The ".xx.", "..xx", and "x-.x" terms 
can be seen as cyclic permutations of the "xx.." term. The 
coefficient are all the same for these terms. 
The two terms of the second type can be represented by 
X · X · · X · X 
2 2 2 2 
The terms of this type factorize in two "x." clusters, and the 
coefficient is 2x2-4. At this stage it may seem a little 
mystical, but the description above gives the relation between 
clusters of dj and coefficients. This gives the reason why these 
numbers are indicated in the schematic representation above. It 
should be noted that with the two types all possibilities to 
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decompose into a sum of nonzero integers 4 are exhausted, i.e., 
1+3-4 or 2+2»4. The above description gives the recipe 
according to which the characteristic equation for arbitrary N 
can be established. The number of different terms grows rapidly, 
though, when N increases. This is illustrated when we write down 
the characteristic equation for N-5. In order to show, how the 
recipe works, we group the different terms as follows: 
2α 1α 2α 3α 4α 5 xxxxx 2 (|)-1 
"
5 ( α1 α2 α3 α4 + ι ,2 Ι Ι3 β4 β5 + α3 α4 α5 < Ι1 + xxxx. 5.1 (5+1-6) ^ ) - 5 
+«4«5»1»2+''5«1«2«3)ιηω2 
+ [ 4 ( α 1 " 2 β 3 + ο 2 ο 3 ο 4 + α 3 ο 4 α 5 + α 4 σ 5 ( ΐ 1 + x x x . . 4 . 1 (4+1-5) ( | ) - 1 0 
+ α 5 α 1 α 2 > 
+6(ο 1α 2σ 4+α 2α 3α 5+β 3ο 4ο 1+ο 4ο 5α 2 + χχ.χ. 3.2 (3+2-5) 
2 4 
+α α-α.) ]m ω 
"
I 3 ( Bl a2 + Œ2 a3 + e3 a4 + a4 a5 + a5 al , + «x··· 3.1 (3+1-4) (|)-10 
+4(ο 1α 3+ο 2α 4+ο 3α 5+β 4α 1+α 5ο 2)]ω
3
ω
6
 χ.χ.. 2.2 (2+2-4) 
+2(α 1+ο 2+α 3+α 4+α 5) η
4
ω
8
 χ.... 2.1 (2+1-3) (?)-5 
-m5ü)10 1.1 (1+1-2) ih·! 
•2a1a2o3o4a5cos5kb 
In the first column, one can read from top to bottom the 
characteristic equation for N-5. The second column gives a 
schematic representation of the types of monomials in the a. 
that occur. All other terms of such a type can be obtained by 
cyclic permutation. The third column gives the coefficient that 
corresponds to monomials of the type given in the second column. 
As one can see, a single dot "." in the second column 
corresponds to a factor 1 in the third column, a "x." cluster 
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corresponds to a factor 2, a "xx." cluster to a factor 3, etc.. 
In this way, the possibilities to distribute χ clusters (of 
different length) over N positions (N=5 in this case) are 
exactly reflected in the nonzero integers in which the 
coefficient can be decomposed. The rules to determine the 
coefficients corresponding to the various types of monomials are 
therefore simple. It should be noted that the decomposition 
should be continued until all possibilities are exhausted. If 
N»9, for example, also monomials of type xx.xx.xx. occur, and 
the coefficient equals 3x3x3, correspondingly. It is easy to 
check if all possibilities have been accounted for, because the 
total number of terms with monomials of order η equals ( ) as is 
indicated in the last column. 
We are now able to determine the characteristic equation for 
a unit cell that contains an arbitrary number of atoms N. 
Although, the recipe that gives the different terms, is 
relatively simple, the characteristic equation gets quite 
elaborated for large N. Maradudin and Weiss have used the same 
methods for N<8. It can easily be checked that the recipe that 
is given above agrees completely with their results. 
The characteristic equation can be checked for the special 
case that all springs are equal. Then the roots of the 
characteristic equation are easily determined. When a unit cell 
of N atoms is taken, the width of the Brillouin zone is 2ii/N. 
The dispersion curve is folded N times between the center of the 
Brillouin zone and the zone boundary. For example, for two 
springs per unit cell, the dispersion curve consists of two 
branches, and the characteristic equation (14) decomposes as 
(ты2 - 4asin2 )ψ) (тш2 - 4iicos2 ^ ) = 0. (17) 
And for three springs, there are three branches, and the 
characteristic equation (15) decomposes as 
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(mu2-4osin2 íy·) (ты2-4озіп2(5 - ^ ) (rau2-4asin2 (^+3) ) =0.(18) 
At the zone center and the zone boundary, the branches touch, 
and the eigenfrequencies are doubly degenerate. In chapter I it 
has been argued that when the unit cell consists of N different 
springs in stead of N equal springs, gaps open up at the zone 
center and boundaries. This is illustrated, also for two and 
three atoms per unit cell, respectively, in fig. 2 of chapter I. 
In case of a system with modulated springs, these gaps will 
be generally small when the amplitude of the modulation is 
small. This has been illustrated in section 6 of chapter I, 
where perturbation theory was applied to indicate the widths of 
the gaps of different order. As perturbation theory shows, the 
original dispersion curve for the situation that all springs are 
equal is easily recognized. Of course, perturbation theory 
fails, when the amplitude of the modulation becomes relatively 
large, especially when Δα=α in eq.(2.2) of chapter I. In that 
case the eigenfrequencies at the center and zone boundary 
deviate largely from 2(a/m)лзіп(ln/N) A-Ό,Ι,..,Ν. When Δα-α, 
the structure of the eigenvalue distribution is connected with 
the continued fraction expansion of the modulation wave vector 
as has been discussed in chapter I. 
Although we did find the recipe that gives the characteristic 
equation for N different springs, no proof has been given. It 
seems plausible that the recipe can be proven by induction. A 
proof will not be given here, however, because in the next 
sections we will not use the detailed structure of the 
characteristic equation. Of course, an attempt could be made to 
employ the fact that we are not dealing with arbitrary springs, 
but with springs of explicit (and relatively simple) form. In 
this chapter, however, we are primarily * interested in the 
explicit dependence of the characteristic equation upon the 
phase ν of the modulation function. It will turn out that for 
this purpose it is sufficient to evaluate the product of 
OJ^J...o^ only. 
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3.4 Modulation-phase dependence of the characteristic equation. 
In this section we will focus our attention on an article by 
Butler and Brown (1968), which is dedicated to the subject of 
the Bloch electron in a magnetic field. In their formulation of 
the problem almost the same equations turn up as we have 
encountered in chapter I, where the modulated spring system is 
treated. It is useful to apply a part of their approach on the 
modulated spring system, because that will further the 
understanding of the dependence of the vibrational spectrum of 
this Systran on the phase ν of the modulation function (cf. 
eq.(2.2)). It turns out that with the method of Butler and 
Brown, the characteristic equation that determines the 
eigenfrequencies of the system (in which the transfer matrices 
Τ (v) n-Ι,...,Ν are involved) for general ν can be related to 
the characteristic equation for v=0 and an extra term which 
depends explicitly upon v. 
We will follow the arguments of Butler and Brown and apply 
them to the modulated spring system. First, the factor Q (v) 
is calculated, which is the product of all spring constants a . 
For simply sinusoidally modulated spring constants this factor 
is given by 
0(ί,)(ν) - (Δα)Ν Π [^ - - cos(qn+v)]. (19) 
П"1 
The cos(qn+v) terms suggest to introduce the Tschebychev 
polynomials Τ (cose), which are defined by the relations (see, 
for example, Brillouin and Parodi (1956)) 
T0 (coseni 
Т. (соз ) =соз 
; (20) 
Т^.. (соз )«2соз т (соз )-т , (соз )=соз(т+1) , т>1. 
m+j. m m-l 
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He note that also i t holds, that T_(cosh9)«cosh(ro9) . Defining 
χ '(α/Δα)-cos(nq+v), i t i s clear that we get 
TN (Sï " "η' " TN[cos(nq+v)] » cosN(nq+v). (21) 
For the commensurate case q-2n(L/N), the factor Nnq-Nn2n(L/N) is 
a multiple of 2*. Thus, the x
n
 are the N roots of the polynomial 
defined by 
P N ( X ) * TN ( Ш " ^ - c o s Ν ν · , 2 2 ) 
In general a polynomial of order N can be written as 
Ν
 η-0 η Ν η - 1 η 
The coefficient a N in our specific case is -(-2)
N
 which can be 
derived easily from eq.(20), and due to the fact that we are 
dealing with Tschebychev polynomials, all roots χ are real. We 
are now able to determine Q(v), since 
PN(0) - -(-Σ)™"
1
 Π (-x
n
) - Τ ( " )-Cos Nv (24) 
n»l 
this yields 
0 ( N ) (v)-2(^)Nlcoeh Νε-cos Nv] (25) 
where с is defined by 
cosh с - ^ L (26) 
making use of the fact that in the case we are interested Δα<α. 
The next step is the calculation of the trace of the matrix 
Α (ν), given by 
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іІЫ)
 (ν) . Π Α
η
( ν ) (27) 
η-1 
where Α (ν) i s d e f i n e d conform e q . ( 1 2 ) . Fo l lowing t h e arguments 
g i v e n by B u t l e r and Brown, i t i s e a s y t o s e e t h a t the t r a c e o f 
matr ix λ (ν) i s p e r i o d i c in v. Noting t h a t q~2ii(L/N) , one c h e c k s 
t h a t A (ν+2π/Ν)=Α ( v ) , where mL=l mod N. Replac ing ν by ν+2π/Ν 
comes down to a c y c l i c permutat ion of t h e m a t r i c e s A ( v ) . The 
p e r i o d i c i t y of t h e t r a c e of matr ix A (v) i s t h e r e f o r e 2n/N f and 
the t r a c e i s g i v e n by 
TnA^tv,! -
 ν
σ
ι β
ί Ν ν
+ ο ; β - ^
ν
+ ο 2 β
ί 2 ι ) ν
· κ : ; 6 -
ί 2 Ν ν
+ . . . (28) 
where the coefficients С., C,, ... as in the case of Butler and 
Brown can simply be calculated by keeping only the terms in 
A (v) that are proportional to e l v, while dropping everything 
else. It is seen immediately that the coefficients С., i>2 are 
equal to zero, because maximally this leads to an exponent 
proportional to ivN. For C., this yields 
C. - (- * " ) " Π еіпЧ Тг[м (29) 
1
 ¿
 η-1 
where M j . - l + e " 1 4 , M i 2 = ~ e ~ 1 4 ' M 2 l " 1 ' ' a n â M 22" 0 * ' r h e e i g e n v a l u e s 
o f M are 1 and e~ , C, i s t h e r e f o r e g i v e n by 
С = (- ^ ) N Π e i n 4 [ l + e - i n ( ï ] . (30) 
n« l 
The product over η comes down to a simple summation over the 
series of integers from 1 to N, and yields e 1 Ч = 
in(N+l)L , ,.(N+1)L , ^ N + l „. , ,_ „ _, 
e -(-1)' »(-1) . The last step, as Butler and 
Brown have stated is due to the fact that L and N are relatively 
prime. Altogether, we have evaluated C. 
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.#) N{1 • е-^Ч} . -2(^) Ν. (31) 
In the last step, again use has been made of the fact that 
q»2itL/N. Instead of C Q , Tr{T ( N )(0)} can be brought in, by 
setting v O in eq.(27). This finally yields the relation 
between Тг{т' (ν)} and Тг{т' ' (0)} in which the dependence upon 
ν is explicitly given by 
(coshNc-cosNv)Tr [T1"' (v) ]«(coshNE-l)Tr [T ( N ) (0) ]+2(l-cosNv) . (32) 
As we have seen, eq.(11) determines the vibrational spectrum of 
the modulated spring system. Eq.(32) can now be used to compare 
the spectra for different values of v. As we have seen in 
section Э of this chapter, the trace of matrix Ί" '(v) can be 
evaluated in such a way that it gives the characteristic 
equation. 
For the case that L-l and N*2, eq.(32) becomes simply 
v
 „ , , 2(ο2-Δα2)-4ο+
η
2
ω
4)-(cosh 2c - cos 2v) _: _ ^ _ L. m 
o'-Aa'cos ν ... 
(cosh 2ε - 1) 2(» 2-Αα 2)-4«^ 2ω 4
 + 2 ( 1 _ c o s 2 ν ) 
where, according to the definition of eq.(20), cosh 2e= 
2 2 2 (of/An')-1. So we see that as a consequence of eq.(2e), for 
modulated springs, only the term with αι α2·· αΜ depends upon v. 
Due to this fact, it turns out that the spectrum for )t«0 is 
independent of v. This is illustrated, for example, in eq.(2.6) 
of chapter I, where the dispersion relation for L/N-l/2 is 
given. When k-0, sin kb«0 and it follows that the 
2 2 
eigenfrequencies are given by mci>_*0, and mw'-4ii, respectively. 
For L-l and H'3, the dispersion relation is given by 
т^
6
-6<ад2(л4+9(а2-£да2)то>2-4(а3-!да2(і-^Да3со83 )віп2 |kb«0. (34) 
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For k=0, the eigenfrequencies are given by 
2 2 2 3 
πιω. m ο, πιω- = πιω, = 3ο ± -jAo. (35) 
The other case that is interesting is when к is at the BZ 
boundary, where sin Nkb2=l. The eigenfrequencies in this case 
for L/N=l/2 are given in eq.(2.6) of chapter I. For L/N=l/3, the 
eigenfrequencies at the zone boundary can be determined for a 
few specific values of v. If v=0, eq.(34) is easily decomposed, 
and the eigenvalues are given by 
„,(02(0) - |o - ІДа - 1 [{За + ^Δα) 2 + ΘΔα2]5* 
müi2(0) = a + ^Δα (36) 
π,ω^ο) . |β _ ІЛв + 1 [(30 + ^Δο) 2 + βΔο 2]^ 
For 3ν=π, eq.(34) is similar, and likewise are the expressions 
for the eigenfrequencies 
"""i'?' = о - -jAo 
m»!Φ " l" + kAa - 7 1(3α " ·2 Δ α ) 2 + β 4« 2! 4 < 3 7) 
"""З^' * Ι"
 +
 7 Δ < Ι + 7 1(3α " 7 Δ α ) 2 + 8 Δ α 2 ] ' 1 
For the case that Δο/α=10~ , as in chapter I, the 
eigenfrequencies have been calculated numerically as a function 
of v, for L/N=l/3 and к at the BZ boundary. The results are 
plotted in fig.l. It should be noticed, that as L and N get 
larger, the dependence upon ν of the eigenfrequencies gets 
weaker. This corresponds to the fact that for the 
incommensurate case the eigenfrequencies are completely 
independent upon v. 
In fig.2 we did the same for Δα=α. This plot resembles the 
dispersion curve of fig.2 of chapter I. The remarkable fact 
occurs, that the dependence upon ν of the eigenfrequencies is 
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exactly the same as the dependence upon the wave vector к of the 
normal mode vibrations. This will be shown in the next section 
for general L/N. 
πιω
2 
a 
^ 
Fig.l Eigmfrequenoiee aa α function of 
the modulation phase ν in the ease that 
tafia for L·-! and Я=3 for к at the BZ boun­
dary. 
Fig. 2 Eigenfrequenciea aa α f ¡motion of 
the modulation phase ν in the case that 
Да»a for L·-! and S=3 for к at the BZ boun­
dary. Sote the similarity between this 
plot and f ig.2 of ehapter I. 
Both in fig.l and in fig.2 the eigenfrequencies vary 
monotonically with v. We want to stress, that we have numerical 
evidence that the same holds for the dependence upon k. The 
modulated spring model does not exhibit a soft mode, unlike the 
(nonlinear) microscopic models that have been studied by Janssen 
and Tjon (1982). 
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3.5 The Δα-g сазе. 
In the final section of this chapter, we will study the 
characteristic equation in more detail. In section 3 of this 
chapter, it has been shown that the characteristic equation for 
a system with a unit cell with N different springs is given by 
(-ιηω2)Ν + 2 («,+α,+ ... + <«„) (-πιω2) Ν - 1 + ... + 
1 i
 , (38) 
+ Nfaj^Oj. ··αN_l+',2αЗ···αN+• ·*' ("m™ ' " 2 αι α2· · · aN ( 1 " c o s N k ) 
As we have seen in the preceding section it is easy to calculate 
the product of all spring constants α on the right-hand side of 
this equation, when the spring constants are simply sinusoidally 
modulated 
N . 
Π [ α - Δ α ( η ς + ν ) ] - 2 ( ^ ) и [coshNe-cosNv] (39) 
n=l ¿ 
where cosh ε is defined in eg.(26). 
In the first place, eq. (28) shows that the left-hand side of 
eq.(38) is independent of v. Secondly, it turns out that when 
Δα=α, the right-hand side of eq.(39) takes the special form 
2(.5)N[l-cosNv] [1-cosNk] (40) 
This is exactly the form of the dispersion relation of a two-
dimensional system of particles connected by springs (of course, 
when Δα<α, the right-hand side of eq.(38) takes a somewhat 
different form). The results of this chapter stimulate the 
investigation of how incommensurately modulated systems can be 
viewed in a higher-dimensional space. The next chapter deals 
with this question. 
— 92 — 
REFERENCES 
- Aubry S. and André G. 1980 Proc. 8th Int. Coll. Group 
Theoretical Methods in Physics eds L.P. Horwitz and Ï. 
Ne'eman (Bristol: Adam Hilger) p. 1133. 
Brillouin L. and Parodi M. 1956 Propagation des Ondes dans 
les Milieux périodiques (Paris: Masson, Dunod). 
Butler F.A. and Brown E. 1968 Phys. Rev. 166 630. 
- Hofstadter D.R. 1976 Phys. Rev. В 14 2239. 
- Hori J. and Asahi T. 1957 Prog. Theor. Phys. 17. 5 2 3 · 
Janner A. and Janssen T. 1977 Phys. Rev. В lj> 643. 
Janssen T. and Janner A. 1981 Symmetries and Broken 
Symnetries in Condensed Matter Physics ed. N. Boceara (Paris: 
IDSET). 
J a n s s e n T. and Tjon J.A. 1982 Phys. Rev. В ¿5 3767 . 
- Maradudin A. and Weiss G.J. 1958 J . Chera. Phys . 29^ 6 3 1 . 
- Matsuda H. 1962 Sup. Prog. Theor . Phys . 23 2 2 . 
- Simon B. 1982 Adv. Appi . Math. 3 4 6 3 . 
— 93 — 
— 94 — 
IV MODULATION AND SUPERSPACE SYMMETRY 
The usual formulation of the theory of phonons and electrons 
in crystals exploits the lattice periodicity. The fact that for 
incommensurate crystals the lattice translational symmetry is 
lost, causes problems for this reason. However, as has been 
shown by de Wolff (1974), and Janner and Janssen (1977), crystal 
lattice symmetry can be recovered in the so-called superspace 
approach. The question then arises whether this allows to solve 
the problems mentioned above. In this thesis we already 
encountered the superspace approach in section 2 of chapter II, 
where it is applied to an electron in a quasi-periodic potential 
along the same lines as has been done for phonons in 
incommensurate crystals (Janssen 1979). In both cases the 
problem is studied for an incommensurate crystal in three 
dimensions with a d-dimensional modulation. Then the symmetry 
group is a crystallographic space group in 3+d dimensions. 
In this thesis a number of one-dimensional models has been 
dealt with, for which Janssen and Janner (1981) have applied the 
superspace approach, i.e., they applied the approach to the 
equations of motion of a linear modulated chain, and to the 
SchrOdinger equation of a modulated tight-binding model, which 
leads in a special case to the almost Mathieu equation. It has 
been mentioned in the previous chapters that the latter equation 
is also produced for a model, describing a Bloch electron in an 
external magnetic field. All equations can be written in the 
same standard form, and Janssen and Janner have shown how the 
superspace crystal symmetry appears in this type of equation. 
They also have derived some first consequences. In this chapter 
it will be shown how the superspace approach can be applied to 
the Kronig-Penney model. 
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In chapter II we studied the Schrödinger equation of a 
Kronig-Penney model, where the δ-function potentials are 
positioned on the sites of a displacively modulated crystal. 
The atomic equilibrium positions are given by 
x
n
 » na + u(qna) (1) 
where η is any integer, a is the lattice constant, q is the 
modulation wave vector, and u(x) is a periodic function with 
periodicity 2x. (Note that in this context u(qna) does not 
denote the displacements of the atoms from their equilibrium 
positions, but from a equidistant, nonequi librium array). Since 
the modulation is supposed to be incommensurate, we have the 
condition that a in 
2
" (2) 
is irrational, when a is the lattice spacing. 
As in chapter II the wave function between δ-functions can be 
written as 
Ф(х) - A
n
e
i e
* • B
n
e-
i a x
, x
n
 < χ < x
n + 1 . (3) 
Matching of the wave function and of its derivative at the 
boundary between the nth and (n+l)th cell yields the following 
conditions: 
'n+l
 л
 „ -
іал
п+1 , . 1 а яп+1
 х
 _ -
і и ж
п+1 
+
 "
 А
п
+
1е + Вп+1 е 
п+1 „ -'"п+І, ^ Ym ,. і а хп+1 ^
 D -""п+І, e J + — - · 
(4) 
і
в
(А
п
е - В
п
е ') -^(А
п
е + В
п
е 
η 
l.rm І а Х п + 1 η - І а , <П+1. «іа(А
п + 1е - В п + 1 е ). 
We can rewrite these equations as follows 
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where д=тпі/П2. Conversely, Ь
п
_і and B
n
_ 1 are given by 
-2iax_., 
An-1= (1*й'*п-й· Bn 
B
n + i = α - &
Β
η + ^ * 2 ί α Χ η + ΐ Α „ 
(5) 
(6) 
Eq.(5) and eq. (6) can be combined in such way that a second 
order difference equation in the A ' s is produced 
i = (x
n + 1-x n) -^Сп+І-^п'
 + 
A
n
+
l e + »n-l e
 ( 7 ) 
-[2cos{a(x
n + 1-x n)} + | sin{<i(xn+1-xn}]An - 0. 
The atomic positions χ enter these equations in a convenient 
way. Due to the fact, that only x_ i l-x is involved in this 
n+1 η 
equation, the coefficients of the A ' s are periodic functions. 
Indeed as: 
x
n+l " xn * ( n + 1 ) a + u{(n+l)qa} - na - u(nqa) = f
n
 (8) 
the nonperiodic part drops out, and f has the periodicity of 
the modulation 
f
n
 = f(nqa), f(x) = f(x+2n). (9) 
Eq.(7) has the form of the standard equation for which Janssen 
and Janner have studied the invariance group. If one introduces 
an internal coordinate τ and defines 
ί
η
(τ) - f(nqa+t) (10) 
the function Ε
η
'
τ
'
 i s
 invariant under two discrete 
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transformations 
(i) n*n+l, τ+τ-qa 
(И) 
(ii) n+n, τ->τ+2π. 
Eq.(7) can be extended by considering in addition to the 
η-dependence the dependence on the parameter τ as well: 
iaf (τ) -ΐ«ί
η
(τ) 
Α
η
+
1< τ> + e Αη-1<τ» + 
[ 2 c o s { a f
n
( T ) } + i s i n { < i f
n
( t ) } ] A
n
( x ) » 0 . 
(12) 
One verifies that the set of these equations (all integers η and 
all real τ) is left invariant by the transformations of eq.(11). 
This indeed reflects the superspace group symmetry of the 
corresponding crystal as described by eq.(l). Such a crystal 
can be embedded in a unique way in a two-dimensional 
"superspace". For this purpose we introduce a two-dimensional 
lattice Σ generated by the basis: 
•*• 
aj^  = (a,-qa) , 
(13) 
a 2 - (0,2*) . 
Acting with the lattice Ζ on each position with τ-O given by 
eq.(l) produces a set of points in superspace which is dense on 
a line. Thus a picture is obtained resembling the world lines in 
the space-time of a vibrating crystal. This pattern is called 
the supercrystal, and its points are given by 
(na+u(nqa+x),τ), integer n, real τ. (14) 
The pattern and its construction are indicated in fig.l. It is 
seen that τ can be interpreted as the phase of the modulation 
function, which determines the shape of the "world lines". The 
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intersection of the world lines with the positional space (τ=0) 
gives tne original modulated crystal. Owing to the fact that the 
modulation is incommensurate, we obtain exactly the same atomic 
configuration for the intersection at arbitrary constant τ (it 
should be noted that this is not the case for commensurate 
modulation). By construction such a pattern is invariant with 
respect to the transformations (11), which in fact expresses a 
two-dimensional lattice symmetry. The nontriviality of the 
construction is represented by the superspace group symmetry of 
such a pattern, which in general is higher than the lattice 
translational symmetry only. 
ntmil ipan 
Fig.l Super ату в tal in tao dimensiona eorreeponding to α one-
dimensional modulated oryetal. It ia ehovn. Jhich pointa on α world 
line oorreepond to particular atome, a, and a, span the lattine in 
euperepaee. 
Returning t o e q . ( 1 2 ) , we n o t e t h a t t h i s e q u a t i o n i s l i n e a r 
and s i n c e i t has s p a c e group i n v a r i a n c e , one can apply t h e Bloch 
theorem ( c f . e q . ( 8 ) of chapter I I ) and c o n s i d e r t h e A n s a t z : 
A(r) e l k - r U U ) , (15) 
where the position is r»(na,t). A(r) can be 
alternatively by *„(*). Eq.(15) can be written as: 
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denoted 
ікпа+ік
т
і 
Α
η
(τ) - e ί U(na,T) (16) 
where ü(na,t) is left invariant by the transformations (11) 
which exactly is the Bloch condition for this case. According to 
relation (i) of eq.(11), U(na,t) is invariant under the 
transformation 
(па,т) + (Ο,τ+nqa). (17) 
So the Bloch theorem may be written as 
Α
η
(τ) = e l k n a UCc+nqa) (18) 
where 0 (τ+nqa) SexpfikjOU (Ο,τ+nqa) . According to relation (n) 
of eq. (11) , U(-c) is a periodic function with period 2π. It 
should be noted that ехр(і)с.т) acts as a phase factor in the 
SchrBdinger equation; the eigenvalue of the SchrOdinger equation 
does not depend upon τ. 
The wave function Ψ(χ) given in eq.(3) may be extended to 
superspace as well, according to 
Ψ(χ,τ) - Α
η
<τ)ε ι α χ + Β
η
( τ )
β
-
ι σ χ
 , χ
η
(τ) < χ < χ
η + 1 ( τ ) . (19) 
It should be noted that a does not depend upon τ owing to the 
incommensurability of the modulation. It is easy to see that 
(1>(χ,τ) also satisfies the Bloch condition. Since the wave 
function is a superposition of two plane waves, it is sufficient 
that we check that 
Ф+Іх,·
1) = е 1 к х (х,т) (20) 
where ν(χ,τ) should have the Bloch property (i.e., be invariant 
with respect to the transformations (11)). The relation between 
V(x,t) and Α
η
(τ) is given by 
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(х,х) - e l ( a k ) x Α
η
(τ) / χη(τ) < χ < x n + 1 ( t ) . (21) 
Replacing χ by x+a and τ by t-qa yields 
V(x+a,x-qa) - ei(a-k)<x+a) A
n + 1(x-qa). (22) 
In the right-hand side of this equation, we may substitute the 
Bloch theorem given in eq.(18) 
V(x
+
a,T-qa) -
 е
і(«-Ю(х+а)
е
ік(п
+
1)а
 ü ( T _ q a + ( n + 1 ) q a ) 
. e i H - O * Α
Β
,τ, 
Combining eq.(23) with eq.(21) shows immediately that V(x,t) 
indeed satisfies the Bloch condition. 
Although the crystal has been embedded in a two-dimensional 
space, the problem has not been simplified so far in the sense 
that it admits a simple solution. The reason for this is the 
fact that the unit cell in superspace contains an infinite 
number of atoms. Indeed, as has been mentioned before in this 
chapter, a set of points, dense on a line, is produced when we 
act with the lattice Σ on the atomic positions given by eq.(1). 
Since the number of atoms in the unit cell is infinite, the set 
of difference equations corresponding to eq.(12) is not reduced 
to a finite number after using the Bloch theorem. There are 
correlations, however, appearing more clearly in the symmetry 
adapted formulation as one can see, for example, by considering 
a commensurate modulation approximation. For commensurate 
modulation, i.e., q=2itL/N, where L and N are relatively prime 
integers, the number of atoms in a unit cell is N, or in other 
words, the number is finite, as we have mentioned in section 2 
of chapter II. In that chapter, we have studied spectra and 
eigenstates of the Kronig-Penney model for the successive 
approximants of a continued fraction. An approximant is obtained 
after omitting the terms of a continued fraction beyond a 
certain order. The continued-fraction expansion of an 
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irrational number never terminates/ but the approximation gets 
better with every step of the expansion, that is being kept 
(Khintchine 1963). Therefore, it seems natural that information 
for the incommensurate case can be obtained after comparing 
various approximations. 
As the continued-fraction expansion shows the structure of 
fractions, so does the superspace plot reveal the structure of 
the electron density. This has already been studied in section 5 
of chapter II. When we compare the number given by L.n, modulo 
N, for adjacent atoms it seems that this number varies in a 
rather complex way, especially for large L and N. This effect 
hides the structure, that underlies the properties of the 
electron density. In fig.2 we have plotted the same electron 
density as in the picture in the middle of fig.2b of chapter II 
(i.e., for L/N=17/53). However, in fig.2 of the present chapter 
we have indicated the number A=L.n (mod N). It is seen that the 
peaks correspond to a regularly increasing series of values of 
values of λ, and so do the pedestals, whereas there is a 
significant difference between the values of I that correspond 
to peaks, and those corresponding to pedestals. However, if the 
electron density is plotted as a function of the internal 
coordinate t, every part of the atomic chain is placed in 
exactly the right order, i.e., in a superspace plot the values 
of I are arranged in consecutive order. In fig.3 we have shown 
the same contour line plot as in fig.4 of chapter II, i.e., for 
L/N=17/53. Now we have indicated the values of A along the t-
axis in order to show to which parts of the atomic chain the 
electron density is related. 
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In chapter II only one example of a superspace plot has been 
given. It is quite interesting, though, to compare the plots for 
different approxiraants. Fig.4 shows the contour lines for the 
state corresponding to the lowest, and extremely narrow, band 
for L/N=8/25 (cf. fig.l of chapter II). In fig.5 the same has 
been done for Ь/Ы=42/131. 
ÌK 1 гк 
τ Î τ 
Hg.4 Supevepaae plot for £/»=5/25 Fig.δ Supevepaae plot _ /or» L/N=42/121 
( aorresporiking to the picture in the top ( ao-rreeponding to the pioture in the bot-
of fig.Zb of chapter II). torn of fig.2b of chapter II). Note the 
continuing bifurcation of the pattern 
formed by the contour lines, when the ord­
er of the approximants gets higher (вее 
fig.4 and fig.S, respectivelyÌ . 
F i g . 3 , 4 and 5 c o r r e s p o n d t o t h e same c a s e s a s i n f i g . 2 b of 
c h a p t e r I I . When t h e s e f i g u r e s a r e c o m p a r e d , i t i s s e e n t h a t 
t h e r e i s a r e m a r k a b l e c o r r e s p o n d e n c e be tween t hem. The b a s i c 
p a t t e r n of f i g . 4 , which r e s e m b l e s an i s l a n d , s p l i t s i n t o 
s a t e l l i t e i s l e t s fo r t h e h i g h e r a p p r o x i m a n t s ( f i g . 3 and f i g . S ) , 
a s h a s been d e s c r i b e d ( v e r b a l l y ) in s e c t i o n 5 of c h a p t e r I I . I t 
h a s been m e n t i o n e d t h e r e , t h a t t h i s b e h a v i o r i s r e q u i r e d i n 
o r d e r t h a t i n t h e i ncommensu ra t e c a s e ( i . e . , L,N->") , t h e 
e l e c t r o n i c s t a t e i s s t r i c t l y l o c a l i z e d . In t h e i n c o m m e n s u r a t e 
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TABLE I 
τ 
0 
π/Ν 
2 π/Ν 
L/N=8/25 
Δ(ΐ-4.10"7 
1.60082546 
1.60082207 
1.60081902 
1.60081661 
1.60081506 
1.60081452 
1.60081506 
1.60081661 
1.60081902 
1.60082207 
1.60082546 
1.60082885 
1.60083190 
1.60083433 
1.60083590 
1.60083643 
1.60083590 
1.60083433 
1.60083190 
1.60082885 
1.60082546 
L/N=17/53 
Δίΐ=9.10"8 
1.60002510 
1.60002584 
1.60002666 
1.60002750 
1.60002829 
1.60002870 
1.60002829 
1.60002750 
1.60002666 
1.60002584 
1.60002510 
1.60002447 
1.60002396 
1.60002358 
1.60002335 
1.60002328 
1.60002335 
1.60002368 
1.60002396 
1.60002447 
1.60002510 
L/N=42/131 
Δα=2.10·10 
1.60018238 
1.60018280 
1.60018320 
1.60018359 
1.60018390 
1.60018404 
1.60018390 
1.60018359 
1.60018320 
1.60018280 
1.60018238 
1.60018197 
1.60018156 
1.60018118 
1.60018087 
1.60018073 
1.60018087 
1.60018118 
1.60018156 
1.60018197 
1.60018238 
In table I we have displayed α as a function of τ for the 
series of three approximants, that correspond to fig.4, 3 and 
5 (in that order). It is notable that the variation in α as a 
function of τ is much larger than the width of the bands itself 
(the width Δα is indicated in the table). When the τ-dependence 
of a is compared for the different approximants, it is clear 
that the dependence becomes weaker, when L and N increase. This 
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of a is compared for the different approximants, it is clear 
that the dependence becomes weaker, when L and Ы increase. This 
agrees well with the fact, that о becomes independent of τ for 
Fig.4, 3 and 5, repectively, give an example of a series of 
approximants, for which the electronic state tends to becoming 
localized when L,N+~. We have seen in section 5 of chapter II, 
however, that for other series of approximants the electronic 
state remains extended, notwithstanding that the electron 
density is almost zero in fairly large parts of the atomic 
chain. These are called quasi-localized states. In chapter II 
it has been shown, that the series of approximants 1/16, 3/50, 
7/117 is such an example. In fig.6 we have given the superspace 
plot for L/N=l/16, and the plot for L/N=3/50 is given in fig.7. 
τ 
*п-г Xfl-t 
Fig.6 Superspaoe plot for L/N=l/ie Fig.7 Super-space plot for L/il=3/50 
( aorreeponding to the pieture in the top (aorresponding to the picture in the bot-
°f fig-Ze of chapter II). Beaauee of the torn of fig.2a of chapter III. Sote that 
fact that the ratio L/H is quite different even though the order of the approximant 
from the ratio corresponding to fig.4, the i8 higher, the pattern formed by the con-
world lines look, rather different. tour lines aan hardly be distinguished 
from that of fig.6. 
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Comparing both plots shows that the relation between them is 
completely different from the relation between the plots for the 
localized states, discussed above. There is hardly any 
difference between f ig.6 and f ig.7, whereby they inspire 
confidence that when LjN*» the superspace plot will look very 
much the same. 
The figures in this chapter show that the superspace where 
the phase of modulation function acts as the internal 
coordinate, provides a symmetry adapted framework in which the 
wave functions may be studied. There is a clear distinction 
between localized and quasi-localized states, when the different 
approximants of the fraction corresponding to a modulation wave 
vector are studied. Moreover, because in a superplace plot the 
atoms are placed in the proper order along the internal 
coordinate, the superspace plot shows the regularities between 
the electron density in different parts of the chain. 
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APPENDIX: COMPUTER CALCULATIONS 
During the work that was done for this thesis the aid of the 
computer has been called in at several stages. Schematically the 
points where computer calculations were performed can be 
indicated as follows: 
phonons modulated spring 
model 
spectrum 
1 
limiting case 
Δα-α la 
infrared 
activity 2 
Frenkel-Kontorova 
model 
spectrum 
equilibrium 
positions 3 
infrared 
activity 5 
e lectrons HKronig-Penney model spectrum 
wave functions 
7 
superspace 
β 
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The numbered boxes in this diagram represent problems that 
can be treated as separate entities. That does not necessarily 
mean that these problems are isolated. For instance, the 
infrared activity of the modulated spring model (box 2) can be 
obtained as a by-product of the calculations that have to be 
performed in order to compute the spectrum (box 4). 
The first problem that we encountered in the course of this 
work, was the calculation of the frequency spectrum of the 
modulated spring model. There are a few alternative ways in 
which this problem can be handled. As we have mentioned in 
chapter III, in the literature on the Bloch electron in a 
magnetic field one often encounters transfer matrix techniques, 
and this kind of approach can easily be employed for the 
modulated spring model as well. For the computer calculations, 
however, we chose a slightly different method. The calculations 
were based on the band matrix that has been derived in chapter 
I. This choice was motivated by the nice circumstance that 
nowadays there exist excellent computer routines that are 
especially designed to handle standard problems like the 
diagonalization of matrices, the computation of determinants or 
the search for zeros of arbitrary functions. 
All calculations for this thesis have been perfomed on the 
IBM 370/MVS machine of the Universitair Reken Centrum (URC) in 
Nijmegen. At the URC there are two packages of computer 
routines available, namely the IMSL and the NAG package. All 
standard routines that have been used, descended from either one 
of both packages. There are no real differences between the IMSL 
and NAG package, that makes one of them preferable above the 
other. The NAG routines have been installed on the IBM 370/MVS 
machine of the URC in the summer of 1979, when the work for this 
thesis already had made some progress. The IMSL package was 
already available before this work was started. NAG has a 
somewhat more diversified stock of routines, therefore in the 
later part of this work mostly NAG routines have been used. 
With some minor effort all problems could be adapted so that 
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these standard routines could be employed. Actually, it was not 
even necessary to turn to "high-brow", special task routines to 
speed up computer calculations, because the nature of the 
problems in all cases was such that the time to perform a single 
calculation was less than ten CPU minutes. In this respect it 
should be noted that all computer results, presented in this 
thesis, were calculated with at least eight significant digits. 
To give an impression of the computer time needed for a single 
task, the program that produces the picture of fig. 1 of chapter 
I took about five minutes of CPU time, including the time to set 
up the plot. This was mainly due to the fact that we restricted 
ourselves to matrices with a number of entries less than or 
equal to 50x50 in almost all cases. This turned out to be enough 
to elucidate those aspects of the problems in which we were 
interested. 
The calculation of the modulated spring spectrum basically 
comes down to the diagonalization of a (complex) Hermitlan 
matrix. For this purpose the IMSL EIGCH routine has been 
employed. This routine calculates the eigenvalues (and 
optionally the eigenvectors) of an arbitrary complex Hermitian 
matrix. No special use has been made of the fact that many 
entries of the matrix of eq.(2.5) of chapter I are zero. 
Because of the fact that we were only interested in the gaps 
in the modulated spring spectra, it has been sufficient to 
calculate the eigenvalues of the matrix only for two limiting 
values of the wave vector к (in this respect it should be noted 
that the branches of the spectrum are monotonous), viz. for k=0 
and for к at the Brillouin zone boundary (when the wave vector q 
of the modulation is 2nL/N, the wave vector at the BZB is 
k=2it/N) . As one can see from eq.(2.5) of chapter I, all matrix 
elements are real for k=0, therefore we can restrict ourselves 
to the counterpart of the EIGCH-routine that calculates the 
eigenvalues and eigenvectors of a real symmetric matrix, EIGRS. 
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The procedure for the calculation of the spectrum for 
particular values of L, Ν, Δα, and ν can be described 
diagrammatically as follows: 
set values of 
L, Ν, Δα and ν 
α-l; C=exp(ií/N) 
q»2nL/N 
for η·1 until N do 
α «а-Ласоз(nq+v) 
set all matrix elements 
А
А
· and Bij to zero 
for n-2 until N do 
A =B »α +a , 
nn nn η n-1 
*nn-l -«„; в cA„ 
пп-1"сяпп-1 
Ä
» ι«
=
Αΐ_ ι! Β_ i„=BÎ_ -, n-in nn—ι n-in nn—Í 
A 1 1=B 1 1=« 1 +a N 
AlN="aN; B1N=CA1N 
AN1 Ä1N' BN1 B1N 
continued on the next page 
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1 
perform EIGRS with AJJ as input 
and as output the vector dj 
containing the eigenvalues of A^. 
in order of increasing magnitude 
perform EIGCH 
input: Bj-
output: ej 
* 
4 
4 
=
dl 
=el 
= e2 
-4^2 
"l·^ -i-
• 
• 
• 
V 
"2-
=e3 
-l··. =dN 
There are two ways of checking the program. In the first 
place the lowest eigenvalue has to be zero, and all other 
eigenvalues have to be greater than zero. Secondly, for Αα·0, it 
2 2 
has to hold that iir^ta/m) sin (ηπ/2Ν) for n=l/N. 
As was mentioned before, the routines EIGCH and EIGRS do not 
only give the eigenvalues but also the eigenvectors are 
produced. Therefore as a "byproduct", the infrared activity of 
the modulated spring system can be computed very easily. The 
only extra information that is needed at this stage is the 
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distribution of the charges over the atoms of the modulated 
spring system. The simplest distribution is chosen, i.e., the 
charge of every next atom has opposite sign, whereas the 
magnitude of all charges is the same. According to eq.(4.7) of 
chapter I it is now possible to calculate the oscillator 
strength for a given eigenvector. To compare the oscillator 
strengths for different values of L and N, one can make use of 
the normalization condition of eq.(4.4) of chapter I. That means 
that if the masses and charges of each atom are taken to be of 
unit magnitude, the sum over all oscillator strengths equals N, 
which is also the number of atoms per unit cell. Since we are 
interested in the comparison of the spectra for different values 
L and N, it is convenient to divide each oscillator strength by 
N such that their sum equals unity. Only the modes corresponding 
to k=0 contribute to the infrared activity of the system. That 
implies that only the eigenvectors produced by EIGRS have to be 
considered. It should be noted that owing to the restriction to 
alternating charges of equal magnitude and opposite sign, the 
unit cell that originally consisted of N atoms, is doubled in 
case N is odd. Furthermore, it should be noted, that by virtue 
of symmetry considerations it can be argued that half of the 
oscillator strengths are identically equal to zero. This checks 
with the computer results. The computer program that produces 
the oscillator strengths was arranged schematically as follows: 
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e i g e n v e c t o r s 
computed by 
EIGRS 
for n=l u n t i l N do 
N
 2 
3 = 1 ^ 
for j = l u n t i l N do 
f
n = N і Д ' - 1 » " ^ ! 2 
These are about all the considerations concerning the 
computer part of our investigations on the modulated spring 
system. 
For the Frenkel-Kontorova model the computer programs are 
identical with one exception: they have to be extended first in 
order to calculate the equilibrium positions which enter the 
equations of motion of this system. These equilibrium positions 
follow from the iterative expression of eq.(3.2) of chapter I in 
conjunction with the expression of eq.(3.5) of chapter I which 
fixes the length of the chain. The problem comes down to a 
search for the zero of a continuous function. As was stated in 
chapter I this function depends in principle upon two variables. 
If we look for symmetric solutions, however, the number of 
variables reduces to one. For instance, if one of the atoms is 
located at the origin (e.g., the first atom), the equilibrium 
configuration can be calculated according to the following 
scheme: 
— 115 — 
*1=0 
χ-» trial value 
, аДа 
for 
χ
η+1 
η=2 until Ν do 
=
2 χ
η-
χ
η-1 + λ 3 ΐ ηΊΓ χη 
f ( x2 ) = xN + l"Nb 
According to our starting-point, the function f(X2) h a s t 0 b e 
zero. However, this is not the only requirement. The second 
condition viz. Хц+2 = х2 + Ы Ь h a s t 0 b e checked carefully in order 
to avoid pseudo-solutions. For example, it is possible that the 
conditions X2N+l = xl + 2 N b a n d x 2 N + 2 = x 2 + 2 N b a r e f u l f i l l e d ' whereas 
the condition х
ы+
2=Х2+ИЬ is not satisfied. 
The calculations are slightly complicated because of the fact 
that for large values of N due to the recurrent nature of the 
equations systematic inaccuracies appear. This unpleasant effect 
occurs in particular for large Δα or a. It can be circumvented 
by rewriting the computer programs in quadruple precision, a 
special option of IBM Fortran, instead of the double precision 
normally used. The results, can be verified by small variations 
of the parameters involved, which should not give drastic 
changes in the result for Xj. Another way of verification is to 
reverse the calculations, i.e., starting the iteration process 
with the values found previously for Χκ]
+
ι and xN + 2' *
n
 stea<ä of 
χ, and x,, one should find the same equilibrium configuration. 
for Xj^  and x, 
For the actual location of the zero of ffx,), the IMSL 
routine ZREAL1 was used. This routine combines a Regula Falsi 
with a Newton method, and determines N real zeros of a real 
function, where N has to be supplied by the user. 
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Once the equilibrium configuration of the Frenkel-Kontorova 
model is known, the spectrum and the infrared activity of the 
system can be calculated in exactly the same way as for the 
modulated spring system. 
The spectrum of the modulated Kronig-Penney system, which is 
treated in chapter II, requires a somewhat different approach. 
It cannot be obtained by a mere diagonalization of a matrix as 
in eq.(2.5) of chapter I. However, it is possible to evaluate 
the determinant on the right-hand side of eq.(21) of chapter II 
numerically with a standard computer routine. For this purpose 
we used the NAG routine F03AHF which finds the determinant of a 
complex Hermitian matrix. We did not attempt to determine the 
values of a for which the determinant equals 0 or -4 by means of 
a standard routine because this was hampered by the fact that in 
many cases two successive nodes were lying extremely close to 
each other (they correspond to the Cantor-type regions in fig. 
1). The nodes were found rapidly enough, by examining the 
outcomes of the F03AHF routine "by hand". There are a few 
features that facilitate the calculation. Firstly, two nodes for 
which the determinant is zero, for example, are always followed 
alternately by two nodes for which the determinant is -4. 
Secondly, the clustering pattern of the subbands of the spectrum 
is very useful. When some of the nodes are omitted by accident, 
this can be checked locally by comparing the actual number of 
subbands with the number that could be expected from the 
continued fraction expansion. In this way we got a hint to 
refine our search, where upon the omitted nodes were found 
easily. However close they might lie to each other, we always 
could separate them with the choice of the strength of the &-
functions and the amplitude of the modulation that we had made. 
Finally, we checked that each of the original Kronig-Penney 
bands, for example, those bands which correspond to the 
situation that the atoms are arranged in a regular array without 
modulation, are split up in exactly N subbands. 
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The last topic in which the computer was involved, is the 
calculation of the electron density for a given atomic 
arrangement and a given value of a defined in eq.(14) of chapter 
II. For this problem a standard routine was used too. The F04ADF 
routine of the NAG package calculates the solutions of a set of 
complex linear equations. In order to adapt the problem so it 
could be handled by the F04ADF routine the N homogeneous 
equations that correspond to eq.(20) of chapter II were 
rewritten as N-l inhomogeneous equations. One of the N 
homogeneous equations is then redundant, of course, which 
corresponds to the fact that the normalization of the 
eigenvector is free. We chose the first element A(t) of the 
eigenvector to be 1. This fixes the values of all other 
elements. After rewriting, eq.(20) of chapter II then becomes: 
/ 4 / ^ 
a 1 b ^ 
b 2e a 2 
ika 
b,e ika b2e 
ika 
x
* „-ika . 
bN-l e a N-l 
A(t+q) 
A(t+2q) 
A(t+(N-l)q) 
-
bi e 
-Ika 
•
b N - l e 
ika 
У 
This can be used directly as input for the F04ADF routine, where 
upon we have determined A(t+lq), 1-0,1,...,N-1. The 
coefficients B(t+iq) are calculated straight-forwardly with the 
aid of the first relation of eq.(16) of chapter II. This 
relation shows that B(t+iq) is determined by A(t+iq) and 
A(t+(l-l)q). 
At first sight it might seem a problem to calculate к in 
eq.(20) of chapter II, but this turns out to be simple, because 
к is given explicitly in eq.(21) of chapter II. First the 
determinant of the left-hand side of this equation is computed 
for a certain value of о with the F03AHF routine, whereupon к is 
determined by inversion (of course, the right-hand side has to 
lie between 0 and -4, otherwise the value of к would correspond 
to an unphysical (i.e., conplex solution). Once к is determined 
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there are no more obstacles left to determine A(t+lq) and 
B(t+lq) . 
Finally it should be noted that the normalization which was 
fixed by the choice of A(t), (1=0), is completely arbitrary. At 
a later stage the normalization was changed in order to 
facilitate the comparison of the electron density for different 
values of L and N. 
— 119 — 
— 120 — 
SUMMARY 
The lattice vibrations and electronic properties of modulated 
crystals are studied on one-dimensional models in this thesis. 
In the first two chapters several ways are given in which a 
modulation can be incorporated in such models, both for phonons 
(which are the subject of the first chapter) and for electrons 
(treated in the subsequent chapter). The chapter on lattice 
vibrations introduces the modulated spring model, which is a 
straightforward model, consisting of a chain of identical atoms 
connected by sinusoidally modulated, linear springs. Its 
properties are compared with those of two models on which a 
number of interesting results already have been obtained, 
namely, a model leading to the almost Mathieu equation, and the 
Frenkel-Kontorova model. Both systems consist of a linear chain, 
experiencing a background potential. In the almost Mathieu case 
the background potential is quadratic (as a result the equations 
of motion of this model are linear), while the coefficients are 
sinusoidally modulated. The Frenkel-Kontorova model is nonlinear 
due to the fact that the background potential itself ia 
sinusoidal in stead of quadratic. 
The approach employed by Hofstadter to study the almost 
Mathieu equation has been applied to the modulated spring model. 
By comparing various cases of commensurate modulation 
systematically, it turns out that the detailed structure of the 
spectrum of eigenvibrations is connected with the continued-
fraction expansion of the ratio between the lattice period and 
the modulation wave length. The consecutive stages of the 
continued-fraction expansion can be recognized in the pattern in 
which the bands of allowed eigenvalues cluster. Since the 
continued-fraction expansion is also defined for irrational 
numbers, this gives a likely picture for the incommensurate case 
as well. 
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The s t iucture of the phonon spectrum has a lso been studied as 
a function of the modulated amplitude. A l imit ing value can be 
dist inguished for which the structure of the spectrum i s 
completely similar to Hofstadter's case . Then the recursive 
s tructure , underlying the spectrum, i s seen most c l e a r l y . For 
weaker modulation the recursive structure ge t s washed out, owing 
to the fact that the gaps of forbidden eigenvalues in the 
spectrum, corresponding to the higher order stages of the 
continued-fraction expansion, diminish rapidly . Moreover, t h i s 
fact also admits the ca lculat ion of the structure of the 
spectrum by means of perturbative methods. 
Despite the fact that the Frenkel-Kontorova model has quite a 
d i f ferent character, t h i s model g ives r i s e to e s s e n t i a l l y the 
same type of spectrum. We have studied the o p t i c a l l y ac t ive 
vibration modes as well for both the Frenkel-Kontorova model and 
the modulated spring model. Although an i n f i n i t e number of such 
modes may be expected by v irtue of the incommensurability of the 
modulation, numerical ca lcu lat ions show that only for a few 
modes the o s c i l l a t o r strength i s s i g n i f i c a n t . The l a t t e r modes 
correspond to the f i r s t stage of the continued-fraction 
expansion, therefore i t i s val id to make a superstructure 
approximation. 
In the second part of chapter I we have studied the Fourier 
components of the vibration modes in the harmonic approximation. 
For an unmodulated crysta l these vibration modes are l inear 
superposit ions of independent harmonic waves. If the modulation 
i s weak, t h i s s i tuat ion s t i l l holds in a very good 
approximation, but when the modulation ge t s stronger more and 
more of such harmonics are coupled together. 
The second chapter i s focussed on a one-dimensional Kronig-
Penney model with s inusoidal ly modulated atomic p o s i t i o n s . The 
energy spectrum of t h i s model also has a recursive and 
hierarchical nature, connected with the continued-fraction 
expansion of the modulation wave vector , which i s surprising 
because th i s model i s quite d i f ferent from the phonon models 
— 122 — 
(there i s no l imi tat ion to a -naximum value fot the e lectron 
energy, for ins tance ) . 
We have also found numerical evidence that the modulated 
Kromg-Penney model exh ib i t s loca l i zed e igens ta tes beside the 
usual extended s t a t e s , that occur for unmodulated c r y s t a l s . This 
can be deducted after comparing the e igens ta tes for d i f ferent 
modulation wave vec tors , which are given by success ive 
approximants of a continued fract ion . Also we have observed 
s ta te s which are intermediate between extended and l o c a l i z e d . 
These d i f ferent types of e l ec tronic s t a t e s are ref lected in the 
behavior of the energy spectrum. One can d i s t ingu i sh regions 
where the allowed energies have a bandlike s tructure , and 
regions where the allowed energies appear as a dense se t of 
d i s cre te l e v e l s . The extended s t a t e s correspond to the bandlike 
regions , whereas the local ized s t a t e s correspond tot d i s c r e t e 
l e v e l s . 
Both the third and fourth chapter are centered on the phase 
of the modulation wave. In chapter III i t i s shown that the 
charac ter i s t i c equation (which determines the eigenfrequencies 
of the system) of the modulated spring model depends in a 
similar way upon the phase of the modulation function, as i t 
does upon the wave vector of the normal modes. For the l imit ing 
value of the modulation amplitude, we mentioned above, the 
dependency upon both variables i s exact ly the same. This 
e luc idates the so-ca l led Aubry dual i ty from a d i f f erent point of 
view. 
In the superspace symmetry approach, developed by de Wolff, 
Janner and Janssen, the phase of the modulation function 
corresponds to the internal coordinate, leading to the higher 
dimensionality of the superspace descr ipt ion of the models 
treated in th i s t h e s i s . Chapter IV discusses the Kromg-Penney 
model in the context of the superspace approach. It i s shown 
that a str iking coherence i s revealed, when the e lectron density 
i s plotted as a function in superspace. In addit ion, a clear 
d i s t i n c t i o n can be made between local ized s t a t e s and the 
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(quasi- local ized) s ta tes which are intermediate between 
local ized and extended. 
SAMENVATTING 
In d i t proefschri f t worden de r o o s t e r t r i l l i n g e n en 
electroneneigenschappen van gemoduleerde k r i s t a l l e n bestudeerd 
aan de hand van een-dimensionale modellen. In de eers te twee 
hoofdstukken worden verschi l lende manieren gegeven waarop een 
modulatie ingebouwd kan worden in derge l i jke modellen, zowel 
voor fononen (die het onderwerp z i jn van het eers te hoofdstuk) 
a l s voor electronen (die behandeld worden in het daaropvolgende 
hoofdstuk) . In het hoofdstuk over r o o s t e r t r i l l i n g e n wordt het 
gemoduleerde-veertjes-model geïntroduceerd. Dit i s een eenvoudig 
model, dat bestaat u i t een keten van identieke atomen die z i jn 
verbonden door harmonische v e e r t j e s , waarvan de s terkte 
sinusoidaal gemoduleerd i s . Eigenschappen van d i t model worden 
vergeleken met d ie van twee modellen waarvoor reeds een aantal 
interessante resul taten zijn behaald, namelijk een model dat 
l e i d t tot de "bijna-Mathieu-vergelijking", en het Frenkel-
Kontorova model. Beide systemen bestaan u i t ketens van d e e l t j e s 
met harmonische wisselwerking in een achtergrondpotentiaal. In 
het bijna-Mathieu geval i s de achtergrondpotentiaal kwadratisch, 
terwij l de s terkte van de achtergrondpotentiaal s inusoidaal 
gemoduleerd i s (ten gevolge waarvan de bewegingsvergelijkingen 
van d i t model l inea i r z i j n ) . Het Frenkel-Kontorova model i s 
n i e t - l i n e a i r a l s gevolg van het f e i t dat de achtergrond-
potentiaal s inusoidaal in plaats van kwadratisch i s . 
Het probleem wordt aangepakt op een manier die analoog i s aan 
d ie gebruikt door Hofstadter b i j z i jn studie van de b i jna-
Mathieu-vergelijking. Deze methode wordt hier toegepast op het 
gemoduleerde-veertjes-model. Door verschi l lende commensurabele 
benaderingen van een incommensurabele modulatie systematisch te 
verge l i jken , b l i j k t dat de gedeta i l l eerde structuur van het 
spectrum van e i g e n t r i l l i n g e n verbonden i s met de kettingbreuk-
ontwikkeling van de verhouding tussen de roosterperiode en de 
go l f l engte van de modulatie. De opeenvolgende stadia van de 
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kettingbreukontwikkeling kunnen herkend worden in het patroon 
waarin de banden van eigenwaarden zich groeperen in het 
spectrum. Omdat de kettingbreukontwikkeling ook gedefinieerd is 
voor irrationale getallen, kan men verwachten ook voor een 
incommensurabele structuur een betrouwbaar beeld te krijgen. 
De structuur van het fononspectrum is bovendien bestudeerd 
als functie van de modulatie amplitude. Er kan een limietgeval 
worden onderscheiden, waarvoor de structuur van het spectrum 
geheel overeenkomt met die bestudeerd door Hofstadter. Dan kan 
de recursieve structuur, die aan het spectrum ten grondslag 
ligt, het duidelijkst worden gezien. Voor zwakkere modulatie 
wordt de recursieve structuur uitgesmeerd, ten gevolge van het 
feit dat de verboden zones in het spectrum (waar geen 
eigenwaarden voorkomen) die corresponderen met de hogere orde 
termen van de kettingbreukontwikkeling, snel kleiner worden. In 
dat geval kan de structuur van het spectrum door middel van 
storingsrekening worden berekend. 
Ondanks het feit dat het model van Frenkel en Kontorova nogal 
van karakter verschilt, vertoont dit een type spectrum, dat in 
wezen hetzelfde is. We hebben de optisch actieve 
trillingswijzen, zowel voor het Frenkel-Kontorova model als voor 
het gemoduleerde-veertjes-model bestudeerd. Hoewel een oneindig 
aantal van dergelijke trillingswijzen verwacht mag worden op 
grond van de incommensurabiliteit van de modulatie, laten 
numerieke berekeningen zien dat de оэсillatorsterkte slechts 
voor een beperkt aantal trillingswij zen niet-verwaatloosbaar is. 
Deze laatste trillingswij zen komen overeen met het eerste 
stadium van de kettingbreukontwikkeling, het is daarom 
toegestaan om een superstructuurbenadering te maken. 
In het tweede gedeelte van hoofdstuk I hebben we de Fourier 
componenten van de trillingswijzen in de harmonische benadering 
bestudeerd. Voor een niet-gemoduleerd kristal zijn deze 
trlilingswijzen lineaire superposities van onafhankelijke 
harmonische golven. Als de modulatie zwak is, is deze situatie 
in zeer goede benadering nog steeds van kracht, maar naarmate de 
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modulatie sterker wordt, raken meer en meer harmonischen met 
elkaar gekoppeld. 
Het tweede hoofdstuk i s gewijd aan een een-dimensionaal 
Kronig-Penney model met sinusoidaal gemoduleerde atomaire 
p o s i t i e s . Het energiespectrum van d i t model heeft eveneens een 
recursieve en hierarchische structuur die sterk l i j k t op die van 
het fononmodel. Dit ondanks het f e i t dat deze modellen nogal 
verschi l lend z i jn (zo i s er bijvoorbeeld geen beperking tot een 
maximum voor de energie van het e l e c t r o n ) . 
Verder hebben we numerieke aanwijzingen gevonden, dat het 
gemoduleerde Kronig-Penney model ge loca l i seerde toestanden 
vertoont, naast de gebruikel i jke gede loca l i seerde toestanden, 
d ie voor niet-gemoduleerde k r i s t a l l e n voorkomen. Dit kan worden 
geconcludeerd na het vergel i jken van eigentoestanden voor 
verschi l lende modulâtie-golfvectoren, die worden gegeven door de 
opeenvolgende approximanten van een kettingbreuk. Bovendien 
hebben we toestanden waargenomen, d ie tussen ge loca l i seerd en 
gedelocal iseerd in l i ggen . Deze verschi l lende typen van 
electron toestanden zijn weerspiegeld in het gedrag van het 
energie spectrum. Men kan gebieden onderscheiden, waar de 
energie-eigenwaarden een bandachtige structuur hebben, en 
gebieden waar deze optreden a l s een dichte verzameling van 
d i scre te n iveau' s . De gedelocal iseerde toestanden komen overeen 
met de bandachtige gebieden, t erwi j l de ge loca l i seerde 
toestanden corresponderen met d i s cre te energieniveau's . 
Zowel het derde a l s het vierde hoofdstuk z i jn gewijd aan de 
fase van de modulatiegolf . In hoofdstuk III wordt aangetoond, 
dat de afhankelijkheid van de karakterist ieke vergel i jk ing (die 
de eigenfrequenties van het systeem bepaalt) van het 
gemoduleerde-veertjes-model van de fase van de modulatiefunctie 
overeenkomt met die van de golfvector van de normale 
t r i l l ingswij zen . In het litnietgeval voor de modulatieamplitude, 
dat hierboven i s genoemd, i s de afhankelijkheid van beide 
variabelen z e l f s ident iek. Dit l i c h t de zogenaamde Aubry-
d u a l i t e i t toe vanuit een ander gezichtspunt. 
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In de symmetriebeschrijving met behulp van de superruimte, 
ontwikkeld door de Wolff, Janner en Janssen, komt de fase van de 
modulatiefunctie overeen met de interne coördinaat. Deze leidt 
tot de hogere dimensionaliteit in de superruimte beschrijving 
van in dit proefschrift bestudeerde modellen. Hoofdstuk IV 
bed i scussieert het Kronig-Penney model in de context van de 
superruimtebenadering. Er wordt getoond, dat een opvallende 
coherentie aan het daglicht treedt, wanneer de electrondichtheid 
wordt weergegeven als een functie in de superruimte. Bovendien 
kan een duidelijk onderscheid worden gemaakt tussen 
gelocaliseerde toestanden en (quasi-gelocaliseerde) toestanden 
die tussen gelocaliseerd en gedelocaliseerd inliggen. 
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Ste22ingen 
I 
Behoudens enkele zeer speciale gevallen, zoals b.v. de zg. 
Todaketen, treden er bij botsingen van solitaire golven in 
ketens met niet-lineaire interatomaire wisselwerking rooster-
effecten op. Door systematisch de beginposities van de soli-
taire golven te variëren, kunnen opvallende wetmatigheden voor 
de energieoverdracht bij deze botsingen aan het licht treden. 
T. P. Valkering and С de Lange: J. Phys. A: 13, 1607 (1980). 
II 
Sacco en Sokoloff gaan er bij de bestudering van het Frenkel-
Kontorova model vanuit, dat alle stationaire toestanden symme­
trisch zijn zonder hiervoor een argumentatie te geven. Dit 
hoeft op voorhand niet het geval te zijn. Bovendien wordt een 
stationaire toestand gegeven door het snijpunt van twee krom­
men. Vanwege de niet-lineariteit van het model is het echter 
mogelijk dat er meer dan één snijpunt is. Numerieke berekenin-
gen wijzen erop dat deze situatie inderdaad voorkomt. 
J.E. Sacco and J.B. Sokoloff: Phys. Rev. В 18, 6549 (1978). 
Ill 
Bij het ontwerpen van installaties, die worden gebruikt voor 
het zuiveren van gassen, waarbij adsorbeurs worden toegepast, 
moet rekening worden gehouden met het feit, dat de tijd die 
nodig is om dergelijke adsorbeurs te regenereren veel langer 
is dan de beladingsduur. Een mogelijke verklaring voor het 
verschil in gedrag van de adsorptie-, resp. de desorptiedoor-
braakcurve is gelegen in de diffusieweerstand, die het adsor-
baat ondervindt in de intrakristallaire ruimtes van de zeo-
lietkristallen die als adsorptiemateriaal worden gebruikt. 
D.R. Garg and D.M. Ruthven: Chem. Eng. Sc. 29, 1961 (1974). 
IV 
De door Caspers et. al. ontwikkelde renormalisatiemethode voor 
de bepaling van de grondtoestandsenergie van spinsystemen kan 
worden uitgebreid door de methode toe te passen op systemen, 
waaraan kunstmatig nieuwe operatoren zijn toegevoegd. Een 
dergelijk systeem kan eventueel een renormaliseerbare effec-
tieve Hamiltoniaan opleveren, wanneer men de interactie tussen 
de Kadanoff-cellen beschouwt. Resultaten voor het oorspronke-
lijke systeem waarin men geïnteresseerd is, vindt men dan door 
in de uitgangssituatie de coëfficiënten van de extra termen 
nul te stellen. 
H. P. van de Braak, W.J. Caspers, C. de Lange, and M.W.M. 
Willemse: Phx/sica STA, 354 (1977). 
V 
Maan heeft voor een kwalitatieve verklaring van de experimen-
tele resultaten aan superroosters, zoals InAs-GaSb, met succes 
een Kronig-Penney model gebruikt, dat een grote gelijkenis 
vertoont met het model dat is bestudeerd door Bellisard et. 
al. (en in iets mindere mate met het in dit proefschrift 
bestudeerde Kronig-Penney model). Het is daarom bijzonder in-
teressant om na te gaan, wat de implicaties zijn van de nieuwe 
resultaten voor de fysische eigenschappen van superroosters. 
J.C. Maan: Proefschrift K.U. Nijmegen (1979). 
J. Bellisard, A. Formoso, R. Lima, and D. Testard: Phys. Rev. 
В 26, 3024 (1982). 
VI 
In zijn proefschrift vermeldt Gerntsma, dat hij bij zijn 
poging om de berekeningen van Donoho voor de spin-roosterre-
laxatietijden in robijn te reproduceren, consequent een ver­
schil van een factor twee vindt. Donoho geeft niet duidelijk 
aan hoe hij heeft gemiddeld over de twee verschillende over­
gangswaar schijnlijkheden tussen de spinniveau's tengevolge van 
de twee met-equivalente posities voor de Cr-ionen m het 
А1
г
0з rooster. Mogelijk zijn de discrepanties een gevolg van 
een verschil in de wijze van middeling. 
G.J. Gerntsma: Proefschrift Т.Н. Twente (1979). 
P.L. Donoho: Phys. Rev. 13±, A1080 (1964). 
VII 
De uitvoering van de gelijktijdig bij de wetenschappelijke in-
stellingen ingezette operaties, zoals taakverdeling, invoering 
van het plaatsen-geldmodel, introductie van de voorwaardelijke 
financiering van onderzoek en vervanging van het carrière-
beginsel door een functioneel stelsel voor het wetenschappe-
lijke personeel, zal ingrijpend moeten worden bijgesteld, 
omdat nauwelijks is nagegaan hoe de afzonderlijke systemen 
elkaar beïnvloeden. 
VIII 
De lancering van de compact disc biedt een uitstekende gele-
genheid om de muziek die Jimi Hendrix heeft nagelaten, opnieuw 
te produceren. Dit geldt met name voor de postuum uitgebrachte 
platen, waarbij bovendien naar een grotere samenhang in de 
nummerkeuze gestreeft zou moeten worden. Omdat Jimi nogal 
ontevreden was met het geluidsbeeld van de tijdens zijn leven 
uitgebrachte platen, zou het toe te juichen zijn als ook die, 
op een zo authentiek mogelijke wijze, opnieuw zouden worden 
geproduceerd. 
Interview met Meatball Fulton, Londen, januari 1968. 
IX 
Het strenge bezuinigingsbeleid dat op dit moment door het 
kabinet wordt gevoerd, creëert zijn eigen tegenvallers, met 
als resultaat meer bezuinigingen en vooral meer werkloosheid. 
Omdat die werkeloosheid in belangrijke mate jongeren treft, 
krijgt de uitspraak dat dit alles gebeurt voor toekomstige 
generaties, wel een zeer wrange betekenis. 
9 juni 1983 C. de Lange. 



