This work is motivated by the analysis of ecological interaction networks. Poisson stochastic blockmodels are widely used in this field to decipher the structure that underlies a weighted network, while accounting for covariate effects. Efficient algorithms based on variational approximations exist for frequentist inference, but without statistical guaranties as for the resulting estimates. In absence of variational Bayes estimates, we show that a good proxy of the posterior distribution can be straightforwardly derived from the frequentist variational estimation procedure, using a Laplace approximation. We use this proxy to sample from the true posterior distribution via a sequential Monte-Carlo algorithm. As shown in the simulation study, the efficiency of the posterior sampling is greatly improved by the accuracy of the approximate posterior distribution. The proposed procedure can be easily extended to other latent variable models. We use this methodology to assess the influence of available covariates on the organization of two ecological networks, as well as the existence of a residual interaction structure.
Introduction

Motivation
Ecological networks. It is now a commonplace that networks provide a natural and convenient framework to depict the interactions between a set of entities. Ecological networks, which aim at describing the interactions between a set of individuals or species constitute an emblematic example (see Poisot et al., 2016) . Understanding the global organization (or topology) of such a network then comes at stake, in order to understand the functioning of an ecosystems or to anticipate its response to some environmental change. The present paper is motivated by the analysis of two typical data sets. The first one, first described by Vacher et al. (2008) , consists of the number of fungal parasites shared across 51 tree species. The aim is too understand both if genetic or geographical similarities between the species contribute to explain the number of parasites they share and to describe the remaining structure that underlies the network and that is not due to the known similarities. The second example (due to Rubenstein et al., 2015) relates to animal behavior: interactions between individuals are defined by the number of direct contacts between pairs of onagres during a given period of time. Again, covariates (sex, age) have been collected for each individual and the goal is both to assess the effect of these covariates on the intensity of the interactions and to unravel some residual social organisation, that also contributes to structure the network.
(Weighted) Stochastic block-models. The stochastic block-model (SBM: Holland and Leinhardt, 1979) has become a popular model in many fields to unravel the latent structure that underlies an observed network. SBM assumes that each entity belongs to a (hidden) group and that the interaction between two entities is ruled by their respective group memberships. The clustering of nodes (e.g. species or individuals) into groups, that can be interpreted as roles in the system, makes SBM attractive for many applications. SBM has been adapted to the specificities of ecological networks. First, the observed interactions are often weighted (or valued, e.g.: number of contacts between two individuals, number of common parasites). Secondly, covariates describing the (pairs of) individuals are often available. The former specificity led to extend SBM to a relevant emission distribution to handle all the available information, rather than to reduce the information to a simple presence or absence of interaction. The latter specificity suggests to include the effect of covariates in SBM so that to distinguish between their respective effects and the remaining latent structure, which described the unexplained heterogeneity of the network.
Inference of SBMs. Because it relies on unobserved variables (the node's membership), SBM is an incomplete data model. But, likewise many statistical model devoted to networks, SBM displays a complex dependency structure that hampers the use of standard inference techniques such as the EM algorithm (Dempster et al., 1977) . Variational approximations (Blei et al., 2017; Wainwright and Jordan, 2008) are often used to circumvent this complexity, resulting in variational EM (VEM) algorithms. Unfortunately, statistical guaranties about of the resulting estimates are only available for the simplest version of SBM, namely with binary interactions and in absence of covariates, only in a asymptotic framework. As a consequence, in many situations, the practitioner can resort to an efficient VEM algorithm to get estimates of the parameters of a well-suited weighted SBM model, as well a a pseudo-ICL criterion for model selection. However, the practioner is deprived from any measure of uncertainty of the estimates and from any statistically guaranty about the model selection criterion. Moreover, from a Bayesian perspective, Variational Bayes approximations (Beal and Ghahramani, 2003) are only available when conjugacy properties arise or when some bound for the likelihood can be derived (see e.g. Jaakkola and Jordan, 2000; Latouche et al., 2018) . Neither of these cases happen for the Poisson SBM in presence of covariates.
Our contributions. In this paper, we consider the Bayesian inference of a weighted SBM where interactions have a Poisson distribution and which include a regression term to account for the effect of covariates. This model was first introduced by Mariadassou et al. (2010) and we will refer to it as SBM-reg. We choose this model both because of its interest for many ecological networks and as a proof-of-concept. Our main contribution is to show that one can easily derive an approximation of the posterior distribution from the frequentist inference carried out by a VEM algorithm. Then, we show how to design a powerful sequential Monte-Carlo (SMC) sampler that takes the proxy of the posterior as an input and returns a (weighted) sample of the true posterior. This results in a grounded Bayesian inference framework that enables us to asses the effects of the covariates or to compare models.
Outline. In the rest of the introduction we fix some notations and introduce formally the SBM-reg model. In Section 3, we show how to derive an approximate posterior as a by-product of VEM (3.1) and we describe the proposed SMC sampler (3.2). Section 4 is first devoted to some simulation studies that demonstrate the efficiency of the proposed approach (4.1) and to the analysis of the datasets described above (4.2).
Model
We consider a dataset describing the interactions between n nodes and denote by Y ij the interaction count between nodes i and j (1 ≤ i, j ≤ n). In the present paper we consider the case where the interaction matrix Y = [Y ij ] 1≤i,j≤n is symmetric (Y ij = Y ij ) and that nodes do not interact with themselves (Y ii = 0). We further assume that, for each pair of node (i, j), a d-dimensional vector of covariates x ij is available. Then, like in the classical SBM framework, we assume that K groups of nodes exist and that each node belongs to one and only one group. The Poisson SBM-reg model we consider states that the distribution of the interaction Y ij depends on both the covariate vector and the groups to which nodes i and j belong.
Formally, we denote Z i (1 ≤ Z i ≤ K) the group to which node i belongs and we assume that the {Z i } 1≤i≤n are all independent with distribution
where ν = (ν 1 , . . . , ν K ) stands for the vector of group proportions (with K k=1 ν k = 1). Then we assume the interaction weights {Y ij } 1≤i<j≤n are independent conditionally on the
where P is the Poisson distribution, α k stands for the interaction term between groups k and and β denotes the d-dimensional vector of regression coefficients, which encodes the effects of the covariates. The interaction matrix α = [α k ] 1≤k, ≤K is obviously symmetric. Hence the model is parametrized with θ = (ν, α, β), which consists in
Notations In what follows, Z is the set of latent variables, p θ (Z) is the probability density function (pdf) of the Z for a fixed parameter θ and p Z,θ (Y ) is the conditional pdf of Y given Z and θ. Thus,
is the joint distribution density of Y and Z for a given θ. We refer to θ → p θ (Y, Z) as the complete likelihood whereas
is the likelihood. The complete log-likelihood writes
where f P is the density of a Poisson distribution. Moreover, letting π(θ) denote the prior distribution on θ,
is the posterior distribution of (Z, θ) where
Introduction 3 Bayesian inference
We aim at performing Bayesian inference on the previously described model. We set the following standard prior distribution on θ = (α, β, ν) = (γ, ν):
where D is the Dirichlet distribution.
In general for Bayesian inference, two strategies can be considered : either supplying a sample from the posterior distribution through a Monte Carlo method or approximating the posterior distribution in a given family of distribution as it is done for instance by the Variational Bayes estimation (see Beal and Ghahramani, 2003) or the Expectation Propagation method (Minka, 2001) .
On the one hand, in the case of binary SBMs (Y i ∈ {0, 1}), the variational Bayes approximation has proved its efficiency in terms of computational time and accuracy (Latouche et al., 2012; Latouche and Robin, 2016) . However, its extension to the Poisson SBM with covariates is not straightforward and has not been solved yet. Note that in the frequentist context, a variational maximum likelihood estimation of the parameters can be achieved (Mariadassou et al., 2010) , but no uncertainty on the parameter estimates is provided. On the other hand, sampling methods such as Monte Carlo Markov Chain or Sequential Monte Carlo may be implemented but can be slow at exploring the posterior distribution due to the high dimension of the latent variables space (see e.g. Nowicki and Snijders, 2001) .
In this paper, we propose a two steps strategy. First, we derive an approximation of the posterior distribution of the parameters from a frequentist variational maximum likelihood estimate (see Subsection 3.1). In a second step, we design an efficient Monte Carlo sampler taking advantage of the first approximation of the posterior distribution (see Subsection 3.2).
Derivation of an approximation for the posterior distribution
Variational estimate of θ. Because the vector Z = (Z i ) 1≤i≤n of node memberships is unobserved, the likelihood of the data can not be easily evaluated. In a frequentist setting, the most popular approach resorts to the Expectation-Maximisation (EM) algorithm (Dempster et al., 1977) , which requires the evaluation of some moments of the conditional distribution of the unobserved variables Z i given the observed Y . Unfortunately, this conditional distribution itself turns out to be intractable for SBMs (Nowicki and Snijders, 2001) . For the unweighted SBM, Daudin et al. (2008) designed a variational version of EM (VEM: see Blei et al., 2017 , for an introduction). The VEM aims at maximizing a lower bound of the log-likelihood defined as
where q(Z) is the approximation of p θ (Z | Y ) that minimizes the Küllback-Leibler (KL) divergence in a given family of distributions and E is the expectation over Z according to q, H being the entropy. The approximate distribution q(Z) is chosen among factorisable distributions, which results in a mean-field approximation (Wainwright and Jordan, 2008) :
where the variational parameter τ ik is an approximation of the conditional classification probability P (Z i = k | Y ). The lower bound given in (4) becomes
The Poisson SBM-reg version of this algorithm has been introduced by Mariadassou et al. (2010) . It iterates until convergence the following iteration (t) VE step:
M step:
The M step actually consists in a weighted Poisson regression and can be obtained via gradient descent. The algorithm is implemented in the blockmodels R package (Leger, 2016) . The VEM algorithm results in a variational estimate θ = ( α, β, ν) = ( γ, ν), which we will use as a first guess for the posterior mean of the parameter.
A proxy for the posterior distribution. We now design a proxy of the posterior distribution p Y (θ) persuing the variational strategy. A popular approximation of the posterior distribution p Y (θ) ∝ exp (log π(θ) + log p θ (Y )) arises from the Laplace approximation, which results in a Taylor expansion of the log-likelihood log p θ (Y ). This quantity being unavailable in our model, we propose to replace it with its lower bound J(Y ; θ, q) and perform a Taylor expansion of this quantity:
where θ = ( γ, ν) := arg max θ J(Y ; θ, q), is provided by the VEM algorithm. As shown in Appendix A.1, the Hessian matrix ∂ 2 θ 2 J(Y ; θ, q) is made of two diagonal blocks corresponding to ν and γ, respectively. One may take advantage of this block-diagonal structure and define
Combining the Gaussian prior distribution on γ defined in Equation (3), Equation (7) suggests the following Gaussian proxy for the posterior of γ:
Regarding the vector of proportions ν, we combine the Dirichlet prior distribution with the result of the VEM inference. Indeed, the VEM algorithm provides an estimate of the number of nodes belonging to each class k: N k := i τ ik . The conjugacy properties of the Dirichlet distribution suggest the following proxy for the posterior:
Finally, using q(Z) as a proxy for p Y (Z), we can combine equations (5), (8) and (9) to design a proxy p Y for p Y (Z, θ):
As a conclusion, p Y is a distribution combining the prior distribution and the data Y . The probabilistic dependence between the components of γ are represented. However, p Y neglects the probabilistic dependence involving Z. The computational cost of the computation p Y mainly reduces to the implementation of a variational EM, which is known to be economical from a computational point of view. Besides, p Y can be easily intensively simulated and its density function has an explicit expression. So, although p Y is not a satisfactory approximation of the posterior distribution, we claim that it can be used to drastically accelerate the posterior sampling of the true posterior distribution p Y .
Accelerated posterior sampling
The main objective is to sample from the posterior distribution p Y . A first approach would consist in resorting to p Y as an importance sampling (IS) distribution. However, this strategy is obviously naive since there is no guarantee that the support of p Y includes the support of the true distribution. As a consequence, there is no hope to efficiently sample using 'one-step' IS. We propose to resort to an annealed importance sampling procedure (Neal, 2001) , progressively shifting from the initial proposal p Y to the true posterior distribution p Y . An annealed importance sampling procedure consists in designing a sequence of distributions (p h ) h=0...H where p 0 is an easy simulated distribution and p H is the distribution of interest, in our case
by progressively integrating the data Y through the likelihood function. However, starting the annealing path from the prior distribution is far from efficient. We propose to take advantage of p Y . More precisely, we propose an alternative scheme moving smoothly from the approximate posterior distribution p Y to the true p Y , setting the following path:
where, ρ 0 = 0, ρ H = 1. We claim that this scheme significantly reduces the computational time and is robust with respect to p Y (see the numerical experiments in Section 4).
To sample from the sequence of distributions (p h ) h=1,...,H , we resort to the Sequential Monte Carlo sampler (SMC) proposed by Del Moral et al. (2006) where the annealing coefficients (ρ h ) h=1,...,H will be adjusted dynamically. At iteration h, the SMC sampler involves three steps : moving the particles using a transition kernel, re-weighting the particles in order to correct the discrepancy between the sampling distribution and the distribution of interest at iteration h (namely p h (Z, θ)) and selecting the particles in order to reduce the variability of the importance sampling weights and avoid degeneracy. In practice, the particles will be resampled when the Effective Sample Size (ESS) decreases below a pre-specified rate. The algorithm is given below, the details being postponed to the Appendix A.2:
Accelerated posterior sampling algorithm
..M from the approximate distribution p Y and set:
Find (e.g. by binary search) ρ h such that:
where K h is a MCMC kernel with p h (Z, θ) as an invariant distribution and compute:
The statistical properties of 
Posterior inference
Estimation of the marginal likelihood. With respect to MCMC strategies, Annealing Importance Sampling and SMC have the great advantage to supply good estimators of the marginal likelihood, which is the critical quantity when model comparison or model selection is at stake. Following Del Moral et al. (2006),
is a consistent estimator of p(Y ). Details are provided in the Appendix A.2.
Model selection and averaging. The algorithm introduced in Section 3.2 is defined for a fixed number of groups K. As a consequence Equation (12) provides an estimate of p(Y | K). In most practical cases, the number of groups K is actually unknown but, for a given prior π(K), it can then be estimated by maximizing the posterior distribution
. This requires to run the algorithm for a series of value of K. Similarly, the proposed algorithm provides samples from the posterior conditional distribution of the model's parameter p(θ | Y, K). To this respect the weighted sample {(θ m , W m )} m should rather be denoted {(θ m,K , W m,K )} m . Picking a specific value for K is not required to make inference on the parameters that do not depend on it, such as the regression coefficients β. Indeed a sample from their marginal posterior distribution can be obtained by model averaging. It suffices to gather the samples {(β m,K , W m,K )} m obtained with each K into the larger sample {(β m,K , W m,K )} m,K and to rescale the weights
Residual structure. Network analysis in presence of covariates raises two typical questions. The first one is the actual effect of each of these covariates on the structure of the network and the second one is the existence of some residual structure in the network, once accounted for the effect of the covariates. The inference on the β provides answers to the first one. As for the second one, we use the residual representation introduced by Latouche et al. (2018) , which we adapt by rephrasing the SBM-reg model in the following way: each node i is associated with a uniform draw U i over the unit interval and the interaction Y ij is then drawn conditionally on (U i , U j ) as a Poisson variable with mean exp(φ(U i , U j )+x ij β).
For a K-block SBM, φ : [0, 1] 2 → R is a rectangular block-wise constant function, with block widths (ν k ) and block heights (α k ) (see Figure 8 , top left). Using this representation, each particle θ m,K corresponds to a function φ m,K . A map of the residual structure (conditional on K) can then be obtained as
). An unconditional estimate φ can also be derived by averaging over K.
The residual structure can be further investigated at the node level via the latent coordinates U i . Indeed, U i is independent of Y conditionally on θ and Z i and is uniformly distributed over (ν
The posterior mean of each U i can hence be estimated by averaging over all the particles θ m and Z m , conditionally or unconditionally on K.
Illustrations
We now illustrate the relevance and the efficiency of our inference method, first on datasets simulated from the model (Subsection 4.1) and then on two datasets issued from the ecological field (Subsection 4.2).
Simulation study
We first present a simulation study assessing the fact that our strategy combining the design of an ad-hoc proxy p Y for the posterior and its use to sample from the true posterior distribution drastically decreases the computational time with respect to a classical annealing-scheme (starting from the prior distribution) or, equivalently, that p Y can be "corrected" into the true posterior distribution at a low computational cost.
Note that this two-steps strategy has been tested on other statistical models in a previous working paper Donnet and Robin (2017) where the robustness of the sampling strategy with respect to the mis-specification of p Y is also tested.
Simulation design. We simulate S = 100 networks with n = 40 nodes according to the Poisson SMB-reg model with K = 2 groups and p = 4 covariates, the covariates matrix X being fixed to an arbitrarily chosen value. The S replicates are simulated using the following scheme. The parameters ν (s) and γ (s) are generated from the prior distribution defined in Equation (3) with the following hyperparameters: with E[Y ij ] ≈ 10 and V(Y ij ) ≈ 13 2 . We first consider that the number of groups K is known and we focus on the posterior distribution of the parameters θ.
For each dataset Y (s) , we aim at sampling the posterior distribution corresponding to the informative prior distribution π(·) defined in equation (3) with hyperparameters given in (13). First of all, we derive the proxy of the posterior distribution using the approach presented in Section 3.1 resulting into p Y (s) (Approx in the legend). Then we use the sampler presented in Section 3.2 to get a sample from the true posterior distribution p Y (s) (this method is referred as the SMC from approx strategy in the plots). Finally, we compare our strategy with a SMC applied to a standard annealing scheme starting from the prior distribution (referred as SMC from prior). The strategies are compared in terms of computation time and accuracy.
The two SMC algorithms are run with M = 2000 particles, τ 1 = 0.9, and τ 2 = 0.8. All the codes are written in R. The variational estimation is obtained from the R-package blockmodels (Leger, 2016) .
Computational time. For each dataset, we first compare the number of iterations in the SMC procedure required to go either from the prior distribution π to p Y (s) or from p Y (s) to p Y (s) . Remember, that the sequence (ρ h ) h=1,...,H is not a tuned parameter of the algorithm but is self-tuned in an adaptive way. As a consequence, the number of iterations (i.e. the length of the sequence (ρ h ) h=1,...,H ) is a first rough indicator of how good the proxy p Y is as an approximation of the true posterior distribution p Y .
In average, starting from p Y (s) results into a number of iterations fifteen times smaller, going from an averaged number of 85 iterations in the SMC from prior strategy to around 6 iterations in the SMC from approx strategy. The sequences (ρ h ) for each dataset s and each strategy are plotted in In terms of computational time, we performed the experiments on a Intel R Xeon(R) CPU E5-1650 v3 @ 3.50GHz x12+ using 6 cores. For such a network, the R-package blockmodels supplies the variational estimation of interest in less than 1 minute (performing at the same time the selection of the number of blocks K). The SMC from approx strategy terminates in (in average) 32 seconds. The computational time is about fifteen times longer for SMC from prior.
Posterior distributions of the parameters. We now compare the posterior distributions of the parameters. Figure 2 supplies an example (on one given simulated dataset) of the posterior distributions of (β 1 , β 2 , β 3 , β 4 ) supplied by the three strategies. On this dataset (as well as on all other simulated dataset), the posterior distribution supplied by the SMC from prior and the SMC from approx are similar. The robustness of our strategy was already illustrated in a previous work on a wider variety of models (Donnet and Robin, 2017) . Besides, Figure 2 illustrates the fact that p Y (s) (β k ) already supplies a good approximation of the true posterior marginal distribution p Y (s) (β k ) since the red plain line coincides the other curves. However, when focusing on the joint distributions, we Figure 2 : Simulated dataset. Posterior distribution of (β k ) k=1,...,4 given by the Standard SMC (Stand. SMC), the variational estimation (VEM), the VEM combined with the prior distribution (VEM and prior) and the SMC starting from p Y (s) (VEM + SMC) on a arbitrarily chosen simulated dataset. know that, by construction, p Y (s) neglects the probabilistic dependencies between Z and θ and also between the (Z i )'s. The iterations required by the SMC algorithm are used to learn these dependencies. In order to illustrate this phenomena, we monitor the Mutual Information (MI) of the Z along the iterations h:
MI h (Z) can not be computed exactly so we consider its empirical estimator MI h,M (Z). MI h,M (Z) is plotted in Figure 3 for one arbitrarily chosen dataset. As expected, this Validation. In order to validate our inference algorithm, we use the simulation-based validation tools proposed by Donnet and Robin (2017) and Talts et al. (2018) . More precisely, let us recall the fact that, if
then, for any real-valued function Φ(θ), we have
As a consequence, we propose the following validation strategy. Let Φ be fixed. For s = 1 . . . , 100, let (θ (s) , Y (s) ) be a realisation of distributions (15) (with hyperparameters given in (13)). For any s, let ( θ (s)m ) m=1,...,M be a sample from p Y (s) and let (θ (s)m )) m=1,...,M denote the sample obtained from the SMC from approx procedure; (θ (s)m )) m=1,...,M is a sample obtained with SMC from prior. For any s = 1 . . . , 100, we compute:
and U (s) (Φ) and U (s) (Φ) for θ (s)m and θ (s)m , respectively, and compare the empirical distribution of ( U (s) (Φ)) s=1...S , (U (s) (Φ)) s=1...S and (U (s) (Φ)) s=1...S to the uniform one U {1,...,M } . We apply our procedure for eleven different functions Φ all invariant under label switching (the functions are provided in the Appendix A.3), .
In Figure 4 , we plot the empirical cumulative distribution function (ecdf) of ( U (s) (Φ)) s=...S , (U (s) (Φ)) s=1...S and (U (s) (Φ)) s=...S for Φ equal to:
We observe that for Φ 4 , p Y (s) already supplies a good approximation of the posterior distribution. However, for the other functions, the ecdf of ( U (s) (Φ)) s=...S is far from the targeted uniform distribution, probably because of its poor evaluation of the posterior dependency between the parameters. The ecdf of (U (s) (Φ)) s=...S is much more similar to the uniform one. Note that, as can be observed for Φ 8 , SMC from approx p Y (s) performs better than SMC from prior, meaning that the posterior distribution is better explored when using a first approximation of the posterior distribution as p Y (s) . This phenomena is confirmed in Figure 5 (left panel) where we display the boxplots of the KL divergence between the uniform distribution and ( U (s) (Φ)) s=...S , (U (s) (Φ)) s=1...S and (U (s) (Φ)) s=...S respectively, for the eleven functions Φ. SMC from approx performs better (i.e. KL smaller) than not only p Y (s) but also SMC from prior. Selection of K We can also perform model selection by running the algorithm for several values of K. One of the advantage of the SMC algorithm is that is provides a Monte Carlo approximation of the marginal likelihood as exposed in Section 3.3. The boxplots corresponding to (P Y (s) (K)) s=1,...,100 are displayed in the right panel of Figure 5 . We observe that the sampled posterior highly concentrates around the true value K = 2. 
Application on ecological datasets
Tree species parasitic network
We first apply the proposed methodology to the tree network introduced by Vacher et al. (2008) . The data consists of a set of n = 51 tree species. For each pair (i, j) of species, the number Y ij of shared fungal parasites (that is: parasites that can be hosted by both species) was recorded. For each pair of species, three distances were also measured, namely the taxonomic (x 1 ), the geographic (x 2 ) and the genetic distance (x 3 ). The aim of the study was to exhibit clusters of species in the parasitic network, but also to see if the number of shared parasites depends on the similarity between species. If the latter holds, ecologists are primarily interested in defining species clusters that can not be mainly predicted by the distances between them (see Mariadassou et al., 2010 , which include the data in the supplementary material). Figure 7 displays the results of this analysis. The number of clusters with highest posterior probability is 5, whereas pseudo ICL criterion selects 4 clusters. The second plot shows that it takes about 25 steps to sample from the posterior.
Regarding the parameter inference, we first observe that the approximate posteriors of the regression coefficients β j (in blue) are quite close from their true posteriors. This may seem surprising at first glance that it takes more than 25 steps to make such a small shift.
1-2 1-3 2-3 p Y -.037 -.010 .235 SMC from approx -.139 -.017 .325 Table 1 : Posterior correlation between the β j ('1-2': correlation between β 1 and β 2 ).
However, the posterior distributions of the regression coefficients β j are only marginals. Table 4 .2 provides the (approximate) posterior correlation between these coefficients and shows that p Y tends to under-estimate these correlations, which is consistent with the results from the simulation study.
We also study the evolution of the distribution of the latent variables Z i along the sampling path. We remind that the variational approximation consists in assuming that they are conditionally independent, whereas they are not. Therefore, the proposed SMC algorithm should retrieve this dependency. To observe this behavior, once again, we monitor the estimated mutual information along the iterations MI h,M (Z). The top right panel of Figure 7 shows that the estimated MI h,M (Z) does increase along the steps. This indicates that a substantial part of the sampling effort is dedicated to the reconstruction the conditional dependency structure of the Z i , which is also consistent with the results from the simulation study.
According to the posterior distribution of β 3 , the effect of the contribution of the genetic distance is questionable. For all parameters, averaging the posterior of K tends to smooth the posterior but does not have a strong effect on the inference. The model choice is balanced: the models with higher probability are (x 1 ) and (x 1 , x 2 ), with respective probability 52.1% and 46.8%. The models based on all other combination of variables have a posterior probability smaller than 10 −2 , which confirms the absence of effect of the genetic distance or its redundancy with respect to the other distances.
All these results are consistent with the conclusions of Mariadassou et al. (2010) : the distances between the species concur to structure the parasitic network (although the genetic distance does not bring a significant additional information). Still, these two distances are not sufficient to predict the whole topology of the network and a residual structure remains.
The estimated residual structure φ for the tree network is displayed in Figure 8 (top center). The function is fairly flat but there exist a substantial fraction of species (with low coordinate u or v), for which the observed number of interactions is lower than expected according to the distances. Interestingly, Figure 8 (bottom center) shows that the species with lowest coordinates are not the three species that are isolated in the network ( Figure  6 , left).
Equid social networks
The second example arise from Rubenstein et al. (2015) , who carried parallel analyses of the social networks of two equid species: the Grevy zebra and the onager. For each of the species, the interactions between all pairs of individuals were recorded during several days (44 for the zebras and 82 for the onagers). Within each species, we considered the total number Y ij of interactions between i and j during the time period. The age and sex of each animal were also recorded, resulting in four status for the zebras (s: stallion, b: bachelor, n: non-lactating, l: lactating) and three for the onagers (T : territorial male, N : non-lactating, L: lactating). The complete dataset is available on Dryad (https: //datadryad.org/resource/doi:10.5061/dryad.q660q). One question of interest here is to understand if the status of the individuals contributes to shape the interaction network. To better decompose this effect we decomposed the status as a combination of sex ((n, l) vs (s, b) for the zebras and (N , L) vs (T ) for the onagers) and age ((n, b) vs (s, l) for the zebras and (N ) vs (T , L) for the onagers). Then, for each pair we defined three binary variables indicating whether the two individuals share the same sex (x 1 ), the same age (x 2 ) or the same status (x 3 ). The most complete models are (x 1 , x 2 , x 3 ) for the zebras and (x 1 , x 2 ) for the onagers, respectively. The posterior distribution of the corresponding regression coefficients are consistent with this conclusion (not shown). Model comparison clearly shows that the sex (x 1 ) is the only significant effect for the zebra network (model posterior probability = 98.2%), whereas the combination of the sex and the age (x 1 , x 2 ) contributes to structure the onager network (model posterior probability 100%). This observation is consistent with the conclusion of Rubenstein et al. (2015) .
As an illustration, we further investigated the residual structure of the onager network. The estimated function φ (Figure 8 , top right) displays a complex pattern. A general trend from low to high coordinate suggests an heterogeneous propensity to social interaction between individuals. Figure 8 (bottom right) shows that no relation can be established between the latent coordinate U i of each individual and its sex or age, which confirms the residual nature of this structure with respect to the animal's status.
As a general comment about the proposed sampling procedure, we observed that few tens of steps are enough to shift from the variational-based approximate distribution to the exact posterior. 
Discussion
In this work, we propose a proxy for the posterior distribution of the Poisson SBM-reg model. This approximation is derived from the combination of the Variational EM estimate and an approximation of the posterior variances using a Laplace approximation. Although this proxy for the posterior is a satisfactory approximation of the true posterior distribution for some parameters of the model, it does not handle the posterior dependencies induced by the latent variables. We prove that this proxy can be used to supply an efficient sampler of the true posterior distribution. For the two motivating examples, the proposed procedure enables us to assess the effect of some of the covariates on the organisation of the interaction network, as well as the exitence of a residual structure that is not associated with these covariates.
Although the paper focuses on the Poisson SBM-reg model, our method is quite general. Indeed, for any statistical method, provided one is able to build a proxy for the posterior distribution, SMC allows to use this proxy to sample efficiently from the true posterior distribution. Variational Bayes or Expectation Propagation method are typical methods supplying an approximation of the posterior distribution. Applying our method starting from these approximations not only generates the expected sample but is also an indicator of how good the proxy is. A small number of iterations in the SMC indicates that the proxy is an accurate approximation of the posterior distribution.
Moreover, deriving a Variational Bayes estimate is not always an easy task. The proposed method to build a proxy from the Variational EM can be straightforwardly extended to any latent variable model of the one-parameter exponential family.
and that E(Z ik Z j ) = τ ik τ j (because q is factorisable) to get
all other second derivatives being null. As a consequence, the Hessian matrix ∂ 2 θ 2 J(Y ; θ, q) is made of two diagonal blocks corresponding to ν and γ = (α, β), respectively.
A.2 Details on the SMC algorithm
We give here the details of the SMC algorithm developed by Del Moral et al. (2006) and implemented in our procedure. Let us introduce the following notations:
and
is a probability density. The main idea of Del Moral et al. (2006) is to plunge the problem of sampling a sequence of distributions defined on a single set Z × Θ into the standard SMC filtering framework. To that purpose, the sequence (p h ) h=0...H is replaced by a sequence of extended distributions:
with
where (Z 0:h , θ 0:h ) = (Z 0 , θ 0 , . . . , Z h , θ h ) ∈ Z × Θ × · · · × Z × Θ = (Z × Θ) h+1 and (L k ) k=0,...H−1 is a sequence of backward kernels satisfying:
Due to identity (21), the marginal version of p h (i.e. when integrating out Z 0 , θ 0 , . . . , Z h−1 , θ h−1 ) is the distribution of interest p h . Once defined the sequence (p h ) h=0...H , one may use the original SMC algorithm designed by Doucet et al. (2001) for filtering. At iteration h, the SMC sampler involves three steps:
• Moving the particles from (Z h−1 , θ h−1 ) to (Z h , θ h ) using a transition kernel K h (Z h , θ h |Z h−1 , θ h−1 ). As a consequence, let η h−1 (Z 0:h−1 , θ 0:h−1 ) denote the sampling kernel for (Z 0:h−1 , θ 0:h−1 ) until iteration h − 1, η h 's expression is:
η h (Z 0:h , θ 0:h ) = η h−1 (Z h−1 , θ h−1 )K h (Z h , θ h |Z h−1 , θ h−1 )
• Reweighing the particles in order to correct the discrepancy between the sampling distribution η h and the distribution of interest at iteration h, p h .
• Selecting the particles in order to reduce the variability of the importance sampling weights and avoid degeneracy. In practice the particles will be resampled when the ESS decreases below a pre-specified rate. 
where the incremental weight w h−1:h (Z h−1 , θ h−1 , Z h , θ h ) is equal to:
About the transition kernels K h and L h . As, at this step, the target distribution is p h , it seems natural to choose K h (Z h , θ h |Z h−1 , θ h−1 ) as a Monte Carlo Markov Chain (MCMC) kernel with p h (Z, θ) as stationary distribution. Following Del Moral et al. (2006), we choose the backward kernel:
which satisfies Property (21) and enables us to rewrite the weight increment w h−1:h (Z h−1 , θ h−1 , Z h , θ h ) appearing in (24) and defined in (25) as 
In what follows, we denote
Remark 1 Using this particular backward kernel (26) has two major consequences. First it is not required having an explicit expression for the transition kernel K h (θ h |θ h−1 ), which is quite welcome for MCMC kernels. Secondly, examining equations (24) and (27), one may notice that the weight for a particle Z 0:h , θ 0:h does not depend on Z h , θ h but only on Z h−1 , θ h−1 . As a consequence, the weights of the particles Z 0:h , θ 0:h can be computed before they are simulated and for any new p h
Adaptive design of (ρ h ) h=0...H . As a consequence of this last remark, we are able to design an adaptive strategy for (ρ h ) h=0,...H (as in Schäfer and Chopin, 2013; Jasra et al., 2011) . Indeed, being able to compute the weights of the up-coming particles for any new ρ h , we can increase ρ h until the quality of the sample (measured through an indicator computed from the weights) decreases for the next distribution. In practice, following Zhou et al. (2016), we use the conditional Effective Sampling Size (cESS) to measure the
