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RESUMEN 
 
 
 
El carbono orgánico almacenado en el suelo es uno de los compartimentos más 
importantes dentro del ciclo global del carbono. Dada su relevancia frente al fenómeno del 
cambio climático global, se ha planteado la necesidad de realizar monitoreos periódicos de 
esta variable. Sin embargo, el número de muestras requerido para hacer una estimación 
satisfactoria mediante métodos geoestadísticos plantea el problema de diseñar redes de 
muestreo que, limitadas al presupuesto, logren la mayor reducción en la variabilidad, lo 
cual conduce entonces a un problema de optimización.  
En esta investigación se empleó una técnica conocida como algoritmos genéticos 
para diseñar redes de muestreo para el monitoreo del carbono orgánico del suelo en el área 
del Centro de Investigación La Libertad de CORPOICA, con el propósito que la 
configuración de la red de muestreo permitiera reducir de manera óptima el error estándar 
de kriging.  
El análisis de la variabilidad espacial de las variables edáficas estudiadas condujo a 
la selección de modelos esféricos para la modelación satisfactoria de los semivariogramas. 
Los modelos mostraron una dependencia espacial fuerte y valores de rangos 
correspondientes con el comportamiento esperado de las variables y con lo observado 
durante el trabajo de campo. 
La comparación entre las diferentes configuraciones de muestreo evaluadas permitió 
concluir que las redes aleatorias optimizadas mediante el método de varios puntos 
adicionales son más eficientes que las redes regulares, para las condiciones de este estudio. 
Además, al analizar las metodologías evaluadas se encontró que el método del punto 
ficticio no conduce siempre a la solución óptima, además de que al aumentar el número de 
puntos de muestreo adicionales a incluir, se vuelve cada vez menos eficiente que el método 
de varios puntos adicionales. 
La técnica de optimización empleada en esta investigación, los algoritmos 
genéticos, mostró ser apropiada para encontrar localizaciones óptimas para los sitios de 
muestreo, si bien es una técnica computacionalmente intensa, que requiere de buena 
capacidad y velocidad de procesamiento. 
 
 
Palabras clave: Carbono orgánico del suelo, redes de muestreo, algoritmos genéticos, 
mallas regulares, redes aleatorias, error estándar de kriging, cambio climático 
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I. INTRODUCCIÓN 
 
 
 
La magnitud de las estimaciones del contenido de carbono orgánico almacenado en 
el suelo, así como del flujo de dióxido de carbono (CO2) entre el suelo y la atmósfera, 
convierten al carbono orgánico del suelo en uno de los compartimentos más importantes 
dentro del ciclo global de este elemento, lo cual ha motivado una gran cantidad de 
investigaciones y su consideración en las estimaciones de gases con efecto de invernadero 
requeridas para los Inventarios Nacionales exigidos por las Naciones Unidas a los países 
que han ratificado la Convención Marco sobre Cambio Climático de 1992. 
El monitoreo del carbono orgánico del suelo es un procedimiento oneroso debido a 
los costos importantes de análisis de laboratorio y de trabajo de campo que se generan 
cuando se pretende obtener una adecuada representación de su variabilidad espacial. Este 
problema se agudiza cuando se desarrollan investigaciones a escala regional o se requieren 
estimaciones nacionales. 
La realización de un inventario completo o de muestreos intensivos puede producir 
una imagen clara del comportamiento de la variable en el espacio, pero ello implicaría un 
mayor costo de las actividades así como un mayor consumo de tiempo. Dadas estas 
circunstancias, los investigadores deben tomar un número limitado de muestras para tratar 
de hacer inferencias acerca del fenómeno, en lugar de intentar adquirir información en cada 
localización posible. 
Aparte de las limitaciones establecidas por el presupuesto, es necesario que las 
localizaciones de los sitios de muestreo permitan minimizar el error en las estimaciones, lo 
cual dependerá tanto de la ubicación de cada punto como del comportamiento de la 
variabilidad espacial de la variable. 
El problema de definir una red adecuada plantea también, además de las 
condicionantes anteriores, tener que seleccionar el tipo de la malla de muestreo más 
eficiente; es decir, se debe decidir si se recoge la información en configuraciones regulares 
o en configuraciones aleatorias. 
En consecuencia, las características de los diferentes parámetros que se requieren 
considerar exigen que se estructuren o adapten las metodologías de diseño de redes 
propuestas para el monitoreo de fenómenos que se comportan de manera continua en el 
espacio, como es el caso del contenido de carbono orgánico del suelo, con el fin de que se 
haga uso de los métodos más apropiados para el análisis de la variable estudiada, teniendo 
en cuenta los objetivos propuestos en la investigación respectiva, las condiciones del área 
de estudio, entre otros factores. 
Entre las alternativas que se han propuesto para el muestreo espacial, se ha 
encontrado que las técnicas de interpolación desarrolladas por la geoestadística se adaptan 
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muy bien al diseño de redes de observación. Sin embargo, la cantidad de parámetros 
involucrados y la naturaleza del fenómeno estudiado, así como el número de posibles 
diseños que pueden ser seleccionados, exigen la implementación de métodos de 
optimización que encuentren la red más apropiada para minimizar el error en las 
estimaciones.  
Uno de los métodos de optimización que han mostrado un gran potencial para la 
solución de este tipo de problemas son los algoritmos genéticos, que se han aplicado con 
éxito a una amplia gama de problemas, si bien aún no han sido empleados extensivamente 
en el diseño de redes espaciales de muestreo. 
El propósito de esta investigación es ayudar a avanzar en el conocimiento en el país 
acerca del diseño de redes de muestreo y a proponer una solución metodológica para la 
localización óptima de sitios de muestreo, la cual podría ser aplicada independientemente 
del tipo de variable analizada, ya sea ésta edáfica, meteorológica o de cualquier otro tipo. 
Este estudio se propone como un aporte por parte de la Maestría en Geomática a la 
solución de un problema que es recurrente en varias disciplinas y campos del conocimiento, 
como es el diseño de redes de muestreo espaciales. Específicamente, se pretende plantear 
una alternativa posible para abordar el diseño de redes de monitoreo que minimicen la 
incertidumbre en las estimaciones de una variable clave en la problemática del cambio 
climático, como lo es el contenido de carbono orgánico en el suelo. 
Como una contribución novedosa por parte de esta tesis se busca mostrar la utilidad 
y aplicabilidad de los algoritmos genéticos a la búsqueda y selección de redes óptimas, 
dadas unas condiciones particulares y unos objetivos determinados. 
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II. OBJETIVOS 
 
 
 
2.1. Objetivo general  
Desarrollar una metodología que permita diseñar redes de muestreo óptimas para 
monitorear el contenido de carbono orgánico del suelo, mediante el empleo de los 
algoritmos de optimización conocidos como algoritmos genéticos. 
 
2.2. Objetivos específicos  
 Evaluar mediante muestreo de campo el carbono orgánico contenido en el suelo 
para dos profundidades en el Centro de Investigación La Libertad de CORPOICA 
(Villavicencio, Meta). 
 
 Modelar la variabilidad espacial del contenido de carbono orgánico del suelo en el 
C.I. La Libertad a partir de la información tomada en campo. 
 
 Diseñar redes de muestreo óptimas para el monitoreo del contenido de carbono 
orgánico del suelo en el área de estudio, mediante la utilización de los algoritmos 
genéticos aprovechando la información obtenida sobre el comportamiento espacial 
de las variables estudiadas. 
 
 Estructurar y ajustar la metodología para el diseño de redes óptimas de muestreo a 
partir de los resultados y de los análisis realizados en la investigación, así como de 
las propuestas metodológicas reportadas en la literatura. 
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III. MARCO TEÓRICO 
 
 
 
El crecimiento de la población y la expansión antrópica del uso y alteración de la 
biosfera para la obtención de alimentos, combustibles y materias primas, han ocasionado 
cambios ambientales significativos a escala global. Tres de los principales cambios globales 
mejor documentados son el incremento en las concentraciones de dióxido de carbono (CO2) 
en la atmósfera, las alteraciones en los ciclos biogeoquímicos globales, y el continuo 
cambio en las coberturas y uso del suelo (Vitousek, 1994). 
Las emisiones de CO2 a la atmósfera son generadas principalmente por la quema de 
combustibles fósiles y las actividades de minería, así como por la conversión de bosques y 
pasturas nativas a agroecosistemas y otros tipos de coberturas con bajo contenido de 
biomasa. El resultado neto de estas actividades es la liberación del carbono orgánico de las 
rocas, los organismos y el suelo, hacia la atmósfera en forma de CO2 (Vitousek et al., 
1997). 
Si bien la quema de combustibles fósiles y la acumulación atmosférica anual han 
sido las variables más estudiadas del balance atmosférico del carbono (C), otros 
componentes como el flujo neto atmósfera-océano, la liberación neta de carbono durante la 
transformación del suelo, y la acumulación neta en la biomasa terrestre y en la materia 
orgánica del suelo son igualmente importantes y se encuentran actualmente bajo intensa 
investigación y análisis. 
 
3.1. El carbono orgánico del suelo  
La materia orgánica del suelo es el compartimento de carbono más grande de la 
biosfera continental con 1550 Petagramos (Pg). El tamaño de las reservas de carbono en el 
suelo y la preocupación ambiental sobre el cambio climático han atraído recientemente la 
atención de científicos y políticos sobre la captura de carbono como una estrategia efectiva 
para enfrentar las emisiones de gases con efecto de invernadero (Mondini & Sequi, 2008). 
Por esta razón, un número importante de investigaciones se han dirigido a estudiar el 
comportamiento del carbono orgánico del suelo y se ha resaltado su importancia dentro del 
ciclo global del carbono (Lemenih & Itanna, 2004; Lara, 2003; Powers & Schlesinger, 
2002; Smith et al., 2002). 
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3.1.1. Relevancia del carbono orgánico del suelo en el contexto del cambio ambiental 
global 
Los estudios sobre la captura y la dinámica de carbono en los suelos han cobrado 
cada vez mayor importancia en los últimos años. Las estimaciones realizadas indican que el 
carbono orgánico contenido en el suelo supera en dos veces la cantidad flotante en la 
atmósfera (Townsend et al., 1997). Más del 30% del carbono emitido a la atmósfera por 
cambios de uso de la tierra es producto de procesos de degradación del suelo (Batjes & 
Sombroek, 1997), lo que justifica el estudio del carbono orgánico del suelo, teniendo en 
cuenta las crecientes tasas de deforestación producidas por la conversión del bosque en 
agroecosistemas, especialmente en los países tropicales (Lara, 2003). 
Las estimaciones de la cantidad global de carbono orgánico en el primer metro de 
profundidad en el suelo varían desde 1220 Gigatoneladas (Gt) hasta 1550 Gt (Kirschbaum, 
2000), lo que equivale a aproximadamente el doble de la biomasa aérea, que se contabiliza 
entre 560-835 Gt (Sommer et al., 2000). 
La transformación de tierras boscosas en áreas agrícolas produce pérdidas 
importantes de biomasa aérea, pero sus efectos en la cantidad de carbono almacenado en el 
suelo aún no son muy bien comprendidos (De Camargo et al., 1999). Los suelos bien 
manejados pueden funcionar como grandes sumideros del carbono atmosférico, pero 
también se ha documentado que las emisiones de CO2 provenientes de los suelos exceden a 
todos los otros intercambios de carbono entre la superficie terrestre y la atmósfera, con la 
excepción de la fotosíntesis bruta (Raich & Tufekcioglu, 2000). 
El CO2 es producido en los suelos principalmente por los organismos heterotróficos 
y por la respiración de las raíces vivas, y la mayor parte del CO2 producido se libera a la 
atmósfera. Este proceso, llamado comúnmente respiración del suelo, produce 75-80 Gt de 
CO2-C anualmente, lo cual representa más de 10 veces el CO2 liberado por la quema de 
combustibles fósiles e indica que aproximadamente el 10% del CO2 de la atmósfera pasa a 
través de los suelos cada año. Debido a la magnitud del flujo de CO2 entre el suelo y la 
atmósfera, y la gran cantidad de carbono potencialmente mineralizable en los suelos, 
cualquier incremento en las emisiones de CO2 del suelo en respuesta a un cambio ambiental 
puede tener el potencial de exacerbar los niveles crecientes de CO2 y proveer una 
retroalimentación positiva con el cambio climático (Raich et al., 2002). 
El carbono entra a los ecosistemas a través de la fotosíntesis, perdiéndose una 
fracción en la respiración autotrófica. La ganancia neta es la producción primaria neta. En 
los sistemas naturales, eventualmente el carbono se transfiere al suelo en la hojarasca, la 
renovación de las raíces, o la muerte de plantas individuales, proveyendo de esta forma el 
sustrato para la formación del carbono orgánico del suelo (FAO, 2007). 
La materia orgánica se acumula principalmente en la parte superficial del suelo, 
conocida como el horizonte A, gracias a la mayor actividad biológica y presencia de 
interacciones entre las plantas, los animales y sus residuos con las poblaciones de 
microorganismos que habitan en el suelo, produciéndose la acumulación en función de la 
complejidad de los organismos y de los factores de formación del suelo. 
Como se mencionó anteriormente, el carbono regresa eventualmente a la atmósfera 
por la descomposición del carbono orgánico del suelo, lo que se denomina como 
respiración heterotrófica del suelo. La tasa de descomposición del carbono orgánico está 
determinada por factores específicos del suelo (la textura, el pH, etc.), por factores 
climáticos y por la cantidad de carbono orgánico presente en el suelo (FAO, 2007). 
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3.1.2. Medición del carbono orgánico del suelo 
El cálculo del inventario total de carbono orgánico almacenado en el suelo (COS, en 
t ha
-1
) se obtiene como el producto de la densidad aparente ρ (g cm-3) del suelo, por la 
concentración o cantidad relativa de carbono C (%) y por la profundidad de muestreo p 
(cm), es decir (Guo & Gifford, 2002): 
 
                                                          pCCOS .                                                      (3.1) 
 
Dependiendo del propósito de la investigación, se determina el COS superficial o a 
diferentes profundidades. En el primer caso, se determina el COS contenido en una 
profundidad comparable con el espesor del horizonte A o hasta una profundidad 
determinada, usualmente 30 cm, mediante la fórmula (3.1), colectando muestras de carbono 
y de densidad aparente del suelo. 
Generalmente, las muestras volumétricas de carbono se toman con la ayuda de un 
barreno sacabocados, el cual es un instrumento constituido por un cilindro metálico y una 
serie de prolongaciones desmontables del mismo material. El barreno se introduce en el 
suelo por presión o por percusión y luego se extrae, quedando atrapada una porción de 
suelo dentro del cilindro. Dependiendo del tamaño del barreno, puede ser necesario 
introducirlo más de una vez en cada punto con el fin de alcanzar la profundidad requerida. 
Las porciones de suelo obtenidas se depositan en una cubeta, y posteriormente se maceran 
y mezclan muy bien. Luego se extrae del recipiente una parte del suelo mezclado y se 
almacena en una bolsa con cierre hermético, que debe ser etiquetada debidamente 
identificando el origen de la muestra (Lara, 2003). 
De manera similar, se mide la densidad aparente superficial ρ en los primeros 
centímetros del suelo, tomándose varias muestras hasta la profundidad indicada. 
Usualmente se emplea como herramienta de muestreo un barreno sacabocados para extraer 
la muestra de suelo, la cual se obtiene luego de introducir el barreno en el suelo por 
percusión, con la ayuda de un martillo de caucho (Lara, 2003). 
La determinación de la cantidad de carbono de las muestras de suelo tomadas se 
puede realizar mediante el procedimiento de combustión húmeda de Walkley-Black, o 
mediante el método de combustión seca con un analizador Carbono-Nitrógeno. Los 
resultados de los análisis pueden ser expresados en términos del contenido de materia 
orgánica (%), en lugar de carbono, por lo que cada valor debe multiplicarse por 0.58, que es 
la constante de proporción de carbono contenido en la materia orgánica del suelo (Guo & 
Gifford, 2002; Allison, 1973). 
Para la determinación de la densidad aparente, los volúmenes de suelo colectados se 
secan a 100 ± 1 ºC durante 72 horas, y se pesan. Se toman las medidas del barreno 
(longitud y diámetro interno), y se calcula la densidad aparente (Da) utilizando la relación:  
 
                                                              
Vc
Mss
Da ,                                                          (3.2) 
 
donde Mss es la masa del suelo seco en el horno (g), y Vc es el volumen del cilindro (cm
3
) 
(Jaramillo, 1998). 
Debido a las prácticas de manejo es posible que se presente compactación del suelo, 
especialmente por el tráfico del ganado, por lo cual usualmente es necesario corregir el 
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valor del carbono orgánico del suelo con factores de compactación en las coberturas 
vegetales (Lara, 2003). Para ello, los factores son calculados comparando las densidades 
aparentes del suelo en cada cobertura con su valor en los suelos de los bosques naturales 
menos intervenidos, pues esta cobertura representa la condición menos perturbada.  
 
3.2. Diseño de redes de muestreo mediante geoestadística 
Entre las diferentes alternativas que se han propuesto para el muestreo espacial, se 
ha encontrado que las técnicas de interpolación desarrolladas por la geoestadística, 
conocidas como kriging, se adaptan muy bien al diseño de redes de observación (Samper & 
Carrera, 1990). Dado que la varianza de estimación de kriging no depende del valor medido 
de la variable es posible determinar la localización de los puntos de medición de tal forma 
que se minimice la incertidumbre (varianza). 
La geoestadística es una rama de la estadística espacial que se ocupa de la 
estimación, predicción y simulación de fenómenos espaciales continuos. Sus aplicaciones 
se han expandido desde el campo en el que se originó, la minería, hacia otras disciplinas 
como la hidrología, la meteorología, la agronomía, entre otras. 
 
3.2.1. Conceptos básicos de geoestadística 
La geoestadística se basa en el concepto de las variables regionalizadas, 
desarrollado por Georges Matheron (Matheron, 1970; Matheron, 1969). Una variable 
regionalizada es una variable distribuida en el espacio (o tiempo) cuyos valores son 
considerados como realizaciones de una función aleatoria (también denominada proceso 
aleatorio, campo aleatorio, o proceso estocástico). Esta teoría permite incluir hipótesis 
estadísticas en procesos espaciales locales. La variación espacial de una variable 
regionalizada puede ser expresada por la suma de una componente estructural o 
determinística, asociada a un valor medio constante o una tendencia constante; una 
componente aleatoria espacialmente correlacionada; y un ruido aleatorio o error residual. 
Una de las hipótesis implícitas en los procedimientos geoestadísticos es que la 
media del proceso estudiado es estacionaria, lo cual plantea la hipótesis que la media del 
fenómeno es constante en la región de estudio (Giraldo, 2003), asumiendo por tanto que no 
hay variación significativa a gran escala. 
Se define también la estacionariedad de segundo orden para covarianza donde se 
asume que la covarianza es la misma entre cualquier par de puntos que estén a la misma 
distancia y dirección, sin importar los puntos que se seleccionen (Samper & Carrera, 1990). 
En la hipótesis de estacionariedad de segundo orden se admite que la componente 
determinística en la posición s, m(s), es constante (no hay tendencias en la región). 
Entonces m(s) es igual al valor esperado de la variable aleatoria Z en la posición s, y la 
diferencia media entre los valores observados en s y s + h, separados por un vector de 
distancia h (módulo de dirección), es nula (Gerbi et al., 2004). 
Se asume también que la covarianza entre los pares Z(s) y Z(s+h), separados por un 
vector de distancia h, existe y depende solamente de h. Asimismo, la estacionariedad de 
covarianza implica estacionariedad en varianza (Gerbi et al., 2004). Sin embargo, existen 
algunos fenómenos físicos reales que presentan varianza no finita. En estos casos se trabaja 
sólo con la hipótesis que pide que los incrementos [Z(s+h) - Z(s)] sean estacionarios, lo cual 
se denomina estacionariedad débil o intrínseca (Giraldo, 2003).  
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3.2.2. Construcción del semivariograma y modelos de semivarianza 
El semivariograma es una herramienta básica de apoyo a las técnicas de 
interpolación mediante los métodos estadísticos-probabilísticos como kriging, ya que 
permite representar cuantitativamente la variación de un fenómeno regionalizado en el 
espacio. 
Una de las alternativas propuestas para realizar la determinación experimental del 
semivariograma para cada valor de h calcula la semivarianza considerando todos los pares 
de puntos z(s) y z(s+h) separados por el vector de distancia h, mediante la expresión: 
                                         
N
i
ii hszsz
N
h
1
2
2
1
ˆ ,                                        (3.3) 
donde hˆ  es el semivariograma estimado y N es el número de pares de valores medidos, 
z(s) y z(s+h), separados por el vector h (Clark, 2001; Cressie, 1993).  
Usualmente, se asume como hipótesis que el fenómeno es isotrópico, es decir, con 
comportamiento igual en todas las direcciones. En este caso, la determinación experimental 
del semivariograma depende solamente de la distancia entre las observaciones y no de la 
dirección relativa entre ellas (Gerbi et al., 2004). 
Sin embargo, cuando la autocorrelación espacial no es igual en todas las direcciones 
entonces se dice que hay anisotropía, de la cual se definen dos tipos: anisotropía geométrica 
y anisotropía zonal. La primera se presenta cuando los semivariogramas calculados en 
varias direcciones tienen igual meseta pero varían en el rango (Díaz, 2002). En el segundo 
caso todos los semivariogramas direccionales tienen igual rango pero diferente meseta 
(Giraldo, 2003). 
Una vez se obtienen los valores del semivariograma se busca a continuación ajustar 
una función, con el fin de que el modelo ajustado represente la tendencia de hˆ  en 
relación con h y que las predicciones que se obtengan a través de kriging sean más exactas 
(Chauvet, 1993; Gilardi, 2002). 
Se han propuesto varios modelos teóricos básicos, denominados modelos 
isotrópicos, los cuales se pueden dividir en modelos acotados, denominados así porque 
alcanzan la meseta, y en modelos no acotados (Giraldo, 2003). 
En el semivariograma se definen los siguientes parámetros: el rango (a), que es la 
distancia dentro de la cual las observaciones presentan correlación espacial (de este punto 
en adelante, se considera que no existe dependencia espacial entre las observaciones, 
porque la varianza de la diferencia entre los pares de observaciones se vuelve 
aproximadamente constante); la meseta, que es el valor del semivariograma 
correspondiente a su rango; y el efecto pepita (C0), el cual indica una discontinuidad del 
semivariograma para distancias menores que la menor distancia entre las observaciones 
(Figura 3.1). 
El efecto pepita es el valor de la semivarianza para una distancia igual a cero, y 
representa un componente de variabilidad espacial que puede ser relacionado con errores de 
medición, siendo relativamente difícil cuantificar si la mayor contribución proviene de los 
errores de medición o de la variabilidad de pequeña escala captada por el muestreo. 
Idealmente, C0 debe ser igual a cero. 
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Figura 3.1. Parámetros del semivariograma. Adaptado de Gerbi et al. (2004). 
 
 
3.2.3. Interpolación mediante kriging 
El procedimiento de interpolación mediante el cual se estima el valor de la variable 
en sitios donde no se recogió información es denominado kriging, en honor a Daniel Krige, 
pionero en la introducción del uso de medias móviles para evitar la sobreestimación 
sistemática de reservas en minería. En kriging, el procedimiento de interpolación es 
semejante al de interpolación por media móvil ponderada, excepto que aquí los pesos son 
determinados a partir del análisis espacial basado en el semivariograma (Felgueiras, 1999). 
Los métodos de kriging producen predicciones insesgadas y con varianza mínima. 
Predicciones insesgadas significa que, en promedio, la diferencia entre los valores 
estimados y los valores observados para el mismo punto debe ser nula, y varianza mínima 
significa que estos estimadores poseen una menor varianza entre todos los estimadores 
insesgados (Samper & Carrera, 1990). 
Entre las técnicas de kriging se incluyen un conjunto de métodos de predicción entre 
los cuales se encuentran procedimientos estacionarios, como kriging simple y ordinario; no 
estacionarios, como kriging universal; y métodos univariados y multivariados, como 
cokriging (Samper & Carrera, 1990). 
Igualmente, los métodos de kriging se pueden clasificar en métodos lineales y no 
lineales. Los métodos lineales, como kriging simple, ordinario y universal son óptimos si 
hay normalidad multivariada e independiente de la distribución son los mejores predictores 
linealmente insesgados. Los métodos no lineales no cumplen con estas condiciones 
(Giraldo, 2003). 
Cuando los datos univariados no son normales se aplica una transformación de Box-
Cox (Box & Cox, 1964):  
                                                     
1' YY ,                                                     (3.4) 
 
donde Y corresponde a la variable original y Y’ a la variable transformada, para λ diferente 
de cero, siendo λ el parámetro que minimiza el error cuadrático medio del modelo de 
regresión. Si λ es igual a cero entonces se hace la transformación:  
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                                                     YY ln' .                                                          (3.5) 
 
Kriging es además un interpolador exacto ya que al realizar la predicción en un 
punto donde se haya realizado una medición, el valor estimado es igual al valor medido y la 
varianza de kriging en ese sitio es igual a cero. 
El método de kriging más sencillo es kriging simple, el cual asume que la media de 
la variable regionalizada es constante y conocida, razón por la cual usualmente es poco 
utilizado. 
Kriging ordinario es el método más robusto y uno de los más empleados, ya que 
asume que no se conoce el valor promedio de la variable regionalizada, lo cual permite 
generalizar el kriging a situaciones donde esta media no es constante en el espacio. 
Kriging universal, por su parte, reconoce que tanto los componentes determinísticos 
como estocásticos de la variable son no estacionarios. Estima la tendencia en el 
componente determinístico y el variograma en el estocástico, y recombina los dos para 
realizar la predicción, lo cual introduce la probabilidad máxima residual en el 
procedimiento de kriging (Webster & Oliver, 2007). 
 
3.2.4. Validación cruzada 
La validación cruzada es una técnica que se utiliza con el propósito de probar la 
validez del modelo de semivarianza ajustado (Clark, 1986).  
Consiste en excluir la observación de uno de los n puntos muestrales, y con los n-1 
valores restantes y el modelo de semivarianza escogido, predecir vía kriging el valor de la 
variable en estudio en la ubicación del punto que se excluyó. Si el modelo de semivarianza 
elegido describe bien la estructura de autocorrelación espacial, entonces la diferencia entre 
el valor observado y el valor predicho debe ser pequeña.  
Este procedimiento se realiza en forma secuencial con cada uno de los puntos 
muestrales y así se obtiene un conjunto de n “errores de predicción”. Se selecciona 
entonces el modelo de semivarianza que optimice algún criterio como: 
 
i. la raíz media estandarizada del cuadrado del error de predicción (RMSSPE, por 
sus siglas en inglés), la cual debe ser muy cercana a uno (1): 
 
                                        n
sZsZ
RMSSPE
iii
2ˆ
,                               (3.6) 
donde σi corresponde a la raíz cuadrada de la varianza de kriging, n corresponde al número 
de puntos muestrales, y isZˆ  y isZ  corresponden al valor estimado mediante kriging y al 
valor medido en la posición si, respectivamente, 
 
ii. la media estandarizada de los errores de predicción (MSPE, por sus siglas en 
inglés), la cual debe ser muy cercana a cero (0): 
                                              n
sZsZ
MSPE
iii
ˆ
,                                         (3.7) 
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iii. la raíz media del cuadrado de los errores de predicción (RMSPE, por sus siglas 
en inglés), la cual debe ser muy cercana al error estándar promedio (ASE, por 
sus siglas en inglés): 
                                             n
sZsZ
RMSPE
ii
2ˆ
, y                                     (3.9) 
                                                              n
ASE
i
,                                                    (3.10) 
iv. la media de los errores de predicción (MPE, por sus siglas en inglés), la cual 
debe ser igual a cero: 
                                                  n
sZsZ
MPE
ii
ˆ
.                                            (3.11) 
 
El criterio al que se le da mayor peso para seleccionar al modelo más apropiado es 
el RMSSPE, seguido del criterio MSPE. Además de los criterios estadísticos, el 
investigador debe hacer uso también de la mayor cantidad de información auxiliar de que 
disponga sobre el comportamiento de la variable analizada así como del área de estudio con 
el fin de que pueda tomar decisiones más acertadas sobre el modelo a seleccionar. 
 
3.2.5. Diseño de redes de muestreo espacial 
En la mayoría de las investigaciones que se realizan en el campo ambiental, como 
en el caso del estudio de contaminantes, o la distribución espacial de una variable edáfica 
como el contenido de carbono orgánico del suelo o algún otro recurso natural determinado, 
usualmente es imposible, financiera y operativamente, obtener datos en todas las 
ubicaciones espaciales en el dominio de interés. En especial, cuando se propone un análisis 
geoestadístico, se ha establecido que para una variable isotrópica distribuida normalmente 
se requieren como mínimo entre 100 y 150 muestras para estimar de manera satisfactoria el 
semivariograma (Webster & Oliver, 1992). 
Un buen diseño de muestreo espacial reconoce la no homogeneidad espacial en el 
proceso y toma en cuenta esto para escoger el tamaño y las ubicaciones del muestreo. En 
consecuencia, el diseño de la red de muestreo dependerá del comportamiento de la 
variabilidad espacial del fenómeno, así como de los objetivos del estudio (Banjevic, 2004). 
La predicción por los métodos de kriging y el ajuste de modelos de semivarianza 
han sido aplicados en el diseño de muestreo espacial, y han demostrado su utilidad para 
determinar la ubicación de los sitios de una red de muestreo, tanto para predicciones 
puntuales como para la predicción en bloques (van Groenigen, 2000; Lloyd & Atkinson, 
1999; entre otros). 
Para la selección de la mejor red de muestreo se define un criterio a ser optimizado, 
el cual está relacionado con la medida del error en las ubicaciones no muestreadas. Los 
criterios de optimización más comunes son la mínima varianza de estimación, la máxima 
varianza condicional y la máxima entropía (Banjevic, 2004). 
Se debe definir también el tipo de método de muestreo a usar para seleccionar n 
sitios dentro de la región de estudio. Entre los más utilizados se encuentran el muestreo 
aleatorio simple, el muestreo aleatorio estratificado, el muestreo aleatorio en cluster, el 
muestreo aleatorio sistemático (o regular), y el muestreo regular no aleatorio, entre otros. 
Según Cressie (1993), el muestreo aleatorio regular usualmente es más fácil de 
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implementar que los muestreos aleatorio simple y aleatorio estratificado, y provee clases 
direccionales bien definidas para las cuales se pueden estimar semivariogramas confiables 
(Cressie, 1993). 
Las mallas o grillas de muestreo regular más empleadas frecuentemente son la malla 
rectangular (incluyendo la malla cuadrada), la malla triangular equilateral, y la malla 
hexagonal. Entre estos patrones de muestreo, la malla triangular equilátera permite la 
investigación de la dependencia espacial en tres direcciones básicas, pero con más 
replicaciones en los intervalos espaciales que la malla hexagonal (Cressie, 1993). 
Por otra parte, los diseños regulares de muestreo usualmente son más eficientes 
computacionalmente que los diseños aleatorios. En primer lugar, los estimadores del 
semivariograma son evaluados en un número menor de intervalos que los que requerirían 
muchos de los muestreos irregulares. Y segundo, un “efecto pantalla” podría reducir el 
número de puntos necesarios para resolver las ecuaciones de kriging; este efecto será más 
pronunciado en alguno de los patrones regulares mencionados (triangular equilátero, 
hexagonal o rectangular) (Cressie, 1993). 
En los últimos años, para la selección del „mejor‟ diseño de red se ha venido 
investigando la implementación de algoritmos de búsqueda que optimicen el criterio de 
error seleccionado. Para ello, se han empleado métodos de búsqueda tanto exactos como 
estocásticos, entre los cuales se encuentran la técnica conocida como simulated annealing 
(Simbahan & Dobermann, 2006; Banjevic, 2004; van Groenigen et al., 1999), la 
optimización de “colonia de hormigas” (Chan & Li, 2005; Li & Chan, 2005), y los 
algoritmos genéticos (Reed et al., 2007; Wu et al., 2006; Wu et al., 2005; Reed, 1999), 
entre otros. 
 
3.3. Los algoritmos genéticos 
Varios campos de la ciencia, como la economía, la física, o la biología, 
frecuentemente se enfrentan a problemas de la realidad en que se hace necesario encontrar 
la mejor solución entre un conjunto de posibles soluciones, proceso que es denominado 
como optimización. 
Las técnicas matemáticas tradicionales de optimización, si bien han probado ser 
eficientes para determinados tipos de problemas, frecuentemente proveen soluciones que no 
concuerdan con el comportamiento de los fenómenos reales, o solo funcionan con espacios 
de búsqueda reducidos. Lo anterior ha conducido al desarrollo de nuevas aproximaciones, 
entre las cuales, una de las de mayor aplicación, ha sido la que se conoce como “algoritmos 
genéticos”, nacida en el seno de la disciplina de la programación evolutiva (Emmerich, 
2005). 
La historia de los algoritmos genéticos se remonta al trabajo desarrollado por John 
Holland, de la Universidad de Michigan, quien desarrolló los modelos de evolución, 
presentados en su libro Adaptation in Natural and Artificial System, publicado en 1975 
(Keedwell & Khu, 2005). La popularidad de los algoritmos genéticos ha ido creciendo 
desde entonces, siendo aplicados a la solución y optimización de problemas tan diversos 
como el diseño de salas de concierto (Sato et al., 2002), redes de monitoreo (Park et al., 
2006), la selección de rutas para el transporte de residuos peligrosos (Huang et al., 2004), el 
manejo forestal (Gutiérrez et al., 2006; Venema et al., 2005; Ducheyne et al., 2004; Xiao et 
al., 2000), la planificación del uso del suelo (Stewart et al., 2004; Kuo et al., 2000; 
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Matthews et al., 2000), el diseño de alas para aviones supersónicos (Oyama et al., 2001), el 
diseño de polímeros (Giro et al., 2002), entre muchos otros (Wang et al., 2007; Gen et al., 
2005; Fleming & Purshouse, 2002). 
En el campo del estudio de variables edáficas, por ejemplo, los algoritmos genéticos 
han sido utilizados para realizar diseños óptimos de compactación dinámica del suelo 
(Pardaspour et al., 2009), la estimación robusta de densidades de fracciones minerales y 
orgánicas del suelo (Crowe et al., 2006), el diseño de muestreos óptimos para la estimación 
de parámetros de dispersión en columnas de suelo (Catania & Paladino, 2009), la 
localización de superficies de fallas críticas en análisis de estabilidad de la pendiente 
(Sengupta & Upadhyay, 2009) y la optimización de adiciones simuladas de fertilizante en 
modelos de toma de nutrientes (Cropper & Comerford, 2005), entre otras muchas 
aplicaciones. 
La idea básica de un algoritmo genético es la siguiente: el reservorio (o pool) 
genético de una población dada contiene potencialmente la solución, o una solución mejor, 
a un problema adaptativo dado. Esta solución no se encuentra „activa‟ debido a que la 
combinación genética en la cual se basa, se encuentra repartida entre varios sujetos. 
Solamente la asociación de diferentes genomas puede conducir a la solución. Por lo tanto, 
gracias a la reproducción y a la recombinación, ocurren nuevas combinaciones genéticas y, 
finalmente, un sujeto puede heredar un „buen gen‟ de padres con la información genética 
que provee la solución óptima para el problema dado (Mardle & Pascoe, 1999). 
Un algoritmo genético, por tanto, hace uso básicamente de cuatro operadores 
principales: evaluación, selección, recombinación y mutación. La evaluación mide la 
aptitud de cada solución individual en la población y le asigna un valor relativo con base en 
el criterio de optimización definido (Mardle & Pascoe, 1999). El segundo operador, la 
selección, escoge aleatoriamente individuos de la población actual para el desarrollo de la 
siguiente generación, siguiendo la premisa que el más apto tiene mayor probabilidad de 
supervivencia (Pachepsky & Timlin, 1998). El procedimiento de recombinación (o 
crossover) toma dos individuos seleccionados y los combina con el fin de crear nuevos 
individuos, lo cual involucra, de esta forma, el intercambio de información entre los 
individuos padres (Fleming & Purshouse, 2002). El procedimiento de mutación modifica 
aleatoriamente los genes de un sujeto individual con un pequeño factor de mutación, 
introduciendo así una aleatoriedad adicional en la población (Huang et al., 2004). 
Este proceso iterativo continúa hasta que se alcanza alguno de los posibles criterios 
de terminación: se alcanza un nivel de solución aceptable u óptimo conocido; se alcanza un 
número máximo de generaciones (iteraciones); u ocurre un número dado de generaciones 
sin mejoras significativas en la aptitud de las soluciones. Generalmente, el último de estos 
criterios se aplica en la medida en que se converge hacia la solución óptima (Mardle & 
Pascoe, 1999). 
La principal ventaja de los algoritmos genéticos es que son intrínsicamente 
paralelos, lo que permite la exploración del espacio de soluciones en múltiples direcciones 
a la vez. Gracias a lo anterior, los algoritmos genéticos son particularmente apropiados para 
resolver problemas donde el espacio de todas las potenciales soluciones es demasiado 
extenso como para una búsqueda exhaustiva en un período de tiempo razonable, como es el 
caso de los problemas de optimización “no lineales” (Pachepsky & Timlin, 1998). 
Este tipo de algoritmos realiza una búsqueda multidireccional a partir de una 
población que contiene muchas soluciones potenciales, no solamente una única solución. 
Este paralelismo significa que la búsqueda normalmente no quedará atrapada en un óptimo 
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local. Además, los algoritmos genéticos usan reglas de transición probabilísticas en lugar de 
reglas determinísticas para moverse de un punto en el espacio de búsqueda a otro, con lo 
cual también se reduce la probabilidad de detenerse en un óptimo local (Pasdarpour et al., 
2009).  
Gracias a que combinan elementos tanto de búsqueda dirigida como de búsqueda 
estocástica, los algoritmos genéticos pueden balancear dos objetivos usualmente 
conflictivos de las estrategias de búsqueda: aprovechar la mejor solución y explorar el 
espacio de búsqueda. 
Por otra parte, estas técnicas usan la función de aptitud como criterio de evaluación 
y no el gradiente o las derivadas de orden superior de la función de aptitud u otro 
conocimiento auxiliar (Pasdarpour et al., 2009). Por lo tanto, los algoritmos genéticos son 
más robustos en el sentido de que pueden ser aplicados a una amplia gama de problemas.  
Igualmente, estas técnicas se comportan bastante bien cuando la función que evalúa 
la aptitud, o “función objetivo”, es discontinua, posee ruido, cambia a través del tiempo o 
tiene muchos óptimos locales. Los algoritmos genéticos son capaces de manipular muchos 
parámetros simultáneamente, lo que permite resolver problemas multiobjetivo que 
involucren compensaciones (una solución se mejora a costa de otra). Además, dado que sus 
decisiones se basan en la aleatoriedad, todas las rutas de búsqueda posibles están abiertas 
para los algoritmos genéticos, lo que evita tener que definir rutas a priori (Fleming & 
Purshouse, 2002). 
Los aspectos críticos a tener en cuenta en la construcción de un algoritmo genético 
radican en la definición apropiada de la representación del problema (lenguaje usado para 
especificar las soluciones candidatas), y en la definición precisa de la función objetivo y de 
los otros parámetros básicos del algoritmo genético (tamaño de la población, tasa de 
mutación y recombinación). También es importante establecer un tipo de selección 
adecuado para evitar el riesgo de convergencia hacia locales óptimos, lo que se conoce 
como convergencia prematura (Oyama et al., 2001). 
Otro aspecto a tener en cuenta es que, dependiendo del algoritmo y la función 
objetivo, pueden ser temporal y computacionalmente intensos (Keedwell & Khu, 2005). 
Además, dado que los algoritmos genéticos se basan en una búsqueda aleatoria de 
soluciones, sus resultados finales pueden no ser idénticos debido a que los puntos de 
arranque, es decir, los individuos de la población inicial, son seleccionados aleatoriamente, 
lo que requiere que se lleven a cabo procesos iterativos para determinar los parámetros 
apropiados (Kuo et al., 2000). 
Los algoritmos genéticos han sido empleados ya en varias investigaciones 
relacionadas con la optimización del diseño de redes de muestreo. Reed (1999) y Reed et 
al. (2007) identificaron subconjuntos óptimos de puntos de muestreo en una red 
preexistente para el monitoreo a largo plazo de la humedad del subsuelo. Estas 
investigaciones utilizaron algoritmos genéticos para seleccionar planes de muestreo, y 
emplearon métodos de kriging e interpolación por ponderación inversa a la distancia para 
calcular estimados globales de concentración de contaminantes en subconjuntos de pozos 
candidatos dentro de redes de monitoreo existentes. 
Wu et al. (2005) parten de una metodología similar a la desarrollada por Reed 
(1999), para buscar estrategias de muestreo óptimas a partir de un modelo basado en un 
algoritmo genético acoplado con un simulador de flujo y transporte. Wu et al. (2005) 
introducen como restricciones en la formulación de la optimización, el primer y segundo 
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momento de la concentración de un contaminante del agua del subsuelo, en este caso, 
tricloroetileno. 
Wu et al. (2006) compararon dos metodologías, un algoritmo genético “ruidoso” y 
un algoritmo genético acoplado con una simulación de Monte Carlo, para diseñar redes de 
muestreo costo-efectivas usadas para modelar la incertidumbre en un campo de 
conductividad hidráulica. 
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IV. AREA DE ESTUDIO 
 
 
 
El Centro de Investigación La Libertad, propiedad de la Corporación Colombiana de 
Investigación Agropecuaria (CORPOICA), se encuentra ubicado en el municipio de 
Villavicencio, departamento del Meta en el kilómetro 19 de la vía Villavicencio-Puerto 
López (Figura 4.1). La altitud promedia es de 336 m.s.n.m. 
La Libertad es una zona representativa de bosque húmedo tropical (bh-T) cuyas 
principales características edáficas son un alto contenido de aluminio intercambiable, 
acidez y baja fertilidad (CORPOICA, sin fecha.). El Centro está ubicado en la subregión 
natural piedemonte con zonas agroecológicas de valles aluviales húmedos con suelos de 
vocación agrícola y de baja fertilidad (CORPOICA, 1995).  
 
4.1. Clima 
La temperatura promedia es de 27 C. La temperatura mínima varía entre 19.3 C y 
20.2 C, con promedio de 19.5 C, mientras que la temperatura máxima varía entre 30.8 C y 
31.1 C, con un promedio de 31 C. 
El clima es tropical con épocas bien definidas de lluvias y de sequía, con 
temperaturas bastante uniformes a través del año.  
La precipitación promedia anual es de 2700 mm aproximadamente, la cual se 
encuentra distribuida durante los meses de marzo a diciembre, con una época seca de 
diciembre a marzo. La humedad relativa promedio es del 79%. 
Las temperaturas máximas se registran en marzo y abril, y las temperaturas mínimas 
se registran al final de la temporada de lluvias cuando la evaporación es alta, debido a la 
alta humedad del suelo después de las lluvias y a la iniciación de los vientos alisios. 
Estos vientos soplan hacia la convergencia tropical, y representan un fenómeno 
típico durante la época seca, conocida localmente como “verano”, aunque en realidad 
coincida con el período de sol bajo o invierno en el sentido astronómico. Los registros 
sobre la dirección y velocidad de los vientos son muy variables, si bien la dirección 
predominante es oriente-nororiente. 
De acuerdo con el sistema de clasificación de Koeppen – Geger pertenece al clima 
AW, clima de sabana. Koeppen la clasifica como clima tropical húmedo y seco. 
Existe un período seco, de noviembre a febrero, que corresponde al verano de los 
Llanos Orientales, donde se presentan las temperaturas máximas más altas. Se presenta un 
período de invierno, de marzo a octubre, en el que en los últimos meses las temperaturas 
mínimas medias registran sus valores más bajos.  
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Figura 4.1. Localización geográfica del Centro de Investigación La Libertad
1
. 
 
 
Además existe un período de veranillo, de agosto a noviembre, en el que la 
precipitación va disminuyendo hasta entrar a los valores del verano, que corresponde a 
aproximadamente 106 mm (CORPOICA, 1995). 
 
4.2. Vegetación y uso del suelo 
El C.I. La Libertad posee una extensión aproximada de 1312 ha, de las cuales en la 
actualidad aproximadamente 14.3% se están utilizando en la investigación agrícola (188.2 
ha), 47.1% en investigación pecuaria y en explotaciones pecuarias comerciales (617.5 ha), 
12.9% en cultivos comerciales (169.7 ha), y en bosques naturales o áreas de reserva se 
                                                 
1
 El sistema coordenado de referencia de la información geográfica mostrada en esta figura y en las siguientes 
corresponde al sistema UTM 18 Zona Norte, datum WGS84. 
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encuentra alrededor del 23.4%, que corresponden aproximadamente a 360 ha (Anexo 3, 
Anexo 4 y sección 6.1). 
Las especies vegetales más comunes en las zonas abiertas o intervenidas son: 
cortadera (Cyperus spp.), merey (Anacardium occidentale), dormidera (Mimosa spp.), y 
guayabo sabanero (Psidium spp.), entre otras. En los bordes de los caños y en los bosques 
menos intervenidos, las especies más comunes corresponden a anturio (Anthurium 
andreanum), guayacán (Bulnesia arborea), arrayán (Myrthus foliosa), platanillo (Heliconia 
blahi), palma cumare (Aestrocaryum vulgare), palma moriche (Mauritia minor), y palma 
mánaco (Oenocarpus mapora), entre otras. 
 
4.3. Geología y geomorfología 
La mayoría de los sedimentos superficiales en los Llanos datan del Pleistoceno 
Reciente al Holoceno Antiguo, y los análisis mineralógicos de los suelos demuestran 
predominancia de cuarzo y caolinita. Las fallas existentes en la zona en estudio dieron lugar 
a muchos niveles que favorecieron la sedimentación aluvial, con intensidad oscilante, que 
cubrieron los niveles más bajos. El subsuelo de las terrazas consiste en una acumulación de 
cascajo y piedra. Los aluviones recientes se encuentran a lo largo del río Ocoa, y sufren 
inundaciones irregulares de corta duración en las épocas de invierno. Las vegas son 
encajonadas entre los sedimentos subrecientes y por esto no tienen amplitud al extenderse 
(Rocha & Díaz, 1973). 
En cuanto a la geomorfología de La Libertad, se pueden distinguir las terrazas 
aluviales y los aluviones recientes. Las terrazas aluviales poseen un relieve complejo, 
plano, ligeramente plano y ligeramente inclinado, con pendientes de 0-7%. En gran parte 
están cruzadas por pequeños caños y drenajes naturales también denominados “bajos”. Los 
aluviones recientes, por su parte, se caracterizan por ser de relieve ligeramente plano a 
ligeramente ondulado, con pendientes de 0-7%. Se subdividen en orillares, que son los 
depósitos más recientes y están sujetos a inundaciones periódicas, y el lecho mayor, que 
corresponde a deposiciones con poco peligro de inundación debido a que forman taludes 
altos, pues el cauce del río Ocoa está bien definido en su margen derecha (Rocha & Díaz, 
1973). 
 
4.4. Tipos de suelos 
La descripción de las unidades de suelo en el Centro de Investigación La Libertad se 
basa en el estudio de reconocimiento semidetallado de suelos realizado por Rocha & Díaz 
(1973). 
 
4.4.1. Suelos de las terrazas aluviales 
Las terrazas aluviales abarcan casi la totalidad del área del Centro La Libertad, y 
pueden subdividirse en terraza alta, media y baja. La formación de estas terrazas 
ocasionada por la sedimentación de los materiales procedentes de la cordillera fue 
favorecida por la formación de diferentes niveles generada por la gran actividad tectónica 
ocurrida en la zona. 
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Terraza alta 
La terraza alta ocupa la parte sur de La Libertad y comprende una faja que sigue 
paralela a la vía que de Villavicencio conduce a Puerto López. En esta zona no se 
encuentran caños ni esteros que interrumpan la secuencia de la topografía, y la pendiente no 
pasa del 3%. Posee un buen drenaje natural, presentando solamente una pequeña zona de 
drenaje imperfecto al sureste. 
La mayoría de los suelos de la terraza alta presentan un horizonte A de color pardo a 
pardo oscuro de más de 24 cm de espesor, aumentando a 29 cm en la zona de más drenaje. 
Presentan también un grado avanzado de meteorización y la profundidad efectiva varía 
desde profunda a muy profunda, pero en algunos sitios localizados se puede encontrar más 
superficialmente una capa de piedra y cascajo (base de la terraza). En su mayoría son suelos 
de texturas gruesas y medias, gravillosos, moderados a imperfectamente drenados, de 
relieve plano a ligeramente inclinados (1-3, 3-7 y 7-12%, de pendiente), muy fuertemente 
ácidos, muy desaturados y de muy baja fertilidad. 
Las series establecidas por Rocha & Díaz (1973) en esta zona fisiográfica se 
denominaron serie La Libertad (LB) y serie El Puente (PT). Los suelos denominados serie 
La Libertad ocurren con una muy alta frecuencia en la terraza alta y se encuentran 
localizados en el área de las instalaciones del Centro La Libertad, la zona ocupada por el 
casino y los alrededores. Los suelos de la serie El Puente (PT) ocupan la posición del talud 
de la terraza alta, ubicados de oriente a occidente, a todo lo largo de la serie La Libertad 
(Anexo 5).  
 
Terraza media 
La terraza media ocupa la mayor extensión del Centro. El material parental está 
formado por aluviones constituidos por una capa de piedra, la cual puede encontrarse desde 
la superficie, aflorando hasta profundidades mayores de 150 cm. El relieve de la zona es 
plano a ligeramente plano, con pendientes de 0-3%, interrumpido a veces por el curso de un 
caño, de un lago o de un drenaje artificial. El porcentaje de suelos con mal drenaje es 
mayor que en la terraza alta. 
La mayoría de los suelos de esta unidad tiene un buen desarrollo del perfil, excepto 
en algunas zonas de bajos y caños. Todos presentan un perfil A-B-C; las zonas de los bajos, 
afectadas por excesiva humedad, muestran fenómenos de reducción y presentan un perfil 
con horizontes gleizados. Estos fenómenos son favorecidos por las fluctuaciones del nivel 
freático, especialmente en invierno cuando se encuentra a los 90 cm. Las texturas van de 
medias a finas, y el drenaje natural dominante es bien a moderadamente bien drenado, 
aunque con posibilidades de encharcamientos locales. Son suelos generalmente profundos, 
muy fuertemente ácidos y muy desaturados, y la fertilidad es muy baja. 
En esta unidad fisiográfica se distinguieron seis series (Anexo 5): la serie Chipre 
No. 3 (CP), la serie El Retiro (RT), la serie Tolima (TM), la serie La Represa (RP), la serie 
Chipre No. 2 (CH), y la serie Encanto (EN).  
 
Terraza baja 
La terraza baja ocupa la zona norte del Centro La Libertad, aledaña al río Ocoa y se 
halla destinada a reserva forestal en su mayor parte. El relieve es ligeramente ondulado, sin 
mucha variación en la pendiente. La mayoría de sus suelos son moderadamente bien 
drenados a imperfectamente drenados. Las texturas van de medias a finas, los suelos son 
profundos, variando la profundidad a veces por la capa de piedra y cascajo y otras por el 
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nivel freático. Los suelos son muy fuertemente ácidos en todo el perfil y muy desaturados; 
la fertilidad es muy baja. 
Los perfiles muestran claramente los horizontes A-B-C. Debido al tipo de 
vegetación, diferente al resto del Centro, las condiciones de alteración del suelo no son 
iguales a los anteriores niveles, apreciándose con mayor claridad la acumulación de arcilla 
aluvial en el horizonte B. 
En esta unidad fisiográfica se definen dos series (Anexo 5): la serie El Bosque (BQ) 
y la serie Ocoa (OC). Los suelos de la serie El Bosque se tienen como reserva forestal o 
conservación del bosque natural, lo cual influye en la retención del caudal de los caños en 
la época de sequía. Los suelos de la serie Ocoa, por su parte, son los suelos que se 
encuentran localizados en forma paralela, entre la zona de bosque y el río Ocoa. 
 
4.4.2. Suelos de los aluviones recientes 
Estos suelos ocupan la ribera del río Ocoa, la isla que forma el mismo río y la zona 
aledaña al cañón que cruza el Centro. Los materiales acumulados varían mucho en textura 
de un horizonte a otro y de un sitio a otro. El drenaje es imperfecto a pobre; corresponden a 
zonas relativamente bajas, susceptibles a encharcamientos e inundaciones temporales. 
La base consiste en cascajo y arena, cubierta con materiales más finos, pero variable 
de acuerdo a la sedimentación diferencial ocasionada por las aguas del río Ocoa y los caños 
cercanos. 
El relieve es plano, con microrelieve plano cóncavo en algunas zonas y ligeramente 
ondulado en otras. Son suelos superficiales y moderadamente profundos, cuyos principales 
limitantes son el nivel freático y la presencia de piedra dentro del perfil. Son muy 
fuertemente ácidos, muy desaturados y de muy baja fertilidad. 
En estos suelos pertenecientes a los aluviones recientes se pueden diferenciar como 
unidades fisiográficas los orillares, los valles estrechos y los bajos. 
 
Orillares 
En los orillares, los suelos son jóvenes, con evolución incipiente, presentando un 
perfil A-C. Son suelos moderada o imperfectamente drenados, con peligro de inundación, 
de texturas livianas a medianas. La fertilidad es muy baja, la pendiente no pasa del 3% y el 
relieve es ligeramente ondulado. 
En esta unidad se identificó la serie La Isla (IS), que la conforman los suelos de la 
planicie aluvial que forman la isla del río Ocoa. 
 
Valles estrechos 
Suelos que bordean los caños La Libertad y El Bosque, susceptibles a inundaciones 
temporales. El drenaje natural es imperfecto a pobre; son suelos superficiales a 
moderadamente profundos. La fertilidad es muy baja y el nivel freático varía en 
profundidad en el invierno. Las texturas son gruesas a medianas. 
En los valles estrechos, Rocha & Díaz (1973) definieron dos series (Anexo 5): la 
serie Caño Alto (CÑ) y la serie Caño Quenane (CQ). Los suelos de la serie Caño Alto 
pertenecen a valles estrechos que se encuentran localizados de forma paralela al talud que 
separa la terraza alta de la terraza media. Estos suelos en su mayor parte están cubiertos con 
vegetación de palma moriche, platanillo, ceniza, guarumo y helecho. Sin embargo, a causa 
de las quemas presentadas en algunas épocas, la vegetación ha sido parcialmente 
reemplazada por sabanas en ciertas zonas. 
  29 
Los suelos de la serie Caño Quenane pertenecen a vallecitos labrados dentro de la 
terraza media del Centro La Libertad, siguiendo la dirección occidente-oriente, y formando 
unos pequeños ramales en diferentes posiciones. 
 
Bajos 
Son suelos que generalmente se encuentran en las zonas de los drenajes naturales de 
la terraza media. En esta unidad fisiográfica se definió una serie, la serie Los Bajos (BJ), 
que son suelos de texturas finas, superficiales a moderadamente profundos y de fertilidad 
muy baja. El relieve es ligeramente plano, con pendiente de 1-3% y microrelieve plano 
cóncavo. Se caracterizan porque el drenaje natural es muy pobre y en invierno permanecen 
encharcados. 
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V. METODOLOGÍA 
 
 
 
Con el fin de poder desarrollar y ajustar la metodología para estudiar la variabilidad 
espacial del carbono orgánico contenido en los suelos del Centro de Investigación La 
Libertad y poder diseñar redes para el monitoreo de la variable que optimicen la reducción 
de la incertidumbre en sus estimaciones, se llevaron a cabo las actividades que se describen 
a continuación (Figura 5.1). 
En primer lugar, una vez realizada una revisión de literatura y la adecuada 
fundamentación teórica en los diferentes tópicos que involucran esta investigación, se 
planificó y llevó a cabo un trabajo de campo para recolectar datos de concentración de 
carbono orgánico (CO) y de densidad aparente (DA) a dos profundidades, 0-10 cm y 0-30 
cm, a partir de los cuales se calculó el contenido total de carbono orgánico del suelo por 
hectárea (COS).   
Se procedió a hacer un análisis estadístico de esta información para conocer la 
distribución de los datos de las variables edáficas estudiadas y se evaluó si existía algún 
tipo de relación con las unidades de suelo y las coberturas vegetales identificadas en el área 
de estudio. Para ello se utilizó como apoyo un estudio semidetallado de suelos realizado en 
una investigación previa en el C.I. La Libertad (Rocha & Díaz, 1973) y cartografía de las 
coberturas generada a partir de la interpretación de aerofotografías e imágenes de satélite y 
el reconocimiento en campo. 
Para desarrollar el análisis de la variabilidad espacial de los datos, se calcularon y 
examinaron los semivariogramas y se ajustaron modelos teóricos de semivarianza, 
evaluando mediante validación cruzada el ajuste de cada uno de los modelos. Para cada 
variable analizada se escogió el modelo con el cual se obtenían las predicciones en el área 
de estudio que mejor representaban el comportamiento espacial de cada variable y se 
generaron superficies de interpolación mediante el método de kriging. 
Se procedió al diseño de redes óptimas para el monitoreo de la variable contenido 
total de carbono orgánico del suelo (COS) en cada una de las dos profundidades evaluadas, 
para lo cual se probaron dos métodos: el método del „punto ficticio‟, que busca la inclusión 
de un punto adicional óptimo en una red, y el método de varios puntos adicionales. Para el 
primer caso se trabajó con redes de muestreo aleatorio, mientras que en el segundo caso se 
evaluaron redes aleatorias y mallas de muestreo regular rectangulares y triangulares. 
Finalmente, con base en los resultados obtenidos y la información aprendida de los 
análisis realizados se estructuró y ajustó la metodología para el diseño de redes de muestreo 
óptimas mediante el uso de herramientas geoestadísticas y la aplicación de técnicas de 
optimización evolutivas. 
A continuación se describen en detalle las actividades desarrolladas. 
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Figura 5.1. Diagrama general de la metodología propuesta inicialmente para esta investigación. 
 
 
5.1. Recolección de datos en campo de carbono orgánico del suelo en el C.I. La 
Libertad  
Previo al trabajo de campo se recopiló información secundaria (cartografía y 
estudios previos sobre condiciones biofísicas, coberturas y uso del suelo) que suministrara 
elementos de información útiles para definir el tipo y tamaño de muestreo más apropiados 
para el área de estudio seleccionada y para lograr los objetivos propuestos en la 
investigación. 
Dado que en la literatura se recomienda que para estudios en que se propone realizar 
un análisis geoestadístico se tomen entre 100 y 150 muestras para obtener una estimación 
satisfactoria del semivariograma (Webster & Oliver, 1992), y teniendo además en cuenta el 
presupuesto gestionado para esta investigación, se decidió recolectar 150 muestras de suelo 
para cada una de las dos profundidades. Para ello se creó una malla regular con esta 
cantidad de puntos repartida en toda el área de estudio. La separación entre los puntos 
obtenida fue de aproximadamente 280 m (Anexo 6). 
De las 1312.1 ha que corresponden a la extensión total del C.I. La Libertad, el área 
de estudio de esta investigación se restringió a 1201.77 ha, excluyendo el área más 
septentrional del Centro, la cual se encuentra destinada como reserva natural (Anexo 6).  
En el trabajo de campo se procedió a navegar hasta las coordenadas de cada uno de 
los sitios mediante un receptor GPS Garmin Etrex Vista, el cual tiene una precisión 
aproximada entre 5 y 15 m. Una vez cerca del punto se tomaron las muestras de suelo 
previstas y se volvieron a tomar las coordenadas de localización del sitio de muestreo, 
utilizando un promedio de mínimo 30 mediciones de la posición con el receptor GPS. Estas 
coordenadas fueron las que se utilizaron posteriormente para el análisis geoestadístico 
como registro de la localización de los sitios de muestreo. Adicionalmente se registró en el 
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GPS el error en la medición de la posición estimado por el receptor y la altitud de cada 
punto.  
De los puntos previstos originalmente en la malla propuesta para el muestreo, varios 
de ellos fueron cambiados con el propósito de muestrear con mayor intensidad 
determinadas unidades de suelo y coberturas vegetales de interés donde se podría encontrar 
mayor variabilidad, y además para obtener información hacia áreas de borde que podrían 
quedar submuestreadas. 
En cada sitio de muestreo se tomaron muestras de densidad aparente y carbono 
orgánico. Para las muestras de densidad aparente, se tomó una muestra a 10 cm de 
profundidad y otra a 30 cm de profundidad. Las muestras se tomaron con un barreno de 
cilindro, el cual se introdujo por percusión. Se extrajo el cilindro con la muestra de suelo, 
cubriendo con gasa los extremos para prevenir la pérdida de muestra. Posteriormente el 
cilindro fue guardado en una bolsa plástica la cual fue rotulada con el identificador de la 
muestra, la identificación del sitio y la profundidad de toma de la muestra (Anexo 7). 
Para el carbono orgánico se tomaron muestras del perfil del suelo (100 a 200 g 
aproximadamente) entre 0 y 10 cm, y entre 0 y 30 cm de profundidad, en cada uno de los 
sitios de muestreo mediante la apertura de una cajuela, teniendo la precaución de eliminar 
los bordes para evitar la contaminación de la muestra. La muestra de suelo fue guardada en 
una bolsa plástica y etiquetada con el identificador de la muestra, la identificación del sitio 
y la profundidad a la cual fue tomada (Anexo 7).  
En cada sitio se registró en formulario información sobre la cobertura vegetal y el 
uso del suelo y condiciones edáficas limitantes como compactación del suelo, 
encharcamiento o alto nivel freático, presencia de estrato rocoso, etc.  
Las muestras de densidad aparente se llevaron al Laboratorio de Física de Suelos del 
C.I. La Libertad, donde se secaron en horno durante 72 horas a 100 ± 1 ºC y se pesaron en 
una balanza electrónica con una precisión de 0.01 g. Una vez medido el volumen del 
cilindro, se calculó la densidad aparente de la muestra (en g cm
-3
) mediante la relación 
expresada en la fórmula 3.2. 
Las muestras de suelo para la determinación de carbono orgánico se llevaron al 
Laboratorio de Química de Suelos del C.I. La Libertad, donde cada muestra fue macerada y 
homogeneizada. Posteriormente, se determinó el contenido de materia orgánica en 
porcentaje mediante el procedimiento de combustión húmeda de Walkley-Black (Jaramillo, 
1998). El contenido de carbono orgánico en porcentaje se obtuvo multiplicando el 
porcentaje de materia orgánica por un factor igual a 0.58 (Allison, 1973).  
 
5.2. Análisis estadístico de los datos 
Se realizó un análisis exploratorio de los datos de densidad aparente y concentración 
de carbono orgánico obtenidos en el muestreo, y se evaluaron sus medidas estadísticas de 
tendencia central y de dispersión, con el propósito de determinar la distribución de los datos 
y evaluar la presencia de datos atípicos y tendencia. Estos análisis estadísticos se realizaron 
con el software R versión 2.9.2 (R Development Core Team, 2009) y con el programa 
StatGraphics Plus for Windows versión 5.0 (Statistical Graphics Corp, 1997). 
Se evaluó si existían diferencias estadísticamente significativas en los valores 
promedio de densidad aparente (DA), concentración de carbono orgánico en porcentaje 
(CO) y contenido total de carbono orgánico del suelo por hectárea (COS) tanto entre las 
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diferentes unidades de suelo como entre las coberturas vegetales identificadas en el C.I. La 
Libertad, para lo cual se realizó la prueba de rangos múltiples de Duncan con un nivel de 
confianza del 95%. El contenido total de carbono orgánico por hectárea (COS) fue 
calculado mediante la expresión indicada en la fórmula 3.1. 
Para el análisis de la relación entre las variables edáficas estudiadas (DA, CO y 
COS) con respecto a las unidades de suelo, se utilizó la cartografía elaborada en el estudio 
semidetallado de suelos del C.I. La Libertad realizado por Rocha & Díaz (1973), la cual fue 
digitalizada y editada por medio de los sistemas de información geográfica ArcGIS versión 
9.3 (ESRI, 2008) y GRASS versión 6.4.0 (GRASS Development Team, 2009). 
Por su parte, para el análisis de la relación con respecto a las coberturas vegetales se 
elaboró el mapa de vegetación actual mediante clasificación visual de fotografías aéreas 
tomadas en el año 2007. Se emplearon las fotos 207 y 208 de la faja 2 del vuelo C2803 
tomadas el 6 de febrero de 2007 a una escala aproximada de 1:44800, con una cámara Wild 
RC-30 y distancia focal de 152.499 mm. El mapa obtenido mediante fotointerpretación fue 
ajustado posteriormente con la información tomada durante el trabajo de campo. 
Además, como apoyo al análisis realizado y para conocer los procesos de cambio en 
las coberturas vegetales y el uso del suelo en el C.I. La Libertad, se generaron mapas de 
coberturas vegetales para los años 1947 y 1987 a partir de la clasificación visual de 
fotografías aéreas disponibles en formato análogo para esos dos años, las cuales fueron 
escaneadas e importadas a un sistema de información geográfica.  
Tanto las fotografías aéreas de los años 1947, 1987 y 2007 como el mapa del 
estudio semidetallado de suelos fueron georreferenciados y rectificados con base en 
cartografía básica a escala 1:25000, imágenes de satélite de la zona y puntos de referencia 
fácilmente identificables en la cartografía cuya posición fue levantada en campo con la 
ayuda del receptor GPS.  
En los mapas obtenidos se cuantificó la extensión de cada una de las coberturas 
vegetales y se analizó el cambio entre las tres épocas. La elaboración y edición de los 
mapas se realizó con los sistemas de información geográfica ArcGIS 9.3 y GRASS 6.4.0. 
 
5.3. Modelación de la variabilidad espacial  
Se modeló la variabilidad espacial de las variables densidad aparente (DA), 
concentración de carbono orgánico en porcentaje (CO) y contenido total de carbono 
orgánico del suelo por hectárea (COS) para las dos profundidades estudiadas.  
Para cada una de las variables, se evaluó en primer lugar si la distribución de los 
datos originales se ajustaba a una distribución normal, prueba que resultó negativa en todos 
los casos, por lo que se procedió a realizar sobre ellas la transformación de Box-Cox, tal 
como se describe en la sección 3.2.3. 
Con los datos transformados se realizó un análisis de semivarianza, para lo cual 
inicialmente se visualizó la nube de puntos del semivariograma identificando los pares de 
puntos con valores de semivarianza demasiado altos en comparación con el resto de puntos 
de la nube. 
Para el análisis de los semivariogramas empíricos, se generaron distintos 
semivariogramas variando el tamaño y el número de rezagos. Posteriormente se procedió a 
ajustar modelos teóricos de semivarianza acotados (modelos gaussiano, exponencial y 
esférico, específicamente) y modelos lineales a los semivariogramas empíricos, evaluando 
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el ajuste de los modelos mediante validación cruzada, para lo cual se calcularon los 
criterios presentados en la sección 3.2.4. Estos análisis se hicieron con la extensión 
Geostatistical Wizard del software ArcGIS 9.3 (ESRI, 2008) y con el paquete gstat versión 
0.9-62 (Pebesma, 2004) desarrollado en el lenguaje R (R Development Core Team, 2009). 
El método de estimación que se empleó para ajustar con el paquete gstat el modelo de 
semivarianza al semivariograma experimental fue mínimos cuadrados ponderados. 
Se analizaron los diferentes modelos obtenidos y los valores de los parámetros de 
efecto pepita, meseta parcial y rango, y con base en los resultados de la validación cruzada 
y el análisis respecto al comportamiento espacial esperado de acuerdo con la información 
recogida en la revisión de literatura y lo observado durante el recorrido del trabajo de 
campo, se seleccionó el modelo cuyas predicciones obtenidas mediante kriging se ajustaban 
mejor a lo esperado para cada variable en el área de estudio. 
Como método de predicción espacial se utilizó el kriging ordinario, dado que con la 
información recolectada no era posible asumir que se conocía la media de las variables 
edáficas estudiadas en el C.I. La Libertad, razón que condujo a descartar el método de 
kriging simple. Igualmente, dado que al analizar visual y estadísticamente los datos no se 
encontró tendencia de primer ni de segundo orden (Anexo 8), se descartó el uso de técnicas 
como kriging universal o kriging residual, que son apropiadas para estas condiciones. 
 
5.4. Diseño de redes de muestreo óptimas para el monitoreo del COS 
Una vez obtenidas las superficies de predicción y de varianza de kriging para cada 
una de las variables, se procedió a realizar el diseño de las redes de muestreo para la 
variable contenido total de carbono orgánico del suelo por hectárea (COS), para lo cual se 
desarrolló una aplicación para la optimización en el lenguaje R, que es un lenguaje de uso 
libre basado en programación orientada a objetos (R Development Core Team, 2009). 
Para la optimización se empleó un algoritmo genético disponible en la librería de R 
en el paquete genalg (Lucasius & Kateman, 1994; Lucasius & Kateman, 1993), el cual 
optimiza un conjunto de valores usando una función de evaluación definida por el usuario. 
El algoritmo genético toma como entradas mínimos y máximos de los valores decimales a 
optimizar, lo que correspondió en esta investigación a las coordenadas mínimas y máximas 
en x y y que definen la región que encierra el área de estudio. 
La solución óptima corresponde al cromosoma, es decir la red de muestreo con n 
puntos, para el cual el valor de la evaluación de la función objetivo es mínimo. En este 
caso, la función objetivo evalúa el error estándar de kriging obtenido mediante la 
interpolación con kriging ordinario generada para una red de muestreo (Anexo 9). 
Como parámetros adicionales ingresados al algoritmo se definieron el tamaño de la 
población, la probabilidad de mutación, el elitismo y el número de iteraciones.  
El tamaño de la población para esta investigación se estableció en 30 individuos, lo 
que significa que para cada uno de los n puntos de la red, es decir, para cada gen, existe en 
cada iteración 30 posibles valores (pares de coordenadas).  
La probabilidad de mutación hace referencia a la probabilidad de que un gen en el 
cromosoma mute. Para este parámetro se tomó el valor por defecto con que trabaja el 
algoritmo, que corresponde a 1/(2n + 1). Este valor afecta la tasa de convergencia y la 
búsqueda en el espacio paramétrico: una baja probabilidad da como resultado una 
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convergencia más rápida, mientras que una alta probabilidad incrementa la cantidad de 
valores evaluados en el espacio de búsqueda.  
Para el elitismo, que corresponde al número de cromosomas que se mantienen en la 
siguiente generación, se tomó igualmente el valor por defecto del algoritmo que lo 
establece en el 20% del tamaño de la población. 
Para el diseño de las redes se probaron dos métodos, de acuerdo con lo propuesto 
por Samper & Carrera (1990): el método del „punto ficticio‟, y el método de varios puntos 
adicionales.  
En el método del „punto ficticio‟ se reforzó la red inicial con la inclusión de un 
punto adicional óptimo en la red original, ubicado de manera aleatoria. En este caso, para 
cada una de las profundidades de la variable COS, se utilizó el algoritmo genético para 
encontrar la ubicación aleatoria óptima para la adición de un nuevo punto a la red con los 
sitios de muestreo originales (red original inicial), que corresponden a los sitios del 
muestreo realizado en campo. Una vez encontrado, se utilizó como red inicial la red 
original más el punto óptimo hallado y se utilizó el algoritmo genético para encontrar un 
nuevo punto adicional óptimo, y así sucesivamente hasta encontrar 25 puntos adicionales. 
Para el caso del segundo método, mediante el algoritmo genético se encontraron las 
ubicaciones óptimas de n puntos adicionales a la red inicial, encontrados de manera 
simultánea. Es decir, primero, se encontró la ubicación óptima de un sitio de muestreo 
adicional si solo se deseara incluir un punto nuevo a la red original. Luego se encontraron 
las ubicaciones óptimas para incluir dos puntos nuevos a la red original, sin tener en cuenta 
la ubicación encontrada en la optimización anterior. Así sucesivamente hasta encontrar 150 
ubicaciones óptimas para sitios de muestreo adicionales a la red original. En la evaluación 
de este método se probaron tanto redes para muestreo aleatorio como redes para muestreo 
regular con configuraciones rectangulares y triangulares. 
Se compararon los resultados obtenidos con las diferentes configuraciones de malla 
de muestreo e igualmente se contrastaron los resultados producidos por las metodologías de 
punto ficticio y de varios puntos adicionales, para cada una de las dos profundidades 
evaluadas para la variable COS.  
 
5.5. Estructuración y ajuste de la metodología para el diseño de redes de 
muestreo óptimas 
A partir de los resultados obtenidos así como de la información arrojada por la 
revisión de literatura y la fundamentación teórica, se procedió a sintetizar los principales 
lineamientos y los procesos que se constituirían como parte de una metodología propuesta 
para diseñar redes de muestreo óptimas para monitorear el contenido del carbono orgánico 
del suelo. En la metodología se consideró la experiencia obtenida durante el desarrollo de 
esta investigación mediante la cual se emplean las herramientas geoestadísticas y los 
algoritmos genéticos como técnica para la selección de la red óptima de muestreo. 
Finalmente se elaboró un diagrama en el cual se representan los procedimientos y 
análisis requeridos así como el flujo de trabajo para lograr los objetivos que se proponen en 
una investigación de este tipo. 
Adicionalmente se presentan algunas consideraciones respecto a futuros pasos a 
seguir para avanzar en este campo a partir de los logros alcanzados en este estudio y se 
mencionan algunas variaciones que se podrían implementar en la metodología. 
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VI. RESULTADOS 
 
 
 
En este capítulo se presentan en primer lugar los resultados encontrados respecto al 
cambio en las coberturas vegetales en el área de estudio entre los años de 1947, 1987 y 
2007, de acuerdo con la información obtenida a partir de las fotografías aéreas y la 
verificación en campo para la fecha actual.  
Posteriormente se muestran los resultados del análisis estadístico de los datos de 
muestreo de las variables densidad aparente (DA), concentración de carbono orgánico (CO) 
y contenido total de carbono orgánico del suelo por hectárea (COS) para las dos 
profundidades muestreadas. Así mismo se presentan los análisis de las relaciones de estas 
variables respecto a las coberturas vegetales identificadas y los tipos de suelos 
cartografiados en el estudio de Rocha & Díaz (1973). 
En la sección siguiente se presentan los resultados del análisis de la variabilidad 
espacial para las variables estudiadas, con la correspondiente modelación del 
semivariograma y la predicción espacial mediante el método de kriging.  
Finalmente se presentan las redes de muestreo diseñadas por optimización mediante 
algoritmos genéticos para el monitoreo del contenido total de carbono por hectárea (COS) 
siguiendo una adaptación de las metodologías propuestas por Samper & Carrera (1990) 
evaluando tanto redes para muestreo aleatorio como para muestreo regular (rectangulares y 
triangulares). 
 
6.1. Cambio en las coberturas vegetales en el área de estudio entre 1947-1987-
2007 
De acuerdo con la información obtenida a partir de la clasificación visual de las 
coberturas identificadas en las fotografías aéreas de los años 1947, 1987 y 2007, se puede 
observar que se han presentado importantes cambios en los últimos 60 años en el C.I. La 
Libertad. 
En el año 1947, la mayor parte de la extensión del Centro, el 73.2%, se encontraba 
destinada a pastos, mientras que el resto estaba ocupado en bosques naturales. Para el año 
1987, se pudo detectar la introducción de cultivos y palma africana, los cuales llegaron a 
representar 215 ha, equivalentes al 18% del área total del Centro (Anexo 10). 
Analizando los cambios multitemporales, entre las dos primeras fechas analizadas, 
1947 y 1987, se observa que se presentó una importante reducción en la extensión de los 
bosques naturales, los cuales disminuyeron en casi un 50%. Las pasturas igualmente 
redujeron su extensión entre esos dos años en 62.99 ha, cambios debidos a la introducción 
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de nuevas coberturas, especialmente de plantaciones comerciales de palma africana (Anexo 
10 y Anexo 12). 
Al considerar las coberturas para el año 2007 se encontró que de los cultivos, la 
mayor parte de su extensión se concentra en arroz, con 60.5 ha, y cultivos transitorios como 
maíz y sorgo, entre otros, con 60.8 ha. Igualmente hay una extensión importante en cultivos 
de cítricos, mandarina y naranja en distintas variedades, con 28.9 ha (Anexo 11 y Anexo 
13). 
Entre 1987 y 2007, la extensión de los pastos continuó su disminución, ubicándose 
en 617.53 ha para el área de estudio, lo que corresponde aproximadamente a un 51.4%. Los 
bosques naturales, en cambio, se incrementaron en 86.39 ha, lo que equivale a un aumento 
del 53.17% respecto a su extensión en 1987. Igualmente, para la época actual (2007) se 
incrementó el área en cultivos transitorios y permanentes (incluyendo forestales) en más de 
84 ha, además de las plantaciones de palma africana que sumaron otras 38 ha con respecto 
a 1987 (Anexo 10). 
 
6.2. Análisis estadístico de los datos de muestreo 
En total en el trabajo de campo se recolectó información en 150 sitios (Anexo 14). 
Para una profundidad de 0-10 cm, se tomaron 150 muestras de carbono orgánico y de 
densidad aparente.  
Para una profundidad de 0-30 cm, se tomaron 148 muestras de carbono orgánico y 
147 muestras de densidad aparente. No se pudieron tomar muestras para densidad aparente 
en el sitio identificado como S5 por presencia de roca a 30 cm de profundidad. De igual 
forma, tampoco se pudieron tomar muestras de densidad aparente ni de carbono orgánico 
en los sitios S55 y S148 debido a la presencia de roca a los 20 cm de profundidad.  
En consecuencia se descartaron posteriormente las observaciones en los sitios S5, 
S55 y S148 para una profundidad de 0-30 cm. Por inconsistencia de los datos, se 
eliminaron las observaciones de densidad aparente y carbono orgánico para ambas 
profundidades de análisis obtenidas en los sitios S3, S38, S39 y S125. 
Se conformó entonces una base de datos con 146 observaciones para la profundidad 
de 0-10 cm, y 143 observaciones para 0-30 cm. 
 
6.2.1. Análisis de las variables densidad aparente y concentración de carbono 
Para los datos obtenidos a partir del muestreo realizado en campo, se encontró que 
la densidad aparente a 10 cm (DA10) de profundidad varía entre 0.829 y 1.615 g cm
-3
, 
similar al rango de la densidad aparente a 30 cm (DA30) que varía entre 0.804 y 1.65 g cm
-
3
. Por su parte, la concentración de carbono orgánico de 0-10 cm de profundidad (CO10) 
varía entre 0.53 y 5.59%, con un valor promedio de 1.67%, mientras que para una 
profundidad de 0-30 cm (CO30), la concentración de carbono registra valores entre 0.46 y 
2.57%, con un valor promedio de 1.26% (Tabla 6.1). 
Se encontró una muy alta variación en los datos de concentración de carbono 
orgánico, especialmente para la profundidad de 0-10 cm, para los cuales se registró un 
coeficiente de variación del 42.65%. Esta dispersión también se ve reflejada en los valores 
del coeficiente de asimetría y kurtosis, que son bastante altos, en comparación con los 
valores obtenidos para estos estadísticos en los datos de densidad aparente (Tabla 6.1). 
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Tabla 6.1. Tendencia central y dispersión de los datos de las variables estudiadas. 
Estadístico 
Variable 
DA10 (g/cm
3
) CO10 (%) DA30 (g/cm
3
) CO30 (%) 
Mínimo 0.829 0.533 0.804 0.461 
1er. Cuartil 1.227 1.260 1.264 1.042 
Mediana 1.326 1.491 1.381 1.188 
Media 1.309 1.673 1.358 1.259 
3er. Cuartil 1.392 1.763 1.463 1.382 
Máximo 1.615 5.599 1.650 2.569 
Desviación estándar 0.140 0.713 0.145 0.365 
Coeficiente de variación (%) 10.724 42.651 10.696 29.012 
Coeficiente de asimetría -0.556 2.377 -0.659 1.383 
Kurtosis 3.754 10.315 3.764 5.262 
 
Los coeficientes de variación para la densidad aparente fueron más bajos, 
encontrándose valores de 10.7% para las dos profundidades (Tabla 6.1). 
Como se puede observar en los valores del coeficiente de asimetría y kurtosis (Tabla 
6.1) y en los gráficos del histograma de frecuencias y QQ-plot (Anexo 15), en todas las 
variables para las cuales se tomó información se presentan sesgos importantes y 
observaciones en las colas que se alejan de una distribución normal. 
Se evaluó entonces estadísticamente mediante las pruebas de normalidad de 
Shapiro-Wilk, Jarque Bera y D‟Agostino Omnibus si se rechazaba o no la hipótesis nula de 
que los datos de cada variable provenían de una distribución normal. De acuerdo con los 
resultados encontrados en todas las pruebas, para las cuatro variables se rechazó la hipótesis 
nula con un nivel de significancia del 95% (Anexo 16). 
Se examinó si existían observaciones extremas, o outliers, es decir, observaciones 
cuyo valor, de densidad aparente o concentración de carbono orgánico, difería en más o 
menos tres desviaciones estándar del valor promedio de la variable. Para la densidad 
aparente a una profundidad de 10 y 30 cm, se encontraron una y dos observaciones 
extremas, respectivamente (Anexo 17).  
En el caso de la concentración de carbono orgánico hasta una profundidad de 10 y 
30 cm, se encontraron tres y cuatro observaciones extremas, respectivamente. La 
observación más extrema correspondió a una medición de carbono orgánico tomada en el 
sitio identificado como S101 a una profundidad de 10 cm, y es la única observación cuyo 
valor sobrepasó al promedio de la variable en más de cuatro desviaciones estándar (Anexo 
18). Su valor de carbono orgánico correspondió a 5.599%, lo cual equivale al promedio 
(1.67%) más 5.5 desviaciones estándar (0.71%). 
 
6.2.2. Análisis del contenido total de carbono orgánico por hectárea 
Para cada una de las profundidades estudiadas, se calculó el contenido total de 
carbono orgánico por hectárea (COS), mediante la expresión indicada en la fórmula 3.1. 
A partir de los valores calculados se obtuvieron los valores corregidos aplicando 
factores de compactación, para lo cual se compararon las densidades aparentes de cada 
cobertura con el valor promedio de densidad aparente de los bosques naturales, que en este 
caso se consideran como la cobertura menos perturbada. 
Los resultados muestran que el contenido total de carbono por hectárea para una 
profundidad de 0-10 cm (COS10) varía entre 8.466 y 57.85 t ha
-1
, mientras que el contenido 
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total de carbono por hectárea para una profundidad de 0-30 cm (COS30) varía entre 15.6 y 
99.34 t ha
-1 
(Tabla 6.2).  
Al aplicar la corrección mencionada, si bien se encontró que los valores mínimo y 
máximo de contenido total de carbono por hectárea corregido para una profundidad de 0-10 
cm (COS10c) no cambian respecto a los datos originales, los valores de los otros 
estadísticos sí se modifican. El promedio disminuye de 21.3 t ha
-1 
en los datos originales a 
18.94 t ha
-1 
en los datos corregidos.  
En el caso del contenido total de carbono por hectárea corregido para una 
profundidad de 0-30 cm (COS30c), a excepción del valor mínimo, todos los estadísticos 
cambian. El promedio pasa de 50.71 t ha
-1 
en los datos originales a 45.91 t ha
-1 
en los datos 
corregidos. 
Se encontró una alta variación en los datos de contenido total de carbono por 
hectárea para la profundidad de 0-10 cm, registrándose un coeficiente de variación del 
33.3% en el caso de los datos originales y de 36.3% de los datos corregidos. Esta dispersión 
también se ve reflejada en los valores del coeficiente de asimetría y kurtosis, que son 
bastante altos, en comparación con los valores de estos estadísticos para una profundidad de 
0-30 cm. Los coeficientes de variación para una profundidad de 0-30 cm correspondieron a 
25.7% y 26.1% para los datos originales y los datos corregidos, respectivamente (Tabla 
6.2). 
De acuerdo con los resultados del coeficiente de asimetría y kurtosis (Tabla 6.2) y lo 
que se observa en los gráficos del histograma de frecuencias y QQ-plot (Anexo 19), en las 
cuatro variables de contenido total de carbono por hectárea (COS10, COS10c, COS30 y 
COS30c) se presentan sesgos importantes y observaciones en las colas que se alejan de una 
distribución normal. 
Igualmente, los resultados encontrados en las pruebas de normalidad rechazaron la 
hipótesis nula de que los datos de cada variable provenían de una distribución normal, con 
un nivel de significancia del 95% (Anexo 20). 
Al examinar si existían observaciones extremas, o outliers, para el contenido total 
de carbono por hectárea para una profundidad de 0-10 cm, se encontraron cuatro 
observaciones cuyos valores diferían en más de tres desviaciones estándar del valor 
promedio de la variable original (Anexo 21). 
 
 
Tabla 6.2. Tendencia central y dispersión de los datos originales y corregidos de la variable COS. 
Estadístico 
Variable 
COS10 (t ha
1
) COS10c (t ha
1
) COS30 (t ha
1
) COS30c (t ha
1
) 
Mínimo 8.466 8.466 15.600 15.600 
1er. Cuartil 16.860 14.990 42.060 37.840 
Mediana 20.020 17.650 48.320 43.520 
Media 21.300 18.940 50.710 45.910 
3er. Cuartil 23.940 20.750 57.420 51.190 
Máximo 57.850 57.850 99.340 87.400 
Desviación estándar 7.095 6.873 13.029 11.997 
Coeficiente de variación (%) 33.307 36.295 25.692 26.133 
Coeficiente de asimetría 2.013 2.377 0.917 1.061 
Kurtosis 9.220 11.228 4.466 4.601 
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Cuando se realiza la corrección, se mantienen como outliers las tres observaciones 
con los valores más alejados del promedio, si bien su distancia a la media en desviaciones 
estándar disminuye, respecto a los datos originales.  
En el caso de la profundidad de 0-30 cm, se encontraron dos outliers tanto en los 
datos originales como en los corregidos. La observación más extrema para esta profundidad 
correspondió al valor encontrado para el sitio identificado como S114 (Anexo 22). Con los 
datos originales, su valor se encuentra a 3.731 desviaciones estándar de la media, y al 
aplicar la corrección su distancia se reduce a 3.458 desviaciones estándar de la media. 
 
6.2.3. Análisis por coberturas vegetales 
Del total inicial de 150 muestras tomadas en campo, seis (6) muestras se tomaron en 
cultivos de arroz, 24 en bosque natural, dos (2) en la plantación de caucho, seis (6) en 
cultivos de cítricos, ocho (8) en áreas dedicadas a cultivos transitorios (maíz, yuca, sorgo, 
leguminosas forrajeras), dos (2) en ensayos forestales de melina (Gmelina arborea) y yopo 
(Anadenanthera peregrina), dos (2) en el cultivo de marañón (Anacardium occidentale), 75 
en pastos tanto manejados como pastos degradados, y 21 muestras en los cultivos de palma 
africana. 
Para cada una de las variables edáficas estudiadas (DA, CO y COS) en las dos 
profundidades, se analizaron estadísticamente los datos en relación a las coberturas 
vegetales identificadas en el sitio de muestreo durante el trabajo de campo. 
Se encontraron los estadísticos de tendencia central y de dispersión y se realizó una 
prueba de rangos múltiples para determinar si existían diferencias estadísticamente 
significativas en los valores promedio de la variable edáfica entre las diferentes coberturas 
vegetales. 
 
6.2.3.1. Densidad aparente a 10 cm 
La cobertura vegetal en la cual los suelos tuvieron la densidad aparente promedio 
más alta para una profundidad de 10 cm correspondió a los cultivos de cítricos, seguida de 
los pastos. Como se esperaba, el promedio más bajo de la densidad aparente a 10 cm 
correspondió a los suelos en los bosques naturales, que fueron también las coberturas en las 
cuales el coeficiente de variación fue el más alto (Anexo 23).  
Los resultados de la prueba de rangos múltiples de Duncan (con un nivel de 
confianza del 95%) indicaron que el valor promedio de la densidad aparente a los 10 cm en 
los suelos de bosque natural es significativamente menor que el valor promedio de esta 
variable en los suelos con coberturas de arroz, pastos, cultivos transitorios varios y cítricos. 
Además, el promedio de la densidad aparente a 10 cm en los suelos de los cítricos es 
significativamente mayor que el promedio de la variable para los suelos con cultivos 
forestales (Anexo 24). 
 
6.2.3.2. Densidad aparente a 30 cm 
Para una profundidad de 30 cm, se registró el valor promedio de densidad aparente 
más alto en los suelos con coberturas de cultivos transitorios, seguidos de los suelos en los 
cultivos de cítricos.  
Los coeficientes de variación más altos se presentaron en los suelos con pastos y 
arroz. En el caso de los suelos con cultivo de arroz, se había registrado un coeficiente de 
variación del 5% a 10 cm de profundidad, mientras que para una profundidad de 30 cm, se 
encontró un coeficiente de 10.5%. En el caso de los bosques naturales, cuyos suelos habían 
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registrado un coeficiente de variación de la densidad aparente de 15.5% para 10 cm de 
profundidad, presentaron un coeficiente de variación de 11.4% a 30 cm de profundidad 
(Anexo 25). 
De acuerdo con la prueba de rangos múltiples de Duncan, el valor promedio de la 
densidad aparente a 30 cm en los suelos de los bosques naturales (1.24 g cm
-3
) fue 
significativamente inferior al promedio de esta variable en los suelos de los cultivos de 
pastos y cultivos de cítricos y transitorios. De manera similar, el promedio de la densidad 
aparente a 30 cm en los cultivos permanentes forestales (caucho, marañón, melina y yopo) 
fue significativamente inferior al de los suelos con cítricos y cultivos transitorios (Anexo 
26). 
 
6.2.3.3. Concentración de carbono orgánico 0-10 cm 
La cobertura vegetal para la cual los suelos presentaron en promedio el mayor valor 
de concentración de carbono orgánico entre 0 y 10 cm correspondió a los bosques naturales 
(2.2%), seguida de los pastos (Anexo 27). 
Estas mismas coberturas registraron los coeficientes de variación más altos con 54.7 
y 34.9%, respectivamente. Los valores promedio más bajos de esta variable se encontraron 
en los suelos de las coberturas de arroz y cultivos transitorios. En general, todas las 
coberturas registraron una variabilidad muy alta, siendo los coeficientes de variación 
superiores al 10% (Anexo 27). 
Según los resultados de la prueba de Duncan, se encontró con un 95% de confianza 
que el valor promedio de la concentración de carbono orgánico entre 0 y 10 cm en los 
suelos de los bosques naturales, fue significativamente superior a la presentada en los 
suelos de las otras coberturas, excepto pastos. Seis coberturas (arroz, cultivos transitorios 
varios, cítricos, cultivos permanentes forestales, palma y pastos) conforman un grupo 
homogéneo en cuanto al valor medio de esta variable (Anexo 28). 
 
6.2.3.4. Concentración de carbono orgánico 0-30 cm 
El valor promedio más alto de concentración de carbono orgánico entre 0 y 30 cm 
se registró para los suelos con cobertura de bosques naturales, seguidos de los suelos en 
pastos, tal como se encontró para una profundidad entre 0 y 10 cm. De manera similar, se 
obtuvieron coeficientes de variación bastante elevados, correspondiendo los más altos a los 
encontrados para los datos de esta variable en las coberturas de bosques naturales y pastos 
(Anexo 29). 
Para el caso de esta variable, según la prueba de Duncan de rangos múltiples no se 
presentan diferencias estadísticamente significativas en el valor promedio del carbono 
orgánico entre 0 y 30 cm en los suelos de las diferentes coberturas (Anexo 30). 
 
6.2.3.5. Contenido total de carbono orgánico del suelo por hectárea entre 0 y 10 cm 
La cobertura vegetal en la cual los suelos tuvieron el contenido total de carbono por 
hectárea promedio más alto para una profundidad de 0-10 cm correspondió a los bosques 
naturales, seguida de los pastos, mientras que el promedio más bajo de esta variable 
correspondió a los suelos en cultivo de arroz (Anexo 31). La cobertura de bosques naturales 
es además aquella en la que se presenta el coeficiente de variación más alto en cuanto al 
contenido total de carbono por hectárea, siendo igual al 47.46%. 
Los resultados de la prueba de Duncan (con un nivel de confianza del 95%) indican 
que el valor promedio del contenido total de carbono por hectárea para una profundidad de 
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0-10 cm en los suelos de bosque natural es significativamente mayor que el valor promedio 
de esta variable en los suelos de las otras coberturas, a excepción de pastos (Anexo 32). Las 
otras seis coberturas (Az, Ctv, Cpf, Pl, Ci y P), de acuerdo con lo arrojado por esta prueba, 
conforman un solo grupo homogéneo. 
 
6.2.3.6. Contenido total de carbono orgánico del suelo por hectárea entre 0 y 30 cm 
Para una profundidad de 0-30 cm, el valor promedio de contenido total de carbono 
por hectárea más alto se registró en los suelos con cobertura de bosques naturales, seguidos 
de los suelos en pastos.  
Los coeficientes de variación más altos se presentaron en los suelos con bosques 
naturales y cultivos de palma africana. En los bosques naturales se encontró un coeficiente 
de variación del 34.18%, mientras que en los cultivos de palma el coeficiente de variación 
fue igual a 27.44%. Por su parte, la cobertura con el menor coeficiente de variación 
respecto a esta variable, correspondió a los suelos con cultivos de arroz, cuyo coeficiente 
fue igual a 8.6% (Anexo 33). 
Respecto a los resultados de la prueba de Duncan, solamente se encontraron 
diferencias estadísticamente significativas en el valor promedio de esta variable entre los 
suelos con bosques naturales y los suelos con cultivos de arroz (Anexo 34). 
 
6.2.4. Análisis por tipos de suelos 
Para las dos profundidades evaluadas (0-10 cm y 0-30 cm), se analizaron los datos 
de cada una de las variables edáficas (DA, CO y COS) en relación con las unidades de 
suelo identificadas por el estudio de Rocha & Díaz (1973). 
Se encontraron los estadísticos de tendencia central y de dispersión y se realizó una 
prueba de rangos múltiples para determinar si existían diferencias estadísticamente 
significativas en los valores promedio de la variable edáfica correspondiente entre las 
diferentes unidades de suelo.  
 
6.2.4.1. Densidad aparente a 10 cm 
El valor promedio más alto de densidad aparente a una profundidad de 10 cm se 
encontró en los suelos de la serie El Puente (PT), con un registro de 1.5 g cm
-3
, seguidos de 
los suelos en la serie El Retiro (RT), con 1.37 g cm
-3
. Los valores más bajos en cambio se 
encontraron en los suelos de la serie Caño Quenane (CQ), que presentaron una densidad 
aparente igual a 1.16 g cm
-3
 (Anexo 35). Solamente en dos de las unidades de suelos, en las 
series Caño Alto (CÑ) y Caño Quenane (CQ), se hallaron coeficientes de variación 
superiores al 10% (15.2 y 11.7%, respectivamente).  
Como se puede observar en el Anexo 36, de acuerdo con la prueba de rangos 
múltiples de Duncan,  el valor promedio de la densidad aparente a 10 cm medido en las 
muestras tomadas en la serie Caño Quenane (CQ) es inferior a los promedios de las otras 
series, a excepción de las series Caño Alto (CÑ) y Los Bajos (BJ). Además, el promedio de 
esta variable en la serie El Puente (PT) fue significativamente superior a los promedios 
registrados en las series Caño Alto (CÑ) y Los Bajos (BJ). 
 
6.2.4.2. Densidad aparente a 30 cm 
El mayor promedio de densidad aparente a 30 cm de profundidad se encontró en las 
series El Retiro (RT) y La Libertad (LB), en las cuales se registró un valor de 1.4 g cm
-3
. Al 
igual que para una profundidad de 10 cm, los menores promedios se encontraron en los 
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suelos de las series Caño Alto (CÑ) y Caño Quenane (CQ), con 1.28 g cm
-3
. En cinco 
unidades de suelo los coeficientes de variación superaron el 10%, hallándose el mayor 
registro en la serie El Puente (PT), con 17.2 % (Anexo 37). 
Para esta profundidad no se encontraron diferencias estadísticamente significativas 
en el promedio de la densidad aparente a 30 cm entre los diferentes tipos de suelos, de 
acuerdo con los resultados de la prueba de rangos múltiples de Duncan con un nivel de 
confianza del 95% (Anexo 38). 
 
6.2.4.3. Concentración de carbono orgánico entre 0 y 10 cm 
Los promedios más altos de concentración de carbono orgánico entre 0 y 10 cm de 
profundidad se hallaron en los suelos de las series Caño Quenane (CQ) y Caño Alto (CÑ), 
en los cuales se obtuvo un valor de 2.27 y 2.23% respectivamente. El promedio más bajo se 
registró en las muestras tomadas en los suelos de la serie El Puente (PT).  
En el caso de esta variable, en todas las series se encontraron coeficientes de 
variación superiores al 10%, alcanzando valores bastante altos, especialmente en las series 
Caño Alto (CÑ), Caño Quenane (CQ) y Chipre No. 3 (CP), como se puede ver en el Anexo 
39.  
Respecto a los resultados de la prueba de diferencia mínima significativa al 95% de 
confianza se halló que el promedio de la variable en los suelos de la serie El Puente (PT), 
fue estadísticamente inferior a los promedios en los suelos de las series El Retiro (RT), 
Tolima (TM), Los Bajos (BJ), Chipre No. 3 (CP), Caño Alto (CÑ) y Caño Quenane (CQ), 
como se presenta en el Anexo 40. Además, los valores promedios en las series Caño Alto 
(CÑ) y Caño Quenane (CQ) son superiores a los promedios de esta variable en los suelos 
de las series El Puente (PT), El Bosque (BQ), La Represa (RP), Chipre No. 2 (CH), 
Encanto (EN) y La Libertad (LB).  
 
6.2.4.4. Concentración de carbono orgánico entre 0 y 30 cm 
Para una profundidad entre 0 y 30 cm, el promedio de concentración de carbono 
orgánico más alto se encontró en los suelos de la serie Caño Quenane (CQ) con 1.43%, y de 
la serie Los Bajos (BJ), con 1.41%. El promedio más bajo, en cambio, se registró en los 
suelos de la serie El Puente (PT) con un valor de 0.73%. Igualmente, El Puente (PT) y 
Chipre No. 3 (CP) son la series en las que se halló la mayor variabilidad en los datos, 
presentando coeficientes de variación superiores al 40% (Anexo 41). 
Los suelos de la serie El Puente (PT) presentaron un valor promedio de 
concentración de carbono orgánico a esta profundidad significativamente inferior al 
promedio hallado en las muestras tomadas en los suelos de las series El Retiro (RT), 
Tolima (TM), Chipre No. 3 (CP), Caño Alto (CÑ), Los Bajos (BJ) y Caño Quenane (CQ), 
como se puede ver en el Anexo 42. Además, el promedio de la variable en los suelos de la 
serie El Bosque (BQ) fue estadísticamente inferior a los promedios en los suelos de las 
series Caño Alto (CÑ), Los Bajos (BJ) y Caño Quenane (CQ) (Anexo 42).  
 
6.2.4.5. Contenido total de carbono orgánico del suelo por hectárea entre 0 y 10 cm 
Los promedios más altos de contenido total de carbono por hectárea para una 
profundidad de 0-10 cm se registraron en los suelos de las series Caño Quenane (CQ) y 
Caño Alto (CÑ), en los cuales se obtuvieron valores de 24.87 t ha
-1 
y 23.96 t ha
-1
 
respectivamente. El promedio más bajo se encontró en los suelos de la serie El Puente (PT), 
con un valor de 10.77 t ha
-1
.  
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En todas las series se encontraron coeficientes de variación superiores al 10% para 
esta variable. Los valores más altos se presentaron en las series Caño Alto (CÑ) y Caño 
Quenane (CQ), que registran coeficientes iguales a 45.32 y 38.61%, respectivamente, como 
se puede ver en el Anexo 43. El coeficiente de variación más bajo se encontró en la serie 
Los Bajos (BJ), con un valor igual a 10.87%. 
De acuerdo con la prueba de rangos múltiples de Duncan, se pueden identificar 
cuatro grupos homogéneos (Anexo 44). En términos generales se puede concluir que el 
valor promedio del contenido total de carbono por hectárea para una profundidad de 0-10 
cm en la serie El Puente (PT) fue significativamente inferior al promedio registrado en las 
series Los Bajos (BJ), Chipre No. 3 (CP), Caño Alto (CÑ) y Caño Quenane (CQ). Además, 
los promedios de esta variable en las series La Represa (RP), El Bosque (BQ) y Chipre No. 
2 (CH) fueron significativamente inferiores a los promedios en las series Caño Alto (CÑ) y 
Caño Quenane (CQ). 
 
6.2.4.6. Contenido total de carbono orgánico del suelo por hectárea entre 0 y 30 cm 
Para la profundidad de 0-30 cm, el promedio del contenido total de carbono por 
hectárea más alto se encontró en los suelos de la serie Los Bajos (BJ) con 50.01 t ha
-1
 y de 
la serie Caño Alto (CÑ) con 49.04 t ha
-1
. El promedio más bajo, en cambio, se registró en 
los suelos de la serie El Puente (PT) con un valor de 29.28 t ha
-1 
(Anexo 45).  
Las series El Puente (PT) y Chipre No. 3 (CP) presentaron los coeficientes de 
variación más altos, mientras que las series El Bosque (BQ) y La Represa (RP) registraron 
los más bajos, siendo inferiores al 10% (Anexo 45). 
De acuerdo con los resultados de la prueba Duncan, con un nivel de significancia 
del 95%, se pueden identificar cuatro grupos homogéneos (Anexo 46).  
Los suelos de las series El Puente (PT) y El Bosque (BQ) presentaron un valor 
promedio de carbono orgánico a esta profundidad (0-30 cm) significativamente inferior al 
promedio hallado en las muestras tomadas en los suelos de las series Chipre No. 3 (CP), 
Tolima (TM), Caño Alto (CÑ), Los Bajos (BJ) y Caño Quenane (CQ), como se puede ver 
en el Anexo 46. Además, el promedio de esta variable en la serie El Puente (PT) se 
diferencia significativamente del promedio en la serie El Retiro (RT). 
 
6.3. Variabilidad espacial de las variables edáficas estudiadas en el C.I. La 
Libertad 
En esta sección se presentan los resultados del análisis y modelación de la 
variabilidad espacial de los datos para las variables edáficas estudiadas. Se muestran los 
resultados del análisis de normalidad, modelación del semivariograma y resultados de la 
validación cruzada para la selección del mejor modelo, así como una descripción de los 
mapas de predicción obtenidos mediante interpolación por kriging. 
Para el análisis de variabilidad espacial no se consideraron las muestras tomadas en 
cobertura de bosques, para las dos profundidades evaluadas, las cuales debieron ser 
eliminadas para poder ajustar los modelos de semivarianza. Por esta razón, en los mapas 
generados mediante kriging para el área de estudio no se realizó la interpolación en aquellas 
zonas cuya cobertura actual, de acuerdo con información de las imágenes, los mapas y el 
trabajo de campo realizado, corresponde a bosques. En consecuencia tampoco fueron 
incluidas para realizar posteriormente los análisis de diseño de redes de muestreo.  
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Para la variable COS10c se trabajó entonces con 122 observaciones, en tanto que 
para la variable COS30c se trabajó con 118 observaciones. 
 
6.3.1. Densidad aparente a 10 cm 
Dado que para las observaciones de densidad aparente a 10 cm se encontró que se 
rechazaba la hipótesis nula de que su distribución se ajustaba a una distribución normal 
(sección 6.2.1, Anexo 16), se realizó la transformación de Box-Cox, para lo cual se halló el 
valor de  óptimo (igual a 2.48044). Después de aplicar la transformación indicada en la 
fórmula 3.4, se procedió a realizar las pruebas de normalidad para la variable transformada, 
encontrándose que no se rechazaba la hipótesis de que estos datos provenían de una 
distribución normal (Anexo 47). 
Se analizó entonces la nube del semivariograma, la cual contiene (n·(n−1))/2 puntos, 
en este caso, 10585 puntos (Figura 6.1). Se presentaron varios pares de puntos cuyos 
valores de semivarianza salen un poco del patrón general, los cuales tienen en común a la 
muestra tomada en el sitio S32, que presenta uno de los valores más altos de densidad 
aparente (1.6 g cm
-3
) a esa profundidad. Se asume que la medición de la variable de estudio 
en esta ubicación fue bien realizada, por lo que no se considera la eliminación de esta 
observación. 
Se generaron semivariogramas empíricos, analizando el efecto de la variación en el 
tamaño y el número de rezagos en el ajuste de modelos teóricos de semivarianza. Se 
ajustaron modelos esféricos, exponenciales, gaussianos y lineales, encontrándose modelos 
con un buen ajuste en semivariogramas con un tamaño de rezago de 45.25 m. Los mejores 
modelos ajustados se presentan en el Anexo 48. 
El modelo con el RMSSPE más cercano a uno (1) correspondió al modelo 
exponencial, el cual tuvo un valor de pepita igual a cero (0) y un rango de 109.5 m. Para 
este modelo se encontró también la mínima diferencia entre los criterios de RMSPE y 
AVE. Respecto al criterio estadístico del MSPE el valor más cercano a cero (0) se obtuvo 
con el modelo gaussiano, para el cual igualmente se encontró el MPE más cercano a cero 
(0).  
 
 
Figura 6.1. Nube del semivariograma y semivariograma empírico con un modelo esférico ajustado 
para la variable densidad aparente a 10 cm de profundidad. 
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Se realizó la interpolación mediante kriging ordinario con estos modelos en una 
malla regular distribuida en el área de estudio. A las interpolaciones obtenidas se les aplicó 
la inversa de la transformación de lambda para obtener la predicción para la variable 
original.  
Se compararon los resultados obtenidos con los distintos modelos y se evaluó 
respecto a lo esperado teóricamente para el comportamiento de la variable y a lo observado 
en campo, seleccionándose el modelo esférico como el más adecuado para representar la 
variabilidad espacial de la densidad aparente a 10 cm en la zona de estudio. El rango de este 
modelo fue igual a 317.1 m y la pepita representó el 11.4% de su meseta (Anexo 48).  
En el mapa de predicción se observa que los valores más altos de densidad aparente 
(mayores de 1.5 g cm
-3
) a 10 cm se encuentran especialmente en la zona de los cultivos de 
cítricos en los suelos de la serie La Libertad, y en la parte más septentrional de la serie El 
Retiro. Los valores más bajos (menos de 1.2 g cm
-3
) se encuentran en áreas cercanas a los 
caños Caño Alto y Caño Quenane en los suelos de las series El Retiro y La Libertad 
(Anexo 59).  
En la zona más al norte del área de estudio, donde se encuentran los cultivos de 
palma africana se presentan valores intermedios (alrededor de 1.3 g cm
-3
) de densidad 
aparente para esta profundidad y también valores bajos, especialmente debido a las 
muestras que se tomaron cercanas a suelos de la serie Los Bajos (Anexo 59). 
Como se esperaba, alrededor de los sitios de muestreo se encuentra la menor 
varianza de kriging, la cual aumenta hacia las áreas donde no se tienen observaciones 
(Anexo 59). 
 
6.3.2. Densidad aparente a 30 cm 
Para esta variable se hizo igualmente la transformación de Box-Cox, dado que al 
hacer las pruebas de normalidad se encontró que para los datos originales se rechazaba la 
hipótesis nula de que los datos provenían de una normal (Anexo 16).  
Se encontró el valor de  óptimo (2.9327), y después de aplicar la transformación de 
Box-Cox, se encontró que al realizar nuevamente las pruebas de normalidad de Shapiro-
Wilk, Jarque Bera y D‟Agostino Ómnibus, no se rechaza la hipótesis nula de que los datos 
provienen de una distribución normal en las pruebas realizadas (Anexo 49). 
Se estudió la nube del semivariograma, encontrándose algunos pares de puntos en 
los que la semivarianza alcanza valores bastante altos (Figura 6.2), pares que tienen en 
común a la observación tomada en el sitio S20, la cual presenta una densidad aparente 
bastante baja igual a 0.8 g cm
-3
. Esta muestra se registró con cobertura de pastos y se ubica 
en la serie Chipre No. 3, con pendiente entre 0-3% y suelos pobremente drenados.  
Igualmente se evaluaron diferentes semivariogramas empíricos analizando el efecto 
del cambio en el tamaño y el número de rezagos. Se ajustaron modelos teóricos de 
semivarianza y se encontraron modelos con un buen ajuste en semivariogramas con tamaño 
de rezago igual a 90 m y 23 rezagos. Los mejores modelos ajustados se presentan en el 
Anexo 50. 
El modelo con el cual se obtuvo el RMSSPE más cercano a uno (1) fue el esférico, 
para el cual también se halló la menor diferencia entre el RMSPE y el ASE. Para este 
modelo, la pepita tuvo un valor de 0.0278, la cual representó el 45.13% de la meseta.  
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Figura 6.2. Nube del semivariograma y semivariograma empírico con un modelo esférico ajustado 
para la variable densidad aparente a 30 cm. 
 
 
Con el modelo lineal, por su parte, se obtuvieron los valores más cercanos a cero (0) 
para los criterios de MSPE y MPE. El rango obtenido para el modelo esférico correspondió 
a 272.2 m, mientras que para el modelo lineal fue igual a 2139.8 m (Anexo 50). 
Analizando los modelos y los resultados obtenidos por la validación cruzada se 
concluyó realizar la predicción espacial de esta variable con el modelo esférico. Se 
interpoló mediante kriging ordinario y se aplicó la inversa de la transformación de lambda.  
En el mapa de predicción obtenido, los valores más altos se presentan en suelos de 
la serie La Libertad en la zona de los cultivos de cítricos y en la parte más suroccidental del 
Centro, que se encuentra en cobertura de pastos manejados (Anexo 60). Los valores más 
bajos se presentan alrededor de la muestra tomada en el sitio S20, localizada en suelos de la 
serie Chipre No. 3 pobremente drenados con pendientes entre 1 y 3%. 
 
6.3.3. Concentración de carbono orgánico entre 0 y 10 cm 
Para esta variable fue necesario realizar también la transformación de Box-Cox con 
el propósito de normalizar los datos (  óptimo igual a -1.1023). Con los datos 
transformados se evaluó nuevamente la hipótesis nula de que los datos provenían de una 
distribución normal, encontrándose para las pruebas de Shapiro-Wilk, Jarque Bera y 
D‟Agostino Ómnibus que no se rechaza esta hipótesis (Anexo 51). 
Se analizó entonces la nube del semivariograma y se identificaron varios pares de 
puntos con un valor de semivarianza alto (Figura 6.3), para los cuales una de las 
observaciones correspondía a la muestra tomada en el sitio S140, que presenta una 
concentración de carbono orgánico bastante baja, igual a 0.87%. Esta muestra se tomó en 
cobertura de pastos manejados y en la serie El Retiro, la cual tiene un drenaje 
moderadamente bueno y una pendiente entre 0-3%.  
Se generaron distintos semivariogramas empíricos, variando el tamaño y el número 
de rezagos y se ajustaron diferentes modelos teóricos de semivarianza, encontrándose 
modelos con buen ajuste para semivariogramas con un rezago de 156.54 m y un número de 
rezagos igual a 13.  
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Figura 6.3. Nube del semivariograma y semivariograma empírico con un modelo esférico ajustado 
para la variable concentración de carbono orgánico entre 0 y 10 cm de profundidad. 
 
 
De los modelos ajustados, el modelo exponencial fue el modelo con el cual se 
obtuvo el RMSSPE más cercano a uno, los valores de MSPE y MPE más cercanos a cero 
(0), y la menor diferencia entre los criterios de RMSPE y ASE (Anexo 52).  
Se realizó la interpolación mediante kriging ordinario, y se aplicó la inversa de la 
transformación de lambda para obtener la predicción para la variable original. Se concluyó 
seleccionar el mapa generado con el modelo de semivarianza esférico dado que posee un 
mayor rango, representa apropiadamente el comportamiento esperado de la variabilidad 
espacial del contenido de carbono orgánico para esta profundidad y además no presenta 
diferencias considerables respecto al mapa obtenido con el modelo exponencial.   
En el mapa de predicción obtenido, en la mayor parte del área de estudio 
predominan valores de concentración de carbono entre 1.4 y 2% (Anexo 61). Los valores 
más altos se encuentran alrededor de los sitios S90 y S20, cuyas muestras se localizan sobre 
suelos de la serie Chipre No. 3 en las fases CPa3 y CPa1, respectivamente, ambos en 
cobertura de pastos manejados. 
En el mapa de varianzas de kriging, los valores más bajos se concentran alrededor 
de los sitios donde se tomaron las muestras, mientras que los valores más altos se obtienen 
hacia los sitios donde no se presentó muestreo en campo (Anexo 61). 
 
6.3.4. Concentración de carbono orgánico entre 0 y 30 cm 
En el caso de esta variable, para proceder al análisis de la variabilidad espacial fue 
necesario igualmente realizar la transformada de Box-Cox, dado que los datos originales no 
se ajustaron a una normal (  óptimo igual a -1.2628). Se evaluó entonces la hipótesis nula 
de que los datos transformados provienen de una distribución normal, encontrándose para 
las pruebas de Shapiro-Wilk, Jarque Bera y D‟Agostino Ómnibus que no se rechaza esa 
hipótesis (Anexo 53). 
Se analizó la nube del semivariograma y se evaluó el efecto de la variación en el 
tamaño y el número de rezagos sobre el semivariograma empírico (Figura 6.4).  
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Figura 6.4. Nube del semivariograma y semivariograma empírico con un modelo esférico ajustado 
para la variable concentración de carbono orgánico entre 0 y 30 cm de profundidad. 
 
Se probaron distintos modelos teóricos de semivarianza y se encontraron modelos 
con un buen ajuste en semivariogramas empíricos con 15 rezagos y un tamaño de rezago 
igual a 135.67 m (Anexo 54). De los modelos ajustados, el modelo gaussiano obtuvo el 
RMSSPE más cercano a uno, mientras que el modelo lineal arrojó los valores de MSPE y 
MPE más cercanos a cero. Con el modelo exponencial se obtuvo la mínima diferencia entre 
los criterios de RMSPE y ASE (Anexo 54). 
Se realizó entonces la interpolación mediante kriging ordinario aplicándose estos 
cuatro modelos, y se compararon los diferentes mapas de predicción evaluando sus 
diferencias y analizando los resultados obtenidos con lo observado en campo. A las 
interpolaciones obtenidas se les aplicó la inversa de la transformación de lambda para 
obtener la predicción para la variable original. 
Se seleccionó la superficie de predicción obtenida con el modelo esférico como la 
más apropiada para representar el comportamiento de la variabilidad espacial del carbono 
orgánico para esta profundidad, ya que produjo una superficie acorde con lo observado en 
campo y consistente con lo esperado para esta variable edáfica. El rango de este modelo fue 
igual a 356.4 m, mientras que el valor de la pepita correspondió a cero (0).  
Como se puede observar en el mapa de predicción para esta profundidad (0-30 cm), 
en la mayor parte del área de estudio predominan valores de concentración de carbono 
orgánico entre 1.0 y 1.3% (Anexo 62). Los valores más altos se concentran alrededor de los 
sitios donde se tomaron las muestras S20 (con 2.57%), S90 (2.38%) y S89 (2.03%), las 
cuales se encuentran en suelos de la serie Chipre No. 3, todas en cobertura de pastos 
manejados. 
 
6.3.5. Contenido total de carbono orgánico del suelo por hectárea entre 0 y 10 cm 
Dados los resultados negativos de las pruebas de normalidad obtenidos para esta 
variable (sección 6.2.2, Anexo 20) fue necesario realizar también la transformación de Box-
Cox en este caso. El valor de  óptimo encontrado para hacer la transformación fue igual a 
-0.82027. Con los datos transformados se evaluó nuevamente la normalidad, encontrándose 
  50 
para las pruebas de Shapiro-Wilk, Jarque Bera y D‟Agostino Ómnibus que los datos 
provienen de una distribución normal (Anexo 55).  
Al analizar la nube del semivariograma se identificaron varios pares de puntos con 
un valor de semivarianza alto (Figura 6.5). Una de las observaciones correspondía a la 
muestra tomada en el sitio S140, que presenta un valor de contenido total de carbono por 
hectárea bastante bajo, igual a 10.84 t ha
-1
, observación cuya muestra se tomó en cobertura 
de pastos manejados en suelos con un drenaje moderadamente bueno y una pendiente entre 
0-3%.  
Otras observaciones identificadas en los pares de puntos con semivarianza alta 
fueron las tomadas en los sitios S90 y S136, cuyos contenidos de carbono por hectárea 
correspondieron a 41.24 t ha
-1 
y 11.02 t ha
-1
, respectivamente. La observación del sitio S90 
se obtuvo en la muestra tomada en coberturas de pastos en suelos moderadamente bien 
drenados con pendiente entre 0 y 3%. La observación del sitio S136 se tomó en la serie La 
Represa en suelos bien drenados, con pendientes comprendidas entre 0 y 3% y en cobertura 
de arroz. 
Se generaron distintos semivariogramas empíricos, variando tanto el tamaño como 
el número de rezagos, y se logró ajustar diferentes modelos los cuales presentaron 
diferentes valores de efecto pepita, meseta parcial y rango (Anexo 56). 
De los modelos obtenidos, el modelo esférico ajustado para un semivariograma 
empírico con un rezago de 424.83 m presentó el RMSSPE más cercano a uno, los valores 
de MSPE y MPE más cercanos a cero (0), y la menor diferencia entre los criterios de 
RMSPE y ASE. Sin embargo, el efecto pepita representó más del 50% del modelo. Su 
rango fue igual a 690.57 m (Anexo 56).  
En los otros cuatro modelos ajustados mostrados en la Tabla 6.44, la proporción 
meseta parcial/meseta total fue superior al 50%. En el caso del modelo esférico ajustado 
para un semivariograma empírico con un rezago de 230.36 m, se obtuvo el menor valor de 
efecto pepita, correspondiente al 14.43% de la meseta del modelo (Anexo 56). 
Mediante kriging ordinario se realizó la interpolación con los cuatro modelos cuyo 
efecto pepita fue inferior al 50% del modelo.  
 
 
Figura 6.5. Nube del semivariograma y semivariograma empírico con un modelo esférico ajustado 
para la variable COS10c transformada. 
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Como en los casos anteriores, a los mapas producidos se les aplicó la inversa de la 
transformación de lambda, realizando entonces la comparación entre ellos y evaluándose 
los resultados en relación a lo observado en campo y a su comportamiento esperado. 
Del análisis se concluyó seleccionar el mapa generado con el modelo de 
semivarianza esférico ajustado para un semivariograma empírico con un rezago de 230.36 
m dado que posee un rango apropiado y representa adecuadamente el comportamiento 
esperado de la variabilidad espacial del contenido total de carbono por hectárea para esta 
profundidad. El rango del modelo esférico correspondió a 433.68 m y la meseta parcial fue 
igual a 0.00083 (Anexo 56).  
En el mapa de predicción generado con este modelo se observa que en la mayor 
parte de la extensión del área de estudio predominan valores de contenido de carbono por 
hectárea entre 15 y 20 t ha
-1
. Los valores más altos se encuentran alrededor del sitio S90 
(suelos de la serie Chipre No. 3 en la fase CPa3), y del sitio S35 (suelos de la serie El 
Retiro en la fase RTa1), ambos en cobertura de pastos manejados (Anexo 63). 
Por su parte, en el mapa de varianzas de kriging, los valores más bajos se 
concentran alrededor de los sitios donde se tomaron las muestras, mientras que los valores 
más altos se obtienen hacia los sitios donde no se presentó muestreo en campo (Anexo 63). 
 
6.3.6. Carbono orgánico del suelo por hectárea entre 0 y 30 cm 
Para proceder al análisis de la variabilidad espacial fue necesario igualmente 
realizar la transformada de Box-Cox a esta variable, dado que los datos originales no se 
ajustaron a una normal, para lo cual se utilizó un valor de  óptimo igual a -0.6737209530. 
Se evaluó entonces la hipótesis nula de que los datos transformados provienen de una 
distribución normal, encontrándose para las pruebas de Shapiro-Wilk, Jarque Bera y 
D‟Agostino Ómnibus que no se rechaza esa hipótesis (Anexo 57). 
Se analizó la nube del semivariograma encontrándose varios pares de puntos con 
valores altos de semivarianza, los cuales tienen como observación común a la muestra 
tomada en el sitio S88, la cual presenta un contenido total de carbono por hectárea igual a 
28.94 t ha
-1
, valor relativamente bajo comparado con el de las muestras vecinas (Figura 
6.6). Esta muestra se tomó en una cobertura de pastos en suelos moderadamente bien 
drenados y pendientes entre 0 y 3%. 
Se ajustaron modelos de semivarianza a diferentes semivariogramas empíricos, en 
los cuales se varió el tamaño y el número de rezagos. Los modelos ajustados presentaron 
distintos valores de efecto pepita, meseta parcial y rango (Anexo 58). 
De los modelos encontrados, se obtuvo un RMSSPE igual a uno en el modelo 
exponencial ajustado para semivariograma con un tamaño de rezago igual a 73.17 m y en el 
modelo esférico ajustado para un tamaño de rezago de 49.92 m. En estos dos modelos, el 
efecto pepita representó prácticamente el 50% de la meseta total (Anexo 58). 
En el modelo gaussiano ajustado para un semivariograma empírico con tamaño de 
rezago igual a 210.66 m se obtuvo los valores más cercanos a cero para los indicadores de 
validación cruzada MSPE y MPE. En este caso, el valor de la pepita fue superior al de la 
meseta parcial del modelo (Anexo 58). 
Por su parte, con los modelos exponenciales se logró la menor diferencia entre los 
indicadores RMSPE y ASE, con el efecto pepita teniendo un valor muy cercano al 50% de 
los modelos (Anexo 58).  
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Figura 6.6. Nube del semivariograma y semivariograma empírico con un modelo esférico ajustado 
para la variable COS30c transformada. 
 
 
El mejor modelo encontrado para representar la variabilidad espacial de la variable 
COS30c correspondió al modelo esférico ajustado para un semivariograma empírico con un 
tamaño de rezago igual a 236.05 m. El rango del modelo esférico correspondió a 458.61 m, 
mientras que la meseta parcial tuvo un valor de 0.00028, con un efecto pepita siendo 
aproximadamente igual a cero (Anexo 58). Al realizar la interpolación mediante kriging 
ordinario y examinar el mapa generado (aplicada la inversa de la transformación lambda), 
se encontró un resultado acorde con el comportamiento esperado para esta variable.  
De acuerdo con el mapa de predicción para esta profundidad (0-30 cm), en la mayor 
parte del área de estudio predominan valores de contenido total de carbono entre 40 y 50 t 
ha
-1
 (Anexo 64). Los valores más altos se concentran alrededor de los sitios donde se 
tomaron las muestras S62 (81.44 t ha
-1
) y S90 (73.66 t ha
-1
). El sitio S62 corresponde a 
cobertura de palma en suelos de la serie La Libertad bien drenados y con pendientes 
comprendidas entre 0 y 3%. Por su parte, el sitio S90 corresponde a suelos moderadamente 
bien drenados de la serie Chipre No. 3 en cobertura de pastos manejados con pendientes 
entre 0 y 3%. 
 
6.4. Redes de muestreo óptimas para el monitoreo del carbono orgánico del 
suelo en el C.I. La Libertad 
Se diseñaron redes para las variables contenido total de carbono orgánico del suelo 
por hectárea tanto para la profundidad de 0-10 cm (COS10c) como para la profundidad de 
0-30 cm (COS30c), empleando los modelos de variabilidad espacial ajustados para los 
datos corregidos de estas variables. Se probaron redes generadas por simulación aleatoria y 
redes generadas mediante optimización con algoritmos genéticos. Las configuraciones 
analizadas fueron redes en mallas regulares rectangulares (cuadradas), mallas de redes 
triangulares equiláteras y redes para muestreo aleatorio. 
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6.4.1. Redes para la variable contenido total de carbono orgánico del suelo por 
hectárea entre 0 y 10 cm 
Primero se diseñaron de manera aleatoria (sin optimizar) redes regulares 
rectangulares (cuadradas), redes regulares triangulares equiláteras y redes aleatorias 
complementarias a la red original de muestreo. Se generaron tamaños de red desde un (1) 
punto hasta 150 puntos adicionales, y se evaluó el error estándar de kriging (ASE). Para 
cada tamaño de red se realizaron 600 simulaciones aleatorias y se almacenaron los valores 
máximo, promedio y mínimo de ASE obtenido para cada tamaño de red en las simulaciones 
realizadas. 
En el caso de las redes para muestreo aleatorio, al adicionar un punto a la red 
original, las nuevas redes presentan valores de ASE entre máximo 0.0313 y mínimo 0.0176. 
El valor promedio de ASE de todas las redes simuladas con este tamaño de red fue igual a 
0.0254 (Figura 6.7).  
A partir de un tamaño de red de cinco (5) puntos adicionales, el valor máximo del 
ASE de las redes simuladas es inferior al ASE de la red original, que es igual a 0.0299 
(Figura 6.7). 
Cuando se aumenta el tamaño de la red, se presenta una disminución gradual en la 
variación entre los valores máximos y mínimos de ASE de las redes simuladas. Cuando el 
tamaño de red es de aproximadamente 50 puntos adicionales, la diferencia entre los valores 
máximos y mínimos se empieza a volver constante y a reducirse de manera lenta hasta los 
150 puntos.  
El valor promedio se mantiene prácticamente constante a lo largo de los tamaños de 
red evaluados (Figura 6.7). 
En las simulaciones realizadas para redes regulares rectangulares, las redes 
generadas para dos (2) puntos adicionales presentaron valores de ASE entre máximo 
0.0312 y mínimo 0.0201. El valor promedio de ASE para las simulaciones realizadas para 
este tamaño de red fue igual a 0.0258 (Figura 6.8). 
A partir de un tamaño de red de cuatro (4) puntos adicionales, se encontró que el 
valor máximo del ASE de las redes simuladas es inferior al ASE de la red original (0.0299). 
 
 
Figura 6.7. Valores máximo, promedio y mínimo de ASE obtenidos en las simulaciones de redes 
aleatorias de n puntos adicionales generadas aleatoriamente, para la variable COS10c.  
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Figura 6.8. Valores máximo, promedio y mínimo de ASE obtenidos en las simulaciones de redes 
rectangulares de n puntos adicionales generadas aleatoriamente, para la variable COS10c.  
 
Al incrementar el número de puntos de la red, la diferencia entre los valores 
máximos y mínimos de la ASE de las redes simuladas disminuye hasta aproximadamente 
los 50 puntos, si bien la reducción no es gradual, presentándose grupos de valores mínimos 
cuyo ASE es abruptamente más bajo que la tendencia observada.  
Estos valores bajos se observan para tamaños de red entre 14-15 y 30-35, así como 
entre 120 y 140 puntos adicionales (Figura 6.8). Para estos tamaños de red igualmente los 
valores máximos de ASE de las redes simuladas son un poco más altos que la tendencia, si 
bien su cambio no es tan fuerte como el de los valores mínimos.  
Entre 50 y 120 puntos, los valores máximos y mínimos de ASE de las redes 
simuladas se mantienen más o menos constantes. En general, el valor promedio de ASE de 
los tamaños de red evaluados se mantiene aproximadamente constante (Figura 6.8). 
Por último, en las redes regulares triangulares simuladas, el valor máximo de ASE 
para un tamaño de red de dos (2) puntos adicionales fue igual a 0.0299, mientras que el 
mínimo fue igual a 0.0191. El valor promedio de las redes simuladas para este tamaño de 
red fue igual a 0.0257, respectivamente (Figura 6.9). 
 
 
Figura 6.9 Valores máximo, promedio y mínimo de ASE obtenidos en las simulaciones de redes 
triangulares de n puntos adicionales generadas aleatoriamente, para la variable COS10c.  
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A partir de un tamaño de red de cuatro (4) puntos adicionales, el valor máximo de 
ASE de las redes simuladas es inferior al ASE de la red original para esta profundidad 
(Figura 6.9). 
Cuando se aumenta el tamaño de la red, los valores mínimos se incrementan y los 
máximos de ASE se reducen, ambos de manera rápida. Entre 50 y 95 puntos, los valores se 
mantienen más o menos constantes, mientras que entre 95 y 120 puntos, se presenta una 
mayor diferencia entre los valores máximos y mínimos (Figura 6.9).  
En cuanto al promedio de ASE de las redes, el valor se mantiene más o menos 
constante a lo largo de los tamaños de red evaluados (Figura 6.9).  
Se procedió entonces a realizar el proceso de optimización mediante algoritmos 
genéticos para determinar si era posible minimizar el valor de ASE para tamaños de red 
entre uno (1) y 150 puntos adicionales. 
Para ello se probaron las metodologías de punto ficticio y de varios puntos 
adicionales, como se explica en la metodología en la sección 5.4. 
 
6.4.1.1. Punto ficticio 
Al realizar la optimización mediante el algoritmo genético para la ubicación del 
primer punto adicional a la red original, la nueva red generada (un punto adicional) 
presenta un valor de ASE igual a cero (Figura 6.10). Este primer punto localizado por 
optimización, se ubicó hacia la zona norte del área de estudio, muy cerca de los límites, y 
prácticamente su posición fue encontrada por el algoritmo genético alrededor de las 
primeras 2000 generaciones (Figura 6.11). 
Posteriormente, cuando se adiciona un nuevo punto, la nueva red (dos puntos 
adicionales) presenta un ASE igual a 0.01643 (Anexo 65, Figura 6.10). El segundo punto se 
localizó hacia la zona suroeste del área de estudio y como se observa en la Figura 6.10, 
siguiendo la metodología se conserva el primer punto adicionado a la red original. 
Al adicionar el tercer punto mediante optimización, el ASE de la nueva red (tres 
puntos adicionales) se mantiene en 0.01643, mientras que al adicionar el cuarto, el ASE se 
incrementa a 0.03286, valor que es superior al ASE de la red original, que corresponde a 
0.0299. 
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Figura 6.10. Variación del error estándar de kriging (ASE) con la adición de puntos óptimos 
aleatorios sucesivos a la red original, para la variable COS10c. 
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Figura 6.11. Ubicación optimizada de los puntos de muestreo y gráfico respectivo de valores 
promedio y mínimo de la función objetivo del algoritmo de optimización para tamaños de red de 1, 
2, 3 y 25 puntos adicionales, mediante la metodología del punto ficticio, para la variable COS10c. 
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A medida que se van incluyendo más puntos, se observa un incremento constante en 
el valor de ASE de las nuevas redes generadas, presentándose estabilizaciones del valor del 
índice cada cierto número de puntos (Figura 6.11).  
Igualmente, como se puede ver en la Figura 6.11, el proceso de optimización arrojó 
que no se localizaran puntos sobre la zona más occidental del área de estudio, además de 
que varios puntos fueron ubicados muy cerca uno del otro. Para el caso del punto 25, la 
solución óptima, fue encontrada casi hasta el final de las iteraciones (generaciones) 
programadas, como lo indica el gráfico de valores promedio y mínimo de evaluación de la 
función objetivo. 
 
6.4.1.2. Varios puntos adicionales 
En primer lugar se realizó el diseño de redes regulares en configuración cuadrada, 
denominada aquí como rectangular. Al realizar la optimización de la ubicación para dos 
puntos adicionales en configuración rectangular, sin considerar el punto anterior 
encontrado, se obtuvo una nueva red con un ASE igual a 0.01801 (Anexo 66, Figura 6.12). 
Los dos puntos localizados se encuentran ubicados prácticamente sobre el límite al sur del 
área de estudio (Figura 6.13). 
A partir del tercer punto adicional se observa un incremento suave pero constante en 
el valor del índice, si bien para ocho (8) y para 130-140 puntos el valor del ASE es menor 
que la tendencia mostrada (Figura 6.12). En todas las redes rectangulares encontradas por 
optimización, el valor del ASE nunca supera el del obtenido para la red original (0.0299), ni 
siquiera para el tamaño de red más grande correspondiente a 150 puntos adicionales, que 
posee el ASE más alto (0.02498).  
Para la red más grande, la mejor solución se encontró en las primeras generaciones 
(Figura 6.12). 
En la siguiente etapa del análisis se siguió con el diseño de redes regulares 
triangulares. Cuando se genera una red con dos puntos adicionales en configuración 
triangular, la nueva red encontrada posee un ASE igual a 0.01826 (Anexo 66, Figura 6.14). 
En este caso, los dos puntos son localizados en el eje este-oeste, hacia la zona sur del área 
de estudio, siendo encontrada su solución óptima mediante el algoritmo genético hacia las 
primeras 3000 generaciones (Figura 6.15). 
 
 
Figura 6.12. Variación del error estándar de kriging (ASE) con la adición de una red óptima regular 
rectangular con n puntos a la red original, para la variable COS10c. 
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Figura 6.13. Ubicación optimizada de los puntos de muestreo y gráfico respectivo de valores 
promedio y mínimo de la función objetivo del algoritmo de optimización para redes rectangulares 
con tamaños de 2, 3, 4 y 150 puntos, mediante la metodología de puntos adicionales, para la 
variable COS10c. 
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Figura 6.14. Variación del error estándar de kriging (ASE) con la adición de una red óptima regular 
triangular con n puntos a la red original, para la variable COS10c. 
 
Al adicionar un tercer punto a la red original, se obtiene una red con un ASE igual a 
0.01294, valor inferior al obtenido con una red de dos puntos adicionales (Figura 6.14). En 
este caso, los tres puntos se ubican hacia la zona oriental, distribuidos a lo largo del eje 
norte-sur (Figura 6.15). A partir del cuarto punto adicionado se presenta un incremento 
constante y más o menos estable en el valor del índice (Anexo 66).  
Alrededor de los 110 puntos adicionales, la red generada arroja un valor de ASE un 
poco más bajo que el obtenido con redes de tamaños similares, como se puede observar por 
la tendencia en la gráfica (Figura 6.14). 
En la red con 150 puntos adicionales en configuración triangular, se presenta el 
valor de ASE más alto de todas las redes optimizadas, si bien este valor del índice sigue 
siendo inferior al ASE de la red original. Como se observa en el gráfico de valores 
promedio y mínimo de evaluación de la función objetivo, la solución óptima fue encontrada 
en las primeras generaciones del algoritmo genético (Figura 6.15). 
Finalmente, como última parte del análisis de redes para esta variable, se realizó el 
diseño de redes aleatorias. 
Cuando se aplica el algoritmo genético para optimizar la ubicación del primer punto 
aleatorio adicional a la red original, la nueva red (un punto adicional) generada presenta un 
valor de ASE igual a cero (Figura 6.16). El punto queda localizado en la esquina sur 
occidental del área de estudio, siendo encontrada esta solución óptima alrededor de las 
3700 generaciones (Figura 6.17). 
Cuando se realiza la optimización de la ubicación de dos puntos adicionales 
dispuestos de manera aleatoria, se obtiene una nueva red con un ASE igual a 0.00813, 
mientras que la red optimizada con tres (3) puntos aleatorios adicionales tiene un ASE igual 
a 0.01107 (Anexo 66, Figura 6.16). En el caso de la ubicación de los dos puntos 
adicionales, uno de ellos se ubica en una posición relativamente cercana a la arrojada para 
un punto adicional, mientras que el otro punto se ubica hacia el centro del área de estudio; 
la solución óptima es encontrada alrededor de las 7700 generaciones (Figura 6.17). 
Las redes con 4, 5 y 6 puntos adicionales presentan valores de ASE iguales a 
0.01638, 0.01657 y 0.01664. Al optimizar redes con 7 y 8 puntos aleatorios adicionales, los 
valores de ASE obtenidos son más bajos que los que se encontraron para redes con 4, 5 y 6 
puntos.  
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Figura 6.15. Ubicación optimizada de los puntos de muestreo y gráfico respectivo de valores 
promedio y mínimo de la función objetivo del algoritmo de optimización para redes triangulares 
con tamaños de 2, 3, 4 y 150 puntos, mediante la metodología de puntos adicionales, para la 
variable COS10c. 
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Figura 6.16. Variación del error estándar de kriging (ASE) con la adición de una red óptima 
aleatoria con n puntos a la red original, para la variable COS10c. 
 
A partir de la red optimizada con 9 puntos adicionales en adelante, el valor del ASE 
se incrementa de manera constante pero no muy fuerte (Figura 6.16). 
En la red con 150 puntos, que posee el valor de ASE más alto de todas las redes 
optimizadas, el ASE obtenido es inferior al de la red original, que es igual a 0.0299.  
En el caso de esta red, que es la más densa, se puede observar cómo en la 
distribución de los puntos varios de ellos quedan localizados muy cerca unos de los otros y 
se notan algunos patrones de ubicación en línea tanto horizontales como verticales (Figura 
6.17). 
Como se observa en el gráfico de evaluación de la función objetivo, por una parte 
no se alcanza una estabilización en el valor mínimo, como sí se puede observar para los 
tamaños de red más pequeños, y por otro lado, el valor promedio y mínimo se mantienen 
muy cercanos, con una variación relativamente baja en el caso del valor promedio, si se 
compara con la variación que tiene este estadístico para redes menos densas (Figura 6.17). 
 
6.4.2. Redes para la variable contenido total de carbono orgánico del suelo por 
hectárea entre 0 y 30 cm 
Para esta variable igualmente se diseñaron aleatoriamente por simulación redes 
aleatorias, regulares cuadradas y regulares triangular equilátera complementarias a la red 
original, probando desde tamaños de red de un (1) punto hasta 150 puntos adicionales, y se 
evaluó el error estándar de kriging (ASE) de la red. Para cada tamaño de red se realizaron 
600 simulaciones aleatorias y se almacenaron los valores máximo, promedio y mínimo de 
ASE obtenido para cada tamaño de red en las simulaciones realizadas. 
Para el caso de las redes para muestreo aleatorio, cuando se adiciona un punto a la 
red original, las nuevas redes presentan valores de ASE que varían entre mínimo 0.0035 y 
máximo 0.017. El valor promedio de ASE que se obtuvo para las redes simuladas con este 
tamaño de red fue igual a 0.0123 (Figura 6.18).  
De los resultados obtenidos con las simulaciones se encontró que a partir de un 
tamaño de red de cuatro (4) puntos adicionales, el valor máximo del ASE de las redes 
simuladas fue inferior al ASE de la red original, que correspondió a 0.015531 (Figura 6.18). 
Al aumentar el tamaño de la red, se observa que se reduce de manera gradual la 
diferencia entre los valores máximos y mínimos de ASE de las redes simuladas.  
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Figura 6.17. Ubicación optimizada de los puntos de muestreo y gráfico respectivo de valores 
promedio y mínimo de la función objetivo del algoritmo de optimización para redes aleatorias con 
tamaños de 1, 2, 3 y 150 puntos, mediante la metodología de puntos adicionales, para la variable 
COS10c. 
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Figura 6.18. Valores máximo, promedio y mínimo de ASE obtenidos en las simulaciones de redes 
aleatorias de n puntos adicionales generadas aleatoriamente, para la variable COS30c.  
 
Cuando se alcanza un tamaño de red de aproximadamente 40-50 puntos adicionales, 
se encuentra una diferencia prácticamente constante entre los valores máximos y mínimos, 
si bien esa diferencia sigue reduciéndose de manera lenta hasta los 150 puntos. El valor 
promedio se hace constante a lo largo de los tamaños de red evaluados, estabilizándose por 
encima de los 40-50 puntos adicionales (Figura 6.18). 
A continuación se procedió al diseño de redes regulares rectangulares. Con las redes 
regulares rectangulares, en las simulaciones realizadas para dos (2) puntos adicionales se 
encontró que el ASE varió entre un mínimo de 0.0073 y un máximo de 0.0016. El valor 
promedio de ASE de las redes generadas mediante las simulaciones para este tamaño de red 
fue igual a 0.01215 (Figura 6.19). 
Al probar los tamaños de red sucesivos, se encontró que a partir de un tamaño de 
cuatro (4) puntos adicionales, el valor máximo del ASE de las redes simuladas es inferior al 
ASE de la red original, que correspondió a 0.015531. 
 
 
Figura 6.19. Valores máximo, promedio y mínimo de ASE obtenidos en las simulaciones de redes 
rectangulares de n puntos adicionales generadas aleatoriamente, para la variable COS30c.  
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Cuando se incrementa el número de puntos adicionales, los valores máximos del 
ASE de las redes simuladas disminuyen, mientras que los mínimos aumentan, si bien la 
reducción de los máximos es más gradual.  
En especial, para los valores mínimos hay dos picos en los que se presenta una 
reducción abrupta del valor del índice, uno alrededor de los 14 puntos adicionales, y otro 
alrededor de los 33-34 puntos adicionales.  
Entre los 37 y 117 puntos adicionales, la diferencia entre los valores máximos y 
mínimos de la ASE de las redes simuladas es aproximadamente regular y constante. A 
partir de los 117 puntos adicionales, se observa una reducción marcada en los valores 
mínimos de ASE de las redes simuladas, alcanzando un pico inferior para los 127 puntos, 
donde el ASE se hace igual a 0.0094. 
Estos valores bajos se observan hasta tamaños de red de 136-137 puntos, a partir de 
los cuales nuevamente los valores mínimos del índice vuelven a aumentar. Igualmente, 
entre los 110 y los 145 puntos adicionales, se observa un ligero incremento en los valores 
promedio y máximo del ASE de las redes simuladas (Figura 6.19). 
Finalmente, se procedió al diseño por simulación de redes regulares triangulares. En 
este caso, para un tamaño de red de dos (2) puntos adicionales se obtuvieron valores 
máximos y mínimos de ASE iguales a 0.01561 y 0.00625, respectivamente. El valor 
promedio del índice de las redes simuladas para este tamaño de red fue igual a 0.0121 
(Figura 6.20). 
Al aumentar el tamaño de la red, los valores mínimos de ASE se incrementan de 
manera rápida, al tiempo que los valores máximos disminuyen, también significativamente, 
hasta un tamaño de red de 11 puntos adicionales.  
Luego se observa un comportamiento inestable, especialmente en los valores 
mínimos de ASE, identificándose un pico inferior para un tamaño de red de 27 puntos 
adicionales. 
Entre los 40 y los 85 puntos aproximadamente, los valores mínimos y máximos de 
ASE de las redes se mantienen más o menos constantes, mientras que entre 86 y 120 
puntos, se presenta una mayor diferencia entre los valores máximos y mínimos (Figura 
6.20).  
 
 
Figura 6.20. Valores máximo, promedio y mínimo de ASE obtenidos en las simulaciones de redes 
triangulares de n puntos adicionales generadas aleatoriamente, para la variable COS30c. 
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Por su parte, el promedio de ASE de las redes se mantiene más o menos constante a 
lo largo de los tamaños evaluados, aunque se presentan algunas variaciones (Figura 6.20).  
Se procedió entonces a realizar el proceso de optimización para determinar si era 
posible minimizar el valor de ASE. Como en la metodología seguida para la profundidad de 
0-10 cm, para esta profundidad también se probaron las metodologías de punto ficticio y de 
varios puntos adicionales, de manera similar a como se explica en la sección 5.4. 
 
6.4.2.1. Punto ficticio  
Inicialmente se comenzó con la ubicación de un punto aleatorio adicional. Cuando 
se realiza la optimización mediante el algoritmo genético, la ubicación del primer punto 
adicional a la red original genera una nueva red (un punto adicional) que presenta un valor 
de ASE igual a cero (Figura 6.21). Este punto es localizado prácticamente en el borde más 
oriental del área de estudio, siendo encontrada esta solución óptima alrededor de las 10000 
generaciones (Figura 6.22). 
Al adicionar el segundo y el tercer punto, su ubicación optimizada produce redes 
cuyo ASE no se incrementa respecto a la red con un punto adicional (Anexo 65, Figura 
6.21). Estos dos puntos adicionales resultan localizados igualmente hacia la zona oriental 
del área de estudio, siendo ubicado el tercer punto prácticamente en la esquina suroriental 
del C.I. La Libertad (Figura 6.22).  
A partir del cuarto punto adicional hasta el noveno, se observa un aumento casi 
constante en el valor del índice, alcanzando un ASE igual a 0.00295 para nueve puntos. 
Nuevamente se observa que para 10 y 11 puntos, el ASE no varía (Anexo 65). 
Para doce puntos adicionales, el índice aumenta a 0.00346 y de ahí en adelante, las 
optimizaciones para los tamaños de red siguientes producen redes cuyo ASE no es 
incrementado hasta llegar a los 24 puntos adicionales, donde el ASE pasa a ser igual a 
0.00407 (Figura 6.21).  
Para la red con mayor tamaño evaluada, correspondiente a 25 puntos, el valor del 
índice sigue siendo inferior al ASE de la red original, que es igual a 0.015531 (Anexo 65). 
Los puntos se observan espacialmente bien distribuidos en toda la extensión del área de 
estudio, siendo encontrada la solución óptima de ubicación para el punto 25 alrededor de 
las 5500 generaciones (Figura 6.22). 
 
 
Figura 6.21. Variación del error estándar de kriging (ASE) con la adición de puntos óptimos 
aleatorios sucesivos a la red original, para la variable COS30c. 
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Figura 6.22. Ubicación optimizada de los puntos de muestreo y gráfico respectivo de valores 
promedio y mínimo de la función objetivo del algoritmo de optimización para tamaños de red de 1, 
2, 3 y 25 puntos adicionales, mediante la metodología del punto ficticio, para la variable COS30c. 
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6.4.2.2. Varios puntos adicionales 
En la aplicación de la metodología para esta variable, se comenzó con redes 
regulares rectangulares (cuadradas). 
Cuando se genera una red con dos puntos adicionales en configuración rectangular, 
la red optimizada posee un valor de ASE igual a 0.00636 (Anexo 67, Figura 6.23). Estos 
dos puntos quedan localizados en el eje este-oeste, aproximadamente en la parte media del 
área de estudio, siendo encontrada esta solución óptima alrededor de las 7000 generaciones 
(Figura 6.24). 
Entre 3 y 10 puntos adicionales se observa un comportamiento irregular en los 
valores del índice, presentándose valores más bajos para 5 y 8 puntos adicionales en 
comparación con los otros tamaños de red. A partir de los 10 puntos hasta los 90 puntos 
adicionales se observa un incremento suave en el ASE, tamaño de red a partir del cual 
disminuye leventemente hasta alcanzar un mínimo aproximadamente para una red con 130 
puntos (0.00775). 
Para 140 y 150 puntos adicionales en malla rectangular, el ASE vuelve a aumentar, 
si bien el valor máximo sigue siendo inferior al ASE de la red original, que es igual a 
0.015531 (Figura 6.23). La solución óptima es encontrada alrededor de las 10000 
generaciones, si bien durante la mayor parte de las iteraciones prácticamente no varía el 
valor mínimo (solución óptima) de la función objetivo. 
Posteriormente se procedió a realizar el diseño de redes regulares triangulares. Al 
generar la red con dos puntos adicionales en configuración triangular, la nueva red 
encontrada presenta un ASE igual a 0.00473 (Anexo 67, Figura 6.25). La solución óptima 
para estos dos puntos los ubica en el eje este-oeste en la región media del área de estudio, 
siendo encontrada alrededor de las 5500 generaciones (Figura 6.26). 
Al adicionar entre dos y cuatro puntos en configuración triangular a la red original 
se presenta apenas un ligero incremento en el índice, pasando desde 0.00473 para dos 
puntos hasta llegar a 0.00519 para cuatro puntos (Anexo 67).  
Cuando se incluye el quinto punto se presenta un incremento de casi el doble en el 
valor del ASE, alcanzando un valor de 0.00813.  
 
 
Figura 6.23. Variación del error estándar de kriging (ASE) con la adición de una red óptima regular 
rectangular con n puntos a la red original, para la variable COS30c.  
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Figura 6.24. Ubicación optimizada de los puntos de muestreo y gráfico respectivo de valores 
promedio y mínimo de la función objetivo del algoritmo de optimización para redes rectangulares 
con tamaños de 2, 3, 4 y 150 puntos, mediante la metodología de puntos adicionales, para la 
variable COS30c. 
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Figura 6.25. Variación del error estándar de kriging (ASE) con la adición de una red óptima regular 
triangular con n puntos a la red original, para la variable COS30c.  
 
A partir de este punto en adelante, el índice se incrementa de manera no muy fuerte, 
llegando hasta un valor máximo (relativo) de 0.01161 obtenido para una red con 90 puntos 
en configuración triangular adicionales a la red original (Figura 6.25). 
Entre los 100 y los 120 puntos adicionales, se observa una ligera disminución en el valor 
del ASE, si bien posteriormente vuelve a incrementarse. 
El valor más alto del índice se encontró para una red con 140 puntos adicionales, 
correspondiendo a 0.01179, valor inferior al del ASE de la red original (0.015531). 
En el caso de la red más densa, con 150 puntos, la solución óptima es encontrada al 
cabo de las primeras generaciones (Figura 6.26). 
Finalmente se realizó el diseño de redes aleatorias. Al aplicar el algoritmo genético 
para optimizar la ubicación del primer punto aleatorio adicional a la red original, se obtiene 
una nueva red (un punto adicional) con un valor de ASE igual a cero (Figura 6.27). Este 
punto queda localizado prácticamente en el borde más oriental del área de estudio, siendo 
encontrada esta solución óptima alrededor de las 10000 generaciones (Figura 6.28). 
Para dos puntos adicionales distribuidos de manera aleatoria, la optimización de la 
ubicación produce una nueva red con un ASE igual a 0.00065, en tanto que para tres puntos 
aleatorios adicionales se obtiene un ASE igual a 0.00071 (Anexo 67, Figura 6.27). En el 
caso de los dos puntos adicionales, estos quedan localizados hacia la zona oriental del área 
de estudio, mientras que los tres puntos adicionales se ubican más hacia el centro y sur del 
C.I. La Libertad (Figura 6.28). 
En la red con cuatro puntos adicionales se observa un pequeño pico de incremento, 
presentándose un valor del índice igual a 0.00112, para luego disminuir a 0.00077 para la 
red con cinco puntos adicionales.  
Se pueden distinguir dos intervalos de crecimiento del valor del índice, uno entre 
cinco y 20 puntos adicionales, y otro entre 30 y 150 puntos (Figura 6.27).  
En el primer intervalo, el ASE varía entre 0.00077 para cinco puntos y 0.00174 para 
20 puntos adicionales, mientras que en el segundo intervalo, que es en el cual se alcanzan 
los valores más altos, el ASE varía entre 0.00255 y 0.00419 para 30 y 150 puntos, 
respectivamente (Anexo 67). 
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Figura 6.26. Ubicación optimizada de los puntos de muestreo y gráfico respectivo de valores 
promedio y mínimo de la función objetivo del algoritmo de optimización para redes triangulares 
con tamaños de 2, 3, 4 y 150 puntos, mediante la metodología de puntos adicionales, para la 
variable COS30c. 
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Figura 6.27. Variación del error estándar de kriging (ASE) con la adición de una red óptima 
aleatoria con n puntos a la red original, para la variable COS30c.  
 
 
Como se puede observar, la red optimizada con puntos adicionales distribuidos 
aleatoriamente para el tamaño de red más grande evaluado (150 puntos) presenta un ASE 
que sigue siendo inferior al valor del índice obtenido para la red original (0.015531).  
En esta red, los puntos quedan distribuidos en toda la extensión del área de estudio 
si bien se observa que algunos puntos se localizan unos muy cerca de otros. En cuanto a la 
evaluación de la función objetivo, no se alcanza estabilización en el valor mínimo y la 
variabilidad del promedio es bastante baja, manteniéndose el valor promedio muy cercano 
al mínimo (Figura 6.28).  
 
6.5. Metodología ajustada para el diseño de redes de muestreo óptimas para el 
monitoreo del carbono orgánico del suelo 
A continuación se presentan los diferentes componentes de la metodología 
estructurada para el diseño de redes de muestreo óptimas para el monitoreo del carbono 
orgánico del suelo (Figura 6.29), ajustada con base en la información recogida de la 
literatura y la información obtenida del proceso desarrollado en esta investigación. 
 
6.5.1. Definición de los objetivos de la investigación 
En primer lugar, es importante que se defina con claridad el objetivo que se 
pretende alcanzar con la investigación, ya que de ello dependerán los análisis y en general 
la metodología que se implemente. Como en el caso de este estudio, el objetivo puede ser 
planteado como la minimización de la incertidumbre de las estimaciones, ya sea en toda el 
área de estudio o en un área determinada. Sin embargo, son igualmente posibles otras 
opciones. 
El objetivo puede ser definido, por ejemplo, como la búsqueda y selección de la red 
regular más apropiada, con un tamaño de muestra fijo, situación en la cual se buscaría 
establecer la posición y la distancia entre los puntos que produzcan mejores resultados. 
En el caso de redes permanentes previamente establecidas, se puede pretender 
encontrar el punto óptimo adicional a la red o seleccionar un grupo de puntos dados un 
conjunto de opciones. 
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Figura 6.28. Ubicación optimizada de los puntos de muestreo y gráfico respectivo de valores 
promedio y mínimo de la función objetivo del algoritmo de optimización para redes aleatorias con 
tamaños de 1, 2, 3 y 150 puntos, mediante la metodología de puntos adicionales, para la variable 
COS30c. 
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Figura 6.29. Diagrama de metodología para el diseño de redes óptimas de muestreo. 
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Igualmente se puede plantear minimizar la varianza teniendo como restricción un 
presupuesto dado, o minimizar el costo para obtener una varianza menor a un límite 
determinado. 
En todo caso, el objetivo establecido definirá los pasos a seguir. 
 
6.5.2. Fundamentación teórica y revisión del estado del arte 
Para una investigación de este tipo es necesario tener una conceptualización sólida 
en los tópicos de las distintas áreas del conocimiento que se ven involucradas. 
Ello implica que, antes de proceder a realizar análisis, se busque la mayor cantidad 
de información actualizada posible que permita tener en claro las distintas alternativas 
metodológicas existentes para llevar a cabo el estudio y asimismo evitar también resolver 
problemas que otros investigadores ya han solucionado antes. 
Por ejemplo, para esta investigación fue pertinente conocer el estado del arte en 
varios campos del conocimiento: el comportamiento y la relevancia de la variable carbono 
orgánico del suelo, conceptos y técnicas de la geoestadística, diseño de redes espaciales de 
muestreo y técnicas de optimización, entre otros. 
Entre más se conozca sobre cada uno de los temas, mayores probabilidades se 
tendrán de encontrar la mejor alternativa para solucionar el problema planteado y alcanzar 
los objetivos propuestos. 
 
6.5.3. Planificación y ejecución de la recolección de datos 
Una de las fases críticas en este tipo de estudios es la obtención de los datos. Dado 
que el objetivo es encontrar una red óptima que permita minimizar la incertidumbre en las 
estimaciones al realizar el monitoreo (o muestreo de segunda fase) de la variable, en este 
caso, el carbono orgánico contenido en el suelo, se requiere tener información de calidad 
que permita estimar de manera satisfactoria su variabilidad espacial a través de los métodos 
geoestadísticos. 
Esto influirá entonces en la configuración de la malla del muestreo inicial, la 
cantidad de muestras tomadas, la distancia entre los puntos de medición, el tipo de 
muestreo (ya sea simple o estratificado), entre otros parámetros. 
En cuanto al protocolo de muestreo para la estimación del contenido total de 
carbono orgánico por hectárea, se recomienda emplear las metodologías estandarizadas y 
definidas por la comunidad científica internacional, como es el IPCC (Intergovernmental 
Panel for Climate Change) o las instituciones nacionales, como el Instituto Geográfico 
Agustín Codazzi. 
De las técnicas de medición de la densidad aparente y de la concentración de 
carbono orgánico (que se calcula usualmente a partir del contenido de materia orgánica) 
dependerán los resultados y su comparabilidad respecto a los datos reportados en otras 
regiones o países. Por ejemplo, para la determinación del contenido de materia orgánica del 
suelo existen diferentes métodos, entre ellos, la calcinación, la oxidación con dicromato de 
potasio (también conocido como método de Walkley y Black), y la oxidación con peróxido 
de hidrógeno, los cuales pueden arrojar diferentes valores. 
En este sentido es necesario planificar de manera concienzuda la metodología para 
llevar a cabo la medición de la variable de interés, previendo tanto la forma en que se va a 
realizar el trabajo de campo, como los protocolos que se van a seguir y los análisis de 
laboratorio que se van a efectuar. 
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6.5.4. Análisis exploratorio de los datos espaciales 
Una vez se ha conformado la base de datos sobre la cual se va a aplicar la 
metodología que permitirá diseñar las redes para el monitoreo de la variable, es necesario 
analizar los mismos con el propósito de caracterizar su variabilidad y conocer cómo se 
comporta el fenómeno en el área de estudio. 
Para ello se debe realizar entonces el análisis exploratorio de los datos, 
considerando tanto sus propiedades espaciales como no espaciales. El análisis exploratorio 
busca identificar propiedades de los datos con el fin de detectar patrones, formular hipótesis 
y evaluar la evaluación de modelos, como las pruebas de bondad de ajuste, entre otros. 
En primer lugar, la descripción de las propiedades no espaciales debe abarcar las 
medidas de tendencia central, es decir, la medición de la localización (o centro) de la 
distribución de los datos, lo cual se realiza generalmente mediante el cálculo de la media o 
preferiblemente la mediana, que no resulta tan afectada por la presencia de datos extremos 
o atípicos. 
Igualmente se deben considerar las medidas de dispersión, como la varianza y el 
coeficiente de variación. Se debe asimismo emplear para el análisis los gráficos del 
histograma, el QQ-Plot (gráfico de cuartiles e intercuartiles) y los gráficos de caja (box 
plot), con los cuales se puede conocer de manera resumida la distribución de los datos. 
En cuanto a las propiedades espaciales, se recomienda evaluar la tendencia espacial 
de los datos (respecto a los ejes coordenados), calcular la autocorrelación espacial (índice I 
de Moran, p.ej.) y detectar la presencia de observaciones extremas espaciales, es decir, 
aquellos datos individuales que son muy diferentes en magnitud de los datos vecinos. 
Para este tipo de análisis ya existen paquetes especializados y extensiones 
desarrolladas en los principales sistemas de información geográfica, como es el caso de los 
programas GeoDa y ArcGIS, por mencionar solo algunos. 
Cuando se dispone de información auxiliar, como por ejemplo, las coberturas 
vegetales o las unidades de suelo ya sea gracias a que se recoge durante la fase de campo o 
que se dispone de la cartografía, como en esta investigación, puede ser de gran utilidad 
analizar los datos respecto a estos factores auxiliares, lo cual puede brindar luces en los 
pasos siguientes en el caso en que se requiera, por ejemplo, eliminar observaciones que 
dificulten ajustar la normalidad o ajustar los modelos de semivarianza, lo cual pueda ser 
justificado con relaciones particulares de algún subconjunto de datos respecto a estos 
factores. 
 
6.5.5. Análisis de semivarianza y modelación de la variabilidad espacial 
En esta investigación se seleccionaron las herramientas de la geoestadística para el 
diseño de las redes de muestreo, si bien es importante tener en cuenta que existen diferentes 
aproximaciones que se pueden aplicar, como es el caso de la estadística bayesiana, entre 
otras. 
De acuerdo con lo planteado y aprendido en este estudio, el paso siguiente en la 
metodología implica el cálculo y análisis de los semivariogramas, para lo cual se generan la 
nube del semivariograma y el semivariograma empírico. En este punto es muy útil tratar de 
detectar observaciones extremas con valores demasiado altos de semivarianza, identificar 
los pares de puntos que los ocasionan y analizar si es conveniente o necesario eliminar 
alguna de las observaciones. 
Posteriormente se debe proceder al ajuste de modelos teóricos de semivarianza y a 
la evaluación del ajuste mediante el cálculo de los índices de validación cruzada. Este paso 
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también es crítico en la metodología, ya que el modelo seleccionado para explicar la 
variabilidad espacial determinará la posición de los puntos de las redes de muestreo que se 
diseñen mediante la optimización. Por eso es muy importante que el modelo presente un 
muy buen ajuste con resultados satisfactorios de los índices de validación cruzada, 
asegurándose de que posee un valor bajo del efecto pepita y de que al generar las 
superficies de interpolación mediante el método de kriging seleccionado, represente 
apropiadamente el comportamiento espacial de la variable de acuerdo con lo que se conoce 
de la misma y con lo que se observó durante la fase de campo. 
Antes de ajustar los modelos, es importante realizar la revisión del estado del arte 
para conocer qué tipo de modelos se han reportado en otras investigaciones para explicar el 
comportamiento de la variabilidad espacial del fenómeno de interés, lo cual puede ser de 
utilidad para saber qué tipo de modelo es más apropiado o cuál ha dado mejores resultados. 
También se debe tener en cuenta que dependiendo de la información arrojada por el 
análisis exploratorio de los datos espaciales puede requerirse la aplicación de técnicas de 
kriging más apropiadas para las condiciones particulares de los datos, como es el caso de 
kriging universal o kriging residual cuando se presenta tendencia, o técnicas como el 
kriging transgaussiano, entre otras. 
 
6.5.6. Diseño de redes de muestreo óptimas 
En primer lugar se debe definir el tipo de configuración de red que se pretende 
optimizar, así como los tamaños de evaluación, los cuales pueden estar definidos por un 
presupuesto dado. En cuanto a la malla de configuración, se deberían ensayar tanto mallas 
regulares (ya sean cuadradas, rectangulares, triangulares o hexagonales) como mallas 
aleatorias. Igualmente es importante evaluar un rango amplio de tamaños de red, ya que 
pueden existir tamaños de red que pueden ser más eficientes que tamaños menores, como 
se encontró particularmente en las redes regulares en este estudio. 
Como un paso preliminar antes de la optimización, puede ser muy útil realizar 
simulaciones aleatorias de diseños de redes de muestreo, es decir, sin optimizar, con el fin 
especialmente de conocer los valores mínimos de error de las redes que se podrían generar 
para un determinado tamaño y configuración de red, como fue el caso del ejercicio de 
simulación realizado en esta investigación. Los valores obtenidos igualmente pueden servir 
de referencia para verificar que el algoritmo de optimización funciona adecuadamente si 
éste arroje valores menores a los obtenidos por simulación.  
A continuación se debe establecer la metodología para el diseño de redes que se va a 
implementar, para lo cual se puede realizar búsqueda secuencial, punto ficticio, puntos 
adicionales, entre otros (ver Samper & Carrera, 1990). 
El paso siguiente es la definición de la función objetivo, el cual es también uno de 
los puntos críticos del proceso, ya que una función objetivo mal definida puede terminar 
arrojando resultados indeseables o dando soluciones a problemas diferentes a los 
establecidos. 
En la función objetivo se deberán definir entonces el criterio de evaluación, que 
corresponderá al índice a ser optimizado (ya sea minimizado o maximizado, dependiendo 
como se defina la función objetivo), y las restricciones que sea necesario aplicar (el 
presupuesto o la mínima distancia de separación entre los puntos, por ejemplo). 
Para el proceso de optimización es necesario entonces seleccionar el algoritmo de 
búsqueda, ya sea matemático o estocástico. Como se mencionó, existen diferentes 
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opciones, siendo la más empleada los algoritmos de simulated annealing, si bien los 
algoritmos genéticos también son aplicables para resolver este tipo de problemas. 
Seleccionado el algoritmo de búsqueda se deberán definir los parámetros para la 
ejecución del algoritmo, lo cual en el caso de los algorimos genéticos hace referencia a 
parámetros como el tamaño de la población, la tasa de mutación y elitismo, el número de 
generaciones o el criterio de convergencia, entre otros. 
Se debe proceder entonces a construir el algoritmo, para lo cual se pueden emplear 
diferentes lenguajes de programación como VisualBasic, Matlab o R, entre otros. 
Usualmente se pueden encontrar paquetes o librerías con algoritmos genéticos ya 
implementados, con lo cual el trabajo se reduce a verificar y definir los operadores, y a 
construir la función objetivo. 
En términos generales, un algoritmo de optimización incluiría los siguientes 
componentes (se toma como base el algoritmo desarrollado en R en esta investigación, si 
bien ello depende de la forma en que programe el investigador): 
i) definición del directorio de trabajo, 
ii) carga de los paquetes, 
iii) carga de los datos requeridos: incluye datos de la variable y el límite que 
encierra el área de estudio, 
iv) ajuste o carga del modelo de semivarianza ajustado, 
v) definición del criterio de evaluación o índice a minimizar, 
vi) definición del número de sitios o puntos de muestreo que va a contener la 
red diseñada, 
vii) definición de la función objetivo: generación de los cromosomas y cálculo 
del criterio de evaluación, 
viii) orden de ejecución de la función con los parámetros de los operadores, 
ix) orden para extracción de la mejor solución (red con valor mínimo del criterio 
evaluado), 
x) orden para generación de las gráficas y escritura de los resultados en 
archivos permanentes. 
 
Finalmente debe procederse a la ejecución de los algoritmos de optimización para 
buscar y seleccionar los diseños óptimos de red para los diferentes tamaños evaluados. 
En estos resultados deberán compararse los valores arrojados por las metodologías 
utilizadas (punto ficticio, puntos adicionales) y los producidos para las diferentes 
configuraciones de malla de muestreo. Igualmente es importante verificar los resutlados 
contra los obtenidos mediante simulación. 
 
 
6.5.7. Validación 
Para la validación de esta metodología se pueden proponer diferentes opciones. 
En primer lugar, una vez encontrado el diseño óptimo para un tamaño de red dado, 
debería realizarse las mediciones en campo para determinar el contenido de carbono 
orgánico, o de la variable de interés medida, y a partir del dato evaluar si efectivamente la 
variabilidad en el error de la estimación es menor que en otros puntos de control tomados. 
Otra opción de validación sería emplear métodos de optimización diferentes, entre 
ellos simulated annealing, y comparar las soluciones encontradas. Sin embargo, es posible 
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que los resultados sean disímiles, dado que son métodos estocásticos donde no siempre se 
alcanza el óptimo absoluto. 
 
6.5.8. Futuros pasos a seguir  
En esta investigación se logró mostrar la utilidad tanto de las herramientas de la 
geoestadística como de los algoritmos genéticos para diseñar redes de muestreo óptimas 
para el monitoreo del carbono orgánico del suelo. 
Aunque se planteó y alcanzó un objetivo muy definido, es necesario que en futuros 
estudios se consideren otros aspectos importantes dentro del contexto del problema 
analizado, como son la posible variación que puede ocurrir en la variable estudiada a través 
del tiempo (dado que estas redes de muestreo se proponen para la realización de monitoreos 
posteriores), el diseño de redes para muestreos estratificados, o el uso de posibles 
alternativas que permitan reducir la cantidad de muestras requeridas para hacer una 
modelación efectiva del semivariograma (como técnicas de la estadística bayesiana, u 
otras). 
En los resultados arrojados por los análisis realizados, los algoritmos genéticos 
mostraron su aplicabilidad a este tipo de problemas. Sería conveniente, sin embargo, 
investigar sobre el uso de otros métodos de optimización, especialmente simulated 
annealing, para comparar y verificar resultados.  
Una variante interesante podría ser también combinar los algoritmos genéticos con 
otros métodos de optimización. Dado que los algoritmos genéticos tienden a ser muy 
buenos para encontrar buenas soluciones globales, pero un poco ineficientes para encontrar 
el absoluto óptimo en las últimas generaciones, sería muy útil emplear técnicas 
matemáticas de gradiente o derivadas para encontrar el óptimo absoluto en una región 
limitada, lo cual mejoraría la eficiencia y robustez de los algoritmos. 
Específicamente en cuanto a los algoritmos genéticos, se debería investigar la 
inclusión de otros operadores genéticos, como por ejemplo diferentes tipos de mutaciones 
(mutación en el límite, mutación no uniforme) o diferentes tipos de recombinaciones 
(recombinación heurística, recombinación de mínimo local, recombinación no uniforme), 
entre otros (Mebane & Sekhon, 2009), para conocer su efecto y analizar si ello mejoraría la 
tasa de convergencia o produce mejores soluciones. 
 
 
  79 
 
 
 
VII. DISCUSIÓN 
 
 
 
El crecimiento acelerado en las últimas décadas de la población humana, del uso de 
recursos y del comercio ha multiplicado la influencia antrópica y las modificaciones en el 
globo terrestre. Entre los distintos cambios ambientales producidos, uno de los de mayor 
impacto y relevancia es el calentamiento global, el cual ha sido ocasionado principalmente 
por el incremento en la concentración de gases con efecto de invernadero. 
En este fenómeno juega un papel preponderante el carbono, elemento en el cual se 
basa la vida en la Tierra. La humanidad ha adicionado dióxido de carbono (CO2) a la 
atmósfera como consecuencia de las actividades de minería y la quema de combustibles 
fósiles, y mediante la conversión de bosques y pasturas a sistemas agrícolas. El resultado 
neto de estas actividades es que el carbono orgánico del suelo, de las rocas y de los 
organismos es liberado a la atmósfera en forma de CO2. 
En este contexto, los suelos desempeñan un papel muy importante en la dinámica 
del carbono de la biosfera debido a que pequeños cambios en las tasas de emisión de 
carbono de los suelos pueden afectar profundamente el ciclo global del carbono y la 
cantidad de carbono almacenada en la atmósfera, ocasionando efectos significativos tanto 
en el clima global como en la biosfera misma (Moreno & Oberbauer, 2008). 
La estimación del contenido de carbono en los suelos es particularmente difícil 
debido al limitado conocimiento sobre su relación con los tipos de suelos, la alta 
variabilidad espacial del carbono del suelo incluso dentro de una misma unidad de suelo y 
los diferentes efectos de los factores que controlan el ciclo del carbono orgánico en el suelo 
(Bernoux et al., 2002).  
Los aspectos mencionados demandan el desarrollo, ajuste y mejora de métodos que 
permitan cuantificar de manera precisa las existencias de carbono en el compartimento 
suelo y que faciliten y hagan más eficientes las labores de monitoreo de esta variable, 
especialmente cuando se trabaje a escalas regionales o nacionales. 
 
7.1. Consideraciones sobre las variables edáficas estudiadas 
Varias investigaciones en diferentes lugares tanto del trópico como de latitudes altas 
han tratado de determinar la magnitud del carbono orgánico contenido en los suelos, tanto 
para realizar el inventario del carbono almacenado como para estimar sus variaciones a 
través del tiempo o debidas a cambios en las coberturas o en las condiciones edáficas.  
La mayor parte de los estudios comparan los valores promedio de carbono orgánico 
del suelo superficial en bosques primarios o conservados contra los valores medidos en 
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bosques en sucesión, áreas de cultivo o pastos, si bien se reportan distintas profundidades 
de análisis (0-10, 10-20, 0-30, etc.). 
Por lo general, las investigaciones indican que en las coberturas boscosas, 
especialmente en los bosques primarios o menos intervenidos, se presentan los valores más 
altos de carbono orgánico (Tabla 7.1). Sin embargo, las diferencias respecto a las otras 
coberturas no siempre son estadísticamente significativas. 
Lara (2003) encontró que para una profundidad de 0-30 cm el contenido total de 
carbono orgánico en el suelo medido en bosque primario no difería significativamente del 
contenido en pastos, pero sí del contenido en bosque secundario y rastrojo bajo.  
En los resultados encontrados en la presente investigación se halló que para una 
profundidad de 0-30 cm, el valor promedio de contenido total de carbono orgánico en los 
bosques no se diferencia significativamente de las otras coberturas, excepto del cultivo de 
arroz (Anexo 34). Para una profundidad de 0-10 cm, en cambio, el promedio de carbono 
orgánico contenido en bosques se diferencia estadísticamente de todas las otras coberturas, 
a excepción de pastos (Anexo 32). 
De Camargo et al. (1999), quienes reportan contenidos de carbono hasta 8 metros de 
profundidad (0-10, 10-100, 100-300, 300-500 y 500-800 cm) en la Amazonía, no 
encontraron diferencias significativas en el stock de carbono entre los distintos tipos de 
coberturas vegetales (pasturas degradadas, pasturas manejadas, bosque secundario y bosque 
primario) dada la gran variabilidad e incertidumbre en los análisis de porcentaje de carbono 
a bajas concentraciones, principalmente en la parte más profunda del suelo.  
Sin embargo, para el intervalo de 0-10 cm, indican que las mínimas diferencias 
detectables entre tipos de uso del suelo corresponden a 3 t ha
-1
 de carbono, con base en las 
incertidumbres en los análisis de densidad aparente y contenido de carbono. 
En otra investigación realizada en la Amazonía, Schroth et al. (2002) reportaron que 
el contenido promedio de carbono en los primeros 10 cm del suelo varió entre 22.5 t ha
-1
 en 
el bosque primario, 19.8 t ha
-1 
en monocultivos (Bactris gasipaes, Theobroma 
grandiflorum, Hevea brasiliensis y H. pauciflora y Citrus sinensis), 21.6 t ha
-1
 en sistemas 
agroforestales multiestratificados (con combinaciones de las especies anteriormente 
mencionadas), y 17.2 t ha
-1
 en barbecho o rastrojo, lo que refleja las diferentes 
concentraciones de carbono en el suelo superficial y la densidad aparente ligeramente 
inferior en bosques. 
En el presente estudio, tanto para una profundidad de 10 como de 30 cm, la 
densidad aparente encontrada en bosques fue significativamente inferior a la medida en las 
coberturas de pastos y cultivos de cítricos y transitorios varios (Anexos 24 y 26). Lara 
(2003) encontró igualmente que la densidad aparente en pastos es significativamente 
superior a la encontrada en bosques primarios y secundarios. 
Además, al comparar respectivamente los valores promedio de densidad aparente en 
cada cobertura para las dos profundidades analizadas en esta investigación, se observa de 
manera consistente que a 30 cm la densidad aparente es mayor que a 10 cm en todas las 
coberturas, a excepción del cultivo de arroz (Anexos 24 y 26). 
Un aspecto importante a tener en cuenta al momento de analizar el stock total de 
carbono contenido en los suelos y realizar una comparación entre coberturas o con los 
valores reportados por otros estudios, es el efecto ocasionado por la compactación de los 
suelos que es reflejado por el valor de la densidad aparente. 
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Tabla 7.1. Comparación de algunos resultados de COS de la literatura y esta investigación. 
Tipo de cobertura COS (t ha
-1
) Profundidad (cm) País/Región Fuente 
Pasturas degradadas 22 
0-10 Brasil/Pará 
De Camargo et 
al. (1999) 
Pasturas manejadas 23 
Bosque secundario 25 
Bosque primario 26 
Bosque montano frío  46.7 
0-10 Etiopía 
Lemenih & 
Itanna (2004) 
Bosque húmedo 
P.falcatus 
66.85 
Bosque mixto 
subhúmedo Podocarpus-
Croton 
46.82 
Bosque seco transicional 37.5 
Bosque semiárido 
Acacia 
14.77 
Pastos 19.11 
0-10 
Colombia/ 
Meta 
Esta 
investigación Bosque natural 24.67 
Bosque 96 
0-20 Brasil/Pará 
Smith et al. 
(2002) 
Plantación P. caribaea 71 
Plantación C. guianensis 78 
Plantación leguminosas 84 
Plantación E. paraensis 114 
Bosque húmedo tropical 95.5 0-30 Ecuador 
Rhoades et al. 
(2000) 
Bosque primario  96.6 
0-30 
Colombia/ 
Antioquia 
Lara (2003) 
Bosque secundario  72.18 
Rastrojo bajo 72.48 
Pastos 86.7 
Bosque húmedo tropical 82.2 0-30 Costa Rica 
Powers & 
Schlesinger 
(2002) 
Pastos 46.98 
0-30 
Colombia/ 
Meta 
Esta 
investigación Bosque natural 49.38 
 
 
Los lineamientos guía del IPCC (Intergovernmental Panel on Climate Change) para 
el inventario de carbono recomiendan que se realice la medición del carbono para una 
profundidad de 30 cm (IPCC, 1997), con lo cual se pretende expresar el stock del carbono 
en el suelo como la masa del carbono orgánico por unidad de área para una profundidad de 
30 cm. 
En esta aproximación se identifica el volumen de muestreo usando la superficie 
como el nivel de referencia. Un problema de esto es que la superficie podría cambiar por un 
cambio aparente en la elevación de la misma (p.ej., por drenaje de un humedal), por efecto 
de la erosión (que puede remover o depositar material) o por compactación o hinchamiento 
del suelo (Gifford & Roderick, 2003). 
Este último caso es bastante común y ocurre cuando la elevación de la superficie 
varía debido a un cambio en la densidad aparente del suelo a través del tiempo, lo cual 
puede ser ocasionado por cambios en el uso del suelo, la transición de vegetación nativa a 
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sistemas agrícolas, el uso de maquinaria agrícola y/o el pastoreo de ganado (Gifford & 
Roderick, 2003).  
Debido al cambio en la compactación del suelo, el muestreo a una profundidad fija 
determinada desde la superficie conduciría a que se muestree una masa de suelo seca 
diferente. Cuando el suelo es muestreado solamente a una profundidad fija entonces es 
posible que se termine muestreando una masa mayor en el suelo más compactado. Si los 
resultados se entregan como masa de carbono por área de suelo (es decir, en t ha
-1
), se 
pueden obtener incrementos aparentes en el carbono del suelo en los suelos más 
compactados que corresponderían realmente a un efecto artificial causado por la mayor 
masa del suelo muestreado (Murty et al., 2002). 
Por esta razón, se ha planteado como una alternativa a posteriori para eliminar los 
efectos de la compactación realizar la corrección por densidad aparente mediante factores 
de compactación tal como fue aplicado en esta investigación, corrección que de no hacerse 
puede resultar en estimaciones equivocadas de los efectos del uso del suelo en el stock del 
carbono del suelo por unidad de área (Guo & Gifford, 2002). Como medidas a priori para 
evitar este problema, en la literatura científica se recomienda muestrear horizontes del suelo 
genéricos (Polglase et al., 2000) o realizar el muestreo midiendo la profundidad del suelo 
en función de la masa antes que como una distancia desde la superficie, con el propósito de 
emplear masas equivalentes del suelo para poder realizar las comparaciones entre diferentes 
usos de la tierra (Gifford & Roderick, 2003; Murty et al., 2002). 
Para el caso de este estudio, al realizar la corrección para una profundidad de 10 cm 
se encontró que los suelos de pastos se han compactado 14.5%, según lo cual 10 cm de 
profundidad del suelo en bosques equivalen a 8.55 cm en pastos, mientras que los suelos en 
los ensayos forestales y en palma se han compactado 7.57% y 9.7%, lo que equivaldría a 
9.24 y 9.03 cm de suelo en ensayos forestales y en palma, respectivamente.  
Para una profundidad de 30 cm, los suelos en pastos se han compactado 12% 
(equivalente a 26.4 cm de profundidad en el suelo), en ensayos forestales sólo 2.9% 
(equivalente a 29.13 cm) y en cultivos de palma 10.39% (equivalente a 26.88 cm).  
Al respecto, Lara (2003) reporta en su investigación que los suelos en pastos, 
rastrojo bajo y bosque secundario se compactaron 9%, 13% y 20%, respectivamente, según 
lo cual en su área de estudio 30 cm de profundidad en un bosque primario equivalen a 27 
cm en pastizales, 26 cm en rastrojo bajo y 24 cm en bosque secundario. 
Por otra parte, es preferible expresar el inventario de carbono en términos de masa 
por unidad de área (en t ha
-1
) que como porcentaje de concentración de carbono en el suelo, 
dado que puede producirse el sesgo opuesto al ocasionado por los cambios en la 
compactación del suelo. En los suelos de los bosques, por ejemplo, se muestrearían menos 
capas del suelo que en los suelos agrícolas. Como los contenidos de carbono del suelo 
usualmente disminuyen con la profundidad, en la capa más profunda el promedio de 
concentración del carbono del suelo es menor, por lo que el promedio sería más bajo en el 
suelo más compactado. Por lo tanto, el cambio en la densidad aparente podría conducir a un 
incremento aparente en el carbono del suelo en el caso de los bosques, o a una pérdida 
aparente en los suelos más compactados (Murty et al., 2002). 
Dado que la cantidad total de carbono presente en el suelo depende tanto de la 
densidad aparente como de la profundidad del suelo, la concentración de carbono no es un 
indicador confiable de la pérdida o ganancia de carbono (Davidson & Ackerman, 1993). 
Como la densidad aparente y la concentración de carbono frecuentemente están 
correlacionados negativamente, el suelo en cultivos o pastos bajo ganadería puede 
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compactarse al mismo tiempo que disminuye la concentración de carbono. Por lo tanto, una 
mayor densidad aparente puede cancelar parcialmente el efecto de menores concentraciones 
de carbono. 
Para analizar las diferencias registradas en el valor del contenido total de carbono 
orgánico entre las diferentes coberturas vegetales y usos del suelo encontrados en el C.I. La 
Libertad, especialmente en los suelos más superficiales (0-10 cm de profundidad), es 
importante identificar el papel y los efectos diferenciales que ejercen varios factores en la 
acumulación (o pérdida) del carbono orgánico, entre los cuales se pueden mencionar como 
los más importantes: el tipo de cobertura vegetal y el uso del suelo, la preparación y el 
manejo del sitio, las propiedades físicas y químicas del suelo, entre ellas la textura y el pH 
del suelo, y la erosión, entre otras. 
La preparación del sitio, por ejemplo, ocasiona la disminución del carbono orgánico 
debido a la perturbación del suelo durante los tratamientos mecánicos, la ausencia de 
crecimiento de plantas y la realización de quemas. En general, el manejo del sitio afecta 
tanto la entrada de carbono en el suelo, que es definida por la productividad de las plantas, 
como las tasas de descomposición de la hojarasca, determinadas por las condiciones 
microclimáticas y la cantidad y calidad de los residuos (Polglase et al., 2000). 
Entre las propiedades del suelo que influencian fuertemente la dinámica del carbono 
se encuentran la concentración y el tipo de cationes y la distribución de los tamaños de las 
partículas (textura).  
Los suelos pobremente drenados con alto contenido de humedad, que resultan en 
bajos niveles de oxígeno, tienen un mayor contenido de carbono que los suelos bien 
drenados, como se encontró en muestras recogidas en los bajos y en los bosques de galería 
en el C.I. La Libertad. Esto es ocasionado por la restringida actividad microbial, y por lo 
tanto la limitada descomposición, en los suelos pobremente drenados. A su vez, altos 
niveles de cationes, particularmente aluminio, estabilizan el carbono del suelo y lo protegen 
de la oxidación (Polglase et al., 2000).  
En cuanto a la textura, se ha demostrado que el almacenamiento de carbono del 
suelo está altamente correlacionado con el contenido de limo y la combinación de 
contenido de limo más arcilla (Brye et al., 2004). Además de las fracciones del tamaño de 
las partículas, también se ha demostrado que el pH del suelo está altamente correlacionado 
con el contenido de carbono orgánico. Se ha especulado que en un suelo con pH de 5 o 
menos se empieza a inhibir la actividad biológica, lo cual se asocia con la disminución en la 
tasa de descomposición de materia orgánica y con una correlación negativa entre el carbono 
orgánico del suelo y el pH (Brye et al., 2004). 
Aparte del efecto de las propiedades fisicoquímicas en el carbono del suelo, se ha 
demostrado que el carbono del suelo disminuye significativamente a través del tiempo 
debido a actividades agrícolas (Brye et al., 2004). El establecimiento de cultivos 
generalmente promueve la descomposición microbial del carbono orgánico. Además, puede 
también afectar el almacenamiento del carbono al cambiar las condiciones de reducción-
oxidación, la química de las soluciones del suelo o la cantidad de agua que fluye a través de 
los suelos. Los cambios químicos en la solución y en las condiciones de reducción-
oxidación tienen el potencial de disociar los vínculos entre los metales y la materia orgánica 
asociada y por lo tanto cambiar el almacenamiento del carbono. Por ejemplo, la 
compactación del suelo puede cambiar las condiciones de micrositio del suelo de oxidación 
a reducción, ocasionando cambios en la mineralogía y el estado de oxidación de los 
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metales, y en consecuencia en la liberación de metales y de materia orgánica a la solución 
del suelo (Osher et al., 2003).  
Por otra parte, la erosión ocasiona el transporte y la redistribución del material del 
suelo. La relocalización de la materia orgánica del suelo por erosión puede conservar el 
carbono en la medida en que queda más protegido de la descomposición en ambientes con 
alto nivel de humedad y acidez. Potencialmente, la erosión podría contribuir a la fijación de 
carbono, si en los paisajes se mantiene la vegetación y se mantienen niveles similares de 
productividad primaria neta (van Noordwijk et al., 1997). Dado que la erosión está 
altamente relacionada con la pendiente (van Noordwijk et al., 1997), se esperaría que este 
factor no ejerciera una acción preponderante en la dinámica del carbono en el área del C.I. 
La Libertad dadas las bajas pendientes existentes. 
 
7.2. Comportamiento de la variabilidad espacial del carbono orgánico del suelo 
La geoestadística fue introducida a la ciencia del suelo hace aproximadamente 30 
años como una alternativa a la clasificación de los suelos para la representación de la 
variación espacial. De acuerdo con Heuvelink & Webster (2001), Burgess & Webster 
(1980) fueron los primeros en usar kriging y realizar su aplicación práctica en la ciencia del 
suelo. 
Desde entonces el interés por las aplicaciones de la geoestadística en la ciencia del 
suelo por parte de investigadores ambientales, agrólogos y pedólogos, entre otros 
científicos de diferentes disciplinas, se ha incrementado gracias al reconocimiento que se ha 
obtenido de que la predicción espacial cuantitativa debe incorporar la correlación espacial 
entre las observaciones.  
Iguamente se ha reconocido la alta heterogeneidad y variabilidad espacial de las 
propiedades del suelo en un rango de distancias de metros, lo cual es particularmente 
característico de parámetros del suelo como el contenido de materia orgánica, y por ende el 
contenido de carbono orgánico (Don et al., 2007; Polglase et al., 2000). 
Numerosas investigaciones han utilizado las herramientas de la geoestadística para 
cuantificar la distribución de los patrones espaciales y los cambios en el carbono orgánico 
del suelo, así como para modelar tanto su variación horizontal como vertical (Don et al., 
2007; Zhang & McGrath, 2004; Frogbrook & Oliver, 2001; Chevallier et al., 2000; Saldaña 
et al., 1998; Van Meirvenne et al., 1996; entre otros). 
Al llevar a cabo el análisis de los resultados reportados en las diferentes 
publicaciones se puede realizar el paralelo de varios parámetros, si bien es complicada la 
comparación dadas las distintas condiciones y objetivos de los estudios, así como las 
profundidades evaluadas.  
En primer lugar, en las investigaciones revisadas los muestreos fueron llevados a 
cabo con diferente intensidad. En términos generales, para la medición del contenido total 
de carbono orgánico se reportan intensidades de muestreo de 130 a 340 observaciones, 
similares a las intensidades reportadas para medición de la concentración de carbono 
orgánico, que se encuentran en el rango entre 100 y 350 muestras (Tabla 7.2). 
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Tabla 7.2. Comparación de algunos resultados de variación espacial de carbono orgánico de la literatura y esta investigación. 
Variable Autores País 
Número de 
muestras 
Modelos 
ajustados 
Profundidad 
(cm) 
Rango (m) C1/C (%)
2
 
Contenido de 
materia orgánica 
Liu et al. (2009) China 6343 (1982) 
y 460 (2001) 
Esférico (en 
ambos años) 
0-20 39600 (1982) y 
33600 (2001) 
62.7% (1982) y 
50% (2001) 
 Frogbrook & 
Oliver (2001) 
Reino Unido 6-40 Penta-esférico, 
exponencial 
0-15 39.71 52%, 88% 
Concentración 
de carbono 
Don et al. 
(2007) 
Alemania 284, 156 Exponencial con y 
sin pepita 
0-60 47.3-233.1 38%-78% 
 Delcourt et al. 
(1996) 
Bélgica  Lineal, gaussiano 0-25 10.5 44.7% 
 Boerner et al. 
(1998) 
Estados 
Unidos 
 Exponencial, 
lineal, gaussiano 
12 0.29-9.11 9.5-100% 
 Zhang & 
McGrath (2004) 
Irlanda 191 (1964) y 
220 (1996) 
Exponencial 
(1964), esférico 
(1996) 
0-10 58000 (1964), 
100000 (1996) 
51.4% (1964), 
56.9% (1996) 
 Spielvogel et al. 
(2009) 
Alemania 100, 75 Esférico 0-20, 40-60 13.56, 4.21 74.6%-76.1% 
 Vašat et al. 
(2009) 
República 
Checa 
90 Esférico 0-20 600 38.5% 
 Wang et al. 
(2009b) 
China 689 Esférico 0-20 1159 65.3% 
 Wang et al. 
(2009a) 
Zambia, 
Botswana 
271, 296 Esférico  4.77, 9.08 64%, 96% 
 Zhao et al. 
(2007) 
China 100 Exponencial  191 51.4% 
 Liu et al. (2006) China 354 Exponencial 0-20 632000 83.9% 
 Chevallier et al. 
(2000) 
Martinica 96 Efecto pepita, 
esférico 
0-10, 10-20, 20-
30 
7-12 0% - 60% 
 Esta 
investigación 
Colombia 146, 143 Esférico 0-10, 0-30 330.8, 356.4 100%, 100% 
 
                                                 
2
  C1: meseta parcial, C: meseta del modelo. 
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Tabla 7.2. Comparación de algunos resultados de variación espacial de carbono orgánico de la literatura y esta investigación (cont.). 
Variable Autores País 
Número de 
muestras 
Modelos 
ajustados 
Profundidad 
(cm) 
Rango (m) C1/C (%) 
Stock de 
carbono 
Don et al. 
(2007) 
Alemania 284, 156 Exponencial con y 
sin pepita 
0-60 46.5-514.4 53%-76% 
 Lufafa et al. 
(2008) 
Senegal 143-339 Gaussiano, 
esférico 
0-40 0.56-7.46 51-94% 
 Rossi et al. 
(2009) 
Tanzania 132-142 Esférico, efecto 
pepita 
0-5 36 - ∞ 0-43% 
 Simbahan et al. 
(2006) 
Estados 
Unidos 
202-265  0-30 89-450  
 Esta 
investigación 
Colombia 146, 143 Esférico 0-10, 0-30 433.68, 458.6 83.1%, 100%  
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Son muy escasos los estudios en los que el muestreo supere esta cantidad de 
observaciones. Wang et al. (2009b) recogieron muestras de suelo en 689 sitios para estudiar 
la variabilidad espacial del carbono orgánico del suelo en la cuenca de Liudaogou en la 
meseta de Loess, en el norte de China, cubriendo un área de 6.89 km
2
 con una malla de 100 
x 100 m. 
Liu et al. (2009), por su parte, realizaron un estudio espacio-temporal de la 
variación de algunas propiedades del suelo, entre ellas el contenido de materia orgánica, en 
la provincia de Zhejiang en el sureste de China. Estos investigadores recolectaron 6343 
muestras de suelo en el año 1982, y posteriormente, en el año 2001 tomaron muestras en 
460 sitios de los muestreados en el año 1982, haciendo la selección a partir de un análisis 
de la uniformidad de la distribución de las muestras de suelo y de los tipos de suelo en el 
área. 
La intensidad del muestreo es crítica para el análisis espacial de las propiedades del 
suelo ya que a partir de los datos registrados en las observaciones se realiza la construcción 
del semivariograma.  
De acuerdo con análisis realizados por Webster & Oliver (1992) para situaciones 
típicas de estudios ambientales y del suelo, los semivariogramas estimados con base en 
menos de 50 datos no son muy confiables, y se necesitan al menos 100 datos. Por su parte, 
un semivariograma calculado con una muestra de 150 datos podría ser satisfactorio, 
mientras que uno derivado de 225 datos usualmente sería confiable, para el caso de una 
variable isotrópica distribuida normalmente. Lo anterior conduce igualmente a que la 
descripción de una variación anisotrópica, es decir, dependiente de la dirección, requeriría 
muestras más grandes. 
En el caso de los resultados encontrados en esta investigación, la intensidad de 
muestreo empleada demostró ser suficiente para lograr una estimación satisfactoria de los 
semivariogramas, lo cual permitió su modelación y la determinación de la dependencia 
espacial de las variables estudiadas para las dos profundidades evaluadas. 
Otro aspecto importante a considerar es el tipo de funciones empleadas para 
modelar el semivariograma.  
En los diferentes estudios que se han realizado para estudiar la variación espacial de 
una variable edáfica se ha demostrado que los semivariogramas pueden ser modelados 
usando solamente funciones que son definidas condicionalmente negativas, como los 
modelos exponenciales o los esféricos, entre otros. En el caso de la modelación de la 
variabilidad espacial del carbono orgánico reportada en los artículos revisados, la mayor 
parte de las investigaciones indican principalmente el uso de estos dos tipos de funciones 
(Tabla 7.2). 
Aparte de ellos se reporta en menor proporción el uso de modelos lineales, efecto 
pepita, penta-esféricos y modelos gaussianos, si bien en este último caso Goovaerts (1999) 
afirma que el modelo gaussiano generalmente es muy poco realista y conduce a efectos 
artificiales y a sistemas de kriging inestables en los mapas estimados. 
Respecto a los rangos obtenidos en los modelos ajustados en las distintas 
investigaciones se encuentra una muy alta variabilidad. Las distancias hasta las cuales se 
puede identificar correlación espacial varían desde valores de centímetros hasta kilómetros. 
Como ejemplo de los menores valores de rango, se encuentra el estudio de Boerner 
et al. (1998), quienes establecieron parcelas de muestreo de 5 m x 5 m dentro de un área de 
900 m
2
 y reportan rangos desde 29 cm en los modelos ajustados para sus semivariogramas. 
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De manera similar, en la investigación de Lufafa et al. (2008), quienes realizaron 
mediciones en parcelas de 90 x 90 m
2
, se reportan rangos desde 56 cm (Tabla 7.2). 
En contraste, en otras investigaciones se ha tratado de establecer correlación 
espacial en grandes distancias. En el estudio llevado a cabo por Liu et al. (2009) se 
encontraron rangos de 39.6 y 33.6 km para los modelos de variabilidad espacial del carbono 
orgánico en la cuenca Hangzhou-Jiaxing-Huzhou en China, la cual posee una extensión de 
6390.8 km
2
. 
En un estudio regional realizado en condados del suroriente de Irlanda, los cuales 
representan el 22% del área de este país, Zhang & McGrath (2004) obtuvieron modelos de 
semivarianza ajustados con rangos de 58 y 100 km. En el caso más extremo, Liu et al. 
(2006) reportan un rango de 632 km en su modelo ajustado dentro de una investigación 
llevada a cabo en el condado Dehui, el cual posee una extensión de 3435 km
2
 y está 
localizado en la provincia Jilin en el noreste de China.  
Igualmente en la literatura revisada se encuentran rangos intermedios con valores en 
el orden de los cientos de metros (Vašat et al., 2009; Don et al., 2007; Zhao et al., 2007; 
Simbahan et al., 2006), similares a los que se encontró en esta investigación para la 
modelación espacial del carbono orgánico en el C.I. La Libertad, lo que indica que la 
modelación realizada y el valor de los parámetros de los modelos ajustados, en este caso el 
rango, están altamente relacionados con los objetivos de la investigación, los cuales a su 
vez determinan el tipo de muestreo a implementar. 
Observando la proporción de variación estructural, que se determina por la relación 
meseta parcial/meseta total y que sirve como un índice de la magnitud de la dependencia 
espacial se puede concluir que varios de los modelos muestran una alta dependencia 
espacial. 
Según Zhao et al. (2007) y Wang et al. (2009b), entre otros, que citan a Cambardella 
et al. (1994), las clases de dependencia espacial se distinguen como débil dependencia 
espacial, cuando la relación es menor a 25%, moderada dependencia espacial cuando la 
relación se encuentra entre 25% y 75%, y fuerte dependencia espacial, cuando la relación es 
superior al 75% (Zhao et al., 2007). Por lo tanto, una alta relación indica que la variabilidad 
en los datos está fuertemente estructurada (Wang et al., 2009b). 
La mayoría de los modelos de los estudios revisados presentan valores de 
proporción de variación estructural superiores al 50%, para diferentes escalas de estudio y 
profundidades de medición de la variable de carbono orgánico correspondiente. Incluso 
algunos reportes indican valores superiores al 75%, lo que indica una presencia muy 
pequeña del efecto pepita, como es el caso de los modelos que se ajustaron en esta 
investigación (Tabla 7.2). 
Una observación que es relevante realizar en cuanto a la selección del modelo es 
que, además de la información aportada por los resultados de estadísticos y de los índices 
de validación cruzada, es importante tomar en cuenta información auxiliar al momento de 
escoger la función y los parámetros para modelar la semivarianza.  
Aunque para el investigador puede ser más cómodo elegir un modelo particular con 
base en criterios estadísticos, el uso de estos indicadores puede reducir la modelación del 
semivariograma a un ejercicio de ajuste de una curva a unos valores experimentales, lo cual 
puede ser demasiado limitado. Si bien los valores del semivariograma experimental juegan 
un papel importante en este proceso, información auxiliar como la que suministra el 
conocimiento físico del área y del fenómeno puede ser de gran interés. Por ejemplo, una 
información cualitativa previa completa puede conducir a la adopción de un modelo 
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anisotrópico incluso si la dispersión de los datos evita que se observe la anisotropía a partir 
de los semivariogramas experimentales (Goovaerts, 1999).  
En esta investigación se seleccionaron modelos esféricos para todas las variables 
analizadas, los cuales presentaron una dependencia espacial fuerte (Tabla 7.2) y 
permitieron realizar una predicción espacial consistente de las mismas. En general, los 
valores de rangos obtenidos en los modelos ajustados, al igual que los mapas producidos 
mediante la interpolación, mostraron correspondencia con el comportamiento esperado de 
las variables y con lo observado durante el trabajo de campo.  
 
7.3. Optimización del muestreo espacial a partir de herramientas 
geoestadísticas 
Cuando se estudia un fenómeno caracterizado por la variación espacial, es deseable 
encontrar las localizaciones óptimas de muestreo en el área de estudio. Este problema se 
conoce como muestreo espacial o en dos dimensiones y ha sido aplicado en muchas 
disciplinas como la minería, los estudios de suelos, geología, geografía, ecología y las 
telecomunicaciones, entre otras. 
En el muestreo espacial, el esquema de muestreo es uno de los principales factores 
que determinan la eficiencia y los costos del estudio. Inventarios completos o muestreos 
intensivos pueden producir una imagen clara de la variabilidad espacial de una determinada 
variable regionalizada, si bien implican actividades más costosas que consumen más 
tiempo. Un muestreo reducido, por el otro lado, podría ser más barato pero se correría el 
riesgo de perder información importante de las variables (Delmelle, 2005; van Groenigen et 
al., 1999).  
Por lo general, los investigadores se ven forzados a tomar un número limitado de 
muestras para tratar de hacer inferencias acerca del fenómeno, en lugar de intentar adquirir 
información en cada localización posible.  
Debido a ello, el objetivo del muestreo es diseñar una configuración que minimice 
la varianza asociada con la estimación y que permita obtener la máxima cantidad de 
información, restringiendo el muestreo a un presupuesto dado. En este sentido, la 
localización de las muestras es crítica y depende en gran medida de la estructura de la 
variable. Si se submuestra en algunas áreas, no se captura la variabilidad espacial de la 
variable de interés. Por el contrario, si algunas áreas quedan sobremuestreadas, es posible 
que los datos que se obtengan sean redundantes. En consecuencia, no solamente es 
importante la cantidad de muestras sino también su localización. 
En el muestreo espacial, una vez se han recogido las muestras iniciales, es posible 
predecir el valor de la variable en localizaciones no muestreadas usando las diferentes 
técnicas de interpolación tanto determinísticas como estocásticas.  
Cuando se requiere hacer el monitoreo de la variable en estudio o cuando los 
resultados de la interpolación no son satisfactorios, usualmente es necesario tomar más 
muestras en localizaciones donde no se ha recogido información previamente y donde la 
variable muestra una variación espacial relativamente alta.  
Esta aproximación, que se conoce también como muestreo de segunda fase, conduce 
al problema de optimizar, dado un conjunto de muestras iniciales, el plan de muestreo si 
éste debe ser realizado nuevamente. La pregunta fundamental entonces es cómo construir 
un arreglo eficiente de las mediciones adicionales de la variable que minimice la 
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incertidumbre de la predicción, teniendo como punto de partida la información disponible 
sobre su patrón de variabilidad espacial. 
Según van Groenigen et al. (1999), la optimización del muestreo espacial en un 
contexto geoestadístico primero requiere la estimación de un modelo para expresar la 
dependencia espacial a diferentes pares de distancias. Esto es resumido en la función del 
semivariograma (o covariograma). En segundo lugar, el modelo ajustado es usado para 
seleccionar localizaciones óptimas de los nuevos puntos de muestreo que reduzcan el error 
de predicción asociado con el proceso de interpolación (van Groenigen, 2000; Lloyd & 
Atkinson, 1999). 
El creciente uso de la geoestadística ha promovido igualmente la investigación 
sobre la optimización de las configuraciones de muestreo para obtener la máxima cantidad 
de información. De acuerdo con Delmelle (2005), el estudio sobre las configuraciones de 
las mallas de muestreo puede rastrearse hasta Matérn (1960), quien investigó la eficiencia 
de diseños de muestreo cuadrados, hexagonales y triangulares para predecir el valor medio 
de una variable en una región de estudio, asumiendo covarianzas decrecientes, radialmente 
simétricas. Matérn (1960) encontró que la malla cuadrada es marginalmente menos 
eficiente que la malla triangular, si bien puede ser mejorada ligeramente moviendo los 
puntos de muestreo de cada fila una distancia igual a la mitad del lado del cuadrado. 
Al realizar la comparación de los resultados obtenidos entre las diferentes 
configuraciones de muestreo evaluadas en esta investigación, se encontró que las nuevas 
redes aleatorias generadas mediante optimización presentaron un menor error estándar de 
kriging que las redes regulares, tanto para el contenido de carbono orgánico del suelo a una 
profundidad de 0-10 cm (Figura 7.1) como para una profundidad de 0-30 cm (Figura 7.2). 
Estos resultados demuestran que el muestreo aleatorio presenta una ventaja sobre 
los muestreos regulares, lo que podría explicarse por una menor flexibilidad de las 
configuraciones regulares, las cuales serían un tanto más limitadas para reducir la 
incertidumbre mediante las redes generadas. 
Respecto a las redes regulares, la mayor o menor eficiencia de las redes triangulares 
respecto a las redes rectangulares dependió del tamaño de la red adicional.  
 
 
Figura 7.1. Comparación del error estándar de kriging obtenido para n puntos adicionales a la red 
original para la variable COS10c en diferentes configuraciones de la malla de muestreo generadas 
por el método de varios puntos adicionales. 
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Figura 7.2. Comparación del error estándar de kriging obtenido para n puntos adicionales a la red 
original para la variable COS30c en diferentes configuraciones de la malla de muestreo generadas 
por el método de varios puntos adicionales. 
 
Por ejemplo, para la variable COS10c las redes rectangulares fueron más eficientes 
que las redes triangulares para tamaños de red entre 5 y 8 puntos, entre 20 y 70, y entre 120 
y 150 puntos adicionales (Anexo 68). 
Por su parte, para la variable COS30c, las redes triangulares fueron más eficientes 
que las redes rectangulares para tamaños de red adicional de 2 a 4 puntos, 10 puntos y 80 a 
110 puntos adicionales (Anexo 69). 
Al respecto, en una investigación con propósitos semejantes, Burgess et al. (1981) 
encontraron que una configuración triangular equilátera de puntos de muestreo es mejor 
cuando la variación es isotrópica, si bien una malla cuadrada con la misma densidad es casi 
tan buena como la triangular. Sin embargo, la malla cuadrada sería preferida por 
conveniencia para la toma de datos, dado que facilitaría el trabajo de campo.  
De manera similar, McBratney et al. (1981a, 1981b), quienes evaluaron un método 
para diseñar arreglos óptimos de muestreo, encontraron que un diseño triangular equilátero 
mantiene la varianza al mínimo, debido a que reduce la distancia máxima de los puntos 
iniciales de muestreo a puntos no muestreados, en tanto que una malla cuadrada se 
comporta bien, especialmente en el caso de isotropía.  
Estos autores encontraron también que cuando se presenta anisotropía, un patrón en 
malla cuadrada es preferible a un arreglo hexagonal, aunque la mejora es marginal. 
Además, cuando la varianza entre pares de puntos a distancias muy pequeñas (efecto 
pepita) es muy alta, el diseño hexagonal se comporta mejor. 
Una desventaja del muestreo sistemático, cuando se compara con respecto al 
muestreo aleatorio, es que si bien se comporta adecuadamente cuando se requiere una 
adecuada dispersión de los puntos de muestreo en toda la extensión del área de estudio, 
permitiendo calcular el semivariograma (covariograma) más representativo y capturar las 
principales características de la variabilidad espacial (van Groenigen et al., 1999), no 
garantiza un rango amplio de distancias de separación para la estimación del 
semivariograma, lo que es debido a que las distancias no están distribuidas equitativamente 
y a que existen muy pocos pares de puntos a distancias muy pequeñas.  
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Esto puede ser solucionado hasta cierto punto por el muestreo aleatorio, en el cual 
existe mayor probabilidad de que se generen puntos cercanos. 
Por otra parte, al evaluar las metodologías empleadas, se encontraron resultados un 
tanto distintos en las redes obtenidas para las dos variables estudiadas, COS10c y COS30c, 
mediante la metodología del punto ficitio contra las redes generadas mediante la 
metodología de puntos adicionales. 
Para la variable COS10c, las redes creadas con varios puntos adicionales fueron más 
eficientes que las redes creadas mediante punto ficticio, inclusive desde los tamaños de red 
más pequeños (Figura 7.3). 
Para la variable COS30c, por su parte, hasta un tamaño de red adicional de cuatro 
puntos, las redes creadas mediante la metodología del punto ficticio fueron más eficientes 
que las redes creadas mediante la metodología de varios puntos adicionales, lo cual está 
indicando que en este caso, en la optimización realizada el algoritmo no encontró la 
solución óptima o al menos una solución tan buena como la obtenida mediante la 
metodología del punto ficticio.  
A partir de los cinco puntos adicionales, las redes creadas generando varios puntos 
adicionales fueron más eficientes que las generadas mediante la otra metodología (Figura 
7.4). 
Los resultados anteriores permiten concluir que el método del punto ficticio no 
conduce siempre a la solución óptima, además de que al aumentar el número de puntos de 
muestreo adicionales a incluir, se vuelve cada vez menos eficiente. 
En el contexto de este estudio también es importante observar que uno de los 
principales problemas a que se enfrenta un investigador al planificar un diseño de muestreo 
es que usualmente el conjunto potencial de muestras, a pesar de estar delimitado por el área 
de estudio, es infinito. Sin embargo, la enumeración total de todas las soluciones no es 
posible, debido a la explosión combinatoria. 
En el C.I. La Libertad, por ejemplo, si en las 1200 ha que comprenden el área de 
estudio que abarcó esta investigación, se diseñara una malla con separaciones de 10 metros 
entre puntos, y se desearan tomar solamente dos puntos de muestreo, habría 
aproximadamente 7200 millones de combinaciones posibles. Si se desearan tomar 30 
puntos, habría aproximadamente 8.92 x 10
119
 combinaciones. 
 
 
 
Figura 7.3. Comparación del error estándar de kriging (izquierda) y de la eficiencia (derecha) 
obtenidos para n puntos aleatorios adicionales a la red original para la variable COS10c generados 
mediante los métodos de punto ficticio y varios puntos adicionales. 
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Figura 7.4. Comparación del error estándar de kriging (izquierda) y de la eficiencia (derecha) 
obtenidos para n puntos aleatorios adicionales a la red original para la variable COS30c generados 
mediante los métodos de punto ficticio y varios puntos adicionales. 
 
Por esta razón, se han planteado diferentes aproximaciones para evitar la 
enumeración, las cuales incluyen los métodos de rama y límite, el gradiente parcial 
discretizado, la técnica de simulated annealing, la búsqueda tabú y los algoritmos 
genéticos. Al presente, no se ha reportado ninguna investigación que compare de manera 
exhaustiva los beneficios y desventajas de esos métodos en el contexto del muestreo 
espacial.  
El método más empleado comúnmente en problemas de muestreo espacial es el de 
simulated annealing (Delmelle, 2005; Banjevic, 2004; van Groenigen et al., 1999), la cual 
es una técnica de búsqueda aleatoria cuyos algoritmos asemejan la forma en que un metal 
se enfría y se congela en una estructura cristalina de mínima energía, que se conoce como 
el proceso de annealing (Debba et al., 2005). En el contexto del muestreo espacial esta 
técnica es denominada spatial simulated annealing, que se ha aplicado al diseño de redes y 
que comprende una mayor complejidad debido al alto número de parámetros que requieren 
los diseños espaciales (Delmelle, 2005).  
Los algoritmos genéticos han sido utilizados en menor proporción para estudiar los 
problemas del muestreo espacial (Lin et al., 2008; Reed et al., 2007; Santacruz et al., 2007).  
Sin embargo, como se muestra en esta investigación, pueden ser igualmente 
eficientes para encontrar localizaciones óptimas para los sitios de muestreo. 
Las principales ventajas de los algoritmos genéticos son su robustez como un 
método de búsqueda global así como su flexibilidad, que ha sido demostrada gracias a la 
diversidad de problemas que ha permitido resolver, entre ellos, el diseño de redes de 
muestreo para redes con características diferentes (Lin et al., 2008; Reed et al., 2007; 
Santacruz et al., 2007). Además, pueden ayudar a resolver problemas no lineales, como los 
planteados en esta investigación, así como funciones no diferenciables o con múltiples 
óptimos locales. 
Al igual que cualquier técnica también posee sus limitaciones, que en este caso 
están relacionadas con que este método no usa información del gradiente, como lo hacen 
las técnicas matemáticas de optimización. Además, los algoritmos genéticos son 
computacionalmente intensos, como se observó en los elevados tiempos (hasta 8 horas) 
empleados para realizar las iteraciones (13500) del algoritmo para los tamaños de red 
adicional más grandes, que si bien no son tiempos demasiado limitantes requieren que se 
disponga de máquinas con buena capacidad y velocidad de procesamiento. 
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Tal vez una de las ventajas más importantes del algoritmo genético es que el tiempo 
de procesamiento resulta más afectado por el tamaño de la población (definido en 30 
individuos para las optimizaciones realizadas en este estudio) y por la cantidad de 
iteraciones, que por el número de variables, las cuales están relacionadas con los puntos 
adicionales de muestreo. Al pasar del tamaño de red más pequeño (un punto adicional), 
hasta el más grande, (150 puntos adicionales), el tiempo apenas se multiplicó en cinco 
veces.  
Finalmente es relevante realizar dos observaciones: una, sobre la sensibilidad de los 
diseños de muestreo a errores en el semivariograma y la segunda, sobre la necesidad del 
criterio del experto en la selección del diseño.  
En primer lugar, el principal dato que se necesita en el diseño de la red de 
observación es el semivariograma, el cual debe incluir toda la información relativa a la 
estructura de la variable a medir. Si bien se presupone que el semivariograma es 
conceptualmente „bueno‟, la necesidad de diseñar una red, ampliar la existente o realizar 
una segunda fase de muestreo, implica que se considera que los datos son insuficientes, por 
lo que habría de esperarse que el semivariograma sea solo aproximado. 
Sin embargo, debido a que el diseño no depende del valor absoluto de la varianza 
sino de su variación relativa entre distintos esquemas, se esperaría que cuando se plantea la 
selección de un determinado esquema de observación, la solución no sea excesivamente 
sensible a pequeñas variaciones en los parámetros del semivariograma. Lo anterior significa 
que si el problema se plantea como minimización de la varianza para un número de puntos 
dado, los resultados no cambiarán demasiado, ya que los errores en los parámetros del 
semivariograma actuarán de forma similar en todas las configuraciones (Samper & Carrera, 
1990). 
En segundo lugar, el diseño automático de redes no debe considerarse como 
sustituto del estudio cualitativo o como un método tan robusto como para ignorar el criterio 
del experto. El experto debe controlar y evaluar la pertinencia de los resultados arrojados 
por el diseño mediante herramientas geoestadísticas y matemáticas, herramientas que 
mediante sus indicadores técnicos pueden proporcionar ideas y arrojar luz sobre aspectos 
no considerados por el estudio cualitativo, pero que deben ser complementados con la 
información que ofrece la experiencia y el conocimiento del investigador sobre la variable 
correspondiente y sobre el área de estudio. 
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VIII. CONCLUSIONES  
 
 
 
La medición de la concentración de carbono orgánico y de la densidad aparente en 
el C.I. La Libertad permitió evaluar el contenido total de carbono orgánico del suelo y 
analizar su variabilidad y sus relaciones con las coberturas vegetales y las unidades de 
suelo.  
La variabilidad espacial del carbono orgánico contenido en el suelo en el C.I. La 
Libertad fue modelada satisfactoriamente mediante modelos esféricos, los cuales mostraron 
una dependencia espacial fuerte y permitieron realizar una predicción espacial consistente 
de la variable. Los valores de rangos obtenidos en los modelos ajustados, al igual que los 
mapas producidos mediante la interpolación, mostraron correspondencia con el 
comportamiento esperado de las variables y con lo observado durante el trabajo de campo.  
Las redes aleatorias optimizadas diseñadas mediante el método de varios puntos 
adicionales mostraron ser más flexibles y eficientes para reducir la incertidumbre en la 
estimación que las redes regulares. Respecto a las redes regulares se encontró que la mayor 
o menor eficiencia de las redes triangulares respecto a las redes rectangulares depende del 
tamaño de la red adicional. 
Al analizar las metodologías evaluadas, se encontró que el método del punto ficticio 
no conduce siempre a la solución óptima, además de que al aumentar el número de puntos 
de muestreo adicionales a incluir, se vuelve cada vez menos eficiente que el método de 
varios puntos adicionales. 
Respecto a la técnica de optimización empleada en esta investigación, los 
algoritmos genéticos mostraron ser apropiados y útiles para encontrar localizaciones 
óptimas para los sitios de muestreo, si bien son computacionalmente intensos, por lo cual 
requieren de buena capacidad y velocidad de procesamiento. En especial se encontró que 
una de las ventajas más importantes de los algoritmos genéticos es que el tiempo de 
procesamiento resulta más afectado por el tamaño de la población y por la cantidad de 
iteraciones, que por el número de puntos adicionales de muestreo. 
Los análisis realizados y los resultados obtenidos permitieron ajustar y estructurar la 
metodología que se puede aplicar para el diseño de redes de muestreo óptimas para 
variables que se comportan de manera continua en el espacio y que pueden ser modeladas 
mediante herramientas geoestadísticas. 
Como conclusión general de la investigación se puede afirmar que se logró 
desarrollar una metodología para el diseño de redes de muestreo óptimas para el monitoreo 
del carbono orgánico del suelo. Gracias a la aplicación de esta metodología se encontró que 
la implementación de redes de muestreo espacial aleatorias es más eficiente para la 
reducción de la incertidumbre en las estimaciones que la implementación de redes de 
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muestreo regulares, y su optimización puede ser lograda a través de la aplicación de 
algoritmos genéticos. 
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Anexo 1. Datos de muestreo de las variables edáficas evaluadas en el C.I. La Libertad para una 
profundidad de 0-10 cm. 
 
SITIO X Y DA10 CO10 Cobertura U. suelos COS10 COS10c 
S1 669030 448722 1.570 1.333 P LBa4 20.925 17.904 
S2 669330 448734 1.446 1.721 P CÑa1 24.894 21.300 
S4 670292 448697 1.493 1.454 Ci LBa4 21.712 19.284 
S5 669330 449102 1.165 1.236 P CHab3 14.399 12.320 
S6 669547 448912 1.283 0.945 Bn CÑa1 12.127 12.127 
S7 669709 448952 1.268 1.091 P CÑa1 13.835 11.837 
S8 671321 448700 1.280 1.042 Ci LBa2 13.343 11.851 
S9 670881 448699 1.403 1.309 P LBa4 18.370 15.718 
S10 670548 448700 1.486 1.503 Ci LBa4 22.340 19.841 
S11 671340 448969 1.265 1.406 Ci LBa4 17.785 15.796 
S12 671082 448966 1.531 1.382 Ci LBa4 21.150 18.784 
S13 670862 448968 1.615 1.115 P LBa4 18.005 15.406 
S14 672432 449002 1.551 1.309 P ss 20.304 17.373 
S15 672162 448976 1.434 1.091 Ctv LBa4 15.640 13.282 
S16 671899 448965 1.339 1.188 Ctv LBa4 15.904 13.506 
S17 671611 448967 1.328 1.382 Ctv LBa4 18.353 15.586 
S18 670561 448982 1.415 1.067 Ci LBa4 15.088 13.400 
S19 669213 449523 1.368 1.794 P CHa3 24.532 20.991 
S20 669838 449510 0.958 3.345 P CPa1 32.055 27.428 
S21 670021 449522 1.412 1.333 P RTa3 18.819 16.103 
S22 670292 449525 1.383 1.721 P RTa3 23.808 20.371 
S23 670613 449523 1.242 1.697 P RTa3 21.071 18.029 
S24 670831 449522 1.395 1.333 P RTa3 18.597 15.912 
S25 670831 449792 1.375 1.551 P RTa3 21.335 18.255 
S26 670827 449248 1.271 1.454 P LBa4 18.478 15.811 
S27 671101 449252 1.522 1.260 P LBa4 19.187 16.418 
S28 671371 449252 1.265 1.624 Ctv LBa4 20.536 17.440 
S29 671641 449252 1.289 1.697 P LBa4 21.876 18.718 
S30 671911 449252 1.128 1.624 Bn LBa4 18.312 18.312 
S31 672170 449298 1.192 1.406 Cpf LBa4 16.752 14.878 
S32 672721 451142 1.601 1.551 P RTa3 24.838 21.252 
S33 672451 450872 1.147 2.788 P RTa1 31.979 27.363 
S34 672181 450872 1.519 1.551 P RTa3 23.565 20.163 
S35 672181 450602 1.298 3.297 P RTa1 42.775 36.600 
S36 672181 450332 1.301 2.279 P RTa3 29.642 25.363 
S37 670561 449252 1.296 1.454 Bn CÑa1 18.844 18.844 
S40 671891 449798 1.591 1.406 P RTa3 22.361 19.133 
S41 671911 450062 1.301 2.157 P RTa3 28.073 24.020 
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SITIO X Y DA10 CO10 Cobertura U. suelos COS10 COS10c 
S42 671614 449794 1.133 2.497 Bn CQa1 28.278 28.278 
S43 671371 449792 1.524 1.648 P RTa3 25.113 21.488 
S44 671641 450062 1.157 1.891 P CQa1 21.875 18.717 
S45 671364 450079 1.302 2.182 P CQa1 28.411 24.310 
S46 671095 450076 1.322 1.212 P RTa3 16.020 13.707 
S47 670838 450012 1.244 1.673 P CQa1 20.806 17.803 
S48 670561 449792 1.275 1.939 P RTa1 24.728 21.159 
S49 670021 449252 1.374 1.285 Ctv RTa3 17.646 14.985 
S50 669737 449210 1.394 1.042 P CHa3 14.532 12.434 
S51 669482 449250 1.331 1.236 P CHa3 16.451 14.076 
S52 669223 449236 1.139 2.157 P CÑa1 24.577 21.029 
S53 670559 450872 1.370 1.576 P CPa3 21.581 18.466 
S54 670328 450807 1.380 1.164 Bn CQa1 16.054 16.054 
S55 670291 450602 1.303 1.503 Ctv CPa3 19.579 16.627 
S56 670014 450329 1.425 1.673 P CPa3 23.828 20.388 
S57 669786 448532 1.458 1.624 P LBat4 23.685 20.266 
S58 669502 448517 1.194 1.333 P LBat4 15.915 13.617 
S59 669373 448526 1.189 1.673 Cpf LBat4 19.882 17.658 
S60 669298 448687 1.282 1.188 Cpf LBa4 15.231 13.528 
S61 668910 448520 1.390 1.260 P LBat4 17.516 14.987 
S62 670682 448659 1.156 1.236 Pl LBa4 14.292 12.693 
S63 670694 448961 1.344 1.260 Pl LBa4 16.942 15.047 
S64 672136 449657 1.354 1.212 Cpf LBa4 16.414 14.578 
S65 672646 449669 1.437 1.139 Ctv LBa4 16.371 13.903 
S66 672643 449209 1.355 1.915 P LBa2 25.943 22.198 
S67 672595 448835 1.154 2.157 P ss 24.906 21.310 
S68 671859 448748 1.372 1.430 P LBa4 19.627 16.793 
S69 671745 453293 1.377 1.333 Pl BQa2 18.353 16.300 
S70 672183 453305 1.357 1.091 Pl BQa1 14.800 13.145 
S71 672463 453303 1.237 1.745 Pl CQa1 21.588 19.173 
S72 672713 453296 1.261 1.382 Pl CQa1 17.419 15.470 
S73 672437 453025 1.274 1.164 Pl ENa3 14.827 13.168 
S74 672179 453034 1.167 2.230 Pl BJa1 26.020 23.109 
S75 671903 453028 1.376 0.945 Pl ENa3 13.010 11.554 
S76 671637 453033 1.287 1.042 Pl ENa3 13.418 11.917 
S77 671649 452756 1.405 1.551 Pl BJa1 21.804 19.365 
S78 671923 452767 1.195 1.842 Pl BJa1 22.021 19.558 
S79 672184 452752 1.139 1.770 Pl BJa1 20.159 17.904 
S80 672451 452762 1.263 1.333 Pl ENa3 16.837 14.953 
S81 672451 452492 1.215 1.576 Pl ENa3 19.138 16.998 
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SITIO X Y DA10 CO10 Cobertura U. suelos COS10 COS10c 
S82 672181 452492 1.280 1.503 Pl ENa3 19.233 17.082 
S83 671911 452492 1.304 1.406 Pl ENa3 18.332 16.281 
S84 671641 452492 1.223 1.648 Pl BJa1 20.162 17.907 
S85 670561 450602 1.338 1.939 P CPa1 25.950 22.204 
S86 670609 450449 1.099 1.406 Bn CQa1 15.446 15.446 
S87 670291 450332 1.324 1.042 P CPa3 13.805 11.812 
S88 670291 450062 1.159 1.212 P RTa3 14.042 12.015 
S89 670021 450062 1.279 2.036 P CPa1 26.048 22.288 
S90 669758 450059 1.183 4.072 P CPa3 48.195 41.237 
S91 669481 450062 1.282 1.503 P CPa1 19.262 16.481 
S92 672451 451682 1.309 2.060 P TMa3 26.981 23.086 
S93 672394 451403 1.224 2.133 Bn CQa1 26.110 26.110 
S94 672724 451375 0.949 3.030 Bn CQa1 28.764 28.764 
S95 672753 451514 1.207 1.479 Cpf TMa3 17.842 15.846 
S96 672893 451459 1.359 1.551 Cpf TMa3 21.083 18.725 
S97 672721 451952 1.374 1.745 P TMa3 23.972 20.511 
S98 673026 451953 1.385 1.503 P TMa3 20.818 17.813 
S99 673067 452352 1.334 1.600 P ENa3 21.336 18.256 
S100 672713 452223 1.354 1.624 P ENa3 21.993 18.818 
S101 672275 452237 1.033 5.599 Bn CQa1 57.849 57.849 
S102 671911 452222 1.388 1.260 Pl ENa3 17.492 15.535 
S103 671641 452222 1.393 1.333 Pl ENa3 18.569 16.492 
S104 671371 452222 1.421 1.333 Pl ENa3 18.948 16.829 
S105 672241 451267 0.982 1.794 Bn CQa1 17.623 17.623 
S106 672429 451159 0.829 3.127 Bn CQa1 25.914 25.914 
S107 672451 450600 1.186 1.794 P RTa1 21.268 18.198 
S108 672839 450567 1.210 2.012 P RTa1 24.350 20.835 
S109 672757 450285 0.982 3.345 Bn CÑa1 32.839 32.839 
S110 672478 450266 0.949 3.709 Bn CÑa1 35.191 35.191 
S111 672695 449780 1.588 0.533 Bn PTbc4 8.466 8.466 
S112 672398 449762 1.420 0.921 Bn PTbc4 13.075 13.075 
S113 672452 450068 1.353 1.454 P CPa3 19.682 16.841 
S114 672761 450050 1.200 2.424 P CPa3 29.078 24.880 
S115 672162 450020 1.458 1.818 Bn CÑa1 26.505 26.505 
S116 669752 449794 1.386 1.939 P CPa3 26.877 22.997 
S117 670018 449792 1.368 1.406 P RTa3 19.238 16.461 
S118 670292 449795 1.506 1.406 P RTa3 21.179 18.121 
S119 670565 450066 1.382 1.406 P RTa3 19.432 16.627 
S120 670582 450379 1.292 1.430 Bn CQa1 18.482 18.482 
S121 670833 450330 1.418 1.503 P RTa3 21.318 18.241 
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SITIO X Y DA10 CO10 Cobertura U. suelos COS10 COS10c 
S122 671068 450295 1.174 2.666 Bn CQa1 31.290 31.290 
S123 671371 450602 1.353 1.042 P RTa3 14.098 12.063 
S124 671640 450601 1.380 1.527 P RTa3 21.080 18.037 
S126 671375 451968 1.097 1.067 Bn CQa1 11.702 11.702 
S127 671572 452064 1.240 1.721 Bn CQa1 21.341 21.341 
S128 671604 452032 1.252 1.260 Az RPa4 15.778 13.399 
S129 671738 451851 1.357 1.430 Az RPa4 19.407 16.481 
S130 672122 451430 1.257 1.139 Bn CQa1 14.326 14.326 
S131 672061 451300 1.179 2.666 Bn CQa1 31.427 31.427 
S132 671992 451371 1.288 1.357 Az RPa4 17.485 14.849 
S133 671757 451436 1.421 1.309 Az RPa4 18.598 15.794 
S134 671604 451444 1.270 1.260 Az RPa4 16.005 13.592 
S135 671632 451295 1.431 1.164 P RPa4 16.653 14.249 
S136 671400 451164 1.372 0.945 Az RPa4 12.972 11.016 
S137 671002 451307 1.297 1.357 P RPat3 17.604 15.063 
S138 671912 450331 1.394 1.479 P RTa3 20.608 17.633 
S139 672013 450625 1.224 3.757 Bn CQa1 45.979 45.979 
S140 671639 450332 1.452 0.873 P RTa3 12.672 10.843 
S141 671369 450332 1.356 1.745 P RTa3 23.660 20.244 
S142 671066 450591 1.008 3.588 Bn CQa1 36.170 36.170 
S143 670869 450823 1.493 1.115 Ctv CPa3 16.645 14.135 
S144 670648 451050 1.337 1.551 P CPa3 20.737 17.744 
S145 669752 450335 1.428 1.721 P CPa3 24.577 21.029 
S146 669479 450333 1.460 1.042 P CPa3 15.214 13.018 
S147 669208 450061 1.431 1.260 P CPab3 18.039 15.435 
S148 669210 449790 1.355 1.503 P CPab3 20.365 17.425 
S149 669479 449789 1.360 1.745 P CPa3 23.731 20.305 
S150 669956 449030 1.091 3.854 P CÑa1 42.055 35.984 
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Anexo 2. Datos de muestreo de las variables edáficas evaluadas en el C.I. La Libertad para una 
profundidad de 0-30 cm. 
 
SITIO X Y DA30 CO30 COB1r S_UDS COS30 COS30c 
S1 669030 448722 1.650 0.994 P LBa4 49.194 43.281 
S2 669330 448734 1.600 1.333 P CÑa1 63.988 56.297 
S4 670292 448697 1.495 1.333 Ci LBa4 59.814 53.969 
S6 669547 448912 1.268 1.406 Bn CÑa1 53.469 53.469 
S7 669709 448952 1.317 1.091 P CÑa1 43.096 37.916 
S8 671321 448700 1.412 1.042 Ci LBa2 44.163 39.847 
S9 670881 448699 1.388 1.188 P LBa4 49.462 43.517 
S10 670548 448700 1.507 1.212 Ci LBa4 54.811 49.455 
S11 671340 448969 1.389 1.357 Ci LBa4 56.558 51.032 
S12 671082 448966 1.554 1.091 Ci LBa4 50.852 45.883 
S13 670862 448968 1.628 1.188 P LBa4 58.022 51.048 
S14 672432 449002 1.421 1.091 P ss 46.495 40.906 
S15 672162 448976 1.316 0.921 Ctv LBa4 36.378 32.383 
S16 671899 448965 1.421 1.139 Ctv LBa4 48.579 43.244 
S17 671611 448967 1.521 1.139 Ctv LBa4 51.998 46.287 
S18 670561 448982 1.170 1.091 Ci LBa4 38.281 34.540 
S19 669213 449523 1.269 1.479 P CHa3 56.287 49.522 
S20 669838 449510 0.804 2.569 P CPa1 62.006 54.554 
S21 670021 449522 1.449 0.945 P RTa3 41.094 36.155 
S22 670292 449525 1.310 1.357 P RTa3 53.344 46.932 
S23 670613 449523 1.434 1.406 P RTa3 60.490 53.219 
S24 670831 449522 1.491 1.188 P RTa3 53.124 46.739 
S25 670831 449792 1.466 1.309 P RTa3 57.572 50.653 
S26 670827 449248 1.237 1.139 P LBa4 42.292 37.209 
S27 671101 449252 1.514 1.018 P LBa4 46.233 40.676 
S28 671371 449252 1.491 1.285 Ctv LBa4 57.455 51.145 
S29 671641 449252 1.381 1.479 P LBa4 61.253 53.890 
S30 671911 449252 1.064 1.406 Bn LBa4 44.891 44.891 
S31 672170 449298 1.234 1.139 Cpf LBa4 42.177 38.055 
S32 672721 451142 1.557 1.139 P RTa3 53.231 46.833 
S33 672451 450872 1.230 2.060 P RTa1 76.017 66.880 
S34 672181 450872 1.619 1.454 P RTa3 70.639 62.149 
S35 672181 450602 1.213 2.036 P RTa1 74.100 65.194 
S36 672181 450332 1.400 1.503 P RTa3 63.138 55.549 
S37 670561 449252 1.303 0.994 Bn CÑa1 38.848 38.848 
S40 671891 449798 1.526 1.285 P RTa3 58.799 51.732 
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SITIO X Y DA30 CO30 COB1r S_UDS COS30 COS30c 
S41 671911 450062 1.420 1.551 P RTa3 66.079 58.137 
S42 671614 449794 1.171 1.309 Bn CQa1 45.996 45.996 
S43 671371 449792 1.511 1.285 P RTa3 58.229 51.230 
S44 671641 450062 1.415 1.479 P CQa1 62.786 55.240 
S45 671364 450079 1.412 1.285 P CQa1 54.434 47.891 
S46 671095 450076 1.297 0.945 P RTa3 36.789 32.367 
S47 670838 450012 1.364 1.915 P CQa1 78.342 68.926 
S48 670561 449792 1.191 1.115 P RTa1 39.838 35.050 
S49 670021 449252 1.285 1.067 Ctv RTa3 41.116 36.601 
S50 669737 449210 1.425 0.970 P CHa3 41.440 36.459 
S51 669482 449250 1.359 1.067 P CHa3 43.488 38.261 
S52 669223 449236 1.130 1.818 P CÑa1 61.630 54.222 
S53 670559 450872 1.600 1.139 P CPa3 54.682 48.109 
S54 670328 450807 1.374 1.018 Bn CQa1 41.950 41.950 
S56 670014 450329 1.380 0.848 P CPa3 35.126 30.904 
S57 669786 448532 1.434 1.236 P LBat4 53.167 46.777 
S58 669502 448517 1.343 1.285 P LBat4 51.779 45.556 
S59 669373 448526 1.257 1.624 Cpf LBat4 61.245 55.260 
S60 669298 448687 1.174 1.309 Cpf LBa4 46.094 41.589 
S61 668910 448520 1.449 1.042 P LBat4 45.299 39.855 
S62 670682 448659 1.495 2.012 Pl LBa4 90.260 81.440 
S63 670694 448961 1.527 1.139 Pl LBa4 52.183 47.083 
S64 672136 449657 1.279 0.897 Cpf LBa4 34.409 31.047 
S65 672646 449669 1.449 1.091 Ctv LBa4 47.416 42.209 
S66 672643 449209 1.303 1.091 P LBa2 42.635 37.511 
S67 672595 448835 1.245 1.382 P ss 51.600 45.398 
S68 671859 448748 1.443 0.945 P LBa4 40.915 35.997 
S69 671745 453293 1.388 0.921 Pl BQa2 38.344 34.597 
S70 672183 453305 1.349 0.824 Pl BQa1 33.366 30.105 
S71 672463 453303 1.237 1.357 Pl CQa1 50.379 45.456 
S72 672713 453296 1.493 1.042 Pl CQa1 46.697 42.134 
S73 672437 453025 1.309 1.188 Pl ENa3 46.634 42.077 
S74 672179 453034 1.380 1.842 Pl BJa1 76.242 68.792 
S75 671903 453028 1.258 0.994 Pl ENa3 37.500 33.836 
S76 671637 453033 1.404 0.994 Pl ENa3 41.851 37.762 
S77 671649 452756 1.311 1.188 Pl BJa1 46.712 42.148 
S78 671923 452767 1.360 1.236 Pl BJa1 50.434 45.506 
S79 672184 452752 1.271 1.454 Pl BJa1 55.441 50.023 
S80 672451 452762 1.398 0.921 Pl ENa3 38.635 34.860 
S81 672451 452492 1.383 1.260 Pl ENa3 52.310 47.198 
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SITIO X Y DA30 CO30 COB1r S_UDS COS30 COS30c 
S82 672181 452492 1.388 1.382 Pl ENa3 57.552 51.928 
S83 671911 452492 1.452 1.042 Pl ENa3 45.396 40.960 
S84 671641 452492 1.231 1.309 Pl BJa1 48.320 43.598 
S85 670561 450602 1.521 1.357 P CPa1 61.942 54.497 
S86 670609 450449 1.101 1.042 Bn CQa1 34.413 34.413 
S87 670291 450332 1.379 0.873 P CPa3 36.111 31.770 
S88 670291 450062 1.191 0.921 P RTa3 32.898 28.944 
S89 670021 450062 1.325 2.036 P CPa1 80.947 71.218 
S90 669758 450059 1.175 2.376 P CPa3 83.724 73.661 
S91 669481 450062 1.219 1.285 P CPa1 46.974 41.328 
S92 672451 451682 1.356 1.721 P TMa3 70.023 61.607 
S93 672394 451403 1.463 1.164 Bn CQa1 51.083 51.083 
S94 672724 451375 1.146 2.521 Bn CQa1 86.634 86.634 
S95 672753 451514 1.329 1.188 Cpf TMa3 47.339 42.713 
S96 672893 451459 1.393 1.091 Cpf TMa3 45.585 41.130 
S97 672721 451952 1.384 1.382 P TMa3 57.376 50.479 
S98 673026 451953 1.490 1.236 P TMa3 55.271 48.627 
S99 673067 452352 1.024 1.479 P ENa3 45.407 39.949 
S100 672713 452223 1.545 1.115 P ENa3 51.670 45.460 
S101 672275 452237 0.922 2.400 Bn CQa1 66.362 66.362 
S102 671911 452222 1.205 0.897 Pl ENa3 32.422 29.254 
S103 671641 452222 1.463 1.042 Pl ENa3 45.758 41.286 
S104 671371 452222 1.492 0.921 Pl ENa3 41.219 37.191 
S105 672241 451267 1.088 1.382 Bn CQa1 45.108 45.108 
S106 672429 451159 1.137 2.036 Bn CQa1 69.472 69.472 
S107 672451 450600 1.246 1.576 P RTa1 58.891 51.812 
S108 672839 450567 1.232 1.260 P RTa1 46.575 40.977 
S109 672757 450285 1.183 2.036 Bn CÑa1 72.292 72.292 
S110 672478 450266 1.108 1.624 Bn CÑa1 53.992 53.992 
S111 672695 449780 1.129 0.461 Bn PTbc4 15.603 15.603 
S112 672398 449762 1.441 0.994 Bn PTbc4 42.961 42.961 
S113 672452 450068 1.355 1.139 P CPa3 46.308 40.742 
S114 672761 450050 1.570 2.109 P CPa3 99.337 87.397 
S115 672162 450020 1.412 0.606 Bn CÑa1 25.679 25.679 
S116 669752 449794 1.485 1.212 P CPa3 54.000 47.510 
S117 670018 449792 1.337 1.309 P RTa3 52.492 46.183 
S118 670292 449795 1.499 0.824 P RTa3 37.068 32.613 
S119 670565 450066 1.574 1.042 P RTa3 49.212 43.297 
S120 670582 450379 1.339 0.970 Bn CQa1 38.955 38.955 
S121 670833 450330 1.435 0.921 P RTa3 39.656 34.889 
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SITIO X Y DA30 CO30 COB1r S_UDS COS30 COS30c 
S122 671068 450295 1.462 1.745 Bn CQa1 76.533 76.533 
S123 671371 450602 1.361 1.067 P RTa3 43.563 38.327 
S124 671640 450601 1.515 1.067 P RTa3 48.486 42.658 
S126 671375 451968 1.261 1.188 Bn CQa1 44.917 44.917 
S127 671572 452064 1.274 1.430 Bn CQa1 54.655 54.655 
S128 671604 452032 1.373 1.042 Az RPa4 42.940 38.224 
S129 671738 451851 1.392 1.067 Az RPa4 44.543 39.652 
S130 672122 451430 1.319 0.921 Bn CQa1 36.453 36.453 
S131 672061 451300 1.315 0.848 Bn CQa1 33.482 33.482 
S132 671992 451371 1.193 1.042 Az RPa4 37.295 33.199 
S133 671757 451436 1.268 1.067 Az RPa4 40.582 36.125 
S134 671604 451444 1.153 1.067 Az RPa4 36.878 32.828 
S135 671632 451295 1.406 1.067 P RPa4 44.979 39.573 
S136 671400 451164 1.522 0.800 Az RPa4 36.512 32.502 
S137 671002 451307 1.386 1.018 P RPat3 42.335 37.247 
S138 671912 450331 1.410 1.188 P RTa3 50.232 44.194 
S139 672013 450625 1.178 1.212 Bn CQa1 42.839 42.839 
S140 671639 450332 1.523 1.406 P RTa3 64.247 56.525 
S141 671369 450332 1.488 1.067 P RTa3 47.600 41.879 
S142 671066 450591 1.346 1.697 Bn CQa1 68.492 68.492 
S143 670869 450823 1.533 0.824 Ctv CPa3 37.901 33.739 
S144 670648 451050 1.392 1.285 P CPa3 53.660 47.210 
S145 669752 450335 1.528 1.018 P CPa3 46.676 41.066 
S146 669479 450333 1.473 0.824 P CPa3 36.427 32.049 
S147 669208 450061 1.398 0.970 P CPab3 40.669 35.780 
S149 669479 449789 1.536 1.309 P CPa3 60.311 53.062 
S150 669956 449030 1.169 1.576 P CÑa1 55.268 48.625 
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Anexo 3. Coberturas vegetales y uso del suelo en el C.I. La Libertad: a) y b) pasturas dedicadas a la 
ganadería, c) cultivo de piña, d) ensayos agronómicos, e) frutales promisorios, f) cítricos. 
 
a)                                                                     b) 
  
 
     c)                                                                        d) 
  
 
     e)                                                                        f) 
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Anexo 4. Coberturas vegetales y uso del suelo en el C.I. La Libertad: a) plantación de caucho, b) 
cultivo de marañón, c) palma africana, d) bosque natural intervenido. 
 
     a)                                                                        b) 
   
 
     c)                                                                        d) 
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Anexo 5. Unidades de tierra del C.I. La Libertad identificadas por Rocha & Díaz (1973)
3
. 
 
                                                 
3
 Las unidades de suelos corresponden a Los Bajos (BJ), El Bosque (BQ), Chipre No. 2 (CH), CN (Caño 
Alto), Chipre No. 3 (CP), Caño Quenane (CQ), Encanto (EN), La Libertad (LB), El Puente (PT), La Represa 
(RP), El Retiro (RT), Tolima (TM). Las letras en minúscula a,b,c indican el tipo o la fase por pendiente 
dominante en la unidad. Los números 1,2,3,4 indican el drenaje natural que presenta el suelo, y las letras p y t 
indican pedregosidad y fase por suelo truncado (Rocha & Díaz, 1973). 
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Anexo 6. Área de estudio de la presente investigación (límite azul) en el C.I. La Libertad, y malla 
propuesta inicialmente para el muestreo (puntos rojos). 
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Anexo 7. Procedimientos de toma de muestras de suelo para determinación de carbono orgánico y 
densidad aparente. 
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Anexo 8. Tendencia de los datos respecto a los ejes coordenados. 
 
a. Densidad aparente a 10 cm 
 
  
 
 
 
b. Densidad aparente a 30 cm 
 
  
 
 
c. Concentración de carbono orgánico 0-10 cm 
 
  
  121 
 
 
d. Concentración de carbono orgánico 0-30 cm 
 
  
 
 
 
e. Contenido total de carbono orgánico 0-10 cm 
 
  
 
 
 
f. Contenido total de carbono orgánico 0-30 cm 
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Anexo 9. Modelo conceptual del diseño de redes de muestreo óptimas mediante algoritmos 
genéticos. 
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Anexo 10. Extensión de las coberturas para el área de estudio en tres épocas diferentes. 
 
Cobertura 
1947 1987 2007 
Área (ha) Área (%) Área (ha) Área (%) Área (ha) Área (%) 
Bosques 321.79 26.78 162.47 13.52 248.86 20.71 
Cultivos*   103.41 8.60 188.17 15.66 
Palma africana   112.79 9.39 140.80 11.72 
Pastos 879.98 73.22 816.99 67.98 617.53 51.39 
Construcciones   6.10 0.51 6.15 0.51 
Represa     0.26 0.02 
Total 1201.77 100 1201.77 100 1201.77 100 
* Para 2007 agrupa cultivos transitorios y permanentes, incluidos ensayos forestales. 
 
 
 
Anexo 11. Extensión de las coberturas en el área de estudio en el año 2007. 
 
Clase de cobertura Cobertura Área (ha) Área (%) 
Bosques Bosques naturales 248.86 20.71 
Cultivos Arroz 60.51 5.04 
 Cultivos transitorios varios 60.84 5.06 
 Piña 12.72 1.06 
 Caucho 6.24 0.52 
 Cítricos 28.89 2.40 
 Ensayos forestales 14.90 1.24 
 Mango 1.57 0.13 
 Marañón 2.50 0.21 
Palma africana Plantaciones de palma 140.80 11.72 
Pasturas Pastos manejados y pastos degradados 617.53 51.39 
Construcciones Instalaciones 5.93 0.49 
 Vía 0.23 0.02 
Cuerpos de agua Represa 0.26 0.02 
Total   1201.77 100 
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Anexo 12. Coberturas vegetales en el C.I. La Libertad en los años 1947 (izquierda) y 1987 (derecha). Los símbolos en rojo corresponden a bosques 
naturales (Bn), pastos (P), palma (Pl) y cultivos transitorios (Ct). 
 
 
  125 
Anexo 13. Coberturas vegetales en el C.I. La Libertad en el año 2007. Los símbolos en blanco 
corresponden a arroz (Az), bosques naturales (Bn), caucho (Ca), cítricos (Ci), cultivos transitorios 
(Ct), ensayos forestales (Fr), mangos (Ma), cultivo de marañón (Mr), pastos (P) y cultivo de palma 
africana (Pl). 
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Anexo 14. Ubicación de los sitios del muestreo realizado en campo. 
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Anexo 15. Histograma de frecuencias relativas, con la curva de la distribución normal superpuesta, 
gráfico QQ-plot y gráfico de caja para los datos de DA y CO a dos profundidades de estudio. 
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Anexo 16. Evaluación de la normalidad en los datos originales. 
 
Prueba de normalidad 
Variable 
DA10 CO10 DA30 CO30 
Shapiro-Wilk W 0.9744 0.7643 0.9727 0.8843 
  p-value 0.0078 5e-14 0.0059 3.5e-09 
Jarque Bera 
2
 10.9710 462.9411 13.8145 76.1091 
  p-value asintótico 0.0041 0.0000 0.0010 0.0000 
D'Agostino 
2
 Omnibus 10.4618 92.1975 12.8489 42.2779 
Omnibus p-value 0.0053 0.0000 0.0016 6.59e-10 
 Z3 - Asimetría -2.7037 7.8013 -3.1118 5.5503 
 p-value 0.0069 1e-14 0.0019 2.85e-08 
 Z4 - Kurtosis 1.7754 5.5980 1.7793 3.3870 
  p-value 0.0758 0.0000 0.0752 0.0007 
 
 
Anexo 17. Observaciones extremas para los datos de densidad aparente. 
 
Variable Sitio DA (g cm
-3
) Distancia (Desv.Est.) 
DA10 S106 0.829 -3.420 
DA30 S20 0.804 -3.813 
  S101 0.922 -3.005 
 
 
Anexo 18. Observaciones extremas para los datos de carbono orgánico. 
 
Variable Sitio CO (%) Distancia (Desv.Est.) 
CO10 S90 4.072 3.363 
 S101 5.599 5.504 
 S150 3.854 3.058 
CO30 S20 2.569 3.589 
 S90 2.376 3.058 
 S94 2.521 3.457 
  S101 2.400 3.125 
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Anexo 19. Histograma de frecuencias relativas, gráfico QQ-plot y gráfico de caja para los datos de 
COS originales y corregidos a dos profundidades de estudio. 
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Anexo 20. Evaluación de la normalidad los datos de contenido total de carbono orgánico. 
 
Prueba de normalidad 
Variable 
COS10 COS10c COS30 COS30c 
Shapiro-Wilk W 0.845 0.796 0.947 0.929 
  p-value 0.000 0.000 0.000 0.000 
Jarque Bera 
2
 333.985 549.340 32.858 42.094 
  p-value asintótico 0.000 0.000 0.000 0.000 
D'Agostino 
2
 Omnibus 78.499 94.683 23.896 28.890 
Omnibus p-value 0.000 0.000 0.000 0.000 
 Z3 - Asimetría 7.103 7.802 4.097 4.584 
 p-value 0.000 0.000 0.000 0.000 
 Z4 - Kurtosis 5.296 5.814 2.667 2.806 
  p-value 0.000 0.000 0.008 0.005 
 
 
Anexo 21. Observaciones extremas para los datos originales y corregidos de contenido total de 
carbono a una profundidad de 0-10 cm. 
 
Variable Sitio COS (t ha
-1
) Distancia (Desv.Est.) 
COS10 S35 42.774 3.026 
 S90 48.194 3.790 
 S101 57.849 5.150 
 S139 45.979 3.477 
COS10c S90 41.237 3.244 
  S101 57.849 5.661 
 S139 45.979 3.934 
 
 
Anexo 22. Observaciones extremas para los datos originales y corregidos de contenido total de 
carbono a una profundidad de 0-30 cm. 
 
Variable Sitio COS (t ha
-1
) Distancia (Desv.Est.) 
COS30 S62 90.259 3.035 
 S114 99.337 3.731 
COS30c S94 86.634 3.394 
  S114 87.397 3.458 
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Anexo 23. Tendencia central y dispersión de los datos de la variable DA10 analizada por clase de 
cobertura vegetal. 
 
Estadístico 
Densidad aparente (g cm
-3
) por cobertura vegetal 
Az Bn Ci Cpf Ctv P Pl 
Mínimo 1.252 0.829 1.265 1.189 1.264 0.958 1.139 
1er. Cuartil 1.274 1.027 1.314 1.195 1.322 1.280 1.223 
Mediana 1.323 1.176 1.451 1.244 1.356 1.355 1.280 
Media 1.327 1.175 1.412 1.264 1.371 1.345 1.289 
3er. Cuartil 1.368 1.285 1.491 1.336 1.435 1.408 1.376 
Máximo 1.421 1.588 1.531 1.359 1.493 1.615 1.421 
Desviación estándar 0.067 0.183 0.114 0.080 0.077 0.124 0.087 
Número de observaciones 6 24 6 6 8 75 21 
Coeficiente de variación (%) 5.022 15.552 8.088 6.303 5.647 9.195 6.784 
Coeficiente de asimetría 0.222 0.248 -0.410 0.272 0.213 -0.259 -0.099 
Kurtosis 1.560 2.642 1.465 1.306 1.851 3.497 1.815 
* Az: arroz, Bn: bosques naturales, Ci: cítricos (naranja, mandarina), Cpf: cultivos permanentes forestales 
(caucho, marañón, melina y yopo), Ctv: cultivos transitorios varios (maíz, sorgo, cratilia), P: pastos 
manejados y pastos degradados, Pl: palma africana. 
 
 
Anexo 24. Prueba de rangos múltiples para la variable densidad aparente a 10 cm de profundidad 
analizada por clase de cobertura vegetal. 
 
Cobertura Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
Bn 1.175 0.026 1.139 1.211 ABCD 
Cpf 1.264 0.052 1.192 1.336 ABCD 
Pl 1.289 0.028 1.250 1.327 ABCD 
Az 1.327 0.052 1.255 1.399 ABCD 
P 1.345 0.015 1.324 1.365 ABCD 
Ctv 1.371 0.045 1.309 1.434 ABCD 
Ci 1.412 0.052 1.340 1.484 ABCD 
 
 
Anexo 25. Tendencia central y dispersión de los datos de la variable DA30 analizada por clase de 
cobertura vegetal. 
 
Estadístico 
Densidad aparente (g cm
-3
) por cobertura vegetal 
Az Bn Ci Cpf Ctv P Pl 
Mínimo 1.153 0.922 1.170 1.174 1.285 0.804 1.205 
1er. Cuartil 1.212 1.135 1.395 1.240 1.369 1.317 1.309 
Mediana 1.321 1.264 1.454 1.268 1.449 1.406 1.383 
Media 1.317 1.242 1.421 1.278 1.431 1.391 1.371 
3er. Cuartil 1.387 1.341 1.504 1.316 1.506 1.491 1.452 
Máximo 1.522 1.463 1.554 1.393 1.533 1.650 1.527 
Desviación estándar 0.138 0.142 0.138 0.076 0.097 0.147 0.096 
Número de observaciones 6 24 6 6 7 73 21 
Coeficiente de variación (%) 10.495 11.408 9.694 5.962 6.810 10.578 6.979 
Coeficiente de asimetría 0.228 -0.182 -1.052 0.230 -0.505 -1.031 -0.120 
Kurtosis 1.822 2.358 2.929 2.168 1.755 5.255 1.971 
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Anexo 26. Prueba de rangos múltiples para la variable densidad aparente a 30 cm de profundidad 
analizada por clase de cobertura vegetal. 
 
Cobertura Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
Bn 1.242 0.028 1.203 1.280 ABCD 
Cpf 1.278 0.055 1.200 1.355 ABCD 
Az 1.317 0.055 1.240 1.394 ABCD 
Pl 1.371 0.029 1.330 1.412 ABCD 
P 1.391 0.016 1.369 1.413 ABCD 
Ci 1.421 0.055 1.344 1.498 ABCD 
Ctv 1.431 0.051 1.360 1.502 ABCD 
 
 
Anexo 27. Tendencia central y dispersión de los datos de la variable CO10 analizada por clase de 
cobertura vegetal. 
 
Estadístico 
Carbono orgánico (%) por cobertura vegetal 
Az Bn Ci Cpf Ctv P Pl 
Mínimo 0.945 0.533 1.042 1.188 1.091 0.873 0.945 
1er. Cuartel 1.260 1.345 1.145 1.260 1.133 1.333 1.260 
Mediana 1.285 1.806 1.394 1.442 1.236 1.551 1.333 
Media 1.260 2.214 1.309 1.418 1.291 1.691 1.428 
3er. Cuartel 1.345 3.054 1.442 1.533 1.412 1.842 1.576 
Máximo 1.430 5.599 1.503 1.673 1.624 4.072 2.230 
Desviación estándar 0.167 1.210 0.202 0.191 0.196 0.591 0.302 
Número de observaciones 6 24 6 6 8 75 21 
Coeficiente de variación (%) 13.268 54.665 15.405 13.449 15.182 34.922 21.128 
Coeficiente de asimetría -1.189 0.917 -0.575 -0.059 0.595 2.078 0.801 
Kurtosis 3.308 3.542 1.522 1.658 1.951 8.136 3.599 
 
 
Anexo 28. Prueba de rangos múltiples para la variable concentración de carbono orgánico entre 0 y 
10 cm de profundidad analizada por clase de cobertura vegetal. 
 
Cobertura Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
Az 1.260 0.273 0.879 1.642 AB 
Ctv 1.291 0.236 0.960 1.621 AB 
Ci 1.309 0.273 0.927 1.690 AB 
Cpf 1.418 0.273 1.037 1.800 AB 
Pl 1.428 0.146 1.224 1.632 AB 
P 1.691 0.077 1.583 1.799 AB 
Bn 2.214 0.136 2.023 2.405 AB 
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Anexo 29. Tendencia central y dispersión de los datos de la variable CO30 analizada por clase de 
cobertura vegetal. 
 
Estadístico 
Carbono orgánico (%) por cobertura vegetal 
Az Bn Ci Cpf Ctv P Pl 
Mínimo 0.800 0.461 1.042 0.897 0.824 0.824 0.824 
1er. Cuartil 1.042 0.994 1.091 1.103 0.994 1.067 0.994 
Mediana 1.054 1.260 1.151 1.164 1.091 1.236 1.139 
Media 1.014 1.350 1.188 1.208 1.067 1.297 1.189 
3er. Cuartil 1.067 1.642 1.303 1.279 1.139 1.406 1.309 
Máximo 1.067 2.521 1.357 1.624 1.285 2.569 2.012 
Desviación estándar 0.106 0.521 0.135 0.245 0.152 0.357 0.303 
Número de observaciones 6 24 6 6 7 73 21 
Coeficiente de variación (%) 10.411 38.589 11.326 20.243 14.254 27.547 25.502 
Coeficiente de asimetría -1.739 0.622 0.277 0.615 -0.315 1.449 1.312 
Kurtosis 4.108 2.883 1.393 2.662 2.265 5.152 4.306 
 
 
Anexo 30. Prueba de rangos múltiples para la variable concentración de carbono orgánico entre 0 y 
30 cm de profundidad analizada por clase de cobertura vegetal. 
 
Cobertura Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
Az 1.014 0.148 0.807 1.221 A 
Ctv 1.067 0.137 0.875 1.258 A 
Ci 1.188 0.148 0.981 1.395 A 
Pl 1.189 0.079 1.078 1.299 A 
Cpf 1.208 0.148 1.001 1.415 A 
P 1.297 0.042 1.238 1.356 A 
Bn 1.350 0.074 1.247 1.454 A 
 
 
Anexo 31. Tendencia central y dispersión de los datos de la variable COS10c analizada por clase de 
cobertura vegetal. 
 
Estadístico 
Contenido de carbono por hectárea (t ha
-1
) por cobertura vegetal 
Az Bn Ci Cpf Ctv P Pl 
Mínimo 11.020 8.466 11.850 13.530 13.280 10.840 11.550 
1er. Cuartel 13.450 15.900 14.000 14.650 13.800 16.010 14.950 
Mediana 14.220 23.630 17.290 15.360 14.560 18.240 16.300 
Media 14.189 24.672 16.493 15.869 14.933 19.111 16.213 
3er. Cuartel 15.560 31.320 19.160 17.210 15.850 21.090 17.900 
Máximo 16.480 57.850 19.840 18.720 17.440 41.240 23.110 
Desviación estándar 1.965 11.709 3.342 1.974 1.514 5.355 2.830 
Número de observaciones 6 24 6 6 8 75 21 
Coeficiente de variación (%) 13.850 47.458 20.265 12.441 10.138 28.021 17.456 
Coeficiente de asimetría -0.466 1.012 -0.344 0.372 0.523 1.699 0.335 
Kurtosis 2.192 3.929 1.481 1.747 1.897 7.561 3.047 
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Anexo 32. Prueba de rangos múltiples para la variable COS10c analizada por clase de cobertura 
vegetal. 
 
Cobertura Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
Az 14.189 2.579 10.583 17.794 AB 
Ctv 14.933 2.233 11.811 18.055 AB 
Cpf 15.869 2.579 12.264 19.474 AB 
Pl 16.213 1.378 14.286 18.141 AB 
Ci 16.493 2.579 12.887 20.098 AB 
P 19.111 0.729 18.091 20.131 AB 
Bn 24.672 1.289 22.869 26.474 AB 
 
 
Anexo 33. Tendencia central y dispersión de los datos de la variable COS30c analizada por clase de 
cobertura vegetal. 
 
Estadístico 
Contenido de carbono por hectárea (t ha
-1
) por cobertura vegetal 
Az Bn Ci Cpf Ctv P Pl 
Mínimo 32.500 15.600 34.540 31.050 32.380 28.940 29.250 
1er. Cuartil 32.920 38.930 41.360 38.820 35.170 39.570 37.190 
Mediana 34.660 45.010 47.670 41.360 42.210 46.180 42.130 
Media 35.422 49.378 45.788 41.633 40.801 46.985 44.154 
3er. Cuartil 37.700 57.580 50.640 42.430 44.770 53.060 47.080 
Máximo 39.650 86.630 53.970 55.260 51.150 87.400 81.440 
Desviación estándar 3.047 16.877 7.344 7.899 6.873 10.959 12.119 
Número de observaciones 6 24 6 6 7 73 21 
Coeficiente de variación (%) 8.603 34.179 16.040 18.974 16.845 23.324 27.448 
Coeficiente de asimetría 0.346 0.362 -0.493 0.578 0.148 1.040 1.669 
Kurtosis 1.459 2.750 1.870 2.910 1.761 4.586 5.903 
 
 
Anexo 34. Prueba de rangos múltiples para la variable COS30c analizada por clase de cobertura 
vegetal. 
 
Cobertura Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
Az 35.422 4.831 28.666 42.178 AB 
Ctv 40.801 4.473 34.546 47.056 AB 
Cpf 41.633 4.831 34.877 48.389 AB 
Pl 44.154 2.583 40.543 47.765 AB 
Ci 45.788 4.831 39.032 52.544 AB 
P 46.985 1.385 45.048 48.922 AB 
Bn 49.378 2.416 46.000 52.756 AB 
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Anexo 35. Tendencia central y dispersión de los datos de la variable DA10 según tipo de suelo. 
 
Estadístico 
Densidad aparente (g cm
-3
) por tipo de suelo 
BJ BQ CH CÑ CP CQ EN LB PT RP RT TM 
Mínimo 1.14 1.36 1.17 0.95 0.96 0.83 1.22 1.13 1.42 1.25 1.15 1.21 
1er. Cuartil 1.17 1.36 1.29 1.09 1.29 1.10 1.28 1.27 1.46 1.28 1.30 1.31 
Mediana 1.20 1.37 1.35 1.27 1.35 1.18 1.32 1.35 1.50 1.33 1.37 1.36 
Media 1.23 1.37 1.31 1.21 1.33 1.16 1.32 1.36 1.50 1.34 1.37 1.33 
3er. Cuartil 1.22 1.37 1.37 1.30 1.41 1.24 1.38 1.44 1.55 1.38 1.41 1.37 
Máximo 1.41 1.38 1.39 1.46 1.49 1.38 1.42 1.62 1.59 1.43 1.60 1.39 
Desv. Est. 0.11 0.01 0.10 0.19 0.12 0.14 0.06 0.13 0.12 0.07 0.12 0.07 
Número Obs. 5 2 4 9 19 21 12 29 2 8 28 5 
Coef. Var. (%) 8.57 1.02 7.84 15.23 9.06 11.70 4.77 9.35 7.90 5.17 8.63 5.51 
Coef. Asimetría 1.18 0.00 -0.94 -0.09 -1.54 -0.71 -0.05 0.11 0.00 0.22 0.09 -1.01 
Kurtosis 2.84 1.00 2.17 1.77 5.87 2.94 1.91 2.27 1.00 1.54 2.66 2.47 
 
 
Anexo 36. Prueba de rangos múltiples para la variable DA10 analizada por tipo de suelo. 
 
Tipo suelo Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
CQ 1.157 0.026 1.120 1.194 ABC 
CÑ 1.212 0.040 1.156 1.269 ABC 
BJ 1.226 0.054 1.151 1.301 ABC 
CH 1.314 0.060 1.230 1.399 ABC 
EN 1.324 0.035 1.275 1.373 ABC 
TM 1.327 0.054 1.251 1.402 ABC 
CP 1.330 0.028 1.291 1.368 ABC 
RP 1.336 0.043 1.276 1.396 ABC 
LB 1.357 0.022 1.326 1.388 ABC 
RT 1.365 0.023 1.333 1.397 ABC 
BQ 1.367 0.085 1.248 1.486 ABC 
PT 1.504 0.085 1.384 1.623 ABC 
 
 
Anexo 37. Tendencia central y dispersión de los datos de la variable DA30 analizada por tipo de 
suelo. 
 
Estadístico 
Densidad aparente (g cm
-3
) por tipo de suelo 
BJ BQ CH CÑ CP CQ EN LB PT RP RT TM 
Mínimo 1.23 1.35 1.27 1.11 0.80 0.92 1.02 1.06 1.13 1.15 1.19 1.33 
1er. Cuartil 1.27 1.36 1.31 1.17 1.36 1.17 1.30 1.30 1.21 1.25 1.29 1.36 
Mediana 1.31 1.37 1.36 1.27 1.40 1.32 1.39 1.42 1.29 1.38 1.43 1.38 
Media 1.31 1.37 1.35 1.28 1.39 1.28 1.36 1.40 1.29 1.34 1.40 1.39 
3er. Cuartil 1.36 1.38 1.39 1.32 1.53 1.37 1.46 1.50 1.36 1.40 1.50 1.39 
Máximo 1.38 1.39 1.43 1.60 1.60 1.49 1.55 1.65 1.44 1.52 1.62 1.49 
Desv. Est. 0.06 0.03 0.08 0.16 0.19 0.15 0.14 0.14 0.22 0.12 0.13 0.06 
Número Obs. 5 2 3 9 17 21 12 29 2 8 28 5 
Coef. Var. (%) 4.70 1.97 5.79 12.24 13.84 11.54 10.53 10.07 17.15 9.17 9.07 4.41 
Coef. Asimetría -0.14 0.00 -0.19 0.91 -1.74 -0.54 -1.05 -0.42 0.00 -0.21 -0.24 0.87 
Kurtosis 1.56 1.00 1.50 3.00 6.12 2.73 3.58 2.66 1.00 2.03 1.85 2.56 
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Anexo 38. Prueba de rangos múltiples para la variable DA30 analizada por tipo de suelo. 
 
Tipo suelo Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
CÑ 1.277 0.048 1.210 1.343 A 
CQ 1.277 0.031 1.233 1.321 A 
PT 1.285 0.101 1.144 1.427 A 
BJ 1.310 0.064 1.221 1.400 A 
RP 1.337 0.051 1.266 1.407 A 
CH 1.351 0.083 1.235 1.466 A 
EN 1.360 0.041 1.302 1.418 A 
BQ 1.369 0.101 1.227 1.510 A 
TM 1.390 0.064 1.301 1.480 A 
CP 1.393 0.035 1.344 1.441 A 
LB 1.397 0.027 1.360 1.435 A 
RT 1.400 0.027 1.363 1.438 A 
 
 
Anexo 39. Tendencia central y dispersión de los datos de la variable CO10 analizada por tipo de 
suelo. 
 
Estadístico 
Carbono orgánico (%) por tipo de suelo 
BJ BQ CH CÑ CP CQ EN LB PT RP RT TM 
Mínimo 1.55 1.09 1.04 0.95 1.04 1.07 0.95 1.04 0.53 0.95 0.87 1.48 
1er. Cuartil 1.65 1.15 1.19 1.45 1.48 1.43 1.24 1.21 0.63 1.24 1.39 1.50 
Mediana 1.77 1.21 1.24 1.82 1.58 1.89 1.33 1.33 0.73 1.29 1.54 1.55 
Media 1.81 1.21 1.33 2.23 1.81 2.27 1.34 1.37 0.73 1.26 1.65 1.67 
3er. Cuartil 1.84 1.27 1.38 3.35 1.94 2.67 1.52 1.45 0.82 1.36 1.76 1.75 
Máximo 2.23 1.33 1.79 3.85 4.07 5.60 1.62 1.92 0.92 1.43 3.30 2.06 
Desv. Est. 0.26 0.17 0.32 1.12 0.76 1.10 0.22 0.21 0.27 0.15 0.51 0.24 
Número Obs. 5 2 4 9 19 21 12 29 2 8 28 5 
Coef. Var. (%) 14.43 14.14 24.43 50.20 42.05 48.51 16.13 15.62 37.71 11.94 30.75 14.59 
Coef. Asimetría 0.85 0.00 0.87 0.43 1.78 1.41 -0.38 0.59 0.00 -1.14 1.56 0.94 
Kurtosis 2.48 1.00 2.18 1.61 5.69 4.97 2.18 2.86 1.00 3.48 5.79 2.32 
 
 
Anexo 40. Prueba de rangos múltiples para la variable CO10 analizada por tipo de suelo. 
 
Tipo suelo Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
PT 0.727 0.455 0.091 1.363 ABC 
BQ 1.212 0.455 0.576 1.848 ABC 
RP 1.260 0.227 0.943 1.578 ABC 
CH 1.327 0.321 0.878 1.777 ABC 
EN 1.343 0.186 1.084 1.603 ABC 
LB 1.366 0.119 1.199 1.533 ABC 
RT 1.648 0.121 1.478 1.818 ABC 
TM 1.668 0.288 1.266 2.070 ABC 
BJ 1.808 0.288 1.406 2.210 ABC 
CP 1.813 0.147 1.607 2.019 ABC 
CÑ 2.233 0.214 1.933 2.533 ABC 
CQ 2.269 0.140 2.073 2.466 ABC 
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Anexo 41. Tendencia central y dispersión de los datos de la variable CO30 según tipo de suelo. 
 
Estadístico 
Carbono orgánico (%) por tipo de suelo 
BJ BQ CH CÑ CP CQ EN LB PT RP RT TM 
Mínimo 1.19 0.82 0.97 0.61 0.82 0.85 0.90 0.90 0.46 0.80 0.82 1.09 
1er. Cuartil 1.24 0.85 1.02 1.09 0.97 1.04 0.98 1.09 0.59 1.04 1.07 1.19 
Mediana 1.31 0.87 1.07 1.41 1.21 1.31 1.04 1.14 0.73 1.05 1.22 1.24 
Media 1.41 0.87 1.17 1.39 1.36 1.43 1.10 1.20 0.73 1.02 1.26 1.32 
3er. Cuartil 1.45 0.90 1.27 1.62 1.36 1.70 1.21 1.29 0.86 1.07 1.41 1.38 
Máximo 1.84 0.92 1.48 2.04 2.57 2.52 1.48 2.01 0.99 1.07 2.06 1.72 
Desv. Est. 0.26 0.07 0.27 0.44 0.56 0.47 0.19 0.23 0.38 0.09 0.30 0.25 
Número Obs. 5 2 3 9 17 21 12 29 2 8 28 5 
Coef. Var. (%) 18.77 7.86 23.07 31.78 40.96 32.90 17.09 18.98 51.85 8.92 23.87 18.57 
Coef. Asimetría 1.02 0.00 0.61 -0.29 1.04 0.98 0.79 1.69 0.00 -2.11 1.10 0.89 
Kurtosis 2.54 1.00 1.50 2.31 2.75 3.08 2.43 6.80 1.00 5.72 4.15 2.43 
 
 
Anexo 42. Prueba de rangos múltiples para la variable CO30 analizada por tipo de suelo. 
 
Tipo suelo Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
PT 0.727 0.250 0.378 1.077 ABC 
BQ 0.873 0.250 0.523 1.222 ABC 
RP 1.021 0.125 0.846 1.196 ABC 
EN 1.103 0.102 0.960 1.246 ABC 
CH 1.172 0.204 0.886 1.457 ABC 
LB 1.201 0.066 1.109 1.293 ABC 
RT 1.260 0.067 1.167 1.354 ABC 
TM 1.324 0.158 1.102 1.545 ABC 
CP 1.363 0.086 1.243 1.483 ABC 
CÑ 1.387 0.118 1.222 1.552 ABC 
BJ 1.406 0.158 1.185 1.627 ABC 
CQ 1.427 0.077 1.319 1.535 ABC 
 
 
Anexo 43. Tendencia central y dispersión de la variable COS10c analizada por tipo de suelo. 
 
Estadístico 
Contenido total de carbono orgánico por hectárea (t ha
-1
) por tipo de suelo 
BJ BQ CH CÑ CP CQ EN LB PT RP RT TM 
Mínimo 17.90 13.14 12.32 11.84 11.81 11.70 11.55 11.85 8.47 11.02 10.84 15.85 
1er. Cuartil 17.91 13.93 12.41 18.84 16.55 17.62 14.51 13.90 9.62 13.54 16.37 17.81 
Mediana 19.36 14.72 13.25 21.30 18.47 21.34 16.39 15.72 10.77 14.55 18.22 18.72 
Media 19.57 14.72 14.96 23.96 20.04 24.87 15.66 16.11 10.77 14.31 19.04 19.20 
3er. Cuartil 19.56 15.51 15.80 32.84 22.25 28.76 17.02 17.90 11.92 15.25 20.92 20.51 
Máximo 23.11 16.30 20.99 35.98 41.24 57.85 18.82 22.20 13.08 16.48 36.60 23.09 
Desv. Est. 2.13 2.23 4.10 9.25 6.54 11.27 2.35 2.55 3.26 1.69 5.14 2.75 
Número Obs. 5 2 4 9 19 21 12 29 2 8 28 5 
Coef. Var. (%) 10.87 15.16 27.44 38.61 32.62 45.32 14.99 15.83 30.26 11.81 26.99 14.32 
Coef. Asimetría 1.02 0.00 1.03 0.04 1.78 1.44 -0.59 0.46 0.00 -0.71 1.35 0.28 
Kurtosis 2.63 1.00 2.22 1.63 6.90 4.80 2.20 2.50 1.00 2.92 6.21 1.98 
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Anexo 44. Prueba de rangos múltiples para la variable COS10c analizada por tipo de suelo. 
 
Tipo suelo Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
PT 10.771 4.389 4.632 16.910 ABCD 
RP 14.305 2.194 11.236 17.375 ABCD 
BQ 14.722 4.389 8.584 20.861 ABCD 
CH 14.955 3.103 10.615 19.296 ABCD 
EN 15.657 1.792 13.151 18.163 ABCD 
LB 16.110 1.153 14.498 17.723 ABCD 
RT 19.044 1.173 17.403 20.684 ABCD 
TM 19.196 2.776 15.314 23.079 ABCD 
BJ 19.569 2.776 15.686 23.451 ABCD 
CP 20.039 1.424 18.047 22.031 ABCD 
CÑ 23.962 2.069 21.068 26.856 ABCD 
CQ 24.868 1.354 22.974 26.763 ABCD 
 
 
Anexo 45. Tendencia central y dispersión de los datos de la variable COS30c analizada por tipo de 
suelo. 
 
Estadístico 
Contenido total de carbono orgánico por hectárea (t ha
-1
) por tipo de suelo 
BJ BQ CH CÑ CP CQ EN LB PT RP RT TM 
Mínimo 42.15 30.11 36.46 25.68 30.90 33.48 29.25 31.05 15.60 32.50 28.94 41.13 
1er. Cuartil 43.60 31.23 37.36 38.85 35.78 42.13 36.61 39.85 22.44 33.11 37.90 42.71 
Mediana 45.51 32.35 38.26 53.47 47.21 46.00 40.45 43.52 29.28 36.69 46.46 48.63 
Media 50.01 32.35 41.41 49.04 48.51 52.24 40.15 44.99 29.28 36.17 46.35 48.91 
3er. Cuartil 50.02 33.47 43.89 54.22 54.50 66.36 42.92 49.45 36.12 38.56 52.16 50.48 
Máximo 68.79 34.60 49.52 72.29 87.40 86.63 51.93 81.44 42.96 39.65 66.88 61.61 
Desv. Est. 10.91 3.18 7.08 13.41 16.13 14.88 6.20 9.53 19.35 2.99 10.16 8.10 
Número Obs. 5 2 3 9 17 21 12 29 2 8 28 5 
Coef. Var. (%) 21.81 9.82 17.09 27.34 33.26 28.49 15.45 21.18 66.07 8.26 21.93 16.57 
Coef. Asimetría 1.25 0.00 0.66 -0.10 1.01 0.76 0.17 1.83 0.00 -0.12 0.26 0.70 
Kurtosis 2.88 1.00 1.50 2.70 3.22 2.55 2.62 8.47 1.00 1.40 2.28 2.26 
 
 
Anexo 46. Prueba de rangos múltiples para la variable COS30c analizada por tipo de suelo. 
 
Tipo suelo Promedio Error estándar Límite inferior Límite superior Grupos homogéneos 
PT 29.282 8.134 17.902 40.662 ABC 
BQ 32.351 8.134 20.971 43.731 ABC 
RP 36.169 4.067 30.479 41.859 ABC 
EN 40.147 3.321 35.501 44.793 ABC 
CH 41.414 6.642 32.122 50.706 ABC 
LB 44.989 2.136 42.000 47.977 ABC 
RT 46.347 2.174 43.306 49.389 ABC 
CP 48.506 2.790 44.602 52.409 ABC 
TM 48.911 5.145 41.714 56.109 ABC 
CÑ 49.038 3.835 43.673 54.403 ABC 
BJ 50.013 5.145 42.816 57.211 ABC 
CQ 52.238 2.510 48.726 55.750 ABC 
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Anexo 47. Evaluación de la normalidad para la variable DA10 transformada. 
 
Prueba de normalidad Estadístico p-value 
Shapiro-Wilk W 0.9902 0.3995 
Jarque Bera 0.2859 0.8668 
D'Agostino Omnibus  Ómnibus 0.6280 0.7305 
 Z3 – Asimetría 0.0675 0.9462 
  Z4 – Kurtosis 0.7896 0.4298 
 
 
Anexo 48. Parámetros de los mejores modelos ajustados para el semivariograma empírico de la 
variable DA10 transformada con sus respectivos resultados de validación cruzada. 
 
Parámetro 
Modelo 
Lineal Gaussiano Exponencial Esférico 
Tamaño del rezago 45.25 45.25 45.25 45.25 
Número de rezagos 45 45 45 45 
C0 0.0041 0.0067 0.0000 0.0047 
C1 0.0366 0.0339 0.0419 0.0366 
Rango 211.7411 124.1673 109.5490 317.1286 
RMSSPE  1.0181 1.0109 1.0055 1.0127 
MSPE 0.0034 0.0029 0.0037 0.0045 
RMSPE 0.2018 0.2009 0.2008 0.2007 
ASE 0.1982 0.1988 0.1997 0.1986 
MPE  0.0012 0.0010 0.0014 0.0017 
 
 
Anexo 49. Evaluación de la normalidad para la variable DA30 transformada. 
 
Prueba de normalidad Estadístico p-value 
Shapiro-Wilk W  0.9945 0.8684 
Jarque Bera  0.6841 0.7103 
D'Agostino Omnibus  Ómnibus  0.5627 0.7548 
 Z3 – Asimetría -0.1894 0.8498 
  Z4 – Kurtosis -0.7259 0.4679 
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Anexo 50. Parámetros de los mejores modelos ajustados para el semivariograma empírico de la 
variable DA30 transformada con sus respectivos resultados de validación cruzada. 
 
Parámetro 
Modelo 
Lineal Gaussiano Exponencial Esférico 
Tamaño del rezago 90.00 90.00 90.00 90.00 
Número de rezagos 23 23 23 23 
C0 0.0567 0.0349 0.0079 0.0278 
C1 0.0127 0.0271 0.0541 0.0338 
Rango 2139.7871 149.7369 71.8029 272.2253 
RMSSPE  1.0096 1.0053 1.0042 1.0038 
MSPE 0.0007 0.0021 0.0016 0.0019 
RMSPE 0.2500 0.2495 0.2498 0.2487 
ASE 0.2476 0.2482 0.2486 0.2478 
MPE  0.0004 0.0010 0.0008 0.0009 
 
 
Anexo 51. Evaluación de la normalidad para la variable CO10 transformada. 
 
Prueba de normalidad Estadístico p-value 
Shapiro-Wilk W  0.9916 0.6703 
Jarque Bera  0.4138 0.8131 
D'Agostino Ómnibus  Ómnibus  0.8284 0.6609 
 Z3 - Asimetría -0.1007 0.9198 
  Z4 - Kurtosis  0.9046 0.3657 
 
 
Anexo 52. Parámetros de los mejores modelos ajustados para el semivariograma empírico de la 
variable CO10 transformada con sus respectivos resultados de validación cruzada. 
 
Parámetro 
Modelo 
Lineal Gaussiano Exponencial Esférico 
Tamaño del rezago 156.54 156.54 156.54 156.54 
Número de rezagos 13 13 13 13 
C0 0.0000 0.0000 0.0000 0.0000 
C1 0.0255 0.0260 0.0265 0.0257 
Rango 267.5713 179.3171 129.7456 330.8126 
RMSSPE  1.0767 1.1762 1.0101 1.0363 
MSPE 0.0056 0.0063 0.0012 0.0035 
RMSPE 0.1640 0.1655 0.1591 0.1613 
ASE 0.1560 0.1545 0.1583 0.1576 
MPE  0.0015 0.0013 0.0004 0.0010 
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Anexo 53. Evaluación de la normalidad para la variable CO30 transformada. 
 
Prueba de normalidad Estadístico p-value 
Shapiro-Wilk W  0.9886 0.4251 
Jarque Bera  0.2366 0.8884 
D'Agostino Ómnibus  Ómnibus  0.0815 0.9601 
 Z3 - Asimetría  0.1275 0.8985 
  Z4 - Kurtosis -0.2555 0.7983 
 
 
Anexo 54. Parámetros de los mejores modelos ajustados para el semivariograma empírico de la 
variable CO30 transformada con sus respectivos resultados de validación cruzada. 
 
Parámetro 
Modelo 
Lineal Gaussiano Exponencial Esférico 
Tamaño del rezago 135.67 135.67 135.67 135.67 
Número de rezagos 15 15 15 15 
C0 0.0262 0.0033 0.0000 0.0000 
C1 0.0084 0.0271 0.0308 0.0303 
Rango 2122.0314 152.7039 129.1794 356.3567 
RMSSPE  0.9986 0.9994 0.9939 1.0115 
MSPE -0.0010 -0.0032 -0.0032 -0.0041 
RMSPE 0.1701 0.1732 0.1709 0.1731 
ASE 0.1704 0.1717 0.1711 0.1696 
MPE  -0.0003 -0.0010 -0.0011 -0.0013 
 
 
Anexo 55. Evaluación de la normalidad para la variable COS10c transformada. 
 
Prueba de normalidad Estadístico p-value 
Shapiro-Wilk W 0.9896 0.3571 
Jarque Bera 
2
 1.4137 0.4932 
D'Agostino Ómnibus 
2
 Ómnibus 1.7520 0.4164 
 Z3 - Asimetría -0.1166 0.9072 
  Z4 - Kurtosis 1.3185 0.1873 
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Anexo 56. Parámetros de los mejores modelos ajustados para el semivariograma empírico de la 
variable COS10c transformada con sus respectivos resultados de validación cruzada. 
 
Parámetro 
Modelo 
Lineal Gaussiano Exponencial Esférico Esférico 
Tamaño del rezago 226.9891 226.8791 219.0185 230.3647 424.8279 
Número de rezagos 13 13 13 13  
C0 0.00030 0.00028 0.00000 0.00014 0.00061 
C1 0.00067 0.00069 0.00098 0.00083 0.00037 
Rango 326.2935 215.6768 132.7222 433.6762 690.5714 
RMSSPE  1.0296 1.0594 1.0271 1.0712 1.0077 
MSPE 0.0035 0.0040 0.0019 0.0039 0.0007 
RMSPE 0.0310 0.0313 0.0308 0.0314 0.0303 
ASE 0.0304 0.0300 0.0304 0.0298 0.0301 
MPE  0.0002 0.0002 0.0001 0.0002 4.3·10
-5
 
 
 
Anexo 57. Evaluación de la normalidad para la variable COS30c transformada. 
 
Prueba de normalidad Estadístico p-value 
Shapiro-Wilk W 0.9923 0.7621 
Jarque Bera 0.7839 0.6757 
D'Agostino Omnibus  Ómnibus 0.7158 0.6991 
 Z3 - Asimetría 0.0850 0.9323 
  Z4 - Kurtosis -0.8418 0.3999 
 
 
Anexo 58. Parámetros de los mejores modelos ajustados para el semivariograma empírico de la 
variable COS30c transformada con sus respectivos resultados de validación cruzada. 
 
Parámetro 
Modelo 
Lineal Gaussiano Gaussiano Exponencial Exponencial Esférico Esférico 
Tamaño del 
rezago 235.15 210.65 46.83 73.16 46.85 236.05 49.91 
Número de 
rezagos 15 15 15 15 15 15 15 
C0 3.4·10
-5
 0.00016 0.00019 0.00017 0.00019 0.00000 0.00019 
C1 2.5·10
-4
 0.00011 0.00020 0.00018 0.00020 0.00028 0.00019 
Rango 374.765 206.10 1370.82 859.05 1726.43 458.61 1991.06 
RMSSPE  1.0834 0.9595 1.1019 1 1.0077 1.0600 1 
MSPE -0.0129 -0.0016 -0.0021 -0.0035 -0.0026 -0.0091 -0.0033 
RMSPE 0.0158 0.0159 0.0162 0.0158 0.0158 0.0159 0.0159 
ASE 0.0149 0.0166 0.0148 0.0159 0.0158 0.0155 0.0160 
MPE  -0.0003 -5.5·10
-5
 -6.5·10
-5
 -0.0001 -8.5·10
-5
 -0.0002 -0.0001 
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Anexo 59. Mapa de predicciones (izquierda) y de varianza de kriging (derecha) para la variable densidad aparente a 10 cm de profundidad. 
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Anexo 60. Mapa de predicciones (izquierda) y de varianza de kriging (derecha) para la variable densidad aparente a 30 cm de profundidad. 
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Anexo 61. Mapa de predicciones (izquierda) y de varianza de kriging (derecha) para la variable concentración de carbono orgánico entre 0 y 10 cm 
de profundidad. 
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Anexo 62. Mapa de predicciones (izquierda) y de varianza de kriging (derecha) para la variable concentración de carbono orgánico entre 0 y 30 cm 
de profundidad. 
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Anexo 63. Mapa de predicciones (izquierda) y de varianza de kriging (derecha) para la variable contenido total de carbono por hectárea para una 
profundidad de 0-10 cm. 
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Anexo 64. Mapa de predicciones (izquierda) y de varianza de kriging (derecha) para la variable contenido de carbono por hectárea para una 
profundidad de 0-30 cm. 
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Anexo 65. Error estándar de kriging para redes óptimas con n puntos adicionales a la red original 
generadas mediante la metodología del punto ficticio. 
 
Puntos 
adicionales 
ASE 
COS10c COS30c 
1 0.00000 0.00000 
2 0.01643 0.00000 
3 0.01643 0.00000 
4 0.03286 0.00052 
5 0.04873 0.00095 
6 0.04873 0.00138 
7 0.06496 0.00190 
8 0.08139 0.00251 
9 0.08139 0.00295 
10 0.09745 0.00295 
11 0.09745 0.00295 
12 0.09745 0.00346 
13 0.11336 0.00346 
14 0.12923 0.00346 
15 0.14520 0.00346 
16 0.16117 0.00346 
17 0.16117 0.00346 
18 0.16117 0.00346 
19 0.17754 0.00346 
20 0.19341 0.00346 
21 0.19341 0.00346 
22 0.20979 0.00346 
23 0.20979 0.00346 
24 0.20979 0.00407 
25 0.20979 0.00451 
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Anexo 66. Error estándar de kriging para redes óptimas con n puntos adicionales a la red original 
generadas mediante la metodología de varios puntos adicionales para la variable COS10c. 
 
Puntos 
adicionales 
ASE 
Regular rectangular Regular triangular Aleatoria 
1   0.00000 
2 0.01801 0.01826 0.00813 
3 0.01861 0.01294 0.01107 
4 0.02136 0.01990 0.01638 
5 0.02071 0.02167 0.01657 
6 0.02154 0.02192 0.01664 
7 0.02180 0.02242 0.01409 
8 0.01810 0.02216 0.01451 
9 0.02264 0.02227 0.01653 
10 0.02349 0.02153 0.01661 
20 0.02393 0.02433 0.01669 
30 0.02368 0.02413 0.01707 
40 0.02424 0.02459 0.01702 
50 0.02445 0.02486 0.01706 
60 0.02489 0.02497 0.01724 
70 0.02482 0.02504 0.01726 
80 0.02527 0.02501 0.01734 
90 0.02489 0.02480 0.01749 
100 0.02482 0.02441 0.01729 
110 0.02474 0.02399 0.01750 
120 0.02415 0.02507 0.01759 
130 0.02130 0.02500 0.01762 
140 0.02413 0.02513 0.01767 
150 0.02498 0.02523 0.01782 
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Anexo 67. Error estándar de kriging para redes óptimas con n puntos adicionales a la red original 
generadas mediante la metodología de varios puntos adicionales para la variable COS30c. 
 
 
Puntos 
adicionales 
ASE 
Regular rectangular Regular triangular Aleatoria 
1   0.00000 
2 0.00636 0.00473 0.00065 
3 0.00718 0.00491 0.00071 
4 0.00844 0.00519 0.00112 
5 0.00696 0.00813 0.00077 
6 0.00835 0.00820 0.00106 
7 0.00823 0.00873 0.00127 
8 0.00662 0.00860 0.00118 
9 0.00886 0.00956 0.00162 
10 0.00996 0.00944 0.00171 
20 0.01086 0.01101 0.00174 
30 0.01046 0.01068 0.00255 
40 0.01130 0.01130 0.00272 
50 0.01140 0.01152 0.00303 
60 0.01149 0.01152 0.00294 
70 0.01159 0.01164 0.00296 
80 0.01175 0.01154 0.00347 
90 0.01172 0.01161 0.00337 
100 0.01165 0.01110 0.00361 
110 0.01143 0.01074 0.00367 
120 0.01103 0.01161 0.00361 
130 0.00775 0.01174 0.00400 
140 0.01092 0.01179 0.00411 
150 0.01159 0.01169 0.00419 
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Anexo 68. Comparación de la eficiciencia de diferentes configuraciones de la malla de muestreo 
generadas por el método de varios puntos adicionales para la variable COS10c. 
 
Tamaño red 
Aleatoria Rectangular Triangular 
ASE Mejora (%) ASE Mejora (%) ASE Mejora (%) 
123 0.02962 0.813         
124 0.02945 1.393 0.02953 1.127 0.02953 1.120 
125 0.02924 2.103 0.02930 1.901 0.02925 2.053 
126 0.02905 2.739 0.02909 2.607 0.02908 2.646 
127 0.02882 3.500 0.02885 3.391 0.02886 3.366 
128 0.02860 4.252 0.02863 4.124 0.02864 4.114 
129 0.02836 5.061 0.02841 4.861 0.02842 4.844 
130 0.02814 5.780 0.02817 5.688 0.02820 5.583 
131 0.02794 6.448 0.02799 6.292 0.02798 6.301 
132 0.02773 7.154 0.02778 6.980 0.02777 7.030 
142 0.02578 13.691 0.02583 13.520 0.02583 13.511 
152 0.02408 19.361 0.02413 19.215 0.02413 19.205 
162 0.02260 24.340 0.02264 24.190 0.02264 24.183 
172 0.02128 28.738 0.02133 28.594 0.02133 28.586 
182 0.02012 32.650 0.02016 32.509 0.02016 32.508 
192 0.01907 36.157 0.01911 36.025 0.01911 36.022 
202 0.01812 39.317 0.01816 39.185 0.01816 39.189 
212 0.01727 42.177 0.01730 42.060 0.01730 42.061 
222 0.01649 44.784 0.01652 44.671 0.01652 44.677 
232 0.01578 47.161 0.01581 47.057 0.01581 47.068 
242 0.01513 49.343 0.01516 49.253 0.01516 49.240 
252 0.01453 51.353 0.01454 51.304 0.01456 51.255 
262 0.01397 53.209 0.01400 53.127 0.01400 53.114 
272 0.01346 54.928 0.01349 54.840 0.01349 54.836 
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Anexo 69. Comparación de la eficiciencia de diferentes configuraciones de la malla de muestreo 
generadas por el método de varios puntos adicionales para la variable COS30c. 
 
Tamaño red 
Aleatoria Rectangular Triangular 
ASE Mejora (%) ASE Mejora (%) ASE Mejora (%) 
119 0.01540 0.840         
120 0.01528 1.632 0.01533 1.325 0.01531 1.413 
121 0.01515 2.441 0.01521 2.097 0.01519 2.218 
122 0.01503 3.220 0.01509 2.833 0.01506 3.005 
123 0.01491 4.025 0.01496 3.701 0.01497 3.640 
124 0.01479 4.784 0.01485 4.405 0.01485 4.413 
125 0.01467 5.535 0.01473 5.176 0.01473 5.150 
126 0.01455 6.289 0.01460 6.011 0.01461 5.910 
127 0.01444 7.005 0.01450 6.637 0.01451 6.602 
128 0.01433 7.726 0.01440 7.311 0.01439 7.337 
138 0.01329 14.411 0.01336 13.986 0.01336 13.979 
148 0.01240 20.159 0.01245 19.815 0.01245 19.806 
158 0.01162 25.205 0.01167 24.856 0.01167 24.856 
168 0.01093 29.646 0.01098 29.325 0.01098 29.320 
178 0.01031 33.601 0.01036 33.292 0.01036 33.291 
188 0.00976 37.133 0.00981 36.837 0.00981 36.835 
198 0.00927 40.291 0.00932 40.022 0.00931 40.029 
208 0.00883 43.165 0.00887 42.906 0.00887 42.910 
218 0.00842 45.765 0.00846 45.528 0.00846 45.544 
228 0.00805 48.142 0.00809 47.923 0.00809 47.942 
238 0.00772 50.322 0.00775 50.122 0.00775 50.106 
248 0.00741 52.316 0.00742 52.218 0.00744 52.114 
258 0.00712 54.161 0.00715 53.991 0.00715 53.969 
268 0.00685 55.870 0.00688 55.692 0.00688 55.689 
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GLOSARIO DE SIGLAS 
 
 
Az:  arroz 
Bn:  bosques naturales 
BJ:  serie Los Bajos 
BQ:  serie El Bosque 
Ca:  caucho 
CH:  serie Chipre No. 2 
Ci:  cítricos (naranja, mandarina) 
CÑ:  serie Caño Alto 
CO:  concentración de carbono orgánico (%) 
CO10:  concentración de carbono orgánico (%) para una profundidad de 0-10 cm 
CO30:  concentración de carbono orgánico (%) para una profundidad de 0-30 cm 
COS:  contenido total o stock de carbono orgánico del suelo 
COS10: contenido total o stock de carbono orgánico del suelo para una profundidad de 0-10 
cm 
COS10c: contenido total o stock de carbono orgánico del suelo para una profundidad de 0-10 
cm con corrección por densidad aparente 
COS30: contenido total o stock de carbono orgánico del suelo para una profundidad de 0-30 
cm 
COS30c: contenido total o stock de carbono orgánico del suelo para una profundidad de 0-30 
cm con corrección por densidad aparente 
CP:  serie Chipre No. 3 Chipre No. 3 
Cpf:  cultivos permanentes forestales (caucho, marañón, melina y yopo) 
CQ:  serie Caño Quenane 
Ctv:  cultivos transitorios varios (maíz, sorgo, cratilia) 
DA:  densidad aparente (g cm
-3
) 
DA10:  densidad aparente (g cm
-3
) 
DA30:  densidad aparente (g cm
-3
) 
EN:  serie Encanto 
Fr:  ensayos forestales 
IS:  serie La Isla 
LB:  serie La Libertad 
Ma:  plantación de mangos 
Mr:  cultivo de marañón 
P:  pastos manejados y pastos degradados 
Pl:  palma africana 
PT:  serie El Puente 
RP:  serie La Represa 
RT:  serie El Retiro 
TM:  serie Tolima 
ss:  sin serie 
X:  coordenada en Este (m) 
Y:  coordenada en Norte (m) 
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SUMMARY 
 
 
 
Soil organic carbon is one of the most important pools in the global carbon cycle. 
Periodical monitoring of this variable has been requested by the scientific community 
because of its relevance in the global climate change. However, the sample size needed for 
a reliable estimation through geostatistical methods has leaded to a problem of designing 
sample networks that minimize the variability while accounting for the budget, situation 
that becomes an optimization problem. 
In this research, a mathematical technique known as genetic algorithms has been 
used for designing spatial networks for second-phase sampling of soil organic carbon in 
CORPOICA‟s La Libertad Research Center, having as purpose that the sampling design 
reduces optimally the average standard error. 
In the spatial variability analysis of edaphic variables studied, a satisfactory 
variogram modeling was done through the selection of spherical models. The selected 
models showed a strong spatial dependency and range values associated to the expected 
behavior of the variables and to the information collected during field work. 
According to the results, random networks obtained through optimization with the 
method of additional points showed to be more efficient than regular networks, under La 
Libertad biophysical conditions. 
Besides, it was found that fictitious point methodology produces suboptimal 
solutions and it becomes less efficient than the methodology of several additional points 
when the sampling size is increased. 
Genetic algorithms optimization method proved to be appropriate to find optimal 
sites for sampling, although it is a time-consuming technique that requires high computing 
power and processing speed. 
 
  
Keywords: soil organic carbon, sampling networks, genetic algorithms, regular networks, 
random networks, average standard error, kriging, climate change. 
 
