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RESUMEN 
 
Los sistemas de control son de gran importancia para poder llevar a operación 
deseada y óptima los diferentes procesos que generan la cadena productiva de 
una empresa de manufactura. La implementación de aplicativos de software en la 
industria presentan entonces una solución para problemas complejos en la 
operación de dichos procesos. Se plantean entonces en este Trabajo Final de 
Maestría el desarrollo de un aplicativo de software en el cual se generan sistemas 
de control predictivo no lineal basado en modelos que hacen uso de métodos de 
inteligencia artificial para la identificación del proceso y es utilizado dentro del 
optimizador del controlador debido a la facilidad de operación y la velocidad en el 
tiempo de respuesta. 
 
PALABRAS CLAVE 
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- Sistemas de Inferencia Borrosa. 
- Control Predictivo. 
- Sistemas No Lineales. 
- Modelos Caja Gris. 
- Desarrollo de Software. 
- Programación Orientada a Objetos. 
- Método UNC. 
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ABSTRACT 
 
In the industry process control systems become very important due to the 
necessity of maintaining process variables in optimal and desirable values in order 
to maintain product quality factors and maintain active the productive chain. 
Implementing software applications in industry also present a solution to complex 
problems occurring in the processes.  
In this Master Final Work is shown a development of software application which 
generate nonlinear predictive control based on models that use artificial 
intelligence methods for the identification of the process and is used in the 
controller optimizer, it’s made due the facility of operation and implementation and 
the improvements of execution speed. 
 
KEYWORDS 
 
- Process Modeling. 
- Artificial Inteligence. 
- Fuzzy Systems. 
- Predictive Control. 
- Non Linear Systems. 
- Gray Box Models. 
- Software Development. 
- Object Oriented Programming. 
- UNC Method.  
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CAPÍTULO 1. 
1. INTRODUCCIÓN 
En la industria se tienen procesos de transformación o de manufactura de 
diferente índole, podemos encontrar procesos químicos, biológicos, 
metalmecánicos, entre otros. Dentro de estos se tienen diferentes variables que se 
deben mantener en ciertos rangos o valores para poder asegurar a los clientes 
una calidad de producto deseada, con lo que se hace necesario realizar 
desarrollos de sistemas de control que estén en la capacidad de llevar y mantener 
las variables de operación en los niveles requeridos para que el proceso trabaje en 
el régimen deseado. 
Existen diversas formas para diseñar sistemas de control, para esto, es deseable 
trabajar sobre un modelo, debido a que ciertas configuraciones de los lazos de 
control necesitan para su operación la existencia de un modelo del proceso para 
poder tener un correcto funcionamiento, además, los modelos permiten realizar la 
experimentación necesaria cuando no hay posibilidades sobre el proceso real, ya 
que este no está disponible o realizar operaciones de prueba sobre este es muy 
costoso para la operación de la planta. Los modelos en ingeniería son una 
abstracción matemática de la realidad, que le entregan herramientas al experto 
para poder tomar decisiones sobre el sistema de control a diseñar y las variables 
que se quiere controlar y manipular. 
Para desarrollar los sistemas de control existen herramientas de software, sobre 
todo lenguajes de programación, que permiten realizar los cálculos de la solución 
de los modelos y ecuaciones diferenciales y presentar los comportamientos de las 
variables a través de simulaciones, estas herramientas poseen una alta actividad 
del usuario, el cual debe ser un experto tanto en el dominio del lenguaje de 
programación, como en la teoría de control que permite desarrollar los lazos para 
generarlo.  
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A través de la comprensión e implementación de estas tres herramientas, se da la 
posibilidad de realizar desarrollos de software de usuario que eviten la necesidad 
de la existencia de usuarios expertos que conozcan tanto de control, modelado y 
programación, y que puedan hacer implementaciones industriales de sistemas de 
control que sean funcionales. 
 
1.1. MOTIVACIÓN 
En este trabajo se pretende realizar una interacción entre las herramientas de la 
inteligencia artificial para la identificación de procesos, el diseño de aplicativos de 
software y el control avanzado de procesos, con el fin de generar herramientas 
para el mejoramiento continuo de los procesos industriales, manteniendo los 
lineamientos del Grupo de Investigación en Sistemas Dinámicos – KALMAN que 
en sus investigaciones quiere aumentar la interacción entre la academia y la 
industria. Para este Trabajo Final de Maestría se generó un aplicativo en primera 
versión que le permita al usuario realizar la identificación de un proceso a partir de 
un modelo matemático definido por las ecuaciones de balance de materia y 
energía que describen la operación dinámica, generando un modelo caja negra 
basado en un Sistema de Inferencia Borrosa tipo Takagi – Sugeno (SIB TS) y su 
operación dentro de un algoritmo de control tipo Predictivo No Lineal Basado en 
Modelo (CPNLBM). 
 
1.2. ALCANCE 
El aplicativo desarrollado implementa una interfaz de usuario en MatLab utilizando 
la programación orientada a objetos como paradigma de implementación, en la 
cual el usuario podrá hacer las modificaciones de los parámetros para ajustar el 
modelo programado al modelo utilizado en el proceso real, a partir de este modelo 
el sistema estará en la capacidad de genera un modelo a partir del uso de las 
herramientas propias de la lógica difusa, a través de este podrá ser diseñado un 
sistema de control tipo predictivo basado en modelo no lineal.  
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Como mejoras a largo plazo, el aplicativo tiene la posibilidad de implementación 
de una mayor cantidad de modelos para ampliar la aplicabilidad del mismo. Como 
trabajo futuro se piensa en la implementación del Sistema de Inferencia Borrosa 
en lenguajes de programación de software libre de mayor robustez y así generar la 
interfaz de usuario para su libre utilización. 
1.3. OBJETIVOS 
Los objetivos planteados en la propuesta de Trabajo Final de Maestría son los que 
se contemplan a continuación: 
 
1.3.1. OBJETIVO GENERAL 
Desarrollar un aplicativo de software para la implantación de sistemas de Control 
Predictivo No lineal Basado en Modelo CPNBM, utilizando matlab como lenguaje 
de programación, presentado una mínima acción del usuario, utilizando modelos 
de proceso no lineales obtenidos a través de metodologías de Inteligencia 
Artificial, especialmente Sistemas de Inferencia Borrosa Tipo Takagi – Sugeno 
SIBTS. 
 
1.3.2. OBJETIVOS ESPECÍFICOS 
• Identificar las diferentes metodologías para el diseño de software. 
• Identificar las técnicas de Inteligencia Artificial que han sido utilizadas para 
el modelado de procesos en ingeniería. 
• Identificar los tipos de sistemas de control y los algoritmos utilizados para 
su ejecución. 
• Diferenciar los tipos de sistemas de inferencia borrosa utilizados para la 
identificación de sistemas dinámicos. 
• Seleccionar la metodología apropiada para el diseño de software. 
18 
 
• Desarrollar un aplicativo de software para control CPNBM a través de 
programación orientada a objetos. 
• Determinar las ventajas de programación del uso de este diseño de 
software para lazos de control. 
• Validar mediante simulación el uso del aplicativo de software utilizando un 
modelo  de planta real. 
• Evaluar las posibilidades de implementación del aplicativo de software en 
hardware, para este caso sobre un PLC. 
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CAPÍTULO 2. 
2. MODELAMIENTO DE PROCESOS EN INGENIERÍA 
En este capítulo se plantean las familias que existen en la literatura que albergan 
los tipos de modelos de procesos en ingeniería, además, se presentan 
mecanismos de obtención de dichos modelos y se muestra al lector la fortaleza 
existente de los mecanismos de identificación basados en los paradigmas de la 
Inteligencia Artificial, especialmente los Sistemas de Inferencia Borrosa.  
 
2.1. INTRODUCCIÓN 
En ingeniería se hace necesario conocer el comportamiento de los diferentes 
procesos que se tienen en la industria, la utilidad de los modelos de procesos es 
amplia, es posible realizar proyecciones de producción, puede generarse un 
escalamiento del proceso, pueden implementarse estructuras eficientes de control, 
entre otras. 
Para poder obtener modelos de procesos, se utilizan diferentes herramientas 
propias de la matemática y la estadística con las cuales se obtiene una 
abstracción de la realidad en la que se encuentran todas las relaciones entre las 
variables y parámetros que generan las salidas del proceso. Los modelos pueden 
ser gráficos, se obtienen esquemas gráficos que muestran las interacciones de las 
variables que actúan en el proceso, textuales, a través de frases se muestran las 
interacciones que se presentan dentro de los procesos, físicos, utilizan maquetas 
para presentar las interacciones de las variables, o matemáticos, presentan las 
interacciones de las variables y parámetros de procesos a través de ecuaciones. 
En la literatura se diferencian tres familias de modelos en ingeniería, en la primera 
se tienen los modelos caja blanca o fenomenológicos puros, en la segunda se 
tienen los modelos caja negra o empíricos y en la tercera se tienen los modelos 
caja gris o semifísicos.
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MODELAMIENTO DE PROCESOS EN INGENIERÍA
MODELOS 
FENOMENOLÓGICOS
MODELOS EMPÍRICOS MODELOS SEMIFÍSICOS
Basados en los 
principios de 
conservación de la 
materia y la 
energía
Su estructura es 
definida por 
ecuaciones 
diferenciales 
lineales o parciales
Explican 
completamente el 
fenómeno que 
estudian
Basados en la 
experimentación y 
toma de datos
Su estructura es 
definida por la 
experiencia o 
facilidad del 
usuario
Explican los datos 
pero no el 
fenómeno del cual 
se obtienen los 
datos
Son una mezcla de 
las otras dos 
familias
Los sistemas de 
inferencia borrosa 
son una muestra 
de modelos 
semifísicos
Según su 
estructura pueden 
ser de base 
fenomenológica o 
de base emprirca
Modelos como los 
de regresión, las 
redes neuronales y 
las series de 
tiempo son 
ejemplo de esta 
familia
 
 
Figura 1. Esquema del Modelado de Procesos en Ingeniería. 
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2.2. MODELOS CAJA BLANCA O FENOMENOLÓGICOS 
Los modelos fenomenológicos basan la obtención de la relación entre entradas y 
salidas en los principios de conservación de materia y energía su estructura se 
encuentra definida por los balances de materia, energía y cantidad de movimiento, 
este tipo de modelos están en la capacidad de entregar al usuario completa 
explicación del fenómeno trabajado. 
 = 	
 + 
 −  − 	

 
Ecuación 1. Ecuación General de Balance. 
La estructura se encuentra definida entonces por ecuaciones diferenciales, estas 
pueden ser ecuaciones diferenciales ordinarias, donde la variación implicada está 
dada únicamente sobre el tiempo o ecuaciones diferenciales parciales, donde 
además de tener variaciones en el tiempo, se encuentran variaciones de los 
fenómenos en las componentes espaciales. 
La obtención de este tipo de modelos alberga alta complejidad, debido a que no 
todos los fenómenos que ocurren en el naturaleza pueden ser fácilmente 
explicados por medio de la herramienta de los balances de materia y energía, en 
muchos casos es necesaria la implementación de relaciones obtenidas a partir de 
la formulación de experimentos que entreguen como resultado modelos de 
regresión que estén en capacidad de explicar los datos obtenidos. 
 
2.3. MODELOS CAJA NEGRA O EMPÍRICOS 
Los modelos empíricos basan la obtención de su estructura en la experimentación 
y toma de datos, tanto de las entradas como de las salidas del proceso, por tanto 
esta es arbitraria y definida por el conocimiento del usuario. Este tipo de modelos 
no están en la capacidad de explicar la fenomenología que se da en el proceso, 
únicamente está en capacidad de explicar el comportamiento y tendencia de los 
datos. 
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Estos modelos son de baja complejidad de obtención debido a la arbitrariedad de 
la estructura, los datos están en capacidad de adaptarse a la estructura que les 
sea impuesta, para la obtención de estos modelos se hace necesario utilizar dos 
grupos de datos obtenidos del mismo fenómeno, un grupo de datos para la 
identificación de parámetros y otro grupo para validar el modelo obtenido. 
La riqueza de estos modelos recae en la capacidad de entregarle memoria al 
proceso, es decir, para poder obtener un modelo robusto se deben utilizar retardos 
en el tiempo tanto de las entradas del proceso como de las salidas para formar la 
estructura para obtener el modelo denominada regresor, en este se contienen 
todos los datos que van a ser utilizados para la identificación del proceso. 
Dentro de las estructuras arbitrarias seleccionadas por el usuario, pueden tenerse, 
modelos de regresión simple y compuesta, modelos estocásticos utilizando series 
de tiempo, ARMA, AR, ARX, ARMAX,y los modelos obtenidos a través de técnicas 
de inteligencia artificial, redes neuronales, sistemas expertos, algoritmos 
genéticos. 
 
2.3.1. MODELOS DE REGRESIÓN 
Los modelos de regresión, tanto simple como compuesta, permiten evaluar la 
relación entre una variable de interés denominada variable dependiente, con 
respecto a otra variable o un conjunto de variables denominadas independientes. 
Dentro de la utilidad de estos modelos se tiene que permite evaluar cómo se ve 
afectado el comportamiento de la variable de interés con respecto a las 
variaciones de las demás variables con fines explicativos o estimar el valor futuro 
de la variable de interés con fines predictivos. Para la identificación de estos 
modelos se utilizan métodos como el de mínimos cuadrados. 
 = , , … ,  =   +  + ⋯ +  
Ecuación 2. Representación General de un Modelo de Regresión. 
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2.3.2. MODELOS BASADOS EN SERIES DE TIEMPO 
Los modelos basados en series de tiempo utilizan datos de la misma variable 
espaciados por un tiempo de muestreo determinado, para el enriquecimiento de 
estos modelos se utilizan retardos temporales de la variable deseada. Este tipo de 
modelos están descritos únicamente por la variable de interés del proceso, 
usualmente la salida de relevancia. Dentro de estos modelos se destacan Auto 
Regresivos de Media Móvil o ARMA, estos son modelos básicos mediante los 
cuales se pueden definir otros modelos más complejos, como los modelos ARIMA 
y los modelos de Transferencia, capaces de describir adecuadamente muchas 
clases de fenómenos en varias áreas. Se denominan también “modelos de caja 
negra”, debido a que sirven para modelar señales para las cuales no se especifica 
un modelo determinado. (Giraldo, 2006) 
 =  +   + ⋯ + ! ! + "#  + ⋯ + "$# $ 
Ecuación 3. Representación General de un Modelo en Series de Tiempo. 
 
2.3.3. MODELOS DEFINIDOS POR TÉCNICAS DE 
INTELIGENCIA ARTIFICIAL 
Los mecanismos propuestos dentro del paradigma de la inteligencia artificial son 
de amplia utilidad en las diferentes ramas de la ingeniería. Dentro del modelado y 
control de procesos permiten definir estructuras de modelos de entrada salida 
cuya respuesta eses de obtención inmediata. Estas estructuras son igualmente 
enriquecidas como las anteriores debido a la posibilidad de darles memoria a 
través de la selección del regresor. 
  
2.3.3.1. REDES NEURONALES ARTIFICIALES 
Es un modelo matemático inspirado en el comportamiento biológico de las 
neuronas y en la estructura del cerebro. Están constituidas por elementos que se 
comportan como una neurona biológica en sus funciones más comunes y se 
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estructuran de forma similar a como lo hacen en el interior del cerebro. Dentro de 
las características de las redes neuronales artificiales se tienen, la capacidad de 
aprendizaje pues adquieren el conocimiento a través de la experiencia, la 
capacidad de generalizar pueden presentar salidas consistentes a pequeñas 
variaciones de las entradas, y la capacidad de abstracción ciertas estructuras 
pueden capturar la información útil de un grupo de entradas. Se utilizan como 
métodos para resolver problemas de manera individual o combinado con otras 
metodologías propias de la inteligencia artificial.  
 
 
Figura 2. Estructura de una Neurona Artificial. 
 
 
Figura 3. Estructura de una Red Neuronal Artificial. 
Las redes neuronales iteran en el entrenamiento, dependiendo del método de 
aprendizaje, para adaptar sus pesos neuronales con el fin de explicar los datos 
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que está representando. La efectividad de una rede neuronal artificial no recae 
únicamente en la estructura de la neurona, sino en la forma como las neuronas se 
conectan unas con otras. 
 
2.3.3.2. SISTEMAS EXPERTOS 
El término sistema experto se refiere a un software que imita el comportamiento de 
un experto humano en la solución de un problema en un campo particular. Un 
sistema experto puede almacenar conocimiento proporcionados por expertos 
sobre un campo determinado y solucionar un problema mediante la deducción 
lógica de conclusiones. El objetivo de un sistema experto es igualar el 
comportamiento de los expertos humanos. (Moreno Álvarez, 2004) 
Un sistema experto debe estar en la capacidad de procesar y memorizar 
información, aprender y razonar en situaciones deterministas e inciertas, 
comunicarse con usuarios reales y con otros sistemas expertos, tomar decisiones 
y dar explicación a estas. 
 
2.3.3.3. ALGORITMOS GENÉTICOS 
Los algoritmos genéticos son algoritmos de búsqueda basados en la mecánica de 
selección natural y la genética natural. Combinan la supervivencia del más apto 
entre estructuras de secuencias con un intercambio de información estructurado, 
aunque aleatorizado, para constituir así un algoritmo de búsqueda que tanga algo 
de las generalidades de las búsquedas humanas. (Goldberg, 1989) 
Se contemplan funciones básicas determinadas por las teorías de la evolución de 
los seres vivos descritos por Charles Darwin, dentro de los algoritmos genéticos se 
trabaja desde una población inicial que pasará por mecanismos de selección, 
recombinación o cruce, mutación inserción y recombinación a través de una 
función objetivo que indicará cuál es el elemento más apto a pasar a una siguiente 
generación. 
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Figura 4. Mecanismo de Funcionamiento de un Algoritmo Genético Simple. 
 
2.4. MODELOS CAJA GRIS O SEMIFÍSICOS 
Los modelos caja gris pretenden tomar las ventajas que aportan las otras dos 
familias, de los modelos caja blanca pueden copiar la estructura y la capacidad de 
interpretación del fenómeno trabajado basándola en la obtención de ecuaciones a 
través del uso de balances de materia y energía, y de los modelos caja negra, 
copian la facilidad de uso e implementación. Dentro de esta familia se pueden 
incluir los modelos semifísicos de base fenomenológica y los modelos semifísicos 
de base empírica. 
 
2.4.1. MODELOS SEMIFÍSICOS DE BASE 
FENOMENOLÓGICA 
Estos modelos poseen estructuras definidas por las ecuaciones obtenidas a través 
de las ecuaciones de balance, energía y cantidad de movimiento, pero que para la 
obtención de sus parámetros implementan estructuras impuestas a datos que 
describen el comportamiento del parámetro de interés. 
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2.4.2. MODELOS SEMIFÍSICOS DE BASE EMPÍRICA 
Estos modelos poseen una estructura impuesta por el usuario pero utilizan 
modelos fenomenológicos para acotarla con lo cual puede darle la capacidad de 
explicación de los fenómenos propia de los modelos caja blanca. Dentro de estos 
modelos es posible incluir los sistemas de inferencia borrosa, ya que existen 
estudios que demuestran, que estos pueden copiar la dinámica y el 
comportamiento del fenómeno a través de los conjuntos de reglas que conforman 
el sistema borroso. (Alvarez Zapata, 2000) 
 
2.4.3. SISTEMAS DE INFERENCIA BORROSA (SIB) 
Los sistemas de inferencia borrosa son una de las metodologías desarrolladas 
dentro del paradigma de la Inteligencia Artificial que basan su estructura en la 
forma en la cual se apropia el lenguaje a la comunicación de los seres humanos. 
La lógica borrosa, base de los sistemas de inferencia borrosa, se fundamente en 
que las variables de procesos y los acontecimientos cotidianos no son de 
naturaleza dicotómica, es decir, no toman valores de tipo 0 – 1, existe – no existe, 
verdadero – falso, sino que se mueven dentro de un espectro dentro de los cuales 
se pueden considerar los valores intermedios de las variables. 
La eficiencia de los sistemas de inferencia borrosa radica en la capacidad de 
obtener valores racionales de componentes resultados adecuados a partir de 
datos vagos o inciertos dentro de los cuales se almacena todo el conocimiento de 
una experiencia o un proceso. Los sistemas de inferencia borrosa para su 
identificación poseen tres elementos esenciales, los antecedentes en los que se 
almacenan los conjuntos de entrada al sistema de inferencia y dentro de los 
cuales se utilizan operaciones lógicas como unión, intersección y negación, los 
consecuentes que contienen las respuestas al sistema de inferencia o conjuntos 
de salida y las reglas de asociación, las cuales comunican y mezclan los 
antecedentes para obtener un consecuente. Además dentro de la estructura del 
sistema de inferencia borrosa se deben tener en cuenta los siguientes módulos: 
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Figura 5. Estructura de un Sistema de Inferencia Borrosa. 
• Módulo de Difuminación: tiene como objetivo convertir los valores reales en 
valores difusos, en este módulo se asignan grados de pertenencia a cada 
una de las variables de entrada con relación a los conjuntos difusos 
previamente definidos. 
• Base de Conocimiento: contiene el conocimiento asociado con el dominio 
de la aplicación y los objetivos del sistema de inferencia, en este módulo se 
definen las reglas de asociación. 
• Módulo de Inferencia: en este módulo se relacionan los conjuntos de 
entrada con los de salida para representar las reglas de inferencia definidas 
en la base de conocimiento. 
• Módulo de Concreción: convierte los valores difusos en valores reales para 
su utilización utilizando métodos matemáticos según el tipo de SIB que se 
esté implementando. 
• Base de Datos: Almacena los datos de entrada y salida en valores reales 
que van a ser utilizados para la identificación del sistema de inferencia 
borrosa. 
Las reglas de asociación en un sistema de inferencia borrosa están dadas por la 
siguiente estructura: 

: & '()*)+)'() 	 ,'-)*.)'() 
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Ecuación 4. Representación General de una Regla de Asociación. 
Es posible diferenciar los sistemas de inferencia borrosa según la forma como se 
conforman sus reglas de asociación, dentro de los que se pueden diferenciar los 
SIB lingüísticos, los SIB relacionales y los SIB tipo Takagi - Sugeno. 
 
2.4.3.1. SISTEMA DE INFERENCIA BORROSA 
LINGÜÍSTICO (MAMDANI) 
La característica especial de los sistemas de inferencia borrosa lingüísticos es que 
los conjuntos difusos son apropiados según el lenguaje de los seres humanos, y 
utilizan relaciones geométricas para encontrar el valor específico de la variable 
trabajada. 
Las reglas de asociación propias de un SIB tipo lingüístico se describen como 
siguen: 

/: &  )- /  0  )- /  0 … 0  )- /  )'(,'*)- 0 )- 1/ 
Ecuación 5. Regla de Asociación de un SIB Lingüístico. 
En estos tipos de SIB los conjuntos difusos que determinan tanto a antecedente 
como consecuente tienen expresiones como alta, media y baja para determinar la 
vaguedad de las variables que describen el proceso que se está trabajando. 
Poseen conjuntos de referencia borrosos, las funciones de pertenencia de las 
variables a los conjuntos borrosos se definen en la base de datos a través de 
mecanismos de parametrización o por medio de tablas de datos, en la base de 
conocimiento se almacenan las reglas de asociación y la base de datos, el mapeo 
entre variables de entrada y salida se obtiene a través de mecanismos de 
inferencia y reglas basadas en la geometría. 
La estructura de un SIB lingüístico considera un amplio espectro de grados de 
libertad, la estructura de las reglas, el número y definición de conjuntos borrosos y 
la selección de los mecanismos de inferencia. 
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Los SIB lingüísticos tienen problemas a la hora de actuar con procesos que 
poseen muchas variables de entrada debido a que el modelo no tendría una 
eficiencia computacional utilizable, por tanto, cuando se quiere implementar un 
SIB de este tipo se debe implementar un mecanismo de jerarquización de 
variables de modo tal que se mantenga la interpretación lingüística de cada uno de 
los SIB que describan la interacción entre las entradas y cada una de las salidas. 
 
2.4.3.2. SISTEMA DE INFERENCIA BORROSA 
RELACIONAL (PEDRYCZ) 
Este tipo de SIB realiza un mapeo desde los conjuntos borrosos de entrada hacia 
los conjuntos borrosos de salida utilizando una relación borrosa 
2 que es 
equivalente a una base de reglas con antecedente multivariable enlazados por 
operadores conjuntivos. Cada regla incluye todos los posibles conjuntos 
consecuentes, cada uno con peso diferente, sin cambiar los conjuntos borrosos de 
referencia. 
El uso de SIB relacionales en aplicaciones propias del control es limitante debido a 
que estos están diseñados para operar con procesos de pocas variables debido a 
su alto consumo computacional al tener que crear todas las posibles reglas de 
asociación entre cada antecedente para cada consecuente, además, no existe un 
mecanismo simple para derivar la salida óptima del modelo para introducirla en el 
controlador. 
 
2.4.3.3. SISTEMA DE INFERENCIA BORROSA TAKAGI – 
SUGENO 
Estos tipos de SIB, al igual que los lingüísticos, implementan reglas en el 
antecedente que describen regiones borrosas para el conjunto de entrada, la 
diferencia radica en la implementación de funciones matemáticas en las reglas del 
consecuente asociadas a las entradas del modelo trabajado. 
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/ : &  ) /  )'(,'*)- 0/ = / 
Ecuación 6. Representación de una Regla de Asociación para un SIB TS. 
Las funciones vectoriales / son usualmente seleccionadas de tipo afín, es 
decir, / = 3/4 + 5/ donde 3/ es un vector de parámetros y 5/ es un escalar 
propio de la regla 
/. La salida de cada SIB tipo Takagi – Sugeno (SIB TS) se 
calcula como un promedio ponderado de las contribuciones de cada una de las 
reglas generadas. 
0 =  6 789 ∗ 3/4 + 5/
;
/<  
Ecuación 7. Salida de un SIB TS. 
Donde 789 son los factores de pertenencia normalizados. 
La posibilidad de generar funciones matemáticas directas en la salida del módulo 
de concreción, hace que los SIB TS sean ampliamente utilizados en la 
implementación de modelos de procesos, pues entrega en concreto las variables 
de salida como un mapeo de las variables de entrada. Además presentan una 
eficiencia computacional alta en comparación con otras metodologías de 
identificación y/o modelado de procesos (Isaza Hurtado, 2012). 
La complejidad de implementación de los sistemas de inferencia borrosa está 
sujeta, además de la generación de las reglas de asociación, a los conjuntos 
borrosos conformados por el regresor con el que se pretende identificar el modelo. 
Los sistemas de inferencia borrosa permiten entonces el uso de dos tipos 
diferentes de conjuntos borrosos, unidimiensionales y multidimensionales. Los SIB 
que implementan conjuntos borrosos unidimensionales (CBUD) obligan al usuario 
a definir el tipo de función de pertenencia de los datos y el número de particiones 
para cada entrada que conforma al regresor, esto se consigue con alto 
conocimiento del proceso generando una alta carga computacional y una alta 
injerencia del usuario en la identificación del modelo. Los SIB que implementan 
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conjuntos borrosos multidimensionales (CBMD) generan una partición del espacio 
de estados completo en clústeres utilizando métodos de distancia a centros 
definidos con algoritmos de agrupamiento borroso, lo cual genera una disminución 
de carga computacional, hace una disminución significativa de las reglas de 
asociación y genera una baja incertidumbre a la hora de utilizar el modelo 
identificado con respecto a la planta real. 
Por lo anterior el uso de un SIB tipo Takagi – Sugeno (TS) que implemente 
conjuntos borrosos multidimensionales (CBMD) genera un modelo que es capaza 
de hacer un mapeo total de las dinámicas propias del proceso trabajado dándole 
la capacidad de explicar el fenómeno trabajado y disminuyendo la carga 
computacional debido a la disminución considerable de las reglas de inferencia y 
la implementación de un mecanismo de concreción directo para la salida. 
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CAPÍTULO 3. 
3. MECANISMOS DE CONTROL DE PROCESOS 
INDUSTRIALES 
En este capítulo se plantea al lector cómo es la estructura de un sistema de 
control, la existencia de una división taxonómica de los diferentes algoritmos de 
control que se encuentran en la literatura y el funcionamiento de una estructura de 
control avanzada dentro de la cual es posible implementar un modelo definido a 
través de un SIB TS para mejorar su efectividad. 
 
3.1. INTRODUCCIÓN 
Un sistema de control hace referencia a una estructura externa que es adicionada 
a un proceso para permitir que la o las salidas (o estados) del proceso sigan una 
trayectoria de referencia o se mantengan en un rango definido de valores. 
(Alvarez, Correa, & Lamanna, 2002) 
Un sistema de control puede ser representado de la siguiente forma: 
 
 
Figura 6. Estructura de un Sistema de Control. 
 
En esta estructura se presentan los elementos propios de un lazo de control, el 
primero es el controlador, el cual está encargado de calcular las acciones para la 
manipular las entradas al proceso y llevar las variables de salida al punto de 
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operación deseado, el actuador, que es el elemento real que afecta los flujos de 
entrada a través de las señales de control enviadas desde el controlador, el 
proceso, que es la planta real o una abstracción matemática de la misma en 
donde suceden las interacciones de materia y energía y entregan las variables de 
salida y por último, el sensor, que puede ser real o una aplicación de software 
encargada de hacer las mediciones del proceso y enviarlas al controlador. 
Existen diversas formas para realizar una clasificación de los sistemas de control, 
tomando en cuenta las condiciones que deben existir para que el objetivo del 
sistema de control se cumpla, los criterios se dan según: 
• El Mecanismo de Interacción: hace referencia a la forma en cómo se toma 
la información y cómo es su acción sobre el proceso para que se cumpla la 
lógica apropiada para generar el control. Según esta condición es posible 
realizar las siguientes clasificaciones: 
o Control monovariable y control multivaraible. 
o Control en lazo abierto y control en lazo cerrado. 
o Control de lazo simple y control de lazos múltiples. 
• La Cantidad y Calidad de la Información: hace referencia a la validez y 
cantidad de los datos que entreguen una información adecuada para el 
diseño y comportamiento del lazo de control. Según esta condición se 
puede clasificar de la siguiente forma: 
o Control prealimentado 
o Control realimentado  
o Control combinado. 
• El Algoritmo de Control: hace referencia a la manipulación de la información 
proveniente del proceso. Según este criterio se haría la clasificación de la 
siguiente forma: 
o Control lineal y control no lineal. 
o Control fijo, control adaptable y control con aprendizaje. 
o Control determinístico, control estocástico y control de sistemas 
caóticos. 
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o Control entrada – salida y control en el espacio de estados. 
La condición que permite una clasificación sin que se presenten ambigüedades es 
la cantidad y calidad de la información, ya que esta se debe a mediciones directas 
sobre el proceso y conocimiento previo sobre el mismo. (Alvarez, Correa, & 
Lamanna, 2002)
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Figura 7. Esquema de la Taxonomía de Sistemas de Control. 
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3.2. TIPOS DE SISTEMAS DE CONTROL 
3.2.1. SISTEMAS DE CONTROL LINEAL 
Un sistema es lineal si cumple las propiedades de homogeneidad, aditividad 
(principio de superposición) y si sus parámetros no presentan variaciones en el 
tiempo. Los sistemas de control lineales trabajan bajo la premisa que todos los 
elementos del sistema de control poseen un comportamiento lineal. 
 
3.2.2. SISTEMAS DE CONTROL NO LINEAL 
Un sistema es no lineal si no cumple por lo menos una de las propiedades de 
sistemas lineales. Los sistemas de control no lineales son lazos en los que por lo 
menos uno de los elementos del sistema de control es no lineal. 
 
3.2.3. SISTEMAS DE CONTROL PREALIMENTADO 
Los sistemas de control prealimentado anticipan la existencia de las 
perturbaciones, y generan acciones de control a través de la medición de estas. 
Estos sistemas de control consideren una baja incertidumbre frente al 
comportamiento del proceso, por tanto, es posible realizar un cálculo de la acción 
de control en función de un cálculo previo del valor deseado de la salida del 
proceso. 
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Figura 8. Esquema de un Sistema de Control Prealimentado. 
 
Estos sistemas de control requieren un modelo del proceso real lo suficientemente 
preciso, ya que la acción de control se calcula a través de este. 
 
3.2.4. SISTEMA DE CONTROL REALIMENTADO 
Los sistemas de control realimentado trabajan a través de la desviación del error 
entre la salida y el valor deseado de la misma. Estos sistemas de control 
consideran una alta incertidumbre frente al comportamiento del proceso, la acción 
de control se calcula de forma reactiva cuando la desviación del error aparece, es 
por esto que para que este sistema funcione, se debe generar un cambio en la 
salida. 
 
Figura 9. Esquema de un Sistema de Control Realimentado. 
39 
 
Dentro de estos tipos de controladores se destaca el tipo PID, estos controladores 
funcionan a través de la aplicación a la desviación del error acciones de control 
Proporcional, Integral y Derivativa o una combinación de las mismas: 
o Acción de Control Proporcional (P), genera una acción proporcional al error 
entre la referencia y la salida como acción de control al proceso, esta 
acción genera un desempeño limitado del controlador y un régimen de 
estado estacionario. 
o Acción de Control Integral (I), genera una acción de control proporcional al 
error acumulado generando una acción lenta sobre el proceso pero 
asegurando un error en estado estacionario igual a 0. 
o Acción de control Derivativa (D), genera una acción de control al cambio del 
error en el tiempo generando un carácter de previsión haciendo que la 
operación del mecanismo de control se acelere, aunque una mala sintonía 
de esta variable puede generar inestabilidad del proceso. 
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Ecuación 8. Acción de Control para un Controlador tipo PID. 
Este tipo de controladores es ampliamente utilizado en la industria, debido a su 
facilidad de implementación, la existencia de muchos métodos de sintonía y su 
alto estudio en la academia. 
 
3.2.5. SISTEMA DE CONTROL COMBINADO 
Los sistemas de control combinado toman información de la incertidumbre y de la 
desviación de la salida para calcular las acciones de control. Los sistemas 
combinados consideran una incertidumbre de carácter medio frente al proceso. 
Utilizan métodos de optimización para la obtención y ejecución de la mejor acción 
de control utilizando un modelo lo suficientemente preciso del proceso real. 
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Figura 10. Esquema de un Sistema de Control Combinado. 
 
Dentro de los sistemas de control combinado se han estado trabajando en la 
implementación de estructuras avanzadas de control denominadas Sistemas de 
Control Predictivo Basado en Modelo, estas estructuras han presentado resultados 
satisfactorios en procesos reales y han surgido publicaciones mostrando la forma 
en la que puede ajustarse su algoritmo para mejorar su rendimiento. 
 
3.2.6. SISTEMAS DE CONTROL PREDICTIVO BASADO 
EN MODELO. 
Estos son sistemas de control que suponen una combinación de acciones de 
control pre – alimentadas y realimentadas para poder calcular las acciones de 
control necesarias para llevar a cabo una operación deseada del proceso 
trabajado. 
Un sistema de control predictivo basado en modelo se puede definir como un 
método de control en el que se obtiene una ley de control factible al minimizar una 
función objetivo que contiene los criterios de funcionamiento deseados del 
proceso. Para poder realizar la optimización de la función objetivo, se utilizan las 
mediciones del proceso y las predicciones realizadas a través de un modelo 
apropiado del proceso con el fin de garantizar estabilidad del proceso y 
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desempeño aún bajo la existencia de restricciones de operación, económicas y 
medioambientales. 
Un sistema de CPBM tiene las siguientes características: 
• Uso explícito de un modelo para realizar las predicciones de las salidas 
del proceso en futuros instantes (horizonte). 
• Cálculo de las señales de control minimizando una cierta función objetivo. 
• Estrategia deslizante, de forma que en cada instante el horizonte se va 
desplazando hacia el futuro, lo que implica aplicar la primera señal de 
control en cada instante y desechar el resto, repitiendo el cálculo en cada 
instante de muestreo. 
A continuación se presenta entonces una gráfica en la que se muestra la 
estructura de un sistema de control predictivo basado en modelo. 
 
 
Figura 11. Estructura de un CPBM. 
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Los sistemas de control predictivo basado en modelo se dividen en lineales y no 
lineales, donde este factor se asocia al modelo de predicción utilizado dentro del 
controlador. 
 
3.2.6.1. SISTEMAS DE CONTROL PREDICTIVO LINEAL 
BASADO EN MODELO 
En estos sistemas de control se deben cumplir las siguientes condiciones, el 
modelo de predicción es lineal, no existen restricciones sobre las variables o 
estados del proceso, el funcional de costo es cuadrático. 
Los sistemas de control predictivo lineal son ampliamente tratados en la literatura 
para diversas aplicaciones, por lo que se considera un tema muy bien 
fundamentado en el que se pueden garantizar condiciones de estabilidad, 
optimalidad y factibilidad de las acciones de control. 
 
3.2.6.2. SISTEMAS DE CONTROL PREDICTIVO NO 
LINEAL BASADO EN MODELO 
Estos tipos de sistemas suponen en su estructura el uso de modelos no lineales 
para efectuar la predicción de las acciones de control que van a ser minimizadas a 
través del optimizador. Además, se generan restricciones en el proceso lo que 
puede generar no linealidades asociadas a saturaciones en los estados. 
Este tipo de control predictivo basado en modelo se requiere el uso de métodos 
iterativos para encontrar la solución del controlador y los valores óptimos. Estos 
problemas no son convexos por lo que no se tiene bien establecida la estabilidad 
ni la mejor solución numérica para solucionarlos. 
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3.2.6.3. ALGORITMIA DE IMPLANTACIÓN 
El algoritmo de control en este tipo de sistemas de control se encuentra definido 
principalmente por dos factores. El primero es el tipo de modelo que se está 
utilizando para realizar las predicciones de las acciones de control y de los 
estados del proceso y el tipo de optimizador que se implementa para el hallazgo 
de las acciones de control óptimas que van a modificar los flujos que ingresan al 
proceso. 
A continuación se muestran las posibles variaciones de estos dos factores para la 
obtención de diferentes sistemas de control. 
 
3.2.6.4. TIPOS DE MODELOS UTILIZADOS PARA LA 
PREDICCIÓN 
En el tipo de modelo que se utiliza para realizar la predicción se pueden encontrar 
dos vertientes, los grupos de investigación que utilizan modelos caja gris, que 
proponen una mezcla entre fenomenología y empirismo proponiendo los modelos 
semifísicos de base fenomenológica, y los que utilizan modelos empíricos 
proponiendo las metodologías propias de la inteligencia artificial. 
 
3.2.6.4.1. USO DE MODELO SEMIFÍSICO DE BASE 
FENOMENOLÓGICA, CAJA GRIS 
Estos sistemas de control utilizan como modelo de predicción ecuaciones 
matemáticas basadas en la fenomenología del proceso que se está trabajando. 
Estas ecuaciones matemáticas definen la estructura del modelo que se va a 
implantar dentro del controlador para realizar las predicciones necesarias, las 
ecuaciones son ecuaciones diferenciales, ordinarias o parciales, que se obtienen a 
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través de la formulación de balances de materia, energía y cantidad de 
movimiento y ecuaciones de transferencia. 
La no linealidad en estos modelos se presenta debido a la interacción entre las 
ecuaciones de balance que representan la estructura del modelo trabajado, ya que 
el acople de estas se presenta a través de funciones no lineales como el producto, 
división, funciones matemáticas no lineales dentro de las que se encuentran 
variables de estado y entradas. 
La dificultad que tienen estos modelos para la implantación dentro de un control 
predictivo basado en modelo, es el consumo computacional debido a la necesidad 
de integrar un método iterativo que sea capaz de resolver ecuaciones diferenciales 
parciales u ordinarias. 
 
3.2.6.4.2. USO DE MODELOS EMPÍRICOS BASADOS 
EN TÉCNICAS DE INTELIGENCIA ARTIFICIAL, 
CAJA NEGRA. 
Estos sistemas de control utilizan modelos para la predicción basados en los datos 
proporcionados desde los sistemas de adquisición que se encuentren instalados 
en el proceso productivo (SCADA). 
Dentro de estos modelos podemos encontrar modelos basados en redes 
neuronales artificiales, estas estructuras, con un buen entrenamiento son capaces 
de adaptarse a los datos que se están ingresando y dan buenos resultados en 
validación, aunque no entregan información sobre el fenómeno trabajado, algo que 
es de interés a la hora de desarrollar sistemas de control.Otro tipo de  modelos 
basados en técnicas de inteligencia artificial, son los modelos basados en 
sistemas de inferencia borrosa al implementarlos dentro de cualquier arquitectura 
de modelado o control, se quiere permitir cierta incertidumbre evitando la 
utilización de valores exactos. El uso de estos sistemas de inferencia borrosa 
como modelo de predicción, entregan una herramienta de análisis más amplia que 
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las redes neuronales artificiales, pues estos tienen capacidad de copiar la 
fenomenología inmersa en los datos. 
 
 
3.2.6.5. MÉTODO DE OPTIMIZACIÓN 
El método de optimización o el optimizador es la otra parte que define la 
arquitectura del controlador CPNBM, pues este es el encargado de minimizar las 
acciones de control predichas y entregar al proceso la acción óptima que se utilice 
para llevar la planta a operación deseada. Para realizar la optimización, se pueden 
utilizar diversos tipos de técnicas exactas o heurísticas para encontrar la tira 
óptima de acciones de control. 
 
3.2.6.5.1. OPTIMIZACIÓN POR PROGRAMACIÓN 
MATEMÁTICA NO LINEAL (NLP) 
Este método sugiere la solución de un sistema de igualdades y desigualdades que 
representan un conjunto de restricciones. La función objetivo o las restricciones 
formuladas son funciones no lineales. El funcional de costo es entonces una 
formulación cuadrática que penaliza la desviación de la salida respecto a la 
referencia y le variación de las entradas. 
 
3.2.6.5.2. OPTIMIZACIÓN POR ENUMERACIÓN 
RESTRINGIDA (OER) 
Con este tipo de optimización se quiere explorar todo el rango posible de las 
acciones o señales de control de acuerdo al número de políticas que el controlador 
predictivo basado en modelo debe generar. Teniendo en cuenta que un aumento 
en el horizonte de control, aumenta las posibles combinaciones de señales de 
control y puede causar un aumento en la carga computacional. Además con este 
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tipo de optimización se quiere mantener vigilancia sobre las acciones de control, 
manteniéndolas en un rango de operación menor a medida que esta alcanza el 
valor de operación deseado. 
 
3.2.6.5.3. OPTIMIZACIÓN UTILIZANDO LA TÉCNICA 
DE ALGORITMOS GENÉTICOS 
Los algoritmos genéticos son una técnica de optimización aportada por las 
metodologías de la inteligencia artificial. Estos métodos trabajan sobre la forma en 
la cual los seres vivos evolucionaron, presentando entonces métodos de selección 
natural por aptitud y de mezcla genética a través de cruce entre padres o 
mutaciones. Para implementar un algoritmo genético como método de 
optimización se determina de manera aleatoria la población inicial que ingresa al 
algoritmo, a esta se le aplican diversos operadores genéticos con lo que se 
encuentra el valor óptimo. 
 
3.2.6.5.4. OPTIMIZACIÓN UTILIZANDO EL MÉTODO 
DE NEWTON-RAPHSON 
El método de Newton-Raphson es un método de minimización en el que la 
convergencia del método no es garantizada, pero en el caso en el cual sea 
garantizada, el funcional de costo es cuadrático con lo que se garantiza una alta 
velocidad al realizar la minimización. Con este método lo que se quiere es 
encontrar el valor en el cual el jacobiano se hace mínimo, el método para de iterar 
cuando la variación en las acciones de control óptimas se aproxima a un umbral 
determinado. 
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3.3. CONTROLADOR PREDICTIVO NO LINEAL BASADO EN 
MODELO BORROSO UTILIZANDO CONJUNTOS 
BORROSOS MULTIDIMENSIONALES 
Para el desarrollo del aplicativo se pretende la implementación de un sistema de 
control predictivo no lineal basado en modelo borroso cuyos conjuntos borrosos 
sean de tipo multidimensional. 
 
Figura 12. Estructura de un CPNBM usando SIB TS con CBMD. 
Para obtener el modelo borroso, se pueden utilizar datos propios del proceso real 
que desea ser controlado o la información generada a través de la simulación de 
un modelo en ecuaciones diferenciales que entreguen valores de entradas y 
salidas con lo que se genere el regresor que va a ser utilizado para la 
identificación del SIB. 
Dicho SIB entregará los centros y ponderadores del modelo identificado con los 
cuales se realizará el mapeo de las salidas para realizar la predicción de los 
estados. A continuación se presentará el mecanismo de funcionamiento del 
algoritmo de control (Isaza Hurtado, 2012). 
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Figura 13. Algoritmo de un CPNLBM con SIB TS y CBMD. 
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CAPÍTULO 4. 
4. MECANISMOS DE DISEÑO DE SOFTWARE 
 
Es en este capítulo se presenta al lector cuál es el objetivo de utilizar una 
herramienta estructurada para la obtención de las plataformas de software, 
además, de algunos de los diferentes mecanismos existentes para lograrlo y una 
explicación a fondo del UNC – Método (Método de la Universidad Nacional de 
Colombia), el cual fue utilizado para obtener la plataforma objetivo de este trabajo. 
4.1. INTRODUCCIÓN 
 
Mediante la combinación de métodos completos para todas las fases de desarrollo 
de software, mejores herramientas para automatizar estos métodos, bloques de 
construcción más potentes para la implementación del software, mejores técnicas 
para la garantía de calidad del software y una filosofía predominante para la 
coordinación, control y gestión, puede conseguirse una disciplina para el 
desarrollo del software: Ingeniería del software. 
La ingeniería de software cubre tres elementos claves que facilitan al gestor 
controlar el proceso de desarrollo de software y suministrar las bases para 
construir software de alta calidad de una forma productiva: 
o Los métodos indican cómo construir técnicamente el software. Estos 
métodos abarcan tareas que incluyen planificación y estimación de 
proyectos, análisis de los requisitos del sistema y del software, diseño de 
estructuras de datos, arquitectura de programas y procedimientos 
algorítmicos, codificación, prueba y mantenimiento. 
o Las herramientas suministran un soporte automático o semiautomático para 
los métodos. Cuando se integran las herramientas de forma que la 
información creada por una herramienta pueda ser usada por otra. 
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o Los procedimientos unen los métodos y las herramientas, y facilita un 
desarrollo racional y oportuno. Definen la secuencia en la que se aplican los 
métodos, las entregas (documentos, informes, formas, etc.) que se 
requieren, los controles para asegurar la calidad y coordinar los cambios, y 
las directrices que ayudan a los gestores de software a evaluar el progreso. 
El objetivo más importante es entregar las funciones requeridas por el usuario 
(Satisfaga una especificación funcional dada). 
Pero además para lograr esto deben considerarse los aspectos de rendimiento, 
cuán rápido permitirá el diseño realizar el trabajo dado un recurso particular de 
hardware. Es decir que contemple las limitaciones del medio donde será 
implementado el sistema, y alcance los requerimientos de performance y uso de 
recursos. Control, protección contra errores humanos, máquinas defectuosas, o 
daños intencionales. Adaptabilidad, facilidad con la cual el diseño permite 
modificar el sistema. 
Generalmente estos tres factores trabajan unos contra otros, un sistema con 
muchos controles tenderá a degradar su rendimiento, un sistema diseñado para 
un alto rendimiento solo podrá ser cambiado con dificultad. 
Un desarrollo de software además deberá satisfacer criterios de diseño sobre la 
forma interna y externa del producto obtenido. Satisfacer restricciones sobre el 
proceso de diseño en sí mismo, tales como su tiempo o costo, o las herramientas 
disponibles para hacer el diseño. 
Una vez establecidos los requisitos del sistema, el diseño es la primera de tres 
actividades técnicas (diseño, codificación y prueba). Cada actividad transforma la 
información de forma que finalmente se obtiene un software para computadora 
validado. (Alfaro, 2006) 
Dentro de las técnicas para desarrollar diseños de software se tienen los 
siguientes:
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MECANISMOS DE DISEÑO DE SOFTWARE
DIESÑO FUNCIONAL 
ASCENDENTE
DISEÑO CON 
ABSTRACCIONES
TÉCNICA DE 
REFINAMIENTO 
PROGRESIVO
TÉCNICA DE 
PROGRAMACIÓN 
ESTRUCTURADA DE 
JACKSON
TÉCNICA DE DISEÑO 
ESTRUCTURAL DE 
YOURDON
DESCOMPOSICIÓN 
MODULAR CON 
ABSTRACIONES
DISEÑO ORIENTADO 
A OBJETOS
MÉTODO ABBOT
MÉTODO DE LA 
UNIVERSIDAD 
NACIONAL DE 
COLOMBIA (UNC - 
MÉTODO)
 
Figura 14. Mecanismos para el diseño de Software. 
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4.2. DISEÑO FUNCIONAL DESCENDENTE 
 
4.2.1. TÉCNICA DE REFINAMIENTO PROGRESIVO 
Aplicación, a la fase de diseño, del concepto de refinamientos sucesivos. Consiste 
en plantear la aplicación como única operación global, e irla descomponiendo en 
operaciones más sencillas, detalladas y específicas. En cada nivel de 
refinamiento, las operaciones  identificadas se asignan a módulos separados. La 
construcción de programas mediante refinamientos sucesivos proviene de la 
metodología de programación estructurada. Esta metodología de programación 
consiste en la utilización sólo de estructuras de control claras y sencillas, con 
esquemas de ejecución con un único punto de inicio y un único punto final. 
 
4.2.2. TÉCNICA DE PROGRAMACIÓN ESTRUCTURADA 
DE JACKSON 
Aplicación, a la fase de diseño, de la  metodología de programación estructurada. 
Esta metodología de programación consiste en la utilización sólo de estructuras de 
control claras y sencillas, con esquemas de ejecución con un único punto de inicio 
y un único punto final. Dichas estructuras son la  secuencia, la selección y la 
iteración. La técnica de Jackson consiste en construir las estructuras del programa 
de forma similar a las estructuras de los datos de entrada-salida que se manejan. 
 
4.2.3. TÉCNICA DE DISEÑO ESTRUCTURADO 
YOURDON 
Técnica de diseño complementaria del ‘análisis estructurado’ (utilización de DFD). 
Consiste en:  
o Utilización de DFD para la descripción del funcionamiento de la aplicación.  
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o Con los primeros niveles de la descomposición en DFD, se construye un 
único diagrama en el que se incluyen los procesos implicados y se 
prescinde de los elementos de almacenamiento. Es este último diagrama, 
se realiza un análisis para identificar o bien un único flujo global  (flujo de 
transformación) o bien uno o varios puntos en los que el flujo global se 
bifurca (flujo de transacción).  
o Según el patrón identificado en el análisis anterior, se construye el 
diagrama de diseño mediante la notación de los diagramas de estructura. 
Para ello, a partir de los DFD iniciales, se asignan procesos o grupos de 
procesos a los módulos de diseño y se establece una jerarquía o estructura 
de control en función del mencionado patrón identificado en el punto 
anterior (transformación o transacción). 
 
4.3. DISEÑO CON ABSTRACCIONES 
 
4.3.1. DESCOMPOSICIÓN MODULAR CON 
ABSTRACCIONES 
Consiste en dedicar módulos separados a la realización de cada tipo abstracto de 
datos y cada función importante. Se emplea la notación de los diagramas de 
bloques jerarquizados; en los que se representan las relaciones de uso y la 
jerarquía se establece de arriba hacia abajo. Se puede aplicar de forma 
descendente  o ascendente. 
 
4.3.2. MÉTODO ABBOTT 
Metodología para identificar los elementos abstractos que formarán parte del 
diseño. Las abstracciones obtenidas se  complementan y se organizan en un 
diagrama de diseño. El método se suele aplicar a las descripciones del análisis. 
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4.3.3. DISEÑO ORIENTADO A OBJETOS 
En esencia es similar al diseño con abstracciones pero, además de la relaciones 
de uso y agregación, hay que considerar la herencia y el polimorfismo. En la 
descomposición modular del sistema, cada módulo contiene la descripción de una 
clase o de varias clases de objetos relacionadas entre sí. Se suele utilizar un 
diagrama de estructura para describir la arquitectura del sistema y las relaciones 
de uso y diagramas ampliados de las clases y objetos en las que se representan 
las distintas relaciones entre los datos (herencia, polimorfismo, etc.) 
4.3.4. UNC – MÉTODO 
El método para diseño de software desarrollado en la Universidad Nacional de 
Colombia pretende sobrepasar las desventajas que se contemplan en los métodos 
de diseño que se listan antes, tales como la falta de consistencia entre los 
artefactos y el software debido a una falta de reglas precisas, la alta complejidad 
que requiere personal altamente experto para la implementación y la alta 
documentación que necesitan los métodos anteriores. 
Este método es una combinación de artefactos dirigidos a una implementación en 
la cual se genere una transición sin tropiezos desde la conceptualización, el 
método se compone de cuatro fases, contexto de software, análisis del problema, 
propuestas de solución y esquema conceptual. 
 
4.3.4.1. CONTEXTO DE SOFTWARE 
Se compone de una detallada descripción del dominio del problema, con el fin de 
generar un lenguaje común entre el usuario y el diseñador. Lo que se quiere con 
esto no es conocer cómo va a operar la solución, sino que se quiere representar el 
dominio organizativo del problema en el que se muestra un interés por el usuario 
donde se contemplan las funciones, flujos y procesos para poder empezar a 
aplicar el método. 
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4.3.4.2. ANÁLISIS DEL PROBLEMA 
El método utiliza diagramas para expresar las metas de la organización, los 
procesos y problemas, dentro de esta fase se realiza una jerarquización de las 
causas que generan el problema y plasma los objetivos que permitan alcanzar las 
metas del aplicativo de software. Existen diversos diagramas que pueden dar a 
conocer las causas que generan el problema estudiado y que permiten jerarquizar 
los objetivos y las propias causas, pero dentro de los más comunes se tiene el 
diagrama de causa – efecto o de Ishikawa. 
 
4.3.4.3. PROPUESTA DE SOLUCIÓN 
Un problema particular puede tener diferentes soluciones, el método aplica tres 
artefactos para presentar la propuesta, diagrama de proceso, presenta como es el 
flujo de la información dentro de la solución del problema, diagrama de casos de 
uso, presenta las interacciones entre los usuarios y los mecanismos 
organizacionales que presenta el problema, y diagrama de interfaz de usuario, que 
muestra la interacción del usuario con el aplicativo solución del problema. 
 
4.3.4.4. ESQUEMA CONCEPTUAL 
Es el paso final para la obtención de la solución, la solución se presenta a través 
de métodos formales como las consultas, transacciones, derivaciones, 
limitaciones, eventos y operaciones en lógica de predicados, y métodos semi 
formales como los diagramas de clases, diagramas de comunicación, diagramas 
de máquinas de estados y diagramas de secuencias. Para esto se utiliza la 
metodología de diagramación UML con el fin de presentar completamente las 
interacciones del usuario con el aplicativo de software y viceversa. 
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CAPÍTULO 5. 
5. PLATAFORMA AUTOMATIZADA DE CONTROL 
PREDICTIVO NO LINEAL BASADO EN MODELO CON 
SISTEMA DE INFERENCIA BORROSA TIPO TAKAGI – 
SUGENO CON CONJUNTOS BORROSOS 
MULTIDIMENSIONALES 
 
En este capítulo se quiere presentar toda la parte de conceptualización del 
aplicativo de software como propuesta de solución a la problemática del control de 
procesos industriales. 
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Figura 15. Pasos para el diseño de la plataforma. 
 
 
5.1. MODELO VERBAL 
Existe la necesidad en todos los procesos industriales que se tienen 
implementados en la diferentes empresas manufactureras del mundo, demantener 
las diferentes variables de los procesos en puntos o valores de control específicos, 
bien sea por optimización de tiempos, recursos o productos, todo buscando 
mantener la calidad de los productos generados y operar con la mayor eficiencia 
energética posible. 
Tanto en la teoría como en la práctica se presentan, a los ingenieros de procesos, 
diferentes tipos o algoritmos de lazos de control que pueden ser implementados 
de manera industrial según las necesidades del proceso o del producto o de la 
información que se tiene a la mano para diseñarlo.   
Debido a la eficiencia que presentan los sistemas de Control Predictivo Basados 
en Modelo (CPBM) dentro de los procesos industriales en los cuales son 
implementados, se crea la posibilidad de diseñar un aplicativo de software que 
sirva como herramienta de apoyo para los ingenieros de procesos que desean 
tener un sistema de control de este tipo en sus plantas productivas. Además, 
debido al auge de los elementos de la inteligencia artificial en los diferentes 
procesos de la cotidianidad de los problemas en ingeniería, se pretende acoplar 
una de estas técnicas para que la eficiencia de procesamiento del software se vea 
afectada de una manera positiva. 
La tarea de diseñar sistemas de control tipo CPBM, al realizarse de manera 
manual puede volverse tediosa debido a que la teoría sobre la cual se fundamenta 
estos tipos de sistemas de control tiene cálculos que pueden volverse complejos y 
que no todo ingeniero de procesos tiene el conocimiento a la mano para llevarlos a 
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cabo. Además, se requiere lograr una alta precisión por lo que generar de forma 
manual el algoritmo genera un alto riesgo de falla en el proceso. 
El aplicativo desoftware constará de tres módulos funcionales apoyados por una 
interfaz gráfica que los reúna. 
o Módulo 1 (Módulo de adquisición): este módulo será el encargado de 
obtener la información que debe ingresar el usuario para que elsoftware 
pueda realizar los cálculos programados. El usuario tendrá la oportunidad 
de ingresar la siguiente información: 
o Modelo semifísico de base fenomenológica 
o Variables de control. 
o Módulo 2 (Módulo de modelado): este módulo se encargará de realizar, con 
la información recolectada del módulo de adquisición de información 
(Módulo 1), un modelo borroso del proceso utilizando conjuntos borrosos 
multidimensionales con lo que se logrará realizar un mapeo de todas las 
dinámicas involucradas dentro de funcionamiento normal del proceso. Cabe 
aclarar que los datos de procesos recolectados a través del módulo de 
adquisición (Módulo 1) deben contener información de la completa 
excitación del sistema.  
o Módulo 3 (Módulo de control): este tercer módulo generará, utilizando el 
modelo borroso generado en el módulo de modelado (Módulo 2), el 
algoritmo de control predictivo basado en modelo que lleve, dadas unas 
condiciones deseadas de operación, el sistema a su punto de control 
deseado. 
 
5.2. MODELO DE CAUSA EFECTO O ISHIKAWA 
Mostrada la necesidad de tener sistemas de control que generen una producción 
dentro de los estándares publicados o dentro de los deseos de eficiencia que se 
presentan dentro de los procesos, existen diversas causas que generan 
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ineficiencias o malos funcionamientos dentro de los procesos, estas se verán 
reflejadas dentro del siguiente diagrama. 
 
Figura 16. Diagrama causa – efecto de la problemática. 
El problema o necesidad se centra en la falta de eficiencia en los procesos 
industriales que refleja una falta de control dentro de los mismos. Se presentan 
entonces las causas que pueden llevar a la generación de dicho problema.  
- No existencia de sistema de control. 
- Mala elección de las variables de control. 
i. Se presenta debido a un desconocimiento del funcionamiento de las 
partes o módulos que generan el proceso, o un desconocimiento de 
las variables internas del proceso. 
- Errores en el modelado del proceso. 
i. Desconocimiento de las alternativas que existen dentro de la teoría 
para generar el modelo del proceso con el cual se puede programar 
el algoritmo de control. 
ii. Fallas en la programación del modelo. 
- Mala elección del personal que manipula el proceso. 
i. El personal carece de los conocimientos necesarios para manipular 
el proceso y el sistema de control como tal. 
ii. El entrenamiento del personal no es el adecuado para conocer a 
fondo el funcionamiento del sistema implementado. 
- Fallas en las materias primas. 
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i. Problemas en las entregas de los proveedores que surten a los 
procesos de las materias primas. 
ii. Faltante de materias primas debido a una mala administración de los 
sistemas logísticos con los que se cuentan. 
iii. Problemas de calidad en las materias primas, con lo que se genere 
un detrimento en el funcionamiento normal de los procesos. 
- Mal funcionamiento en las variables de control. 
i. Selección inadecuada del algoritmo de control apropiado para el 
funcionamiento eficiente del proceso. 
ii. Instrumentación en mal estado o mal seleccionada, que genere un 
mal funcionamiento y una transmisión errada de la información. 
- Mala elección en el tipo de controlador. 
i. Desconocimiento de las alternativas existentes de implementación 
de sistemas de control. 
ii. Elección de una alternativa de controlador que interfiera en el 
correcto funcionamiento del proceso. 
iii. Falta de conocimiento en las herramientas necesarias para operar 
los sistemas de control. 
iv. Desconocimiento de la operación del sistema de control. 
 
5.3. MODELO DE PROCESO ACTUAL 
 
 
Figura 17. Diagrama de proceso actual. 
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Con las anteriores causas presentadas en el diagrama de causa efecto y el 
proceso de control mostrado en el diagrama de procesos, es posible atacar una 
gran cantidad de ellas a través del aplicativo de software que combatirá 
principalmente las falencias del personal que administra los procesos y los 
sistemas de control, pues se plantea una mínima intervención del usuario. 
 
5.4. ACTORES DE SOFTWARE 
A continuación se presentan los actores de software que mostrarán un rol activo o 
pasivo dentro de la ejecución del aplicativo. 
5.4.1. Ingeniero de Procesos 
 
ACTOR INGENIERO DE PROCESOS 
OBJETIVOS - Proporcionar la información 
necesaria para el funcionamiento 
correcto del software. 
- Validar operaciones u opciones 
del software según el 
conocimiento del proceso que se 
tenga. 
- Ingresar las variables del 
controlador. 
RESPONSABILIDADES Obtener y proporcionar información fiel 
para la correcta operación del proceso, 
datos del proceso, modelo semifísico, 
puntos de operación y variables del 
controlador. 
CAPACIDADES Modificar la información necesaria a 
través de la autenticación al software. 
INFORMACIÓN 
REQUERIDA 
- Amplio conocimiento del proceso 
trabajado. 
- Conocer las variables de control. 
- Conocer las variables 
controladas. 
- Conocer los puntos de operación 
de las variables del proceso. 
- Conocer el objetivo de control. 
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Figura 18. Tabla de Actor Ingeniero de Procesos. 
 
5.4.2. Modelado Fuzzy 
 
ROL MODELADO FUZZY 
OBJETIVOS - A través de la información 
proporcionada por el Ingeniero 
de Procesos, genera un modelo 
a través de identificación 
borrosa, utilizando un sistema de 
inferencia borrosa tipo Takagi – 
Sugeno. 
- Permitir el uso del modelo para 
implementar el sistema de 
control. 
RESPONSABILIDADES Generar el Modelo Borroso tipo Takagi 
– Sugeno 
CAPACIDADES Modificar el regresor a través de la 
interfaz con el usuario. 
INFORMACIÓN 
REQUERIDA 
- Datos de proceso. 
- Modelo semifísico de base 
fenomenológica. 
- Combinación de información. 
 
Figura 19. Tabla de Actor Modelo Fuzzy. 
 
5.4.3. Sistema de Control 
 
ROL SISTEMA DE CONTROL 
OBJETIVOS - Generar un controlador tipo 
predictivo basado en modelo no 
lineal para un proceso dado por 
el usuario. 
RESPONSABILIDADES Generar las acciones de control sobre 
el proceso trabajado. 
CAPACIDADES Presentar acciones de control sobre el 
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proceso. 
INFORMACIÓN 
REQUERIDA 
- Modelo borroso. 
- Puntos deseados de operación. 
- Variables de control. 
 
Figura 20. Tabla de Actor Sistema de Control. 
 
5.5. MODELO DE PROCESO SOLUCIÓN 
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Figura 21. Diagrama de Procesos Solución. 
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5.6. DIAGRAMA DE CASOS DE USO 
 
Figura 22. Diagrama de Casos de Uso. 
 
 
 
5.6.1. Autenticación al Software 
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Actores 
Involucrados Ingeniero de Procesos. 
Objetivos 
Asociados Ingresar al software para su operación. 
Descripción 
El usuario principal, el ingeniero de procesos, se autentica al 
software a través de una interfaz para poder modificar la 
operación del aplicativo o para ejecutar ciertas validaciones 
necesarias durante el funcionamiento del mismo.  
Precondiciones Se conoce usuario y contraseña de acceso. 
Flujos 
Alternativos No hay flujo alternativo. 
Poscondiciones Se permite el ingreso al software para modificar las opciones que sean habilitadas. 
 
Figura 23. Caso de Uso: Autenticación. 
 
5.6.2. Ingreso Variables Controlador 
 
Actores 
Involucrados Ingeniero de Procesos. 
Objetivos 
Asociados 
Ingresar las variables que necesita el controlador para 
generar las acciones de control según el proceso trabajado. 
Descripción 
El ingeniero de procesos debe indicar el valor en el que se 
deben encontrar las variables de salida deseadas para la 
operación del proceso. 
Precondiciones Se conoce el proceso y su operación. 
Flujos 
Alternativos No hay flujo alternativo. 
Poscondiciones Se almacenan dichos valores para su posterior uso. 
 
Figura 24. Caso de Uso: Ingreso de Variables. 
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5.6.3. Ingreso de Datos al Sistema 
 
Actores 
Involucrados Ingeniero de Procesos. 
Objetivos 
Asociados 
Ingresar al aplicativo la información necesaria para realizar el 
procesamiento y obtener el modelo difuso que será utilizando 
dentro del controlador. 
Descripción 
El ingeniero de procesos debe conocer la información que 
tiene sobre el procesos e ingresarla de la forma como lo 
estipula el sistema para que pueda hacer el reconocimiento 
necesario de las variables. 
Deberá elegir una de las opciones que se le presentan y 
tendrá la posibilidad de ingresar un regresor deseado o 
permitir al software su elección. 
Precondiciones Se conoce el proceso y su operación. 
Flujos 
Alternativos No hay flujo alternativo. 
Poscondiciones Se envían los datos ingresados al módulo de modelado fuzzy. 
 
Figura 25. Caso de Uso: Ingreso de Datos al Sistema. 
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5.6.4. Generación de Modelo Borroso 
 
 
Actores 
Involucrados Modelo Fuzzy 
Objetivos 
Asociados 
Generar el modelo borroso según la información ingresada 
por parte del Ingeniero de procesos. 
Descripción 
El aplicativo generará un modelo que copie completamente 
las dinámicas internas del proceso utilizando un sistema de 
inferencia borrosa tipo Takagi – Sugeno. 
Precondiciones Se tienen los datos necesarios y el regresor propio del 
modelo. 
Flujos 
Alternativos No hay flujo alternativo. 
Poscondiciones 
Se muestra el comportamiento del modelo según los datos 
ingresados y el regresor ingresado o calculado. Se envía este 
modelo para su uso en el controlador. 
 
Figura 26. Caso de Uso: Modelo Fuzzy. 
 
5.6.5. Generación de Controlador 
 
 
Actores 
Involucrados Sistema de Control 
Objetivos 
Asociados Generar el controlador predictivo basado en modelo borroso. 
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Descripción 
El aplicativo mostrará los parámetros de control y el 
comportamiento del sistema en lazo cerrado con el 
controlador obtenido. 
Precondiciones Se tienen las variables del controlador y el modelo. 
Flujos 
Alternativos No hay flujo alternativo. 
Poscondiciones Se muestra el comportamiento del sistema en lazo cerrado y 
se permite generar perturbaciones. 
 
Figura 27. Caso de Uso: Controlador. 
 
5.7. DIAGRAMA DE SECUENCIAS 
 
Figura 28. Diagrama de Secuencia: Control Modelo Fuzzy desde Modelo SBF. 
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Figura 29. Diagrama de Secuencia: Control Modelo Fuzzy desde Datos Planta. 
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5.8. DIAGRAMA DE CLASES 
 
 
Figura 30. Diagrama de Clases. 
 
5.9. EJECUCIÓN DEL APLICATIVO DE SOFTWARE 
El aplicativo de software fue desarrollado utilizando MatLab R2011b, para lo cual 
se hizo uso del mecanismo de implementación de Interfaces Gráficas de Usuario, 
funciones propias del paquete de software y funciones desarrolladas para la 
implementación del modelado borroso y el controlador predictivo no lineal basado 
en modelo borroso. A continuación se presentan las funciones que se utilizaron en 
el desarrollo del aplicativo. 
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FUNCIÓN DESCRIPCIÓN DE LA FUNCIÓN 
Interfaz.m Ejecuta la interfaz de autenticación de 
usuarios para el acceso a las 
funcionalidades de la plataforma. 
adquisición.m Ejecuta la interfaz que posibilita al 
usuario la selección del mecanismo de 
inclusión de datos para la operación del 
aplicativo. 
entradaDatos.m Ejecuta la interfaz por la que el usuario 
puede ingresar la colección de datos 
obtenidos del proceso real instalado, a 
través de un archivo de texto. 
load.m Función propia de MatLab que permite 
cargar archivos externos para su 
utilización. 
seleccionModelos.m Ejecuta la interfaz de selección de 
modelos previamente almacenados en 
la plataforma. 
modeloTemperatura.m Ejecuta la interfaz donde se ingresan 
los parámetros del modelo para 
solucionar el problema de mezclado de 
temperatura. 
modeloCSTR.m Ejecuta la interfaz donde se ingresan 
los parámetros del modelo para 
solucionar el problema del CSTR. 
modeloSFBFTT.m Resuelve el método numérico que 
contiene las ecuaciones diferenciales 
para el problema de la temperatura. 
modeloSFBFCSTR.m Resuelve el método numérico que 
contiene las ecuaciones diferenciales 
para el problema del CSTR. 
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graficador.m Recibe la variable que se quiere 
graficar, el nombre de la gráfica y los 
nombres de los ejes y entrega la gráfica 
en una pantalla externa. 
modeloFuzzy,m Ejecuta la interfaz del modelado 
borroso, en el cual se encuentra el 
botón de Identificar el cual va a ejecutar 
el algoritmo de identificación borrosa. 
Identificacion_SIB.m Recibe el grupo de datos que sirven 
para identificación del modelo, el grupo 
de datos para validación del modelo, la 
cantidad de retardos y la cantidad de 
grupos que se quieren formar para la 
identificación del modelo. Retorna los 
centros de los conjuntos borrosos 
multidimensionales y el grado de 
pertenencia de un Sistema de 
Inferencia Borrosa tipo Takagi – 
Sugeno. 
OperaSIB.m Recibe los datos de entrada al modelo, 
la variable a comparar, el número de 
conjuntos y los valores de pertenencia. 
Retorna la solución de una de las 
variables del modelo implementando el 
SIB Takagi – Sugeno identificado 
previamente. 
desnormaliza,m Implementa un algoritmo de 
normalización de datos, recibiendo el 
grupo de datos a normalizar y los 
valores máximos y mínimos de los 
datos. Entrega el grupo de datos en 
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valores entre 0 y 1. 
SimSIB.m Simula un SIB TS con los parámetros 
previamente identificados. 
controlador.m Ejecuta la interfaz del controlador en la 
que el usuario podrá ingresar los 
parámetros del sistema de control y los 
ponderadores del funcional de costo del 
algoritmo de control CPNBM. 
 
Figura 31. Funciones implementadas en el aplicativo de software. 
En el ANEXO A, se encuentra el Manual que ayudará al usuario a utilizar el 
aplicativo de software y sus funcionalidades. 
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CAPÍTULO 6. 
6. CASOS DE APLICACIÓN 
 
6.1. TANQUE REACTOR CONTINUAMENTE AGITADO 
(CSTR) 
Se trata de un dispositivo en el cual se mantiene un flujo continuo de material 
reaccionante que cuenta con una agitación continua para generar la conversión de 
material. La reacción en este tipo de dispositivos es altamente dependiente de la 
temperatura, por esto cuenta con una chaqueta por la cual fluye un líquido 
refrigerante o calefactor, según si la reacción es endotérmica o exotérmica. A 
continuación se presenta un esquema de un CSTR. 
 
Figura 32. Esquema CSTR. 
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Este tipo de dispositivo de proceso posee un modelo matemático definido por las 
ecuaciones de balance de materia y energía que entregan el comportamiento de 
dos de las variables de interés del proceso que se lleva a cabo en el interior del 
tanque, la concentración del reactivo 8 y la temperatura al interior del tanque 	. 
Las ecuaciones que describen este comportamiento dinámico se presentan a 
continuación. 
+8+( = /B C89D − 8E − F@8)G HI4J 
Ecuación 9. Dinámica de Concentración en un CSTR. 
+	+( = /B 	/ − 	 − ∆LI!M F@8)G HI4J + !NMOO!MB G	/N − 	J P1 − )R 
S8TUNVN2NWX 
Ecuación 10. Dinámica de Temperatura en un CSTR. 
 
TÉRMINO SIGNIFICADO VALOR 
   
8 Concentración de Reactivo A 0.0753 	 Temperatura del Tanque 402.51 °K / Flujo de Entrada 100 m3/s B Volumen del Tanque 1000 m3 
89D Concentración de Reactivo A en la Entrada 1 
F@ Factor de Frecuencia de Colisión 7.2 x 1010 
 Factor Exponencial 9.98 x 103 
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	/ Temperatura a la Entrada 310 °K ∆LI Entalpía de Reacción -2 x 105 J ! Calor Específico Reactivo 1 KJ/(Kg*°K) M Densidad de reactivo 1000 Kg/m3 
!N Calor Específico Refrigerante 1 KJ/(Kg*°K) MO Densidad de Refrigerante 1000 Kg/m3 O Flujo de Refrigerante 100 m3/s 
	/N Temperatura de Entrada 
en la Chaqueta 
310 °K 
 Factor de Transferencia 
de Energía 
7 x 105 KJ*m2 
 
Figura 33. Parámetros de Simulación CSTR. 
Para implementar este tipo de modelo utilizando el aplicativo se debe comenzar 
por la interfaz de autenticación de usuario, en esta se pide usuario y contraseña. 
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Figura 34. Interfaz de Autenticación. 
Cuando se presiona el botón de INGRESAR luego de proporcionar los datos de 
usuario, el aplicativo lo llevará a una ventana en la cual puede escoger la forma en 
la cual proporcionará los datos para la generación del modelo tipo SIB TS. 
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Figura 35. Método de Ingresar los Datos del Modelo. 
Si se selecciona el botón DATOS, lo llevará a una interfaz a través de la cual 
puede dar la ruta del archivo en el cual tiene almacenados los datos de las 
variables de entrada y salida del proceso, recordando que debe ser un arreglo que 
contenga en las primeras columnas las entradas y en las últimas las salidas. 
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Figura 36. Interfaz de Adquisición de Datos Directamente de Planta. 
Si se selecciona el botón MODELO SBF pasará a una interfaz de selección de 
modelos que pueden ser utilizados por el usuario. 
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Figura 37. Interfaz de Selección de Modelos. 
Para este caso de aplicación se debe pulsar el botón que indica el nombre del 
modelo, es decir, el botón que dice CSTR. Este llevará al usuario hacia una 
interfaz en la cual el usuario podrá modificar los parámetros del modelo descrito 
previamente, los valores de operación de las variables de entrada, los puntos de 
operación de los estados o salidas del proceso y los valores máximos y mínimos 
de estas variables, además del tiempo de simulación del proceso para hacer 
pruebas de simulación. 
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Figura 38. Interfaz de Parámetros del Modelo del CSTR. 
En esta interfaz encontrará dos botones, el primero, SIMULAR, le dará la 
oportunidad de al usuario de probar el modelo y saber si los valores que 
ingresaron son consecuentes con la operación normal del proceso, esto 
desplegará gráficas de las variables de estado del proceso como las que se 
muestra a continuación. 
 
Figura 39. Variación en el tiempo de 
la Concentración del Reactivo A. 
 
Figura 40. Variación en el tiempo de 
la Temperatura del Tanque. 
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Figura 41. Variación en el tiempo del 
Flujo de Entrada. 
 
Figura 42. Variación en el tiempo de 
la Temperatura de Entrada. 
 
El segundo botón, MODELO FUZZY, llevará al usuario a una interfaz en la que le 
permitirá seleccionar los retardos que planea darle a las variables del regresor, la 
proporción de las variables de validación del modelo identificado y los conjuntos 
en los que desea que se dividan los conjuntos borrosos del antecedente del SIB 
TS. 
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Figura 43. Interfaz de Modelado Fuzzy. 
 
En esta interfaz también se encuentran dos botones, el botón IDENTIFICAR hará 
correr el algoritmo de identificación borrosa según los parámetros de identificación 
proporcionados, además presentará graficas de identificación, validación y el 
comportamiento de las variables de proceso. Dentro de esta interfaz se realiza una 
normalización de las variables con el fin de generar una identificación efectiva del 
modelo. 
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Figura 44. Concentración Identificada. 
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Figura 45. Temperatura Identificada. 
 
 
El botón CONTROLADOR, llevará al usuario a la interfaz de diseño del 
controlador, cabe resaltar que este controlador implementa un funcional de costo 
como el que se muestra a continuación: 
 = 	Y ∗ 6 G0Z!  0[FJ   ∗6C∆.FE \;
/<
] ∗ 6 C∆0[FE
\!
/<\^
\!
/<\^
 
Ecuación 11. Funcional de Costo para el CPBM Implementado. 
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La interfaz del controlador es la siguiente: 
 
 
Figura 46. Interfaz de Selección de Parámetros del Controlador. 
 
En esta interfaz el usuario tendrá la posibilidad de modificar los ponderadores del 
funcional de costo, los horizontes de control, horizontes de predicción y número de 
políticas de control, el botón EJECUTAR generará la tira óptima de control y la 
almacenará para el libre uso del usuario. 
87 
 
 
El aplicativo además presentará al usuario una gráfica sobre cuál es la acción de 
control predicha que se generó tras la ejecución del sistema de control utilizando 
el motor de predicción borroso. 
 
 
Figura 47. Acción de Control. 
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6.2. SISTEMA DE COALENTAMIENTO DE TANQUES 
UTILIZANDO SISTEMA DE MEZCLADO 
Se trata de un sistema que pretende mantener la temperatura interna de un 
tanque a un valor deseado, utilizando para lograr este cometido una chaqueta con 
el fin de generar reacciones endotérmicas. La temperatura de la chaqueta se 
mantendrá en el valor necesario utilizando un sistema de mezclado que utiliza dos 
flujos de refrigerante de diferente caudal con temperaturas diferentes, una 
temperatura alta, y una temperatura baja. 
 
Figura 48. Sistema de Calentamiento de Tanques 
 
Este tipo de dispositivo de proceso posee un modelo matemático definido por las 
ecuaciones de balance de materia y energía que entregan el comportamiento de 
dos de las variables de interés del proceso, la Temperatura de la Chaqueta 	O y la 
temperatura al interior del tanque 	. Las ecuaciones que describen este 
comportamiento dinámico se presentan a continuación. 
+	+( = 1M!B G!	/  !	  TC	O  	EJ 
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Ecuación 12. Temperatura en el interior del Tanque. 
+	O+( = 1M!B; _;!	; + ` !	` − aN!	O + TC	 − 	OEb 
Ecuación 13. Temperatura en la Chaqueta de Refrigeración. 
; = ;cde1 − 3f 
Ecuación 14.Flujo de Refrigerante a Temperatura Baja. 
` = ghij3f 
Ecuación 15. Flujo de Refrigerante a Temperatura Alta. 
aN = ; + `  
Ecuación 16. Flujo de Entrada a la Chaqueta. 
 
TÉRMINO SIGNIFICADO VALOR 
   	 Temperatura del Tanque 30 °C 
	O Temperatura de la Chaqueta 40.32 °C  Flujo de Entrada 20 Kg/s ! Calor Específico 4.1813 KJ/Kg*°K 	/ Temperatura de Entrada 13 °C 
 Coeficiente de 
Conducción de Energía 
15000 W/m2*°K 
T Área de Contacto 9.1851 m2 
ghik Flujo Máximo Líquido Refrigerante 60 Kg/s 	T Temperatura Líquido 4 °C 
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Refrigerante 
ghij Flujo Máximo Líquido Calefactor 90 Kg/s 
	`  Temperatura Líquido 
Calefactor 
90 °C 
3f Proporción de Mezclado (Apertura de Válvulas) 0.4 
 
Figura 49. Parámetros de Tanque. 
 
Para implementar este tipo de modelo utilizando el aplicativo se debe comenzar 
por la interfaz de autenticación de usuario, en esta se pide usuario y contraseña. 
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Figura 50. Interfaz de Autenticación. 
Cuando se presiona el botón de INGRESAR luego de proporcionar los datos de 
usuario, el aplicativo lo llevará a la ventana de selección del tipo de información 
que posee con los datos del modelo que se implementará. 
 
Figura 51. Método de Ingresar los Datos del Modelo. 
Se selecciona entonces para este caso, debido a que se tiene el modelo 
semifísico de base fenomenológica, el pulsador MODELO SBF, lo cual llevará al 
usuario a la siguiente interfaz. 
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Figura 52. Interfaz de Selección de Modelos. 
Para este caso de aplicación se debe pulsar el botón que indica el nombre del 
modelo, es decir, el botón que dice Temperatura de Tanques. Este llevará al 
usuario hacia una interfaz en la cual el usuario podrá modificar los parámetros del 
modelo descrito previamente, los valores de operación de las variables de entrada, 
los puntos de operación de los estados o salidas del proceso y los valores 
máximos y mínimos de estas variables, además del tiempo de simulación del 
proceso para hacer pruebas de simulación. 
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Figura 53. Interfaz de Adquisición de Parámetros de Modelo. 
Al presionar el pulsador de SIMULAR como se hizo en el ejemplo anterior, el 
modelo entregarás los gráficos de simulación del modelo en ecuaciones 
diferenciales. 
 
Figura 54. Variación en el Tiempo de 
Temperatura del Tanque Simulada. 
 
Figura 55. Variación en el Tiempo de 
Temperatura de la Chaqueta 
Simulada. 
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Figura 56. Proporción de Apertura de Válvulas. 
 
Al presionar el pulsador MODELO FUZZY llevará al usuario a la interfaz de 
selección de datos para la obtención del modelo borroso a partir del modelo 
semifísico de base fenomenológica. 
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Figura 57. Interfaz de Modelo Borroso. 
 
Al presionar en el pulsador IDENTIFICAR el generará internamente las variables 
del modelo borroso y presentará al usuario gráficos intermedios, como resultado 
muestra la gráfica de la variable identificada para validación por el usuario. 
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Figura 58. Temperatura del Tanque Identificada. 
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Figura 59. Temperatura de la Chaqueta Identificada. 
 
Al presionar el botón CONTROLADOR pasará a la interfaz de selección de 
parámetros del controlador y como resultado al presionar el botón EJECUTAR 
presentará la acción de control en predicción y almacenará la variable para su 
utilización. 
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Figura 60. Interfaz de Parámetros del Controlador. 
El usuario puede modificar libremente los valores para la ponderación del 
Funcional de Costo, es de recordar que el funcional de costo es el siguiente: 
 
 = 	Y ∗ 6 G0Z!  0[FJ   ∗6C∆.FE \;
/<
] ∗ 6 C∆0[FE
\!
/<\^
\!
/<\^
 
Ecuación 17. Funcional de Costo para el CPBM Implementado. 
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Figura 61. Acción de Control. 
 
El uso de estos tipos de aplicativos, y en especial este aplicativo desarrollado, 
presenta al usuario ventajas a la hora de su implementación, debido a que su 
operación es autónoma para la generación del sistema de control y el modelo de 
inferencia borrosa pidiendo datos de operación que debe conocer el usuario en su 
operación diaria del proceso, además, no es necesario un amplio conocimiento en 
programación debido al uso de la programación orientada objetos para la 
implementación del aplicativo, por lo que los motores más importantes y complejos 
de la misma se convierten en funciones de fácil utilización. No se necesitan 
máquinas dedicadas para su implementación ni la necesidad de instalación de 
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software especializado, debido a que se trabaja en MatLab que trabaja en equipos 
de escritorio que contengan software de visualización de Java para su aplicación.
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7. CONCLUSIONES 
Con este aplicativo se quieren mostrar las bondades de la programación orientada 
a objetos, lo cual permite la reutilización de código de una manera eficiente, que 
genere un eficiencia a nivel de programador y una facilidad para la detección de 
errores y problemas de código, a través de la segmentación. También se quiere 
presentar las posibilidades de resolución de problemas de software al implementar 
el UNC – Método como herramienta para encontrar las soluciones a las 
problemáticas de una organización o un proceso. 
También se quiere presentar las bondades que generan la implementación de 
esquemas de control avanzado de procesos como el Control Predictivo No Lineal 
Basado en Modelo además de las facilidades de implantación utilizando como 
motor de predicción un Modelo Basado en Técnicas de Inteligencia Artificial, 
especialmente los Sistemas de Inferencia Borrosa, que tienen la capacidad de 
mapear las dinámicas internas de un proceso a través de una buena excitación de 
entradas para encontrar todas las dinámicas en las salidas. 
El aplicativo logrado a través de este Trabajo Final de Maestría, abre las puertas 
para el desarrollo de implementaciones en software para facilitar la consecución 
de algoritmos de control de alta efectividad para implantar en plantas reales, con el 
fin de ayudar a los ingenieros de procesos que carecen del entrenamiento o el 
conocimiento necesario para formular dichas estructuras. Trata de insertar nuevas 
herramientas tomadas desde el paradigma de la inteligencia artificial para tratar de 
mejorar la eficiencia computacional de estos algoritmos que requieren en su 
momento equipos dedicados para la ejecución, debido a que la programación de 
la solución de estructuras matemáticas como las ecuaciones diferenciales 
sugieren alto consumo temporal y de recursos de computadora. 
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8. TRABAJO FUTURO 
Como trabajos futuros de manera global se pueden formular las mejoras del 
aplicativo y la posibilidad de llevar estas estructuras generadas a 
implementaciones reales. 
 
8.1. MEJORAS DEL APLICATIVO 
Como mejoras al aplicativo obtenido se puede plantear el cambio de plataforma a 
una que sea de operación libre como JAVA o programación en UNIX, para esto se 
debe comenzar con la implementación del código de modelado fuzzy,  para esto 
se deben programar todas las librerías propias de la lógica borrosa como el Fuzzy 
C – Means, los métodos de medición de distancia, la ponderación de los conjuntos 
borrosos, esto es el núcleo para que sea posible la identificación de procesos 
utilizando Sistemas de Inferencia Borrosa. 
La implementación del aplicativo en plataformas como JAVA, puede darle al 
aplicativo una mejor operación debido a que pueden correr en cualquier máquina, 
sin que sea necesaria la instalación de un software especializado para su 
ejecución, permite realizar desarrollos anexos que puedan convertirse en una 
mejora continua y promover una mejor operación, se convierten en aplicativos de 
bajo peso, con lo que el espacio en disco para su utilización no debe ser mucho. 
 
8.2. IMPLEMENTACIÓN EN PLC 
La idea de estos trabajos es tratar de ejecutar su implementación en procesos 
reales, con el fin de verificar todas las bondades que presentan las estructuras de 
control avanzado en la teoría, para lograr esto se debe transmitir lo implementado 
en software hacia el hardware. 
El elemento de hardware más utilizado en la industria es el Controlador Lógico 
Programable o PLC, esta es una estructura capaz de manipular las entradas de un 
proceso y según la estructura de control que tenga programada a través de 
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estructuras lógicas como AND, OR, NOT y operaciones algebraicas como SUMA, 
RESTA y MULTIPLICACIÓN. 
En la literatura se encuentran muchas aplicaciones en las que se implementan 
esquemas de Control Predictivo Basado en Modelo, estos utilizan como motor de 
predicción modelos lineales y modelos de entrada salida como ecuaciones de 
transferencia que generan una facilidad de operación en software pero que no 
representan la realidad, debido a la naturaleza no lineal que mantienen la mayoría 
de procesos en la industria. También se encuentran modelos reducidos de 
procesos o implementaciones que utilizan modelos de identificación que no 
representan completamente las dinámicas del proceso, con el fin de disminuir la 
carga computacional del PLC. 
Se tienen entonces posibilidades de implementación del Control Predictivo No 
Lineal Basado en Modelo Borroso, debido a que los Sistemas de Inferencia 
Borrosa tipo Takagi – Sugeno entregan como respuesta del proceso operaciones 
matemáticas de suma y resta que son de fácil implementación en PLC, así como 
el funcional de costo, además se pueden implementar lazos de programación que 
se hacen necesarios para la obtención de la acción de control óptima. 
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ANEXO A. 
MANUAL DE LA PLATAFORMA DE 
SOFTWARE DE USUARIO PARA 
SISTEMAS DE CONTROL PREDICTIVO 
NO LINEAL BASADO EN MODELO 
BORROSO 
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AUTENTICACIÓN 
 
Para poder  tener acceso a la plataforma se debe pasar por una ventana de 
autenticación en la cual el sistema pedirá información de usuario. El sistema 
pedirá entonces información de usuario y contraseña. 
 
 
Figura 1. Interfaz de autenticación. 
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Para el caso de administración en el sistema se pondrá como Usuario admin y 
como Contraseña 12345. La plataforma hará la validación de la información y 
permitirá tener acceso a las funcionalidades. 
SELECCIÓN DE DATOS 
 
La validación de datos lo llevará a la pantalla de selección del mecanismo del 
ingreso de datos, el usuario podrá generar un modelo utilizando lógica borrosa a 
partir de una colección de datos del proceso o desde un modelo a partir de 
ecuaciones de balance de materia y energía. 
 
 
Figura 2. Interfaz de selección de datos. 
 
POR MEDIO DE COLECCIÓN DE DATOS 
 
Se selecciona el botón DATOS en la que el usuario deberá entregar la ruta de 
acceso a los datos del proceso al cual se quiere obtener el modelo borroso y el 
controlador. 
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Figura 3. Interfaz de acceso a datos. 
 
Al presionar en el botón adquirir el sistema lo llevará a la interfaz de identificación 
del modelo borroso. 
POR MEDIO DE MODELO SEMIFÍSICO DE BASE 
FENOMENOLÓGICA 
 
Se selecciona el botón que indica Modelo SBF en la que el usuario podrá utilizar 
un modelo existente en la colección de modelos con los que cuenta la plataforma. 
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Figura 4. Interfaz de acceso a colección de modelos. 
 
Cuando se selecciona uno de los modelos de la colección que se tienen en la 
plataforma, llevará a una plataforma en la que aparecen las ecuaciones con las 
que se describe el modelo, el modelo gráfico del proceso y los parámetros del 
modelo. 
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Figura 5. Ejemplo de modelo. 
 
 
 
114 
 
En los campos de los parámetros, valores de variables de entrada, valores 
iniciales del proceso y valores máximos y mínimos, se pueden modificar para 
ajustar a los valores del modelo trabajado. 
Es posible que el usuario tenga un proceso que no se encuentra en la colección 
de modelos entregados, por esto tiene la posibilidad de generar modelos y 
agregarlos a la colección. Para esto, se debe implementar las funciones de 
modelado en GUI de MatLab. 
La interfaz de Modelado, cuenta con dos botones, SIMULAR este generará una 
solución del modelo en ecuaciones diferenciales utilizando métodos numéricos 
para su solución, este botón además, mostrará gráficos de la evolución temporal 
de las variables de proceso. El botón MODELO FUZZY llevará al usuario a la 
interfaz de parámetros para generar el modelo en lógica borrosa. 
MODELO BORROSO 
 
 
Figura 6. Interfaz de identificación borrosa. 
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En esta interfaz el usuario ingresará los parámetros de generación del regresor, 
como los retados de las variables de proceso, los conjuntos borrosos que se van a 
generar y la cantidad de datos que van a ser utilizado para validación. 
La interfaz contiene además dos botones, uno el botón IDENTIFICAR, en cual 
ejecutará el algoritmo de identificación borrosa y mostrará al usuario las gráficas 
de las variables identificadas. Y el botón CONTROLADOR, que llevará al usuario 
a la interfaz de parámetros del controlador. 
CONTROLADOR 
 
 
Figura 7. Interfaz del controlador. 
 
En esta interfaz el usuario tendrá la capacidad de modificar los parámetros del 
controlador predictivo basado en modelo borroso, el botón EJECUTAR 
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implementará el controlador al modelo borros identificado y mostrará al usuario la 
variable de control seleccionada para el proceso. 
NECESIDADES DE HARDWARE Y SOFTWARE 
 
La plataforma funciona en cualquier equipo que pueda poder en funcionamiento 
máquina virtual de Java, pues el archivo es un ejecutable de Java. 
Si es necesaria la modificación de una rutina, o se requiere la inclusión de nuevos 
modelos, el usuario debe tener acceso a una distribución de MatLab del 2010 en 
adelante, para que pueda tener acceso al núcleo de la plataforma de software y 
hacer las modificaciones correspondientes. 
 
 
 
 
 
 
 
