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1. Introduction.
1.1. In these lectures we propose a new approach to the study of local integrals of
motion in the classical and quantum Toda field theories. Such a theory is associated
to a Lie algebra g, which is either a finite-dimensional simple Lie algebra or an affine
Kac-Moody algebra.
Lectures given by the second author at the C.I.M.E. Summer School “Integrable Systems and Quantum
Groups”, Montecatini Terme, Italy, June 14-22, 1993; to appear in Proceedings of the School, Lect. Notes
in Math, 1620, Springer Verlag 1995.
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2 BORIS FEIGIN AND EDWARD FRENKEL
The classical Toda field theory, associated to g, revolves around the system of equations
∂τ∂tφi(t, τ) =
1
2
∑
j∈S
(αi, αj) exp[φj(t, τ)], i ∈ S(1.1.1)
where each φi(t, τ) is a family of functions in t, depending on the time variable τ , S is
the set of simple roots of g, and (αi, αj) is the scalar product of the ith and jth simple
roots [81].
The simplest examples of the Toda equations are the Liouville equation
∂τ∂tφ(t, τ) = e
φ(t,τ),(1.1.2)
corresponding to g = sl2, and the sine-Gordon equation
∂τ∂tφ(t, τ) = e
φ(t,τ) − e−φ(t,τ),(1.1.3)
corresponding to g = ŝl2.
Many aspects of the classical Toda field theories have been studied by both physicists
and mathematicians (cf., e.g., [1, 113, 96, 97, 102, 103, 32, 33, 86, 116, 90, 38, 7, 3, 4, 5, 104]
and references therein): realization as a zero-curvature equation, complete integrability,
soliton solutions, dressing transformations, connection with generalized KdV hierarchies,
lattice analogues, etc. There are also many interesting works devoted to the quantum
Toda field theory, cf., e.g., [118, 112, 74, 13, 77, 35, 106, 23, 115, 39, 100] and references
therein.
1.2. In this paper we will study a Hamiltonian formalism for the Toda field theories.
By that we mean constructing a Hamiltonian space M and a hamiltonian H , such that
the system of equations (1.1.1) can be rewritten in the Hamiltonian form:
∂τU = {U,H}.(1.2.1)
Here {·, ·} stands for a Poisson bracket on the space F (M) of functions on M . We will
be primarily interested in the integrals of motion for the equation (1.2.1). An integral of
motion is an element X of the space F (M), which satisfies the equation
{X,H} = 0.
It is conserved with respect to the evolution of the Hamiltonian system, defined by the
equation (1.2.1).
Note that this definition does not requireH to be an element of F (M), it merely requires
the Poisson bracket with H to be a well-defined linear operator, acting from F (M) to
some other vector space. Given H , we can define the space of integrals of motion of the
system (1.2.1) as the kernel of this linear operator. If this operator preserves the Poisson
bracket, then the space of integrals of motion is itself a Poisson algebra.
1.3. For the Toda equation (1.1.1) we choose as the Hamiltonian space, the space Lh
of polynomial functions on the circle with values in the Cartan subalgebra h of g and as
the space of functions, the space F0 of local functionals on Lh. Such a functional can be
presented in the form of the residue
F [u(t)] =
∫
P (u, ∂tu, . . . )dt,
where P is a polynomial in the coordinates ui(t) of u(t) ∈ Lh with respect to the basis
of the simple roots, and their derivatives (cf. § 2 for the precise definition). The Poisson
structure on Lh has an interpretation as a Kirillov-Kostant structure, because Lh can be
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viewed as a hyperplane in the dual space to the Heisenberg Lie algebra ĥ – the central
extension of Lh. This defines a Poisson bracket on F0.
The space F0 was one of the first examples of Poisson algebras of functions on infinite-
dimensional hamiltonian spaces. It has been studied since the discovery of integrability
of the KdV equation and its generalizations, and exhaustive literature is devoted to it,
cf., e.g. [68, 67, 117, 88, 69, 70, 2, 95, 33, 116, 37, 27]. We essentially follow the approach
of Gelfand and Dickey and treat the space F0 in a purely algebraic way. In addition, we
also consider the spaces Fαi , consisting of functionals of the form∫
P (u, ∂tu, . . . )e
φi(t)dt,
where φi(t) is such that ∂tφi(t) = u
i(t). It is possible to extend the Poisson bracket
F0 × F0 → F0 to a bilinear map F0 × Fαi → Fαi, cf. [86, 116, 33], and this allows to
write the Toda equation (1.1.1) in the Hamiltonian form
∂τu(t) = {u(t), H}.
Here the hamiltonian H is given by
H =
1
2
∑
i
∫
eφi(t)dt.
It is an element of ⊕iFαi , and the Poisson bracket with H is a well-defined linear operator,
acting from F0 to ⊕iFαi.
So we can define the space of local integrals of motion of the Toda equation (1.1.1) as
the kernel of the operator {·, H}, or, in other words, as the intersection of the kernels
of the operators Q¯i = {·,
∫
eφi(t)dt} : F0 → Fαi . These operators preserve the Poisson
structure, and hence the space of integrals of motion is a Poisson subalgebra of F0.
1.4. The crucial observation, which will enable us to compute this space, is that, roughly
speaking, the operators Q¯i satisfy the Serre relations of the Lie algebra g, or, in other
words, they generate the nilpotent subalgebra n+ of g. Using this fact, we will be able to
interpret the space of local integrals of motion as a cohomology space of a certain complex
F ∗(g). To construct this complex, we will use the so-called Bernstein–Gelfand–Gelfand
(BGG) resolution, which is the resolution of the trivial representation of n+ by Verma
modules. The cohomologies of this complex coincide with the cohomologies of n+ with
coefficients in some n+–module.
More precisely, we can lift the operators Q¯i to certain linear operators Qi, acting on
the space π0 of differential polynomials in u
i(t). These operators give us an action of the
Lie algebra n+ on π0.
In the case, when g is a finite-dimensional simple Lie algebra, the 0th cohomology
of n+ with coefficients in π0 can be identified with the space of differential polynomials
in W (1), . . . ,W (l) ∈ π0 of degrees d1 + 1, . . . , dl + 1, respectively. Here the di’s are
the exponents of g, and the grading is defined on π0 in such a way that the degree of
∂nt u
i(t) is equal to n+ 1. We prove that the integrals of motion of the Toda field theory,
corresponding to g, coincide with all residues of differential polynomials in the W (i)’s.
They form a Poisson subalgebra of F0, which is called the Adler-Gelfand-Dickey algebra,
or the classical W–algebra, associated with the Lie algebra g.
The space of integrals of motion of the affine Toda field theory, associated to an affine
algebra g, can be identified with the first cohomology of the nilpotent subalgebra n+ of
g with coefficients in π0. This space is naturally embedded into the space of integrals
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of motion of the Toda theory, associated to the finite-dimensional Lie algebra g¯, whose
Dynkin diagram is obtained by deleting the 0th nod of the Dynkin diagram of g (or any
other nod).
We can compute the latter cohomology and obtain the well-known result that the
integrals of motion of the affine Toda theory have degrees equal to the exponents of g
modulo the Coxeter number. These integrals of motion commute with each other. This is
especially easy to see in the case when all the exponents of the corresponding affine algebra
are odd, and the Coxeter number is even (this excludes A(1)n , n > 1, D
(1)
2n , E
(1)
6 and E
(1)
7 ).
In such a case the degrees of all integrals of motion are odd, so that the Poisson bracket
of any two of them should be an integral of motion of an even degree, and hence should
vanish. The set of local integrals of motion of the affine Toda field theory, associated to
g, coincides with the set of hamiltonians of the corresponding generalized KdV system.
These integrals of motion generate a maximal abelian subalgebra in the Poisson algebra
of integrals of motion of the corresponding finite-dimensional Toda field theory.
In our next paper [51] we explain further the geometric meaning of higher KdV hamilto-
nians. Namely, we will identify the vector space with the coordinates ∂nui, i = 1, . . . , l, n ≥
0, with a homogeneous space of the nilpotent subgroup N+ of the corresponding affine
group. This homogeneous space is the quotient of the group N+ by its principal com-
mutative subgroup – the Lie group of a. The vector fields on this space, which, by
Gelfand-Dickey formalism correspond to the KdV hamiltonians, coincide with the vector
fields of the infinitesimal action of the opposite principal abelian subalgebra a− ⊂ n− on
this homogeneous space. In particular, this identification enables us to prove the mutual
commutativity of hamiltonians in general case.
1.5. Thus we obtain an interpretation of the integrals of motion of the classical Toda
field theories as cohomologies of certain complexes. This formulation not only allows us
to describe the spaces of classical integrals of motion, but also to prove the existence of
their quantum deformations.
The quantum integrals of motion are defined as elements of the quantum Heisenberg
algebra, which is a quantization of the Poisson algebra F0. More precisely, we define a Lie
algebra Fβ0 of all Fourier components of vertex operators from the vertex operator algebra
of the Heisenberg algebra, cf. § 4.2. For completeness, we include in § 4.1 a survey of
vertex operator algebras, which closely follows § 3 of [58].
The Lie bracket in Fβ0 is polynomial in the deformation parameter β
2 with zero constant
term, and the linear term coincides with the Poisson bracket in F0, so that F
β
0 degenerates
into F0 when β → 0. We can also interpret the operators Q¯i as classical limits of integrals
of bosonic vertex operators, Q¯βi . Therefore it is natural to define the space of quantum
integrals of motion of the affine Toda field theory as the intersection of kernels of the
operators Q¯βi .
Thus, if x = x(0) + β2x(1) + · · · ∈ Fβ0 is a quantum integral of motion, then x
(0) is
a classical integral of motion. It remains to be seen however, whether for each classical
integral of motion there exists its quantum deformation, and whether such deformed
integrals of motion commute with each other.
Such quantum deformations do not necessarily exist in general. Indeed, if we have a
family of linear operators acting between two vector spaces, then the dimension of the
kernel may increase for a special value of parameter. Thus, the space of classical integrals
of motion, which is defined as the kernel of the operator
∑
i Q¯
β
i for the special value β = 0,
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may well be larger than the space of quantum integrals of motion, which is defined as the
kernel of the operator
∑
i Q¯
β
i for generic values of β.
1.6. In order to prove the existence of quantum integrals of motion we will use higher
cohomologies. The usefulness of higher cohomologies can be illustrated by the following
toy example.
Suppose, we have two finite-dimensional vector spaces, A and B, and a family of linear
operators φβ depending on a parameter β. Assume that for β = 0 the 1st cohomology of
the complex A −→ B (= the cokernel of the operator φ0) is equal to 0. One can show
then that the 0th cohomology of this complex (= the kernel of φ0) can be deformed.
Indeed, vanishing of the 1st cohomology of the complex A −→ B for β = 0 entails
vanishing of the 1st cohomology for generic β, because the dimension of cohomology stays
the same for generic values of parameter, and it may only increase for special values. But
the Euler characteristics of our complex, i.e. the difference between the dimension of the
kernel and the dimension of the cokernel, is also equal to dimA− dimB and hence does
not depend on β. Since the 1st cohomology vanishes for generic β and β = 0, we see that
the dimension of the 0th cohomology for generic β is the same as for β = 0.
We can apply this idea in our situation. Although our spaces are infinite-dimensional,
they are Z−graded with finite-dimensional homogeneous components, and our operator
H preserves the grading. So, our infinite-dimensional linear problem splits into a set of
finite-dimensional linear problems. In the simplest case of g = sl2, these finite-dimensional
problems can be solved in the same way as in the example above. By proving vanishing
of the cokernel of our operator Q¯1, we can prove that all classical local integrals of motion
in the Liouville theory can be quantized. The quantum algebra of integrals of motion in
this case is the quantum Virasoro algebra, which is a well-known fact.
In general, the cokernel of our operator is not equal to 0 for β = 0, so that this simple
trick does not work. However, a deformation of our extended complex F ∗(g) will do
the job. Roughly speaking, it turns out that the operators Qβi generate the quantized
universal enveloping algebra Uq(n+) of the nilpotent subalgebra n+ with q = exp(πiβ
2).
A quantum analogue of the BGG resolution will allow us to construct such a deformed
complex, F ∗β (g), for generic β in the same way as for β = 0.
1.7. In the case when g is finite-dimensional, we prove that all higher cohomologies
of our complex vanish when β = 0, so they also vanish for generic β. Using Euler
characteristics we then prove that all classical integrals of motion of the corresponding
Toda field theory can be quantized. These quantum integrals of motion are Fourier
components of vertex operators from a certain vertex operator algebra – the so-called
W−algebra. A comprehensive review of the theory of W−algebras and references can be
found in [20].
TheW−algebra, corresponding to g = sl2, is the vertex operator algebra of the Virasoro
algebra. The W−algebra, corresponding to g = sl3, was constructed by Zamolodchikov
[119]. For A and D series of simple Lie algebras the W−algebras were constructed by
Fateev and Lukyanov [40, 41, 42]. We give a general proof of the existence ofW−algebras,
associated to arbitrary finite-dimensional simple Lie algebras. A similar construction also
appeared in [99] for g = sln.
The W−algebra can also be defined by means of quantum Drinfeld-Sokolov reduction
[45, 48, 59] as the 0th cohomology of a certain BRST complex. The definition via quantum
Drinfeld-Sokolov reduction is related to the definition in this paper, because the first
term of a spectral sequence associated to the BRST complex coincides with our quantum
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complex F ∗β (g) for generic values of β [48, 57]. Therefore the cohomologies of the BRST
complex and the complex F ∗β (g) coincide for generic β. Recently these cohomologies were
computed using the opposite spectral sequence of the BRST complex [25]. This gives an
alternative proof of existence of W−algebras.
If g is affine, our extended complex has non-trivial higher cohomologies when β = 0.
However, in the case when all exponents of g are odd and the Coxeter number is even,
we can still derive that all cohomology classes can be deformed, from the Euler character
argument. We then immediately see that the corresponding quantum integrals of motion
commute with each other. In the remaining cases we can prove these results by a more
refined argument. When g = ŝl2, we obtain a proof of the existence of quantum KdV
hamiltonians. In this setting, it was conjectured in [72] and some partial results were
obtained in [120, 35, 85, 29, 30, 108].
1.8. The W−algebra is the chiral algebra of a certain two-dimensional conformal field
theory; this explains its importance for quantum field theory. Our construction gives a
realization of this chiral algebra in terms of the simplest chiral algebra, the chiral algebra
of the free fields. Such a realization, which is usually referred to as a free field realization,
is very important for computation of the correlation functions in the corresponding models
of quantum field theory. The free field realization is an attempt to immerse a complicated
structure into a simpler one and then give the precise description of the image of the
complicated structure by finding the constraints, to which it satisfies inside the simple
one. Our construction resembles the construction of the Harish-Chandra homomorphism,
which identifies the center of the universal enveloping algebra of a simple Lie algebra g
(complicated object) with the polynomials on the Cartan subalgebra h – an abelian Lie
algebra (simple object), which are invariant with respect to the action of the Weyl group.
In other words, the center can be described as the subalgebra in the algebra of polynomials
on h, which are invariant with respect to the simple reflections si. Likewise, we have been
able to embed the W−algebra of g into the vertex operator algebra of the Heisenberg
algebra ĥ, which is something like the algebra of polynomials on Lh. The image of this
embedding coincides with the kernel of the operators Q¯βi , which play the role of simple
reflections from the Weyl group.
The quantum integrals of motion of the affine Toda field theory, associated to an affine
algebra g, constitute an infinite-dimensional abelian subalgebra in the W−algebra, as-
sociated to the finite-dimensional Lie algebra g¯. This abelian subalgebra consists of the
local integrals of motion of a deformation of this conformal field theory. The knowledge
of the existence of infinitely many integrals of motion and of their degrees (or spins) is
very important for understanding this non-conformal field theory, and in many cases it
allows to construct the S-matrix of this theory explicitly [120].
Some of the results of this paper have previously appeared in our papers [45, 48, 57, 50].
An earlier version of this paper appeared in September of 1993 as a preprint YITP/K-1036
of Yukawa Institute of Kyoto University, and also as hep-th/9310022 on hep-th computer
net.
2. Classical Toda field theories associated to finite-dimensional simple
Lie algebras.
2.1. The case of sl2 – classical Liouville theory.
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2.1.1. Hamiltonian space. Denote by h the Cartan subalgebra of sl2 – the one-dimensional
abelian Lie algebra, and by Lh the abelian Lie algebra of polynomial functions on the
circle with values in h. This will be our hamiltonian space. It is isomorphic to the space
of Laurent polynomials C[t, t−1]. We would like to introduce a suitable space of functions
on Lh, which we will denote by F0, together with a Poisson bracket.
First let us introduce the space π0 of differential polynomials, i.e. the space of poly-
nomials in variables u, ∂u, ∂2u, . . . . It is equipped with an action of derivative ∂, which
sends ∂nu to ∂n+1u and satisfies the Leibnitz rule.
We define F0 as the space of local functionals on Lh. A local functional F is a functional,
whose value at a point u(t) ∈ Lh can be represented as the formal residue
F [u(t)] =
∫
P (u(t), ∂tu(t), . . . )dt,
where P ∈ π0 is a differential polynomial, and ∂t = ∂/∂t. In words: we insert u(t), ∂tu(t), . . .
into P ; this gives us a Laurent polynomial, and we take its residue, i.e. the (−1)st Fourier
component.
We can represent local functionals as series of the form∑
i1+···+im=−m+1
ci1...im · ui1 . . . uim ,(2.1.1)
where the coefficients ci1...im are polynomials in i1, . . . , im. Here ui’s are the Fourier compo-
nents of u(t) : u(t) =
∑
i∈Z uit
−i−1. For example,
∫
u(t)dt = u0,
∫
u(t)2dt =
∑
i+j=−1 uiuj.
Note that since we deal with Laurent polynomials, only finitely many summands of the
series (2.1.1) can be non-zero for a given u(t).
We have a map
∫
: π0 → F0, which sends P ∈ π0 to
∫
Pdt ∈ F0. The following Lemma,
for the proof of which cf. [88, 69], shows that the kernel of the residue map consists of
total derivatives and constants.
2.1.2. Lemma. The sequence
0 −→ π0/C
∂
−→ π0/C
∫
−→ F0 −→ 0
is exact.
2.1.3. Poisson bracket. We can now define the Poisson bracket of two local functionals F
and G, corresponding to two differential polynomials, P and R, as follows:
{F,G}[u(t)] = −
∫
δP
δu
∂t
δR
δu
dt,(2.1.2)
where
δP
δu
=
∂P
∂u
− ∂
∂P
∂(∂u)
+ ∂2
∂P
∂(∂2u)
− . . .
denotes the variational derivative. Note that the variational derivative of a differential
polynomial, which is a total derivative, is equal to 0, and so formula (2.1.2) defines a
well-defined bracket map F0 × F0 → F0.
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2.1.4. This bracket satisfies all axioms of the Lie bracket and so it defines a structure
of Lie algebra on F0. One can prove this in terms of differential polynomials [88, 69],
or in terms of Fourier components [67]. We will recall the latter proof following [95],
§§7.21-7.23, since we will use it later in § 4.
Note that we can extend our Poisson algebra of local functionals F0 by adjoining all
Fourier components of differential polynomials, not only the (−1)st ones. Let F̂0 be the
space of functionals on Lh, which can be represented as residues of differential polynomials
with explicit dependence on t:
F [u(t)] =
∫
P (∂nu(t); t)dt.
We can define a Poisson bracket on F̂0 by the same formula (2.1.2). We will prove now
that this bracket makes F̂0 into a Lie algebra. This will imply that F0 is a Lie algebra as
well, because the bracket of two elements of F0 is again an element of F0.
Any element of F̂0 can be presented as a finite linear combination of the infinite series
of the form ∑
i1+···+im=N
ci1...im · ui1 . . . uim,(2.1.3)
where the ui’s are the Fourier components of u(t) =
∑
i∈Z uit
−i−1, ci1...im is a polynomial
in i1, . . . , im, and N is an arbitrary integer.
We can consider these elements as lying in a certain completion A¯ of the polynomial
algebra A = C[un]n∈Z. In order to define this completion, introduce a Z-grading on A by
putting deg un = −n. We have
A = ⊕N∈Z,m≥0AN,m,
where AN,m is the linear span of monomials of degree N and powerm. Denote by I
M ,M >
0 the ideal of A generated by un, n ≥ M and by I
M
N,m the intersection I
M ∩ AN,m. Let
A¯N,m be the completion of AN,m with respect to the topology, generated by the open sets
IMN,m,M > 0. Clearly,
A¯ = ⊕N∈Z,m≥0A¯N,m
is a commutative algebra. It consists of finite linear combinations of infinite series of the
form (2.1.3), where ci1,... ,im is an arbitrary function of i1, . . . , im. In particular, we have
an embedding F̂0 → A¯.
Now, ui, i ∈ Z, are elements of F̂0 and A¯. We find from formula (2.1.2):
{un, um} = nδn,−m.(2.1.4)
By the Leibnitz rule
{xy, z} = {x, z}+ {y, z},(2.1.5)
we can extend this bracket to a bracket, defined for any pair of monomials in un. We
can then formally apply this formula by linearity to any pair of elements of A¯, using
their presentation in the form (2.1.3). This will give us a well-defined bracket [, ·, ·] on
A¯. One can check directly that the restriction (2.1.4) of this formula to the subspace
⊕n∈ZCun is antisymmetric and satisfies the Jacobi identity. Therefore, by construction,
[·, ·] is antisymmetric and satisfies the Jacobi identity on the whole A¯. Thus [·, ·] defines
a Lie algebra structure on A¯.
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It is shown in [95], §7.23 that the restriction of the Lie bracket [·, ·] to F̂0 coincides with
the bracket (2.1.2) (for instance, this is clear for the subspace ⊕n∈ZCun of F̂0). Therefore
F̂0 is a Lie algebra, and F0 is its Lie subalgebra.
2.1.5. Remark. A Poisson algebra is usually defined as an object, which carries two struc-
tures: associative commutative product and a Lie bracket, which are compatible in the
sense that the Leibnitz rule (2.1.5) holds. It is clear that the product of two local func-
tionals is not a local functional, so that F0 and F̂0 are not Poisson algebras in the usual
sense, but merely Lie algebras (however, A¯ is a Poisson algebra in the usual sense). We
could, of course, take the algebra of all polynomials in local functionals and extend our
Poisson bracket to it by the Leibnitz rule. This would give us a Poisson algebra in the
usual sense. But this would not make any difference for us, because we will never use the
product structure, only the Lie bracket. For this reason we will work with F0 and F̂0, but
we will still refer to them as Poisson algebras and will call the bracket (2.1.2) the Poisson
bracket, because of another meaning of the term “Poisson structure” – as the classical
limit of some quantum structure. In § 4 we will define this quantum structure.
2.1.6. Kirillov-Kostant structure. The Poisson structure on F0, defined above, has a nice
interpretation as a Kirillov-Kostant structure.
Let us introduce an anti-symmetric scalar product 〈, 〉 on Lh:
〈u(t), v(t)〉 =
∫
u(t)dv(t).
Note that this scalar product does not depend on the choice of coordinate t on the circle
and that its kernel consists of constants. Using this scalar product, we can define a
Heisenberg Lie algebra ĥ as the central extension of Lh by the one-dimensional center
with generator I. The commutation relations in ĥ are
[u(t), v(t)] = 〈u(t), v(t)〉I, [u(t), I] = 0.
In the natural basis bj = t
−j , j ∈ Z, of Lh they can be rewritten as
[bn, bm] = nδn,−mI, [bn, I] = 0.(2.1.6)
The (restricted) dual space ĥ∗ of ĥ consists of pairs (y(t)dt, µ), which define linear
functionals on ĥ by formula
(y(t)dt, µ)[u(t) + νI] = µν +
∫
u(t)y(t)dt.
One has the Kirillov-Kostant Poisson structure on ĥ∗. Since I generates the center of ĥ,
we can restrict this structure to a hyperplane ĥ∗µ, which consists of the linear functionals,
taking value µ on I.
If we choose a coordinate t on the circle, then we can identify ĥ∗1 with the space Lh.
This gives us a Poisson bracket on various spaces of functionals on Lh, e.g., on the space
A of polynomial functionals or its completion A¯. Formulas (2.1.4) and (2.1.6) show that
this bracket coincides with the bracket [·, ·], defined in § 2.1.4. The restrictions of this
Poisson bracket to F̂0 and F0 coincide with the ones, defined by formula (2.1.2).
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2.1.7. The action of F0 on π0. The Poisson bracket F0 × F0 → F0, defined by formula
(2.1.2), can be thought of as the adjoint action of the Lie algebra F0 on itself. We can lift
this action to an action of F0 on the space π0 of differential polynomials [70]. Namely, we
can rewrite formula (2.1.2) as follows:
{F,G} = −
∫
δP
δu
∂t
δR
δu
dt = −
∫ ∑
n≥0
(−∂t)
n ∂P
∂(∂nu)
∂t
δR
δu
dt =
−
∫ ∑
n≥0
∂P
∂(∂nu)
· ∂n+1t
δR
δu
dt,
using the fact that the integral of a total derivative is 0. This suggests to define an action
of the functional G =
∫
Rdt on the space π0 ≃ C[∂
nu]n≥0 by the vector field
−
∑
n≥0
(
∂n+1t
δR
δu
)
∂
∂(∂nu)
.(2.1.7)
The map π0 → π0, given by this formula, manifestly commutes with the action of the
derivative ∂, and the projection of this map to a map from F0 = π0/(∂π0 ⊕ C) to itself
coincides with the adjoint action.
We will use the same notation {·, G} for the action of G ∈ F0 on π0. Note that the
action of ∂ on π0 coincides with the action of
1
2
∫
u2(t)dt and that it commutes with the
action of any other G ∈ F0.
2.1.8. Now we define another space, F1, of functionals on Lh and extend our Poisson
bracket. We follow [86].
Let π1 be the tensor product of the space of differential polynomials π0 with a one
dimensional space Cv1. Let us define an action of ∂ on π1 as (∂ + u)⊗ 1, where u stands
for the operator of multiplication by u on π0. Define the space F1 as the cokernel of the
homomorphism ∂ : π1 → π1. We have the exact sequence:
0 −→ π1
∂
−→ π1 −→ F1 −→ 0.
To motivate this definition, introduce formally φ(t) =
∫ t u(s)ds, so that ∂tφ(t) = u(t).
Consider the space of functionals on Lh, which have the form∫
P (u(t), ∂u(t), . . . )eφ(t)dt.(2.1.8)
There is a map, which sends P ⊗ v1 ∈ π1 to the functional (2.1.8), so that the action of
derivative ∂t on Pe
φ(t) coincides with the action of ∂ on P ∈ π1. The kernel of this map
consists of the elements of π1, which are total derivatives; therefore F1 can be interpreted
as the space of functionals of the form (2.1.8).
Note that if P is a differential polynomial in u, then
−∂
δP
δu
=
δP
δφ
.
This formula allows us to extend the Poisson bracket (2.1.2), which was defined for two
differential polynomials in u, to the case, when P is a differential polynomial in u, and R
depends explicitly on φ. In particular, we obtain a well-defined map F0 × F1 → F1:
{
∫
Pdt,
∫
Reφdt} =
∫
δP
δu
δ[Reφ]
δφ
dt =
∫
δP
δu
[
Reφ − ∂t
(
δR
δu
eφ
)]
dt.(2.1.9)
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This bracket satisfies the Jacobi identity for any triple F,G ∈ F0, H ∈ F1. In other words,
F1 is a module over the Lie algebra F0.
This statement can be proved in the same way as in § 2.1.4. Namely, we can extend
the space F1 to the space F̂1 by adjoining elements of the form
∫
Reφdt, where R is a
polynomial in ∂mu,m ≥ 0, and t. Consider the elements wn =
∫
tneφdt ∈ F̂1. By formula
(2.1.9), the action of um =
∫
tmu(t)dt ∈ F̂0 (cf. § 2.1.4) on wn is given by
{um, wn} = wn+m.(2.1.10)
This formula defines a map U×W →W , where U = ⊕m∈ZCum andW = ⊕n∈Zwn. Recall
that U is a Lie algebra, with the commutation relations given by formula (2.1.4). One
can check directly that this map defines a structure of a U -module on W .
In the same way as in § 2.1.4 we can define a completion B¯ of the space B = C[um]m∈Z⊗
W , which contains F̂1 and F1. Using the Leibnitz rule, we can extend the map U ×W →
W given by (2.1.10) to a map A¯× B¯ → B¯. By construction, this map defines a structure
of an A¯–module on B¯. The restriction F̂0× F̂1 → F̂1 of this map coincides with the map
{·, ·} given by (2.1.9). Therefore it defines on F̂1 a structure of a module over the Lie
algebra F̂0. Hence it makes F1 into a module over F0.
2.1.9. The Liouville hamiltonian. We now introduce the hamiltonian H of the Liouville
model by the formula H =
∫
eφ(t)dt ∈ F1. We can rewrite the Liouville equation (1.1.2)
in the hamiltonian form as
∂τU(t) = {U(t), H}.
Here U(t) stands for the delta-like functional on Lh, whose value on a function from
Lh is equal to the value of this function at the point t. We can rewrite it as U(t) =∫
δ(t−s)u(s)ds. The formula (2.1.9) can be extended to such functionals as well. Applying
this formula, we obtain
{
∫
δ(t− s)u(s)ds,
∫
eφ(s)ds} =
∫
δ(t− s)eφ(s)ds = eφ(t).
2.1.10. Definition. The kernel of the linear operator
Q¯ = {·,
∫
eφdt} : F0 → F1(2.1.11)
will be called the space of local integrals of motion of the classical Liouville theory and will
be denoted by I0(sl2).
2.1.11. Our goal is to compute the space I0(sl2). Note that by the Jacobi identity, it is
closed with respect to the Poisson bracket.
It is more convenient to work with the spaces π0 and π1, than with F0 and F1. We
want to define a linear operator Q˜ : π0 → π1, which commutes with the action of ∂ on
these spaces, and descends down to the operator Q¯.
To define such an operator, we will use the same approach as in § 2.1.7. According to
formula (2.1.9), we have:
{
∫
Pdt,
∫
eφdt} =
∫ ∑
n≥0
(−∂t)
n ∂P
∂(∂nu)
· eφdt =
∫ ∑
n≥0
∂P
∂(∂nu)
· ∂nt e
φdt,
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where we used the fact that the integral of a total derivative is 0. We find: ∂te
φ =
ueφ, ∂2t e
φ = (u2 + ∂tu)e
φ, etc. In general, ∂nt e
φ = Bne
φ, where the Bn’s are certain
differential polynomials in u(t), which are connected by the recurrence relation
Bn+1 = uBn + ∂tBn.(2.1.12)
Then we obtain
{
∫
Pdt,
∫
eφdt} =
∑
n≥0
∫
∂P
∂(∂nu)
· Bne
φdt.(2.1.13)
Therefore we can define a map Q˜ : π0 → π1 as follows:
Q˜ · P =
∑
n≥0
Bn
∂P
∂(∂nu)
⊗ v1.
It commutes with the action of ∂ and descends down to the operator Q¯ : F0 → F1.
In fact, in the same way we can define for any G ∈ F1 a map {·, G} : π0 → π1, which
commutes with ∂ and descends down to the map F0 → F1, given by formula (2.1.9):
{P,
∫
Reφ(t)dt} =
∑
n≥0
∂P
∂(∂nu)
· ∂n(R⊗ v1)− ∂
n+1
(
δ
δu
R⊗ v1
)
.
We can also extend the action of G ∈ F0 on π0, given by (2.1.7), to an action on π1 by
adding to the vector field (2.1.7) the term δR
δu
∂
∂φ
, where ∂
∂φ
acts on πn by multiplication
by n.
It is convenient to pass to the new variables xn = ∂
−n−1u/(−n − 1)!, n < 0. Then
π0 = C[xn]n<0, π1 = C[xn]n<0 ⊗ Cv1. In these variables the action of the derivative ∂ on
these spaces is given by
∂ = −
∑
n<0
nxn−1
∂
∂xn
+ x−1
∂
∂φ
.
Let T : π0 → π1 be the translation operator, which sends P ∈ π0 to P ⊗ v1 ∈ π1. In
the new variables the operator Q˜ : π0 → π1 is given by the formula
Q˜ = T
∑
n<0
Sn+1
∂
∂xn
,(2.1.14)
where the polynomials Sn are the Schur polynomials, defined via the generating function:∑
n≤0
Snz
n = exp(
∑
m<0
−
xm
m
zm).(2.1.15)
One can check that ∂Sn = −x1Sn− (n−1)Sn−1, and therefore, by formula (2.1.12), the
differential polynomial B−n coincides with Sn in the new variables xm. We summarize
these results in the following Lemma.
2.1.12. Lemma. The operator Q˜, given by formula (2.1.14), commutes with the action of
the derivative ∂ and the corresponding operator F0 → F1 coincides with the operator Q¯,
given by formula (2.1.11).
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2.1.13. Let us put deg 1 = 0, deg v1 = 1, deg xn = −n. Since the xn’s generate the spaces
π0 and π1 from 1 and v1, respectively, this defines a Z−grading on these spaces such that
the homogeneous components are finite-dimensional. The operator ∂ is homogeneous of
degree 1, and we can define grading on the spaces F0 and F1 by subtracting 1 from the
grading on the spaces π0 and π1, respectively. The operators Q˜ and Q¯ are homogeneous of
degree 0 and therefore their kernels and cokernels are Z−graded with finite-dimensional
homogeneous components.
2.1.14. To find the space of local integrals of motion of the classical Liouville equation
we have to find the 0th cohomology of the complex
F0
Q¯
−→ F1.
Consider the following double complex.
Cx
π0
Q˜
−−−→ π1
∂
x −∂x
π0
Q˜
−−−→ π1x
C
(2.1.16)
We can calculate its cohomology by means of two spectral sequences (as general ref-
erences on spectral sequences, cf., e.g., [93, 15]). In one of them the 0th differential is
vertical. Therefore, in this spectral sequence the 1st term coincides with our complex
with the degrees shifted by 1. Hence the 1st cohomology of the double complex coincides
with the space of integrals of motion.
In the other spectral sequence the first differential is horizontal. We have two identical
complexes
π0
Q˜
−→ π1.(2.1.17)
Let us calculate the cohomology of this complex.
2.1.15. Proposition. The operator Q˜ : π0 → π1 is surjective, so that its cokernel is equal
to 0. The kernelW0(sl2) of the operator Q˜ contains an element W−2 of degree 2, such that
W0(g) coincides with the polynomial algebra C[Wn]n≤−2, where Wn = ∂
−n−2W−2/(−n −
2)!.
Proof. The operator Q = T−1Q˜ is a linear combination of the vector fields Sn+1∂/∂xn, n <
0, where S0 = 1 and Sn+1 is a polynomial in x−1, . . . , xn+1, n < −1. The operator∑
−m≤j≤−1
Sj+1
∂
∂xj
is therefore a well-defined linear operator Q(m) from C[xj ]j=−1,... ,−m to itself.
14 BORIS FEIGIN AND EDWARD FRENKEL
The operator Q(m) is surjective. To see that, consider the dual operator Q(m)∗, acting
on the space dual to C[xj ]j=−1,... ,−m. Since our operator is homogeneous, it is sufficient
to consider the restricted dual space, which we can identify with itself, choosing the
monomials xk1−j1 . . . x
kn
−jn/(k1! . . . kn!)
1/2 as the orthonormal basis. The operator Q(m)∗
then has the form
Q(m)∗ =
∑
−m≤j≤−1
xjS
∗
j+1,
where S∗j is obtained from the polynomial Sj by replacing xi with ∂/∂xi. We see that
the operator Q(m)∗ is the sum of multiplication by x−1, which increases the power of
any polynomial by 1, and other operators, which do not change or decrease the power.
Since the operator of multiplication by x−1 has no kernel, the operator Q(m)
∗ is injec-
tive. Therefore, the operator Q(m) is surjective. Hence, the operators Q and Q˜ are also
surjective.
For any n < −1, there exist polynomials Wn = (n + 1)xn +W
′
n, where W
′
n is a linear
combination of terms of power greater then 1 and of degree n, such that Q˜·Wn = 0. Indeed,
Q(n) · xn = Sn+1 is an element of C[xj ]j=−1,... ,n+1. The operator Q(n + 1) is surjective
on this space. Therefore, there exists such W ′n ∈ C[xj ]j=−1,... ,n+1 that Q(n + 1) ·W
′
n =
−Q(n)·(n+1)xn. But thenQ(n)·((n+1)xn+W
′
n) = 0, and hence Q˜·Wn = TQ(n)·Wn = 0.
In the coordinates x−1,Wn, n < −1, the operator Q˜ is equal to
Q˜ = T
 ∂
∂x−1
+
∑
n<−1
(Q˜ ·Wn)
∂
∂Wn
 = T ∂
∂x−1
.
The Wn’s are algebraically independent by construction, therefore the kernel of the oper-
ator Q˜ coincides with C[Wn]n<−1.
Finally, we can choose as Wn the polynomial ∂
−n−2W−2/(−n − 2)!. Indeed, the latter
lies in the kernel of Q˜, because [∂, Q˜] = 0. Its linear term is equal to (n + 1)xn, because
the linear term of W−2 is −x−2, and the derivative preserves the power of a polynomial.
The Proposition is proved.
2.1.16. Remark. For any Z−graded vector space
V = ⊕m∈ZV (m)
with finite-dimensional homogeneous components, introduce its character as
chV =
∑
m∈Z
dimV (m)qm.
The Euler character of the complex (2.1.17) is equal to
chπ0 − chπ1 = chKerQ˜− chCokerQ˜ =∏
n≥1
(1− qn)−1 − q
∏
n≥1
(1− qn)−1 =
∏
n≥2
(1− qn)−1 = 1 + q2 + . . . .
This formula shows that there exists an element of degree 2 in the kernel of Q˜. De-
note it by W−2. The operator of multiplication by W−2, acting on π0 and π1, com-
mutes with the action of Q˜. Further, since [∂, Q˜] = 0, the operators of multiplication by
Wn = ∂
−n−2W−2/(−n − 2)!, n ≤ −2, also commute with Q˜. Therefore any polynomial
in the Wn’s, constructed this way, lies in the kernel of the operator Q˜. The algebraic
independence of these Wn’s and the surjectivity of the operator Q˜ allowed us to identify
the polynomial algebra in the Wn’s with the kernel of Q˜.
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2.1.17. Proposition. The space I0(sl2) of local integrals of motion of the classical Liouville
theory coincides with the quotient of W0(sl2) by the total derivatives and constants.
Proof. We have to prove that the kernel of the operator Q¯ coincides with the quotient of
W0(sl2) by the total derivatives and constants. As we explained before, this kernel is the
same as the 1st cohomology of the double complex (2.1.16). By Proposition 2.1.15, the
first term of the spectral sequence, associated to this double complex, looks as follows:
C −→ W0(sl2) −→ W0(sl2) −→ C.
The 1st cohomology of this complex is equal to the quotient of W0(sl2) by the total
derivatives and constants.
2.1.18. We can write down explicit formulas for the Wn’s as follows:
W−2 =
1
2
x2−1 − x−2, Wn =
1
(−n− 2)!
∂−n−2W−2, n < −2.
Thus, the space I0(sl2) consists of local functionals, which are defined by differential
polynomials, depending on
W =
1
2
u2 − ∂u.
These local functionals constitute a Poisson subalgebra in F0. It is known that this
Poisson subalgebra is isomorphic to the classical Virasoro algebra.
The Virasoro algebra is the central extension of the Lie algebra of vector fields on
the circle. Its dual space is equipped with the Kirillov-Kostant Poisson structure. This
structure can be restricted to the hyperlane, which consists of the linear functionals,
whose value on the central element is 1. If we choose a coordinate on the circle, then
this hyperplane can be identified with the space of Laurent polynomials W (t). The local
functionals on this space form a Poisson algebra, which is isomorphic to I0(sl2).
There is a map from a hyperplane in the dual space to the Heisenberg algebra to a
hyperplane in the dual space to the Virasoro algebra, which sends u(t) toW (t) = 1
2
u2(t)−
∂tu(t) and preserves the Poisson structure. This map is called the Miura transformation.
In the case of the Liouville theory, which is the simplest Toda field theory, we were able
to find explicit formulas for the local integrals of motion and identify their Poisson algebra
with the classical Virasoro algebra. However, in general explicit formulas are much more
complicated, and we will have to rely on homological algebra to obtain information about
the integrals of motion.
2.2. General case.
2.2.1. Hamiltonian space. Let h be the Cartan subalgebra of g. It is equipped with the
scalar product (, ), which is the restriction of the invariant scalar product on g, normalized
as in [81]. In what follows we will identify h with its dual by means of this scalar product.
We choose as the Hamiltonian space the space Lh of Laurent polynomials on the circle
with values in h, that is the space h⊗C[t, t−1].
Each element u(t) of Lh can be represented by its coordinates (u1(t), . . . , ul(t)) with
respect to the basis of simple roots α1, . . . , αl, where l is the rank of g. Let π0 be the space
of differential polynomials of u(t), i.e. the space of polynomials in ∂nui, i = 1, . . . , l, n ≥ 0.
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We define the space F0 of local functionals as the space of functionals on Lh, which
can be represented as formal residues
F [u(t)] =
∫
P (∂nui(t))dt,
where P ∈ π0. Again, we have the exact sequence
0 −→ π0/C
∂
−→ π0/C
∫
−→ F0 −→ 0.
Introduce the Poisson structure on F0 by the formula
{F,G}[u(t)] = −
∫ (
δP
δu
, ∂t
δR
δu
)
dt.(2.2.1)
Here δP
δu
and ∂t
δR
δu
are vectors in the dual space to h, and we take their scalar product.
In coordinates, we can rewrite it as
{F,G}[u(t)] = −
∫ l∑
i,j=1
(αi, αj)
δP
δui
∂t
δR
δuj
dt.
This Poisson structure has an interpretation as a Kirillov-Kostant structure on a hy-
perplane in the dual space to the Heisenberg algebra ĥ, which is the central extension of
Lh (cf. § 2.1.6).
Note that our conventions in the case of g = sl2 (cf. § 2.1) differ from our conventions
in general by a factor of 2, since for sl2 we have (α, α) = 2.
2.2.2. Let us define other spaces of functionals on Lh. For each element γ of the weight
lattice P ⊂ h∗ ≃ h we define the space πγ = π0 ⊗ Cvγ, equipped with the action of the
derivative by the formula (∂ + γ)⊗ 1, where γ denotes the operator of multiplication by
γ (as an element of π0) on π0.
Let Fγ be the quotient of πγ by the image of the operator ∂, i.e. by the total derivatives.
We have the exact sequence
0 −→ πγ
∂
−→ πγ −→ Fγ −→ 0.(2.2.2)
As in § 2.1.8, we can interpret Fγ as the space of functionals on Lh of the form∫
P (∂nui(t))eγ¯(t)dt,
where γ¯(t) is such that ∂tγ¯(t) = γ(t).
In the same way as in § 2.1.8, we can extend our Poisson bracket (2.2.1) to a map
F0 ×⊕γ∈PFγ → ⊕γ∈PFγ
by the formula
{
∫
Pdt,
∫
Reγ¯dt} =
∫ [(δP
δu
, γ
)
Reγ¯ −
(
δP
δu
, ∂t ·
δR
δu
eγ¯
)]
dt.(2.2.3)
One can check that this bracket satisfies the Jacobi identity for any triple F,G ∈ F0, H ∈
Fγ.
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2.2.3. The Toda hamiltonian. We can now introduce the hamiltonian of the Toda field
theory, associated to g, by the formula
H =
1
2
l∑
i=1
∫
eφi(t)dt ∈ ⊕li=1Fαi ,
where φi(t) = α¯i(t). Note that
∫
eφi(t)dt stands for the image of vαi ∈ παi under the
projection παi → Fαi. The equation
U(t) = {U(t), H},
whereU(t) denotes the delta-like functional as in § 2.1.9, coincides with the Toda equation
(1.1.1).
The operator Q¯i = {·,
∫
eφi(t)dt} is a well-defined linear operator, acting from F0 to
Fαi . We can therefore give the following definition.
2.2.4. Definition. The kernel of the linear operator
1
2
l∑
i=1
Q¯i : F0 → ⊕
l
i=1Fαi
will be called the space of local integrals of motion of the classical Toda field theory asso-
ciated to g and will be denoted by I0(g).
2.2.5. Clearly, I0(g) is equal to the intersection of the kernels of the operators Q¯i : F0 →
Fαi . By Jacobi identity, I0(g) is a Poisson subalgebra of F0.
Let us write down an explicit formula for the operator Q¯i.
It is convenient to pass to the new variables xin = ∂
−n−1ui/(−n−1)!, i = 1, . . . , l, n < 0.
Then πγ = C[x
i
n]⊗Cvγ (here v0 = 1).
In these new variables the action of the derivative ∂ can be written as
l∑
i=1
(
−
∑
n<0
nxin−1
∂
∂xin
+ xi−1
∂
∂φi
)
,
where the action of ∂/∂φi on πγ with γ =
∑l
i=1 liαi is given by multiplication by li.
Let Ti : πγ → πγ+αi be the translation operator, which maps P ⊗vγ ∈ πγ to P ⊗vγ+αi ∈
πγ+αi .
Introduce the operators Q˜i : πγ → πγ+αi by the formula
Q˜i = Ti
∑
n<0
Sin+1∂
(i)
n ,(2.2.4)
where
∂(i)n =
l∑
j=1
(αi, αj)
∂
∂xjn
,
and the Schur polynomials Sin are given by the generating function∑
n≤0
Sinz
n = exp(
∑
m<0
−
xim
m
zm).
2.2.6. Lemma. The operator Q˜i : π0 → παi commutes with the action of derivative ∂ and
the corresponding operator F0 → Fαi coincides with the operator Q¯i.
Proof. The same as in Lemma 2.1.12.
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2.2.7. Our task is to compute the kernel of the operator
∑l
i=1 Q¯i, or, in other words, the
0th cohomology of the complex
F0 −→ ⊕
l
i=1Fαi .(2.2.5)
The cohomology of this complex is very difficult to compute. Indeed, it is clear that the
1st cohomology is very large, because the first group of the complex is “l times larger” than
the 0th group. So, we can not use the argument we used in the proof of Proposition 2.1.15.
What is even worse is that as was explained in the Introduction, for such a complex it is
virtually impossible to prove that the cohomology classes can be quantized.
To fix this situation we will extend this complex further to the right. Clearly, by
doing so we will not change the 0th cohomology, but we will be able to kill all higher
cohomologies. We will then use the resulting complex to compute the 0th cohomology,
and to prove that it can be quantized.
First of all, it is convenient to realize our complex as the double complex
Cx
π0
∑
Q˜i
−−−→ ⊕li=1παi
∂
x −∂x
π0
∑
Q˜i
−−−→ ⊕li=1παix
C
(2.2.6)
in the same way as in § 2.1.14.
We can compute the cohomology of the double complex (2.2.6) by means of the spectral
sequence, whose first term consists of two identical complexes
π0 −→ ⊕
l
i=1παi .(2.2.7)
We will extend both complexes (2.2.7) in such a way that the higher differentials will
commute with the derivative ∂. We will then be able to form a double complex, which
will give us an extension of the complex (2.2.5) that we are looking for.
The key observation, which will enable us to do that, is as follows. Introduce the
operators Qi : π0 → π0 as T
−1Q˜i. We will use the notation adA ·B = [A,B].
2.2.8. Proposition. The operators Qi satisfy the Serre relations of the Lie algebra g
(adQi)
−aij+1 ·Qj = 0,
where ‖aij‖ is the Cartan matrix of g.
Proof. The Proposition follows from the following formula:
(adQi)
m ·Qj = Cm · (−aij −m+ 1)
∑
n1,... ,nm+1<0
Sin1 . . . S
i
nmS
j
nm+1
1
n1 . . . nm
·
·
(
m∑
l=1
nl
n1 + . . . n̂l . . .+ nm+1
∂
(i)
n1+...+nm+1 − ∂
(j)
n1+...+nm+1
)
,
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where Cm is a constant. This formula can be proved by induction, using the commutation
relations
[∂(i)n , S
j
m] = −(αi, αj)
1
n
Sjm−n
(here we put Sjm = 0, if m > 0) and the simple identity
1
a(a+ b)
+
1
b(a+ b)
=
1
ab
.
2.2.9. Remark. In the proof of Proposition 2.2.8 we never used the fact that ‖aij‖ is the
Cartan matrix of a simple Lie algebra. In fact, we could associate the main objects,
defined in this section, such as πγ, Fγ, the Poisson structure, and the operators Qi to any
symmetrizable Cartan matrix, so that the results of this section, such as Proposition 2.2.8,
remain valid.
2.2.10. Proposition 2.2.8 shows that the operators Qi generate an action of the nilpotent
subalgebra n+ of g on π0. In order to extend the complex (2.2.7), we will use the Bernstein-
Gelfand-Gelfand (BGG) resolution of the trivial representation of g by Verma modules.
We will recall the relevant facts about this resolution in the next subsection.
2.3. BGG resolution.
2.3.1. Verma modules. Recall that the Lie algebra g has the Cartan decomposition g =
n− ⊕ h⊕ n+. For λ ∈ h
∗ denote by Cλ the corresponding one-dimensional representation
of h. We can extend it trivially to a representation of b− = h⊕ n−. The induced module
over g,
Mλ = U(g)⊗U(b−) Cλ,
is called the Verma module with lowest weight λ. It is freely generated from the lowest
weight vector 1λ = 1⊗ 1 by the action of the nilpotent subalgebra n+ of g.
A vector w in Mλ is called a singular vector of weight µ, if it satisfies the properties:
n− · w = 0, y · w = µ(y)w, y ∈ h.
In particular, 1λ is a singular vector of weight λ. A singular vector of weight µ generates
a submodule of Mλ, which is isomorphic to the Verma module Mµ.
Consider the Verma moduleM0. It is known that the singular vectors ofM0 are labeled
by the elements of the Weyl group of g [10]. Such a vector ws, corresponding to an element
s of the Weyl group, has the weight ρ− s(ρ), where ρ ∈ h∗ is the half-sum of the positive
roots of g. Let us fix these vectors once and for all.
2.3.2. The definition of the resolution. The BGG resolution is a complex, i.e. a Z−graded
vector space
B∗(g) = ⊕j≥0Bj(g),
together with differentials dj : Bj(g)→ Bj−1(g), which are nilpotent: the composition of
two consecutive differentials dj−1dj is equal to 0.
The vector space Bj(g) is the direct sum of the Verma modules Mρ−s(ρ), where s runs
over the set of elements of the Weyl group of length j [11].
Once we fixed the vectors ws, we have canonical embeddings Mρ−s(ρ) →M0. Therefore
the module Mρ−s(ρ) can be thought of as a submodule of the module M0, generated by
the vector ws. It is known that the vector ws′ belongs to the module Mρ−s(ρ) if and only
if s  s′ with respect to the Bruhat order on the Weyl group [10]. It is clear that these
vectors are singular vectors of the module Mρ−s(ρ) and that there are no other singular
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vectors in this module. In that case we have an embedding is′,s : Mρ−s′(ρ) → Mρ−s(ρ),
which sends the lowest weight vector of Mρ−s′(ρ) to the singular vector of Mρ−s(ρ) of
weight ρ− s′(ρ).
2.3.3. Lemma. [11]
(a) Let s and s′′ be two elements of the Weyl group, such that s ≺ s′′ and l(s′′) =
l(s) + 2. Then there are either two or no elements s′, such that s ≺ s′ ≺ s′′.
(b) Let us call a square a set of four elements of the Weyl group, satisfying the condi-
tions of the part (a).
It is possible to attach a sign ǫs′,s, + or −, to each pair of elements of the Weyl
group s, s′, such that s ≺ s′, l(s′) = l(s) + 1, so that the product of signs over any
square is −.
2.3.4. The differential. We are now ready to define the differential of the BGG resolution
dj : Bj(g)→ Bj−1(g) as
dj =
∑
l(s)=j−1,l(s′)=j,s≺s′
ǫs′,s · is′,s.(2.3.1)
In other words, we take the sum of all possible embeddings of the Verma modules, which
are direct summands of Bj(g), with the special choice of signs from Lemma 2.3.3. By
definition, these differentials commute with the action of g.
2.3.5. Theorem. [11]
(a) The differentials dj , j > 0, are nilpotent: dj−1dj = 0, and so B∗(g) is a complex.
(b) The 0th homology of the complex B∗(g) is the trivial one-dimensional representa-
tion of g, and all higher homologies vanish.
Proof. In the notation of § 2.3.2, we have ws′ = Ps′,s ·ws, for some element Ps′,s of U(n+).
If we have a square s, s′1, s
′
2, s
′′ of elements of the Weyl group, such that s ≺ s′1, s
′
2 ≺ s
′′,
then we can write: ws′′ = Ps′′,s′1Ps′1,sws and ws′′ = Ps′′,s′2Ps′2,sws. Therefore we obtain the
following identity
Ps′′,s′1Ps′1,s = Ps′′,s′2Ps′2,s(2.3.2)
in U(n+). By definition, is′,s(u · 1ρ−s′(ρ)) = (uPs′,s) · 1ρ−s(ρ). So, we obtain from formula
(2.3.2): is′1,s ◦ is′′,s′1 = is′2,s ◦ is′′,s′2. Thus, because of our sign convention (cf. Lemma 2.3.3,
(b)), such terms in the composition of two consecutive differentials dj−1dj will cancel out.
This proves part (a) of the Theorem.
The proof of part (b) is rather complicated; it uses the so-called weak BGG resolution,
which is obtained from the de Rham complex on the big cell of the flag manifold of g (cf.
[11]).
2.3.6. Remarks. (1) One can define analogous resolutions for arbitrary finite-dimensional
representations of g.
(2) There are generalizations of the BGG resolutions to arbitrary symmetrizable Kac-
Moody algebras [107]. We will use such resolutions for affine algebras in § 3.
2.4. Extended complex and its cohomology. One of the main applications of the
BGG resolution is to computation of the cohomologies of the nilpotent Lie algebra n+ of
g. In this subsection we will use this resolution to extend our complex (2.2.7), and to
compute the cohomology of the resulting complex.
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2.4.1. The jth component F j(g) of our extended complex
F ∗(g) = ⊕j≥0F
j(g)
will be the direct sum of the spaces πρ−s(ρ), where s runs over the set of elements of the
Weyl group of length j.
Now let us define the differentials. The algebra U(n+) is generated by ei, i = 1, . . . , l,
which satisfy the Serre relations. So any element of U(n+) can be expressed in terms of ei.
Let Ps′,s(Q) : πρ−s(ρ) → πρ−s′(ρ) be the map, obtained by inserting into Ps′,s ∈ U(n+) the
operators Q˜i instead of ei. We can then introduce the differential δ
j : F j−1(g) → F j(g)
of our complex by the formula
δj =
∑
l(s)=j−1,l(s′)=j,s≺s′
ǫs′,s · Ps′,s(Q).(2.4.1)
2.4.2. Lemma. The differentials δj , j > 0, are nilpotent: δj+1δj = 0, and so F ∗(g) is a
complex.
Proof. Just as in the proof of part (a) of Theorem 2.3.5, we have to check that Ps′′,s′1(Q)
Ps′1,s(Q) = Ps′′,s′2(Q)Ps′2,s(Q). But this follows at once from (2.3.2), since, according to
Proposition 2.2.8, the operators Qi, and therefore the operators Q˜i, satisfy the defining
relations of the algebra U(n+).
2.4.3. We introduce a Z−grading on the complex F ∗(g) by putting deg xin = −n, and
deg vρ−s(ρ) = (ρ
∨, ρ − s(ρ)), where ρ∨ ∈ h∗ is defined by the property (ρ∨, αi) = 1, i =
1, . . . , l. Clearly, all homogeneous subspaces of πγ have finite dimensions. With respect
to this grading, the operator ∂ is homogeneous of degree 1, and we can define a grading
on the spaces Fγ by subtracting 1 from the grading on the space πγ . The differentials δ
j
are homogeneous of degree 0 with respect to this grading. Therefore our complex F ∗(g)
decomposes into a direct sum of finite-dimensional subcomplexes, corresponding to its
different graded components.
2.4.4. Example of sl3. In this case the Weyl group consists of six elements. It is generated
by two reflections: s1 and s2 with the relation s1s2s1 = s2s1s2. The complex F
∗(sl3) is
shown on Fig. 1.
The vertices represent the spaces πρ−s(ρ), and arrows represent the maps of the differen-
tial. There are four squares. The anti-commutativity of maps, associated to one of them,
reads:
Q˜21 Q˜2 = −AQ˜1.
To find a solution A to this equation, let us consider the Serre relation, which the operators
Q˜1 and Q˜2 satisfy (cf. Proposition 2.2.8):
(adQ˜1)
2 · Q˜2 = Q˜
2
1Q˜2 − 2Q˜1Q˜2Q˜1 + Q˜2Q˜
2
1 = 0.
Therefore, A = −2Q˜1Q˜2 + Q˜2Q˜1 is such a solution. Similarly, if we put B = −2Q˜2Q˜1 +
Q˜1Q˜2; then all squares will be anti-commutative.
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Our complex F ∗(sl3) has four non-trivial groups: F
0(sl3) = π0, F
1(sl3) = πα1 ⊕
πα2 , F
2(sl3) = πα1+2α2 ⊕ π2α1+α2 , and F
3(sl3) = π2α1+2α2 . The differentials have the
form: δ1 = Q˜1 + Q˜2, δ2 = Q˜
2
1 + Q˜
2
2 + A +B, and δ3 = Q˜1 + Q˜2.
2.4.5. Proposition. The cohomologies of the complex F ∗(g) are isomorphic to the coho-
mologies of the Lie algebra n+ with coefficients in the module π0, H
∗(n+, π0).
Proof. The complex F ∗(g) is isomorphic to Homn+(B∗(g), π0). Indeed, for any λ the
module Mλ is isomorphic to a free n+−module M with one generator. Therefore the
space of n+−homomorphisms Homn+(M,π0) is canonically isomorphic to π0. Indeed, any
non-zero homomorphism x ∈ Homn+(M,π0) defines a non-zero element in π0: the image
of the lowest weight vector of M . The embedding is′,s of M into itself then induces
the homomorphism from π0 to π0, which sends y ∈ π0 to Ps′,s · y. This is precisely the
homomorphism Ps′,s(Q). Hence the differentials dj of the BGG resolution B∗(g) map to
the differentials δj of the complex F ∗(g).
According to part (b) of Theorem 2.3.5, the BGG resolution B∗(g) is the resolution of
the trivial n+−module by free n+−modules. The cohomologies of the Homn+ of such a
resolution to an n+−module, are, by definition, the cohomologies of n+ with coefficients
in this module, cf., e.g., [76]. Therefore the cohomologies of the complex F ∗(g) coincide
with H∗(n+, π0).
2.4.6. Proposition. All higher cohomologies of the complex F ∗(g) vanish.
Proof. Each of the root generators eα of n+ acts on π0 by a certain vector field. This
vector field has a shift term, which is a linear combination of ∂/∂xin (cf. the proof of
Proposition 3.1.10). It follows from the proof of Proposition 3.2.5 that the shift terms of
the root generators of n+ are linearly independent. Therefore the dual operators to eα are
equal to the sum of some linear combination of xin and some differential operators which
do not change or decrease the power of a polynomial (cf. the proof of Proposition 2.1.15).
Hence the dual module to the module π0 is a free n+−module. But then the module
π0 is injective, and so all higher cohomologies of n+ with coefficients in π0 must vanish.
Proposition 2.4.5 then implies that all higher cohomologies of the complex F ∗(g) vanish.
2.4.7. Proposition. There exist elementsW
(1)
−d1−1
, . . . ,W
(l)
−dl−1
of π0 of degrees d1+1, . . . , dl
+1, where the di’s are the exponents of g, such that the 0th cohomology W0(g) of the
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complex F ∗(g) is isomorphic to the polynomial algebra
C[W (i)ni ]1≤i≤l,ni<−di,
where W (i)ni = ∂
−ni−di−1W
(i)
−di−1
/(−ni − di − 1)!.
Proof. The algebra π0 is the inductive limit of the free commutative algebras with the
generators xin,−M ≤ n ≤ −1. Hence the spectrum of π0 is the inverse limit of the affine
spaces RM ,M > 0, with the coordinates x
i
n,−M ≤ n ≤ −1. From the explicit formula for
the action of the generators of the Lie algebra n+ on π0 we see that the algebras C[RM ] are
preserved under the action of n+ (cf. the proof of Proposition 2.1.15). The infinitesimal
action of n+ on RM by vector fields can be integrated to an action of the Lie group N+
by means of the exponential map n+ → N+, which is an isomorphism. The action of N+
commutes with the projections RM+K → RM .
At each point of the spectrum of π0 the vector fields of the infinitesimal action of the
root generators eα of n+ are linearly independent (cf. the proof of Proposition 2.4.6).
Hence the action of N+ on RM is free for M large enough. The orbits of this action are
isomorphic to the affine space CdimN+ . Therefore the quotient space RM/N+ is also an
affine space and the algebra of functions on this space is a free commutative algebra.
Since the projections RM+K → RM are compatible with the action of N+, we can take
the inverse limit of the quotient spaces RM/N+. The algebra of functions on this inverse
limit is the inductive limit of the free polynomial algebras of functions on RM/N+ and
therefore it is a free polynomial algebra with infinitely many generators. It consists of
all N+–invariant elements of π0, which are the same as the n+–invariant elements. Hence
this algebra coincides with the 0th cohomology of our complex.
The algebra π0 is Z-graded and the action of n+ preserves this grading, if we introduce
the principal grading on n+ by putting deg ei = 1. Therefore the 0th cohomology of our
complex is also Z-graded, and it is easy to compute the degrees of the generators of this
algebra by computing its character.
By Proposition 2.4.6, all higher cohomologies of the complex F ∗(g) vanish. Therefore,
the character of the 0th cohomology is equal to the Euler character of the complex. The
latter is equal to∑
j≥0
(−1)j
∑
l(s)=j
chπρ−s(ρ) =
∏
n>0
(1− qn)−l
∑
s
(−1)l(s)q(ρ
∨,ρ−s(ρ)).
From the specialized Weyl character formula we deduce∑
s
(−1)l(s)q(ρ
∨,ρ−s(ρ)) =
∏
1≤i≤l,1≤ni≤di
(1− qni).
This gives for the character of the 0th cohomology, W0(g),
chW0(g) =
∏
1≤i≤l,ni>di
(1− qni)−1.
This formula shows that the 0th cohomology is the free commutative algebra with gener-
ators W (i)ni of degree −ni, where 1 ≤ i ≤ l, ni < −di. In the same way as in the proof of
Proposition 2.1.15 we can see that as the generatorsW (i)ni we can take ∂
−ni−di−1W
(i)
−di−1
/(−ni−
di − 1)!. The Proposition follows.
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2.4.8. Lemma. Let P be a homogeneous element of the algebra U(n+) of weight γ, such
that P ·1λ is a singular vector of the Verma module Mλ of weight λ+γ. Then the operator
P (Q) : πλ → πλ+γ commutes with the action of the derivative ∂.
Proof. The action of the derivative ∂ on πλ differs from its action on π0 by the operator
of multiplication by λ−1. We have: [λ−1, Q˜i] = (αi, λ)Ti. Therefore, by Lemma 2.2.6,
the commutator of the operator Q˜i : πλ → πλ+αi with ∂ is equal to (αi, λ)Ti. Hence,
the commutator of the monomial Q˜im . . . Q˜i1 : πλ → πλ+γ , where γ =
∑m
j=1 αij , with ∂ is
equal to
m∑
j=1
(αij , λ+ αi1 + . . .+ αij−1)Q˜im . . . Tij . . . Q˜i1 .
This precisely coincides with the action of
l∑
i=1
(αi, αi)
2
fi,
where the fi, i = 1, . . . , l, are the generators of the Lie algebra n−, on the vector eim . . . ei11λ
of the Verma module Mλ. If P1λ is a singular vector in Mλ, then
l∑
i=1
(αi, αi)
2
fi · P1λ = 0,
and so [∂, P (Q)] = 0.
2.4.9. Corollary. The higher differentials δj, j > 1, of the complex F ∗(g) commute with
the action of the derivative ∂.
Proof. Each δj is a linear combination of maps Ps′,s(Q). Since by definition Ps′,s defines
a singular vector, such a map commutes with ∂ by Lemma 2.4.8.
2.4.10. Theorem. The space I0(g) of local integrals of motion of the classical Toda field
theory, associated with g, coincides with the quotient of W0(g) by the total derivatives and
constants.
Proof. Using Corollary 2.4.9, we can construct the double complex C −→ F ∗(g) −→
F ∗(g) −→ C, which is shown on Fig. 2.
By Corollary 2.4.9, the total differential of this complex is nilpotent. If we compute
the cohomology of this complex by means of the spectral sequence, in which the 0th
differential is vertical, then in the first term we obtain the complex F¯ ∗(g) = ⊕j≥0F¯
j(g),
where
F¯ j(g) = ⊕l(s)=jFρ−s(ρ).
By definition, the 0th cohomology of the complex F¯ ∗(g) is the space I0(g). Therefore it
coincides with the 1st cohomology of our double complex.
But we can compute this cohomology by means of the other spectral sequence, in which
the 0th differential is the horizontal one. Then the Theorem follows from Proposition 2.4.7
in the same way as in the proof of Proposition 2.1.17.
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2.4.11. The Adler-Gelfand-Dickey algebra. According to Theorem 2.4.10, the Poisson al-
gebra I0(g) of local integrals of motion of the Toda field theory associated to g is the
algebra of local functionals on a certain hamiltonian space, H(g).
This Poisson algebra coincides with the Adler-Gelfand-Dickey (AGD) algebra, or the
classical W−algebra [71, 2].
The Drinfeld-Sokolov reduction [32, 33] produces the hamiltonian space of the AGD
algebra as the result of a hamiltonian reduction of a hyperplane in the dual space to
the affinization ĝ of g. Following the standard technique of hamiltonian reduction [83],
one can obtain this algebra as the 0th cohomology of the corresponding (classical) BRST
complex.
It was explained in [48, 56, 57] that the complex F¯ ∗(g) appears as the first term of
a spectral sequence, associated to the BRST complex of the Drinfeld-Sokolov reduction.
Therefore I0(g) is precisely the AGD algebra. We also see that higher cohomologies of
the BRST complex vanish.
Usually, one constructs a map, which is called the Miura transformation, from the
hamiltonian space Lh to H(g), which preserves the Poisson structures. The image of the
inverse map of the spaces of functionals embeds the AGD algebra into F0. As we have
explained, the image of this map coincides with the algebra of local integrals of motion of
the corresponding Toda field theory, and can be characterized in very simple terms as the
intersection of the kernels of certain linear operators, acting from F0 to the spaces Fαi .
For the classical simple Lie algebras explicit formulas for the Miura transformation map
are known [33]. They give explicit formulas for the generators W (i)n of the Poisson algebra
I0(g).
For example, the AGD hamiltonian space H(sln) is isomorphic to the space of differ-
ential operators on the circle of the form
∂nt +
n−1∑
i=1
W (i)(t)∂n−i−1t .
The Miura transformation from the space Lh, which consists of functions on the circle
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with values in the Cartan subalgebra h of sln, u(t) = (u
1(t), . . . , un−1(t)), to H(sln) can
be constructed as follows.
Introduce new variables v1(t), . . . , vn(t), such that
∑n
i=1 v
i(t) = 0, and ui(t) = vi(t) −
vi+1(t). Then put
∂nt +
n−1∑
i=1
W (i)(t)∂n−i−1t = (∂t + v
1(t)) . . . (∂t + v
n(t)).
These formulas allow to express W (i)(t) as a differential polynomial in uj(t) (cf. § 2.1.15
for the case of sl2, when the AGD algebra is isomorphic to the classical Virasoro algebra).
One can find other generators W˜ (i)(t) of I0(sln), which transform as tensor fields on the
circle under changes of variables [28].
2.4.12. Integrals of motion in the extended space of local functionals. As in § 2.1.4, we can
extend our Poisson algebra of local functionals F0 by adjoining all Fourier components
of differential polynomials, not only the (−1)st ones. Let F̂0 be the space of functionals
on Lh, which can be represented as residues of differential polynomials with explicit
dependence on t:
F [u(t)] =
∫
P (∂nui(t); t)dt.
We can define the Poisson structure on F̂0 by the same formula (2.2.1). Thus, F̂0 is a
Poisson algebra, and F0 ⊂ F̂0 is its Poisson subalgebra.
Analogously, one can define the spaces F̂γ, γ ∈ P by allowing differential polynomials
to depend on t.
One has the analogue of the exact sequence (2.2.2):
0 −→ πγ ⊗ C[t, t
−1]
∂
−→ πγ ⊗ C[t, t
−1] −→ F̂γ −→ 0,
where the action of ∂ on πγ ⊗ C[t, t
−1] is given by ∂ ⊗ 1 + 1 ⊗ ∂t. If γ = 0, we have to
replace the first π0 ⊗ C[t, t
−1] by π0 ⊗ C[t, t
−1]/C⊗ C.
The Poisson bracket with
∫
eφi(t)dt defines a linear operator F̂0 → F̂αi, which we also
denote by Q¯i. We can then define the space of integrals of motion of the Toda field theory
as the intersection of kernels of the operators Q¯i : F̂0 → F̂αi, i = 1, . . . , l.
We can use the methods of this section to compute this space. Indeed, consider the
tensor product of the complex F ∗(g) with C[t, t−1], with the differentials acting on the
first factor as δj and identically on the second factor. Such differentials commute with
the action of the derivative, and therefore we can use the double complex
C⊗ C −→ F ∗(g)⊗ C[t, t−1] −→ F ∗(g)⊗ C[t, t−1] −→ C⊗C
to compute the space of integrals of motion.
The cohomologies of the complex F ∗(g)⊗C[t, t−1] are equal to the cohomologies of the
complex F ∗(g) tensored with C[t, t−1]. We deduce from Proposition 2.4.7 that the space of
integrals of motion is isomorphic to the quotient ofW0(g)⊗C[t, t
−1] by the total derivatives
and constants. This Poisson algebra is the algebra of local functionals on the AGD
hamiltonian space H(g), extended in the same way – by adjoining all Fourier components
of differential polynomials. It contains I0(g) as a Poisson subalgebra. Sometimes it is this
algebra, which is called the classical W−algebra.
3. Classical affine Toda field theories.
3.1. The case of ŝl2 – classical sine-Gordon theory.
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3.1.1. Hamiltonian structure. The hamiltonian space of the classical sine-Gordon theory
is the same as the hamiltonian space of the classical Liouville theory, namely, the space Lh
of polynomial functions on the circle with values in the one-dimensional Cartan subalgebra
h of sl2, cf. § 2.1.1. As the space of functions on this space, we again take the space F0
of local functionals. The Poisson structure on F0 is given by formula (2.1.2).
We also define spaces πn, n ∈ Z, as the tensor products π0⊗Cvn, where π0 is the space
of differential polynomials (cf. § 2.1.1), and extend the action of derivative ∂ from π0
to πn by the formula (∂ + n · u) ⊗ 1. We then put: Fn = πn/∂πn. This space has an
interpretation as the space of functionals of the form∫
P (u(t), ∂u(t), . . . )enφ(t)dt.
As in § 2.1.8, we can extend the Poisson structure on F0 to well-defined maps F0×Fn →
Fn given by the formula
{
∫
Pdt,
∫
Renφdt} =
∫
δP
δu
δ[Renφ]
δφ
dt =
∫
δP
δu
[
nRenφ − ∂t
(
δR
δu
enφ
)]
dt.(3.1.1)
These brackets satisfy the Jacobi identity for any triple F,G ∈ F0, H ∈ Fn.
3.1.2. The sine-Gordon hamiltonian and local integrals of motion. The hamiltonian H of
the sine-Gordon model is given by
H =
∫
eφ(t)dt+
∫
e−φ(t)dt ∈ F1 ⊕ F−1.
In other words, it is equal to the sum of the projections of the vectors v±1 ∈ π±1 to F±1.
One can check that the corresponding hamiltonian equation
∂τU(t) = {U(t), H}
coincides with the sine-Gordon equation (1.1.3).
We then define the space of local integrals of motion I0(ŝl2) of the sine-Gordon theory
as the kernel of the linear operator
Q¯1 + Q¯0 : F0 → F1 ⊕ F−1,
where Q¯1 = {·,
∫
eφ(t)dt} : F0 → F1, and Q¯0 = {·,
∫
e−φ(t)dt} : F0 → F−1. In other words,
I0(ŝl2) is the intersection of the kernels of the operators Q¯1 and Q¯0. By the Jacobi identity,
I0(ŝl2) is closed with respect to the Poisson bracket. Note that the operator Q¯1 coincides
with the operator Q¯, defined by (2.1.11), and therefore I0(ŝl2) is a Poisson subalgebra in
the Poisson algebra I0(sl2) of local integrals of motion of the Liouville theory, that is in
the classical Virasoro algebra.
3.1.3. Now introduce the operators Q˜1 : πm → πm+1 and Q˜0 : πm → πm−1 by the
formulas:
Q˜1 = T
∑
n<0
S+n+1
∂
∂xn
, Q˜0 = −T
−1
∑
n<0
S−n+1
∂
∂xn
,
where T±1 : πm → πm±1 are the translation operators, and S
±
n are the Schur polynomials:∑
n≤0
S±n z
n = exp(
∑
m<0
∓
xm
m
zm).
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We will also need the operators Q1 = T
−1Q˜1 and Q0 = TQ˜0, which are linear endo-
morphisms of π0 of degree 1. Note that S
+
n coincides with Sn, given by formula (2.1.15),
and so Q˜1 coincides with Q˜, given by formula (2.1.14).
In the same way as in Lemma 2.1.12, one shows that the operators Q˜1 and Q˜0, acting
from π0 to π±1 commute with the action of derivative ∂, and that the corresponding
operators F0 → F±1 coincide with Q¯1 and Q¯0.
The following Proposition will enable us to compute the space of local integrals of
motion I0(ŝl2).
3.1.4. Proposition. The operators Q1 and Q0 satisfy the Serre relations of the Lie algebra
ŝl2:
(adQ1)
3 ·Q0 = 0, (adQ0)
3 ·Q1 = 0.
Proof follows from Proposition 2.2.8 and Remark 2.2.9.
3.1.5. Thus, operators Q0 and Q1 generate an action of the nilpotent subalgebra n+ of
ŝl2 on the space π0. We will use this fact and the BGG resolution for ŝl2 to extend the
complex
F0 −→ F1 ⊕F−1,
whose 0th cohomology is, by definition, the space I0(ŝl2), to a larger complex with nicer
cohomologies.
Again, as in the previous section, we will be using the double complex, which consists
of the spaces πn. So, our task is to extend the complex
π0 −→ π1 ⊕ π−1
in such a way that all higher differentials commute with the action of the derivative.
3.1.6. BGG resolution of ŝl2. As in the case of finite-dimensional Lie algebras, there exists
a BGG resolution B∗(ŝl2) of ŝl2 [107]. It is a complex, consisting of Verma modules over
ŝl2, whose higher homologies vanish, and the 0th homology is one-dimensional.
The jth group Bj(ŝl2) of this complex is equal to M0, if j = 0, and M2j ⊕M−2j , if
j > 0. Here Mλ stands for the Verma module over ŝl2 of level 0 and lowest weight λ
(that is the weight of the Cartan subalgebra of sl2, embedded into ŝl2 as the constant
subalgebra). Such a module is defined in exactly the same way as a Verma module over
a finite-dimensional Lie algebra (cf. § 2.3.1).
The module M0 contains the singular vectors, labeled by the elements of the Weyl
group of ŝl2. Let us denote them by w0, and wj, w
′
j, j > 0. The weight of wj (respectively,
w′j) is equal to 2j (respectively, −2j), and it generates the submodule of M0, which is
isomorphic to M2j (respectively, M−2j). We have w1 = Y
′
1w0, w
′
1 = Y1w0, and wj =
Xjwj−1, w
′
j = Yjwj−1, w
′
j = X
′
jw
′
j−1, wj = Y
′
jw
′
j−1, for j > 1, where Xj, Yj, X
′
j and Y
′
j are
certain elements from U(n+).
The differential dj : B
q
j → B
q
j−1, j > 0, is given by the alternating sum of the embed-
dings of M2j and M−2j into M2(j−1) and M−2(j−1), which map the lowest weight vectors
to the corresponding singular vectors. The nilpotency of the differential, dj−1dj = 0, is
ensured by the commutativity of the embeddings, corresponding to the “squares” in the
Weyl group and a special sign convention, analogous to the one from Lemma 2.3.3.
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3.1.7. Extended complex. We are ready now to define the extended complex F ∗(ŝl2) (cf.
Fig. 3). The jth group F ∗(ŝl2) of this complex is equal to π0, if j = 0, and πj⊕π−j , if j > 0.
The differential δj : F j−1(g) → F j(g) is given by the formula δ1 = Y0(Q) + Y
′
0(Q), δ
j =
Xj(Q)− (−1)
jYj(Q)− (−1)
jY ′j (Q)+X
′
j(Q), j > 1, where we insert into these elements of
U(n+) the operators Q˜1 and Q˜0 instead of the generators e1 and e0.
The nilpotency of the differential, δjδj−1 = 0, follows from the relations in U(n+):
X ′jYj−1 = YjXj−1, XjY
′
j−1 = Y
′
jX
′
j−1, XjXj−1 = Y
′
jYj−1, and X
′
jX
′
j−1 = YjY
′
j−1, and
Proposition 3.1.4.
Note that Y ′j (Q) = Q˜
2j−1
1 , Yj(Q) = Q˜
2j−1
0 . Other operators are more complicated, but
explicit formulas for them can be obtained in principle from the commutativity relations
above, using the Serre relations, in the same way as in § 2.4.4.
Let us introduce a Z−grading on our complex, by putting deg vn = n
2, and deg xm =
−m. One can check that with respect to this grading the differentials δj are homogeneous
of degree 0. Therefore our complex is a direct sum of finite-dimensional subcomplexes,
corresponding to various graded components.
3.1.8. Proposition. The operators Q1 and Q0 define an action of the nilpotent Lie sub-
algebra n+ of ŝl2 on π0. The cohomologies of the complex F
∗(ŝl2) are isomorphic to the
cohomologies of n+ with coefficients in π0, H
∗(n+, π0).
Proof. The same as in Proposition 2.4.5.
3.1.9. Principal commutative subalgebra. Recall that in the realization of ŝl2 as the central
extension of the loop algebra sl2⊗C[t, t
−1], the nilpotent subalgebra n+ of ŝl2 is identified
with the Lie algebra (n¯+ ⊗ 1)⊕ (sl2 ⊗ tC[t]), where n¯+ is the nilpotent subalgebra of sl2.
Let e, h and f be the standard generators of sl2. If y is one of them, we will denote by
y(m) the element y ⊗ tm of ŝl2. The basis of n+ consists of e(m), m ≥ 0, h(m), m > 0,
and f(m), m > 0.
Let a be the commutative subalgebra of n+, which is linearly generated by e(m) +
f(m+ 1), m ≥ 0. We call a the principal commutative subalgebra.
3.1.10. Proposition. The cohomologies of the complex F ∗(ŝl2) are isomorphic to the exte-
rior algebra
∧∗(a∗) of the dual space to the principal commutative subalgebra of n+.
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Proof. If X is an operator on π0 of the form
∑
iXi∂/∂xi, where Xi are polynomials
in xn, then we can define its shift term as the sum of terms Xi∂/∂xi, for which Xi is
a constant. According to the definition of the operators Q1 and Q0, their shift terms
are equal to ∂/∂x−1 and −∂/∂x−1, respectively. Thus the shift term of the operator
p = e(0)+ f(1) = Q0+Q1 is equal to 0. This operator has the form
∑
n<0An
∂
∂xn−1
, where
An = S
+
n − S
−
n is a certain polynomial in xm; An is equal to −
2
n
xn+ higher power terms.
It is known that the Lie algebra n+ splits into the direct sum Ker(ad p)⊕ Im(ad p), and
that Ker(ad p) = a. In the principal grading of n+, in which deg e(0) = 1, deg f(1) = 1,
Im(ad p) is linearly generated by vectors of all positive degrees, and Ker(ad p) is linearly
generated by vectors of all positive odd degrees.
The element (adp)m · e1, m ≥ 0, can be chosen as a generator ym+1 of Im(adp) of degree
m + 1. By induction one can check that the shift term of the operator (adp)m · Q1 is
equal to a non-zero multiple of ∂/∂x−m−1. Indeed, suppose that we have shown this for
m = 0, 1, . . . , n− 1. Since p does not have a shift term, the shift term of yn+1 = [p, yn] is
equal to the commutator of the shift term ∂/∂x−n (times a constant) of yn and a linear
term of the form x−n∂/∂xj from p. There is only one such summand in p, namely,
−
2
n
x−n
∂
∂x−n−1
.
Its commutator with ∂/∂x−n is equal to ∂/∂x−n−1 up to a non-zero constant. Therefore
the shift term of yn+1 equals ∂/∂x−n−1 up to a non-zero constant.
In the same way we can show that the shift term of any element of Ker(adp) has to be
0, because otherwise the commutator of this element with p would be non-trivial.
Let us consider the module π∗0 over n+, dual to π0. One can identify π0 with π
∗
0 as vector
spaces. We can then obtain the formulas for the action of n+ on π
∗
0 from the formulas for
its action on π0 by interchanging xm’s and ∂/∂xm’s (cf. the proof of Proposition 2.1.15).
Since the Lie algebra a acts on π0 by vector fields, which have no shift terms, this Lie
algebra acts by 0 on the vector 1∗ ∈ π∗0, dual to 1 ∈ π0. Let L be the n+−module, induced
from the trivial one-dimensional representation of the Lie subalgebra a of n+:
L = U(n+)⊗U(a) C.
Since the vector 1∗ ∈ π∗0 is a-invariant, there is a unique n+−homomorphism: L → π0,
which sends the generating vector of L to 1∗.
Under this homomorphism, a monomial yi1 . . . yim ⊗ 1 ∈ L maps to a vector of π
∗
0 ,
which is equal to a non-zero multiple of x−i1 . . . x−im+ lower power terms. Therefore this
map has no kernel. On the other hand, the character of the module L in the principal
gradation is equal to ∏
n>0
(1− qn)−1.
This coincides with the character of the module π∗0. Therefore, π
∗
0 is isomorphic to L as
an n+−module.
Going back, we see that the module π0 is isomorphic to the module L
∗, which is the
n+−module coinduced from the trivial representation of a.
By “Shapiro’s lemma” (cf. [66], §1.5.4, [76], §II.7), H∗(n+, π0) ≃ H
∗(a,C). But a
is an abelian Lie algebra, hence H∗(a,C) =
∧∗(a∗). The Proposition now follows from
Proposition 3.1.8.
INTEGRALS OF MOTION AND QUANTUM GROUPS 31
3.1.11. Theorem. The space I0(ŝl2) of local integrals of motion of the sine-Gordon model
is linearly generated by mutually commuting local functionals H2i+1, i ≥ 0, of all positive
odd degrees.
Proof. According to Proposition 3.1.10, the 1st cohomology of the complex F ∗(ŝl2) is
isomorphic to a∗. As a Z−graded space it is a direct sum of one-dimensional subspaces,
generated by some elements hj of all positive odd degrees. In the same way as in Propo-
sition 2.4.9 one checks that the higher differentials of the complex F ∗(ŝl2) commute with
the action of the derivative ∂. Therefore we can form the double complex
C −→ F ∗(ŝl2) −→ F
∗(ŝl2) −→ C
(cf. Fig. 2). The 1st cohomology of this double complex is isomorphic to the space I0(ŝl2).
We can calculate the cohomologies of this double complex F ∗(ŝl2) by means of the
spectral sequence, in which the 0th differential is horizontal. The first term of this spectral
sequence consists of two copies of the cohomologies of the complex F ∗(ŝl2), and the first
differential coincides with the action of the derivative on them.
The 0th cohomology of the complex F ∗(ŝl2) is generated by the vector 1 ∈ π0. Clearly,
the corresponding two cohomology classes in the 1st term of the spectral sequence are
canceled by the two spaces C in the double complex (cf. Fig. 2).
On the other hand, the derivative ∂ acts by 0 on h2j+1 ∈ H
1(ŝl2), because ∂ has degree
1 and so it should send cohomology classes of odd degrees to cohomology classes of even
degrees, which we do not have.
Since we only have two rows in our double complex, the spectral sequence collapses
in the first term. Therefore, the 1st cohomology of the double complex is equal to the
1st cohomology H1 of the complex F ∗(ŝl2), which is equal to ⊕j≥0Ch2j+1, by Proposi-
tion 3.1.10.
Each h2j+1 gives rise to a local integral of motion H2j+1 ∈ F0 as follows. It is clear that
∂h2j+1 is also a cocycle in F
1(ŝl2), of even degree. Therefore it must be a coboundary:
∂h2j+1 = δ
1H2j+1, for some element H2j+1 from F
0(ŝl2) = π0. This element is not a
total derivative, because otherwise h2j+1 would also be a coboundary. Hence H2j+1 =∫
H2j+1(t)dt is non-zero and it lies in the kernel of Q¯1 + Q¯0, because (Q˜1 + Q˜0)H2j+1 =
δ1H2j+1 is a total derivative.
Recall that I0(ŝl2) is closed with respect to the Poisson bracket. So, it is a Poisson
subalgebra in F0. One can easily check that the Lie bracket in F0 is compatible with the
Z-grading, introduced in § 2.4.3. Therefore the degree of {H2i+1, H2j+1} should be even,
and we obtain {H2i+1, H2j+1} = 0.
3.1.12. Examples of integrals of motion. In this subsection we will analyze our complex
F ∗(ŝl2) in low degrees and give explicit formulas for local integrals of motion of degrees 1
and 3.
Let us consider the homogeneous components of our complex F ∗(ŝl2) of degrees up to
4. Since deg vn > 4 for |n| > 2 (cf. § 3.1.7), only F
0(ŝl2) = π0, F
1(ŝl2) = π1 ⊕ π−1 and
F 2(ŝl2) = π2 ⊕ π−2 contain subspaces of degrees less than or equal to 4, cf. Fig. 4.
On Fig. 4 dots represent basis vectors in F 0(ŝl2), F
1(ŝl2), and F
2(ŝl2), and the dots,
corresponding to vectors of the same degree, are situated at the same horizontal level.
We can see that the vector 1 ∈ π0 is the only element of degree 0, therefore it is
necessarily in the kernel of the differential δ1 : F 0(ŝl2) → F
1(ŝl2). It is, as we know, the
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only cohomology class in the 0th cohomology of our complex.
The second group of the complex F 2(ŝl2) has degrees greater than or equal to 4. There-
fore, all vectors of π1 ⊕ π−1 of degrees 1, 2 and 3 necessarily lie in the kernel of the dif-
ferential δ2 : F 1(ŝl2) → F
2(ŝl2). But some of them lie in the image of the differential
δ1.
The component of degree 1 of the space π0 is one-dimensional, and of π1 ⊕ π−1 is
two-dimensional, therefore, the 1st cohomology in degree 1 is one-dimensional. As a
representative of this cohomology class we can take, for instance, vector 2v−1. In degree
2 both spaces have two-dimensional components, so there are no cohomologies of degree
2. In degree 3, the component of the space π0 is three-dimensional, and the component
of the space π1 ⊕ π−1 is four-dimensional, so again we have a cohomology class. As a
representative we can choose vector x2−1v−1.
In degree 4 the vectors v2 and v−2 from F
2(ŝl2) are both in the kernel of the differential
δ3 : F 2(ŝl2) → F
3(ŝl2). But some linear combination of them is in the image of the
differential δ2. Indeed, we know that the differential δ1 has no kernel in degree 4. Therefore
its image in the subspace of F 2(ŝl2) of degree 4 is 5-dimensional. But the 1st cohomology
of degree 4 is trivial. Hence the kernel of the differential δ2 is also 5-dimensional. But the
space F 1(ŝl2) has dimension 6 in degree 4. Therefore the image of δ
3 is one-dimensional.
Thus the second cohomology is one-dimensional in degree 4. It can be represented by the
vector v−2.
In view of Proposition 3.1.10, the cohomology classes that we constructed in F 1(ŝl2),
correspond to the generators of degrees 1 and 3 of the space a∗, and the class that we
constructed in F 2 corresponds to their exterior product. The encircled dots represent
these classes on the picture.
Now let us assign to the 1st cohomology classes of degrees 1 and 3 local integrals of
motion H1 and H3 (cf. Theorem 3.1.11).
The cohomology class h1 of degree 1 was represented by the vector 2v1. According to
the general procedure, described in Theorem 3.1.11, we have to take ∂v1 = −2x−1v1 and
find a vector H1 from π0, such that δ
1H1 = −2x−1v1. One checks that
1
2
x2−1 − x−2 ∈ π0
is such a vector. Therefore, we can take as the integral of motion
H1 =
∫
(
1
2
u(t)2 − ∂tu(t))dt.(3.1.2)
According to § 2.1.7, we can define an action of H1 on ⊕n∈Zπn, and this action will
coincide with the action of ∂.
The cohomology class h3 of degree 3 was represented by vector x
2
−1v−1. We have:
∂h3 = (−x
3
−1+2x−1x−2)v−1, and one can check that δ
1 · 1
2
(1
2
x2−1−x−2)
2 = ∂h3. Therefore,
H3 =
1
2
∫
(
1
2
u(t)2 − ∂tu(t))
2dt(3.1.3)
is an integral of motion.
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3.1.13. Connection with the KdV and mKdV systems. According to Theorem 3.1.11, the
integrals of motion H2j+1 ∈ F0, j ≥ 0, mutually commute with respect to the Poisson
bracket. In particular, we have
{H1,H2j+1} = 0, {H3,H2j+1} = 0,
where H1 andH3 are given by formulas (3.1.2) and (3.1.3), respectively. SinceH1 = ∂, the
first equation is satisfied automatically for any element of F0 (cf. § 2.1.7). However, the
second equation is non-trivial, and it shows that the higher integrals of motion H2j+1, j >
1, coincide with the higher hamiltonians of the mKdV hierarchy. In fact, this equation
can be taken as a definition of these integrals of motion.
This is because H3 is the hamiltonian of the modified Korteweg–de Vries (mKdV)
equation. In other words, the mKdV equation
∂τU(t) = ∂
3
tU(t)−
3
2
U(t)2∂tU(t)(3.1.4)
can be written in the hamiltonian form as
∂τU(t) = {U(t),H3}.
The elements of F0, which commute with H3 are called the higher mKdV hamiltonians.
It is known that they exist precisely for all odd degrees, therefore they coincide with our
H2j+1. Thus, we see that the local integrals of motion of the sine-Gordon model coincide
with the hamiltonians of the mKdV hierarchy, and that the property of commutativity
with H3 defines these local integrals of motion uniquely. The mKdV hamiltonians define
hamiltonian flows on Lh, which commute with the flow, defined by H3. Altogether they
define the mKdV hierarchy of partial differential equations.
The mKdV hierarchy is closely connected with the KdV hierarchy. Namely, as was
explained in § 2.1.18, the kernel of the operator Q¯1 is isomorphic to the classical Virasoro
algebra, which is the Poisson algebra of local functionals, depending on W (t) = 1
2
u2(t)−
∂tu(t). Since I0(ŝl2) was defined as the intersection of the kernels of the operators Q¯1 and
34 BORIS FEIGIN AND EDWARD FRENKEL
Q¯0, it is a subspace in the classical Virasoro algebra. For example, we can rewrite H1 and
H3 via W (t) by the formulas
H1 =
∫
W (t)dt, H3 =
1
2
∫
W 2(t)dt.
The functional H3 is the KdV hamiltonian, therefore the commutativity condition
{H3,H2j+1} = 0
implies that the H2j+1’s, rewritten in terms ofW (t), coincide with the higher KdV hamil-
tonians.
These hamiltonians define the KdV hierarchy of mutually commuting flows on a hyper-
plane in the dual space to the Virasoro algebra, cf., e.g., [111]. The Miura transformation
(cf. § 2.1.18) maps the hierarchy of these flows to the mKdV hierarchy. In particular, the
Miura transformation maps the mKdV equation (3.1.4) to the KdV equation
∂τW (t) = ∂
3
tW (t) + 3W (t)∂tW (t).
3.2. General case. Let g be an arbitrary affine algebra, twisted or untwisted. We will
denote by g¯ the finite-dimensional simple Lie algebra, whose Dynkin diagram is obtained
by deleting the 0th node of the Dynkin diagram of g.
3.2.1. Hamiltonian structure. As the hamiltonian space, the spaces of functionals and the
Poisson brackets of the affine Toda field theory, associated to g, we will take the objects,
corresponding to the Toda field theory, associated to g¯. They were defined in § 2.2.1 and
§ 2.2.2. Throughout this section we will use notation, introduced in § 2.2.
3.2.2. The hamiltonian and integrals of motion. The imaginary root δ of the Lie algebra
g has the decomposition
δ =
l∑
i=0
aiαi,
where αi, i = 0, . . . , l, are the simple roots of g, and the ai’s are the labels of the Dynkin
diagram of g [81]. In particular, a0 = 1 for all affine algebras, except A
(2)
2n , in which
case a0 = 2. Somewhat abusing notation, we will introduce a vector α0 in the Cartan
subalgebra h of g by the formula
α0 = −
1
a0
l∑
i=1
aiαi.
We can now define the hamiltonian of the affine Toda field theory, associated to g, by
the formula
H =
1
2
l∑
i=0
∫
eφi(t)dt ∈ ⊕li=0Fαi ,
where φi(t) = α¯i(t) (cf. § 2.2.2). The corresponding hamiltonian equation coincides with
the Toda equation (1.1.1), associated to g.
We define the space I0(g) of local integrals of motion as the kernel of the operator
{·, H} : F0 → ⊕
l
i=0Fαi , or, in other words, as the intersection of the kernels of the
operators Q¯i = {·,
∫
eφi(t)dt} : F0 → Fαi, i = 0, . . . , l.
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As before, we will use the operators Q˜i : π0 → παi , i = 0, . . . , l, given by formula (2.2.4),
where we put
x0n = −
1
a0
l∑
i=1
aix
i
n.
These operators commute with the action of the derivative and descend down to the
operators Q¯i, i = 0, . . . , l. We will also need the operators Qi = T
−1
i Q˜i, acting on π0.
According to Proposition 2.2.8 and Remark 2.2.9, the operators Q˜i, i = 0, . . . , l, as well
as Qi, i = 0, . . . , l, satisfy the Serre relations of the affine algebra g. Thus, the operators
Qi generate an action of the nilpotent subalgebra n+ of g on the space π0.
In the rest of this subsection we will go through the main steps of § 2 and § 3.1 to
describe the space I0(g). Most of the proofs are the same as in those sections.
3.2.3. The complex F ∗(g). For an affine algebra g there also exists a BGG resolution,
which is defined in the same way and has the same properties as in the case of finite-
dimensional simple Lie algebras [107].
Using this resolution, we can define the complex
F ∗(g) = ⊕j≥0F
j(g)
in the same way as in § 2.4, by putting
F j(g) = ⊕l(s)=jπρ−s(ρ),
where s runs over the affine Weyl group. The differential δj : F j−1(g)→ F j(g) is given by
formula (2.4.1). In the same way as in the case of finite-dimensional simple Lie algebras
(cf. Lemma 2.4.2), it follows that this differential is nilpotent.
Introduce a Z−grading on this complex similar to the one introduced in § 2.4.3. Namely,
we put deg vρ−s(ρ) = (ρ
∨, ρ−s(ρ)), where ρ∨ is an element in the dual space to the Cartan
subalgebra of g, such that (ρ∨, αi) = 1, i = 0, . . . , l, and deg x
i
n = −n. With respect to
this grading, the differentials of our complex have degree 0, and our complex decomposes
into a direct sum of finite-dimensional subcomplexes.
One has the analogue of Proposition 2.4.5: the cohomologies of the complex F ∗(g) are
isomorphic to the cohomologies of n+ with coefficients in π0.
3.2.4. Principal commutative subalgebra. Consider the element p =
∑l
i=0 aiei in the Lie
algebra n+. It is known that n+ = Ker(ad p) ⊕ Im(ad p), where Ker(ad p) is an abelian
Lie subalgebra a of n+, which we will call the principal commutative subalgebra.
In the principal gradation of n+, which is obtained by assigning degree 1 to the gener-
ators ei, the Lie algebra a has a basis of homogeneous elements of degrees equal to the
exponents di, i = 1, . . . , l, of g modulo the Coxeter number h.
The space Ker(ad p) splits into the direct sum Ker(ad p) = ⊕j>0n
j
+ of homogeneous
components of degree j with respect to the principal grading. Each of these components
has dimension l and the operator ad p : nj+ → n
j+1
+ is an isomorphism.
For the proof of these facts, cf. [80], Proposition 3.8 (b). We will use them in the proof
of the following statement, which is a generalization of Proposition 3.1.10.
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3.2.5. Proposition. The cohomologies of the complex F ∗(g) are isomorphic to the exterior
algebra
∧∗(a∗) of the dual space to the pricipal commutative subalgebra a.
Proof. From the formulas, defining the operators Qi, one can see that the operator
p =
∑l
i=0 aiQi does not have a shift term (cf. the proof of Proposition 3.1.10). Therefore,
other elements of the Lie subalgebra a of n+ also do not have shift terms.
Denote by Vj the vector space of operators ∂/∂x
i
−j , i = 1, . . . , l, j > 0. One can
check that the operator adp isomorphically maps Vj to Vj+1. The space of shift terms
of the operators from n1+ ⊂ n+ coincides with V1. By induction, in as in the proof of
Proposition 3.1.10, one can show that the space of shift terms of operators from nj+ ⊂ n+
coincides with Vj.
In the same way as in the proof of Proposition 3.1.10, we deduce from these facts that the
n+−module π0 is isomorphic to the module, coinduced from the trivial representation of
a. Therefore the cohomology H∗(n+, π0), are equal, by “Shapiro’s lemma”, to H
∗(a,C) ≃∧∗(a∗), because a is an abelian Lie algebra. But H∗(n+, π0) coincides with the cohomology
of the complex F ∗(g). The Proposition is proved.
3.2.6. Theorem. The space I0(g) of local integrals of motion of the Toda field theory, asso-
ciated to an affine algebra g, is linearly generated by mutually commuting local functionals
of degrees equal to the exponents of g modulo the Coxeter number.
Proof. If the exponents of g are odd and the Coxeter number is even, then the proof
simply repeats the proof of Theorem 3.1.11. We can again identify the space I0(g) with
the 1st cohomology of the double complex C −→ F ∗(g) −→ F ∗(g) −→ C. According to
Proposition 3.2.5, the 1st cohomology of the complex F ∗(g) is linearly spanned by elements
of certain odd degrees. We can then compute this cohomology using the spectral sequence
in the same way as in the proof of Theorem 3.1.11.
The proof in other cases (A(1)n , n > 1, D
(1)
2n , E
(1)
6 and E
(1)
7 ) will be published in [51].
3.2.7. Integrals of motion in the extended space of local functionals. We can define the
space of integrals of motion of an affine Toda field theory as the intersection of the kernels
of operators Q¯i : F̂0 → F̂α0, cf. § 2.4.12. We can use the tensor product of the complex
F ∗(g) with C[t, t−1] to compute this space. By repeating the proof of Theorem 3.2.6, we
conclude that the space of integrals of motion in the larger space F̂0 of local functionals
coincides with the space I0(g) of integrals of motion in the small space F0.
3.2.8. Remark. One usually defines a conservation law of the Toda field theory (in the
light cone coordinates x+ and x−) as a pair (P
−, P+) ∈ π0 ⊕ (⊕iπαi), such that
∂P−
∂x+
=
∂P+
∂x−
.
In our language, ∂/∂x+ =
∑
i Q˜i = δ
1 is the Poisson bracket with the Toda hamiltonian,
and ∂/∂x− = ∂. Thus, the pair (P
−, P+), where P+ is a 1-cocycle of the complex F ∗(g)
and P− is the density of our integral of motion, i.e. the 0-cocycle of the quotient complex
F ∗(g)/∂F ∗(g) such that δ1P− = ∂P+, is a conservation law. The important observation,
which enabled us to find all such conservation laws was that in order to be a component
of a conservation law, P+ should satisfy a certain equation, namely, δ2 · P+ = 0.
The space I0(g) constitutes a maximal abelian Poisson subalgebra in the classical
W−algebra I0(g¯). One can show that the first generators of I0(g) of degrees di, i =
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1, . . . , l, are equal to
∫
W (i)(t)dt, where the W (i)’s can be chosen as the generators of
I0(g¯), defined in § 2.4.7.
Using this fact, one can identify the local integrals of motion of the classical affine Toda
field theory, associated with g, with the hamiltonians of the corresponding generalized
KdV and mKdV hierarchies.
3.2.9. Remark. In the course of proving Proposition 3.2.5, we showed that the n+−module
π0 is isomorphic to the module, coinduced from the trivial representation of a. It means
that π0 ≃ C[∂
nui] is isomorphic to the space of functions on the homogeneous space
N+/A, where N+ and A are Lie groups of the Lie algebras n+ and a, respectively. In
other words, the space N+/A can be identified with an infinite-dimensional vector space
with coordinates ∂nui. The local integrals of motion of the corresponding Toda field
theory therefore define certain vector fields ηj’s on N+/A (cf. formula (2.1.7)), which
commute among themselves. The first of them, η1, is the vector field ∂.
In our paper [51] we identify the vector field ηj with the infinitesimal right action of
a generator of degree −j of the opposite abelian subalgebra a− of g. Indeed, since g
infinitesimally acts on N+ from the right as on the big cell of the flag manifold, and a−
commutes with a, the Lie algebra a− acts on the coset space N+/A by mutually commuting
vector fields. In particular, the action of the vector field ∂ corresponds to the action of
the element
l∑
i=0
(αi, αi)
2
fi ∈ a−,
in accordance with Lemma 2.4.8.
In the next section we will show how to quantize the classical integrals of motion.
4. Quantum Toda field theories.
4.1. Vertex operator algebras. The theory of vertex operator algebras was started by
Borcherds [14] and then further developed by I.Frenkel, Lepowsky and Meurman in [62]
(cf. also [63, 75, 91]).
In this section we will give the definition of vertex operator algebras and study some
of their properties following closely § 3 of [58]. Ater that we will introduce the vertex
operator algebra (VOA) of the Heisenberg algebra (or the VOA of free fields), which we
will need in the study of quantum integrals of motion of Toda field theories.
4.1.1. Fields. Let V = ⊕∞n=0Vn be a Z+-graded vector space, where dim Vn <∞ for all n,
called the space of states . A field on V of conformal dimension ∆ ∈ Z is a power series
φ(z) =
∑
j∈Z φjz
−j−∆, where φj ∈ End V and φjVn ⊂ Vn−j . Note that if φ(z) is a field
of conformal dimension ∆, then the power series ∂zφ(z) =
∑
j∈Z(−j −∆)φjz
−j−∆−1 is a
field of conformal dimension ∆ + 1.
If z ∈ C× is a non-zero complex number, then φ(z) can be considered as a linear
operator V → V¯ , where V¯ =
∏∞
n=0 Vn.
We have a natural pairing 〈, 〉 : V ∗n × Vn → C. A linear operator P : V → V¯ can be
represented by a set of finite-dimensional linear operators P ji : Vi → Vj , i, j ∈ Z, such that
〈A,P · B〉 = 〈A,P ji · B〉 for B ∈ Vi, A ∈ V
∗
j . Let P,Q be two linear operators V → V¯ .
We say that the composition PQ exists, if for any i, k ∈ Z, B ∈ Vi, A ∈ V
∗
k the series∑
j∈Z〈A,P
k
j Q
j
i · B〉 converges absolutely.
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4.1.2. Definition. Two fields φ(z) and ψ(z) are called local with respect to each other, if
• for any z, w ∈ C×, such that |z| > |w|, the composition φ(z)ψ(w) exists and can be
analytically continued to a rational operator-valued function on (C×)2\diagonal,
R(φ(z)ψ(w));
• for any z, w ∈ C×, such that |w| > |z|, the composition ψ(w)φ(z) exists and can be
analytically continued to a rational operator-valued function on (C×)2\diagonal,
R(ψ(w)φ(z));
• R(φ(z)ψ(w)) = R(ψ(w)φ(z)).
In other words, fields φ(z) and ψ(z) are local with respect to each other, if for any x ∈ Vn
and y ∈ V ∗m both matrix coefficients 〈y|φ(z)ψ(w)|x〉 for |z| > |w| and 〈y|ψ(w)φ(z)|x〉 for
|z| < |w| converge to the same rational function in z and w which has no poles outside
the lines z = 0, w = 0 and z = w.
4.1.3. Definition. A VOA structure on V is a linear map Y (·, z) : V −→ End V [[z, z−1]]
which associates to each A ∈ Vn a field of conformal dimension n (also called a vertex operator)
Y (A, z) =
∑
j∈Z Ajz
−j−n, such that the following axioms hold:
(A1) (vacuum axiom) There exists an element |0〉 ∈ V0 (vacuum vector) such that
Y (|0〉, z) = Id and limz→0 Y (A, z)|0〉 = A.
(A2) (translation invariance) There exists an operator T ∈ End V such that
∂zY (A, z) = [T, Y (A, z)] and T |0〉 = 0.
(A3) (locality) All fields Y (A, z) are local with respect to each other.
A VOA V is called conformal of central charge c ∈ C if there exists an element ω ∈
V2 (called the Virasoro element), such that the corresponding vertex operator Y (ω, z) =∑
n∈Z Lnz
−n−2 satisfies the following properties:
(C) L−1 = T , L0|Vn = n · Id, and L2ω =
1
2
c|0〉.
4.1.4. Proposition. A VOA V automatically satisfies the associativity property: for any
A,B ∈ V ,
R(Y (A, z)Y (B,w)) = R(Y (Y (A, z − w)B,w)),(4.1.1)
where the left-hand (resp. right-hand) side is the analytic continuation from the domain
|z| > |w| (resp. |w| > |z − w|).
Proof which was communicated to us by V. Kac follows from the following two Lemmas.
4.1.5. Lemma. For any z ∈ C× and w ∈ C, such that |w| < |z|, the composition
ewTY (A, z)e−Tw, where
ewT =
∞∑
n=0
(wT )n
n!
,
exists and can be analytically continued to a rational operator-valued function, which is
equal to Y (A, z + w), i.e.
R(ewTY (A, z)e−Tw) = Y (A, z + w).
Proof. By axiom (A2), [T, Y (A, z)] = ∂zY (A, z). Hence as a formal powers series,
ewTY (A, z)e−Tw =
∞∑
n=0
wn
n!
∂nz Y (A, z).
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The right hand side is the Taylor expansion of Y (A, z+w). Since Y (A, z) is holomorphic
everywhere except the origin, ewTY (A, z)e−Tw converges to Y (A, z + w) if |w| < |z|.
4.1.6. Lemma. For any z ∈ C×, Y (A, z)B = ezTY (B,−z)A.
Proof. By Lemma 4.1.5,
R(e(z+w)TY (B,−z)A) = R(Y (B,w)e(z+w)TA).
We can derive from axioms (A1) and (A2) that e(z+w)TA = Y (A, z + w)|0〉. This and
the previous formula give:
R(e(z+w)TY (B,−z)A) = R(Y (B,w)Y (A, z + w)|0〉).
By locality,
R(e(z+w)TY (B,−z)A) = R(Y (A, z + w)Y (B,w)|0〉).
Both sides of the last formula have well-defined limits when w → 0, hence these limits
coincide and we obtain using axiom (A1): eTzY (B,−z)A = Y (A, z)B.
4.1.7. Proof of Proposition 4.1.4. For any vector C ∈ V we have:
Y (A, z)Y (B,w)C = Y (A, z)ewTY (C,−w)B
for |z| > |w|, where we applied Lemma 4.1.6 to Y (B,w)C. By applying 1 = eTwe−Tw to
both sides of this formula (we can do this, because e±Tw is a series infinite in only one
direction) and using Lemma 4.1.5 in the right hand side of the previous formula we obtain
Y (A, z)Y (B,w)C = ewTY (A, z − w)Y (C,−w)B(4.1.2)
for |z| > |w|.
On the other hand, consider
Y (Y (A, z − w)B,w)C =
∑
n∈Z
(z − w)−n−∆AY (An · B,w)C
as a formal power series in (z − w). By Lemma 4.1.6,
Y (An ·B,w)C = e
wTY (C,−w)AnB.
Hence
Y (Y (A, z − w)B,w)C = ewTY (C,−w)Y (A, z − w)B,(4.1.3)
as formal power series in (z − w). But the right hand side of (4.1.3) converges when
|w| > |z − w| and can be analytically continued to a rational function in z and w, by
axiom (A3). Therefore the left hand side of (4.1.3) has the same properties.
By applying axiom (A3) to the analytic continuations of the right hand sides of (4.1.2)
and (4.1.3), we obtain the equality of the analytic continuations of the left hand sides:
R(Y (A, z)Y (B,w))C = R(Y (Y (A, z − w)B,w))C
for any C ∈ V , and Proposition 4.1.4 follows.
40 BORIS FEIGIN AND EDWARD FRENKEL
4.1.8. Operator product expansion. We may rewrite formula (4.1.1) as
Y (A, z)Y (B,w) =
∑
n∈Z
(z − w)−n−degAY (An · B,w),
using the formula Y (A, z) =
∑
n∈Z Anz
−n−degA. Here and further on to simplify notation
we omit R(·) in formulas for analytic continuation of functions. Such an identity is called
an operator product expansion (OPE). There exists such M ∈ Z that An · B = 0 for
any n > M . Therefore, the right hand side of this formula has only finitely many terms
with negative powers of (z−w). Combining axioms (3), (4), and the Cauchy theorem we
obtain the following identity [62]:
∫
Cρw
∫
CRz
Y (A, z)Y (B,w)f(z, w) dzdw−
∫
Cρw
∫
Crz
Y (B,w)Y (A, z)f(z, w) dzdw =∫
Cρw
∫
Cδz (w)
∑
n∈Z
(z − w)−n−degAY (An · B,w)f(z, w) dzdw,
where Cx denotes a circle of radius x around the origin, R > ρ > r, Cδ(w) denotes
a small circle of radius δ around w, and f(z, w) is an arbitrary rational function on
(C×)2\diagonal.
This formula can be used in order to compute commutation relations between Fourier
components of vertex operators. Indeed, if we choose f(z, w) = zm+degA−1wk+degB−1,
then we obtain:
[Am, Bk] =
∑
n>−degA
∫
Cρw
dw
w
wk+degB
∫
Cδz (w)
dz
zm+degA−1
(z − w)n+degA
Y (An · B,w) =
∑
− degA<n≤m
(
m+ degA− 1
n+ degA− 1
)
(An ·B)m+k.(4.1.4)
In particular, we see that only the terms in the OPE, which are singular at the diagonal
z = w, contribute to the commutator. This formula also shows that the commutator of
Fourier components of two fields is a linear combination of Fourier components of other
fields (namely, the ones, corresponding to the vectors An · B). Therefore we obtain the
following result.
4.1.9. Theorem. The space of all Fourier components of vertex operators defined by a
VOA is a Lie algebra.
In particular we derive from formula (4.1.1) and axiom (C) that
Y (ω, z)Y (ω,w) =
c/2
(z − w)4
+
2Y (ω,w)
(z − w)2
+
∂wY (ω,w)
z − w
+O(1),
which implies using (4.1.4) the following commutation relations between the Fourier co-
efficients Ln, n ∈ Z, of Y (ω, z):
[Ln, Lm] = (n−m)Ln+m +
1
12
(n3 − n)δn,−mc.
These are the defining relations of the Virasoro algebra with central charge c.
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4.1.10. Remark. The axioms of VOA may look rather complicated, but in fact they are
quite natural generalizations of the axioms of a Z−graded associative commutative algebra
with a unit. Indeed, such an algebra is defined as a Z−graded vector space V along with
a linear operator Y : V → End(V ) of degree 0 and an element 1 ∈ V , such that Y (1) =
Id. The linear operator Y defines a product structure by the formula A · B = Y (A)B.
The axioms of commutativity and associativity of this product then read as follows:
Y (A)Y (B) = Y (B)Y (A), and Y (Y (A)B) = Y (A)Y (B).
On a VOA V the operator Y (·, z) defines a family of “products” – linear operators
V → V , depending (in the formal sense) on a complex parameter z. The axiom (A3)
and formula (4.1.1) can be viewed as analogues of the axioms of commutativity and
associativity (with a proper regularization of the compositions of operators), and the
first half of the axiom (A1) is the analogue of the axiom of unit. A rather surprising
aspect of the theory of VOA is that the “associativity” property (4.1.1) follows from the
“commutativity” (locality) (A3) together with (A1) and (A2).
Another novelty is vector ω. The meaning of this vector is the following. The Fourier
components of Y (ω, z) define on V an action of the Virasoro algebra, which is the central
extension of the Lie algebra of vector fields on a punctured disc. The existence of such an
element inside V means that all infinitesimal changes of the coordinate z can be regarded
as “interior automorphisms” of V .
4.1.11. Ultralocal fields. Let us call two fields φ(z) and ψ(z) ultralocal with respect to
each other if there exists an integer N , such that for any v ∈ Vn and v
∗ ∈ V ∗m, both
series 〈v∗|φ(z)ψ(w)|v〉(z−w)N and 〈v∗|ψ(w)φ(z)|v〉(z−w)N are equal to the same finite
polynomial in z±1 and w±1. Clearly, ultralocality implies locality. Moreover, in a vertex
operator algebra any two vertex operators are automatically ultralocal with respect to each
other according to formula (4.1.1) and the fact that the Z–gradation on V is bounded
from below.
Given two fields φ(z) and ψ(z) of conformal dimensions ∆φ and ∆ψ one defines their
normally ordered product as the field
: φ(z)ψ(z) :=
∑
n∈Z
 ∑
m<−∆φ
φmψn−m +
∑
m≥−∆φ
ψn−mφm
 z−n−∆φ−∆ψ(4.1.5)
of conformal dimension ∆φ+∆ψ. The Leibniz rule holds for the normally ordered product:
∂z : φ(z)ψ(z) :=: ∂zφ(z)ψ(z) : + : φ(z)∂zψ(z) : .(4.1.6)
The following proposition proved in [58], Proposition 3.1, allows one to check easily the
axioms of a VOA.
4.1.12. Proposition. Let V be a Z+-graded vector space. Suppose that to some vectors
a(0) = |0〉 ∈ V0, a
(1) ∈ V∆1 , . . . , one associates fields Y (|0〉, z) = Id, Y (a
(1), z) =
∑
j a
(1)
j z
−j−∆1,
. . . , of conformal dimensions 0,∆1, . . . , such that the following properties hold:
(1) all fields Y (a(i), z) are ultralocal with respect to each other;
(2) limz→0 Y (a
(i), z)|0〉 = a(i);
(3) the space V has a linear basis of vectors
a
(ks)
−js−∆ks
. . . a
(k1)
−j1−∆k1
|0〉, j1, . . . , js ∈ Z+;(4.1.7)
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(4) there exists an endomorphism T of V such that[
T, a
(k)
−j−∆k
]
= (j + 1)a
(k)
−j−∆k−1
, T (|0〉) = 0.(4.1.8)
Then letting
(4.1.9) Y (a
(ks)
−js−∆ks
. . . a
(k1)
−j1−∆k1
|0〉, z)
= (j1! · . . . · js!)
−1· : ∂jsz Y (a
(ks), z) . . . ∂j2z Y (a
(k2), z)∂j1z Y (a
(k1), z) :
(where the normal ordering of more than two fields is nested from right to left), gives a
well-defined VOA structure on V .
Proof. We define the map Y (·, z) by formula (4.1.9). It is clear that axiom (A1) holds.
Given two fields φ(z) and ψ(z), if [T, φ(z)] = ∂zφ(z) and [T, ψ(z)] = ∂zψ(z), then from
(4.1.5) and (4.1.6) it follows that
[T, : φ(z)ψ(z) :] = ∂z : φ(z)ψ(z) : .(4.1.10)
Hence the axiom (A2) follows inductively from (4.1.9) and (4.1.10).
Using an argument of Dong (cf. [91], Proposition 3.2.7), one can show that if three
fields χ(z), φ(z) and ψ(z) are ultralocal with respect to each other, then : φ(z)ψ(z): and
χ(z) are ultralocal.
Indeed, by assumption, there exists such r ∈ Z+ that
(w − z)sφ(z)ψ(w) = (w − z)sψ(w)φ(z),(4.1.11)
(u− z)sφ(z)χ(u) = (u− z)sχ(u)φ(z),(4.1.12)
(u− w)sψ(w)χ(u) = (u− w)sχ(u)ψ(w),(4.1.13)
for any s ≥ r.
Consider the formal power series in z, w and u:
(w − u)3r
[
(z − w)−1φ(z)ψ(w)− (z − w)−1ψ(w)φ(z)
]
χ(u),(4.1.14)
where (z − w)−1 is considered as a power series in w/z in the first summand and as a
power series in z/w in the second summand.
This series is equal to
(w − u)r
2r∑
s=0
(
2r
s
)
(w − z)s(z − u)2r−s
[
(z − w)−1φ(z)ψ(w)− (z − w)−1ψ(w)φ(z)
]
χ(u).
The terms with r < s ≤ 2r in the last formula vanish by (4.1.11). Hence we can rewrite
it as
(w − u)r
r∑
s=0
(
2r
s
)
(w − z)s(z − u)2r−s
[
(z − w)−1φ(z)ψ(w)− (z − w)−1ψ(w)φ(z)
]
χ(u),
and further as
(w − u)r
r∑
s=0
(
2r
s
)
(w − z)s(z − u)2r−sχ(u)
[
(z − w)−1φ(z)ψ(w)− (z − w)−1ψ(w)φ(z)
]
,
using (4.1.12) and (4.1.13). By the same trick as above, we see that (4.1.14) is equal to
(w − u)3rχ(u)
[
(z − w)−1φ(z)ψ(w)− (z − w)−1ψ(w)φ(z)
]
.(4.1.15)
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Now it follows from the definition of normal ordering (4.1.5) that the series : φ(w)ψ(w) :
is the coefficient of z−1 in the series
(z − w)−1φ(z)ψ(w)− (z − w)−1ψ(w)φ(z),
where again (z−w)−1 is considered as a power series in w/z in the first summand and as
a power series in z/w in the second summand.
Hence if we take the coefficients in front of z−1 in formulas (4.1.14) and (4.1.15), we
obtain the following equality of formal power series in w±1 and u±1:
(w − u)3r : φ(w)ψ(w) : χ(u) = (w − u)3rχ(u) : φ(w)ψ(w) : .
But since the gradation on V is bounded from below, the matrix coefficients of the
left hand side are finite in u−1 and w, whereas the matrix coefficients of the right hand
side are finite in w−1 and in u. Therefore both are polynomials in w±1 and u±1, and so
: φ(z)ψ(z) : and χ(z) are ultralocal.
It is also clear that if φ(z) and ψ(z) are ultralocal, then ∂zφ(z) and ψ(z) are ultralocal.
This implies axiom (A3) and completes the proof.
4.2. The VOA of the Heisenberg algebra.
4.2.1. Let h be the Cartan subalgebra of a simple finite-dimensional Lie algebra g. In
§ 2.1.6 we defined the Heisenberg algebra ĥ. It has generators bin, i = 1, . . . , l, n ∈ Z, and
relations
[bin, b
j
m] = n(αi, αj)δn,−m.
In the case g = sl2 we will have generators bn, n ∈ Z, and relations
[bn, bm] = nδn,−m.
For λ ∈ h∗, let πλ be the Fock representation of ĥ, which is freely generated by the
operators bin, i = 1, . . . , l, n ∈ Z, from a vector vλ, such that
binvλ = 0, n > 0, b
i
0vλ = (λ, αi)vλ.
The fact that we used the same notation πλ for these representations as for the spaces of
differential polynomials in § 2 will be justified later on.
We want to introduce a structure of VOA on π0.
First we introduce a Z−grading on π0 by putting deg v0 = 0, deg b(n) = −n, so that
deg b(n1) . . . b(nm)v0 = −
∑m
i=1 ni.
Next we introduce a linear map Y (·, z) from π0 to Endπ0[[z, z
−1]].
Defining the operator Y (·, z) amounts to assigning to each homogeneous vector A ∈ π0
a formal power series
Y (A, z) =
∑
n∈Z
Anz
−n−degA.
In this formula, the Fourier component An stands for some linear operator of degree −n,
acting on π0.
Let us define these operators by explicit formulas. The degree 0 subspace of the module
π0 is spanned by one vector: v0. The corresponding operator Y (v0, z) is equal to the
identity operator (times 1, and all other Fourier components are equal to 0).
In degree one we have l linearly independent vectors: bi−1v0, i = 1, . . . , l. We assign to
them the fields
Y (bi−1v0, z) = b
i(z) =
∑
n∈Z
binz
−n−1.
44 BORIS FEIGIN AND EDWARD FRENKEL
In degree 2 the module π0 has two types of vectors: b
i
−2v0, to which we assign
Y (bi−2v0, z) = ∂zb
i(z),
where ∂z = ∂/∂z; and b
i
−1b
j
−1v0, to which we assign
Y (bi−1b
j
−1v0, z) =: b
i(z)bj(z) :=
∑
n∈Z
∑
m∈Z
: bi(m)bj(n−m) :
 z−n−2.
Here the columns denote the normal ordering. If we have a monomial in bin’s, its normal
ordering is the ordering, in which all “creation” operators bin, n < 0, are to the left of all
“annihilation” operators bin, n ≥ 0.
The general formula for a monomial basis element bi1n1 . . . b
im
nmv0 of π0 is the following:
(4.2.1) Y (bi1n1 . . . b
im
nmv0, z) =
1
(−n1 − 1)!
. . .
1
(−nm − 1)!
: ∂−n1−1z b
i1(z) . . . ∂−nm−1z b
im(z) : .
By linearity, we can extend the map Y (·, z) to any vector of π0.
Finally, we put |0〉 = v0 and
T =
1
2
l∑
i=1
∑
n∈Z
: binb
i∗
−n−1 :,(4.2.2)
where bi∗n are the dual generators of the Heisenberg algebra, i.e. the following commutation
relations hold:
[bin, b
j∗
m ] = nδi,jδn,−m.
We also have:
[∂, bin] = −nb
i
n−1.
4.2.2. Theorem. The map Y (·, z) defined by formula (4.2.1) together with the vector |0〉
and the operator T define the structure of VOA on π0.
Proof. Consider the space π0 and put a
(0) = v0, a
(1) = b(−1)v0. Define also T by formula
(4.5.2). Then all conditions of Proposition 4.1.12 will be satisfied. In particular, the fact
that Y (a(1), z) = b(z) is ultralocal with itself follows from the computation in § 4.2.3.
Therefore, by Proposition 4.1.12, the map Y (·, z) defined in § 4.2 satisfies the axioms of
vertex operator algebra.
The VOA π0 can be given a structure of conformal VOA with an arbitrary central
charge. Define for any γ ∈ h the elements ωγ by the formula
ωγ =
(
1
2
l∑
i=1
bi−1b
i∗
−1 + γ−2
)
v0.
These elements satisfy the axiom (C) with c = 1− 12‖γ‖2.
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4.2.3. Commutation relations. Now we are going to compute the commutation relations
in the Heisenberg algebra ĥ using formula (4.1.4). First let us compute bi(z)b(w) for
|z| > |w|. We have to rewrite this composition as a linear combination of well-defined,
i.e. normally ordered, linear operators on π0. We have
bi(z)bj(w) =
∑
n,m∈Z
bi(n)bj(m)z−n−1w−m−1 =
∑
n<0,m∈Z
bi(n)bj(m)z−n−1w−m−1+
+
∑
n≥0,m∈Z
bi(m)bj(n)z−n−1w−m−1 +
∑
n≥0,m∈Z
[bi(n), bj(m)]z−n−1w−m−1 =
=: bi(z)bj(w) : +
∑
n>0
n(αi, αj)
1
z2
(
w
z
)n−1
=: bi(z)bj(w) : +
(αi, αj)
(z − w)2
.
We can further rewrite this as
bi(z)bj(w) =
(αi, αj)
(z − w)2
+
∑
n≥0
1
n!
(z − w)n : ∂nwb
i(w)bj(w) :,(4.2.3)
by Taylor’s formula.
On the other hand, we have: bi(n) · bj(−1)v0 = 0, for n > 1 or n = 0, b
i(1) · bj(−1)v0 =
(αi, αj)v0, and b
i(n) · bj(−1)v0 = b
i(n)bj(−1)v0, n < 0. Hence we obtain
Y (Y (bi(−1)v0, z − w) · b
j(−1)v0, w) =
∑
n∈Z
(z − w)−n−1Y (bi(n) · bj(−1)v0, w)(4.2.4)
=
(αi, αj)
(z − w)2
+
∑
n≥0
1
n!
(z − w)n : ∂nwb
i(w)bj(w) :,
which coincides with formula (4.2.3), in accordance with formula (4.1.1). Note that the
second computation is simpler.
Now we obtain using formula (4.1.4):
[bi(n), bj(m)] =
∫
Cρw
dwwm
∫
Cδz (w)
dzzn
(αi, αj)
(z − w)2
= n(αi, αj)
∫
dwwn+m−1 = n(αi, αj)δn,−m,
in accordance with the commutation relations of ĥ.
4.2.4. Bosonic vertex operators. Other Fock representations πλ carry the structure of a
module over the VOA π0 (for general definition, cf. [63]). The Fourier components of the
vertex operators Y (A, z), given by formula (4.2.1), define linear operators on any of the
modules πλ, and so we obtain maps π0 → End(πλ)[[z, z
−1]], which satisfy axioms similar
to the axioms of VOA.
There is also another structure: a map πλ → Hom(π0, πλ)[[z, z
−1]], in other words, to
each vector of πλ we can assign a field, whose Fourier components are linear operators,
acting from π0 to πλ.
Let us define this map by explicit formulas. To the highest weight vector vλ ∈ πλ we
associate the following field, which is called the bosonic vertex operator:
V˜λ(z) =
∑
n∈Z
Vλ(n)z
−n = Tλ exp
(
−
∑
n<0
λnz
−n
n
)
exp
(
−
∑
n>0
λnz
−n
n
)
,(4.2.5)
where Tλ : π0 → πλ is the shift operator, which maps v0 to vλ and commutes with the
operators bin, n < 0, and λn = λ ⊗ t
n is the element of the Heisenberg algebra h =
h⊗C[t, t−1], corresponding to the element λ ∈ h (h is identified with h∗ by means of the
scalar product).
46 BORIS FEIGIN AND EDWARD FRENKEL
The field V˜λ(z) can be viewed as the normally ordered exponential of
λ¯(z) =
∫ z
λ(w)dw = −
∑
n 6=0
λnz
−n
n
+ λ0 log z.
We can then define the fields for other elements of πλ as follows:
Y (Pvλ, z) =: Y (Pv0, z)V˜λ(z) :,
where P is a polynomial in bin, n < 0.
These fields satisfy the axioms (A1) and (A2). The axiom (A3) and formula (4.1.1)
are also satisfied for any pair A ∈ π0, B ∈ πλ, or B ∈ π0, A ∈ πλ.
Using formula (4.1.1), it is easy to compute the commutation relations between bin and
Vλ(m). Indeed, from the fact that b
i
0vλ = (λ, αi)vλ we derive the following OPE:
bi(z)V˜λ(w) =
(λ, αi)V˜λ(w)
z − w
+ regular terms,
which gives (using the technique of § 4.2.3) the commutation relations
[bin, Vλ(m)] = (λ, αi)Vλ(n+m).(4.2.6)
In the next subsection we will show that the operators
∫
V˜βαi(z)dz, where β is a de-
formation parameter, can be viewed as quantizations of the classical operators Q˜i from
§ 2, corresponding to the value β = 0. We will use these operators to define the space of
quantum integrals of motion of the Toda field theories and related structures.
4.3. Quantum integrals of motion.
4.3.1. Quantization of the Poisson algebra. Let us introduce a deformation parameter β
and modify the commutation relations in our Heisenberg algebra by putting
[bin, b
j
m] = n(αi, αj)δn,−mβ
2.(4.3.1)
If g = sl2, we put
[bn, bm] = nδn,−mβ
2.
We also modify the definition of the Fock module πλ by putting b
i
0vλ = β(αi, λ)vλ. Of
course, if β 6= 0, this algebra and these modules are equivalent to the original Heisenberg
algebra and Fock modules if we multiply the old generators by β.
According to Theorem 4.1.9, the vector space of all Fourier components of fields from
a VOA is a Lie algebra. It contains a Lie subalgebra, which consists of residues of fields,
i.e. their (−1)st Fourier components. Indeed, according to formula (4.1.4),
[
∫
Y (A, z)dz,
∫
Y (B, z)dz] =
∫
Y (
∫
Y (A,w)dw ·B, z)dz.(4.3.2)
Let us denote the Lie algebra of all Fourier components of fields from the VOA π0,
by F̂β0 , and its Lie subalgebra of the residues of the fields – by F
β
0 . They depend on
β, because β enters the defining commutation relations (4.3.1). Since the commutation
relations in these Lie algebras are polynomial in β2, we can consider F̂β0 and F
β
0 as Lie
algebras over the ring C[β2], which are free as C[β2]–modules.
The constant term in the commutation relations in F̂β0 is always equal to 0. We can
therefore define the structure of Lie algebra on the space F̂β0 /(β
2 · F̂β0 ), by taking the
β2−linear term in the commutator. That is for any pair A,B ∈ F̂β0 /(β
2·F̂β0 ) consider their
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arbitrary liftings A˜, B˜ ∈ F̂0 and define {A,B} as the β
2–linear term in the commutator
of A˜ and B˜:
[A˜, B˜] = β2{A,B}+ β4(. . . ).
Clearly this bracket does not depend on the liftings of A and B and satisfies the axioms
of Lie bracket.
As vector spaces F̂β0 /(β
2 · F̂β0 ) and F
β
0 /(β
2 · Fβ0 ) are isomorphic to F̂0 and F0, respec-
tively:
∫
: P (∂nz b
i(z)) : zndz is identified with
∫
P (∂nt u
i(t))tndt.
4.3.2. Lemma. The Poisson structure on F̂β0 /(β
2·F̂β0 ), induced by the Lie algebra structure
on F̂β0 , coincides with the Poisson structure on F̂0, given by formula (2.2.1).
Proof. Recall that the Poisson structure on F̂0 is uniquely determined by the Poisson
bracket of the functionals uin =
∫
ui(t)tndt, which is equal to
{uin, u
j
m} = n(αi, αj)δn,−m.
Indeed, any local functional can be represented by an infinite sum∑
n1+···+nm=M
cn1...nm · u
i1
n1
. . . uimnm,
and we can compute the Poisson bracket of two such sums term by term, using the Leibnitz
rule (cf. § 2.1.4).
Likewise, the commutation relations in the Lie algebra F̂β0 are uniquely determined by
formula (4.3.1), and we can again compute the Lie bracket of two Fourier components
term by term. But then we immediately see that the β2−linear term in the Lie bracket
in F̂β0 coincides with the Poisson bracket in F̂0.
4.3.3. Thus, the Lie algebras F̂β0 and F
β
0 can be viewed as quantizations of the Poisson
algebras F̂0 and F0, respectively.
Let Fβλ be the space of linear operators π0 → πλ of the form
∫
Y (A, z)dz, A ∈ πλ.
Formula (4.3.2) shows that the Lie algebra Fβ0 acts on F
β
λ by commutation. In the same
way as in Lemma 4.3.2 we can check that this action is a quantization of the action of
F0 on Fλ, defined in § 2.2.2. In other words, we can check that the β
2−linear term in
the commutator between operators from Fβ0 and F
β
λ coincides with the Poisson bracket
between the corresponding elements of F0 and Fλ.
Moreover, the actions of Fβλ from π0 to πλ and of F
β
0 from πλ to πλ are quantizations of
the actions of Fλ from π0 to πλ and of F0 from π0 to π0, defined in § 2.1.11. More precisely,
let us consider the Fock representation πλ as a free module π
β
λ over C[[β
2]]. The operator∫
Y (A, z)dz can be considered over the ring C[[β2]]. It has the form
∫
Y (A, z)dz = β2 ·
Y (A)(0)+β4 ·(. . . ). Hence it induces the operator Y (A)(0) on the quotients πβλ/β
2·πλ. Such
a quotient can be identified with the space πλ of differential polynomials by identifying
bin, n < 0, with x
i
n. Note that the actions of derivative on both spaces coincide. We have
Y (A)(0)dz = {
∫
A¯dt, ·},
where A¯ = Amod β2. A particular example of this formula, when A = vαi , will be
considered in Lemma 4.3.4.
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Consider the map πλ → F
β
λ , which sends A ∈ πλ to
∫
Y (A, z)dz. From the classical
result of § 2.2.2 we derive that the kernel of this map consists of total derivatives, and
therefore we have the exact sequences
0 −→ πλ
∂
−→ πλ −→ F
β
λ −→ 0(4.3.3)
(if λ = 0, then π0 should be replaced by π0/Cv0).
Analogously, one obtains the exact sequence
0 −→ πλ ⊗C[z, z
−1]
∂
−→ πλ ⊗C[z, z
−1] −→ F̂βλ −→ 0(4.3.4)
(if λ = 0, then the first π0 ⊗ C[z, z
−1] should be replaced by π0 ⊗C[z, z
−1]/Cv0 ⊗ C).
Now we can quantize the Toda hamiltonian. Let us define the map Q˜βi : π0 → π
β
λ as∫
V˜αi(z)dz. For any A ∈ πλ the operator
∫
Y (A, z)dz commutes with the derivative ∂.
Hence it defines a map F0 → Fλ. Denote the map F
β
0 → F
β
αi
, corresponding to Q˜βi , by
Q¯βi .
4.3.4. Lemma. The β2−linear terms of the operators Q˜βi and Q¯
β
i coincide with the oper-
ators −Q˜i and −Q¯i, respectively.
Proof. According to formula (4.3.1), the operator bin, n > 0, acts on π0 as
β2
l∑
j=1
(αi, αj)
∂
∂bj−n
.
Thus, we obtain from formula (4.2.5):
Q˜βi =
∫
exp
(
−
∑
n<0
binz
−n
n
)
exp
(
−
∑
n>0
binz
−n
n
)
dz =
∫
exp
(
−
∑
n<0
binz
−n
n
)
dz +
∫
exp
(
−
∑
n<0
binz
−n
n
)(
−
∑
n>0
binz
−n
n
)
dz + . . . =
−β2
∑
n<0
V˜i(n + 1)
l∑
j=1
(αi, αj)
∂
∂bjn
+ β4(. . . ),
where V˜i(n + 1) are the Schur polynomials in b
i
n, n < 0. If we replace b
i
n, n < 0 by x
i
n,
then the linear term in this formula will coincide with formula (2.2.4), which defines the
operator Q˜i, with the sign minus. Therefore, the β
2−linear term in Q¯βi coincides with the
operator −Q¯i.
4.3.5. Definition. The intersection of kernels of the linear operators Q¯βi : F
β
0 → F
β
αi
, i ∈ S,
will be called the space of local integrals of motion of the quantum Toda field theory,
associated to a finite-dimensional simple Lie algebra g (in this case S = {1, . . . , l}), or
an affine Lie algebra g (in this case S = {0, . . . , l}), and will be denoted by Iβ(g).
4.3.6. Definition. The intersection of kernels of the operators Q˜βi : π0 → παi , i = 1, . . . , l,
will be called theW-algebra of a finite-dimensional simple Lie algebra g and will be denoted
by Wβ(g).
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4.3.7. We will say that U is a vertex operator subalgebra of a vertex operator algebra
V , if there is an embedding of vector spaces i : U → V , which preserves the Z−gradings,
such that i(|0〉U) = |0〉V , and that for any A,B ∈ U
i · [Y (A, z) · B] = Y (i · A, z) · (i · B).(4.3.5)
We will say that U is a conformal vertex operator subalgebra of V , if in addition i(ωU) =
ωV .
4.3.8. Lemma. Let A(1), . . . , A(N) be homogeneous vectors of πλ1 , . . . , πλN , respectively.
Then
(a) The intersection of kernels of the operators
∫
Y (A(j), z)dz : π0 → πλj , j = 1, . . . , N ,
is a vertex operator subalgebra of π0;
(b) The intersection of kernels of the operators
∫
Y (A(j), z)dz : F0 → Fλj , j = 1, . . . , N ,
is a Lie subalgebra of F0.
Proof. (a) Denote by X the intersection of kernels of the operators
∫
Y (A(j), z)dz, j =
1, . . . , N, and by i the embedding of X into π0. Since the elements A
(j) are homogeneous,
these operators are homogeneous, and hence X is Z-graded. Clearly, v0 ∈ π0 lies in X,
so we can put |0〉X = v0. Thus, we have i(|0〉X) = |0〉pi0. We have to show that for any
B,C ∈ X the vector Bk ·C, where Bk is a Fourier component of the field Y (B, z), lies in
X for any k ∈ Z. In other words, we have to show that∫
Y (A(j), z)dz · (Bk · C) = 0, j = 1, . . . , N.
But this follows from vanishing of the commutators
[
∫
Y (A(j), z)dz, Bk] = 0, j = 1, . . . , N,
and the fact that
∫
Y (A(j), z)dz · C = 0. The commutator vanishes according to formula
(4.1.4):
∫
Y (A(j), z)dz = A
(j)
−degA(j)+1
, so there is only one term in the commutator, which
vanishes, because A
(j)
−degA(j)+1
· B =
∫
Y (A(j), z)dz ·B = 0.
(b) follows at once from formula (4.1.4).
Thus we see that Iβ(g) is a Lie algebra and Wβ(g) is a VOA.
4.3.9. A quantum integral of motion can be represented as x = x(0) + β2x(1) + · · · ∈ Fβ0 .
By Lemma 4.3.4, the constant term x(0) should be a classical integral of motion. We will
call x a deformation or a quantization of x(0). Clearly, if exists, it is uniquely defined up
to adding β2 times other quantum integrals of motions. In other words, the dimension of
the space of quantum integrals of motion of a given degree is less than or equal to the
dimension of the space of classical integrals of motion of the same degree. In the rest of
this section we will show that the dimension of the space of integrals of motion of a given
degree of a Toda field theory for generic values of β is the same as for β = 0. Since the
quantum integrals of motion depend algebraically on β, this will imply that all classical
integrals of motion of the Toda field theories can be deformed. The same is true for the
VOA Wβ(g).
4.4. Liouville theory.
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4.4.1. In the quantum Liouville theory the space of integrals of motion is defined as the
kernel of the operator Q¯β : F0 → F1. We will proceed in the same way as in § 2.1, by
computing the kernel of the operator Q˜β : π0 → π1 and then using the spectral sequence.
Note that since the operator Q˜β is a residue of a field, its kernel is a VOA, by Lemma 4.3.8.
Thus, we consider the complex
π0
β−2Q¯β
−→ π1,(4.4.1)
where we normalized Q¯β =
∫
V˜ (z)dz by β−2. According to Lemma 4.3.4, this complex
makes sense even when β = 0, when it coincides with the classical complex (2.1.17). We
have therefore a family of complexes, depending on a complex parameter β. Moreover, as a
vector space our complex does not change, and the differential depends on β polynomially
in each homogeneous component. The following simple observation will enable us to prove
that all classical integrals of motion can be quantized.
4.4.2. Lemma. Suppose, one is given a family of finite-dimensional complexes, depending
on a complex parameter β, which are the same as vector spaces, and the differentials
depend analytically on β. Then for any n the dimension of the nth cohomology group of
the complex is the same for generic values of β, and it may only increase for special values
of β. In particular, if a certain cohomology group of the complex vanishes, when β = 0,
then it also vanishes for generic values of β.
Proof. The nth cohomology is the quotient of the kernel of the (n + 1)st differential by
the image of the nth differential. The dimension of the kernel (respectively, the image)
of a finite-dimensional linear operator, depending analytically on a parameter β, is the
same for generic values of β, and it may only increase (respectively, decrease) for special
values of β.
4.4.3. Corollary. Under the conditions of Lemma 4.4.2, suppose also that all higher coho-
mologies of the complex vanish, when β = 0. Then the dimension of the 0th cohomology
for generic β is the same as for β = 0.
Proof. Vanishing of the higher cohomology groups for generic values of β follows from
vanishing for β = 0 and Lemma 4.4.2. Since the complex does not depend on β as a vector
space, its Euler characteristics, which is equal to the alternating sum of the dimensions
of the groups of the complex, also does not depend on β. But the Euler characteristics
is also equal to the alternating sum of the dimensions of the cohomology groups. Since
the dimensions of higher cohomology groups are 0 for generic β and for β = 0, the Euler
characteristics is equal to the dimension of the 0th cohomology group for generic β and
for β = 0. Hence the dimension of the 0th cohomology group for generic β is the same as
for β = 0.
4.4.4. Proposition. The operator Q˜β : π0 → π1 has no cokernel for generic β. Its ker-
nel, Wβ(sl2), is a conformal vertex operator algebra. It contains a Virasoro element
W β−2v0, and Wβ(sl2) is freely generated from v0 under the action of the Fourier compo-
nents W βn , n < −1, of the field
Y (W β−2v0, z) =
∑
n∈Z
W βn z
−n−2.
This VOA is isomorphic to the VOA of the Virasoro algebra with central charge c =
c(β) = 13− 3β2 − 12β−2.
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Proof. By Proposition 2.1.15, the operator −Q˜, which, according to Lemma 4.3.4, is
the limit of the operator β−2Q˜β, when β → 0, has no cokernel. In other words, the
1st cohomology of the complex (4.4.1) vanishes, when β = 0. This complex decomposes
into a direct sum of finite-dimensional subcomplexes with respect to the Z−grading. By
Corollary 4.4.3, the character of the 0th cohomology for generic β ( = the kernel of the
operator Q˜β) is the same as for β = 0:∏
n≥2
(1− qn)−1.
This formula means that there is a vector W β−2v0 of degree 2 in the kernel of Q˜
β. One
can deduce from the axioms of VOA and the fact that the kernel of Q˜β is a VOA (cf.
Lemma 4.3.8) that this vector must be a Virasoro element in π0. But we can also find an
explicit formula for this vector:
W β−2v0 =
(
1
2β2
b2−1 + (
1
2
−
1
β2
)b−2
)
v0.(4.4.2)
The Fourier components W βn of the corresponding field generate an action of the Virasoro
algebra with central charge c(β) on π0 and π1. This action commutes with the action
of the differential Q˜β . The operators W βn , n < −1, act freely on π0 for any value of β,
because they act freely for β = 0 (cf. Proposition 2.1.15). Therefore, by applying these
operators to v0 we obtain a subspace of the kernel, which has the same character as the
kernel; hence it coincides with the kernel.
Clearly, this is the vertex operator algebra of the Virasoro algebra, which is defined,
e.g., in [44].
4.4.5. Corollary. The space Iβ(sl2) of local integrals of motion of the quantum Liouville
model is isomorphic to the Lie algebra of residues of fields of the Virasoro vertex operator
algebra.
Proof. By definition, Iβ(sl2) coincides with the 1th cohomology of the complex C −→
Fβ0 −→ F
β
1 −→ C. We can use the spectral sequence (2.2.6) to compute this cohomol-
ogy, in the same way as in the proof of Proposition 2.1.17. The Corollary then follows
from Proposition 4.4.4 and the fact that for any VOA V the quotient of V by the total
derivatives and constants is isomorphic to the space of residues of fields.
4.4.6. General case. We now want to show that all classical integrals of motion of the
classical Toda field theory, associated to a finite-dimensional simple Lie algebra g, can be
deformed. In order to establish that, we will construct a quantum deformation F ∗β (g) of
the complex F ∗(g) and then use vanishing of higher cohomologies in the classical limit
β = 0.
Roughly speaking, this can be achieved as follows. We will first construct a resolution
Bq∗(g) over the quantized universal enveloping algebra (quantum group) of g, Uq(g), which
is a deformation of the standard BGG resolution B∗(g). The resolution B
q
∗(g) consists of
Verma modulesM qρ−s(ρ) over Uq(g), and the differentials are given by linear combinations of
embeddings of Verma modules, defined by singular vectors P qs′,s ·1ρ−s′(ρ) ∈M
q
ρ−s(ρ), where
P qs′,s ∈ Uq(n+). In the limit q → 1 this resolution coincides with the BGG resolution of g.
We will define the quantum deformations of the operators Ps′,s(Q) : πρ−s(ρ) → πρ−s′(ρ)
as linear combinations of certain multiple integrals of products of bosonic vertex operators
52 BORIS FEIGIN AND EDWARD FRENKEL
V˜αi(z), corresponding to P
q
s′,s. It turns out that the operators Q˜
β
i satisfy the q−deformed
Serre relations, which are the relations in the quantized universal enveloping algebra of
the nilpotent subalgebra of g, Uq(n+), with q = exp(πiβ
2). This will allow us to define
differentials on the quantum complex.
Using the quantum complex, we will show that all classical integrals of motion can be
quantized.
4.5. Quantum groups and quantum BGG resolutions.
4.5.1. Quantum group Uq(g). Let g be a Kac-Moody Lie algebra associated to a sym-
metrizable Cartan matrix ‖aij‖, i, j ∈ S. The quantum group Uq(g) [31, 78], where
q ∈ C×, q 6= ±1, is the associative algebra over C with generators ei, fi, Ki, K
−1
i , i ∈ S,
and the relations:
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1,
KiejK
−1
i = q
(αi,αj)ej , KifjK
−1
i = q
−(αi,αj)fj ,
[ei, fj] = δi,j
Ki −K
−1
i
q(αi,αi)/2 − q−(αi,αi)/2
,
and the so-called q-Serre relations, which can be defined as follows.
Introduce a grading on the free algebra with generators ei, i = 1, . . . , l, with respect to
the weight lattice P , by putting deg ei = αi. If x is a homogeneous element of this algebra
of weight γ, put
adqei · x = eix− q
(αi,γ)xei.
Likewise, we can introduce operators adqfi on the free algebra with generators fi, i =
1, . . . , l. Then the q-Serre relations read:
(adqei)
−aij+1 · ej = 0, (adqfi)
−aij+1 · fj = 0.(4.5.1)
If we put
hi =
Ki −K
−1
i
q(αi,αi)/2 − q−(αi,αi)/2
,
then in the limit q → 1 these relations coincide with the standard relations of g in terms
of ei, fi, hi, i ∈ S.
Denote by Uq(n+) the subalgebra of Uq(g), generated by ei, i = 1, . . . , l, with the
relations (4.5.1). This algebra is a quantum deformation of the universal enveloping
algebra of the nilpotent subalgebra n+ of g. Let Uq(b−) be the subalgebra of Uq(g),
generated by fi, Ki, K
−1
i , i = 1, . . . , l.
4.5.2. Verma modules. Verma modules over Uq(g) are defined in the same way as Verma
modules over g (cf. § 2.3.1).
Let Cλ be the one-dimensional representation of Uq(b−), which is spanned by vector
1λ, such that
fi · 1λ = 0, Ki · 1λ = q
(λ,αi)1λ, i = 1, . . . , l.
The Verma module M qλ over Uq(g) of lowest weight λ is the module induced from the
Uq(b−)-module Cλ:
M qλ = Uq(g)⊗Uq(b−) Cλ.
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4.5.3. Singular vectors. We want to construct a resolution Bq∗(g) over Uq(g), which would
coincide with the standard BGG resolution in the limit q → 1. Therefore as a vector
space, the jth group Bqj (g) of this resolution should be the direct sum of Verma modules
Bqj (g) = ⊕l(s)=jM
q
ρ−s(ρ).
Now we have to construct the differentials.
We want to show first that the structure of singular vectors in the modules M qρ−s(ρ) for
generic q is the same as the structure of the singular vectors for q = 1, which is described
in § 2.3.2. We will then proceed in the same way as in the case q = 1.
The existence of these singular vectors can be derived from the determinant formula
for the Shapovalov form on M qλ. This formula has been established in [26] (cf. formula
(1.9.3)) for finite-dimensional simple Lie algebras. In [79] (cf. Lemma 6.4) the irreducible
factors of the formula were found for arbitrary symmetrizable Kac-Moody algebras. This
is sufficient for our purposes.
The above cited results show that the Shapovalov form on M qλ at weight η vanishes, if
one of the following equations is satisfied:
(λ− ρ, γ) +
m
2
(γ, γ) = 0,(4.5.2)
where γ runs over the set of positive roots of g, and m runs over the set of positive
integers, such that mγ < η. Note that in this formula we have signs different from those
in [26, 79], because we work with modules of lowest weight.
Consider now the module M qρ−s(ρ). It is known that for any s
′, which satisfies s ≺
s′ and l(s′) = l(s) + 1, there exist γ and m, such that ρ − s′(ρ) = ρ − s(ρ) + mγ
and (s(ρ), γ) − m
2
(γ, γ) = 0. Therefore the equation (4.5.2) is satisfied and hence the
determinant is equal to 0 at weight ρ− s′(ρ).
4.5.4. Remark. In fact, in order to prove this statement, we do not need the exact formula
for the determinant. We can proceed along the lines of [82], using the Casimir operators,
constructed in [34] or [79] and the limit q → 1 of the determinant formula from [82].
4.5.5. On the other hand, the determinant is not equal to 0 at any level η < ρ − s′(ρ)
for q = 1 [82], and hence for generic q. Therefore in M qρ−s(ρ) there should exist a singular
vector of weight ρ− s′(ρ).
This singular vector defines a map
iqs′,s :M
q
ρ−s′(ρ) →M
q
ρ−s(ρ)
by sending the lowest weight vector 1qρ−s′(ρ) of M
q
ρ−s′(ρ) to the singular vector P
q
s′,s ·1
q
ρ−s(ρ)
of M qρ−s(ρ) of weight ρ − s
′(ρ). This map is an embedding of Verma modules for generic
q, because it is an embedding for q = 1.
We can map singular vectors, constructed this way, inductively toM q0 . Thus, we obtain
in M q0 singular vectors of weights ρ− s(ρ) for arbitrary elements s of the Weyl group.
We know that for q = 1 there is only one singular vector of weight ρ − s(ρ) in M0.
But the dimension of the space of singular vectors of a Verma module M qλ of a certain
weight for generic q is greater than or equal to that for q = 1. Therefore there is only one
singular vector of such weight in M q0 for generic q.
Uniqueness implies the relation
P qs′′,s′1
P qs′1,s
= P qs′′,s′2
P qs′2,s
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in Uq(n+). Indeed, both P
q
s′′,s′1
P qs′1,s
1qρ−s(ρ) and P
q
s′′,s′2
P qs′2,s
1qρ−s(ρ) are singular vectors in
Mρ−s(ρ) of weight ρ− s
′′(ρ). Therefore they coincide for generic q.
4.5.6. The differential. Now we can construct a differential on the complex Bq∗(g). For
any pair s, s′ of elements of the Weyl group of g, such that s ≺ s′′, we have the embeddings
of g-modules iqs′,s : M
q
ρ−s′(ρ) → M
q
ρ−s(ρ). They satisfy: i
q
s′1,s
◦ iqs′′,s′1
= iqs′2,s
◦ iqs′′,s′2
, according
to (4.5.3). We define the differential dqj : B
q
j (g)→ B
q
j−1(g) by the formula
dqj =
∑
l(s)=j−1,l(s′)=j,s≺s′
ǫs′,s · i
q
s′,s(4.5.4)
(cf. formula (2.3.1)). By construction, this differential is nilpotent (cf. Theorem 2.3.5).
Note that since higher cohomologies of Bq∗(g) vanish for q = 1, they also vanish for
generic q, by Lemma 4.4.2. Therefore the 0th cohomology is one-dimensional for generic
q, by Corollary 4.4.3. Thus, for generic q, B∗(g) is a free resolution of the trivial repre-
sentation of Uq(n+).
4.5.7. Remark. In the same way we can q-deform the BGG resolution of an arbitrary
integrable representation Vλ, λ ∈ P , of a Kac-Moody algebra. Such a resolution has also
been constructed in [94] by other methods.
Vanishing of higher cohomologies of this resolution for q = 1 implies that they vanish
for generic q. But then the 0th cohomology for generic q is a module over Uq(g), which
is irreducible, since Vλ is irreducible, and whose character is the same as the character
of Vλ for q = 1, by Lemma 4.4.3. This gives an alternative proof of the fact that any
integrable representation of g can be q-deformed, previously proved by Lusztig [92] by
other methods.
4.6. Toda field theories associated to finite-dimensional simple Lie algebras.
4.6.1. Now we can use the resolution B∗(g) to define the quantum complex F
∗
β (g) =
⊕j≥0F
j
β(g). The jth group F
j
β(g) of the complex is the same as the jth group of the
classical complex F ∗(g):
F jβ(g) = ⊕l(s)=jπρ−s(ρ).
To define the differentials of the complex, we have to quantize the operators Ps′,s(Q) :
πρ−s(ρ) → πρ−s′(ρ). In order to do that we should first learn how to compose the operators
Q˜βi .
4.6.2. Let p = (p1, . . . , pm) be a permutation of the set (1, 2, . . . , m). We define a contour
of integration Cp in the space (C
×)m with the coordinates z1, . . . , zm as the product of
one-dimensional contours along each of the coordinates, going counterclockwise around
the origin starting and ending at the point zi = 1, and such that the contour of zpi is
contained inside the contour of zpj for i > j.
Denote by i = (i1, . . . , im) a sequence of numbers from 1 to l, such that i1 ≤ i2 ≤
. . . ≤ im. We can apply a permutation p to this sequence to obtain another sequence
j = (j1, . . . , jm) = (ip1, . . . , ipm). Let us define an operator V
β
j as the integral∫
Cp
dz1 . . . dzm
∏
1≤k<l≤m
(zk − zl)
β2(αik ,αil)
∏
1≤k≤m
z
β2(λ,αik )
k : V˜αi1 (z1) . . . V˜αim (zm) :=
∑
n1,... ,nm∈Z
Γn1,... ,nmj : Vαi1 (n1) . . . Vαim (nm) :,(4.6.1)
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where the coefficient Γn1,... ,nmj is given by
Γn1,... ,nmjs =
∫
Cp
dz1 . . . dzm
∏
1≤k<l≤m
(zk − zl)
β2(αik ,αil)
∏
1≤k≤m
z
β2(λ,αik )−nk
k .(4.6.2)
In the integrals above, we choose the branch of the power function, which takes real
values for real values of the zi’s, such that zj1 > zj2 > . . . > zjm . Thus, Cp should be
viewed as an element of the group of relative m-chains in (C×)m modulo the diagonals,
with values in the one-dimensional local system ξi, which is defined by the multivalued
function ∏
1≤k<l≤m
(zk − zl)
−β2(αik ,αil )
∏
1≤k≤m
z
−β2(λ,αik )
k .
The integral of the type (4.6.2) over any such relative chain is well-defined for generic
values of β. Indeed, the integral∫
C
dz1 . . . dzm
∏
1≤k<l≤m
(zk − zl)
µkl
∏
1≤k≤m
zνkk
over such a chain C converges in the region Reµkl ≥ 0, and can be uniquely analytically
continued to other values of µkl, which do not lie on certain hyperplanes, cf. [114],
especially, Theorem (10.7.7), for details. These hyperplanes are defined by setting some
linear combinations of µkl’s, with integral coefficients, to negative integers. For generic
β the exponents in our integral do not lie on those hyperplanes, therefore the integral is
well-defined.
Note that the integral in (4.6.2) depends on j and not on p. For any N ∈ Z the operator∑
n1+...+nm=N
Γn1,... ,nmj : Vαi1 (n1) . . . Vαim (nm) :,
is a well-defined homogeneous operator acting from πλ to πλ+γ , where γ =
∑m
j=1 αij .
Therefore, the operator V βj is a linear operator from πλ to the completion π¯λ+γ of πλ+γ .
4.6.3. One can interpret the operator V βj as a suitably defined composition operator
Q˜βj1 . . . Q˜
β
jm. Indeed, let us define the bosonic vertex operator Vαi(z), acting from πλ to
πλ+αi as z
β2(λ,αi)V˜αi(z). One has (cf., e.g., [62], formulas (8.4.25) and (A.2.9))
Vαj1 (z1) . . . Vαjm (zm) =
∏
1≤k<l≤m
(zk − zl)
β2(αjk ,αjl ) : Vαj1 (z1) . . . Vαjm (zm) :,(4.6.3)
for |z1| > . . . > |zm|. Note that unlike the Fourier components of Vαj1 (z1) . . . Vαjm (zm),
the Fourier components of : Vαj1 (z1) . . . Vαjm (zm) : are well-defined linear operators, ana-
lytically depending on z1, . . . , zm in the region C
m\diag, which do not change under the
permutations of coordinates.
We have for j1 = (j
1
1 , . . . , j
1
m) and j2 = (j
2
1 , . . . , j
2
n):
V βj1V
β
j2
= V β(j1,j2).(4.6.4)
where V βj2 : πλ → π¯λ+γ2 and V
β
j1
: πλ+γ2 → π¯λ+γ1+γ2 . Indeed, we can choose the contour
Cp in such a way that |zpi| ≥ 1 for i = 1, . . . , m and |zpi| ≤ 1 for i = m+ 1, . . . , m+ n.
Then the composition in the left hand side of (4.6.4) is well-defined, and concides with
the right hand side.
According to Lemma 4.3.4, the β2–linear term of the operator Q˜βj coincides with the
operator −Q˜j , therefore the leading (β
2mth) term of V βj coincides with (−1)
mQ˜j1 . . . Q˜jm .
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The operators Q˜i satisfy the Serre relations. We want to show that the operators V
β
i
satisfy the q-Serre relations, where q = exp(πiβ2).
4.6.4. Consider a free algebra A with generators gi, i = 1, . . . , l. We can assign to each
monomial gj1 . . . gjm the contour Cj and hence the operator V
β
j . This gives us a map
∆ from A to the space of linear combinations of such contours. Given such a linear
combination C, we define V βC as the linear combination of the corresponding operators
V βCj .
Consider the two-sided ideal Sq in A, which is generated by the q-Serre relations
(adgi)
−aij+1
q · gj , i 6= j, where q = exp(πiβ
2).
4.6.5. Lemma. If C belongs to ∆(Sq), then V
β
C = 0.
Proof is given in [19]. It is based on rewriting the integrals over the contours Cj as integrals
over the contours, where all variables are on the unit circle with some ordering of their
arguments.
We have to prove that (ad Q˜i)
−aij+1 · Q˜j = 0. Let V
β
p(i) be the operator, defined by
formula (4.6.1), where the contour Cp is replaced by contour
Cp = {(z1, . . . , zm)| |zi| = 1, 0 < arg zp1 < . . . < arg zpm < 2π}.
By induction one can prove [19] that
(ad Q˜i)
m · Q˜j = ImV(i,... ,i,j),
where
Im =
m−1∏
j=0
(1− qj(αi,αi)+2(αi,αj))(1− q(j+1)(αi,αi))
1− q(αi,αi)
,
and Lemma follows.
Thus, we obtain a well-defined map, which assigns to each element P of the algebra
Uq(n+) ≃ A/Sq the operator V
β
P .
4.6.6. Lemma. Let P ∈ Uq(n+) be such that P · 1λ is a singular vector of M
q
λ of weight
λ+ γ. Then the operator V βP is a homogeneous linear operator πλ → πλ+γ.
Proof. It is known that under the conditions of the Lemma, the contour ∆(P ) is a cycle
in the group Hm((C×)m, diag; ξi), cf. [17, 18, 19, 109, 114]. Therefore, only the degree 0
integrands (with respect to the grading deg zi = deg dzi = 1) of the integral over ∆(P )
give non-zero results. In other words, all coefficients∫
∆(P )
dz1 . . . dzn
∏
1≤k<l≤m
(zk − zl)
β2(αik ,αil)
∏
1≤k≤m
z
β2(λ,αik )−nk
k
vanish, unless
∑m
i=1 ni = −m. It means that in the operator V
β
P all homogeneous compo-
nents, except one, vanish, and Lemma follows.
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4.6.7. Remark. The statements of Lemma 4.6.5 and Lemma 4.6.6 follow frommore general
results on the remarkable and not yet fully understood correspondence between quantum
groups and local systems of the type ξi on configuration spaces, established in the works
of Schechtman and Varchenko [109, 114, 110] (cf. also [54]).
Let us also remark that in [114] Varchenko constructed explicitly certain absolute chains
in (C×)\diag, which have all the nice properties of the relative chains Cp, including the
factorization property (4.6.4) (cf. §14 of [114]). One can use these chains instead of Cp
in the definition of our operators.
4.6.8. Quantum differentials. We are ready now to define the differentials δjβ : F
j−1
β (g)→
F jβ (g) of the quantum complex F
∗
β (g). Recall that for any pair s, s
′ of elements of the
Weyl group there exists a singular vector P qs′,s ·1
q
ρ−s(ρ) ∈Mρ−s(ρ) of weight ρ−s
′(ρ), where
P qs′,s ∈ Uq(n+). We put:
δjβ =
∑
l(s)=j−1,l(s′)=j,s≺s′
ǫs′,s · V
β
P q
s′,s
,(4.6.5)
where q = exp(πiβ2). By Lemma 4.6.6, the differentials δjβ are well-defined homogeneous
linear operators. From the nilpotency of the differential of the quantum BGG resolution
and Lemma 4.6.5 we deduce that these differentials are nilpotent.
Thus, we obtain a family of complexes F ∗β (g), depending on the parameter β. As was
explained above, we can rescale the differentials by some powers of β, so that when β = 0
the complex F ∗β (g) becomes the classical complex F
∗(g).
4.6.9. Theorem. For generic β higher cohomologies of the complex F ∗β (g) vanish. The
0th cohomology, Wβ(g), is a conformal vertex operator algebra. There exist elements
W
(1),β
−d1−1
v0, . . . ,W
(l),β
−dl−1
v0 of Wβ(g) of degrees d1 + 1, . . . , dl + 1, where the di’s are the
exponents of g, such that Wβ(g) is freely generated (in the sense explained below) from v0
under the action of the Fourier components W (i),βni , 1 ≤ i ≤ l, ni < −di, of the correspond-
ing fields
Wβi (z) = Y (W
(i),β
−di−1
v0, z) =
∑
n∈Z
W (i),βn z
−n−di−1.
Moreover, W
(1),β
−2 v0 is the Virasoro element, and the other elements W
(i),β
−di−1
v0 can be
chosen so as to be annihilated by the corresponding Virasoro generators W (1),βn , n > 0.
Proof. Lemma 4.4.2 together with Proposition 2.4.7 lead us to conclude that for generic
β all higher cohomologies of the complex F ∗β (g) vanish.
Therefore, by Corollary 4.4.3, the 0th cohomology, Wβ(g), of the complex F
∗
β (g) for
generic β has the same character as the 0th cohomology of the complex F ∗(g) (cf. the
proof of Proposition 2.4.7): ∏
1≤i≤l,ni>di
(1− qni)−1.(4.6.6)
This formula shows that there is a vector of degree 2, W
(1),β
−2 v0, in Wβ(g), which is a
Virasoro element. It is given by the following formula:
W
(1),β
−2 v0 =
(
1
2β2
l∑
i=1
bi−1b
i∗
−1 + ρ−2 −
1
β2
ρ∨−2
)
v0.
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The Fourier components Ln = W
(1),β
n , n ∈ Z, of the field corresponding to W
(1),β
−2 v0,
generate an action of the Virasoro algebra on πλ. They commute with the action of the
differential δ1β and hence they preserve the space Wβ(g), which is the kernel of δ
1
β .
Recall that a singular vector is a vector, which is annihilated by the positive Virasoro
generators Ln, n > 0. Verma module is a module over the Virasoro algebra, which is freely
generated from a singular vector by Ln, n < 0. The degree of the singular vector, from
which it is generated is called highest weight. The vacuum Verma module is the module,
freely generated by Ln, n < −1, from a vector, which is annihilated by Ln, n ≥ −1. From
the structural theory of Verma modules over the Virasoro algebra [52] we know that
Verma modules of integral non-zero highest weight and the vacuum Verma module are
irreducible for generic central charge. Moreover, there can be no non-trivial extensions
between such modules for generic central charge.
Therefore for generic β each singular vector of π0, except for v0, generates an irreducible
Verma module of positive integral highest weight under the free action of the generators
Ln, n < 0. The vector v0 generates the irreducible vacuum Verma module under the free
action of the generators Ln, n < −1. As a module over the Virasoro algebra, π0 is a direct
sum of the vacuum Verma module generated from v0 and some Verma modules of positive
integral highest weights. SinceWβ(g) is a submodule of π0, it is also a direct sum of such
modules. In particular, we see that the character of the space of singular vectors inWβ(g)
is equal to
(1− q)
∏
2≤i≤l,ni>di
(1− qni)−1 + q.(4.6.7)
From this fact and the character formula (4.6.6) we can derive that there exist singular
vectors W
(i),β
−di−1
v0 of degrees di + 1 in the 0th cohomology, which in the limit β = 0 can
be chosen as polynomial generators W
(i)
−di−1
of W(g) from Proposition 2.4.7.
This can be proved by induction. Suppose, we have proved this fact for i < j. Thus,
we have constructed singular vectors W
(i),β
−di−1
v0, i = 1, . . . , j − 1, satisfying the conditions
above. LetW(g)′ be the subspace ofW(g), which consists of all polynomials inW (i)ni , ni <
−di, i = 1, . . . , j− 1. Consider the component W(g)dj+1 ofW(g) of degree dj +1. In this
component the subspace W(g)′dj+1 =W(g)
′ ∩W(g)dj+1 has codimension 1. Now consider
β2 as a formal variable and the space Wβ(g) as a free module over the ring C[[β
2]] as in
§ 4.3.1. Denote by Sβdj+1 the space of singular vectors ofWβ(g) of degree dj +1. We have
a natural projection Wβ(g) → Wβ(g)/β
2 · Wβ(g) ≃ W(g), the classical limit. We will
show that the image of Sβj+1 in W(g)dj+1 is not contained in W(g)
′
dj+1
.
Indeed, note that the action of the operators Ln, n ≥ −1, on π0 is well-defined in the
limit β = 0, and denote the corresponding operators by L(0)n . These are derivations of
π0, which generate a Lie subalgebra of the Virasoro algebra. The action of the operator
L−1 does not depend on β and coincides with the action of the derivative ∂. From
our inductive assumption we already know the commutation relations between Ln and
W (i),βni , i = 1, . . . , j − 1. They are given by formula (4.6.9) below. These relations give us
in the limit β = 0:
L(0)n ·W
(i)
ni
= (ndi − ni)W
(i)
n+ni,
where we put W (i)m = 0, if m ≥ −di. From these formulas it is clear that the polynomial
algebra A(j), generated by W (i),βni , i = 2, . . . , j − 1, is preserved by the action of L
(0)
n , n ≥
−1. But the operator L
(0)
−1 = ∂ acts freely on π0/C and hence on A
(j)/C. If X is a singular
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vector in W(g)′, i.e. if it is annihilated by the operators L(0)n , n > 0, it should lie in A
(j).
But if X is a singular vector, then L
(0)
−1X can not be a singular vector. Therefore the
character of the space of singular vectors, contained in W(g)′, is less then or equal to the
character of the quotient of A(j) by the total derivatives, which is equal to
(1− q)
∏
2≤i≤j−1,ni>di
(1− qni)−1 + q(4.6.8)
(in fact, it can be shown that it is equal to (4.6.8)).
The image of Sβj+1 ⊂ Wβ(g)dj+1 in W(g)dj+1 lies in the space of singular vectors of
W(g)dj+1. Formulas (4.6.7) and (4.6.8) show that the dimension of the space S
β
j+1 is
greater than the dimension of the space of singular vectors of W(g)′dj+1. Hence there
should exist a singular vector in Wβ(g)dj+1, whose image in W(g)dj+1 is linearly inde-
pendent from the subspace W(g)′dj+1. Denote such a vector by W
(j),β
−dj−1
v0. By Proposi-
tion 2.4.7, its image inW(g) is algebraically independent from the previously constructed
W
(i)
−di−1
, i < j, and hence it can be chosen as a generator W
(j)
−dj−1
ofW(g). This completes
our inductive argument.
The Fourier components W (i),βni , ni < −di, of the fields corresponding to the singular
vectors W
(i),β
−di−1
v0 act on πλ and commute with the differential δ
1
β . Therefore they act on
Wβ(g). In the limit β = 0 their action coincides with the action by multiplication by the
polynomials W (i)ni .
The polynomials W (i)ni , ni < −di, were shown in Proposition 2.4.7 to be algebraically
independent. Therefore monomials
W (i1)ni1
. . .W (im)nim ∈ W(g),
where i1 ≤ . . . ≤ im and nij < nij+1 for ij = ij+1 are linearly independent. But these
monomials are images (classical limits) of monomial elements
W (i1,β)ni1
. . .W (im,β)nim v0 ∈ Wβ(g)
ordered so that i1 ≤ . . . ≤ im and nij < nij+1 for ij = ij+1. Therefore the latters are
linearly independent in Wβ(g).
Hence such monomials linearly span a subspace in the Wβ(g), whose character is given
by (4.6.6). But we know that this is the character ofWβ(g). Hence these monomials form
a basis of Wβ(g). By analogy with the case of universal enveloping algebras, where one
can choose the Poincare-Birkhoff-Witt basis, one can say that the operators W (i),βni , 1 ≤
i ≤ l, ni < −di, freely generate Wβ(g) from v0.
4.6.10. Remark. A vector in a VOA, which is a singular vector with respect to the action
of the Virasoro algebra, gives rise to a field, which is called a primary field of conformal
dimension equal to the degree of this vector.
Suppose, A is such a vector, of degree ∆. Then we have the following OPE:
Y (T, z)Y (A,w) =
∆Y (A, z)
(z − w)2
+
∂zY (A, z)
z − w
+ regular terms.
This gives us the following formula for the commutation relations between the generators
Ln, n ∈ Z, of the Virasoro algebra, and the Fourier components, Am, of the field Y (A,w) =∑
m∈Z Amz
−m−∆:
[Ln, Am] = (n(∆− 1)−m)An+m.
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These commutation relations show that the Fourier components of a primary field of
conformal dimension ∆ behave with respect to the generators Ln = t
−n+1∂t as the (1 −
∆)−differentials on the circle t−m+∆−1dt1−∆.
Theorem 4.6.9 shows that the VOA Wβ(g) is “generated” by l fields: W
β
i (z), i =
1, . . . , l. The first of them, Wβ1 (z), is the Virasoro field, and the others are primary fields
of conformal dimensions equal to the exponents of g plus 1 with respect to this Virasoro
field for generic β. This means that we have the following commutation relations for
generic β:
[Ln,W
(i),β
m ] = (ndi −m)W
(i),β
n+m.(4.6.9)
The fields Wβi (z), i = 1, . . . , l, generate the VOA Wβ(g) in the sense that the OPE
of any two of these fields can be expressed through normally ordered expressions of the
same fields and their derivatives. This is equivalent to the property that Wβ(g) is freely
generated from v0 under the action of the non-negative Fourier components of the fields
Wβi (z).
The vertex operator algebrasWβ(g) were constructed by Fateev and Zamolodchikov in
the case of g = sl3 [43], and by Fateev and Lukyanov in the cases g = sln [40] and so2n [41].
They found explicit expressions of Wβi (z) through the free fields and then verified that
the OPE closes. It was conjectured that such vertex operator algebras exist for arbitrary
finite-dimensional simple Lie algebras. In Theorem 4.6.9 we prove this conjecture (this
was first announced in [57]). A similar construction for g = sln was proposed in [99].
One can also define W-algebra Wβ(g) through the quantum Drinfeld-Sokolov reduction
of the affine algebra ĝ of level k [45, 48, 57]. In this setting,Wβ(g) with β = −(k+h
∨)−1/2
is the 0th cohomology of the corresponding BRST complex. We have shown in [48], §4,
and [57], §3 that the complex F ∗β (g) appears as the first term of a spectral sequence of
this BRST complex for generic k.
One can also use the opposite spectral sequence of the BRST complex to prove the
existence of W-algebras, cf. [25].
4.6.11. Theorem. The Lie algebra Iβ(g) of local integrals of motion of the quantum Toda
field theory, associated to g, is isomorphic to the Lie algebra of residues of fields from the
W-algebra Wβ(g).
Proof. As explained in Lemma 4.6.6, the differentials of the complex F ∗β (g) are integrals
over cycles. Therefore, the differentials of the complex F ∗β (g) commute with the derivative,
and we can form the double complex
C −→ F ∗β (g) −→ F
∗
β (g) −→ C
with ±∂ as the vertical differentials. By definition, the space Iβ(g) coincides with the 1st
cohomology of this double complex. The Theorem now follows from Theorem 4.6.9 and
the analogue of the exact sequence (4.3.3) for the VOA Wβ(g). Thus, the Lie algebra
Iβ(g) is a quantum deformation of the Poisson algebra I0(g) in the same sense as before:
the Lie brackets in Iβ(g) in the β
2-expansion have no constant term, and the linear term
coincides with the Poisson bracket in I0(g).
In the same way we can show that the space of integrals of motion in the larger space
F̂β0 coincides with the Lie algebra of all Fourier components of fields from Wβ(g).
4.7. Affine Toda field theories. In this subsection we will extend the methods of the
previous subsection to the quantum affine Toda field theories.
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4.7.1. Our task is again to construct the deformed complex F ∗β (g), which becomes F
∗(g)
in the limit β → 0, for an affine Lie algebra g.
According to § 4.5.6 the quantum BGG resolution Bq∗(g) exists for the quantized affine
algebra Uq(g). Lemma 4.6.5 and Lemma 4.6.6 also hold in the affine case. Thus, we can
define the complex F ∗β (g) in the same way as in the case of finite-dimensional simple Lie
algebras.
As a vector space, the jth group of the complex F jβ(g) is the direct sum of the modules
πρ−s(ρ), where s runs over the set of elements of the Weyl group of g of length j. The
differential δjβ : F
j−1
β (g) → F
j
β (g) is given by formula (4.6.5). Note that this complex
is Z−graded with finite-dimensional homogeneous components and the differentials are
homogeneous of degree 0.
After proper rescaling of the differentials, we obtain a family of complexes, defined for
generic β ∈ C, such that for β = 0 we obtain our classical complex F ∗(g). Let us restrict
ourselves with the affine algebras, whose exponents are odd and the Coxeter number is
even. It turns out that using the result of Proposition 3.2.5, in which the cohomologies
of the complex F ∗(g) were computed, and the fact that the Euler characteristics of the
cohomologies does not depend on β, we can prove that the cohomologies of the complex
F ∗β (g) for generic β are the same as for β = 0.
4.7.2. Proposition. For generic β the cohomologies of the complex F ∗β (g) are isomorphic
to the exterior algebra
∧∗(a∗) of the dual space to the principal commutative subalgebra a
of n+.
Proof. Let F jβ(g)m and H
j
β(g)m be the mth homogeneous components of the jth group of
the complex F ∗β (g) and of its jth cohomology group, respectively. The Euler characteristics
of the mth homogeneous component of the complex F ∗β (g),∑
j≥0
(−1)j dimF jβ(g)m =
∑
j≥0
(−1)j dimHjβ(g)m,
does not depend on β.
From Proposition 3.2.5 we know that the Euler character of the complex F ∗(g) is equal
to that of
∧∗(a∗): ∏
n≡dimodh
(1− qn),
where d1, . . . , dl are the exponents of g and h is the Coxeter number. In fact, one can
compute the Euler character of our complex by a different method. By definition, it is
equal to ∑
j≥0
(−1)jchF jβ(g) =
∏
n>0
(1− qn)−l
∑
s
(−1)l(s)q(ρ−s(ρ)|ρ
∨).
Using the Weyl-Kac character formula for the trivial representation of g in the principal
gradation [80], we can reduce it to the product formula above.
We restrict ourselves with the case when all the exponents of g are odd and the Coxeter
number is even (the general proof is technically more complicated and it will be published
separately). Then the subcomplex F ∗(g)m has cohomologies of only even degrees, if m is
even, and of only odd degrees, if m is odd. It means, according to Lemma 4.4.2, that the
same property holds for the subcomplex F ∗β (g)m for generic values of β.
But then we have: ∑
j≥0
dimH2jβ (g)m =
∑
j≥0
dimH2j0 (g)m
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for even m and ∑
j≥0
dimH2j−1β (g)m =
∑
j≥0
dimH2j−1β (g)m
for odd m. If the value β = 0 of the parameter were not generic, then for generic β
we would have dimH lβ(g)m ≥ dimH
l
0(g)m for all l, and there would exist such i that
dimH iβ(g)m > dimH
i
0(g)m. But this would contradict the equalities above. Therefore for
any m and j
dimHjβ(g)m = dimH
j
0(g)m,
and Proposition follows.
4.7.3. Theorem. All local integrals of motion of the classical affine Toda field theory can
be deformed, and so the space Iβ(g) of quantum integrals of motion is linearly generated by
mutually commuting elements of degrees equal to the exponents of g modulo the Coxeter
number.
Proof. The same as in Theorem 3.2.5, in particular, since the Lie bracket preserves the
grading, from the fact that they all have odd degrees follows that they commute with
each other.
4.8. Concluding remarks.
4.8.1. The duality β → −(r∨)
1
2/β and the limit β →∞. There is a remarkable duality in
W-algebras [48, 56, 49]. Let g be a simple Lie algebra and gL be the Langlands dual Lie
algebra, whose Cartan matrix is the transpose of the Cartan matrix of g. Let r∨ be the
maximal number of edges, connecting two vertices of the Dynkin diagram of g.
For generic values of β the vertex operator algebra Wβ(g) is isomorphic to the vertex
operator algebra WβL(g
L), where βL = −(r∨)
1
2/β.
Accordingly, under these conditions Iβ(g) ≃ IβL(g
L).
Clearly, g ≃ gL, unless g is of types Bn or Cn, in which case they are dual to each other.
The duality means then that there is only one family of W-algebras associated to the Lie
algebras Bn and Cn.
The proof of this duality [48, 56] is based on the explicit computation in the rank
one case, which follows from the proof of Proposition 4.4.4. Indeed, it is clear that the
Virasoro element inWβ(sl2) given by formula (4.4.2) is invariant under the transformation
β → −2/β. Therefore for generic β we have the isomorphism Wβ(sl2) ≃ W−2/β(sl2).
General case can be reduced to the case of sl2. Let π
(i)
0 be the subspace in π0, which
is generated from v0 by the operators b
j∗
n , n < 0, j 6= i. These operators commute with
bim, m ∈ Z, and hence with Q˜
β
i =
∫
Vβαi(z)dz. Therefore the kernel of the operator Q˜
β
i
on π0 coincides with the tensor product of π
(i)
0 and the kernel of the operator Q˜
β
i on the
subspace of π0, generated from v0 by the operators b
i
n, n < 0. But the latter is isomorphic
to Wβ‖αi‖(sl2), and hence does not change, if we replace β by −2/(β‖αi‖
2).
Thus we see that the kernel of the operator Q˜βi =
∫
Vβαi(z)dz coincides with the kernel
of the operator
∫
V−α∨
i
/β(z)dz, where α
∨
i = 2αi/(αi, αi). It is known [81] that the scalar
product (α∨i , α
∨
j ) in h
∗ ⊂ g equals r∨ times the scalar product (αLi , α
L
j ) of the simple
roots αLi ∈ h
L ⊂ gL of the Langlands dual Lie algebra gL. We can therefore identify the
Heisenberg algebras ĥ and ĥL by identifying α∨i with (r
∨)
1
2αLi . But then the operator∫
V−α∨i /β(z)dz becomes the operator Q˜
βL
i , where β
L = −(r∨)
1
2/β. Therefore for generic
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values of β the kernel of the operator Q˜βi coincides with the kernel of the operator Q˜
βL
i of
the Langlands dual Lie algebra. Thus, Wβ(g) ≃ WβL(g
L).
This duality has a remarkable limit when β →∞. Of course, in this case the operator
Q˜βi is not well-defined and has to be regularized.
It suffices describe this regularization in the rank one case. To this end, consider the
Heisenberg algebra with generators bn, n ∈ Z with the commutation relations
[bn, bm] = nδn,−m.
We will introduce bases in the Fock spaces π0 and πβ in such a way that the matrix
elements of the operator Q˜β =
∫
Vβ(z)dz : π0 → πβ are well-defined when β →∞.
As the basis elements in π0 we will take monomials in b
′
n = bn/β, i < 0. Denote
WN =
∫
Vβz
N−1dz,N ∈ Z. The basis in πβ consists of elements
b′n1 . . . b
′
nmwN , n1 ≤ n2 ≤ . . . ≤ nm < −1, N ≤ 0,(4.8.1)
where for finite β we put wN =WN ·v0. Here v0 is the vacuum vector of π0. In particular,
w0 is the vacuum vector v1 of πβ .
In order to find out how Q˜β acts on a monomial basis element of π0, we can use the
commutation relations
[WN , b
′
n] = −WN+n,
which follow from formula (4.2.6). So, when we apply Q˜β = W1 to a monomial in b
′
n’s,
we obtain a linear combination of terms of the form (4.8.1), but with nm ≤ −1. However,
we can re-express elements P · (b′−1)
kwN , where P is a polynomial in b
′
n, n < −1, in terms
of elements of the form (4.8.1), using the identity∑
n+M=N,n<0,M≤0
b′nwM = −
1
β2
NwN , N < 0.(4.8.2)
This identity can be obtained by applying to v0 the negative Fourier components of the
formula
: b(z)Vβ(z) :=
1
β
∂
∂z
Vβ(z).
But then see that the matrix elements of the operator Q˜β in this new basis are polyno-
mials in β−2, and therefore they define a certain linear operator, when β−2 = 0. We will
denote this operator by Q˜∞.
We can show that the kernel of the operator Q˜∞ coincides with the β → ∞ limit of
the kernel of the operator Q˜β for generic β [56]. We can then check that this kernel is
isomorphic to the β → 0 limit of the kernel of the operator Q˜β for generic β, which is
described in Proposition 2.1.15.
By extending this result to higher rank case in the same way as for generic β, we can
prove that W∞(g) ≃ W0(g
L), where W∞(g) denotes the intersection of kernels of the
operators Q˜∞i associated to g [48, 56, 49].
The quotient I∞(g) ofW∞(g) by total derivatives and constants has a Poisson bracket,
which is equal to the β−2–linear term in the commutator in Iβ(g). This isomorphism
implies that I∞(g) ≃ I0(g
L).
In [48, 56] we showed that I∞(g) is isomorphic to the center Z(ĝ) of a certain completion
of the universal enveloping algebra of the affine algebra ĝ at the critical level. Thus, we
see that the center Z(ĝ) is isomorphic to the classical W−algebra of the Langlands dual
Lie algebra gL.
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In the same way we can prove the isomorphism I∞(g) ≃ I0(g
L), where g is an affine
Kac-Moody algebra and gL is the affine algebra, whose Cartan matrix is obtained by
transposing the Cartan matrix of g.
4.8.2. Explicit formulas. It is an interesting problem to find explicit formulas for the
quantum integrals of motion of the affine Toda field theories.
Explicit formulas for the classical ones are known in many cases. For instance, there are
many effective methods to compute explicitly the KdV hamiltonians, which are the local
integrals of motion of the sine-Gordon model. However, it seems none of those methods
can be used to produce the quantum integrals, cf. e.g. [85]. So far, only partial results
have been obtained in this direction.
First of all, a few quantum integrals of motion of the sine-Gordon theory of low degrees
are known for any value of the central charge of the Virasoro algebra, cf. e.g. [108]. When
the central charge is equal to 1− 3(2n− 1)2/(2n + 1) (the (2, 2n + 1) minimal model of
the Virasoro algebra), it is known that the quantum integral of motion of degree 2n− 1
can be obtained as the residue of the field, corresponding to the singular vector of degree
2n in the vacuum Verma module of the Virasoro algebra [65, 36, 29]. An explicit formula
is known for this singular vector, and this allows one to write down the corresponding
integral of motion for this value of the deformation parameter. A similar phenomenon
has been observed in other theories [29].
Finally, the quantum integrals of motion are known for the central charge c = −2, which
corresponds to β = 2. The reason for that is that in this case the operators Q˜1 and Q˜0
have a simple realization in terms of the Clifford algebra with the generators ψi, ψ
∗
i , i ∈ Z
and the anti-commutation relations
[ψi, ψ
∗
j ]+ = δi,−j.
Indeed, let
∧∗ = ⊕n∈Z∧n be the Fock representation of this algebra with the vacuum
vector v, satisfying
ψiv = 0, i ≥ 0, ψ
∗
i v = 0, i > 0.
This representation is Z−graded in accordance with the convention degψi = 1, degψ
∗
i =
−1. One can introduce an action of this Clifford algebra on the space ⊕n∈Zπn using the
vertex operators by the formulas
ψ(z) =
∑
m∈Z
ψmz
−m−1 = V1(z), ψ
∗(z) =
∑
m∈Z
ψ∗mz
−m = V−1(z).
Since β is an integer, all Fourier components of these vertex operators are well-defined
on any of the modules πn. This boson-fermion correspondence allows us to identify our
complex F ∗2 (ŝl2) ≃ ⊕n∈Zπ2n with the even part of
∧∗. The operators Q˜1 and Q˜0 then
become
Q˜1 =
∫
V2(z)dz =
∫
ψ(z)∂zψ(z)dz, Q˜0 =
∫
V−2(z)dz =
∫
ψ∗(z)∂zψ
∗(z)dz.
(4.8.3)
It is not difficult to prove directly that they satisfy the Serre relations with q = 1.
Recall that for generic values of β only the compositions of the operators Q˜β1 and Q˜
β
0 ,
corresponding to the singular vectors in the Verma modules over the quantum group, are
well-defined as linear operators acting between the spaces πn. The operators (4.8.3) are
always well-defined and they generate an action of the nilpotent Lie subalgebra n+ of ŝl2
on
∧∗. In fact, this action can be extended to an action of the whole Lie algebra ŝl2 [89].
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It is possible to write down explicit formulas for the integrals of motion for β = 2 in
terms of the fermions ψ(z), ψ∗(z) [30]:
H2n+1 =
∫
ψ(z)∂2n−1z ψ
∗(z)dz.
These formulas can be converted into nice formulas in terms of the generators of the
Virasoro algebra, which first appeared in [108]. Other features of the case β = 2 have
been studied in [89].
Similar, but more complicated is the case when β = N , a positive integer. Then the
operators Q˜1 and Q˜0 can be written in terms of ψ(z) and ψ
∗(z) as follows:
Q˜1 =
∫
ψ(z)∂zψ(z) . . . ∂
N−1
z ψ(z)dz,
Q˜0 =
∫
ψ∗(z)∂zψ
∗(z) . . . ∂N−1z ψ
∗(z)dz.
In these cases explicit formulas for the integrals of motion are still lacking. Finding such
formulas for infinitely many integersN would lead to an independent proof of the existence
of quantum integrals of motion.
4.8.3. Special values of β for finite-dimensional g. So far, we have only been interested
in the generic values of the deformation parameter β. In this subsection we will discuss
briefly what happens for special values of β, that is the values, for which the kernel of the
operator
∑
i Q¯
β
i on F
β
0 becomes larger.
Let us first look at the case of finite-dimensional g. In the simplest case of g = sl2
our complex is π0 −→ π1, and we have proved that for generic values of β the first
cohomology of this complex is trivial. In fact, this statement can be proved directly, using
the description of the structure of the modules π0 and π1 over the Virasoro algebra from
[52]. According to this description, the module π1 is irreducible for generic β, while the
module π0 contains an irreducible submodule, such that the quotient by this submodule
is isomorphic to π1. If β
2 is a positive rational number, however, the modules π0 and π1
may become highly reducible, and that leads to the appearance of the first cohomology
and the enlargement of the 0th cohomology.
The most interesting situation occurs when β2 = 2p/q, where p, q > 1 are two relatively
prime integers. The corresponding central charge c = 1−6(p−q)2/pq is the central charge
of the (p, q) minimal model [8]. In that case the composition structure of the modules
π0 and π1 becomes very complicated [52], and our complex has very large cohomology
groups. It turns out, however, that one can extend this complex to an infinite two-sided
complex, whose cohomologies are concentrated in one dimension and are isomorphic to the
irreducible representation of the Virasoro algebra of highest weight 0. This representation
is the quotient of the vacuum Verma module of the Virasoro algebra by its submodule,
generated by a unique singular vector, which it contains. Note that this irreducible
representation is at the same time the VOA of the corresponding minimal model.
Such a complex was constructed by Felder [53]. It has one Fock space πλ with an
appropriate λ in each group, and the only cohomology occurs in the 0th group of the
complex.
The situation with the W−algebras, associated to general finite-dimensional Lie al-
gebras, is apparently very similar. The vacuum Verma module Wβ(g), freely generated
from the vacuum vector by the operators W (i),βni , ni < −di (cf. Theorem 4.6.9), which is
irreducible for generic values of β, may contain singular vectors, if β2 is a positive rational
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number. The quotient Lβ(g) ofWβ(g) by the submodule, generated by these singular vec-
tors, is irreducible. One should be able to construct two-sided complexes, which consist
of the Fock spaces πλ, labeled by elements of the affine Weyl group of g, in which the 0th
cohomology would be isomorphic to Lβ(g) and all other cohomologies would be trivial.
Such complexes have been conjectured in [59], Conjecture 3.5.2. These complexes
should appear [59] as the result of the quantum Drinfeld-Sokolov reduction of similar
complexes (two-sided BGG resolutions) over the corresponding affine Kac-Moody algebra
ĝ [47, 9, 18]. This has been proved for g = sl2 in [46, 12].
These complexes are closely connected with certain complexes [18] of modules over the
quotient of the quantum group Uq(g) with q a root of unity, q = exp(2πip/q), by a big
central subalgebra, cf. [26].
There is also another interesting value of β, namely, β = 1 for a simply-laced Lie algebra
g [60, 6, 18, 58]. In this case q = −1, and slightly redefined operators Q¯βi generate the
nilpotent Lie algebra n+. This nilpotent subalgebra lies in the constant subalgebra of
the whole affine algebra ĝ acting on the direct sum of the Fock modules πλ where the
summation is over the root lattice Q of g, by vertex operators [61]. The W–algebra
W1(g) can then be interpreted as the space of invariants of the constant subalgebra of ĝ
in π = ⊕λ∈Qπλ. This implies that I1(g) (for which the central charge is the rank of g) is
the commutant of g in F̂10 . A version of I1(g) was defined for the first time by I. Frenkel
in [60].
It was proved in [58], Theorem 4.2 (cf. also [16, 20]), thatW1(g) has the same character
as Wβ(g) for generic β, i.e. that the intersection of kernels of the operators Q¯
β
i does not
increase at the point β = 1. Let us show that the higher cohomologies of the complex
F ∗1 (g) vanish. This has been conjectured (and proved for g = sl2) in [60].
Consider the complex F˜ ∗(g), in which the jth group consists of #{w|l(w) = j} copies of
π, and the differentials are given by the same formulas as the differentials of the complex
F ∗1 (g). The cohomology of the complex F˜
∗(g) it is the cohomology of the Lie algebra n+
with coefficients in π. The complex F ∗1 (g) is a subcomplex of F˜
∗(g). It is easy to show
that its cohomology is the subspace of the cohomology of F˜ ∗(g) of weight 0 with respect
to the Cartan subalgebra of g acting on F˜ ∗(g) and commuting with the differentials. But
π is a direct sum of finite-dimensional g–modules. By Borel-Weil-Bott-Kostant theorem,
weight 0 cohomology classes in F˜ ∗(g) can occur only in dimension 0 and those are the
invariants of g in π. Therefore the higher cohomologies of F ∗1 (g) vanish. This implies that
the character of W1(g) coincides with the character of Wβ(g) for generic β, and thus we
obtain an alternative proof of Theorem 4.2 of [58].
It was shown in [58] that I1(slN) is the quotient of the local completion of the universal
enveloping algebra of the Lie algebra W∞ with central charge N − 1.
4.8.4. Special values of β for affine g. Now let us turn to the space Iβ(g) of the integrals of
motion of the affine Toda field theory associated to an affine algebra g. The space of these
integrals was defined as the intersection of kernels of the operators Q¯βi , i = 0, . . . , l, on F
β
0 .
For generic values of β the intersection of kernels of the operators Q¯βi with i = 1, . . . , l
coincides with the W−algebra Iβ(g¯), and so the space Iβ(g) can be defined as the kernel
of the operator Q¯β0 on Iβ(g¯).
Recall that theW−algebra Iβ(g¯) is the quotient of the vacuum Verma moduleWβ(g¯) by
the total derivatives and constants. If g is untwisted, the operator Q˜β0 can be interpreted
as the residue
∫
Φ1,1,Adj(z)dz of a certain primary field Φ1,1,Adj(z), acting from Wβ(g¯) to
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another module Mβ(g¯) over the W−algebra [120, 42, 35, 77], so that the operator Q¯
β
0
is the corresponding operator on the quotients by the total derivatives and constants.
Therefore, for generic β the space Iβ(g) consists of the elements P
− ∈ Wβ(g¯), for which
Q˜β0 · P
− is a total derivative in Mβ(g¯):∫
Φ1,1,Adj(z)dz · P
− = ∂P+.(4.8.4)
This equation shows that the pair (P−, P+) can be interpreted as a conservation law
(compare with Remark 3.2.8) in the deformation of the corresponding conformal field
theory obtained by adding λ
∫
Φ1,1,Adj(z)dz, where λ is a parameter of deformation, to the
action [120].
When β2 is a positive rational number, the module Wβ(g¯) may become reducible.
Because of that, the cohomologies of the complex F ∗(g) increase. In such a case it is
appropriate to redefine integrals of motion as elements P− of the irreducible module
Lβ(g¯), which satisfy the equation (4.8.4) [120]. This may result in dropping out of some
of the “generic” integrals of motion. At the same time some new ones may appear.
For instance, for g = ŝl2, β
2 = 4/(2n + 1) (the (2, 2n + 1) model) the density of the
integral of motion of the quantum sine-Gordon theory of degree 2n−1 coincides with the
field, corresponding to the singular vector of degree 2n. Since we take the quotient by the
submodule, generated by this vector, this integral of motion drops out (cf. the previous
section). It has been argued that the integrals of motion of degrees, which are divisible
by 2n− 1, also drop out in this case [65, 84, 36].
Another example of dropping out of integrals of motion is (in our terminology) the Toda
field theory associated to the twisted algebra A
(2)
2 for the value β
2 = 3/2. The integrals of
motion of this Toda theory for generic values of β have all positive integral degrees, which
are not divisible by 2 and 3. They are elements of the Virasoro algebra Iβ(sl2), because
for g = A
(2)
2 , g¯ = sl2. They have the property (4.8.4) with the field Φ(1,3)(z) = Φ1,1,Adj(z)
replaced by Φ(1,2)(z) [120]. The value β
2 = 3/2 corresponds to the Ising model (3, 4) with
central charge c = 1/2. It was found in [120, 44] that the integral of motion of degree 5
drops out for this special value of parameter. It was conjectured that the degrees of the
integrals of motion which should occur are relatively prime with 30, so that they are the
exponents of E
(1)
8 modulo the Coxeter number.
On the other hand, in the same theory with β2 = 8/5 (the Ising tri-critical point, the
(4, 5) minimal model) the appearance of an integral of motion of degree 9 was observed
[44, 24] and it was conjectured that there should also be integrals of motion of degrees
9n, where n is an arbitrary positive odd integer.
In these examples, the dropping out or appearance of new integrals of motion is caused
by the existence of a larger vertex operator algebra of symmetries of the model. For
instance, it is known that the (2, 2n+1) minimal model of the Virasoro algebra coincides
with (2n − 1, 2n + 1) minimal model of the W-algebra W(sl2n−1) [84], and that the
Ising model has a hidden symmetry of W(E8) [21]. Therefore one should expect that the
degrees of integrals of motion in such a model should satisfy “exclusion rules” of the larger
symmetry algebra as well. It is interesting whether there are other reasons for dropping
out or appearance of new integrals of motion.
It seems plausible that for the special values of β one can construct a two-sided complex,
consisting of the modules πλ, whose first cohomology would give the space of integrals
of motion, corresponding to the irreducible representation Lβ(g¯). We have constructed a
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candidate for such a complex for the (2, 2n + 1) model. The computation of the Euler
character of this complex suggests that its first cohomology is indeed generated by ele-
ments of all odd degrees, which are not divisible by 2n− 1. We will discuss this complex
elsewhere.
4.8.5. Spectrum of the integrals of motion. Our integrals of motion, both classical and
quantum, act on the spaces πλ. They are not diagonalizable, since they are all of negative
degrees (in particular, the first of them is the operator of derivative ∂). However, one can
define a transformation on the space F̂β0 of Fourier components of fields [98], which maps
the set of integrals of motion to a set of mutually commuting elements of degree 0 (for
example, the first integral of motion, H1 = ∂ = L−1 maps to L0 − c/24), cf. [101].
It would be very interesting to find the spectrum of these operators on the modules πλ.
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