We generalize the method of combinatorial telescoping to the case of multiple summations. We shall demonstrate this idea by giving combinatorial proofs for two identities of Andrews on parity indices of partitions.
Introduction
The method of combinatorial telescoping for alternating sums was proposed by Chen et al. [3] , which can be used to show that an alternating sum satisfies certain recurrence relation combinatorially. With this method, one give combinatorial interpretations for many q-series identities such as Watson's identity [10] and Sylvester's identity [9] . For q-series identities on positive terms, Chen et al. [6] presented the corresponding combinatorial telescoping, based on which they established a combinatorial proof for an identity due to Andrews [2] .
In this paper, we shall generalize the method of combinatorial telescoping to the multiple cases. More precisely, we shall give the combinatorial telescoping for q-series identities of the following form
where k = (k 1 , . . . , k m ) and δ = (δ 1 , . . . , δ m ) are m-dimensional vectors, and δ i ∈ {0, 1}. Assume that f (k) and g(k) are weighted counts of sets A k and B k , respectively, that is, Motivated by the idea of creative telescoping of Zeilberger [7, 8, 12] , we will construct sets {H i,k } m i=1 with a weight assignment w such that there exists a sequence of weight preserving bijections
where S i is the shift operator on the i-th part, i.e.,
Since φ k and φ Sik are weight preserving for 1 ≤ i ≤ m, both φ k (H i,Sik ) and φ Sik (H i,Sik ) have the same weight as H i,Sik . Realizing that for all 1 ≤ i ≤ m with δ i = 1, we have φ
which implies that the corresponding summands will cancel each other in the desired identity (1.1). More precisely, if we set
then the bijection (1.2) implies that
We assume, like the conditions for the creative telescoping [7, 8, 12] , that H i (0) = ∅ and H i (k) vanishes for sufficiently large k for 1 ≤ i ≤ m. Multiplying (−1) δ·k and summing over k on both sides of (1.3), since
for 1 ≤ i ≤ m with δ i = 1, we will obtain the identity (1.1), which is often an identity we wish to establish.
Indeed, once we have bijections φ k in (1.2), combining all these bijections, we are lead to a correspondence
where
To be more specific, we can derive a bijection
and an involution
As shown in [6] , using the method of cancelation (see [5] ), the bijection φ in (1.4) implies a bijection
which gives a combinatorial interpretation of the desired q-series identity (1.1).
The above approach to proving an identity like (1.1) is called multiple combinatorial telescoping. To illustrate the idea of this method, we shall prove two q-series identiies proposed by Andrews [2] .
In the study of parity in partition identities, Andrews [2] proposed fifteen problems. Two of them, labeled as Question 9 and Question 10 in [2] , asked for proving the following two identities of sum on double variables:
Recently Yee [11] and Chu [4] provided algebraic proofs for (1.5) and (1.6) independently, while the combinatorial interpretation is still open.
In the framework of the method of multiple combinatorial telescoping, we shall give a more extensive result as follows.
By setting a = 1 in (1.7) and (1.8), they are reduce to (1.5) and (1.6), respectively, which give combinatorial answers to the open questions of Andrews.
Multiple Combinatorial Telescopings for Identities of Andrews
In this section, by constructing multiple combinatorial telescopings, we shall give certain bijections for recurrence relations of identity (1.7) and (1.8), respectively. Based on the method of cancelation (see [5] ), these bijections lead to corresponding combinatorial interpretations of Question 9 and Question 10 proposed by Andrews in [2] . Since the proofs of (1.7) and (1.8) are similar, we introduce the procedure for (1.7) and a sketch proof for (1.8).
Let us recall some definitions concerning partitions as used in Andrews [1] . A partition is a non-increasing finite sequence of positive integers
The integers λ i are called the parts of λ. The sum of parts and the number of parts are denoted by
and ℓ(λ) = l, respectively. The number of k-parts in λ is denoted by m k (λ). The special partition with no parts is denoted by ∅. We shall use diagrams to represent partitions and use rows to represent parts.
In order to prove identity (1.7), we let
and the corresponding summand
Define P m,k to be the set of triples (τ, λ, µ), where τ is a partition with only one part (m − k) 2 + k 2 + m − k, λ is a partition with no more than 2k − 1 parts and each part not exceeding m − 2k + 1, and µ is a partition with only even not exceeding 2m; see Figure 1 . In particular, when m = k = 0, we have P 0,0 = ∅.
Moreover, one can see that the (m, k)-th summand F m,k of F (q) in (2.1) can be viewed as the weight of P m,k , that is,
According to the exponent of a in the above definition, we divide P m,k into a disjoint union of subsets
with P n,m,k = ∅ when m = k = 0 or 2k − 1 > m > n . By constructing three sets of triples (τ, λ, µ) as follows
we have the following combinatorial telescoping relation for P n,m,k .
Theorem 2.1 For any positive integer n and nonnegative integers m and k, there is a bijection φ n,m,k :
and
are two sets of triples (τ, λ, µ), then we can divide P n,m,k into a disjoint union of five subsets, that is
Now we construct bijections φ n,m,k like (1.2). To this purpose, we can classify
into four cases as below. We shall show that the elements in the first case are fix points, while the bijections for other three cases as follows:
To be more specific, we have the following four cases.
,k , let the image be itself. Case 1. For (τ, λ, µ) ∈ P n−1,m,k , as ℓ(λ) = 2k − 1, we add a column equals 2k − 1 to λ and obtain a new partition λ ′ ,where ℓ(λ ′ ) = 2k − 1 and λ ′ 1 ≤ m−2k +2. By adding 2m−2k +2 to τ we get τ ′ = ((m−k +1) 2 +k 2 +m−k +1). And we can add 2 columns equal n − m − 1 to µ without changing the number of parts , thus the new partition µ ′ satisfies that ℓ(µ ′ ) = n − m − 1, µ ′ 1 ≤ 2m + 2 and m 2 (µ ′ ) = 0. We see that the weight of (τ, λ, µ) is less than (τ ′ , λ ′ , µ ′ ) by 2n − 1. So we obtain the bijection ϕ 1 : Figure 2 gives an illustration of the correspondence ϕ 1 .
Case 2. For any (τ, λ, µ) ∈ U n,m,k , we add a column equals 2k − 2 to λ to obtain a new partition λ ′ ,where ℓ(λ ′ ) = 2k − 2 and λ
The bijection ϕ 1 in Case 1.
2m−2k +2 to τ we get τ ′ = ((m−k +1) 2 +k 2 +m−k +1). And we remove a 2m part from µ and getting µ ′ whose largest part is less than or equal to 2m and length equals to n − m − 1. This leads to the bijection ϕ 2 :
. This case is illustrated in Figure 3 .
Case 3. For any (τ, λ, µ) ∈ T n,m,k , we add 2k + 1 to τ to get τ
Then we remove a part equals 2 from µ and getting µ ′ , where ℓ(µ ′ ) = n − m − 1. Similarly,by removing a part equals to 2k − 1 from λ, we can get λ ′ , where ℓ(λ ′ ) ≤ 2k − 1 and λ ′ 1 ≤ m − 2k. This leads to the bijection Figure 4 gives an illustration of the bijection ϕ 3 .
The proof is completed by combining all the above bijections. Observe that the bijection ϕ 1 , ϕ 2 and ϕ 3 preserve the weight. The above theorem immediately leads to a recurrence relation, which implies q-series identity (1.7). To be more specific, we have the following corollary.
The bijection ϕ 2 in Case 2.
Corollary 2.2 Let
Then for any positive integer n, we have
Since F 1 (a, q) = −aq, by iteration we find that
Summing over n, we arrive at identity (1.7) of Andrews.
For another identity (1.8) of Andrews, we give a sketch of the proof. Set
and the corresponding summand Figure 4 : The bijection ϕ 3 in Case 3.
We also give a combinatorial interpretation of the summand G m,k . Let Q m,k be a set of triple (τ, λ, µ), where τ is a partition with only one part equals (m − k) 2 + k 2 + k, λ is a partition with no more than 2k parts and each part not exceeding m − 2k, and µ is a partition with only even parts not exceeding 2m. Figure 5 gives an illustration of an element of Q m,k . One can see that G m,k can be viewed as the weight of Q m,k .
Dividing Q m,k into a disjoint union of subsets
where Q n,m,k = ∅ when m = k = 0 or 2k > m > n. And let M n,m,k = {(τ, λ, µ) ∈ Q n,m,k : ℓ(λ) = 2k, m 2 (µ) = 0}, S n,m,k = {(τ, λ, µ) ∈ Q n,m,k : ℓ(λ) = 2k − 1, m 2m (µ) = 0}, L n,m,k = {(τ, λ, µ) ∈ Q n,m,k : ℓ(λ) ≤ 2k − 2, m 2m (µ) = 0}.
We have the following combinatorial telescoping relation for Q n,m,k . there is a bijection ψ n,m,k :
Proof. The proof of this theorem is similar to the proof of Theorem 2.1. The above theorem immediately leads to a recurrence relation as follows. Then for any positive integer n, we have G n (a, q) = −aq 2n−1 G n−1 (a, q), n ≥ 2.
Since G 1 (a, q) = −aq and G 0 (a, q) = 1, by iteration we find that G n (a, q) = (−a) n q n 2 .
Summing over n, we arrive at identity (1.8) of Andrews.
