Abstract-We give necessary and sufficient conditions for the Lipschitz stability of a wide class of (A B)-invariant subspaces.
INTRODUCTION
Given a pair (A, B) where A and B are n × n and n × m matrices with coefficients in F, F being the field of real or complex numbers, a subspace S of F n is said to be Lipschitz where Θ means the gap distance between S and S ′ . In the context of linear systems theory, it ia interesting to know when (A, B)-invariant subspaces are stable under small perturbations of the pair (A, B); see for example, [6] . In contrast to stable and Lipschitz stable A-invariant subspaces, there is not known a complete characterization of (A, B) stability and Lipschitz (A, B)-stability. Partial results can be found in [3] , [5] and [6] . In particular, in [3] it is shown that if the pair (A, B) is controllable, then every (A, B)-invariant subspace is Lipschitz stable. Our aim in this note is to give necessary and sufficient conditions when the following continuity condition is satisfied. Let T be the set of triples (A, B, S) where S is an (A, B)-invariant subspace and θ the map defined by θ(A, B, S) = F m , with F m the m × n matrix having minimum norm such that (A +BF m )(S) ⊂ S. Then if θ is continuous at (A, B, S) simple necessary and sufficient conditions are given for the Lipschitz stability of S.
Along this note, M n,m denotes the set of n × m matrices with coefficients in F. As it is said F is the field of real or complex numbers. We write M n,n = M n .We denote by Gr d (F n ) the Grassmann manifold formed by the set of ddimensional subspaces of F n . If A is a matrix we denote by A + the Moore-Penrose inverse of A. As usual, if A is matrix we also denote by A the natural linear map associated to it.
I. PRELIMINARIES
The manifold N has been introduced in [1] as a key tool for the obtention of sufficient conditions for the Lipschitz stability of an (A B)-invariant subspace. We recall its definition. We identify Gr d (F n ) with the set of selfadjoint operators
via the map S −→ P , where P is the only element in
This equation is equivalent to the relation (A + BF )S ⊂ S with S = ImP , so that ImP is an (A , B)-invariant subspace.
If we fix A, B and P , we denote by N (A,B,P ) the set of matrices F ∈ M m,n such that (A, B, F, P ) ∈ N . N (A,B,P ) is a linear variety of M m,n . If vec denotes the usual vec-function operator, then the above equation is equivalent to
and we have
We are interested in the unique F m ∈ N (A,B,P ) having minimum norm. We have (see for example [4] )
Let T be the set of triples (A, B, P ) such that (A, B, F, P ) ∈ N for some F . Then, the correspondence θ : T −→ F nm defined by θ(A, B, P ) = vecF m is a well defined map. We endow T with the topology induced by the inclusion T ⊂ M n × M n,m × P d . We remark that, in general, T is not a submanifold of M n ×M n,m ×P d . As we shall see, the continuity of θ plays a key role in our aim of obtaining necessary and sufficient conditions for the Lipschitz stability.
For convenience, if S = ImP , we will write indistinctly θ(A, B, P ) or θ(A, B, S).
II. THE MAIN RESULT
As it is shown in [4] (Lemma 4.3) while studying the Lipschitz stability of S ∈ Gr d (F n ), there is no loss of generality assuming that S is A-invariant. Hence, taking a suitable basis of F n we can assume S = Im
We recall the following results from [4] needed for the sequel.
Proposition 2.1 With the above notation we have:
We can state now the main result of this note.
Theorem 2.2 With the above notation, suppose that the map θ : T −→ F mn is continuous at (A, B, P ). Then, ImP = S is Lipschitz (A , B)-stable if and only if
Proof. As we have seen, this is a sufficient condition. In order to show that it is necessary, suppose now that it does not hold, but S is Lipschitz stable. Then, the map ψ :
is not surjective. Hence, we can take A 3 ∈ (Im ψ) ⊥ , A 3 = 0, the norm of A 3 being as small as we want. We know also that there exists two constants L and ǫ such that if A 3 < ǫ, that is to say
for some matrix R. Take
that is, the feedback F m having minimum norm. Then a simple calculation shows that
, and at this point θ is equal to 0. Hence, for any A 3 having norm small enough we can get α 2 F 1 +α 4 F 2 < δ.
The constants η and δ being arbitrarily small we have arrived to a contradiction. So, (4) is a necessary condition as claimed./// In order to apply this theorem we have to analyze the continuity of the map θ. As we have seen,
Then, since
taking into account Proposition 2.5, we are led to analyze when is locally constant rank(I n − P )B. But it is clear that 
Proof. It is clear that the two conditions are equivalent. If they hold we can take a contractible open neighborhood U of (B o , P o ) in M n,m × P d so that rank(I n − P )B = m for any (B, P ) ∈ U Consider now the families α : U −→ M n 2 ,nm and β :
They are continuous maps. Besides,
for any (B, P ) ∈ U . Hence, (see proposition 2.5) there exists a continuous map γ : U −→ M nm,n 2 such that γ(A, B, P ) = (P t ⊗ (I n − P )B) + .
Then, vecF m = γ(A, B, P )β(A, B, P ) and this shows that θ is continuous at (M n × U ) ∩ T ./// Remark 2.4 Notice that condition (i), or its equivalent (i)' is also equivalent to the following statement: There exists a neighborhood W of (A o , B o , P o ) such that for every (A, B, P ) ∈ W , dimN (A,B,P ) = dimN (Ao,Bo,Po) .
Let T be a contractible topological space and denote by C o (T, M k n,m ) the set of continuous maps A : T −→ M n,m such that rankA(t) = k for any t ∈ T . Then we have
+ for any t ∈ T . Proof. Recall that for any matrix M ∈ M n,m , if (v 1 , . . . , v k ) is a basis of ImM , (w d+1 , . . . , w m ) a basis of (kerM ) ⊥ , where d = m − k, P the matrix of the orthogonal projection of F n onto ImM in the standard basis of F n and (v 1 . . . v k ), respectively, R the matrix of the linear map from (kerM ) ⊥ into ImM obtained by restriction of M , with regard to the basis (w d+1 . . . w m ) and (v 1 . . . v k ), respectively, and Q the matrix of the inclusion of (kerA) ⊥ into F m with respect to the basis (w d+1 . . . w m ) and standard of F m , respectively, one has M + = QR −1 P.
Then, taking into account that rankA(t) = k for every t ∈ T , the former process can be globalized (see, for example [2] ).///
