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Abstract 
We consider the problem of fault diagnosis in multiprocessor systems. Every processor can 
test its neighbors; fault-free processors correctly identify the fault status of tested neighbors, 
while faulty testers can give arbitrary test results. Processors fail independently with constant 
probability p< i and the goal is to identify correctly the status of all processors, based on the 
set of test results. We give fast diagnosis algorithms with the highest possible probability of 
correctness for systems represented by complete bipartite graphs and by simple paths. This is 
for the first time that the most reliable fault diagnosis is given for these systems in a proba- 
bilistic model without any assumptions on the behavior of faulty processors. @ 1998-Elsevier 
Science B.V. All rights reserved 
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1. Introduction 
With growing importance of large multiprocessor systems the issue of their relia- 
bility attracts increasing attention. One of the major problems in this area, known as 
the fault diagnosis problem, is to locate all faulty processors in the system. The clas- 
sical approach to fault diagnosis was originated by Preparata et al. in their seminal 
paper [lo]. They studied fault diagnosis in a graph model in which processors are 
represented as nodes of the graph and links along which tests can be performed are 
represented as edges. It was assumed that fault-free processors always give correct test 
results, while tests conducted by faulty processors are unpredictable: a faulty tester 
can output any test result regardless of the status of the tested neighbor. Faults were 
assumed permanent, i.e., the fault-status of a processor does not change during testing 
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and diagnosis. In [lo] a worst-case scenario was adopted: it was assumed that at most t 
processors are faulty and that they are placed in a way most detrimental for diagnosis. 
This assumption precluded the possibility of diagnosis for t larger than the number of 
neighbors of any processor. 
This model and some of its variations have been thoroughly studied in literature 
(see the survey [6], where extensive bibliography can be found). It has been argued 
that the worst case scenario often fails to reflect realistic diagnosis situations. As an 
alternative, various probabilistic models were proposed (cf. [2-5, 8,9, 11, 121). Instead 
of imposing an upper bound on the number of faulty processors and assuming their 
worst-case location, an a priori failure probability, independent for each processor, 
is assumed in these models. Diagnosis is then restricted to sets of faulty proces- 
sors of sufficiently high a priori probability [8], in which case it can be performed 
unambiguously [5], or is done in general and has a high probability of correctness 
[l-4,9, 11,121. 
In this paper we work in the probabilistic model previously studied in [2, 121. The 
assumptions concerning test results are the same as in the above described model of 
Preparata, Metze and Chien [lo] and faults are also permanent. However, unlike in 
[lo], it is assumed that processors fail with constant probability p < i and all faults 
are independent. It should be noted that this is the only probabilistic model in which no 
assumption is made on the behavior of faulty testers. Thus diagnosis algorithms work- 
ing reliably under this model are very robust in that they produce correct diagnosis 
under any behavior of faulty processors. 
In [2] this model is formalized and the probability of correctness of a diagnosis 
is rigorously defined. The authors show a simple diagnosis strategy based on major- 
ity vote that works for a class of. systems called tester graphs which includes the 
complete graph. They estimate the probability of correctness of this strategy with- 
out computing it precisely and show that it converges to 1 as the system 
grows. 
The goal of the present paper is to construct efficient diagnosis algorithms that 
maximize the probability of correctness. We call such diagnosis strategies optimal. 
We give them for two classes of multiprocessor systems: those represented by com- 
plete bipartite graphs and those represented by (simple) paths. In both cases the 
running time of the diagnosis algorithm is linear in the number of tests performed 
in the system. An easy modification of our diagnosis for paths yields optimal di- 
agnosis for systems represented by rings. In [7] we studied tester graphs from [2] 
and showed that the majority strategy proposed in [2] is in fact optimal for these 
graphs. This is for the first time that optimal diagnosis is given under a very gen- 
eral probabilistic model, in which no assumptions are made on the behavior of faulty 
processors. 
The paper is organized as follows. In Section 2 we establish terminology used 
throughout the paper and formalize the model. In Sections 3 and 4 we give algorithms 
for optimal diagnosis in complete bipartite graphs and paths, respectively. Section 5 
contains conclusions and open problems. 
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2. Terminology and model description 
A system is modeled as an undirected graph whose set of nodes U = (~1,. . . , un} 
represents processors, some pairs of which are connected by direct communication 
channels (links) represented by edges of the graph. Neighboring processors perform 
tests on each other. A test assignment in a system is represented by a symmetric 
directed graph G = (U,E) where (u, v) E E means that processor u tests processor u. 
Thus (u, u) E E whenever u and u are connected by a link in the system. We fix this 
directed graph G till the end of this section. The outcome of a test (u, u) E E is 1 (0) 
if u evaluates u as faulty (fault-free). A complete collection of test results is called a 
syndrome. Formally, a syndrome is any function S : E -+ (0, 1). The set of all possible 
syndromes is denoted by C. The set of all faulty processors in the system is called 
a fault set. This can be any subset of U. A syndrome S is said to be compatible 
with a fault set F if, for any (u, u) E E, such that u E U\F, S(u, u) = 1 iff u E F. This 
corresponds to the assumption that fault-free processors always give correct test results. 
Since faulty testers can give arbitrary test results, any syndrome compatible with a fault 
set F can occur when faulty processors in the system are exactly those in F. The set 
of all syndromes compatible with a fault set F is denoted by o(F). Fault sets F1 and 
F2 are called associated if o(F1) n c~(F2) # 0. 
We consider only deterministic diagnosis algorithms. The input of such an algorithm 
is a syndrome and the output is the set of processors that the algorithm diagnoses as 
faulty (all other processors are implicitly diagnosed as fault-free). Thus a diagnosis is 
any function D:C-tzY(U). 
We now define formally the probability of correctness of any diagnosis. The sample 
space is the set of all fault sets, i.e., 
Q={F:FcU}. 
The probability function P is defined for all subsets of 52 by the formula 
P(X)= c $I(1 - p)n-‘F’, 
FEX 
for any X 2 52. If D is a diagnosis, Car(D) is the event consisting of those fault sets 
F for which D returns F on any syndrome compatible with F, i.e., the event that 
diagnosis D is correct regardless of faulty processors’ behavior. More precisely, 
Co@) = {F 2 U : ‘v’,s~~(~~D(S) = F}. 
Now the performance of diagnosis D is measured by its probability of correctness 
which is simply P(Cor(D)). A diagnosis D is optimal if P(Cor(D))2P(Cor(D’)) for 
every diagnosis D’. 
It was shown in [7] that the above definition of the probability of correctness of a 
diagnosis D is equivalent to the slightly more complicated definition given in [2]. 
The following property will be used in the sequel. 
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Proposition 2.1. For any diagnosis D, if two subsets are associated then at most one 
of them can belong to Car(D). 
Since every set F and its complement are associated (the common compatible 
syndrome is the one that gives result 0 for u and v both in or both outside of F 
and result 1 otherwise), the above proposition implies the following observation. 
Proposition 2.2. For any diagnosis D and any fault set F,F and U\F cannot both 
belong to Car(D). 
3. Complete bipartite graphs 
In this section we consider test assignments in which all processors are partitioned 
into two non-empty subsets A and B, all processors from A testing all processors from B 
and vice versa. Such assignments are modeled by complete bipartite graphs G = (U, E) 
for which U={ui,..., uk} is a disjoint union of sets A and B and E = {(a, u) : (u E A 
and VEB) or (UEB and VEA)}. 
We assign weight W(U) to every element u E U. W.1.o.g. we can assume that 
IA/>)Bl. If (UI is odd then W(U) = 1 for any U. If 1 I/) is even then choose any 
uo EA and let W(U) = 1 for all u E U\(q) and W(ua) = 2. (This is done to break 
tie in the vote in case of an even number of voters.) Call a set F C U winning if 
C&F W(u) < CaEU\F W(v). Thus B is winning. Also, if F is winning then IFI d I U\FI. 
Hence winning fault sets are at least as probable as their complements. Call F normal 
if both F and U\F intersect both A and B. 
We now define the diagnosis Bip for complete bipartite graphs. This diagnosis will 
be proved optimal. Given a syndrome 5’ define the undirected graph H = (U,l?), where 
{u, v} E I? iff S(u, v) = S(v,u) = 0. Next, for any u E CJ, let N(u) = {v E U : {u, v} E I-?‘) 
and let C(U) = {u} UN(u) UN(q), w h ere ui is the element of N(u) with lowest index. 
Let C be the largest among all sets C(U). 
Bip(S) = i\’ iofh,“Lsy 
C 
Thus, if there are at least two processors that consider each other fault-free, processors 
in the largest set C(U) are diagnosed as fault-free and all other processors as faulty. 
If no such two processors exist, all processors in A are diagnosed as fault-free and all 
those in B as faulty. It is easy to see that the function Bip can be computed in time 
G(M). 
Theorem 3.1. Diagnosis Bip for complete bipartite graphs is optimal. 
Proof. We first show that the following fault sets belong to Cor(Bip): normal winning 
sets, subsets of B and proper subsets of A. Let F be a fault set and S a syndrome 
compatible with F. First suppose that F is a normal winning set. By normality there 
are fault-free processors both in A and in B. For any fault-free processor U, the set 
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C(u) consists of all fault-free processors. Since F is winning, this set C(u) must be 
equal to C and since (Cl > 1, we have Bip(S) = lJ\C=F. Next, suppose that F is 
a subset of B. If F = B then there are no edges in the graph H and thus ICI = 1. 
By definition Bip(S)=B in this case. If F is a proper subset of B then the only set 
C(U) containing more than one element is U\F and consequently Bip(S) = F. Finally, 
suppose that F is a proper subset of A. Again, the only set C(u) containing more than 
one element is U\F and thus Bip(S) = F. 
In order to show that diagnosis Bip is optimal, note that all subsets of U belong to 




4. proper subset of A, 
5. proper subset of B, 
6. A UX with non-empty X C B, 
7. B U X with non-empty Xc A. 
Normal sets are associated in pairs: a winning normal set with its (normal) complement. 
Sets in category 4 are associated with their complements in category 7 and those in cat- 
egory 5 with their complements in category 6. Finally, all sets in categories 2,3,6 and 7 
are mutually associated: the syndrome constantly equal 1 is compatible with all of them. 
Let D be any diagnosis. Since all normal winning sets are in Cor(Bip), the sum 
of probabilities of normal sets in Car(D) cannot exceed the sum of probabilities of 
normal sets in Cor(Bip), in view of Proposition 2.2. Consider two cases. If B E Car(D) 
then no subset of categories 2,6 or 7 can belong to Car(D). Since all sets of categories 
3,4 and 5 belong to Cor(Bip), it follows that probability of Car(D) does not exceed 
probability of Cor(Bip). If B $ Car(D), at most one set of categories 2,6 or 7 can 
belong to Car(D). Every such set has probability at most equal to that of B. Thus 
exchanging B for one of these sets cannot increase the probability of correctness of 
a diagnosis. Since all sets of categories 3,4 and 5 belong to Cor(Bip), it follows, in 
this case as well, that the probability of Car(D) does not exceed the probability of 
Cor(Bip). Hence diagnosis Bip is optimal. 0 
Example 3.1. Consider the complete bipartite graph on the set U = (~1,. . . , u7} of 7 
nodes, with sets A = {uI,u~, ZQ,U~,U~} and B = {ug,u~}. The set Cor(Bip) consists of 
the empty set, all sets of size 1, all sets of size 2, all sets of size 3 except B U {u;}, for 
i = 1,2,3,4,5, and 5 subsets of A of size 4. Thus the probability of diagnosis Bip is 
(1 -P)‘f7P(l -J@f2lp2(1 q7)5+3@3(1 _p)4+5p4(1 _ p)3. 
It should be noted that the probability of Cor(Bip) depends on the sizes of bi- 
partition sets A and B. If these sizes do not differ much (e.g., each of them contains 
a constant fraction of all processors) then this probability converges to 1 as the number 
of processors grows to infinity. This follows from the fact that the sum of probabilities 
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of winning sets converges to 1, while the sum of probabilities of not normal sets con- 
verges to 0 in this case. Hence the probability of Cor(Bip) which contains all normal 
winning sets, must converge to 1. On the other side of the spectrum, if the set B has 
size 1, then this probability is bounded away from 1. Indeed, in this case there are no 
normal sets and the only sets in Cor(Bip) are 0, B, and proper subsets of A. It is easy 
to calculate that the probability of Cor(Bip) is equal to (1 - P)~-’ + (1 - p)( 1 - pk-' ) 
in this case. Hence it converges to 1 - p, as k grows. 
4. Paths 
In this section we give optimal diagnosis for systems represented by (simple) paths. 
Thus the test assignment is a graph Pk = (U, E) where U = (~1,. . . , uk} and E = 
{(ui,ui+l): 1 <i<k} U {( u 1 ui) : 1 <i < k}. It will be convenient to represent fault i+ 9 
sets as sequences of pluses and minuses called conjigurations, the set of minuses cor- 
responding to the fault set, e.g., + + + - -+ corresponds to the fault set {zQ,u~} 
in P,5. Thus a configuration is a function 6 : U -{ +, -}. Terminology defined for fault 
sets (e.g. “associated fault sets” or “syndrome compatible with a fault set”) will be 
used for corresponding configurations. A block in a configuration 6 is any sequence 
(Ui, ui+l , . . . , Uj), jai, of consecutive processors, satisfying one of the fOllOWing con- 
ditions: 
l 6(ul)=+, for all i<l<j, and B(uj+i)=-, if j<k, and 6(ai_l)=-, if i>l. (In 
this case the block is called fault-free.) 
l 6(ul)=-, for all i<Z<j, and 6(Uj+i)=+, if j<k, and 6(ai_i)=+, if i>l. (In 
this case the block is called faulty.) 
Processors ui-i and uj+i are called borders of the block. 
Thus a block is a maximal sequence of consecutive processors having the same 
value. A block containing at least three processors is called hard. Blocks B1 and 82 
are said to touch each other if the last processor of one of them is a neighbor of the 
first processor of the other. In this case blocks B1 and BZ are also called consecutive. 
A chain is a maximal sequence of consecutive two-element blocks. 
Configurations 6i and 62 are called adjacent if the following conditions are satisfied: 
l each fault-free block in 61 is either a fault-free block in & or is contained in a 
faulty block in 62, 
l each fault-free block in b2 is either a fault-free block in 61 or is contained in a 
faulty block in 61. 
Lemma 4.1. Two configurations are adjacent if and only if they are associated. 
Proof. Consider arbitrary configurations 61 and 62. First suppose that they are adjacent. 
Consider the following syndrome S. For every (u, a) E E, 
0 if u and u belong to the same fault-free block in 81 or 62, 
S(u, u) = 
1 Otherwise. 
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We prove that S is compatible with 61 (the proof that it is compatible with 62 is 
similar). Let (u, a) E E be such that 61(u) = +. If 61(u) = + then u and u are in the 
same fault-free block in configuration 6 1, hence S(u, U) = 0. Suppose that 61(u) = - 
and S(u, V) = 0. Since u and u cannot be in the same fault-free block in configuration 
61, they must be in the same fault-free block in configuration 82. By definition of 
adjacency, this fault-free block is either a fault-free block in the configuration 61 or is 
contained in a faulty block in the configuration 61. The former contradicts 61 (u) = -, 
while the latter contradicts 61(u) = +. Thus 61(u) = - implies S(u, u) = 1. This proves 
that S is compatible with 61. 
Next, suppose that configurations 61 and 82 are associated, with syndrome S compat- 
ible with both of them, but they are not adjacent. Hence there is a fault-free block Br 
in 61 and a fault-free block 82 in 62 which are different and not disjoint. W.1.o.g. we 
may assume IB1) 3 IBz/. Thus there exists a processor u E B1 n B2 which has a neighbor 
u in B1 \Bz. Since S is compatible with 61 we have S(u, u) = 0 but since S is compatible 
with 62 we have S(u, u) = 1, contradiction. 0 
We now construct the set R of regular configurations. Let [ii,jr], . . . , [i,,j,] be seg- 
ments in (l,..., k), such that j, > il, for every Z= 1,. . . , n and j, < il+i - 1, for every 
I = 1,. . . , n - 1. Every such (possibly empty) sequence of segments yields a regular 
configuration in the following way. 
1. Processors with indices in a segment form a fault-free block. 
2. For every segment [il,jl] processors Uil_, (if il> 1) and uj,+, (if j, <k) are faulty 
(they are borders of the respective fault-free block. 
3. A nonempty sequence of processors between consecutive borders defined in 2. has 
alternating values, starting with value + (e.g., (+ + + + - + - + - + ++)). In 
this example, the first 4 processors form a segment, the 5th processor is a border, 
processors 6,7 and 8 are in between borders, the 9th processor is a border and 
processors 10,ll and 12 form a segment. Note that two consecutive values - can 
result (e.g., in (+ + + + - + - - + + +)). 
4. Processors preceding the first border defined in 2. have alternating values starting 
with + (e.g., (+ - + - + + +) or (+ - + - - + ++)). Again two consecutive 
minuses are possible. 
5. Processors following the last border defined in 2. have alternating values starting 
with + (e.g., (+ + + - + - +-) or (+ + + - + - + - +)). 
6. Processors of the entire line, in case of the empty sequence of segments, have 
alternating values starting with + (e.g., (+ - + - +-) or (+ - + - + - +)). 
Example 4.1. The family of regular configurations for the 5-node path P5 is 
{(+ - + - -t>,(+ + - + -),(- + + - +>,c+ - + + -),(+ - - + +>, 
(+ + + - +>,(- + + + -I,(+ - + + +),(+ + + + -), 
(- + + + +),(+ + + + +),(+ + - + +I}. 
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Let S be any syndrome. A pseudo-block is any sequence (Ui, Ui+i,. . . , uj), j > i, of 
consecutive processors, satisfying the following conditions: 
l S(uM,u,+i)=O for all i<m<j, 
0 S(um, urn_ i ) = 0 for all i < m d j, 
l S(uj,uj+])= 1 or S(Uj+i,Uj)= 1 or j=k, 
0 S(ui,ui-])= 1 or S(Ui_1,Ui)= 1 or i= 1. 
Thus a pseudo-block is a maximal sequence of consecutive processors in which neigh- 
bors consider each other fault-free. A pseudo-block containing at least three processors 
is called hard. Pseudo-blocks B] and B2 are said to touch each other if the last pro- 
cessor of one of them is a neighbor of the first processor of the other. In this case 
pseudo-blocks are also called consecutive. A pseudo-chain is a maximal sequence of 
consecutive two-element pseudo-blocks. 
We now define the diagnosis Path-Diag which will be proved optimal for test as- 
signments represented by paths. Let S be any syndrome for the path Pk. Consider the 
following algorithm to construct the configuration Path-Diag(S): 
Algorithm Path-Diag. 1. Divide Pk into pseudo-blocks. 
2. Assign a value + to all processors in hard pseudo-blocks. 
3. Assign alternating values to pseudo-blocks in pseudo-chains starting as follows: 
l if the last pseudo-block B of the pseudo-chain touches a hard pseudo-block then 
assign value - to processors in B. 
l otherwise, assign value + to processors in B. 
4. If a processor u in a hard pseudo-block or in a pseudo-block in a pseudo-chain has 
a neighbor v without an assigned value then assign to u a different value than that 
of u (v will be a guard of the block containing u). 
5. For every maximal sequence of consecutive processors without assigned values as- 
sign alternating values to consecutive processors, always starting with value +. 
The above algorithm runs in linear time and hence function Path-Diag can also be 
computed in time O(k). 
Example 4.2. Consider the path P]e and a syndrome yielding the following pseudo- 
blocks: 
(UlO, u11 >, (u12, u13 1, (u14, u15 >, (u16). 
In the first step of the algorithm Path-Diag these pseudo-blocks are identified. In the 
second step value + is assigned to u7,us,u9. In the third step pseudo-chains (ui,u2) 
and (~10, u1 I), (~12, ui3), (~14, ~1s) are considered: value + is assigned to pseudo-block 
(UI,UZ) and processors UIO, WI, ~12, 7-413, ~4, ~15 in the second pseudo-chain get 
values -, -, f, t, -, -, respectively. In the fourth step 113 and U6 get value - and U16 
gets value +. In the fifth step processors ~4, ug get values +, -, respectively. 
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Theorem 4.1. Diagnosis Path-Diag for the path Pk is optimal. 
Proof. We first prove that every regular configuration belongs to Cor(Path-Diag). Let 6 
be a regular configuration and let S be a syndrome compatible with 6. Every hard block 
is fault-free and corresponds to a hard pseudo-block, hence all processors in such blocks 
are correctly diagnosed in step 2. Next consider any chain %Y. It may correspond to a 
sequence of several pseudo-chains with splits occurring whenever processors in a faulty 
block do not diagnose each other as fault-free. The last block in the chain is faulty 
only if it touches a (fault-free) hard block. Otherwise it is fault-free. This last block is 
diagnosed correctly in step 3 and hence the last pseudo-chain yielded by %? is diagnosed 
correctly. All other pseudo-chains yielded by %? correspond to sequences of blocks 
starting and ending with fault-free blocks because splits could occur only between 
faulty processors. Consequently these pseudo-chains are also diagnosed correctly in 
step 3. Faulty processors between which splits occurred are diagnosed correctly in 
step 4. Thus all processors in ‘8 are diagnosed correctly. Also neighbors of the first 
and last processor of hard blocks and of the first and last processor of every chain are 
diagnosed correctly in step 4. Finally, consider any maximal sequence s of processors 
that are not in blocks of size greater than 1. These processors must have alternating 
values. If the first processor of s is a neighbor of a processor in fault-free block of 
size greater than 1, then it has value - and it is correctly diagnosed in step 4. Hence 
the second processor in s has value + and the entire sequence s is correctly diagnosed 
in step 5. Otherwise, the first processor of s has value + and the entire sequence s is 
correctly diagnosed in step 5. This shows that all processors are diagnosed correctly by 
Path-Diag and hence Path-Diag(S) = 6 which proves that 6 belongs to Cor(Path-Diag). 
Let D be any diagnosis for the path Pk. In order to finish the proof, it is enough to 
show a one-to-one function f : Car(D) -+ 9, such that for any configuration 6 E Car(D) 
we have 
plFhl(l _ p)wfil @ml(l _ p)~-IFco,l, 
where Fd and Ff(6) are fault sets corresponding to configurations 6 and f (6), respec- 
tively. Since B)c Cor(Path-Diag), this will imply that the probability of Car(D) does 
not exceed that of Cor(Path-Diag). 
The function f is constructed as follows. Let 6 E Car(D). Every fault-free block of 
at least two processors in 6 becomes a fault-free block in f (6). Borders of these blocks 
in 6 become borders of corresponding blocks in f (6). Every sequence of processors 
between consecutive borders, as well as the sequence before the first border and the 
sequence following the last border get alternating values, always starting with + (e.g. 
configuration (- - + + - - + - + + + - - - ) is transformed into (+ - + + - + 
-- + + + - +-)). The resulting configuration is regular. It is clear that the number 
of values + cannot decrease and hence condition 1 is satisfied. It remains to show 
that the function f is one-to-one. Let 6, and 62 be different configurations in Car(D). 
Hence they are not associated and, in view of Lemma 4.1, not adjacent. If one of them 
does not contain fault-free blocks of size greater than 1 then the other must contain 
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such blocks: otherwise these configurations would be adjacent. Hence in this case 
f(& ) # f(&). Suppose that both configurations contain fault-free blocks of size greater 
than 1. These blocks cannot be identical in both configurations because this would imply 
adjacency. Hence we have f(& ) # f(&) in this case as well. This proves that f is one- 
to-one. El 
5. Conclusion 
We considered the problem of constructing algorithms for optimal diagnosis of mul- 
tiprocessor systems, i.e., diagnosis with the highest possible probability of correctness. 
We provided linear algorithms to perform such optimal diagnosis for two examples of 
systems: complete bipartite graphs and paths. This is for the first time that optimal 
diagnosis is given for these systems in a probabilistic model without any assumptions 
on the behavior of faulty processors. Our results also permit to precisely compute the 
probability of correctness of a diagnosis under this general scenario. This quantitative 
measure of performance can be used to give a meaningful comparison of various di- 
agnostic strategies. If an optimal diagnosis running in a linear time can be found for a 
given test assignment, as in the cases mentioned above (or, e.g., for tester graphs, cf. 
[7]), it is a natural choice, as it combines best possible diagnostic quality with speed. 
Otherwise, a simple heuristic strategy should be sought and its probability of correct- 
ness could be evaluated using the definition of Section 2. We do not know what is 
the complexity of the problem of finding an optimal diagnosis for any test assignment 
(more precisely, the problem: given a directed graph G and a syndrome S, find a fault 
set D(S) such that diagnosis D is optimal for G). We conjecture that it is NP-hard. 
The most challenging open problems yielded by our research are those of finding 
fast optimal diagnosis strategies for test assignments in other important networks, such 
as grids, tori or hypercubes. It would be also interesting to know whether the general 
problem of finding an optimal diagnosis for any test assignment can be solved in 
polynomial time, and, if not, to find heuristics combining speed with good performance. 
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