We prove that, for any fixed k, one can construct a linear time algorithm that checks if a graph has branchwidth≤ k and, if so, outputs a branch decomposition of minimum width.
Introduction
This paper considers the problem of finding branch decompositions of graphs with small branchwidth. The notion of branchwidth has a close relationship to the more well-known notion of treewidth, a notion that has come to play a large role in many recent investigations in algorithmic graph theory. (See Section 2 for definitions of treewidth and branchwidth.) One reason for the interest in this notion is that many graph problems can be solved by linear time algorithms, when the inputs are restricted to graphs with some uniform upper bound on their treewidth. Most of these algorithms first try to find a tree decomposition of small width, and then utilize the advantages of the tree structure of the decomposition (see [1] , [4] ).
The branchwidth of a graph differs from its treewidth by at most a multiplicative constant factor (see [18] ). As branchwidth is also reflecting some optimal tree structure arrangement, it is possible to have algorithmic applications analogous to those of treewidth. Hence, instead of using tree decompositions, one also can use branch decompositions as starting point for the linear time algorithms for problems restricted to graphs with bounded treewidth (and hence also bounded branchwidth). In fact, in some cases, it appears that branchwidth is more convenient to use, and seems to give better constant factors in the implementation of the algorithms; for instance, Cook used branch decompositions as an important ingredient in a practical approximation algorithm for the Traveling Salesman Problem [10] , and remarked that branchwidth was the more natural notion (instead of treewidth) to use for that problem [9] : where tree decompositions primarily are concerned with vertices, branch decompositions deal more with edges (in a loose sense). We also mention that the branchwidth of planar graphs can be computed in polynomial time (see [20] ). As both treewidth and branchwidth are NP-complete parameters (see [2, 20] ), it appears an interesting task to find algorithms solving the following problems (k is assumed to be a fixed constant).
• Π According to the results of Robertson and Seymour, for any minor closed class of graphs there exist a finite set of graphs, its obstruction set, such that a graph G belongs in the class iff no element of the obstruction set is a minor of G (see e.g. [17] ). It is also known that for, any k, the class of graphs where treewidth (or branchwidth) is bounded by a fixed k is minor closed. An immediate consequence of this fact (using results from Robertson and Seymour and the algorithm from [5] ) is the existence of a linear time algorithm solving Π d k (B) or Π d k (T ). Unfortunately, in this way, we only get a non-constructive proof (see [11, 12] ) of the existence of such an algorithm, but in order to construct the algorithm, we must know the corresponding obstruction set. Additionally, we would like to have an algorithm that non only decides on branchwidth, but also constructs corresponding branch decompositions.
Much research has been done towards the construction of linear time algorithms solving Π d k (T ) and Π c k (T ). In [5] , a linear (on the size of the input) time algorithm for treewidth was constructed. For further results concerning on related graph theoretic parameters see [3, 7, 8, 13, 16, 14, 15, 19, 21, 19, 22, 23, 24] .
In this paper, we find analogous results to those of [5] for the parameter of branchwidth. Namely, we prove that, for any fixed k, one can construct a linear (B) . An immediate consequence of this result is that, for any fixed k, one can construct (i) a sentence in monadic second order logic expressing whether a graph has branchwidth at most k or not and (ii) the obstruction set of the class of graphs of branchwidth at most k.
Definitions and Preliminary Results
Given a graph G = (V, E) we denote its vertex set V and edge set E with V (G) and E(G) respectively. Given two graphs G i , i = 1, 2 we define . Given now an edge {t 1 , t 2 
} ∈ E(T ) we define C(T, t 1 , t 2 ) = (T [V (T 1 ) ∪ {t 2 }], T [V (T 1 ) ∪ {t 2 }])
where for i = 1, 2 T i is the graph in C(T, t 3−i ) that contains t i as a vertex. Given two vertices x 1 , x 2 ∈ V (T ) then we define T (x 1 , x 2 ) = T [V (T 1 ) ∩ T (T 2 )] where, for i = 1, 2, T i is the graph in C(T, x i ) that contains x 3−i as a vertex then. Finally given a tree T and a set of leaves A ⊆ A(T ) we define the subtree of T spanned by A as the subtree of T that contains A as leaves and the minimum number of edges. We call a tree caterpilar if it contains a path whose neighborhood includes its vertex set. We call the edges of this path ridge edges.
Let T 1 , T 2 be trees. We call the set of isomorphisms between T 1 and T 2 as I(T 1 , T 2 ).
Let f : A → B be a function and A ⊆ A. We denote its domain as D(f ). If S ∈ B then we set f − S = {(a, f (a) − S) | a ∈ A}. We denote as f | A the restriction of f to the pairs whose first elements belongs to A i.e. f | A = {(a, b) ∈ f | a ∈ A }. If B ⊆ B we define f∩B = {(x, φ(x) ∩ B ) | x ∈ A} We also define max(f ) = max{f (x) | x ∈ B}.
where X i = {X v | v ∈ V (U i )}. Observe that for each node i ∈ V (U ), D i is a tree decomposition of G i . Let D = (X, U ) be a tree decomposition of a graph G where X = {X i | i ∈ V (U )}. D is called a nice tree decomposition if the following are satisfied:
1. Every node of U has at most two children. 2. If a node i has two children j, h then X i = X j = X k . 3. If a node i has one child, then either We now observe that a nice tree decomposition ({X i | i ∈ V (U )}, U ) contains nodes of the following four possible types. A node i ∈ V (U ) is called "start" if i ∈ A(U ), "join" if i has two children, "forget" if i has one child j and
We may also assume that if i is a start node then |X i | = 1: the effect of start nodes with |X i | > 1 can be obtained by using a start node with an one vertex set, and then |X i | − 1 introduce nodes, which add all the other vertices.
branchwidth
A branch decomposition B of a graph G is a pair (T, θ), where T is a ternary tree (a tree with vertices of degree 1 or 3) and θ is a bijection from the set of leaves of T to E(G). We define the description Des(B) = (T, α, β, γ) of B as a quadruple where
is a function such that α(e) is the set of vertices v ∈ V (G) for which there are leaves t 1 , t 2 in T in different components of T (V (T ), E(T ) − {e}) with θ(t 1 ) and θ(t 2 ) both containing v.
• β :
• γ : E(T ) → S such that each edge e ∈ E(T ) is mapped through γ to the sequence of integers (|α(e)|) (notice that ∀ e∈E(T ) γ(e) is sequence consisting of only one number -this somehow overloaded definition will be justified by considerations to be made later in this paper).
The width of (T, θ) is equal to max(α). edges of T . The branchwidth of G is the minimum width over all the branch decompositions of G (in case where |E(G)| ≤ 1, then we define the branchwidth to be 0; if |E(G)| = 0, then G has no branch decomposition; if |E(G)| = 1, then G has a branch decomposition consisting of a tree with one vertex -the width of this branch decomposition is considered to be 0). We modify the definition of θ above so that it is a function θ : A → E(G)∪{∅}, mapping only some leaves A ⊆ A(G) to either an edge or to the empty set and having the property that for every edge e in G there is a unique leaf t ∈ A(T ) that is mapped to e through θ. Then we call (T, θ) extended branch decomposition. One can easily observe that for any ternary subtree T of T the pair (T , θ ) where θ = θ| A(T )∩A(T ) is an extended branch decomposition of (V (G), {θ(t) : t ∈ A(T ) ∩ A(T )}) (clearly, the leaves of T that are not leaves of T are not mapped to any edge through θ ). It is easy to see that any extended branch decomposition (T, θ) of a graph G can be transformed to an branch decomposition in O(|V (T )|) time. This gives us the right, from now on, whenever we refer to branch decompositions we will assume that they are extended. Moreover, given any branch decomposition (T, θ) we will denote asÃ(T ) the leaves of T that are mapped through θ to some edge of G or to the empty set. We call the leaves inÃ(T ) external leaves of T and the leaves in A(T )−Ã(T ) internal leaves of T . For reasons of consistency with this modification, we revise the definition of Des(B) above by puttingÃ(G) instead of A(G) so that θ(v) is well defined.
Sequences of integers
We denote as S the set of all the sequences of positive integers. If A = (a 1 , . . . , a |A| ) ∈ S and 1 ≤ k ≤ l ≤ |A|, we define A k,l = (a k , . . . , a l ), max(A) = max 1≤i≤|A| {a i } and for any positive integer t we set A + t = (a 1 + t, . . . , a |A| + t). The typical sequence τ (A) of a sequence of integers A is the sequence obtained after iterating the following operations, until none is possible any more.
(ii) If the sequence contains two elements a i and a j such that j − i ≥ 2 and
As an example we mention that if A = (5, 5, 6, 7, 7, 7, 4, 4, 3, 5, 4, 6, 8, 2, 9, 3, 4, 6, 7, 2, 7, 5, 4, 4, 6, 4) , then τ (A) = (5, 7, 3, 8, 2, 9, 2, 7, 4). We call a sequence A typical if τ (A) = A i.e. it is not possible to apply (i) or (ii) on A. We denote the set of all the typical sequnces asŜ.
Let A, B ∈ S. We say that A < B when A can be obtained from B after a series of operations (i) and (ii) above. 
Lemma 7 Let A, B be two typical sequence and C a sequence such that C ∈ A⊗B.
Suppose also that A , B be two typical sequence such that A ≺ A and B ≺ B . Then there exist a sequence C ∈ A ⊗ B such that C ≺ C .
Branch representations and branch Models
Let G be a graph and R ⊆ V (G). Let also M = (T, α, β, γ) be a quadruple where T is a ternary tree, and α, β, γ be functions where α maps each edge of
T to a subset of R − A(G) − I(G), β maps each vertex of a set A ⊆ A(T ) to a subset of R ∩ A(G) and with the property that
and γ maps each edge of T to a sequence in S. We call M = (T, α, β, γ) branch representation of G rooted on R and the tree T underlining tree of the branch representation M . Given a branch representation M , we denote its underlining tree as T (M ). In accordance to the definition of β in subsection 2.2, we denote the subset A used in the definition of β above asÃ(T ) and we call its vertices external leaves of T (if a leaf of T is not external, we call it internal). We define
is a subtree (connected subforest) of T whose leaves form a subset ofÃ(T ). It is not hard to verify that if
and, in such a case, we call the branch representation M complete, otherwise, we call it incomplete. As we will see in Lemma 14, given a branch decomposition B = (T, θ) of G we have that Des(B) is a complete branch model of G 
and α({v, x}) ⊆ α({v, y}). Finally, given a vertex x ∈ R − I(G) (and an edge e ∈ E(T )) we define E x (M ) (E x→e (M )) as the minimum size edge set that should be added in
in order to make it connected (it is easy to see that this edge set is uniquely defined). Observe that
either induces a path where e is the first (or the last) edge or is empty (in case x ∈ α(e)). -
1: Apply one of the following operations until this is no longer possible.
•
remove vertices x and w and edges {v, w} and {v, x} from T . 2: end.
. Suppose now that M is a branch representation and M is the result of the application of a series of rake or compress operations on M . Then we call M (M ) descendant (ancestor) of M (M ) and we denote it as M < M (M < M ).
Finally, we say that
It is easy to see that relations "≺","≡", "=", "<", and "≺<" are transitive. We call a branch representation M dense if M = C(M ), i.e. none of the two operations of procedure Com can be applied on M .
It is easy to observe that if a branch representation M is dense andÃ(
Given a ternary tree T we denote as T (T ) the set of all its ternary subtrees. Notice that each edge e ∈ E(T ) corresponds to a ternary subtree T e = (e, {e}) of T . We denote as T e (T ) the set of the ternary subtrees of T that are corresponding to edges in E(T ). LetM , M be branch representations whereM < M . Let alsoT , T be the underlining trees ofM and M respectively. We denote as ψM ,M , ωM ,M the functions defined according to Lemma 8. The images of ψM ,M define a set of ternary subtrees of T without common edges and whose union is T . We call this set T (ψM ,M ).
Let v ∈ V (T ) − A(T ) and let e 1 , e 2 , e 3 the three edges of T that contain v. We call vertex v x-critical when exactly one or two trees in {T e 1 , T e 2 , T e 3 } are x-free.
It is easy to verify that ifM , M are branch representations whereM
It is easy to verify that
The following Lemma follows easily from the definitions and Lemma 2. We will also need the following three easy lemmata. Lemma 9 Let M 1 , M 2 be two branch models of a graph G rooted on some set 3 and we say that they are touching).
Then there exist a branch model
Moreover, the lemma holds if we replace "<" with "≺<".
Let M be a complete branch representation that is not a branch model. We define A so that it contains all the vertices
We will now give a procedure that can transform such a branch representation to a branch model if it is applied successively for each x ∈ A.
Output: A branch representation M = (T, α, β, γ) rooted on R and such that E x (M ) = ∅.
1:
If E x (M ) = ∅ then apply the following steps.
• β ← β − {x}.
• For any e ∈ E x (M ) set α(e) ← α(e) ∪ {x} and γ(e) ← γ(e) + 1.
The following Lemma can be easily proved using Lemma 8 and Lemma 11.
Lemma 12 LetM , M be two branch representations such thatM
< M (M ≺< M ) and letê = {t 1 ,t 2 } be an edge ofT = T (M ). Let alsoT 1 ,T 2 (resp.T 4 ,T 5 ) be the two of the three trees in C(T ,t 1 ) (resp. C(T ,t 2 )) that do not containt 2 (resp. t 1 ) as a vertex. We setT 3 = ({t 1 ,t 2 }, {{t 1 ,t 2 }}) andM i = M |T i for i = 1, . . . , 5. Then, there exist 5 subtrees T 1 , T 2 , T 3 , T 4 , T 5 of T = T (M ) such that ∪ i=1,...,5 T i = T, ∩ i=1,2,3 V (T i ) = {ω(t 1 )}, ∩ i=3,4,5 V (T i ) = {ω(t 2 )}, and if M i = M | T i , i = 1, . . . , 5 then ∀ i=1,...,5Mi < M i (M i ≺< M i ).
Lemma 13 Suppose thatM and M are two representation models whereM
. Moreover, the lemma holds if we replace "<" with "≺" or "≺<".
Proof W.l.o.g. we will assume thatV x (M ) induces only two connected componentsĈ 1 ,Ĉ 2 inT (if they are one, then the proof is trivial and if they are more is a straightforward generalization of the present one). For simplicity in the notation we set ψ ← ψM ,M and ω ← ωM ,M . Using Lemma 8 (Relation iii.), one can easily see that V x (M ) induces in T two connected components, namely
. . ,vr) be the shortest path connecting V (Ĉ 1 ) with V (Ĉ 2 ) inT . Clearly, the edges induced by this path are the edges in ) be the two of the three trees in C(T ,v 1 ) (resp. C(T ,v 2 )) that do not containv 2 (resp.v 1 ) as a vertex (we exclude the case whereê 1 is a pendant edge ofT as it is similar and easier). We also setÛ
Observe thatvr is a vertex of U
is a vertex of P . Clearly, the vertices that are between v 1 = ω(v 1 ) and ω(v 2 ) in P are the vertices of the path connecting
. We denote as E 1 the edges of this path. Suppose easily conclude thatM
Notice now that
] are well defined and using (1), (2), and Lemma 11 we have thatM 1 < M 1 . Notice thatM 1 is the result of the insertion of x for the first edge ofP and M 1 is the result of the insertion of x for the edges in E 1 i.e. the edges of the subpath of P that connect
Let nowê 2 = {v 2 ,v 3 } be the second edge ofP . Applying the same arguments
of T , then we construct the branch modelŝ M 
Des(B) = (T, α, β, γ) is a complete branch model of G rooted on V (G).
Proof It is trivial to check that (T, α, β, γ) is a complete branch representation
Let e be an edge of T . It is easy to see that T − e consists of two connected components and each one of them has a leaf of L x mapped through θ to an edge of E x . Certainly, this means that x ∈ α(e). Suppose now that e is an edge where x ∈ α(e). This means that there exist two edges e 1 , e 2 ∈ E x where t i = θ −1 (e i ), i = 1, 2 belong to different connected components of T − e. As e belongs to the unique path connecting t 1 and t 2 in T and t i ∈ V (T ), i = 1, 2 we conclude that e ∈ E(T ) and this completes the proof of the lemma. 2
Suppose that M = (T, α, β, γ) is a complete branch model of a graph G rooted on V (G). Suppose also that M is the description of a branch decomposition B = (T, θ) of G. Then, it is easy to observe that the following hold.
Where, if x is a pendant vertex, e x is the unique pendant edge that contains it.
We call a branch model with the above property entire. It is clear that if a branch model is entire then it is also complete. Actually, one can prove the following. 
Proof In order to prove (i), we notice first that ∀ e∈T −{e ins } α(e) ⊆ α (e) and
Moreover, as only vertices from e new are introduced, we have that
Let x ∈ e new . We assume that x is not an isolated vertex in G (if x is an isolated vertex in G, then V x (M ) = ∅ and, as no edge in T should be mapped through α to a set containing x, (i) is directly justified). Clearly,
Using the definition of branchwidth one can observe that, towards constructing α , x must be introduced to the value of α for any edge e in a shortest path of T connecting {t 1 , t 2 } with either the vertices in
then this path has no edges and x is not necessary to be introduced, otherwise it is uniquely defined and contains one of t 1 , t 2 . Notice also that if this path contains t i , i = 1 or 2 as an endpoint, then x must be introduced in α ({t i , t mid }) (and not in α ({t 3−i , t mid })). Notice also that x is not a pendant vertex in G and therefore x ∈ α ({t mid , t leaf }). It is now easy to see that the above implications justify (i) when x is not an isolated vertex in G. This completes the proof of (i). (i) follows immediately from the definition of functions β and θ. Finally, we omit (iii) as it is almost the same with (i). 
Characteristic of a branch decomposition
Let B = (T, θ) be an branch decomposition of the graph G rooted on R. Let also M = Des(B). We define Des R (B) = M R . Using Lemma 14 we can easily verify that Des R (B) is a branch model of G rooted on R and we call it description of B with respect to R. We set C R (B) = C(Des R (B)) and we call C R (B) characteristic of B with respect to R. Clearly, C R (B) is dense and typical and is an ancestor of Des R (B). Very similarly to [6] and [7] one can prove the following useful lemmata.
Lemma 17 There exists a function δ(k) such that for any graph G and any dense branch model M be of G rooted on some set R ⊆ V (G) with |R| ≤ k, we have that |E(T (M ))| ≤ δ(k).
Lemma 18 
the characteristic of B is in F S(i).
The following lemma can be derived directly from the definitions.
Lemma 19 A full set of characteristics at i is non-empty if and only if the branchwidth of G i is at most k. If some full set of characteristics at i is non-empty, then every full set of characteristics at this node is non-empty.
An important consequence of Lemma 19 is that the branchwidth of G is at most k, if and only if any full set of characteristics of G r = G is non-empty (r is the root node of the tree decomposition). In what follows, we will show how to compute a full set of characteristics at a node i in O(1) time, when the full sets of characteristics of the children of i in U are given. by applying the following four steps.
Introducing a new edge in a branch model
• Set γ so that
3: output (T , α , β , γ ).
4:
end.
The next lemma follows easily from Lemma 16, Procedure Int, and the definitions of α, β, and γ. 
proof Let ω ← ωM ,M and let P = (t 1 , . . . , t q ) be the path connecting ω(t 1 ) and ω(t 2 ) in T (we assume that t 1 = ω(t 1 ) and t q = ω(t 2 ). Clearly,
From relation (3) and Lemma 3we have that there exist some r, 1 ≤ r < q such thatγ
For i = 0, 1 we define as T r+i the tree of C(T, t r , t r+1 ) that do not contain t r+1−i as a vertex. We now set M r+i = M | T r+i , i = 0, 1 and, from Relations (4) and (5), we easily have the required. The proof of the "≺<" version of the lemma is obtained by the current one if we replace "<" with "≺<" in Relations (3),(4), and (5). 2 
Lemma 22 Let B = (T, θ) be a branch decomposition of a graph G rooted on
Notice that, asM = C(M ),M is a dense and typical branch model. We apply Lemma 12 for edgeê ins and define
. . , 5, accordingly (we exclude the case whereê ins is a pendant edge ofT as it is similar and easier). We have that
We set C( ,γ(ê ins ) m,s )}) . From the fact thatM 3 = C(M 3 ) and Lemma 21 we have that there exist an edge e ins = {t 1 
Clearly, in order to prove the required, it is sufficient to prove that
In what follows, we will proceed applying in parallel the two steps of the procedures Int(M ,ê ins , m, S, W ) and Int(M, e ins , 1, S, W ). We will show that the corresponding branch models constructed after each step are relevant. Clearly, before the splitting step, we have thatM < M . We will first prove that the same holds after the splitting step. Observe that the branch models
], are well defined and from (6), (7), and Lemma 11 we have thatM
We now replace in M 1 (M 2 ) vertex t 2 (t 1 ) with t mid and inM 1 (M 2 ) we re-
are well defined and are the two branch representations constructed after the application in parallel of the splitting step are M 1 , M 2 , M 3 andM 1 ,M 2 ,M 3 are touching the common vertices are t mid and t mid respectively. From (8), (9) , and Lemma 11 we have that
Notice now thatM and M are representation models but not necessarily branch models. The normalizing step transforms both of them to branch models by introducing and/or removing vertices of V (M ) (V (M )) from M (M ). The results of this step satisfy Relation (10) because of Lemma 13 and this completes the proof of (i).
(ii) We defineM and M as in the proof of (i). Letê ins = {t 1 ,t 2 } be the unique edge ofT such that e ins ∈ E(ψM ,M (Tê ins )). We also set e ins = {t 1 , t 2 } and s = |γ(ê ins )|. As we did in the proof of (i), we apply Lemma 12 for edgeê ins and define 
Notice that using (11) and (12) we can define M as we did in the proof of (i). Clearly, (7) is satisfied as well and then it is sufficient to follow the steps of the proof of (i) in order to prove that Com(Int(M, e ins , 1, S, W )) = Com(Int(M ,ê ins , m, S, W )) which is a stronger version of the required. We now examine the case where there exist no m such that (11) and (12) are satisfied. We observe instead that there exist some m , 2 ≤ m ≤ r − 1 and two integers λ, µ, 1 ≤ λ < j < µ ≤ r such that γ(ê ins ) 1,m < γ(e 1 ) ⊕ · · · ⊕ γ(e λ ) and (13) 
Clearly γ(e λ ) and γ(e µ ) are sequences consisting of only one integer. We denote these integers as q λ and q µ respectively. It is easy to notice that q λ = q µ . If q λ < q µ then we set m ← m , otherwise we set m ← m + 1. We will examine the case where q λ < q µ (the other case is similar). We observe that
Combining now (13), (14) , and (15) we conclude to the following.
γ(ê ins ) 1,m ≺< γ(e 1 ) ⊕ · · · ⊕ γ(e j ) and (16) 
Using (16) and (17) one can verify the following.
Following now the methodology of the proof of (i), we will proceed applying in parallel the steps of procedures Int(M, e ins , 1, S, W ) and Int(M ,ê ins , m, S, W ). We define the branch modelsM 3 and M 3 as in the proof of (i). Clearly, the "≺<" version of (9) 
are the results of the application of the splitting step. Using now (6) , (18), (19) , (9) , and the "≺<" version of Lemma 11 we have that
We need now to prove that (20) holds for the branch models occurring after the normalization step and this follows immediately from the "≺<" version of Lemma 13. Case II. e ins does not belong to P . Let e j , e j+1 be the two neighboring edges of P that are closer to e ins in T 3 . We denote the common endpoint of e j , e j+1 as v. Let also U 3 be the tree of C(T, v) that contains e ins as an edge. Recall that τ (γ(e 1 ) ⊕ · · · ⊕ γ(e r )) =γ(ê ins ). Clearly, r ≥ 2. Observe that we can choose an integer m, 1 ≤ m ≤ s such that either relations (11) and (12) hold. or there exist two integers λ, µ, 1 ≤ λ < j < µ ≤ r such that relations (13) and (14) hold. Each of the above cases is faced by a case analysis very similar to the one of Case I. The only difference is that now in the definition of M 3 we should set
and observe that the "≺<" version of relation 9 holds as well (i.e.M 3 ≺< M 3 ). 2 The proof of the following lemma is similar (and easier) to the one of Lemma 22. 
Lemma 23 Let
M i = (T i , α i , β i , γ i ), i = 1,
A full set for an introduce node
We will now consider the case where i is an introduce node. Let j be the child of i.
we simply set F S(i) = F S(j).
What remains is to examine the case where |E x | ≥ 1.
We define 
which is the case when p = 1). It is sufficient to give a O(1) time algorithm constructing a full set of characteristics F S(i, p) for G
p i . ----------------------------- Algorithm Introduce-edge Input: A full set of characteristics F S(i, p − 1) for G p−1 i . Output: A full set of characteristics F S(i, p) for G p i . 1: Initialize F S(i, p) = ∅.
-----------------------------

Lemma 24 The set F S(i, p) constructed by the above algorithm is a full set of characteristics.
Proof. We will prove first that F S(i, p) is a set of characteristics. LetM ∈ F S(i, p). We will show that there exists a branch decomposition of G , e ins , 1, e p , W )) . (23) and, now, C X i (B ) =M follows directly from (21), (22) and (23).
It remains now to prove that F S(i, p) is a full set of characteristics. Let B = (T , θ ) be a branch decomposition of G p i . We will show that there exists a branch decomposition
and C X i (B ) ∈ F S(i, p). Let e ins = {t mid , t leaf } ∈ E(T ) be the edge of T such that t leaf ∈Ã(T ) and θ (t leaf ) = e p . Let also t i , i = 1, 2 be the vertices of 
As F S(i, p − 1) is a full set of characteristics, we have that there exists a branch , e ins , 1, e p , W ) ).
(27) Moreover, from Lemma 20 we have that
From (28) and algorithm Introduce-edge we have that C X i (B ) ∈ F S(i, p). Finally, from (24), (25), (26), (27), and (28), we have that
A full set for a forget node
We will now consider the case where i is a forget node. Let j be the child of i. Clearly, G i = G j and there exists a unique vertex v ∈ X j with v ∈ X i . We call this vertex v forgotten. Given a full set of characteristics F (j) for j, the following algorithm computes a full set of characteristics F (i) at i.
-----------------------------Algorithm Forget-Vertex
Input: A full set of characteristics F S(j) for G j and a forgotten vertex x. Output: A full set of characteristics F S(i) for G i .
1: Initialize F S(i) = ∅.
2: For any (T, α, β, γ) ∈ F S(j) set F S(i) ← F S(i) ∪ {Com(T, α − {x}, β − {x}, γ)}.
3: end.
-----------------------------
Lemma 25 The set F S(i) constructed by the above algorithm is a full set of characteristics for i.
Proof. We will prove first that F S(i) is a set of characteristics. Let (T ,α ,β ,γ ) ∈ F S(i). We will prove that there is a branch decomposition of G i with this characteristic. From algorithm Forget-Vertex, there exist some (T ,α,β,γ) ∈ F S(j) such that
Com(T ,α − {x},β − {x}, γ) = (T ,α ,β ,γ ). Next we prove that F S(i) is a full set of characteristics. Let B = (T , θ ) be a branch decomposition of G i . We will show that there exists a branch decomposition
and C X i (B ) ∈ F S(i).
We set B = (T, θ) ← B and observe that B is also a branch decomposition of G j . We set
Notice that relations (30) and (31) hold as well and finally we obtain
As F S(j) is a full set of characteristics, there exist a branch decomposition
It is now easy to verify that
We now set B = (T , θ ) ← B and notice that B is a branch decomposition of
Notice also that relations (30) and (31) hold also for the case of B , (T , α , β , γ ), (T , α , β , γ ), (T ,α ,β ,γ ) and therefore we obtain the following.
From Algorithm Forget-Vertex and (34) we have that C X i (B ) ∈ F S(i). Finally, from relations (32), (33), and (34) we can easily conclude that C X i (B ) ≺ C X i (B ).
Joining branch models
be two branch models of a graph G rooted on some
. We also define the function
Input Two dense and typical branch models
Output A collection M of dense and typical branch models of G rooted on R.
1: (Interleaving step)
A full set for a join node
Let M be a dense and typical branch model of a graph G rooted on some set R ⊆ V (G).
Given an integer d, we call D d (M ) the set of all the dense branch models that are predecessors of M and have underlying trees with at most d edges. Let M i , i = 1, 2 be two branch models. We call an isomorphism
Input: A full set of characteristics F S(q 1 ) for G q 1 and a full set of characteristics F S(q 2 ) for G q 2 . Output: A full set of characteristics F S(p) for G p .
1: Initialize F S(p)
6: end.
-----------------------------
In what follows, we will prove that the set F S(p) constructed by the above algorithm is a set of characteristics. Lemma 26 Let G be a graph and let , i = 1, 2. Notice that the underlining tree of M i is the same with the underlining tree of M + i , i = 1, 2 and, in this way, ψ i and ω i , i = 1, 2 can also be viewed as an one to one mapping between the same subtree families T (ψ 1 ) and T (ψ 1 ) of the underlining trees of M 1 and M 2 respectively. We denote 
1 . Observe that θ is a one to one function mapping each tree of T (ψ 2 ) to a tree of T (ψ 1 ). LetM = (T ,α,β,γ) be the the branch representation that occurred after the application of the interleaving step onM i , i = 1, 2 (notice that this branch representation is not necessarily a branch model).
Letê be an edge ofT . We observe that the values ofγ are formulated by applying τ on some choice of a function γ in Γ and therefore a function γ ∈ γ 1 ⊗ σ,ργ 2 (i.e.γ = τ (γ)). Clearly, the sequence γ(ê)
We set Tê ,i = ψ i (T iê ), i = 1, 2, and ifê = {v,û} then for i = 1, 2 we set v i = ψ i (v) and u i = ψ i (û). Notice that, the numbers of the (single number) sequences of the values of γ 1 (γ 2 ) along the edges of the path P We also denote them as first(M 1,2 ) and last(M 1,2 ). We now observe that eitherĉ 3 =â 2 +b 2 orĉ 3 =â 1 +b 3 (in the example of Figure 3 .7 we have the first case). In any case, we work as in the case of M 1,2 and we now construct the branch representation M 2,3 . Moreover we notice that, in both cases, 2 ) . Going on that way, we construct M 2,3 , . . . , Mr 3 −1,r 3 and observe that −1,i ) . Therefore, for i = 2, . . . ,r − 1, we can consider edge first(M i,i+1 ) and edge last(M i−1,i ) as the same edge and subsequently we can set
1, 2 where T 1 , T 2 have a common pendant edge e containing an internal leaf and such that α 1 (e) = α 2 (e) and γ 1 (e) = γ 2 (e), we define has been constructed, one can easily verify that γ(ê) < C 1 ⊕ · · · ⊕ Cr 3 . Using these two facts, it is not hard to see thatM |Tê < Mê. If we now apply the above construction (we call it "⊗-construction" -see Figure 3 .7 for an example) for all the edges ofT we will construct a collection of branch models that, when merged using Lemma 11, result to a complete branch representation M whereM < M . Using Lemma 13 one can prove thatM < M holds also after the application of the normalizing step to M andM respectively. Moreover, using the facts that σ is regular, G 1 , G 2 have not edges in common, and that M i , i = 1, 2 are entire branch models, it can be easily proved that M is also an entire branch model of G r rooted on V (G r ).(we omit the details as they are tedious and easy).
2
Lemma 27 Let G be a graph and M,M ,M
* three branch models where Proof. LetM ∈ F S(p). We will show that there exists a branch decomposition B of G h with width ≤ k where C X p (B) =M . Clearly, asM was constructed by the algorithm Join-characteristics, for i = 1, 2 there is a pair of characteristicŝ What now remains is to prove that F S(p) is a full set of characteristics. We need first some definitions.
Let B = (T, θ) be a branch decomposition of a graph G and let G i , i = 1, 2 be two graphs where
We observe that T 1 , T 2 are nothing more that isomorphic copies of T . In this way, each subtree U i of T i corresponds to a subtree U in T . We call U i , i-clone of U and we call U dote of U i . In the natural way, we define the notion of i-clone for any object referring to T i such as vertices, edges, etc.
Notice that the isomorphism between T 1 and T 2 is regular as any vertex that is pendant in both M 1 , M 2 must be a vertex of X that belongs to exactly two edges of G which in turn are mapped to two different leaves of T in B. 
Let e be an edge of T and e i the i-clone of e in T i , i = 1, 2. Notice that α(e) ⊆ α 1 (e) ∪ α 2 (e) (see figure 15 ). We define
Notice that Lost(e) ⊆ X. We will need the following lemma.
Lemma 29 Let B = (T, θ) be a branch decomposition of a graph G and let G i , i = 1, 2 be two graphs where (θ i , i = 1, 2) to edges containing to x in G (G i , i = 1, 2) . Using Lemma 14 it is easy to see that for any
2). From Relation 35 and the fact that
means that e is not an edge of U 1 or U 2 . As U i , i = 1, 2 are connected, we have that their dotes belong in different connected components of 
3.M ≺< Des R (B).
Proof We set Des R (B) = M + = (T, α + , β We consider an edgeê = (v,û) ∈ E(T ). We set Tê = ψ(Tê) and v = ω(v), u = ω(û). Let Pê = (e 1 , . . . , e rê ) the path in Tê connecting v and u (we set rê = |Pê| and we assume that v ∈ e 1 , u ∈ e r ). We denote as Rê all the edges of Tê that have not common vertices with edges in Pê and we call themê-raked edges. Notice that these edges are some -but not all -of the edges that should be eliminated by the Com procedure towards constructingT from T + and, in particular, constructingM Tê 
Moreover, as Com(M + Tê ) =Tê, we have the following
For any x ∈α(ê), we denote as 
i.e. along these subpaths the values of α 
where e is an arbitrary edge of P m ∈ Eê i.e. of the mth subpath of Eê.
Given an edgeê ∈ E(T (M )) we define as Eê ,i the ith subpath of Eê. We now construct an ancestorM * of M + by applying rake and compress operations in two steps. The first allows only rake and compress operations for forks or spines containing only non-central edges. The second step involves only compress operations for spines where all of their edges belong to some set E i,ê for somê e ∈ E(T (M )) and some i, 1 ≤ i ≤ |Eê|. Notice that the above rake and compress steps will reduce each subtree Tê ∈ T (ψM ,M ),ê ∈ E(T (M )) to a ternary caterpillar containing |Eê| edges. We setM * = (T * ,α * ,β * ,γ * ).
We further construct for i = 1, 2 and ancestorM * i of M + i by applying exactly the same order of rake and compress operations that we described before in order to constructM * from M + . It is easy to see that this construction is doable, as 
We setγ (ê * j ) ← τ (γ) and going on that way we define all the values ofγ . It is easy to verify thatβ * =β . Moreover, using Relations (36), (37), (41), and (48) we have that for anyê and anyê * j ∈ P * e the following hold.
Clearly,M is not necessarily a branch model. Letê * j be an edge of T * wherê e * j ∈ P * e . We will prove that during the normalization step the vertices (numbers) that will be added to the values ofα * γ * will be exactly those that are required in order relationM ≺M * to hold.
Suppose also that Norm(M , x) adds some vertex x inα and increases by one all the numbers inγ . Clearly,ê * j ∈ E x (M ) and thus x ∈α * (ê * j ). From Relation (42) we have that ∀ e∈Eê ,j x ∈ α + (e). As x ∈ V (M + ), we have that x ∈ L(ê, j). (M , x) will add x inα and will increase by one all the numbers inγ .
From the above we have that, after the normalization step,M is modified in a way thatM ≺M * . We omit the proof of the correctness ofb as it is easy and do not give any further insight. The lemma now follows from the fact that M * < M + = Des R (B). 
