Abstract. In this paper, we investigate the multiplicities and the log canonical thresholds of abelian quotient complete intersection singularities in term of the special datum. Moreover we give bounds of the multiplicity of abelian quotient complete intersection singularities.
Introduction
In [8] , Watanabe classified all abelian quotient complete intersection singularities. Watanabe defined a special datum (see Section 2 for detailed definitions) in order to classify abelian quotient complete intersection singularities. Using a special datum, he gave an upper bound of the multiplicity of abelian quotient complete intersection singularities. Theorem 1.1. (Proposition 3.1 in [8] ) Let G be a finite abelian subgroup of SL(n, C).
G is a complete intersection, then
where m G = (x 1 , . . . , x n ) ∩ R and e(R m G ) is the Hilbert-Samuel multiplicity of the local ring R m G .
The following conjecture was posed by Watanabe as a generalization of Theorem 1.1. Conjecture 1.2. Let X be an n-dimensional variety of locally a complete intersection with canonical singularities. Then e(O X,x ) ≤ 2 n−1 for a closed point x of X.
In [7] , this conjecture was refined as follows: Conjecture 1.3. Let X be an n-dimensional variety of locally a complete intersection with log canonical singularities. Then e(O X,x ) ≤ 2 n−⌈lct(mx)⌉ for a closed point x of X and the equality holds if and only if emb(X, x) = 2n − ⌈lct(m x )⌉, where emb(X, x) is the embedding dimension of X at x and lct(m x ) is the log canonical threshold of m x .
In [7] , the author gave upper bounds of the multiplicity by functions of the log canonical threshold for locally a complete intersection singularity. As an application, we obtained the affirmative answer to the conjecture if the dimension of a variety is less than or equal to 32 and the variety has canonical singularities. [7] ) Let X be an n-dimensional variety of locally a complete intersection with canonical singularities. If n ≤ 32, then Conjecture 1.3 holds. In particular, if n ≤ 32, then Conjecture 1.2 holds.
In this paper, we study the multiplicities and the log canonical thresholds of abelian quotient complete intersection singularities in term of the special datum. We give an affirmative answer to Conjecture 1.3 for abelian quotient complete intersection singularities using Watanabe's classification. Moreover we give a lower bound of the multiplicity of abelian quotient complete intersection singularities using the special datum and the log canonical threshold.
The paper is organized as follows: In Section 2, we introduce the definition of a special datum and show some basic properties of abelian quotient complete intersection singularities in term of the special datum. In Section 3, we prepare some useful and important propositions. They will play a crucial role in this paper. In Section 4, we give an upper bound of the multiplicity of abelian quotient complete intersection singularities. In Section 5, we give a lower bound of the multiplicity of abelian quotient complete intersection singularities.
abelian quotient complete intersection singularities
In this section, we recall the definition of a special datum and study the properties of abelian quotient complete intersection singularities in term of the special datum.
Definition 2.1. Let n ≥ 1 be an integer. An n-dimensional special datum D = (D, w) is a pair consisting of a set of non-empty subsets of {1, 2, . . . , n} (i.e. D ⊂ 2 {1,2,...,n} \ ∅), together with a function w : D → N such that:
If J is a maximal element with respect to the inclusion relation "⊂", then
Theorem 2.4. (Main Theorem in [8] ) Let G be a finite abelian subgroup of SL(n, C) and if C[x 1 , . . . , x n ] G is a complete intersection, then there exist an n-dimensional special datum D and T ∈ GL(n, C) such that
Notation 2.5. To illustrate a special datum D, we define the graph of D = (D, w) as follows;
(1) We represent J ∈ D by a circle and we write the integer w(J) inside it.
(2) If J ⊏ J ′ , we join the corresponding circles by a line segment in such a way that the circle corresponding J ′ lies above that of J.
The following proposition is immediate from Definition 2.2.
Example 2.7. Let D = {{1, . . . , n}, {1}, . . . , {n}} and w be the function from D to N such that w({1}) = · · · = w({n}) = a, w({1, . . . , n}) = 1. Then D = (D, w) is a special datum. By the definitions, we have
Example 2.8. Let D = {{1, 2}, {3, 4}, {1}, {2}, {3}, {4}} and w be the function from D to N such that w({1}) = w({2}) = a, w({3}) = w({4}) = b, w({1, 2}) = w({3, 4}) = 1. Then D = (D, w) is a special datum. By the definitions, we have 
Definition 2.11. Let D = (D, w) be a special datum and J ∈ D be a maximal element of D with |J| ≥ 2. Let J 1 , . . . , J m be the elements of D such that J = J 1 ∪ · · · ∪ J m and J i ⊏ J for i = 1, . . . , m. Then we define the special datum
Definition 2.12. Let D = (D, w) be a special datum and J be a element of D. We define the |J|-dimensional special datum 
Lemma 2.14. Let D = (D, w) be an n-dimensional connected special datum and J ∈ D be the maximal element of D. Let a be a natural number and w a : D → N be the function such that
Therefore the lemma holds when dimR D = 1. Now suppose that n ≥ 2 and this lemma holds for any special datum of dimension at most n − 1.
Let J 1 , . . . , J m be the elements of b is a special datum with
Choose i j ∈ J j for j = 1, . . . , m. By the definition of G D , we have
and
Lemma 2.15. Let n ≥ 2, D = (D, w) be an n-dimensional connected special datum, J ∈ D be the maximal element of D and J ′ be a maximal element of D \ J. Then
We recall the definitions of singularities of pairs and the log canonical threshold. Let X be a Q-Gorenstein normal variety over C, a ⊂ O X an ideal sheaf and t ≥ 0 a real number. Let f : Y → X be a resolution of singularities such that the ideal sheaf aO Y = O Y (−F ) is invertible and SuppF ∪ Exc(f ) is a simple normal crossing divisor, where Exc(f ) is the exceptional locus of f . Let K X and K Y denote the canonical divisors of X and Y , respectively. Then there are finitely many irreducible (not necessarily exceptional) divisors E i on Y and real numbers a(E i ; X, a t ) so that there exists an Q-linear equivalence of R-divisors
Definition 2.16. Under the notation as above: (1) We say that the pair (X,
is log canonical. Then we define the log canonical threshold of a to be
If there is not risk of confusion, we shall simply write lct(a) instead of lct(X, a) and lct(R, a) instead of lct(SpecR, a) for a ring R. (4) We define the multiplier ideal of a with coefficient t to be
is canonical by Proposition 5.20 and Corollary 5.24 in [6] .
Howald gave a formula computing the multiplier ideal of a monomial ideal in [4] .
where tNewt(a) = {ta ∈ R n | a ∈ Newt(a)}.
The following corollary is an immediate consequence of the definition of a log canonical threshold and Theorem2.19.
Proof. It follows from Proposition 5.20 in [6] that for t ∈ R >0 , the pair (SpecR D , m Proof. Let n 0 = 0, n i be the dimension of R DJ i for i = 1, . . . , m and N i = n 0 + · · ·+ n i for i = 0, . . . , m − 1. Then we may assume that
] be the ideal generated by
Proof. This follows immediately from Proposition 2.22 and Proposition 2.23. 
Moreover, the following are equvalent:
Proof. We prove this by induction on the dimension of
, emb(R D ) = 3 and lct(m D ) = 1 by Proposition 2.23. Therefore the proposition holds when dimR D = 2. Now suppose that n ≥ 3 and this proposition holds for any special datum of dimension at most n − 1.
Let a = w(J 1 ). Note that the dimension of a connected component of D \ J is less than n and emb(R D ) = emb(R D\J ) + 1. By the induction hypothesis
by Proposition 2.23.
Therefore the proposition holds. 
and In this section, we investigate the relation between e(R D ) and e(R D\J ). Proof. First we prove that e(R D ) ≤ w(J 1 )e(R D\J ). Let a = w(J 1 ). Note that by Lemma 2.10,
The first equality holds by Proposition 11.1.10 in [5] .
where
By the definition of the integral closure of ideals, the integral closure of . Then there exists a polynomial P ∈ Q[x 1 , . . . , x n ] of degree n such that H(r 1 , . . . , r n ) = P (r 1 , . . . , r n ), for all sufficiently large r 1 , . . . , r n ∈ Z ≥0 and the coefficient of the monomial x 1 · · · x n in P is an integer. The coefficient of the monomial x 1 · · · x n in P is called the mixed multiplicity of I 1 , . . . , I n and is denoted by e(I 1 , . . . , I n ).
Biviá-Ausina generalized the notion of mixed multiplicities and defined the invariant σ R (I 1 , . . . , I n ) in [1] . We use this invariant in order to prove Proposition 3.8. Definition 3.3. Let (R, m) be a Noetherian local ring of dimension n and I 1 , . . . , I n be ideals of R. Then we define σ R (I 1 , . . . , I n ) = max r∈Z ≥0 e(I 1 + m r , . . . , I n + m r ), when the number on right-hand side is finite. If the set
is non-bounded then we set σ R (I 1 , . . . , I n ) = ∞.
Let I 1 , . . . , I c be ideals of a Noetherian local ring (R, m) with k = R/m an infinite field. Let us consider a generating system a i1 , . . . , a isi of I i . Let s = s 1 +· · ·+s c . We say that a property holds for sufficiently general elements of I 1 ⊕· · ·⊕I c if there exists a non-empty Zariski-open set U in k s such that all elements (g 1 , . . . , g c ) ∈ I 1 ⊕· · ·⊕I c satisfy the said property provided that g i = 1≤j≤si u ij a ij , i = 1, . . . , c, where (u 11 , . . . , u 1s1 , . . . , u c1 , . . . , u csc ) ∈ U . (g 1 , . . . , g n ) is an m-primary ideal. In this case, we have that σ R (I 1 , . . . , I n ) = e(g 1 , . . . , g n ) for sufficiently general elements (g 1 , . . . , g n ) ∈ I 1 ⊕ · · · ⊕ I n , where e(g 1 , . . . , g n ) is the Hilbert-Samuel multiplicity of the ideal of R generated by g 1 , . . . , g n . Lemma 3.5. (Corollary 2.5, Lemma 2.6 in [2] ) Let (R, m) be an n-dimensional Noetherian local ring with R/m an infinite field. Let I 1 , . . . , I n be ideals of R with σ R (I 1 , . . . , I n ) < ∞. Then (1) Let J 1 , . . . , J n be ideals of R such that J i ⊂ I i for all i = 1, . . . , n and
(2) For all r 1 , . . . , r n ∈ N,
. . , I n ). Lemma 3.6. Let (R, m) be an n-dimensional Noetherian local ring with R/m an infinite field. Let I 1 , . . . , I n be ideals of R with σ R (I 1 , . . . , I n ) < ∞. Then
where I i is the integral closure of I i .
Proof. This lemma follows from e(I 1 + m r , . . . , I n + m r ) = e(I 1 + m r , . . . , I n + m r ) for any r (See Theorem 17.4.9 in [5] ). 
Proof. By Proposition 3.4,
for sufficiently general elements (sY 
Let I be a minimal reduction of the maximal ideal of the local ring S mS . Since
This implies that the integral closure of IR mR is the maximal ideal of R mR . Hence IR mR is a minimal reduction of the maximal ideal of R mR . Thus
..,yn+c,Y ) and n be the maximal ideal of A. By Lemma 3.5, Lemma 3.6 and Lemma 3.7,
The third equality holds since the integral closure of (Y a , f ) 
Upper bound of the multiplicity
In this section, we give an upper bound of the multiplicity of abelian quotient complete intersection singularities. This implies that |{J ∈ D||J| ≥ 2}| = n − 1 and δ(J) = 2 for J ∈ D with |J| ≥ 2. By Proposition 2.6, we have emb(R D ) = 2n − 1.
In order to prove Theorem 4.5, we need the following inequality. 
Note that 
Lower bound of the multiplicity
In this section, we give a lower bound of the multiplicity of abelian quotient complete intersection singularities. and
Proof. Let J 1 , . . . , J m be the maximal elements of D. By Proposition 2.6 and Proposition 2.13, we may assume that emb(R DJ 1 ) = dimR DJ 1 + 1 and dimR
) by Lemma 2.10. Therefore we have e(R D1 ) = min{a, n 1 }. Thus e(R D ) = min{a, n 1 } by Proposition 2.13.
On the other hand, by Proposition 2.22, we have lct(m DJ 1 \J1 ) = n 1 . Note that |J| = 1 for any element J of D with J = J 1 . Hence Proof. We will prove this by induction on the dimension of D = (D, w) . If the dimension of R D is 1, then e(R D ) = α(D) = β(D) = 1. Therefore the proposition holds when dimR D = 1. Now suppose that n ≥ 2 and the proposition holds for any special datum of dimension at most n − 1.
We assume that D is not connected. Let J 1 , . . . , J m be the maximal elements of D and n i = dimR DJ i . Then we have e(R D ) = e(R DJ 1 ) · · · e(R DJ m ) by Proposition 2.13. By hypothesis, we have
Therefore the inequality holds if D is not connected. We assume that α(D J ) = β(D J ) for every J ∈ D. Then by hypothesis, we have
Therefore the proposition holds if D is not connected.
We assume that D is connected. Let J be the maximal element of D and 
Therefore the inequality holds if D is connected. We assume that α(
by Proposition 2.23. By hypothesis and Proposition 3.1,
Therefore the proposition holds if D is connected.
In order to prove Proposition 5.5, we need the following inequality.
Lemma 5.4. For positive real numbers x 1 , . . . , x n , c 1 , . . . , c n ∈ R >0 ,
Moreover, the equality holds if and only if
Proof. Since the logarithm function f (x) = logx is concave on its domain (0, ∞), we have q . Moreover, in this case
Proof. Proof. This theorem follows from Proposition 5.3 and Proposition 5.5
