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In this note, we present a simple geometric argument to determine a lower bound on the split 
rank of intersection cuts. As a first step of this argument, a polyhedral subset of the lattice-
free convex set that is used to generate the intersection cut is constructed. We call this subset 
the restricted lattice-free set. It is then shown that 
  
log2(l)     is a lower bound on the split rank 
of the intersection cut, where l is the number of integer points lying on the boundary of the 
restricted lattice-free set satisfying the condition that no two points lie on the same facet of the 
restricted  lattice-free  set.  The  use  of  this  result  is  illustrated  to  obtain  a  lower  bound  of 
  
log2(n +1)     on the split rank of n-row mixing inequalities. 
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Over the years, many classes of cuts have been proposed for solving unstruc-
tured mixed integer programs that can be used within the branch-and-cut
framework; see Nemhauser and Wolsey [25], Marchand, Martin, Weismantel
and Wolsey [23] and Johnson, Nemhauser and Savelsbergh [21]. Among the
many classes of cutting planes proposed, Split cuts (Balas [5]) which are
equivalent to the Gomory Mixed Integer cuts (Gomory [17]) and the Mixed
Integer Rounding inequalities (Nemhauser and Wolsey [26]) form one of the
most successful classes of cutting planes used to solve general mixed integer
programs; see for example Balas et al. [7] and Bixby and Rothberg [9]. It is
therefore natural to compare other classes of valid cutting planes with split
cuts. One possible method of comparison is to ask if a recursive application
of split cuts will generate the target class of inequalities. If the recursive
application of split cuts does generate a target inequality, the minimum
number of steps necessary to obtain the target inequality gives a measure
of the e±cacy of a cutting-plane-algorithm that uses only split cuts. These
questions are related to the question of determining the split rank of the
inequality.
While the exact split rank for a general class of inequalities may be
di±cult to obtain, bounds on the split rank are more easily obtainable. A
¯nite upper bound on the split rank indicates that the inequality under
study can be obtained by recursively applying split cuts. On the other
hand, a lower bound on the split rank indicates how di±cult it is to obtain
an inequality using split cuts. Therefore, if the lower bound on the split rank
of an inequality is high, it may be better to apply this inequality directly to
the LP relaxation of the problem instead of generating it using a sequence
of split cuts.
In this note, we study the split rank of valid inequalities for the following
class of problems,
x = f +
n X
i=1
riyi x 2 Zm;y 2 Rn
+; (1)
where ri 2 Qm and f 2 Qm n Zm. Recently there have been a number
of studies on the facet-de¯ning inequalities of (1). Andersen et al. [2] and
Cornu¶ ejols and Margot [13] characterize the facet-de¯ning inequalities of (1)
when m = 2. Borozan and Cornu¶ ejols [10] analyze non-dominated inequal-
ities of an in¯nite version of (1) for general m. It can be veri¯ed that all
non-dominated and facet-de¯ning inequalities for (1) are intersection cuts, a
1concept introduced by Balas [3]. Since (1) is a natural relaxation of general
mixed integer programs, valid inequalities for (1) can be used to generate
cutting planes from multiple rows of any simplex tableau by ¯rst relaxing the
non-basic integer variables to be continuous. (Andersen et al. [2], Cornu¶ ejols
and Margot [13]). By a procedure called ¯ll-in (Gomory and Johnson [18],
Johnson [20], Dey and Wolsey [16]) and by a strengthening procedure (Balas
and Jeroslow [8]) valid inequalities for (1) can also be improved to take into
account the integrality of non-basic variables in a simplex tableau.
In this note, we give a geometric argument to deduce a non-trivial lower
bound on the split rank of intersection cuts for (1) under a mild condition
on the columns of (1). This lower bound is related to the number and the
orientation of integer feasible points of (1) that are satis¯ed at equality for
the intersection cut. In particular, a polyhedral set, called the restricted
lattice-free set, is constructed. A subset of integer feasible points of (1) sat-
isfying the intersection cut at equality, lie on the boundary of this restricted
lattice-free set. We prove that dlog2(l)e is a lower bound on the split rank of
the intersection cut, where l is the maximum number of integer points such
that no two points lie on the same facet of the restricted lattice-free set. We
then show that a related lower bound result holds in more general scenarios,
such as in the presence of non-negativity constraints on the x-variables in
(1). We illustrate the use of this result by showing that the split rank of
the n-row mixing inequality (GÄ unlÄ uk and Pochet [19]) and of some related
inequalities for the constant capacity lot-sizing problems with n periods is at
least dlog2(n + 1)e.
The paper is organized as follows. We begin in Section 2 by presenting
a formal de¯nition of split rank and by providing a brief literature survey
of known bounds on the split rank of cuts for mixed integer programs. In
Section 3, we present the lower bound result on the split rank of intersection
cuts. Then we illustrate the use of this result to obtain a lower bound on
the split rank of mixing inequalities. We conclude in Section 4.
2 Split Rank: De¯nition and Literature Review
Consider a general mixed integer set MI := f(x;y) 2 Zp£Rq jGx+Hy · bg
where G 2 Qm£p, H 2 Qm£q, and b 2 Qm£1. Let M0 := f(x;y) 2 Rp £
Rq jGx + Hy · bg denote the linear programming relaxation of MI. Given
a vector a 2 Zp and c 2 Z, any vector x 2 Zp satis¯es the split disjunction
de¯ned as (aTx · c) _ (aTx ¸ c + 1). De¯ne the sets L0
a;c;R0
a;c µ Rp £ Rq,
as L0
a;c := M0 \ f(x;y) 2 Rp £ Rq jaTx · cg and R0
a;c := M0 \ f(x;y) 2




a;c) is called a split cut (Balas [4]). Split cuts and other classes of general
disjunctive cuts where introduced by Balas [5]. The term split cut is due to
Cook et al. [11].
The concept of split rank follows from the concept of split closure of a
mixed integer program, de¯ned and analyzed in Cook et al. [11].
De¯nition 1 (Split closure) Given the linear programming relaxation M0
:= f(x;y) 2 Rp £Rq jGx+Hy · bg of MI = f(x;y) 2 Zp £Rq jGx+Hy ·
bg, the ¯rst split closure M1 is de¯ned as \a2Zp;c2ZM0
a;c.
Cook et al. [11] prove that the ¯rst split closure of a mixed integer set is
a polyhedron. Andersen et al. [1], Vielma [30] and Dash et al. [15] present
alternative proofs of this key result.
The split closure procedure applied to the polyhedron M1 gives the sec-
ond split closure M2. In general, denote the kth split closure by Mk.
Given two valid inequalities (®1)Tx+(¯1)Ty · °1 and (®2)Tx+(¯2)Ty ·
°2 for MI, the inequality (®1)Tx+(¯1)Ty · °1 is said to dominate (®2)Tx+
(¯2)Ty · °2 if M0\f(x;y)j(®1)Tx+(¯1)Ty · °1g µ M0\f(x;y)j(®2)Tx+
(¯2)Ty · °2g.
De¯nition 2 (Split rank) The split rank of a valid inequality ®Tx+¯Ty ·
° for MI is de¯ned as the smallest integer k such that there exists a valid
inequality for Mk that dominates ®Tx + ¯Ty · °. ¤
Balas [5] proves that for a facial disjunctive set S, a sequential convex-
i¯cation procedure generates the convex hull of feasible points in ´ steps,
where ´ is the number of conjunctive clauses in the conjunctive normal form
of S; see Balas [5] and Balas et al. [6] for details. Binary mixed integer sets
form a sub class of facial disjunctive sets and this result implies that given a
binary mixed integer set with n binary variables, the split rank is at most n.
Nemhauser and Wolsey [26] prove that for a binary mixed integer program
with n binary variables, any valid inequality can be obtained by using an
enumeration tree whose dept is at most n, where the ith level in the enumer-
ation tree corresponds to the split disjunction (xi · 0) _ (xi ¸ 1). Balas et
al. [6] show a similar result using the lift-and-project cuts. (Lift-and-project
cuts are split disjunctive cuts). Using a class of problems, Cornu¶ ejols and
Li [12] prove that the upper bound of n on the split rank of valid inequalities
for a binary mixed integer set with n integer variables can be tight. For gen-
eral mixed integer programs the split rank of an inequality may not be ¯nite.
Cook et al. [11] present an example of a problem where the facet-de¯ning
3inequality cannot be obtained using split cuts. This result is generalized to
a family of problems in Li and Richard [22]. Dash and GÄ unlÄ uk [14] prove an
upper bound of n on the split rank of a mixing inequality based on n rows.
To the best of our knowledge there are no known lower bounds on the split
rank of valid inequalities for general mixed integer programs.
3 Lower Bound on Split Rank
In this section, we present a lower bound on the split rank of intersection
cuts for,
x = f +
n X
i=1
riyi x 2 Zm;y 2 Rn
+; (2)
where ri 2 Qm and f 2 Qm n Zm.
An intersection cut can be generated as follows: Let P µ Rm be a convex
set containing f in its interior that is lattice-free, i.e., interior(P)\Zm = ;.
Then a valid cutting plane for (2) is
n X
i=1




¸ if 9¸ ¸ 0; s.t. f + ri
¸ 2 boundary(P)
0 if ri is a ray for P
: (4)
As discussed in the introduction, all non-dominated and facet-de¯ning in-
equalities for (2) are intersection cuts.
Throughout this section the following notation is used: Given a vector
x the ith component is represented as xi, while xi is used to represent the
ith vector in a list of vectors fx1;x2;:::g. Given a set K = f(x;y) 2 Rp £
Rq jGx+Hy · bg, projx(K) represents the projection of K on the space of
x- variables, i.e., projx(K) = fx 2 Rp j9y 2 Rq s.t. (x;y) 2 Kg. We always
use m to represent the number of integer variables of (2) and n to represent
the number of continuous variables of (2).
3.1 General Lower Bound
The outline of the geometric scheme to determine a lower bound on the split
rank of (3) is as follows:
4² Step 1: Under a mild assumption on the columns of (2), we ¯rst
construct a subset of P (P is the lattice-free convex set used to generate
(3) as described in (4)) which we call the restricted lattice-free set.
² Step 2: Then we prove the following result in Theorem 8: dlog2(l)e is
a lower bound on the split rank of (3) where l is the number of integer
points that lie on di®erent facets of the restricted lattice-free set.
We begin with a de¯nition of a generalized simplex from Rockafellar [29].
De¯nition 3 (Generalized Simplex) A generalized simplex is the con-





i=1fsig), such that the resulting set has
dimension p + q ¡ 1.
The lattice-free set P µ Rm that is used to generate (3) may not be a
bounded set. If P is unbounded, some of the columns ri of (2) may be rays
of P. Without loss of generality we assume that ri is a ray for P if and only
if i 2 fn1+1;:::;ng. Also note that since f lies in the interior of P, using (4)
we obtain that if ri is not a ray for P, i.e., i 2 f1;:::;n1g, then ¼P(ri) > 0.
We next present the assumption that we make on the columns of (2)
that allows the construction of the restricted lattice-free set.
Assumption 1: There exist subsets Sv µ f1;:::;n1g and Sr µ fn1+1;:::;ng of
the columns of (2) such that ~ Q := conv([i2Svff+ ri
¼P(ri)g) + cone([i2Srfrig)
forms a generalized simplex and f 2 a±ne.hull( ~ Q). ¤
By the de¯nition of ¼P presented in (4), observe that the vertices of ~ Q,
i.e., f + ri
¼P(ri) 8i 2 Sv lie on the boundary of P. Also the rays of ~ Q are rays
of P. Therefore, ~ Q is a subset of P. We next present an example illustrating
Assumption 1 and the construction of ~ Q.
Example 4 Consider the set
x1 = 0:5 + 3y1 + 0y2 ¡ 3y3 + 0y4 + 0y5
x2 = 0:5 + 0y1 + 3y2 + 0y3 ¡ 3y4 + 0y5
x3 = 0:5 ¡ 1y1 ¡ 1y2 ¡ 1y3 ¡ 1y4 + 1y5
(5)
xi 2 Z8i 2 f1;2;3g yi 2 R+ 8j 2 f1;2;3;4;5g: (6)
Consider the lattice-free convex set P µ R3 de¯ned by the following system
5of inequalities,
¡x3 · 0
¡2x1 ¡ 2x2 + x3 · 1
2x1 ¡ 2x2 + x3 · 3
2x1 + 2x2 + x3 · 5
¡2x1 + 2x2 + x3 · 3:
P is illustrated in Figure 1. Observe that f := (0:5;0:5;0:5) lies in the inte-
rior of P. The dashed rays represent points of the form x = f +riyi, yi ¸ 0.
Since in this example P is a polytope, we have that n1 = n. Now observe that
¼P(r1) = 2, since (0:5;0:5;0:5) +
(3;0;¡1)
2 = (2;0:5;0) 2 boundary(P). Simi-
larly computing ¼P(r2), ¼P(r3), ¼P(r4), and ¼P(r5) we obtain the following
valid inequality for (5),
2y1 + 2y2 + 2y3 + 2y4 +
2
5
y5 ¸ 1: (7)
Now note that the points f + r1
¼P(r1) = (2;0:5;0) =: t1, f + r2
¼P(r2) =
(0:5;2;0) =: t2, f+ r3
¼P(r3) = (¡1;0:5;0) =: t3, and f+ r5
¼P(r5) = (0:5;0:5;3) =:
t5 are a±nely independent and therefore their convex hull is a simplex. Also
note that f belongs to the a±ne hull of these points. Therefore Assumption
1 holds and it is possible to set Sv = f1;2;3;5g, i.e., ~ Q = convf(2;0:5;0),
(0:5;2;0); (¡1;0:5;0); (0:5;0:5;3)g. Note that the choice of Sv is not unique
as setting Sv as f1;2;4;5g, f1;3;4;5g, or f2;3;4;5g also satis¯es the con-
ditions of Assumption 1. ¤
While Assumption 1 is not trivial, observe that a su±cient condition for it
to hold is that the a±ne hull of the points f + ri
¼P(ri), i 2 f1;:::;n1g and
rays ri, i 2 fn1 + 1;:::;ng is Rm. Also note that many recent studies of (2)
with two integer variables, i.e., with m = 2 satisfy this su±cient condition.
(Andersen et al. [2], Cornu¶ ejols and Margot [13], Dey and Wolsey [16]).
Without loss of generality we assume that Sv = f1;:::;jSvjg and Sr =
fn1 + 1;:::;n1 + jSrjg. We next de¯ne the restricted lattice-free set that is
used to obtain the lower bound result.
De¯nition 5 (restricted lattice-free set) If Assumption 1 holds, we de-





























































Figure 1: Example of P and QSv;Sr
Since ~ Q is a subset of P and f 2 interior(P), we have that QSv;Sr is a
subset of P.
Example 4 (contd.) The set QSv;Sr, which is the convex combination of f =
(0:5;0:5;0:5) and ~ Q = convf(2;0:5;0);(0:5;2;0);(¡1;0:5;0);(0:5;0:5;3)g is
illustrated in Figure 1. Notice that in this example QSv;Sr is a simplex, since
in this example f 2 ~ Q and therefore QSv;Sr = ~ Q. If f = 2 ~ Q, then QSv;Sr may
not be a generalized simplex. ¤
Assumption 1 implies two properties that are used to arrive at a lower
bound on the split rank of (3) in Theorem 8. These properties are presented
in Propositions 6 and 7.











Proof: Since ~ Q is a generalized simplex and f 2 a±ne.hull( ~ Q), we ob-
tain that jSvj ¸ 1 and 9¹ 2 RjSvj+jSrj such that
P
i2(Sv[Sr) ¹i = 1 and
7P
i2Sv ¹i(f + ri
¼P(ri)) +
P
i2Sr ¹i(f + r1
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if i = 1
¹i
¼P(ri) if i 2 Sv n f1g
¹i if i 2 Sr
0 if i 2 f1;:::;ng n (Sv [ Sr)
(8)




















i2(Sv[Sr) ¹i = 1. The second equality follows from the fact that
¼P(ri) = 0 if ri is a ray of P. ¤












i ¼P(ri) = 1. ¤
In order to present the lower bound result we require some more no-
tation that we present next.





¼P(ri) if ri = 2 conek2(Sv[Sr)frkg
¸ if 9¸ ¸ 0; s.t. f + ri
¸ 2 boundary(QSv;Sr)
0 if ri is a ray of QSv;Sr
: (9)
It is easily veri¯ed that ¼S(ri) = ¼P(ri) 8i 2 (Sv [ Sr) and in general
¼S(ri) ¸ ¼P(ri) since QSv;Sr µ P. Since yi ¸ 0 8i 2 f1;:::;ng in
(2), the inequality
Pn
i=1 ¼S(ri)yi ¸ 1 is a valid inequality for (2). The
motivation for the de¯nition of the function ¼S is as follows: Theo-
rem 8 will present a lower bound on the split rank of the inequality Pn
i=1 ¼S(ri)yi ¸ 1, which is a valid lower bound on the split rank of
(3) as ¼S(ri) ¸ ¼P(ri) 8i 2 f1;:::;ng implies that (3) dominates the
inequality
Pn
















i = 1: (10)
The last equality is a consequence of Proposition 6.
8² Fk, V k, Ck: Let Fk be a facet of QSv;Sr not containing f. Note that
then Fk is a facet of ~ Q. Therefore a non-empty subset of the vertices
of ~ Q (denoted V k) and a subset of extreme rays of ~ Q (denoted Ck) pro-
vide the internal description of Fk, i.e., Fk = conv([i2V kµf1;:::;jSvjg(f+
ri
¼Q(ri))) + cone([i2Ckµfn1+1;:::;n1+jSrjgfrig).
² USv;Sr, l: Let USv;Sr = fx1;x2;x3;:::;xlg where xj 2 Zm 8j 2 f1;:::;lg
be points such that xj belong to the boundary of QSv;Sr and no two
points xj1, xj2 (j1 6= j2) lie on the same facet of QSv;Sr. The selection
of the set USv;Sr is not unique. However, in Theorem 8 we show
that the split rank of (3) is at least dlog2(jUSv;Srj)e. Therefore, the set
USv;Sr with maximal cardinality provides the best bound. Henceforth,
we use l to represent the cardinality of the set USv;Sr.
² yj 8j 2 USv;Sr: By the de¯nition of xj 2 USv;Sr, we have that xj 2 Fk
where Fk is a facet of QSv;Sr. Then xj =
P
i2V k ¹i(f + ri
¼P(ri)) +
P
i2Ck ¹iri, where ¹i ¸ 0 8i 2 (V k [ Ck) and
P










¼P(ri) if i 2 V K
¹i if i 2 Ck
0 otherwise
: (11)
Since ~ Q is a generalized simplex, given any xj the vector yj in (11)
is uniquely determined. Using (11) and the fact that ¼P(ri) = ¼S(ri)












i = 18j 2 f1;:::;lg: (13)
As yj 2 Rn
+ and it satis¯es (12) we obtain that (xj;yj) 2 MI 8j 2
f1;:::;lg. Note also that (12) and (13) together essentially imply that
the points (xj;yj)8j 2 f1;:::;lg are satis¯ed at equality by (3).
² xI;w, yI;w: Let wj 2 R>0, i.e., wj > 0 for all j 2 f1;:::;lg. Let I




j2I(wjxj). The point xI;w is a strict convex combination of
9the points xj;j 2 I. This notation is used for convenience. De¯ne
yI;w 2 Rn




² °I;w;k: Finally de¯ne °I;w;k = maxf± 2 Rj(xI;w;yI;w ¡ ±¸Sv;Sr) 2
Mkg. The motivation for the de¯nition of °I;w;k is as follows: By













Therefore observe that if °I;w;k > 0, then (xI;w;yI;w ¡ °I;w;k¸Sv;Sr) 2
Mk and
Pn
i=1 ¼S(ri)(yI;w ¡ °I;w;k¸Sv;Sr)i < 1, i.e., we obtain a point
(xI;w;yI;w ¡ °I;w;k¸Sv;Sr) which belongs to the kth split closure but is
not valid for the inequality
Pn
i=1 ¼S(ri)yi ¸ 1. Thus we obtain,
(°I;w;k > 0) ) (split rank of the cut (3) ¸ k + 1): (14)
Observe that since (xj;yj) 2 MI 8j 2 f1;:::;lg, we obtain that (xI;w;yI;w)
belongs to the convex hull of MI. Since Mk is a relaxation of the convex
hull of MI, we obtain that (xI;w;yI;w) 2 Mk. Therefore we obtain,
°I;w;k ¸ 08w 2 Rl
>0;8k 2 Z+; and 8I ½ f1;:::;lg: (15)
Example 4 (contd.) In the example observe that three of the facets of
QSv;Sr contain four integer points in total. The facet de¯ned by the vertices
t1 := (2;0:5;0), t2 := (0:5;2;0), t3 := (¡1;0:5;0) contains two integer points
(1;1;0) and (0;1;0). Therefore, one choice of the set USv;Sr is f(1;1;0),
(1;1;1),(0;1;1)g as each of these integer points belong to di®erent facets
of QSv;Sr. In this example it can be veri¯ed that ¼P(ri) = ¼S(ri) for i 2
f1;2;3;4;5g. However in general if ri 2 cone([j2(Sv[Sr)(rj)) and ri 6= rj
8j 2 (Sv [ Sr), then ¼S(ri) > ¼P(ri). Next we compute yj.







¼P(r3)). Therefore, y1 = (1
4; 1
6; 1



























10Observe that 8i 2 Sv = f1;2;3;5g either y
j1
i > 0 or y
j2
i > 0 whenever
j1 6= j2. (This will be shown to be consequence of the fact that ~ Q is a
simplex and that each of the points x1, x2, and x3 belong to di®erent facets
of QSv;Sr). This implies that y
I;w
i > 0 8i 2 Sv 8w 2 R5
>0 whenever jIj ¸ 2.
Now note that since ¸
Sv;Sr




i ri = ¹ 0, we obtain
that a point of the form (xI;w;yI;w ¡ ±¸Sv;Sr), ± > 0 belongs to the LP
relaxation of (5). In other words, °I;w;0 > 0 whenever jIj ¸ 2. Proposition
7 veri¯es this result in general. ¤
We next present in Proposition 7 a property of °I;w;0 that is a key com-
ponent in the proof of Theorem 8 which presents a lower bound on the split
rank. Proposition 7 is a consequence of Assumption 1 and the construction
of USv;Sr.
Proposition 7 If I µ f1;:::;lg and jIj ¸ 2, then °I;w;0 > 0 8w 2 Rl
>0.
Proof: Note ¯rst that the dimension of QSv;Sr is jSvj + jSrj ¡ 1. Therefore
the dimension of a facet of QSv;Sr is Sv + Sr ¡ 2. Hence jCkj + jV kj =
jSvj+jSrj¡1. Therefore, for convenience re-number the facets of QSv;Sr so
that fkg = (Sv [ Sr) n (Ck [ V k).
Next note that since ~ Q is a generalized simplex, any face of QSv;Sr not
including f (which is therefore a face of ~ Q) of dimension q, is described inter-
nally by exactly q + 1 components (vertices and rays). Therefore we obtain
that if xj 2 relative.interior(Fk1 \ Fk2 \ ::: \ Fkq) and xj does not belong





i2Srnfk1;k2;:::;kqg ¹iri where ¹i > 0 8i 2 (Sv [ Sr) n fk1;k2;:::;kqg. Thus it
follows from the construction of yj (see (11)) that if xj = 2 Fk, then y
j
k > 0.
We prove this result for the case when jIj = 2. For jIj > 2, the proof is
similar. By the construction of USv;Sr, xj1 and xj2 (j1 6= j2 and j1;j2 2 I)
do not belong to the same facet. Therefore, since xj = 2 Fk implies y
j
k > 0,
we obtain that 8i 2 (Sv [ Sr) either y
j1
i > 0 or y
j2
i > 0. Thus y
I;w
i > 0








i ri = ¹ 0, and
¸
Sv;Sr
i = 0 8i = 2 (Sv [ Sr), 9± > 0 such that (xI;w;yI;w ¡ ±¸Sv;Sr) 2 M0. ¤
We now have all the tools necessary to prove the main result of this
section. Before we present the proof, we illustrate the key ideas on Example
4.
Example 4 (contd.) We prove that the split rank of the inequality (7)
is at least 2: Consider any disjunction (aTx · c) _ (aTx ¸ c + 1) ap-
plied to the LP relaxation M0. Let L0
a;c := M0 \ f(x;y)jaTx · cg and
R0
a;c := M0 \ f(x;y)jaTx ¸ c + 1g. Suppose projx(L0
a;c) contains the points
11fx1;x2g := f(1;1;1);(1;1;0)g and suppose projx(Rk
a;c) contains the point
x3 := f(0;1;1)g. Let w = (0:5;0:5;0:5). Thus xf1;2g;w = (1;1;0:5) and




24). By Proposition 7, we know that if jIj ¸ 2, then
°I;w;0 > 0. Therefore, there exists ¹ y 2 R5
+ such that ¹ y = yf1;2g;w ¡
°f1;2g;w;0¸Sv;Sr and (xf1;2g;w; ¹ y) 2 M0. Here it is easily veri¯ed that °f1;2g;w;0
= 1
5. Since by assumption projx(L0
a;c) contains the points f(1;1;1);(1;1;0)g,
we obtain that (xf1;2g;w; ¹ y) 2 L0
a;c. Also by assumption (x3;y3) 2 R0
a;c.
Therefore any convex combination of the points (xf1;2g;w; ¹ y) and (x3;y3) be-
longs to conv(L0
a;c[R0
a;c). The convex combination ( w1+w2
w1+w2+w3(xf1;2g;w; ¹ y)+
w3
w1+w2+w3(x3;y3)) is a point of the form (xf1;2;3g;w;yf1;2;3g;w ¡ ±¤¸Sv;Sr)
where ±¤ > 0. Here ±¤ = 2
15. Next note that for any disjunction such
that projx(L0
a;c) contains the points f(1;1;1);(1;1;0)g and projx(Rk
a;c) con-
tains the point f(0;1;1)g, the point (xf1;2;3g;w;yf1;2;3g;w ¡ ±¤¸Sv;Sr) belongs
to conv(L0
a;c [ R0
a;c). It can be similarly shown that for any other partition
of the integer points in USv;Sr into the sets projx(L0
a;c) and projx(R0
a;c), a
point of the form (xf1;2;3g;w;yf1;2;3g;w¡±¸Sv;Sr), ± > 0 belongs to conv(L0
a;c[
R0
a;c). Since there are only a ¯nite number of partitions, this implies that a
point of the form (xf1;2;3g;w;yf1;2;3g;w ¡ ±¸Sv;Sr), ± > 0 belongs to M1, i.e.,
°f1;2;3g;w;1 > 0. Therefore using (14) we obtain that the split rank of (7) is
at least 2. ¤
Theorem 8 Let fx1;x2;:::;xlg be a subset of integer points on the boundary
of the restricted lattice-free set such that no two points lie on the same facet
of QSv;Sr. Then a lower bound on the split rank of (3) is dlog2(l)e.
Proof: In order to prove that the split rank is at least dlog2(l)e, by (14) it
is su±cient to show that °I;w;dlog2(l)e¡1 > 0 for some I µ f1;:::;lg and some
w 2 Rl
>0. This is achieved by verifying that if I µ f1;:::;lg and jIj ¸ 2t+1,
then °I;w;t > 0 8w 2 Rl
>0. (Note that it is enough to verify this for a single
w 2 Rl
>0).
The proof is by induction on t. By Proposition 7, the statement holds
for t = 0. Assume that the statement is true for t = 1;:::;k. Choose any I
such that jIj ¸ 2k+2. We need to prove that °I;w;k+1 > 0.
For any disjunction (aTx · c) _ (aTx ¸ c + 1) applied to the kth split
closure Mk, let Lk
a;c := Mk\f(x;y)jaTx · cg and Rk
a;c := Mk\f(x;y)jaTx ¸
c + 1g. Let (aTx · c) _ (aTx ¸ c + 1) be any disjunction such that Lk
a;c
contains the points (xj;yj) where j 2 J (J µ I) and Rk
a;c contains the points
(xj;yj) where j 2 I n J. Observe now that the result is implied if we verify
that a point of the form (xI;w;yI;w ¡ ±J¸Sv;Sr), ±J > 0 (where ±J depends
12only on the sets I and J) is valid after applying this disjunction: Since
(xI;w;yI;w) 2 MI µ conv(L0
a;c [ R0
a;c), by convexity of conv(L0
a;c [ R0
a;c)
all points of the form (xI;w;yI;w ¡ ±¸Sv;Sr) where 0 · ± · ±J belongs to
conv(L0
a;c [ R0
a;c). Since there is only a ¯nite number of ways to partition I
into J and I n J, we therefore obtain that °I;w;k+1 > 0.
Now we show that a point of the form (xI;w;yI;w ¡ ±J¸Sv;Sr), ±J > 0 is













xInJ;w = xI;w: (16)







j2I wj y2) belongs to conv(Lk
a;c [ Rk
a;c), where









j2I wj °J;w;k +
P
j2InJ wj P
j2I wj °InJ;w;k > 0. Clearly, either jJj or
jI n Jj ¸
jIj
2 ¸ 2k+1. Without loss of generality assume that jJj ¸ 2k+1.
Therefore by the induction argument °J;w;k > 0. Also by (15) we have that
°InJ;w;k ¸ 0. ¤
Now we consider a more general problem than (2). From the de¯nition
of split rank, it is clear that given a problem with m integer variables, the
split rank of the inequality
Pn
i=1 ¼P(ri)yi ¸ 1 cannot increase (and may
decrease) if more constraints were present in the original system in addition
to the constraints x = f +
Pn
i=1 riyi; x 2 Zm;y 2 Rn
+. Therefore to obtain
a more general lower bound result we assume additional constraints added
to (2) of the form,
Ax · b; (17)
where A 2 Qm1£m and b 2 Qm1. At the very least, these constraints can be
used to represent non-negativity of integer variables. The following result




x = f +
Pn
i=1 riyi; x 2 Rm;y 2 Rn
+;
Ax · b:
13and MI = M0\x 2 Zm. Let P ½ Rm be a lattice-free convex set containing
f in its interior. Let the inequality
n X
i=1
¼P(ri)yi ¸ 1 (18)
be generated using (4). Let fx1;x2;:::;xlg be a subset of integer points on
the boundary of the restricted lattice-free set (constructed as in De¯nition
5) such that no two points lie on the same facet of QSv;Sr and Axj · b
81 · j · l. Then a lower bound on the split rank of (18) is dlog2(l)e. ¤
One implication of Corollary 9 is that if after addition of the inequalities
(17) the integer points in USv;Sr are still valid, then the split rank does not
change.
Example 10 Consider the set
x1 = 0:5 + 3y1 + 0y2 ¡ 3y3 + 0y4 + 0y5
x2 = 0:5 + 0y1 + 3y2 + 0y3 ¡ 3y4 + 0y5
x3 = 0:5 ¡ 1y1 ¡ 1y2 ¡ 1y3 ¡ 1y4 + 1y5
(19)
x2 ¸ 1 (20)
xi 2 Z8i 2 f1;2;3g yi 2 R+ 8j 2 f1;2;3;4;5g: (21)
Here (20) is an extra constraint when compared with the constraints present
in Example 4. Consider again the same P and obtain again the inequality,
2y1 + 2y2 + 2y3 + 2y4 +
2
5
y5 ¸ 1: (22)
Selecting the same set Sv, constructing QSv;Sr and selecting the same USv;Sr
= f(1;1;0), (1;1;1), (0;1;1)g we observe that every point in USv;Sr satis¯es
(20). Therefore by Corollary 9, we obtain that 2 is a valid lower bound on
the split rank of (22) when applying split inequalities to M0 given by (19) -
(21). ¤
3.2 Mixing Inequality
To illustrate the use of Theorem 8, we obtain a lower bound on the split
rank of the mixing inequalities. The mixing set presented in GÄ unlÄ uk and
Pochet [19] is
xi + y0 ¸ fi 81 · i · n (23)
y0 ¸ 0 (24)
xi 2 Z; (25)
14where we assume that 0 < f1 · f2 · f3 · ::: · fn < 1.
Theorem 11 ([19]) The mixing inequality
y0 ¸ fn ¡ f1x1 ¡
n X
i=2
(fi ¡ fi¡1)xi; (26)
is facet-de¯ning for (23)-(25).
Next observe that by introducing slack variables yi for each row of (23),
the mixing set may be written as
xi = fi ¡ y0 + yi 81 · i · n
y0 ¸ 0; yi ¸ 0; xi 2 Z;
which is exactly in the form of (2). Also note that (26) can be rewritten as
y0 ¸ fn ¡ f1(f1 ¡ y0 + y1) ¡
n X
i=2
(fi ¡ fi¡1)(fi ¡ y0 + yi)
, (1 ¡ fn)y0 + f1y1 +
n X
i=2
(fi ¡ fi¡1)yi ¸
n¡1 X
i=1












yi ¸ 1; (27)
where D =
Pn¡1
i=1 fi(fi+1 ¡ fi) + fn(1 ¡ fn). Note that (27) is an inequality
of the form (3).
Proposition 12 If 0 < f1 < f2 < ::: < fn < 1, then a lower bound on the
split rank of the mixing inequality (26) is dlog2(n + 1)e.
Proof: Let ¹ 1 represent the n-dimensional vector with 1 in each component
and ei represent the unit vector in the direction of the ith coordinate. Select
Sv = f0;1;2;:::;ng and Sr = ;. Using (27) observe that ~ Q has n+1 vertices
corresponding to the n + 1 continuous variables:
1. v0 := f ¡ D
1¡fn
¹ 1,
2. v1 := f + D
f1e1, and
3. vi := f + D
fi¡fi¡1ei i 2 f2;:::;ng.
15Since these points are a±nely independent they form a n-dimensional lattice-
free simplex.1 Also note that in this case it is easily veri¯ed that f 2 ~ Q.
Therefore ~ Q = QSv;;. The facets of QSv;; are the convex combination of the
n + 1 possible di®erent selections of n vertices among the n + 1 vertices of
QSv;;.
Next observe that n+1 integer points of the form (1;1;:::;1), (0;1;1;:::;1),
(0;0;1;:::;1) ;:::;(0;0;:::;0) are satis¯ed at equality for the mixing inequal-













D = 1 and that each of the multipliers for the vertices













D = 1 and that each of the multipliers for the vertices
are positive. Therefore (0;1;1;:::;1) lies in the relative interior of the
facet F1.
3. Consider the point (0;0;:::;1;:::;1), where the ¯rst j entries are zeros


























D = 1 and that each of
the multipliers for the vertices are positive. Therefore (0;0;:::;1;:::;1)
lies in the relative interior of the facet Fj.
Therefore there are n+1 integer points that lie on di®erent facets of QSv;;.
Thus, by application of Theorem 8, we obtain the result. ¤
We note here that if only k of the fractions in the list ff1;:::;fng are
unique, then a lower bound of dlog2(k + 1)e on the split rank of the mixing
inequality can be proven. The proof is essentially similar to the proof of
Proposition 12 with the following additional details: Let the list of unique
fractions be ffi1;fi2;::;fikg. Select this subset fi1;i2;:::;ikg of k inequalities
from the mixing set and treat this as (2). Treat the rest of the constraints,
i.e., xi0 +y0 ¸ fi0 i0 = 2 fi1;i2;:::;ikg in the mixing set as the constraints (17).
Note that xi0 +y0 ¸ fi0 is not of the same form as (17), since it involves y0.
1The validity of mixing inequality implies that ~ Q is lattice-free. Also note that the
generating lattice-free convex set P is implicit here and can be assumed to be the same
at ~ Q.
16However, if (xi1;xi2;::xik;y0) satisfy the k mixing inequalities, then setting
xi0 = xij whenever fi0 = fij gives a feasible solution to the mixing problem.
Using this fact it can be veri¯ed that the result of Corollary 9 still holds.
Now using the rest of the proof of Proposition 12, we obtain the result.
Dash and GÄ unlÄ uk [14] prove an upper bound of n on the split rank of
a mixing inequality based on n rows. We next present a simple example
that shows that the lower bound obtained in Proposition 12 can be tight for
certain instances.
Example 13 Consider the 3-row mixing set with f1 = 1
4, f2 = 1
2 and f3 =
3
4. Observe that the inequalities y0+0:5x1+0:5x3 ¸ 0:75 and y0+0:5x2 ¸ 0:5
are MIR inequalities based on the disjunctions (x3¡x1 · 0) _ (x3¡x1 ¸ 1)
and (x2 · 0) _ (x2 ¸ 1) respectively. Now we show that the 3-row mixing




4 may be obtainable as a split rank-2 cut.
Consider the disjunction (x1 ¡ x2 + x3 · 0) _ (x1 ¡ x2 + x3 ¸ 1). Then,
1. x1¡x2+x3 · 0: Then 0:25[¡x1+x2¡x3 ¸ 0]+[y0+0:5x1+0:5x3 ¸
0:75] ´ y0 + 0:25x1 + 0:25x2 + 0:25x3 ¸ 0:75.
2. x1 ¡ x2 + x3 ¸ 1: Then 0:25[x1 ¡ x2 + x3 ¸ 1] + [y0 + 0:5x2 ¸ 0:5] ´
y0 + 0:25x1 + 0:25x2 + 0:25x3 ¸ 0:75. ¤
Next we illustrate more uses of Corollary 9, i.e., the fact that if the
integer points that are on the boundary of QSv;Sr are not cut o® by the
constraints (17) then the lower bound on the split rank does not change. A
formulation for single item discrete lot-sizing problem with initial stock s0,
with binary variables vu representing the decision to produce in the period









81 · t · n (28)
s0 ¸ 0;vu 2 f0;1g8u 2 f1;:::;ng;
where d1t is the sum of the demands from periods 1 to t; see Pochet and
Wolsey [28], Section 9.4 and Miller and Wolsey [24] for details. Setting
y0 = s0
C and ft = d1t
C , we can re-write (28) as
y0 + xt ¸ ft 81 · t · n (29)




vu 81 · t · n (31)
y0 ¸ 0; xt 2 Z+ 81 · t · n; vu 2 f0;1g81 · u · n: (32)
17Observe that (29)-(32) is essentially a mixing set with non-negativity and
additional constraints (30). The facet-de¯ning inequality for (29)-(32) are
the mixing inequalities. Note that any split cut obtained using a split dis-
junction on the v variables can be rewritten as a split disjunction on the
x variables. Also note that the n + 1 integer feasible points that are sat-
is¯ed at equality for the mixing inequality are valid after the addition of
(30). Therefore by use of Corollary 9, dlog2(k +1)e is a lower bound on the
split rank of the facet-de¯ning inequalities for (29) where k of the fractional
parts of d1t
C s are unique. We ¯nally note that by using Corollary 9 and the
approach used in this section, similar lower bound results can be obtained
for other inequalities based on more involved variants of mixing sets, such
as the lot-sizing problem with Wagner-Whitin costs and constant capacities.
(Pochet and Wolsey [27]).
4 Discussion
A lower bound on the split rank of an inequality indicates how di±cult
it may be to obtain an inequality using split cuts. In this note, we have
presented a non-trivial lower bound on the split rank of intersection cuts.
The main insight from this result is the demonstration of the e®ect of the
orientation of integer feasible points satis¯ed at equality by (3) on the split
rank of the inequality. We also used this result to derive a lower bound
on the split rank of mixing inequalities. We next discuss some avenues of
possible strengthening and generalization of the results presented in this
note.
First observe that Theorem 8 provides a lower bound on split rank based
completely on the structure of the restricted lattice-free set. It is easily
veri¯ed that there can exist two problems with di®erent columns such that
QSv;Sr is the same. It is however not clear whether the split rank of an
inequality is a function of the structure of QSv;Sr (for the best choice of Sv
and Sr) alone.
Second observe that typically it is very di±cult to ascertain the split
rank of a valid inequality for any given problem. As illustrated in Section
3.2, on some examples the lower bound on the split rank of intersection cuts
presented in this note can be veri¯ed to be tight. However, this lower bound
seems to be weak when the vertices of the lattice-free set QSv;Sr are all
integral and each facet contains an integer point in its relative interior. This
is best illustrated by the following result from Li and Richard [22] (modi¯ed
to the notation of this paper).
18Theorem 14 ([22]) If QSv;Sr ½ Rm is the lattice-free simplex de¯ned by
the following vertices: (0;0;0;:::0), (m;0;0;:::0), (0;m;0;:::0), ..., (0;0;0:::;m),
then a lower bound to the split rank of the inequality is in¯nite. ¤
Applying Theorem 8, a lower bound of dlog2(m + 1)e on the split rank can
be obtained, which is clearly a weak bound. A more general result that
combines the °exibility of Theorem 8 with results such as Theorem 14 is
an important direction in understanding cutting-plane-algorithms based on
split inequalities.
References
[1] K. Andersen, G. Cornu¶ ejols, and Y. Li. Split closure and intersection
cuts. Math. Programming, 102:457{493, 2005.
[2] K. Andersen, Q. Louveaux, R. Weismantel, and L. Wolsey. Cutting
planes from two rows of a simplex tableau. In M. Fischetti and D. P.
Williamson, editors, Proceedings 12th Conference on Integer and Combi-
natorial Optimization (LNCS 4513), pages 1{15. Springer-Verlag, 2007.
[3] E. Balas. Intersection cuts - a new type of cutting planes for integer
programming. Oper. Res., 19:19{39, 1971.
[4] E. Balas. Disjunctive programming: cutting planes from logical con-
ditions. In O. L. Magnaserin et al., editor, Nonlinear Programming,
pages 279{312. Acedemic Press, New York, 1975.
[5] E. Balas. Disjunctive programming. Annals of Discrete Mathematics,
5:3{51, 1979.
[6] E. Balas, S. Ceria, and G. Cornu¶ ejols. A lift-and-project cutting plane
algorithm for mixed integer 0-1 programs. Math. Programming, 58:295{
324, 1993.
[7] E. Balas, S. Ceria, G. Cornu¶ ejols, and N. Natraj. Gomory cuts revisited.
Oper. Res. Lett., 19:1{9, 1996.
[8] E. Balas and R. Jeroslow. Strenghtening cuts for mixed integer pro-
grams. European J. Oper. Res., 4:224{234, 1980.
[9] R. E. Bixby and E. E. Rothberg. Progress in computational mixed
integer programming - A look back from the other side of the tipping
point. Ann. Oper. Res., 149:37{41, 2007.
19[10] V. Borozan and G. Cornu¶ ejols. Minimal inequalities for integer con-
straints. http://integer.tepper.cmu.edu, 2007.
[11] W.J. Cook, R. Kannan, and A. Schrijver. Chv¶ atal closures for mixed
integer programming problems. Math. Programming, 58:155{174, 1990.
[12] G. Cornu¶ ejols and Y. Li. On the rank of mixed 0-1 polyhedra. Math.
Programming, 91:391{397, 2002.
[13] G. Cornu¶ ejols and F. Margot. On the facets of mixed integer programs
with two integer variables and two constraints. To appear in Math.
Programming, 2008.




[15] S. Dash, O. GÄ unlÄ uk, and A. Lodi. On the MIR closure of polyhedra. In
M. Fischetti and D. P. Williamson, editors, Proceedings 12th Conference
on Integer and Combinatorial Optimization (LNCS 4513), pages 337{
351. Springer-Verlag, 2007.
[16] S. S. Dey and L. A. Wolsey. Lifting integer variables in minimal inequal-
ities corresponding to lattice-free triangles. In A. Lodi, A. Panconesi,
and G. Rinaldi, editors, Proceedings 13th Conference on Integer and
Combinatorial Optimization (LNCS 5035), pages 463{475. Springer-
Verlag, 2008.
[17] R. E. Gomory. Solving linear programming problems in integers. In
M. Hall R. Bellman, editor, Combinatorial Analysis, pages 269{308.
Proceedings of Symposia in Applied Mathematics 10, Providence, RI,
1960.
[18] R. E. Gomory and E. L. Johnson. Some continuous functions related
to corner polyhedra, part II. Math. Programming, 3:359{389, 1972.
[19] O. GÄ unlÄ uk and Y. Pochet. Mixing mixed-integer inequalities. Math.
Programming, 90:429{457, 2001.
[20] E. L. Johnson. On the group problem for mixed integer programming.
Math. Programming Study, 2:137{179, 1974.
20[21] E. L. Johnson, G. L. Nemhauser, and M. W. P. Savelsbergh. Progress
in linear programming-based algorithms for integer programming: an
exposition. INFORMS J. Comput., 12:2{23, 2000.
[22] Y. Li and J.-P. P. Richard. Cook, Kannan and Schrijver's example
revisited. Discrete Optimization, 5:724{734, 2008.
[23] H. Marchand, A. Martin, R. Weismantel, and L. A. Wolsey. Cutting
planes in integer and mixed integer programming. Discrete Appl. Math.,
123:397{446, 2002.
[24] A. J. Miller and L. A. Wolsey. Tight formulations for some simple
mixed integer programs and convex objective integer programs. Math.
Programming, 98:73{88, 2003.
[25] G. L. Nemhauser and L. A. Wolsey. Integer and Combinatorial Opti-
mization. Wiley-Interscience, New York, NY, 1988.
[26] G. L. Nemhauser and L. A. Wolsey. A recursive procedure to generate
all cuts for 0-1 mixed integer programs. Math. Programming, 46:379{
390, 1990.
[27] Y. Pochet and L. A. Wolsey. Polyhedra for lot-sizing with Wagner-
Whitin costs. Math. Programming, 67:297324, 1994.
[28] Y. Pochet and L. A. Wolsey. Production Planning by Mixed Integer
Programming. Springer, 2005.
[29] G. T. Rockafeller. Convex Analysis. Princeton University Press, New
Jersey, NJ, 1970.
[30] J.P. Vielma. A constructive charaterization of the split closure of a
mixed integer linear program. Oper. Res. Lett., 35:29{35, 2007.
21Recent titles 
CORE Discussion Papers 
 
2008/19.  Carlo CAPUANO and Giuseppe DE FEO. Mixed duopoly, privatization and the shadow cost of 
public funds. 
2008/20.  Helmuth  CREMER,  Philippe  DE  DONDER,  Dario  MALDONADO  and  Pierre  PESTIEAU. 
Forced saving, redistribution and nonlinear social security schemes. 
2008/21.  Philippe CHEVALIER and Jean-Christophe VAN DEN SCHRIECK. Approximating multiple 
class queueing models with loss models. 
2008/22.  Pierre PESTIEAU and Uri M. POSSEN. Interaction of defined benefit pension plans and social 
security. 
2008/23.  Marco MARINUCCI. Optimal ownership in joint ventures with contributions of asymmetric 
partners. 
2008/24.  Raouf BOUCEKKINE, Natali HRITONENKO and Yuri YATSENKO. Optimal firm behavior 
under environmental constraints. 
2008/25.  Ana MAULEON, Vincent VANNETELBOSCH and Cecilia VERGARI. Market integration in 
network industries. 
2008/26.  Leonidas C. KOUTSOUGERAS  and Nicholas ZIROS. Decentralization of the  core  through 
Nash equilibrium. 
2008/27.  Jean J. GABSZEWICZ, Didier LAUSSEL and Ornella TAROLA. To acquire, or to compete? 
An entry dilemma. 
2008/28.  Jean-Sébastien TRANCREZ, Philippe CHEVALIER and Pierre SEMAL. Probability masses 
fitting in the analysis of manufacturing flow lines. 
2008/29.  Marie-Louise LEROUX. Endogenous differential mortality, non monitored effort and optimal 
non linear taxation. 
2008/30.  Santanu S. DEY and Laurence A. WOLSEY. Two row mixed integer cuts via lifting. 
2008/31.  Helmuth  CREMER,  Philippe  DE  DONDER,  Dario  MALDONADO  and  Pierre  PESTIEAU. 
Taxing sin goods and subsidizing health care. 
2008/32.  Jean J. GABSZEWICZ, Didier LAUSSEL and Nathalie SONNAC. The TV news scheduling 
game when the newscaster's face matters. 
2008/33.  Didier LAUSSEL and Joana RESENDE. Does the absence of competition in the market foster 
competition for the market? A dynamic approach to aftermarkets. 
2008/34.  Vincent  D.  BLONDEL  and  Yurii  NESTEROV.  Polynomial-time  computation  of  the  joint 
spectral radius for some sets of nonnegative matrices. 
2008/35.  David  DE  LA  CROIX  and  Clara  DELAVALLADE.  Democracy,  rule  of  law,  corruption 
incentives and growth. 
2008/36.  Jean  J.  GABSZEWICZ  and  Joana  RESENDE.  Uncertain  quality,  product  variety  and  price 
competition. 2008/37.  Gregor  ZOETTL.  On  investment  decisions  in  liberalized  electricity 
markets: the impact of price caps at the spot market. 
2008/38.  Helmuth  CREMER,  Philippe  DE  DONDER,  Dario  MALDONADO  and  Pierre  PESTIEAU. 
Habit formation and labor supply. 
2008/39.  Marie-Louise  LEROUX  and  Grégory  PONTHIERE.  Optimal  tax  policy  and  expected 
longevity: a mean and variance approach. 
2008/40.  Kristian  BEHRENS  and  Pierre  M.  PICARD.  Transportation,  freight  rates,  and  economic 
geography. 
2008/41.  Gregor ZOETTL. Investment decisions in liberalized electricity markets: A framework of peak 
load pricing with strategic firms. 
2008/42.  Raouf  BOUCEKKINE,  Rodolphe  DESBORDES  and  Hélène  LATZER.  How  do  epidemics 
induce behavioral changes? 
2008/43.  David DE LA CROIX and Marie VANDER DONCKT. Would empowering women initiate the 
demographic transition in least-developed countries? 
2008/44.  Geoffrey  CARUSO,  Dominique  PEETERS,  Jean  CAVAILHES  and  Mark  ROUNSEVELL. 
Space-time patterns of urban sprawl, a 1D cellular automata and microeconomic approach. 
 Recent titles 
CORE Discussion Papers - continued 
 
2008/45.  Taoufik  BOUEZMARNI,  Jeroen  V.K.  ROMBOUTS  and  Abderrahim  TAAMOUTI. 
Asymptotic properties of the Bernstein density copula for dependent data. 
2008/46.  Joe THARAKAN and Jean-Philippe TROPEANO. On the impact of labor market matching on 
regional disparities. 
2008/47.  Shin-Huei  WANG and Cheng HSIAO. An easy test for two stationary long processes being 
uncorrelated via AR approximations. 
2008/48.  David DE LA CROIX. Adult longevity and economic take-off: from Malthus to Ben-Porath. 
2008/49.  David DE LA CROIX and Gregory PONTHIERE. On the Golden Rule of capital accumulation 
under endogenous longevity. 
2008/50.  Jean J. GABSZEWICZ and Skerdilajda ZANAJ. Successive oligopolies and decreasing returns. 
2008/51.  Marie-Louise LEROUX, Pierre PESTIEAU and Grégory PONTHIERE. Optimal linear taxation 
under endogenous longevity. 
2008/52.  Yuri  YATSENKO,  Raouf  BOUCEKKINE  and  Natali  HRITONENKO.  Estimating  the 
dynamics of R&D-based growth models. 
2008/53.  Roland Iwan LUTTENS and Marie-Anne  VALFORT.  Voting for redistribution under desert-
sensitive altruism. 
2008/54.  Sergei PEKARSKI. Budget deficits and inflation feedback. 
2008/55.  Raouf  BOUCEKKINE,  Jacek  B.  KRAWCZYK  and  Thomas  VALLEE.  Towards  an 
understanding  of  tradeoffs  between  regional  wealth,  tightness  of  a  common  environmental 
constraint and the sharing rules. 




Y.  POCHET  and  L.  WOLSEY  (eds.)  (2006), Production  planning  by  mixed  integer  programming.  New 
York, Springer-Verlag. 
P. PESTIEAU (ed.) (2006), The welfare state in the European Union: economic and social perspectives. 
Oxford, Oxford University Press. 
H. TULKENS (ed.) (2006), Public goods, environmental externalities and fiscal competition. New  York, 
Springer-Verlag. 
V.  GINSBURGH  and  D.  THROSBY  (eds.)  (2006),  Handbook  of  the  economics  of  art  and  culture. 
Amsterdam, Elsevier. 
J. GABSZEWICZ (ed.) (2006), La différenciation des produits. Paris, La découverte. 
L. BAUWENS, W. POHLMEIER and D. VEREDAS (eds.) (2008), High frequency financial econometrics: 
recent developments. Heidelberg, Physica-Verlag. 
P. VAN HENTENRYCKE and L. WOLSEY (eds.) (2007), Integration of AI and OR techniques in constraint 
programming for combinatorial optimization problems. Berlin, Springer. 
 
CORE Lecture Series 
 
C. GOURIÉROUX and A. MONFORT (1995), Simulation Based Econometric Methods. 
A. RUBINSTEIN (1996), Lectures on Modeling Bounded Rationality. 
J. RENEGAR (1999), A Mathematical View of Interior-Point Methods in Convex Optimization. 
B.D.  BERNHEIM  and  M.D.  WHINSTON  (1999),  Anticompetitive  Exclusion  and  Foreclosure  Through 
Vertical Agreements. 
D.  BIENSTOCK  (2001),  Potential  function  methods  for  approximately  solving  linear  programming 
problems: theory and practice. 
R. AMIR (2002), Supermodularity and complementarity in economics. 
R. WEISMANTEL (2006), Lectures on mixed nonlinear programming. 