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Abstract—Increased penetration of inverter-connected renewable
energy sources (RES) in the power system has resulted in
a decrease in available rotational inertia which serves as an
immediate response to frequency deviation due to disturbances.
The concept of virtual inertia has been proposed to combat this
decrease by enabling the inverters to produce active power in
response to a frequency deviation like a synchronous generator. In
this paper, we present an algorithm to optimally design the inertia
and damping coefficient required for an inverter-based virtual
synchronous machine (VSM) to participate efficiently in the
inertia response portion of primary frequency control. We design
the objective function to explicitly trade-off between competing
objectives such as the damping rate the the frequency nadir.
Specifically, we formulate the design problem as a constrained
and regularized H2 norm minimization problem, and develop an
efficient gradient algorithm for this non-convex problem. This
proposed algorithm is applied to a test case to demonstrate its
performance against existing methods.
I. INTRODUCTION
In a traditional electric power system network with only
conventional generators, the rotating synchronous machines
connected to the network possesses kinetic energy as a result
of their rotating mass and releases it as an immediate response
in the event of a power imbalance to reduce the rate of
frequency decline [1]. As the electric power grid transitions
from this traditional state to a mix of conventional generators
and inverter-connected RES, this immediate response capa-
bility by the synchronous machine is reduced. This results
in an increased rate of change of frequency (ROCOF) and
consequently, a higher frequency deviation which results in a
low frequency nadir, that is, the maximum frequency deviation
[2]. The ROCOF, frequency nadir and settling time/frequency
are important frequency response metrics in the power systems
network.
To combat this problem, various techniques that utilize
inverter-connected RES and energy storage systems (ESS)
have been proposed. One of such techniques is called De-
loading. This provides a reserve margin in the wind turbine or
Photo-voltaic (PV) by operating on a reduced power level as
compared to its maximum power extraction point [3]. Other
techniques include designing the inverter to behave like a
synchronous generator as in the case of a synchroconverter
[4], [5], using a swing equation based approach that computes
the swing equation every control cycle to emulate inertia
[6], [7] or emulating the inertia by monitoring the ROCOF
and frequency deviation, and producing power proportional
to that change as in the case of the VSM[4]. In the later
case, for a variable speed wind turbine such as a doubly fed
induction generator, a suitable controller can be used to release
the kinetic energy stored in the rotating blades based on the
ROCOF and frequency deviation [8], [3]. A similar controller
can be used for an ESS, the difference will be in the source
of the energy.
The components of interest in the design the controller for the
VSM is the gain blocks mimicking the inertia and damping
coefficients values. There is a need for this values to be
optimally selected depending on the current operating point
and the units committed so as to efficiently participate in the
inertia response. A variant of this problem was considered in
in [9] and [10] where the focus was instead on the placement
of the virtual inertia though the same reasoning applies to the
problem being considered. In [9] the optimal virtual inertia and
damping placement was computed with explicit time-domain
constraints on the frequency response metrics. while in [10],
only the optimal virtual inertia placement was considered with
the performance metrics in this case being the H2 norm as
a measure of network coherency. The shortcomings of the
first approach is its approximations and computational burden
while for the second approach, the H2 norm does not provide
a means of trading-off between competing system objectives.
We improve on this shortcoming by augmenting the H2 norm
objective with a tuning parameter that gives control over
the frequency performance metrics and can be adjusted to
determine the inertia and damping coefficient values for any
frequency performance requirements we choose to satisfy.
The contributions of this paper are as follows, we provide
a systematic way of optimally designing the virtual inertia
and damping coefficient of a two loop VSM that emulates
the inertia response of a generator based on the ROCOF and
frequency deviation. We derive a tuning parameter to augment
the H2 norm problem thereby giving us control over how
much of the requirements we want to satisfy as the H2 norm
performance metric cannot by itself simultaneously satisfy the
essential time domain frequency performance requirements:
slow ROCOF, low frequency nadir and fast settling time. We
also propose an explicit computationally efficient gradient for
the non-convex optimization problem. The proposed method
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is applied to a test case for validation and the simulation result
in time domain performed as expected.
The remaining section are organized as follows: Section
II summarizes the modeling of the electric power systems
and the VSM. Section III describes the frequency response
requirements in the power systems and objective functions
that can quantify these requirements. Section IV presents
the optimization problem and the proposed gradient for the
computation. Section V shows the application of the algorithm
to a test case.
II. MODELING
A. Power System Model
In a power systems network, the electromechanical dynamics
of a synchronous generator is governed by the swing equation
[1]:
dδi
dt
= 4ωi
Mi
d4 ωi
dt
+Di
dδi
dt
= Pm,i − Pe,i, ∀i ∈ {1, · · · , n}.
(1)
where δi is the rotor angle, ωi is the rotor speed, Mi is the
generator inertia constant, Di is the damping coefficient, Pm
is the mechanical input power to the generator and Pe is the
electric power output from the generator and n is the number
of generators.
The swing equation in (1) can be linearized around an operat-
ing point to obtain a model suitable for analyzing the response
of the generators when subjected to disturbances. This model
can be represented in first order state space form as in (2):[
4˙δ
4˙ω
]
=
[
0 I
−M−1L −M−1D
]
︸ ︷︷ ︸
=A
[4δ
4ω
]
+
[
0
M−1
]
︸ ︷︷ ︸
=B
4P (2)
where M = diag(Mi) and D = diag(Di). 4P represents an
imbalance between the mechanical and electrical power. Under
assumptions for DC power flow, 4Pi can be simplified to:
4Pi =
∑
j 6=n
Lij(4δi −4δr) =
∑
j 6=n
Lij 4 δir (3)
where 4δr is the reference angle which is the angle of
designated swing generator. For ease of notation, we drop
the subscript r and use 4δi to represent the relative angle.
Under the assumptions made, L is the network susceptance
matrix (shunt admittance ignored) given by Lii =
∑
i 6=j bij
and Lij = −bij .
B. Virtual Synchronous Machines (VSM)
As discussed earlier, the main idea behind a VSM, is to
emulate the inertia response by controlling the inverter to
respond to changes in frequency [4]. The change in output
power produced by the inverter in response to the frequency
change functions as described in Fig. 1 and is governed by
4P = m˜d4ωdt + d˜ 4 ω. A review of this technique can be
found in [11][6][12].
The values of gain block m˜ and d˜ are the virtual inertia
and damping coefficient to be designed. The choice of these
values determine how efficiently the inverter responds and
should therefore be optimally selected to achieve the frequency
response performance metrics specified by the operators.
Fig. 1: A two control loop VSM utilizing the ROCOF and
frequency deviation measurement to produce active power for
inertia emulation [3].
III. PERFORMANCE METRICS
When an event occurs in a power system network, frequency
stability is maintained through the primary, secondary and
tertiary frequency controls. The automatic inertia response
which releases the rotational kinetic energy in the machines
and the proposed virtual inertia response falls under the
primary control and occurs in the first few seconds (∼10s)
of an event [13]. In a power systems network, the major
frequency performance metrics evaluated to determine the
sufficiency of the available frequency controls are the ROCOF,
frequency nadir and settling time/frequency [13]. It is desired
to have a slow ROCOF, low frequency nadir and fast settling
time/frequency. To quantify these, we consider the rotating
kinetic energy produced by the generators during an event, this
can be represented as the quadratic function z = 124ω˙TM4ω˙
and in matrix form as in equation (4):
z =
[
0n M
1
2
]
︸ ︷︷ ︸
=C
[4δ
4ω
]
(4)
We want to minimize this energy released in the event of
a disturbance while ensuring that the system is stable. This
can be used as a performance metric when trying to emulate
this behavior in a inverter-based VSM. A minimized energy
requirement connotes a reduced area under the frequency
curve. A suitable and well developed control performance
metrics that captures this objective is the H2 norm (commonly
interpreted as the impulse-to-energy gain)[10] [14]. Depending
on the system structure, the system objectives might be com-
peting as in our case. For example, consider a second order
mechanical system (mass-spring-damper system), for a given
damping value, a lower mass results in a higher overshoot but
faster settling time while a higher mass results in a smaller
overshoot but a slower settling time.
To provide a means of trading-off between these compet-
ing system objectives or explicitly controlling the frequency
performance requirements, consider the swing equation in
(1), which can be re-written to obtain the ROCOF (and by
extension, the maximum frequency deviation) as:
d4 ωi
dt
=
1
Mi
(4Pi −Di 4 ωi). (5)
If our goal is to minimize the ROCOF (d4ωidt ) in (5), then
we maximize Mi such that it is larger than (4Pi−Di4ωi).
Conversely, if in a certain scenario a faster settling time is
required (which implies a higher frequency), then as explained
earlier for a second order system where Mi ∝ 1ω2i , Mi has
to be minimized in order to maximize ωi. Since these two
requirements depend on m in opposite ways, the tuning control
is therefore set as β‖m‖22 where the sign of β varies depending
on which of the objectives we intend to satisfy.
IV. PROBLEM FORMULATION
A. Optimization Problem
The total objective function will be a combination of the
two objective described in section III. The first is the H2
norm which seeks to strike a balance between two compet-
ing objectives: minimizing frequency nadir and ROCOF, and
minimizing the settling time, while the second represented by
β‖m‖22 gives preference on the control over these competing
objective. The design variables m and d are components of
the matrix A,B and C in (2) and (4). The H2 norm of a
linear system with impulse response G(t) = CeAtB + D is
computed using [15]:
J =‖G‖22 = Tr(CPCT ) (6a)
J =‖G‖22 = Tr(BTQB) (6b)
where P and Q are the observability and controllability
gramian and satisfy the Lyapunov equation in (7a) and its
dual in (7b) respectively.
AP + PAT +BBT = 0 (7a)
ATQ+QA+ CTC = 0 (7b)
The optimization problem is then formulated as:
minimize
m,d
JT (m,d) =
∥∥G(m,d)∥∥2
2
+ β‖m‖22 (8a)
subject to m ≤m ≤m (8b)
d ≤ d ≤ d (8c)
A(m,d)P + PA(m,d)T +B(m)B(m)T = 0 (8d)
AT (m,d)Q+QA(m,d)T + C(m)TC(m) = 0 (8e)
P  0; Q  0 (8f)
The upper and lower bound limit on m and d in (8b) and
(8c) is determined by the RES source or ESS considered. For
wind RES, this is determined by the wind turbine rotor speed
which is proportional to the wind speed, and for a battery
ESS, it is determined by the capacity and state of charge.
These value typically vary depending on the time of the day
and operating conditions but we assume that they are fixed for
the optimization period which is in seconds.
The constraints on the Lyapunov equation and its dual in (8d)
and (8e) makes the problem non-convex and difficult to solve
using existing algorithms. This non-convexity can be observed
in the multiplication of matrix A and P , and AT and Q which
consists of the design and unknown variables. Despite the
non-convexity of the objective function, it is smooth [16] and
therefore an explicit gradient can be derived and the optimal
values of the coefficient obtained using (9).
αk+1 = ProjC [α
k − γ 5 J(αk)] (9)
where α = [m d]T and C is the set of feasible m and d
values. A projected gradient descent technique can be used
for the optimization since the constraints on m and d form a
boxed constraint.
B. Gradient Computation
Inspired by [17], a computationally efficient gradient of the
objective function in (8) is obtained as follows: Let α be any
variable in matrix A,B or C. Taking the derivative of (6a)
w.r.t α, we have:
∂J
∂α
= Tr
(
∂P
∂α
(CTC)
)
+ Tr
(
P
∂(CTC)
∂α
)
(10)
Re-arranging (7b) and substituting into (10):
∂J
∂α
= Tr
(
∂P
∂α
− (ATQ+QA)
)
+ Tr
(
P
∂(CTC)
∂α
)
∂J
∂α
= −2Tr
(
∂P
∂α
QA
)
+ Tr
(
P
∂(CTC)
∂α
)
(11)
Taking the derivative of (7a) w.r.t α, post multiplying by Q
and taking the trace of the resulting equation:
−2Tr
(
∂P
∂α
QA
)
= 2Tr
(
∂A
∂α
PQ
)
+ Tr
(
∂(BBT )
∂α
Q
)
(12)
Finally, substituting (12) into (11) gives the gradient:
∂J
∂α
= 2Tr
(
∂A
∂α
PQ
)
+ Tr
(
∂(BBT )
∂α
Q
)
+ Tr
(
P
∂(CTC)
∂α
)
(13)
The gradient of β‖m‖22 is given as 2βm.
V. RESULTS
The optimization problem in (8) is implemented using a
modified 12 bus three-area test case [10][18] shown in Fig.
3. The network is reduced to an equivalent network by
removing the static load buses (3, 7 and 11) using the Krons
reduction method. Also, the available inertia and load damping
at the remaining buses are reduced to model a scenario of
high penetration of RES. We assume that there are inverter-
connected RES at each bus which implies that in the matrix
(a) (b)
(c)
(d)
Fig. 2: This assumes the location of disturbance is unknown. (a) Optimal inertia coefficient distribution across all nodes, (b)
Optimal damping coefficient distribution across all nodes. (c) Frequency deviation at node 6 due to step input. The optimal
response balances between a fast and slow ROCOF to give smoother response (d) Frequency deviation at all nodes due to step
input. LHS: combination of dmaxmmin, MID: combination of doptmopt, [RHS]: combination of dmaxmmax. It shows how the
optimal coefficients results in a balanced smoother response in all the nodes.
representation of the swing equation in (2), M = mˆ + m
and D = dˆ + d where mˆ and dˆ are the coefficients of the
synchronous generator and load damping and m and d are the
variables of the inertia control loop in Fig. 1 to be designed.
In the following analysis, the optimal result is compared
with assigning the maximum damping and minimum inertia
(dmaxmmin) which gives a faster response time but bigger
overshoot, and maximum damping and inertia (dmaxmmax)
which gives a slower response time but smaller overshoot.
Fig. 3: One line diagram of a 12 bus three-area test case [10].
A step input is applied to one of the nodes, in this case,
node 6. Fig. 2a and 2b show the optimal inertia and damping
coefficient distribution across the nodes while Fig. 2c and Fig.
2d show the step response at the disturbed node 6 and at all the
nodes respectively. From these step responses, it can be seen
that the optimal inertia and damping coefficient values result in
a time response that achieves a balance between having a fast
settling time but high frequency nadir and fast ROCOF, and a
slow settling time but low frequency nadir and slow ROCOF.
In this situation where it is not possible to simultaneously
achieve these objectives, a Pareto front is achieved by the
optimization problem in (8).
The effect of β in (8) can be observed in Fig. (4). Varying
β determines the extent of the trade-off between the RO-
COF/frequency nadir and settling time, in the case of providing
a fast inertia response, a low ROCOF is desired. The β
therefore controls the amount inertia in the system to achieve
the desired the ROCOF.
Fig. 4: Frequency deviation at node 6 for different values of
β due to step input. A negative β value results in a lower
ROCOF (which is preferred) and smaller frequency deviation
but slower time response while a positive β value results in a
higher ROCOF and larger frequency deviation but faster time
response.
We consider next, how the inertia and damping coefficient
distribution across the nodes changes if the location of the
disturbance is known beforehand. For this case, we assume
the disturbance is likely to occur at node 6, we therefore have
that 4P in (2) is given by 4P = η∆(t). The ∆(t) represents
an impulse input and η is represented by the standard basis ei
in the direction of node 6 and is pre-multiplied by the matrix
B in (2) before the optimization. The results are shown in Fig.
5 and it can be seen that there is a reduction in the optimal
inertia and damping coefficient distribution across the nodes
for a similar disturbance and time response compared to Fig. 2
(a) (b)
(c)
(d)
Fig. 5: This assumes the location of disturbance is known. (a) Optimal inertia coefficient distribution across all nodes, (b)
Optimal damping coefficient distribution across all nodes. (c) Frequency deviation at node 6 due to step input. The optimal
response still achieves a balanced response despite reduction in inertia and damping values (d) Frequency deviation at all
nodes due to step input. LHS: combination of dmaxmmin, MID: combination of doptmopt, [RHS]: combination of dmaxmmax.
It shows how the optimal coefficients results in a balanced smoother response in all the nodes.
where no knowledge of the disturbance is known. The optimal
inertia value is highest for the disturbed node while the optimal
damping value is highest for not only the disturbed, but also
the surrounding nodes.
Based on these analysis, it can be seen that the control
weight β gives the ability to control the frequency performance
requirements. Also, computing an optimal value for the m˜
and d˜ requires some knowledge of the system state and
history. If this is unknown, the optimal values are allocated
in a robust way to cater for all disturbance scenarios. The
m˜ and d˜ design variables can be recomputed and the new
values assigned to the gain blocks of the inverter controller at
every operating point. This will be required as the operating
point and parameters of the power systems network changes
depending on the units committed.
VI. CONCLUSION
We considered the problem of optimally designing the virtual
inertia and damping coefficient of a two loop VSM that emu-
lates the inertia response of a generator based on the ROCOF
and frequency deviation. We used an augmented H2 norm
objective function to incorporate the time domain frequency
response requirements and provide an explicit computationally
efficient gradient to compute the coefficient values. We applied
this method to a test case and our time domain simulation
performed as expected from the theory. We also showed via
simulation, how the knowledge of a potential disturbance
location could help in efficiently computing the coefficients.
Going forward, we would like to extend the model used to a
more detailed model to ensure a more robust parameter design
and also consider dynamically computing the coefficients
depending on the current system condition.
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