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Abstract
The initial–boundary value problems with the Dirichlet and Neumann boundary conditions arising in the theory of bending of
thermoelastic plates with transverse shear deformation are reduced to time-dependent boundary integral equations by means of
layer potentials. The solvability of these equations is then investigated in Sobolev-type spaces.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Approximate theories of elastic plates are considered for their computational usefulness, since they replace the
three-dimensional problem of elasticity with one in only two dimensions. At the same time, such theories emphasize
the main features of plate bending by discarding less significant mechanical effects. Kirchhoff’s classical model is
a reasonable approximation in many practical situations, but lacks the refinement in accuracy expected by modern
technology. More recent models, which take account of transverse shear deformation (see, for example, [1]), give
a better answer to this demand by providing a higher volume of data on the displacements, moments, and shear
force. The theory discussed in [1–3] has been generalized in [4,5] to one that also considers the influence of thermal
effects.
In this paper, we investigate the time-dependent bending of a thin elastic plate subject to external forces, moments,
internal heat sources, homogeneous initial conditions, and Dirichlet or Neumann boundary conditions. The solutions
of these problems are reduced to time-dependent boundary integral equations by means of layer potentials. Using
variational formulations, we prove that these equations are uniquely solvable in appropriate spaces of distributions.
The corresponding results in the absence of thermal effects were obtained in [3,6–9]. The boundary integral equa-
tions arising in the fundamental problems of three-dimensional thermoelasticity [10] were studied in [11].
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general case may be reduced to this one by means of an “area” and some “initial” thermoelastic plate potentials (see
[12,13]).
2. Formulation of the problem
We consider a thin elastic plate of thickness h0 = const > 0, which occupies a region S¯ × [−h0/2, h0/2] in R3,
where S is a domain in R2 with boundary ∂S. The displacement vector at a point x′ in this region at t  0 is v(x′, t) =
(v1(x′, t), v2(x′, t), v3(x′, t))T, where the superscript T denotes matrix transposition, and the temperature is θ(x′, t).
We write x′ = (x, x3), x = (x1, x2) ∈ S¯. In plate models with transverse shear deformation it is assumed [1] that
v(x′, t) = (x3u1(x, t), x3u2(x, t), u3(x, t))T.
If thermal effects are taken into account, we also consider the temperature in the form of its “moment” averaged across
thickness (see [4,5]), defined by
u4(x, t) = 1
h2h0
h0/2∫
−h0/2
x3θ(x, x3, t) dx3, h
2 = h20/12,
where the factor 1/h2 has been introduced for reasons of convenience. Then the vector-valued function
U(x, t) = (u(x, t)T, u4(x, t))T, u(x, t) = (u1(x, t), u2(x, t), u3(x, t))T,
satisfies the equation
B0
(
∂2t U
)
(x, t)+ (B1∂tU)(x, t)+ (AU)(x, t) = 0, (x, t) ∈ Σ = S × (0,∞), (1)
where B0 = diag{ρh2, ρh2, ρ,0}, ∂t = ∂/∂t , ρ > 0 is the constant density of the material,
B1 =
⎛
⎜⎝
0 0 0 0
0 0 0 0
0 0 0 0
η∂1 η∂2 0 −1
⎞
⎟⎠ , A =
⎛
⎜⎝ A
h2γ ∂1
h2γ ∂2
0
0 0 0 −Δ
⎞
⎟⎠ ,
A =
⎛
⎝−h
2μΔ− h2(λ+μ)∂21 +μ −h2(λ+μ)∂1∂2 μ∂1
−h2(λ+μ)∂1∂2 −h2μΔ− h2(λ+μ)∂22 +μ μ∂2
−μ∂1 −μ∂2 −μΔ
⎞
⎠ ,
∂α = ∂/∂xα , α = 1,2, η,  , and γ are positive physical constants, and λ and μ are the Lamé coefficients of the
material, satisfying λ+μ> 0 and μ> 0.
Without loss of generality [12], we assume that the initial conditions are homogeneous, that is,
U(x,0) = 0, (∂tu)(x,0) = 0, x ∈ S. (2)
We write Γ = ∂S × (0,∞). In problem (TD) with Dirichlet boundary conditions, the boundary data are
U(x, t) = F(x, t) = (f (x, t)T, f4(x, t))T, (x, t) ∈ Γ, (3)
where f (x, t) = (f1(x, t), f2(x, t), f3(x, t))T.
Let T be the boundary moment-stress operator, defined on ∂S by
T =
⎛
⎝h
2[(λ+ 2μ)n1∂1 +μn2∂2] h2(λn1∂2 +μn2∂1) 0
h2(μn1∂2 + λn2∂1) h2[(λ+ 2μ)n2∂2 +μn1∂1] 0
μn1 μn2 μ∂n
⎞
⎠ , (4)
where n(x) = (n1(x), n2(x))T is the outward unit normal to ∂S and ∂n = ∂/∂n. The vector T u represents the averaged
moments and shear force acting on the lateral part of the plate boundary. In problem (TN) with Neumann boundary
conditions, the boundary data are
(TU)(x, t) = G(x, t) = (g(x, t)T, g4(x, t))T, (x, t) ∈ Γ, (5)
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(TU)(x, t) =
(
(T u)(x, t)− h2γ n(x)u4(x, t)
∂nu4(x, t)
)
=
(
(TeU)(x, t)
(TθU)(x, t)
)
. (6)
To keep the notation simple, in (6) and below we also denote by n(x) the three-component vector (n1(x), n2(x),0)T.
We denote by S+ and S− the interior and exterior domains bounded by ∂S, and write Σ± = S± × (0,∞). In this
context, we now have four interior and exterior initial–boundary value problems, which we intend to study simultane-
ously. Thus, the classical interior and exterior problems (TD±) consist, respectively, in finding U ∈ C2(Σ±)∩C1(Σ¯±)
that satisfy (1) in Σ±, (2) in S±, and (3). Similarly, the classical interior and exterior problems (TN±) consist in find-
ing U ∈ C2(Σ±)∩C1(Σ¯±) that satisfy (1) in Σ±, (2) in S±, and (5), which we write in the form
(TU)±(x, t) = G(x, t), (x, t) ∈ Γ,
or (
T±U
)
(x, t) = G(x, t), (x, t) ∈ Γ.
Here and in what follows, the superscripts ± denote the limiting values of the corresponding vector-valued functions
as (x, t) → Γ from inside Σ±, respectively. The weak (variational) formulations of these problems are given in the
last section, after we introduce the necessary function spaces. The unique solvability of the corresponding variational
problems was proved in [14] in the more general case of mixed boundary conditions.
In our proposed procedure, the solutions of (TD±) and (TN±) are represented in terms of thermoelastic single-layer
and double-layer potentials. These representations lead to systems of boundary integral equations for the unknown
potential densities. In this paper, we study the properties of the boundary operators generated by the potentials and
prove the unique solvability of the ensuing systems of boundary integral equations. We accomplish this by first in-
vestigating the Laplace-transformed (with respect to t) versions (TD±p ) and (TN±p ) of (TD±) and (TN±), and then
drawing appropriate conclusions regarding the solvability of the original initial–boundary value problems.
3. The Laplace-transformed boundary value problems
Let L and L−1 be the direct and inverse Laplace transformations, and let
Uˆ (x,p) = (LU)(x,p) =
∞∫
0
e−ptU(x, t) dt.
The transition to Laplace transforms in (TD±) and (TN±) leads to problems (TD±p ) and (TN±p ), respectively, depend-
ing on the (complex) transformation parameter p. Problems (TD±p ) consist in finding Uˆ (x,p) ∈ C2(S±) ∩ C1(S¯±)
such that
p2B0Uˆ (x,p)+ p(B1Uˆ )(x,p)+ (AUˆ )(x,p) = 0, x ∈ S±,
Uˆ±(x,p) = Fˆ (x,p), x ∈ ∂S.
In problems (TN±p ), we search for Uˆ (x,p) ∈ C2(S±)∩C1(S¯±) such that
p2B0Uˆ (x,p)+ p(B1Uˆ )(x,p)+ (AUˆ )(x,p) = 0, x ∈ S±,(
T±Uˆ
)
(x,p) = Gˆ(x,p), x ∈ ∂S.
We introduce a number of necessary function spaces. Let m ∈ R and p ∈ C.
Hm(R
2) is the standard Sobolev space of all vˆ4(x), x ∈ R2, equipped with the norm
‖vˆ4‖m =
{ ∫
R2
(
1 + |ξ |2)m∣∣v˜4(ξ)∣∣2 dξ
}1/2
,
where v˜4(ξ) is the distributional Fourier transform of vˆ4(x).
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norm
‖vˆ‖m,p =
{ ∫
R2
(
1 + |ξ |2 + |p|2)m∣∣v˜(ξ)∣∣2 dξ}1/2.
Hm,p(R2) = Hm,p(R2)×Hm(R2); the norm of its elements Vˆ = (vˆT, vˆ4)T is
|||Vˆ |||m,p = ‖vˆ‖m,p + ‖vˆ4‖m.
Hm(S
±) and Hm,p(S±) consist of the restrictions to S± of all vˆ4 ∈ Hm(R2) and vˆ ∈ Hm,p(R2), respectively; the
norms of their elements uˆ4 and uˆ are
‖uˆ4‖m;S± = inf
vˆ4∈Hm(R2): vˆ4|S±=uˆ4
‖vˆ4‖m, ‖uˆ‖m,p;S± = inf
vˆ∈Hm,p(R2): vˆ|S±=uˆ
‖vˆ‖m,p.
Hm,p(S±) = Hm,p(S±)×Hm(S±); the norm of its elements Uˆ = (uˆT, uˆ4)T is
|||Uˆ |||m,p;S± = ‖uˆ‖m,p;S± + ‖uˆ4‖m;S± .
If p = 0, then we write
Hm
(
R
2)= Hm,0(R2)= [Hm(R2)]3,
Hm
(
R
2)= Hm(R2)×Hm(R2)= [Hm(R2)]4,
Hm
(
S±
)= Hm,0(S±)= [Hm(S±)]3,
Hm
(
S±
)= Hm(S±)×Hm(S±)= [Hm(S±)]4.
The norms on [Hm(R2)]n and [Hm(S±)]n are denoted by the same symbols ‖ · ‖m and ‖ · ‖m;S± , respectively, for all
n = 1,2, . . . , as this does not create any ambiguity.
˚Hm(S
±), ˚Hm,p(S±), and ˚Hm,p(S±) = ˚Hm,p(S±) × ˚Hm(S±) are the subspaces of Hm(R2), Hm,p(R2), and
Hm,p(R2), respectively, consisting of all vˆ4 ∈ Hm(R2), vˆ ∈ Hm,p(R2), and Vˆ ∈ Hm,p(R2) with supp vˆ4 ⊂ S¯±,
supp vˆ ⊂ S¯±, and supp Vˆ ⊂ S¯±.
H−m(S±), H−m,p(S±), and H−m,p(S±) are the duals of ˚Hm(S±), ˚Hm,p(S±), and ˚Hm,p(S±) with respect to the
dualities generated by the inner products in L2(S±), [L2(S±)]3, and [L2(S±)]4, respectively. In what follows, we
denote by (·,·)0;S± the inner product in [L2(S±)]n for all n = 1,2, . . . .
We assume that the boundary contour ∂S is a simple, closed, C2-curve.
H1/2(∂S) and H1/2,p(∂S) are the spaces of the traces on ∂S of all uˆ4 ∈ H1(S±) and uˆ ∈ H1,p(S±); they are
equipped with the norms
‖fˆ4‖1/2;∂S = inf
uˆ4∈H1(S+): uˆ4|∂S=fˆ4
‖uˆ4‖1,S+ , ‖fˆ ‖1/2,p;∂S = inf
uˆ∈H1,p(S+): uˆ|∂S=fˆ
‖uˆ‖1,p;S± ,
respectively.
H1/2,p(∂S) = H1/2,p(∂S)×H1/2(∂S); the norm of its elements Fˆ = (fˆ T, fˆ4)T is
|||Fˆ |||1/2,p;∂S = ‖fˆ ‖1/2,p;∂S + ‖fˆ4‖1/2;∂S.
The continuous (uniformly with respect to p ∈ C) trace operators from H1(S±) to H1/2(∂S), from H1,p(S±) to
H1/2,p(∂S), and from H1,p(S±) to H1/2,p(∂S), are denoted by the same symbols γ±.
H−1/2(∂S), H−1/2,p(∂S), and H−1/2,p(∂S) are the duals of the spaces H1/2(∂S), H1/2,p(∂S), and H1/2,p(∂S)
with respect to the dualities generated by the inner products in L2(∂S), [L2(∂S)]3, and [L2(∂S)]4, respectively. In
what follows, we denote by (·,·)0;∂S the inner product in [L2(∂S)]n and the duality functional generated by it, for all
n = 1,2, . . . . The norms of the elements gˆ4 ∈ H−1/2(∂S), gˆ ∈ H−1/2,p(∂S), and Gˆ = (gˆT, gˆ4)T ∈H−1/2,p(∂S) are
denoted by ‖gˆ4‖−1/2;∂S , ‖gˆ‖−1/2,p;∂S , and
|||Gˆ|||−1/2,p;∂S = ‖gˆ‖−1/2,p;∂S + ‖gˆ4‖−1/2;∂S.
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〈Gˆ〉−1/2,p;∂S = |p|‖gˆ‖−1/2,p;∂S + ‖gˆ4‖−1/2;∂S.
If p = 0, then we write
H±1/2(∂S) = H±1/2,0(∂S) =
[
H±1/2(∂S)
]3
,
H±1/2(∂S) = H±1/2(∂S)×H±1/2(∂S) =
[
H±1/2(∂S)
]4
.
The norms on [H±1/2(∂S)]n are denoted by the same symbols ‖ · ‖±1/2;∂S , respectively, regardless of the value of
n = 1,2, . . . .
We now turn our attention to the weak formulations of (TD±p ) and (TN±p ). Let Uˆ = (uˆT, uˆ4)T, Wˆ = (wˆT, wˆ4)T ∈
H1,p(S±). We write
Υ±,p(Uˆ , Wˆ ) = a±(uˆ, wˆ)+ (∇uˆ4,∇wˆ4)0;∂S± + p2
(
B
1/2
0 uˆ,B
1/2
0 wˆ
)
0;S±
+ −1p (uˆ4, wˆ4)0;S± − h2γ (uˆ4,div wˆ)0;S± + ηp(div uˆ, wˆ4)0,S± ,
where B0 = diag{ρh2, ρh2, ρ},
a±(uˆ, wˆ) = 2
∫
S±
E(uˆ, wˆ) dx,
2E(uˆ, wˆ) = h2E0(uˆ, wˆ)+ h2μ(∂2uˆ1 + ∂1uˆ2)(∂2wˆ1 + ∂1wˆ2)
+μ[(uˆ1 + ∂1uˆ3)(wˆ1 + ∂1wˆ3)+ (uˆ2 + ∂2uˆ3)(wˆ2 + ∂2wˆ3)],
E0(uˆ, wˆ) = (λ+ 2μ)
[
(∂1uˆ1)(∂1wˆ1)+ (∂2uˆ2)(∂2wˆ2)
]+ λ[(∂1uˆ1)(∂2wˆ2)+ (∂2uˆ2)(∂1wˆ1)].
We say that Uˆ ∈H1,p(S±) is a weak (variational) solution of (TD±p ) if
Υ±,p(Uˆ , Wˆ ) = 0 ∀Wˆ ∈
[
˚H1
(
S±
)]4
, γ±Uˆ = Fˆ .
Let Gˆ ∈H−1/2,p(∂S). For any Wˆ ∈H1/2,p(∂S), we write
L(Wˆ) = (Gˆ, Wˆ )0;∂S = (gˆ, wˆ)0;∂S + (gˆ4, wˆ4)0;∂S.
The variational problems (TN±p ) consist in finding Uˆ ∈H1,p(S±) such that
Υ±,p(Uˆ , Wˆ ) = ±L(Wˆ) ∀Wˆ ∈
[
H1
(
S±
)]4
. (7)
We remark that both these formulations are suggested, as usual, by the analogs of the first Green formula, which will
be discussed later.
Let Cκ = {p = σ + iζ ∈ C: σ > κ}. In what follows, we denote by c all positive constants occurring in estimates,
which are independent of the functions in those estimates and of p ∈ Cκ , but may depend on κ . Two following
assertions were proved in [14]; we reproduce them here for convenience.
Theorem 1. For all Fˆ (x,p) ∈ H1/2,p(∂S), p ∈ Cκ , κ > 0, problems (TD±p ) have unique solutions Uˆ (x,p) ∈
H1,p(S±), which satisfy
|||Uˆ |||1,p;S±  c|p| |||Fˆ |||1/2,p;∂S . (8)
If the mapping Fˆ :Cκ →H1/2(∂S) is holomorphic, then so are the mappings Uˆ :Cκ →H1(S±).
Theorem 2. For all Gˆ(x,p) ∈ H−1/2,p(∂S), p ∈ Cκ , κ > 0, problems (TN±p ) have unique solutions Uˆ (x,p) ∈
H1,p(S±), which satisfy
|||Uˆ |||1,p;S±  c〈Gˆ〉−1/2,p;∂S. (9)
If the mapping Gˆ :Cκ →H−1/2(∂S) is holomorphic, then so are the mappings Uˆ :Cκ →H1(S±).
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tion consists in finding a vector-valued function Uˆ (x,p) = (uˆ(x,p)T, uˆ4(x,p))T in [C(R2)]4 such that
(i) Uˆ ∈ [C2(S+)]4 ∩ [C1(S¯+)]4, Uˆ ∈ [C2(S−)]4 ∩ [C1(S¯−)]4,
(ii) p2B0Uˆ + pB1Uˆ + AUˆ = 0 in S+ ∪ S−,
(iii) T+Uˆ − T−Uˆ = Aˆ on ∂S,
where Aˆ(x,p) = (αˆ(x,p)T, αˆ4(x,p))T is prescribed. The corresponding weak version of (TCp) consists in finding
Uˆ ∈H1,p(R2) such that
Υ+,p(Uˆ , Wˆ )+Υ−,p(Uˆ , Wˆ ) = (Aˆ, Wˆ )0;∂S ∀Wˆ ∈H1,p
(
R
2).
Repeating the arguments in [14] almost identically, we arrive at the following assertion.
Theorem 3. For all Aˆ(x,p) ∈ H−1/2,p(∂S), p ∈ Cκ , κ > 0, problem (TCp) has a unique solution Uˆ(x,p) in
H1,p(R2), which satisfies
|||Uˆ |||1,p  c〈Aˆ〉−1/2,p;∂S. (10)
If the mapping Aˆ :Cκ →H−1/2(∂S) is holomorphic, then so is the mapping Uˆ :Cκ →H1(R2).
4. The Poincaré–Steklov operators for the Laplace-transformed problems
Let p ∈ Cκ , κ > 0, and let Uˆ = (uˆT, uˆ4)T ∈H1,p(S±) be the weak solutions of (TD±p ), that is,
p2B0Uˆ (x,p)+ p (B1Uˆ )(x,p)+ (AUˆ )(x,p) = 0, x ∈ S±,
γ±Uˆ (x,p) = Fˆ (x,p), x ∈ ∂S,
with Fˆ ∈H1/2,p(∂S). Also, let Φˆ = (ϕˆT, ϕˆ4)T ∈H1/2,p(∂S) be arbitrary, and let Wˆ = (wˆT, wˆ4)T ∈H1,p(S±) be any
extensions of it to S±. We define boundary operators T ±p,e and T ±p,θ acting on Fˆ ∈H1/2,p(∂S) by(T ±p,eFˆ , ϕˆ)0;∂S = ±{a±(uˆ, wˆ)+ p2(B0uˆ, wˆ)0;S± − h2γ (uˆ4,div wˆ)0;S±}, (11)(T ±p,θ Fˆ , ϕˆ4)0;∂S = ±{(∇uˆ4,∇wˆ4)0;S± + p−1(uˆ4, wˆ4)0;S± + ηp(div uˆ, wˆ4)0;S±}. (12)
Finally, we define the Poincaré–Steklov operators T ±p by
T ±p Fˆ =
( T ±p,eFˆ
T ±p,θ Fˆ
)
,
or (T ±p Fˆ , Φˆ)0;∂S = ±Υ±,p(Uˆ , Wˆ ). (13)
To convince ourselves that T ±p are defined correctly, suppose that Wˆ1, Wˆ2 ∈ H1,p(S±) are such that γ±Wˆ1 =
γ±Wˆ2 = Φˆ . Clearly, Wˆ = Wˆ1 − Wˆ2 ∈ [ ˚H1(S±)]4. Since Uˆ is the weak solution of (TD±p ), it follows that
Υ±,p(Uˆ , Wˆ ) = 0, which means that the right-hand side in (13) does not depend on the choice of extension of Φˆ
from ∂S to S±.
Lemma 1. For any p ∈ C0, the operators T ±p are homeomorphisms from H1/2,p(∂S) to H−1/2,p(∂S), and for any
Fˆ ∈H1/2,p(∂S), p ∈ Cκ , κ > 0,〈T ±p Fˆ 〉−1/2,p;∂S  c|p|2|||Fˆ |||1/2,p;∂S, (14)
|||Fˆ |||1/2,p;∂S  c
〈T ±p Fˆ 〉−1/2,p;∂S. (15)
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H1/2,p(∂S) to H1,p(S±), and H1/2,p(∂S) to H1,p(S±), continuously and uniformly with respect to p ∈ C. Also, let
Φˆ = (ϕˆT, ϕˆ4)T ∈H1/2,p(∂S), and let Wˆ = (wˆT, wˆ4)T = l±Φˆ . From (11) and (12) it follows that∣∣(T ±p,eFˆ , ϕˆ)0;∂S∣∣ c|||Uˆ |||1,p;S±‖wˆ‖1,p;S± ,∣∣(T ±p,θ Fˆ , ϕˆ4)0;∂S∣∣ c|p| |||Uˆ |||1,p;S±‖wˆ4‖1;S± .
By the continuity of l±,∣∣(T ±p,eFˆ , ϕˆ)0;∂S∣∣ c|||Uˆ |||1,p;S±‖ϕˆ‖1/2,p;∂S,∣∣(T ±p,θ Fˆ , ϕˆ4)0;∂S∣∣ c|p| |||Uˆ |||1,p;S±‖ϕˆ4‖1/2;∂S;
therefore,∥∥T ±p,eFˆ∥∥−1/2,p;∂S  c|||Uˆ |||1,p;S± ,∥∥T ±p,θ Fˆ∥∥−1/2;∂S  c |p| |||Uˆ |||1,p;S± .
Inequality (14) now follows from (8).
Let Gˆ = (gˆT, gˆ4)T ∈ H−1/2,p(∂S), and let Uˆ ∈ H1,p(S±) be the solutions of (TN±p ) with boundary data Gˆ. If
Fˆ = γ±Uˆ , then it is clear that Uˆ is the solution of (TD±p ) with boundary data Fˆ . Comparing (7) and (13), we see that
Gˆ = T ±p Fˆ . Thus, the operators T ±p define bijective mappings from H1/2,p(∂S) to H−1/2,p(∂S). Applying the trace
theorem and (9), we arrive at (15), which completes the proof. 
5. The single-layer potential for the Laplace-transformed problem
Let D(x, t) be a matrix of fundamental solutions for (1), which vanishes for t < 0. This means that the (4×4)-
matrix D(x, t) satisfies
B0
(
∂2t D
)
(x, t)+ (B1∂tD)(x, t)+ (AD)(x, t) = δ(x, t)I, (x, t) ∈ R3,
D(x, t) = 0, t < 0,
where δ(x, t) is the Dirac delta and I is the identity (4 × 4)-matrix. Since the Laplace transform Dˆ(x,p) of D(x, t)
is a holomorphic matrix-valued function in the complex half-plane Rep > 0 and its growth away from the origin is at
most polynomial, it satisfies the transformed equation
p2B0Dˆ(x,p)+ p(B1Dˆ)(x,p)+ (ADˆ)(x,p) = δ(x)I, x ∈ R2.
In [15] it is shown that the entries of Dˆ(x,p) are of the form
Dˆ11(x,p) =
{(
−1p −Δ)[(ρp2 −μΔ)(ρh2p2 − h2μΔ+μ− h2(λ+μ)∂22 )+μ2∂22 ]
− ηh2γp∂22
(
ρp2 −μΔ)}Ψˆ (x,p),
Dˆ22(x,p) =
{(
−1p −Δ)[(ρp2 −μΔ)(ρh2p2 − h2μΔ+μ− h2(λ+μ)∂21 )+μ2∂21 ]
− ηh2γp∂21
(
ρp2 −μΔ)}Ψˆ (x,p),
Dˆ33(x,p) =
{(
−1p −Δ)[(ρh2p2 − h2μΔ+μ− h2(λ+μ)∂21 )
× (ρh2p2 − h2μΔ+μ− h2(λ+μ)∂22 )− h4(λ+μ)2∂21∂22 ]
− ηh2γpΔ(ρh2p2 − h2μΔ+μ)}Ψˆ (x,p),
Dˆ44(x,p) =
(
ρh2p2 − h2μΔ+μ)[(ρp2 −μΔ)(ρh2p2 − h2μΔ+μ)
− h2(λ+μ)Δ(ρp2 −μΔ)+μ2Δ]Ψˆ (x,p),
Dˆ12(x,p) = Dˆ21(x,p) =
{(
−1p −Δ)[h2(λ+μ)(ρp2 −μΔ)−μ2]+ ηh2γp(ρp2 −μΔ)}∂1∂2Ψˆ (x,p),
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(
−1p −Δ)(ρh2p2 − h2μΔ+μ)∂1Ψˆ (x,p),
Dˆ14(x,p) = −h2γ
(
ρp2 −μΔ)(ρh2p2 − h2μΔ+μ)∂1Ψˆ (x,p),
Dˆ41(x,p) = −ηp
(
ρp2 −μΔ)(ρh2p2 − h2μΔ+μ)∂1Ψˆ (x,p),
Dˆ23(x,p) = −Dˆ32(x,p) = −μ
(
−1p −Δ)(ρh2p2 − h2μΔ+μ)∂2Ψˆ (x,p),
Dˆ24(x,p) = −h2γ
(
ρp2 −μΔ)(ρh2p2 − h2μΔ+μ)∂2Ψˆ (x,p),
Dˆ42(x,p) = −ηp
(
ρp2 −μΔ)(ρh2p2 − h2μΔ+μ)∂2Ψˆ (x,p),
Dˆ34(x,p) = −h2γμ
(
ρh2p2 − h2μΔ+μ)ΔΨˆ (x,p),
Dˆ43(x,p) = ημp
(
ρh2p2 − h2μΔ+μ)ΔΨˆ (x,p), (16)
where Ψˆ ∈ C∞(R2 \ {0}) has an asymptotic expansion of the form
Ψˆ (x,p) = 1
4608πh4μ2(λ+ 2μ) |x|
6 ln |x| +O(|x|8 ln |x|)+ Ψˆ0(x,p) as x → 0. (17)
In accordance with established notation, here and below M ∈ O(|x|n ln |x|), n = 0,1, . . . , means that |M(x)| 
c|x|n ln |x| in some neighborhood of x = 0. In (17), Ψˆ0(x,p) is infinitely differentiable and such that Ψˆ (x,p) → 0
exponentially as |x| → ∞.
Let A(x, t) = (α(x, t)T, α4(x, t))T, α(x, t) = (α1(x, t), α2(x, t), α3(x, t))T, be a smooth function with compact
support in ∂S×R, which is equal to zero for t < 0. We define the single-layer thermoelastic plate potential (VA)(x, t)
with density A(x, t) by
(VA)(x, t) =
∫
Γ
D(x − y, t − τ)A(y, τ ) dsy dτ, (x, t) ∈ R3.
Its Laplace transform is
(VˆpAˆ)(x,p) =
∫
∂S
Dˆ(x − y,p)Aˆ(y,p)dsy, x ∈ R2, p ∈ C0.
In this section, we study the properties of the single-layer potential and boundary operators associated with it in
Sobolev-type function spaces. Differentiating in (16) and making use of (17), we easily verify that
Dˆ(x,p) = Dˆ1(x,p)+O
(|x|2 ln |x|)+ Dˆ0(x,p), (18)
where Dˆ1 is a (4 × 4)-matrix with principal (3 × 3)-minor
D(x) = − 1
4πh2μ(λ+ 2μ)
×
⎛
⎜⎜⎜⎝
(λ+ 3μ) ln |x| + (λ+μ) x22|x|2 −(λ+μ)x1x2|x|2 μx1 ln |x|
−(λ+μ)x1x2|x|2 (λ+ 3μ) ln |x| + (λ+μ)
x21
|x|2 μx2 ln |x|
−μx1 ln |x| −μx2 ln |x| 2h2(λ+ 2μ) ln |x|
⎞
⎟⎟⎟⎠ ,
fourth row(
ηp
4πh2(λ+ 2μ)x1 ln |x|,−
ηp
4πh2(λ+ 2μ)x2 ln |x|,0,−
1
2π
ln |x|
)
,
and fourth column(
− γ
4π(λ+ 2μ)x1 ln |x|,−
γ
4π(λ+ 2μ) x2 ln |x|,0,−
1
2π
ln |x|
)T
,
and Dˆ0(x,p) is infinitely smooth. We remark that D(x) coincides with the corresponding part of the matrix of funda-
mental solutions for the static bending of plates with transverse shear deformation [1]. From this and (18), it follows
that the single-layer potential (VˆpAˆ)(x,p) with density Aˆ(x) has a number of useful properties, as detailed below.
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index α ∈ (0,1] in S± and on ∂S, respectively. To simplify the notation, we use the symbols C, Ck,α(·), and Cm(·)
for the appropriate spaces of both scalar and vector-valued functions.
(i) If Aˆ(x) ∈ C(∂S), then (VˆpAˆ)(x,p) exists for any x ∈ R2, the restrictions of (VˆpAˆ)(x,p) to S± belong to
C∞(S±), and
p2B0(VˆpAˆ)(x,p)+ p
(
B1(VˆpAˆ)
)
(x,p)+ (A(VˆpAˆ))(x,p) = 0, x ∈ S±.
Also, VˆpAˆ ∈ C0,α(R2) for any α ∈ (0,1). The limiting values of (VˆpAˆ)(x,p), when x → ∂S from inside S±, coincide
and we write
(VˆpAˆ)+(x,p) = (VˆpAˆ)−(x,p) = (VˆpAˆ)(x,p), x ∈ ∂S.
We introduce the boundary operator
Vp : Aˆ(x) → (VˆpAˆ)(x,p), x ∈ ∂S, (19)
which maps C(∂S) continuously to C0,α(∂S) for any α ∈ (0,1).
(ii) If Aˆ ∈ C0,α(∂S), α ∈ (0,1], then VˆpAˆ ∈ C1,β(S¯±), with β = α for α ∈ (0,1) and any β ∈ (0,1) for α = 1.
Let x0 ∈ ∂S, and consider the vector-valued function (T(VˆpAˆ))(x,p), where x ∈ S+ or x ∈ S−, and T is defined
by (4) and (6) with n = n(x0). Then(
T(VˆpAˆ)
)
(x,p) =
∫
∂S
TDˆ(x − y,p)Aˆ(y,p)dsy. (20)
On the other hand, we can represent T and Dˆ(x − y,p) in the form
T =
⎛
⎜⎝ T
−h2γ n1(x0)
−h2γ n2(x0)
0
0 0 0 ∂n
⎞
⎟⎠=
⎛
⎝ T
0
0
0
0 0 0 ∂n
⎞
⎠+
⎛
⎜⎝ 0
−h2γ n1(x0)
−h2γ n2(x0)
0
0 0 0 0
⎞
⎟⎠ ,
Dˆ(x − y,p) =
⎛
⎜⎝D(x − y)
0
0
0
0 0 0 − 12π ln |x − y|
⎞
⎟⎠− 14πh2(λ+ 2μ)
×
⎛
⎜⎝ 0
γ h2(x1 − y1) ln |x − y|
γ h2(x2 − y2) ln |x − y|
0
−ηp(x1 − y1) ln |x − y| −ηp(x2 − y2) ln |x − y| 0
⎞
⎟⎠
+O(|x − y|2 ln |x − y|)+ Dˆ0(x − y,p),
from which it follows that
TDˆ(x − y,p) =
⎛
⎜⎝TD(x − y)
0
0
0
0 0 0 − 12π ∂n ln |x − y|
⎞
⎟⎠+O(ln |x − y|)+ Dˆ1(x − y,p), (21)
where Dˆ1(x,p) is infinitely smooth. From (20), (21), and the properties of single-layer potentials in static problems
[1], we find that there exist limiting values (T(VˆpAˆ))±(x0,p), x0 ∈ ∂S, which are connected to the direct value
(T(VˆpAˆ))(0)(x0,p) of the corresponding singular integral by the equalities(
T(VˆpAˆ)
)±
(x0,p) = ±12 Aˆ(x0,p)+
(
T(VˆpAˆ)
)(0)
(x0,p), x0 ∈ ∂S.
We note that the matrix kernel in (T(VˆpAˆ))(0)(x0,p) contains combinations of bounded, weakly singular, and singular
(as y → x0, x0, y ∈ ∂S) terms.
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Lemma 2. For any p ∈ C0, the operator Vp , extended by continuity from C0,α(∂S) to H−1/2,p(∂S), is a homeomor-
phism from H−1/2,p(∂S) to H1/2,p(∂S), and for any Aˆ ∈H−1/2,p(∂S), p ∈ Cκ , κ > 0,
|||VpAˆ|||1/2,p;∂S  c〈Aˆ〉−1/2,p;∂S, (22)
〈Aˆ〉−1/2,p;∂S  c|p|2|||VpAˆ|||1/2,p;∂S. (23)
Proof. Let Aˆ ∈ C0,α(∂S), α ∈ (0,1], and let
Uˆ(x,p) = (VˆpAˆ)(x,p), x ∈ R2,
Fˆ (x,p) = γ+Uˆ (x,p) = γ−Uˆ (x,p), x ∈ ∂S.
Obviously, Uˆ(x,p) is the solution of (TCp) with boundary data Aˆ(x,p). By the trace theorem and (10),
|||Fˆ |||1/2,p;∂S  c|||Uˆ |||1,p  c〈Aˆ〉−1/2,p;∂S,
which is (22). In turn, from (22) it follows that Vp can be extended to a continuous operator from H−1/2,p(∂S) to
H1/2,p(∂S) which satisfies (22) for all Aˆ ∈H−1/2,p(∂S).
From the continuity of T ±p and Vp we deduce the jump formula(T +p − T −p )VpAˆ= Aˆ, Aˆ ∈H−1/2,p(∂S), p ∈ C0.
Hence, T +p − T −p is the left-inverse of Vp . In the next section we introduce the double-layer potential WˆpBˆ and the
operators W±p of its limiting values on ∂S, and show (Lemma 4) that W±p = VpT ∓p . Since, by the jump formula
for a double-layer potential, W−p Bˆ −W+p Bˆ = Bˆ, or Vp(T +p − T −p )Bˆ = Bˆ for all Bˆ ∈H1/2,p(∂S), we conclude that
T +p − T −p is also the right-inverse of Vp . Consequently, there exists the inverse
V−1p = T +p − T −p . (24)
Inequality (23) now follows from (24) and (14). 
Lemma 3. For any p ∈ C0, the operators K±p = T ±p Vp are homeomorphisms from H−1/2,p(∂S) to H−1/2,p(∂S). If
Aˆ ∈H−1/2,p(∂S) and Gˆ =K±p Aˆ, then for any p ∈ Cκ , κ > 0,
〈Gˆ〉−1/2,p;∂S  c|p|2〈Aˆ〉−1/2,p;∂S,
〈Aˆ〉−1/2,p;∂S  c|p|2〈Gˆ〉−1/2,p;∂S.
This assertion follows from Lemmas 1 and 2, in particular, from (14), (15), (22), and (23).
Corollary 1. If Aˆ ∈H−1/2,p(∂S), Uˆ(x,p) = (VˆpAˆ)(x,p), x ∈ S±, and Fˆ = γ±Uˆ , then Uˆ ∈H1,p(R2) is the weak
solution of (TD±p ), (TN±p ), and (TCp) with boundary data Fˆ , T ±p F , and Aˆ, respectively.
Proof. The statement for a smooth density Aˆ(x,p) is obvious. Since smooth densities—say, of class C2(∂S)—are
dense inH−1/2,p(∂S) [17], from the continuity of the trace operators combined with (8)–(10) and the standard passage
to the limit we conclude that the assertion is valid for all Aˆ ∈H−1/2,p(∂S). 
6. The double-layer potential for the Laplace-transformed problem
Let
B(x, t) = (β(x, t)T, β4(x, t))T, β(x, t) = (β1(x, t), β2(x, t), β3(x, t))T,
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plate potential (WB)(x, t) with density B(x, t) by
(WB)(x, t) =
∫
Γ
P(x, y, t − τ)B(y, τ ) dsy dτ, (x, t) ∈ R3, (25)
where
P(x, y, t) = [T′DT(x − y, t)]T, T′ =
⎛
⎜⎝ Ty
ηn1(y)∂t
ηn2(y)∂t
0
0 0 0 ∂
∂n(y)
⎞
⎟⎠ ,
and Ty is the boundary differential operator defined by (4) in which n = (n1(y), n2(y))T and ∂α = ∂/∂yα , α = 1,2.
Its Laplace transform is
(WˆpBˆ)(x,p) =
∫
∂S
Pˆ(x, y,p)Bˆ(y,p)dsy, (x, t) ∈ R2, p ∈ C0, (26)
where Bˆ(y,p) = (βˆ(y,p)T, βˆ4(y,p))T, Pˆ(x, y,p) = [T′p¯DˆT(x − y,p)]T, and
T′p¯ =
⎛
⎜⎝ Ty
ηn1(y)p
ηn2(y)p
0
0 0 0 ∂
∂n(y)
⎞
⎟⎠ .
In this section, we study the properties of the double-layer potential and boundary operators generated by it, in function
spaces depending on the Laplace transformation parameter.
First, we check that the double-layer potential (26) satisfies
p2B0(WˆpBˆ)(x,p)+ p
(
B1(WˆpBˆ)
)
(x,p)+ (A(WˆpBˆ))(x,p) = 0, x ∈ S+ ∪ S−,
and, hence, that its inverse Laplace transform (25) satisfies (1) in Σ+ and Σ−. We have
Pˆij (x, y,p) =
[
T′p¯DˆT(x − y,p)
]
ji
=
4∑
k=1
(
T′p¯
)
jk
Dˆik(x − y,p), i, j = 1, . . . ,4.
If we write
Lp = p2B0 + pB1 + A,
then
(
LpPˆ(x, y,p)
)
rj
=
4∑
i=1
(Lp)riPˆij (x, y,p) =
4∑
i,k=1
(Lp)ri
(
T ′¯p
)
jk
Dˆik(x − y,p)
=
4∑
k=1
(
T ′¯p
)
jk
δrkδ(x − y) =
(
T ′¯p
)
jr
δ(x − y), r, j = 1, . . . ,4,
where δrk is the Kronecker delta, which proves the statement. Obviously, (WB)(x, t) satisfies zero initial data.
To study the boundary properties of the double-layer potential, we write
T′p¯ = T′0 + ηpT′1,
where
T′0 =
⎛
⎜⎝ Ty
0
0
0
0 0 0 ∂
∂n(y)
⎞
⎟⎠ , T′1 =
⎛
⎝ 0
n1(y)
n2(y)
0
0 0 0 0
⎞
⎠ .
From the explicit form of T′ and Dˆ(x − y,p), it follows thatp¯
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(
ln |x − y|)
= T′0
⎛
⎜⎝D(x − y)
0
0
0
0 0 0 − 12π ln |x − y|
⎞
⎟⎠+O(ln |x − y|)
=
⎛
⎜⎝TyDT(x − y)
0
0
0
0 0 0 − 12π ∂∂n(y) ln |x − y|
⎞
⎟⎠+O(ln |x − y|);
therefore,
Pˆ(x, y,p) =
⎛
⎜⎝ [TyDT(x − y)]T
0
0
0
0 0 0 − 12π ∂∂n(y) ln |x − y|
⎞
⎟⎠+O(ln |x − y|).
From the properties of the harmonic double-layer potential and those of the static double-layer potential in the bending
of plates with transverse shear deformation [1], it follows that there exist the limiting values (WˆpBˆ)±(x0,p), x0 ∈ ∂S,
which are connected to the direct value (WˆpBˆ)(0)(x0,p) of the corresponding singular integral by the formulas
(WˆpBˆ)±(x0,p) = ∓12 Bˆ(x0,p)+ (WˆpBˆ)
(0)(x0,p), x0 ∈ ∂S.
The matrix kernel in (WˆpBˆ)(0)(x0,p) contains bounded, weakly singular, and singular (as y → 0) terms. The follow-
ing properties of the double-layer potential follow from the results in [1]:
(i) If Bˆ ∈ C0,α(∂S), α ∈ (0,1], then WˆpBˆ ∈ C∞(S+ ∪ S−).
(ii) In this case, WˆpBˆ may be extended from S± to S¯±, respectively, and the extended vector-valued functions are of
class C0,β(S¯±), with β = α for α ∈ (0,1) and any β ∈ (0,1) for α = 1.
To continue the study of the boundary operators generated by the double-layer potential, we need to establish the
thermoelastic analogs of Green’s formulas for the Laplace equation. Thus, Green’s first formula
(LpUˆ, Wˆ )0;S± = ∓
(T ±p Fˆ , Φˆ)0;∂S +Υ±,p(Uˆ , Wˆ ), (27)
where Uˆ , Wˆ ∈H1,p(S±), Fˆ = γ±Uˆ , and Φˆ = γ±Wˆ , is verified by integration by parts. We now introduce a differ-
ential operator that is (formally) adjoint to Lp , namely,
L′p = p¯2B0 + p¯B′1 + A′,
where
B′1 =
⎛
⎜⎝
0 0 0 −η∂1
0 0 0 −η∂2
0 0 0 0
0 0 0 −1
⎞
⎟⎠ , A′ =
⎛
⎝ A
0
0
0
0 0 0 −Δ
⎞
⎠ .
We can easily verify that(
Uˆ ,L′pWˆ
)
0;S± = ∓
(
Fˆ ,
(
T′p
)±
Φˆ
)
0;∂S +Υ±,p(Uˆ , Wˆ ), (28)
where (T′p)± are the boundary operators generated by T′p . Obviously, (T′p)± are continuous from H1/2,p(∂S) to
H−1/2,p(∂S) for every p ∈ C0. Subtracting (28) from (27), we obtain the analog of Green’s second formula
(LpUˆ, Wˆ )0;S± −
(
Uˆ ,L′pWˆ
)
0;S± = ∓
[(T ±p Fˆ , Φˆ)0;∂S − (Fˆ , (T′p)±Φˆ)0;∂S], (29)
where Uˆ , Wˆ ∈H1,p(S±). If S+ = R2, then (29) takes the form
(LpUˆ, Wˆ )0;R2 =
(
Uˆ ,L′pWˆ
)
2 . (30)0;R
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Let Dˆ′(x,p) be a matrix of fundamental solutions for L′p , that is, a (4 × 4)-matrix-valued function satisfying
L′pDˆ′(x,p) = δ(x)I
and having at most polynomial growth with respect to p ∈ C0. We fix x and y = x and take Uˆ(z) = Dˆ(j)(z − y,p)
and Wˆ (z) = Dˆ′(i)(z − x,p) in (30). This choice may easily be justified by means of arguments usually encountered
in the proof of Green’s third formula. As a result, we arrive at
Dij (x − y,p) = D¯′ji(y − x,p), i, j = 1, . . . ,4. (31)
Lemma 4. For any x ∈ S± and Bˆ ∈H1/2,p(∂S),
(WˆpBˆ)(x,p) =
(VˆpT ∓p Bˆ)(x,p), (32)
respectively.
Proof. Let x ∈ S+, Bˆ ∈ H1/2,p(∂S), and let Uˆ ∈ H1,p(S−) be the solution of TD−p with boundary condition
γ−Uˆ = Bˆ. Taking Uˆ = Uˆ (y) and Wˆ = Wˆ (y) = Dˆ′(i)(y − x,p), i = 1, . . . ,4, in (29), we obtain((T −p Bˆ)(y), Dˆ′(i)(y − x,p))0;∂S = (Bˆ(y),T′pDˆ′(i)(y − x,p))0;∂S,
or ∫
∂S
D¯′ji(y − x,p)
(T −p Bˆ)j (y) dsy =
∫
∂S
(
Tp¯D¯′(i)(y − x,p)
)
j
Bˆj (y) dsy.
Equalities (31) yield (32). The case x ∈ S− is considered similarly. 
We now define the operators
W±p : Bˆ(x) → (WˆpBˆ)±(x,p), x ∈ ∂S,
generated by the limiting values (WˆpBˆ)± of the double-layer potential.
Lemma 5. For any p ∈ C0, the operators W±p are homeomorphisms from H1/2,p(∂S) to H1/2,p(∂S), and for any
Bˆ ∈H1/2,p(∂S), p ∈ Cκ , κ > 0,
∣∣∣∣∣∣W±p Bˆ∣∣∣∣∣∣1/2,p;∂S  c|p|2|||Bˆ|||1/2,p;∂S,
|||Bˆ|||1/2,p;∂S  c|p|2
∣∣∣∣∣∣W±p Bˆ∣∣∣∣∣∣1/2,p;∂S. (33)
Proof. The continuous invertibility of W±p follows from the equalities W±p = VpT ∓p and the fact that Vp and T ∓p are
homeomorphisms on the corresponding spaces.
Let Bˆ ∈H1/2,p(∂S), and let Aˆ= T ∓p Bˆ; then W±p Bˆ = VpAˆ. From (22) and (23) it follows that
∣∣∣∣∣∣W±p Bˆ∣∣∣∣∣∣1/2,p;∂S  c〈Aˆ〉−1/2,p;∂S,
〈Aˆ〉−1/2,p;∂S  c|p|2
∣∣∣∣∣∣W±p Bˆ∣∣∣∣∣∣1/2,p;∂S.
In turn, (14) and (15) imply (33). 
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where I denotes the identity operators on the corresponding function spaces.
Consider the operators T +p W+p and T −p W−p . We have
T +p W+p = T +p VpT −p = T −p + T −p VpT −p = T −p VpT +p = T −p W−p .
We make the notation Fp = T +p W+p = T −p W−p . The next assertion follows from Lemmas 1 and 5 and Theorem 2.
Lemma 6. For any p ∈ C0, the operator Fp is a diffeomorphisms from H1/2,p(∂S) to H−1/2,p(∂S), and for any
Bˆ ∈H1/2,p(∂S), p ∈ Cκ , κ > 0,
〈FpBˆ〉−1/2,p;∂S  c|p|4|||Bˆ|||1/2,p;∂S,
|||Bˆ|||1/2,p;∂S  c〈FpBˆ〉−1/2,p;∂S. (34)
Proof. It suffices to prove (34). Let Bˆ ∈H1/2,p(∂S), and let Uˆ(x,p) = (WˆpBˆ)(x,p). By Lemma 4 and Corollary 1,
Uˆ (x,p) is the weak solution of (TN+p ) and (TN−p ) in S+ and S−, respectively, with boundary data Gˆ =FpBˆ. Estimates
(34) now follow from the equality Bˆ =W−p Bˆ−W+p Bˆ, the trace theorem, and (9). 
Corollary 2. For any Bˆ ∈H1/2,p(∂S), p ∈ C0, Uˆ = WˆpBˆ is the weak solution of (TD±p ) and (TN±p ) with boundary
data Fˆ =W±p Bˆ and Gˆ =FpBˆ, respectively.
This assertion follows from Corollary 1.
In conclusion, we remark that for every p ∈ C0, the (4 × 4)-matrix kernel of the boundary operator Fp contains
bounded, weakly singular, singular, and hypersingular (as y → x, x, y ∈ ∂S) terms. In the last case, the corresponding
integrals are understood in the Hadamard sense. Since they are similar to the corresponding integrals in the harmonic
case and in the static bending of plates [1], we do not discuss them in detail here.
7. Boundary integral equations for the Laplace-transformed problems
We seek the solutions of (TD±p ) in the form of single-layer or double-layer potentials, that is,
Uˆ(x,p) = (VˆpAˆ)(x,p), (35)
Uˆ(x,p) = (WˆpBˆ)(x,p), (36)
where x ∈ S+ or x ∈ S−. After passage to the limit as x → ∂S, we arrive at the systems of boundary integral equations
VpAˆ= Fˆ , (37)
W±p Bˆ = Fˆ , (38)
respectively. The same representations for the solutions of (TN±p ) lead to the systems of boundary integral equations
K±p Aˆ= Gˆ, (39)
FpBˆ = Gˆ. (40)
Theorem 4. For any Fˆ ∈H1/2,p(∂S) and Gˆ ∈H−1/2,p(∂S), p ∈ C0, systems (37)–(40) have unique solutions Aˆ ∈
H−1/2,p(∂S) and Bˆ ∈H1/2,p(∂S). If p ∈ Cκ , κ > 0, then the solutions of (37) and (38) satisfy
〈Aˆ〉−1/2,p;∂S  c|p|2|||Fˆ |||1/2,p;∂S,
|||Bˆ|||1/2,p;∂  c|p|2|||Fˆ |||1/2,p;∂S, (41)
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〈Aˆ〉−1/2,p;∂S  c|p|2〈Gˆ〉−1/2,p;∂S,
|||Bˆ|||1/2,p;∂  c|p|2〈Gˆ〉−1/2,p;∂S. (42)
If Aˆ ∈H−1/2,p(∂S) is the solution of (37) or (39), then Uˆ given by (35) is the weak solution of (TD±p ) or (TN±p ),
respectively. If Bˆ ∈H1/2,p(∂S) is the solution of (38) or (40), then Uˆ given by (36) is the weak solution of the same
problems.
The unique solvability of systems (37)–(40) and estimates (41) and (42) follow from the assertions of Lemmas 2,
3, 5, and 6. The assertions concerning Uˆ follow from Corollaries 1 and 2.
8. Solvability of the nonstationary boundary integral equations
We need to introduce a few more function spaces. Let κ > 0 and k, l ∈ R.
HL1,k,κ (S
±), HL1,k,κ (S±) and HL±1/2,k,κ (∂S), HL±1/2,k,κ (∂S) consist of all uˆ(x,p), uˆ4(x,p), x ∈ S±, p ∈ Cκ , and
eˆ(x,p), eˆ4(x,p), x ∈ ∂S, p ∈ Cκ , which define holomorphic mappings Cκ → H1(S±), Cκ → H1(S±) and Cκ →
H±1/2(∂S), Cκ → H±1/2(∂S), respectively; taking p = σ + iζ , we write the norms on these spaces as
‖uˆ‖21,k,κ;S± = sup
σ>κ
∞∫
−∞
(
1 + |p|2)k∥∥uˆ(x,p)∥∥21,p;S± dζ,
‖uˆ4‖21,k,κ;S± = sup
σ>κ
∞∫
−∞
(
1 + |p|2)k∥∥uˆ4(x,p)∥∥21;S± dζ,
‖eˆ‖2±1/2,k,κ;∂S = sup
σ>κ
∞∫
−∞
(
1 + |p|2)k∥∥eˆ(x,p)∥∥2±1/2,p;∂S dζ,
‖eˆ4‖2±1/2,k,κ;∂S = sup
σ>κ
∞∫
−∞
(
1 + |p|2)k∥∥eˆ4(x,p)∥∥2±1/2;∂S dζ.
Finally, the spaces
HL1,k,l,κ
(
S±
)= HL1,k,κ(S±)×HL1,l,κ(S±),
HL±1/2,k,l,κ (∂S) = HL±1/2,k,κ (∂S)×HL±1/2,l,κ (∂S),
of elements Uˆ = (uˆT, uˆ4)T and Eˆ = (eˆT, eˆ4)T, are equipped, respectively, with the norms
|||Uˆ |||1,k,l,κ;S± = ‖uˆ‖1,k,κ;S± + ‖uˆ4‖1,l,κ;S± ,
|||Eˆ |||±1/2,k,l,κ;∂S = ‖eˆ‖±1/2,k,κ;∂S + ‖eˆ4‖±1/2,l,κ;∂S.
We study the properties of our boundary operators on these function spaces. Let Fˆ = (fˆ T, fˆ4)T ∈HL1/2,k,l,κ (∂S) and
Gˆ = (gˆT, gˆ4)T ∈HL−1/2,k,l,κ (∂S). We define operators Tˆ ± and (Tˆ ±)−1 by setting, for x ∈ ∂S and p ∈ Cκ ,(Tˆ ±Fˆ )(x,p) = (T ±p Fˆ )(x,p), ((Tˆ ±)−1Gˆ)(x,p) = ((T ±p )−1Gˆ)(x,p).
In the first equality above, Fˆ is regarded as an element of H1/2,p(∂S) on the right-hand side, and of HL1/2,k,k,κ (∂S)
on the left-hand side. In the second equality, Gˆ is an element of H−1/2,p(∂S) on the right-hand side and of
HL (∂S) on the left-hand side.−1/2,k,k,κ
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Tˆ ± :HL1/2,k,k,κ (∂S) →HL−1/2,k−1,k−2,κ (∂S) (43)
are continuous and injective, and their ranges are dense in HL−1/2,k−1,k−2,κ (∂S). Their inverses (Tˆ ±)−1, extended by
continuity from the ranges of the operators Tˆ ± to HL−1/2,k−1,k−2,κ (∂S), define continuous and injective mappings(Tˆ ±)−1 :HL−1/2,k−1,k−2,κ (∂S) →HL1/2,k−2,k−2,κ (∂S), (44)
whose ranges are dense in HL1/2,k−2,k−2,κ (∂S).
Proof. Let Fˆ ∈HL1/2,k,k,κ (∂S), and let Gˆ = (gˆT, gˆ4)T = Tˆ ±Fˆ . We claim that Gˆ(x,p) is a holomorphic mapping from
Cκ to H−1/2(∂S). Let Uˆ be the solution of (TD±p ) with boundary data Fˆ . By Theorem 1, Uˆ defines a holomorphic
mapping from Cκ to H1(S±). We take an arbitrary Φˆ ∈H1/2(∂S) and construct its extension Wˆ ∈H1(S±) to S±.
By (13), the complex-valued function (Gˆ, Φˆ)0;∂S of p is holomorphic in Cκ , therefore, Gˆ is a weakly holomorphic
mapping from Cκ to H−1/2(∂S). By Dunford’s theorem [16], this mapping is also holomorphic in the strong sense,
which proves our assertion. The continuity of (43) follows from (14) and the estimate
|||Gˆ|||2−1/2,k−1,k−2,κ;∂S  c
{
sup
σ>κ
∞∫
−∞
(
1 + |p|2)k−1‖gˆ‖2−1/2,p;∂S dζ + sup
σ>κ
∞∫
−∞
(
1 + |p|2)k−2‖gˆ4‖2−1/2;∂S dζ
}
 c|||Fˆ |||21/2,k,k,κ;∂S.
We now go over to (Tˆ ±)−1. Let Gˆ = (gˆT, gˆ4)T ∈ H−1/2,k−1,k−2,κ (∂S), and let Fˆ = (Tˆ ±)−1Gˆ = (fˆ T, fˆ4)T. We
denote by Uˆ the solution of (TN±p ) with boundary data Gˆ. By Theorem 2, Uˆ defines a holomorphic mapping from Cκ
to H1(S±). The trace theorem implies that Fˆ = γ±Uˆ is holomorphic from Cκ to H1/2(∂S). The continuity of (44)
follows from (15) and the estimate
|||Fˆ |||21/2,k−2,k−2,κ;∂S  c
{
sup
σ>κ
∞∫
−∞
(
1 + |p|2)k−2‖fˆ ‖21/2,p;∂S dζ + sup
σ>κ
∞∫
−∞
(
1 + |p|2)k−2‖fˆ4‖21/2;∂S dζ
}
 c|||Gˆ|||2−1/2,k−1,k−2,κ;∂S .
By (44), (Tˆ ±)−1 generate homeomorphisms(Tˆ ±)−1 :HL−1/2,k+1,k,κ (∂S) → {range of (Tˆ ±)−1}⊂HL1/2,k,k,κ (∂S),
which means that {range of Tˆ ±} ⊃HL−1/2,k+1,k,κ (∂S). Combining this with the fact that, by (43), Tˆ ± define homeo-
morphisms between HL1/2,k,k,κ (∂S) and {range of Tˆ ±} ⊂HL−1/2,k−1,k−2,κ (∂S), we can write more fully that
HL−1/2,k+1,k,κ (∂S) ⊂
{
range of Tˆ ±}⊂HL−1/2,k−1,k−2,κ (∂S),
and, since the Sobolev-type space on the left-hand side is densely embedded into the one on the right-hand side, we
conclude that the ranges of Tˆ ± are dense in HL−1/2,k−1,k−2,κ (∂S). Similar reasoning leads to the double inclusion
HL1/2,k,k,κ (∂S) ⊂
{
range of
(Tˆ ±)−1}⊂HL1/2,k−2,k−2,κ (∂S)
and, hence, to establishing the density of the ranges of the inverses (Tˆ ±)−1 in HL1/2,k−2,k−2,κ (∂S). 
Let Aˆ ∈HL−1/2,k,l,κ (∂S) and Fˆ ∈HL1/2,k,l,κ (∂S). We define operators Vˆ and Vˆ−1 by setting, for x ∈ ∂S and p ∈ Cκ ,
(VˆAˆ)(x,p) = (VpAˆ)(x,p),
(Vˆ−1Fˆ )(x,p) = (V−1p Fˆ )(x,p).
The distinction between Vˆ , Vˆ−1 and Vp , V−1p is explained by an argument similar to that preceding Lemma 7.
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Vˆ :HL−1/2,k+1,k,κ (∂S) →HL1/2,k,k,κ (∂S)
is continuous and injective, and its range is dense in HL1/2,k,k,κ (∂S). Its inverse Vˆ−1, extended by continuity from the
range of Vˆ to HL1/2,k,k,κ (∂S), defines a continuous and injective mapping
Vˆ−1 :HL1/2,k,k,κ (∂S) →HL−1/2,k−1,k−2,κ (∂S),
whose range is dense in HL−1/2,k−1,k−2,κ (∂S).
Proof. The continuity of operator Vˆ−1 follows from Lemma 7. Next, let Aˆ ∈ HL−1/2,k+1,k,κ (∂S) and Uˆ (x,p) =
(VˆpAˆ)(x,p), x ∈ R2, and let Fˆ = γ±Uˆ . Since Uˆ ∈H1,p(R2) is the solution of (TCp) with boundary data Aˆ, from
the trace theorem and (10) it follows that
|||Fˆ |||21/2,k,k,κ;∂S  c
{
sup
σ>κ
∞∫
−∞
(
1 + |p|2)k‖fˆ ‖21/2,p;∂S dζ + sup
σ>κ
∞∫
−∞
(
1 + |p|2)k‖fˆ4‖21/2;∂S dζ
}
 c sup
σ>κ
∞∫
−∞
(
1 + |p|2)k|||Uˆ |||21,p dζ  c|||Aˆ|||2−1/2,k+1,k,κ;∂S .
Since Uˆ is a holomorphic mapping from Cκ toH1(R2) (see Theorem 3), we conclude that Fˆ is holomorphic from Cκ
to H1/2(∂S). The assertion concerning the density of the ranges of Vˆ and Vˆ−1 is proved as in Lemma 7. 
We now define operators Kˆ±, Wˆ±, and Fˆ and their inverses by setting, for x ∈ ∂S,(Kˆ±Aˆ)(x,p) = (K±p Aˆ)(x,p), ((Kˆ±)−1Gˆ)(x,p) = ((K±p )−1Gˆ)(x,p),(Wˆ±Bˆ)(x,p) = (W±p Bˆ)(x,p), ((Wˆ±)−1Fˆ )(x,p) = ((W±p )−1Fˆ )(x,p),
(FˆBˆ)(x,p) = (FpBˆ)(x,p),
(Fˆ−1Gˆ)(x,p) = (F−1p Gˆ)(x,p).
As in the case of Tˆ ± and Vˆ , the difference between Kˆ±, Wˆ±, Fˆ and K±p , W±p , Fp , respectively, lies in the function
spaces on which these operators are defined. The same remark applies to their inverse operators.
Lemma 9. For any κ > 0 and k ∈ R, the operators
Kˆ± :HL−1/2,k+1,k,κ (∂S) →HL−1/2,k−1,k−2,κ (∂S),
Wˆ± :HL1/2,k,k,κ (∂S) →HL1/2,k−2,k−2,κ (∂S),
Fˆ :HL1/2,k,k,κ (∂S) →HL−1/2,k−3,k−4,κ (∂S)
are continuous and injective, and their ranges are dense, respectively, in the spaces HL−1/2,k−1,k−2,κ (∂S),
HL1/2,k−2,k−2,κ (∂S), and HL−1/2,k−3,k−4,κ (∂S). Their inverses, extended by continuity from their ranges, define con-
tinuous and injective mappings(Kˆ±)−1 :HL−1/2,k−1,k−2,κ (∂S) →HL−1/2,k−3,k−4,κ (∂S),(Wˆ±)−1 :HL1/2,k−2,k−2,κ (∂S) →HL1/2,k−4,k−4,κ (∂S),
Fˆ−1 :HL−1/2,k−3,k−4,κ (∂S) →HL1/2,k−4,k−4,κ (∂S),
whose ranges are dense in the spaces HL−1/2,k−3,k−4,κ (∂S), HL1/2,k−4,k−4,κ (∂S), and HL−1/2,k−4,k−4,κ (∂S), respec-
tively.
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To derive the fundamental results of this paper, we need to introduce one last batch of function spaces. Again, let
κ > 0 and k, l ∈ R.
HL−11,k,κ (Σ
±), HL−11,l,κ (Σ±), andHL
−1
1,k,l,κ (Σ
±) = HL−11,k,κ (Σ±)×HL
−1
1,l,κ (Σ
±) consist of the inverse Laplace transforms
of all the elements of the spaces HL1,k,κ (S
±), HL1,l,κ (S±), and HL1,k,l,κ (S±) = HL1,k,κ (S±) × HL1,l,κ (S±), respectively.
The norms of u(x, t) = L−1uˆ(x,p), u4(x, t) = L−1uˆ4(x,p), and U(x, t) = L−1Uˆ (x,p) = (u(x, t)T, u4(x, t))T are
defined by
‖u‖1,k,κ;Σ± = ‖uˆ‖1,k,κ;S± , ‖u4‖1,l,κ;Σ± = ‖uˆ4‖1,l,κ;S± ,
|||U |||1,k,l,κ;Σ± = |||Uˆ |||1,k,l,κ;S± .
HL−1±1/2,k,κ (Γ ), HL
−1
±1/2,l,κ (Γ ), andHL
−1
±1/2,k,l,κ (Γ ) = HL
−1
±1/2,k,κ (Γ )×HL
−1
±1/2,l,κ (Γ ) consist of the inverse Laplace trans-
forms of all the elements of HL±1/2,k,κ (∂S), HL±1/2,l,κ (∂S), and HL±1/2,k,l,κ (∂S) = HL±1/2,k,κ (∂S) × HL±1/2,l,κ (∂S),
respectively. The norms of e(x, t) = L−1eˆ(x,p), e4(x, t) = L−1eˆ4(x,p), and E(x, t) = L−1Eˆ(x,p) = (e(x, t)T,
e4(x, t))T are defined by
‖e‖±1/2,k,κ;Γ = ‖eˆ‖±1/2,k,κ;∂S, ‖e4‖±1/2,l,κ;Γ = ‖uˆ4‖±1/2,l,κ;∂S,
|||E |||±1/2,k,l,κ;Γ = |||Eˆ |||±1/2,k,l,κ;∂S .
For simplicity, in what follows we extend the use of the symbols γ± to denote also the trace operators from Σ± to Γ .
We say that U = U(x, t), U = (uT, u4)T ∈HL−11,0,0,κ (Σ±), is a weak solution of the corresponding original problem
(TD±) if
Υ±(U,W) = 0, γ±U = F,
where
Υ±(U,W) =
∞∫
0
{
a±(u,w)+ (∇u4,∇w4)0;S± −
(
B
1/2
0 ∂tu,B
1/2
0 ∂tw
)
0;S±
− −1(u4, ∂tw4)0;S± − h2γ (u4,divw)0;S± − η(divu, ∂tw4)0;S±
}
dt,
for all W = W(x, t), W = (wT,w4)T ∈ C∞0 (Σ¯±), that is, for all infinitely smooth four-component vector-valued
functions with compact support in Σ¯± and satisfying γ±W = 0. Also, we say that U ∈ HL−11,0,0,κ (Σ±) is a weak
solution of (TN±) if
Υ±(U,W) = ±L(W) ∀W ∈ C∞0
(
Σ¯±
)
,
where
L(W) =
∞∫
0
(G,W)0;∂S dt.
The unique solvability of all these problems is studied in [14].
The single-layer and double-layer potentials (VA)(x, t) and (WB)(x, t), (x, t)∈ R3, with densities vanishing for
t < 0, may be defined as the inverse Laplace transforms of (VˆpAˆ)(x,p) and (WˆpBˆ)(x,p), respectively, that is,
(VA)(x, t) = L−1((VˆpAˆ)(x,p)), (WB)(x, t) = L−1((WˆpBˆ)(x,p)).
These potentials and the action of T ± on them generate boundary operators V,W±,K±, and F , which may also be
defined by
V = L−1VˆL, W± = L−1Wˆ±L, K± = L−1Kˆ±L, F = L−1FˆL.
The properties of these operators are gathered in the next assertion, which follows directly from Lemmas 8 and 9.
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V :HL−1−1/2,k+1,k,κ (Γ ) →HL
−1
1/2,k,k,κ (Γ ),
K± :HL−1−1/2,k+1,k,κ (Γ ) →HL
−1
−1/2,k−1,k−2,κ (Γ ),
W± :HL−11/2,k,k,κ (Γ ) →HL
−1
1/2,k−2,k−2,κ (Γ ),
F :HL−11/2,k,k,κ (Γ ) →HL
−1
−1/2,k−3,k−4,κ (Γ )
are continuous and injective, and their ranges are dense in the corresponding spaces.
We seek the solutions of (TD±), in turn, as a single-layer potential and a double-layer potential, that is,
U(x, t) = (VA)(x, t), U(x, t) = (WB)(x, t), (x, t) ∈ Σ±, (45)
with unknown densities A and B. After passing to the limit as (x, t) → Γ , these representations lead to the systems
of boundary integral equations
VA= F, W±B = F, (46)
respectively. The same representations for the solutions of (TN±) yield the systems
K±A= G, FB = G. (47)
Theorem 6. For any κ > 0 and k ∈ R, systems (46) and (47) have unique solutions, the corresponding resolvent
operators
V−1 :HL−11/2,k,k,κ (Γ ) →HL
−1
−1/2,k−1,k−2,κ (Γ ),(W±)−1 :HL−11/2,k,k,κ (Γ ) →HL−11/2,k−2,k−2,κ (Γ ),(K±)−1 :HL−1−1/2,k+1,k,κ (Γ ) →HL−1−1/2,k−1,k−2,κ (Γ ),
F−1 :HL−1−1/2,k+1,k,κ (Γ ) →HL
−1
1/2,k,k,κ (Γ )
are continuous and injective, and their ranges are dense in the corresponding spaces.
The proof of this assertion follows from Lemmas 8 and 9.
Once systems (46) and (47) have been solved, we construct U(x, t) by means of (45).
Theorem 7.
(i) If F ∈ HL−11/2,k+1,k+1,κ (Γ ) and A and B are the solutions of (46), then U(x, t) = (VA)(x, t) and U(x, t) =
(WB)(x, t) belong to the space HL−11,k,k,.κ (Σ±) for any κ > 0, k ∈ R, and
|||U |||1,k,k,κ;Σ±  c|||F |||1/2,k+1,k+1,κ;Γ .
(ii) If G ∈ HL−1−1/2,k+1,k,κ (Γ ) and A and B are the solutions of (47), then U(x, t) = (VA)(x, t) and U(x, t) =
(WB)(x, t) belong to HL−11,k,k,κ (Σ±) for any κ > 0, k ∈ R, and
|||U |||1,k,k,κ;Σ±  c|||G|||−1/2,k+1,k,κ;Γ .
(iii) If k  0, then U(x, t) is the weak solution of (TD±) or (TN±), as appropriate.
The proof of this assertion follows from Theorems 4, 1, and 2.
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