Stanley proved that for any centrally symmetric simplicial d-polytope P with d ≥ 3,
, where f 1 and f 0 denote the number of edges and the number of vertices, respectively. In this paper we study this invariant for the class of centrally symmetric simplicial polytopes. We write cs for centrally symmetric. Our main result is a characterization of cs simplicial d-polytopes for which g 2 is minimized. The motivation for this work is the classical Lower Bound Theorem.
The Lower Bound Theorem. Let P be a simplicial d-polytope with d ≥ 4. Then g 2 (P ) ≥ 0, with equality if and only if P is stacked.
A polytope is stacked if it can be obtained from the d-simplex by repeatedly attaching (shallow) d-simplices along facets. The d = 4 case of the Lower Bound Theorem is due to Walkup [24] . The nonnegativity of g 2 for arbitrary d was originally proved by Barnette [6] . Billera and Lee [7] proved that the equality g 2 (P ) = 0 holds if and only if P is stacked. In fact, as was established in works of Walkup [24] , Barnette [5] , Kalai [10] , Fogelsanger [8] , and Tay [22] , the same result holds in the generality of all (d − 1)-dimensional simplicial complexes whose geometric realizations are closed, connected manifolds or even normal pseudomanifolds.
Much less is known for cs simplicial complexes. Stanley [19] (answering an unpublished conjecture of Björner) proved that if P is a cs simplicial d-polytope (d ≥ 3), then g 2 (P ) ≥ − d. The characterization strongly parallels that of the classical non-cs case: In the classical setting, a d-simplex has the minimal number of faces among all simplicial d-polytopes and the stacking operation does not change g 2 . In the cs case, the d-dimensional cross-polytope has the minimal number of faces among all cs dpolytopes, but (arbitrary) stacking may destroy the condition of central symmetry. However, the symmetric stacking operation, i.e., repeatedly attaching simplices along antipodal pairs of facets, will preserve both central symmetry and g 2 . We will show that any cs simplicial d-polytope for which g 2 = − d. Thus, in the rest of the paper we concentrate on the other implication. The tools we use are from the rigidity theory of frameworks. The vertices and edges of a convex simplicial d-polytope provide a framework in R d that is infinitesimally rigid by a theorem of Whiteley [25] . Furthermore, it follows from work of Stanley [19] and Lee [12] , along with more recent work of Sanyal, Werner, and Ziegler [17, Theorem 2.1] , that if P is a cs simplicial d-polytope with g 2 (P ) = d 2 − d, then all stresses on P must be symmetric (see Section 3). Our main strategy in proving Theorem 1.1 will be to use the symmetry of stresses to understand the missing faces of P and its links.
The rest of the paper is structured as follows. In Section 2, after reviewing basic definitions related to simplicial complexes and simplicial polytopes, we introduce the rigidity theory of frameworks and summarize several important results on the infinitesimal rigidity of polytopes. In Section 3, we establish the lower bound on g 2 for rigid cs frameworks. In Section 4, we state a key technical result, Theorem 4.4, and prove Theorem 1.1 under the assumption that Theorem 4.4 holds. Then in Sections 5, 6, and 7 we establish a sequence of results that lead to a proof of Theorem 4.4. We close in Section 8 with some open questions.
Preliminaries

Polytopes and simplicial complexes
An (abstract) simplicial complex ∆ with vertex set V = V (∆) is a collection of subsets of V that is closed under inclusion. The elements of ∆ are called faces. The dimension of a face τ ∈ ∆ is dim τ := |τ | − 1, and the dimension of ∆, dim ∆, is the maximum dimension of any of its faces. The facets of ∆ are maximal faces of ∆ under inclusion. We say that ∆ is pure if all of its facets have the same dimension. One example of a simplicial complex on V is the (|V | − 1)-dimensional simplex V := {τ : τ ⊆ V }; another example is the boundary of this simplex defined as ∂V := V \ {V }.
If τ is a face of a simplicial complex ∆, then the star of τ and the link of τ in ∆ are defined as st ∆ (τ ) = st(τ ) := {σ ∈ ∆ : σ ∪ τ ∈ ∆} and lk ∆ (τ ) = lk(τ ) := {σ ∈ st(τ ) : σ ∩ τ = ∅}, respectively. For a vertex v of ∆, we write st(v) and lk(v) instead of st({v}) and lk({v}). A set σ ⊆ V (∆) is a missing face of ∆ if σ is not a face of ∆, but every proper subset of σ is a face; a missing facet of ∆ is a missing face of size 1 + dim ∆. A pure simplicial complex ∆ is prime if it does not have any missing facets.
Most of simplicial complexes we will consider arise from polytopes. All polytopes considered in this paper are convex polytopes. We refer our readers to Ziegler's book [27] for more background on this fascinating field. Recall that a face of a polytope P is the intersection of P with a supporting hyperplane. We denote by V (τ ) the vertex set of a face τ of P .
To any simplicial complex ∆ there is an associated topological space ∆ called the geometric realization of ∆. A (d − 1)-dimensional simplicial complex ∆ is a simplicial (d − 1)-sphere (respectively, a simplicial (d − 1)-ball ) if its geometric realization ∆ is homeomorphic to a sphere (respectively, a ball) of dimension d − 1. If P is a simplicial d-polytope (i.e., all proper faces of P are geometric simplices), then the collection of the vertex sets of all the faces of P (except P itself) is a (d − 1)-dimensional simplicial sphere called the boundary complex of P ; it is denoted by ∂P . When talking about the stars and the links of faces in P we mean the stars and the links of the corresponding faces in ∂P . Thus, for a face τ of P , st P (τ ) and lk P (τ ) are a simplicial ball and simplicial sphere, respectively. If P is fixed or understood, we will simply write st(τ ) and lk(τ ).
The link of τ in P is the boundary complex of a polytope. When τ = {u} is a vertex, one such polytope is obtained by slicing P with a hyperplane that cuts off only vertex u; this polytope is called the vertex figure of u.
If a simplicial d-polytope P is the union of two simplicial d-polytopes Q and R that share a common facet τ but whose interiors are disjoint, we write P = Q# τ R, or simply P = Q#R; in this case ∂P is the usual connected sum of ∂Q and ∂R, glued along the boundary of τ : ∂Q# ∂τ ∂R. A simplicial d-polytope P is called stacked if there are d-simplices S 1 , S 2 , . . . , S t such that P = S 1 # · · · #S t . The boundary complex of a stacked d-polytope is called a
If Γ and ∆ are simplicial complexes on disjoint vertex sets, their join is the simplicial complex Γ * ∆ = {σ ∪ τ : σ ∈ Γ and τ ∈ ∆}. When Γ = {∅, {u}} consists of a single vertex, we write u * ∆ to denote the cone over ∆.
A d-polytope P ⊂ R d is centrally symmetric, or cs for short, if P = −P ; that is, x ∈ P if and only if −x ∈ P . In the same spirit, a simplicial complex ∆ is centrally symmetric or cs if it is endowed with a free involution α : V (∆) → V (∆) that induces a free involution on the set of all non-empty faces of ∆ (i.e., α(τ ) ∈ ∆ and α(τ ) = τ for all nonempty faces τ ∈ ∆). For brevity, we write α(τ ) = −τ and refer to τ and −τ as antipodal faces. 
Infinitesimal rigidity of frameworks
This section is a summary of some notions and results pertaining to graph rigidity. Asimow and Roth provide a very readable introduction to this subject in [2] and [3] ; see also Lee's notes on the g-theorem [13, Section 6] . An
In fact, every infinitesimal motion Ψ of R d has the form Ψ(x) = Ax + b, where A is a d × d orthogonal matrix and b is a translation vector. Similarly, an infinitesimal motion of a framework (G, p) is a map m :
The rigidity matrix Rig(G, p) of a framework (G, p) is defined as follows: it is an f 1 (G) × df 0 (G) matrix with rows labeled by edges of G and columns grouped in blocks of size d, with each block labeled by a vertex of G; the row corresponding to {u, v} ∈ E(G) contains the vector p(u) − p(v) in the block of columns corresponding to u, the vector p(v) − p(u) in columns corresponding to v, and zeros everywhere else.
A stress on (G, p) is an assignment of weights ω = (ω e : e ∈ E(G)) to the edges of G such that for each vertex v,
It follows from the above definitions that stresses on (G, p) correspond to elements in the kernel of Rig(G, p)
T , that is, stresses can be viewed as linear dependences among the rows of the rigidity matrix. We denote the space of all stresses on (G, p) by S(G, p).
The following fundamental fact is an easy consequence of the Implicit Function Theorem (see [2] and [3] ).
Lemma 2.1. Let (G, p) be a framework in R d that does not lie in a hyperplane of R d , and let f 0 (G) := |V (G)| and f 1 (G) := |E(G)|. Then the following statements are equivalent:
If (G, p) is a framework in R d and K is a subgraph of G, we will adopt the (somewhat imprecise) convention of using (K, p) to denote the restriction of the framework to K. Since p is defined on V (G), which is a larger set of vertices than V (K), this will not cause any problems. Two standard results in the rigidity theory -the Gluing and the Cone Lemmas -will be handy (see, for instance, [ 
are infinitesimally rigid and have d affinely independent vertices in common (i.e., the framework (G ∩ G ′ , p) affinely spans a subspace of dimension at least
The following is a special case of [23, Cor. 1.5].
Lemma 2.3. (The Cone Lemma) Let (u * G, p) be a framework in R d , and let π be either a central projection from p(u) onto a hyperplane H not containing p(u) or an orthogonal projection onto a hyperplane H perpendicular to p(u) = 0. Assume further that π is injective
Infinitesimal rigidity of polytopes
The relevance of framework rigidity to the study of face numbers of simplicial polytopes (pioneered by Kalai in [10] ) is evident from Lemma 2.1 and the following fundamental result due to Whiteley [25] . For a simplicial complex ∆, we use the notation (∆, p) to say that p : V (∆) → R d is a framework on the underlying graph of ∆; further, for a simplicial polytope P , we write (P, p) instead of (∂P, p). Theorem 2.4 (Whiteley, 1984) . Let P ⊂ R d be a simplicial d-polytope P , where d ≥ 3. The graph of P with its natural embedding is infinitesimally rigid in R d .
The case d = 3 of this theorem is due to Dehn. Whiteley's proof for d ≥ 4 is by induction on d with the following lemma serving as the main part of the inductive step. As we frequently rely on this lemma, we sketch its proof for completeness.
Proof:
Let V (τ ) = {v 1 , . . . , v k }, let H be a hyperplane so that Q = P ∩ H is a vertex figure of v 1 , and let q be the natural embedding of Q in H. Then (Q, q) is infinitesimally rigid in H because Q is a simplicial (d − 1)-polytope and d − 1 ≥ 3. Since the framework (Q, q) is the image of (lk P (v 1 ), p) under the central projection from v 1 onto H, and since st P (v 1 ) = v 1 * lk P (v 1 ), the |V (τ )| = 1 case of the statement follows from the Cone Lemma.
For |V (τ )| = k > 1, we induct on k. Let τ ′ be the face of Q formed by the vertices
together with the Cone Lemma completes the proof.
Combining Theorem 2.4 with Lemma 2.1 and the equality part of the Lower Bound Theorem gives the following rigidity-theoretic interpretation of the equality part, which is the overarching theme in Kalai's paper [10] . Proposition 2.6. Let P be a simplicial d-polytope with d ≥ 4. The following conditions are equivalent:
3. the graph of P with its natural embedding in R d does not admit any nontrivial stresses.
The following result was established by Kalai [10] in the context of generic rigidity theory, but the proofs hold for a specific infinitesimally rigid embedding of a graph as well.
Lemma 2.7. Let P be a simplicial d-polytope with its natural embedding p in R d , and assume that d ≥ 4.
1. If the graph of P contains a chordless cycle C = (u, v, w, z), and e is an edge of C, then there is a stress on (P, p) that is non-zero on e.
2. Let τ be a missing face of ∂P with 3 ≤ |τ | ≤ d − 1, e an edge in τ , and τ ′ := τ \ e. Then there is a stress on (st(τ ′ ) ∪ {e}, p) that is non-zero on e.
Proof: (Sketch) For Part 1, let e = {u, v} and e ′ = {w, z}. Then (st(w) ∪ st(z), p) is infinitesimally rigid. (Indeed, the stars (st(w), p) and (st(z), p) are infinitesimally rigid by Lemma 2.5 and share d affinely independent vertices, namely, the vertices of any facet of P that contains e ′ .) Furthermore, since C is a chordless cycle in the graph of P , e is a missing edge of st(w) ∪ st(z). It then follows from Lemma 2.1 that the matrices Rig(st(w) ∪ st(z), p) and Rig(st(w) ∪ st(z) ∪ {e}, p) have the same rank. Hence the e-row of the latter matrix is a linear combination of the other rows. The statement follows.
For part 2, note that 1 ≤ |τ ′ | ≤ d − 3, and so (st(τ ′ ), p) is infinitesimally rigid by Lemma 2.5. Since e is a missing edge of this star, the same argument as above completes the proof.
The statement of Part 1 in Lemma 2.7 can be extended to chordless cycles of length k ≥ 4. We only include the proof for k = 4 here since the proof is shorter and that is the only case we require for this paper.
Rigidity theory for centrally symmetric graphs
In this section we will couple rigidity theory with central symmetry to establish lower bounds for rigid frameworks that respect central symmetry.
Recall
When p is clear, we will simply write g 2 (G) in place of g 2 (G, p); we will only employ the notation g 2 (G, p) when the dimension of the ambient space in which the graph is embedded is unclear. We say that (G, p) is a cs d-framework if the graph G is cs and the embedding p :
: ω e = ω −e for all edges e of G}.
Our key tool will be the following rigidity-theoretic result for cs frameworks. The result and proof are practically identical to that of Sanyal et al. [17, Theorem 2.1] (there they work only with cs polytopes, but here we state the result for general rigid cs frameworks), so we only give a summary that highlights the part of the proof that will be relevant for our later results.
Lemma 3.1. Let d ≥ 3, and let (G, p) be an infinitesimally rigid cs d-framework that affinely spans
Proof: The computations of [17, p. 188-189 ] apply verbatim to give the following inequality, which is Eq. (8) in [17] :
, and hence
Here, the inequality (*) comes from Eq. (3.1) and the inequality (**) follows from the fact that
The computation at the end of the proof of Lemma 3.1 shows that if
. This proves the following important corollary.
The following result is another immediate consequence of Lemma 3.1.
Corollary 3.3. Let d ≥ 3 and let (G, p) be an infinitesimally rigid cs d-framework with
Further, since both frameworks are infinitesimally rigid and cs, Lemma 3.1 implies that
and the statement follows.
Proof of the main result
In this section we prove our main result. Following the custom, we write g 2 (P ) instead of g 2 (∂P ). The proof of Theorem 4.1 relies on a key technical result, Theorem 4.4 below. We will state that result in this section and then use it to prove the main result. In Sections 5, 6 and 7, we will establish a sequence of lemmas that will ultimately be used to prove Theorem 4.4.
First, we reduce the problem to the case that P is prime and d ≥ 5. Recall that a simplicial polytope P is prime if ∂P has no missing facets.
where Q is a stacked d-polytope and P ′ is a cs simplicial d-polytope satisfying g 2 (P ′
Proof: Let τ = {v 1 , . . . , v d } be a missing facet in ∂P . Then −τ = {−v 1 , . . . , −v d } is also a missing facet in ∂P . Cutting P along the affine span of the vertices of τ and along the affine span of the vertices of −τ gives a decomposition of P as Q#P ′ #Q ′ , so that Q ′ = −Q and P ′ is cs and simplicial. Thus g 2 (Q) and g 2 (Q ′ ) are nonnegative and
Hence − 4 = 2. Then P is a cross-polytope.
Proof: Since P is prime and g 2 (P ) = 2, it follows from Theorem 5.5 in [26] that either P is C * 4 or ∂P can be obtained from the boundary complex of a simplicial 4-polytope by performing a stellar subdivision at a 2-dimensional face. In the former case we are done. In the latter case, let v be the new vertex introduced by this stellar subdivision and note that lk P (v) is the suspension of the boundary of a triangle. Since P is cs, vertex v has an antipodal vertex −v whose link is isomorphic to the link of v. Suppose lk P (v) is the suspension of the cycle on vertices {a, b, c} so that lk P (−v) is the suspension of the cycle on vertices {−a, −b, −c}. Let Σ be the simplicial sphere obtained from ∂P by performing a stellar weld at v and −v (i.e., remove v and −v, fill in the triangles {a, b, c} and {−a, −b, −c} and join them with their suspending vertices). This creates a new cs simplicial 3-sphere with g 2 (Σ) = 0. By Walkup's result [24] , Σ must be the boundary complex of a stacked 4-polytope, which is impossible as a stacked polytope cannot be cs.
Now we only need to establish Theorem 4.1 for prime cs simplicial polytopes of dimension d ≥ 5. Before we can complete the proof, we state our main technical theorem. Proof: Let u be a vertex of P . Let deg(u) denote the degree of u in the graph of P . Then
Here, the second line follows from Theorem 4.4(2) which implies that every vertex in V (P ) \ {u, −u} is adjacent to either u or −u; furthermore, the vertices in lk(u) ∩ lk(−u) (i.e., the common neighbors of u and −u) are counted twice. The third line follows from Theorem 4.4(1). Summing Eq. (4.1) over all vertices yields
The fact that g 2 (P ) =
or equivalently, 0 = (f 0 (P ) − 4)(f 0 (P ) − 2d).
Thus f 0 (P ) = 2d. The result follows from the fact that the d-dimensional cross-polytope is the only cs d-polytope with exactly 2d vertices.
5 Finding symmetric subgraphs in G(P )
Without loss of generality (we may perturb the vertices of P without changing the symmetry or combinatorial type of P ), we assume for the rest of the paper that every d vertices of P , no two of which are antipodal, are affinely independent, and that p : V (∂P ) → R d is given by the vertex coordinates of P .
In this section we use Lemma 3.1 and Corollary 3.2 to restrict the structure of missing faces in P and its face links. The next result uses the symmetry of stresses on P to show that a missing face in P gives rise to many actual faces.
Lemma 5.1. Let P be a cs simplicial d-polytope with g 2 (P ) = Proof: Consider the edge e ⊂ τ and let τ ′ = τ \ e. By Lemma 2.7, there is a stress ω on (st(τ ′ ) ∪ {e}, p) such that ω e = 0. We can extend ω to a stress on (P, p) by assigning zero values to the edges of P that are not in st(τ ′ ) ∪ {e}. Since all stresses on P are symmetric by Corollary 3.2, we must have ω −e = ω e = 0, and hence −e ∈ st(τ ′ ). Thus τ ′ ∪−e = (τ \e)∪−e is a face of ∂P , as desired. . Let H be the hyperplane through the origin in R d whose normal vector is p(u), and let π : R d → H be the orthogonal projection of R d onto H. Perturbing P slightly (without changing its symmetry or combinatorial type) we may also assume that π is injective on the framework (st(u), p). Now we begin the proof of the lemma. Assume to the contrary that g 2 (P ) = d 2 − d. By Lemma 2.5, the frameworks (st(u), p) and (st(−u), p) are infinitesimally d-rigid. As they share d affinely independent vertices, (Σ, p) is infinitesimally d-rigid by the Gluing Lemma. Since (Σ, p) is also cs and since it is a subframework of (P, p), we conclude from Corollary 
Further,
since lk(u) and lk(−u) share at least d pairs of antipodal vertices. Therefore,
Here, the third and the fourth lines come from Eq. (5.1). This contradicts our previous calculation showing g 2 
6 More on missing faces in P
Swartz's operation and missing faces in vertex links
In addition to our previous reduction to the case that P is prime (see Section 4), in this subsection we will further show that if P is prime with g 2 (P ) = 
Let us return to our cs simplicial d-polytope P with d ≥ 4. Assume P is prime but lk(v 0 ) has a missing facet τ , and decompose lk(v 0 ) as S 1 # ∂τ S 2 . Then lk(−v 0 ) also has a missing facet −τ , and so lk(−v 0 ) = (−S 1 )#(−S 2 ) (glued along the boundary of −τ ). Let Γ be the simplicial complex obtained from ∂P by applying Swartz's operation first to v 0 , then to −v 0 , and introducing four new vertices x, y, −x, and −y. Further, modify p : V (P ) → R d , the map given by the vertex coordinates of P , as p :
, and otherwise p(w) = p(w). Note that p(−x) = − p(x) and p(−y) = − p(y) since p(−v 0 ) = −p(v 0 ), and hence (Γ, p) is a cs framework. Our next objective will be to show that this framework is infinitesimally d-rigid. We shall require the following lemmas. Lemma 6.1. Let P , Γ, and τ be as above. Then the graph G(Γ) \ (V (τ ) ∪ V (−τ )) has at most two connected components.
Proof: Let β i (−) denote the i-th reduced Betti number. Let Γ ′ be the restriction of Γ to the vertices in τ ∪ −τ . Then Γ ′ is a subcomplex of ∂C * d−1 , and so β d−2 (Γ ′ ) ≤ 1. Since Γ is a (d − 1)-sphere, the Alexander Duality Theorem [9] 
Lemma 6.2. Let P , v 0 , τ , S 1 , and S 2 be as above. Then both frameworks (v 0 * S 1 , p) and
Proof: Since, by Lemma 2.5,
On the other hand, we claim that
Indeed, any stress on (v 0 * S i , p) (for i = 1, 2) can be extended to a stress on (v 0 * (S 1 #S 2 ), p) by assigning a weight of 0 to any unused edge. Further,
is trivial as, by our genericity assumption on the vertices of P , p(v 0 * τ ) is a (d − 1)-simplex and hence stress-free. Therefore,
Equality must hold throughout the above equation array, and dim
Theorem 6.3. Let P , v 0 , τ , Γ, p, S 1 , and S 2 be as above. The framework (Γ, p) is infinitesimally d-rigid.
Proof: Let w be a vertex of Γ that does not belong to τ ∪ −τ ∪ {x, y, −x, −y}. Then w is also a vertex of ∂P whose link is unaffected by the Swartz operations, meaning (st Γ (w), p) = (st P (w), p) is infinitesimally d-rigid by Lemma 2.5. Similarly, the stars of v 0 and −v 0 in ∂P are infinitesimally rigid under the embedding p, so Lemma 6.2 implies that the stars of x, y, −x, and −y in Γ are infinitesimally rigid under p. Next, let K be a connected component of Γ \ (τ ∪ −τ ), and order the vertices of K as v 1 , . . . , v m so that for each 2 ≤ k ≤ m, vertex v k has a neighbor v i with i < k (ordering the vertices by breadth first search, for example, will accomplish this). This ensures that st Γ (v i ) and st Γ (v k ) intersect along a facet σ of Γ that contains the edge {v i , v k }. As p(σ) forms the vertex set of a facet of P , the vectors in p(σ) are affinely independent. It follows by repeated application of the Gluing Lemma that (G K , p) is infinitesimally d-rigid, where G K denotes the graph of w∈K st Γ (w).
Finally, by Lemma 6.1 we know Γ \ (τ ∪ −τ ) has at most two connected components. If it is connected, then the computation in the previous paragraph shows (Γ, p) = (G K , p) is infinitesimally d-rigid. Otherwise, suppose Γ\(τ ∪−τ ) has two connected components K and K ′ . As in the proof of Lemma 6.1, let Γ ′ denote the restriction of Γ to the vertices in τ ∪ −τ . It follows from that proof that Γ ′ is ∂C * d−1 and it forms a separating codimension-1 sphere in Γ. Since
is infinitesimally d-rigid by the Gluing Lemma. Proof: Assume to the contrary that such a face τ exists and lk(τ ) = ∂σ. Fix u ∈ σ. We will show u is adjacent to every vertex in the sets τ, −τ, σ \ u, and −(σ \ u). From this, it follows that st(u) and st(−u) share the vertices in τ ∪ σ \ u and their antipodes. But |τ ∪ σ \ u| = d, which contradicts Lemma 5.2.
First note that u is adjacent to every vertex in τ and every vertex in σ \ u because lk(τ ) = ∂σ.
Observe that τ * ∂σ ⊆ ∂P , but the set τ ∪ σ has d + 1 vertices and hence cannot be a face of ∂P (its dimension is too large), nor can it be a missing face of ∂P (otherwise, P itself would be the d-simplex, which is not centrally symmetric). Thus there exists a proper face τ 1 τ such that τ 1 ∪ σ is a missing face in ∂P . Note that |τ 1 ∪ σ| ≤ d − 1 since P is prime and |τ 1 ∪ σ| ≥ |σ| = d + 1 − |τ | ≥ 3. Hence we can apply Lemma 5.1 to the missing face τ 1 ∪ σ, which implies that u is adjacent to every vertex in −τ 1 and every vertex in −(σ \ u).
It remains to show u is adjacent to every vertex in −(τ \ τ 1 ). Fix a vertex v ∈ τ \ τ 1 . Since ∂σ ⊆ lk(v) and since τ 1 ∪ σ is a missing face in ∂P , there exists τ 2 ⊆ τ 1 (possibly empty) such that σ ′ := τ 2 ∪ σ is a missing face in lk(v). Let e be any edge in σ containing u. Then σ ′ is a missing face in lk(v), and hence also in st(v), containing e. Since lk(v) is prime (Corollary 6.4), |σ
infinitesimally rigid by Lemma 2.5. As e is a missing edge of st st(v) (σ ′ \ e), it follows that there is a stress on (st(v), p) (and hence on (P, p)) that is non-zero on e. Since all stresses on (P, p) are symmetric, we conclude that this stress is also non-zero on −e. Thus, −e must be an edge of st(v), and so {−u, v} is an edge of P . By central symmetry, {u, −v} is also an edge, that is, u is adjacent to −v. This completes the proof that u is adjacent to every vertex in −(τ \ τ 1 ).
The following corollary is immediate. Proof: Assume to the contrary that lk(τ ) is stacked for some face τ ∈ ∂P with |τ | ≤ d − 3. Then there exists a vertex u ∈ lk(τ ) such that lk lk(τ ) (u) = lk P (τ ∪ u) is the boundary of a simplex. This contradicts Lemma 6.5.
Completing the proof of Theorem 4.4
In this section we continue to restrict our attention to prime d-polytopes with d ≥ 5 and g 2 = Proof: We prove the claim by induction on k. When k = 4, lk(τ ) is the boundary complex of a simplicial 4-polytope, which, by Corollary 6.6, is not stacked. Hence g 2 (st(τ )) = g 2 (lk(τ )) > 0. Since (st(τ ), p) is infinitesimally rigid, we infer that (st(τ ), p) supports a nontrivial stress. By Corollary 3.2, this stress is symmetric, and hence attains non-zero values only on the edges of Λ := lk(τ ) ∩ lk(−τ ). If Λ had only 3 pairs of antipodal vertices, say v i , −v i for i = 1, 2, 3, the framework (Λ, p) would be a subgraph of the 3-dimensional cross-polytope conv{±p(v 1 ), ±p(v 2 ), ±p(v 3 )}, and so it would not support any nontrivial stresses. A similar argument would apply if there were fewer than 3 pairs. Therefore, lk(τ ) ∩ lk(−τ ) contains 4 or more pairs of antipodal vertices, which establishes the base case. Now suppose k > 4. Let v be a vertex of lk(τ ). Since lk(τ ) ⊃ lk(τ ∪ v) and |τ ∪ v| = d − (k − 1), the inductive hypothesis implies that lk(τ ∪ v) contains at least k − 1 pairs of antipodal vertices. Let {u, −u} be one such pair. Applying the inductive hypothesis again to lk(τ ) ⊃ lk(τ ∪ u) shows that lk(τ ∪ u) contains at least k − 1 pairs of antipodal vertices. This, together with {u, −u} exhibits at least k pairs of antipodal vertices in lk(τ ) and completes the proof. 
We claim that V (G ′ ) = V (P ). Suppose to the contrary that there exists a vertex u of P that does not belong to V (G ′ ). By Proposition 7.1, there is a pair of antipodal vertices v, −v in lk(u). This implies that the edges {u, v} and {u, −v} belong to ∂P and hence by central symmetry, the 4-cycle on vertices u, v, −u, −v is a subgraph of P . Moreover, this cycle is induced since {u, −u} and {v, −v} are antipodal pairs and hence non-edges. By Lemma 2.7, there is a stress on (P, p) that is nonzero on the edge e = {u, v}. However, as e is an edge of P but not G ′ , this means there exists a stress on (P, p) that does not belong to S(G ′ , p). This is a contradiction.
Therefore, G ′ and P have the same number of vertices. Since g 2 (G ′ ) = g 2 (P ), this also implies that G ′ and P have the same number of edges. Hence G ′ = G(P ).
Together, Corollary 7.2 and Proposition 7.3 complete the proof of Theorem 4.4, and hence also of our main result, Theorem 4.1. In fact, it is tempting to conjecture that a much stronger result along the lines of [16] holds:
It follows from the g-theorem [18] that if P is a simplicial d-polytope with g r (P ) = 0 for some 1 ≤ r < ⌊ d 2 ⌋, then g r+1 (P ) = 0. This, together with Stanley's [19] result that g r (P ) ≥ In view of the equality case of the Generalized Lower Bound Theorem due to Murai and Nevo [15] , it is natural to posit the following generalization of Theorem 1.1, which would imply Conjecture 8.5. We refer our readers to Ziegler's book [27, Section 8.1] for the definition of a polytopal complex. We also recall that the i-skeleton of a simplicial complex ∆ is Skel i (∆) := {τ ∈ ∆ : dim τ ≤ i}.
Conjecture 8.6. Let P be a cs simplicial d-polytope, and assume that g r (P ) = (ii) C is a "cellulation" of P , that is, C∈C C = P , and (iii) each element C ∈ C of dimension ≤ d − r is a face of P . Furthermore, the collection of simplices of C consists of all proper faces of P along with all simplices conv(U) with U ⊂ V (P ), such that the (d − r)-skeleton of U is contained in ∂P .
Assuming the existence part of Conjecture 8.6, the proof of the uniqueness and of the furthermore-part of this conjecture is very similar to the proofs of the analogous statements in the non-cs case, see [4, Theorem 2.20] , [15, Theorem 2.3] , and [11, Theorem 5.17] . Indeed, let C be a complex satisfying conditions (i)-(iii) of the conjecture. As in the proof of [11, Theorem 5.17] , introduce a new vertex w and replace the (unique) cross-polytopal face of C with a cone with apex w over the boundary complex of this face. The resulting complex B is a simplicial d-ball. Introduce one additional new vertex v 0 and let Λ = B ∪ (v 0 * ∂B) be the corresponding simplicial d-sphere. The proof of the furthermore-part now follows using the standard tools such as Alexander duality and the Mayer-Vietoris sequence. We omit the details.
We close the paper with a proof of the existence part of Conjecture 8.6 in a certain special case. In [20] , Stanley studies the effect of subdivisions of simplicial complexes on their face numbers. In particular, for a (d − 1)-dimensional complex Γ that provides a subdivision of a (d − 1)-simplex V , Stanley introduces the notion of the local h-vector ℓ V (Γ) = (ℓ 0 , . . . , ℓ d ) or local h-polynomial ℓ V (Γ, x) = ℓ 0 +ℓ 1 x+· · ·+ℓ d x d . He then proves that if Γ is combinatorially equivalent to a regular subdivision of the simplex, then the vector ℓ V (Γ) is non-negative, symmetric (that is, ℓ i = ℓ d−i for all i) and unimodal.
Given any subdivision ∆ ′ of ∆ (here both ∆ and ∆ ′ are simplicial complexes) and an arbitrary face τ of ∆, one obtains an induced subdivision ∆ ′ τ of τ -the restriction of ∆ ′ to τ . Stanley [20] 
