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vAbstract
The geometric nature of Euler fluids has been clearly identified and extensively stud-
ied in mathematics. However computational approaches to fluid mechanics, mostly
derived from a numerical-analytic point of view, are rarely designed with structure
preservation in mind, and often suffer from spurious numerical artifacts. In contrast,
we geometrically derive discrete equations of motion for fluid dynamics from first
principles. Our approach uses a finite-dimensional Lie group to discretize the group
of volume-preserving diffeomorphisms, and the discrete Euler equations are derived
from a variational principle with non-holonomic constraints. The resulting discrete
equations of motion induce a structure-preserving time integrator with good long-
term energy behavior, for which an exact discrete Kelvin circulation theorem holds.
Possible extensions of our method to magnetohydrodynamics, viscous flows, optimal
transport and a link to Brenier’s generalized flows are also discussed.
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1Chapter 1
Introduction
While the geometric nature of Euler fluids has been extensively studied in mathe-
matics, its differential standpoint sharply contrasts with the numerical approaches
traditionally used in Computational Fluid Dynamics (CFD). In particular, methods
based on particles, vortex particles, staggered Eulerian grids, spectral elements, as
well as hybrid Lagrangian-Eulerian formulations were not designed with structure
preservation in mind — in fact, recent work (e.g., from Tom Hou [22]) pinpoints the
loss of Lagrangian structures as a major numerical impediment of current CFD tech-
niques. In contrast, structure preserving methods (so-called geometric integrators)
have recently been popular in the context of Lagrangian dynamics in solid mechanics.
Based on discrete versions of Hamilton’s principle and its variants, they have been
shown to capture the dynamics of the mechanical system they discretize without the
traditional numerical artifacts such as loss of energy or momenta.
While the variational principles for incompressible fluid mechanics are best ex-
pressed in a Lagrangian formalism, computational efficiency calls for an Eulerian
treatment of fluid computations to avoid numerical issues inherent to deforming
meshes. In order to circumvent these issues, a new Eulerian formulation of discrete
fluid mechanics is thus needed.
Guided by the variational integrators used in the Lagrangian setting, this disserta-
tion introduces a discrete, structure-preserving theory for incompressible perfect fluids
based on Hamilton-d’Alembert’s principle. Such a discrete variational approach to
fluid dynamics guarantees invariance under the particle-relabeling group action, thus
2giving rise to a discrete form of Kelvin’s circulation theorem. Also due to their varia-
tional character, the resulting numerical schemes exhibit good long-term energy and
circulation behavior.
1.1 Euler Equations for Ideal Incompressible Fluid
In this section we describe the continuous derivation of Euler equation from a geo-
metric, variational principle first formulated by Newcomb [32] (see also [10]) and
generalized to the case of general Lie algebras by Marsden and colleagues [11, 27].
Our discretization will basically follow the same derivation, but in a discrete setting.
1.1.1 Configuration space of incompressible fluids
Consider a fluid occupying a domain M ∈ Rn. To describe the motion of this fluid
we have to determine the position of every particle in time. A map gt : M → M can
be used to indicate that a fluid particle located at point x at time t = 0 has moved
to point gT (x) at time t = T . Naturally, we will restrict these maps to be smooth
with their inverse, i.e., to be diffeomorphisms. Since we only consider incompressible
fluids, the diffeomorphisms gt we will be using have to preserve volume on M :
vol(g−1t (U)) = vol(U), for every U ⊂M,
where vol(.) is the Lebesgue measure on M ⊂ Rn. The motion of an incompressible
fluid is thus described by a curve gt on the space of volume-preserving diffeomor-
phisms (see [1], [2] and [5]). Notice that not every volume-preserving diffeomorphism
represents a valid configuration of an incompressible fluid: only diffeomorphisms that
can be connected to the identity map by a continuous path are relevant; for example,
a diffeomorphism reversing orientation cannot be reached. So the configuration space
of incompressible fluids is the connected component containing the identity of the
space of volume-preserving diffeomorphisms, which will be denoted by SDiff(M).
31.1.2 Velocity field and metric on SDiff
Consider a flow {gt}t∈[0,T ] ⊂ SDiff(M). At any point x ∈M we can define the velocity
v(t, x) of a particle passing through x at time t:
v(t, x) = g˙t(g
−1
t (x)). (1.1)
We will call the (time-dependent) vector field v(t, x) the Eulerian velocity field of our
incompressible fluid. And since gt is volume preserving, the vector field v(t, x) has
to be divergence-free. The set of all divergence-free vector fields will be denoted by
SVect(M). Now, as the space SVect(M) has its L2-norm
‖v‖2 =
∫
M
v2(x)dx,
we can define the action and the length of a path as follows.
Definition 1. The action along a path {gt}t∈[0,T ] ⊂ SDiff(M) is
L{gt}
T
0 =
1
2
∫ T
0
‖g˙t‖
2
L2
dt. (1.2)
Definition 2. The length of a path {gt}t∈[0,T ] ⊂ SDiff(M) is the average distance
traveled by the particles:
ℓ{gt}
T
0 =
1
2
∫ T
0
‖g˙t‖L2dt. (1.3)
It is easy to see that length and action of a path are related to each other by the
following inequality:
ℓ2 ≤ 2LT
and that the action of a path depends on the parametrization while length does not.
Now we can define a metric on SDiff(M) as the infimum of lengths of paths
connecting two given diffeomorphisms g, h ∈ SDiff(M):
distSDiff(g, h) = inf
{gt}⊂SDiff(M)
g0=g, g1=h
ℓ{gt}
1
0. (1.4)
41.1.3 Variational principle and the Euler equation
A path {gt} with g0 = Id describes the motion of an ideal incompressible fluid if it
is a critical point of the action functional L. We will derive the Euler equations for
ideal incompressible fluids from this variational principle.
Let’s consider a diffeomorphism h ∈ SDiff(M) and a family of paths {gst} ⊂
SDiff(M) such that gs0 = Id and g
s
T = h. We use δ to denote variation, i.e., derivative
with respect to the parameter s: δgst =
∂gst
∂s
. Our goal is to find a path {gt} ⊂ SDiff(M)
satisfying
δL{gt}
T
0 = 0, g0 = Id, gT = h. (1.5)
To solve this equation, notice that since any gt is volume-preserving the action can
be rewritten in terms of the Eulerian velocity:
L{gt}
T
0 =
1
2
∫ T
0
∫
M
v(t, x)2dxdt, (1.6)
where v(t, x) = g˙t(g
−1
t (x)). Thus, Equ. (1.5) can be written as
δ
1
2
∫ T
0
∫
M
v(t, x)2dxdt =
∫ T
0
∫
M
(v(t, x), δv(t, x))dxdt = 0. (1.7)
The following lemma gives the specific form that the variation δv must have.
Lemma 1. Variation δv satisfies the Lin constraints:
δv = ξ˙ + [v, ξ], (1.8)
where ξ ∈ SVect(M), ξ(0, x) = ξ(T, x) = 0 and [·, ·] is the commutator1 of vector
fields.
This lemma can be proved by explicitly writing the derivative:
δv(t, x) =
∂
∂s
g˙st ((g
s
t )
−1(x)).
1See [25] for the definition and properties of this commutator.
5A proof in case of a general Lie group can be found in [27].
Now, we can use the Lin constraints to find a solution to the variational problem
expressed in Eq. (1.7). Recalling that the inner product of vector fields can be written
as the pairing of a vector field and a 1-form
(u, v) = 〈u♭, v〉 = 〈u, v♭〉,
we have:
δ
(
1
2
∫ T
0
∫
M
v2dxdt
)
=
∫ T
0
∫
M
〈v♭, δv〉dxdt =∫ T
0
∫
M
〈v♭, ξ˙〉dxdt+
∫ T
0
∫
M
〈v♭, [v, ξ]〉dxdt.
Since [v, ξ] = Lvξ, we can use the properties of the Lie derivative to write
〈v♭, [v, ξ]〉 = 〈v♭, Lvξ〉 = −〈Lvv
♭, ξ〉.
Using this equality and integration by parts, we get
δ
(
1
2
∫ T
0
∫
M
v2dxdt
)
= −
∫ T
0
∫
M
〈v˙♭, ξ〉dxdt−
∫ T
0
∫
M
〈Lvv
♭, ξ〉dxdt.
Thus, in order to solve the variational problem, we need to find v ∈ SVect(M), which
satisfies ∫ T
0
∫
M
〈v˙♭ + Lvv
♭, ξ〉dxdt = 0,
for every ξ(t, x) ∈ SVect(M), ξ(0, x) = ξ(T, x) = 0, which is equivalent to
∫
M
〈v˙♭ + Lvv
♭, ξ〉dx = 0, for every ξ ∈ SVect(M). (1.9)
This implies that the form v˙♭ + Lvv
♭ is a gradient of some function:
v˙♭ + Lvv
♭ = −dp¯. (1.10)
6The reader will recognize the Euler equation in terms of the one-form v♭. We can
further use the identity:
Lvv
♭ = (∇vv)
♭ +
1
2
d(v, v)
to rewrite the equation of motion as
v˙ +∇vv +∇p = 0. (1.11)
Note that p corresponds to the conventional pressure, while p¯ is the modified pressure,
which differs from the pressure by the value of kinetic energy:
p = p¯+
1
2
(v, v). (1.12)
1.2 Overview of Results
The goal of this thesis is to formulate a discrete analog of ideal incompressible fluids
that preserves underlying group structures. To achieve this goal we will discretize the
domain of motion M with a mesh M to introduce a finite-dimensional discretization
of the configuration space SDiff(M), along with a Lagrangian defined on it. Applying
Hamilton-d’Alembert’s principle in this discrete setting will lead to finite-dimensional
dynamics approximating the dynamics of the Euler equations. While our exposition
will make no restriction on the mesh, our approach can easily be explained for regular
grids in the following fashion:
• The first step of our work is to discretize SDiff(M) into a finite-dimensional
Lie group, along with a discrete action, in such a way that the corresponding
discrete Euler-Lagrange equations converge to the continuous Euler equations.
To construct our finite-dimensional approximation of SDiff, we will first note
that for any g ∈ SDiff there is an operator Ug : ϕ 7→ ϕ(g−1) that is unitary
and preserves constants. We will in fact offer a discrete version of this op-
erator that has these two properties as well, i.e., we will discretize the space
7of volume-preserving diffeomorphisms through the group of orthogonal matri-
ces that preserve constant vectors (i.e., (1, · · · , 1)t). These matrices are signed
doubly-stochastic, i.e., their rows and columns all sum to 1. We will denote
by D(M) the space of orthogonal, signed doubly-stochastic (OSDS) matrices,
which will serve as our discrete version of SDiff thereafter.
• By analogy to the continuous case, the motion of a discrete fluid will be de-
scribed by a curve qt in the space of OSDS matrices. Its Eulerian velocity will
be defined as the matrix A = q˙ q−1. This matrix belongs to the Lie algebra
of the OSDS matrices, which consists of antisymmetric “doubly-null” matrices,
i.e., matrices whose rows and columns sum to 0. Such a matrix A will be thus
considered a discrete version of the continuous vector field v. Since the matrix
elements Aij describe infinitesimal exchanges of mass between cells Ci and Cj,
we will show that it is natural (and computationally more efficient) to restrict
ourselves to matrices, which have nonzero elements only for neighboring cells Ci
and Cj. By doing so, we will introduce nonholonomic constraints (abbreviated
as NHC).
• To define a Lagrangian on TD(M) we will note that the Lagrangian for an
ideal fluid can be written as L = 1
2
∫
ivv
♭dx, where v♭ is the one-form associated
with v. We can then formally define discrete k-forms as simple (k+1)-tensors,
and we can also derive the operators of contraction i and differentiation d
acting on these tensors. A discrete Lie derivative will then be obtained using
Cartan’s formula Lv = ivd+div (note that this definition will coincide with the
discrete notion of advection that derives from Hamilton-d’Alembert’s principle).
Finally, with a discrete version of the flat operator ♭, we will define our discrete
Lagrangian to be
L =
1
2
iAA
♭ =
1
4
Tr(ATA♭).
• We will finally get our discrete Euler equations from the variational Lagrange-
d’Alembert principle with nonholonomic constraints. The resulting discrete in
8Figure 1.1: A sample simulation: smoke inside a bunny
space and continuous in time version of the Euler equations is
A˙♭ + LAA
♭ + dp¯ = 0,
which is strikingly analogous to the continuous equation
v˙♭ + Lvv
♭ + dp¯ = 0.
A fully discrete variational integrator will be constructed by defining a space-
discrete/time-discrete Lagrangian Ld(qk, qk+1)=Ld(Ak). Here, Ak is a matrix
used to discretely advect qk to qk+1 — for example, Ak=(qk+1 − qk) q
−1
k if one
uses an explicit Euler integration. The discrete action being
Ad =
∑
k
Ld(qk, qk+1),
the Euler-Lagrange equations discussed above will become:
δAd = 0, where Ak and δqkq
−1
k satisfy the nonholonomc constraints.
Solving these equations will provide a variational time update rule Ak → Ak+1.
We will also show that applying the derivation of our variational integrator for
the simple explicit-Euler definition of Ak mentioned above and a regular grid in
space leads to an existing energy-preserving finite-difference time integration scheme,
9namely the Harlow-Welsh scheme [17] with Crank-Nicolson time update. However,
our approach can be used to derive more general schemes, in particular on arbitrary
grids, with similar numerical qualities (see Fig. 1.1 for a result of a simulation).
1.2.1 Notations
In this document, we will use n to denote the dimension of the domain (typically,
2 or 3). The letter M will denote the spatial discretization (mesh), with N being
the number of n-dimensional cells {Ci}i=1..N in M. Note that the size of a mesh will
refer to the maximum diameter of its cells. We will also use the term regular grid to
designate a mesh that consists of cells which are n-dimensional cubes of equal size.
The notation N(i) will denote the set of indices of cells neighboring cell Ci, that is,
cell Ci shares faces only with cells Cj with j ∈ N(i). Finally, Table 1.1 summarizes
the various variables used in the remainder of this paper, along with their meaning
and representation.
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Symbol Meaning Representation
M Domain of motion M ⊂ Rn
n Dimension of the domain n ∈ N
SDiff(M) Configuration space for ideal fluid Space of volume-preserving dif-
feomorphisms on M
SVect(M) Tangent space of SDiff(M) at
Identity
Space of divergence-free vector
fields on M
M Mesh Simplicial or regular mesh
N Number of cells N ∈ N
Ci Cell #i of M Tetrahedron or cube in 3D
Ω Discrete analog of volume form Diagonal matrix consisting of vol-
umes of the cells, Ωii = vol(Ci)
D(M) Discrete configuration space Space of Ω-orthogonal signed sto-
chastic matrices
D(M) Lie algebra of D(M) Space of Ω-antisymmetric null-
column matrices
q Discrete configuration Matrix ∈ D(M) ⊂MN
A Discrete Eulerian velocity q˙q−1 Matrix ∈ D(M) ⊂MN
kF Discrete k-form Tensor of order (k + 1)
N Space of matrices with sparsity
based on cell adjacency
Constrained set of matrices,
Aij 6= 0⇒ j∈N(i)
S Space of sparse discrete velocities Constrained set of velocities, S =
D(M) ∩ N
Table 1.1: Physical/Geometric meaning of the basic (continuous and discrete) vari-
ables used throughout this document.
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Chapter 2
Discrete Incompressible Fluids
2.1 Discrete Volume-Preserving Diffeomorphisms
We first introduce a finite-dimensional approximation to the infinite-dimensional Lie
group of volume-preserving diffeomorphisms that keeps track of the amount of fluid
going from one cell to another while preserving two key properties: volume and mass
preservation.
2.1.1 Finite-dimensional configuration space
Let’s now consider that the domain M is approximated by an arbitrary mesh M.
Our first step in constructing a discrete representation of ideal fluids is to give an
approximation of SDiff(M) with a finite-dimensional Lie group in such a way that
the elements of the corresponding Lie algebra can be considered as discretization of
divergence-free vector fields. To achieve this goal, we will discretize not the diffeo-
morphism g itself, but rather the operator Ug associated with it:
Ug : L2 → L2 (2.1)
ϕ(x) 7→ ϕ(g−1(x)). (2.2)
Here L2 = L2(M,R) is the space of real-valued function onM with integrable square.
An important property of Ug is given by the following lemma.
12
Lemma 2 (Koopman’s lemma1). If the diffeomorphism g is volume-preserving, then
Ug is a unitary operator on L2.
Another property of Ug, important for this work, is constant preservation, i.e.,
UgC = C for every constant function C.
Now let’s see how we can discretize the operator Ug.
Discrete functions. To discretize the operator Ug we first need to discretize the
space on which Ug acts. Since the mesh Mh splits the domain of motion M into N
cells Ci of maximum diameter h, a function ϕ ∈ C0(M ;R) can be approximated by
a step function ϕ˜h, constant within each cell of the mesh, through a projection RMh :
RMh : ϕ 7→ ϕ˜h, ϕ˜h =
∑
i
[
1
Ωi
∫
Ci
ϕ
]
χCi , (2.3)
where χCi is the indicator function for the cell Ci, and Ωi = mes(Ci) represents the
volume of cell Ci. Since the space of all step functions on Mh is isomorphic to R
N , we
can consider the step functions as vectors. To deal with the step functions as vectors
we define a projection PMh such that:
(PMhϕ)i =
1
Ωi
∫
Ci
ϕ. (2.4)
And to reconstruct a step function from an arbitrary vector ϕh ∈ RN we define an
operator SMh:
SMhϕh(x) = (ϕh)i, if x ∈ Ci. (2.5)
Thus, the operators RMh, PMh and SMh are related though the following equality:
RMh = SMhPMh. (2.6)
The vector ϕh will be called a discrete function and it can be considered as an
1Many dynamical properties of g, such as ergodicity, mixing etc., can be studied using spectral
properties of Ug. The idea of using methods of Hibert spaces to study dynamical systems was fist
suggested by Koopman in [24] and is usually called koopmanism.
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approximation of a continuous function ϕ since when h→ 0,
‖SMhϕh − ϕ‖C0 → 0. (2.7)
We also introduce a discrete approximation of the L2 inner product of functions
〈ϕ, ψ〉 =
∫
M
ϕψ:
〈ϕh, ψh〉 =
∑
i
Ωi(ϕh)i(ψh)i. (2.8)
Discrete diffeomorphisms. A matrix qh ∈MN (here MN is the space of real-
valued N×N matrices) acts on a vector ϕh, therefore we will say that qh approximates
Ug if SMh(qhϕh) is close to Ugϕ:
Definition 3. Consider a family of meshes Mh of size h, each consisting of Nh cells
Chi . We will say that a family of matrices qh ∈ M
N approximates a diffeomorphism
g ∈ SDiff(M) (and denote this property as: qh  g) if the following is true:
SMh(qhPMhϕ)
C0
−→ Ug ϕ for every ϕ ∈ C(M ;R). (2.9)
In order to better respect the continuous structures at play, we further enforce
that our discrete configuration space of diffeomorphisms satisfies two key properties
of Ug: volume-preservation, reflecting the fact that Ug is unitary, and total mass
preservation, as Ug preserves constants. We will thus only consider matrices q that:
• preserve the discrete L2 inner product of functions, i.e.,
〈qϕh, qψh〉 = 〈ϕh, ψh〉,
where the inner product of discrete functions is defined by Eq. (2.8). Note that
this discrete notion of volume preservation directly implies that for our mesh
Mh, if we denote
Ω =

mes(C1) . . . 0
...
. . .
...
0 . . . mes(CN)

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then any volume preserving matrix q must satisfy
qTΩq = Ω.
The matrix q is thus Ω-orthogonal, restricted to matrices of determinant 1.
• preserve constant vectors (i.e., vectors having all coordinates equal) as well:
q1 = 1, where: 1 =
(
1
·
·
1
)
.
The matrix q must thus be signed stochastic as well.
Consequently, the finite-dimensional space of matrices we will use to discretize
volume-preserving diffeomorphisms has the following definition:
Definition 4. Let M be a mesh consisting of cells Ci, i = 1, . . . , N and Ω is the
diagonal matrix consisting of volumes of the cells, i.e., Ωii = mes(Ci) and Ωij = 0
when i 6= j. We will call a matrix q ∈MN volume-preserving and constant-preserving
with respect to the mesh M if, for all j,
∑
i
qij = 1, (2.10)
and
qTΩq = Ω. (2.11)
The set of all such Ω-orthogonal, signed stochastic matrices will be denoted D(M),
and will be used as a discretization of the configuration space SDiff(M).
Our finite-dimensional configuration space D(M) for fluid dynamics is thus the
intersection of two Lie groups: the Ω-orthogonal group, and the group of invertible
stochastic matrices; therefore, it is a Lie group. Note that if all cells of M have the
same volume, i.e., Ω = Ω0 Id, then a matrix q ∈ D(M) is orthogonal and the equal-
ity (2.11) implies
∑
j qij = 1. For such meshes (which include regular grids), the
15
matrix q is signed doubly-stochastic.
Remark. An alternate, arguably more intuitive way to discretize a diffeomorphism
g ∈ SDiff(M) on a mesh M would be to define a matrix q as:
(q(g))ij ≡
mes(g−1(Ci) ∩ Cj)
mes(Cj)
. (2.12)
This discretization also satisfies by definition a discrete preservation of mass and a
(different) notion of volume preservation. While it has the added benefit of enforcing
that q has no negative terms (therefore respecting the positivity of Ug), the class
of matrices it generates is, unfortunately, only a semi-group, which would be an
impediment for establishing a variational treatment of fluids. So instead, we take the
orthogonal part of this matrix as our configuration (which can be obtained in practice
through polar decomposition).
2.1.2 Discrete velocity field
Now that we have established a finite-dimensional configuration space D(M), we can
describe its associated Lie algebra, and show that elements of this Lie algebra form
a proper discretization of divergence-free vector fields as expected.
Consider a smooth path in the space of volume-preserving diffeomorphisms gt ∈
SDiff(M) with g0 = Id, and let qh(t) be an approximation of gt, i.e., for any piecewise
constant function ϕ0h approximating a smooth function ϕ
0 ∈ C1(M,R), a discrete
version of ϕ0 ◦ g−1t = ϕ(t) is expressed as:
ϕh(t) = qh(t)ϕ
0
h.
Assuming qh(t) is smooth in time we define its Eulerian velocity Ah(t) to be
Ah(t) = q˙h(t) q
−1
h (t),
16
thus yielding
ϕ˙h(t) = Ah(t)ϕh(t).
Since d
dt
(ϕ0 ◦ g−1t ) = −〈dϕ(t), vt〉 = −Lvtϕ, where vt = g˙t(g
−1
t ) and Lvt is the Lie
derivative, the matrix Ah(t) can be seen as an approximation of the Eulerian velocity
field vt, which motivates the following definition:
Definition 5. Consider a one-parameter family of volume-preserving diffeomorphisms
gt ∈ SDiff(M) and the associated time-dependent vector field vt = g˙t(g
−1
t ) ∈ SVect(M).
Consider a family of meshes Mh of size h consisting of cells C
h
i and a projection op-
erator PMh : C(M ;R)→ R
Nh defined by Eq. (2.4).
We will say that a family of matrices Ah(t) ∈MNh approximates a vector field vt
(denoted by Ah(t) vt) if the following statement is true:
SMh(Ah(t)PMhϕ)
C0
−→ −Lvtϕ for every ϕ ∈ C
∞(M ;R). (2.13)
Now, if a matrix q belongs to our configuration space D(M) (i.e., if q is Ω-
orthogonal signed stochastic), then its associated A belongs to its Lie algebra that
we will denote as D(M). In particular, matrices from this Lie algebra inherit the
properties that their columns must sum to zero:
∑
i
Aij = 0 (preservation of mass),
and they are Ω-antisymmetric:
ATΩ + ΩA = 0 (preservation of volume).
These two properties can be intuitively understood as discrete statements that A
represents an advection, and the vector field representing this advection is divergence-
free. Lie algebra elements for arbitrary simplicial meshes will be called null-column
Ω-antisymmetric matrices. Note that if the mesh is regular (Ω = Ω0 Id), q belongs to
the orthogonal group and the matrix A has to be antisymmetric with both its rows
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and columns summing to zero (“doubly null”).
Finally, the connection between convergence of Ah(t) to −Lvt and convergence of
qh(t) to Ugt is described by the following lemma.
Lemma 3. Consider a one-parameter family of volume-preserving diffeomorphisms
gt ∈ SDiff(M) and its time-dependent vector field vt = g˙t(g
−1
t ) ∈ SVect(M). Consider
a family of meshes Mh of size h consisting of cells C
h
i and a projection operator
PMh : C(M ;R)→ R
Nh defined by Eq. (2.4).
Suppose a family of matrices Ah(t) ∈ D(Mh) approximates the Lie derivative Lvt
in the sense of Definition 5 uniformly in t when t ∈ [0, T ] for some T > 0.
Then there exists a family of matrices qh(t) ∈ DMh such that Ah(t) = q˙h(t) qh(t)
−1
and qh(t) approximates gt:
SMh(qh(t)PMhϕ)
C0
−→ Ugtϕ for every ϕ ∈ C(M ;R). (2.14)
Proof. Consider a family of smooth functions ϕ(t, x) satisfying the advection equation
ϕ˙(t, x) = −Lvtϕ(t, x). (2.15)
Suppose that ϕ˜h(0, x) = SMhPMhϕ(0, x) is an approximation to ϕ(0, x) with:
sup
x∈M
|ϕ˜h(0, x)− ϕ(0, x)| < ǫ1 (2.16)
and that ϕh(t) = PMhϕ˜h(t, x) satisfies the discrete advection equation
ϕ˙h(t, x) = Ah(t)ϕt(t, x). (2.17)
Since Ah(t) approximates −Lvt , given ε2 > 0, we can choose h such that:
‖SMh(Ah(t)ϕh(t)) + Lvtϕ‖ < ǫ2, for all t ∈ [0, T ]. (2.18)
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Therefore,
‖SMh(ϕ˙h(t))(x)− ϕ˙(t, x)‖ < ǫ2, for all t ∈ [0, T ] (2.19)
and
‖SMh(ϕh(t))(x)− ϕ(t, x)‖ < ǫ2 + ǫ2t. (2.20)
So, we have shown that ϕh(t, x) approximates ϕ(t, x). But ϕ(t, x) satisfies
ϕ(t, x) = Ugtϕ(0, x), (2.21)
and ϕh satisfies
ϕh(t) = q(t)ϕh(0), (2.22)
where q(t) is a matrix satisfying the equation
q˙(t) = Ah(t)q(t). (2.23)
Therefore, we see that q(t)ϕ(0) approximates Ugtϕ(0, x). Thus, Ah(t)  vt implies
that q(t) gt.
2.1.3 Discrete commutator
A discrete flow that approximates a continuous flow g(t) ∈ SDiff(M) is defined as a
smooth path qh(t) ∈ D(M) in the space of Ω-orthogonal signed stochastic matrices,
such that qh(t) g(t) ∈ SDiff(M) (see Definition 4) and Ah(t) = q˙h(t) q
−1
h (t) vt =
g˙t(g
−1
t ) (see Definition 5). We will now show that the structure of Lie algebra in the
space of divergence-free vector fields is preserved by our discretization. Indeed, if two
matrices A and B approximate vector fields u and v then their commutator [A,B]
approximates the commutator of the Lie derivative operators:
[A,B]→ LuLv − LvLu.
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Since LuLv − LvLu = L[u,v], we immediately have
[A,B] −[u, v],
where [., .] is the commutator of vector-fields or matrices. This property will be useful
to deal with Lin constraints in our discrete setting.
2.1.4 Non-holonomic constraints
For a smooth path q(t), the matrix A(t) describes the infinitesimal exchanges of
fluid particles between any pair of cells Ci and Cj. It is thus natural to assume
that Aij is non-zero only if cells Ci and Cj share a common boundary, i.e., are
immediate neighbors. This sparsity will be numerically advantageous later on to
reduce the computational complexity of the resulting integration schemes. We thus
choose to restrict discrete paths {q(t)} on D(M) to those for which A(t) satisfies these
constraints. In other words, we only consider column-null Ω-antisymmetric matrices
satisfying the constraints as valid discrete vector fields. The non-zero elements of these
matrices correspond to boundaries between adjacent cells, and can be interpreted as
directional transfer densities (per second) from Ci to Cj—they could abusively be
called “fluxes” on regular grids; but we will make the proper link with the integrals
of the velocity field over mesh faces later on.
More formally, we define the constrained set Sq ⊂ TqD(M) as the set of matrices
corresponding to exchanges between neighboring cells only, i.e., q˙ ∈ Sq if and only if
(q˙q−1)ij 6= 0 implies that the cells Ci and Cj are neighbors. In this case the matrix A
is defined by a set of non-zero values Aij defined on walls between adjacent cells Ci
and Cj . To indicate their adjacency, we will write that j∈N(i) and i∈N(j), where
N(k) refers to the set of adjacent cells to cell Ck in the mesh M. We will say that a
matrix A belongs to the class N if Aij 6= 0 implies j ∈N(i). Finally, we will denote
by S ≡ SId = D(M) ∩N the constrained set at identity. Consequently, our dynamic
treatment of fluid motion will only consider matrices A in S ⊂ D(M), i.e., matrices
in D(M) satisfying the constraints.
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Note that if two matrices A and B both satisfy the constraints, their commutator
does not (unless [A,B] = 0): while the element of the commutator corresponding to
any pair of cells which are more than two cells away is zero, the element [A,B]ij may
be non-zero when cells Ci and Cj are “two-cells away” from each other since
[A,B]ij =
∑
k
(AikBkj −BikAkj).
Notice that the commutator is zero for neighboring cells as well since Akk = Bkk = 0
due to their Ω-antisymmetry. So, we see that if [S,S] = {[A,B] | A, B ∈ S} then
S ∩ [S,S] = {0}, where 0 is the zero matrix. Therefore, the constraints we just
defined are non-holonomic.
Remark. When a discrete vector field A is in the set S, the non-zero values ΩiAij of
the antisymmetric matrix ΩA can be understood as dual 1-chains, i.e., 1-dimensional
chains on the dual of M [31]. This connection with 1-chains will become crucial
later when dealing with advection of curves to derive a discrete Kelvin’s theorem in
Section 2.3.2.
2.1.5 Relation between A and Fluxes
Suppose we have a family of discrete flows qh(t) which approximates a flow gt ∈
SDiff(M) such that Ah(t) = q˙h(t) qh(t)
−1 approximates Lvt and satisfies the NHC.
Let’s see how individual elements (Ah)ij(t) of Ah(t) can be considered as an approx-
imation to values of vt(x) for some x ∈M . Recall that
ϕ˙h(t) = Ah(t)ϕh(t)
is a discrete version of the advection equation
ϕ˙ = −Lvtϕ
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and Ah(t)ϕh(t) → −Lvtϕ in C
0 norm. But it also means that (ΩAh(t)ϕh(t))i is an
approximation to the integral −
∫
Ci
Lvtϕt, i.e.,
∑
j∈N(i)
Ωi(Ah)ij(t)ϕj(t) ≈ −
∫
Ci
Lvtϕt
∇·vt=0= −
∫
∂Ci
ϕt (v, ~n), (2.24)
where ~n is the normal vector to the boundary of Ci. Therefore, an element Ωi(Ah)ij(t)
can be considered as an approximation to the flux of vector field v(t) through the
boundary Dij between the cells Ci and Cj (with ~nij the normal vector to Dij oriented
from Ci to Cj):
ΩiAij(t) ≈ −
∫
Dij
(v, ~nij).
We know that
∫
Dij
(v, ~n) ≈ (vt(xij), ~nij)Sij +O(h
2), where xij is the barycenter of the
boundary Dij and Sij is the area of Dij . Therefore, we obtain that, up to a sign,
Ωi(Ah)ij approximates the flux through the boundary between Ci and Cj :
(Ah)ij(t) ≈ −(vt(xij), ~nij)
Sij
Ωi
. (2.25)
In case of a Cartesian grid of size h this formula simplifies to:
(Ah)ij(t) ≈ −
(vt(xij), ~nij)
h
. (2.26)
2.1.6 Lagrangian dynamics with non-holonomic constraints
on D(M)
The overall goal of this thesis is to approximate geodesic flows on SDiff(M) by La-
grangian flows on D(M). To achieve this goal, we first need to define a Lagrangian
Lh(q˙, q) such that
Lh(q˙, q)→
∫
M
1
2
v2 when q˙q−1  v (2.27)
and
δLh(q˙, q)→ δ
∫
M
1
2
v2 when q˙q−1  v and δ(q˙q−1) δv. (2.28)
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For this Lagrangian we can formulate the Lagrange-d’Alembert principle with non-
holonomic constraints:
δ
∫ 1
0
Lh(q, q˙)dt = 0 with
 δq ∈ Sqδq(0) = δq(1) = 0. (2.29)
Suppose Lh depends only on A = q˙q
−1. It can be shown that δA satisfies a discrete
version of Lin constraints (see page 41):
δA = B˙ − [A,B], (2.30)
where B = δqq−1. Let’s denote by ∂Lh
∂A
a matrix which has ∂Lh
∂Aij
as its (i, j)-element.
Then we have
δ
∫ 1
0
Lh(q, q˙)dt =
∫ 1
0
Tr
((
∂Lh
∂A
)T
δA
)
dt =
∫ 1
0
Tr
((
∂Lh
∂A
)T
(B˙ − [A,B])
)
dt.
(2.31)
We can use equality Tr(M1[M2,M3]) = Tr([M1,M2]M3) and integration by parts to
write:
δ
∫ 1
0
Lh(q, q˙)dt = −
∫ 1
0
Tr
({
d
dt
(
∂Lh
∂A
)T
+
[(
∂Lh
∂A
)T
, A
]}
B
)
. (2.32)
Since condition δq ∈ Sq means that B ∈ S, the Lagrange-d’Alembert principle
can be rewritten as
Tr
({
d
dt
(
∂Lh
∂A
)T
+
[(
∂Lh
∂A
)T
, A
]}
B
)
= 0, for every B ∈ S. (2.33)
In order for this equation to be an approximation to the Euler equation, condi-
tions (2.27) and (2.28) must be satisfied. Condition (2.28) implies that
Tr
((
∂Lh
∂A
)T
(B˙ − [A,B])
)
(2.34)
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must be an approximation to
〈v, δv〉 = 〈v, ξ˙ + [v, ξ]〉 (2.35)
when A v, B  ξ and B˙  ξ˙.
Since both A and B belong to the constrained set S, their commutator [A,B] has
zero elements for neighboring i, j: [A,B]ij = 0 for all i ∈ N(j). Thus, if
∂Lh
∂A
belongs
to the set S, we have
Tr
((
∂Lh
∂A
)T
(B˙ − [A,B])
)
= Tr
((
∂Lh
∂A
)T
B˙
)
,
which cannot be an approximation to 〈v, δv〉. Therefore, we see that the Lagrangian
must depend on values Aij where i /∈ N(j).
To find a Lagrangian satisfying properties (2.27) and (2.28) let’s recall that for
vector fields u and v their inner product (u, v) can be written as a pairing of v with
a 1-form u♭:
(u, v) = 〈u♭, v〉.
Thus, we will look for a Lagrangian Lh having the form
Lh(A) =
1
4
Tr(ΩA(A♭)T ), (2.36)
where the flat operator ♭ will be defined to satisfy the property that
1
2
Tr(ΩB(A♭)T )→
∫
M
(u, v), when A u, B  v
where A ∈ S and B ∈ S and
1
2
Tr(ΩB(A♭)T )→ −2
∫
M
(u, v), when A u, B  v
when A ∈ S and B ∈ [S,S]. This will guarantee that conditions (2.27) and (2.28)
are satisfied (see page 42 for a more detailed explanation).
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In the next section we will present a discretization of differential forms and a few
operators acting on them to help us construct A♭.
2.2 Structure-Preserving Spatial Field Discretiza-
tion
We now introduce a discrete calculus consistent with our discretization of vector fields.
Unlike previous discrete exterior calculus approaches, mostly based on chains and
cochains [14, 6, 3], we clearly distinguish between discrete vector fields and discrete
forms acting on them. Moreover, our notion of forms will need to act not only on
vector fields satisfying the NHC (being thus very reminiscent of the chain/cochain
approach), but also on vector fields having form of a commutator, as imposed by
Lin constraints. We also introduce a discrete contraction operator iv and a discrete
Lie derivative to complete our set of spatial operators—we will later show that the
algebraic definition of our Lie derivative matches its dynamic counterpart as expected.
We will not make any distinction in symbols between the discrete and continuous
exterior calculus operators (iv, d, Lv, etc) as context will disambiguate their meaning.
2.2.1 Discrete zero-forms
In our context, a discrete 0-form is a function 0F that is piecewise constant per cell
as previously defined in Section 2.1. Note that its representation is a vector of N cell
values,
0F = (0F 1,
0F 2, . . . ,
0FN)
T ,
where 0F i represents the value of the function
0F in cell Ci.
Remark Our definition of 0-forms is no different from dual 0-cochains in dimension
n as used extensively in [31, 14]. They naturally pair with dual 0-chains (i.e., linear
combinations of cell centers).
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2.2.2 Discrete one-forms
As the space D(M) of matrices is used to discretize vector fields, a natural way to
discretize one-forms is to also use matrices to respect the duality between these two
entities. Moreover, it is in line with the previous definition for 0-forms that were
encoded as a 1-tensor: 1-forms will now be encoded by a 2-tensor. Notice that this
is also reminiscent of the approximation TM ≈ M ×M used in discrete mechanics.
Discrete contraction We define the contraction operator by a discrete vector field
A, acting on a discrete one-form 1F to return a discrete zero-form, as:
iA
1F ≡ diag(1FAT )
def
= ((1FAT )11, . . . , (
1FAT )NN)
T . (2.37)
Notice the metric-independence of this definition and that if the discrete vector field
contains only non-zero terms for neighboring cells, any term (1F )ij where cell Ci and
cell Cj are not neighbors does not contribute to the contraction. In this case, the
value of the resulting 0-form for cell Ci is thus: (iA
1F )i =
∑
j∈N(i)
1F ijAij , which is a
local sum of the natural pairings of 1F and A on each face of cell Ci.
Discrete total pairing With this contraction defined, we derive a total pairing
between a 1-form and a vector field as:
〈〈1F ,A〉〉 ≡
1
2
Tr(ΩA1F
T
). (2.38)
This definition satisfies the following connection with the previously-defined contrac-
tion: for all A ∈ D(M) ∫
M
iA
1F dV = 〈〈1F ,A〉〉. (2.39)
Note that the volume form Ω is now needed to integrate the piecewise-constant 0-
form iA
1F over the entire domain. Finally, since the matrix ΩA is antisymmetric, the
symmetric component of 1F does not play any role in the pairing.
Therefore, we will assume thereafter that a discrete one-form 1F is defined by an
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antisymmetric matrix : 1F ∈ so(N).
Remark When viewed as acting on vector fields in the NHC S, our representation
of discrete 1-forms coincides with the use of 1-cochains on the dual of M [14]: the
value 1F ij (resp.,
1F ji) can be understood as the integral of a continuous 1-form
1f on the dual edge linking cells Ci and Cj (resp., Cj and Ci). However, our use
of antisymmetric matrices extends this cochain interpretation to arbitrary discrete
vector fields. This will become particularly useful when 1-forms need to be paired
with vector fields issued from the commutator [A,B] of two vector fields A and B
both in S, as hinted in Section 2.1.6.
2.2.3 Discrete two-forms
We extend our definition of one-forms to two-forms in a similar fashion: discrete 2-
forms will be encoded as 3-tensors 3F ijk that are antisymmetric w.r.t. the last two
indices.
Discrete contraction Contraction of a 2-form 2F by a vector field A is defined as:
(iA
2F )ij =
1
2
∑
k
(
2F ijkAik −
2F jikAjk
)
.
Notice again here that the resulting discrete 1-form is indeed an antisymmetric matrix
(by construction), and that if A ∈ S, many of the terms in the sum vanish.
Discrete total pairing The total pairing of a discrete 2-form 2F by two discrete
vector fields A and B, the discrete equivalent of
∫
M
2f(a, b) dV , is now defined as:
〈〈2F, (A,B)〉〉 ≡
1
2
∑
i,j,k
Ωi
2F ijkAikBij . (2.40)
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This definition satisfies the expected property linking contraction and pairing: for all
B ∈ D
〈〈iA
2F ,B〉〉 = 〈〈2F , (A,B)〉〉.
It also is compatible with our former definitions, since:
∫
iB(iA
2F )dV =
1
2
∑
i
(
1
2
∑
j,k
(
Ωi
2F ijkAik − Ωi
2F jikAjk
)
Bij
)
=
1
2
∑
i
(
1
2
∑
j,k
(
Ωi
2F ijkAikBij + Ωj
2F jikAjkBji
))
=
1
2
∑
i
(∑
j,k
Ωi
2F ijkAikBij
)
= 〈〈iA
2F ,B〉〉.
2.2.4 Other operators on discrete forms
A few more operators acting on 0-, 1-, or 2-forms will be valuable to our discretization
of incompressible fluids.
Discrete exterior derivative We can define a discrete version d of the exterior
derivative. For a discrete 0-form 0F, the one-form d0F is formally defined as
(d0F )ij =
0F i −
0F j .
Similarly, if 1F is a discrete one-form then we can define:
(d1F )ijk =
1F ij +
1F jk +
1F ki.
More generally, we define our operator d as acting on a k-form kF with:
(dkF )i1i2...ik+1 =
∑
j∈[1..k+1]
(−1)j+1kF i1...bij ...ik+1
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where ·̂ indicates the omission of a term. This expression respects the antisymmetry
of our discrete form representation.
Remark Notice here again that when the centers of cells Ci1 , Ci2, . . . , Cik+1 form a k-
simplex on the dual of mesh M, our definition of d simply enforces Stokes’ theorem and
thus coincides with the discrete exterior derivative widely used in the literature [14].
Our discrete exterior derivative extends this simple geometric property to arbitrary
(k + 1)-tuples of cells.
Discrete Lie derivative Now that we have defined contraction and derivatives on
discrete one-forms we can define the Lie derivative using Cartan’s “magic” formula
in the continuous setting
Lv = ivd+ div.
Definition 6. Let A be a discrete vector field satisfying the NHC and 1F be an
antisymmetric discrete one-form. Then the Lie derivative of 1F along A is defined as
LA
1F = iAd
1F + diA
1F .
Lemma 4. For a vector field represented through an Ω-antisymmetric and column-
null A, and a discrete closed one-form represented as a column-null and antisymmetric
1F :
(LA
1F )ij =
1
2
([1FΩ, A]Ω−1)ij +
1
2
(
(1FAT )ii − (
1FAT )jj
)
. (2.41)
Proof. As A is Ω-antisymmetric and column-null, we have
∑
k
1F ijAik =
1F ij
∑
k
Aik = 0.
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Therefore,
(iAd
1F )ij =
1
2
∑
k
((d1F )ijkAik − (d
1F )jikAjk)
=
1
2
∑
k
(1F ij +
1F jk +
1F ki)Aik −
1
2
∑
k
(1F ji +
1F ik +
1F kj)Ajk
= −
1
2
((A1F )ij + (
1FAT )ii − (A
1F )ji − (
1FAT )jj).
Now, since AT = −ΩAΩ−1 and 1F
T
= −1F , we can write:
(A1F )ji = ((A
1F )T )ij = (
1FΩAΩ−1)ij
and, therefore,
(iAd
1F )ij =
1
2
(([1FΩ, A]Ω−1)ij + (
1FAT )jj − (
1FAT )ii).
Also, one has
iA
1F = diag(1FAT ),
therefore,
(diA
1F )ij = (
1FAT )ii − (
1FAT )jj,
which implies the result.
This formula can be seen as a discrete version of the relation between Lie derivative
and covariant derivative in the continuous case:
Lvv
♭ = (∇vv)
♭ +
1
2
d〈v♭, v〉.
2.2.5 Discrete flat operator
Recall that the continuous flat of a vector field v is a 1-form v♭ such that
〈v♭, w〉 = (v, w), for every vector field w,
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where (v, w) is the inner product of vector fields. Discretizing this inner product
for vector fields represented as column-null Ω-antisymmetric matrices is far from
obvious. Instead, we propose to define a discrete flat operator ♭h : A 7→ A♭h such that
the pairing of matrices 〈〈A♭h , B〉〉 = 1
2
Tr(ΩA♭hBT ) approximates the product of vector
fields integrated on M :
〈〈A♭h , B〉〉 =
1
2
Tr(ΩA♭hBT )→
∫
M
(v(x), w(x))dx, when h→ 0 (2.42)
if A → Lv and B → Lw. Note that the multiplication by Ω simply integrates the
0-form over each cell, thus we define the integrated product as Tr(ΩA♭hBT ) while the
cell-wise product is diag(A♭hBT ).
Note that the operator ♭h cannot be trivial. Indeed, for any matrices A, B, C ∈ S,
we have Tr(A[B,C]) = 0 because S ∩ [S,S] = {0}; but we can choose A, B and C to
approximate vector fields v, u and w such that
∫
M
(v, [u, w]) 6= 0. The problem here
is that the matrix A can store more information than necessary to encode a vector
field. To resolve this issue we will consider only matrices satisfying the non-holonomic
constraints and matrices resulting from the commutator of two matrices satisfying
the non-holonomic constraints to define our discrete flat operator.
Definition 7. Consider a family of meshes Mh of size h. An operator
♭h : S → D(Mh)
is called a discrete flat operator if the following two conditions are satisfied:
〈〈A♭hh , Bh〉〉 →
∫
M
(v(x), u(x))dx, when h→ 0,
for every Ah, Bh ∈ S, Ah → −Lv, Bh → −Lu (2.43)
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〈〈A♭hh , [Bh, Ch]〉〉 → −2
∫
M
(v(x), [u, w](x))dx, when h→ 0,
for every Ah, Bh, Ch ∈ S, Ah → −Lv, Bh → −Lu, Ch → −Lw. (2.44)
Note that in this definition, 〈〈A♭, X〉〉 approximates the inner product when X ∈ S
and twice the inner product when X ∈ [S,S]. In essence, an element of [S,S]
represents twice a velocity; see the remark on page 42 for a detailed explanation.
The next lemma gives a necessary and sufficient condition for a discrete flat op-
erator:
Lemma 5. A family of operators ♭h satisfies condition (2.44) if and only if for every
Ah, Bh, Ch ∈ S approximating vector fields v, u, w ∈ SVect(M) respectively we have
〈〈dA♭hh , (Bh, Ch)〉〉 →
∫
M
ω(u, w)dV, where ω = dv♭. (2.45)
Proof. First, let’s show that for any u, v, w ∈ SVect(M)
∫
M
(v(x), [u, w](x))dx =
∫
M
dv♭(u, w)dx. (2.46)
Indeed, since ∫
M
(v(x), [u, w](x))dx =
∫
M
i[u,w]v
♭
and (see [25])
i[u,w]v
♭ = Luiwv
♭ − iwLuv
♭,
we have
∫
M
(v(x), [u, w](x))dx =
∫
M
Luiwv
♭ − iwLuv
♭ ∇·u=0= −
∫
M
iwLuv
♭.
But, by Cartan’s formula Luv
♭ = iudv
♭ + diuv
♭. Therefore,
∫
M
iwLuv
♭ =
∫
M
iwiudv
♭ =
∫
M
dv♭(u, w),
where we used the fact that w ∈ SVect(M) and therefore
∫
M
iwdiuv
♭ = 0.
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Ci
Cjhij
Sij
Figure 2.1: Spatial Discretization: two cells Ci and Cj , along with their common face
Dij of area Sij and its dual edge eij of length hij.
Now, let’s show that
2〈〈dA♭, (B,C)〉〉 = −〈〈A♭, [B,C]〉〉.
Using properties of the trace operator we get
〈〈A♭, [B,C]〉〉 =
1
2
Tr(ΩA♭[B,C]T ) =
1
2
Tr(A♭Ω[B,C]) =
1
2
Tr([A♭Ω, B]C).
By Lemma 4, [A♭Ω, B] = 2(LBA
♭)Ω + 2diBA
♭Ω. Thus,
1
2
Tr([A♭Ω, B]C) = Tr(iBdA
♭ΩC) = −2〈〈dA♭, (B,C)〉〉.
Construction of a flat operator on a simplicial mesh. Now we show how to
construct a flat operator ♭ : A 7→ A♭ on a two-dimensional simplicial mesh. Construc-
tion on an arbitrary mesh in the two- or three-dimensional case is similar. Let’s recall
that A is assumed to satisfy the non-holonomic constraints, i.e., A ∈ S.
First, the flat operator should satisfy the following property:
〈〈A♭hh , Bh〉〉 −−→
h→0
∫
M
(v(x), u(x))dx for A  
h→0
v and B  
h→0
u.
Since Bh ∈ S, only terms (A
♭h
h )ij with j ∈ N(i) appear in the expression 〈〈A
♭h
h , Bh〉〉
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above. Therefore, these terms can be thought of as assigned to the dual edges con-
necting cells Ci and Cj (see Figure 2.1). Define A
♭ on these edges by
A♭ij = AijΩi
hij
Sij
, when j ∈ N(i). (2.47)
As in Section 2.1.5, ΩiAij is an approximation to the flux of vector field through the
boundary between cells Ci and Cj, i.e.,
ΩiAij ≈ −(v(xij), ~nij)Sij,
where xij is the barycenter of boundary between cells Ci and Cj, and ~nij is the normal
to this boundary, oriented from Ci to Cj. Thus, A
♭ can be written as
A♭ij ≈ −(v(xij), ~nij)hij ≈
∫
eji
v♭,
where eji is the dual edge connecting cells Ci and Cj . Therefore, A
♭
ij is indeed an
approximation to v♭ integrated along eji and thus can be considered as a discrete
1-form in the sense of DEC.
Now, the pairing
〈〈A♭, B〉〉 =
1
2
Tr(ΩA♭BT )
can be written as
〈〈A♭, B〉〉 ≈
1
2
∑
i, j
[
(v(xij), ~nij)hij
][
(u(xij), ~n)Sij
]
. (2.48)
But A♭ij ≈ −(v(xij), ~nij)hij ≈
∫
eji
v♭ and
(u(xij), ~n)Sij ≈
∫
Dij
(u, ~nij) =
∫
Dij
∗u♭,
where Dij is the boundary between Ci and Cj and ~nij its normal oriented from Ci to
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x
A♭jk
A♭ki
A♭ij
Figure 2.2: Flat Operator: schematic representation of A♭ij as a part of the cell dual
to node x.
Cj. Thus, (u(xij), ~nij)Sij is an approximation to ∗u♭ and the expression
1
2
∑
j
[
(v(xij), ~nij)hij
][
(u(xij), ~nij)Sij
]
is a discrete version of v♭ ∧ ∗u♭ in the sense of DEC [23, 33]. Therefore, the right side
of the expression (2.48) is an approximation to the integral
∫
M
v♭ ∧ ∗u♭ =
∫
M
(v, u)
and condition (2.43) is satisfied.
Now, we need to define the terms A♭ij when cells Ci and Cj are ”two cells away”,
i.e., when j /∈ N(i) and N(i)∩N(j) 6= ∅. According to Lemma 5, this has to be done
in such a way that dA♭ approximates the vorticity of the vector field.
We will use the fact that in the two-dimensional case
dv♭(u, w) = (∗ω)♯(u♭ ∧ w♭)♯.
Since for any matrix X ∈ S, values of X♭ on neighboring cells can be considered as
a dual 1-form in the sense of DEC, we can use DEC to construct approximations to
dv♭ and u♭ ∧ v♭.
First, let’s construct an approximation of vorticity. Suppose j /∈ N(i), k ∈ N(i)∩
N(j) and cells Ci, Cj and Ck have a common vertex x. On the node x we can define
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Ci
Cj
Ck
x
Dijk
Figure 2.3: Ratio of Vorticity: schematic description of Kijk as the area ratio of
Dijk ∩ Ci and Dijk.
a discrete vorticity in the sense of DEC:
ωDEC(x) =
1
vol(Dx)
(A♭i1i2 + . . .+ A
♭
ip−1ip
) ≈
1
vol(Dx)
∫
Dx
dv♭,
where i1, . . . , ip is the collection of cells going counter-clockwise all around node x
and Dx is the dual (Voronoi) cell centered at x.
We will define A♭ij to satisfy the equation
(dA♭)ijk = A
♭
ij + A
♭
jk + A
♭
ki = KijkωDEC(x) vol(Dx),
where Kijk is defined to be
Kijk = sijk
vol(Dijk ∩ Ci)
vol(Dijk)
, (2.49)
where Dijk is the dual cell centered around the common node to the cells Ci, Cj and
Ck and sijk = 1 if the triplet of cells i, j and k is oriented counter-clockwise and
sijk = −1 if it’s oriented clockwise.
When h is small, ωDEC(x) is close to ω(xi), where xi is the barycenter of cell i.
Thus, given our definition of the discrete flat operator, the expression for every cell
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Ci ∑
j, k
(dA♭)ijkBikCij
is close to
ω(xi)
∑
j, k
Kijk vol(Dijk)BikCij = ω(xi)
1
Ωi
∑
j, k
sijk
vol(Dijk ∩ Ci)
Ωi
(
Sik
hik
B♭ik
)(
Sij
hij
C♭ij
)
.
Now, since for a matrix X ∈ S the values X♭ij on neighboring cells i and j can be
considered as a dual one-form in the sense of DEC (i.e., values X♭ij are associated to
the dual edges), the values
Sij
hij
X♭ij can be considered as a primal 1-form ∗X
♭. Also,
the expression
1
2
∑
j, k
sijk
vol(Dijk ∩ Ci)
Ωi
X♭ikY
♭
ij
is a version of primal-primal wedge product, i.e., if X♭ and Y ♭ are primal one-forms,
then
1
2
∑
j, k
sijk
vol(Dijk ∩ Ci)
Ωi
X♭ikY
♭
ij = (X
♭ ∧ Y ♭)i.
This definition of wedge product was used, for instance, in [33, 23].
Therefore, we can see that
〈〈dA♭, (B,C)〉〉 =
1
2
∑
i, j, k
Ωi(dA
♭)ijkBikCij ≈
1
2
∑
i
ω(xi)
∑
j, k
sijk
vol(Dijk ∩ Ci)
Ωi
(
Sik
hik
B♭ik
)(
Sij
hij
C♭ij
)
=
∑
i
ω(xi)(∗B
♭ ∧ ∗C♭)i.
Therefore, since ∗u ∧ ∗v = u ∧ w, we get
∑
i j, k
Ωi(dA
♭)ijkBikCij ≈
∫
(∗ω)♯u♭ ∧ w♭ =
∫
M
ω(u, w).
Note that any other convergent definition of the discrete wedge product would
lead to a(nother) valid flat operator ♭ : A 7→ A♭.
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Figure 2.4: Flat Operator on a Regular Grid: our definition of the flat operator is
particularly simple when the spatial discretization is a regular mesh.
Example: flat operator on a regular mesh. The following lemma introduces
an explicit formula for a flat operator on a regular grid.
Lemma 6. For a domain represented with a Cartesian grid of size h, let A be an
antisymmetric doubly-null matrix satisfying the NHC. The operator ♭h : A 7→ A
♭h
defined as
A♭ij = h
2Aij , for i ∈ N(j),
A♭ij =
h2
♯(N(i) ∩N(j))
∑
k∈N(i)∩N(j)
(Aik + Akj), for i 6= N(j)
is a discrete flat operator.
We can see that while A satisfies the NHC, A♭ has non-zero elements for neigh-
boring cells and for cells having a common neighbor (i.e., two cells away). Now, let
i, k, j, l be four cells on a regular mesh sharing a common node x, oriented counter-
clockwise. Then it is easy to see that for A♭ defined above we have
dA♭ijk =
1
2
h2(Aik + Akj + Ajl + Ali) =
ωd(x)
2
,
where ωd(x) is the discrete vorticity in the sense of Discrete Exterior Calculus inte-
grated over the dual cell of node x. Since ωd converges to vorticity, the condition of
Lemma 5 is satisfied.
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Construction of a flat operator on a 3-dimensional mesh. Now we will de-
scribe a construction of a flat operator on a 3-dimensional simplicial grid. In the
two-dimensional case the formula ∗u∧∗v = u∧ v allowed us to use a discrete primal-
primal wedge product to construct A♭. This is no longer possible in higher dimensions,
so now we will use a discrete dual-dual wedge product to construct A♭. The procedure
described below can be generalized to higher dimensions.
Just like in the two-dimensional case, we need to find a matrix A♭ which satisfies
the properties
〈〈A♭, A〉〉 →
∫
M
v2dx, (2.50)
and
〈〈dA♭, (B,C)〉〉 →
∫
M
ω(u, w)dV.
To satisfy the first property we define, as above,
A♭ij = AijΩi
hij
Sij
, when j ∈ N(i).
To satisfy the second property we will use the fact that
∫
M
ω(u, w)dV =
∫
M
∗ω ∧ u♭ ∧ v♭.
Let A.
♭ be defined by formula
(dA♭)ijk = A
♭
ij + A
♭
jk + A
♭
ki = KijkωDEC(eijk) vol(Dijk),
where eijk is the primal edge, common to the cells i, j, k, and Dijk is the two-
dimensional face dual to eijk. Then the pairing 〈〈dA♭, (B,C)〉〉 can be written as
〈〈dA♭, (B,C)〉〉 =
1
2
∑
i, j, k
ΩiKijk ωDEC(eijk) vol(Dijk)BikCik,
or
〈〈dA♭, (B,C)〉〉 =
1
2
∑
i, j, k
ΩiK˜ijk ωDEC(eijk) vol(Dijk)B
♭
ikC
♭
ij, (2.51)
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where
B♭ij = ΩiBij
hij
Sij
, C♭ij = ΩiCij
hij
Sij
and
K˜ijk = Kijk
1
Ω2i
Sij
hij
Sik
hij
.
Now, suppose we have a discrete version (in the sense of DEC) of the wedge
product between two dual one-forms, written as
(B♭ ∧ C♭)De =
∑
TijkB
♭
ikC
♭
ij ,
where De is a dual two-face intersecting a primal edge e and the sum is taken over
all cells i, j and k which have e as a common edge. Then the equality (2.51) can be
written as
〈〈dA♭, (B,C)〉〉 =
1
2
∑
e
ωDEC(e)|e|
∑
i, j, k
e=Ci∩Cj∩Ck
(B♭ ∧ C♭)DeT
−1
ijk K˜ijkΩi vol(De)|e|
−1.
Here | · | is the k-dimensional volume of a k-cell. So, if we define
K˜ijk = TijkΩ
−1
i vol(De)
−1|e|,
we have
〈〈dA♭, (B,C)〉〉 =
1
2
∑
e
ωDEC(e)|e|(B
♭ ∧ C♭)De ≈
∫
M
(∗ω) ∧ u♭ ∧ w♭.
Thus, for any set of coefficients Tijk we get a formula to compute A
♭:
A♭ij + A
♭
jk + A
♭
ki = KijkωDEC(eijk)) vol(Dijk),
where
Kijk = TijkΩi
hijhik
SijSik
|e|
vol(De)
.
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We can obtain a particular choice of Tijk by extending in an obvious way the
definition of primal-primal wedge product given in [23]:
Tijk = sijk
1
2
|Dijk ∩ Ci|
|∆ijk|
,
where ∆ijk is a triangle with vertices at the centers of the cells Ci, Cj and Ck.
To simplify the expression for Kijk we use the equality |∆ijk| =
1
2
hijhik sinαijk,
where αijk is the angle between dual edges:
Kijk = sijkΩi|e|
1
sinαijk
Sij
Sik
|Dijk ∩ Ci|
|Dj|
.
Now, using the generalized law of cosines for the volume of a tetrahedron yields
Ωi =
2
3
1
|e|
SijSik sinαijk
and thus
Kijk =
2
3
sijk
|Dijk ∩ Ci|
|Dijk|
.
This formula was used in the implementation of our method described in [30].
2.3 Dynamics on the Group of Ω-Orthogonal Sto-
chastic Matrices
We now focus on defining a Lagrangian on the tangent bundle of the group D(M)
of Ω-orthogonal, signed stochastic matrices and studying the corresponding varia-
tional principle with non-holonomic constraints. We will first assume a discrete-
space/continuous-time setup before presenting a fully discrete version.
2.3.1 Variational principle
We wish to study dynamics on the Lie group D(M) of Ω-orthogonal, signed stochas-
tic matrices representing volume-preserving diffeomorphisms on a mesh M. While
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the group’s Lie algebra D(M) consists of column-null Ω-antisymmetric matrices, we
restrict the Eulerian velocity A = q˙q−1 to lie in the NHC space S, i.e., with fluid
transfer only between adjacent cells (see Section 2.1.4).
We first define a Lagrangian Lh(q, q˙) on TD(M) such that Lh −−→
h→0
1
2
∫
‖v‖2 for
A  
h→0
v:
Lh(A) =
1
2
〈〈A♭, A〉〉 ≡
1
4
Tr(ΩA♭AT ). (2.52)
When A satisfies the NHC, it was shown in Section 2.2.5 that 〈〈A♭, A〉〉 →
∫
(v, v);
thus the discrete Lagrangian is an approximation to the L2-norm of the velocity field
in this case.
To compute the variation of A(t), we assume that q depends on a parameter s,
we denote q′ = dq
ds
and q˙ = dq
dt
, and we differentiate the Eulerian velocity:
d
ds
A(s, t) = q˙′q−1 − q˙q−1q′q−1.
Now, if we denote by B the vector field satisfying B = q′q−1, we get the well-known
Lin constraints :
d
ds
A(s, t) = B˙ − [A,B], (2.53)
where [A,B] = AB −BA is the commutator of matrices.
Now remember that the dynamics of systems with non-holonomic constraints can
be derived from the Lagrange-d’Alembert principle:
δ
∫ 1
0
Lh(q, q˙)dt = 0 with
 δq ∈ Sqδq(0) = δq(1) = 0. (2.54)
Since δq ∈ Sq, the vector field B must be in S, i.e., Bij = 0 except for neighboring
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Ci and Cj. We can then compute δLh:
δLh(A) =
1
2
(
〈〈δA♭, A〉〉+ 〈〈A♭, δA〉〉
)
.
As we restrict A to lie in the NHC subspace S, the Lin constraints in Eq. (2.53) imply
〈〈δA♭, A〉〉 = 〈〈B˙♭ − [A,B], A〉〉 = 〈〈B˙♭, A〉〉 = 〈〈A♭, B˙〉〉, and we get
−2δLh(A) = −Tr(ΩA
♭B˙T ) +
1
2
Tr(ΩA♭[A,B]T ) = Tr(A♭ΩB˙)−
1
2
Tr(A♭Ω[A,B]),
which can be written as
δLh(A) = 〈〈A
♭, B˙ −
1
2
[A,B]〉〉. (2.55)
Now, if A is close to −Lv and B is close to −Lξ then, by definition of ♭, we have
〈〈A♭, B˙〉〉 →
∫
M
(v, ξ˙)
and
〈〈A♭, [A,B]〉〉 → 2
∫
M
(v, [ξ, v]).
Thus,
δLh(A)→
∫
M
(v, ξ˙ + [v, ξ]) = δL,
so the discrete Lagrangian (resp., its variation) is an approximation of the continuous
Lagrangian (resp., its variation).
Remark We know that the commutator [A,B] is an approximation to the commu-
tator of vector fields [ξ, v]. But after taking the variation of Lh we obtain 〈〈A♭, B˙ −
1
2
[A,B]〉〉 and in order to obtain a correct approximation of Euler equation this vari-
ation has to approximate δL =
∫
M
(v, ξ˙ + [v, ξ]). The pairing 〈〈A♭, [A,B]〉〉 thus ap-
proximates 2
∫
M
(v, [ξ, v]).
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Since for any matrices A, B, C, Tr(A[B,C]) = Tr([A,B]C), we get
δLh(A) = −
1
2
Tr
(
A♭ΩB˙ −
1
2
[A♭Ω, A]B
)
.
Therefore, after integration by parts, the discrete Euler-Lagrange equations of Eq. (2.29)
are:
∀B ∈ S, Tr
(
(2A˙♭Ω + [A♭Ω, A])B
)
= 0. (2.56)
In order to express the resulting equations in a more intuitive fashion, we introduce
the following lemma:
Lemma 7. If A is doubly-null and antisymmetric, with Tr(BTA) = 0 for every B ∈ S
then there exists a discrete pressure field, i.e., a vector P = (p1, . . . , pN) such that
Aij = pi − pj, where j ∈ N(i).
Elements Aij for non-neighboring cells Ci and Cj can be arbitrary.
Proof. Since B ∈ S, the inner product of matrices Tr(BTA) does not depend on Aij
when i and j are not direct neighbors. Now, let’s assume that A ∈ S. The space S has
codimension N in the space N . Indeed, it is defined by a system of N independent
equations: ∑
j∈N(i)
Bij = 0, 1 ≤ i ≤ N.
Moreover, the space of discrete gradients Aij = pi − pj in N is orthogonal to the
space of column-null antisymmetric matrices w.r.t. the inner product A·B = Tr(BTA)
and has dimension N . Therefore, the orthogonal complement to S in N coincides
with the space of discrete gradients.
Therefore, we deduce our main theorem:
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Theorem 1. Consider the discrete-space/continuous time Lagrangian on TD(M):
Lh(A) =
1
2
〈〈A♭, A〉〉,
where A = q˙q−1 ∈ S is a column-null Ω-antisymmetric matrix, q ∈ D(M) is a signed
stochastic Ω-orthognal matrix, and A♭ is the discrete flat operator defined in Def. 7
applied to A. Then the Lagrange-d’Alembert principle
δ
∫ 1
0
Lh(A)dt = 0, δq ∈ Sq, A ∈ S
implies
(A˙♭ + LAA
♭ + dp¯)ij = 0, for j ∈ N(i), (2.57)
or, equivalently,
A˙ij +
1
2
Sij
ΩiΩjhij
[A♭Ω, A]ij +
Sij
Ωihij
(pi − pj) = 0, for j ∈ N(i) (2.58)
where p is the discrete pressure field and p¯ is the modified discrete pressure, related
to p by the following formula (compare with Eq. (1.12))
p¯i = pi −
1
2
(A♭A)ii.
Proof. Apply Lemma 7 (for ΩA and B) to Eq. (2.56) and substitute the definition
of discrete Lie derivative given in Eq. (2.41).
We can see that these two forms of the resulting equations of motion clearly mimic
the Euler equations, expressed respectively as
v˙♭ + Lvv
♭ + dp¯ = 0
and
v˙ +∇vv +∇p = 0.
45
2.3.2 Discrete Kelvin’s theorem
In this section we present a discrete version of Kelvin’s theorem, by replacing the
notions of a curve and its advection by their discrete Eulerian counterparts. After
we introduce notions of discrete curve and discrete advection, the proof of Kelvin’s
theorem will be essentially the same as in the continuous case, which we will describe
first for completeness.
2.3.2.1 Continuous property
Kelvin’s theorem states that the circulation along a closed curve stays constant as
the curve is advected with the flow. Let γt be the curve and Cγtvt be the circulation
of vt along γt:
Cγtvt =
∮
γt
vt · ds.
Let’s consider a divergence-free vector field γε0 representing a ”narrow current” of size
ε flowing along γ0 and which has flux ε in the direction transverse to the curve. And
let γεt be the field γ
ε
0 advected by the flow vt, i.e., it satisfies equation
γ˙εt + Lvtγ
ε
t = 0. (2.59)
Then, as ε→ 0,
〈v♭t , γ
ε
t 〉 → Cγtvt,
so the pairing 〈v♭t , γ
ε
t 〉 can be considered as an approximate circulation. We can
compute its derivative:
d
dt
〈v♭t , γ
ε
t 〉 = 〈v˙
♭
t , γ
ε
t 〉+ 〈v
♭
t , γ˙
ε
t 〉 = −〈Lvtv
♭
t , γ
ε
t 〉 − 〈v
♭
t , Lvtγ
ε
t 〉 = 0. (2.60)
And since this pairing represents circulation, the circulation itself stays constant.
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2.3.2.2 Discrete Kelvin’s theorem
We now show that our discrete Euler equations give rise to a discrete analog of
Kelvin’s circulation theorem. Achieving this goal first requires a discrete definition of
curves and their advection, for which we will borrow the concept of one-chains used
in algebraic topology and demonstrate that curves and vector fields satisfying the
non-holonomic constraints share the same representation; that is, the discretization
of a curve γ(s) will be thought of as a discretization of the narrow current γe. Since
we already have established a discrete analog to Lie derivative (the commutator of
matrices), we will be able to define how to advect a discrete curve along a discrete
vector field. We will find that, just like Kelvin’s circulation theorem in the continuous
case, for any discrete curve γt advected by a discrete vector A(t) field satisfying the
discrete Euler equation, the circulation of A(t) along γt is constant.
Discrete curves. A discrete curve in our Eulerian setup can be nicely defined
using the concept of one-chains. Let’s recall that a dual one-chain (see [31] for a
thorough exposition of chains and simplicial homology) is a linear combination of the
dual edges between cells. In our context, we will represent this linear combination as
an Ω-antisymmetric matrix. We start by defining a simple curve:
Definition 8. A simple discrete curve consisting of a discrete path from cell Ci1 to
cell Ci2,. . ., to cell Cin is represented by a Ω-antisymmetric matrix B such that
ΩikBikik+1 = −Bik+1ikΩik+1 =
1
2
,
and
Bij = 0, for (i, j) 6= (ik, ik+1) ∀k.
The matrix B representing a simple discrete curve γ(s) (that exactly follows dual
edges) can be considered as a discrete version of the velocity dγ(s)/ds. Furthermore,
one can extend the notion of discrete curves to encompass arbitrary dual one-chains
(see Bossavit’s description in, for instance, [7]). In our work, we will be focusing on
closed discrete curves described as linear combinations of dual edges:
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Definition 9. A discrete closed curve is represented by a column-null Ω-antisymmetric
matrix B such that Bij = 0 ∀i 6= N(j).
Notice that this representation of a one-chain coincides with our definition of dis-
crete Eulerian velocities in the NHC. We will therefore no longer distinguish between
discrete curves and discrete velocities as they are represented by the same discrete
object.
Discrete circulation. To compute circulation of a vector field along a curve, we
apply the same pairing of matrices we used earlier:
Definition 10. The circulation CBA of a discrete vector field A along a discrete
curve B is defined as
CBA = 〈〈A
♭, B〉〉.
Now, we need to define a discrete notion of advection, which should be an ap-
proximation to Lvγ
ε. We use a matrix A ∈ S to discretize v and a matrix B ∈ S
to discretize γε, so their commutator [A,B] is a discretization of Lvγ
ε. However,
[A,B] /∈ S. So instead, we construct a matrix from elements of [A,B] that satisfies
the constraints and can still be considered as an approximation to the commutator
of vector fields.
Definition 11. Let Bt ∈ S be a family of discrete curves evolving in time and At is
a (time-dependent) discrete vector field. We say that Bt ∈ S is advected by At if Bt
satisfies the advection equation
〈〈X♭, B˙ −
1
2
[A,B]〉〉 = 0, for any X ∈ S. (2.61)
First, let’s see that the last equation has a solution. Indeed, [A,B]ij = 0 when
j ∈ N(i) and if the cells Ci and Cj are two-away (i.e., N(i) ∩N(j) 6= ∅), X♭ij can be
written as a linear combination:
X♭ij =
∑
k
αijk X
♭
m
ij
k
n
ij
k
,
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CiCj
Figure 2.5: Projection on Regular Grids: our projection of [A,B] onto the subspace
of non-holonomic constraints accumulates on the common boundary of Ci and Cj all
the two-cell-away transfers going through this boundary.
where mijk ∈ N(n
ij
k ) ∀k. Since B˙ ∈ S, Eq. (2.61) can be written as
∑
p,q
p∈N(q)
X♭pqB˙pqΩp −
1
2
∑
i,j
N(i)∩N(j)6=∅
Ωi[A,B]ij
∑
k
αijk X
♭
m
ij
k
n
ij
k
= 0.
By grouping terms containing X♭pq we get
∑
p.q
q∈N(p)
X♭pq(B˙pqΩp −
∑
rpq ,spq
Ωrpq [A,B]rpqspqαrpqspq) = 0,
which has a solution
B˙pq = Ω
−1
p
∑
rpq,spq
Ωrpq [A,B]rpqspqβrpqspq .
Now, let’s prove that if B˙ satisfies Eq. (2.61), it is an approximation to Lvγ.
Indeed, if X  w, A v, B  γ, then, by definition of the discrete operator ♭,
〈〈X♭, B˙〉〉 →
∫
M
(w, γ)
and
〈〈X♭, [A,B]〉〉 → 2
∫
M
(x, [u, γ]).
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Thus, if Eq. (2.61) is satisfied, γ˙ has to satisfy
∫
M
(w, γ˙ − [u, γ]) = 0
for every w ∈ SVect(M). Since γ ∈ SVect(M), it means that γ˙ = [u, γ] = Luγ.
Discrete Kelvin’s theorem. We are now ready to give a discrete analog of
Kelvin’s circulation theorem satisfied by our discrete Euler equations.
Theorem 2. If At satisfies the DEL equations (2.57) and B0 is an arbitrary discrete
curve, then the circulation of A along Bt stays constant:
CBtAt = CB0A0,
where Bt is the curve B0 advected by At.
Proof. The time derivative of the circulation CBtAt is expressed as:
d
dt
CBtAt =
d
dt
〈〈A♭t, Bt〉〉 = 〈〈A˙
♭
t, Bt〉〉+ 〈〈A
♭
t, B˙t〉〉.
Since A♭t satisfies the DEL equations (A˙
♭
t +
1
2
[A♭tΩ, At]Ω
−1 + dp¯t)ij = 0 for i and j
representing two neighboring cells’ indices, and as Tr((dp¯t)Bt) = 0, we have
〈〈A˙♭t, Bt〉〉 = −
1
2
〈〈[A♭tΩ, At]Ω
−1, Bt〉〉 = −
1
2
Tr([A♭tΩ, At]Bt) =
−
1
2
Tr(A♭tΩ[At, Bt]) = −
1
2
〈〈A♭t, [At, Bt]〉〉.
But since Bt is advected by A, we get
d
dt
CBtAt = 〈〈A˙
♭
t, Bt〉〉+ 〈〈A
♭
t, B˙t〉〉 = 〈〈A
♭
t, B˙t −
1
2
[At, Bt]〉〉 = 0.
Remark. In the continuous case, the Kelvin’s circulation theorem can be derived
from Noether’s theorem using right-invariance of the metric on SDiff (particle rela-
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belling symmetry). In the discrete case, the Lagrangian is also right invariant, but
the presence of the non-holonomic constraints prevents us from using Noether’s the-
orem. Indeed, in general, in a system with non-holonomic constraints a momentum
is no longer expected to be conserved. But we can still use the symmetry to obtain
the momentum equation, i.e. compute the rate of change of the momentum in time.
Doing so for our discrete fluid model we also get our discrete circulation theorem.
2.4 Fluid Evolution in Discrete Time
We now revisit our discrete version on the variational principle discussed above where
time is now discrete instead of continuous. We assume that the fully discrete fluid
motion is given as a discrete path q1, . . . , qK in the space of Ω-orthogonal signed
stochastic matrices, where the motion has been sampled at regular time tk = k τ .
Discrete velocity. Given a pair qk, qk+1 of consecutive configurations in time,
we can compute a discrete time analog of Eulerian velocity using, e.g., one of the
following classical formulas:
• qk+1 − qk = τ Ak qk, (explicit Euler),
• qk+1 − qk = τ Ak qk+1, (implicit Euler),
• qk+1 − qk = τ Ak
qk + qk+1
2
, (midpoint rule).
Note that the midpoint rule preserves the Lie group structure of the configuration
space. Note also that many other discretizations could be used, but we will restrict
our explanations to these simple cases as they suffice to illustrate how our continuous
time procedure can be adapted.
Discrete Lagrangian and action. We define the discrete-space/discrete-time
Lagrangian Ld(qk, qk+1) as
Ld(qk, qk+1) = L(Ak).
The discrete action Ad along a discrete path is then simply the sum of all pairwise
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qk−1
qk
qk+1
Ak Ak+1
Figure 2.6: Three consecutive configurations qk−1, qk, qk+1 of a fluid in time, with
Eulerian velocities Ak and Ak+1.
discrete Lagrangians:
Ad(q0, . . . , qK) =
K−1∑
k=0
Ld(qk, qk+1).
We can now use the Lagrange-d’Alembert principle that states that δAd = 0 for all
variations of the qk (for k = 1, . . . , K − 1, with q0 and qK being fixed) in Sq while Ak
is restricted to S.
Variations. The variations of this action in all three discrete advection cases
become:
• Explicit Euler. In this case, Ak = (qk+1 − qk)/τ q
−1
k . The variation δkAk and
δk+1Ak with respect to qk and qk+1 respectively become:
δkAk = −
1
τ
δqkq
−1
k −
qk+1 − qk
τ
q−1k δqkq
−1
k ,
δk+1Ak =
1
τ
δqk+1q
−1
k .
If we denote, similarly to the continuous case, Bk = δqkq
−1
k , we get:
δkAk = −
Bk
τ
− AkBk
and
δk+1Ak =
Bk+1
τ
+Bk+1Ak.
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• Implicit Euler. In this case Ak = (qk+1 − qk)/τ q
−1
k+1. It yields:
δkAk = −
1
τ
δqkq
−1
k+1
and
δk+1Ak =
1
τ
δqk+1q
−1
k+1 −
qk+1 − qk
τ
q−1k+1δqk+1q
−1
k+1.
Similarly to the previous case we now obtain:
δkAk = −
Bk
τ
+BkAk,
and
δk+1Ak =
Bk+1
τ
− AkBk+1.
• Midpoint. The Eulerian velocity between qk and qk+1 is now expressed as Ak =
2
qk+1−qk
τ
(qk+1 + qk)
−1. Thus,
δkAk = −2
δqk
τ
(qk+1 + qk)
−1
− 2
qk+1 − qk
τ
(qk+1 + qk)
−1δqk(qk+1 + qk)
−1
= −
1
τ
(2Bk + τAkBk)qk(qk+1 + qk)
−1
= −
1
τ
(Id +
τ
2
Ak) Bk (Id−
τ
2
Ak).
Similarly, we get:
δk+1Ak =
1
τ
(Id−
τ
2
Ak) Bk+1 (Id +
τ
2
Ak).
Discrete Euler-Lagrange equations. Equating the variations of the action Ad
with respect to δqk to zero for k ∈ [1, K − 1] yields:
δk〈〈A
♭
k−1, Ak−1〉〉+ δk〈〈A
♭
k, Ak〉〉 = 0. (2.62)
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Similarly to the continuous time case, we have
〈〈δkA
♭
k, Ak〉〉 = 〈〈A
♭
k,−Bk/τ〉〉
and
〈〈δkA
♭
k−1, Ak−1〉〉 = 〈〈A
♭
k−1, Bk/τ〉〉.
Thus, Eq.(2.62) becomes
Tr
[
A♭k−1Ω(δkAk−1 +Bk/τ) + A
♭
kΩ(δkAk − Bk/τ)
]
= 0.
Now, let’s solve it for Ak in the explicit case. Substituting the expressions for
δkAk and δkAk−1 yields:
Tr
[
−A♭kΩ(2Bk + τAkBk) + A
♭
k−1Ω(2Bk + τBkAk−1)
]
= 0.
Denoting A˙♭k = (A
♭
k − A
♭
k−1)τ
−1 we can rewrite the last equation as
Tr[(2A˙♭kΩ + A
♭
kΩAk − Ak−1A
♭
k−1Ω)Bk)] = 0.
Therefore, we get the following discrete Euler-Lagrange equations in the explicit
case:
A˙♭k +
1
2
(
A♭kΩAkΩ
−1 − Ak−1A♭k−1
2
−
(A♭kΩAk − Ak−1A
♭
k−1)
T
2
)
+ dpk = 0, (2.63)
which is equivalent to
A˙♭k +
1
4
([A♭kΩ, Ak]Ω
−1 + [A♭k−1Ω, Ak−1]Ω
−1) + dpk = 0.
Using the implicit formula for Ak instead of the implicit one we get exactly the same
equation, and we omit the computations here.
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The midpoint case is fairly similar. First, we get
〈〈δkA
♭
k, Ak〉〉 = 〈〈A
♭
k,−Bk/τ + τAkBkAk/4〉〉
and
〈〈δkA
♭
k−1, Ak−1〉〉 = 〈〈A
♭
k, Bk/τ − τAk−1BkAk−1/4〉〉.
For the DEL equations we get
Tr
[
A♭kΩ(−
1
τ
(Id +
τ
2
Ak)Bk(Id−
τ
2
Ak)−Bk/τ + τAkBkAk/4)+
A♭k−1Ω(
1
τ
(Id−
τ
2
Ak−1)Bk(Id +
τ
2
Ak−1) +Bk/τ − τAk−1BkAk−1/4)
]
= 0,
which is the same as
Tr
[
(A˙♭k +
1
4
([A♭kΩ, Ak]Ω
−1 + [A♭k−1Ω, Ak−1]Ω
−1)+
τ
4
(AkA
♭
kΩAkΩ
−1 −Ak−1A
♭
k−1ΩAk−1Ω
−1))ΩBk
]
= 0,
therefore, the DEL equations become
A˙♭k +
1
4
([A♭kΩ, Ak]Ω
−1 + [A♭k−1Ω, Ak−1]Ω
−1)+
τ
4
(AkA
♭
kΩA
T
kΩ
−1 − Ak−1A
♭
k−1ΩA
T
k−1Ω
−1) + dpk = 0.
This equation has terms [A♭k, Ak] + [A
♭
k−1, Ak−1] converging to the Euler equation’s
term ∇vv, which are the same as in the explicit and implicit cases. It only differs
from the other cases by the cubic term, which, in the limit of infinitesimal time steps
(τ → 0), converges to zero.
Update rule for regular grids. The discrete Euler equation we derived above
turns out to be particularly simple when applied to a regular grid. Indeed, let’s con-
sider a regular (rectangular) grid of size h, on a two-dimensional domain for simplicity.
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k1 j k2
l1 i l2
x− x+
ω− ω+
x
y
Figure 2.7: Discrete Euler equation on a regular mesh
Then the discrete Euler equation (2.58) becomes
A˙ij +
1
2h2
[A♭, A]ij +
1
h2
(pi − pj) = 0, where j ∈ N(i).
Now let’s fix i and j and compute [A♭, A]ij. Since A ∈ S we have
[A♭, A]ij =
∑
k∈N(j)
A♭ikAkj −
∑
l∈N(i)
AilA
♭
lj.
From the definition on A♭ we get (see Fig. 2.4):
A♭ik = −
1
2
ωiksijk + h
2(Aij + Ajk), for k ∈ N(j) and k /∈ N(i)
and
A♭lj = −
1
2
ωljsjil + h
2(Aij + Ali), for l ∈ N(i) and l /∈ N(j),
where ωi1i2 is the vorticity in the DEC sense, computed at the common node of cells
i1 and i2, if i1 and i2 have a common node and ωi1i2 = 0 if they don’t; also si1i2i3 = 1
if the triplet of cells i1, i2, i3 is oriented counter-clockwise and si1i2i3 = −
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Now the equations for the commutator [A♭, A] become
[A♭, A]ij = −
1
2
∑
k∈N(j)
Akjωiksikj +
1
2
∑
l∈N(i)
Ailωljsjil − h
2
∑
k∈N(j)
A2jk + h
2
∑
l∈N(i)
A2il.
If k ∈ N(l) then ωik = ωlj , so only two ω’s are present in the expression above. Let’s
denote them by ω− and ω+ (see Fig. 2.7) and write
[A♭, A]ij = −ω−
Ajk1 + Ail1
2
− ω+
Ak2j + Al2i
2
+Qi −Qj ,
where Qi = h
2
∑
l∈N(i)A
2
il.
As we know, ω−/h
2 and ω+/h
2 approximate the values ω(x−), ω(x+) of vorticity
at the corresponding nodes. Also, Aij ≈ vij/h. Now suppose the pair of cells Ci and
Cj is oriented along the y direction (see Fig. 2.7 again) and v = (v1, v2). Let’s denote
Aij ≈ −v2/h and
Aik1/h = v
−−
1
Ajk1/h = v
−+
1
Ak2i/h = v
+−
1
Ak2j/h = v
++
1
.
Now, the discrete discrete Euler equation implies
v˙2 +
1
4
(ω(x−)(v
−−
1 + v
−+
1 ) + ω(x+)(v
+−
1 + v
++
1 )) + Pi − Pj = 0,
where P is some discrete function, playing the role of pressure. This equation, to-
gether with the equations for every pair i and j, is a discrete version of the two-
dimensional Euler equations written in the form
v˙1 − ωv2 + Px = 0,
v˙2 + ωv1 + Py = 0,
, div v = 0, ω =
∂v2
∂x
−
∂v1
∂y
.
The discretization we have obtained on the regular grid coincides with the Hawlow-
Welsh scheme (see [17]) and Equ. (2.63) is a Crank-Nicolson time update. So our vari-
ational scheme is an extension of this approach to arbitrary grids, offering the added
bonus of providing a geometric picture to these numerical update rules. Figure 2.8
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Figure 2.8: A sample 3-D fluid simulation
shows a result of a simulation of a three-dimensional fluid, see [30] for details.
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Chapter 3
Conclusion
To our knowledge, the geometric discretization of diffeomorphisms and their geodesics
described in this dissertation represents the first attempt at establishing fully Eulerian
forms of variational integrators for dynamical systems (for other ideas in the same
direction, see, e.g., [12]). As such, our discrete geometric approach is likely to be
applicable to a number of other contexts. In this last chapter, we discuss some
possible extensions of our doctoral work. Our idea of tracking the motion of mass
moving around instead of tracking individual particles shares similarities with recent
work, for instance, in the study of invariant manifolds [13], or with the notion of
generalized flows introduced by Brenier [9]. Regarding the specific case of fluids, the
general philosophy of tracking the transfers of mass has been also used (by Brenier [9],
and DiPerna and Majda [16] for instance) to construct extended notions of solutions
to the Euler equations, as the problem of global existence of weak solutions to the
Euler equations remains open. We describe what we believe are the most challenging
avenues to explore in the future.
3.1 Shortest Paths and Generalized Flows
Since the motion of an ideal incompressible fluid is described by a geodesic on the
group SDiff of volume-preserving diffeomorphisms, the geometric properties of SDiff
(along with the resulting properties of Euler equation’s solutions) have been studied at
length. A natural question raised by our work is whether our finite-dimensional group
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D(M), used as a discrete substitute for SDiff, preserves these geometric structures.
In this section, we will restrict our discussions to metric properties of SDiff related
to the Shortest Path Problem (SPP) which amounts to minimize the path length
connecting two diffeomorphisms.
3.1.1 Shnirelman’s example
As showed by Ebin and Marsden in [18], the Shortest Path Problem always has
a unique solution locally, i.e., for any pair of diffeomorphisms g and h which are
sufficiently close in an appropriate Sobolev norm, there is a unique shortest path
connecting g and h. However, the Shortest Path Problem may not have a solution
in case n = 3. Next we briefly describe an example, constructed by A. Shnirelman
in [35], of a diffeomorphism of the unit three-dimensional cube, which cannot be
connected with the identity by a path of shortest length.
Let In = [0, 1]n be an n-dimensional unit cube. To find a diffeomorphism for
which the SPP is not solvable we will use the fact that the geometry of SDiff(In)
is drastically different in cases n = 2 and n = 3. Let’s consider a diffeomorphism
h ∈ SDiff(I3), which has the form
h(x1, x2, x3) = (H(x1, x2), x3), (3.1)
where H ∈ SDiff(I2). It was proven by A.I. Shnirelman in [35] that the diameter of
SDiff(In) is finite for n = 3 and infinite for n = 2. Thus, we can assume that:
distSDiff(I3)(Id, h) < distSDiff(I2)(Id, H). (3.2)
We will call the set of diffeomorphisms from SDiff(In) satisfying properties (3.1)
and (3.2) the “Shnirelman’s class”.
It turns out that for any diffeomorphism of the Shnirelman’s class, the global
Shortest Path Problem is not solvable. Indeed, for any path {gt} connecting h to the
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identity we can construct a (discontinuous) flow g˜t by rescaling gt in direction x3:
when 0 < x3 <
1
2
 g˜it(x1, x2, x3) = git(x1, x2, 2x3), for i = 1, 2
g˜3t (x1, x2, x3) =
1
2
g3t (x1, x2, 2x3),
when 1
2
< x3 < 1
 g˜it(x1, x2, x3) = git(x1, x2, 2− 2x3), for i = 1, 2
g˜3t (x1, x2, x3) =
1
2
g3t (x1, x2, 2− 2x3).
Here git(x) is the i-th component of gt(x). This rescaled flow also connects h to the
identity, however, the vertical component of its action is less then the vertical compo-
nent of the action along gt. Condition (3.2) guarantees that the vertical component
of the action is not zero, therefore, L{g˜t} < L{gt}. And since for any extremal
trajectory gt we have L{gt}10 =
1
2
(ℓ{gt}10)
2, the length ℓ{gt} cannot be minimal.
3.1.2 Generalized flows
Since the Shortest Path Problem doesn’t always have a global solution in SDiff(I3),
we can wonder whether there exists a wider class of flows for which the SPP is
always solvable. A natural concept of generalized solutions to the SPP was found
by Y. Brenier (see [8]). He defined a ”generalized flow” as a probability measure on
the set of all paths, therefore allowing particles to conceptually split and collide in
complicated ways.
Definition 12. A generalized flow on M , connecting a diffeomorphism g ∈ SDiff(M)
with the identity, is a probability measure µ on the set of continuous paths in M
satisfying the following conditions:
1. Volume preservation: for every A ⊂M and t0 ∈ [0, 1]:
µ{x(·) | x(t0) ∈ A} = vol(A).
2. Finiteness of action: the action of µ is the average action along the paths:
L{µ} =
∫ (∫ 1
0
‖x˙(t)‖2dt
)
dµ <∞.
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3. Boundary condition: for µ-almost all paths, x(1) = g(x(0)).
Any regular flow gt can be considered as a generalized flow. In this case the
measure µ is concentrated on the trajectories of gt, and it is defined as
µ(X) = vol{x ∈M | gt(x) ∈ X}.
As proved by Y. Brenier, the SPP is always solvable in this class of generalized
flows, i.e., for any g ∈ SDiff(M) there is a generalized flow µ realizing the minimum
of action. It is also shown in [35] that any generalized flow can be approximated
together with its action by regular flows. This means, in particular, that the distance
from a diffeomorphism g ∈ SDiff(M) to the identity is equal to (2L{µ})
1
2 , where µ
is a minimal generalized flow, connecting g with the identity. This fact was used by
A. I. Shnirelman (see [34]) to estimate the diameter of SDiff(I3).
In many aspects, the minimal generalized flows are similar to the solutions of
the Euler equation. For example, there exists a function p such that for almost
every particle its acceleration is equal to the gradient ∇p, so p can be considered
as a generalized pressure. Also, certain classes of generalized flows were used by
Shnirelman to construct weak solutions to the Euler equation exhibiting interesting
properties, such as monotone energy decay etc.
3.1.3 Discrete generalized flows
Our discrete model of fluid flow is obtained though a variational problem. However,
we cannot formulate a variational problem, since we only consider paths satisfying the
non-holonomic constraints, but their variations don’t need to satisfy the NHC. Thus,
we don’t have a space where we can formulate a discrete analog of the Shortest Path
Problem. The non-holonomic constraints appear in our work as a way to construct
a discrete version of the inner product. Indeed, any matrix Ah can be considered as
an approximation to a vector field v as long as Ahϕh → −Lvϕ when ϕh → ϕ, but
a-priori we don’t know how to construct an approximation to
∫
v2 using the elements
of A. So we restrict the matrix A to belong to the constrained set S, where we know
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how to treat the elements Aij as (quasi) fluxes and therefore how to compute
∫
v2.
However, in order to get a discrete version of the Shortest Path Problem, we have
to relax the non-holonomic constraints and construct a discrete inner product for
arbitrary matrices.
If we can relax the non-holonomic constraints and consider the Shortest Path
Problem, the next question one can ask is: what happens when the end-point con-
verges to a diffeomorphism from the Shnirelman’s class? We can expect the minimum
to always exist in the finite dimensional case and, therefore, our discrete flow to be
an approximation of a Brenier’s generalized flow.
Our construction exhibits many similarities with the concept of a generalized
flow. Indeed, it is based on the idea of tracking a function (or a mass) instead of
trajectories of individual particles. For example, if we use (as mentioned in the remark
on Section 2.1.1) a doubly-stochastic matrix q(t) to discretize a diffeomorphism gt at
time t, then for any cell Cj we know the probability qij for a point x ∈ Cj to appear
in cell Ci at time t. Thus a one-parameter family of matrices qt can be considered
as a discretization of a generalized flow as well. The question of how to correctly
approximate the action of a generalized flow remains, however, open.
3.2 Symplecticity
Variational integrators in the Lagrangian setting are known to be symplectic, in
that they conserve the canonical symplectic structure of the dynamical system they
discretize. An interesting continuation of our work would therefore be to prove (or
disprove) that our resulting discrete Euler-Lagrange equations for an inviscid Euler
fluid preserves a discrete symplectic form in time. Numerical tests, showing good
long-time behavior of the energy, seem to indicate symplecticity of our scheme.
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3.3 Optimal Transport
Recently there has been a huge amount of interest in optimal transport theory, in
particular due to work of Brenier. These advances partially stem from the fact trans-
port theory is applicable to vast array of practical problems that include registration
of medical datasets as studied by Tannenbaum et al. [21]. As the configuration space
used in our work can be seen as discrete maps on the space of measures, our method
should provide an interesting discretization of optimal transport theory, leading not
only to further geometric insights on transport theory but also to efficient computa-
tional schemes.
3.4 Other Future Work
3.4.1 Magnetohydrodynamics
We also wish to use our approach to geometrically derive discrete equations of mo-
tion for magnetohydrodynamics (MHD). An existing form-based discretization of
E&M [36], fully compatible with our setup, should be easy to incorporate in our
framework.
3.4.2 Viscosity and subscale modeling
The discrete Euler-Lagrange equations we derived have also remarkable similarities
with subscale modeling techniques such as the α-model, where two codependent ve-
locity fields are simultaneously advected to preserve the H1 norm of the velocity. We
believe that the modeling of fine scales can be included in our approach to better
capture the energy cascading and inertial range of viscous fluids.
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