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摘要: 提出了应用 B- P 人工神经网络,建立流域输沙量和最大输沙率的预测模型。以降雨量、降雨历时、洪峰流
量和洪量等因子建立的李子溪流域的输沙量和最大输沙率的 B- P 网络预测模型效果表明: 拟合率达 90%左右,
预留检验报准率在 75%以上。
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Abstract: Predictable models of amount o f sediment and max imal rate of sediment in a w ater shed are present-
ed using B- P art if icial neural netwo rk. T he predictable r esults of the B- P netw ork modle developed by us-
ing area mean rainfall amount during the t ime of raifall , flo od r un of f and amount of f lood facto r etc. It show s
that the gualif ied rates o f fit t ing and predicting accuracy 90% and 75%, respect ively.









发展的人工神经网络具有很强的非线性运算能力,已在水文和气象预测中得到广泛应用[ 4- 8]。本文应用 B- P






适应和容错性能力。其中基于误差反向传播算法的人工神经网络(简记为 B- P 网络)是应用最广泛的人工神
经网络[ 6- 7]。B- P 网络的学习过程是一个网络权系数的自适应、自调整过程。通过反复训练后,网络具有对学
习样本的记忆、联想的能力。常用的 3层 B- P 网络模型由有多个节点的输入层、多个节点的中间层和多个或
一个输出节点的输出层组成。相邻各层节点之间单方向互联,如图 1所示。
B- P 网络学习由正向和反向传播过程组成,设信息从输入层 i节点输出为 I i,输入层 i节点和中间层 j 节
点之间的连接权值为 W j i ,中间层 j 节点阈值为Hj ,中间层 j 节点和输出层 k节点之间的连接权值为 V kj ,输出节
点阈值为 Ck。
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图 1　B- P 网络结构
信息从输入节点输入后, 在正向传播过程中,在中间层
和输出层节点都经过下式激活函数作用后输出结果:
f ( x ) = 1/ ( 1 + e- x ) ( 1)
　　( 1)网络参数初始化。首先随机赋予网络初始状态的各




H j = f ( 2
M
i= 1
W j i I i + Hj ) ( 2)
式中: N 为输入节点个数。
( 4)输出层各节点输出计算式为:
O k = f ( 2
N
j = 1
W kjH j + Ck) ( 3)
式中: H 为中间层节点数。
( 5)计算输出层节点的输出误差。用样本的期望输出T k和样本经网络学习后的实际输出O k之间的差值计
算输出层节点的输出误差 Dk 。
Dk = ( O k - T k ) Ok( 1 - O k) ( 4)
　　( 6)计算中间层节点的误差。用 Dk、V kj 及中间层输出 H j 来计算中间层节点的误差 Rj
Aj = 2DkV kjH j ( 1 - H j ) ( 5)
　　( 7)输出层节点的阈值 Ck 和权值 V kj 的修正。用误差 Dk 和中间层节点输出 H j 及学习参数 A之积修正 V kj ,
用误差 Dk 和学习参数 B之积修正 Ck 。
V kj = V kj + ADkH j ( 6)
Ck = Ck + BDk ( 7)
　　( 8)中间层节点的阈值 Hj 和权值W j i 的修正。用误差 Rj 和输入层节点的输出 I i 及学习参数A的积修正 W j i,
用 Rj 和学习参数 B之积修正 Hj 。
W j i = W j i + ARj I j ( 8)
Hj = Hj + BRj ( 9)
　　学习参数 A和 B一般取 0. 2～0. 5。
( 9)取下一个样本为输入信号,当全部样本学完一遍后,计算均方误差。
E = 1/ N 2
N
i= 1
( Ok - T ik ) 2 ( 10)
　　如果E < 指定精度K, 则学习结束;否则更新学习次数,返回第( 2)步,如此往复进行,直到达到指定精度要
求为止。
2　李子溪流域输沙量和最大输沙率的 B- P 网络预测
表 1　 Y′i ( t) 的分类及每类样本期望输出
类型 1类 2类 3类
Y ′i( t) [ 0, 0. 40] [0. 40, 0. 60] [ 0. 60, 1. 00]
样本期望值 T K [ 0, 0, 1] [ 0, 1, 0] [ 1, 0, 0]
2. 1　资料处理
应用B- P 网络建立李子溪流域输沙量和最大输沙率的分
类预测模型时,首先将输沙量 Y 1 ( kg )和最大输沙率 Y 2 ( kg / s)
及其有关的降雨量 X 1 ( mm ) ,降雨历时 X 2 ( h) , 洪峰流量 X 3
( m
3





i( t ) =
X i ( t) - X imin
X imax - X imin
　　　t = 1 - 44, i = 1, 2, 3, 4 ( 11)
Y
′
i ( t) =
Y i( t) - Y imin
X imax - X imin
　　　t = 1 - 44, i = 1, 2, 3, 4 ( 12)
　　将输沙量和最大输沙率规格化处理后的数值Y′i ( t) 按表 1的对应关系划分为3类,输沙量和最大输沙率以
及 4个因子规格化后的数值和样本类别见表 1。
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表 2　规格化后的李子溪流域资料












1 0. 286 0. 038 0. 252 0. 218 0. 181 1 0. 331 1 23 0. 000 0. 330 0. 012 0. 031 0. 000 1 0. 000 1
2 0. 316 0. 233 0. 252 0. 231 0. 202 1 0. 183 1 24 0. 327 0. 443 0. 259 0. 188 0. 538 2 0. 565 2
3 0. 480 0. 427 0. 221 0. 096 0. 180 1 0. 286 1 25 0. 834 0. 736 0. 752 0. 564 0. 765 3 0. 803 3
4 0. 122 0. 438 0. 111 0. 062 0. 164 1 0. 260 1 26 0. 374 0. 757 0. 093 0. 092 0. 123 1 0. 120 1
5 0. 412 0. 370 0. 170 0. 191 0. 086 1 0. 083 1 27 0. 613 0. 221 0. 632 0. 257 0. 439 2 0. 751 3
6 0. 305 0. 292 0. 320 0. 311 0. 439 2 0. 489 2 28 0. 050 0. 075 0. 117 0. 041 0. 245 1 0. 536 2
7 0. 711 0. 963 0. 721 0. 762 0. 672 3 0. 551 2 29 0. 255 0. 086 0. 058 0. 023 0. 112 1 0. 200 1
8 0. 128 0. 314 0. 252 0. 208 0. 242 1 0. 320 1 30 0. 712 0. 216 0. 531 0. 604 0. 891 3 1. 000 3
9 0. 300 0. 257 0. 061 0. 025 0. 082 1 0. 133 1 31 0. 088 0. 143 0. 154 0. 099 0. 170 1 0. 286 1
10 0. 200 0. 379 0. 323 0. 205 0. 383 1 0. 600 3 32 0. 337 0. 362 0. 327 0. 260 0. 311 1 0. 356 1
11 0. 406 0. 111 0. 226 0. 125 0. 261 1 0. 357 1 33 0. 764 0. 546 0. 451 0. 555 0. 690 3 0. 567 2
12 0. 304 0. 379 0. 112 0. 074 0. 133 1 0. 219 1 34 0. 328 0. 513 0. 434 0. 375 0. 256 1 0. 339 1
13 0. 212 0. 671 0. 125 0. 056 0. 246 1 0. 392 1 35 0. 285 0. 221 0. 230 0. 149 0. 213 1 0. 260 1
14 0. 206 0. 476 0. 218 0. 256 0. 239 1 0. 195 1 36 0. 179 0. 000 0. 206 0. 134 0. 142 1 0. 189 1
15 0. 499 0. 930 0. 389 0. 352 0. 483 2 0. 338 1 37 0. 973 1. 000 1. 000 1. 000 1. 000 3 0. 712 3
16 1. 000 0. 346 0. 951 0. 691 0. 827 3 0. 899 3 38 0. 709 0. 594 0. 701 0. 756 0. 590 2 0. 349 1
17 0. 339 0. 508 0. 427 0. 271 0. 388 1 0. 397 1 39 0. 342 0. 124 0. 287 0. 158 0. 202 1 0. 318 1
18 0. 390 0. 800 0. 135 0. 084 0. 132 1 0. 215 1 40 0. 253 0. 054 0. 368 0. 226 0. 299 1 0. 459 2
19 0. 631 0. 606 0. 649 0. 506 0. 407 2 0. 368 1 41 0. 243 0. 095 0. 330 0. 251 0. 266 1 0. 310 1
20 0. 655 0. 589 0. 435 0. 458 0. 656 3 0. 869 3 42 0. 762 0. 589 0. 232 0. 448 0. 148 1 0. 062 1
21 0. 167 0. 443 0. 320 0. 205 0. 281 1 0. 431 2 43 0. 197 0. 281 0. 104 0. 077 0. 064 1 0. 125 1
22 0. 093 0. 135 0. 000 0. 000 0. 015 1 0. 021 1 44 0. 181 0. 080 0. 250 0. 188 0. 115 1 0. 143 1
表 3　两个模型的拟合检验和预留预报检验结果

















1 0. 0013 0. 1132 0. 9189 1 1 + 0. 0000 0. 0158 1. 0000 1 1 +
2 0. 0014 0. 1225 0. 9089 1 1 + 0. 0000 0. 0007 0. 9951 1 1 +
3 0. 0055 0. 0451 0. 8322 1 1 + 0. 0538 0. 0015 0. 9042 1 1 +
4 0. 0001 0. 0252 0. 9925 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
5 0. 0029 0. 0967 0. 8631 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
6 0. 0021 0. 1566 0. 8710 1 2 - 0. 0000 0. 9993 0. 1452 2 2 +
7 0. 7725 0. 2928 0. 0017 3 3 + 0. 0000 0. 9977 0. 0592 2 2 +
8 0. 0003 0. 0442 0. 9818 1 1 + 0. 0000 0. 0010 0. 9977 1 1 +
9 0. 0003 0. 0403 0. 9816 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
10 0. 0004 0. 0586 0. 9720 1 1 + 0. 0002 0. 5200 0. 4997 2 3 -
11 0. 0017 0. 1192 0. 8981 1 1 + 0. 0006 0. 0000 1. 0000 1 1 +
12 0. 0040 0. 0473 0. 9767 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
13 0. 0002 0. 0302 0. 9900 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
14 0. 0006 0. 0714 0. 9614 1 1 + 0. 0000 0. 0680 0. 9279 1 1 +
15 0. 0556 0. 8080 0. 0197 2 2 + 0. 0004 0. 3739 0. 4775 1 1 +
16 0. 9957 0. 0029 0. 0007 3 3 + 0. 9915 0. 0021 0. 2227 3 3 +
17 0. 0017 0. 2073 0. 8486 1 1 + 0. 0674 0. 0140 0. 6320 1 1 +
18 0. 0031 0. 0143 0. 9183 1 1 + 0. 0000 0. 0265 0. 9709 1 1 +
19 0. 0162 0. 9913 0. 0088 2 2 + 0. 2353 0. 0908 0. 1687 3 1 -
20 0. 9659 0. 0115 0. 0025 3 3 + 0. 9445 0. 0011 0. 5547 3 3 +
21 0. 0003 0. 0462 0. 9807 1 1 + 0. 0001 0. 6053 0. 4876 2 2 +
22 0. 0001 0. 0236 0. 9931 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
23 0. 0001 0. 0214 0. 9941 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
24 0. 0009 0. 0994 0. 9371 1 2 - 0. 0004 0. 3141 0. 5323 1 2 -
25 0. 9940 0. 0043 0. 0007 3 3 + 0. 9382 0. 0090 0. 1855 3 3 +
26 0. 0034 0. 0109 0. 9292 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
27 0. 0061 0. 8981 0. 1550 2 2 + 0. 9183 0. 0114 0. 1700 3 3 +
28 0. 0001 0. 0256 0. 9925 1 1 + 0. 0000 0. 0000 1. 0000 1 2 -
29 0. 0003 0. 0414 0. 9836 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
30 0. 7046 0. 1319 0. 0057 3 3 + 0. 6345 0. 0412 0. 1462 3 3 +
31 0. 0002 0. 0302 0. 9901 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
32 0. 0020 0. 1677 0. 8630 1 1 + 0. 0095 0. 0719 0. 5141 1 1 +
33 0. 9980 0. 0010 0. 0007 3 3 + 0. 0014 0. 8620 0. 0812 2 2 +
34 0. 0032 0. 2956 0. 7411 1 1 + 0. 0028 0. 1547 0. 5149 1 1 +
35 0. 0006 0. 0716 0. 9600 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
36 0. 0003 0. 0464 0. 9797 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
37 0. 9932 0. 0110 0. 0006 3 3 + 0. 9802 0. 0043 0. 2037 3 3 +
38 0. 1325 0. 9328 0. 0037 2 2 + 0. 2139 0. 1371 0. 1331 3 1 -
39 0. 0011 0. 1067 0. 9270 1 1 + 0. 0023 0. 0015 0. 9631 1 1 +
40 0. 0010 0. 0996 0. 9342 1 1 + 0. 0000 1. 0000 0. 0135 2 2 +
41* 0. 0011 0. 1041 0. 9294 1 1 + 0. 0000 1. 0000 0. 0135 2 1 -
42* 0. 9982 0. 0005 0. 0009 3 1 - 0. 4181 0. 0074 0. 5516 1 1 +
43* 0. 0002 0. 0345 0. 9877 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
44* 0. 0004 0. 0570 0. 9728 1 1 + 0. 0000 0. 0000 1. 0000 1 1 +
　 * 为预留检验预报样本。
2. 2　B- P 网络建模
选取表 2中前 40个样本作为网络建模的学习样本,后 4个作预留检验样本。以 X 1, X 2, X 3, X 4作网络的输
入特征因子, 建立 4个输入节点, 3个中间节点和 3个输出节点的 3层 B-P 网络模型。随机赋予初始权值和阈
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值,选取学习参数 A= 0. 35, B= 0. 5 ,将前 40个样本的自变量值和Y 1 , Y 2类别值依次输入,对 Y 1和 Y 2两个预
测模型往复学习, 当训练集的误差限值达到 E ≤ 0. 05时为止,学习结束后各自的权值和阈值见表 4,将它们代
入( 1)～( 3)式,拟合检验和预报检验结果见表 3。
表 4　 Y 1和 Y 2两个网络模型学习结束后的权值和阈值















































A - 10. 9763 3. 0216 - 12. 8979 A 9. 6416 4. 8504 24. 2079
B - 4. 8942 - 0. 9009 0. 6326 B 4. 7911 - 6. 0784 - 1. 2432
3　结果分析与比较
李子溪流域输沙量 Y 1和最大输沙率 Y 2的 B- P 网络模型计算结果与用投影寻踪回归( PPR)模型计算结
果比较见表 5。
表 5　B- P网络模型与 PPR 模型结果比较









B-P网络模型 95 75 87. 5 75
PPR 模型 92 75 89 60
表 6　 Y 1, Y 2与 4个因子之间的关联度和相关系数
关联度 K j i 相关系数 R ij
Y1 Y2 Y1 Y2
X 1 0. 778 0. 730 0. 779 0. 578
X 2 0. 733 0. 680 0. 461 0. 203
X 3 0. 843 0. 780 0. 880 0. 737
X 4 0. 829 0. 734 0. 873 0. 621
从表 5可见, 输沙量两种模型拟合率和预报报准率都相差无几;最大输沙率 B- P 网络模型预报报准率好
于 PPR模型。
B- P 网络模型精度同样与因子选取有关,但并非要求预报量与因子之间呈线性关系。输沙量Y 1和最大输
沙率Y 2与 4个因子之间的灰色关联分析和相关分析结果见表 6。从表 6可见,虽然雨量 X 1和降雨历时X 2与输
沙量Y 1,特别是与最大输沙率 Y 2的关联度和相关系数并不高,但用 B - P 网络法建模结果仍然比较理想。
4　结　论
B- P 网络用于流域产沙量和输沙率预测建模具有以下特点:
( 1)由于 B- P 网络具有较高的分类识别及处理非线性问题的能力, 因此它特别适用于流域输沙量和输沙
率这些多因子、多目标的非线性预测问题。
( 2)用已训练好的网络预测某个样本的输沙量和输沙率时,只要将因子数值和学习结束后的权值和阈值代
入( 2)～( 3)两式, 进行几步加法和乘法运算,就可获得结果,计算方便,具有实用性。
( 3)由于 B- P 网络具有容错性和抗干扰性, 因此,即使从建模样本中去掉几个样本或者个别样本因子测
值有误,但只要学习结果能达到模型的指定精度,则对预测结果无影响。
( 4) B- P 网络用于输沙量和输沙率建模,不需要对数据结构作任何假定, 排除了人为干扰,具有客观性。
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