Using full-waveform inversion (FWI) to update velocity models that contain salt bodies with high velocity contrasts is challenging. It is even harder if erroneous salt geometry is part of the velocity model. Shen et al. (2017) showed a successful FWI application that corrected some misinterpretation of salt structures and resulted in improved subsalt images at the Atlantis field in the Gulf of Mexico. Their study stressed the importance of the low frequencies (usable down to 1.6 Hz), full azimuths, and long offsets of OBN data. Encouraged by the success at Atlantis, we revisited some aspects of FWI algorithms to minimize cycle-skipping and amplitude discrepancy issues that are common in the presence of salt and salt misinterpretation. Here we present the use of traveltime misfit measured in frequency-dependent time windows as the FWI cost function. It is devised to minimize the negative impact from the amplitude discrepancy and cycleskipping between the recorded data and modeled synthetic data. Furthermore, we use the crosscorrelation coefficient between the recorded data and synthetic data as a weight function in gradient computation to promote traveltime measurements of higher quality. We demonstrate the effect of our approach using a full-azimuth streamer data set in an area of complex shallow salt bodies in the Gulf of Mexico.
Introduction
Among other factors, one key for subsalt imaging is to build the salt velocity model. Current standard practice for salt model building is to use tomography, sometimes combined with shallow diving-wave full-waveform inversion (FWI), to first build the best possible sediment velocity model. Then, a sediment-flood migration is used for top-of-salt (TOS) interpretation, followed by a saltflood migration for base-of-salt (BOS) interpretation. In the next step, a number of salt scenario tests are usually required to resolve the salt geometry, especially for complex areas. This procedure is not only labor-intensive and time-consuming, but it is also prone to human misinterpretation. FWI is considered the most promising data-driven tool to automatically build velocity models by iteratively minimizing the difference between recorded data and modeled synthetic data (Tarantola, 1984) . Many successful examples have been reported using FWI to update shallow sediments, gas pockets, and mud volcanoes. However, the success of using FWI to update salt structures remained missing until the recent progress at the Atlantis field, Gulf of Mexico (GoM) using low-frequency, fullazimuth, and long-offset OBN data Shen et al., 2017) .
Two major issues that cause FWI to fail are cycle-skipping and amplitude discrepancy between synthetic data and recorded data, particularly when there are sharp contrasts and large-scale geobodies (e.g., salt bodies) in the model. When phases, or traveltime differences, between synthetic and recorded data are large, the oscillatory pattern of the seismic signals introduces local minima. FWI may attempt to fit the synthetic data to a wrong cycle in the recorded data. Additionally, the amplitude distribution of recorded seismic data is usually very different from that of synthetics. If this difference is not appropriately addressed, it will be interpreted as velocity error by FWI, which leads the inversion to erroneous velocity models.
Many methods to solve the issues of cycle-skipping and amplitude discrepancy have been proposed (Luo and Schuster, 1991; Ma and Hale, 2013) . The traveltime difference of seismic signals is more linearly related to the velocity error than the waveform difference and any discrepancies in the amplitude difference are inconsequential. Alternatively, synthetic and recorded data can be brought in phase by applying a matching filter to one of the two data sets (Warner and Guasch, 2014) .
Our proposed FWI workflow adopts the traveltime cost function proposed by Luo and Schuster (1991) with a frequency-dependent time window for traveltime measurements and a crosscorrelation coefficient-based weight function to promote traveltime measurements with high quality. Next, we explain our workflow in detail and demonstrate that this workflow is able to update the salt geometry, and thus significantly improve TOS/BOS and subsalt imaging, using a full-azimuth streamer data set in Keathley Canyon, GoM.
Method
FWI minimizes the difference between synthetic and recorded data (Lailly, 1983; Tarantola, 1984) :
where denotes the cost function, is the recorded data, is the synthetic data, is the velocity model, is the time, and and are the source and receiver index, respectively.
Compared to the least-squares cost function in Equation 1, a traveltime misfit function is more linear with respect to the difference between initial and true velocity models (Luo and Schuster, 1991) . It reduces the nonlinearity of the inversion and mitigates the cycle-skipping issue. Moreover, in practice, an acoustic modeling engine is often used to simulate the seismic wave propagation process. As a result, there are elastic effects that are not properly modeled. Combined with uncertainties in the density model, it is
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nearly impossible to generate synthetic data with amplitudes matching the real data. The cost function using traveltime measurements discards the amplitude differences. Consequently, it limits the amplitude impact when combined with the acoustic modeling engine.
The key to a traveltime-based FWI cost function is the measurement of the traveltime between the recorded data and modeled synthetic data. The traveltime difference is often obtained by maximizing the crosscorrelation of synthetic ( ) and real data ( ) in a time window between and :
One challenge for traveltime measurements is to determine the optimal window size. From one aspect, a short time window ( − ) is required to capture the nonstationary variations of the traveltime for different events. From another aspect, a longer time window is preferred when there is strong noise in the input data. We found that a frequency-dependent time-window scheme is a good fitfor-purpose solution: at low frequencies, where the wavelet is longer and the data is often noisier, it makes sense to use a longer time window; as it goes to higher frequencies, where the wavelet becomes shorter and the data becomes cleaner (also, the velocity error is hopefully smaller as well due to low-frequency FWI update), a shorter time window can be used to measure the traveltime more precisely. Another challenge is that the measurements can be inaccurate due to strong noise and/or large differences between the recorded data and synthetic data. To reduce the negative impact from poor traveltime measurements or to promote high-quality traveltime measurements, we can use the crosscorrelation coefficients between the recorded data (shifted by the traveltime measurement) and synthetic data as a weight to encourage more reliable measurements to drive the inversion:
After obtaining the traveltime measurements and the weight function, we can formulate our FWI cost function as follows:
where is the window index. The gradient can then be constructed by the adjoint-state method. The adjoint source of the proposed cost function is given by
Field data examples
The study area is located in Keathley Canyon, in the central GoM, which is to the interior of the Sigsbee Escarpment and features complex salt structures (Figure 1a , blue box).
The data was acquired using multiple vessels in a staggered configuration (Figure 1b) . The five circles represent the source boats, the blue lines stand for the leading receiver boat, and the red lines are for the tailing receiver boat. The towed streamers had variable depths ranging between 10 m and 50 m (Mandroux et al., 2013) . The rose diagram in Figure 1c shows that this acquisition configuration provided full-azimuth coverage up to 10 km and ultra-long offsets up to 18 km. Figure 2 shows the time-domain and phase-domain QC of this data. We can see that there are apparent signals down to 2.5 Hz, thanks to the deep tow depth of the streamers down to 50 m, compared to ~4 Hz for a typical shallow-towed streamer data set.
Since our new FWI method is still mostly driven by divingwave energy, we deliberately identified a testing area where the salt body is at a shallow depth of 4-5 km and thus well sampled by the diving waves of this data set. The initial velocity model to our new FWI workflow is a smoothed version of the legacy model that was obtained after several iterations of ray-based reflection tomography and our previous diving-wave FWI for the overburden, followed by typical salt interpretation and subsalt velocity updates. Similarly to most other FWI approaches, we first determined the lowest starting frequency. Based on the QC in Figure 2 and our past experience with previous FWI approaches, we would typically choose a starting frequency of 3.5 Hz since the S/N at 2.5 Hz appears very low. To our surprise, we obtained better results with our new FWI workflow when we used a starting frequency of 2.5 Hz instead of 3.5 Hz. This indicates that our new FWI workflow has good tolerance for low-frequency noise because of the frequency-dependent time-window traveltime cost function and the crosscorrelation coefficient-based weight function.
Figures 3a and 3b show an inline section with velocity overlaid on the reverse-time migration (RTM) stack image for the initial model (a smoothed version of the legacy model) and the FWI-updated model (straight output with minimal editing to mute off updates below 6 km which are not well sampled by diving-wave energy), respectively. As expected, the velocity update from our new FWI flow is very small in the shallow sediment. There are some detailed changes around the TOS, especially at the salt finger marked by the white circle, and the salt geometry is slightly reshaped. The salt geometry changes were more noticeable on the depth slice at ~3 km (Figures 3c-d) . We note that, although slightly sharper than in the initial model, the salt boundary after FWI is smooth overall compared to the typical salt models built with a standard velocity-model building (VMB) flow. This is partly because we used an initial model with smooth salt to begin with and only ran FWI up to 6.3 Hz. We expect to see sharper salt boundaries as it goes to higher FWI frequencies. Figure 4 shows the RTM stack image comparison between the initial model (a Figure 1b ) with receivers on one cable from the leading boat (blue lines in Figure 1b ) and another cable from the tailing boat (red lines in Figure 1b) ; and phase-domain QC at (d) 2.5 Hz, (e) 3.5 Hz, and (f) 4.5 Hz for the same gun-cable pair with all the shots from one sequence.
smoothed version of the legacy model) and the FWIupdated model (straight output with minimal editing to mute off the updates below 6 km which are not well sampled by diving-wave energy). Figures 4a-b show the comparison in a shallow window from 2-5 km. We observed that the salt finger is poorly imaged with the initial model, whereas it is well imaged with a clearly defined overhang boundary after FWI (see the dashed line in Figure 4b ). Both the TOS and BOS are better imaged using the FWI model as well (arrows in Figure 4b ). Figures  4c-d show the comparison in a deep window from 6-10 km. The image uplift after FWI is obvious at a depth as deep as 10 km (circle in Figure 4d ). Not shown here, we also compared the FWI results with those using the legacy model without any smoothing, and all the conclusions remained the same.
Discussion and conclusions
We presented an FWI workflow that uses a frequencydependent time-window traveltime cost function to mitigate the cycle-skipping and amplitude-discrepancy issues between synthetic data and recorded seismic data and that uses a crosscorrelation coefficient-based weight function to promote traveltime measurements with high quality. The field data example shows that with well-acquired data and the right geologic setting, our proposed approach is capable of updating salt geometry and thus improving TOS and BOS imaging, as well as subsalt imaging down to 10 km. We would like to point out that the velocity updates for this example are subtle overall, but their impact on the image is not small. These subtle changes are very hard to resolve by our standard VMB flow.
We note that our FWI approach is still mostly driven by diving-wave energy, though reflection data were also found to be useful but only if the diving-wave energy is adequate for FWI to provide a good enough low-wavenumber background velocity model. Low-frequency, long-offset, and full-azimuth data is still required to update complex salt structures with not-so-small velocity errors. In the example presented here, the data set has full azimuth coverage up to 10 km and long offsets up to 18 km with usable frequencies down to 2.5 Hz, which is a much better data set than most existing towed-streamer data sets. Furthermore, the salt body in this area is shallow at ~4-5 km depth and thus is well sampled by the diving-wave energy of this data set. Not surprisingly, we found that with this same data set, the performance of our approach dropped quickly when the depth of the salt body is very deep (e.g., ~10 km) and well beyond the penetration depth of diving waves. Therefore, for a typically deeper (e.g., >6 km) salt depth in the GoM, with possibly larger velocity errors, data sets with even longer offsets and lower frequencies are required.
Based on our experience applying our new FWI workflow to many different data sets, we think the vision of the future described by Michell et al. (2017) is likely correct: sparse OBN data with ultra-long offsets and a good low-frequency source may provide an economic yet adequate solution for automatic VMB using FWI in complex salt areas (Dellinger et al., 2016; Shen et al., 2018) , with much less human interpretation than we have been practicing for the last two decades. 
