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Abstract
The global existence of entropy solutions is established for the compressible Euler equations
for one-dimensional or plane-wave ﬂow of an ideal gas, which undergoes a one-step
exothermic chemical reaction under Arrhenius-type kinetics. We assume that the reaction rate
is bounded away from zero and the total variation of the initial data is bounded by a
parameter that grows arbitrarily large as the equation of state converges to that of an
isothermal gas. The heat released by the reaction causes the spatial total variation of the
solution to increase. However, the increase in total variation is proved to be bounded in t40
as a result of the uniform and exponential decay of the reactant to zero as t approaches
inﬁnity.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
We are concerned with the large-time existence of entropy solutions to the Cauchy
problem for the equations of planar ﬂow of an exothermically reacting ideal gas:
rt þ ðruÞx ¼ 0; ð1:1aÞ
ðruÞt þ ðru2 þ pÞx ¼ 0; ð1:1bÞ
ðrEÞt þ ððrE þ pÞuÞx ¼ qrYfðTÞ; ð1:1cÞ
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ðrYÞt þ ðruYÞx ¼ rYfðTÞ; ð1:1dÞ
ðr; u; E; Y Þðx; 0Þ ¼ ðr0; u0; E0; Y0ÞðxÞ: ð1:1eÞ
We assume, for simplicity, that the speciﬁc heats and molecular weights of the
reactant and product gases are the same. Then the constitutive relations and
conditions for this system are
v ¼ 1
r
ðspecific volumeÞ; E ¼ eðv; SÞ þ u
2
2
; ð1:2aÞ
p ¼ evðv; SÞ40; T ¼ eSðv; SÞ ¼ p
Rr
40; ð1:2bÞ
pvðv; SÞo0; pvvðv; SÞ40; ð1:2cÞ
on any compact set in v40: We assume that the reaction rate function f is
monotonically increasing and Lipschitz continuous. In addition, inadmissible
discontinuous solutions are eliminated by requiring the following entropy condition:
ðrSÞt þ ðruSÞxX
qrYfðTÞ
T
: ð1:3Þ
The ideal gas assumption p ¼ RrT implies [34] that the internal energy can be
written as a function of T alone, eðv; SÞ ¼ e˜ðTÞ: Then e˜ 0ðTÞ ¼ cvðTÞ is the speciﬁc
heat at constant volume. We identify cv þ R ¼ cp as the speciﬁc heat at constant
pressure.
When cv is constant, then the gas is an ideal polytropic gas. For such a gas, cp is
also constant, and the ratio cp=cv ¼ g41 is the adiabatic exponent, a parameter that
determines the equation of state.
This system of equations (1.1)–(1.2) is useful for studying the behavior of plane
detonation waves. In a detonation wave, the effects of pressure gradients, which
support the shock wave, and the conversion of chemical energy to mechanical energy
are far greater than the diffusive effects such as viscosity, heat conduction, and
diffusion of chemical species. This justiﬁes the use of the Euler equations in (1.1)–
(1.2), rather than the Navier–Stokes equations, in this context. The shock wave
solutions one observes in this model are jump discontinuities. This is a very good
representation of the shock waves one observes experimentally, which have a width
of several molecular mean free paths. The reaction zone of a detonation wave, by
way of contrast, has a width which is generally hundreds of mean free paths.
Our interest in this system is partly stimulated by an interest in new and different
types of behavior exhibited by solutions of this system. Whereas non-reacting shock
waves are known, under reasonable assumptions, to be stable [22], linearized
stability analysis, as well as numerical and physical experiments, have shown that
G.-Q. Chen, D.H. Wagner / J. Differential Equations 191 (2003) 277–322278
certain steady detonation waves are unstable [1,13,14,18,24]. One particular kind of
instability that takes place within the context of one space dimension produces
pulsating detonation waves. In certain parameter regimes, steady planar detonation
waves are unstable and evolve into oscillating waves. These oscillating waves
generate a steady stream of waves which propagate behind the wave. For example, a
numerical calculation of such an evolution, performed by the second author, is
presented in Fig. 1. The possibility of such oscillation clearly indicates that we are
presented with both an interesting challenge and the possibility of discovering new
and interesting mathematics.
The system (1.1)–(1.2) is a hyperbolic system of balance laws. That is, it has the
form
Ut þ FðUÞx ¼ GðUÞ; ð1:4Þ
where Uðx; tÞARn; FðUÞ; GðUÞARn; and for each U ; the n  n matrix DFðUÞ has a
set of real eigenvectors which form a basis of Rn: One of the principal features of the
theory of quasilinear hyperbolic systems is the formation of shock waves. This shock
formation makes difﬁcult the establishment of theorems regarding the existence and/
or the uniqueness of solutions. Classical, smooth solutions to the Cauchy problem
will not usually exist for all t40: However, weak, discontinuous entropy solutions to
this problem, under reasonable conditions, do exist for all t40; as we shall show in
this paper.
In the case where GðUÞ is identically zero, system (1.4) is called a system of
conservation laws. Such a system is strictly hyperbolic if the n eigenvalues of DFðUÞ
are real and distinct: l1o?oln: The right eigenvectors r1;y; rn correspond to the
ﬁelds of simple waves admitted by system (1.4). The corresponding eigenvalues give
the characteristic speeds of propagation associated with these ﬁelds. We say that the
jth wave ﬁeld is genuinely nonlinear if rljðUÞ 
 rjðUÞa0 for all U : The jth wave ﬁeld
is linearly degenerate if rljðUÞ 
 rjðUÞ ¼ 0 for all U :
Fig. 1. Computation of a pulsating detonation.
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The large-time existence of entropy solutions of strictly hyperbolic and genuinely
nonlinear systems of conservation laws, with initial data of small total variation, was
proved in [15]. The equations of gas dynamics, that is, the ﬁrst three equations of
(1.1), together with (1.2), omitting any terms containing Y ; is not completely
genuinely nonlinear. One may compute that
l1 ¼ u  c; l2 ¼ u; l3 ¼ u þ c;
where c ¼ v ﬃﬃﬃﬃﬃﬃﬃﬃpvp is the speed of sound. The ﬁrst and third wave ﬁelds propagate
acoustic waves and shock waves and are genuinely nonlinear. The second ﬁeld is
linearly degenerate and propagates contact discontinuities. The large-time existence
of entropy solutions of the Cauchy problem for gas dynamics is proved in [19,28].
The system of conservation laws for (1.1), that is, omitting the reaction rate term
rYfðTÞ; has a fourth wave ﬁeld which is linearly degenerate with l4 ¼ l2 ¼ u: Thus
system (1.1) is not strictly hyperbolic. However, it is hyperbolic, and the lack of strict
hyperbolicity does not affect the existence theory for this system. In fact one may
rewrite this system in Lagrangian coordinates:
vt  uy ¼ 0; ð1:5aÞ
ut þ py ¼ 0; ð1:5bÞ
Et þ ðpuÞy ¼ qYfðTÞ; ð1:5cÞ
Yt ¼ YfðTÞ: ð1:5dÞ
Because this choice of coordinates reduces the fourth equation of the system to an
ordinary differential equation, which is coupled with the rest of the system only
through the temperature function T ; we will work primarily with system (1.5). Any
existence theorem proved for this system can be translated into an existence theorem
for (1.1) (cf. see [30]).
Several results have been obtained regarding the existence of entropy solutions to
hyperbolic systems of balance laws [9,10,21,35,36]. However, the equations of
reacting ﬂow considered here do not satisfy the hypotheses for these results. Our
problem presents a double eigenvalue, which is ruled out in [9] to prevent resonance.
Some 2 2 physical systems were discussed in [10,21,35,36]. The papers [9,21] had in
view applications in which the lower-order terms act in a way that reduces the spatial
total variation of the solution as time increases. In [36], the lower-order term has a
coefﬁcient eKt; so that the lower-order term decays uniformly without the need for a
priori estimates. In [35], the ﬁrst-order terms constitute a system of conservation laws
for which solutions exist with arbitrarily large initial data [23]. Such a system is
rather unusual, and no decay of the lower-order terms is required in order to obtain
the large-time existence of entropy solutions.
These remarks do not apply to system (1.1)–(1.2), or (1.5). For this system, the
exothermic reaction can increase the total variation in a number of ways. For
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example, in the formation of a detonation wave, a chemical reaction behind a shock
wave can increase the strength of that shock wave. More subtle phenomena are also
possible. In a nearly constant, unreacted state, a very small variation in temperature
can cause the gas in one region to react prior to the gas in nearby regions, resulting in
a large increase in total variation. Moreover, the hot spot created by such an event
would generate waves, some of which would be shock or rarefaction waves.
These waves could propagate away from the hot spot before the remaining reactant
ignites.
The theorem that we present in this paper is only a ﬁrst step in dealing with these
difﬁculties. We assume that the initial data are such that the reaction rate function
fðTÞ never vanishes, so that there is a positive minimum value F :¼ fðT 0Þ40: In a
sense, this is a very realistic condition. Typically, fðTÞ has the Arrhenius form:
fðTÞ ¼ TaeE=RT ; ð1:6Þ
which vanishes only at absolute zero temperature. However, in a typical unburned
state, fðTÞ is very small. We make this assumption in order to obtain the uniform
decay of the reactant to zero. Thus, although the total variation of the solution may
very well increase while the reaction is active, the reaction must eventually die out.
Consequently, the increase in total variation can be estimated rigorously.
Following [28], we consider a one-parameter family of functions eðv; S; eÞ; eX0;
which is C5 and satisﬁes (1.2). We assume that, when e ¼ 0; the equation of state is
that of an isothermal gas:
eðv; S; 0Þ ¼ lnðvÞ þ S
R
: ð1:7Þ
For a polytropic gas, e ¼ g 1; and for e40;
eðv; S; eÞ ¼ 1
e
ððv expðS=RÞÞe  1Þ: ð1:8Þ
One may easily check that this function is CN and that, as e-0þ; all partial
derivatives converge uniformly on any compact set in v40 to the corresponding
derivatives of eðv; S; 0Þ: In particular, one may use L’Hoˆ pital’s rule to calculate
@e
@e
ðv; S; 0Þ ¼ 1
2
lnðvÞ þ S
R
 2
; ð1:9Þ
and see that @e@e ðv; S; eÞ is continuous at e ¼ 0; v40:
The value e ¼ 0 is mathematically special because, at this value, system (1.1) has a
complete system of Riemann invariants:
ðr; s; S; YÞ ¼ ðu  lnðpÞ; u þ lnðpÞ; S; YÞ: ð1:10Þ
Furthermore, all shock, rarefaction, and contact discontinuity curves in (r; s; S; Y )-
space are invariant under translation of the base point. Following [28], we use
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(r; s; S; Y ) as the coordinates for our analysis in eX0: Note that since p ¼ @e@v ðv; S; eÞ
and eðv; S; eÞ is C5; the transformation between ðv; u; SÞ and ðr; s; SÞ is C4: Moreover,
Temple [28] showed that this transformation is a diffeomorphism.
Our principal result, Theorem 3.2, is somewhat complex, but a simple version may
be stated as follows.
Theorem 1.1. Let (rN; sN; SN) be a point in rsS-space, and let eA½0; 1: Let w0ðxÞ
be given initial data for (1.5), expressed in ðr; s; S; Y Þ-coordinates, and with
limx-Nw0ðxÞ ¼ ðrN; sN; SN; 0Þ: Then there is a function Cðe;F; q; jjY0jjNÞ40
such that Cðe;F; q; jjY0jjNÞ-N as e-0; and such that, if
VarrsSY ðw0ÞoCðe;F; q; jjY0jjNÞ;
then there exists a global BV entropy solution to the Cauchy problem (1.1)–(1.2) with
initial data determined by w0:
Moreover, for e small, Cðe;F; q; jjY0jjNÞ has the form
Cðe;F; q; jjY0jjNÞ ¼
B
e1=3
exp  KqjjY0jjN
F
 
:
for some constant B.
There is an interesting common thread connecting our results with previous
ones concerning balance laws. While earlier results had in view lower-order terms
that exerted a damping effect, or otherwise reduced the total variation, our
result requires the decay of the lower-order term, even though the total variation
may increase in the process. Thus, in either case, decay of some kind seems
essential.
The proof of Theorem 1.1 (and of the more sophisticated Theorem 3.2) may be
outlined as follows. In Section 2, we construct approximate solutions to the Cauchy
problem using a fractional-step method based on Glimm’s scheme. In Section 3, we
establish bounds on the spatial total variation of our approximate solutions. The
proof of these bounds involves use of Temple’s results for non-reacting gas dynamics
[28]. In Section 4, we use our bounds to prove that a subsequence from our
approximate solutions converges to an entropy solution of the Cauchy problem.
2. Approximate solutions
In this section, we construct approximate solutions to the Cauchy problem for
(1.5) and (1.2). Using (r; s; S; Y ) as coordinates, the initial data are given by
ðr; s; S; YÞjt¼0 ¼ ðr0; s0; S0; Y0ÞðxÞ: ð2:1Þ
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We may represent (1.5), (1.2), and (2.1) in the compact form:
Ut þ FðUÞx ¼ GðUÞ;
U jt¼0 ¼ U0ðxÞ: ð2:2Þ
The approximate solutions are constructed by using the Glimm scheme,
combined with a fractional-step method which incorporates the reaction rate term.
We begin by discussing the Riemann solutions for the homogeneous (non-reacting)
system.
2.1. The Riemann problem for the non-reacting gas
The Riemann problem for the non-reacting gas is the following Cauchy
problem:
vt  ux ¼ 0; ð2:3aÞ
ut þ pðv; S; eÞx ¼ 0; ð2:3bÞ
ðeðv; S; eÞ þ u2=2Þt þ ðpðv; S; eÞuÞx ¼ 0; ð2:3cÞ
Yt ¼ 0; ð2:3dÞ
with the initial data:
ðr; s; S; YÞjt¼0 ¼
ðrL; sL; SL; YLÞ; xo0;
ðrR; sR; SR; YRÞ; x40;
(
ð2:4Þ
where eA½0; 1; and ðrL; sL; SL; YLÞ and ðrR; sR; SR; YRÞ are constant states. Note that
(2.3d) is independent of (2.3a)–(2.3c). Consequently, the solution of Riemann
problem (2.3)–(2.4) decouples into the solution of two Riemann problems: one for
non-reacting gas dynamics, (2.3a)–(2.3c), and a second trivial Riemann problem for
Y : For the remainder of this section, we will omit any discussion of Y :
An explicit solution to the Riemann problem for system (2.3a)–(2.3c) for
polytropic gases can be found in [7,27]. For the more general case, with the internal
energy given by eðv; S; eÞ; the solution of the Riemann problem was proved to exist
for small data in [17], and for large data in [2,26]. The solution to the Riemann
problem consists of forward and backward rarefaction and shock waves, together
with contact discontinuities of speed zero. These waves are separated by regions in
which the solution is constant.
A backward, or 1-rarefaction wave, is a solution which is constant on the
1-characteristics centered at a point (x0; t0):
xt0
tt0 ¼ dxdt ¼ l1  
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃpvðv; SÞp ;
where jl1j ¼ rc ¼ c=v is the material, or Lagrangian, sound speed of the gas.
In addition, the 1-Riemann invariants S and u  R v ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃpvðv; SÞp dv are constant
within the wave.
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A forward, or 3-rarefaction wave, is similar to the 1-wave except that l3 ¼ l1;
and the 3-Riemann invariants are S and u þ R v ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃpvðv; SÞp dv:
Forward and backward shock waves are simple jump discontinuities of U along a
line xx0
tt0 ¼ dx=dt ¼ s; and satisfy the Rankine–Hugoniot conditions:
s½v ¼ ½u;
s½u ¼ ½p;
s½u2=2þ e ¼ ½pu: ð2:5Þ
Here ½f  denotes the jump in the quantity f across the shock wave. In addition to
(2.5), shock waves must satisfy the entropy condition, which states that the speciﬁc
entropy S increases as t increases, or equivalently, as the gas crosses the shock wave.
Under the conditions stated in (1.2), Weyl [33] showed that, for a ﬁxed state U0 on
the upstream side of a shock wave, the change in entropy across the wave is
monotone increasing with the strength of the wave.
Contact discontinuities are simple jump discontinuities in S along a straight line of
speed l2 ¼ 0: The quantities p and u are constant across contact discontinuities.
For given wL; there are curves of states w ¼ Hiðzi; wL; eÞ emanating from wL
associated with each characteristic ﬁeld such that w ¼ Hiðzi; wL; eÞ is connected to wL
by an i-wave of strength zi:
We parametrize 1-shock curves by z1 ¼ r  rLp0 and 3-shock curves by z3 ¼
s  sLp0; where rL and sL are the values of the coordinates r and s on the left side of
the shock wave. We parametrize 1-rarefaction curves by z1 ¼ r  rLX0 and 3-
rarefaction curves by z3 ¼ s  sLX0: For given wL; the 1-rarefaction and 1-shock
curve based at wL meet at wL with C
2 contact to form a single curve parametrized by
z1: For z1a0; these curves are at least C3 [17,28]. Similarly, the 3-shock and 3-
rarefaction curves meet at wL to form a single curve parametrized by z3; which is C
2
at wL and at least C
3 for z3a0:
There is a line of states in (r; s; S)-space which are connected to wL by a contact
discontinuity. The equations for this line are p ¼ pL; u ¼ uL; or simply r ¼ rL; s ¼
sL: We parametrize this line by z2 ¼ S  SL:
Let z ¼ ðz1; z2; z3Þ and
Hgðz; wL; eÞ ¼ H3ðz3; H2ðz2; H1ðz1; wL; eÞ; eÞ; eÞ:
Henceforth, we use a subscript g to denote a function or vector relating to non-
reacting gas dynamics. Then the Riemann problem with data (wL; wR) has a solution
if and only if wR is in the range of the map z-Hgðz; wL; eÞ: In [28], it is shown, using
the implicit function theorem, that for every w ¼ ðr; s; SÞAR3 there exists a
neighborhood O of w such that the Riemann problem is solvable for ðwL; wRÞAO
O and eA½0; 1; and that one can solve for the vector of signed wave strengths
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z ¼ ðz1; z2; z3Þ as a function of ðwL; wR; eÞ;
z ¼ BgðwL; wR; eÞ;
where Bg is C
2 with locally Lipschitz second derivatives. The solution is unique
(among self-similar solutions) if this map is one-to-one.
To this solution of the Riemann problem for the non-reacting gas, we now add the
decoupled solution of the linear Riemann problem for Y : We let
H4ðz4; rL; sL; SL; YLÞ ¼ ðrL; sL; SL; YL þ z4Þ; and we let BðwL; wR; eÞ the solution of
the Riemann problem for (2.3) with data ðwL; wRÞAðO ½0; 1Þ2: Clearly, B will also
be C2 with locally Lipschitz second derivatives.
We will make use of B and its regularity properties in Section 3, where we will
derive conditions for the total variation stability of the fractional-step approxima-
tion scheme. This result will depend only on the regularity of B and the size of the
data measured in total variation and in the uniform norm. Speciﬁcally, the result
does not depend on the choice of parameters (z1; z2; z3; z4) used to describe H and B;
as long as the regularity properties of B are maintained.
2.2. The Glimm fractional-step scheme
We will use a fractional-step scheme such as that described in [9,21] based on the
Glimm scheme [15]. The construction of the fractional-step scheme for the
inhomogeneous system (1.4) is as follows.
Choose mesh lengths h40 and l40 in the t and x directions, respectively, such
that the Courant–Friedrichs–Levy condition:
L ¼ max
1pjp4
jljðuÞjp l
2h
ð2:6Þ
is satisﬁed.
Partition Rþ by the sequence tk ¼ kh; kAZþ; and partition R into cells with the
jth cell centered at
xj ¼ jl; j ¼ 0;71;72;y :
We begin by approximating the initial data U0ðxÞ by a function Uhðx; 0Þ which is
constant for xj1pxoxjþ1 for j even, and which converges to U0ðxÞ pointwise a.e.,
and in L1 on all bounded intervals as h-0: Choose a random sequence wk; k ¼
0; 1; 2;y; from the uniform probability distribution on the interval ð1; 1Þ: Then
our approximation scheme and approximate solutions can be written in the
following abstract form:
Uhðx; tÞ¼Fðt  kh;S0ðt  kh; Uhðx; kh þ 0ÞÞÞ; khptoðk þ 1Þh;
Uhðx; kh þ 0Þ¼ Ukj ; j þ k even; ðj  1Þloxoðj þ 1Þl;
Ukþ1j ¼ Rkþ1j 3Uhðx; ðk þ 1ÞhÞ:
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Here Fðt; 
Þ is the fractional-step operator, which advances the chemical reaction
for 0otph; S0ðt; 
Þ is the solution operator for the homogeneous system (2.3)
(i.e. GðUÞ  0) for 0otph; and Rkj is the random choice operator determined
by the random sequence. The detailed description of these operators is given
below.
Assume that Uhðx; tÞ is deﬁned for tokh: Then we deﬁne Uhðx; kh þ 0Þ as follows.
Random operator Rkj : We deﬁne
Ukj ¼ Rkj 3Uhðx; khÞ  Uhððj þ wkÞl; khÞ;
Uhðx; kh þ 0Þ  Ukj ; ðj  1Þloxoðj þ 1Þl;
where j þ k is even and wk is the kth element of the random sequence.
Homogeneous solution operator S0ðt; 
Þ: In the strip khptoðk þ 1Þh; we deﬁne
Uh0 ð
; tÞ S0ðt  kh; Uhð
; kh þ 0ÞÞ;
where S0ðt; WÞ is the solution Uð
; tÞ of the following Cauchy problem:
Ut þ FðUÞx ¼ 0;
U jt¼0 ¼ WðxÞ: ð2:7Þ
This Cauchy problem can be solved by constructing the Riemann solutions of
Riemann problems (2.3)–(2.4) with Riemann data:
UL ¼ Ukj ; UR ¼ Ukjþ2; j ¼ 0;71;72;y :
This construction determines the unique solution of the Cauchy problem (2.7),
based on the existence and uniqueness result for the Riemann problem of the system.
This solution is valid as long as the waves of the different Riemann problems do not
interact. The non-interaction of these waves is guaranteed by the Courant–
Friedrichs–Levy condition (2.6).
Fractional-step operator Fðt; 
Þ: The fractional-step operator uses an approxima-
tion to the solution of the initial value problem:
dU
dt
¼ GðUðtÞÞ;
U jt¼0 ¼ U0: ð2:8Þ
This approximation must be consistent and total variation stable. These requirements
are deﬁned as follows.
Deﬁnition 2.1. The explicit one-step approximation algorithm %UðtÞ ¼Fðt; U0Þ is a
consistent first order approximation to the solution UðtÞ of the initial value problem
(2.8) in the domain DCRn if F is Lipschitz continuous on ðd; dÞ D-Rn
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and there exists an increasing function nðtÞ40 such that nðtÞ converges to 0 as t-0
and
jj %UðtÞ  UðtÞjjpnðtÞjjGðU0Þjjjtj; ð2:9Þ
for every U0AD:
Remark 2.1. The requirement that nðsÞ converges to 0 as t-0 implies that F is
‘‘uniformly differentiable’’ with respect to t; at t ¼ 0; on D. The additional
requirement in (2.9) regarding the factor jjGðU0Þjj is necessary to obtain exponential
decay in Y as t-N:
Deﬁnition 2.2. The explicit one-step approximation algorithm %UðtÞ ¼Fðt; U0Þ is a
total variation stable approximation to the solution UðtÞ of the initial value problem
(2.8) in the domain DCRn if F; @F@t ; and
@2F
@t2 are Lipschitz continuous on ðd; dÞ 
D-Rn:
In addition, we note one more desirable property for a one-step approximation
algorithm. This property is speciﬁc to chemical reaction systems; it states that the
algorithm conserves total energy just as the chemical reaction does.
Deﬁnition 2.3. The explicit one-step approximation algorithm %UðtÞ ¼Fðt; U0Þ is a
conservative approximation to the initial value problem
d
dt
vðtÞ
uðtÞ
EðtÞ
YðtÞ
0BBB@
1CCCA ¼
0
0
qY ðtÞfðTðtÞÞ
YðtÞfðTðtÞÞ
0BBB@
1CCCA;
vð0Þ
uð0Þ
Eð0Þ
Yð0Þ
0BBB@
1CCCA ¼
v0
u0
E0
Y0
0BBB@
1CCCA: ð2:10Þ
If there is a function f ðt; U0ÞX0 such that Fðt; U0Þ has the form:
Fðt; v0; u0; E0; Y0Þ ¼ ðv0; u0; E0 þ q f ðt; U0Þ; Y0  f ðt; U0ÞÞ: ð2:11Þ
Lemma 2.1. If Fðt; U0Þ is a conservative, consistent first order one-step approxima-
tion algorithm with f as in (2.11), then f ð0; U0Þ ¼ 0; and
@f
@t
ð0; v0; u0; T0; Y0Þ ¼ Y0fðT0Þ:
Remark 2.2. When G is C2; standard one-step approximation methods, such as
Euler’s method and Runge–Kutta methods, are consistent first order, conservative,
and total variation stable in this sense. However, when G is merely Lipschitz
continuous, methods of order two or higher will generally not be C2 with respect to
s: Such methods will be consistent first order, but will not meet our criteria for total
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variation stability. Although our deﬁnition appears to require an unusual degree of
regularity in F; this regularity appears to be necessary for our proof of stability of
the approximation scheme with respect to the total variation, as we will make clear in
Section 3. Yet we have no proof that this degree of regularity is actually necessary for
total variation stability. Furthermore, the regularity ofF alone does not seem to be
sufﬁcient for global total variation stability because, as we have already remarked,
some type of decay seems necessary.
In the study of traveling wave solutions of (1.1) and the corresponding Navier–
Stokes model (cf. [3,31,32]), it is customary to modify fðTÞ to be zero for T less than
an ‘‘ignition temperature’’ Ti: The observation above indicates that it may be
inadvisable to make such a modiﬁcation in a manner that makes f less than C2—
particularly in conjunction with a numerical computation of time-dependent ﬂow.
Let Fðt; U0Þ; 0ptph; be a conservative, consistent ﬁrst order, total variation
stable, one-step approximation algorithm to the initial value problem (2.10). Given
Uh0 ðx; tÞ; khptoðk þ 1Þh; we deﬁne Uhðx; tÞ ¼Fðt  kh; Uh0 ðx; tÞÞ:
We re-approximate Uhðx; ðk þ 1ÞhÞ using Rkþ1j :
Ukþ1j ¼Rkþ1j 3Uhðx; ðk þ 1ÞhÞ
Fðh; Uh0 ððj þ wkþ1Þl; ðk þ 1ÞhÞÞ; jloxoðj þ 2Þl:
We will guarantee condition (2.6) by showing that for all ðx; tÞ; Uhðx; tÞAD
½0; 1; where D is a compact set in (r; s; S)-space. It follows that h
l
can be chosen so
that the Courant–Friedrichs–Levy condition (2.6) is satisﬁed for all time-steps.
Therefore, our approximate solutions for the Cauchy problem of system (1.1)–(1.2)
are deﬁned unambiguously.
3. Total variation stability
In this section, we estimate the approximate solutions Uhðx; tÞ in the total
variation norm and prove that the spatial total variation of the approximate
solutions is uniformly bounded with respect to the mesh length h: We will measure
the total variation of approximate solutions, using the sum of the absolute values of
the strengths of waves in the solution of each Riemann problem occurring in the
non-reacting step of the approximation scheme. In discussing this sum and its
various terms, it is convenient to use a weighted c1 norm, jjvjj1 ¼ jv1j þ jv2j þ jv3j þ
M4jv4j; for a vector vAR4; and where M440 is deﬁned later. In addition, for a vector
function UðxÞ with components (r; s; S; Y ) (x), we deﬁne the total variation using the
weighted c1 norm:
VarrsSY ðUÞ ¼ jjðVarðrÞ;VarðsÞ;VarðSÞ;VarðY ÞÞjj1: ð3:1Þ
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Other equivalent deﬁnitions are possible; for example, one could use the Euclidean
norm instead of the c1 norm.
We will ﬁnd that for each time step, the fractional step causes the total variation of
the approximate solution to increase by an amount that is of order h: In any ﬁxed
time interval, the number of time-steps is of order 1
h
: Thus, when we sum these
increases, we obtain a ﬁnite, non-zero change in total variation. However, this same
argument leaves us free to neglect terms of order h2TVðUhð
; tÞÞ or higher, because in
the limit as h-0 the sum of these tends to 0 on any time interval.
We formalize this argument with the following lemma, which is applicable to any
system of hyperbolic balance laws. In all that follows, we assume that the
approximate solutions Uh and Uh0 remain in a compact domain D ½0; 1; where D
will be deﬁned later. Note that after the random choice step, the values of the
solution between ððj þ wkÞl; khÞ and ððj þ 2þ wkÞl; kh depend only on the values of U
at these points. We denote these values by (UL; UR). The key to our total variation
estimate for the reaction step is our estimate of the change in the solution of the
Riemann problem with data ðUL; URÞ: Note that a bound for the total variation of
U prior to the random choice step can be achieved by applying our methods to
estimate the effect of the reacting step on the individual waves between (UL; UR). We
will choose D such that
* The Riemann problem for the non-reacting equations with data ðUL; URÞ is
solvable for every ordered pair ðUgL; UgRÞADD:
* The function BgðUgL; UgR; eÞ; which gives the wave strengths of the Riemann
solution for the data ðUgL; UgRÞ; is Lipschitz continuous, together with its ﬁrst
and second derivatives, in DD:
Lemma 3.1. Let
z ¼ ðz1; z2; z3; z4Þ ¼ BðUL; UR; eÞ
be the vector of signed wave strengths in the solution of the Riemann problem with data
ðUL; URÞ: Let Fðt; UÞ be a consistent first order and total variation stable
approximation to the initial value problem (2.8). Let
GðUL; z; hÞ ¼ BðFðh; ULÞ;Fðh; Hðz; ULÞÞ; eÞ: ð3:2Þ
Then
GðUL; z; hÞ ¼ zþ Oðjjzjj1Þh:
Proof. Note that GðUL; z; 0Þ ¼ z and GðUL; 0; hÞ ¼ 0: Thus we compute that
@G
@h
ðUL; 0; hÞ ¼ @
2G
@h2
ðUL; 0; hÞ ¼ 041:
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Let L1 be a Lipschitz constant for
@G
@h with respect to the c1 norm. Then
@G
@h
ðUL; z; hÞ
  
1
pL1jjzjj1;
and
jjGðUL; z; hÞ  zjj1 ¼
Z 1
0
@G
@h
ðUL; z; yhÞh dy
  
1
pL1jjzjj1h: &
Lemma 3.1 implies that the fractional step increases the total variation of the
approximate solution at no more than an exponential rate. For a semi-linear
problem, such a rate of increase might be acceptable. However, the existence theory
for entropy solutions of quasilinear hyperbolic systems of conservation laws, which
we shall apply, requires that the total variation remains bounded by a certain
constant. In order to prove that the total variation remains bounded, we need more
detailed estimates.
Lemma 3.2. Let L2 be a Lipschitz constant for
@2G
@h2
: Since GðUL; 0; hÞ ¼ 0; then
GðUL; z; hÞ  zþ @G
@h
ðUL; z; 0Þh
   
1
pL2jjzjj1
h2
2
: ð3:3Þ
Proof. By Taylor’s Theorem,
GðUL; z; hÞ  z ¼ @G
@h
ðUL; z; 0Þh 
Z 1
0
@2G
@h2
ðUL; z; yhÞðy 1Þ dy h2: &
Lemma 3.2 shows that we can estimate the increase in total variation for the
reacting step by calculating ﬁrst derivatives of the solution operator for the Riemann
problem.
Comparing (3.3) and Lemma 3.1, we see that the term @G@h ðUL; z; 0Þh is Oðjjzjj1Þh: In
order to prove our theorem, we need to show that the sum of all increases in total
variation which are caused by the reaction, is bounded by a certain constant. In the
next subsection, we show that jjY jjN decays exponentially as t-N: Then we show
that any increase in total variation, due to the reaction step, is proportional to
Y jjzjj1h: This, together with the exponential decay of jjY jjN; will enable us to derive
the conditions under which the total increase of total variation is bounded.
3.1. Estimates on the reacting step
We ﬁrst analyze the properties of a consistent ﬁrst order conservative fractional-
step operator for the chemical reaction. As it acts upon the conserved densities
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(v; u; E; Y ) of (1.5), this operator takes the form
Fðt; ðvh0; uh0; Eh0 ; Y h0 ÞÞ ¼ ðvh; uh; Eh; Y hÞ; 0ptoh;
where all quantities vh0; v
h; etc. are evaluated at ðx; kh þ tÞ; and
vhðx; kh þ tÞ ¼ vh0;
uhðx; kh þ tÞ ¼ uh0;
Ehðx; kh þ tÞ ¼ Eh0ðx; kh þ tÞ þ q f ðt; Uh0 ðx; kh þ tÞÞ;
Y hðx; kh þ tÞ ¼ Y h0 ðx; kh þ tÞ  f ðt; Uh0 ðx; kh þ tÞÞ: ð3:4Þ
We need to estimate the change in T due to F: By Lemma 3.2, we only need to
calculate
ðTh  Th0 Þðx; kh þ tÞ ¼
@T
@E

Uh
0
qftð0; Uh0 ðx; kh þ tÞÞt ¼
q
e0ðTÞ ftð0; U
h
0 ðx; kh þ tÞÞt:
By Lemma 2.1, ftð0; Uh0 Þ ¼ Y h0fðTh0 Þ: Note that this estimate is still valid for a non-
polytropic gas even though cv is not constant but varies with T :
A similar calculation applies to Y h: Thus we have proved the following lemma.
Lemma 3.3. Let F be a consistent, conservative one-step approximation algorithm.
Then, to first order in t;
Th ¼ Th0 þ
q
cv
Y h0fðTh0 Þt;
Y h ¼ Y h0  Y h0fðTh0 Þt; ð3:5Þ
where Th; Y h; Th0 ; and Y
h
0 are all evaluated at ðx; kh þ tÞ:
We have assumed that Th0 ðx; tÞXT 040; 0pY h0 ðx; tÞp1; and that f is Lipschitz
continuous, non-negative, and increasing. In particular,
T4T 0 ) 0oFpfðTÞpCoN:
Note that the Arrhenius law (1.6) satisﬁes these conditions. Then
Y h0fðTh0 ÞtXY h0Ft: ð3:6Þ
Eq. (3.5), or inequality (3.6), implies the following lemma.
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Lemma 3.4. In the limit as h-0; the functions Y hðx; tÞ and Thðx; tÞ satisfy
0pY hðx; kh þ tÞpY h0 ðx; kh þ tÞeFt; 0ptoh;
Thðx; kh þ tÞXTh0 ðx; kh þ tÞXc040:
Furthermore, Y hðx; tÞpY hðx; 0ÞeFt for all tX0:
Henceforth, for simplicity of exposition, we shall use this estimate in the form
given by the limit as h-0:
3.2. Glimm functional for the fractional-step scheme
Our proof of the BV stability of the fractional-step scheme is based on Glimm’s
method. Following that method, we deﬁne a functional on the restriction of the
approximate solutions Uh to certain ‘‘mesh curves’’ J: We deﬁne a mesh point to be
a point ðx; tÞ ¼ ððj þ wkÞl; khÞ; where kAN and jAZ such that j þ k is even. A mesh
curve J is a piecewise linear curve in the ðx; tÞ-space, which successively connects
mesh points ððj þ wkÞl; khÞ to mesh points ððj þ 1þ wkÞl; ðk71ÞhÞ (see Fig. 2). We
deﬁne a partial order on the set of mesh curves by stating that larger curves lie
toward larger time. We call J2 an immediate successor of J1 if J2 connects the same
mesh points as J1; except for one mesh point, and if J24J1:
Let JðkÞ be the unique mesh curve which connects the mesh points on t ¼ kh to
the mesh points on t ¼ ðk þ 1Þh: Note that JðkÞ crosses all the waves in the Riemann
solutions of Uh0 ðx; tÞ in the strip khptoðk þ 1Þh:
We will deﬁne a functional F on the set of mesh curves. The coefﬁcients in F will
depend on a setD containing the ðr; s; SÞ values of all approximate solutions. We will
assume that the initial data satisfy
VarrsSY ðr0; s0; S0; Y0Þð
ÞpNoN;
ðr0; s0; S0ÞðxÞAECD:
Given values of Uh on adjacent mesh points at tk ¼ kh: UL ¼ Uhðxj; tkÞ and UR ¼
Uhðxjþ2; tkÞ; with BðUL; UR; eÞ ¼ z ¼ ðz1; z2; z3; z4Þ; we deﬁne the wave strengths
Fig. 2. The mesh curves JðkÞ and Jðk þ 1Þ:
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of the approximate solution Uhðx; tÞ between ðxj; tkÞ and ðxjþ2; tkÞ as follows.
For any wave p; let Varr ðpÞ denote the decreasing variation in r across p:
Then, at e ¼ 0; we let a be the one-shock in z and m be the 1-rarefaction wave in z so
that
a ¼ 0 if z1X0;jz1j if z1o0;
(
m ¼ z1  a:
Similarly, let
b ¼ 3-shock in z;
Z ¼ 3-rarefaction in z;
d ¼ z2 ¼ contact wave in z:
Finally, for e40; we deﬁne (see [28, Eq. (3.49)])
For 1-waves; a ¼ Varr ðaÞ þ eVarðaÞ; da ¼ VarSðaÞ; m ¼ Varþr ðmÞ þ eVarðmÞ;
For 3-waves; b ¼ Vars ðbÞ þ eVarðbÞ; db ¼ VarSðbÞ; Z ¼ Varþs ðZÞ þ eVarðZÞ;
For 2-waves; d ¼ Sþ  S;
For 4-waves; z ¼ Yþ  Y: ð3:7Þ
Here VarðaÞ is taken to mean the total variation of ðr; s; SÞ along the 1-shock curve,
between the left and right states of a 1-shock wave a; and similarly for the other
waves. Note that since S is monotone along the shock curve [33], VarSðaÞ ¼
jSþ  Sj:
We let C denote a constant that depends only on D and f; and is independent of e
and the mesh length h:
For any mesh curve J; Temple [28, p. 144] deﬁned
LTðJÞ ¼
X
J
fðai  M0daiÞ þ ðbi  M0dbiÞ þ M0jdijg þ e
X
J
fmi þ Zig þ V0;
where a; b; d; z; da; db; m and Z are as deﬁned above, for each shock wave or contact
discontinuity crossing J: The constant V0 is the total variation of ðr; s; SÞ along the
initial data w0ðxÞ: The constant M0 is deﬁned in Lemmas 3.10 and 3.11 (see Lemmas
4.1 and 4.2 in [28]).
We make the following modiﬁcations of LT : Let M4 be a constant, the value of
which will be speciﬁed in the proof of Lemma 3.18. Let U7N denote the values of U
at 7N; along a mesh curve. Let aN; etc. denote the wave strengths (as deﬁned
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in (3.7)) in the solution of the Riemann problem with data ðUN; UNÞ: Let
LðJÞ ¼
X
J
fðai  M0daiÞ þ ðbi  M0dbiÞ þ M0jdij þ M4jzij þ eðmi þ ZiÞg
þ aN þ bN þ mN þ ZN þ jdNj þ M4jzNj:
The term M4jzij is added as a measurement of VarY ðJÞ; in order to make LðJÞ
equivalent to VarrsSY ðJÞ: In LT ; V0 was used as an upper estimate for jrN  rNj þ
jsN  sNj: However, during the reaction step, r7N and s7N change, and this
change must be estimated. For this reason, instead of V0; we use the wave strengths
in the Riemann problem with data ðUN; UNÞ as a similar bound which works well
with our estimates on the reaction step. Note that for any mesh curve J;
LT ðJÞpLðJÞ þ V0:
Let ai and bj; 1pi; jp3; be two waves in an approximate solution Uh; which cross
a mesh curve J; with ai to the left of bj on J: We say that the wave ai approaches the
wave bj if either i4j (ai is faster than bj), or i ¼ jAf1; 3g and at least one of the waves
is a shock wave—either aio0 or bjo0:
Since z (that is, Y )-waves do not interact with any other waves, we can use the
same deﬁnition of QðJÞ that was given in [28] as follows. Let pi denote arbitrary
waves, qi arbitrary shock or rarefaction waves, and Ri arbitrary rarefaction waves.
We deﬁne
QðJÞ ¼ M1
X
App
pijdjj þ M2
X
App
qiRj þ M3
X
App
aibj þ
X
App
aiaj þ
X
App
bibj
 !
;
where the sums are taken over all pairs of approaching waves, and pi can be either to
the left or right of jdjj; etc. We have corrected an apparent typographical error in
[28], in which the terms for shock waves of the same ﬁeld were omitted.
Finally, we deﬁne
FðJÞ ¼ LðJÞ þ eQðJÞ:
In [28], the following functionals were also deﬁned in order to estimate VarrsðJÞ
for small e:
LT0ðJÞ ¼
X
J
fai þ big þ V0;
FT0ðJÞ ¼ LT0ðJÞ þ eQðJÞ:
We modify LT0 in the same way that we modiﬁed LT :
L0ðJÞ ¼
X
J
fðai þ biÞ þ M4jzij þ aN þ bN þ mN þ ZN þ jdNj þ M4qjzNjg:
Let F0 ¼ L0 þ eQ; FT ¼ LT þ eQ and FT0 ¼ LT0 þ eQ: Note that for any mesh
curve J; FTðJÞpFðJÞ þ V0; and FT0ðJÞpF0ðJÞ þ V0:
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We will see in Lemmas 3.5–3.13 and 3.18 that all of the constants M0; M2; M3; M4
depend only on D:
3.3. Temple’s results
Before we prove the total variation stability of the approximate solutions, we ﬁrst
review the following lemmas from Temple [28] on which our analysis depends.
Lemmas 3.5–3.9 below correspond to Lemmas 3.1–3.5 of [28].
Lemma 3.5. For every compact convex open set Drs in the rs-plane, there exist
constants M40; 1
2
pC0o1; and G41 such that, at e ¼ 0; the following estimates hold
across any interaction /wL; wMSþ/wM ; wRS-/wL; wRS of states whose projec-
tions onto the rs-plane lie in Drs:
a0  a1  a2 ¼ A; b0  b1  b2 ¼ B;
where A þ BpðC0  1Þx and A ¼ x or B ¼ x: Moreover,
jd0j  jd1j  jd2j þ ðda1 þ da2  da0 Þ þ ðdb1 þ db2  db0 Þp MðA þ BÞ;
jd0j  jd1j  jd2jpGðD2 þ D3Þ;
m0  m1  m2pGD3; Z0  Z1  Z2pGD3:
Here D2 and D3 are quadratic wave interaction terms which are dominated by the
decrease in Q; as is shown in [28]. Our concern is with the constant M:
Lemma 3.6. Let D ¼ Drs  ½S; S in rsS-space, there exists e140 and G41 such
that interactions are defined for every wL; wM ; and wR in D and such that, for each
wave field, the following estimate holds in any interaction:
ðChange in strength at eÞpðChange in strength e ¼ 0Þ þ GeQ:
Lemma 3.7. There exists an M40 depending only on Drs and an e140 such that, if
wL; wRAD; the associated Riemann problem is solvable for each eA½0; e1; and the
waves in these Riemann problems satisfy the following estimates:
M Varr ðaÞ4VarrsSðaÞ; Vars ðaÞoa;
M Vars ðbÞ4VarrsSðbÞ; Varr ðbÞob;
2Varþr ðmÞ4VarrsSðmÞ; Varr ðmÞ ¼ 0;
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2Varþs ðZÞ4VarrsSðZÞ; Vars ðZÞ ¼ 0;
VarsðmÞo1
4
m; VarrðZÞo1
4
Z:
Note that r and s are constant on contact waves so that VarrsSðdÞ ¼ jdj and
VarrsSðzÞ ¼ jzj:
Remark 3.1. The above lemma imposes additional requirements on M; namely,
MX1þ VarSðaÞ
VarrðaÞ þ
VarsðaÞ
VarrðaÞ; ð3:8Þ
for all 1-shock curves in D and for eA½0; e1: The constant M must also satisfy a
similar requirement with regard to 3-shock curves in D: Proposition 3.2 of [28]
requires that, at e ¼ 0;
MX
M˜
1 C0;
M˜ ¼ 2 max
e¼0
sup
1-shocks
dS
dr
 ; sup
3-shocks
dS
ds
  : ð3:9Þ
Here 1
2
pC0o1 is a constant deﬁned in Lemma 3.1 and Proposition 3.1 of [28]. Note
that we have corrected a typographical error in [28] which deﬁned M ¼ ð1 C0ÞM˜:
We require, in addition to the above, that
MX max
0pepe1
sup
1-shocks
dS
dr
 ; sup
3-shocks
dS
ds
  
holds for all 1-shock and 3-shock curves in D; making M larger as needed. As a
result, with M0p 12M; a M0da is monotone along all 1-shock curves in D and
b M0db is monotone along all 3-shock curves in D; for 0pepe1:
Lemma 3.8. For every compact set E in rsS-space, there exists a constant 0oC1o1
such that, for every BC1ðwÞ with w in E ðBC1ðwÞ = ball of radius C1 with center w),
interaction problems in BC1ðwÞ are solvable for each eA½0; 1 with solution waves that
satisfy the estimates of Lemma 3.6.
Let E be an arbitrary compact set in rsS-space. Let *D ¼ *Drs  ½S; S be a
compact set in rsS-space that contains the points within a distance C1 of E; where C1
is given by Lemma 3.8. Choose *e140 so that Lemmas 3.5–3.8 apply to *D: Then
Riemann problems /wL; wRS in *D are uniquely solvable if ep*e1; or if
wL; wRABC1ðwÞ for some wAE and 0pep1: Let V˜ðwL; wRÞ denote the variation in
the solution of one of these Riemann problems at any time t40:
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Lemma 3.9. There exists a constant K041 such that, for ðwL; wRÞA *D *D;
V˜ðwL; wRÞpK0jjwL  wRjj1:
Note that for the reacting equations, z or Y waves are decoupled from the acoustic
and entropy waves so that Lemmas 3.8 and 3.9 generalize to our problem with no
change to the constants C1 and K0:
Lemmas 3.10 and 3.11 below correspond to Lemmas 4.1 and 4.2 of [28].
Lemma 3.10. Let D ¼ Drs  ½S; S; e1; and M satisfy the conditions of Lemmas
3.5–3.7. Let J1 be a mesh curve which evolves at epe1 from initial data w0ðxÞ of
variation V0 through mesh curves J such that wðUðJÞÞCD: Then the following
estimates hold for any M0p 12M and any J2 which is an immediate successor of J1:
(i) VarrsðJ2Þp20LT0ðJ2Þ;
(ii) VarrsSðJ2ÞpKLT ðJ2Þ; where K ¼ 20M2
0
; M0p 12M:
Lemma 3.10 easily generalizes to:
(i) VarrsðJ2Þp20L0ðJ2Þ;
(ii) VarrsSY ðJ2ÞpKLðJ2Þ;
since K41 and VarY ðziÞ ¼ M4jzij: An examination of the proof of this Lemma [28,
Lemma 4.1] reveals that our substitution of the ‘‘waves at inﬁnity’’ for V0 in L has no
effect on the proof.
The next lemma is similar to the previous one, except that it concerns eA½0; 1:
Lemma 3.11. Let *D ¼ *Drs  ½S˜; S˜CE; *e1; M˜; and C1 satisfy the conditions of
Lemmas 3.5–3.9. Let J1 be a mesh curve which evolves at eA½0; 1 from initial data of
total variation V0; through mesh curves JoJ1 for which UðJÞCBC1ðwÞ for some wAE:
Then the following estimate holds for any J2 which is an immediate successor of J1; so
long as M0 satisfies M0pminð*e21=2; ð2M˜Þ1Þ ¼ M˜0:
VarrsSðJ2ÞpKLT ðJ2Þ; K ¼ 20
M20
:
This lemma can similarly be generalized to:
VarrsSY ðJ2ÞpKLðJ2Þ:
The main theorem in [28, Theorem 4.1] is as follows:
Lemma 3.12. Let E be any compact set in rsS-space, and let N41 be any positive
constant. Then there exists a constant C ¼ CðE; NÞ such that, for initial data
w0ðxÞCE with Varðw0ðxÞÞ ¼ V0pN and Y  0; if eV0oC; then FT ðJÞ is
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non-increasing, FTðJ0ÞoN; and there exists a global weak solution to (1.5a)–(1.5c)
with initial data w0ðxÞ:
The proof of Lemma 3.12 is in two different settings. For small e; a compact
convex set *D ¼ *Drs  ½S˜; S˜ in rsS-space is chosen, together with constants e1; M˜0;
K0; and C1; such that *D contains all points within distance C1 of the set E (see [28,
p. 142]), and such that Lemmas 3.5–3.9 and Lemma 3.11 hold. Let Drs be the set of
points in the rs-plane within a distance of 120K0N of *Drs: New values of M and C0
are chosen so that Lemmas 3.5–3.7 and Lemma 3.10 are satisﬁed on Drs for eA½0; e1:
These Lemmas require M0p 12M so that
M0 ¼ min 1
2M
; M˜0
 
; K ¼ max 20
M20
; 1
 
are deﬁned. Choose SoS˜  6K0KN; and S4S˜ þ 6K0KN; and deﬁne D ¼
Drs  ½S; S: The mesh parameters ðl; hÞ are chosen so that the Courant–
Friedrichs–Levy condition (2.6) is satisﬁed for values in D: Later, a number e0pe1
is chosen. Then, for 0pepe0; bounds on F imply bounds on VarrsSðUhðJÞÞ which
imply that wðUhðJÞÞCD: The functional F is proved to be ﬁnite and non-increasing
for solutions which remain in D:
For large e; that is, eA½0; 1; smaller initial total variation is required, so that
bounds on F ensure that VarrsSðUhðJÞÞoC1: This implies that wðUhðJÞÞC
BC1ðw˜ÞCD for some w˜AE—for example, we could choose w˜ ¼ limx-N w0ðxÞ:
Note that the ball BC1ðw˜Þ should be deﬁned in the c1 norm.
We will need an estimate of the form FðJÞpC VarrsSY ðJÞ: For this purpose, we
extract the following lemma from the proof of Lemma 3.12 [28].
Lemma 3.13. Let E be a compact set in ðr; s; SÞ space, and let NAð1; 1=e be given.
Suppose that the mesh curves J and J0 satisfy the conditions of Lemmas 3.10 or 3.11.
Then there are constants K1ðE; NÞ41 and e0ðE; NÞAð0; 1Þ such that, for initial data
w0ðxÞ with VarrsSðw0Þ ¼ V0oN; we have
FðJ0Þp5K0V0; 0oepe0; ð3:10Þ
FðJ0ÞpK1V0; e0oep1: ð3:11Þ
Moreover, for approximate solutions Uhðx; tÞ; for which VarrsSY ðUhðJÞÞpN; we have
FðJÞp5VarrsSY ðUhðJÞÞ; 0oepe0; ð3:12Þ
FðJÞpK1
K0
VarrsSY ðUhðJÞÞ; e0oep1: ð3:13Þ
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Proof. We denote LðUhðJÞÞ and VarðUhðJÞÞ by LðJÞ and VarðJÞ:Note that by (3.7),
pip2VarrsSðpiÞ for any wave pi; piazi; while, by (3.1), M4jzij ¼ VarðziÞ: Hence, for
any mesh curve J;X
J;piazi
ðpi þ M4jzijÞp
X
J
2VarðpiÞ ¼ 2VarrsSY ðJÞ;
LðJÞp
X
J; piazi
ðpi þ M4jzijÞ þ aN þ bN þ mN þ ZN þ jdNj þ M4jzNj
p 4VarrsSY ðJÞ: ð3:14Þ
Let K ¼ 20
M2
0
41: Choose G41 so that Lemmas 3.5 and 3.6 hold. Let
M1 ¼ 8G;
M2 ¼ 8G þ 2M1Kð4K0NÞG;
M3 ¼ 8G þ 2M1Kð4K0NÞG þ 4M2Kð4K0NÞG;
K1 ¼ 4K0 þ 4M3K20 : ð3:15Þ
Lemma 3.9 implies that VarrsSY ðJ0ÞpK0V0 if epe0 or if V0pC1: Then, by (3.14),
LðJ0Þp4VarðJ0Þp4K0V0;
L0ðJ0Þp4VarðJ0Þp4K0V0: ð3:16Þ
Furthermore, QðJ0ÞpM3ð2VarðJ0ÞÞ2p4M3K20V20p4M3K20NV0: Thus, for 0pep1;
since eNp1;
FðJ0Þp4K0V0 þ e4M3K20NV0pK1V0: ð3:17Þ
We now require e0p 1K1: Then epe0 ) eQðJ0Þp4eM3K20NV0p12 eK1V0pV0; and
FðJ0Þ ¼ LðJ0Þ þ eQðJ0Þp4K0V0 þ V0p5K0V0;
F0ðJ0Þ ¼ L0ðJ0Þ þ eQðJ0Þp5K0V0;
epe0: ð3:18Þ
The proof of estimates (3.12) and (3.13) is nearly identical, except that the constant
K0 is not needed since in this case we do not need to estimate total variation of
Riemann solutions from initial data. &
Note that e0 and Mi depend only on E and N: We now continue with the
derivation of the constant CðE; NÞ from Lemma 3.12, with modiﬁcations for small e
based on the estimate FðJ0Þp5K0V0:
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For epe0; we deﬁne
C0ðE; NÞ ¼ 1
20M3KK0
min
1
3G  1; 1 C0
 
: ð3:19Þ
Using Lemma 3.13, if eV0oC0ðE; NÞ; then eFðJ0Þpe5K0V0o5K0C0ðE; NÞ so that
eFðJ0Þo 1
4M3K
min
1
3G  1; 1 C0
 
: ð3:20Þ
For e0oep1; we proceed as follows. Let C2 ¼ e0C1K1K: If eXe0 and eV0oC2; then
KK1V0oC1: Thus, by (3.17),
KFðJ0ÞoC1; eXe0: ð3:21Þ
Since C1p1 and KX1; C1K p1: This, plus K0N41; implies that FðJ0Þp5K0N for
e0pep1: Let
C3 ¼ 1
4M3KK1
min
1
3G
; 1 C0
 
; ð3:22Þ
and let CðE; NÞ ¼ minðC2; C3Þ: Then, if eV0oCðE; NÞ; we have
eFðJ0ÞpeK1V0pK1CðE; NÞ so that (3.20) holds for e0oep1:
3.4. TV stability of the reaction step
We now prove the TV stability of the approximate solutions during the reaction
step. Our total variation bounds imply bounds on the length of UhðJÞ; but we must
also deal with the ‘‘drift’’ of the solution due to the source term GðUÞ: We solve this
problem by deriving conditions, under which the sum of the drift at one point, say,
x ¼ N; plus the total variation, remains less than Temple’s total variation bounds.
As we have already noted, we require a positive lower bound T 0 for T in order to
assure the uniform decay of the reactant.
Lemma 3.14. There exists T 0ðeÞ such that, for eA½0; e0; TðwÞXT 0ðeÞ for all wAD;
and, for eA½e0; 1; TðwÞXT 0ðeÞ for all wABC1ðw˜Þ: Moreover, T 0ðeÞ has a positive
minimum for eA½0; 1:
Proof. Note that lnðpÞ ¼ sr
2
; so that bounds on s  r imply bounds on lnðpÞ: Such
bounds imply that there exist constants p0 and p00 independent of e such that, for all
wAD; 0op0ppðwÞpp00oN: Similarly, bounds on s þ r ¼ 2u imply bounds on the
velocity u: Thus, a compact set in ðr; s; SÞ-space, considered in the ðu; p; SÞ-
coordinates, is a compact set in R ð0;NÞ  R:
Since the map from ðu; v; SÞ to ðr; s; SÞ is a C4 diffeomorphism (see Section 2), and
T ¼ eSðv; S; eÞ is C4; we have that T is a continuous function on the compact set
D ½0; 1: Therefore, for each eA½0; 1; T has a minimum value T 0ðeÞ on this set. For
G.-Q. Chen, D.H. Wagner / J. Differential Equations 191 (2003) 277–322300
eA½e0; 1; we can take this minimum value on the smaller set BC1ðw0Þ: Since all values
of T on D are strictly positive (note, for e ¼ 0; T ¼ 1
R
), the minimum value of T 0 on
[0,1] is strictly positive. &
Note that M0 was deﬁned so that, if the strength of a varies with ﬁxed left state,
a M0da is strictly increasing in a for 0pepe1: We require a similar property to
hold for eA½0; 1:
Lemma 3.15. Let a and *a be the strengths of two 1-shock waves inD; as defined in (3.7)
for a common value of eA½0; 1: Let the left states of a and *a be UL and U˜L;
respectively. Then there is a constant C such that
ja M0da  ð*a M0d*aÞjpja *aj þ CjjUL  U˜Ljj1 *a: ð3:23Þ
Similarly, if b and *b are the strengths of two 3-shock waves in D with right states UR
and U˜R; respectively, then there is a constant C such that
jb M0db  ð *b M0d *bÞjpjb *bj þ CjjUR  U˜Rjj1 *b: ð3:24Þ
Proof. Let a0 be a 1-shock wave with the same left state as a and such that a0 ¼ *a as
wave strengths. Since S is monotone along any shock curve [33], VarSðaÞ ¼ da: We
have that
ja M0da  ð*a M0d*aÞjpja M0da  ða0  M0da0Þj þ M0jda0  d*aj: ð3:25Þ
In accordance with Lemma 3.11, M0 is chosen so that M0pe12 : Thus, for epM0oe1;
since a and a0 have the same left state, and since a M0da is monotone in a with
derivative less than 1,
ja M0da  ða0  M0da0Þjpja a0j ¼ ja *aj:
For eXM0;
ja M0da  ða0  M0da0Þj
¼ jð1þ eÞðVarrðaÞ  Varrða0ÞÞ þ eðVarsðaÞ  Varsða0ÞÞ þ ðe M0Þðda  da0Þj:
Since a0 and a have the same left state, each of the terms ðVarrðaÞ  Varrða0ÞÞ;
ðVarsðaÞ  Varsð*a0ÞÞ; and ðda  da0Þ have the same sign. Thus,
ja M0da  ða0  M0da0Þj
pjð1þ eÞðVarrðaÞ  Varrða0ÞÞ þ eðVarsðaÞ  Varsða0ÞÞ þ eðda  da0Þj
¼ ja a0j ¼ ja *aj:
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Let GðU˜L; UL; *aÞ ¼ da0  d*a: Observe that GðU˜L; UL; *aÞ ¼ 0 if *a ¼ 0 or UL ¼
U˜L: Since G is C
3 for *aX0; an argument similar to the proof of Lemmas 3.1
and 3.2 shows that there is a constant C such that jGðU˜L; UL; *aÞjpC *ajjUL
U˜Ljj1: &
One consequence of Lemma 3.7 is the following lemma.
Lemma 3.16. Let Js be a connected segment of a mesh curve J; and let Us be the
restriction of an approximate solution Uh to Js: Then there are positive constants c and
C such that, for all Us with wðUsÞAD;
c VarrsSY ðUsÞp
X
Js
ðaþ bþ mþ Zþ jdj þ jzjÞpC VarrsSY ðUsÞ:
Corollary 3.1. Let J be any mesh curve, and let Us be the restriction of an approximate
solution Uh to J: Let
L1ðJÞ ¼
X
J
ðaþ bþ mþ Zþ jdj þ M4jzjÞ;
where the sum is understood to include the ‘‘extra’’ Riemann problem for ðUN; UNÞ:
Then there are positive constants c and C such that, for all Us with wðUsÞAD;
cVarrsSY ðUsÞpL1ðJÞpC VarrsSY ðUsÞ:
Note that (3.7) implies that, for ep1;
LðJÞp2VarrsSY ðUsÞ: ð3:26Þ
This estimate, together with the conclusions of Lemmas 3.10 and 3.11, implies that
LðJÞ is equivalent to VarrsSY ðUsÞ; just as Corollary 3.1 does for L1ðJÞ:
We now make a more detailed estimate of the increase in total variation for the
solution of the Riemann problem as a result of the reaction step. To be speciﬁc,
we estimate the increase in FðJÞ: Our goal is to derive conditions on FðJ0Þ that
ensure that VarrsSðJÞ satisﬁes the conditions imposed by Lemma 3.12 on V0; namely
V0pN and eV0oCðE; NÞ; these conditions are reﬁned in Theorem 3.2. We will
assume that these conditions are satisﬁed for all predecessors of J: Under these
conditions, F does not increase in the non-reacting step. Lemma 3.11 implies
that VarrsSðJÞpKLðJÞ: By deﬁnition, LðJÞpFðJÞ: Thus, we require KFðJÞpN
and eKFðJÞoCðE; NÞ: These bounds are implicitly assumed in the following
lemmas.
In order to be consistent with the estimates in Section 3.3, we must work in the
ðr; s; S; YÞ-coordinates.
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Lemma 3.17. In the ðr; s; S; YÞ-coordinates, for system (1.5), we have
GðUÞ ¼ qcðUÞ 
 YfðTÞ;
where cðUÞ is the vector ð 1
cvT
; 1
cvT
; 1
T
;1
q
ÞT : If the gas is not polytropic, we let cv denote
e˜ 0ðTÞ:
Proof. We have that r ¼ u  lnðpÞ ¼ u  lnðRÞ  lnðTÞ þ lnðvÞ: In the reaction step
deðTÞ=dY ¼ cvðTÞdT=dY ¼ q; and ðv; uÞ remain unchanged. Thus,
dr
dY
¼ q
cvT
: ð3:27Þ
Similar calculations hold for r and S: &
We will ﬁnd it convenient to denote ð 1
cvT
; 1
cvT
; 1
T
ÞT by cgðUÞ:
In order to discuss the effect of the exothermic reaction on the functionals
L and Q; it is convenient to identify a new ‘‘mesh curve’’ J˜ which, as a curve, is
the same as a given mesh curve J; but upon which the value of U differs from
the value of U on J by a single reaction step along all of J: We take J˜ to re-
present values before the reaction step and J to represent values after the reaction
step.
Lemma 3.18. Let D be given as above. Let Fðt; UÞ be a consistent, total variation
stable, and conservative approximation algorithm for the solution of the initial value
problem (2.8). There is a constant C; which depends only on D; such that if UðJkÞ has
evolved at e from initial data of variation V through mesh curves J for which
wðUðJÞÞCD; then, for each k; to first order in h;
LðJkÞpLðJ˜kÞ þ ChqjjY0jjNeFkhLðJ˜kÞ;
L0ðJkÞpL0ðJ˜kÞ þ ChqjjY0jjNeFkhLðJ˜kÞ:
Proof. Note that
LðJkÞ  LðJ˜kÞ ¼
X
NoioN
fai  M0dai þ bi  M0dbi þ M0jdij þ eðmi þ ZiÞ þ M4zi
 ð*ai  M0d*ai þ *bi  M0d *bi þ M0j*dij þ eð *mi þ *ZiÞ þ M4*ziÞg
þ aN þ bN þ mN þ ZN þ jdNj þ M4zN
 ð*aN þ *bN þ *mN þ *ZN þ j*dNj þ M4*zNÞ: ð3:28Þ
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We denote the vector of the end-terms by zN ¼ BðU; UþÞ: From Lemma 3.15, this
sum is less thanX
NoipN
jai  *aij þ CjjFðh; UiÞ  Uijj*aþ jbi  *bij þ CjjFðh; Uiþ1Þ  Uiþ1jj *b

þ jdij  j*dij
 þ jmi  *mij þ jZi  *Zij þ M4 jzij  j*zij 
p
X
NoipN
jjGðUi; zi; hÞ  GðUi; zi; 0Þjj1 þ CjjFðh; UiÞ  Uijjð*ai þ *bi1Þ
 
:
ð3:29Þ
In the limit as h-0þ; we obtain
LðJkÞ  LðJ˜kÞp
X
NoipN
@G
@h
ðUi; zi; 0Þ
  
1
h þ CqYifðTiÞð*ai þ *bi1Þh
 
: ð3:30Þ
Note that X
NoipN
CqYifðTiÞð*ai þ *bi1ÞhpCqjjY jjNL1ðJ˜kÞh: ð3:31Þ
We calculate (recall (3.2))
@G
@h
ðUi; zi; 0Þ ¼ @B
@UL
@F
@h
ð0; UiÞ þ @B
@UR
@F
@h
ð0; HðUi; ziÞÞ: ð3:32Þ
For brevity, we note that Uiþ1 ¼ HðUi; ziÞ: By Lemmas 3.3 and 3.17,
dF
@h
ð0; UÞ ¼ GðUÞ ¼ qcðUÞYfðTÞ:
We denote cðUiÞ by ci: Thus,
@G
@h
ðUi; zi; 0Þ ¼ q @B
@UL
ciYifðTiÞ þ @B
@UR
ciþ1Yiþ1fðTiþ1Þ
 
¼ q Yi @B
@UL
fðTiÞci þ @B
@UR
fðTiþ1Þciþ1
 
þðYiþ1  YiÞ @B
@UR
fðTiþ1Þciþ1

: ð3:33Þ
As we noted in Section 2, Y is decoupled from ðr; s; SÞ in the solution of the non-
reacting Riemann problem. This means that @B@UL and
@B
@UR
are block diagonal 4 4
matrices with the upper left 3 3 block relating to non-reacting gas dynamics, i.e.
the derivatives of wave strengths for acoustic waves and entropy waves, with respect
to r; s; and S: The remaining 1 1 block contains the derivative of the wave strength
of the Y -contact with respect to Y—the value of this derivative is 1 for @B4=@YR
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and 1 for @B4=@YL: We have that
@B
@UR

 ciþ1 ¼ @B
@ðr; s; SÞR

 cgðiþ1Þ 
0
0
0
1
0BBB@
1CCCA: ð3:34Þ
Due to this block structure, @B@ðr;s;SÞR has no Y -wave component. Thus the ðr; s; SÞ
components of (3.33) have the form:
@Gg
@h
ðUi; zi; 0Þ ¼ qYi @Bg
@ðr; s; SÞL
fðTiÞcgi þ @Bg
@ðr; s; SÞR
fðTiþ1Þcgðiþ1Þ
 
þ qðYiþ1  YiÞ @Bg
@ðr; s; SÞiþ1
fðTiþ1Þcgðiþ1Þ: ð3:35Þ
Let
AðUi; ziÞ ¼ @Bg
@ðr; s; SÞR
fðTiÞcgi þ @Bg
@ðr; s; SÞR
fðTiþ1Þcgðiþ1Þ: ð3:36Þ
Then
@Gg
@h
ðUi; zi; 0Þ ¼ qYiAðUi; ziÞ þ qðYiþ1  YiÞ @Bg
@ðr; s; SÞR
fðTiþ1Þcgðiþ1Þ: ð3:37Þ
Since B is Lipschitz continuous, together with its ﬁrst and second derivative, the
function AðUL; zÞ is Lipschitz continuous, together with its ﬁrst derivatives.
Furthermore, if zgi ¼ 0; then Ugðiþ1Þ ¼ Ugi and, in particular, Tiþ1 ¼ Ti:
Since BgðUg; UgÞ is the vector of wave strengths for a Riemann problem with equal
states,
AgðUg; 0Þ ¼ fðTÞ @Bg
@ðr; s; SÞ ðUg; UgÞcg ¼ 0:
Thus, if C is a Lipschitz constant for zg-AgðUg; zgÞ on D taken with respect to the
c1 norm of zg; the ﬁrst term in (3.37) can be estimated by
jjYiAgðUgi; zgiÞqjj1pCYijjzgijj1q:
We now examine the last term of (3.37), because it is not bounded by
jjY jjN
P
i jjzijj1: In fact, it is the only such term in our estimate of the increase in
total variation resulting from the reaction step. This term of (3.37) has the form
ðYiþ1  YiÞ @Bg
@ðr; s; SÞR
cgðiþ1ÞfðTiþ1Þq: ð3:38Þ
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The fourth component of Eq. (3.33) is the equation for the strength of the Y -wave.
This equation is
@
@h
ðYiþ1  YiÞ ¼ YiðfðTiÞ  fðTiþ1ÞÞ  ðYiþ1  YiÞfðTiþ1Þ;
so that
@
@h
jYiþ1  YijpYiCjzgj  jYiþ1  YijfðTiþ1Þ:
Thus, the reaction step produces possible increases in total variation, which are
bounded by
CYijjzgijj1qh þ
@Bg
@ðr; s; SÞR
cgðiþ1Þ
  
1
jYiþ1  YijfðTiþ1Þqh:
The reaction step also produces a decrease in total variation for the Y component—
the fourth component of @G@h ðUi; zi; 0Þ—in the amount jYiþ1  YijfðTiþ1Þh: We now
use the decrease in the Y component to offset the ‘‘bad’’ increase in other
components proportional to jYiþ1  Yij: Since @Bg@ðr;s;SÞR is Lipschitz continuous and D
is bounded, there exists a ﬁnite upper bound M4 for jj @Bg@ðr;s;SÞR cgðiþ1Þjj1q on D: Thus
the effect of the term (3.38) on the ðr; s; SÞ components of @G@h ðUi; zi; 0Þ is bounded by
M4jzjfðTiþ1Þh; and this increase is offset by a decrease in the term M4jzj:
Thus, the change in L is estimated as follows:
LðJkÞpLðJ˜kÞ þ CqjjY jjNL1ðJ˜kÞh
þ
X
NoipN
ð*ai þ *bi þ j*dij þ *mi þ *ZiÞCqYi þ M4j*zijfðTiþÞ

 M4j*zijfðTiþÞ

h
pLðJ˜kÞ þ 2CjjY˜jjNL1ðJ˜kÞqh: ð3:39Þ
Then, using the equivalence of L1ðJÞ; LðJÞ; and VarrsSY ðJÞ; and redeﬁning the
constant C; we obtain
LðJkÞpLðJ˜kÞð1þ CjjY˜jjNqhÞ: ð3:40Þ
Similarly,
L0ðJkÞpL0ðJ˜kÞ þ CjjY˜jjNLðJkÞqh;
L1ðJkÞpL1ðJ˜kÞ þ CjjY˜jjNLðJkÞqh: ð3:41Þ
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Furthermore, on the mesh curve JðkÞ; by Lemma 3.4, we have
LðJkÞpLðJ˜kÞ þ CqhjjY0jjNeFkhLðJ˜kÞ;
L0ðJkÞpL0ðJ˜kÞ þ CqhjjY0jjNeFkhLðJ˜kÞ: &
Since L0pLpF ; F0pF ; and L is equivalent to L1; it is clear that L1; L0; and F0
remain bounded as long as F remains bounded.
Henceforth, we will denote qjjY0jjN by q˜: Now we estimate the functional FðJkÞ:
Recall that
FðJkÞ ¼ LðJkÞ þ eQðJkÞ:
We have that, to ﬁrst order in h;
QðJkÞpQðJ˜kÞ þ M1
X
App
ðpi  p˜iÞj*djj þ p˜iðjdjj  j*dj jÞ
 
þ M2
X
App
ðqi  q˜iÞR˜j þ q˜iðRj  R˜jÞ
 
þ M3
X
ioj
ðai  *ai þ bi  *biÞð*aj þ *bjÞ þ ð*ai þ *bjÞðaj  *aj þ bj  *bjÞ
 
pQðJ˜kÞ þ M3ðL1ðJkÞ  L1ðJ˜kÞÞL1ðJ˜kÞ;
where we have used M1oM2oM3 as deﬁned in [28]. Next, using (3.41) and the
equivalence of LðJkÞ; L1ðJkÞ; and VarrsSY ðJkÞ; we have
QðJkÞpQðJ˜kÞ þ M3CjjY˜kjjNL1ðJ˜kÞ2qh
pQðJ˜kÞ þ CjjY˜kjjNFðJ˜kÞ2qh:
Lemma 3.19. Let Jk be a mesh curve between t ¼ kh and t ¼ ðk þ 1Þh: Then
FðJkÞpFðJ˜kÞ 1þ K3q˜eFkhð1þ eFðJ˜kÞÞh
 
; ð3:42Þ
where K3 is a constant depending only onD and f; independent of eA½0; 1 and the mesh
lengths l and h:
We now derive the conditions which ensure that FðJkÞ remains bounded
independent of k: The rate of increase in FðJkÞ is nonlinear: in the limit as h-0;
FðJkÞ approaches a solution to a nonlinear differential inequality,
dF
dt
pK3q˜eFtðF þ eF2Þ:
Without the coefﬁcient eFt; there would be no means of obtaining a uniform bound
on F : However, it is easy to show that solutions of this differential inequality, with
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sufﬁciently small initial values, have bounded solutions. We show that a similar
estimate holds for F independent of h:
We suppose, ﬁrst of all, that a bound exists, namely, FðJkÞpZ: Then, by (3.42),
we have
FðJkÞpFðJ˜kÞð1þ K3q˜eFkhð1þ eZÞhÞ:
Let us abbreviate eFkh by dk: Then we have
FðJkÞpFðJ0Þ
Yk
j¼0
ð1þ K3hq˜djð1þ eZÞÞ:
Taking logarithms,
lnðFðJkÞ=FðJ0ÞÞp
Xk
j¼0
lnð1þ K3hq˜d jð1þ eZÞÞ
p
Xk
j¼0
K3hq˜d
jð1þ eZÞ
pK3hq˜ð1þ eZÞ 1ð1 dÞ:
Thus we conclude
FðJkÞpFðJ0Þ exp K3hq˜ð1þ eZÞ
1 eFh
 
: ð3:43Þ
The function f ðhÞ ¼ h=ð1 eFhÞ is increasing for h40 and tends to 1=F as h-0:
Thus, for h sufﬁciently small, we obtain
FðJkÞpFðJ0Þ exp 2K3q˜ð1þ eZÞF
 
: ð3:44Þ
Let K4 ¼ 2K3: Estimate (3.44) is valid as long as FðJkÞpZ: The condition required
for this result is that
FðJ0Þpexp  K4q˜ð1þ eZÞF
 
Z ¼ gðZÞ: ð3:45Þ
The value of Z which maximizes gðZÞ is Z ¼ F
K4q˜e
: Thus, our least-restrictive
condition on FðJ0Þ is
FðJ0Þpexp 1 K4q˜F
 
F
K4eq˜
¼ exp 1 K4qjjY0jjN
F
 
F
K4eqjjY0jjN
: ð3:46Þ
We summarize these estimates with the following lemma.
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Lemma 3.20. If FðJ0Þ satisfies (3.45), then, for all kX1; FðJkÞpZ: In particular, if
FðJ0Þ satisfies (3.46), then, for all kX1;
FðJkÞpZ ¼ F
K4eqjjY0jjN
: ð3:47Þ
Furthermore, if FðJ0Þ satisfies (3.46), then by (3.43),
FðJkÞpFðJ0Þ exp K4qjjY0jjNF þ 1
 
: ð3:48Þ
Next, we estimate the amount that the solution ‘‘drifts’’ from its original base
point. We use w˜ ¼ limx-Nw0ðxÞ as our base point. Let De ¼ D for 0pepe0; and
De ¼ BC1ðw˜Þ for e0oep1:
Lemma 3.21. Let Uhðx; tÞ be an approximate solution to (2.2), constructed with the
fractional-step Glimm scheme, with initial data U0ABVðRÞ: If UhðJÞABV for every
mesh curve J; then
U7N ¼ lim
x-7N
Uðx; tÞ
exists for all t and satisfies
dU7N
dt
¼ GðU7NÞ:
For our application (1.5), by Lemma 3.17, GðUÞ ¼ YfðTÞðq
cvT
; q
cvT
; q
T
;1ÞT : Let
%f ¼ supDefðTÞ:
Lemma 3.22. In the ðr; s; SÞ-coordinates,
jrNðtÞ  rNð0Þj þ jsNðtÞ  sNð0Þjp
Z YNð0Þ
0
2q
cvT
dY ;
jSNðtÞ  SNð0Þjp
Z YNð0Þ
0
q
T
dY :
As e-0; cv-N: Recall that, by Lemma 3.14, TXT 0ðeÞ: Let C4 be an upper bound for
1=cv on De: Denote YNð0Þ by y0: Then
jrNðtÞ  rNð0Þj þ jsNðtÞ  sNð0ÞjpC4 2y0q
T 0
;
jSNðtÞ  SNð0Þjpy0q
T 0
:
Applying Lemma 3.22, we have
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Lemma 3.23. Let Uhðx; tÞ be an approximate solution to (1.5) constructed with the
fractional-step Glimm scheme, with initial data U0ABVðRÞ and wðU0ÞðNÞ ¼ w˜:
Then, for all ðx; tÞAJ;
jjðr; sÞhðx; tÞ  ðr; sÞðw˜Þjj1p2C4
y0q
T 0
þ VarrsðUhðJkÞÞ;
jjðr; s; SÞhðx; tÞ  ðr; s; SÞðw˜Þjj1pð2C4 þ 1Þ
y0q
T 0
þ VarrsSðUhðJkÞÞ:
Theorem 3.2. Let E be any compact set in rsS-space, let eA½0; 1; and let N41 be any
positive constant. Let D; C1; and K0 be as determined in Lemma 3.12. Let C0ðE; NÞ
and CðE; NÞ be given by (3.19) and (3.22). Let K ¼ 20=M20 : Let K1 and e0 be as
determined in Lemma 3.13. Let w0ðxÞ be given initial data for (1.5), expressed in
ðr; s; S; YÞ-coordinates, and with ðr; s; S; YÞ values in E  ½0; 1: Let V0 ¼ VarrsSY ðw0Þ:
If 0peoe0; and
V0pexp K4qjjY0jjNF  1
 
min
C0ðE; NÞ
e
;
F
5eK0K4qjjY0jjN
 
; ð3:49Þ
V0pexp  K4qjjY0jjNF  1
 
N  ð2C4 þ 1Þ y0q
5KK0T 0
 
; ð3:50Þ
V0pexp K4qjjY0jjNF  1
 
N  C4 y0q
50K0T 0
 
; ð3:51Þ
then the fractional-step Glimm scheme constructs approximate solutions Uhðx; tÞ for
which wðUhÞðx; tÞAD and with uniformly bounded spatial total variation.
If e0pep1; and
V0pexp  K4qjjY0jjNF  1
 
min
6K0N
K1
;
C3
e
;
F
eK1K4qjjY0jjN
 
; ð3:52Þ
V0pexp  K4qjjY0jjNF  1
 
1
KK1
C1  ð2C4 þ 1Þ y0q
T 0
 
; ð3:53Þ
then the fractional-step Glimm scheme constructs approximate solutions Uhðx; tÞ for
which wðUhÞðx; tÞABC1ðw˜Þ and with uniformly bounded spatial total variation.
Proof. Our functionals F and F0 are nearly the same as Temple’s. Our modiﬁ-
cations consist of adding the terms M4jzj and aN þ bN þ mN þ ZN þ jdNj þ
M4jzNj  V to L: We note that none of these terms change during the non-reacting
step. Therefore, estimates on FðJ2Þ  FðJ1Þ in the proof of Lemma 3.12 apply to our
non-reacting step, as long as the conditions for the proof remain valid. Those
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conditions are
VarrsSðJÞp6KK0N; VarrsðJÞp120K0N; ð3:54Þ
for 0oepe0; to ensure ðr; s; SÞðx; tÞAD; and
VarrsSðJÞpC1; ð3:55Þ
for e0oep1; to ensure ðr; s; SÞðx; tÞABC1ðwÞ; and ﬁnally
eFðJ0Þo 1
4M3K
min
1
3G  1; 1 C0
 
; FðJÞp6K0N; ð3:56Þ
for 0oep1 to ensure that FðJÞ does not increase in a non-reacting step.
By Lemmas 3.10 and 3.11 (and their generalizations to our problem), we have
VarrsSY ðJÞpKLðJÞpKFðJÞ; 0pep1;
VarrsðJÞp20L0ðJÞp20F0ðJÞ; 0pepe0:
As we have noted, the drift due to chemical reactions requires additional conditions
in order to ensure that the solution stays in D: Thus, using Lemmas 3.13, 3.20, and
3.23, (3.54) becomes (3.50) and (3.51), and (3.55) becomes (3.53). For J0; bounds
(3.56) are implied by Lemma 3.13 if V0pN and either eV0pC0ðE; NÞ for 0oepe0;
or eV0pCðE; NÞ for e0oep1: For Jk; bounds (3.56) are implied for 0oepe0 by
(3.49). For e0oep1; (3.52) implies eV0pC3 and K1V0p6K0N; or
V0p
6K0N
8K20M3N
pN:
For J4J0; using Lemma 3.20, we ﬁnd that, if
Z0 ¼ min 6K0N; K1 C3e
 
; ð3:57Þ
and
FðJ0Þpexp  K4qjjY0jjNF  1
 
Z0; ð3:58Þ
then, for all k; FðJkÞpZ0 so that bounds (3.56) are satisﬁed. When we express (3.57)
and (3.58) in terms of V0; using Lemma 3.13, we obtain (3.49) and (3.52). &
4. Convergence to the entropy solution
A scheme for constructing approximate solutions to a differential equation is
called consistent if the convergence of the scheme (in a suitable sense) implies that
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the limit of the approximation is actually a solution of the differential equation.
In [21] it is shown that the fractional-step scheme as constructed in Section 2.2, by
using Euler’s method to approximate solutions to (2.8), is consistent with the
notion of weak solutions for the nonlinear water-hammer problem. It is also
shown in [9] that fractional-step schemes based on Glimm’s method and the ﬁrst
order approximation to (2.8) are consistent with the notion of entropy solutions.
In this section we will show that a fractional-step Glimm scheme, for general
hyperbolic systems of balance laws (1.4), as constructed in Section 2.2, using any
consistent approximation to (2.8), is consistent with the notion of entropy solutions.
That is, if a sequence Uhnðx; tÞ of approximate solutions is bounded in LN and
converges pointwise a.e. to a function Uðx; tÞ; then Uðx; tÞ is an entropy solution of
the system of balance laws. As a corollary, we obtain the existence of a global
entropy solution to the exothermically reacting, compressible Euler equations (1.2)
and (1.5).
Let dwk denote the uniform probability measure on ½1; 1; and let dw denote the
induced product probability measure for the random sample fwkgNk¼1 in the
Cartesian product space A ¼ QNk¼1½1; 1:
Theorem 4.1. Suppose that
1. The sequence Uhcðx; tÞ is constructed by using the Glimm fractional-step scheme, as
described in Section 2.2, with a fractional-step operator which is consistent in the
sense of Definition 2.1, and with the random sample fwkgNk¼1 chosen from A;
2. The sequence Uhcðx; tÞ is uniformly bounded in LN and converges pointwise a.e. to
the function Uðx; tÞ:
Then there exists a null set NCA such that, for fwkgAAN; the function Uðx; tÞ is
an entropy solution of the Cauchy problem (1.4) and (2.1). That is, for any convex
entropy pair ðZ; qÞ with respect to U ; the following inequality
ZðUÞt þ qðUÞxprZðUÞGðUÞ ð4:1Þ
holds in the sense of distributions, that is,
Z N
0
Z N
N
ðZðUÞft þ qðUÞfx þrZðUÞGðUÞfÞdx dt
þ
Z N
N
ZðU0ðxÞÞfðx; 0Þ dxX0; ð4:2Þ
where fACN0 ððN;NÞ  ½0;NÞÞ and fðx; tÞX0:
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Proof. For any convex entropy pair ðZ; qÞ with respect to U ; we deﬁne
Jðw; h;fÞ ¼ 
Z N
0
Z N
N
ðZðUhÞft þ qðUhÞfx þrZðUhÞGðUhÞfÞ dx dt

Z N
N
ZðU0ðxÞÞfðx; 0Þ dx; ð4:3Þ
where fACN0 ððN;NÞ  ½0;NÞÞ and fðx; tÞX0:
Note that for kX0;

Z ðkþ1Þh
kh
Z N
N
ZðUhÞft dx dt
¼ 
Z ðkþ1Þh
kh
Z N
N
ZðUh0 Þft dx dt 
Z ðkþ1Þh
kh
Z N
N
ðZðUhÞ  ZðUh0 ÞÞft dx dt: ð4:4Þ
Since Uh0 is an entropy solution of the conservation laws (2.7),

Z ðkþ1Þh
kh
Z N
N
ZðUh0 Þft dx dt
p
Z ðkþ1Þh
kh
Z N
N
qðUh0 Þfx dx dt
þ
Z N
N
ðZðUh0 ðx; kh þ 0ÞÞfðx; khÞ
 ZðUh0 ðx; ðk þ 1ÞhÞÞfðx; ðk þ 1ÞhÞÞ dx: ð4:5Þ
SinceF is consistent in the sense of Deﬁnition 2.1, there exists a function nðsÞ such
that nðsÞ-0 as s-0; and
jjFðs; Uh0 ðx; tÞÞ  Uh0 ðx; tÞ  GðUh0 ðx; tÞÞsjjpnðsÞjjGðU0ðx; tÞÞjj jsj: ð4:6Þ
Eq. (4.6) states that, as a function of s;Fðs; Uh0 ðx; tÞÞ is differentiable at s ¼ 0; and
has the partial derivative GðUh0 ðx; tÞÞ: Since Z is a differentiable function of U ; the
chain rule states that, as a function of s; ZðFðs; Uh0 ðx; tÞÞÞ is differentiable at s ¼ 0;
and has partial derivative rZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞ: Therefore, there is a function
eðs; x; TÞ; which converges uniformly to 0 as s-0; such that
ZðFðs; Uh0 ðx; tÞÞÞ  ZðUh0 ðx; tÞÞ  rZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞs ¼ eðs; x; tÞs: ð4:7Þ
Thus, for khptpðk þ 1Þh;
ZðUhðx; tÞÞ ¼ ZðUh0 ðx; tÞÞ þ rZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞðt  khÞ
þ eðt  kh; x; tÞðt  khÞ: ð4:8Þ
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We can now compute

Z ðkþ1Þh
kh
Z N
N
ðZðUhÞ  ZðUh0 ÞÞft dx dt
¼ 
Z ðkþ1Þh
kh
Z N
N
eðt  kh; x; tÞðt  khÞft dx dt
þ
Z N
N
Z ðkþ1Þh
kh
@
@t
ðrZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞðt  khÞÞf dx dt: ð4:9Þ
Thus,

Z ðkþ1Þh
kh
Z N
N
ðZðUhÞ  ZðUh0 ÞÞft dx dt
¼ 
Z ðkþ1Þh
kh
Z N
N
eðt  kh; x; tÞðt  khÞft dx dt
þ
Z N
N
Z ðkþ1Þh
kh
rZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞ

þ @
@t
ðrZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞÞðt  khÞ

f dx dt:
ð4:10Þ
Plugging (4.5) and (4.10) into (4.4), we obtain

Z ðkþ1Þh
kh
Z N
N
ZðUhÞft dx dt
p
Z ðkþ1Þh
kh
Z N
N
½qðUh0 Þfx þrZðUh0 ÞGðUh0 Þf dx dt
þ
Z N
N
½ZðUh0 ðx; kh þ 0ÞÞfðx; khÞ  ZðUh0 ðx; ðk þ 1ÞhÞÞ fðx; ðk þ 1ÞhÞ dx
þ
Z N
N
Z ðkþ1Þh
kh
@
@t
½rZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞðt  khÞ fðx; tÞ dx dt

Z ðkþ1Þh
kh
Z N
N
eðt  kh; x; tÞðt  khÞft dx dt:
Summing over k; we have
Jðw; h;fÞpIðw; h;fÞ þ
XN
k¼0
Rjðw; h;fÞ þ
XN
k¼0
Djðw; h;fÞ;
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where
Iðw; h;fÞ ¼
XN
k¼0
Ikðw; h;fÞ;
I0ðw; h;fÞ ¼
Z N
N
ðZðUhðx; 0ÞÞ  ZðU0ðxÞÞÞ fðx; khÞ dx;
Ikðw; h;fÞ ¼
Z N
N
ðZðUh0 ðx; kh þ 0ÞÞ  ZðUh0 ðx; khÞÞÞfðx; khÞ dx; k ¼ 1;y;
Rkðw; h;fÞ ¼
Z ðkþ1Þh
kh
Z N
N
ðqðUh0 Þ  qðUhÞÞfx dx dt
þ
Z ðkþ1Þh
kh
Z N
N
ðrZðUh0 ÞGðUh0 Þ  rZðUhÞGðUhÞÞf dx dt

Z ðkþ1Þh
kh
Z N
N
eðt  kh; x; tÞðt  khÞft dx dt;
and
Dkðw; h;fÞ ¼
Z ðkþ1Þh
kh
Z N
N
@
@t
ðrZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞÞðt  khÞfðx; tÞ dx dt:
We now analyze each of these components for convergence to zero as h tends to zero.
Lemma 4.1. There is a null subset NCA and a positive sequence hm; which converges
to zero, such that, for wAAN; the functionals Iðw; hm;fÞ converge weakly to zero
as measures on compact subsets of R Rþ:
Proof. Note that I0-0 since U
hðx; 0Þ was chosen to converge to U0ðxÞ in L1ðRÞ:
Since
Ikðw; h;fÞ ¼
XN
j¼N
Z ðjþ1Þl
ðj1Þl
ðZðUh0 ððj þ wkÞl; khÞÞ  ZðUh0 ðx; khÞÞÞfðx; khÞÞ dx;
and
jIkðw; h;fÞjpCTVðUh0 ðx; khÞÞhjjfjjN; ð4:11Þ
we have
jIðw; h;fÞjpCLdjfjN; ð4:12Þ
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where L is an upper bound for TVðUh0 ð
; ðk  1ÞhÞÞ; and d is the diameter of
supp fðx; tÞ: Thus f-Iðw; h;fÞ is a distribution of order zero. By the Riesz
representation theorem, Iðw; h;fÞ corresponds to a Radon measure [12].
Let tk denote kh  : Notice thatZ 1
1
Ikðw; h;fÞdwk
 
¼
XN
j¼N
Z 1
1
Z ðjþ1Þl
ðj1Þl
ðZðUh0 ððj þ wkÞl; tkÞÞ  ZðUh0 ðx; tkÞÞÞfðx; tkÞ dx dwk


p
XN
j¼N
fkj
Z 1
1
Z ðjþ1Þl
ðj1Þl
ðZðUh0 ððj þ wkÞl; tkÞÞ  ZðUh0 ðx; tkÞÞÞ dx dwk


þ jjrZjjNjjfxjjNl
XN
j¼N
Z 1
1
Z ðjþ1Þl
ðj1Þl
jUh0 ððj þ wkÞl; tkÞ  Uh0 ðx; tkÞj dx dwk
pCjjrZjjNjjfxjjNl
Z 1
1
Z l
l
XN
j¼N
jUh0 ððj þ wkÞl; tkÞ  Uh0 ðjl þ x; tkÞj dx dwk
pCjjrZjjNjjfxjjNTVðUh0 ð
; tkÞÞh2; ð4:13Þ
where fkj ¼ fðjl; tkÞ: Therefore, for 0ok1ok2; we haveZ
Ik1ðw; h;fÞIk2ðw; h;fÞ dw
  ¼ Z Z Ik2ðw; h;fÞ dwk2 Ik1ðw; h;fÞ d %wk2 
pCh3jjfjjNjjfxjjN; ð4:14Þ
where %wk2 denotes the sequence obtained from w by deleting the k2th element.
Moreover, we have from (4.11) thatZ
ðIkðw; h;fÞÞ2 dwpCh2jjfjj2N: ð4:15Þ
Thus, Z
ðIðw; h;fÞÞ2dw ¼ 2
X
k1ok2
Z
Ik1Ik2 dwþ
X
k
Z
I2k dw
pChjjfjjNjjfxjjN þ Chjjfjj2N; ð4:16Þ
so that Iðw; h;fÞ-0 in L2ðA; dwÞ: As a consequence, there exists a sequence hm-0
such that Iðw; hm;fÞ-0 pointwise a.e. in ðA; dwÞ: In other words, for any
fACN0 ððN;NÞ  ½0;NÞÞ; there exists a sequence hm-0 and a null subsetNCA
such that, if wAAN; then
Iðw; hm;fÞ-0; as hm-0: ð4:17Þ
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Let ffcgcAL be a countable dense set in CN0 ððN;NÞ  ½0;NÞÞ with respect to the
norm jj jjN: Then, after reﬁning hm above by a diagonal argument and after taking
the appropriate countable union of null setsNc; we can conclude that there exists a
sequence hm-0 and a null subset NCA such that, if wAAN; cAL; then
Iðw; hm;fcÞ-0; as m-N: ð4:18Þ
Let K be a compact subset of R Rþ: We see from (4.12) that Iðw; hm;fÞ is a
uniformly bounded (i.e. Lipschitz continuous) sequence of linear functionals on
C0½K: We have seen that this sequence converges pointwise to zero on a dense subset
of this space. Hence the sequence must converge pointwise to zero on all of
C0½K-C1½K : This means that the functionals Iðw; hm;fÞ converge weakly to zero
as measures on K : &
Since, for ðk  1Þhptokh; 7Uhðx; tÞ  Uh0 ðx; tÞ7pCðt  ðk  1ÞhÞpCh; we haveXN
k¼1
Rkðw; h;fÞpChðjjfxjj1 þ jjfjj1 þ jjftjj1Þ: ð4:19Þ
We now estimate
Dkðw; h;fÞ ¼
Z ðkþ1Þh
kh
Z N
N
@
@t
rZðUh0 ðx; tÞÞGðUh0 ðx; tÞÞ
 ðt  khÞfðx; tÞ dx dt:
Let HðUh0 Þ denote the derivative of rZ 
 G; evaluated at Uh0 :
Then
@
@t
rZðUh0 ÞGðUh0 Þ
 ðx; tÞ ¼ Hˆ ðUh0 ðx; tÞÞ Uh0 ðx; tÞ t¼ Hˆ ðUh0 ðx; tÞÞ 
 FðUh0 ðx; tÞÞx
¼  Hˆ ðUh0 ðx; tÞÞ 
 crFðUh0 ÞðUh0 ðx; tÞÞx;
by the chain rule of differentiation. Here Hˆ ðUhðx; tÞÞ denotes Vol’pert’s ‘‘functional
superposition’’ [29], which is given by
Hˆ ðUhðx; tÞÞ ¼
Z 1
0
HðyUhðx; tÞ þ ð1 yÞUhðx; t þ 0ÞÞ dy; ð4:20Þ
at all points ðx; tÞ at which Uh is either approximately continuous or has a well-
deﬁned jump discontinuity with a normal direction not parallel to the x-axis. For
arbitrary functions fABV½R Rþ;Rn and gAC½Rn;R; Hˆ 3f is well-deﬁned almost
everywhere with respect to one-dimensional Hausdorff measure.
Thus, if C1 is an LN matrix bound for Hˆ ðUÞ crFðUÞ;
Dkðw; h;fÞpC1TVðUh0 ÞjjfjjNh2: ð4:21Þ
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Let C2 be the diameter of ft j (x such that fðx; tÞa0g: ThenXN
k¼1
Dkðw; h;fÞpC1C2jjfjjNh: ð4:22Þ
Therefore, we can conclude from (4.19), (4.22), and Lemma 4.1 that, if wAA and
fAC0½K ,C1½K ; then
Jðw; hm;fÞ-0; as m-N:
Furthermore, we conclude from Theorems 3.1 and 3.2 that the approximate
solution sequence fUhðx; tÞg converges strongly in L1 to a bounded variation
function Uðx; tÞ for any rational number tAð0;NÞ: Observing that Uhðx; tÞ has a
ﬁnite speed of propagation and using the uniform estimate on the total variation in x
of Uh; we conclude that fUhðx; tÞg is L1-Lipschitz continuous in t; from which
follows the convergence of Uh to the function U for all t:
Hence, for any convex entropy pair ðZ; qÞ;Z N
0
Z N
N
ðZðUÞft þ qðUÞfx þrZðUÞGðUÞfÞ dx dt
þ
Z N
N
ZðUðx; 0ÞÞfðx; 0Þ dxX0;
where fACN0 ððN;NÞ  ½0;NÞÞ and fðx; tÞX0:
In particular, we choose ðZðUÞ; qðUÞÞ ¼7ðUj; FjðUÞÞ; 1pjpn; in (4.1) and
conclude that U satisﬁes Eq. (1.4) in the sense of distributions. &
As a direct corollary to Theorem 4.1, we obtain
Theorem 4.2. If Uðx; tÞ ¼ ðv; u; e þ u2=2; Y Þ is an entropy solution of (1.5), then
StX
qfðTÞY
T
; ð4:23Þ
Y 2
2
 
t
þfðTÞY 2p0; ð4:24Þ
in the sense of distributions.
In fact, one can check that both ðSðv; eÞ; 0Þ and ðY 2=2; 0Þ are convex entropy
pairs by a careful calculation. Then (4.23) and (4.24) follow from (4.1).
Note that due to the lower-order term, which represents the reaction rate in our
case, the form of the entropy condition is somewhat different from that which is
customary for homogeneous hyperbolic systems of conservation laws. Let ZðUÞ be a
convex ‘‘entropy’’ function (a.k.a. convex estimation) for a hyperbolic system of
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balance laws
Ut þ FðUÞx ¼ GðUÞ:
After multiplying byrZðUÞ; one obtains the following extra balance law for classical
solutions:
ZðUÞt þ qðUÞx ¼ rZðUÞ 
 GðUÞ: ð4:25Þ
For discontinuous weak solutions, the corresponding entropy condition is (4.1). As
long as GðUÞ is a locally integrable function of ðx; tÞ; and not a singular measure, the
right-hand side of (4.1) has no bearing on the admissibility of shock waves. However,
if one is interested in the proper expression of the increase of physical entropy S
where ðZðUÞ ¼ SÞ; then the inequality (4.1) takes on more signiﬁcance.
5. Conclusions and remarks
We conclude with several observations. First, we note that the lower-order term
representing the chemical reaction causes the solution to drift, and this drift, in turn,
imposes a new requirement, namely (3.51) for 0oepe0; or (3.53) for e0oep1; in
order to keep the solution values inside a given range. However, these conditions
become redundant if the lower-order term tends to zero as x-N or as x-N—
for example, if Y0ðxÞ has compact support or vanishes at eitherN or N:
Secondly, we would like to be able to state a simple result in the same form as that
obtained in [23], namely that eVarðU0ÞpC guarantees the existence of solutions for
the Cauchy problem. Unfortunately, we are not yet able to do so. The basic reason
for this is that the results of [28] do not have this form. Those results required:
V0 ¼ VarðU0Þpmin N; CðE; NÞe
 
: ð5:1Þ
We recall from [28] that
CðE; NÞ ¼ 1
K1K
min e0C1;
1
4M3
min
1
3G
; 1 C0
  
;
M3 ¼ Gð8þ 64KK0GNÞð1þ 16KK0GNÞ;
K1 ¼ 8K20M3N:
Thus CðE; NÞE 1
NðA þ BNÞ4: For e small and V0 large, we can let N ¼ V0 and (5.1)
becomes
eV 20 ðA þ BV0Þ4p1:
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However, our reﬁnement of the bounds on FðJ0Þ in terms of V0 in Lemma 3.13
improves this requirement somewhat for small e: This lemma states that for epe0
FðJ0Þp5K0V0p5K0N: This estimate and (3.20) are the estimates required in [28] to
improve that FðJÞ is non-increasing.
Thus, for e small, we have CðE; NÞE 1ðAþBNÞ2; so that uniform total variation
bounds apply to approximate solutions of the non-reacting equations when
eV0ðA þ BV0Þ2p1;
or, ignoring lower-order terms,
eBV30p1;
Remark 5.1. One would like to think that a more detailed analysis would improve
these results to solutions such as steady strong detonation waves, steady weak
deﬂagration waves, and perturbations of such waves. Such steady waves can only
exist when there is some Ti40 such that fðTÞ ¼ 0 for ToTi; which means that the
reacting rate function is discontinuous. In this case, Ti is called an ignition
temperature. The results we present here do not establish a theory for this class of
solutions. However, an existence theory for such solutions with large initial data has
been established for compressible Navier–Stokes models of combustion in [3,6]. The
existence of traveling wave solutions, and the ‘‘ZND’’, or vanishing viscosity limit of
such solutions, was discussed in [31,32].
As an alternative to the ignition temperature assumption, one can study steady
detonation or deﬂagration wave solutions to an initial-boundary value problem,
where fresh reactant is supplied through a boundary value condition. However, the
techniques developed in this paper are not directly applicable to this problem,
because our method depends on the uniform decay of the reactant. It may be
possible, however, that this difﬁculty can be overcome by analyzing the increase in
total variation of the solution due to ﬁnite quantities of reactant, and observing that
a given ﬁnite mass of reactant still decays to zero as it ﬂows through the reaction
zone—thus the damage done to a variation estimate is limited. Yet there is still a
continuing increase in total variation, and the only apparent way to offset this
increase is through decreases in total variation resulting from shock-rarefaction
interactions. It would be interesting to make such an extension to the compressible
Euler equations with such discontinuous rate function.
Remark 5.2. In this paper the large-time behavior of the solution is not explored. It
would be interesting to investigate the asymptotic behavior of the generalized
solutions to the Cauchy problem (1.5), or (1.2), and (2.1). In this context we refer the
reader to Liu [20] for linear and nonlinear large-time behavior of solutions of general
systems of conservation laws, and to [8,11,16] and references cited therein for decay
results of solutions to systems with two conservation laws in the context of the
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Glimm scheme. We also refer to [5,4] for new analytical frameworks developed
recently.
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