The method previously used for the thermodynamical treatment of boundary conditions 1 can readily be applied to phase transitions. The only difference with the previous case of two immiscible fluids is that now also mass transfer between the two phases has to be considered. But in so far as no flows along the interface have to be dealt with, the present case is even simpler than the previous one. What is made, is merely a translation of the DE GR00T-MAZUR 2 treatment of discontinuous systems into the language of local boundary (interfacial) conditions. These contain a 2 X 2 matrix of interfacial transport coefficients. The merit of the whole procedure may be to reopen the question how these coefficients can be measured ( §5). § 1. Preliminaries Let us distinguish the phases by subscripts I, II. Their mass densities and velocities are denoted by £i(ii) an d f KID . The phases, contained in volumes T i(ii) 5 contact each other along the interface o (marked by a jump of density) with velocity The normal in any point of o, outward with respect to T i ( T n) 5 be Tli ( w n) • Obviously one has fli + tin = 0 .
(1.1)
The mass fluxes (mass per unit area and time) leaving I and II respectively are Therefore it is appropriate to write
where jm means the mass flux leaving I and entering II. Now let us define a quantity a per unit mass in both phases. The total amount then is
(1.5)
Here, the assumption is made that no surface density of A (amount per unit area) exists. and q are the energy and the heat fluxes respectively, and by use of Gauß' theorem. Conservation of total energy is thus expressed, after (1.6 and 7), by
Again, the difference e\ n -e\ -en enters. If the interface itself does not carry flows of momentum and energy, which will be assumed from now on, the global conservation laws (2.1) and (2.5) have to be fulfilled by requiring that even the integrands vanish: local conservation laws of the interface.
With momentum, this means fc + Viii/'in = 0.
(2.6)
The second term is the force exerted on the interface by mass transfer ("recoil" term); it is quadratic in the relative velocities and therefore negligible in slow phase transitions.
With energy, local conservation means according to (2.2, 4 and 5)
By use of kui = Hki-ku) (2.8) and of (2.6) this is rewritten as ki ivViu + q + uuiji n = 0, (2.9) where "III = "I-"II (2.10) means the difference of internal energies per unit mass. Kinetic energy has thus been eliminated by aid of the momentum law. Furthermore, force fcm and velocity Dm are decomposed into their components normal and tangential to the interface: Now one has exactly
Here, the abbreviations h\ n = hi -hu, pi ii = pi -pn, = I (gi^ + en 1 ) (2.18) have been introduced and
denote the enthalpies per unit mass. Inserting into (2.14) yields the alternative form of local energy
(2.20)
Both forms, (2.14) and (2.20), will be used in the following. § 3. Interfacial Entropy Production
Under the assumption -made before with momentum and energy -that the interface does not contain entropy per unit area, the total entropy is S=(fsQ dr)i+(...)".
Its rate of change according to (1.7) is
is the difference of entropies per unit mass on both sides at any point of the interface. By aid of the well-known local entropy balance (for I and II)
and of Gauß' theorem, Eq. (3.1) can be transcribed into
Here are the well-known expressions for the entropy productions within the bulk media I and II, not interesting here, whereas
0=
_ / (TT'qi + TTi'qn + suihn) da (3.3) a denotes the interfacial entropy production which presently is of special concern. It can also be written as
The meaning of the symbols is repeated for convenience:
(3.7)
But still Eq. (3.4) has not the form ready for the derivation of linear boundary (interfacial) conditions.
To achieve this form one has to observe that, see (2.14), the heat q, entering the unit area of the interface per unit time, is itself bilinear in differences (I II) as the other parts of the integrand in (3.4) are. Hence, (2.14) must be substituted into (3.4) to give (3.8) This expression for the interfacial entropy production is bilinear in the "thermodynamical fluxes" kin , qui, /HI and their conjugate "forces" and is appropriate to formulate the phenomenological laws for the boundary conditions. § 4. Phenomenological Laws for the Boundary Conditions
From the entropy production (3.8) one takes the following constitutive laws for the scalar "fluxes" qi II» /I II an d their "forces":
The "forces and fluxes" vanish in thermal equilibrium. Indeed, one has in this case Ti = Tu , PI = PII and, as the condition for phase equilibrium, equality of free enthalpies gi = Qu , which means that the left sides of (4.1 and 2) are zero (g = u + p q" 1 -T s). And likewise, there are no fluxes of heat qm and of mass jm in equilibrium. In a non-equilibrium situation, Eq. (4.1) gives the temperature jump due to heat and mass fluxes across the interface, whereas Eq. (4.2) tells something about the deviations from phase equilibrium connected with the said fluxes. In order to have the entropy production (3.8) positive, one must postulate
The Onsager symmetry is
The vector "fluxes and forces" kin , etc. in (3.8) lead to mechanical slip. This presents nothing new in comparison with the previous paper 1 and is skipped. -Together with the interfacial conservation Eqs. (1.3), (2.6 and 14), the interfacial constitutive laws form a complete system of boundary conditions which necessarily and sufficiently connects all of the functions T, p, V and their gradients on both sides I, II with each other.
Hitherto the considerations have been rather exact and general. Now, a particular situation shall be treated in a somewhat approximate way: slow phase transitions. In this case the "recoil" term in the momentum equation (2.6) is negligible:
fc^O.
Hence one has also
But in this case the frictional forces km too will play no important role and may be neglected. This leads to
Piii-0 or pi^pn^p^k, (4.5) which means uniform pressure throughout the system. In consequence of this, the "force" on the left side of (4.2) can be cast into a new, physically more appealing form.
To this end, let us start from the condition of phase equilibrium at the mean temperature
in any surface point:
9i(T,p«(T))=gn(T,Pwi(T)).
( 4.6) Here, g denotes the free enthalpy; pcq{T) is the equilibrium pressure of the two coexisting phases at temperature T (vapour pressure etc.). and analogously
gii{Tu,p)^gii(f,pe(l(f))
+ «n' tfi n + en 1 (P-Peq (**)). In applying this to the "force" on the left side of (4.2), one has preliminarily to notice that the factor (T_ *) in front means $ (Ti 1 + 7 1 n 1 ) rather than 1/T with T = % (Ti + Tn). Indeed one gets from (4.12)
But it is exactly
which means that as long as linear relations between "forces and fluxes" are considered the difference between (T -1 ) and 1/T can be and has to be neglected. Then the constitutive laws (4.1 and 2) for the interface take the more simple form Tui = T 2 (aqui + ßjiu), (4.14)
As the driving thermodynamical "forces" on the left side now appear the temperature jump Tm at any point of the interface and the difference p -peq(T) of the actual pressure, uniform in the whole system, and the equilibrium pressure belonging to the mean temperature T = %(Ti + Tn) at any point of the interface. Finally the question is treated how the phenomenological coefficients a,... y in (4.14 and 15) can be measured in a direct, hopefully practicable way 3 . To this end a special arrangement is considered in which stationary heat conduction and phase transition processes are going on.
Two flat vessels a, b of the same kind, see Fig. 1 , are filled with liquid II and its vapour I. The walls of the vessels are kept at different uniform temperatures ra, 7\,. The vessels are connected by two channels Ci, Cn» wide enough so that no appreciable thermo-osmosis takes place. This means that the pressures in both vessels are equal PA = PB = P (5.1 and that the interfaces I/II are at the same level on both sides. Let us take 7 1 a>7'b throughout. Then, stationary state being established, the temperatures in both vessels will roughly be as drawn in Figure 2 . The interfaces in both vessels at_z = d\\ adopt rough ly the same temperatures T^T^^^ (T^ + T^). The interface in a is heated from the walls through I and II and produces vapour. This again condenses into the interface in b which is cooled through I and II from the walls. Through channel Cn the liquid flows back to vessel a. But the temperature in the vicinity of the interfaces has a "fine structure" qualitatively shown in Figure 3 . This fine structure depends on the coefficients a, ß, ß, y and will be our main concern in the following. 3) The differences of the enthalpies h in vessels a, b are neglected; they would give rise to effects quadratic in the applied temperature difference T^ -T^. Convection too will be disregarded in the following. Now, in a zeroth approximation, the coefficients a,..., y are put equal to zero. Then, Eq. (4.14) tells that there is no temperature jump in both interfaces a and b. Equation where ^ n denote the heat conductivities of the gas and the liquid. So, the total heat flux -qi a + qu a, entering the interface a, is 9a=(W(7 1 a-7 ; ) (5.6) with the abbreviation The first (and final) approximation for the temperatures, as sketched in Fig. 3 , is obtained by inserting the above fluxes into the constitutive laws (4.14 and 15). To begin with, the mass flux in the
