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Abstract
The analysis of Fourier-transformed scanning-tunneling-microscopy (STM) images with sub-
atomic resolution is a common tool for studying properties of quasiparticle excitations in strongly
correlated materials. While Fourier amplitudes are generally complex valued, earlier analysis
mostly considered only their absolute values. Their complex phases were deemed random, and
thus irrelevant, due to the unknown positions of impurities in the sample. Here we show how
to factor out these random phases by analysing overlaps between Fourier amplitudes that differ
by reciprocal lattice vectors. The resulting holographic maps provide important and previously-
unknown information about the electronic structures of materials. When applied to supercon-
ducting cuprates, our method solves a long-standing puzzle of the dichotomy between equivalent
wavevectors. We show that d-wave Wannier functions of the conduction band provide a natural ex-
planation for experimental results that were interpreted as evidence for competing unconventional
charge modulations. Our work opens a new pathway to identify the nature of electronic states in
STM measurements.
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Introduction Fourier-transformed scanning tunnelling spectroscopy1 (FT-STS) is a
powerful technique based on Fourier transforming the local density of states measured by a
scanning tunnelling microscope (STM). The resulting maps deliver information about the
scattering of quasiparticles in the conduction band, and can be employed to reconstruct
their dispersion relation2–9. In the last two decades, this technique has found important ap-
plications in the study of high-temperature-superconducting cuprates10–13 and pnictides14,
semimetals15, graphene16, topological insulators17, heavy fermions18,19, and more. Recent
technological advances have provided STM images with a subatomic resolution, or equiva-
lently FT-STS maps that include several Brillouin zones. In contrast to the naive expec-
tation, the experimental signal is not periodic as a function of momentum: FT-STS maps
at wavevectors that differ by a reciprocal lattice vector can sometimes be quantitatively or
even qualitatively different20–24.
To understand these discrepancies, Fujita et al.25 introduced a new “phase sensitive”
analysis of the STM data, obtained by multiplying the real-space signal by specific atomic
masks motivated by material-dependent considerations26,27. It was later proposed28 to im-
prove this analysis by directly shifting the FT-STS maps in momentum space. Here we
generalize this approach and consider the overlap of FT-STS maps shifted by an arbitrary
Bravais vector of the reciprocal lattice. This procedure allows us to recover the useful part of
the phase information of the quasiparticle scattering, which can be employed to reconstruct
the nature of the electronic states in the conduction band. We refer to the resulting maps
as holographic maps, or h maps, in analogy to optical holography, where both the intensity
and the phase of the scattered waves are recorded.
Holographic maps can be easily generated from experimentally-measured FT-STS maps,
by considering the product of the signal at equivalent wavevectors, i.e. by multiplying FT-
STS maps from different Brillouin zones. The resulting h maps deliver new information
about properties of the quasiparticle scattering at the atomic level. These maps can be
theoretically predicted by first computing the scattering amplitude from a one-band (or
few-band) effective model, and then convoluting it with a trial Wannier function (see also
Fig. 1). The comparison between the experimental measurement and the theoretical calcu-
lation provides a stringent test on both the nature of scattering and the form of the Wannier
function. The validity of the present approach is exemplified below for superconducting
cuprates, where our analysis confirms the expected d-wave shape of the Wannier function.
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FIG. 1. Main steps and notations involved in the creation of holographic maps. h maps
are generated independently from the experimental measurements and from a phenomenological
lattice model (see text for details). The comparison between the h maps obtained by the two
methods is used to deduce the shape of the Wannier function.
The experimental measurement of h maps demonstrates that FT-STS maps of cuprates have
a global s-wave rotational symmetry and are consistent with a model of Friedel oscillations
around local impurities29,30. Because the only major assumption of our work is the validity
of Bloch theorem for conduction-band electrons, we expect our approach to find impor-
tant applications in the study of strongly correlated materials. In particular, the present
method may shed light on materials like heavy-fermions, where the nature of the band that
is responsible for superconductivity is still debated31.
Properties of the holographic maps FT-STS maps are obtained by the two-
dimensional Fourier transform of the differential tunnelling conductance, g(r, V ) = dI(r)/dV ,
measured in STM experiments. The g maps defined by g(q, V ) =
∫
d2r eiq·rg(r, V ) are gener-
ically complex valued. In disordered samples their phase depends on the position of the
scatterers. (This is a simple consequence of the fundamental property of Fourier transforma-
tions, stating that a shift in real space corresponds to a phase rotation in momentum space.)
If a single impurity is present32,33 this phase is given by eiq·r0 , where r0 is the position of
the impurity, and can be factored out by choosing the axis origin in correspondence to the
centre of the impurity (r0 = 0). In contrast, when analysing large samples, several scatterers
should be taken into account. In this case, the phase of the g map depends on the random
configuration of the disorder34,35 and is therefore often assumed to provide little information
about the material. One possible solution is to consider the auto-correlations of the STM
signal in real space, which imply an ensemble average over the position of the impurities.
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This method was employed for example by Ref. [36] to study electronic states close to the
superconducting-insulator phase transition.
Here we instead propose to work in momentum space and to consider the overlaps of g
maps shifted by a generic reciprocal lattice vector G. Specifically, we define the holographic
maps
hG(q, ω) = g(q, ω)g
∗(q + G, ω) . (1)
As will be shown below, under realistic assumptions both the absolute value and the phase
of hG(q, ω) do not depend on the random position of the impurities on the lattice. In the
case of G = 0, Eq. (1) simply reduces to the |g(q, ω)|2, confirming the known fact that the
absolute value of g maps does not depend on the position of the impurities. For all other
Brillouin vectors G 6= 0, Eq. (1) delivers additional information that was previously hidden
in the g maps.
To clarify the effects of disorder on Fourier-transformed maps, it is useful to consider
N identical randomly-distributed weak scatterers on a lattice. To the lowest order in
perturbation theory, the resulting g map is g(q, ω) =
∑
i e
iq·rig0(q, ω), where ri are the
positions of the scatterer and g0(q, ω) is the map generated by a single scatterer. Per-
forming an ensemble average over the position of the scatterers we obtain g(q, ω) = 0 and
|g(q, ω)|2 = ∑i,j eiq·(ri−rj)|g0(q, ω)|2 = N |g0(q, ω)|2, where N is the number of impurities
and we used eiq·(ri−rj) = δri,rj . As expected, we find that although g(q, ω) averages to
zero, its absolute value remains finite. In principle, a similar argument would suggest that
ensemble-averaged h maps should vanish as well. This is however not the case if all the
scatterers are physically equivalent, such as in the case of identical chemical substitutions,
all located in the same positions of the unit cell. For this ensemble G · ri = φ0 is constant
and
hG(q, ω) =
∑
i,j
eiq·(ri−rj)+iG·rjg0(q, ω)g∗0(q + G, ω) = Ne
iφ0g0(q, ω)g
∗
0(q + G, ω) . (2)
We find that h maps are invariant under ensemble average, up to an overall wavevector-
independent phase factor, eiφ0 . (As explained in the Methods section, this phase factor
can be removed by an appropriate choice of the origin of the Fourier transform.) In actual
materials several types of scatterers are often present, for example as a consequence of
distinct dopants, oxygen vacancies, or pinned vortices. For simplicity in this paper we focus
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FIG. 2. Experimentally-measured holographic maps for an optimally doped sample of Bi2201
with critical temperature Tc = 35K, at voltage V = 40meV. (a) When G = (0, 0), the h map simply
corresponds to the square of the absolute value of the FT-STS map, which has been previously
reported in the literature28; (b-c) For G = (1, 0) × (2pi/a) and G = (0, 1) × (2pi/a) the h map
displays star-shaped patterns with d-wave symmetry, which demonstrate the necessity of non-
trivial Wannier functions to interpret the data (see text for details); (d) For G = (1, 1) × (2pi/a)
the h map is negative, in agreement with the d-form factor proposed by Refs. [25–28, 37–39]. Grey
areas refer to wavevectors that are beyond the present experimental resolution.
on the case of one dominant type of scatterers, relevant to superconducting cuprates30,34.
Extension to several sources of disorder is straightforward.
Experimental measurement of h maps To demonstrate the usefulness of the present
approach, we consider the specific case of Bi2Sr2xLaxCuO6+δ (Bi2201). Experimentally-
measured h maps of this material are shown in Fig. 2. (See Methods section for details and
Fig. S1 of the SI for a second sample of the same material, at a different doping.) Subfigure
(a) simply represents the square of the absolute value of the g map. It displays a broad
peak around q = 0, and four star-shaped patters at the four Bragg peaks G0 = (±1, 0) and
(0,±1). (For brevity we express all wavevectors in units of 2pi/a.) Each of these patters
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include four distinct satellites, located respectively at q∗5 = G0 ± (δ, 0) and G0 ± (0, δ),
where δ ≈ 0.2 is material and doping dependent22. A closer inspection of the data22 reveals
pronounced shoulders in the central Brillouin zone as well, at wavevectors q∗1 = (±δ, 0) and
(0,±δ). These peaks are commonly interpreted40–44 as evidence of a static (checkerboard?)
modulation with wavevector δ. The same type of incommensurate short-ranged order was
recently observed in X-ray scattering experiments45,46 and is currently the focus of an intense
theoretical and experimental investigation47–50. For a long time, the observed difference
between the visibility of the peaks at q∗1 and q
∗
5 has been regarded as an unsolved puzzle
20–24.
To better understand the nature of these peaks, Fujita et al.25 introduced a real-space
masking procedure, which revealed that the q∗5 peaks are characterized by a d-form factor,
in agreement with theoretical predictions of Sachdev and collaborators26,27 (see Fig. 3(a)).
This finding is confirmed by the h(1,1) map shown in Fig. 2(d). This map is mainly negative
indicating that the q∗5 peaks that differ by (1,1) have opposite signs. Here we show that a
non-trivial Wannier function offers a natural explanation for these findings, and is endorsed
by the new phase information offered by the h maps.
In a nutshell, h maps allow us to determine the phase coherence between the signal at q∗1
and q∗5. These peaks differ by the inverse lattice vector G0 = (1, 0) and their overlap is en-
coded in h(1,0), reproduced in Fig. 2(b). As expected, this map shows two identical patterns,
respectively centred around (0, 0) and (1, 0). Each pattern includes four satellites, which
originate from the overlaps between the four inequivalent q∗1 peaks and their corresponding
q∗5 = q
∗
1 + G0 wave-vectors. Remarkably, we find that these overlap patterns have a local
d-wave symmetry. This finding indicates that either the q∗1 pattern has a s-wave symmetry
and each of the q∗5 patterns has a local d-wave symmetry, or vice versa. The former inter-
pretation is consistent with the observed intensity of the FT-STS signal and explains the
different visibility of the peaks. Because the g map in the central Brillouin zone is s-wave
symmetric, its intensity is roughly rotational invariant and partially hides the q∗1 peaks. In
contrast, the g map in the first Brillouin zone has a local d-wave symmetry and vanishes
along the two diagonals, accentuating the four q∗5 peaks. Combining this information with
the above-mentioned d-form factor (i.e. the negative sign of the correlations in h(1,1)), we
obtain the g map schematically shown in Fig. 3(b). Remarkably, this map has a global
s-wave symmetry (i.e. it is invariant under rotations of 90 degrees).
Theoretical calculation of h maps Wannier functions offer a natural explanation
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FIG. 3. Schematic and theoretical g maps (a) Schematic plot of the d-form factor proposed
by Refs. [25–28, 37–39], implying that q∗5 peaks that differ by (1,1) have opposite signs. This
finding is consistent with the present analysis, which additionally shows a coherence between the
q∗1 and q∗5 peaks that differ by (1,0). (b) Schematic plot of the g map deduced from the present
analysis, characterized by a global s-wave rotational symmetry. (c) Numerically computed g map
at V = 40meV, showing the same symmetry as subplot (b). These g maps assume an isolated
scatterer at the axis origin and cannot be directly compared to experiments due to the random
position of the impurities in actual experimental samples. The correctness of our interpretation is
however demonstrated by the symmetry of the corresponding holographic maps.
for the inequivalence of FT-STS maps in distinct Brillouin zones, and in particular for
the dichotomy between q∗1 and q
∗
5. The effects of Wannier functions on g maps were first
theoretically considered by Podolsky et al.2, and later applied to the study of actual materials
in Refs. [29, 30, 51, and 52]. One fundamental difficulty with this approach stems from the
observation that Wannier functions are not uniquely defined, leading to an unexpected
arbitrariness of the theoretical description of h maps. In the Supplementary Information
(SI) we solve this problem, by employing a Bloch-function approach. This method allows us
to explicitly specify the Wannier function to be used, and avoid the phase problem that one
encounters in their usual definition. Remarkably, the final expression has the same form as
the equations used in Refs. [2, 29, 30, 51, and 52]
g(q, V ) = i
∑
k
W (k)W (k + q)Gk¯,k+q(ω) . (3)
Here k¯ ≡ k mod G is restricted to the first Brillouin zone, while the sum over k runs
over all wavevectors; Gk,k′(ω) is the retarded Green’s function of the conduction band, and
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corresponds to the scattering amplitude of quasiparticles from momentum k to k′.
To generate theoretical FT-STM maps we need to specify a lattice model for Gk¯,k+q.
Following our earlier findings29,30 we claim that the checkerboard-type short-range order
observed in STM experiments simply corresponds to Friedel oscillations around local im-
purities, rather than to a competing charge-density-wave (CDW) order. We specifically
consider the scattering of quasiparticles with finite lifetime from a local modulation of the
pairing gap. This type of modulations can be induced by static disorder, or in the presence
of an applied magnetic field, by the core of a pinned vortex29,53,54. The resulting g map is
presented in Fig. 3(c) (see Methods section for details of the calculation). Note that this
map has a global s-wave rotational symmetry and its structure coincides with the schematic
plot inferred from the experiments in subplot (b). As explained above, in actual experi-
ments, g maps are multiplied by the random phase eiq·ri , preventing a direct observation of
the rotational symmetry. This random phase can be factored out by computing the h maps.
The results of our theoretical calculations are shown in Fig. 4 and accurately reproduce all
the details of the experimental findings (Fig 2). In particular, our theoretical calculations
account for the experimentally-observed symmetry of the h(1,0) maps and the dichotomy
between the weaker features at q∗1 and the sharper peaks at q
∗
5 .
The theoretically predictions shown in Fig. 4 were obtained using a Wannier function
with d-wave symmetry and Gaussian envelope
W (x) = (x2 − y2)e−(x2+y2)/(2σ2) (4)
where σ sets the global size of the Wannier function. In our calculations this parameter was
used as the only free fitting parameter. The best agreement between theory and experiment
was obtained for σ = 0.3a, where a is the unit cell length, leading to the Wannier function
plotted in Fig. 5(a). Interestingly, this wavefunction is significantly narrower than the one
predicted by the first-principle calculations of Kreisel et al.52, for which σ ≈ 0.7a. An
intuitive argument for the relation between this Wannier function and the resulting FT-STS
maps is provided in SI-5. To further highlight the fundamental role of the Wannier function
on the FT-STS maps, in Figs. S6-S9 of the SI we present calculations for alternative functions
with different size and symmetry. In particular, we consider two families of extended s-wave
Wannier functions, respectively proportional to x2 + y2 and |x2 − y2|, (see Fig. 4(b) and
(c)). While both functions have the same symmetry under rotations by 90 degrees, the
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FIG. 4. Theoretical holographic maps for four reciprocal lattice vectors, generated from the g
map depicted in Fig. 3(c). All four h maps precisely reproduce the experimental results presented
in Fig. 2, including in particular the different symmetries and visibilities of the q∗1 and q∗5 peaks.
resulting h maps are very different and only the latter is consistent with the experimental
results. On the other hand, we observe that the h maps generated by W ∼ x2 − y2 and
W ∼ |x2 − y2| are very similar. These results demonstrate that FT-STS maps depend on
the shape of the absolute value of the Wannier function and not on its phase symmetry. In
our model, FT-STS maps are always s-wave symmetric, irrespective of the symmetry of the
Wannier function. To discern between d-wave (W ∼ x2 − y2) and s-wave (W ∼ |x2 − y2|)
Wannier functions it is therefore necessary to invoke additional arguments, such as the
physical requirement of the Wannier function to be analytic (to avoid large kinetic-energy
costs) or reasoning based on the relevant atomic orbital (see for example Zhang&Rice55). In
our case, both arguments support the d-wave Wannier function of Eq. (4) and Fig. 5(a).
Discussion To summarize, we introduced holographic maps (h maps) as a new tool
to analyse Fourier-transformed STM images. These complex maps cancel random phase
factors originating from the positions of impurities. We show that when the impurities
are predominantly of the same type, the h maps reveal intrinsic sign changes, which were
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FIG. 5. Trial Wannier functions (a) W (x, y) = (x2 − y2)e−(x2+y2)/2σ2 , (b) W (x, y) = (x2 +
y2)e−(x2+y2)/2σ2 , and (c) W (x, y) = |x2 − y2|e−(x2+y2)/2σ2 . Here σ = 0.3a and the green crosses
represent Copper atoms. The Wannier function (a) corresponds to Eq. (4) and was used to generate
the numerical maps of Figs. 3 and 4. The Wannier function (b) leads to h maps that are
inconsistent with the experimental measurements, while the Wannier function (c) generates maps
that are similar to those of (a) (see SI-5). These three Wannier functions highlight that holographic
maps are sensitive to the shape of the absolute of the Wannier function and not to its phase
symmetry. Interestingly, the Wannier functions (a) and (c) are peaked in correspondence to the
in-plane oxygen atoms (see SI-5).
previously unnoticed in the commonly used g maps. This information can be exploited to
derive the shape of Wannier functions of conduction-band electrons in strongly-correlated
materials. In the specific case of superconducting cuprates, our method unveils a Wannier
function with a d-wave shape and an extension of about one unit cell. This result is consistent
with first-principle calculations52, although the spatial extent is significantly smaller than
previously predicted. Our analysis further explains the large visibility of the four satellites
that were observed in FT-STS maps of the first Brillouin zone. Previous studies interpreted
these peaks as evidence of a competing charge density wave20–25,28,37,39–44. We offer a simpler
interpretation in terms of Friedel oscillations and non-trivial Wannier functions, and show
that the FT-STS maps have a global s-wave rotational symmetry. Applications to other
strongly-correlated materials are readily viable and may help to solve long-standing debates
about the nature of conduction bands in these materials.
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METHODS
In this section we provide some technical details of the procedures used to generate Figs. 2-
4. The analysis of the experimental data consists of four main steps: (i) The experimental
STM data at a fixed voltage is first Fourier transformed to generate a g map. As explained
in the main text, these maps are characterized by a random momentum-dependent phase,
related to the positions of the impurities. (ii) Next, the g map is multiplied by a planar-
wave ei(qxx0+qyy0), where x0 and y0 are chosen to maximize the visibility of resulting h maps.
This step corresponds to a specific choice for the origin of the axes used to perform the
Fourier transform. (iii) The h maps (1) are computed by multiplying shifted g maps with
the complex conjugate of the unshifted map. (iv) The real part of the h maps is plotted
on a colorplot. The entire procedure would be valid even if step (ii) is skipped. In this
case however, each h map would be multiplied by a global overall phase factor eiφ0 = eiG·r0 ,
with arbitrary r0. In the case of Fig. 2(b) and (c) the relevant factors, e
iφa = eix0/a and
eiφb = eiy0/a, can lead to a random flip of the overall sign, exchanging red and blue colours.
Note however that the phase factor associated with Fig. 2(d) is eiφd = ei(x0+y0)/a = eiφb+iφc .
Thus, although the signs of Fig. 2(b-d) are arbitrary, their product is uniquely determined.
In our theoretical calculations we computed the scattering amplitude Gk,k′ within the
Born approximation (first order perturbation theory in the scatterer strength). Specifically,
we used Gk,k′ = G0(k
′)
(
T (k + T (k′)
)
G0(k
′). Here G0(k′) is the Green’s function of a
paired state in Nambu space and T (k) = (cos(kx)− cos(ky))σx, where σx is a Pauli matrix,
models a local modulation of the pairing gap. (See Ref. [30] for details of the calculations and
Fig. S2 for the effects of local modulations of the chemical potential.) The phenomenological
parameters used are (i) The band structure of Ref. [56]; (ii) A chemical potential leading to
the Luttinger-count doping p = 0.2; (iii) A pairing gap ∆0 = 20meV; (iv) A quasiparticle
lifetime Γ = 8meV. The sum over k in Eq. (3) was performed by evaluating the summand
over a grid of 200×200 points covering the square included between (−5pi,−5pi) and (5pi, 5pi).
We verified that the numerical results are stable to small changes of the model, such as details
of the phenomenological band-structures, and small changes of the doping and of the pairing
gap30. In contrast, the specific choice of the impurity has important consequences for the
shape of the h maps (see SI-3), highlighting the non-trivial relation between the source of
disorder and the shape of the Friedel oscillations. Both the theoretical and experimental
11
h maps shown in this manuscript refer to the voltage V = 40meV. See also SI-4 for some
considerations concerning the voltage dependence of the signal.
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SUPPLEMENTARY INFORMATION
SI-1. EFFECTS OF WANNIER FUNCTIONS ON g MAPS
In this section we provide a derivation of Eq.(3) based on Bloch theorem. In contrast
to earlier attempts2,29,30,51,52 our derivation circumvents the ambiguity of the definition of
Wannier functions. The tunnelling conductance measured in STM experiments is propor-
tional to the local density of states g(r, V ) = Im[GR(r, ω)], where the retarded Green’s
function GR(r, ω) = i
∫∞
0
e−iV t{ψ†(r, t), ψ(r, 0)}. In a periodic lattice Bloch theorem states
that ψ(r, t) =
∑
k e
ikrφk(r)ψk, where ψk annihilates a quasiparticle with momentum k, the
sum of k runs over the first Brillouin zone only, and φk(r) are Bloch wavefunctions. These
functions are defined to be periodic over the unit cell, or φk(r + R) = φk(r), where R is a
real-space Bravais vector. Using this definition we obtain:
g(q, V ) = Im
∫
ddr
∑
k,k′
eiq·rei(k−k
′)·rφk(r)φ∗k′(r)Gk,k′(ω) , (S1)
where we introduced the Green’s function Gk,k′(ω) = i
∫∞
0
dt e−iωt〈[ψk(t), ψ†k′(0)]〉. Bloch
wavefunctions are periodic over a unit cell and can be expanded as a Fourier series φk(r) =∑
G φk(G)e
iG·r, where G runs over the inverse lattice vectors. We then obtain
g(q, V ) = i
∑
φk(G)φ
∗
k′(G
′)Gk,k′(ω) ,
k,k′,G,G′
k−k′+G−G′+q=0
(S2)
where the sum over k and k′ runs over the first Brillouin zone only. Eq. S2 can be formally
simplified by introducing the Fourier-transformed Wannier functions W (k) = φk¯(G), where
we defined k¯ = k mod G, and k is arbitrarily large. Substituting this definition into Eq. (S2)
we obtain Eq. (3).
SI-2. HOLOGRAPHIC MAPS OF AN UNDERDOPED SAMPLE
See Fig. S1.
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FIG. S1. Experimentally-measured holographic maps for an underdoped sample of Bi2201
with critical temperature Tc = 32K, at V = 30meV. The h maps of this sample display the same
symmetries as those of the optimally-doped sample shown in Fig. 2.
SI-3. NATURE OF THE LOCAL SCATTERER
The holographic maps presented in Fig. 4 refer to a model of Friedel oscillations around
a local modulation of the pairing gap. In this section we consider the effects of other types
of modulations. Specifically, in Fig. S2(a-d) we consider local modulations of the chemical
potential, Tk = σz, where σz is a Pauli matrix (see Methods section and Ref. [30] for details).
The resulting holographic maps are inconsistent with the experimental findings, in particular
because they are peaked at qpi,pi = (0.5, 0.5). This peak is a distinctive property of local
modulations of the chemical potential30 and is absent (or very weak) in the experimental
data of Fig. 2. In Fig. S2(e-h) we consider a local modulation of the hopping on a plaquette
Tk = (cos(kx)+cos(ky))σz. The resulting FT-STS maps do not display a star-shaped pattern
around the Bragg peak (0,1) and are therefore again inconsistent with the experimental data.
We deduce that the experimentally-measured holographic maps shown in Fig. 2 are mainly
due to local modulations of the pairing gap.
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FIG. S2. Numerical holographic maps for alternative types of scatterers. (a-d) Local
modulation of the chemical potential. (e-h) Local modulation of the hopping on a single plaquette.
These numerical maps were obtained using the same microscopic parameters as in Fig. 4, but with
a different type of scatterer and are not consistent with the experimental data.
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SI-4. ENERGY DEPENDENCE
The theoretical and experimental FT-STS maps shown in the text refer to an underdoped
sample of Bi2201 at voltage V = 40meV. In this section we briefly discuss the energy depen-
dence of the signal. Because by definition the Wannier functions are energy independent,
our theoretical model predicts that the shape of the holographic maps should be roughly
independent on the voltage. This prediction is confirmed by the experimental data that we
considered, although at low voltages the d-wave symmetry of h(1,0) and h(0,1) is less evident
(see Fig. S3). A possible explanation for this phenomenon is related to the coexistence of
other types of scatterers, whose relative contribution to the scattering amplitude varies as
a function of voltage. Indeed, the low-voltage experimental data of Fig. S3 shows sharp
peaks at (0.5, 0.5) which can be attributed to local modulations of the chemical potential
(see SI-3).
To further highlight the non-trivial dependence of the scattering amplitude on the voltage
(for a fixed type of impurity), in Fig. S4 we plot the amplitude of the numerically-computed
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FIG. S3. Holographic maps at low voltage. Same as Fig. 2 with V = 10meV. The symmetry
of these maps is less evident, probably due the coexistence of different types of impurities.
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FIG. S4. Numerically-computed energy dependence of the FT-STS signal at wavevec-
tors q∗1 and q∗5. Each curve is renormalized independently. We find that the q∗5 signal is mostly
anti-symmetric with respect to V → −V in agreement with the experimental findings of Ref. [37]
FT-STS map at wavevectors q∗1 = (δ, 0) and q
∗
5 = (1− δ, 0), with δ = 0.25, as a function of
voltage. We find that the these two wavevectors have maximal intensities respectively at V =
−15meV and V = 30meV. This finding is in qualitative agreement with the experimental
measurements of Ref. [37], who found the associated s′ and d-form factors to be peaked
respectively at 20meV and 90meV. To better understand the relation between theory and
experiment, we need to recall that Ref. [37] analysed an underdoped sample of Bi2212 whose
pairing gap is25 of about 60meV, while our theory has ∆0 = 18meV : we find that in both
materials q∗5 is peaked at about 1.5 times the pairing gap. We additionally notice that the
amplitude of the q∗5 signal at ∆ = 30meV has opposite sign than the amplitude of the signal
at ∆ = −30meV. This feature was experimentally observed by Ref. [37] and interpreted as
evidence of an antisymmetric d-form factor competing order. In our model it is instead a
simple consequence of the coherence factors appearing in the scattering amplitude Gk,k′(ω).
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SI-5. DETERMINATION OF THE WANNIER FUNCTION
The Wannier function inferred from the comparison between theoretical calculations and
experimental observations is plotted in Fig. 5(a) and has a d-wave shape. Interestingly, its
four lobes are centred around the in-plane Oxygen sites. To understand the relation between
this property of the Wannier function and the resulting g maps it is useful to approximate
W (x, y) by the sum of four delta functions, centred respectively at the four Oxygen sites:
W (x, y) = δ(x− a/2) + δ(x+ a/2)− δ(y − a/2)− δ(y + a/2) . (S3)
Its Fourier transformW (kx, ky) = cos(kxa/2)−cos(kya/2) is plotted in Fig. S5 and is periodic
over k = (2, 0) and (0,2). An important consequence of this periodicity is that W (kx, ky)
vanishes along the lines k = (1− k, k) and k = (1 + k, k) (black lines), leading to a d-wave
shape around the first Bragg peak (1, 0) (black dot). The Wannier function enter into the
calculation of FT-STS maps in a non-trivial way (see Eq. (S2)), which however preserves the
periodicity of the signal. In the case of Eq.(S3) the resulting g map is therefore expected to
be periodic over (2,0) and (0,2), and to vanish along the lines q = (1−q, q) and q = (1+q, q).
Actual Wannier functions have a finite extension and are not exactly periodic in momentum
space. The d-wave shape of the g-maps in the first Brillouin zones is however preserved.
To better understand the role of the Wannier function, in Figs. S6-S9 we plot g maps and
h maps for different trial functions, with s-wave and d-wave symmetry, and different exten-
sions. As explained in the respective captions, these Wannier functions do not reproduce
the experimental results of Fig. 2, with the exception of Fig. S8. The Wannier function used
in this figure equals to the absolute value of Eq. (4) and leads to similar holographic maps.
k
x
/2pi
k y
/2
pi
−2 −1 0 1 2
−2
−1
0
1
2
FIG. S5. Fourier transform of the d-wave Wannier function (S3). The function is periodic
over (2,0) and (0,2), and has a d-wave symmetry around the first Bragg peak (black dot).
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FIG. S6. Theoretical calculations for a s-wave Wannier function W (x) = e−(x2+y2)/(2σ2) σx = 0.5a.
This wavefunction was used by Ref. 29. (a) Real-space Wannier function (b) g map; (c) h maps. In
contrast to the results presented in the main text (Figs. 4 and 3), the present choice of the Wannier
function does not correctly reproduce the experimentally observed h maps (Fig. 2). In particular,
the present theoretical predictions for G0 = (1, 0) indicate a single broad peak around q = 0 while
the experimental observations display for distinct peaks at q0 ± (0.25, 0) and q0 ± (0, 0.25).
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FIG. S7. Theoretical calculations for an extended s-wave Wannier function W (x) = (x2 +
y2) e−(x2+y2)/(2σ2) with σx = 0.3a. (a) Real-space Wannier function (b) g map; (c) h maps.
In contrast to the results presented in the main text (Figs. 4 and 3), the present choice of the
Wannier function does not correctly reproduce the experimentally observed h maps (Fig. 2). In
particular, the four distinct peaks observed at G0 = (1, 0) and q0± (0.25, 0) and q0± (0, 0.25) have
identical sign, while in the experiment they have alternating signs.
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FIG. S8. Theoretical calculations for an extended s-wave Wannier function W (x) = |x2 −
y2| e−(x2+y2)/(2σ2) with σx = 0.3a. It corresponds to the absolute value of the wavefunction
considered in main text and leads to similar h maps. This example clarifies that FT-STM maps
are sensitive to the absolute value of the Wannier functions and not to their phase.
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FIG. S9. Theoretical calculations for a d-wave Wannier function W (x) = (x2 − y2) e−(x2+y2)/(2σ2)
with σx = 0.7a. This wavefunction is similar to the one used in the main text, but with a larger
width, selected to closely reproduce the first-principle calculations of Ref. 52. (a) Real-space
Wannier function (b) g map; (c) h maps. In contrast to the results presented in the main text
(Figs. 4 and 3), the present choice of the Wannier function does not correctly reproduce the
experimentally observed h maps (Fig. 2). Interestingly the present results are analogous to the one
obtained for an s-wave Wannier function in Fig. S6
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