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Abstract—Defining a multi-target motion model, an important
step of tracking algorithms, is a challenging task due to various
factors, from its theoretical formulation to its computational
complexity. Using fixed models (as in several generative Bayesian
algorithms, such as Kalman filters) can fail to accurately predict
sophisticated target motions. On the other hand, sequential
learning of the motion model (for example, using recurrent
neural networks) can be computationally complex and difficult
due to the variable unknown number of targets. In this paper,
we propose a multi-target filtering and tracking algorithm which
learns the motion model, simultaneously for all targets. It does
so from an implicitly represented state map and performing
spatio-temporal data prediction. To this end, the multi-target
state is modelled over a continuous hypothetical target space,
using random finite sets and Gaussian mixture probability
hypothesis density formulations. The prediction step is recursively
performed using a deep convolutional recurrent neural network
with a long short-term memory architecture, which is trained as
a regression block, on the fly, over probability density difference
maps. Our approach is evaluated over widely used pedestrian
tracking benchmarks, remarkably outperforming state-of-the-art
multi-target filtering algorithms, while giving competitive results
when compared with other tracking approaches: The proposed
approach generates an average 40.40 and 62.29 optimal sub-
pattern assignment (OSPA) errors on MOT15 and MOT16/17
datasets, respectively, while producing 62.0%, 70.0% and 66.9%
multi-object tracking accuracy (MOTA) on MOT16/17, PNNL
Parking Lot and PETS09 pedestrian tracking datasets, respec-
tively, when publicly available detectors are used.
Index Terms—Multi-target filtering and tracking, random
finite sets, convolutional recurrent neural networks, long-short
term memory, spatio-temporal data
I. INTRODUCTION
Spatio-temporal data filtering plays a key role in numerous
security, remote sensing, surveillance, automation and fore-
casting algorithms. As one of the most important steps in a
sequential filtering task, prediction (estimation) of the state
variables provides an important insight about the past, present
and future data. Particularly for a multi-target filtering and
tracking (MTFT) problem, the prediction step conveys the
past information about the latent state variables and suggests
target proposals. Motion models, which are a fundamental
part of the Bayesian filtering paradigm, are used to per-
form this task. Once the proposals have been established,
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a correction (update) stage is applied over them through
the state-to-measurement space mapping. Kalman filter as-
sumes linear motion models with Gaussian distributions for
both prediction and update steps. Using the Taylor series
expansion and deterministic approximation of non-Gaussian
distributions, non-linearity and non-Gaussian behaviour are
addressed by Extended and Unscented Kalman Filters (EKF,
UKF), respectively. Using the importance sampling principle,
particle filters are also used to estimate the likelihood and
posterior densities, addressing non-linearity and non-Gaussian
behaviour [30], [21]. Mahler proposed random finite sets
(RFS) [18], which provides an encapsulated formulation of
multi-target filtering, incorporating clutter densities and detec-
tion, survival and birth of target probabilities. To this end,
targets and measurements are assumed to form sets with
random cardinalities. One approach to represent the target
state is to use the Probability Hypothesis Density (PHD) maps
[30], [29]. Vo and Ma proposed Gaussian Mixture PHD (GM-
PHD), which propagates the first-order statistical moments to
estimate the posterior as a mixture of Gaussians [29]. While
GM-PHD is based on Gaussian distributions, a particle filter-
based solution is proposed by Sequential Monte Carlo PHD
(SMC-PHD) to address non-Gaussian distributions [30]. Since
a large number of particles should be propagated during SMC-
PHD, the computational complexity can be high and hence
gating might be necessary [21]. Cardinalised PHD (CPHD)
is proposed to also propagate the RFS cardinality over time
[17], while Nagappa et al. addressed its intractability [22]. The
Labelled Multi-Bernoulli Filter (LMB) [24] performs track-to-
track association and outperforms previous algorithms in the
sense of not relying on high signal to noise ratio (SNR). Vo et
al. proposed Generalized Labelled Multi-Bernoulli (GLMB)
as a labelled multi-target filtering [32].
Since the incoming data is usually noisy, cluttered and
variable with time, an a priori definition of a motion model
applicable to all of the targets is not always straightforward.
Such inaccuracies on formulating the targets’ state-to-state
transition functions used by the Bayesian filters will hence
cause erroneous predictions. This phenomenon becomes more
evident as the complexity of the motion increases. A robust fil-
tering algorithm should therefore be capable of learning such
(multi-target) motion behaviour, enabling accurate predictions
for the following time steps. Recently, machine learning has
seen the rise of deep learning methods, achieving state-of-
the-art results in many fields, from image classification tasks
via convolutional neural networks (CNN) [15] to natural
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2Fig. 1: Qualitative results: Row 1: our result; Row 2: SORT
[3]; Row 3: DeepSORT [34]; Row 4: Re3 [10]; Row 5:
RNN_LSTM [20]. While the other algorithms lose the oc-
cluded target, our proposed MTFT approach maintains its ID
until it reappears.
language processing via recurrent neural networks (RNNs)
[11]. CNNs can learn the underlying spatial information by
sliding learnable filters over the input data. On the other
hand, as a non-linear dynamical system [1], RNNs can store
and exploit past information through feedback loops. The
cyclic connections between units allow RNNs to be suitable
for predicting temporal sequences, training the network in
such a way that its current (state) outputs are used as input
for the following steps. Long short-term memory (LSTM)
architecture [13] is introduced to resolve the vanishing gradient
phenomenon during the training of RNN.
While RNN and CNN networks are capable of learning
the temporal and spatial information from the input signals,
respectively, their use for multi-target data analysis is not
straightforward. Since in an MTFT problem, the number of
targets are constantly changing, the motion can not be easily
modelled using a network with a fixed architecture (neural
networks usually have fixed and predefined number of input
and output neurons). One solution is to allocate an LSTM
network to each target [5], which can significantly increase
the computational complexity.
In this paper, we propose a solution which addresses both
of the above problems: (1) the use of fixed models by the
Bayesian filtering methods and (2) difficulties in utilising
deep neural networks for problems with variable input/output
sizes (cardinalities), such as in MTFT. We formulate the
MTFT problem from an explicit discrete multi-state vector
estimation to an implicit multi-dimensional spatio-temporal
prediction. While the former introduces MTFT as a variable
(unknown) discrete number of nodes over the state space, the
latter performs MTFT implicitly over a continuous state space
(such similar explicit vs. implicit intuition exists in Snakes vs.
level sets active contours for image segmentation [6], or K-
means vs. hierarchical clustering for pattern recognition). Our
approach is based on defining probability density difference
(PDD) maps, which encapsulate the multi-target information
flow over the state space. Inspired by the work proposed
by Weinzaepfel et al. for dense optical flow computation
using convolutional networks [33], then, using a network of
deep convolutional LSTMs (ConvLSTM [27]) as a regression
block, the spatio-temporal prediction is learned and estimated:
the spatial dependencies over the multi-target state space
are modelled by the convolutional filters, while the temporal
dependencies are learned using the LSTM’s recurrence.
As the title suggests, our proposed algorithm is a sequen-
tial predictor over probability maps. However, a multi-target
Kalman update step over the output prediction maps is also
presented, in order to have the paper self-contained. Closely
related to the methodology used by an unscented Kalman filter,
such update step will be sub-optimal over the non-Gaussian
outputs of the ConvLSTM network. This results in a closed-
form fast solution, with significantly lower complexity than
a similar sequential Monte Carlo (particle filter) approach.
It should be mentioned that the use of the Kalman update
and its related pre-processing steps are totally arbitrary and
other update approaches can also be investigated, which is
beyond the scope of this paper. The algorithm is finally
followed by a track-to-track association and target extraction
step. Our extensive experimental results over several pedes-
trian tracking benchmarks show remarkable potential of our
MTFT algorithm. Some video samples, further experimental
results and notes on mathematical symbols are provided in our
Supplementary Material.
The paper is organised as follows. Section II introduces the
concept of PDD maps, while the whole MTFT pipeline is
detailed in Section III. Experimental results are illustrated in
Section IV and we conclude the paper in Section V.
Scientific contributions: Compared to RFS Bayesian algo-
rithms [17], [22], [24], [32], [31], our proposed method models
the multi-target motion by learning from the incoming data.
The use of the state space, the PDD maps and LSTM networks
enable our algorithm to memorise long-term dependencies, as
opposed to the detect-to-track tracking methods [12]. To the
best of our knowledge, our proposed MTFT algorithm is one
of the first methods, which implicitly performs multi-target
spatio-temporal prediction by integrating RFS and ConvL-
STM. Unlike our previous work [5], which performs prediction
by allocating an LSTM network to each target, our MTFT
approach simultaneously estimates state variable for all targets,
which significantly increases the computational speed (≈ 14
fps). A sample qualitative performance of our algorithm is
shown in Fig. 1.
On the mathematical notation: Throughout this paper,
we use italic notation for scalars, RFSs, probability density
functions (PDFs) and PDD maps. We use bold text for
vectors, matrices and tuples. The subscripts and superscripts
indicate the time steps for RFSs and scalars/vectors/matrices,
respectively.
II. PROBABILITY DENSITY DIFFERENCE (PDD) MAPS
Let us define the target state RFS Xk at the kth time
step as Xk = {x(k)1 ,x(k)2 , . . . ,x(k)k′ , . . . ,x(k)Mk}, where Mk
represents the number of targets (set cardinality). Each x(k)k′ =(
m
(k)
k′ ,Σ
(k)
k′ , ω
(k)
k′ ,L(k)k′ , a(k)k′ ,M(k)k′
)
∈ Xk is the k′th target
3(a) (b)
(c)
Fig. 2: An example of PDD generation when: (a) and (b) show the PHD functions vk−1(x) and vk(x) at time steps k − 1
and k, respectively; and (c) illustrates the resulting PDD function Dk,k−1(x) = vk(x) − vk−1(x). While, by definition, the
multi-target state and cardinality (according to (1)) are preserved withing the PHD maps (a) and (b), the PDD map (c) maintains
the multi-target state flow (change) over one time step.
state tuple containing the mean state vector m(k)k′ ∈ R1×d over
a d-dimensional state space, covariance matrix Σ(k)k′ ∈ Rd×d,
Gaussian mixture weight ω(k)k′ ∈ R1×1, integer track label
L(k)k′ ∈ Z1×1, target age a(k)k′ ∈ Z1×1 (the higher the
age, the longer the target has survived) and motion vector
M(k)k′ ∈ R1×2 (along the target’s movement direction).
The target state RFS Xk can be used to create the den-
sity function vk(x) over the (hypothetical) continuous target
state x, as vk(x) =
∑Mk
k′=1 ω
(k)
k′ N
(
x|m(k)k′ ,Σ(k)k′
)
, in which
N
(
x|m(k)k′ ,Σ(k)k′
)
is a Normal distribution over x, as is
assumed in [29]. vk(x) peaks where the target RFS Xk is
located (Fig. 2-a and -b). Moreover, ω(k)k′ is assigned such that
the following condition is satisfied,∫
vk(x)dx =
Mk∑
k′=1
ω
(k)
k′ ≈Mk, (1)
which indicates that when vk(x) is integrated over the target
state space x, the expected number of targets is given [18],
[29]. When both of these aforementioned properties are satis-
fied, vk(x) will represent a GM-PHD function [29]. We define
a PDD as the difference between two consecutive GM-PHD
functions as follows,
Dk,k−1 (x) , vk(x)− vk−1(x). (2)
While the PHD function vk(x) conveys the latent target
state information until the kth iteration, the PDD function
Dk,k−1 (x) contains target state flow information between the
two consecutive time steps k−1 and k, emphasizing the most
recent variations. The procedure of creating a PDD function
from the two consecutive PHD maps is shown in Fig. 2.
The locations of the peaks in Fig. 2-a and -b correspond to
the target states (for example, the kinematic attributes of the
targets) at time steps k and k − 1, respectively. Subtracting
these two maps creates the PDD map Dk,k−1 (shown in Fig. 2-
c), which preserves the transitional information within the
multi-target state over one time step.
III. MTFT PIPELINE
There is a temporal correlation between a sequence of
consecutive PDD maps. Also, assuming a 2D target state,
a PDD map can be viewed as a texture image, in which
its pixel values are functions of their location. The core of
our proposed MTFT algorithm is to learn this latent spatio-
temporal information within the PDD maps, using a ConvL-
STM network: The spatial dependencies between the hypothet-
ical target states are learned using convolutional filters, while
the network’s recurrence extracts the temporal dependencies.
To be more specific, we use the ConvLSTM as a spatio-
temporal regression block, predicting the next PDD at every
time step. Using this approach, (both linear or non-linear)
motions are learned by the network, simultaneously for all
targets. The overall pipeline of our proposed MTFT algorithm
is illustrated in Fig. 3 for one time step and explained in details
in the following sections. First the ConvLSTM network (which
is trained on the fly) predicts the target state using the batch
of PDD maps. The predicted PDD map is then summed with
vk−1(x) to calculate an initial PHD map. The resulting map
is then post-processed and its target state tuples are extracted.
This is an implicit to explicit representation mapping which
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Fig. 3: Overall MTFT pipeline, transition from k− 1 to k time step: Once trained, the ConvLSTM network predicts an initial
PDD map D(i)k,k−1, which is then summed with vk−1(x) to calculate an initial PHD map. Its target tuples are extracted after a
post-processing step. We assign initial birth tuples to the measurements at time k, then an update step follows. The targets with
highest weights are selected which are given to a track-to-track association step for data labelling. Finally, the most mature
targets are selected and form a new PHD map vk(x).
Dk−N−1,k−N−2(x)
Dk−2,k−3(x)
Dk−1,k−2(x)
Dk−N,k−N−1(x)
Fig. 4: The online training step using a ConvLSTM network
(with a Many-to-One architecture) over a batch of N PDD
maps. Each convolutional filter is shown in different colour.
At every epoch during the forward propagation, a batch of
previous N PDD maps are used to predict the PDD map
at the current time step, which is used to compute the loss
function. The back-propagation through time algorithm is then
performed to update the network’s weights and biases along
the steepest descent direction over the objective function.
allows utilisation of any update algorithms. We assign initial
birth tuples to the measurements at time k, then an update step
follows. Those targets whose GM weights are higher than a
given threshold are selected, which are given to a track-to-
track association step for label retrieval and/or assignment.
Finally, the most mature targets are selected and form a new
PHD map.
A. Online training step
The multi-target motion model is learned during the online
training step. A batch of N PDD maps are used to train a
ConvLSTM model as shown in Fig. 4. At every epoch of
the training phase, a Kullback-Leibler (KL) divergence loss is
calculated between the predicted and true PDD maps during
the forward pass and minimised in the back-propagation step.
KL divergence assumes the output of the ConvLSTM network
as PDFs and computes the relative entropy between the
prediction and ground truth. The convolutional filters (shown
as different colour in Fig. 4) learn the spatial information
within each PDD map, while the LSTM models the latent
temporal state between each filtered PDD map (shown as
tensor blocks). The neural network learns how to predict the
PDD map for the current time step, given N previous PDD
maps. This trained ConvLSTM network (which is actually a
spatio-temporal regression block) is then used to predict the
multi-target state map, explained in the next section.
B. Prediction and implicit to explicit representation
Dk−1,k−2(x) (the output PDD of Fig. 4) is given to the
trained ConvLSTM network to compute an initial predicted
PDD D(i)k,k−1(x) (the input for Fig. 3). When D
(i)
k,k−1(x) is
summed with the PHD function vk−1(x), it returns the (initial)
predicted PHD map v(i)k|k−1(x) = D
(i)
k,k−1(x) + vk−1(x) (see
(2)). Due to the non-linearity and weights/biases multiplica-
tions/additions imposed by the neural network to the input
data, the output v(i)k|k−1 may not satisfy the PHD conditions
(1). Also, because of the padding effect caused by the convo-
lutional filters, there may be artifacts added to the borders of
the output data. In order to resolve these issues, the boundary
values of v(i)k|k−1(x) are replaced with the median of the inner
parts. Moreover, we assume that the prediction step does not
alter the number of targets. Since the number of targets is
equal to the integration of the PHD filter (see (1)), after the
median filtering is applied, the output map is normalised such
that it is integrated to Mk−1 =
∫
vk−1(x)dx. The result of this
post-processing step is the PHD function vk|k−1(x), which is
then used to extract the predicted target state RFS Xk|k−1.
The location of the peaks in a GM-PHD function correspond
to the mean vectors of the target states [29]. Therefore, in
5order to extract the explicit target states from vk|k−1, first, its
peaks are found as follows, mk|k−1 = argmaxx
(
vk|k−1(x),Mk|k−1
)
mk|k−1 =
{
m
(k|k−1)
1 ,m
(k|k−1)
2 , . . . ,m
(k|k−1)
Mk|k−1
} (3)
where argmax
x
(•,Mk|k−1) computes the Mk|k−1 highest
peaks of the input PHD function. mk|k−1 is an RFS with
Mk|k−1 = Mk−1 =
∫
vk−1(x)dx cardinality, containing the
predicted d-dimensional target state mean vectors. The peak
values of vk|k−1(x), correspond to the GM-PHD weights
which are computed as follows, Ωk|k−1 = maxx
(
vk|k−1(x),Mk|k−1
)
Ωk|k−1 =
{
ω
(k|k−1)
1 , ω
(k|k−1)
2 , . . . , ω
(k|k−1)
Mk|k−1
} (4)
where Ωk|k−1 is an RFS containing the GM-PHD peaks for
the Mk|k−1 targets. In order to compute the covariance RFS
Σk|k−1, we have examined two approaches. The first one
uses mk|k−1 and Ωk|k−1 as the location and height of a
Gaussian mixture, respectively. Then fits a 2D mixture of
Gaussian functions to the PHD map vk|k−1(x) to compute
the covariance matrices. Another solution is based on finding
the corresponding pairs between mean RFS mk−1 and mk
using combinatorial optimisation. Σk|k−1 is then assigned to
its corresponding elements from Σk−1. We have observed that
both of these approaches generate similar results, while the
latter is significantly faster, as it is not optimising over a
continuous parameter space (unlike the 2D Gaussian fitting)
and is less vulnerable to stop at local minima. The overall
approach explained above can be interpreted as a mapping
from an implicit representation (vk|k−1(x)) to an explicit target
state representation (Xk|k−1).
The union of Xk|k−1 and the birth RFS X
(b)
k , which are
assigned using the current measurement RFS Zk, is then
computed as follows,
X
(b)
k =
{
xb1
(k)
,xb2
(k)
, . . . ,xbk′
(k)
, . . . ,xb
Mbk
(k)
}
xbk′
(k)
=
(
mbk′
(k)
,Σbirth, ωbirth,Lbirth,
abirth,Mbirth
)
∈ X(b)k
X
(+b)
k|k−1 = Xk|k−1 ∪X(b)k , (5)
where xbk′
(k) is the k′th birth target tuple, initialised with
covariance matrix Σbirth, birth weight ωbirth, birth label
identifier Lbirth, birth age abirth and birth motion vector
Mbirth. The predicted RFS X(+b)k|k−1 is then updated using the
measurement RFS Zk, which is explained in the next section.
C. Update step
Assuming z ∈ Zk is a dm-dimensional measurement vector,
the updated GM-PHD mean, covariance matrix and Gaussian
weights are computed as follows [29],
mi
(k)
k′ (z) = m
+b
k′
(k|k−1)
+ K
(k)
k′
(
z−H(k)m+bk′
(k|k−1)ᵀ)
Σi
(k)
k′ =
[
I−K(k)k′ H(k)
]
Σ+bk′
(k|k−1)
(6)
ωi
(k)
k′ (z) =
pD,kω
+b
k′
(k|k−1)
q
(k)
k′ (z)
κk(z) + pD,k
∑M+b
k|k−1
k′′=1 ω
+b
k′′
(k|k−1)
q
(k)
k′′ (z)
where I is a d×d identity matrix, m+bk′
(k|k−1)
, Σ+bk′
(k|k−1)
and
ω+bk′
(k|k−1)
are the 1×d mean vector, d×d covariance matrix
and 1 × 1 Gaussian weight of the k′th member of X(+b)k|k−1,
respectively. H(k) is a dm × d prediction to measurement
space mapping matrix. pD,k is the probability of detection
and κk(•) is the clutter intensity at time k. q(k)k′′ (•) is a
Gaussian distribution, over the measurement space at time
k, with updated mean and covariance matrix using the k′′th
target, i.e.
q
(k)
k′′ (z) = N
(
z
∣∣∣∣H(k)m+bk′ (k|k−1)ᵀ,
R(k) + H(k)Σ
(k|k−1)
k′′ H
(k)ᵀ
)
(7)
where R(k) is a dm × dm covariance of measurement noise.
K
(k)
k′ is a d × dm Kalman gain matrix for the k′th predicted
target computed as:
K
(k)
k′ = Σ
+b
k′
(k|k−1)
H(k)
ᵀ (
H(k)Σ+bk′
(k|k−1)
H(k)
ᵀ
+ R(k)
)−1
After computing the update state tuples, the Gaussian mixture
pruning and merging steps explained in [29] are performed
over the targets. In order to allow propagating mean state
vectors corresponding to sudden target birth, the “maximum
allowable number of Gaussian terms" (Jmax in [29]) is
selected by computing the maximum between Mk−1 (the
number of targets in the previous time step) and a sample
from a Poisson distribution with Mk−1 mean.
Note on Kalman update utilisation: The multi-target
Kalman update step is only explained to have the paper
self-contained. The essential pre-processing step explained
in Section III-B, which is utilised to approximate the target
states from the non-Gaussian output of ConvLSTM is highly
inspired by the unscented Kalman filter’s sub-optimal approxi-
mation methodology. This results in a closed-form fast MTFT
solution, with significantly lower complexity than a similar
sequential Monte Carlo (particle filter) approach.
D. Target state extraction
After the update step is performed, those targets whose
weights are higher than ωT are selected as initial updated
target RFS X(s)k . Using the target RFS Xk−1, a track-to-
track association is performed over the selected targets. The
following distance metric is computed between the k′′th target
in the previous time step (x(k−1)k′′ ∈ Xk−1) and the k′th
6Input: ∆k,k−1, X
(s)
k , X
(t2t)
k = {()}, Xk =
{()}, Xk−1, ainit, aT
Output: Xk
MM = HM(∆k,k−1) % Outputs an Mk−1 ×M (s)k
binary matrix
assigned_ind = RowSum(MM) == 1
unassigned_ind = RowSum(MM) == 0
unassigned_prev_ind = ColSum(MM) == 0
for i in assigned_ind do
% x(s)i
(k) ∈ X(s)k survives:
Increment age, keep the label and append to X(t2t)k ,
update motion vector with the associated track;
end
for i in unassigned_ind do
% x(s)i
(k) ∈ X(s)k is a birth:
Assign abirth, Lbirth andMbirth and append to
X
(t2t)
k ;
end
for j in unassigned_prev_ind do
% x(k−1)j ∈ Xk−1 is a decaying target
Decrement age, keep the label and append to X(t2t)k ,
do not update the motion vector;
end
% Most mature targets: iterate over M (t2t)k targets in
X
(t2t)
k
for i = 1, 2, . . . ,M (t2t)k do
if a(t2t)i ≥ aT then
Append x(t2t)i
(k) ∈ Xk−1 to Xk ;
end
end
Algorithm 1: Target extraction algorithm: The pseudo code
explains how the track-to-track (t2t) association and mature
targets extraction are performed to obtain Xk; RowSum(•),
ColSum(•) and HM(•) compute the row-, column-wise sum-
mations and Hungarian Assignment, respectively.
(yet unlabelled) target computed at the current time step(
x
(s)
k′
(k)
=
(
m
(s)
k′
(k)
,Σ
(s)
k′
(k)
, ω
(s)
k′
(k)
)
∈ X(s)k ,
δ
(k)
k′′,k′ = −a(k)k′′ × IoU
(
x
(k−1)
k′′ ,x
(s)
k′
(k)
))
, (8)
where IoU(•, •) ∈ 0 ≤ R ≤ 1 computes the intersection over
union between the two targets. δ(k)k′′,k′ calculates a distance
measure between the targets; a(k)k′′ is the age of the target at the
previous time step and is multiplied with the IoU to increase
the importance of those targets with longer temporal presence.
Computing δ(k)k′′,k′ between all the previous and current targets
constitutes the matrix ∆k,k−1, which is given to the Hungarian
Assignment algorithm to determine the survival, birth and
death of targets, as explained as a pseudo-code in Algorithm 1:
Birth of a target: A given measurement is considered as a
birth if it does not have a corresponding assigned target from
the Hungarian matching step (no assignment to any of the
targets in the MM matrix, the output of the HM(.) function
in Algorithm 1). This case is included in the second loop of
the Algorithm 1.
Death of a target: On the other hand, if there is no association
for a target among the measurements and also, its age is lower
than aT , the target dies.
In Algorithm 1, incrementing (for a survived target) and
decrementing (for a decaying target, which does not have
any associated target/measurement) the age of the target are
performed as follows,{
a
(k)
k′ = a
(k−1)
k′ + aam, if increment is True
a
(k)
k′ = a
(k−1)
k′ − [a(k−1)k′ /aat], if decrement is True
(9)
where [•] computes the integer part and
aam and aat (both in R+
1×1) are the target age amplification
and attenuation factors, respectively. Finally, the most mature
targets whose age is higher than a threshold aT are selected
as Xk. Xk is then used to compute the PHD function vk.
The PDD map Dk,k−1(x) = vk − vk−1 is then calculated
and appended to the training batch to train the ConvLSTM
network for the next time step.
E. Update time complexity vs. prediction memory complexity
Assuming no gating step is applied, the complexity of the
current update step is O(Mk−1 × Nk), where Nk is the
cardinality of Zk (the number of measurements at k). The
time complexity of an equivalent particle filter approach can
reach O(Mk−1×Nk×P ), where P is the number of particles.
Using our implicit ConvLSTM paradigm to represent the
multi-target state results in a constant memory (spatial) com-
plexity during the prediction step (O(1)). On the other hand,
for an explicit representation of the target state used, such as
in GM-PHD [29], the memory complexity increases linearly
with the number of targets Mk and quadratically with the
state space dimensionality d (O(d2 × Mk + d × Mk)). For
the sequential Monte Carlo (particle filter) approaches, this
memory complexity is only linear with the number of targets,
such as in PHD-SMC, CPHD-SMC, LMB-SMC and GLMB-
SMC [17], [22], [31], [32], as covariance computation is not
performed.
IV. EXPERIMENTAL RESULTS
A. Datasets and algorithm parameters
We have evaluated our algorithm over the Multiple Object
Tracking 2015 (MOT15) and 2016/2017 (MOT16/17) datasets
[16], which contain 11 and 7 (× the number of publicly
available detectors) video sequences, respectively, captured
via both fixed and moving platforms from various crowded
scenes for pedestrian tracking1. The pedestrian detection is
performed by: Aggregated Channel Features (ACF) [4] for
MOT15; DPM [9], Faster Region-based CNN (FRCNN) [23]
and Scale Dependent Pooling (SDP) [35] for MOT17. It should
be pointed out that we have chosen to use the MOT15 dataset
to evaluate the multi-target filtering performance, because
1MOT16 is the MOT17 dataset using only the Deformable Parts Model
(DPM) detector
7of the high intensity of clutter generated by ACF over this
dataset. We have also used the Performance Evaluation of
Tracking and Surveillance 2009 S2 (PETS09) sequences (http:
//www.cvg.reading.ac.uk/PETS2009/) with an ACF pedestrian
detector. The PNNL Parking Lot 1 [28], the only sequence
of PNNL dataset with publicly available detections, is also
utilised. The proposed MTFT algorithm is implemented, end-
to-end, in Python 2.7. Keras with a Tensorflow backend is used
for the ConvLSTM implementation, over an NVIDIA GeForce
GTX 1080 Ti GPU, where the average frame per second of
the proposed algorithm is ≈ 14 fps. Our following results are
obtained using N = 24, ReLU activation function, one block
of sixteen 3×3 convolutional filters, 20 training epochs, B = 5
pixels, pD,k = 0.9 for all detection algorithms, ωT = 0.5,
aT = abirth = 5, aat = 2, Mbirth = [0, 0], aam = 1
and Σbirth = 20 ∗ I4, where I4 is a 4 × 4 identity matrix.
During the training of the ConvLSTM network we used the
ADAM optimiser, with default parameters (learning rate, β1,
and β2 as 0.001, 0.9, and 0.99, respectively). We use the
following strategies to overcome lack of data and under-/over-
fitting during the ConvLSTM network training: (1) Feature
engineering: instead of feeding raw PHD maps we defined the
PDD maps, resulting significant improvement on the learning
convergence; (2) Avoiding too deep architecture; (3) Use of
weight regularisation (activity, kernel and bias); (4) Early
stopping approach: reducing the maximum number of epochs;
(5) KL divergence loss function, which outperformed other
objective functions, especially when the network’s outputs
were sparse. Our Supplementary Material provides some video
samples showing the tracking results and explanations on how
the evaluation metrics are calculated.
B. Filtering and tracking performance
As OSPA assumes point targets, here we used the centre
of the bounding boxes to represent each target (in the next
section, however, we evaluate the tracking performance using
bounding box representation for targets).
Table I and II show comparative performance of several
MTFT algorithms over the MOT15 and MOT16/17 datasets,
respectively. As OSPA is computed at each time step, the
results in these tables are the average over all time steps for all
video sequences (it should be mentioned that Loc OSPA can
be easily computed by subtracting the overall and Card errors).
Considering the PHD-based algorithms (PHD-EKF, PHD-
SMC and PHD-UKF) as baseline, our proposed ConvLSTM
MTFT algorithm shows significantly better performance over
both datasets. Particularly there is remarkable reduction in the
cardinality error. We have also compared our method with four
tracking algorithms: SORT [3], which is one of the fastest
online tracking approaches reported over MOT15, DeepSORT
[34] an extension of SORT with deep associations, Re3 [10],
a deep RNN-based multi-target tracker, and RNN_LSTM
algorithm [20], one of the pioneering algorithms using RNN
for multi-target tracking. Our overall average OSPA error is
≈ 1.12, 2.40, 5.65 and 5.71 lower than RNN_LSTM, SORT,
DeepSORT and Re3, respectively. For the case of MOT16/17,
the overall average error is higher than MOT15 results for all
Methods OSPA Card OSPA
PHD-EKF 29.3± 10.2 46.9± 13.5
PHD-SMC 25.7± 9.0 52.9± 13.0
PHD-UKF 28.7± 10.0 46.5± 13.2
CPHD-EKF 23.7± 9.2 44.7± 12.8
CPHD-SMC 51.1± 15.5 75.2± 12.9
CPHD-UKF 23.6± 8.8 44.7± 12.0
LMB-EKF 23.9± 8.3 49.5± 14.2
LMB-SMC 62.2± 29.5 71.5± 23.8
LMB-UKF 24.4± 7.4 48.8± 12.6
GLMB-EKF 93.4± 8.5 95.0± 7.6
GLMB-SMC 90.4± 10.8 92.2± 9.00
GLMB-UKF 48.1± 19.4 57.4± 19.3
SORT 29.4± 18.8 41.5± 16.7
DeepSORT 31.4± 21.1 46.1± 18.4
Re3 34.4± 21.2 46.1± 18.7
RNN_LSTM 23.7± 18.4 42.8± 15.7
ConvLSTM 19.2± 5.1 40.4± 11.4
TABLE I: OSPA error ± standard deviation on MOT15: Com-
parison against PHD [17], [29], CPHD [22], [17], LMB [24]
and GLMB [32], [31], with EKF, SMC, and UKF prediction
and update steps, and other multi-target tracking algorithms.
Methods OSPA Card OSPA
PHD-EKF 60.5± 15.6 66.9± 13.3
PHD-SMC 49.3± 19.5 67.2± 13.1
PHD-UKF 60.1± 15.7 66.5± 13.4
CPHD-EKF 56.8± 18.9 65.4± 14.9
CPHD-SMC 46.5± 19.2 78.7± 11.3
CPHD-UKF 57.00± 18.9 65.2± 14.9
LMB-EKF 57.8± 19.5 70.4± 14.2
LMB-SMC 90.0± 19.0 92.0± 15.0
LMB-UKF 77.9± 12.3 82.8± 9.3
GLMB-EKF 94.8± 4.3 95.5± 3.7
GLMB-SMC 93.9± 6.1 94.8± 5.0
GLMB-UKF 82.7± 14.6 85.0± 12.8
SORT 61.7± 10.7 70.4± 8.6
DeepSORT 63.4± 10.0 71.3± 8.3
Re3 62.1± 10.5 71.4± 8.3
RNN_LSTM 60.4± 10.3 70.3± 7.9
ConvLSTM 53.8± 18.3 62.3± 14.4
TABLE II: OSPA error ± standard deviation on the MOT16/17
dataset.
algorithms (Table II). The reason is that compared to MOT15,
there are significantly higher number of annotated objects
in this dataset. However, similar to MOT15, our algorithm
outperforms the other methods in terms of overall OSPA, with
≈ 8.5 Loc and ≈ 53.5 Card errors.
Three datasets are used to quantitatively evaluate the track-
ing performance of the proposed algorithm: MOT16/17, PNNL
Parking Lot and PETS09. Unlike the OSPA results, for which
point targets were assumed, here each target is represented as a
bounding box. The multi-target tracking results for MOT16/17,
PNNL Parking Lot and PETS09 are shown in Tables III, IV,
V, respectively. For MOT16/17, all three publicly available
detections are used. ConvLSTM’s performance is at the high-
est when the SDP detector is used, with ≈ 62% MOTA,
≈ 67.1% recall and ≈ 62% MOTAL. Also, ConvLSTM
generates ≈ 71.0% and ≈ 66.9% MOTA, over the Parking
Lot and PETS09, when the detection method in [28] and
ACF are used, respectively. For the Parking Lot sequence,
ground truth is only available for the first 748 frames, and
hence we have evaluated the algorithms over these frames
8Algorithm Rcll Prcn MOTA MOTAL
SORT-DPM 37.0 76.6 24.7 25.7
SORT-FRCNN 50.5 97.3 48.5 49.2
SORT-SDP 63.0 98.3 61.0 61.8
DeepSORT-DPM 32.4 91.3 28.2 29.3
DeepSORT-FRCNN 51.7 95.7 48.6 49.4
DeepSORT-SDP 64.7 97.3 61.6 62.9
Re3-DPM 37.0 76.2 24.3 25.4
Re3-FRCNN 50.6 97.1 48.4 49.0
Re3-SDP 62.9 98.0 60.7 61.6
RNN_LSTM-DPM 32.8 83.6 25.6 26.4
RNN_LSTM-FRCNN 44.7 88.9 38.4 39.1
RNN_LSTM-SDP 49.7 87.7 41.5 42.7
ConvLSTM-DPM 38.9 69.9 20.3 22.1
ConvLSTM-FRCNN 53.3 92.6 48.1 49.0
ConvLSTM-SDP 67.1 94.9 62.0 63.5
TABLE III: Multi-target tracking performance over
MOT16/17.
Algorithm Rcll Prcn MOTA MOTAL
SORT 71.4 98.5 69.0 70.3
DeepSORT 74.3 97.5 70.5 72.1
Re3 70.9 97.8 68.0 69.3
ConvLSTM 77.7 93.3 71.0 72.1
TABLE IV: Multi-target tracking performance over PNNL
Parking Lot dataset using [28] detector (RNN_LSTM is ex-
cluded as its pre-trained models are not provided for this
dataset).
Algorithm Rcll Prcn MOTA MOTAL
SORT 75.0 87.4 61.9 64.1
DeepSORT 88.0 83.0 65.2 62.9
Re3 73.1 83.6 56.5 58.8
RNN_LSTM 91.1 68.1 43.9 48.3
ConvLSTM 80.9 86.8 66.9 68.5
TABLE V: Multi-target tracking performance over the PETS09
dataset using ACF [4] as the detector.
only. Our ConvLSTM approach generates lower miss rate
(false negatives), resulting in higher recall, as it can be seen
in Tables III and IV. We also computed the standard deviation
of the MOTA metric calculated over 10 runs of the algorithm.
For the MOT16/17 results shown in Table III, the standard
deviation for DPM, FRCNN and SDP detector are 0.09%,
0.05% and 0.06%, while for PNNL (Table IV) and PETS09
(Table V) are 0.40% and 0.76%, respectively. These very
low standard deviations show very high consistency of the
proposed ConvLSTM algorithm.
C. Further standard deviation analysis
In order to evaluate the robustness of the ConvLSTM algo-
rithm, we perform the one-way analysis of variance (ANOVA).
ANOVA determines the statistical significance between the
means of independent groups. For this, we conducted an exper-
iment in which we evaluate the repeatability of the generated
results and test how invariant the outputs are against the
algorithm’s randomness. Such randomness can be originated
from either the neural network training step (for example, its
random weights and biases initialisation or batch generation)
or the parameters used throughout the filtering stage (such as
clutter density estimation). As the proposed MTFT algorithm
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Fig. 5: ANOVA test over: (a) OSPA for MOT15 and
MOT16/17; and (b) MOTA for MOT16/17, PNNL and
PETS09 datasets. The box-plots are calculated for several
experiment runs, showing very low sensitivity to the random
parameters in the algorithm, as the average OSPA and MOTA
are very consistent for all experiments.
is trained on the fly, this consistency evaluation shows how
repeatable the generated results are. We therefore repeat the
whole end-to-end MTFT solution 10 times, for each dataset.
The resulting OSPA and MOTA are then used to compute
the box-plots shown in Fig. 5-a and -b, respectively. As
seen in these figures, the results show very low sensitivity
to the random parameters in the algorithm, as the average
OSPA, together with its percentiles are similar among the
different experiments for both MOT15 and MOT17 dataset.
Correspondingly, the average MOTA is also computed among
the different videos. For each detector in MOT17, samples
in the PNNL and PETS09 datasets, similar consistency is
observed from Fig. 5-b.
The experiment in Fig. 5-a is also expanded for each video
frame within the MOT15 and 16/17 datasets. The resulting
OSPA metric is then averaged and the standard deviation is
calculated. The result is shown in Fig. 6-a and -b, for MOT15
and MOT16/17, respectively, for each of their video sequences.
For each individual video sequence, the standard deviation
is very low, resulting in box-blots with very narrow width
(It should be mentioned that similar experiment can not be
performed for MOTA, as unlike OSPA, MOTA is not averaged
over frames).
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Fig. 6: ANOVA test over OSPA for every video sequence of:
(a) MOT15 and (b) MOT16/17, after 10 runs. The very narrow
width of the box-plots shows very high repeatability for each
video sequence.
D. Study on hyper-parameter sensitivity
In this section, we evaluate the sensitivity of the proposed
algorithm to various hyper-parameters and functions. In the
first set of results of this section, the average Loc, Card and
overall OSPA errors over all MOT15 videos are calculated,
when three hyper-parameters are changed: 1) The PDD batch
size (N ), 2) number of training epochs, and 3) target age
attenuation factor aat. The results of the first two are shown
in Fig. 7-a and -b, respectively. The standard deviation of
the overall OSPA error when N and number of epochs are
increased are ≈ 0.12 and 0.01, respectively, which shows
the algorithm performance has very low sensitivity to these
two parameters. Such low sensitivity to N can be due to two
reasons: 1) The use of the LSTM architecture, which is capable
of memorising long-term dependencies and 2) representing
the latent space via the PHD functions, which encapsulate the
temporal information over the hypothetical target state. This
low sensitivity to N and number of epochs, however, is an
important fact as it indicates smaller values can be chosen for
these two parameters, without reduction in the accuracy. This
can significantly increase the computation time.
Figure 8 illustrates the MOTA results when the target age
attenuation factor (aat) is varied. The MOTA reported for this
figure is computed by averaging all of the MOTA results for all
MOT16/17 sequences over its three different detectors. When
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Fig. 7: The OSPA error when: (a) batch size and (b) number
of training epochs are varied. As our algorithm shows very
low sensitivity to these parameters, lower values can be used
to increase the speed.
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Fig. 8: MOTA of the ConvLSTM MTFT algorithm when aat
is varied.
aat is increased, the targets’ age decrement rate is reduced.
This may create false positive targets and consequently, lower
MOTA is generated. On the other hand, for lower aat, the
targets’ age is more rapidly reduced. This can create false
negative (high miss rate) and hence lower MOTA as well.
Both of these cases are observed from Fig. 8. As a trade-off
between these two scenarios, aat ≈ 13 generates the highest
overall MOTA error.
One of the key hyper-parameters of the proposed Con-
vLSTM MTFT algorithm is the sampling period Ts , 1fs ,
which, by definition, is the inverse of sampling frequency fs
(the unit of fs is:
sample
state unit ). Ts is used to discritise the state
space, in order to create the PHD map. A low sampling period
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Fig. 9: The filtering and tracking performance evaluation over
the MOT16/17 dataset against various sampling periods Ts:
(a) OSPA and (b) MOTA results.
results in a finer state increments, the likelihood of target
merge is reduced and hence can be more representative of the
multi-target state. However, a very low sampling period (high
sampling frequency) increases the computational complexity,
as the ConvLSTM network is trained over a larger map. Also,
the state space will be more sparse resulting in a flatter loss
function, which can fail the ConvLSTM optimiser to find a
local minimum. As is shown in Fig. 9, this has different effects
over filtering and tracking performance. Figure 9-a shows that
for sampling rates < 20, the OSPA error increases. This is
due to the fact that for low Ts (a denser PHD map), the
probability of obtaining wrong number of targets increases
as the false positive rate grows. This increases the CARD
error of the OSPA error. However, as can be seen Fig. 9-b,
MOTA increases for this range of Ts, which can be because
of decrease in obtaining false negative rate.
On the other hand, a very high sampling period can
merge several targets, resulting in a blurry PHD map. While
this is less computationally problematic for the predictor
(ConvLSTM neural network), it significantly deteriorates the
performance of the data association step. This has a negative
effect over both the filtering and tracking performance as can
be seen in the increase of OSPA in Fig. 9-a and decrease
of MOTA in Fig. 9-b, for Ts > 30. It should, however, be
mentioned that the variation of OSPA and MOTA over various
Ts is very low (the vertical axis of both Fig. 9-a and -b).
Finally, we also evaluate the effect of varying the loss
function from KL to Jensen-Shannon divergence (JSD). Same
as KL divergence, JSD is also a technique of measuring
the similarity between two probability distributions; however,
unlike the KL divergence, JSD is a metric and symmetrical,
in the sense that it is invariant to the order of input arguments.
The filtering and tracking performance of using KL divergence
and JSD is illustrated in Table VI, showing extremely similar
performance. KL divergence is used as the neural network’s
loss (objective) function, consistently, applied over all of the
samples during the training phase. The order of KL divergence
input arguments remained the same throughout the training
process. During the optimisation, we are only interested in
the relative amplitude of the loss function between the epochs
in order to find the local/global minima. Therefore, due to the
close similarity between the prediction and ground truth data
frames (input arguments for both the KL divergence and JSD),
their computed minima stay very close and as a result the
performance of JSD becomes very similar to KL (Table VI).
Dataset KL JSD
MOT16/17 DPM
Rcll: 38.5 Rcll: 38.5
Prcn: 71.1 Prcn: 71.1
MOTA: 21.6 MOTA: 21.5
MOTAL: 22.9 MOTAL: 22.8
OSPA: 66.34 OSPA: 66.33
MOT16/17 FRCNN
Rcll: 51.9 Rcll: 51.8
Prcn: 92.0 Prcn: 92.2
MOTA: 46.5 MOTA: 46.6
MOTAL: 47.4 MOTAL: 47.4
OSPA: 60.02 OSPA: 60.0
MOT16/17 SDP
Rcll: 65.0 Rcll: 65.0
Prcn: 94.3 Prcn: 94.1
MOTA: 59.8 MOTA: 59.6
MOTAL: 61.1 MOTAL: 60.8
OSPA: 53.46 OSPA: 53.5
TABLE VI: Comparing the filtering and tracking performance
when JSD is used as the loss function (third column) instead
of KL divergence (second column). In order to verify the
results are not biased by the detector, all of the MOT16/17
detectors are evaluated at each row (further mathematical
analysis provided in out Supplementary Material).
V. CONCLUSIONS
This paper detailed a spatio-temporal data prediction ap-
proach applicable for MTFT problems. The prediction is
simultaneously performed for all of the targets, over an im-
plicit continuous hypothetical target space, via ConvLSTM
neural network. The proposed approach not only significantly
improves the baseline RFS filters, but also shows substantial
potential when compared with other state-of-the-art tracking
algorithms.
Our approach is able to learn complex target state changes
by means of the use of a ConvLSTM predictor network
over PHD maps, which learns the motion model over time.
This capability explains the high performance achieved in the
experiments. As a result of this learning step, the algorithm
outperforms those approaches that are based on fixed motion
models. Also, the use of PHD maps, LSTM architecture, target
tuple definition in Section II, and the data association step
enable the algorithm to memorise the state of the targets,
reducing the probability of ID switches and sensitivity to
occlusions.
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Our algorithm, which makes an important step towards an
end-to-end learning model for online MTFT over realistic
scenarios, can be enhanced in several aspects. An immediate
improvement can be to include the update step within the
ConvLSTM framework. Future work will be focused on the
inclusion of the update step within the ConvLSTM framework.
Furthermore, as an alternative for the ConvLSTM network
(which is a discriminative algorithm approximating the pos-
terior densities), generative neural networks can be utilised
to directly estimate the joint PDF, eliminating the need for a
separate covariance estimation at the prediction step.
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APPENDIX A
LOSS FUNCTION DEFINITION
During training, a Kullback-Leibler (KL) divergence loss is
minimised, defined as follows,
DKL
(
Dk−i,k−i−1||Dpred,(t)k−i,k−i−1
)
= (10)∫
Dk−i,k−i−1(x) log
Dk−i,k−i−1(x)
D
pred,(t)
k−i,k−i−1(x)
 dx,
in which Dk−i,k−i−1(x) and D
(pred),(t)
k−i,k−i−1(x) are the nor-
malised (integrated to one) versions of Dk−i,k−i−1(x) and
D
(pred),(t)
k−i,k−i−1(x). Dk−i,k−i−1(x) is computed using the PHD
functions at the (k − i)th and (k − i − 1)th time steps and
D
(pred),(t)
k−i,k−i−1(x) is the predicted target states at the t
th epoch.
APPENDIX B
KL VS. JENSEN-SHANNON DIVERGENCE
In this section, we compare the differentiation of KL
with the Jensen-Shannon divergence (JSD), when used as the
neural network objective function. We assume q = q(x) is
the variable prediction signal generated by the network and
p = p(x) is the constant ground truth data. x represents the
corresponding parameter in the neural network (for example,
weights or biases) and for simplicity, we assume it is scalar.
The differentiation of the KL divergence with respect to q can
be computed as follows,
DKL (p||q) =
∫
p log(
p
q
)dx,
dDKL
dq
=
∫
d
dq
(
p log(
p
q
)
)
dx =
∫
−p
q
dx,
where DKL (p||q) is the KL divergence loss function. On the
other hand, the differentiation of a JSD objective function with
respect to q will be (for which we have removed the 0.5 scale
factor, as it will not affect the location of the minima),
DJSD (p, q) =
(∫
p log(
p
q
)dx+
∫
q log(
q
p
)dx
)
,
dDJSD
dq
=
(∫
−p
q
dx+
∫
log
q
p
dx+
∫
q
1
p
q
p
dx
)
,
dDJSD
dq
=
(
dDKL
dq
+
∫
log
q
p
dx+ Cte
)
.
Also, considering the changes between the prediction and
ground truth is not significant (which is the case for most
of the video frames),
q = p+ , where → 0,
the second term in dDJSDdq will be approximately zero, as
follows,∫
log
p+ 
p
dx =
∫
log
p+ 
p
dx =
∫
log (1 +

p
)dx ≈ 0.
As a result of this, the differentiation of both loss function
will have the following relationship,
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dDJSD
dq
=
dDKL
dq
+ Cte.
The fact that the resulting differentiation signals for these loss
functions are highly similar can explain why the generated
tracking and filtering performance using these two objective
functions were nearly identical.
APPENDIX C
EVALUATION METRICS
A. Filtering metric definition
For quantitative evaluation, we compute the Optimal Sub-
Pattern Assignment (OSPA, [26]) distance, which is an im-
proved version of the Optimal Mass Transfer (OMAT, [14]).
OSPA distance has been extensively utilised for evaluating
the accuracy of multi-target filtering algorithms [2], [8], [19],
[31]. Assuming two sets A = {m1,m2, . . . ,mα} and B =
{n1, n2, . . . , nβ}, the OSPA distance of order p and cut-off c
is defined as [26],
OSPA(A,B) = 1
max{α, β}
(
cp|α− β|+ cost
)1/p
, (11)
where α and β are A and B cardinalities, respectively. The
OSPA error consists of two terms: (1) cardinality error (Card),
which computes the difference in the number of elements in
the sets X and Y ; and (2) the localisation cost (Loc), which
is the smallest pair-wise distance among all the elements in
the two sets (the best-worst error [7]), which in our work, is
computed via the Hungarian assignment. Similar to [26], we
choose p = 1 and c = 100.
B. Tracking metrics definition
Depending on whether: (1) a target is a true positive (TP) (a
bounding box detected correctly with intersection over union
with the ground truth greater than 0.5), (2) false positive
(FP) (wrong detection), or (3) false negative (FN) (missed
detection), the total precision and recall per video can be
computed as follows,
Precision =
∑
i TPi∑
i(TPi + FPi)
(12)
Recall =
∑
i TPi∑
i(TPi + FNi)
, (13)
which is obtained via adding the number of all positive and
false negative samples over all frames. The Multi Object
Tracking Accuracy (MOTA) can be calculated as follows [25],
MOTA = 1−
∑
i(FNi + FPi + IdSWi)∑
GTi
, (14)
where IdSWi is the number of ID switches among targets in
frame i. GTi is the total number of ground truths in frame i.
The Multiple Object Tracking Accuracy with Logarithmic ID
switches (MOTAL) metric is also defined as,
MOTAL = 1−
∑
i FNi +
∑
i FPi + log10(
∑
i IdSWi)∑
GTi
.
(15)
The implementation available at https://bitbucket.org/
amilan/motchallenge-devkit/ is used to evaluate these metrics.
Fig. 10: Overlaid plot of vk(x) over the current image.
C. One time step at a glance
In this section, we show some of the outputs of the important
steps within the proposed MTFT pipeline. Figure 11-b shows
the output PDD map from the ConvLSTM prediction step,
i.e D(i)k,k−1, for the current image at the k − 1th time step,
shown in Fig. 11-a. The peaks in D(i)k,k−1 indicate those regions
corresponding to “faster" target movement. Here by faster
we mean how quickly a target is moving with respect to its
covariance matrix. For such targets, the corresponding peak
in the next time step’s PHD function will be farther away,
resulting in a high peak after subtraction, creating the bright
yellow regions in Fig. 11-b. On the other hand, the darker
regions indicate those targets which are mostly stationary.
The corresponding predicted PHD function (vk|k−1(x)) is
then calculated, which is shown in Fig. 11-c, where the peaks
of vk|k−1(x) correspond to the expected location of targets.
After obtaining the measurements at the kth time step (Zk),
the updated PHD function vk(x) is calculated. An overlaid plot
of vk(x) and the kth image is illustrated in Fig. 10, where the
peaks show the expected locations of the targets. This new
PHD function is used to compute Dk+1,k, which is appended
to the previous batch, to (online) train the ConvLSTM and
predict for the next time step.
APPENDIX D
LIST OF SYMBOLS
k: time step
d: state space dimensionality
dm: measurement (observation) space dimensionality
N : input batch size of the neural network during training
Xk: RFS containing target state tuples
x
(k)
k′ : k
′th target state tuple at time k
Mk: number of targets at time k
m
(k)
k′ : mean vector of the k
′th target state tuple at time k
Σ
(k)
k′ : covariance matrix of the k
′th target state tuple at time k
ω
(k)
k′ : Gaussian mixture weight of the k
′th target state tuple at time k
L(k)
k′ : track label of the k
′th target state tuple at time k
a
(k)
k′ : track age of the k
′th target state tuple at time k
M(k)
k′ : motion vector of the k
′th target state tuple at time k
vk(x): probability hypothesis density map over target state space x at
time k
Dk,k−1(x): probability density difference map over target state space
x
DKL(•): Kullback-Leibler divergence loss
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Fig. 11: Prediction step: (a) D(i)k,k−1; (b) Image at the (k − 1)th iteration; (c) vk|k−1
D
pred,(t)
k−i,k−i−1(x): predicted target state at the t
th epoch computed using
the density functions at (k − i)th and (k − i− 1)th.
D
(i)
k,k−1(x): initial predicted probability density difference map
v
(i)
k|k−1(x): initial predicted probability hypothesis density map
m
(k|k−1)
k′ : k
′th predicted mean state
mk|k−1: predicted mean state RFS
ω
(k|k−1)
k′ : k
′th predicted Gaussian mixture weight
Ωk|k−1: predicted Gaussian mixture weight RFS
X
(b)
k : target birth RFS
xb
k′
(k): k′th birth target tuple at time k
Mbk : number of target births at time k
mb
k′
(k): k′th birth target mean state at time k
Σbirth: birth target covariance matrix
ωbirth: birth target covariance matrix
Lbirth: birth target label
Mbirth: birth target motion vector
X
(+b)
k|k−1: final predicted target RFS
m+b
k′
(k|k−1)
: k′th target’s final (after appending births) predicted mean
state
Σ+b
k′
(k|k−1)
: k′th target’s final (after appending births) predicted
covariance matrix
ω+b
k′
(k|k−1)
: k′th target’s final (after appending births) predicted
Gaussian mixture weight
H(k): prediction to measurement space mapping matrix at time k
κk(•): clutter density at time k
z: a vector over the measurement space
q
(k)
k′′ (•): Gaussian distribution (likelihood) over the measurement space
using the k′′th target at time k
R(k): covariance of the measurement noise at time k
K
(k)
k′ : Kalman gain at time k for the k
′th target
X
(s)
k : initial updated target RFS
X
(s)
k : initial unlabelled updated target RFS
x
(s)
k′
(k)
: k′ unlabelled updated target tuple
IoU(•, •): intersection over union function
δ
(k)
k′′,k′ : distance (similarity) measurement between k
′th unlabelled
updated target at time k and k′′th target at time k − 1
aam: target age amplification factor
aat: target age attenuation factor
aT : target age threshold
ainit: initial target age
X
(t2t)
k : track to track association RFS at time k
M
(t2t)
k : cardinality of X
(t2t)
k
a
(t2t)
i : age of the i
th target in X(t2t)k at time k
x
(t2t)
i
(k)
: ith target tuple in X(t2t)k at time k
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