Abstract. In this note we show local Lipschitz property of the graph avoiding multiple point intersection with lines directed in a given cone. The assumption is much stronger than those of well-known Marstand's theorem, but the conclusion is much stronger too.
. Each line from any cone intersects the graph in at most two points.
Proof. Consider the slope function of f , S(x, y) = f (x)−f (y)
x−y , and note that
If for any two points x < y ∈ (0, 1) we have that |S(x, y)| < λ, then f is Lipschitz (with Lipschitz constant at most λ) and so from Lemma (2) it has dimension 1. Now suppose that there exist x 0 , y 0 ∈ (0, 1) for which |S(x 0 , y 0 )| ≥ λ and consider the case where S(x 0 , y 0 ) = λ ≥ λ. Since S(x, y) = S(y, x), we can assume that x 0 < y 0 . We will denote the line passing through (x 0 , f (x 0 )) and (y 0 , f (y 0 )) by ε λ . . But this means that (x 0 , f (x 0 )), (c, f (c)) and (y 0 , f (y 0 )) are co-linear which contradicts our hypothesis and therefore S(x 0 , y) has to be constantly greater or constantly less than λ for x 0 < y < y 0 . (see fig.2 ) For the same reasons S(x 0 , y) has to be constantly greater or constantly less than λ also for y > y 0 and the same holds for S(x, y 0 ) for x < x 0 .
Graphically, this means that ε λ separates f in three parts that do not intersect ε λ ; one before x 0 , one over (x 0 , y 0 ) and one after y 0 . We proceed to show that the part over (x 0 , y 0 ) lies on a different side of ε λ from the other two. Figure 3 . the two cases when x 0 < y < y 0 Let us consider the case when S(x 0 , y) < λ for x 0 < y < y 0 . Then, the function f (x) − λ x defined on [x 0 , y 0 ] attains a maximum at x 0 and at y 0 (which also implies that S(x, y 0 ) > λ for x 0 < x < y 0 ) and letỹ ∈ (x 0 , y 0 ) be the point where f (x) − λ x attains a minimum. (see fig.4 ) Now, suppose additionally that S(x 0 , y) < λ also for y > y 0 . ∈ (x 0 , 1)\{y 0 }, by moving the line ε λ slightly down, we get three points of intersection.
S(x 0 , y) > λ S(x 0 , y) < λ

Pick a number k with
Then, all the following hold:
The continuity of f and the above inequalities imply that there must exist numbers a, b and c in (x 0 ,ỹ), (ỹ, y 0 ) and (y 0 , y) respectively such that
) and (c, f (c)) are co-linear, a contradiction, and therefore S(x 0 , y) has to be greater than λ for y > y 0 . Working similarly, we get that S(x, y 0 ) < λ for x < x 0 .
An identical argument gives us thatỹ is the only point in [x 0 , y 0 ], and eventually in [x 0 , 1), where f (x)−λ x attains a local minimum (see fig.5 ) and from Lemma (4) we get that f (x)−λ x has to be increasing in [ỹ, 1). Hence, for any x, y ≥ỹ we have: However, observe that for any x and y for which S(x, y) > λ the function S(x, ·) has to be 1-1 otherwise our hypothesis fails in a similar way as above and, since it is continuous, it has to be monotone in (x, 1) for every x ∈ [ỹ, 1). Therefore, f is either convex or concave in [ỹ, 1).
Assume f is concave and let x be any number in (ỹ, y 0 ). (see fig.6 ) By concavity, the point (ỹ, f (ỹ)) has to lie below the line passing through (y 0 , f (y 0 )) with slope ζ = S(x, y 0 ) and, since ζ = S(x, y 0 ) > S(x 0 , y 0 ) = λ ≥ λ, the point (x 0 , f (x 0 )) lies above. Hence, this line will intersect the graph of f at some point (c, f (c)) with c ∈ (x 0 ,ỹ) and the points (c, f (c)), (x, f (x)) and (y 0 , f (y 0 )) are co-linear, a contradiction. Therefore, f has to be convex in [ỹ, 1) and thus locally Lipschitz in (ỹ, 1) thank's to Lemma (3). If we instead assume that S(x 0 , y) > λ for x 0 < y < y 0 , working similarly we conclude that there must existỹ
The case when there exist x 0 , y 0 ∈ (0, 1) for which S(x 0 , y 0 ) = λ ≤ −λ is identical and gives us the reverse implications.
Eventually, we conclude that there are pointsx,ỹ ∈ (0, 1) such that f has some particular convexity on (0,x] and on [ỹ, 1). These intervals cannot overlap, since otherwise f would be a line segment of slope at least λ (or at most −λ) on [ỹ,x], which contradicts our hypothesis and sox ≤ỹ. If there are multiple such points, for examplex 1 ,x 2 , they have to give the same concavity in, say (0,x 1 ] and (0,x 2 ], and then we can simply pick the largest of them. Hence, we can assumex andỹ are the only points with the above property. In the case wherex <ỹ, there are no points x, y ∈ [x,ỹ] so that |S(x, y)| ≥ λ otherwise the uniqueness ofx andỹ fails. This implies that f is Lipschitz in [x,ỹ] with Lipschitz constant λ.
This concludes the proof.
Of course, any continuous function satisfying the condition of the proposition and which has different convexity on (a,x] and on [ỹ, b) has to additionally satisfy lim x→a + ,y→b − |S(x, y)| < λ.
Additionally, notice that the fact that cone is vertical (or at least that it contains the vertical line) is essential to get the locally Lipschitz property: If C is a cone avoiding the vertical line, we can restrict the function 3 
√
x on a small enough interval around 0 so that it intersects all the lines of the cone in at most two points. But Proof. The inequalities |S(x, y)| < λ and |S(x, y)| ≥ λ in this case correspond to λ 2 < S(x, y) < λ 1 and S(x, y) ≥ λ 1 or S(x, y) ≤ λ 2 respectively. The proof is the same as before and on the regions where f is not convex or concave it is Lipschitz with Lipschitz constant the maximum of λ 1 and −λ 2 .
Remark. All the above hold for any interval (a, b). It is not hard to see that the same proof also works in the case where f is defined on a closed interval, but Lemma 3 cannot be used into this setting. However, if f
is locally Lipschitz. 
An Example
It is natural then to ask whether our assumption still gives us the locally Lipschitz property when we allow more points of intersection. It turns out this horribly fails even for at most 3 points of intersection in the sense that there can be infinitely many points around where the function cannot be locally Lipschitz. Here we construct such a function whose graph intersects a certain cone of lines in at most three points.
Consider the sequence a k = 
(through property (iii)) and it converges. In particular, we have
In our case, we have
. But note that for every x ∈ (0, 1 2 ) there is an n ≥ 1 for which x ∈ [a n , a n+1 ) and, since each f k is monotone in [a k , a k+1 ) for every k, we get that
Therefore, we have lim x→
, and similarly for x ∈ ( 1 2 , 1), meaning that f is also continuous at Now we proceed to show the graph of f has at most 3 intersection points with any line inside a vertical cone with slopes between λ and −λ.
Each f k is monotone and has certain concavity on [a k , a k+1 ], hence its graph is contained inside the triangle T k with vertices (a k , f (a k )), (a k+1 , f k+1 (a k+1 )) and (a k , f (a k+1 )) (see fig. 9 ) and therefore any line intersecting the graph of f (in at least two points) has to pass through some of these triangles. Notice, however, that if a line passes through two non-consecutive triangles, say T k and T k+j (j > 1), then it falls outside the admissible cone of lines. In particular, (because of properties (ii) through (iv)) each T k+1 is half the size of T k and they are placed is such a way so that the maximum and minimum slope a line through them can have is respectively the maximum and the minimum of the quantities
when one of the numbers k and k + j is even and the other is odd, and the maximum and minimum of the quantities
when k and k + j are both even or both odd. Using (1) we can see that each of the above is bounded in absolute value by λ whenever j > 1.
For the same reasons any admissible line passing through (
Therefore, the admissible lines intersecting the graph necessarily pass through two (or maybe just one) consecutive triangles and each such line intersects the graph of f k in at most two points because of (iv). Furthermore, due to the difference in concavity of f k and f k+1 a line cannot intersect both of their graphs at two points, since then it would need to have both negative and position slope, which is absurd. An example of a sequence (f k ) of functions with the above properties is the following:
Hausdorff Measure
Marstrand in [2, Theorem 6.5.III] proved that if a Borel set on the plane has the property that (2) if the lines in a positive measure of directions intersect this Borel set on a set of Hausdorff dimension zero, then the Hausdorff dimension of this Borel set is at most 1.
In particular, this happens if the intersections are at most countable. The Borel assumption is essential. This being said Marstrand's theorem does not in general guarantee the Hausdorff measure of the Borel set is finite. Our next goal will be to deal with the Hausdorff measure of a continuous curve and also generalise to arbitrarily many points of intersection with our cones (still finitely many, though). It turns out that the graph has to always be σ-finite with respect to the H 1 measure.
In order to proceed we need set up things more rigorously: 
The main hypothesis. (3)
Fix an integer k ≥ 2. Fix an angle ϕ ∈ (0, π 2 ) and a rotation ρ ∈ [0, 2π). A line contained inside the cone C P (ϕ, ρ) for some point P ∈ R 2 intersects the graph of γ in at most k many points. Any such line and will be called admissible. A cone consisting of only admissible lines will also be called admissible.
γ is σ-finite.
For simplicity and without loss of generality we will assume the the curve γ : [0, 1] → R 2 is bounded inside the unit square and that (0, 0), (1, 1) ∈ γ. We additionally assume that the cones of our hypothesis are vertical, i.e. that ρ = 0.
Theorem 5. γ can be split into countably many sets γ n with H
The following lemma plays a key role in the proof of this theorem, but we will postpone its proof until later:
Lemma 6. For every point P ∈ γ there exists an admissible cone C P (θ, ρ, h) which avoids the graph of γ except at P , that is
In view of Lemma 6 -by slightly tilting ρ, enlarging θ and decreasing h -we can assume the triplet (θ, ρ, h) consists of rational numbers. If {(θ n , ρ n , h n )} is an enumeration of all rational triples that still lie within our admissible set, then we can decomposed γ into the countably many sets γ n = {P ∈ γ : C P (θ n , ρ n , h n ) ∩ γ = {P }} (see fig. 10 ). Note that γ n are not necessarily disjoint for different values of n.
We proceed to prove each one of them has finite H 1 measure. For the rest of this section n will be fixed. 
Lemma 7. H
Proof. Without loss of generality we can assume the cone C P (θ n , ρ n , h n ) is vertical, i.e. that ρ n = 0. Let us now split the unit square into N many vertical strips, S j (j = 1, 2, . . . , N ), of base length 1 N with N big enough so that 1 N < cos(θ n ) h n . Let J be the set of indices j for which S j ∩ γ n = ∅ and for any point P ∈ γ denote the connected component of γ inside S j through P ∈ S j ∩ γ by Γ * P (j). Fix a j ∈ J and consider a point P ∈ S j ∩ γ n . Because 1 N < cos(θ n ) h n , the sides of S j necessarily intersect both sides of the cone C P (θ n , 0, h n ) creating thus two triangles both contained inside the ball B P 1 N cos(θn) (fig. 11 ). For any point P ∈ S j ∩γ n other than P there are two cases: either |P − P | ≤ h n or |P − P | > h n . In the first case, the sets Γ * P (j) and Γ * P (j) are both contained inside the two triangles C * P (θ n , 0) ∩ S j . In the latter, they are necessarily disjoint, because C P (θ n , 0, h n ) is free from points of γ (other than P ). These additionally imply that there can be no more than 1 sin(θn) hn distinct such paths inside S j . In particular, Now, let P j be a maximal set of points in S j ∩ γ n such that the sets Γ * P (j) for P ∈ P j are all disjoint and observe that S j ∩ γ n is covered by the balls B P 1 N cos(θn) with P ∈ P j . Indeed, if P 0 ∈ S j ∩ γ n is not inside the set P ∈P j B P 1 N cos(θn) , then by construction it is also outside P ∈P j B P (h n ) and therefore Γ * P 0 (j) and Γ * P (j) are disjoint for all P ∈ P j contradicting the maximality of P j . Moreover, due to the connectedness of γ, the set {P } has to be path-connected with (0, 0) and (1, 1) and therefore each Γ * P (j) has to intersect at least one side of the strip S j . Hence, because of (3), there can be at most 2k of these paths, i.e. #(P j ) ≤ min{2k, 1 sin(θn) hn } ≤ 2k for every j ∈ J. Therefore,
and the total sum of the radii of these balls is at most
Finally, ifγ n = {P ∈ γ : C P (θ n , 0, h n /2) ∩ γ = {P }}, then γ n ⊂γ n . Repeating the above construction with 1 N < cos(θ n ) hn 2 , we get a cover ofγ n -and thus of γ n -consisting of balls with a total sum of radii at most 2k cos(θn) . Eventually, we get that
Remark. In the above construction we are in fact able to cover the whole part of γ inside j∈J S j with the same balls and not just γ n . Eventually, the graph of γ has to be σ-finite.
Cones Free of γ.
Here we prove Lemma 6. Fix P ∈ γ. Because γ is bounded there must exist anh > 0 such that 
Lemma 8. For any P ∈ γ the set C P (ϕ, 0)∩γ has finitely many (closed) connected components.
Proof. Since γ is connected, every point of C P (ϕ, 0) ∩ γ has to be path connected with the point P through some part of the graph of γ. There are two possibilities: either that path is entirely contained inside C P (ϕ, 0) or it has to pass through its sides. If a path does not intersect the sides, then it necessarily has to pass through P otherwise γ wouldn't be connected. This yields just one connected component -the one containing P -and all the rest (if any) have to intersect the sides of the cone. If these components are infinitely many, there have to exist also infinitely many points of intersection on the sides of the cone; at least one for each connected component. But this contradicts (3).
Remark. The connected components of Lemma 8 are at most 2k and P need not be a point of the curve. This lemma is still valid regardless of the cone we are working with as soon as it is in our admissible family of cones.
Let Γ P (ϕ, 0) be the connected component of C P (ϕ, 0) ∩ γ that contains the point P , which because of (4) cannot be just the point set {P }. Because of Lemma 8 the set C P (ϕ, 0) ∩ γ\Γ P (ϕ, 0) is compact and thus there exists h 0 > 0 such that C P (ϕ, 0, h 0 ) ∩ γ ⊂ Γ P (ϕ, 0). Observe that C P (ϕ, 0) ∩ γ\Γ P (ϕ, 0) could be empty in general in which case h 0 = ∞, however, we can always assume that h 0 ≤h.
Next, we bisect our cone into two new identical cones sharing one common side
where
, and repeat the above arguments for each new cone: If Suppose none of these happen. Then, for all ϕ ∈ [ϕ 1 , π 2 ) and for all small enough h and h
Denote by Γ P (ϕ 1 , ρ 1 ) and Γ P (ϕ 1 , −ρ 1 ) the connected component of C P (ϕ 1 , ρ 1 )∩γ and C P (ϕ 1 , −ρ 1 )∩ γ containing P respectively. The sets C P (ϕ 1 , ρ 1 )∩γ\Γ P (ϕ 1 , ρ 1 ) and C P (ϕ 1 , −ρ 1 )∩γ\Γ P (ϕ 1 , −ρ 1 ) are compact (thanks to Lemma 8) and thus there exist We iterate this construction indefinitely ( fig. 12 ). If at any step we get
for some ϕ , ρ and h, then we have found our desired cone and we stop. Otherwise, we get an infinite sequence of smaller and smaller cones satisfying the following:
for all n ≥ 0 where
Note that at the n-th iteration we have exactly 2 n truncated closed cones separated by the lines l n,i = P + {(x, y) : y = tan(π − ϕ n + ρ n,i ) x} through P . The sets Γ P (ϕ n , ρ n,i ) might intersect these lines, but this can happen in at most k may points due to (3). Let r n,i be the smallest distance between these points of intersection (if any) and P , that is
(again we can arbitrarily set some 0 < r n,i ≤h if l n,i ∩ Γ P (ϕ n , ρ n,i )\{P } = ∅) and let
where Γ P + (t) and Γ P − (t) are parametrisations of Γ P (ϕ n , ρ n,i )∩C P + (ϕ n , ρ n,i ) and Γ P (ϕ n , ρ n,i )∩ C P − (ϕ n , ρ n,i ) respectively (which in general could be just the point set {P }) with Γ P + (0) = Γ P − (0) = P . Finally, we set
Since the above set is finite, h n > 0. From this construction for every n ≥ 0 we get a collection of truncated cones C P (ϕ n , ρ n,i , h n ), for i = 0, 1, . . . , 2 n −1, (see fig. 12 ) which have the following property:
There is a path (part of γ) lying inside the cone that connects the point P with at least one of the two arcs of length (π − 2ϕ n )h n which bound the cone C P (ϕ n , ρ n,i , h n ). Moreover, these paths avoid any other intersections with that cone's boundary aside P and the (closed) arc(s). Now, fix n big enough so that 2 n ≥ 2k + 3. Then, we can find at least k + 2 many of the cones C P (ϕ n , ρ n,i , h n ) which contain some path of those mentioned at (7) all lying on the same half-cone, say on C P + (ϕ, 0, h n ). Consider one of the sides of our initial cone C P (ϕ, 0), say l = P + {(x, y) : y = tan(ϕ) x}, fix 0 < ε < h n sin(π − 2ϕ n ) and translate l vertically by ε: l ε = l + (0, ε). Then, l ε necessarily intersects all the 2 n different sectors of the ball B P (h n ) inside C P + (ϕ, 0, h n ), but only the right-most one, C P + (ϕ n , ρ n,2 n −1 , h n ), at its arc-like part of the boundary. In particular, l ε has to intersect the sides of at least k + 1 sectors that contain the paths described in (7) and therefore also intersects these paths. Hence, l ε is one of our admissible lines that has at least k + 1 intersections with γ, a contradiction.
Lemma 6 is proved. 
Remarks. i) In the definition of
Higher Dimensions
Mattila in [4, Lemma 6.4] (and in [5] ) generalised Marstrand's results from [2] and showed the following:
Lemma 9 (Mattila). Let E be an H s measurable subset of R n with 0 < H s (E) < ∞. Then, dim(E ∩ (V + x)) ≥ s + m − n for almost all (x, V ) ∈ E × G(n, m).
In particular, for a Borel set in, say, R 2 we have that if any 2-dimensional plane in a positive measure of directions intersects this Borel set on a set of Hausdorff dimension at most 1, then the Hausdorff dimension of this Borel set is at most 2. Furthermore, if every line in the direction of some 2-dimensional cone intersects a Borel set (not just the graph of some continuous function) in at most countably many points, then any 2-dimensional plane in a positive measure of directions intersects this Borel set on a set of Hausdorff dimension at most 1 (Marstrand) and then the Hausdorff dimension of this Borel set is at most 2 (Mattila) .
Of course, the same also holds in R n , that is, if Borel set has countable intersection with a certain cone of lines, then it's dimension doesn't exceed n − 1. Now, we restrict our attention to what happens with just 2 points of intersection in higher dimensions and we want to generalise Proposition 1 in R n :
Suppose we have a continuous function z = f (x, y), say, on a square in R 2 , satisfying the property that (8) any line in the direction of a certain open cone with axis along a vector v ∈ R 3 intersects the graph in at most two points. Then, we would want f to obey the same rule. Namely we ask the following:
Question. Is a continuous function on (−1, 1) 2 having property (8) locally Lipschitz?
