Results:
The findings indicate that the calculated S Vir values depend on beam energy and field size. For a specific energy, with increase of field size, the distance of S Vir increases for most cases. Furthermore, for a special applicator, with increase of electron energy, the distance of S Vir increases for most cases. The variation of S Vir values versus change of field size in a certain energy is more than the variation of S Vir values versus change of electron energy in a certain field size.
Conclusion:
According to the results, it is concluded that the ISL method can be considered as a good method for calculation of S Vir location in higher electron energies (14 MeV).
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Background
Unlike photon beams, which have a clear focusing point on the X-rays target of a medical linear accelerator (linac), electron beams are not emitted from a determined physical source in a medical linac. These beams are converted to a wide and extensive form after passing through the vacuum window, bending magnetic field, monitoring chambers, scattering foils and intervening column air. It looks as if the electrons originated from a specific point. This point is called virtual electron source (S Vir ) and it is defined as the confluence point of back projected electron beams along the most possible path of the movement of electrons on the surface of a patient or phantom. 1 In this condition, with determining the location of virtual electron source, output of a machine or other dosimetric quantities can be calculated. 2 So far, different experimental methods have been presented to determine virtual and effective electron source location, such as Full Width at Half Maximum (FWHM), 3 Multiple Coulomb Scattering (MCS), 4 Multi Pinhole Camera (MPC), 5 and Inverse Square Law (ISL) 6 methods. Of these methods, the ISL method is the most commonly used one. 1 There are several studies which have evaluated different methods of determining the location of virtual and effective electron source. Jamshidi et al. 7 obtained the location of virtual electron source in different electron energies and field sizes for Varian Clinac-2500 linac using FWHM, MPC and MCS methods. They also obtained the location of effective electron source using ISL and MCS methods. They proved that the location of virtual electron source, which was obtained from different methods, is related to electron energy and field size. In addition, in determination of the location of S Vir , there was a small difference between different methods at high energies and large field sizes. Ravindran 8 calculated S Vir location for a Movatron MD class linac in 5, 7, 9, 10, 12 and 14 MeV energies using ISL and FWHM methods. He showed that for low energies and small field sizes, the positions of virtual electron source obtained from the ISL method are not in agreement with those measured with the FWHM method. Additionally, his results demonstrated that the measured virtual source position depends on machine type and should be obtained for each accelerator independently. In addition, the virtual source position is dependent on the field size as well as the situation where the lead cut-out is kept and on the applicator design. Tynan et al. 9 compared the distance of virtual electron source and distance of effective electron source at 6, 9, 12, and 16 MeV energies for 10 cm × 10 cm and 20 cm × 20 cm field sizes. Their results showed that with the increase of electron energy and field size, effective source distance calculated for electron fields using the inverse slope method increases. In addition, the increase of source effective distance with increment of the field size was steeper at lower energies than high energies. Finally, they concluded that the obtained effective source distance strongly depends on both electron energy and field size.
To the best of our knowledge, accuracy of the ISL method and the effect of field size and beam energy in determining S Vir location has not been evaluated yet for a Siemens Primus linac. In this study, the accuracy of the ISL method in determining the location of S Vir is evaluated for the above-mentioned linac in various electron energies and field sizes using Monte Carlo simulation.
Aim
The aim of this study is to evaluate the accuracy of the inverse square law (ISL) method for determining location of virtual electron source (S Vir ) in Siemens Primus linac.
Materials and methods

Determination of virtual electron source location by Monte Carlo simulation
Validation of Monte Carlo simulation of Siemens Primus linac
The radiation source used in this study was a Siemens Primus linac (Siemens AG, Erlangen, Germany). This machine can produce electron beams with 5, 7, 8, 10, 12 and 14 MeV energies and photon beams with 6 and 15 MV energies. The Monte Carlo simulation of the linac's head was performed by MCNPX code (Version 2.6.0). 10 In the current study, the electron energies of 5, 7, 8, 10, 12 and 14 MeV and field sizes of 10 cm × 10 cm, 15 cm × 15 cm, 20 cm × 20 cm and 25 cm × 25 cm were simulated based on the geometry information acquired from the Siemens manufacturer.
The accelerator's head components, including exit window, primary foil, primary collimator, secondary foil, ionization chamber, mirror, X and Y jaws and electron applicator were simulated. For dose calculation, a water phantom in dimensions of 50 cm × 50 cm × 50 cm was simulated and positioned under the linac's head at a source to surface distance (SSD) of 100 cm. To obtain percentage depth dose (PDD) on the central beam axis, a cylinder was defined with the radius of 2.5 mm and then it was divided into small cells with 1 mm heights that were named scoring cells. The axis of these cells was assumed to be on the central axis of the beam. To calculate dose profiles, some cylindrical scoring cells with a radius and height similar to the PDD calculation scoring cells were utilized; as the axes of these scoring cells were perpendicular to the central axis of the beam. The cylinders were positioned at the depth of maximum dose in the water phantom. To calculate PDD and dose profile, *F8 tally was used. In MCNP code, a tally card is used to specify the quantity which the user wants to gain from the Monte Carlo calculation; for example, current across a surface, flux at a point, heating in a region. This information is requested by the user. *F8 tally was used to calculate the photon dose in the predefined volumes (the scoring cells). In all of these calculations, energy cut-off of photons and electrons was defined equal to 10 keV and 100 keV, respectively. In all of the simulation programs, the MCNP statistical uncertainties were less than 2% in the output files.
In-phantom measurements
The Technical Reports Series (TRS) No. 398 dosimetry protocol 11 was followed to perform in-phantom measurements. Dosimetry was executed using a p-type Si diode detector (PTW, Freiburg, Germany) with a sensitive
