Introduction.
The notion of derivation with invertible values as a derivation of a ring with unity that takes only multiplicatively invertible or zero values appeared in [1] . Bergen, Herstein and Lanski determined the structure of associative rings that admit derivations with invertible values. Later, the results of this paper were generalized in [2] - [6] .
Another interesting type of derivations are invertible derivations. The definition of an invertible derivation as an invertible mapping first arose in [7] , where the nilpotency of a Lie algebra admitting an invertible derivation was proved. The research on that topic was then continued in [8, 9] .
Nowadays, a great interest is shown in the study of nearly associative algebras and superalgebras with derivations. For example, works [10, 11] determine the structure of differentiably simple alternative and Jordan algebras, and papers [12] - [19] give the description of generalizations of derivations of simple and semisimple alternative, Jordan and structurable (super)algebras. Nevertheless, the problem of specification of algebras from classical non-associative varieties (such as alternative, Jordan, structurable, etc.), admitting derivations with invertible values and invertible derivations, remains unconsidered. The present work is to make up this gap.
Basic definitions and identities.
We are using standard notation: (x, y, z) := (xy)z − x(yz) -the associator of elements x, y, z, [x, y] := xy − yx -the commutator of elements x, y, x • y := xy + yx -the Jordan product of elements x, y. An algebra A is called alternative (see [20] for more information on alternative algebras), if A satisfies the following identities: (x, x, y) = 0, (x, y, y) = 0.
It's easy to check that in any alternative algebra the associator is a skew-symmetric function of its arguments, and the flexible identity x(yx) = (xy)x holds. It's also well known [20, p.35] that every alternative algebra satisfies the middle Moufang identity: (xy)(zx) = x(yz)x. A commutative algebra J is called Jordan if it satisfies the Jordan identity: (x 2 , y, x) = 0. It is widely known that if A is an alternative algebra, then vector space A with new multiplication a • b is a Jordan algebra which we will denote by A (+) . The nucleus of an algebra A is the set N (A) = {n ∈ A| (n, A, A) = (A, n, A) = (A, A, n) = (0)} , the commutative center of A is the set
Derivation d is called inner if it lies in the smallest subspace of the space of all linear operators on A containing all right and left multiplications by elements of A and closed under commutation. Otherwise d is called outer.
In studying the structure of alternative algebras, one class is of great importance: Cayley-Dickson algebras. The definition and properties of Cayley-Dickson algebras and the Cayley-Dickson process can be found, for instance, in [20] . It's known that every Cayley-Dickson algebra C over field F is 8-dimensional, non-associative, alternative, simple and has an unit element. Also, C is quadratic over F , that is, for every x ∈ C the following relation holds:
where t(x), n(x) ∈ F, t(x) is a F -linear mapping, and n(x) is a strictly nondegenerate quadratic form satisfying n(xy) = n(x)n(y) for all x, y ∈ C. A Cayley-Dickson algebra is also equipped with a symmetric bilinear nondegenerate form f (x, y) = n(x + y) − n(x) − n(y). For a subset M ⊆ C, by M ⊥ we will denote the orthogonal complement to M with respect to f.
A Cayley-Dickson algebra containing zero divisors is called split. It's known [20, p.43] that element x of a split Cayley-Dickson algebra is invertible if and only if n(x) = 0.
It's also known [20, p.46 ] that every split Cayley-Dickson algebra over field F is isomorphic to a Cayley-Dickson matrix algebra C(F ), comprising matrices of the form a = α u v β , where α, β ∈ F , u, v ∈ F 3 .
Addition and scalar multiplication of elements of the algebra C(F ) will then correspond to the usual addition and scalar multiplication of matrices. However, multiplication of elements of the algebra C(F ) will correspond to the following matrix multiplication:
where for vectors
we denote their dot product, and by
their cross product. Under given representation t(a) = α + β, n(a) = αβ − (u, v).
In the case when char(F ) = 2, C can be obtained from F by applying the Cayley-Dickson process thrice to F with the identical involution and parameters α, β, γ ∈ F . We will not go into the full details here and will only provide the formula that defines multiplication in algebra B = A + vA obtained by the Cayley-Dickson process from algebra A with involution¯:
where a i , b i ∈ A, v 2 = γ ∈ F . We will also need the following statement, which describes simple alternative non-associative algebras. Theorem 1. Let A be a simple non-associative alternative algebra. Then the center of the algebra A is a field and A is a Cayley-Dickson algebra over its center. Let A be an algebra with unit element 1 over field F . We will denote by U the set of invertible elements of A. In this section we will only consider derivations with invertible values, by which we understand such non-zero derivations d that for every x ∈ A, d(x) ∈ U or d(x) = 0 holds.
In 1983, Bergen, Herstein and Lanski initated the study whose purpose is to relate the structure of a ring to the special behavior of one of its derivations. Namely, in their article [1] they described associative rings admitting derivations with invertible values. They proved that such ring must be either a division ring, or the ring of 2 × 2 matrices over a division ring, or a factor of a polynomial ring over a division ring of characteristic 2. They also characterized those division rings such that a 2 × 2 matrix ring over them has an inner derivation with invertible values. Further, associative rings with derivations with invertible values (and also their generalizations) were discussed in variety of works (see, for instance, [2] - [6] ). So, in [2] , semiprime associative rings with involution, allowing a derivation with invertible values on the set of symmetric elements, were given an examination. In work [3] Bergen and Carini determined the associative rings admitting a derivation with invertible values on some non-central Lie ideal. Also, in papers [4] and [5] the structure of associative rings that admit α-derivations with invertible values and their natural generalizations -(σ, τ )-derivations with invertible values -was described. And in paper [6] Komatsu and Nakajima described associative rings that allow generalized derivations with invertible values.
The purpose of this section is to generalize the results of Bergen, Herstein and Lanski to the alternative case.
In this part, A is an alternative algebra with unit element 1 and derivation with invertible values d. The following lemmas were proved in [1] for associative algebras and can be easily generalized to the alternative case with minor differences, but in order to ensure the complteness of the narration we shall provide their proofs.
Proof. Let's notice [20, p.204] , that in every alternative algebra the following identity holds:
It's then easy to see that in an arbitrary alternative algebra the product of two invertible elements is also invertible. Using identity (2), for invertible a and b we find
Assume that x = 0. Since
In view of d(y) and d(yx) being invertible, x is also invertible. The lemma is proved. Now we shall study the ideal structure of A: 
and consequently 2d(b)
2 is also invertible and 2d(b) 2 = 0, therefore 2 = 0. We have obtained a contradiction which proves the lemma.
By Der(A) we will denote the set of all derivations of algebra A. Let us fix some subset D ⊆ Der(A). The ideal I is called a D-ideal, if for all ∂ ∈ D, x ∈ I we have ∂(x) ∈ I. Algebra A is called D-simple if A 2 = 0 and A contains no proper D-ideals (for more detailed information on D-simple algebras see [10, 11] and their references).
As an immediate consequence of lemma 3(a) we have Lemma 4. If alternative algebra A admits a derivation with invertible values d, then A is d-simple. Now, if char(A) = 2 we can apply lemma 3(d) and theorem 1 and conclude that A is either an associative or CayleyDickson algebra over its center. We will now consider the non-simple non-associative case, which is examined in
, where C is a Cayley-Dickson algebra over its center Z(C), C is a division algebra, char(C) = 2, d(C) = 0, d(x) = 1 + ax for some a ∈ Z(C)
Since C is simple and λ(M ) = (0) we derive that C is isomorphic to M as a left C-module. Putting x = λ −1 (1), we have A = C ⊕ Cx. Using the fact that λ is a module isomorphism, it's easy to see that [x, C] = 0. Considering the identity
satisfied for any k ∈ K(B), x, y ∈ B in arbitrary alternative algebra B [20, p.136], and taking into account the structure of A we deduce that x ∈ Z(A). Therefore we have A ∼ = C[x]/(x 2 ). Now nonassociativity of A and theorem 1 imply that C is a Cayley-Dickson algebra over its center Z(C). We can write µ(x) = ax for some a ∈ C. Now, since x ∈ Z(A) and char(A) = 2, for arbitrary c ∈ C we have:
Since C is a division algebra, we obtain ca + ac = 0, thus a ∈ Z(C).
Finally, since every ideal of A is invariant under the action of any inner derivation, x ∈ M , and d(x) / ∈ M , it is clear that d is not inner. The lemma is proved. 2) A is a non-associative alternative algebra and one of the following conditions holds: a) A is a Cayley-Dickson algebra over its center Z(A); b) A is a factor-algebra of polynomial algebra C[x]/(x 2 ) over a Cayley-Dickson division algebra; furthermore, char(C) = 2, d(C) = 0 and d(x) = 1 + ax for some a in the center of C, and d is an outer derivation.
Proof. The associative case follows from [1] , and the non-associative case follows from theorem 1, lemmas 3 and 5. Now, to complete the characterization of alternative algebras allowing derivations with invertible values we only have to describe split Cayley-Dickson algebras with derivations with invertible values, which is done in the following. Proof. It's generally known (see, for example, [21] ) that every derivation of C is inner. It's easy to see then that Z ⊆ ker(d) and d is a Z-linear mapping. Therefore we will consider C as a Z-algebra. Suppose that C allows a derivation with invertible values d. Take a subspace V ⊂ C such that dim Z V = 4 and V does not contain invertible elements. For example (taking into account that C ∼ = C(F ) -the Cayley-Dickson matrix algebra over F ), we can take
Lemma 7. An algebra
, and, denoting B = ker(d), we have C = B + V . By lemma 2, B is a division algebra, thus C = B ⊕ V and dim Z B = 4. Combining the facts that B is simple, Z(C) ⊆ Z(B) and applying theorem 1 we have that B is an associative subalgebra in C. By [20, p.39] , in C the following relation is valid:
Putting b = d(a), we obtain
Applying d on (1), we have
Subtracting (4) from (5), we obtain t(d(a))a + f (a, d(a)) = 0. If a and 1 are linearly independent over Z, then we have
In the case when a ∈ Z, then a ∈ ker(d) and relation (6) By [20, p.26] , for any x, y, w ∈ C we have n(x)f (y, w) = f (xy, xw).
And for x = v, y = 1, w = u, using (6), we obtain 
Putting into (7) x = b, z = a, y = b −1 c, w = 1, where a, c ∈ B, we have
and so by arbitrariness of a, c we conclude that f (B, B) = 0, that is, B ⊆ B ⊥ .
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for any a, c ∈ B. Consequently, xB ⊂ B ⊥ and C = B ⊥ , which contradicts the nondegeneracy of the form f . We put x = d −1 (1). It's obvious that x / ∈ B and C = B ⊕ xB. Relation (6) implies that 0 = f (x, 1) = t(x). Now we only have to prove that B is a field. By the definition of f and the fact that f (B, B) = 0, for any a, c we have 0 = f (a, c) = n(a + c) − n(a) − n(c), which means that n is a ring homomorphism from B to Z. In view of B being simple, together with n(1) = 1, ker(n) = 0, and we conclude that B is a subfield of Z.
Conversely, suppose that condition (I) holds, that is C is obtained from B by means of the Cayley-Dickson process. Let 0 = u be an element of B such that t(u) = 0. Consider the mapping d : a + vb → v(bu), where a, b ∈ B. We are to show that d is a derivation. Indeed, for any a 1 , b 1 , a 2 , b 2 
Now assume that condition (II) holds. Consider the mapping d : a + xb → b. We are to show that d is a derivation with invertible values. Since we have B = B ⊥ , then for any a ∈ B, t(a) = 0 holds. Combining (3) and char(C) = 2, we obtain
particularly, d([x, a]) = 0. Substituting x in (1), we deduce that x 2 ∈ Z. Using (8), it's easy to check that for a, c ∈ B the following identity holds:
and consequently, d((a, c, x)) = 0. Now we will prove that d is a derivation. For arbitrary a, b, c, h ∈ B we have
Consider the last two summands:
On the other hand,
Therefore we need to show that d((ax)(cx)) = a(cx) + (ax)c. Transforming the corresponding expressions, we have:
Using the middle Moufang identity, we obtain
Equating the expressions, we will arrive at the relation (9), which, as was shown earlier, holds identically. Therefore d is a derivation of C. Since d takes values in B, which is a field, it's obvious that d is a derivation with invertible values. The lemma is proved.
Example. In work [22] an example of a split Cayley-Dickson algebra C which has a subfield of dimension 4 was provided. Let's consider an imperfect field F of characteristic 2 and elements α, β ∈ F such that α, β, αβ are linearly independent over F 2 . Then subalgebra B of matrix Cayley-Dickson algebra C(F ), generated by elements
is a subfield of C, and dim F B = 4. In 1955, Jacobson [7] proved that a Lie algebra over a field of characteristic zero admitting a non-singular (invertible) derivation is nilpotent. The problem of whether the inverse of this statement is correct remained open until work [23] , where an example of nilpotent Lie algebra, whose derivations are nilpotent (and hence, singular), was constructed. Such types of Lie algebras are called characteristically nilpotent Lie algebras.
The study of derivations of Lie algebras leads to the appearance of the notion of their natural generalization -a prederivation of a Lie algebra, which is a derivation of a Lie triple system induced by that algebra. In [8] it was proved that Jacobson's result is also true in terms of pre-derivations. Several examples of nilpotent Lie algebras whose pre-derivations are nilpotent were presented in [8] , [24] .
In paper [9] a generalization of derivations and pre-derivations of Lie algebras is defined as a Leibniz-derivation of order k. Moens proved that a Lie algebra over a field of characterisic zero is nilpotent if and only if it admits an invertible Leibniz-derivation. After that, Fialowski, Khudoyberdiyev and Omirov [25] showed that with the definition of Leibniz-derivations from [9] the similar result for non-Lie Leibniz algebras is not true. Namely, they gave an example of a non-nilpotent Leibniz algebra which admits an invertible Leibniz-derivation. In order to extend the results of paper [9] for Leibniz algebras they introduced a definition of Leibniz-derivations of Leibniz algebras which agrees with the case of Leibniz-derivations of Lie algebras, and proved that a Leibniz algebra is nilpotent if and only if it admits an invertible Leibniz-derivation. It should be noted that there exist non-nilpotent Filippov (n-Lie) algebras with invertible derivations (see [26] ). Also, in [27] a generalization of pre-derivations of associative algebras was considered.
The main purpose of this section is to prove the analogue of Moens's theorem for alternative algebras. Throughout the section all spaces of algebras are assumed finite-dimensional over a field of characteristic zero.
Definition. A Leibniz-derivation (by Moens) of order n for an algebra A is an endomorphism φ of that algebra satisfying the identity φ((. . . (x 1 x 2 ) . . .)x n ) = Proof. Let A be a finite-dimensional alternative algebra with an invertible Leibniz-derivation φ of order n and β(A) be the nilpotent radical of A (it's also widely known that in the finite-dimensional case it coincides with rad(A), the solvable radical of A). Using [20] , we can establish that A/β(A) can be represented as finite sum of its minimal ideals, where each of them is either a full matrix algebra over some division ring or a Cayley-Dickson algebra over its center. Therefore, algebra A/β(A) possesses unit element 1. We will regard A as a direct sum: A = A s + β(A), where A s is a semisimple alternative algebra isomorphic to A/β(A) (Wedderburn-Malcev decomposition). Using the idea of the proof from [9] we shall prove that φ(β(A)) ⊆ β(A). We will remark that in the case when φ is a derivation it was proved for all algebras with locally nilpotent radical in [28] .
Step 1. We define on vector space A the structure of n-ary algebra A n with multiplication [a 1 , a 2 , . . . , a n ] n = (. . . (a 1 a 2 ) . . .)a n .
Hence φ is a derivation of n-ary algebra A n . We shall show that solvable radicals rad(A n ) and rad(A) of algebras A n and A coincide. It's clear that rad(A) ⊆ rad(A n ). Consider the natural projection π : A → A s . It's easy to see that π(rad(A n )) is a solvable ideal in A s : applying π to the both sides of relation [A, . . . , rad(A n ), . . . , A] n ⊆ rad(A n ), and using the fact that A s has a unit, we have π(rad(A n ))A s + A s π(rad(A n )) ⊆ π(rad(A n )).
Consequently, since A s is semisimple, we have π(rad(A n )) = 0. Step 2. We will now show that φ(β(A)) ⊆ β(A). Let β(A) = τ = τ 1 = rad(A n ) and τ t+1 = [τ t , τ t , . . . , τ t ] n . Then we have τ = τ 1 τ 2 . . . τ p τ p+1 = 0.
