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1 Introduction
Many complex networks in nature exhibit two properties that are seemingly at odds. They
are clustered—neighbors of neighbors are very likely to be neighbors—and they are small
worlds—any two nodes can typically be connected by a relatively short path. Watts and
Strogatz [17] referred to this as the small world phenomenon and proposed a network
model that was shown through simulation to capture the two properties. The model
incorporates a parameter that interpolates between fully local and fully global regimes. As
the parameter is varied the small world property is roused before the clustering property is
lost. These computations were later backed up by a semi-heuristic mean-field analysis in
[12]. Motivated by [17] and the book [16], many authors have shown experimentally that
the small world phenomenon can be found across a range of areas in science, medicine and
technology [3, 8, 11, 10, 14, 15]. In this work we show that the small world phenomenon
also emerges through a local-to-global cutoff in the context of Markov chains. Our model
is based on a simple random walk and hence is relevant to many physical, sociological,
epidemiological and computational applications [1, 2, 9, 13]. In particular, it may be
regarded as a teleporting random walk, of the type used by the search engine Google to
locate pages on the web [6, 7], restricted to a simple ring network.
An extremely attractive feature of our model is that it can be analyzed rigorously by
using tools from numerical analysis.
Full details of the material summarized here can be found in [5]. Recent work that deals
with the question of navigation in a small world setting appears in [4].
2 Model
Our model is a perturbed version of a period random walk on a ring. Imagine the numbers
1, 2, 3, . . . , N arranged like the hours on a clock. Take a periodic random walk around
this clock—at each time level flip a fair coin; if it lands heads, move clockwise, and if it
lands tails, move anticlockwise. Now alter the process so that before taking each step you
toss another, biased, coin that lands heads with small probability δ. In the event that
the biased coins lands heads, then pick a number between 1 and N uniformly at random
and move there. Otherwise, follow the fair coin procedure above. In this model, most
of the time we follow a traditional periodic random walk, but occasionally (when the
biased coin lands heads) we take a teleporting jump across the network. This teleporting
idea is used by search engines such as Google to locate pages on the web. (Traverse the
web by following links out of pages, but, to avoid reaching a cycle or a dead end, take
(1)Supported by a Research Fellowship from the Leverhulme Trust
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the occasional jump). Teleporting is very similar in spirit to the rewiring/shortcutting
process that has been observed to produce small world networks of the type described in
section 1, and we will show that an analogous cutoff effect arises.
3 Result
The small world phenomenon for networks involves the pathlength between nodes. Anal-
ogously, we may study the small world phenomenon for our random walk model by
measuring the mean hitting time, that is, the average number of steps that it takes to
reach B starting from A, where A,B ∈ {1, 2, . . . , N} are chosen uniformly at random.
The problem of analysing the mean hitting time can be set up as a linear algebraic system
of dimension N−1. We are interested in behaviour for large systems, that is, the N →∞
limit.
The key to the analysis is to identify the mean hitting time system as a finite difference
approximation to an underlying continuum limit. The continuum limit itself depends
upon N (i.e. the grid spacing), but careful analysis shows that convergence takes place
in an appropriate sense, so that limiting behaviour may be captured.
The analysis shows that it is natural to let the teleporting jump probability, δ, scale with
N according to
δ =
K
N2
, for fixed K.
In this regime, we find that, up to O(N−1) terms, the mean hitting time, normalized by
the mean hitting time when δ = 0, has the form
y =
6
K
x, (3.7)
where
x =
√
2K
2 tanh
√
2K
2
− 1 (3.8)
is an expression for the expected number of teleporting jumps taken per random walk.
We may now examine the small world property of the model by plotting y against x as
K is varied. This shows how the introduction of shortcuts (teleporting jumps) makes it
easier to get around the network. Figure 3.5 gives the picture. We see that there is an
abrupt drop in the hitting time as x increases beyond x ≈ 10−1. This “order 1 shortcut
cutoff effect” agrees with the fundamental observation of Watts and Strogatz [17] for
their small world network model.
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Figure 3.5: x-axis is the average number of teleporting jumps per excursion, y-axis is the
mean hitting time (normalized by dividing by the mean hitting time with δ = 0). The
picture was produced from (3.7)–(3.8) by varying K.
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