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Abstract
In this paper we study the complexity of the maximum constraint satisfaction problem (MAX CSP)
over an arbitrary ﬁnite domain.An instance of MAX CSP consists of a set of variables and a collection
of constraints which are applied to certain speciﬁed subsets of these variables; the goal is to ﬁnd
values for the variables which maximize the number of simultaneously satisﬁed constraints. Using
the theory of sub- and supermodular functions onﬁnite lattice-ordered sets,weobtain theﬁrst examples
of general families of efﬁciently solvable cases of MAX CSP for arbitrary ﬁnite domains. In addition,
we provide the ﬁrst dichotomy result for a special class of non-Boolean MAX CSP, by considering
binary constraints given by supermodular functions on a totally ordered set. Finally, we show that the
equality constraint over a non-Boolean domain is non-supermodular, and, when combined with some
simple unary constraints, gives rise to cases of MAX CSP which are hard even to approximate.
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1. Introduction
Themain object of our study in this paper is themaximum constraint satisfaction problem
(MAX CSP) where one is given a collection of constraints on overlapping sets of variables
and the goal is to ﬁnd an assignment of values to the variables that maximizes the num-
ber of satisﬁed constraints. A number of classic optimization problems including MAX
3-SAT, MAX CUT and MAX DICUT can be represented in this framework, and it can also be
used to model optimization problems arising in more applied settings, such as database
design [11].
The MAX CSP framework has been well-studied in the Boolean case, i.e. when the set of
values for the variables is {0, 1}. Many fundamental results have been obtained, concerning
both complexity classiﬁcations and approximation properties (see, e.g. [8,9,21,24,25,37]).
In the non-Boolean case, a number of results have been obtained that concern approximation
properties (see, e.g. [11,14,15,33]). However, there has so far been very little study of
efﬁcient exact algorithms, or complexity, for subproblems of non-Boolean MAX CSP. This
paper presents a general approach which is aimed at ﬁlling this gap.
We study a standard parameterized version of the MAX CSP, in which restrictions may be
imposed on the types of constraints allowed in the instances. In particular, we investigate
which restrictions make such problems tractable, by allowing a polynomial time algorithm
to ﬁnd an optimal assignment. This setting has been extensively studied and completely
classiﬁed in the Boolean case [8,9,24,25]. In contrast, we consider here the case where the
set of possible values is an arbitrary ﬁnite set.
Experience in the study of various forms of constraint satisfaction [2–5,23] has shown that
themore general formof such problems, inwhich the domain is an arbitrary ﬁnite set, is often
considerably more difﬁcult to analyze than the Boolean case. The techniques developed
for the Boolean case typically involve the careful manipulation of logical formulas; such
techniques do not readily extend to larger domains. For example, Schaefer [31] obtained a
complete classiﬁcation of complexity for the standard constraint satisfaction problem in the
Boolean case using such techniques in 1978; although he raised the question of generalizing
this result to larger domains in the same paper, little progress was made for the next twenty
years.
The key step in the analysis of the standard constraint satisfaction problem [3,4] was the
discovery that the characterization of the tractable cases over the Boolean domain can be
restated in an algebraic form [23]. This algebraic description of the characterization has
also proved to be a key step in the analysis of the counting constraint satisfaction problem
[5] and the quantiﬁed constraint satisfaction problem [2]. However, this form of algebraic
description does not provide a suitable tool for analyzing the MAX CSP, which is our focus
here.
The main contribution of this paper is the ﬁrst general approach to and the ﬁrst general
results about the complexity of subproblems of non-Boolean MAX CSP. We point out that
the characterization of the tractable cases of MAX CSP over a Boolean domain can also be
restated in an algebraic form, but using a rather different algebraic framework: we show
that they can be characterized using the property of supermodularity. We also show how
this property can be generalized to the non-Boolean case, and hence used to identify large
families of tractable subproblems of the non-Boolean MAX CSP. Moreover, we give some
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results to demonstrate how non-supermodularity can cause hardness of the corresponding
subproblem.
The properties of sub- and supermodularity have been extensively used to study combi-
natorial optimization problems in other contexts. In particular, the problem of minimizing
a submodular set function has been thoroughly studied, due to its applications across many
research areas [17,20,22,26,27]. The dual problem of maximizing a supermodular function
has found interesting applications in diverse economicmodels, such as supermodular games
(see [36]). Submodular functions deﬁned on (products of) totally ordered sets correspond
precisely to Monge matrices and arrays (see, for example, survey [6]) which play an im-
portant role in solving a number of optimization problems including travelling salesman,
assignment and transportation problems [6]. Hence this paper also uniﬁes, for the ﬁrst time,
the study of the MAX CSP with many other areas of combinatorial optimization.
The structure of the paper is as follows. In Section 2 we discuss the MAX CSP prob-
lem, its Boolean case, its complexity, and the relevance of sub- and supermodularity. In
Sections 3 and 4, we give two different generalizations for the (unique) non-trivial tractable
case of Boolean MAX CSP: one to general supermodular constraints on restricted types of
ordered domains (distributive lattices), and the other to a restricted form of supermodular
constraint on more general ordered domains (arbitrary lattices). For the second case, we are
able to give a cubic time algorithm, based on a reduction to the MIN CUT problem. Section 5
describes a ﬁrst dichotomy result for non-Boolean MAX CSP, namely, for the case when the
set of allowed constraints contains all binary supermodular functions on a chain. As further
evidence that non-supermodularity causes hardness of MAX CSP, Section 6 establishes that,
in the non-Boolean case, allowing just the (non-supermodular) equality constraint and unary
constraints gives rise to versions of MAX CSP that are hard even to approximate. Finally,
in Section 7 we discuss our ideas in the light of the results obtained, and describe possible
future work.
2. Preliminaries
Throughout the paper, let D denote a ﬁnite set, with |D|> 1. Let R(m)D denote the set of
all m-ary predicates over D, that is, functions fromDm to {0, 1}, and let RD =⋃∞m=1R(m)D .
Deﬁnition 2.1. A constraint over a set of variables V = {x1, x2, . . . , xn}, is an expression
of the form f (x) where
• f ∈ R(m)D is called the constraint function;• x = (xi1 , . . . , xim) is called the constraint scope.
The constraint f is said to be satisﬁed on a tuple a = (ai1 , . . . , aim) ∈ Dm if f (a)= 1.
Deﬁnition 2.2. An instance of MAX CSP is a ﬁnite collection of constraints {f1(x1), . . . ,
fq(xq)}, q1, over a set of variables V = {x1, . . . , xn}, where fi ∈ RD for all 1 iq.
The goal is to ﬁnd an assignment  : V → D that maximizes the number of satisﬁed
constraints.
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Arguably, it is more appropriate for our purposes to consider the 0, 1 values taken by
constraint functions as integers and not as Boolean values; the goal in a MAX CSP instance
is then to maximize the function f : Dn → Z+ (where Z+ is the set of all non-negative
integers), deﬁned by
f (x1, . . . , xn)=
q∑
i=1
fi(xi ).
The weighted version of the MAX CSP problem, in which each constraint fi(xi ) has asso-
ciated weight i ∈ Z+, can be viewed as the problem of maximizing the function
f (x1, . . . , xn)=
q∑
i=1
i · fi(xi ).
In fact, the two versions of MAX CSP can be shown to be equivalent (as in [9, Lemma 7.2]).
Throughout the paper,F will denote a ﬁnite subset of RD which does not contain any
unsatisﬁable predicate (taking the value 0 on all tuples of arguments), and MAX CSP(F)
will denote the restriction of MAX CSP to instances where all constraint functions belong
toF. The central problem we consider in this paper is the following.
Problem 1. Classify the complexity of (weighted) MAX CSP(F) for all possible setsF.
Thoughwe do not solve this problemcompletely,we produce substantial evidence that, by
further exploiting the new ideas and results in this paper, one can make signiﬁcant progress
on this problem.
Recall that PO and NPO are optimization analogs of P and NP; that is, they are classes
of optimization problems that can be solved in deterministic polynomial time and non-
deterministic polynomial time, respectively. We will call problems in PO tractable. An
optimization problem is called NP-hard if it admits a polynomial time Turing reduction
from some NP-complete problem. The approximation complexity class APX consists of
all NPO problems for which there is a polynomial time approximation algorithm whose
performance ratio is bounded by a constant. A problem in APX is called APX-complete
if every problem in APX has a special approximation-preserving reduction, called an AP-
reduction, to it. It is not hard to show that everyAPX-complete problem isNP-hard. Formore
detailed deﬁnitions of approximation and optimization complexity classes and reductions,
the reader is referred to [1,9,29].
Proposition 2.3. MAX CSP(F) belongs toAPX for everyF.
Proof. For the case |D|=2, our statement isTheorem13.2 [28] or Proposition 5.17 [9].Gen-
eralization to larger ﬁnite domains is almost identical to the proofs of the above-mentioned
results, as we will now show.
Let I be an instance of MAXCSP(F) with m constraints and n variables x1, . . . , xn.
Let k be the maximum arity of a predicate inF. We may without loss of generality assume
that every constraint fi(xi ) in I has k different variables, some of which may be dummy
and hence not mentioned explicitly. If ti is the number of assignments of values to the k
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variables of fi that satisfy fi , then a random assignment of values to all n variables satisﬁes
fi with probability pi = ti|D|k  1|D|k . Hence, a random assignment is expected to satisfy
p(I)=∑mi=1pi m|D|k constraints.An assignment satisfying at least m|D|k constraints can be
found deterministically as follows. IfD={d1, . . . , dl} then p(I)= 1l
∑l
j=1p(I[x1=dj ]),
where I[x1 = dj ] is I with x1 instantiated with the value dj . Hence, there is some s,
1s l, such thatp(I[x1=ds])p(I). Clearly, we can compute all valuesp(I[x1=dj ])
in polynomial time (just as we computed p(I)), ﬁnd ds and ﬁx this value for x1.If we
continue like this with x2 and so on, we will obtain the required assignment. Since the
optimum number of satisﬁed constraints is obviously not greater than m (the total number
of constraints), this is a polynomial-time algorithm that satisﬁes at least 1|D|k of the optimum
number of satisﬁed constraints in any instance. 
A complete classiﬁcation of the complexity of MAX CSP(F) for a two-element set D
was obtained in [8,9,25]. Before stating that result we need to give some deﬁnitions.
Deﬁnition 2.4. An endomorphismofF is a unary operationonD such thatf (a1, . . . , am)
= 1 ⇒ f ((a1), . . . ,(am)) = 1 for all f ∈ F and all (a1, . . . , am) ∈ Dm. We will say
thatF is a core if every endomorphism ofF is injective (i.e. a permutation).
The intuition here is that ifF is not a core then it has a non-injective endomorphism ,
which implies that, for every assignment , there is another assignment  that satisﬁes
all constraints satisﬁed by  and uses only a restricted set of values, so the problem can be
reduced to a problem over this smaller set. For example, ifD = {0, 1} thenF is not a core
if and only if f (a, . . . , a)= 1 for some a ∈ D and all f ∈F. Obviously, in this case the
assignment that assigns the value a to all variables satisﬁes all constraints, so it is optimal,
and hence MAX CSP(F) is trivial.
Deﬁnition 2.5 (Creignou et al. [9]). A function f ∈ R(n){0,1} is called 2-monotone if it can
be expressed as follows:
f (x1, . . . , xn)= 1 ⇔ (xi1 ∧ · · · ∧ xis ) ∨ (x¯j1 ∧ · · · ∧ x¯jt ),
where either of the two disjuncts may be empty (i.e. the values of s or t may be zero).
Theorem 2.6 (Creignou [8], Creignou et al. [9], Khanna et al. [25]). LetF ⊆ R{0,1} be
a core. If every f ∈ F is 2-monotone, then (weighted) MAX CSP(F) is in PO, otherwise
it isAPX-complete.
Aswe announced in the introduction, themain new toolswhichwe introduce to generalize
(the tractability part of) this result will be the conditions of sub- and supermodularity. We
will consider themost general type of sub- and supermodular functions, that is, those deﬁned
on a (general) lattice, as in [35,36]. Recall that a partial order on a setD is called a lattice
order if, for every x, y ∈ D, there exist a greatest lower bound x  y and a least upper
bound x unionsq y. The algebraL= (D,,unionsq) on D with two binary operations  and unionsq is called
a lattice, and we have x  y ⇔ x  y = x ⇔ x unionsq y = y. As is well known, every ﬁnite
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lattice has a least element and a greatest element, which we will denote by 0L and 1L,
respectively. In fact, since D is ﬁnite, the existence of both a greatest lower bound for every
pair of elements and a greatest element is sufﬁcient for a partial order to be a lattice order.
(For more information about lattices, see, e.g. [12].)
For tuples a= (a1, . . . , an), b= (b1, . . . , bn) inDn, let ab and aunionsqb denote the tuples
(a1  b1, . . . , an  bn) and (a1 unionsq b1, . . . , an unionsq bn), respectively.
Deﬁnition 2.7. LetL = (D,,unionsq) be a lattice. A function f : Dn → Z+ is called sub-
modular onL if
f (a  b)+ f (a unionsq b)f (a)+ f (b) for all a,b ∈ Dn.
It is called supermodular onL if
f (a  b)+ f (a unionsq b)f (a)+ f (b) for all a,b ∈ Dn.
The sets of all submodular and supermodular functions on L, will be denoted SbmodL
and SpmodL, respectively.
Note that sub- and supermodular functions are usually deﬁned to take values in R, but,
in the context of MAX CSP, it is appropriate to restrict the range to consist of non-negative
integers.
The properties of sub- and supermodularity are most often considered for functions
deﬁned on subsets of a set, which corresponds to the special case of Deﬁnition 2.7 where
|D|=2.A function on subsets of a set is submodular if f (X∪Y )+f (X∩Y )f (X)+f (Y )
for all subsets X, Y , and it is supermodular if the inverse inequality holds [17,27]. The
problem of submodular set function minimization has attracted considerable attention from
researchers during the last twenty years (see, e.g. [17,20,22,26,27,32]), in particular, due
to its numerous applications in combinatorial optimization. Some results have also been
obtained that concern minimization of a submodular function deﬁned on a family of subsets
[18,20,22,32], or on a ﬁnite grid (or integer lattice) [16,34], or on general lattices [35,36].
Observation 2.8. Let f1 and f2 be submodular functions on a latticeL.
• For any constants, 1, 2 ∈ Z+, the function 1f1 + 2f2 is also submodular.
• For any number K, the function f ′ =K − f1, is supermodular.
• The function f1 is submodular on the dual latticeL obtained by reversing the order
ofL.
(Corresponding statements also hold when the terms submodular and supermodular are
exchanged throughout.)
The next proposition shows that the non-trivial tractable case of Boolean MAX CSP
identiﬁed in Theorem 2.6 can be characterized using supermodularity.
Proposition 2.9. A function f ∈ R{0,1} is 2-monotone if and only if it is supermodular.
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Proof. It is straightforward to verify that every 2-monotone function is supermodular.
Indeed, let f be an n-ary 2-monotone function. Fix the lattice order 0< 1 on {0, 1}. Note
that the other lattice order on {0, 1} is dual, and hence, by Observation 2.8, supermodularity
is not affected by the choice of order. Take two n-tuples a and b on {0, 1}. If f (a)= 1 and a
satisﬁes the disjunct without negations (see Deﬁnition 2.5) then so does a unionsq b. If f (a)= 1
and a satisﬁes the disjunct with negations then so does a  b. Obviously, the two previous
assertions hold if we exchange a and b throughout. Hence, if at most one of f (a), f (b) is
1, or if f (a) = f (b) = 1 and a and b satisfy different disjuncts, then the supermodularity
inequality holds. If f (a)= f (b)= 1 and a and b satisfy the same disjunct then it is easy to
see that both a  b and a unionsq b satisfy this disjunct. Hence, f (a  b)= f (a unionsq b)= 1, and the
supermodularity inequality holds as well. It follows from this that, for all choices of a and
b, we have f (a)+ f (b)f (a  b)+ f (a unionsq b).
For the converse, we assume that f is supermodular and show that it is 2-monotone.
Assume that c  a  d (where the order is component-wise) are such that the three tuples
are all different and f (a)= 1 while f (c)= f (d)= 0. Deﬁne b= (b1, . . . , bn) as follows:
bi = di − ai + ci for all 1 in. Note that, since 0ciaidi1 for all i, we have
bi ∈ {0, 1}. Moreover, it can be easily checked that cbd and ab= c, aunionsqb=d. Then
we have f (a)+ f (b)1> 0= f (ab)+ f (aunionsqb), a contradiction with supermodularity
of f . It follows that, for every a such that f (a)=1, either all bwith b  a satisfy f (b)=1,
or all b with b  a satisfy f (b)= 1, or both.
Suppose that there is a tuple a such that f (b) = 1 whenever b  a. We will show that
there is a unique maximal tuple with this property. Assume, on the contrary, that there are
two maximal tuples, a1 and a2 with this property. Take any tuple c such that c  a1unionsqa2 and
let c1= c a1, c2= c a2. Note that f (c1)=f (c2)= 1. It is easy to verify that c= c1 unionsq c2.
By supermodularity of f, we have f (c1) + f (c2) = 2f (c1  c2) + f (c). It follows that
f (c)= 1, which is a contradiction with the choice of a1, a2. Therefore, if f (0, . . . , 0)= 1
then there is unique maximal element a such that f (b) = 1 whenever b  a. Similarly,
if f (1, . . . , 1) = 1 then there is unique minimal element a′ such that f (b) = 1 whenever
b  a′. Now let {j1, . . . , jt } be the set of all indices j such that the jth component of a is 0
(if a exists), and, dually, let {i1, . . . , is} be the set of all indices i such that the ith component
of a′ is 1 (if a′ exists). Clearly, f can now be expressed as shown in Deﬁnition 2.5. 
Proposition 2.9 is a key step in extending tractability results for MAX CSP from the
Boolean case to an arbitrary ﬁnite domain, as it allows us to re-state Theorem 2.6 in the
following form.
Corollary 2.10. LetF ⊆ R{0,1} be a core. IfF ⊆ Spmod{0,1}, then (weighted) MAX CSP
(F) is in PO, otherwise it isAPX-complete.
3. Supermodular constraints on distributive lattices
In this section we consider constraints given by supermodular functions on a ﬁnite dis-
tributive lattice. Recall that a ﬁnite lattice D = (D,,unionsq) is distributive if and only if it
can be represented by subsets of a set A, where the operations unionsq and  are interpreted as
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set-theoretic union and intersection, respectively [12]. It is well-known [12] that A can be
chosen so that |A| |D|, and the standard representation for D (see Theorem 5.12 [12])
can clearly be found in constant time for any ﬁxed D. Note that if D is a ﬁnite distributive
lattice, then the product lattice Dn = (Dn,,unionsq) is also a ﬁnite distributive lattice, which
can be represented by subsets of a set of size at most |D| · n, since every element ofD can
be represented using at most |D| bits.
It was shown in [22,32] that a submodular function on a ﬁnite distributive lattice,1 which
is representable by subsets of an n-element set, can be minimized in polynomial time in
n (assuming that computing the value of the function on a given argument is a primitive
operation). The complexity of the best known algorithm is O(n5 min{log nM, n2 log n})
where M is an upper bound for the values taken by the function [22].
Using this result, and the correspondence between sub- and supermodular functions, we
obtain the following general result about tractable subproblems of MAX CSP.
Theorem 3.1. Weighted MAX CSP(F) is in PO whenever F ⊆ SpmodD for some
distributive latticeD on D.
Proof. Assume thatF ⊆ SpmodD, and let
f (x1, . . . , xn)=
q∑
i=1
i · fi(xi )
be an instance of weighted MAX CSP(F). If we set W =∑qi=1i , then f ′ = W − f is
an n ary submodular function on D, and the minimizers of f ′ are exactly the maximizers
of f. Clearly, computing the value of f ′ on a given argument can be done in linear time.
Note that f ′ can be seen as a unary submodular function on the latticeDn. SinceD can be
represented byBoolean tuples of (ﬁxed) length atmost |D|, the latticeDn can be represented
by Boolean tuples of (ﬁxed) length at most |D|n, that is, by subsets of a set with at most
|D|n elements. Thus, we can apply, for example, the submodular set function minimization
algorithm from [22] to maximize f in polynomial time. 
It is currently not known whether submodular functions on non-distributive lattices can
be minimized in polynomial time, and this problem itself is of interest due to some appli-
cations (see [22]). Obviously, any progress in this direction would imply that MAX CSP for
supermodular constraints on the corresponding lattices could also be solved efﬁciently.
4. Generalized 2-monotone constraints
In this sectionwe give a cubic-time algorithm for solvingMAX CSP(F)whenF consists
of supermodular functions of a special form which generalizes the class of 2-monotone
Boolean constraints deﬁned above. Throughout this sectionL denotes an arbitrary (that is,
not necessarily distributive) ﬁnite lattice.
1 Referred to in [32] as a ring family.
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Deﬁnition 4.1. A function f ∈ R(n)D will be called generalized 2-monotone on a latticeL
on D if it can be expressed as follows:
f (x)= 1 ⇔ ((xi1  ai1) ∧ · · · ∧ (xis  ais )) ∨ ((xj1  bji ) ∧ · · · ∧ (xjt  bjt )),
(1)
where x = (x1, . . . , xn), ai1 , . . . , ais , bj1 , . . . , bjt ∈ D, and either of the two disjuncts
may be empty (i.e. the value of s or t may be zero).
It is easy to check that all generalized 2-monotone functions are supermodular (but the
converse is not true in general). To obtain an efﬁcient algorithm for MAX CSP(F) when
F consists of generalized 2-monotone functions, we construct a reduction to the MIN CUT
problem, which is known to be solvable in cubic time [19].
To describe the reduction, we need to give somemore notation and deﬁnitions. Recall that
a principal ideal in a latticeL is a set of the form {x ∈L | x  a}, for some a ∈L, and a
principal ﬁlter (or dual ideal) is a set of the form {x ∈L | x  b}, for some b ∈L. For any
generalized 2-monotone function f , we will call the ﬁrst disjunct in Eq. (1) of Deﬁnition
4.1 (containing conditions of the form x  a), the ideal part of f , and the second disjunct
in this equation (containing conditions of the form x  b), the ﬁlter part of f .
For any latticeL, and any c, d ∈L, we shall write c ≺ d if cd and there is no u ∈L
with cud . Finally, let Bb denote the set of all maximal elements in {x ∈ L | x/b}.
Now we are ready to describe the digraph used in the reduction.
Deﬁnition 4.2. Let L be a lattice on a ﬁnite set D, and let F be a set of generalized
2-monotone functions onL.
LetI={1 ·f1(x1), . . . ,q ·fq(xq)}, q1, be an instance of weighted MAX CSP(F),
over a set of variables V = {x1, . . . , xn}, and let∞ denote an integer greater than∑i .
We construct a digraph GI as follows:
• The vertices of GI are as follows:
◦ {T , F } ∪ {xd | x ∈ V, d ∈ D} ∪ {ei, e¯i | i = 1, 2, . . . , q}.
For each fi where the ideal part is empty, we identify the vertices ei andF. Similarly,
for each fi where the ﬁlter part is empty, we identify the vertices e¯i and T.
• The arcs of GI are deﬁned as follows:
◦ For each c ≺ d inL and for each x ∈ V , there is an arc from xc to xd with weight
∞;
◦ For each fi , there is an arc from e¯i to ei with weight i ;
◦ For each fi , and each conjunct of the form x  a in fi , there is an arc from ei to xa
with weight∞;
◦ For each fi , and each conjunct of the form x  b in fi , there is an arc from every
xu, where u ∈ Bb, to e¯i with weight∞.
Arcs with weight less than∞ will be called constraint arcs.
It is easy to see thatGI is a digraph with source T and sink F. The number of vertices in
GI is at most 2+n · |D|+2q, and the number of edges at most n|D|2+q(1+|D|+ |D|2).
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Fig. 1. Example of digraph GI. Dashed lines denote constraint arcs, and solid lines denote arcs of weight∞.
Example 1. Let L be the lattice on {0, a, b, 1} such that 0 = 0L , 1 = 1L , and the
“middle” elements a and b are incomparable. Consider the instance I of MAX CSP(F)
corresponding to maximizing the following function:
f (x, y)= 1 · f1(x)+ 2 · f2(x)+ 3 · f3(x, y)+ 4 · f4(y),
where the constraint functions fi are deﬁned as follows:
f1(x)= 1 ⇔ (x  a),
f2(x)= 1 ⇔ (x  b),
f3(x, y)= 1 ⇔ (y  0) ∨ (x  1),
f4(y)= 1 ⇔ (y  1).
Note that, in L, B1 = {a, b}, and Bb = {a}. One can check that the digraph shown in
Fig. 1 is the graph GI speciﬁed in Deﬁnition 4.2 above.
We will now show how any instance I of weighted MAX CSP(F) can be reduced to
computing a minimum cut in the graph GI.
Theorem 4.3. LetL be a lattice on a ﬁnite set D. IfF consists of generalized 2-monotone
functions onL, then (weighted) MAX CSP(F) is solvable in O(q3 + n3|D|3) time, where
q is the number of constraints and n is the number of variables in an instance.
Proof. LetL be an arbitrary lattice on the ﬁnite set D, and letF be a set of generalized
2-monotone functions onL.
LetI={1 ·f1(x1), . . . ,q ·fq(xq)}, q1, be an instance of weighted MAX CSP(F),
over a set of variables V = {x1, . . . , xn}.
Deﬁne the deﬁciency of an assignment  as the difference between ∑qi=1i and the
evaluation of  onI. In other words, the deﬁciency of  is the total weight of constraints
not satisﬁed by . We will prove that minimal cuts in GI exactly correspond to optimal
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assignments to I. More precisely, we will show that, for each minimal cut in GI with
weight , there is an assignment forI with deﬁciency at most , and, for each assignment
toI with deﬁciency ′, there is a cut in GI with weight ′.
The semantics of the construction of GI will be as follows: the vertices of the form
xa correspond to assertions of the form x  a, and arcs between these vertices denote
implications about these assertions. Given a minimal cut in GI, we will call a vertex xa
reaching if F can be reached from it without crossing the cut. Furthermore, if a vertex xa is
reaching then this will designate that the corresponding assertion is false, and otherwise the
corresponding assertion is true. A constraint is not satisﬁed if and only if the corresponding
constraint arc crosses the cut.
Let C be a minimal cut inGI. Obviously, C contains only constraint arcs. First we show
that, for every variable x ∈ V , there is a unique minimal element a ∈L (depending on x)
such that xa is non-reaching. Indeed, assume that there are two such minimal elements, a
and a′. Let c = a  a′. Then xc is reaching, that is, there is a path in GI from xc to F not
crossing the cut. Consider the ﬁrst arc in this path containing a vertex not of the form xr .
By construction of GI, it has to be an arc of the form (xc′ , e¯i ) for some c′  c such that
I contains a constraint fi(xi ) whose ﬁlter part has a conjunct x  b and c′ ∈ Bb. Assume
ﬁrst that both a  b and a′  b. Then, by the choice of c, we have c′  c  b which
contradicts the condition c′ ∈ Bb. Now assume without loss of generality that a/b. Then
there is d ∈ Bb such that d  a. It follows that GI contains an arc (xd, e¯i), as part of the
construction of GI corresponding to the constraint fi(xi ) whose ﬁlter part has a conjunct
x  b. Then there is a path from xa to e¯i consisting of non-constraint arcs (and hence not
crossing the cut), and a path from e¯i to F (which is a part of the path from xc to F) that
does not cross the cut either. It follows that there is a path from xa to F that does not cross
the cut, which contradicts the assumption that xa is non-reaching. So, we cannot have more
than one minimal element a ∈ L such that xa is non-reaching. It remains to notice that
x1L is always non-reaching, since 1L /∈Bb for any b ∈L.
Deﬁne an assignment C as follows:
C(x) is the unique minimal element a such that xa is non-reaching.
Suppose that a constraint arc is not in the cut. The assignment satisﬁes the ﬁlter part of the
corresponding constraint if the arc is on the F side of the cut, and it satisﬁes the ideal part of
the constraint otherwise. To establish this, suppose ﬁrst that the constraint arc is of the form
(T , ei), that is, it corresponds to a constraint with an empty ﬁlter part. Then, for every vertex
xa such that there is an arc (ei, xa), the assertion C(x)  a is true, since otherwise xa is
reaching and F would be reachable from T. Similarly, if the constraint arc is of the form
(e¯i , F ), then every vertex xa , such that (xa, e¯i) is an arc, is reaching, and, therefore, the
assertion C(x)  a is false. This implies that the ﬁlter part of the constraint fi is satisﬁed,
since, for any x, if C(x) / a for all a ∈ Bb then C(x)  b. Finally, suppose that the
arc is of the form (e¯i , ei). Then, if there is a reaching vertex xa such that there is an arc
(ei, xa) then every vertex yc, where c is such that there is an arc (yc, e¯i ), is also reaching,
which implies that C(y) / c for such y and c, and hence the ﬁlter part of the constraint fi
is satisﬁed. If all such vertices xa are non-reaching then all assertions C(x)  a are true
and the ideal part of fi is satisﬁed. Therefore, the deﬁciency of C is not greater than the
weight of C.
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Conversely, let  be an assignment toI, and let K be the set of constraints inI that give
a zero evaluation on . Consider any path from T to F. By construction of GI, this path
has the following structure: the ﬁrst two arcs are (T , ei) and (ei, xa) for some i, x ∈ V ,
and a ∈ D. Then the path goes up in the x-copy of the digraph representing L (which
is, in fact, the Hasse diagram of L) to some vertex xb with a  b. Then the path goes
via arcs of the form (xb, e¯j ), (e¯j , ej ), (ej , yc) to the y-copy of the digraph representing
L, where y ∈ V and c ∈ D. It travels up this copy to some other vertex yd and then via
a triple of arcs as above, and so on. The ﬁnal part of this path consists of arcs (zr , e¯k),
(e¯k, F ). We examine, in order, the constraint arcs along this path, replacing every disjunct
of the form (x1  b1) ∧ · · · ∧ (xt  bt ) in every constraint by an equivalent expression
(
∧
c∈Bb1 ¬(x1  c))∧ · · · ∧ (
∧
c∈Bbt ¬(xt  c)). Then we obtain a sequence of assertions
of the following form:
(. . . ∧ (xi1  a1) ∧ . . .)
(. . . ∧ ¬(xi1  b2) ∧ . . .) ∨ (. . . ∧ (xi2  a2) ∧ . . .) for some b2  a1
.
.
.
(. . . ∧ ¬(xik−1  bk) ∧ . . .) ∨ (. . . ∧ (xik  ak) ∧ . . .) for some bk  ak−1
(. . . ∧ ¬(xik  bk+1) ∧ . . .) for some bk+1  ak.
Since the second part of each assertion contradicts the ﬁrst part of the next, these assertions
cannot all hold simultaneously, so one of the corresponding constraints must in fact give a
zero evaluation on. Hence, every path fromT toF includes at least one edge corresponding
to a constraint from K, and so the edges corresponding to the set K form a cut in GI.
Furthermore, by the choice of K, the weight of this cut is equal to the deﬁciency of .
It follows that the standard algorithm [19] for theMIN CUT problem can be used to ﬁnd an
optimal assignment for any instance of MAX CSP(F). This algorithm runs in O(k3) where
k is the number of vertices in the graph. Since the number of vertices in GI is at most
2+ n · |D| + 2q, the result follows. 
Note that, unlike in the previous section, the latticeL is not required to be represented
(as a poset) by subsets of a set, which may have required exponential blow-up.
Theorem 4.3 shows that when the constraints in a MAX CSP instance are described
by generalized 2-monotone functions, then an optimal solution can be found much more
efﬁciently than by invoking the general algorithm for minimizing submodular functions.
Moreover, for non-distributive latticesL, the obtained class of constraints will, in general,
not be a subclass of the constraints studied in the previous section, and hence the known
forms of SFM algorithms may not be applicable at all in this case.
5. Binary supermodular constraints on a chain
In this section we consider supermodular functions on a ﬁnite totally ordered lattice, or
chain. One reason why chains are especially interesting in our study is the following lemma.
Lemma 5.1. Every unary function is supermodular on a lattice L if and only if L is a
chain.
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Proof. It is straightforward to check that ifL is a chain then every function f ∈ R(1)D is
supermodular onL, as the inequality in the supermodularity condition becomes equality.
For the converse, assume thatL is not a chain. This implies that |D|> 2, andL has two
incomparable elements a, b. Since a and b are incomparable, we have {aunionsqb, ab}∩{a, b}=
∅. Consider the function f such that f (a)= 1 and f (x)= 0 otherwise. It is easy to see that
f is not supermodular. 
It is easy to see that a chain is a distributive lattice, which implies that Theorem 3.1 can be
applied, and hence that MAX CSP(F) is tractable for all setsF consisting of supermodular
constraints on a chain. Furthermore, by Lemma 5.1, such sets of functions can include all
unary functions.
We will now show that, for supermodular constraints which are at most binary, this result
can be further strengthened, to obtain a more efﬁcient optimization algorithm.
Theorem 5.2. Let C be a chain on a ﬁnite set D. IfF ⊆ SpmodC, and each f ∈F is at
most binary, then MAX CSP(F) is solvable in O(n3|D|3) time, where n is the number of
variables in an instance.
Proof. Letf (x1, . . . , xn)=∑qi=1i ·fi(xi ) be an instanceI ofMAX CSP(F). Consider the
function f ′(x1, . . . , xn)=∑qi=1i · (1−fi(xi )). Note that the minimizers of f ′ are exactly
the maximizers of f and that, for every 1 iq, the function 1− fi(xi ) is submodular on
C. Theorem 4.7 [7] states that the problem of minimizing functions of the form∑qi=1gi(xi )
where every gi is submodular on C and at most binary can be solved exactly in O(n3|D|3)
time, and the result follows. 
The next theorem is the main result of this section. It shows that the only tractability-
preserving way of extending the set F from Theorem 5.2 is with further supermodu-
lar functions; all other extensions give rise to hard problems. Hence, it provides the ﬁrst
dichotomy result for a large class of non-Boolean MAX CSP problems.
Theorem 5.3. Let C be a chain on a ﬁnite set D, and let F ⊆ RD contain all at most
binary supermodular functions on C. IfF ⊆ SpmodC, then (weighted) MAX CSP(F) is
in PO, otherwise it is NP-hard.
Proof. If all functions inF are supermodular then the result follows from Theorem 3.1.
For the converse, assume thatF contains a non-supermodular function g ∈ R(k)D . We will
show that in this case MAX CSP(F) is NP-hard. Since g is not supermodular on C, there
exist a,b ∈ Dk such that g(a  b) + g(a unionsq b)< g(a) + g(b). Note that, since C is a
chain, both ai unionsq bi and ai  bi are in {ai, bi} for all 1 ik. For 1 ik, deﬁne functions
ti : {0, 1} → {ai, bi} by the following rule:
• if ai = bi then ti (0)= ti (1)= ai ;
• if aibi then ti (0)= ai and ti (1)= bi ;
• if biai then ti (0)= bi and ti (1)= ai .
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Then it is easy to check that the function g′ ∈ R(k){0,1} deﬁned by the rule
g′(x1, . . . , xk)= g(t1(x1), . . . , tk(xk))
is a Boolean non-supermodular function. We will need unary functions c′0, c′1 on {0, 1}
which are deﬁned as follows c′i (x) is 1 if x = i and 0 otherwise. It follows from Theorem
2.6 and Proposition 2.9 that MAX CSP(F′) on {0, 1}, whereF′ = {g′, c′0, c′1}, is NP-hard.
(Note that we include c′0, c′1 to ensure thatF′ is a core.) We will give a polynomial time
reduction from this problem to (weighted) MAX CSP(F).
In the reduction, we will use functions hi(x, y), 1 ik, deﬁned by the rule
hi(x, y)= 1 ⇔ ((x  0) ∧ (y  ti (0))) ∨ ((x  1) ∧ (y  ti (1))).
It is easy to see that these functions are generalized 2-monotone. In particular, they are
supermodular on C. Assume without loss of generality that 0, 1 ∈ D. Other functions used
in the reduction are from R(1)D , and are deﬁned as follows:
• for each d ∈ D, let cd(x)= 1 if and only if x = d;
• for each 1 ik, let c¯i (x)= 1 if and only if x ∈ {ai, bi};
• let c01(x)= 1 if and only if x ∈ {0, 1}.
By Lemma 5.1, all these functions are supermodular.
Let f ′(x1, . . . , xn)=∑qi=1i · f ′i (xi ) be an instance I′ of MAX CSP(F′), over the set
V ={x1, . . . , xn} of variables. LetW =∑i+1. Construct an instanceI ofMAX CSP(F)
containing all variables from V and further variables and constraints as follows:
• For every 1 iq such that f ′i (xi )= g′(xj1 , . . . , xjk ), introduce
◦ k new variables yij1 , . . . , yijk ,
◦ constraint g(yij1 , . . . , yijk ) with weight i ,
◦ constraints c¯1(yij1), . . . , c¯k(yijk ), each with weightW ,
◦ constraints h1(xj1 , yij1), . . . , hk(xjk , yijk ), each with weightW;• for every 1 iq such that f ′i (xi )= c′0(xj1), introduce constraint c0(xj1) with weight
i ;
• for every 1 iq such that f ′i (xi )= c′1(xj1), introduce constraint c1(xj1) with weight
i ;
• for every variable xi ∈ V , introduce constraint c01(xi) with weightW.
It is easy to see that I can be built from I′ in polynomial time. Let l be the number of
constraints with weightW inI.
For every assignment ′ toI′, let  be an assignment toI which coincides with ′ on
V, and, for every variable yijs , set (y
i
js
) = ts(′(xjs )). It is easy to see that  satisﬁes all
constraints of weightW. Moreover, every constraint of the form c′i (xj1), i ∈ {0, 1}, in I′
is satisﬁed if and only if the corresponding constraint ci(x′j1) in I is satisﬁed. It follows
from the construction of the function g′ and the choice of functions hi , c¯i , and c01 in I
that a constraint f ′i (xi ) in I
′ with the constraint function g′ is satisﬁed if and only if the
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corresponding constraint with constraint function g in I is satisﬁed. Hence, if the total
weight of satisﬁed constraints in I′ is  then the total weight of satisﬁed constraints in I
is l ·W + .
In the other direction, it is easy to see that every optimal assignment  toI satisﬁes all
constraints of weight W, therefore its weight is l · W +  for some <W . In particular,
it follows that (x) ∈ {0, 1} for every x ∈ V . Let ′ be an assignment to I′ that is the
restriction of  to V. Then the total weight of satisﬁed constraints in I′ is . Indeed, this
follows from the fact that all constraints of the form hi , c¯i , and c01 are satisﬁed, that all
variables yijs , 1sk, take values in the corresponding sets {as, bs}, and these values can
always be recovered from the values of the variables xjs by using the functions ts . Thus,
optimal assignments toI and toI′ exactly correspond to each other, and the result follows.

6. A simple non-supermodular constraint
We have established in the previous section that for chains, in the presence of all binary
supermodular functions, supermodularity is the only possible reason for tractability. It can
be shown using results of [30] that the binary supermodular functions on a ﬁnite chain
determine the chain (up to reverse order). However, by Lemma 5.1, all unary functions are
supermodular on every chain. It is therefore an interesting question to determine whether
supermodularity on a chain is the only possible reason for tractability of MAX CSP(F)
whenF contains all unary functions.2
In this section we give some evidence in favour of a positive answer to this question,
by considering a simple equality constraint. Interestingly, in all of the various versions of
the constraint satisfaction problem for which complexity classiﬁcations have previously
been obtained, an equality constraint can be combined with any tractable set of constraints
without affecting tractability. However, we show here that such a constraint gives rise to
hard subproblems of MAX CSP, in the presence of some simple unary constraints.
Deﬁnition 6.1. Let D be a ﬁnite set. We deﬁne the function feq ∈ R(2)D , and the functions
cd ∈ R(1)D for each d ∈ D, as follows:
feq(x, y)= 1 ⇔ (x = y),
cd(x)= 1 ⇔ (x = d).
It is easy to check that feq on D is supermodular if |D| = 2. However, the next result
shows that |D| = 2 is the only case for which this is true.
Lemma 6.2. If |D|> 2 then feq(x, y) is not supermodular on any lattice on D.
2 We remark that ifF contains all unary functions, then a problem of the formMAX CSP(F) is the optimiza-
tion version of a conservative constraint satisfaction problem [4], in which one can specify arbitrary constraints
restricting the domain for individual variables.
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Proof. IfL is a lattice on D, and |D|> 2, then there exists a ∈L such that 0La1L.
It is easy to check that the supermodularity condition for feq fails on the pairs (0L, 1L)
and (a, a). 
Note that MAX CSP({feq}) is clearly tractable. However, this does not give us an inter-
esting tractable subproblem of MAX CSP, since {feq} is not a core. In fact, the core obtained
from {feq} is one-element.
The next theorem shows that the equality constraint feq, when considered together with
the set of unary functions cd (to make a core), gives rise to a hard problem.
In the proof of Theorem 6.4, we will use a form of reduction known as an L-reduction
[1,29], which is deﬁned as follows.
Deﬁnition 6.3 (Ausiello et al. [1], Papadimitriou and Yannakakis [29]). An L-reduction
from an optimization problem A to an optimization problem B is a quadruple (f, g, ,),
where f and g are polynomial time algorithms and ,> 0 are constants, such that the
following conditions hold:
(a) given any instance a of A, algorithm f produces an instance b= f (a) of B, such that the
cost of an optimal solution for b, OPT(b), is at most  · OPT(a);
(b) given a, b = f (a), and any solution y to b, algorithm g produces a solution x to a such
that |cost(x)− OPT(a)| · |cost(y)− OPT(b)|.
By Lemma 8.2 of [1], any problem in APX which has an L-reduction from an APX-
complete problem is itself APX-complete.
Theorem 6.4. For any ﬁnite set D with |D|> 2, if F ⊇ {cd | d ∈ D} ∪ {feq}, then
MAX CSP(F) isAPX-complete.
Proof. LetF ⊇ {cd | d ∈ D} ∪ {feq}. By Proposition 2.3, MAX CSP(F) is in APX.
To establishAPX-completeness, we will give an L-reduction from theMAX CUT problem,
which is known to be APX-complete [1,29]. In this problem, one is given an undirected
graph and the goal is to partition the vertices into two classes so that the number of edges
connecting a vertex in one class to a vertex in the other is as large as possible.
Let G = (V ,E) be a graph. Using a construction adapted from [10], we ﬁrst construct
from G another graph F, as follows. For each edge (x, y) in G, the graph F contains a copy
of the “gadget” graph C (see Fig. 2), containing the vertices x and y, the (ﬁxed) vertices s1,
s2, s3, and four other vertices which are distinct in each different copy of C. Note that F
contains a total of |V | + 3+ 4|E| vertices and 18|E| edges.
Given a graph F as above, we construct an instance IF of MAX CSP(F), as follows.
The variables are the vertices of F. For every edge e= (u, v) in F, introduce the constraint
feq(u, v) with weight 1 if e is unmarked in its copy of C (see Fig. 2) and with weight 4
otherwise. Hence, the equality constraints corresponding to each single copy ofC have total
weight 54, and the total weight of all equality constraints inIF is 54|E|. Assume without
loss of generality that 1, 2, 3 ∈ D. For each vertex si , i = 1, 2, 3, introduce the constraint
ci(si) with weight 60|E|.
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Fig. 2. “Gadget” graph C adapted from [10].
It is clear that IF can be constructed from G in polynomial time, so it only remains to
show that this construction can be extended to an L-reduction.
Since the weight of each unary constraint in IF is greater than the combined weight
of all the binary equality constraints, it follows that in any optimal solution to IF each
variable si must take the value i.
Now consider a subproblem ofIF corresponding to a single copy of the gadget graph C,
and assume that each variable si takes the value i. Lemma 4.1 [10] states the following: if
the variables x and y take distinct values from the set {1, 2}, then the optimal solution breaks
equality constraints with total weight 27 (either the vertical constraints or the horizontal
constraints in Fig. 2), and hence satisﬁes all other equality constraints, with total weight
27 as well. Similarly, if the variables x and y take equal values from the set {1, 2} then the
optimal solution breaks equality constraints with total weight 28, and hence satisﬁes all
other equality constraints, with total weight 26. Furthermore, if either of the variables x or
y takes values outside of the set {1, 2}, then it is possible to satisfy equality constraints with
total weight at most 26.
It follows thatIF has an optimal solution which assigns the values 1 or 2 to all variables
corresponding to vertices ofG, and satisﬁes constraints with total weight 180|E|+26|E|+
M , where M is the number of pairs of variables corresponding to adjacent vertices of G
that are assigned distinct values. Note that M is equal to the size of a maximal cut of the
graph G.
Since, as is well known, any maximal cut of G contains at most |E| and at least |E|/2
edges (see, e.g. Theorem 2.14 [1]), we have shown that OPT(IF )/M207|E|/ 12 |E|, and
hence our construction satisﬁes property (a) of an L-reduction, with = 414.
Now let  be any solution toIF , and deﬁne g() to be the partition of the vertices of G
where one class contains all vertices v such that (v)= 1, and the other class contains the
remaining vertices. Clearly this partition can be obtained from  in polynomial-time.
If  satisﬁes all three constraints ci(si), then, by the observations above, it satisﬁes
constraints with a total weight of at most 180|E| + 26|E| + N , where N is the number of
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pairs of variables corresponding to adjacent vertices of G that are assigned distinct values
from the set {1, 2}. On the other hand, if it fails to satisfy one of these constraints, then
it satisﬁes constraints with total weight at most 120|E| + 54|E|. Hence, in either case, g
satisﬁes property (b) of an L-reduction with = 1. 
Remark 6.5. In fact, in Theorem 6.4, it is enough to require thatF contains at least three
functions of the form cd .
7. Conclusion
We believe that the most interesting feature of the research presented in this paper is that
it brings together several different methods and directions in combinatorial optimization
which have previously been studied separately:MAXCSP, submodular functions, andMonge
properties.We hope that the ideas and results presented here will stimulate research in all of
these areas, and perhaps also impact on other related areas of combinatorial optimization.
In particular, the problem of minimizing submodular functions on non-distributive lattices
becomes especially important in view of the links we have discovered.
Problem 2. Fix an arbitrary ﬁnite latticeL. Is it true that any given submodular function
f on a product latticeLn can be minimized in polynomial time (in n)?
Earlier analysis of various forms of CSP has shown that the classiﬁcation of complexity
in the Boolean case, when appropriately restated, gave good conjectures about the boundary
of tractability for the general case [3–5]. The close connection we have established between
tractable cases of MAX CSP and the property of supermodularity leads us to conjecture
that supermodularity is the only possible reason for tractability in MAX CSP. Regardless of
whether this conjecture holds, the results we have given above demonstrate that signiﬁcant
progress can now be made in developing efﬁcient algorithms for all the known tractable
cases of MAX CSP by exploiting the large body of existing results concerning sub- and
supermodularity, and Monge properties (e.g. [6,13,30,36]).
One possible direction to extend our results would be a further study of the approxima-
bility of constraint satisfaction problems over arbitrary ﬁnite domains. For example, the
techniques presented here can be further ﬁne-tuned to establish APX-completeness for at
least some of the remaining NP-hard cases of MAX CSP. However, to complete the study
of approximability properties, it is likely to be necessary to deﬁne appropriate notions of
expressiveness for a given set of constraint functions, and this has previously only been
developed for the Boolean case [8,9,25].
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