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ON C∗-ALGEBRAS ASSOCIATED TO PRODUCT SYSTEMS
CAMILA F. SEHNEM
Abstract. Let P be a unital subsemigroup of a group G. We propose an
approach to C∗-algebras associated to product systems over P . We call the
C∗-algebra of a given product system E its covariance algebra and denote it
by A×EP , where A is the coefficient C∗-algebra. We prove that our construction
does not depend on the embedding P ↪→ G and that a representation of A×E P
is faithful on the fixed-point algebra for the canonical coaction of G if and only
if it is faithful on A. We compare this with other constructions in the setting of
irreversible dynamical systems, such as Cuntz–Nica–Pimsner algebras, Fowler’s
Cuntz–Pimsner algebra, semigroup C∗-algebras of Xin Li and Exel’s crossed
products by interaction groups.
1. Introduction
Let A be a C∗-algebra. A correspondence E : A A consists of a right Hilbert
A-module with a nondegenerate left action of A implemented by a ∗-homomorphism
ϕ : A→ B(E). We say that E is faithful if the left action of A is injective. It is proper
if A acts by compact operators on E . A celebrated construction by Pimsner associates
a C∗-algebra OE to a faithful correspondence E : A A [23]. This is now known
as a Cuntz–Pimsner algebra. It is the universal C∗-algebra for representations
of E that satisfy a certain condition, now called Cuntz–Pimsner covariance, on
the ideal J = ϕ−1(K(E)) / A. Pimsner’s C∗-algebra includes many interesting
C∗-algebras, such as crossed products by automorphisms and graph C∗-algebras
for graphs with no sinks [12]. It also covers crossed products by extendible and
injective endomorphisms with hereditary range.
For a non-faithful correspondence E , Pimsner’s C∗-algebra may be zero. Muhly
and Solel proposed a construction of C∗-algebras associated to (not necessarily
faithful) correspondences by taking universal C∗-algebras for representations sat-
isfying the covariance condition only on an ideal J / A with J ⊆ ϕ−1(K(E)) [18].
In [11], Katsura provided necessary and sufficient conditions on the ideal J for the
universal representation of E in OJ,E to be injective. Inspired by graph C∗-algebras,
among other constructions, he analysed the relative Cuntz–Pimsner algebra OJE ,E
with JE := (kerϕ)⊥∩ϕ−1(K(E)). This C∗-algebra has nice properties. First, the uni-
versal representation of E in OJE ,E is injective. Hence, it encodes the correspondence
structure of E . In addition, OJE ,E satisfies a gauge-invariant uniqueness theorem,
that is, a representation of OJE ,E in a C∗-algebra B is faithful if it is faithful on the
coefficient algebra A and respects the gauge action of the unit circle T.
Roughly speaking, a product system may be regarded as an action of a semigroup
by correspondences over a C∗-algebra. A product system over a semigroup P with
unit element denoted by e is a family of correspondences E = (Ep)p∈P with Ee = A
together with correspondence isomorphisms Ep⊗AEq ∼= Epq subject to certain axioms.
It is equivalent to a single correspondence when the underlying semigroup is N [3].
Product systems were introduced in this context by Fowler in [10], following the
work of Arveson on continuous product systems of Hilbert spaces developed in [4].
Key words and phrases. product system; covariance algebra; Cuntz–Pimsner algebra; Cuntz–
Nica–Pimsner algebra.
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2 CAMILA F. SEHNEM
As for single correspondences, examples of product systems arise naturally from
semigroups of endomorphisms [10,16].
Fowler defined the Toeplitz algebra TE of a given product system E as the
universal C∗-algebra for representations of E , thus generalising Toeplitz algebras
of single correspondences. However, unlike the case of single correspondences, the
Toeplitz algebra of a product system is in general too big. For example, the universal
C∗-algebra for representations of the trivial bundle over N×N is not nuclear1(see [20]).
This is precisely the universal C∗-algebra generated by two commuting isometries.
Fowler also constructed the Cuntz–Pimsner algebra of a product system E = (Ep)p∈P
as the universal C∗-algebra for representations that are Cuntz–Pimsner covariant
on Jp = ϕ−1p (K(Ep)) for all p ∈ P . As in Pimsner’s original construction, Fowler’s
Cuntz–Pimsner algebra might be trivial if E is non-faithful.
Following the work on Toeplitz algebras associated to quasi-lattice ordered groups
by Nica [22] and also Laca and Raeburn [15], Fowler introduced and studied
in [10] the class of compactly aligned product systems over semigroups arising from
quasi-lattice orders. That is, P is a subsemigroup of a group G and (G,P ) is a
quasi-lattice ordered group in the sense of Nica [22]. For instance, a k-graph gives
rise to a compactly aligned product system over Nk precisely when it is finitely
aligned [26, Theorem 5.4]. Fowler [10] built a C∗-algebra out of a compactly aligned
product system that is universal for representations satisfying an extra condition,
called Nica covariance. The resulting C∗-algebra, known as a Nica–Toeplitz algebra,
is spanned by elements of the form t(Ep)t(Eq)∗ with p, q in P . Hence, it is much more
tractable than the usual Toeplitz algebra TE . For amenable systems, Fowler was able
to characterise faithful representations of this algebra [10, Theorem 7.2]. Also under
an amenability assumption, a result deriving nuclearity for a Nica–Toeplitz algebra
from nuclearity of the underlying coefficient algebra was established in [27, Theorem
6.3].
However, the problem of finding a C∗-algebra that approximates the structure of a
given compactly aligned product system in an optimal way has not been completely
solved. The question is: for a compactly aligned product system E = (Ep)p∈P ,
which quotient of the Nica–Toeplitz algebra NTE gives in an appropriate sense the
smallest C∗-algebra so that the representation of E in the corresponding quotient
remains injective? Under an amenability assumption, such a C∗-algebra would
be a co-universal object in the sense of [6] for gauge-compatible Nica covariant
representations of E .
Answering the above question was the main objective of the work of Sims
and Yeend in [28]. They were able to associate a C∗-algebra NOE to a given
compactly aligned product system E , called Cuntz–Nica–Pimsner algebra, so that
the universal representation of E in NOE is injective for a large class of product
systems [28, Theorem 4.1]. This is a quotient of the Nica–Toeplitz algebra of E . Their
notion of covariant representations is more technical than the usual Cuntz–Pimsner
covariance since it involves additional relations. Sims and Yeend proved that Cuntz–
Nica–Pimsner algebras include Cuntz–Krieger algebras of finitely aligned higher-rank
graphs [28, Proposition 5.4] and Katsura’s relative Cuntz–Pimsner algebras of single
correspondences [28, Proposition 5.3]. The analysis of co-universal properties for
these algebras was provided in [6]. If either E is faithful or the representation of E
in NOE is injective and P is directed, then under an amenability assumption a
gauge-compatible representation of NOE is faithful if and only if it is faithful on A
[6, Corollary 4.11].
1A C∗-algebra A is nuclear if for every C∗-algebra B there exists a unique C∗-norm on the
tensor product AB.
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Even though the universal representation of a compactly aligned product system E
in NOE is injective for many examples, it might fail to be faithful even for proper
product systems over totally ordered semigroups such as the positive cone of Z× Z
with the lexicographic order [28, Example 3.16]. In addition, [6, Example 3.9]
shows that if P is not directed, a representation of NOE that is faithful on A
need not be faithful even for an amenable system. Moreover, Cuntz–Nica–Pimsner
algebras cannot handle product systems over semigroups that are not positive cones
of quasi-lattice orders.
In this paper, we let P be a subsemigroup of a group G and construct a
C∗-algebra A×E P from a product system E = (Ep)p∈P satisfying the conditions (A)
and (B) of [28]: the universal representation of E in A×E P is faithful and a repre-
sentation of A×E P is faithful on the fixed-point algebra for the canonical gauge
coaction of G if and only if it is faithful on A. To do so, we look at the topological
G-grading {T gE }g∈G of the Toeplitz algebra of E coming from the canonical coaction
of G. Inspired by the notion of Cuntz–Nica–Pimsner covariance introduced by Sims
and Yeend, we analyse a class of representations of T eE coming from quotients of
the usual Fock representation of E on ⊕p∈P Ep. Following ideas of [8], we use the
directed set consisting of finite subsets of G to define what we call strong covariance.
Although it explicitly involves elements of G, this notion of covariance does not
depend on the embedding P ↪→ G. In other words, different groups containing P
as a subsemigroup produce the same quotient of TE . We refer to the universal
C∗-algebra A ×E P for strongly covariant representations of E as its covariance
algebra.
The notion of covariance introduced here is technical and in general difficult to
verify. However, we present an equivalent and considerably simpler definition of
strong covariance for compactly aligned product systems over quasi-lattice ordered
groups. We show that A×E P coincides with the Cuntz–Nica–Pimsner algebra of E
if either P is directed and the canonical representation of E in NOE is injective or
E is faithful. This is precisely the hypothesis of [6, Proposition 3.7].
We prove that our construction includes Fowler’s Cuntz–Pimsner algebra if E is
a proper and faithful product system over a cancellative Ore monoid. Again only
assuming that P is embeddable into a group, we construct a product system E as
in [2, Section 5] so that A×EP recovers the semigroup C∗-algebra of Xin Li whenever
the family of constructible right ideals of P is independent (see [17, Definition 2.26]).
In general, the covariance algebra of such a product system corresponds to the
semigroup C∗-algebra C∗(∪)s (P ) in the notation of [17]. We also assume that P is a
reversible cancellative semigroup and describe a class of Exel’s crossed products by
interaction groups as covariance algebras. Thus our approach may inspire further
C∗-constructions for irreversible dynamical systems.
This paper is organised as follows. In Section 2, we recall some basic definitions
and describe the coaction of a group G containing P on the Toepliz algebra asso-
ciated to a product system E = (Ep)p∈P as well as the corresponding topological
G-grading of TE . In Section 3, we present our main theorem, namely, Theorem 3.10.
We first define a certain gauge-invariant ideal JG∞ of TE . The corresponding quo-
tient TE/JG∞ becomes the object of study. We show that A embeds into this quotient.
Moreover, it carries a canonical topological G-grading and also satisfies an analogue
of condition (B) mentioned previously. Applying this fact to the universal group
of P , we are able to show that such a quotient of TE is independent of the choice of
the group containing P as a subsemigroup. The remaining facts to be proved are in
Theorem 3.10. We refer to this quotient of TE as the covariance algebra of E .
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In Section 4, we illustrate our construction by comparing it with other C∗-algebras
arising from irreversible dynamical systems. We have included an appendix concerned
with the topological grading coming from a discrete coaction.
2. Product systems
We recall some basic notions and results that will be needed in the sequel.
2.1. Notation and basic notions. Let P be a semigroup with identity e and A
a C∗-algebra. A product system over P of A-correspondences consists of:
(i) a correspondence Ep : A A for each p ∈ P \ {e};
(ii) correspondence isomorphisms µp,q : Ep⊗AEq
∼=→ Epq, also calledmultiplication
maps, for all p, q ∈ P \ {e};
In addition, we let Ee = A with the obvious structure of correspondence over A.
The multiplication maps µe,p and µp,e implement the left and right actions of A
on Ep, respectively, so that µe,p(a⊗ξp) = ϕp(a)ξp and µp,e(ξp⊗a) = ξpa for all a ∈ A
and ξp ∈ Ep.
This data must make the following diagram commute:
(Ep ⊗A Eq)⊗A Er
µp,q⊗1

oo // Ep ⊗A (Eq ⊗A Er)
1⊗µq,r // Ep ⊗A Eqr
µp,qr

Epq ⊗A Er
µpq,r // Epqr.
A product system E = (Ep)p∈P will be called faithful if ϕp is injective for all
p ∈ P . It is proper if A acts by compact operators on Ep for all p in P .
Definition 2.1. A Toeplitz representation of E = (Ep)p∈P in a C∗-algebra B consists
of linear maps ψp : Ep → B, for all p ∈ P \ {e}, and a ∗-homomorphism ψe : A→ B,
satisfying the following two axioms:
(T1) ψp(ξ)ψq(η) = ψpq(ξη) for all p, q ∈ P , ξ ∈ Ep and η ∈ Eq;
(T2) ψp(ξ)∗ψp(η) = ψe(〈ξ | η〉), for all p ∈ P and ξ, η ∈ Ep.
The Toeplitz algebra of E , denoted by TE , is the universal C∗-algebra for Toeplitz
representations of E [10, 23].
2.2. The coaction on the Toeplitz algebra. Let G be a discrete group. Let δG
be the ∗-homomorphism C∗(G) → C∗(G) ⊗ C∗(G) defined by δG(ug) = ug ⊗ ug,
where ug denotes the image of g ∈ G under the canonical unitary representation
of G in C∗(G)). A full coaction of G on a C∗-algebra A is a nondegenerate and
injective ∗-homomorphism δ : A→ A⊗ C∗(G) such that
(δ ⊗ idC∗(G))δ = (idA ⊗ δG)δ.
The triple (A,G, δ) is referred to as a coaction. See, for instance, [7, Definition
A.21] and also [25]. Replacing C∗(G) by C∗r(G) and adapting the coaction identity
accordingly, we obtain what is called a reduced coaction [24]. Here we will only use
full coactions. So we will omit the term “full”.
If (A,G, δ) is a coaction, then δ provides B with a topological G-grading for
which the spectral subspace at g ∈ G is given by Ag = {a ∈ A | δ(a) = a⊗ ug}. We
refer to Ae as the fixed-point algebra for the coaction of G on A.
The idea of considering coactions on Toeplitz algebras associated to product
systems goes back to [10, Proposition 4.7] and also [6] for Nica–Toeplitz algebras.
Given a product system E = (Ep)p∈P and a discrete group G with G ⊇ P , we will
need the topological G-grading coming from the canonical coaction of G on the
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Toeplitz algebra TE in the subsequent section. Hence we begin with a description of
such a coaction and the corresponding G-grading of TE .
Let E = (Ep)p∈P be a product system. Suppose that P is a subsemigroup of
a group G. There is a representation of E in TE ⊗ C∗(G) which sends ξp ∈ Ep
to t˜(ξp) ⊗ up. By the universal property of TE , this yields a ∗-homomorphism
δ˜ : TE → TE ⊗ C∗(G).
Lemma 2.2. The above ∗-homomorphism δ˜ : TE → TE ⊗ C∗(G) provides a full
coaction of G on TE . Moreover, the spectral subspace T gE at g ∈ G associated to δ˜ is
the closure of sums of elements of the form
t˜(ξp1)t˜(ξp2)∗ . . . t˜(ξpn−1)t˜(ξpn)∗,
where n ∈ N, p1p−12 . . . pn−1p−1n = g and ξpi ∈ Epi for all i ∈ {1, 2, . . . , n}.
Proof. We begin by proving that δ˜ is nondegenerate. Let (uλ)λ∈Λ be an approximate
identity for A. For each p ∈ P , both the left and right actions of A on Ep are
nondegenerate. Consequently,
(
t˜e(uλ)
)
λ∈Λ is an approximate unit for TE . Hence its
image under δ˜ satisfies, for all b ∈ TE and g ∈ G,
lim
λ
δ˜(t˜e(uλ))(b⊗ ug) = lim
λ
(t˜e(uλ)⊗ ue)(b⊗ ug) = lim
λ
t˜e(uλ)b⊗ ug = b⊗ ug.
This guarantees that δ˜ is nondegenerate. In addition, for all p ∈ P , we have
(δ˜p ⊗ idC∗(G))δ˜p = (idTE ⊗ δG)δ˜p
on t˜(Ep). Thus δ˜ satisfies the coaction identity on TE as well, because it is generated
by t˜(E) as a C∗-algebra.
It remains to prove that δ˜ is injective. Indeed, let 1G : G→ C, g 7→ 1 be the trivial
group homomorphism. Then (idTE ⊗ 1G) ◦ δ˜ = idTE if we identify TE with TE ⊗C in
the canonical way. So δ˜ is injective. Hence δ˜ is a full coaction of G on the Toeplitz
algebra of E .
Now let T gE be the spectral subspace at g ∈ G for δ˜ and let δ˜g denote the
projection of TE onto T gE as in [25, Lemma 1.3] (see also [9, Corollary 19.6]). Take b
in T gE . Since δ˜g is contractive and TE is generated by t˜(E) as a C∗-algebra, we may
suppose that
b =
m∑
j=1
t˜(ξpj1)t˜(ξpj2)
∗ . . . t˜(ξpj
kj−1
)t˜(ξpj
kj
)∗,
where m, kj ∈ N for all j in {1, 2, . . . ,m} and ξpj
i
∈ Epj
i
. The assertion then follows
from the fact that δ˜g vanishes on any element of the form
t˜(ξp1)t˜(ξp2)∗ . . . t˜(ξpn−1)t˜(ξpn)∗
with p1p2−1 . . . pn−1p−1n 6= g. 
We will refer to the coaction obtained in the previous lemma as the generalised
gauge coaction of G on TE .
3. C∗-algebras associated to product systems
In this section, we combine ideas of Exel and Sims and Yeend (see [8, 28]) to
construct a C∗-algebra A×E P out of a product system E so that a representation
of A×E P is faithful on its fixed-point algebra for the canonical coaction of a group
containing P if and only if it is faithful on the coefficient algebra. Our results apply
to product systems over semigroups that can be embedded into groups.
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3.1. Strongly covariant representations. We first introduce the notion of strongly
covariant representations. Let P be a semigroup with unit e. Assume that P is
embeddable into a group. That is, there is a group G and an injective semigroup
homomorphism γ : P → G. Fix a C∗-algebra A and a product system E = (Ep)p∈P
over A.
Let F ⊆ G be a finite subset. We set
KF :=
⋂
g∈F
gP.
So K{e,g} 6= ∅ if and only if g may be written as pq−1 for some p, q ∈ P . In addition,
KgF = gKF for all g ∈ G, where
gF = {gh|h ∈ F} .
If p ∈ P and p ∈ K{p,g}, then p = gq for some q ∈ P , which implies g = pq−1.
For each p ∈ P and each F ⊆ G finite, we define an ideal Ip−1(p∨F ) / A as follows.
Given g ∈ F , we let
Ip−1K{p,g} :=

⋂
r∈K{p,g}
kerϕp−1r if K{p,g} 6= ∅ and p 6∈ K{p,g},
A otherwise.
We then let
Ip−1(p∨F ) :=
⋂
g∈F
Ip−1K{p,g} .
This gives a new correspondence EF : A A by setting
(3.1) EF :=
⊕
p∈P
EpIp−1(p∨F ).
Finally, let E+F denote the right Hilbert A-module
⊕
g∈G EgF . For each ξ ∈ Ep, we
define an operator tpF (ξ) ∈ B(E+F ) so that it maps the direct summand EgF into EpgF
for all g ∈ G. Explicitly,
tpF (ξ)(ηr) := µp,r(ξ ⊗A ηr), ηr ∈ ErIr−1(r∨gF ).
This is well defined because Ir−1(r∨F ) = I(pr)−1(pr∨pF ) for each F ⊆ G finite
and each p ∈ P . Its adjoint tpF (ξ)∗ sends µp,r(ζp ⊗ ηr) to ϕr(〈ξ | ζp〉)ηr. This is
well defined because Is−1(s∨F ) = Is−1p(p−1s∨p−1F ) for all s ∈ pP . This gives a
representation tF = {tpF }p∈P of E and hence a ∗-homomorphism TE → B(E+F ), which
we still denote by tF .
Let us denote by QFg the projection of E+F onto the direct summand EgF . Then
tpF (ξ)QFg = QFpgt
p
F (ξ), t
p
F (ξ)∗QFg = QFp−1gt
p
F (ξ)∗
for all p ∈ P . Set
T e,FE := QFe tF (T eE )QFe ,
where T eE is the fixed-point algebra of TE for the gauge coaction of G. If F1 ⊆ F2
are finite subsets of G, then
Ip−1(p∨F1) ⊇ Ip−1(p∨F2)
for all p ∈ P . Hence EF2 may be regarded as a closed submodule of EF1 . The
restriction of QF1e tF1(T eE )QF1e to EF2 gives a ∗-homomorphism
tF1,F2 : T e,F1E → T e,F2E
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such that (tF1,F2 ◦ tF1) (b) = tF2(b) on EF2 for all b ∈ T eE . For F1 ⊆ F2 ⊆ F3, we
have tF2,F3 ◦ tF1,F2 = tF1,F3 . So we let F range in the directed set determined by all
finite subsets of G and define an ideal Je / T eE by
Je :=
{
b ∈ T eE
∣∣∣∣ limF ‖b‖F = 0
}
,
where ‖b‖F := ‖QeF tF (b)QeF ‖. We are now ready to introduce our notion of strong
covariant representations.
Definition 3.2. We will say that a representation of E is strongly covariant if it
vanishes on Je.
Let J∞ / TE be the ideal generated by Je. Then TE
/
J∞ is universal for strongly
covariant representations of E .
The idea behind (3.1) started from the realisation that the correspondences E˜p’s
built in [28] out of E could be replaced by the EF ’s in order to give the same
notion of covariant representations if E is compactly aligned and φ˜-injective and P
is directed. This is shown in Proposition 4.6. In this case, it suffices to consider
finite subsets of P because (G,P ) is quasi-lattice ordered. Exel constructed a
C∗-algebra out of a nondegenerate interaction group (A,G, V ) with the property
that a representation of this crossed product is faithful on the fixed-point algebra
for the canonical coaction of G if and only if it is faithful on A. To show that A
embeds into the crossed product, he built a faithful covariant representation by using
inductive limits over finite subsets of G (see [8, Section 9]). This is related to product
systems because, in fact, the main purpose in [8] was to introduce a new notion
of crossed products by semigroups of unital and injective endomorphisms which
can be enriched to interaction groups. Here we want to associate a C∗-algebra to a
product system E = (Ep)p∈P with the property that a representation of this resulting
C∗-algebra is faithful on the fixed-point algebra for the canonical coaction of a group
containing P if and only if it is faithful on A. To achieve this goal, we believe its
unit fibre should be a direct limit of C∗-algebras with injective connecting maps
(see [2, 8, 14, 23]), although in general this fact is not established. So, combining all
these ideas and modifying the Cuntz–Nica–Pimsner covariance condition accordingly,
we arrived at the EF ’s and Definition 3.2.
Our next immediate goal is to prove that A embeds into the quotient TE
/
J∞.
Lemma 3.3. The ideal J∞ coincides with
⊕
g∈G
T gE Je. As a consequence,
J∞ =
⊕
g∈G
(J∞ ∩ T gE ).
Proof. In order to prove the first assertion, it suffices to show that JeT gE ⊆ T gE Je for
all g ∈ G. To do so, let b ∈ Je and 0 6= cg ∈ T gE . Let ε > 0. There is F ⊆ G finite
with ‖b‖S < ε‖cg‖ for all finite subsets S of G with S ⊇ F because b ∈ Je. Set
F ′ := g−1F = {g−1h | h ∈ F}.
Since cg maps EF ′ into EgF ′ = EF , it follows that ‖c∗gb∗bcg‖F ′ < ε2. This guarantees
that
(JeT gE )∗(JeT gE ) ⊆ Je.
Hence JeT gE ⊆ T gE Je (see, for example, [23, Lemma 3.5]). Applying the first assertion
and the continuity of the projection of TE onto T gE , we deduce that J∞ ∩T gE = T gE Je.
This gives the last statement. 
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Lemma 3.4. Let q : TE → TE/J∞ be the quotient map. There is a full coaction
δ : TE/J∞ → TE/J∞ ⊗ C∗(G) satisfying δ ◦ q = (q ⊗ idC∗(G)) ◦ δ˜. Moreover, the
spectral subspace for δ at g ∈ G is canonically isomorphic to T gE /T gE Je.
Proof. Given c ∈ TE/J∞, choose b ∈ TE with q(b) = c and set
δ(q(b)) := (q ⊗ idC∗(G))δ˜(b).
Lemma 3.3 and Proposition A.6 say that this is indeed a well-defined full coaction
of G on TE/J∞ . The equality δ ◦ q = (q ⊗ idC∗(G)) ◦ δ˜ follows from the definition
of δ.
In order to prove the last assertion, let (TE/J∞)g denote the spectral subspace
at g ∈ G for the coaction δ. Clearly, the map which sends bg ∈ T gE to q(bg)
vanishes on T gE Je. Moreover, Lemma 3.3 implies that this produces an injective
map from T gE /T gE Je into (TE/J∞)g. That it is also surjective follows by the same
argument used in Lemma 2.2. 
We will often use the above description of the G-grading for TE/J∞.
Proposition 3.5. The quotient map q : TE → TE/J∞ is injective on t˜(A).
Proof. We will show that t˜(A) ∩ Je = 0 in TE . This implies the conclusion by the
previous lemma.
Let F ⊆ G be finite and 0 6= a ∈ A. We claim that teF (a) 6= 0 on EF . Indeed,
if aIe∨F 6= 0 we are done. Otherwise, a 6∈ IK{e,g1} for some g1 ∈ F , because Ie∨F =⋂
g∈G IK{e,g} . Since
IK{e,g1} =
⋂
r∈g1P∩P
kerϕr,
there exists r1 ∈ P ∩ g1P with ϕr1(a) 6= 0. Put
F1 :=
{
g ∈ F ∣∣K{r1,g} 6= ∅ and r1 6∈ K{r1,g}} .
Thus g1 6∈ F1. So F1 ( F and Er1Ir−11 (r1∨F ) = Er1Ir−11 (r1∨F1). Our claim is proved
if ϕr1(a) 6= 0 on Er1Ir−11 (r1∨F1). This is so, in particular, if F1 = ∅ because ϕr1(a) 6= 0
on Er1 . Assume that a acts trivially on Er1Ir−11 (r1∨F1). Then
〈ϕr1(a)Er1 |ϕr1(a)Er1〉 ∩ Ir−11 (r1∨F1) = {0}.
Thus there exist g2 ∈ F1 and ξ ∈ Er1 so that 〈ϕr1(a)(ξ) |ϕr1(a)(ξ)〉 6∈ Ir−11 (r1∨g2).
As a consequence, one can find r2 ∈ K{r1,g2} such that
〈ϕr1(a)(ξ) |ϕr1(a)(ξ)〉 6∈ kerϕr−11 r2 .
We see that a 6∈ kerϕr2 because µr1,r−11 r2 : Er1 ⊗A Er−11 r2 → Er2 is an isomorphism
of correspondences. Let
F2 :=
{
g ∈ F ∣∣ K{r2,g} 6= ∅ and r2 6∈ K{r2,g}} .
Notice that F2 ( F1 and
Er2Ir−12 (r2∨F ) = Er2Ir−12 (r2∨F2).
If ϕr2(a) vanishes on Er2Ir−12 (r2∨F2), then the same reasoning as above yields g3 ∈ F2
and r3 ∈ K{r2,g3} with ϕr3(a) 6= 0 on Er3 . Set
F3 :=
{
g ∈ F ∣∣ K{r3,g} 6= ∅ and r3 6∈ K{r3,g}} .
We then have F3 ( F2 ( F1 ( F and Er3Ir−13 (r3∨F ) = Er3Ir−13 (r3∨F3). This
process cannot continue infinitely because F is finite. So we must stop at some rj
with ϕrj (a) 6= 0 on ErjIr−1
j
(rj∨F ).
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Thus teF (a) is nonzero on EF . Therefore, for all a ∈ A, we have that
lim
F
‖a‖F = lim
F
‖a‖ = ‖a‖.
This completes the proof. 
3.2. The covariance algebra of a product system. Our goal in this subsection
is to associate a C∗-algebra A×E P to a given product system (Ep)p∈P satisfying
two properties: the representation of E in A×E P is injective and any representation
of A×E P in a C∗-algebra B that is faithful on A is also faithful on the fixed-point
algebra (A×E P )δ for the canonical gauge coaction of G on A×E P , where G is a
group with P ⊆ G. A candidate for A×E P is of course the universal C∗-algebra
for strongly covariant representations introduced previously. We shall prove that
this is independent of the choice of the group containing P .
Lemma 3.6. Let P be a subsemigroup of a group G and E a product system over P .
Let ψ = {ψp}p∈P be a strongly covariant representation of E in a C∗-algebra B. The
resulting ∗-homomorphism ψ˜ : TE
/
J∞ → B is faithful on T eE /Je if and only if ψe is
injective.
Proof. If ψ˜ is faithful on T eE /Je, then Proposition 3.5 implies that ψe is injective.
Suppose that ψ is strongly covariant and ψe is faithful. Let us prove that ψ˜ is
injective on T eE /Je. First, pick b ∈ T eE of the form
(3.7) t˜(ξp1)t˜(ξp2)∗ . . . t˜(ξp2k−1)t˜(ξp2k)∗
with k ∈ N, p1p−12 . . . p2k−1p−12k = e and ξpi ∈ Epi for all i ∈ {1, 2, . . . , 2k}. Assume
that q(b) 6= 0. This entails
K{p2i,p2i+1} = p2iP ∩ p2i+1P 6= ∅
for each i ∈ {1, 2, . . . , k − 1} because, otherwise, tF
(
t˜(ξp2i)∗t˜(ξp2i+1)
)
acts trivially
on E+F , which would imply q(b) = 0. A similar argument employed to
(3.8)
F :=
{
p2k, p2kp
−1
2k−1p2k−2, p2kp
−1
2k−1p2k−2p
−1
2k−3p2k−4, . . . , p2kp
−1
2k−1p2k−2 · · · p−13 p2
}
shows that KF 6= ∅. This is precisely the right ideal
p2kp
−1
2k−1p2k−2 · · · p−13 p2P.
These ideals are used in [17] to study semigroup C∗-algebras.
We claim that, if r 6∈ KF , then
ψ˜(b)(ψr(ErIr−1(r∨F ))) = 0.
Since ψ is strongly covariant, it suffices to prove that t{e}(b)tr{e}
(ErIr−1(r∨F ))
vanishes on E+{e}. First, notice that t{e}(b) = 0 on EsIs−1(s∨g) whenever s 6∈ KF .
Hence if K{r,F} = ∅, it follows that t{e}(b)tr{e}(Er) = {0} because the image
of Er under tr{e} sends EsIs−1(s∨g) to ErsIs−1r−1(rs∨rg) and t{e}(b) vanishes on the
latter. We are then left with the case in which K{r,F} 6= ∅. Thus r 6∈ KF implies
that r 6∈ K{g} for some g ∈ F . Let ξr ∈ ErIr−1(r∨F ). Then t{e}(b)tr{e}(ξr) vanishes
on the direct summand EsIs−1(s∨g) if rs 6∈ KF . So assume that rs ∈ KF . In
particular, rs ∈ K{r,g}. Hence Ir−1(r∨F ) ⊆ kerϕs and tr{e}(ξr) = 0 on the direct
summand EsIs−1(s∨g). This concludes the proof that t{e}(b)tr{e}(ξr) = 0 on E+{e}.
Therefore, ψ˜(b)ψr(ErIr−1(r∨F )) = 0 as claimed.
Now let b ∈ T eE be such that ψ˜(b) = 0. Given ε > 0, we must find a finite set
F ⊆ G such that ‖b‖F < ε. By Lemma 2.2, there exists b′ =
∑n
j=1 bj ∈ T eE with
‖b− b′‖ < ε2 , where each bj is of the form (3.7). For each j ∈ {1, . . . , n}, let Fj ⊆ G
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be the finite set associated to bj as in (3.8). Thus ψ˜(bj)(ψr(ErIr−1(r∨Fj))) = 0 if
r 6∈ KFj . We also set
F :=
m⋃
j=1
Fj
and let ξ =
⊕
r∈P ξr ∈ EF with ‖ξ‖F ≤ 1, where ξr = 0 except for finitely many r’s.
Then∥∥∥∥∑ψr(ξr)∗ψ˜(b′)∗ψ˜(b′)ψr(ξr)∥∥∥∥ = ∥∥∥∥∑ψr(ξr)∗ψ˜(b− b′)∗ψ˜(b− b′)ψr(ξr)∥∥∥∥ < ε24 .
Since ψe is injective and ψ˜(bj)ψr(ξr) = 0 if r 6∈ KFj , it follows that the left-hand-side
above is precisely ‖tF (b′)(ξ)‖2. This implies that ‖b‖F < ε. Hence b belongs to Je
as desired. 
Lemma 3.9. Let G and H be groups containing P as a subsemigroup and let E
be a product system over P . A representation of E is strongly covariant as in
Definition 3.2 with respect to G if and only if it is strongly covariant with respect
to H. Thus different groups provide the same notion of strong covariance.
Proof. We may assume that G = G(P ) is the universal group of P . By its universal
property, there is a group homomorphism γ : G→ H extending the embedding of P
into H. Let eG and eH denote the unit elements of G and H, respectively. Let T eGE
be the fixed-point algebra for the generalised gauge coaction of G on TE . It follows
from Lemma 2.2 that T eGE is a C∗-subalgebra of T eHE , where T eHE , in turn, is the
fixed-point algebra for the gauge coaction of H on TE . Let us prove that JeG ⊆ JeH ,
where JeG / T eGE and JeH / T eHE are the ideals described in the construction before
Definition 3.2 with respect to the groups G and H, respectively.
Indeed, it suffices to show that, given a finite set F with F ⊆ G, one has
Ip−1(p∨F ) ⊇ Iγ(p)−1(γ(p)∨γ(F )),
where γ(F ) is the range of F under γ. To do so, let g ∈ F . If either K{p,g} = ∅ or
p ∈ K{p,g}, then Ip−1(p∨g) = A ⊇ Iγ(p)−1(γ(p)∨γ(g)).
Suppose that K{p,g} 6= ∅ and p 6∈ K{p,g}. Given r ∈ K{p,g}, γ(r) ∈ K{γ(p),γ(g)}
so that kerϕp−1r ⊇ Iγ(p)−1(γ(p)∨γ(g)) because γ is a group homomorphism. So we
conclude that Ip−1(p∨F ) ⊇ Iγ(p)−1(γ(p)∨γ(F )) and hence JeG ⊆ JeH as asserted.
Thus we obtain a ∗-homomorphism φ : TE/JG∞ → TE/JH∞. Combining Proposi-
tion 3.5 with Lemma 3.6, we deduce that φ is injective on T eGE /JeG . To see that φ
is an isomorphism, we will show that JeH ⊆ JG∞.
First, let b ∈ T eHE be of the form (3.7), that is,
b = t˜(ξp1)t˜(ξp2)∗ . . . t˜(ξp2k−1)t˜(ξp2k)∗,
with k ∈ N, γ(p1)γ(p2)−1 . . . γ(p2k−1)γ(p2k)−1 = eH and ξpi ∈ Epi for all i ∈
{1, 2, . . . , 2k}. We claim that p1p−12 . . . p2k−1p−12k 6= eG in G entails b ∈ JeH ∩ JG∞.
To see this, we will prove that KF = Kγ(F ) = ∅, where
F := {p2k, p2kp−12k−1p2k−2, . . . , p2kp−12k−1p2k−2 · · · p−13 p2}
is the finite subset of G associated to b.
Let r ∈ Kγ(F ). Then there is a unique s1 ∈ P with r = p2ks1. Here we have omit-
ted γ because it is injective on P . Now r also lies in γ(p2kp−12k−1p2k−2)P . So there is a
unique s2 ∈ P so that r = γ(p2kp−12k−1p2k−2)s2. This implies that γ(p−12k−1p2k−2)s2 =
s1. This is so if and only if p2k−2s2 = p2k−1s1. Hence r = p2kp−12k−1p2k−2s2 in G as
well. Repeating this procedure, we deduce that r ∈ KF . Thus Kγ(F ) = KF , since
the inclusion KF ⊆ Kγ(F ) is clear.
ON C∗-ALGEBRAS ASSOCIATED TO PRODUCT SYSTEMS 11
It remains to show that KF = Kγ(F ) = ∅. Let us argue by contradiction and
suppose that KF is a nonempty subset of G. Hence one can find r, s ∈ P with
p2kp
−1
2k−1p2k−2 · · · p−13 p2p−11 (p1s) = r.
Since γ is injective on P and γ
(
p2kp
−1
2k−1p2k−2 · · · p−13 p2p−11
)
= eH , it follows
that p1s = r. This gives
p2kp
−1
2k−1p2k−2 · · · p−13 p2p−11 r = r
and thus p2kp−12k−1p2k−2 · · · p−13 p2p−11 = eG, contradicting our assumption. Therefore,
KF = Kγ(F ) = ∅ and hence b ∈ JeH ∩ JG∞.
As a consequence, the image of T eHE under the quotient map q : TE → TE/JG∞ lies
in the fixed-point algebra T eGE /JeG . Since φ is faithful on this latter C∗-algebra
and the quotient map TE → TE/JH∞ is precisely the composite φ ◦ q, we conclude
that JeH ⊆ JG∞. Therefore JG∞ = JH∞. This shows that the notion of covariance
described in Definition 3.2 is independent of the choice of the group containing P
as a subsemigroup. 
The following is our main result:
Theorem 3.10. Let P be a unital semigroup and let E = (Ep)p∈P be a product
system over P of A-correspondences. Suppose that P is embeddable into a group.
There is a C∗-algebra A×E P associated to E with a representation jE : E → A×E P
such that the pair (A×E P, jE) has the following properties:
(C1) A×E P is generated by jE(E) as a C∗-algebra and jE is strongly covariant
in the sense of Definition 3.2, where the group G in question may be taken
to be any group containing P as a subsemigroup.
(C2) if ψ = {ψp}p∈P is a strongly covariant representation of E in a C∗-algebra B
with respect to a group containing P , then there is a unique ∗-homomorphism
ψ̂ : A×E P → B such that ψ̂ ◦ jp = ψp for all p ∈ P ;
(C3) je is faithful and if G is a group with P ⊆ G as a subsemigroup, there
is a canonical full coaction of G on A ×E P so that a ∗-homomorphism
A×E P → B is faithful on the fixed-point algebra (A×E P )δ if and only if
it is faithful on je(A).
Moreover, up to canonical isomorphism, (A×E P, jE) is the unique pair with the
properties (C1)–(C3).
Proof. Let G be a group containing P as a subsemigroup. Let J∞ be the ideal in TE
as in Lemma 3.3. That is, J∞ is the ideal generated by Je, which in turn is the
ideal in T eE constructed before Definition 3.2. Set A×E P := TE/J∞ and let jE be
the representation of E in A×E P given by the composition of t˜ : E → TE with the
quotient map q : TE → TE/J∞. By Lemma 3.9, this does not depend on the chosen
group and hence it satisfies (C1). By the universal property of TE and again by
Lemma 3.9, A×E P also fulfils (C2). Now (C3) follows from Lemma 3.6. Uniqueness
of (A×E P, jE) is then clear. 
We call A×E P the covariance algebra of E , following the terminology of [13] for
C∗-algebras associated to partial dynamical systems.
Remark 3.11. The proof of Lemma 3.9 also tells us that the fixed-point algebras of
the canonical coactions on A×E P of all groups containing P coincide.
Example 3.12. Let G be a group and (Bg)g∈G a saturated Fell bundle over G.
View (Bg)g∈G as a product system over G. For each g ∈ G and F ⊆ G finite, we
have that Ig−1(g∨F ) = Be since g ∈ K{g,h} for all h ∈ F . Hence Je = {0} and
the associated covariance algebra is isomorphic to the cross sectional C∗-algebra
of (Bg)g∈G.
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4. Relationship to other constructions
In this section, we relate the covariance algebras of product systems defined here
to other constructions in the setting of irreversible dynamical systems. We also give
an equivalent notion of strongly covariant representations for compactly aligned
product systems over quasi-lattice ordered groups.
4.1. Relationship to a construction by Sims and Yeend. Let us restrict our
attention to semigroups arising from quasi-lattice orders in the sense of [22]: let G be
a group and let P be a subsemigroup of G with P ∩P−1 = {e}. We say that (G,P )
is a quasi-lattice ordered group if given elements g1, g2 of G with a common upper
bound in P with respect to the partial order g1 ≤ g2 ⇔ g−11 g2 ∈ P , then they also
have a least upper bound g1 ∨ g2 in P . We write g1 ∨ g2 = ∞ if g1 and g2 have
no common upper bound in P . In [28], Sims and Yeend constructed a C∗-algebra
NOE from a compactly aligned product system E = (Ep)p∈P so that it generalises
constructions such as C∗-algebras associated to finitely aligned higher rank graphs
and Katsura’s Cuntz–Pimsner algebra of a single correspondence. The universal
representation of E in NOE is quite often faithful, but Example 3.16 of [28] shows
that it may fail to be injective even if (G,P ) is totally ordered and A acts by
compact operators on Ep for all p in P . In this subsection, we will see that NOE
coincides with A ×E P when either the universal representation of E in NOE is
faithful and P is directed or E is a faithful product system. In both cases NOE
satisfies an analogue of (C3) [6, Proposition 3.7]. This subsection is based on [6]
and [28].
We first recall the definitions from [28] of Cuntz–Nica–Pimsner covariance and
Cuntz–Nica–Pimsner algebra. Let ψ = {ψp}p∈P be a representation of E in B. For
each p ∈ P , we will denote by ψ(p) the ∗-homomorphism from K(Ep) to B obtained
as in [23]. This is defined on a generalised rank-1 operator |ξ〉〈η| by
ψ(p)
(|ξ〉〈η|) := ψp(ξ)ψp(η)∗.
Given a product system E = (Ep)p∈P , we may use the multiplication maps to
define ∗-homomorphisms ιpqp : B(Ep) → B(Epq). Explicitly, ιpqp sends T ∈ B(Ep) to
µp,q ◦ T ◦ µ−1p,q.
Fix a quasi-lattice ordered group (G,P ). A product system E = (Ep)p∈P is
compactly aligned if, for all p, q ∈ P with p ∨ q <∞, we have
ιp∨qp (T )ιp∨qq (S) ∈ K(Ep∨q), for all T ∈ K(Ep) and S ∈ K(Eq).
A representation ψ = {ψp}p∈P of E in a C∗-algebra B is Nica covariant if for all
p, q ∈ P , T ∈ K(Ep) and S ∈ K(Eq), we have
ψ(p)(T )ψ(q)(S) =
{
ψ(p∨q)
(
ιp∨qp (T )ιp∨qq (S)
)
if p ∨ q <∞,
0 otherwise.
The Nica–Toeplitz algebra of E , denoted by NTE , is the C∗-algebra generated by a
copy of E that is universal for Nica covariant representations of E (see [10, Theorem
6.3]).
Fix a compactly aligned product system E = (Ep)p∈P . Let I¯e := A and for
each p ∈ P \ {e}, set
I¯p =
⋂
e<s≤p
kerϕs / A.
Given p ∈ P , we define a correspondence E˜p : A A by
E˜p :=
⊕
r≤p
Er I¯r−1p.
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For all s ∈ P , there is a ∗-homomorphism ι˜ps : B(Es)→ B(E˜p) defined by
ι˜ps(T ) =
( ⊕
s≤r≤p
ιrs(T )|Er I¯r−1p
)
⊕
( ⊕
s6≤r≤p
0Er I¯r−1p
)
for all T ∈ B(Es).
Let F ⊆ P be a finite set and let Ts ∈ K(Es) for each s ∈ F . We say
that
∑
s∈F ι˜
p
s(Ts) = 0 for large p if given an arbitrary element r in P , there
exists r′ ≥ r such that ∑s∈F ι˜ps(Ts) = 0 for all p ≥ r′. A representation ψ of E in a
C∗-algebra B is Cuntz–Pimsner covariant according to [28, Definition 3.9] if∑
s∈F
ψ(s)(Ts) = 0
whenever
∑
s∈F ι˜
p
s(Ts) = 0 for large p. It is called Cuntz–Nica–Pimsner covariant if
it is both Nica covariant and Cuntz–Pimsner covariant.
Suppose that E has the extra property that ι˜pe is injective on A for all p ∈ P . The
Cuntz–Nica–Pimsner algebra associated to E , denoted by NOE , is then the universal
C∗-algebra for Cuntz–Nica–Pimsner covariant representations (see [28, Proposition
3.2] for further details). The requirement that ι˜pe be faithful for all p ∈ P implies that
the representation of E in NOE is faithful. Sims and Yeend proved in [28, Lemma
3.15] that this is satisfied whenever P has the following property: given a nonempty
set F ⊆ P that is bounded above, in the sense that there is p ∈ P with s ≤ p for all
s ∈ F , then F has a maximal element r. That is, r 6≤ s for all s ∈ F \ {r}.
The next example of a product system is given by Sims and Yeend in [28, Example
3.16]. It consists of a compactly aligned product system for which not all ι˜pe’s are
injective. We recall their example here and describe its associated covariance algebra.
Example 4.1. Let Z× Z be equipped with the lexicographic order and let P be its
positive cone. So P =
(
(N \ {0})× Z) ∪ ({0} × N) and e = (0, 0). Define a product
system over P as follows: let A := C2 and, for each p ∈ P , let Ep := C2 be regarded
as a Hilbert A-module with right action given by coordinatewise multiplication and
usual C2-valued inner product. Following the notation of [28], we set S := {0} × N
and for all p ∈ S, we let C2 act on Ep on the left by coordinatewise multiplication, so
that ϕp
(
(λ1, λ2)
)
:= (λ1, λ2) ∈ B(Ep) for all p ∈ P and (λ1, λ2) ∈ A. For p ∈ P \ S,
put ϕp
(
(λ1, λ2)
)
:= (λ1, λ1). Thus kerϕp = {0} × C for all p ∈ P \ S. If q ∈ S,
define a correspondence isomorphism µp,q : Ep ⊗C2 Eq ∼= Epq by
(z1, z2)⊗ (w1, w2) 7→ (z1w1, z2w2).
For all q ∈ P \ S, define µp,q : Ep ⊗C2 Eq ∼= Epq by
(z1, z2)⊗ (w1, w2) 7→ (z1w1, z1w2).
This is a proper product system E = (Ep)p∈P over C2. Thus it is also compactly
aligned. Since P is totally ordered, all representations of E are Nica covariant.
Sims and Yeend proved that such a product system has no injective Cuntz–Nica–
Pimsner covariant representation. Their argument is the following: for all p 6= e,
I¯p = kerϕ(0,1) = {0}. Hence, if q ∈ P \ S, ι˜qe = ϕq is not injective and any
Cuntz–Nica–Pimsner covariant representation of E vanishes on kerϕq = {0} × C.
Let us now describe the associated covariance algebra A×E P . We will show that
(A ×E P )δ is isomorphic to the C∗-algebra of all convergent sequences. To do so,
given p ∈ P , write p = (p1, p2). We define an isometry vp ∈ B(`2(N× Z)) by
vp(f)(q) =
{
f(q − p) if q1 ≥ p1,
0 otherwise,
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where f ∈ `2(N× Z) and q = (q1, q2) ∈ N× Z. Thus v∗p(f)(q) = f(q + p) and vpv∗p
is the projection of `2(N× Z) onto the subspace `2(N≥p1 × Z). In particular, vp is
unitary for all p ∈ S.
Let φe : C2 → B(`2(N× Z)) be the ∗-homomorphism given by
φe
(
(λ1, λ2))(f)(q) =
{
λ2f(q) if q1 = 0,
λ1f(q) otherwise.
For all (z1, z2)p ∈ Ep, put φp
(
(z1, z2)p
)
:= vpφe
(
(z1, z2)). This yields a representation
φ = {φp}p∈P of E in B(`2(N×Z)). We claim that φ is strongly covariant and preserves
the topological Z× Z-grading of A×E P . First, for each finite set F ⊆ P ,
BF := span {Tp| p ∈ F, Tp ∈ K(Ep)}
is a C∗-subalgebra of T eE since P is totally ordered (see also [6, Lemma 3.6]). In
addition, T eE =
⋃
F⊆P BF . By [1, Lemma 1.3],
Je =
⋃
F⊆P
Je ∩BF .
So in order to prove that φ is strongly covariant, it suffices to verify that, given a
finite set F ⊆ P , one has ∑
p∈F
φ(p)(Tp) = 0
whenever
∑
p∈F j
(p)
E (Tp) = 0 in A×EP . Here Tp ∈ K(Ep) for each p ∈ F . So suppose
that F is a finite subset of P and
∑
p∈F j
(p)
E (Tp) = 0 in A×E P , with Tp ∈ K(Ep).
Let (λ1,p, λ2,p) be such that Tp = (λ1,p, λ2,p). Write
F =
n⋃
i=1
Fpi
with pi < pi+1 for all i ∈ {1, . . . , n}, where Fpi is given by all of the elements
in F having first component pi. Given a finite set F ′ ⊆ P with F ′ ⊇ F , there
is r1 = (p1, q1) ∈ P such that p′ < r1 for all p′ ∈ F ′p1 . Then
Er1Ir−11 (r1∨F ′) = {0} × C.
So by taking finite sets F ′ ⊆ P with F ′ ⊇ F , we conclude from the definition of
strong covariance that ∑
p∈Fp1
λ2,p = 0.
If p2 > p1 + 1, we deduce by a similar argument that the sum
∑
p∈Fp1 λ1,p must be
zero as well because
ιrp(Tp)(λ1, λ2) = ιrp ((λ1,p, λ2,p)) (λ1, λ2) = (λ1,pλ1, λ1,pλ2)
for all r = (r1, r2) > p with r1 > p1. In case p2 = p1 + 1, then∑
p∈Fp1
λ1,p +
∑
p∈Fp2
λ2,p = 0.
Repeating this argument for all of the pi’s and observing that
φ(p)(Tp)(f)(q) =

λ2,pf(q) if q1 = p1,
λ1,pf(q) if q1 > p1,
0 otherwise,
we conclude that φ is indeed strongly covariant. The associated representation
of A×E P on `2(N× Z) is faithful on (A×E P )δ because it is injective on C2. Its
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image in B(`2(N × Z)) is the C∗-algebra generated by φe(C2) and the family of
isometries {vp| p ∈ P}.
To see that φ̂ is faithful on A×E P , consider the canonical unitary representation
of the torus T2 on `2(N× Z). Explicitly, the unitary Uz is given by
Uz(f)(q) = zq11 z
q2
2 f(q), q = (q1, q2) ∈ N× Z,
where z = (z1, z2) ∈ T2. This produces a continuous action of T2 on φ̂(A ×E P )
by T 7→ UTU∗. Hence it carries a topological Z × Z-grading. The corresponding
spectral subspace at (m,n) is determined by{
T ∈ φ̂(A×E P )
∣∣∣ UzTU∗z = zm1 zn2 T for all z = (z1, z2) ∈ T2} .
Since Z× Z = P ∪ P−1, it is easy to verify that φ̂ preserves the grading of A×E P .
Because Z×Z is amenable, Proposition 20.2 and Theorem 20.7 of [9] imply that φ̂ is
an isomorphism onto its image. Its restriction to (A×E P )δ yields an isomorphism
onto the C∗-algebra of all convergent sequences{
(ζn)n∈N ∈ `∞(N)| ∃ lim
n→∞ ζn
}
.
This isomorphism sends (λ1,p, λ2,p) ∈ K(Ep) to the sequence (ζn)n∈N with
ζn =

λ2,p if n = p1,
λ1,p if n > p1,
0 otherwise.
The task of verifying whether a given representation is strongly covariant or
not is considerably simplified when E is compactly aligned. The proof of the next
proposition is taken from [6, Proposition 3.7] and adapted to our context.
Proposition 4.2. Let E = (Ep)p∈P be a compactly aligned product system. A
representation ψ of E in a C∗-algebra B is strongly covariant if and only if it is
Nica covariant and satisfies
(C)’
∑
p∈F ψ
(p)(Tp) = 0 whenever
∑
p∈F t
(p)
F (Tp) = 0 on EF , where F ⊆ P is
finite and Tp ∈ K(Ep) for all p ∈ F .
Proof. Suppose that ψ is strongly covariant. Let p, q ∈ P , T ∈ K(Ep) and S ∈ K(Eq).
If p ∨ q =∞, then K{p,q} = ∅ so that t(p)F (T )t(q)F (S) = 0 on the direct summand EF
for all finite subsets F of G. Hence strong covariance implies j(p)(T )j(q)(S) = 0
in A×E P . Assume that p∨q <∞. Let T ′ ∈ K(Ep∨q) be such that ιp∨qp (T )ιp∨qq (S) =
T ′. Because t(p)F (T )t
(q)
F (S) = 0 on ErIr−1(r∨F ) whenever r 6∈ (p ∨ q)P , it fol-
lows that t(p)F (T )t(q)(S) − t(p∨q)F (T ′) = 0 for each finite subset F of G. Hence
j(p)(T )j(q)(S) = j(p∨q)(T ′) and jE is Nica covariant.
Now if
∑
p∈F t
(p)
F (Tp) = 0 on EF and F ′ ⊇ F , then
∑
p∈F ′ t
(p)
F ′ (Tp) = 0 on EF ′
since E+F ′ may be viewed as a closed submodule of E+F . So
∑
p∈F j
(p)(Tp) = 0
in A×E P and, in particular,
∑
p∈F ψ
(p)(Tp) = 0.
Conversely, assume that ψ is Nica covariant and satisfies (C)’. In order to prove
that ψ is strongly covariant, we use the ideas employed in [6]. Let P∨fin denote the
set of all finite subsets of P that are ∨-closed. Precisely, F ∈ P∨fin if it is finite and
for all p, q ∈ F with p∨ q <∞, one has p∨ q ∈ F . For each F in P∨fin, let BF denote
the subspace of NT eE given by{∑
p∈F
Tp|Tp ∈ K(Ep)
}
.
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Here we introduce no special notation to identify an element of K(Ep) with its image
in NTE . We observe that BF is a C∗-subalgebra of NT eE and, in addition,
NT eE =
⋃
F∈P∨fin
BF .
Hence, since A×E P is a quotient of NTE , Lemma 1.3 of [1] says that all we must
do is prove that
∑
p∈F t
(p)
F (Tp) = 0 on EF if
∑
p∈F j
(p)(Tp) = 0 in A×E P .
Given r ∈ P , it follows from Nica covariance that j(p)(Tp)jr(Er) = 0 when
p ∨ r =∞ and
j(p)(Tp)jr(Er) ⊆ jr(Er)j(r−1(r∨p))
(
K(Er−1(r∨p))
)
otherwise. So j(p)(Tp)jr(Er kerϕr−1(r∨p)) = 0 if p 6≤ r. Therefore,∑
p∈F
j(p)(Tp)jr(ErIr−1(r∨F )) =
∑
p∈F
p≤r
j(p)(Tp)jr(ErIr−1(r∨F ))
= jr
(∑
p∈F
p≤r
t
(p)
F (Tp)ErIr−1(r∨F )
)
.
Since jE is injective,
∑
p∈F
j(p)(Tp) = 0 yields
∑
p∈F
p≤r
t
(p)
F (Tp)ErIr−1(r∨F ) = 0 for
all r ∈ P , and we deduce that ∑p∈F t(p)F (Tp) = 0 on EF as desired. 
The previous proposition combined with [27, Theorem 6.3] gives us the following:
Corollary 4.3. Let (G,P ) be a quasi-lattice ordered group and let E = (Ep)p∈P be
a compactly aligned product system. Suppose that G is amenable. If A is nuclear,
then A×E P is nuclear.
We denote by qN the ∗-homomorphism from NTE to A×E P induced by jE =
{jp}p∈P . The proof of the next result is essentially identical to that of Proposition 4.2.
This is inspired by [6, Proposition 3.7].
Proposition 4.4. Let ψ be an injective Nica covariant representation of E in a
C∗-algebra B and let ψN denote the induced ∗-homomorphism NTE → B. Then
(kerψN ) ∩NT eE ⊆ ker qN .
The following is [6, Example 3.9].
Example 4.5. Let F2 denote the free group on two generators a and b. Then F2 is
quasi-lattice ordered and its positive cone F+2 is the unital semigroup generated by a
and b. Define a product system over F+2 by setting A := C, Ea := C and Eb := {0},
where C is regarded as a Hilbert bimodule over C in the usual way. So Ean = C for
all n ∈ N. A subset of F+2 that is bounded above has a maximal element, so that
the representation of E in NOE is injective. However, in [6] this example illustrates
the fact that the conclusion of Proposition 4.4 may fail for NOE if P is not directed
and E is non-faithful.
Define a representation of E in C by ψp(λp) = λp for all p ∈ P and λp ∈ Ep.
So ψe is faithful. Let 1a ∈ K(Ea). Then ψe(1)− ψ(a)(1a) = 0 but ι˜pe(1)− ι˜pa(1a) 6= 0
for all p ≥ b. Hence the image of 1− 1a in NOE is nonzero and it becomes clear
that NOE and A×E P are not isomorphic, since je(1)− j(a)(1a) = 0 in the latter.
For this example, A×E P is the universal C∗-algebra generated by a unitary. That is,
A×E P ∼= C(T) with ja(λa) = λaz and je(λ) = λ, where z : T→ C is the inclusion
function.
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Proposition 4.6. Let (G,P ) be a quasi-lattice ordered group and let E = (Ep)p∈P
be a compactly aligned product system over P . Suppose either that E is faithful or
that P is directed and the representation of E in NOE is injective. Then NOE and
A×E P are canonically isomorphic to each other.
Proof. Let j¯E denote the representation of E in NOE . By Proposition 4.4, ker j¯N ∩
NT eE ⊆ ker qN . In particular, jE is an injective Cuntz–Nica–Pimsner covariant
representation of E in A×E P . Hence [6, Proposition 3.7] implies that the induced
∗-homomorphism j : NOE → A ×E P is faithful on the fixed-point algebra NOeE .
Therefore, j¯N vanishes on ker qN and it factors through A×E P . Thus ̂¯jN is the
inverse of j 
4.2. Fowler’s Cuntz–Pimsner algebra. Recall that a representation ψ of a
correspondence E : A A is Cuntz–Pimsner covariant on an ideal J / A with ϕ(J) ⊆
K(E) if
ψ(a) = ψ(1)(ϕ(a))
for all a ∈ J [18]. Fowler defined the Cuntz–Pimsner algebra of E = (Ep)p∈P to
be the universal C∗-algebra for representations that are Cuntz–Pimsner covariant
on Jp := ϕ−1(K(Ep)) for all p ∈ P [10, Proposition 2.9]. We denote Fowler’s
Cuntz–Pimsner algebra by OE .
Our next result provides sufficient conditions for A×E P to coincide with Fowler’s
Cuntz–Pimsner algebra if P is a cancellative right Ore monoid, that is, P is
cancellative and pP ∩ qP 6= ∅ for all p, q ∈ P . In this case, P can be embedded in a
group G so that G = PP−1.
Proposition 4.7. Let P be a cancellative right Ore monoid and let E = (Ep)p∈P be
a product system that is faithful and proper. Then A×E P is canonically isomorphic
to Fowler’s Cuntz–Pimsner algebra.
Proof. Observe that Jp = A for all p ∈ P . We begin by verifying that the represen-
tation of E in A ×E P is Cuntz–Pimsner covariant on A for each p in P . Indeed,
set F := {p}. Since E is faithful, it follows that Ir−1(r∨p) = {0} if r 6∈ pP . Thus
E{p} =
⊕
r∈pP
Er.
Hence jE is Cuntz–Pimsner covariant on Jp for each p ∈ P . We then obtain a
∗-homomorphism j : OE → A×E P .
By [2, Theorem 3.16], we may view OeE as the inductive limit of
(
K(Ep)
)
p∈P .
Thus j is faithful on OeE since it is so on all of the K(Ep)’s. The quotient map
q : TE → A ×E P is the composition of j with the quotient map from TE to OE .
Hence the representation of E in this latter C∗-algebra must vanish on J∞. The
induced ∗-homomorphism A×E P → OE is then the inverse of j. 
We will say that a correspondence E : A  A is a Hilbert A-bimodule if E
carries a structure of left Hilbert A-module such that ϕ(〈〈ξ | η〉〉)ζ = ξ〈η | ζ〉 for all
ξ, η, ζ ∈ E , where 〈〈· | ·〉〉 denotes the left A-valued inner product. Let E = (Ep)p∈P
be a product system of Hilbert bimodules. For each p ∈ P , set JEp := 〈〈Ep | Ep〉〉.
So JE = {JEp}p∈P is a family of ideals in A satisfying JEp = ϕ−1p (K(Ep))∩ (kerϕp)⊥
for all p ∈ P . Let OJE ,E denote the universal C∗-algebra for representations of E
that are Cuntz–Pimsner covariant on JEp for all p ∈ P .
Proposition 4.8. Suppose that E = (Ep)p∈P is a product system of Hilbert bimodules
with the following properties:
(i) 〈〈Ep | Ep〉〉〈〈Er | Er〉〉 ⊆ 〈〈Eq | Eq〉〉 for some q ∈ pP ∩ rP whenever pP ∩ rP 6= ∅;
(ii) 〈〈Ep | Ep〉〉〈〈Er | Er〉〉 = {0} if pP ∩ rP = ∅;
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Then A×E P is canonically isomorphic to OJE ,E .
Proof. We begin by proving that the canonical representation of E in A×E P factors
through OJE ,E . Let p ∈ P and let r ∈ P be such that r 6∈ pP . Condition (ii) in the
statement entails ϕr(〈〈Ep | Ep〉〉)Er = {0} if pP ∩ rP = ∅. Suppose that pP ∩ rP 6= ∅.
Then there exists q ∈ pP ∩ rP such that
〈〈Ep | Ep〉〉〈〈Er | Er〉〉 ⊆ 〈〈Eq | Eq〉〉.
In particular, if F ⊆ G is a finite subset and p ∈ F , it follows that
〈〈Ep | Ep〉〉〈〈Er | ErIr−1(r∨F )〉〉 ⊆ 〈〈Ep | Ep〉〉〈〈Er | Er kerϕr−1q〉〉 = {0}
because 〈〈Eq | Eq〉〉 acts faithfully on Eq. Hence ϕr(〈〈Ep | Ep〉〉)ErIr−1(r∨F ) = {0}. So
given a in 〈〈Ep | Ep〉〉, teS(a) − t(p)S (ϕp(a)) = 0 on EF for all finite subsets F of G
with F ⊇ {p}. This shows that j = {jp}p∈P is an injective representation of E
in A ×E P that is Cuntz–Pimsner covariant on JEp = 〈〈Ep | Ep〉〉 for all p ∈ P .
So it induces a ∗-homomorphism φ : OJE ,E → A ×E P . As a consequence, the
universal representation of E in OJE ,E is injective. Combining this with conditions (i)
and (ii) in the statement, we conclude that the fixed-point algebra OeJE ,E for the
canonical coaction of G on OJE ,E is isomorphic to A. Since φ is a surjective grading-
preserving ∗-homomorphism, the universal property of A×E P tells us that φ is an
isomorphism. 
4.3. Semigroup C∗-algebras. The semigroup C∗-algebra as introduced by Murphy
in [19] is the universal C∗-algebra for representations of P by isometries, also called
isometric representations. Unlike the group case, the resulting C∗-algebra is usually
badly behaved. For instance, it is not nuclear even when the semigroup in question
is N× N (see [20]). For semigroups that are positive cones of quasi-lattice ordered
groups, Nica considered in [22] a sub-class of isometric representations, namely,
those satisfying the Nica covariance condition. In this setting, he also introduced
a notion of amenability for a quasi-lattice ordered group (G,P ) and proved, for
instance, that (Fn,F+n ) is amenable. Xin Li realised that one should also take into
account the family of right ideals of P and proposed a construction generalising
that of Nica to left cancellative semigroups [17]. In analogy with the group case,
he was able to relate amenability of a semigroup to its associated C∗-algebra (see
[17, Section 4]). In this subsection, we study the relationship between covariance
algebras and the semigroup C∗-algebras of Xin Li. Under a certain assumption
involving the family of constructible right ideals of P , we will show that we can
recover the semigroup C∗-algebra of Xin Li from the covariance algebra of a certain
product system. This is obtained in [2, Section 5] for Ore monoids.
Let us first recall Li’s construction. Assume that G is generated by P . Given
α = (p1, p2, . . . , p2k) ⊆ P , define
(4.9) Fα = {p−12k p2k−1, p−12k p2k−1p−12k−2p2k−3, . . . , p−12k p2k−1p−12k−2 · · · p−12 p1}.
Then K{Fα,e} is a right ideal in P . This corresponds to the right ideal
p−12k p2k−1p
−1
2k−2 · · · p−12 p1P
in the notation of [17]. Given words α1, α2, . . . , αn in P , the intersection
n⋂
i=1
K{Fαi ,e}
is again a right ideal in P . Let J be the smallest family of right ideals of P
containing the "constructible" right ideals as above and the empty set ∅. This is
closed under finite intersection. In addition, if S ∈ J , then pS ∈ J and p−1S ∈ J ,
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where pS and p−1S denote the image and pre-image of S, respectively, under left
multiplication by p. The following is [17, Definition 3.2].
Definition 4.10. Let P be a subsemigroup of a group G. The semigroup C∗-algebra
of P , denoted by C∗s(P ), is the universal C∗-algebra generated by a family of
isometries {vp| p ∈ P} and projections {eS |S ∈ J } satisfying the following:
(i) vpvq = vpq
(ii) e∅ = 0
(iii) v∗p1vp2 · · · vp2k−2v∗p2k−1vp2k = eK{Fα,e} whenever α = (p1, p2, . . . , p2k) is a
word in P with p−11 p2 · · · p2k−2p−12k−1p2k = e in G.
The family J of right ideals of P is called independent (see [17, Definition 2.26])
if given a right ideal of P of the form
S =
m⋃
i=1
Si,
with Si ∈ J for all i ∈ {1, . . . ,m}, then S = Si for some i ∈ {1, . . . ,m}. By
[17, Lemma 3.3], eS1eS2 = eS1∩S2 in C∗s(P ) for all S1, S2 in J and hence the
closed linear span of the projections {eS |S ∈ J } is a commutative C∗-subalgebra
of C∗s(P ). If J is independent, this C∗-subalgebra is canonically isomorphic to
the C∗-subalgebra of `∞(P ) generated by the characteristic functions on elements
of J [17, Corollary 3.4]. Let us denote this latter C∗-algebra by A. That is,
A = span{χS |S ∈ J },
where χS ∈ `∞(P ) is the characteristic function on S. This will be the coefficient
algebra of our product system E . The idea is taken from [2, Section 5]. Our
assumption, however, is different: we require P to be embeddable in a group, as
usual. So we follow [17, Definition 3.2].
There is a semigroup action β : P → End(A) by injective endomorphisms with
hereditary range as follows. Let βp be defined by χS 7→ χpS . Its range βp(A) is the
corner χpPAχpP and hence it is hereditary. This gives us a product system over P
as in [16]. The correspondence Ep : A A is AχpP with the following structure: we
use the inverse β−1p to define the A-valued inner product, so that
〈aχpP | bχpP 〉 := β−1p (χpPa∗ · bχpP ).
In particular, 〈χSχpP |χpP 〉 = χ(p−1S)∩P for all S ∈ J . The right action of A on E
is implemented by βp. That is, (bχpP ) ·χS = bχpS . The left action is then defined by
left multiplication a ·(bχpP ) = abχpP . Finally, the isomorphism µp,q : Ep⊗AEq ∼= Epq
sends aχpP ⊗A bχqP to aχpPβp(b)χpqP .
Proposition 4.11. Suppose that J is independent. The semigroup C∗-algebra
C∗s(P ) is naturally isomorphic to A×E P .
Proof. Let us define a ∗-homomorphism C∗s(P ) → A×E P by using the universal
property of C∗s(P ). For each p ∈ P , put up := jp(χpP ). Thus u : p 7→ up is an
isometric representation of P in A×EP. Given S ∈ J , set e¯S = χS . In order to prove
that this data also satisfies condition (iii) of Definition 4.10, let α = (p1, p2, . . . , p2k)
be a word in P with p−11 p2 · · · p2k−2p−12k−1p2k = e . Let Fα be as in (4.9). Let us
show that
(4.12)
tFα
(
t˜p1(χp1P )∗t˜p2(χp2P ) · · · t˜p2k−1(χp2k−1P )∗t˜p2k(χp2k−1P )− t˜(χK{Fα,e})
)
= 0
on EFα . This is clearly true if K{Fα,e} = ∅ or K{Fα,e} = P . So let us assume
otherwise. The ideal Ie∨Fα / A is generated by the characteristic functions on the
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right ideals that have empty intersection with
K{Fα,e} = p−12k p2k−1p
−1
2k−2 · · · p−12 p1P
so that χK{Fα,e}Ie∨Fα = 0. Similarly, let r 6∈ K{Fα,e}. Observe that χK{Fα,e}
vanishes on Er whenever rP ∩K{Fα,e} = ∅. If rP ∩K{Fα,e} 6= ∅, then Ir−1(r∨Fα)
consists of those functions in A that vanish on P ∩ r−1K{Fα,e}. In particular,
ϕr(χK{Fα,e})(χrP ) · Ir−1(r∨Fα) = χK{Fα,e}∩rPβr(Ir−1(r∨Fα))
= χK{Fα,e}∩rP I(r∨Fα) = {0}.
For r ∈ K{Fα,e}, one may easily verify that the left-hand side of (4.12) also
vanishes on Er. This proves our claim that condition (iii) of Definition 4.10 is
satisfied. So we obtain a ∗-homomorphism φ : C∗s(P )→ A×E P. This sends vp to
the isometry up and eS to je(χS).
In order to define a representation of E in C∗s(P ), we invoke the assumption
that J is independent. As mentioned before the statement, in this case the commuta-
tive C∗-subalgebra of C∗s(P ) generated by the projections {eS |S ∈ J } is canonically
isomorphic to A. So there is a ∗-homomorphism A→ C∗s(P ) which maps χS to eS .
Lemmas 2.8 and 3.3 of [17] imply the relations
vpeSv
∗
p = epS , v∗peSvp = ep−1S∩P
in C∗s(P ) for all p ∈ P and S ∈ J . Hence the map which sends χpP ∈ Ep to the
isometry vp together with the ∗-homomorphism χS 7→ eS gives us a representation
of E in C∗s(P ). The induced ∗-homomorphism TE → C∗s(P ) preserves the G-grading
for the coaction of G. Moreover, it follows from condition (iii) and the equality ve = 1
that the fixed-point algebra C∗s(P )e for such a coaction is the C∗-algebra generated
by the projections {eS |S ∈ J }, which in turn is isomorphic to A. Hence φ is
injective on C∗s(P )e. By the same argument employed in the proof of Proposition 4.7,
we conclude that φ is an isomorphism. 
The proof of the previous proposition shows that, in general, A×E P is a quotient
of C∗s(P ). It is isomorphic to the C∗-algebra C∗(∪)s (P ) in the notation of [17]. Indeed,
let
J ∪ :=
{ m⋃
i=1
Si|Si ∈ J
}
.
Let C∗(∪)s (P ) be the universal C∗-algebra generated by isometries {vp| p ∈ P} and
projections {eS |S ∈ J ∪} satisfying the conditions (i)–(iii) of Definition 4.10 with
the additional relation
(iv) eS1∪S2 = eS1 + eS2 − eS1∩S2 for all S1, S2 ∈ J ∪.
The C∗-algebra C∗(∪)s (P ) coincides with C∗s(P ) whenever J is independent (see
[17, Proposition 2.24]). The next result generalises Proposition 4.11.
Corollary 4.13. The semigroup C∗-algebra C∗(∪)s (P ) is naturally isomorphic
to A×E P.
Proof. It follows from [17, Lemma 3.3] and [17, Corollary 2.22] that the C∗-subalgebra
of C∗(∪)s (P ) generated by the eS ’s is naturally isomorphic to A. Again condition
(iii) of Definition 4.10 implies that this C∗-subalgebra coincides with the fixed-point
algebra for the canonical coaction of G on C∗(∪)s (P ). Now we may employ the
same argument used in the proof of Proposition 4.11 to obtain an isomorphism
C∗s(P ) ∼= A×E P. 
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4.4. Crossed products by interaction groups. In this subsection, we will show
how Exel’s crossed products by interaction groups fit into our approach. This notion
of crossed products was introduced in [8] in order to study semigroups of unital and
injective endomorphisms. We first recall some concepts from his work, although
many details will be omitted. An interaction group is a triple (A,G, V ), where A
is a unital C∗-algebra, G is a group and V is a partial representation of G in the
Banach algebra of bounded operators on A. This consists of a family {Vg}g∈G of
continuous operators on A with V1 = idA and
VgVhVh−1 = VghVh−1 , Vg−1VgVh = Vg−1Vgh
for all g, h ∈ G. It follows that Eg := VgVg−1 is an idempotent for each g ∈ G and
EgEh = EgEh, g, h ∈ G. The partial representation is also assumed to satisfy the
following conditions:
(i) Vg is a positive map,
(ii) Vg(1) = 1,
(iii) Vg(ab) = Vg(a)Vg(b) if a or b belong to the range of Vg−1 .
For all g ∈ G, the idempotent Eg is a conditional expectation onto the range
of Vg. An interaction group is said to be nondegenerate if Eg is faithful for all g
in G. That is, Eg(a∗a) = 0 implies a = 0 (see [8, Definition 3.3]).
Frow now on let us fix a nondegenerate interaction group (A,G, V ). Given a
unital C∗-algebra B, recall that v : G → B is a ∗-partial representation if it is a
partial representation satisfying v∗g = vg−1 for all g ∈ G. A covariant representation
of (A,G, V ) in B is a pair (pi, v), where pi : A → B is a unital ∗-homomorphism
and v is a ∗-partial representation of G in B such that
vgpi(a)vg−1 = pi(Vg(a))vgvg−1 .
The Toeplitz algebra of (A,G, V ), denoted by T (A,G, V ), is the universal C∗-algebra
for covariant representations of (A,G, V ). It is generated by a copy of A and
elements {ŝg}g∈G so that ŝ : g 7→ ŝg is a ∗-partial representation and the pair (jV , ŝ)
is a covariant representation of (A,G, V ) in T (A,G, V ), where jV : A→ T (A,G, V )
denotes the canonical embedding.
In order to recall the notion of redundancy introduced by Exel in [8], let us first
define certain subspaces of T (A,G, V ). Given a word α = (g1, g2, . . . , gn) in G, set
ŝα = ŝg1 ŝg2 · · · ŝgn .
Let M̂α = jV (A)ŝαjV (A) and eα := ŝαŝα−1 , where α−1 = (g−1n , · · · , g−12 , g−11 ).
Then ŝαjV (a)ŝα−1 = jV (Vα(a))eα and by [8, Proposition 2.7], eα is also an idempo-
tent. The subspace Ẑα associated to the word α will be the closed linear span of
elements of the form
jV (a0)ŝg1jV (a1)ŝg2 · · · ŝgnjV (an)
with a0, a1, a2, . . . , an ∈ A. We set Ẑα = jV (A) in case α is the empty word.
Observe that we always have M̂α ⊆ Ẑα. We also associate a finite subset of G to
the word α by letting
µ(α) = {e, g1, g1g2, . . . , g1g2 · · · gn},
so that µ(α) = {e} if α is the empty word. We further let .α = g1g2 · · · gn. If .α = e,
it follows that µ(α) = µ(α−1). We denote by Wα the set of all words β in G with
µ(β) ⊆ µ(α) and
.
β = e and let
Ẑµ(α) := span{cβ | cβ ∈ Ẑβ , β ∈ Wα}.
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This is a C∗-subalgebra of T (A,G, V ) since β ∈ Wα if and only if β−1 ∈ Wα andWα
is also closed under concatenation of words (see [8, Proposition 4.7] for further
details). In addition, Ẑµ(α)M̂α ⊆ M̂α.
Definition 4.14. Let α be a word in G. We say that c ∈ Ẑµ(α) is an α-redundancy
if cM̂α = {0}.
The crossed product of A by G under V , denoted by A oG V , is the uni-
versal C∗-algebra for covariant representations that vanish on all redundancies.
Thus A oG V is isomorphic to the quotient of T (A,G, V ) by the ideal generated
by all redundancies. A covariant representation of (A,G, V ) that vanishes on such
an ideal was called strongly covariant by Exel. He was able to prove that A is
embedded into A oG V . The crossed product carries a canonical G-grading, and
a representation of AoG V is faithful on its fixed-point algebra if and only if it is
faithful on A.
If P is a subsemigroup of G, sometimes an action of P on a C∗-algebra A may
be enriched to an interaction group (A,G, V ) so that Vp = αp for all p ∈ P . Under
certain assumptions, V is unique if it exists and A oG V is generated by A and
isometries {vp}p∈P [8, Theorem 12.3]. We will see that if P is reversible, in the
sense that pP ∩ qP 6= ∅ and Pp ∩ Pq 6= ∅ for all p, q ∈ P , and G = P−1P = PP−1,
then A oG V can be obtained from a covariance algebra of a certain product
system if {Vp}p∈P generates the image of G under V . So we will assume that V
is an interaction group which extends an action of P by endomorphisms of A
and Vp−1 ◦ αp = idA. This holds if and only if the ∗-partial representation of G
in AoG V restricts to an isometric representation of P .
Lemma 4.15. Let (i, s) denote the representation of (A,G, V ) in AoG V . Then sp
is an isometry if and only if Vp−1 ◦ αp = idA.
Proof. Suppose that Vp−1 ◦ αp = idA. Let us prove that ŝ∗pŝp − 1 vanishes on
M̂(p−1) = jV (A)ŝp−1jV (A). Since ŝ is a ∗-partial representation of G, one has that
ŝp−1 = ŝ∗p. Put β1 = (p−1, p) and β2 = (e). So both β1 and β2 belong to W(p−1)
and hence ŝ∗pŝp − 1 ∈ Ẑ{e,p
−1}. Thus all we must do is prove that
(ŝ∗pŝp − 1)jV (A)ŝ∗pjV (A) = {0}.
To do so, let a ∈ A. Then
ŝ∗pŝpjV (a)ŝ∗p = ŝ∗pjV (Vp(a))ŝpŝ∗p = jV (Vp−1(αp(a)))ŝ∗pŝpŝ∗p = jV (a)ŝ∗p.
This proves that ŝ∗pŝp − 1 is a redundancy. Hence sp is an isometry in AoG V .
Now assume that sp is an isometry. For each a in A,
i(a) = s∗pspi(a)s∗psp = i(Vp−1(αp(a))).
This shows that Vp−1 ◦ αp = idA because A is embedded into AoG V . 
Thus in order to build a product system over P so that it encodes the interaction
group, we suppose that Vp−1 ◦ αp = idA for all p ∈ P . It follows from [8, Lemma
2.3] that, for all p, q ∈ P , we have
Vq−1Vp−1 = Vq−1p−1 , Vp−1q = Vp−1Vq.
Let us now describe the product system associated to V . This is defined as in [16].
Here we do not require P to be abelian since we assume Vp−1 ◦ αp = idA. We
set Ep := A, endowed with the right action of A through a · b := aαp(b) and the
A-valued inner product 〈a | b〉 = Vp−1(a∗b). This provides Ep with a structure of right
Hilbert A-module because Vp−1(a∗a) = 0⇔ a = 0 and Vp−1(ab) = Vp−1(a)Vp−1(b)
whenever b lies in the range of αp. The ∗-homomorphism ϕp : A→ B(Ep) is given
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by the multiplication in A, so that ϕp(a) · b = ab for all a ∈ A, b ∈ Ep. The
correspondence isomorphism µp,q : Ep ⊗A Eq ∼= Epq sends an elementary tensor a⊗ b
to aαp(b). Using that αp is an endomorphism of A, we deduce that µp,q preserves
the bimodule structure. It is also surjective because αp is unital for all p ∈ P .
Lemma 4.16. E = (Ep)p∈P is a product system.
Proof. We will prove that µp,q preserves the inner product and that the multiplication
in E is associative.
Let a0, a1, b0, b1 ∈ A. Then
〈a0 ⊗ b0 | a1 ⊗ b1〉 = Vq−1(b∗0Vp−1(a∗0a1)b1)
= Vq−1(Vp−1(αp(b0)∗)Vp−1(a∗0a1)Vp−1(αp(b1)))
= Vq−1(Vp−1(αp(b0)∗a∗0a1αp(b1)))
= V(pq)−1(αp(b0)∗a∗0a1αp(b1))
= 〈µp,q(a0 ⊗ b0) |µp,q(a1 ⊗ b1)〉.
This completes the proof that µp,q is an isomorphism of correspondences for all
p, q ∈ P . Now let s ∈ P , a ∈ Ep, b ∈ Eq and c ∈ Es. Then
(µpq,s(µp,q ⊗ 1))
(
a⊗ b⊗ c) = aαp(b)αpq(c) = aαp(bαq(c))
= (µp,qs(1⊗ µq,s))
(
a⊗ b⊗ c).

Lemma 4.17. There is a covariant representation of (A,G, V ) in A ×E P . It
sends g = p−1q to vg := jp(1p)∗jq(1q) and a to je(a). Moreover, given a word β =
(g1, g2, . . . , gn) in G, the map a 7→ je(a)vβ is injective, where vβ = vg1vg2 · · · vgn .
Proof. We begin by proving that jp(1p)∗jq(1q) = jp′(1p′)∗jq′(1q′) for all p, q, p′, q′ ∈
P such that p−1q = p′−1q′. To do so, we use that P is also left reversible. We can
find s ∈ P with s ∈ (pP ∩ qP ) ∩ (p′P ∩ q′P ). Since (A,G, V ) is nondegenerate, E is
faithful and hence Ir−1(r∨s) = {0} for all r ∈ P such that r 6∈ sP . So
E{s} =
⊕
r∈sP
Er.
Now given r ∈ sP , we write br for an element in Er. We compute
t{s}
(
t˜(1p)∗t˜(1q)
)
(br) = t{s}
(
t˜(1p)∗)(αq(br)⊗ 1
)
= Vp−1(αq(br)) = Vp−1q(br) = Vp′−1q′(br)
= t{s}
(
t˜(1p′)∗t˜(1q′)
)
(br).
Therefore, jp(1p)∗jq(1q) = jp′(1p′)∗jq′(1q′) and the map g = p−1q 7→ jp(1p)∗jq(1q)
is well defined. This gives a partial representation of G in A×E P because V is a
partial representation. Given g = p−1q ∈ G, vg−1 = jq(1q)∗jp(1p) = v∗g . So g 7→ vg
indeed defines a ∗-partial representation of G.
Let us prove that (je, v) is covariant. Take g = p−1q ∈ G and a ∈ A. Again we
use the assumption that P is left reversible and choose s ∈ pP ∩ qP . Thus it suffices
to show that
t{s}
(
t˜(1p)∗t˜(1q)t˜(a)t˜(1q)∗t˜(1p)
)
= t{s}
(
t˜(Vg(a))t˜(1p)∗t˜(1q)t˜(1q)∗t˜(1p)
)
on Er for r ∈ sP . Indeed, given br ∈ Er, one has
t{s}
(
t˜(1p)∗t˜(1q)t˜(a)t˜(1q)∗t˜(1p)
)
(br) = Vg(aVg−1(br)) = Vg(a)Vg(Vg−1(br))
= t{s}
(
t˜(Vg(a))t˜(1p)∗t˜(1q)t˜(1q)∗t˜(1p)
)
(br),
so that (je, v) is a covariant representation of (A,G, V ).
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Let β = (g1, . . . , gn) be a word in G. In order to prove that the map a 7→ je(a)vβ
is injective, take s ∈ Kµ(β)−1 . That is,
s ∈ P ∩ g−1n P ∩ (g−1n g−1n−1)P · · · ∩ (g−1n g−1n−1 · · · g−11 )P.
It exists because G = PP−1. Using that Vg is unital for all g ∈ G, we deduce that
je(a)vβvs = je(a)vβjs(1) = je(a)j .
βs
(Vβ(1)) = je(a)j .
βs
(1) = j .
βs
(a).
Since the representation of E in A ×E P is injective, the right-hand side above is
nonzero. This guarantees that a 7→ je(a)vβ is an injective map. 
The following is the main result of this subsection.
Proposition 4.18. Let P be a subsemigroup of a group G with G = P−1P =
PP−1. Let (A,G, V ) be a nondegenerate interaction group extending an action
α : P → End(A) by unital and injective endomorphisms. Suppose, in addition, that
Vp−1 ◦ αp = idA for all p ∈ P . Then AoG V is isomorphic to A×E P , where E is
the product system constructed out of V .
Proof. We begin by proving that (je, v) factors through AoG V . The pair (je, v)
induces a ∗-homomorphism φ̂ : T (A,G, V ) → A ×E P . Lemma 4.17 says that the
map a 7→ je(a)vβ is injective for each word β in G. Hence [8, Proposition 10.5]
implies that φ̂ is injective on M̂α. In particular, if c ∈ Ẑµ(α) is an α-redundancy,
φ̂(c)jr(Er) = {0} for all r ∈ Kµ(α) because
jr(a) = je(a)jr(1) = je(a)vαj .α−1r(1) ∈ φ̂
(
M̂α
)
j .
α
−1
r
(1)
for all a in A. So φ̂(c) must be zero in A×E P . This induces a ∗-homomorphism
φ : AoG V → A×E P that is faithful on A and preserves the G-grading of AoG V .
Proposition 4.6 of [8] says that φ is also faithful on the fixed-point algebra of
AoG V . Now by Lemma 4.15, sp is an isometry in AoG V for all p ∈ P . Moreover,
[8, Lemma 2.3] says that spsq = spq for all p, q ∈ P . Hence one can show that
the maps Ep 3 1p 7→ sp and a 7→ i(a) give rise to a representation of E . By
applying the injectivity of φ on the fibres and the usual argument that the induced
∗-homomorphism TE → AoG V preserves the G-grading, we conclude that such a
representation must factor through A×E P . The resulting ∗-homomorphism is the
inverse of φ. 
Remark 4.19. Let P be a reversible cancellative semigroup and let G be its enveloping
group. Let A be a unital C∗-algebra and let α : P → End(A) be an action by injective
endomorphisms. Given a not-necessarily nondegenerate interaction group (A,G, V )
extending α with Vp−1 ◦ αp = idA, the equality Vq−1Vp−1 = Vq−1p−1 still holds
by [8, Lemma 2.3]. Hence one may build a product system as above by letting Ep :=
Aαp(1) and µp,q(aαp(1)⊗A bαq(1)) := aαp(b)αpq(1) (see [16]). Thus the covariance
algebra of such a product system may be viewed as the crossed product of A under V ,
generalising Exel’s construction to interaction groups satisfying Vq−1Vp−1 = Vq−1p−1
that are not necessarily nondegenerate. For instance, the product system built in
the previous subsection fits into this setting, where Vg(χS) := χgS∩P for all S ∈ J
and g ∈ G.
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Appendix A. Topologically graded C∗-algebras
In this appendix we recall basic aspects on the topological grading obtained from
a discrete coaction. We refer to [9] for a careful treatment of graded C∗-algebras as
well as their relationship to C∗-algebras associated to Fell bundles.
Definition A.1. Let B be a C∗-algebra and A a C∗-subalgebra of B. A positive
linear map E : B → A is a conditional expectation if E is contractive and idempotent,
E(a) = a for all a ∈ A and E is an A-bimodule map, that is, E(a1ba2) = a1E(b)a2
for all b ∈ B, a1, a2 ∈ A. It is called faithful if E(b∗b) = 0 implies b = 0.
Definition A.2. Let B be a C∗-algebra and G a discrete group. Let {Bg}g∈G be
a collection of closed subspaces of B. We say that {Bg}g∈G is a grading for B if,
for all g, h ∈ G, one has
(i) B∗g = Bg−1 ,
(ii) BgBh ⊆ Bgh,
(iii) {Bg}g∈G is linearly independent and
⊕
g∈GBg is a dense subspace of B.
We say that B is a graded C∗-algebra.
Definition A.3. A grading {Bg}g∈G for a C∗-algebra B is a topological grading if
there exists a conditional expectation E : B → Be vanishing on Bg for all g 6= e.
The proof of the next proposition is taken from [21, Proposition 2.6].
Proposition A.4. Let (A,G, δ) be a coaction. Then A carries a topological
G-grading. The corresponding spectral subspace at g ∈ G is given by
Ag = {a ∈ A | δ(a) = a⊗ ug}.
Proof. Clearly, AgAh ⊆ Agh and A∗g = Ag−1 because δ is a ∗-homomorphism. If
a =
∑n
i=1 agi = 0, then
δ(a) =
n∑
i=1
agi ⊗ ug1 = 0
implies Egi(δ(a)) = agi ⊗ ugi = 0, where Egi = idA ⊗ χgi and χgi denotes the
contractive projection of C∗(G) onto Cugi . So agi = 0 for all i ∈ {1, . . . , n}.
Given a ∈ A, it follows from the coaction identity that
(δ ⊗ idG)Eg(δ(a)) = Eg(δ(a))⊗ ug.
This shows that Eg(δ(a)) = ag ⊗ ug for some ag in Ag. We claim that
⊕
g∈GAg is
dense in A. Indeed, let a ∈ A. Since G is discrete, δ automatically satisfies δ(A)(1⊗
C∗(G)) = A⊗C∗(G) (see [5]). So we may approximate a⊗ 1 ≈∑ni=1 δ(ai)(1⊗ ugi).
In addition, idA = (idA ⊗ 1G) ◦ δ by [7, Lemma A.24], where 1G : G → C is the
homomorphism g 7→ 1. Then
a = (idA ⊗ 1G)(a⊗ 1) = (idA ⊗ 1G)Ee
(
(a⊗ 1))
≈ (idA ⊗ 1G)
( n∑
i=1
Ee
(
δ(ai)(1⊗ ugi)
))
= (idA ⊗ 1G)
( n∑
i=1
Eg−1
i
(δ(ai))
)
∈
⊕
g∈G
Ag.
Now we see that (idA ⊗ 1G) ◦ Eg ◦ δ gives a contractive projection onto Ag that
vanishes on Ah for h 6= g. Hence {Ag}g∈G is a topological grading for A. 
If (A,G, δ) is a coaction, we refer to the corresponding spectral subspace at e as
the fixed-point algebra for δ.
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Definition A.5 ([7, Definition A.45]). Let (A,G, δ) and (B,G, γ) be coactions. We
say that a ∗-homomorphism ψ : A→ B is δ-γ equivariant if (ψ ⊗ idG) ◦ δ = γ ◦ ψ.
Proposition A.6. Let (A,G, δ) be a coaction. Let I / A be an ideal satisfying I =⊕
g∈GI ∩Ag. Then there is a coaction δA/I : A/I → A/I ⊗ C∗(G) such that
(q ⊗ idG) ◦ δ = δA/I ◦ q.
In particular, q is a δ-δA/I equivariant ∗-homomorphism.
Proof. Given q(a) ∈ A/I, set δA/I(q(a)) := (q ⊗ idG)(δ(a)). This vanishes on I
because it vanishes on I ∩ Ag for all g ∈ G and I is generated by its intersection
with the spectral subspaces. It is also injective because (idA ⊗ 1G) ◦ δ = idA
gives q(a) ∈ ker δA/I if and only if a belongs to I. This satisfies the coaction identity
because δ does so. That δA/I is a nondegenerate ∗-homomorphism is then clear. 
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