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Introduction
In the structure theory of Jordan algebras, exceptional simple Jordan algebras (Albert algebras) are
as important as octonion algebras are in the structure theory of alternative algebras. In his PhD thesis
[Ach1,Ach2], Achhammer developed a generalized Tits process for algebras over a locally ringed space
which, applied to algebras over arbitrary rings, generalized the classical Tits process for algebras over
base rings by Petersson and Racine [P-R] and thus, in particular, the classical ﬁrst Tits construction. He
obtained general results on Albert algebras over locally ringed spaces and found examples of Albert
algebras over n-dimensional projective space. Achhammer’s PhD thesis was only partially published,
hence some of his results have been written up in the ﬁrst sections of [Pu2].
Independently, Albert algebras over integral schemes were investigated by Parimala, Sridharan and
Thakur [P-S-T1,P-S-T2]. In [P-S-T2], generalized ﬁrst and second Tits constructions to obtain Albert
algebras were introduced, starting with an Azumaya algebra of rank 9 over a domain R such that
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S. Pumplün / Journal of Algebra 320 (2008) 4178–4214 41792,3 ∈ R× . Over integral schemes, the ﬁrst Tits construction of [P-S-T2] coincides with the one given
in [Ach1,Ach2] when starting with an Azumaya algebra of constant rank 9, the second one with the
Tits process in [Ach1,Ach2] when starting with the subsheaf of hermitian elements of an Azumaya
algebra of constant rank 9 over a suitable sheaf of rings O′X , which carries an involution ∗ such that
H(O′X ,∗) = OX . Albert algebras over A2k which do not arise from a generalized ﬁrst or second Tits
construction were constructed in [P-S-T2].
In the present paper we construct Jordan algebras over curves of genus zero and genus one us-
ing Achhammer’s Tits process and the general ﬁrst Tits construction as explained in [Ach1,Ach2]. It
is interesting to see which (selfdual) vector bundles can carry the structure of an Albert algebra,
and if there are any such bundles consisting of indecomposable summands of large ranks. Since the
automorphism groups of these algebras are algebraic group schemes of type F4 over X , the results
obtained also contain information on the structure of these groups schemes.
The vector bundles over curves of genus zero are of relatively simple type (there is no indecom-
posable vector bundle of rank greater than 2, and the only absolutely indecomposable ones are the
line bundles). Thus it is worth going one step further and looking at algebras over curves of genus
one. The vector bundles over elliptic curves and their behavior are well known [At,AEJ1,AEJ2,AEJ3].
There exist absolutely indecomposable selfdual vector bundles of arbitrary rank, and indecomposable
ones of different types. Over elliptic curves (or more generally, over curves of genus one, since, indeed,
our arguments generally would work also for curves without rational points), a classiﬁcation of Albert
algebras seems to be still out of reach. One of the problems is that the Azumaya algebras of constant
rank 9 over an elliptic curve are not suﬃciently well understood, at least to the author’s knowledge.
This would be important in order to get an idea of all the ﬁrst Tits constructions which are possible
starting with such an algebra. There are some results on octonion algebras [Pu1], which help to give
examples of reduced Albert algebras of the type H3(C), but again lacking a full classiﬁcation of these
algebras, we still miss some crucial information. Another stumbling block is to actually compute the
ingredient of a ﬁrst Tits construction or a Tits process. Here the vast choice of possible vector bundles
over an elliptic curve creates some diﬃculties. We construct a large number of nonisomorphic Albert
algebras by applying the ﬁrst Tits construction to Azumaya algebras of the type EndX (E). The fact
that the Theorem of Krull–Schmidt holds both over curves of genus zero and one makes it usually
easy to decide which Albert algebras must be nonisomorphic.
In Section 1 we establish some notation and collect the basic facts needed later. Algebras over
curves of genus zero are studied in Sections 2, 3 and 4; in particular, Albert algebras over curves
of genus zero which are obtained by a ﬁrst Tits construction in Section 3. The Albert algebras over
the projective line P1k , with k a base ﬁeld of characteristic zero, which can be realized as a ﬁrst
Tits construction starting with an Azumaya algebra over P1k of constant rank 9, have been described
in [Ach1, 4.7] (see Theorem 1). Over nonrational curves X of genus zero, we describe all ﬁrst Tits
constructions starting with an Azumaya algebra over X of rank 9 which is deﬁned over k (Corollary 2).
All Albert algebras which can be obtained by a ﬁrst Tits construction starting with an Azumaya algebra
A over X such that, at the generic point ξ , A(ξ) is a division algebra, are deﬁned over k (Corollary 3).
We then give examples of Albert algebras constructed by the Tits process in Section 4. In Section 5,
the basic terminology for elliptic curves is introduced. Étale ﬁrst Tits constructions over elliptic curves
are studied in Section 6 and reduced Albert algebras over elliptic curves in Section 7. Albert algebras
over elliptic curves obtained by the ﬁrst Tits construction starting with an Azumaya algebra of the
type EndX (E) are constructed in Section 8.
We use the standard terminology from algebraic geometry, see Hartshorne’s book [H] and the one
for algebras developed in [P]. For the standard terminology on Jordan algebras, the reader is referred
to the books by McCrimmon [M2], Jacobson [J] and Schafer [Sch].
1. Preliminaries
In the following, let (X,OX ) be a locally ringed space such that 2,3 ∈ H0(X,O×X ) and k a ﬁeld of
characteristic not 2 or 3.
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For P ∈ X let OP ,X be the local ring of OX at P and mP the maximal ideal of OP ,X . The corre-
sponding residue class ﬁeld is denoted by k(P ) =OP ,X/mP . For an OX -module F the stalk of F at
P is denoted by FP . F is said to have full support if SuppF = X ; i.e., if FP = 0 for all P ∈ X . We
call F locally free of ﬁnite rank if for each P ∈ X there is an open neighborhood U ⊂ X of P such that
F |U =OrU for some integer r  0. The rank of F is deﬁned to be sup{rankOP ,X FP | P ∈ X}. The term
“OX -algebra” (or “algebra over X”) always refers to nonassociative OX -algebras which are unital and
locally free of ﬁnite rank as OX -modules. An OX -algebra A is called alternative if x2 y = x(xy) and
yx2 = (yx)x for all sections x, y of A over the same open subset of X .
1.2. Composition algebras over X
Following [P], an OX -algebra C is called a composition algebra over X if it has full support,
and if there exists a quadratic form N:C → OX such that the induced symmetric bilinear form
N(u, v) = N(u + v) − N(u) − N(v) is nondegenerate; i.e., it determines a module isomorphism
C ∼−→ C∨ = HomOX (C,OX ), and such that N(uv) = N(u)N(v) for all sections u, v of C over the
same open subset of X . N is uniquely determined by these conditions and called the norm of C . It
is denoted by NC . Composition algebras over X are invariant under base change, and exist only in
ranks 1, 2, 4 or 8. A composition algebra of constant rank 2 (resp. 4 or 8) is called a quadratic étale
algebra (resp. quaternion algebra or octonion algebra). A composition algebra over X of constant rank is
called split if it contains a composition subalgebra isomorphic to OX ⊕OX . There are several construc-
tion methods for composition algebras over locally ringed spaces, e.g. there exists a Cayley–Dickson
process Cay(D,P,NP ) which is described in [P, 2.5].
1.3. Cubic forms
Let M, N be two OX -modules which are locally free of ﬁnite rank. A map N :M→N is called
a cubic map if N(ax) = a3N(x) for all sections a in OX , x in M over the same open subset of X , and
if the map θ :M×M×M→N deﬁned by
θ(x, y, z) = 1
6
(
N(x+ y + z) − N(x+ y) − N(x+ z) − N(y + z) + N(x) + N(y) + N(z))
(with x, y, z sections in M over the same open subset of X ) is an OX -trilinear map.
A trilinear map θ :M×M×M→N is called symmetric if θ(x, y, z) is invariant under all per-
mutations of its variables. We canonically identify symmetric trilinear maps M×M×M→N with
the corresponding cubic maps M→N .
A cubic map N :M→OX is called a cubic form and a trilinear map θ :M×M×M→OX a tri-
linear form. M together with a symmetric trilinear form θ :M×M×M→OX is called a trilinear
space. A cubic form N : M → OX on a locally free OX -module M of ﬁnite rank with full support
(or, respectively, the associated trilinear form θ ) is called nondegenerate if, for all P ∈ X , the induced
maps N(P ) : M(P ) → k(P ) are nondegenerate in the sense that the residue maps θ ′ ⊗ k(P ) of the
maps θ ′ :M→HomOX (M⊗M,OX ) deﬁned by
x → θx(y ⊗ z) = θ(x, y, z)
are injective. This notion of nondegeneracy is invariant under base change.
Two trilinear spaces (Mi, θi), i = 1,2, are called isomorphic if there exists an OX -module iso-
morphism f :M1 →M2 such that θ2( f (v1), f (v2), f (v3)) = θ1(v1, v2, v3) for all sections v1, v2, v3
of M1 over the same open subset of X . The orthogonal sum (M1, θ1) ⊥ (M1, θ2) of two trilinear
spaces (Mi, θi), i = 1,2, is deﬁned as the OX -module M1 ⊕ M2 together with the trilinear form
(θ1 ⊥ θ2)(u1 + v1,u2 + v2,u3 + v3) = θ1(u1,u2,u3) + θ2(v1, v2, v3).
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(See [P-R] or [M2].) Let J be a locally free OX -module of ﬁnite rank. Following [Ach1], (J ,U ,1)
with 1 ∈ H0(X,J ) is a Jordan algebra over X if
(1) U :J → EndOX (J ), x → Ux is a quadratic map;
(2) U1 = idJ ;
(3) UUx(y) = Ux ◦ U y ◦ Ux for all sections x, y in J ;
(4) Ux ◦ U y,z(x) = Ux,Ux(z)(y) for all sections x, y, z in J ;
(5) for every commutative associative OX -algebra O′X , J ⊗O′X satisﬁes (3) and (4).
In general, we write J instead of (J ,U ,1).
An OX -algebra J is called an Albert algebra if J (P ) =J (P ) ⊗ k(P ) is an Albert algebra over k(P )
for all P ∈ X . If J is a Jordan algebra over a scheme (X,OX ) then J is an Albert algebra if and only
if there is a covering Vi → X in the ﬂat topology on X such that J ⊗OVi ∼= H3(Zor(OVi )), where
Zor(OVi ) denotes the octonion algebra of Zorn vector matrices over OVi and H3(Zor(OVi )) is the
Jordan algebra of 3-by-3 hermitian matrices with entries in Zor(OVi ) and scalars OVi on the diagonal
[Ach1, 1.10].
Let W be an OX -module. A tripel (N, ,1) is a cubic form with adjoint and base point on W if
N :W →OX is a cubic form,  :W →W a quadratic map and 1 ∈ H0(X,W), such that
x  = N(x)x,
T (x, y) = DyN(x) for T (x, y) = −DxD y logN(1),
N(1) = 1, 1 = 1,
1× y = T (y)1− y with T (y) = T (y,1), x× y = (x+ y) − x − y
for all sections x, y in W over the same open subset of X . Here, DyN(x) denotes the directional
derivative of N in the direction y, evaluated at x. Since we assume that 2,3 ∈ H0(X,O×X ), this means
that the quadratic map DyN(x) is the coeﬃcient N(x; y) of the indeterminant Z in the expansion
N(x+ Z y) = N(x) + ZN(x; y) + Z2N(y; x) + Z3N(y)
and that T (x, y) = 3N(x, x, y) [M2, p. 200]. More precisely, Dy(N(U )(x)) denotes the directional
derivative of N(U ) in the direction y, evaluated at x, for x, y sections over the same open subset U
of X , and (DyN)(U ) = Dy(N(U )).
Let DxD yN denote the bilinearization of the quadratic form DyN and DxD yN(z) = DyN(x, z). The
term DxD y logN(z) is deﬁned by
DxD y logN(z) = N(z)−2
[
N(z)DxD yN(z) − DxN(z)DyN(z)
]
for all sections x, y over the same open subset of X and z ∈ H0(X,O×X ). Hence
T (x, y) = DxN(1)DyN(1) − DxD yN(1) = T (x)T (y) − S(x, y)
with S(x, y) = 6N(x, y,1). The symmetric bilinear form T : W × W → OX is called the trace form
of W .
Every cubic form with adjoint and base point (N, ,1) on a locally free OX -module W of ﬁnite
rank deﬁnes a unital Jordan algebra structure J (N, ,1) = (W,U ,1) on W via
Ux(y) = T (x, y)x− x × y
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A section x ∈W is invertible iff N(x) is invertible. In that case, x−1 = N(x)−1x .
1.5. The Tits process
(Due to Achhammer [Ach1], see [Pu2] for details.) Let (X,O′X ) be a locally ringed space and B
a unital associative O′X -algebra. Write B× for the sheaf of units of B. Let Picl B denote the set of
isomorphism classes of locally free left B-modules of rank 1. In the sense of noncommutative Cˇech
cohomology [Mi, III, 4.6], the pointed set Picl B can be canonically identiﬁed with the pointed set
Hˇ1(X,B×).
Let ∗ : O′X → O′X be an involution on O′X and ∗B an involution on B which extends ∗, i.e.∗B|O′X = ∗.
Let (NB, B,1) be a cubic form with adjoint and base point on B. (NB, B,1) is called B-
admissible, if
(1) B+ = J (NB, B,1) with 1 ∈ H0(X,B) the unit element in B, and
xyx = TB(x, y)x− xB ×B y
for x, y in B;
(2) NB(xy) = NB(x)NB(y) for all x, y in B;
(3) NB(x∗B ) = NB(x)∗B for x in B.
From now on let (NB, B,1) be B-admissible. Using the natural identiﬁcations Picl B = Hˇ1(X,B×)
and Picl Bop = Hˇ1(X,Bop×) as pointed sets, the morphisms of group sheaves
NB : B× →O′×X , B,∗B : B× → Bop×
induce morphisms
NB : Picl B → PicO′X , B,∗B : Picl B → Picl Bop
of pointed sets. In the following we canonically identify left Bop-modules and right B-modules.
Let P ∈ Picl B and F be a right B-module. A quadratic map g : P → F in the category of O′X -
modules is called multiplicative if
g(bv) = g(v)bB
for all sections b in B, v in P .
Let E be an O′X -module. A cubic map f : P → E in the category of O′X -modules is called multi-
plicative if
f (bw) = NB(b) f (w)
for all sections b in B, w in P .
A multiplicative quadratic map  : P → PB is called an adjoint on P , if  is universal in the
category of multiplicative quadratic maps on P .
A multiplicative cubic map N :P → NB(P) is called a norm on P , if N is universal in the category
of multiplicative cubic maps on P .
For P ∈ Picl B, let P∨ denote the right B-module HomB(P,B). Suppose that NB(P) ∼= O′X and
let N :P →O′X be a norm on P . Then
PB ∼=P∨, P∨B ∼=P
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adjoints  :P →P∨ and ˇ :P∨ →P such that
(1) 〈w,w〉 = N(w)1;
(2) 〈wˇ ˇ, wˇ〉 = Nˇ(wˇ)1;
(3) w ˇ = N(w)w
for all w in P , wˇ in P∨ . Moreover,
(4) wˇ ˇ  = Nˇ(wˇ)wˇ;
(5) 〈w, wˇ〉B = 〈wˇ ˇ,w〉;
(6) NB(〈w,w〉) = N(w)Nˇ(wˇ);
(7) Dw ′N(w) = TB(〈w ′,w〉);
(8) Dwˇ ′ Nˇ(wˇ) = TB(〈wˇ ˇ, wˇ ′〉);
(9) 〈w, wˇ〉w = TB(〈w, wˇ〉)w − w×ˇwˇ
for all wˇ , wˇ ′ in P , wˇ in P∨ .
For a right B-module F , let F denote the left B-module obtained by deﬁning a new scalar mul-
tiplication on F via
b · w = wb∗B
for b ∈ B, w ∈F [Kn1, I, (2.1)]. Any morphism of right B-modules f :F → E induces a morphism of
left B-modules f :F → E . (An analogous argument holds for left B-modules.)
Let P be a locally free left B-module of rank 1. An isomorphism of left B-modules j : P → P∗B
is called an involution on P . Furthermore, we canonically identify the left B-homomorphisms from P
to P∨ with the sesquilinear forms on P .
A pair (A,OX ) consisting of a subsheaf of rings OX of O′X and an OX -submodule A of B is calledB-ample if
(1) OX ⊂H(O′X ,∗B),
(2) rr∗B ∈OX for r in O′X ,
(3) A⊂H(B,∗B),
(4) 1 ∈ H0(X,A),
(5) bab∗ ∈A for a ∈A, b ∈ B,
(6) NB(A) ⊂OX ; i.e., NB|A :A→OX is a cubic form over OX ,
(7) AB ⊂A; i.e., B|A :A→A is a quadratic map over OX .
Let (A,OX ) be B-ample and P be a locally free left B-module of rank 1 with NB(P) ∼=O′X .
If P∗B ∼= P∨ and NB(P) ∼= O′X , then a pair (N,∗) with N : P → O′X a norm on P and an invo-
lution ∗ : P → P∨ on P is called A-admissible if 〈w,w∗〉 ∈A and NB(〈w,w∗〉) = N(w)N(w)∗B for
w ∈P .
P is called A-admissible if there is a norm N :P →O′X and a nondegenerate ∗B-sesquilinear form
h : P ×P → B (i.e., h(aw,bv) = ah(w, v)b∗B and h induces a B-module isomorphism jh : P → P∨)
such that h(w,w) ∈ A and NB(h(w,w)) = N(w)N(w)∗B for w ∈ P . Note that P∨ ∼= P∗B and
that therefore jh (denoted ∗ from now on) is an involution on P such that 〈w,w∗〉 ∈ A and
NB(〈w,w∗〉) = N(w)N(w)∗B for w ∈P .
Theorem 1. Let (NB, B,1) be B-admissible, (A,OX ) be B-ample and P be a locally free left B-module of
rank 1 with NB(P) ∼=O′X which isA-admissible. Deﬁne
J˜ =A⊕P,
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N˜(a,w) = NB(a) + N(w) + Nˇ(w∗) − TB
(
a, 〈w,w∗〉)= NB(a) + N(w) + N(w)∗B − TB(a, 〈w,w∗〉),
(a,w )˜ = (aB − 〈w,w∗〉,w∗ˇ − aw)
for a ∈A and w ∈P . Then (N˜, ˜, 1˜ ) is a cubic form with adjoint and base point on J˜ and
T˜
(
(a,w), (c, v)
)= TB(a, c) + TB(〈w, v∗〉)+ TB(〈v,w∗〉)
for a, c ∈A and v,w ∈P is the trace.
The induced Jordan algebra J˜ (N˜, ˜, 1˜ ) is denoted by J (B,A,P,N,∗) and called the Tits process.
It generalizes the classical Tits process over rings given in [P-R].
Let J = J (NJ , J ,1) be an Albert algebra over X which contains a subalgebra of the kind
H(B,∗B), where B is an Azumaya algebra over O′X of constant rank 9 together with an involution∗B and O′X an OX -algebra of constant rank 2 with H(O′X ,∗B) =OX . Then there exists an H(B,∗B)-
admissible left B-module P of rank 1 and an H(B,∗B)-admissible pair (N,∗) such that the canonical
embedding H(B,∗B) ↪→J can be extended to an isomorphism
J (B,H(B,∗B),P,N,∗)→J .
We will not always get all possible cubic Jordan algebras over X using the generalized Tits process,
see [P-S-T2] for examples.
1.6. The ﬁrst Tits construction
(Due to Achhammer [Ach1,Ach2], see [Pu2] for details.) Let A be a unital associative OX -algebra,
(NA, A,1) a cubic form with adjoint and base point on A, P ∈ Picl A such that NA(P) ∼=OX and
N a norm on P . Let A+ =J (NA, A,1) and NA(xy) = NA(x)NA(y) for all x, y ∈A. Deﬁne
J˜ =A⊕P ⊕P∨,
1˜ = (1,0,0) ∈ H0(X,J ),
N˜(a,w, wˇ) = NA(a) + N(w) + Nˇ(wˇ) − TA
(
a, 〈w, wˇ〉),
(a,w, wˇ )˜ = (aA − 〈w, wˇ〉, wˇ ˇ − aw,w − wˇa)
for a ∈A, w ∈ P , wˇ ∈ P∨ , then (N˜, ˜, 1˜ ) is a cubic form with adjoint and base point on J˜ and has
trace form
T˜
(
(a,w, wˇ), (c, v, vˇ)
)= TA(a, c) + TA(〈w, vˇ〉)+ TA(〈v, wˇ〉).
The induced Jordan algebra J (N˜, ˜, 1˜ ) is denoted by J (A,P,N) and called a (generalized) ﬁrst Tits
construction [Ach1,Ach2]. This ﬁrst Tits construction generalizes the classical ﬁrst Tits construction
from [P-R]. A+ identiﬁes canonically with a subalgebra of J (A,P,N).
If
O′X =OX ⊕OX , (r, s)∗B = (s, r),
B =A⊕Aop, (a, c)∗B = (c,a), 1B = (1,1),
NB(a, c) =
(
NA(a),NA(c)
)
, (a, c)B = (aA , cA),
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∣∣ r ∈OX}, A0 = {(a,a) ∣∣ a ∈A},
P0 =P ⊕P∨,
N0(w, wˇ) = (N(w), Nˇ(wˇ)), (w, wˇ∗0)= (wˇ,w),
then
J (B,A0,P0,N0,∗0)∼=J (A,P,N).
For P ∈ X ,
J˜ (A,P,N)P ∼= J˜ (AP ,PP ,NP )
where the right-hand side is a classical ﬁrst Tits construction over OP ,X in the sense of [P-R]. If
J = J (NJ , J ,1) is an Albert algebra over X containing a subalgebra of the kind A+ with A an
Azumaya algebra over X , then there exist suitable P and N such that J (A,P,N) ∼=J .
The Tits process can be embedded into a ﬁrst Tits construction, analogously as shown in [P-R,M1],
cf. [Ach1, 2.28] or [Pu2].
1.7. Some facts on vector bundles over proper schemes
Let X be a proper scheme over k and l/k an algebraic ﬁeld extension. The Theorem of Krull–
Schmidt holds for vector bundles over X , i.e., every vector bundle on X can be decomposed as a direct
sum of indecomposable vector bundles, unique up to isomorphisms and order of summands [AEJ1,
p. 1324]. Moreover, nonisomorphic vector bundles on X extend to nonisomorphic vector bundles on
Xl = X ×k l, for every separable algebraic ﬁeld extension l/k [AEJ1, p. 1325].
For a vector bundle N on Xl , the direct image π∗N of N under the projection morphism π : Xl →
X is a vector bundle on X denoted by trl/k(N ).
If l/k is a ﬁnite algebraic ﬁeld extension of degree r = [l : k], the canonical projection π : Xl → X is
an aﬃne ﬂat morphism and the direct image B = π∗OXl is an OX -algebra which is locally free of rank
r as an OX -module. The assignment F → π∗F gives an equivalence of categories from quasi-coherent
OXl -modules to quasi-coherent OX -modules that are B-modules at the same time. This equivalence
matches locally free OXl -modules of ﬁnite rank with locally free B-modules of ﬁnite rank and, in
particular, Pic(Xl) with Pic(B). Thus, in the above sense, we are allowed to identify B = π∗OXl .
If X is any curve over k, then
trl/k(OXl ) = π∗OXl ∼=OrX
as OX -modules.
2. Curves of genus zero
Let X be a curve of genus zero over k; i.e. a geometrically integral, complete, smooth scheme of di-
mension one over k. Let P0 ∈ X be a closed point of minimal degree and L(mP0) the line bundle over
X associated with the divisor mP0. The isomorphism Z ∼= Pic X is given by the map m →L(mP0).
If X is rational, P0 has degree 1 and L(mP0) ∼=OX (m). In that case let h(m) denote the hyperbolic
plane given by the symmetric bilinear form ((a,b), (c,d)) → ad + bc on OX (m) ⊕OX (−m).
If X is nonrational, let D0 be the quaternion division algebra associated to X . If k′/k is a ﬁnite
separable ﬁeld extension which is a maximal subﬁeld of D0, for X ′ = X×k k′ we observe that X ′ ∼= P1k′ .
In that case, let E0 = trk′/k(OX ′(1)) be the indecomposable vector bundle of rank 2 with D0 = End(E0).
Moreover, E∨0 = trk′/k(OX ′(−1)). All vector bundles of rank at least 3 over X are decomposable. The
indecomposable vector bundles of rank 2 over X are isomorphic to E0 ⊗ L(mP0), where m ∈ Z is
unique.
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tion. Then, for m ∈ Z,
(2) π∗OX (m) =OX (m)⊗OX OX ′ ∼=OX ′(m) and π∗OX ′(m) = trk′/k(OX ′(m)) ∼=OX (m)2 if X is rational,
(3) π∗L(mP0) = L(mP0) ⊗OX OX ′ ∼= OX ′(2m), π∗OX ′(2m) = trk′/k(OX ′(2m)) ∼= L(mP0)2 and
π∗OX ′(2m + 1) = trk′/k(OX ′(2m + 1)) ∼= E0 ⊗L(mP0) if X ′ is rational but X is not,
(4) π∗L(mP0) = L(mP0) ⊗OX OX ′ ∼= L(mP ′0) and π∗L(mP ′0) = trk′/k(L(mP ′0)) ∼= L(mP0)2 if X ′ is
nonrational and P ′0 has (minimal) degree 2.
Example 1. Let C be a composition OX -algebra of constant rank over X with canonical involution .¯
Let σ : Mat3(C) → Mat3(C) be the involution given by σ(A) = At , bar denoting the entry-wise action
of the involution ¯ on the matrix A. Let H3(C) be the sheaf of symmetric elements in Mat3(C) with
respect to σ . Together with A · B = 12 (AB + B A), it is a cubic Jordan algebra over X . A cubic Jordan
algebra of the kind H3(C) with C a composition algebra or 0 is called a reduced cubic Jordan algebra,
if C is an octonion algebra H3(C) is called a reduced Albert algebra [P-R, p. 214 ff.].
Using Petersson’s classiﬁcation of the composition algebras over curves of genus 0 [P], we can list
all the reduced cubic Jordan algebras H3(C) (the ﬁrst 4 types are deﬁned over k):
(1) O+X ;
(2) J =O+X ×O+X ×O+X ;
(3) H3(k × k) ⊗k OX ∼= Mat3(k)+ ⊗k OX ;
(4) H3(C0) ⊗k OX with C0 a composition division algebra over k;
(5) H3(D) with D a split quaternion algebra; i.e., the underlying module structure of H3(D) is given
by O9X ⊕L(mP0)3 ⊕L(−mP0)3 with the integer m 0 being uniquely determined by C;
(6) H3(C) with C a split octonion algebra over k. Thus the underlying module structure of H3(C) is
given by
O9X ⊕L(m1P0)3 ⊕L(m2P0)3 ⊕L
(−(m1 +m2)P0)3 ⊕L(−m1P0)3 ⊕L(−m2P0)3
⊕L((m1 +m2)P0)3
for some m1 m2  0, m1 > 0, or, if X is not rational, by
O9X ⊕L
(−(2m + 1)P0)3 ⊕ [L(mP0) ⊗ E0]3 ⊕L((2m + 1)P0)3 ⊕ [L(−mP0) ⊗ Eˇ0]3,
the integer m 0 being uniquely determined by C;
(7) if X is nonrational, H3(C) with C ∼= Cay(D,P,N0), where D = D0 ⊗OX and P = P1 ⊕P2 with
P1 = L(mP0) ⊗ Eˇ0 and P2 = L((−m + 1)P0) ⊗ Eˇ0 for some integer m  0 uniquely determined
by C [P, 4.9]. Thus the underlying module structure of H3(C) is given by
O15X ⊕
[L(mP0) ⊗ Eˇ0]3 ⊕ [L((−m + 1)P0)⊗ Eˇ0]3.
Remark 2. (i) (Imitating [P, 5.5].) Let X = P1k and let ι : X → k denote the structure morphism of X .
Let J be a Jordan algebra of (automatically constant) rank with nondegenerate bilinear trace form TJ
over X . By Knebusch’s Theorem [Kne, Theorem 13.2.2] we can decompose the bilinear space (J , TJ )
as
(J , TJ ) = h(m1) ⊥ · · · ⊥ h(mr) ⊥ ι∗(V ,b)
with m1  · · ·mr > 0 integers. For the global sections we get
J = H0(X,J ) = H0(X,OX (m1))⊥ · · · ⊥ H0(X,OX (m1))⊥ V
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TJ (1 J ,1 J ) = 6. So V has dimension at least one if J has odd rank and at least 2 if it has even
rank. Thus, if J has rank 3, either J is globally free as OX -module or J ∼= h(m) ⊥OX .
(ii) Let X be nonrational. Let J be as in (i). Let k′ be a splitting ﬁeld of D0 and let X ′ = X ×k k′ .
By (i) applied to J ⊗OX ′ (or by a direct argument involving module structures of selfdual modules)
and Remark 1, if J has rank 3, it is either globally free or J ∼= L(sP0) ⊕ L(−sP0) ⊕ OX for some
s > 0.
Recall that we are assuming chark = 2,3 throughout.
Lemma 1.
(i) Every ﬁrst Tits construction over X starting withOX is deﬁned over k.
(ii) Let l/k be a quadratic ﬁeld extension with Gal(l/k) = 〈ω〉. Let Xl = X ×k l. Every Tits process over X
starting with B = π∗OXl and ∗B = ω is deﬁned over k.
Proof. (i) Every ﬁrst Tits construction over X starting with OX is of the kind J (OX ,L,NL) with
L ∈ 3 Pic X . However, Pic X ∼= Z, so we only have J (OX ,OX ,μ) ∼=J (k,μ) ⊗k OX , for some μ ∈ k× .
(ii) We use the identiﬁcations discussed in 1.7. Let X = P1k . If P ∈ Pic Xl is OX -admissible thenP =OXl (each P is already deﬁned over X , so ωP ∼=P and thus ωP ∼=P∨ implies P ∼=P∨). There-
fore J = J (B,OX ,P,N,∗) is globally free as OX -module implying that it is deﬁned over k [Pu2,
Lemma 1].
If X is nonrational and J is a Tits process over X then, given any splitting ﬁeld k′ of the quaternion
division algebra associated with X , J ⊗OX ′ is a Tits process over OX ′ and so deﬁned over k′ . Hence
J is globally free as OX -module implying that it is deﬁned over k [Pu2, Lemma 1]. 
We cannot exclude the possibility that there are Jordan algebras J (N, ,1) of rank 3 over a curve
of genus zero which do not arise from a ﬁrst Tits construction or a Tits process. By Remark 2, the
underlying module structure of such algebras must be OX ⊕L(mP0) ⊕L(−mP0) (m > 0).
2.1. Étale ﬁrst Tits constructions over X
Let A be a commutative associative OX -algebra of constant rank 3 such that A+ = J (NA, A,1)
and where A(P ) is a cubic étale k(P )-algebra for all P ∈ X . The ﬁrst Tits construction J =J (A,P,N)
is called an étale ﬁrst Tits construction [Pu2, 4.1].
Lemma 2. Let A=OX ×OX ×OX . The étale ﬁrst Tits construction J (A,P,N) is a Jordan algebra over X
of rank 9 with underlying module structure
O3X ⊕L(m1P0) ⊕L(m2P0) ⊕L
(−(m1 +m2)P0)⊕L(−m1P0) ⊕L(−m2P0) ⊕L((m1 +m2)P0).
Proof. Every left A-module P of rank one with NA(P) ∼=OX satisﬁes
P ∼=L(m1P0) ⊕L(m2P0) ⊕L
(−(m1 +m2)P0)
with mi ∈ Z ([Ach1, 4.1], see also [Pu2, Example 8]). Choose an isomorphism α :L(m1P0)⊗L(m2P0)⊗
L(−(m1 +m2)P0) → OX , then N(x, y, z) = α(x ⊗ y ⊗ z) deﬁnes a norm on P and J (A,P,N) has
the underlying module structure claimed in the assertion. 
Lemma 3. Let A= k′ ⊗OX with k′ a cubic ﬁeld extension of k. Then there exists only the classical étale ﬁrst
Tits construction forA. Its Jordan algebra is deﬁned over k.
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G : Pic X → PicA, L(mP0) →L(mP0) ⊗OX ′
is bijective. Therefore every P ∈ PicA is of the form P ∼= (k′ ⊗OX ) ⊗L(mP0) and, setting N = NA =
Nk′/k ⊗OX :A→OX , we obtain
OX ∼= N(P) ∼= N
(
(k′ ⊗OX ) ⊗L(mP0)
)∼=L(3mP0)
which implies m = 0 and yields the assertion. 
Lemma 4. Let T be a nonsplit quadratic étale algebra over X, that means T = k′ ⊗OX with k′/k a separable
quadratic ﬁeld extension of k. Let A=OX × T . Then J (A,P,N) is a Jordan algebra over X of rank 9 with
underlying module structure
J ∼=O3X ⊕
[L(−2mP0) ⊕L(mP0) ⊕L(mP0)]⊕ [L(2mP0) ⊕L(−mP0) ⊕L(−mP0)]
for arbitrary m ∈ Z or, if X is nonrational,
J ∼=O3X ⊕
[L(−(2m + 1)P0)⊕ E0 ⊗L(mP0)]⊕ [L(2m + 1P0) ⊕ E∨0 ⊗L(−mP0)]
for arbitrary m ∈ Z.
Proof. Let Gal(k′/k) = 〈ω〉. We know that PicT ∼= Z. Obviously, each A=OX × T is deﬁned over k,
hence A+ = J (NA, A,1). Let J = J (A,P,N). By [Pu2, Lemma 5], every left A-module P of rank
one with NA(P) ∼= OX is either a direct sum of line bundles L0,M0,S0 over X with L0 ⊗M0 ⊗
S0 ∼=OX ; i.e.,
P ∼=L0 ⊕M0 ⊕ S0,
or there is a line bundle S0 over X and a line bundle L over X ′ which is not deﬁned over X with
L⊗ ωL⊗ S0 ∼=OX ′ and
P ∼= trk′/k(L) ⊕ S0.
This last case can only happen if X is nonrational and k′ is a splitting ﬁeld of the quaternion division
algebra D0 associated to X .
Since Hˇ1(X,A×) = Pic X ×PicT , every left A-module P of rank one satisﬁes P ∼=L×F with F ∈
PicT and an invertible OX -module L. We have NA(P) ∼=OX iff L⊗ NT (F) ∼=OX iff L∨ ∼= NT (F).
For M ∈ Pic X , M⊗ T ∈ PicT has NT (M⊗ T ) ∼=M2.
Now PicT can be identiﬁed with Pic X ′ (cf. 1.7), and unless X is nonrational and k′ is a splitting
ﬁeld of X , the canonical morphism
G : Pic X ′ → Pic X ′, L→L⊗OX ′
is bijective, implying that each F ∈ PicT is of the form F ∼= (k′ ⊗OX )⊗L(mP0). If N is the norm on
k′ ⊗k OX , then
N(F) ∼= N((k′ ⊗OX ) ⊗L(mP0))∼=L(2mP0).
Hence
P ∼=L(−2mP0) ⊕L(mP0) ⊕L(mP0)
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J =O3X ⊕L(−2mP0) ⊕L(mP0) ⊕L(mP0) ⊕L(2mP0) ⊕L(−mP0) ⊕L(−mP0)
as OX -module.
If X is nonrational and k′ is a splitting ﬁeld of D0, then G is not bijective and it is possible that
the indecomposable
F =L(mP0) ⊗ E0 ∼= trk′/k
(OX ′(2m + 1))
(m ∈ Z arbitrary) is an element in PicT . Then
F ⊗OX ′ ∼=OX ′(2m + 1) ⊕OX ′(2m + 1)
by Remark 1. Since OX ′(2m + 1) ⊗OX ′(2m + 1) ∼=OX ′(4m + 2) this yields
P ∼=L(−(2m + 1)P0)⊕ E0 ⊗L(mP0). 
It is not clear whether this last case actually occurs.
2.2. First Tits constructions starting with algebras of rank 5
Proposition 1. LetD be a nonsplit quaternion algebra over X. LetA=OX ×D. Then a ﬁrst Tits construction
J =J (A,P,N) has the following underlying module structure:
(i) If X is nonrational and D ∼= D0 , then
J ∼=O5X ⊕
[L(2mP0) ⊕L(mP0)4]⊕ [L(−2mP0) ⊕L(−mP0)4]
or
J ∼=O5X ⊕
[L((m1 +m2 − 1)P0)⊕ E0 ⊗L(−m1P0) ⊕ E0 ⊗L(−m2P0)]
⊕ [L(−(m1 +m2 − 1)P0)⊕ E∨0 ⊗L(m1P0) ⊕ E∨0 ⊗L(m2P0)].
(ii) If D is a quaternion division algebra over k and D  D0 if X is nonrational, then
J ∼=O5X ⊕
[L(−2mP0) ⊕L(mP0)4]⊕ [L(2mP0) ⊕L(−mP0)4]
or
J ∼=O5X ⊕
[L(−nP0) ⊕P0]⊕ [L(nP0) ⊕P∨0 ]
with ND(P0) =L(nP0), n ∈ Z odd.
Proof. We know that D = D⊗OX with D a quaternion division algebra over k [P], hence A is deﬁned
over k. Every left A-module P of rank one satisﬁes P ∼= L×P0 with P0 ∈ Picl D and an invertible
OX -module L. We have NA(P) ∼=OX iff L∨ ∼= ND(P0) [Pu2, Lemma 6].
(i) Let D ∼= D0, then D = D0 ⊗OX ∼= EndX (E0). Each P0 ∈ Picl D is of the form P0 ∼=F∨ ⊗ E0 and
ND(P0) ∼= detF∨ ⊗L(P0), where F is a locally free OX -module of constant rank 2. We have either
F =L(mP0) ⊗ E0 or F =L(m1P0) ⊕L(m2P0)
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P0 ∼=L(−mP0) ⊗ E∨0 ⊗ E0 ∼=L(mP0)4
or
P0 ∼=L(−m1P0) ⊗ E0 ⊕L(−m2P0) ⊗ E0
as OX -module. We obtain
ND(P0) ∼=L
(−(2m + 1)P0)⊗L(P0) =L(−2mP0)
or
ND(P0) ∼=L
(−(m1 +m2 − 1)P0).
This implies
P ∼=L(2mP0) ⊕L(mP0)4
or
P ∼=L((m1 +m2 − 1)P0)⊕L(−m1P0) ⊗ E0 ⊕L(−m2P0) ⊗ E0
∼=L((m1 +m2 − 1)P0)⊕ trk′/k(OX ′(−2m1 + 1))⊕ trk′/k(OX ′(−2m2 + 1)).
(ii) For every L ∈ Pic X , P0 ∈ Picr D, we have L⊗P0 ∈ Picr D. By [P, 4.5], the only locally free right
D-module of rank one and of norm one is D itself. Write DD for D viewed as a right D-module.
Suppose that there is an element P0 ∈ Picr D, P0 =DD such that ND(P0) =L(nP0) for some n = 0.
Then
ND
(L(mP0) ⊗P0)∼=L(2mP0) ⊗ ND(P0) =L(2mP0) ⊗L(nP0) =L((2m + n)P0).
If n is even, choose 2m = −n to get norm one, but then L(mP0) ⊗P0 would be a nontrivial element
of norm one, a contradiction. Hence n is odd. So if there exists a locally free right D-module P0 of
rank one which is not isomorphic to L⊗D (or analogously, a locally free left D-module P0 of rank
one which is not isomorphic to L ⊗ D), then ND(P0) = L(nP0) for some odd n. (If X is rational,
there is an analogous argument.) Therefore
P ∼=L(−2mP0) ⊕L(mP0) ⊗D
or
P ∼=L(−nP0) ⊕P0
with ND(P0) =L(nP0), n odd. 
Proposition 2. Let X be nonrational. Let D be a split quaternion algebra over X, i.e. D = EndX (OX ⊕
L(mP0)). Let A = OX × D. Then a ﬁrst Tits construction J = J (A,P,N) has one of the following un-
derlying module structures:
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⊕ [L((2m1 −m + 1)P0)⊕L(−m1P0) ⊗ E∨0 ⊕L((−m1 +m)P0)⊗ E∨0 ]
⊕ [L(−(2m1 −m + 1)P0)⊕L(m1P0) ⊗ E0 ⊕L((m1 −m)P0)⊗ E0]
or
J ∼=O3X ⊕L(mP0) ⊕L(−mP0)
⊕ [L((m2 +m3 −m)P0)⊕L(−m2P0) ⊕L(−m3P0) ⊕L((−m2 +m)P0)⊕L((−m3 +m)P0)]
⊕ [L(−(m2 +m3 −m)P0)⊕L(m2P0) ⊕L(m3P0) ⊕L((m2 −m)P0)⊕L((m3 −m)P0)]
for arbitrary m1,m2,m3 ∈ Z.
Proof. If D is a split quaternion algebra over X then D = EndX (OX ⊕ L(mP0)), m ∈ Z. Every left
A-module P of rank one satisﬁes P ∼= L × P0 with P0 ∈ Picl D and an invertible OX -module L,
and NA(P) ∼= OX iff L∨ ∼= ND(P0) [Pu2, Lemma 6]. Each P0 ∈ Picl D is of the form P0 ∼= F∨ ⊗
[OX ⊕ L(mP0)] ∼= F∨ ⊕ (F∨ ⊗ L(mP0)) and ND(P0) ∼= detF∨ ⊗ L(mP0), where F is a locally free
OX -module of constant rank 2. We have either
F =L(m1P0) ⊗ E0 or F =L(m2P0) ⊕L(m3P0)
for arbitrary m1,m2,m3 ∈ Z. Hence
P0 ∼=L(−m1P0) ⊗ E∨0 ⊕L
(
(−m1 +m)P0
)⊗ E∨0
or
P0 ∼=L(−m2P0) ⊕L(−m3P0) ⊕L
(
(−m2 +m)P0
)⊕L((−m3 +m)P0).
We obtain
ND(P0) ∼=L
(−(2m1 + 1)P0)⊗L(mP0) =L((−2m1 +m − 1)P0)
or
ND(P0) ∼=L
(−(m2 +m3)P0)⊗L(mP0) =L((−m2 −m3 +m)P0).
Therefore
P ∼=L((2m1 −m + 1)P0)⊕ [L(−m1P0) ⊗ E∨0 ⊕L((−m1 +m)P0)⊗ E∨0 ]
or
P ∼=L((m2 +m3 −m)P0)⊕ [L(−m2P0) ⊕L(−m3P0) ⊕L((−m2 +m)P0)⊕L((−m3 +m)P0)]. 
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We keep the notations of Section 2.
Example 2. (a) (See [Ach1, 4.4].) Let X be nonrational. For every locally free OX -module E of constant
rank 3, A= EndX (E) is an Azumaya algebra of rank 9. Let F be another locally free OX -module of
constant rank 3 such there exists an isomorphism α : detE → detF . We have the following possibili-
ties for E and F :
E =L(m1P0) ⊗ E0 ⊕L(m2P0) and
F =L(s1P0) ⊗ E0 ⊕L(s2P0) or
F =L(l1P0) ⊕L(l2P0) ⊕L(l3P0)
with 2m1 +m2 = 2s1 + s2 and 2m1 +m2 + 1 = l1 + l2 + l3, or
E =L(n1P0) ⊕L(n2P0) ⊕L(n3P0) and
F =L(s1P0) ⊗ E0 ⊕L(s2P0) or
F =L(l1P0) ⊕L(l2P0) ⊕L(l3P0)
with n1 + n2 + n3 = 2s1 + 1+ s2 and n1 + n2 + n3 = l1 + l2 + l3. Then the Albert algebra J (A,P,N)
over X , P =HomX (F ,E), is isomorphic to
(i)
[ End(E0) L(−aP0) ⊗ E0
L(aP0) ⊗ E∨0 OX
]
⊕
[ L(bP0) ⊗ End(E0) L((−2b − a)P0) ⊗ E0
L((a + b)P0) ⊗ E∨0 L(−2bP0)
]
⊕
[ L(−bP0) ⊗ End(E0) L((−a − b)P0) ⊗ E0
L((a + 2b)P0) ⊗ E∨0 L(2bP0)
]
with a =m2 −m1, b =m1 − s1;
(ii)
[
End(E0) L(−aP0) ⊗ E0
L(aP0) ⊗ E0 OX
]
⊕
[
L(bP0) ⊗ E0 L(cP0) ⊗ E0 L(−(a + b + c + 1)P0) ⊗ E0
L((a + b)P0) L((a + c)P0) L(−(b + c + 1)P0)
]
⊕
⎡⎢⎣ L(−bP0) ⊗ E
∨
0 L(−(a + b)P0)
L(−cP0) ⊗ E∨0 L(−(a + c)P0)
L((a + b + c + 1)P0) ⊗ E∨0 L((b + c + 1)P0)
⎤⎥⎦
with a =m2 −m1, b =m1 − l1, c =m1 − l2;
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⎡⎢⎣ OX L(aP0) L(bP0)L(−aP0) OX L((b − a)P0)
L(−bP0) L((a − b)P0) OX
⎤⎥⎦⊕
⎡⎢⎣ L(cP0) ⊗ E
∨
0 L((a + b − 2c + 1)P0)
L((c − a)P0) ⊗ E∨0 L((b − 2c + 1)P0)
L((c − b)P0) ⊗ E∨0 L((a − 2c + 1)P0)
⎤⎥⎦
⊕
[
L(−cP0) ⊗ E0 L((a − c)P0) ⊗ E0 L((b − c)P0) ⊗ E0
L((2c − a − b − 1)P0) L((2c − b − 1)P0) L((2c − a − 1)P0)
]
with a = n1 − n2, b = n1 − n3, c = n1 − s1;
(iv)
⎡⎢⎣ OX L(aP0) L(bP0)L(−aP0) OX L((b − a)P0)
L(−bP0) L((a − b)P0) OX
⎤⎥⎦
⊕
⎡⎢⎣ L(cP0) L((a + d)P0) L((b − c − d)P0)L((c − a)P0) L(dP0) L((b − a − c − d)P0)
L((c − b)P0) L((a − b + d)P0) L((−c − d)P0)
⎤⎥⎦
⊕
⎡⎢⎣ L(−cP0) L((a − c)P0) L((b − c)P0)L((−a − d)P0) L(−dP0) L((b − a − d)P0)
L((−b + c + d)P0) L((a − b + c + d)P0) L((c + d)P0)
⎤⎥⎦
with a = n1 − n2, b = n1 − n3, c = n1 − l1 and d = n2 − l2.
(b) (See [Ach1, 4.5].) Let X be rational. Let E , F be two locally free OX -modules of constant rank 3
such there exists an isomorphism α : detE → detF . Then
E =L(n1) ⊕L(n2) ⊕L(n3) and
F =L(l1) ⊕L(l2) ⊕L(l3)
with ni, li ∈ Z such that n1+n2+n3 = l1+ l2+ l3. Put A= EndX (E), a = n1−n2, b = n1−n3, c = n1− l1
and d = n2 − l2, then J (A,P,N) with P =HomX (F ,E) is an Albert algebra over X as described in
(a)(iv).
Theorem 2. (See [Ach1, 4.7].) Let k be a ﬁeld of characteristic zero and let X = P1k . Let J be an Albert algebra
over X which contains A+ as a subalgebra, where A is an Azumaya algebra of constant rank 9 over X. Then
J is deﬁned over k or J =J (A,P,N) as in Example 2(b).
Proof. (Cf. [Ach1, 4.7].) We know that either A∼= EndX (L(n1P0) ⊕L(n2P0) ⊕L(n3P0)) or A∼= A ⊗k
OX with A a central division algebra over k of degree 3 [Kn2]. We still have to show that J is deﬁned
over k in the second case: Then P ∼= (A ⊗OX ) ⊗OX (m) for some m ∈ Z [Kn1, VII.(3.1.1)]. If N is the
norm on A ⊗k OX , then
OX ∼= N(P) ∼= N
(
(A ⊗OX ) ⊗OX (m)
)∼=OX (3m)
implies m = 0, hence the assertion. 
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over X which contains A+ as a subalgebra, where A = A ⊗k OX with A a central division algebra over k of
degree 3. Then every ﬁrst Tits construction J =J (A,P,N) is deﬁned over k.
Proof. It remains to check the case that X is nonrational. Let k′ be a splitting ﬁeld of D0, put X ′ =
X ×k k′ . Then X ′ is rational and J ⊗OX ′ = J (A,P,N) is deﬁned over k by the proof of Theorem 2.
Hence J is globally free as OX -module and thus deﬁned over k [Pu2, Lemma 2]. 
Remark 3. For arbitrary base ﬁelds, we only obtain the following much weaker result: Let X be
nonrational and let J be an Albert algebra over X which contains A+ as a subalgebra, where A =
A ⊗k OX with A a central division algebra over k of degree 3. Let l be a cubic splitting ﬁeld of
the algebra A, put Y = X ×k l. Then Y is still nonrational. For J = J (A,P,N) we have J ⊗OY =
J (A⊗OY ,P ⊗OY ,N ⊗OY ) and A⊗OY ∼=Mat3(OY ). Now P ⊗OY is isomorphic to⎡⎢⎣ L(−s1P0) ⊗ E
∨
0 L((2s1 + 1)P0)
L(−s1P0) ⊗ E∨0 L((2s1 + 1)P0)
L(−s1P0) ⊗ E∨0 L((2s1 + 1)P0)
⎤⎥⎦
or to ⎡⎢⎣ L(−l1P0) L(−l2P0) L((l1 + l2)P0)L(−l1P0) L(−l2P0) L((l1 + l2)P0)
L(−l1P0) L(−l2P0) L((l1 + l2)P0)
⎤⎥⎦ ,
hence
P ∼= (L(−s1P0) ⊗ E∨0 )3 ⊕L((2s1 + 1)P0)3
or
P ∼=L(−l1P0)3 ⊕L(−l2P0)3 ⊕L
(
(l1 + l2)P0
)3
as OX -module. Suppose the ﬁrst. The left A-module structure of P amounts to a homomorphism
A→ EndX (P) of OX -algebras. We have
EndX (P) ∼=
[
Mat3(EndX (E0)) Mat3(L(−(3s1 + 1)P0) ⊗ E∨0 )
Mat3(L((3s1 + 1)P0) ⊗ E0) Mat3(OX )
]
.
Now (L((3s1 + 1)P0) ⊗ E0) ⊗OX ′ ∼=OX ′((3s1 + 1)2+ 1)2 for X ′ = X ⊗k k′ , k′ a quadratic splitting
ﬁeld of D0, so if (3s1 + 1)2+ 1 = 6s1 + 3 < 0 then
H0
(
X,L((3s1 + 1)P0)⊗ E0)= 0
and by passing to global sections, the above homomorphism induces a homomorphism of k-algebras
of the type
ϕ : A →
[
Mat3(D0) Mat3(∗)
0 Mat (k)
]
.3
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morphism A → Mat3(k), a contradiction. The same argument works for 6s1 + 3 > 0. Thus 6s1 + 3 = 0
which is a contradiction, because s1 is an integer. We conclude that P can never have this form. Thus
P ∼=L(−l1P0)3 ⊕L(−l2P0)3 ⊕L
(
(l1 + l2)P0
)3
as OX -module is the only possibility.
Corollary 2. Let X be a nonrational curve over a ﬁeld k of characteristic zero. Let J be an Albert algebra
over X which containsA+ as a subalgebra, whereA= A⊗OX is an Azumaya algebra of rank 9 over X which
is deﬁned over k. Then J is deﬁned over k or J =J (A,P,N) as in Example 2(a).
Corollary 3. Let X be a nonrational curve over a ﬁeld k of characteristic zero. LetJ be an Albert algebra over X
which containsA+ as a subalgebra, whereA is an Azumaya algebra of constant rank 9 over X such thatA(ξ)
is a division algebra. Then J is deﬁned over k.
Proof. Let k′ be a quadratic splitting ﬁeld of the quaternion algebra associated to X , put X ′ = X ×k k′ .
Let K be the function ﬁeld of X and K ′ = K ⊗k k′ the one of X ′ . If J is not deﬁned over k, then A
is not deﬁned over k (Theorem 2) and A⊗OX ′ ∼= EndX (E ′) with E ′ not globally free. Our assumption
that A(ξ) is a division algebra excludes the case that A ∼= EndX (E) for some E of rank 3. Thus
A  EndX (E) and A⊗OX ′ ∼= EndX (E ′) implies that A(ξ) ⊗K K ′ ∼= Mat3(K ′). Since K ′ is a quadratic
ﬁeld extension of K and hence cannot be a splitting ﬁeld of the central division algebra A(ξ), this is
a contradiction. 
It does not seem clear if, for a nonrational curve, there are Azumaya algebras of constant rank 9
other than those deﬁned over k or those of the type considered in Example 2(a). If not, the above
results would completely classify the Albert algebras over a nonrational curve over a ﬁeld of charac-
teristic zero which are ﬁrst Tits constructions. The underlying module structure of the Albert algebra
H3(C) in Example 1(7) is not covered in the cases of Example 2(a). Thus it cannot be a ﬁrst Tits
construction starting with one of the Azumaya algebras we considered so far. It might be possible to
obtain it as a Tits process.
4. Albert algebras over curves of genus zero which are obtained by the Tits process
Unless otherwise speciﬁed, we keep the notations of Section 3.
4.1. Let X = P1k and k be a ﬁeld of characteristic 0. Let K be a quadratic ﬁeld extension of k with
Gal(K/k) = 〈ω〉 and put X ′ = X ×k K . To simplify notation, we write OX (m) instead of L(mP0).
Theorem 3. Let (B,∗) be a central simple associative algebra of degree 3 over k with involution of the second
kind. Suppose that K = Cent B and that B is a division algebra over K . Let B = B ⊗K OX ′ and ∗B = ∗ ⊗OX ′ .
Suppose J is an Albert algebra over X containing H(B,∗B) ∼= H(B,∗) ⊗k OX as a subalgebra. Then
J ∼=J (B,H(B,∗B),P,N,∗) is deﬁned over k.
Proof. With (B,∗) a central simple algebra of degree 3 over k with involution of the second kind
[KMRT, p. 20], B = B ⊗K OX ′ is an Azumaya algebra of rank 9 over X ′ . The Albert algebra J ⊗OX ′
contains the subalgebra B+ ∼= B+ ⊗OX ′ [Pu2, Lemma 4], thus is a ﬁrst Tits construction starting with
B+ [Pu2, Proposition 3] and therefore deﬁned over K (Theorem 2). As such it must be globally free as
OX ′ -module. Therefore J is globally free as OX -module and thus deﬁned over k [Pu2, Lemma 1]. 
Remark 4. If B is an Azumaya algebra over X ′ of rank 9 then either B ∼= B0 ⊗OX ′ for some central
division algebra B0 over K or
B ∼= EndX ′
(OX ′(m1) ⊕OX ′(m2) ⊕OX ′(m3))
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involution ∗B is covered by Theorem 3. Suppose that B is not deﬁned over K and that
B ∼= EndX ′
(OX ′(m1) ⊕OX ′(m2) ⊕OX ′(m3))
admits an involution ∗B such that H(O′X ,∗B) =OX . Then
H(B,∗B) ⊗OX ′ ∼= B+ ∼=
⎡⎣ OX ′ OX ′(a) OX ′(b)OX ′(−a) OX ′ OX ′(b − a)
OX ′(−b) OX ′(a − b) OX ′
⎤⎦
(a =m1 −m2, b =m1 −m3) implies that
H(B,∗B) ∼=O3X ⊕OX (a) ⊕OX (−a) ⊕OX (b) ⊕OX (−b) ⊕OX (a − b) ⊕OX (b − a).
Lemma 5. If the vector bundle
E =OX ′(m1) ⊕OX ′(m2) ⊕OX ′(m3)
admits a regular hermitian form h, then
(E,h) ∼= 〈a〉 ⊕ (OX ′(m) ⊕OX ′(−m),H),
or E is globally free and (E,h) ∼= 〈a,b, c〉 with a,b, c ∈ k× .
Proof. Since E ∼= ωE∨ , the Theorem of Krull–Schmidt implies that either OX ′(mi) ∼= ωOX ′(mi)∨ for all
i or that OX ′(m1) ∼= ωOX ′(m1)∨ and OX ′(m2) ∼= ωOX ′(m3)∨ . Now OX ′(m) ∼= ωOX ′(m) for all m ∈ Z
since the bundle OX ′(m) is already deﬁned over X and thus OX ′(m) ∼= ωOX ′(m)∨ iff m = 0. 
This leads to the following result:
Theorem 4. The Azumaya algebra
B = EndX ′
(OX ′ ⊕OX ′(m) ⊕OX ′(−m))
of rank 9 over X ′ permits an involution ∗B , which is adjoint to the hermitian form h deﬁned on OX ′ ⊕
OX ′(m)⊕OX ′(−m) as in the ﬁrst part of Lemma 5. The Tits process J (B,H(B,∗B),P,N,∗) has the follow-
ing underlyingOX -module structure:
H(B,∗B) ∼=O3X ⊕OX (m)2 ⊕OX (−m)2 ⊕OX (2m) ⊕OX (−2m)
asOX -module and
P ∼=OX (n1) ⊕OX (n2) ⊕OX
(−(n1 + n2))⊕OX (−m + n1) ⊕OX (−m + n2)
⊕OX
(−m − (n1 + n2))⊕OX (m + n1) ⊕OX (m + n2) ⊕OX(m − (n1 + n2))
⊕OX (−n1) ⊕OX (−n2) ⊕OX (n1 + n2) ⊕OX (m − n1) ⊕OX (m − n2)
⊕OX (m + n1 + n2) ⊕OX (−m − n1) ⊕OX (−m − n2) ⊕OX (−m + n1 + n2)
asOX -module.
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diately from Remark 4 with m1 = 0, m3 = −m2 (up to order). Since J (B,H(B,∗B),P,N,∗) ⊗ OX ′
contains B+ , it is a ﬁrst Tits construction J (B,P0,N0) where
P0 ∼=HomOX ′
(G,OX ′ ⊕OX ′(m) ⊕OX ′(−m))
for a vector bundle G of rank 3 with detG ∼=OX ′ ; i.e.,
G ∼=OX ′(n1) ⊕OX ′(n2) ⊕OX ′
(−(n1 + n2))
(ni ∈ Z). By [Pu2, Proposition 3], we obtain the assertion. 
4.2. Now let X be a nonrational curve over a ﬁeld k. Let k′ be a separable quadratic ﬁeld extension
of k with Gal(k′/k) = 〈ω〉 which is a splitting ﬁeld of the quaternion division algebra associated to X .
Let X ′ = X ×k k′ . Then
B = EndX ′
(OX ′ ⊕OX ′(m) ⊕OX ′(−m))
is an Azumaya algebra of rank 9 over X ′ permitting an involution ∗B (adjoint to the hermitian form
deﬁned on OX ′ ⊕ OX ′(m) ⊕ OX ′(−m)) such that H(OX ′ ,∗B) = OX and B, O′X = OX ′ and ∗B are
suitable for the Tits process J (B,H(B,∗B),P,N,∗).
Theorem 5. Let m = 2n be even. Then
H(B,∗B) ∼=O3X ⊕L(nP0)2 ⊕L(−nP0)2 ⊕L(2nP0) ⊕L(−2nP0).
For a Tits process J (B,H(B,∗B),P,N,∗), theOX -module structure of P can be computed for the following
cases:
(1) If n1 = 2r1 and n2 = 2r2 are even then
P ∼=L(r1P0) ⊕L(r2P0) ⊕L
(−(r1 + r2)P0)⊕L((−n + r1)P0)⊕L((−n + r2)P0)
⊕L((−n − (r1 + r2))P0)⊕L((n + r1)P0)⊕L((n + r2)P0)⊕L((n − (r1 + r2))P0)
⊕L(−r1P0) ⊕L(−r2P0) ⊕L
(
(r1 + r2)P0
)⊕L((n − r1)P0)⊕L((n − r2)P0)
⊕L((n + (r1 + r2))P0)⊕L((−n − r1)P0)⊕L((−n − r2)P0)⊕L((n + (r1 − r2))P0).
(2) If n1 = 2r1 + 1 is odd and n2 = 2r2 is even then
P ∼= E0 ⊗L(r1P0) ⊕L(r2P0) ⊕ E∨0 ⊗L
(−(r1 + r2)P0)⊕ E0 ⊗L((−n + r1)P0)⊕L((−n + r2)P0)
⊕ E∨0 ⊗L
((−n − (r1 + r2))P0)⊕ E0 ⊗L((n + r1)P0)⊕L((n + r2)P0)
⊕ E∨0 ⊗L
((
n − (r1 + r2)
)
P0
)⊕L(−r2P0) ⊕L((r2 − n)P0)⊕L((−n − r2)P0).
(3) If n1 = 2r1 + 1 and n2 = 2r2 + 1 are both odd then
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(−(r1 + r2 + 1)P0)
⊕ E0 ⊗L
(
(−n + r1)P0
)⊕ E0 ⊗L((−n + r2)P0)⊕L((−n − (r1 + r2 + 1))P0)
⊕ E0 ⊗L
(
(n + r1)P0
)⊕ E0 ⊗L((n + r2)P0)⊕L((n − (r1 + r2 + 1))P0)
⊕L((r1 + r2 + 1)P0)⊕L((n + r1 + r2 + 1)P0)⊕L((−nr1 + r2 + 1)P0).
Theorem 6. Let m = 2n + 1 be odd. Then
H(B,∗B) ∼=O3X ⊕L(nP0) ⊗ E0 ⊕L(−nP0) ⊗ E∨0 ⊕L
(
(2n + 1)P0
)⊕L(−(2n + 1)P0)
is the underlyingOX -module structure. For a Tits processJ (B,H(B,∗B),P,N,∗), theOX -module structure
of P can be computed for the following cases:
(1) If n1 = 2r1 and n2 = 2r2 are both even then
P ∼=L(r1P0) ⊕L(r2P0) ⊕L
(−(r1 + r2)P0)
⊕L(−r1P0) ⊕L(−r2P0) ⊕L
(
(r1 + r2)P0
)⊕ E∨0 ⊗L((−n + r1)P0)
⊕ E∨0 ⊗L
(
(−n + r2)P0
)⊕ E∨0 ⊗L((−n − r1 − r2)P0)⊕ E0 ⊗L((n + r1)P0)
⊕ E0 ⊗L
(
(n + r2)P0
)⊕ E0 ⊗L((n − r1 − r2)P0).
(2) If w.l.o.g. n1 = 2r1 + 1 is odd and n2 = 2r2 is even then
P ∼= E0 ⊗L(r1P0) ⊕L(r2P0) ⊕ E∨0 ⊗L
(
(r2 − r1)P0
)
⊕L((−n + r1)P0)⊕ E∨0 ⊗L((−n + r2)P0)⊕L((−(n + r1 + r2 + 1))P0)
⊕L((n + r1 + 1)P0)⊕ E0 ⊗L((n + r2)P0)⊕ E∨0 ⊗L((n − (r1 + r2))P0).
(3) If n1 = 2r1 + 1 and n2 = 2r2 + 1 are both odd then
P ∼= E0 ⊗L(r1P0) ⊕ E0 ⊗L(r2P0) ⊕L
(−(r1 + r2 + 1)P0)⊕L((−n + r1)P0)
⊕L((−n + r2)P0)⊕ E∨0 ⊗L((−n − (r1 + r2 + 1))P0)⊕L((n + r1 + 1)P0)
⊕L((n + r2 + 1)P0)⊕ E0 ⊗L((n − (r1 + r2 + 1))P0)⊕L(−r2P0) ⊕L((n − r1)P0)
⊕L((n − r2)P0)⊕L((−n − r1 − 1)P0)⊕L((−n − r2 − 1)P0).
We prove Theorems 5 and 6 simultaneously:
Proof. Since J (B,H(B,∗B),P,N,∗) ⊗OX ′ contains B+ , it is a ﬁrst Tits construction J (B,P0,N0),
where
P0 ∼=HomOX ′
(G,OX ′ ⊕OX ′(m) ⊕OX ′(−m))
for a vector bundle G of rank 3 with detG ∼=OX ′ ; i.e.,
G ∼=OX ′(n1) ⊕OX ′(n2) ⊕OX ′
(−(n1 + n2))
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using [AEJ1] since we have
P ⊗OX ′ ∼=OX ′(n1) ⊕OX ′(n2) ⊕OX ′
(−(n1 + n2))⊕OX ′(−m + n1) ⊕OX ′(−m + n2)
⊕OX ′
(−m − (n1 + n2))⊕OX ′(m + n1) ⊕OX ′(m + n2) ⊕OX ′(m − (n1 + n2))
⊕OX ′(−n1) ⊕OX ′(−n2) ⊕OX ′(n1 + n2) ⊕OX ′(m − n1) ⊕OX ′(m − n2)
⊕OX ′(m + n1 + n2) ⊕OX ′(−m − n1) ⊕OX ′(−m − n2) ⊕OX ′(−m + n1 + n2).
By [Pu2, Proposition 3], ωOX ′(m) ∼= OX ′(−m) if m is odd. A case-by-case study yields the asser-
tion. 
It is not clear if all these cases occur.
Theorem 7. Assume that, in the situation of Theorem 5, k′ is not a splitting ﬁeld of the quaternion division
algebra associated to X. Let P ′0 be a point of (minimal) degree 2 of X ′ . Then
B = EndX ′
(OX ′ ⊕L(mP ′0)⊕L(−mP ′0))
is an Azumaya algebra of rank 9 over X ′ permitting an involution ∗B adjoint to a hermitian form deﬁned on
OX ′ ⊕ L(mP ′0) ⊕ L(−mP ′0). The Tits process J (B,H(B,∗B),P,N,∗) has the following underlying OX -
module structure:
H(B,∗B) ∼=O3X ⊕L(mP0)2 ⊕L(−mP0)2 ⊕L(2mP0) ⊕L(−2mP0)
asOX -module and either
P ∼=L(n1P0) ⊕L(n2P0) ⊕L
(−(n1 + n2)P0)⊕L((−m + n1)P0)⊕L((−m + n2)P0)
⊕L(−m − (n1 + n2)P0)⊕L((m + n1)P0)⊕L((m + n2)P0)⊕L((m − (n1 + n2))P0)
⊕L(−n1P0) ⊕L(−n2P0) ⊕L
(
(n1 + n2)P0
)⊕L((m − n1)P0)⊕L((m − n2)P0)
⊕L((m + n1 + n2)P0)⊕L((−m − n1)P0)⊕L((−m − n2)P0)⊕L((−m + n1 + n2)P0)
for arbitrarily chosen ni ∈ Z, or
P ∼=L((2n + 1)P0)⊕L(−nP0) ⊗ E∨0 ⊕L((2n +m + 1)P0)⊕L((m − n)P0)⊗ E∨0
⊕L((2n −m + 1)P0)⊕L((−m − n)P0)⊗ E∨0
⊕L(−(2n + 1)P0)⊕L(nP0) ⊗ E0 ⊕L(−(2n +m + 1)P0)⊕L(−(m − n)P0)⊗ E0
⊕L(−(2n −m + 1)P0)⊕L(−(−m − n)P0)⊗ E0
for arbitrarily chosen n ∈ Z, where l is a separable quadratic splitting ﬁeld of D0 .
Proof. We have H(OX ′ ,∗B) = OX and B, O′X = OX ′ and ∗B are suitable for the Tits processJ (B,H(B,∗B),P,N,∗). Since J (B,H(B,∗B),P,N,∗) ⊗OX ′ contains B+ it is a ﬁrst Tits construc-
tion J (B,P0,N0) where
P0 ∼=HomO ′
(G,OX ′ ⊕L(mP ′0)⊕L(−mP ′0))X
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G ∼=L(n1P ′0)⊕L(n2P ′0)⊕L(−(n1 + n2)P ′0)
or
G ∼=L(−(2n + 1)P ′0)⊕L(nP ′0)⊗ trl′/k′(OXl′ (1))
for a quadratic ﬁeld extension l′/k′ which splits the quaternion division algebra associated with X ′
(ni ∈ Z). In the ﬁrst case, the OX ′ -structure of B and P ⊗OX ′ can be computed as in the proof of
Theorem 6 and in the second, we get
P0 ∼=L
(
(2n + 1)P ′0
)⊕L(−nP ′0)⊗ trl′/k′(OXl′ (−1))
⊕L((2n +m + 1)P ′0)⊕L((m − n)P ′0)⊗ trl′/k′(OXl′ (−1))
⊕L((2n −m + 1)P ′0)⊕L((−m − n)P ′0)⊗ trl′/k′(OXl′ (−1))
and P ⊗OX ′ ∼= P0 ⊕P∨0 . These imply the assertion using [AEJ1] and the fact that every line bundle
over X ′ is already deﬁned over X here. 
The cases treated in the above theorem are the only ones where the hermitian form h : E →ω E∨
on E is not deﬁned over k and B = EndOX ′ (E), if k has characteristic 0. It is not clear, however,
whether all cases appear, since we only worked with necessary conditions when restricting the mod-
ule structure of P .
5. Elliptic curves
The advantage of working over elliptic curves instead of curves of genus zero is that there are also
bundles of degree higher than 2 which are indecomposable and thus contribute to more interesting
examples of Jordan algebras. The vector bundles are well understood, we will use the results and
terminology from Atiyah [At] and Arason, Elman and Jacob [AEJ1,AEJ2,AEJ3].
Let k be a ﬁeld of characteristic not 2 or 3. An elliptic curve X/k can be described by a Weierstraß
equation of the form
y2 = x3 + b2x2 + b1x+ b0 (bi ∈ k)
with the inﬁnite point as base point O . Let q(x) = x3 + b2x2 + b1x + b0 be the deﬁning polynomial
in k[x]. The k-rational points of order 2 on X are the points (a,0), where a ∈ k is a root of q(x). Let
K = k(X) = k(x,√q(x)) be the function ﬁeld of X . We distinguish three different cases (cf. [AEJ3]).
Case I. X has three k-rational points of order 2 which is equivalent to 2 Pic(X) ∼= Z2 × Z2. Write
q(x) = (x − a1)(x − a2)(x − a3) and 2 Pic(X) = {OX ,L1,L2,L3} where Li corresponds to the point
(ai,0) for i = 1,2,3.
Case II. X has one k-rational point of order 2 which is equivalent to 2 Pic(X) ∼= Z2. Write q(x) =
(x − a1)q1(x) and 2 Pic(X) = {OX ,L1} with L1 corresponding to (a1,0). Deﬁne l2 = k(a2) with a2 a
root of q1 and X2 = X ×k l2.
Case III. X has no k-rational point of order 2 which is equivalent to 2 Pic(X) = {OX }. Deﬁne l1 =
k(a1) with a1 a root of the irreducible polynomial q(x), X1 = X ×k l1 and let Δ(q) = (a1 − a2)2(a1 −
a3)2(a2 − a3)2 be the discriminant of q.
Correspondingly, X/k is called of type I, II or III. Let k be an algebraic closure of k and let X = X×k k.
For any integer r, there exists an absolutely indecomposable vector bundle of rank r and degree 0
on X we call Fr , which is unique up to isomorphism, such that Fr has nontrivial global sections
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absolutely indecomposable vector bundle of rank r and degree 0 on X , there is a line bundle L ∈ Pic X
of degree 0, such that M∼=L⊗Fr . This line bundle is unique up to isomorphism.
For simplicity, we assume from now on that k has characteristic zero. Then let Ni denote a line
bundle of order 3 on X . There is a nondegenerate cubic form on Ni , which is uniquely determined
up to an invertible factor in k [Pu2, Lemma 1].
Following [AEJ1], we denote the selfdual line bundles Li ⊗OX OXl on Xl = X ×k l for any separable
ﬁeld extension l/k also by Li , i = 1,2,3, to avoid complicated terminology. We do the same for
the line bundles Ni ⊗OX OXl of order 3. This abuse of notation is justiﬁed by the fact that the
natural map Pic X → Pic Xl is injective [AEJ1, p. 1325]. We recall that 3 Pic(X) = {Ni | 0 1 8} where
N0 = OX [At, Lemma 22]. Hence 3 Pic(X) = {Ni | 0  1  m} for some even integer m, 0  m  8,
where N0 =OX .
Lemma 6. Let l/k be a quadratic ﬁeld extension with Gal(l/k) = 〈ω〉. Let Xl = X ×k l.
(i) If X has type I or III, or type II and l  l2 , then every Tits process over X starting with B =OXl and ∗B = ω
is deﬁned over k.
(ii) Let X be of type II and l ∼= l2 . If there is a line bundle Ni over Xl of order 3 which is not deﬁned over X
and satisﬁes ωNi ∼=N∨i , then there is a Tits process J =J (OXl ,OX ,Ni,N,∗) ∼=OX ⊕Ni which is not
deﬁned over X. Otherwise every Tits process starting with B =OXl and ∗B = ω is deﬁned over X.
Proof. (i) If X is of type III, then so is Xl and thus each P ∈ PicOXl is deﬁned over X which implies
ωP ∼=P . If P ∈ PicOXl is OX -admissible, then ωP ∼=P∨ and hence P ∼=P∨ . Therefore P ∼=OXl and
so the Tits process J =J (OXl ,OX ,P,N,∗) is globally free as OX -module, implying that it is deﬁned
over k [Pu2, Lemma 1].
If X is of type I then so is Xl and thus each P ∈ PicOXl is deﬁned over X . If X is of type II and
l  l2, then so is Xl and thus each P ∈ PicOXl is deﬁned over X . Again this implies that in both cases,
the Tits process J =J (OXl ,OX ,P,N,∗) is deﬁned over k.
(ii) Since l ∼= l2, Xl is of type I. Now NOXl (L ⊗ OXl ) ∼= L3 ∼= OXl for a line bundle L over Xl , if
and only if L∼=Ni for some i. Let P ∈ PicOXl be OX -admissible, then P ∼=Ni and ωNi ∼=N∨i . If Ni
is already deﬁned over X , this implies Ni ∼=OXl . (If Ni is nontrivial and deﬁned over X , this would
yield the contradiction that Ni ∼=N∨i .) 
Lemma 7. Every ﬁrst Tits construction starting withOX is isomorphic to J (OX ,Ni,Ni) with Ni :Ni →OX
a nondegenerate cubic form onNi .
By the Theorem of Krull–Schmidt, J (OX ,Ni,Ni)  J (OX ,N j,N j) if Ni  N j and Ni  N∨j .
Hence if m = 2 there are at least two nonisomorphic such constructions, if m = 4 at least three, if
m = 6 at least four and if m = 8 there are at least ﬁve nonisomorphic ones.
We thus have found examples of commutative associative algebras A = J (OX ,L,N) over X ,
which are not deﬁned over k, where A(P ) is a cubic étale algebra over k(P ) for all P ∈ X .
Remark 5. (Analogously to [AEJ3, p. 11].) To a rational point P ∈ X there corresponds an absolutely
indecomposable vector bundle E(P ) of rank 3 and degree 1 such that detE(P ) ∼=M(P ) , where M(P ) ∈
Ω(1,1) is the line bundle corresponding to P ∈ X (cf. [At]). There is an exact sequence
0 →OX → E(P ) →M(P ) → 0
of OX -modules. Let A(P ) = End(E(P )), then the norm of A(P ) is a nondegenerate cubic form on A(P ) .
A(P ) is the direct sum of 9 line bundles over X of order dividing 3. OX embeds into A(P ) canonically.
Let N be a line bundle of order 3, then N ⊗ E(P ) is an absolutely indecomposable vector bundle
of rank 3 and degree 1 with det(N ⊗ E(P )) ∼= detE(P ) . Hence N ⊗ E(P ) ∼= E(P ) . Tensoring with E∨(P )
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embedding of N =N ⊗X OX ⊂N ⊗A(P ) into A(P ) . This induces a cubic form on N .
It would be nice to be able to compute this cubic form along similar lines as it was done in [AEJ3,
3.1] for a quadratic form.
6. Étale ﬁrst Tits constructions
We look at some cases where we can compute the étale ﬁrst Tits construction.
Lemma 8. Let A=OX ×OX ×OX . The étale ﬁrst Tits construction J (A,P,N) is a Jordan algebra over X
of rank 9 with underlying module structure
O3X ⊕L⊕M⊕
(L∨ ⊗M∨)⊕L∨ ⊕M∨ ⊕ (L⊗M),
for some line bundles L,M over X.
Proof. Every left A-module P of rank one with NA(P) ∼=OX satisﬁes
P ∼=L⊕M⊕ (L∨ ⊗M∨)
for some line bundles L,M over X [Pu2, Example 8]. Choose an isomorphism α : L⊗M⊗ (L∨ ⊗
M∨) →OX , then N(x, y, z) = α(x⊗ y ⊗ z) deﬁnes a norm on P and J (A,P,N) has the underlying
module structure claimed in the assertion. 
Example 3. Let k′/k be a quadratic ﬁeld extension with Gal(k′/k) = 〈ω〉. Let T = k′ ⊗ OX and A =
OX ×T . By [Pu2, Lemma 5], every left A-module P of rank one satisﬁes P ∼=L×P0 with P0 ∈ PicT
and a line bundle L ∈ Pic X , and NA(P) ∼=OX iff L∨ ∼= NT (P0), where NT denotes the norm of T .
Let X ′ = X ×k k′ . Then A⊗OX ′ ∼=OX ×OX ×OX and
P ⊗OX ′ ∼=M⊕N ⊕ S
for suitable line bundles M,N ,S over X ′ by Lemma 8. Using the Theorem of Krull–Schmidt, this
implies that
P0 ⊗OX ′ ∼=N ⊕ S.
If N is deﬁned over X , then so must be S and P0 ∼= N0 ⊕ S0 is a sum of two line bundles over X
with NT (P0) ∼=N0 ⊗ S0 (since by Lemma 8, M⊗N ⊗ S ∼=OX ′ ). We obtain
P ∼= (N∨0 ⊗ S∨0 )⊕N0 ⊕ S0
as OX -module. In particular, the étale ﬁrst Tits construction J (A,P,N) has the direct sum of line
bundles
O3X ⊕
(N∨0 ⊗ S∨0 )⊕N0 ⊕ S0 ⊕ (N0 ⊗ S0) ⊕N∨0 ⊕ S∨0
as underlying OX -module.
If N is not deﬁned over X , then neither can be S and P0 ∼= trk′/k(N ) is an indecomposable OX -
module. Moreover, N ⊗ ωN ⊗M∼=OX ′ implies that NT (P0)⊗OX ′ ∼=N ⊗ ωN must be satisﬁed. In
particular, the étale ﬁrst Tits construction J (A,P,N) now has
O3X ⊕ NT (P0)∨ ⊕ trk′/k(N ) ⊕ NT (P0) ⊕ trk′/k
(N∨)
as underlying OX -module.
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Then X has type I or II.
(i) Suppose X has type I and T = Cay(OX ,Li,NLi ) for i = 1,2 or 3. For every line bundle M over
X , M⊗ T ∈ PicT and NT (M⊗ T ) ∼=M2. Thus P ∼=M∨2 ⊕M⊗ T is a left A-module of rank one
such that NA(P) ∼=M∨2 ⊗ NT (M⊗ T ) ∼=OX and hence carries a cubic norm N . Therefore
J (A,P,N) ∼=OX ⊕OX ⊕Li ⊕M∨2 ⊕M⊕M⊗Li ⊕M2 ⊕M∨ ⊕M∨ ⊗Li
as OX -module.
(ii) Suppose X has type II and T = Cay(OX ,L1,NL1). Now trl2/k(L2) ∈ PicT as well [Pu1, 3.3]. For
every line bundle M over X , we have M⊗ trl2/k(L2) ∈ PicT and NT (M⊗ trl2/k(L2)) ∼=M2. Thus
M∨2 ⊕ trl2/k(M⊗L2) is a left A-module P of rank one such that NA(P) ∼=M∨2 ⊗ NT (trl2/k(M⊗L2)) ∼=OX and hence carries a cubic norm N . Therefore
J (A,P,N) ∼=OX ⊕OX ⊕L3 ⊕M∨2 ⊕ trl2/k(M⊗L2) ⊕M2 ⊕ trl2/k
(M∨ ⊗L2)
for some line bundle M.
Example 5. Let k′/k be a cubic Galois ﬁeld extension of k and Gal(k′/k) = {id,ω1,ω2}. Let A= k′ ⊗OX
and X ′ = X ×k k′ . Then A⊗OX ′ ∼=OX ×OX ×OX and
P ⊗OX ′ ∼=M⊕N ⊕ S
for suitable line bundles M,N ,S over X ′ by Lemma 8. If M is deﬁned over X , then so must be N
and S and P ∼= M0 ⊕N0 ⊕ S0 is a sum of line bundles over X with M0 ⊗N0 ⊗ S0 ∼= OX ′ (since
by Lemma 8, M⊗N ⊗ S ∼= OX ′ ). In particular, the étale ﬁrst Tits construction J (A,P,N) has the
direct sum of line bundles
O3X ⊕M0 ⊕N0 ⊕
(M∨0 ⊗N∨0 )⊕M∨0 ⊕N∨0 ⊕ (M0 ⊗N0)
as underlying OX -module.
A possible element P ∈ PiclA is of the form P ∼=A⊗L with L a line bundle over X . If N is the
norm of A, then
OX ∼= N(P) ∼= N(A⊗L) ∼=L3
implies that L must have order 3. Hence P ∼=A⊗Ni can be used for the ﬁrst Tits construction and
J (A,P,N) has the direct sum of line bundles
O3X ⊕N 3i ⊕
[N∨i ]3
as underlying module structure.
If M is not deﬁned over X , then neither can be N and S and
P ∼= trk′/k(M)
is an indecomposable OX -module of rank 3. Moreover, M⊗ ω1M⊗ ω2M ∼= OX ′ must be satisﬁed
by Lemma 8. In particular, the étale ﬁrst Tits construction J (A,P,N) now has
O3X ⊕ trk′/k(M) ⊕ trk′/k
(M∨)
as underlying OX -module.
It is not clear if and when the last case can happen.
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over X of rank 3. For every 0 j m, the ﬁrst Tits construction J (A,N j,N) yields a Jordan algebra
over X of rank 9 for a suitable cubic form N : Ni ⊗A → OX . Therefore the underlying OX -module
structure of such a construction is a direct sum of line bundles of order 3:
(OX ⊕Ni ⊕N 2i )⊕ (N j ⊕Ni ⊗N j ⊕N 2i ⊗N j)⊕ (N 2j ⊕N 2i ⊗N 2j ⊕Ni ⊗N 2j ).
Remark 6. Let E be a cubic étale OX -algebra. Let ξ be the generic point of the elliptic curve X .
(i) If the two étale ﬁrst Tits constructions J = J (E,P,N) and J ′ = J (E,P ′,N ′) are isomorphic
over X , then Jξ ∼= J ′ξ implies (P,N)ξ ∼= (Eξ ,αNEξ ) and (P ′,N ′)ξ ∼= (Eξ ,α′NEξ ) for α,α′ ∈ K×
with α ≡ α′ mod NEξ (E×ξ ) or α ≡ α′2 mod NEξ (E×ξ ).
(ii) In particular, if the two étale ﬁrst Tits constructions J = J (E,P, βN) and J ′ = J (E,P, β ′N)
are isomorphic over X (β,β ′ ∈ k×), then Jξ ∼= J ′ξ implies (P,N)ξ ∼= (Eξ ,αNEξ ) and so β ≡
β ′ modNEξ (E×ξ ) or β ≡ β ′2 modNEξ (E×ξ ) by (i).
7. Reduced Albert algebras over elliptic curves
Although we do not have a full classiﬁcation of the octonion algebras over an elliptic curve yet, the
information we have so far may be used to construct examples of reduced Albert algebras. Obviously,
the underlying OX -module structure of the Albert algebra H3(C) is given by
O3X ⊕ C3.
If C is a split octonion algebra over X , then H3(C) is a ﬁrst Tits construction starting with the Azu-
maya algebra Mat3(OX ) [Pu2, Proposition 4]. Using [Pu1, Proposition 4.1] we obtain:
Theorem 8. Let C be a split octonion algebra. Then the underlyingOX -module structure of the Albert algebra
H3(C) is given by one of the following:
(i) O27X (andH3(C) is deﬁned over k), if C ∼= Zork ⊗OX .
(ii) O9X ⊕
[L⊕N ⊕L∨ ⊗N∨]3 ⊕ [L∨ ⊕N∨ ⊕L⊗N ]3
for line bundles L andN over X which are not both isomorphic toOX , if C ∼= Zor(L⊕N ⊕L∨ ⊗N∨).
(iii) O9X ⊕
[E ⊕ detE∨]3 ⊕ [E∨ ⊕ detE]3
for an absolutely indecomposable E ∈ Ω(2,d), if C ∼= Zor(E ⊕ detE∨). Given two absolutely indecom-
posable E, E ′ ∈ Ω(2,d), the corresponding Albert algebras are not isomorphic, if E  E ′ and E  E ′∨ .
(iv) O9X ⊕
[
trl/k(N ) ⊕
(
det trl/k(N )
)∨]3 ⊕ [trl/k(N )∨ ⊕ (det trl/k(N ))]3,
if C ∼= Zor(trl/k(N ) ⊕ (det trl/k(N ))∨). Here, l/k is a quadratic ﬁeld extension andN a line bundle over
Xl = X ×k l not deﬁned over X. Given two indecomposable vector bundles trl/k(N ) and trl′/k(N ′), the
corresponding Albert algebras are not isomorphic, if trl/k(N )  trl′/k(N ′) and trl/k(N )  trl′/k(N ′)∨ .
(v) O9X ⊕ [Ni ⊗F3]3 ⊕
[N∨i ⊗F3]3,
if C ∼= Zor(Ni ⊗F3,α). For two nonisomorphic line bundles Ni and N j of order 3 with Ni  N∨j , the
corresponding Albert algebras are not isomorphic.
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[
trl/k(N )
]3 ⊕ [trl/k(N )∨]3,
if C ∼= Zor(trl/k(N )). Here, l/k is a cubic ﬁeld extension and N a line bundle over Xl = X ×k l not de-
ﬁned over X. Given two indecomposable vector bundles trl/k(N ) and trl′/k(N ′), the corresponding Albert
algebras are not isomorphic, if trl/k(N )  trl′/k(N ′) and trl/k(N )  trl′/k(N ′)∨ .
The Albert algebras in cases (i) to (vi) are mutually nonisomorphic.
Using [Pu1, Proposition 4.1] we obtain:
Theorem 9. Let C be a Cayley–Dickson doubling of the quaternion algebra EndX (F2). Then the underlying
OX -module structure of the Albert algebraH3(C) is given by one of the following:
(i) O9X ⊕ [F3 ⊕F3]3.
(ii) O6X ⊕ [F3 ⊕Li ⊕Li ⊗F3]3
with 1 i  3. For two nonisomorphic line bundles Li, L j , i = j, the corresponding Albert algebras are
not isomorphic.
(iii) O6X ⊕
[F3 ⊕L⊗F2 ⊕L∨ ⊗F2]3
for any line bundle L over X.
(iv) O6X ⊕
[F3 ⊕ trl/k(N ⊗F2)]3,
where l/k is a quadratic ﬁeld extension with Gal(l/k) = 〈ω〉 and N a line bundle over Xl = X ×k l not
deﬁned over X, which is not selfdual and satisﬁesN∨ ∼= ωN .
The Albert algebras in cases (i) to (iv) are mutually nonisomorphic. The ones in cases (ii) to (iv) are not
isomorphic to those listed in Theorem 9.
Let C be a Cayley–Dickson doubling of the quaternion algebra EndX (E) for an absolutely indecom-
posable vector bundle E ∈ Ω(2,1). Using [Pu1, Proposition 4.1] we obtain:
Theorem 10. Let X have type I. Then the underlyingOX -module structure of the Albert algebraH3(C) is given
by one of the following:
(i) O9X ⊕L61 ⊕L62 ⊕L63,
(ii) O6X ⊕
[L1 ⊕L2 ⊕L3 ⊕L⊗ E ⊕L∨ ⊗ E∨]3,
for some line bundle L over X,
(iii) O6X ⊕
[L1 ⊕L2 ⊕L3 ⊕ trl/k(N ⊗ (E∨ ⊗OXl ))]3.
Here, l/k is a quadratic ﬁeld extension with Gal(l/k) = 〈ω〉 andN a line bundle over Xl = X ×k l not deﬁned
over X, which is not selfdual and satisﬁesN ∼= ωN ∼= (detE ⊗OXl ).
The Albert algebras in case (iii) are mutually nonisomorphic to those in case (i) and (ii). Within (i) and (ii)
there is some obvious overlap. The algebras are all not isomorphic to those listed in Theorem 10 and also not
isomorphic to those listed in Theorem 9, cases (iii) to (vi).
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L3 on X2 are not deﬁned over X . The vector bundle trl2/k(L2) ∼= trl2/k(L3) is indecomposable of rank
2 and trl2/k(L3) ⊗OX2 ∼=L2 ⊕L3.
Theorem 11. Let X have type II. Then the underlying OX -module structure of the Albert algebra H3(C) is
given by one of the following:
(i) O9X ⊕
[L21 ⊕ trl2/k(L2)2]3,
(ii) O9X ⊕
[L1 ⊕ trl2/k(L2) ⊕L⊗ E ⊕L∨ ⊗ E∨]3,
for some line bundle L over X,
(iii) O9X ⊕
[L1 ⊕ trl2/k(L2) ⊕ trl/k(N ⊗ (E∨ ⊗OXl ))]3.
Here, l/k is a quadratic ﬁeld extension with Gal(l/k) = 〈ω〉 andN a line bundle over Xl = X ×k l not deﬁned
over X, which is not selfdual and satisﬁesN ∼= ωN ∼= (detE ⊗OXl ).
The Albert algebras in cases (i) to (iii) are mutually nonisomorphic. The algebras are all not isomorphic to
those listed in Theorems 9 and 10.
For X of type III, the elliptic curve X1 = X ×k l1 is of type I and the selfdual line bundle L1 over X1
is not deﬁned over X . The vector bundle trl1/k(L1) is indecomposable of rank 3 and trl1/k(L1)⊗OX1 ∼=L1 ⊕L2 ⊕L3.
Theorem 12. Let X have type III. Then the underlying OX -module structure of the Albert algebra H3(C) is
given by one of the following:
(i) O9X ⊕
[
trl1/k(L1) ⊕ trl1/k(L1)
]3
,
(ii) O6X ⊕
[
trl1/k(L1) ⊕L⊗ E ⊕L∨ ⊗ E∨
]3
,
for any line bundle L over X,
(iii) O6X ⊕
[
trl1/k(L1) ⊕ trl/k
(N ⊗ (E∨ ⊗OXl ))]3.
Here, l/k is a quadratic ﬁeld extension with Gal(l/k) = 〈ω〉 andN a line bundle over Xl = X ×k l not deﬁned
over X, which is not selfdual and satisﬁesN ∼= ωN ∼= (detE ⊗OXl ).
The Albert algebras in cases (i) to (iii) are mutually nonisomorphic. The algebras are all not isomorphic to
those listed in Theorems 9 and 10.
Compared to the results in Example 1, this is a ﬁrst indication that there will be many more Albert
algebras over elliptic curves than over curves of genus one.
8. Albert algebras over elliptic curves obtained by a ﬁrst Tits construction
For every locally free OX -module E of constant rank 3, A = End(E) is an Azumaya algebra of
rank 9. We look at some examples, which follow directly from [At, Theorem 8, Lemma 22], (iii) uses
[AEJ3, 2.2]:
Lemma 9.
(i) If E is absolutely indecomposable and E =M⊗F3 ,M ∈ Pic X a line bundle, then
A∼=OX ⊕F3 ⊕F5
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(ii) If E is absolutely indecomposable and E ∈ Ω(3,d), gcd(3,d) = 1, then
A∼=OX ⊕N1 ⊕ · · · ⊕Nm ⊕ trk1/k
(N ′1)⊕ · · · ⊕ trk j/k(N ′j)
asOX -module, for all line bundlesN1, . . . ,Nm of order 3 over X and line bundlesN ′i of order 3 deﬁned
over Xi = X ×k ki for ki/k some ﬁeld extension (and not deﬁned over X), 0  i  j, m depending on X
and j depending on m.
(iii) If E is indecomposable, but not absolutely so, then there is a suitable cubic ﬁeld extension l of k and a
line bundleN over Y = X ×k l, which is not deﬁned over X, such that E = trl/k(N ) andA∼= trl/k(N ) ⊗
trl/k(N∨). If l/k is Galois, then
A∼=O3X ⊕ trl/k
(N ⊗ ω1N∨)⊕ trl/k(N ⊗ ω2N∨)
where Gal(l/k) = {id,ω1,ω2}.
(iv) If E =M1 ⊕M2 ⊗F2 ,Mi ∈ Pic X line bundles, then
A∼=
[ OX End(M1,M2 ⊗F2)
End(M2 ⊗F2,M1) End(F2)
]
∼=OX ⊕M1 ⊗M∨2 ⊗F2 ⊕M∨1 ⊗M2 ⊗F2 ⊕OX ⊕F3
asOX -module.
(v) If E decomposes into the direct sum of a line bundle and an indecomposable (but not absolutely indecom-
posable) vector bundle of rank 2, then there is a quadratic ﬁeld extension l/k with Gal(l/k) = 〈ω〉 and a
line bundleN over Xl = X ×k l, which is not deﬁned over X, such that E =M⊕ trl/k(N ) and
A∼=
[ OX Hom(M, trl/k(N ))
Hom(trl/k(N ),M) End
(
trl/k(N )
) ]
with
End(trl/k(N ))∼=O2X ⊕ trl/k(N ⊗ ωN∨).
(vi) If E is the direct sum of line bundles E =M1 ⊕M2 ⊕M3 , then
A∼=
⎡⎢⎣ OX Hom(M1,M2) Hom(M1,M3)Hom(M2,M1) OX Hom(M2,M3)
Hom(M3,M1) Hom(M3,M2) OX
⎤⎥⎦ .
For an Azumaya algebra A= End(E), the locally free left A-modules P with NA(P) ∼=OX are of
the kind
P ∼= E ⊗F∨
with F locally free of rank 3 and detF ∼= detE . The cubic form N and the adjoint  can be computed
correspondingly [Pu2, Example 9].
Example 7. We begin by considering the setup in Lemma 9(i): Let M ∈ Pic X be a line bundle of
degree 0 and put E = M⊗F3. (If the degree of M is nonzero, the argument is more complicated,
but the module structure is the same.) Then detE ∼=M3.
Let F be another locally free OX -module of constant rank 3 such that detF ∼=M3. We have the
following possibilities for F :
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(2) If F is indecomposable, but not absolutely indecomposable, then there is a cubic ﬁeld extension
l/k such that F = trl/k(L) for some line bundle L of degree 0 over Xl such that L⊗ ω2L⊗ ω3L∼=
M3.
(3) F =N ⊕ G for some line bundle N , and G is absolutely indecomposable of rank 2.
(4) F =N ⊕G for some line bundle N and G is indecomposable, but not absolutely indecomposable,
of rank 2. Then there is a quadratic ﬁeld extension l/k such that F =N ⊕ trl/k(L) for some line
bundle L over Xl . In particular, L⊗ ωL∼=M3.
(5) If F is the direct sum of line bundles Mi , then F =M1 ⊕M2 ⊕M∨1 ⊗M∨2 ⊗M3.
Let P =HomX (F ,E) = E ⊗F∨:
(1) If F = N ⊗ F3 is as in (1), then the OX -module structure of the Albert algebra J (A,P,N) is
isomorphic to
OX ⊕F3 ⊕F5 ⊕M⊗N∨ ⊕M⊗N∨ ⊗F3 ⊕M⊗N∨ ⊗F5
⊕M∨ ⊗N ⊕M∨ ⊗N ⊗F3 ⊕M∨ ⊗N ⊗F5.
In particular, we may choose M and N both of order 3.
(2) If F is as in (2), then the OX -module structure of J (A,P,N) is isomorphic to
OX ⊕F3 ⊕F5 ⊕ trl/k
(M⊗F3 ⊗L∨)⊕ trl/k(M∨ ⊗F3 ⊗L),
where M⊗F3⊗L∨ and M∨ ⊗F3⊗L are viewed as bundles over Xl . Note that the OX -modules
P ∼= trl/k(M⊗F3 ⊗L∨) and P∨ ∼= trl/k(M∨ ⊗F3 ⊗L) are indecomposable of rank 9.
(3) If F =N ⊕ G as in (3), then the OX -module structure of J (A,P,N) is isomorphic to
OX ⊕F3 ⊕F5 ⊕M⊗N∨ ⊗F3 ⊕M⊗F3 ⊗ G∨ ⊕M∨ ⊗N ⊗F3 ⊕M∨ ⊗F3 ⊗ G.
In particular, we may choose M=OX in E and F =Ni ⊕Ni ⊗F2 and get
OX ⊕F3 ⊕F5 ⊕N∨i ⊗F3 ⊕F2 ⊕F4 ⊕Ni ⊗F3 ⊕F2 ⊕F4,
since F3 ⊗F2 ∼=F2 ⊕F4.
(4) If F =N ⊕ trl/k(L) as in (4), then the OX -module structure of J (A,P,N) is isomorphic to
OX ⊕F3 ⊕F5 ⊕M⊗N∨ ⊗F3 ⊕ trl/k
(M⊗F3 ⊗L∨)⊕M∨ ⊗N ⊗F3 ⊕ trl/k(M∨ ⊗F3 ⊗L).
Note that the OX -modules trl/k(M⊗F3 ⊗L∨) and trl/k(M∨ ⊗F3 ⊗L) are indecomposable of
rank 6.
(5) If F is as in (5), then the OX -module structure of J (A,P,N) is isomorphic to
OX ⊕F3 ⊕F5
⊕M⊗M∨1 ⊗F3 ⊕M⊗M∨2 ⊗F3 ⊕M⊗M1 ⊗M2 ⊗M3∨ ⊗F3
⊕M∨ ⊗M1 ⊗F3 ⊕M∨ ⊗M2 ⊗F3 ⊕M∨ ⊗M∨1 ⊗M∨2 ⊗M3 ⊗F3.
The Albert algebras obtained in the above cases are mutually nonisomorphic. Neither are they
isomorphic to those in Theorems 8–12.
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a line bundle N which is not deﬁned over X , then
A∼=O3X ⊕ trl/k
(N ⊗ ω1N )⊕ trl/k(N ⊗ ω2N )
as in Lemma 9(iii). Let F be another locally free OX -module of constant rank 3 such that detF ∼=
detE . We have the following possibilities for F :
(1) F ∈ Ω(3,d) is absolutely indecomposable, d = degE . (If N is a line bundle of degree 0 then F
must have degree 0, hence F =L⊗F3 for some line bundle L of degree 0 such that L3 ∼= detE ,
e.g., we might take E = trl/k(Ni) for some Ni not deﬁned over X , if that exists.)
(2) If F is indecomposable, but not absolutely indecomposable, then there is a cubic ﬁeld extension
l′/k such that F = trl′/k(L) for some line bundle L over Xl′ , which is not deﬁned over X , such
that L⊗ ω2L⊗ ω3L∼= detE .
(3) F =M⊕ G for some line bundle M and G is absolutely indecomposable of rank 2.
(4) F =M⊕ G for some line bundle M and G is indecomposable, but not absolutely indecompos-
able, of rank 2. Then there is a quadratic ﬁeld extension k′/k such that F = M ⊕ trk′/k(L) for
some line bundle L over X ′ = X ×k k′ . In particular, L⊗ ωL∼= detE .
(5) If F is the direct sum of line bundles then F =M1 ⊕M2 ⊕M∨1 ⊗M∨2 ⊗ detE .
Let P =HomX (F ,E) = E ⊗F∨ .
(1) Suppose that N has degree 0. Then F = L⊗F3 for some line bundle L of degree 0 such that
L3 ∼=N ⊗ ω1N ⊗ ω2N . The OX -module structure of J (A,P,N) is isomorphic to
O3X ⊕ trl/k
(N ⊗ ω1N )⊕ trl/k(N ⊗ ω2N )
⊕ trl/k
(N ⊗L∨ ⊗F3)⊕ trl/k(N∨ ⊗L⊗F3).
Here, P ∼= trl/k(N ⊗L∨ ⊗F3) and its dual are indecomposable of rank 9.
(2) Let F = trl′/k(L) be as in (2). The OX -module structure of J (A,P,N) is given by
O3X ⊕ trl/k
(N ⊗ ω1N )⊕ trl/k(N ⊗ ω2N )
⊕ trl/k(N ) ⊗ trl′/k
(L∨)⊕ trl/k(N∨)⊗ trl′/k(L).
(3) Let F =M⊕ G be as in (3). The OX -module structure of J (A,P,N) is given by
O3X ⊕ trl/k
(N ⊗ ω1N )⊕ trl/k(N ⊗ ω2N )
⊕ trl/k
(N ⊗M∨)⊕ trl/k(N ⊗ G∨)⊕ trl/k(N∨ ⊗M)⊕ trl/k(N∨ ⊗ G).
The OX -module trl/k(N ⊗ G∨) and its dual trl/k(N∨ ⊗ G) is indecomposable of rank 6.
(4) Let F =M⊕ trk′/k(L) be as in (4). Then the OX -module structure of J (A,P,N) is given by
O3X ⊕ trl/k
(N ⊗ ω1N )⊕ trl/k(N ⊗ ω2N )
⊕ trl/k
(N ⊗M∨)⊕ trl/k(N ⊗ trk′/k(L∨))⊕ trl/k(N∨ ⊗M)⊕ trl/k(N∨ ⊗ trk′/k(L)).
(5) Let F =M1 ⊕M2 ⊕M∨1 ⊗M∨2 ⊗ detE . Then the OX -module structure of J (A,P,N) is given
by
4210 S. Pumplün / Journal of Algebra 320 (2008) 4178–4214O3X ⊕ trl/k
(N ⊗ ω1N )⊕ trl/k(N ⊗ ω2N )
⊕ trl/k
(N ⊗M∨1 )⊕ trl/k(N ⊗M∨2 )⊕ trl/k(N ⊗M1 ⊗ M2 ⊗ detE∨)
⊕ trl/k
(N∨ ⊗M1)⊕ trl/k(N∨ ⊗M2)⊕ trl/k(N∨ ⊗M∨1 ⊗ M∨2 ⊗ detE).
The Albert algebras obtained in the above cases are mutually nonisomorphic. They are also noniso-
morphic to the ones described in Example 7 and not isomorphic to those in Theorems 10, 11, 12, 13
or 14.
Example 9. Let E =M1 ⊕M2 ⊗F2 as in Lemma 9(iv), with Mi ∈ Pic X line bundles. Then
A∼=
[
OX Hom(M1,M2 ⊗F2)
Hom(M2 ⊗F2,M1) End(F2)
]
with End(F2) ∼= OX ⊕ F3. Let F be another locally free OX -module of constant rank 3 such that
detF ∼= detE . We have the following possibilities for F :
(1) F ∈ Ω(3,d) is absolutely indecomposable, d = degE .
(2) If F is indecomposable, but not absolutely indecomposable, then there is a cubic ﬁeld extension
l′/k such that F = trl′/k(L) for some line bundle L over Xl′ such that L⊗ ω2L⊗ ω3L∼= detE .
(3) F =M⊕ G for some line bundle M and G is absolutely indecomposable of rank 2.
(4) F =M⊕ G for some line bundle M and G is indecomposable, but not absolutely indecompos-
able, of rank 2. Then there is a quadratic ﬁeld extension k′/k such that F = M ⊕ trk′/k(L) for
some line bundle M over X ′ = X ×k k′ . In particular, L⊗ ωL∼= detE .
(5) If F is the direct sum of line bundles then F =L1 ⊕L2 ⊕L∨1 ⊗L∨2 ⊗ detE .
Let P =HomX (F ,E) = E ⊗F∨ .
(1) Suppose that E has degree 0. Then F must have degree 0, hence F ∼= L⊗F3 for some line
bundle L of degree 0 such that L3 ∼= detE (e.g., take E = Ni ⊕ Ni ⊗ F2 for some Ni of order 3
over X ).
The OX -module structure of J (A,P,N) is given by
[
OX Hom(M1,M2 ⊗F2)
Hom(M2 ⊗F2,M1) End(F2)
]
⊕M1 ⊗L∨ ⊗F3 ⊕M2 ⊗L∨ ⊗F2 ⊕M2 ⊗L∨ ⊗F4
⊕M∨1 ⊗L⊗F3 ⊕M∨2 ⊗L⊗F2 ⊕M∨2 ⊗L⊗F4.
(2) Let F = trl/k(L) be as in (2). Then the OX -module structure of J (A,P,N) is given by
[
OX Hom(M1,M2 ⊗F2)
Hom(M2 ⊗F2,M1) End(F2)
]
⊕ trl/k
(M1 ⊗L∨)⊕ trl/k(M2 ⊗F2 ⊗L∨)⊕ trl/k(M∨1 ⊗L)⊕ trl/k(M∨2 ⊗F2 ⊗L).
(3) Let F =M⊕G be as in (3), say we choose F = E for example. Then the OX -module structure
of J (A,P,N) is given by
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OX Hom(M1,M2 ⊗F2)
Hom(M2 ⊗F2,M1) End(F2)
]
⊕
[
OX HomX (M1 ⊗F2,M2)
HomX (M2,M1 ⊗F2) EndX (F2)
]
⊕
[
OX HomX (M2,M1 ⊗F2)
HomX (M1 ⊗F2,M2) EndX (F2)
]
with EndX (F2) ∼=OX ⊕F3.
(4) Let F =M⊕ trk′/k(L) for some line bundle M over X ′ = X ×k k′ , k′/k a quadratic ﬁeld exten-
sion. Then the OX -module structure of J (A,P,N) is given by
[
OX Hom(M1,M2 ⊗F2)
Hom(M2 ⊗F2,M1) End(F2)
]
⊕
[
M1 ⊗M∨ trk′/k(M1 ⊗L∨)
HomX (M2 ⊗F2,M) trk′/k(M2 ⊗F2 ⊗L∨)
]
⊕
[
M∨1 ⊗M trk′/k(M∨1 ⊗L)
HomX (M,M2 ⊗F2) trk′/k(M∨2 ⊗F2 ⊗L)
]
.
(5) Let F =L1 ⊕L2 ⊕L∨1 ⊗L∨2 ⊗ detE . Then the OX -module structure of J (A,P,N) is given by
[
OX Hom(M1,M2 ⊗F2)
Hom(M2 ⊗F2,M1) End(F2)
]
⊕
[
M1 ⊗L∨1 M1 ⊗L∨2 M1 ⊗L1 ⊗L2 ⊗ detE
HomX (M2 ⊗F2,L1) HomX (M2 ⊗F2,L2) HomX (M2 ⊗F2,L∨1 ⊗L∨2 ⊗ detE)
]
⊕
[
M∨1 ⊗L1 M∨1 ⊗L2 M∨1 ⊗L∨1 ⊗L∨2 ⊗ detE∨
HomX (L1,M2 ⊗F2) HomX (L2,M2 ⊗F2) HomX (L∨1 ⊗L∨2 ⊗ detE,M2 ⊗F2)
]
.
The Albert algebras obtained in the above cases are mutually nonisomorphic. They are also noniso-
morphic to the ones described in Examples 7 and 8.
Example 10. Let l/k be a quadratic ﬁeld extension with Gal(l/k) = {id,ω} and E =M⊕ trl/k(N ) as in
Lemma 9(v). Then
A∼=
[
OX Hom(M, trl/k(N ))
Hom(trl/k(N ),M) End(trl/k(N ))
]
and
End(trl/k(N ))∼= trl/k(N ⊗N ) ⊕ trl/k(N ⊗ ωN ).
Let F be another locally free OX -module of constant rank 3 such that detF ∼= detE . We have the
following possibilities for F :
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(2) If F is indecomposable, but not absolutely indecomposable, then there is a cubic ﬁeld extension
l′/k such that F = trl′/k(L) for some line bundle L′ over Xl′ such that L′ ⊗ ω2L⊗ ω3L∼= detE .
(3) F =M⊕ G for some line bundle M and G is absolutely indecomposable of rank 2.
(4) F =M⊕ G for some line bundle M and G is indecomposable, but not absolutely indecompos-
able, of rank 2. Then there is a quadratic ﬁeld extension k′/k such that F = M ⊕ trk′/k(L) for
some line bundle M over X ′ = X ×k k′ . In particular, L⊗ ωL∼= detE .
(5) If F is the direct sum of line bundles then F =M1 ⊕M2 ⊕M∨1 ⊗M∨2 ⊗ detE .
Let P =HomX (F ,E) = E ⊗F∨ .
(1) Suppose that E has degree 0. Then F = L⊗F3 for some line bundle L of degree 0 such that
L3 ∼= detE and the OX -module structure of J (A,P,N) is given by[
OX Hom(M, trl/k(N ))
Hom(trl/k(N ),M) End(trl/k(N ))
]
⊕M⊗L∨ ⊗F3 ⊕ trl/k
(N ⊗L∨ ⊗F3)⊕M∨ ⊗L⊗F3 ⊕ trl/k(N∨ ⊗L⊗F3).
(2) Let F = trl′/k(L). The OX -module structure of J (A,P,N) is given by
[
OX Hom(M, trl/k(N ))
Hom(trl/k(N ),M) End(trl/k(N ))
]
⊕ trl′/k
(M⊗L∨)⊕ trl/k(N ) ⊗ trl′/k(L∨)⊕ trl′/k(M∨ ⊗L)⊕ trl/k(N∨)⊗ trl′/k(L).
(3) Let F = L ⊕ G for some line bundle L and G is absolutely indecomposable of rank 2. The
OX -module structure of J (A,P,N) is given by[
OX Hom(M, trl/k(N ))
HomX (trl/k(N ),M) End(trl/k(N ))
]
⊕
[
M⊗L∨ M⊗ G∨
trl/k(N ⊗L∨) trl/k(N ⊗ G∨)
]
⊕
[
M∨ ⊗L M∨ ⊗ G
trl/k(N∨ ⊗L) trl/k(N∨ ⊗ G)
]
.
(4) Suppose that F = E . The OX -module structure of J (A,P,N) is given by[
OX Hom(M, trl/k(N ))
HomX (trl/k(N ),M) End(trl/k(N ))
]
⊕
[
OX trl/k(M⊗N∨)
trl/k(N ⊗M∨) trl/k(N ⊗N∨)
]
⊕
[
OX trl/k(M∨ ⊗N )
trl/k(N∨ ⊗M) trl/k(N∨ ⊗N )
]
.
(5) Let F be as in (5). The OX -module structure of J (A,P,N) is given by[
OX Hom(M, trl/k(N ))
HomX (trl/k(N ),M) End(trl/k(N ))
]
⊕
[
M⊗M∨1 M⊗M∨2 M⊗M1 ⊗M2 ⊗ detE∨
trl/k(N ⊗M∨) trl/k(N ⊗M∨) trl/k(N ⊗M1 ⊗M1 ⊗ detE∨)
]
1 2
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[
M∨ ⊗M1 M∨ ⊗M2 M⊗M∨1 ⊗M∨2 ⊗ detE
trl/k(N ⊗M∨1 ) trl/k(N ⊗M∨2 ) trl/k(N ⊗M1 ⊗M∨1 ⊗ detE)
]
.
The Albert algebras obtained in the above cases are mutually nonisomorphic. They are also noniso-
morphic to the ones described in Examples 7, 8 and 9.
Remark 7. We see that already by looking at the ﬁrst Tits constructions starting with trivial Azumaya
algebras over an elliptic curve, we get a plenty of examples for Albert algebras with an interesting
module structure. When it comes to Azumaya algebras of a different kind, it seems harder to explicitly
compute the possible ﬁrst Tits constructions. Let, for instance, A= A ⊗k OX be deﬁned over k. There
is the obvious choice P ∼= Ni ⊗ A ⊗k OX for a ﬁrst Tits construction. Apart from that, we can use
that A ⊗OX ′ ∼=Mat3(OX ′) for any cubic splitting ﬁeld k′ of A, X ′ = X ×k k′ , to show that a necessary
condition on any left A-module P of rank one and norm one is that
P ⊗OX ′ ∼=F ⊕F ⊕F
for a vector bundle F of rank 3 over X ′ with detF ∼=OX ′ . This restricts the module structure of P
somewhat, although many possible cases remain.
Another problem is the fact that it does not seem to be clear how Azumaya algebras of constant
rank 9 over an elliptic curve can look like, other than the obvious choices considered here.
To compute examples of the Tits process seems equally diﬃcult. Another method to construct
Albert algebras is discussed in [Pu3] and applied to ﬁnd examples of Albert algebras over elliptic
curves. This method, which starts with a Jordan algebra of degree 4 over X and looks at its trace
zero elements, gives additional information on how the ﬁrst Tits construction can look like in several
special cases. Combined with the ﬁrst Tits construction and the Tits process it might help to get more
information on Albert algebras over an elliptic curve. Again, one of the major diﬃculties is that we
do not know enough yet on Jordan algebras of degree 4 over X .
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