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Cap´ıtulo 1
Introduccio´n
Esta tesis trata sobre el estudio de los algoritmos multimeme´ticos como me-
taheur´ıstica utilizada para resolver problemas de optimizacio´n combinatoria en
entornos distribuidos inestables con topolog´ıas de red complejas y recursos vola´ti-
les, utilizando propiedades self-? para mitigar los efectos negativos producidos por
la inestabilidad de dichos entornos.
1.1. Planteamiento
La creciente complejidad de los problemas de optimizacio´n actuales (la cual
evoluciona frecuentemente a un ritmo ma´s ra´pido que las prestaciones hardware
de los sistemas disponibles) requiere desarrollar te´cnicas algor´ıtmicas cada vez
ma´s sofisticadas. La teor´ıa de la complejidad ha sido de gran ayuda en este sen-
tido, ya que ha permitido clasificar los problemas computacionales en clases de
complejidad en funcio´n de los recursos necesarios (normalmente tiempo y espacio)
para poder resolverlos. Esto a su vez ha permitido definir el concepto de tratabili-
dad, entendie´ndose que un problema es tratable si se puede resolver en un tiempo
y espacio razonables. Lamentablemente existen mu´ltiples problemas interesantes
computacionalmente que son intratables desde diferentes perspectivas.
Para resolver los problemas mencionados en el pa´rrafo anterior se ha venido
empleando durante las u´ltimas de´cadas las metaheur´ısticas, esto es, procedimien-
tos de bu´squeda y optimizacio´n de propo´sito general para resolver problemas
computacionales (normalmente problemas de optimizacio´n combinatoria). Exis-
ten mu´ltiples metaheur´ısticas diferentes y muchas clasificaciones posibles, pero
entre todas ellas son las de ı´ndole bioinspirado las que son de intere´s para esta
tesis, y ma´s concretamente los algoritmos evolutivos. Estos esta´n basados en los
principios fundamentales de la Teor´ıa de la Evolucio´n de las Especies y aplican
estos conceptos en la resolucio´n de diversos problemas de optimizacio´n. Los algo-
ritmos evolutivos han sido durante muchos an˜os una herramienta poderosa para
afrontar este tipo de problemas. Sin embargo, el teorema No Free Lunch intro-
dujo limitaciones teo´ricas al uso de algoritmos de bu´squeda y optimizacio´n de
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propo´sito general y genero´ la necesidad de incluir conocimiento espec´ıfico de los
problemas en la propia meca´nica lo´gica de los algoritmos. Esto indujo el uso de
nuevas te´cnicas cooperativas que unieran de alguna manera las te´cnicas habitua-
les de propo´sito general con nuevos mecanismos para incorporar conocimiento a
las mismas.
Como respuesta a las limitaciones descritas anteriormente surgieron nuevos
modelos como los algoritmos meme´ticos, los cuales son una familia de te´cnicas
de optimizacio´n basadas en poblacio´n (al igual que los algoritmos evolutivos) que
combinan ideas de diferentes metaheur´ısticas para explotar este conocimiento es-
pec´ıfico del problema con la idea de obtener mejores resultados tanto desde el
punto de vista de la eficiencia como de la calidad de las soluciones obtenidas.
El funcionamiento de estas te´cnicas esta´ inspirado en el concepto de meme, en-
tendie´ndose este como un fragmento de conocimiento que se va adquiriendo y
moldeando a partir de la experiencia y cuya interpretacio´n ma´s habitual en el
marco de la computacio´n meme´tica es utilizarlo como proceso de bu´squeda local.
Por otro lado, los algoritmos multimeme´ticos son una subclase de los algoritmos
meme´ticos en la que los memes se incorporan de forma expl´ıcita a los genotipos
y evolucionan a la vez que estos. Todo esto introduce una complejidad adicional
en los algoritmos meme´ticos con respecto a los algoritmos evolutivos cla´sicos, lo
que provoca que su disen˜o y funcionamiento sean ma´s complejos.
Debido a la complejidad anteriormente mencionada es necesario utilizar nue-
vos conceptos teo´ricos para dotar a los algoritmos de capacidades de auto-gestio´n
y auto-adaptacio´n con el objetivo de mitigar el cada vez mayor esfuerzo necesario
para su disen˜o y parametrizacio´n, trasladando parte de este al propio algorit-
mo y limitando por lo tanto la intervencio´n humana. De esta forma surge la
computacio´n auto´noma y las propiedades self-?, las cuales son un conjunto de
propiedades que debe tener (al menos alguna de ellas) un sistema para conside-
rarlo auto´nomo desde alguna perspectiva. Estas propiedades se pueden aplicar
tanto para el ajuste dina´mico de los para´metros propios del algoritmo evoluti-
vo como para cualquier otro aspecto del mismo, como por ejemplo la topolog´ıa
subyacente en el caso de algoritmos distribuidos. Segu´n lo anterior, se dispone de
un algoritmo evolutivo con conocimiento espec´ıfico del problema y propiedades
self-?. Sin embargo, hay que considerar tambie´n las cuestiones de rendimiento. En
la actualidad los problemas son cada vez ma´s grandes y complejos lo que requiere
no solo de algoritmos bien disen˜ados, con una parametrizacio´n adecuada y que
sean auto´nomos, sino tambie´n que sean eficientes y tengan un buen rendimiento.
El desarrollo de plataformas de computacio´n distribuida durante las u´ltimas
de´cadas ha permitido mejorar las prestaciones para aquellos algoritmos que sean
capaces de ejecutarse en este tipo de entornos, lo que requiere ciertos cambios en
el disen˜o de los mismos. Una de las grandes ventajas de los algoritmos evolutivos
en general es precisamente su fa´cil adaptacio´n de un entorno secuencial a uno dis-
tribuido, lo que los convierte en un medio muy interesante para afrontar los retos
del presente (y del futuro) en te´rminos de resolucio´n de problemas eficientemente
bajo plataformas distribuidas. En esta l´ınea, los algoritmos evolutivos basados en
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islas son un buen modelo de referencia distribuido sobre el que pueden aplicar-
se diferentes extensiones que lo doten de capacidades adicionales de tolerancia a
fallos y auto-gestio´n.
1.2. Objetivos
Los principales objetivos del trabajo se esquematizan a continuacio´n:
Estudiar algoritmos multimeme´ticos (algoritmos meme´ticos con auto-
generacio´n) para aplicarlos a la resolucio´n de problemas de optimizacio´n
combinatoria.
Desarrollar algoritmos multimeme´ticos con propiedades self-? que sean ca-
paces de auto-adaptarse a escenarios cambiantes.
Realizar disen˜os con estructura espacial que aborden los objetivos anteriores
sobre entornos inestables manteniendo el rendimiento.
Para conseguir alcanzar los objetivos anteriores se ha utilizado una metodo-
log´ıa por capas, es decir, comenzando por el disen˜o de un algoritmo multimeme´tico
sencillo se ha llegado a un algoritmo multimeme´tico con estructura espacial y pro-
piedades self-? incorporadas, an˜adiendo sucesivamente nuevas caracter´ısticas al
algoritmo fundamental. Concretamente, se parte de un algoritmo panmı´ctico (sin
estructura espacial) que no dispone de propiedades self-? (excepto la propia auto-
generacio´n) para sucesivamente an˜adirle primero la capacidad de auto-adaptacio´n
de los memes y posteriormente la incorporacio´n de modelos probabil´ısticos para
la creacio´n de los descendientes. En una capa posterior, se dota al algoritmo de
caracter´ısticas distribuidas, extendiendo el algoritmo inicial a un modelo basado
en islas que se ejecutan en nodos diferentes. Una vez se dispone de una versio´n
estructurada en islas, se le an˜aden propiedades de tolerancia a fallos en entornos
inestables y de auto-escalabilidad mediante mecanismos de auto-equilibrado de
carga entre los nodos. Finalmente, se an˜aden propiedades de auto-reparacio´n y
auto-curacio´n, bien a trave´s del auto-muestreo para obtener nuevos individuos
cuando se requieren reinicializaciones de los mismos, o bien mediante el auto-
cableado para reconexionar de forma dina´mica la estructura de la red subyacente
cuando se producen desconexiones por la ca´ıda de algunos nodos del sistema.
1.3. Estructura de la Tesis
Esta tesis doctoral se ha organizado en varios cap´ıtulos que parten desde lo
ma´s elemental hasta los modelos ma´s complejos desarrollados. El Cap´ıtulo 2 esta´
formado por los conceptos generales necesarios para poder abordar la lectura
del resto de la tesis. Por ello se han dedicado algunas secciones a la teor´ıa de
la complejidad computacional y a los problemas de optimizacio´n combinatoria,
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a las metaheur´ısticas en general y a los algoritmos evolutivos y meme´ticos en
particular. Posteriormente se aborda en este mismo cap´ıtulo la descripcio´n de las
denominadas propiedades self-?, para finalizar con un repaso por los conceptos
fundamentales relacionados con la computacio´n paralela.
En el Cap´ıtulo 3 se tratan en profundidad los algoritmos multimeme´ticos, se
analiza co´mo se propagan los memes, se muestran resultados experimentales so-
bre la auto-adaptacio´n meme´tica y se presenta un modelo h´ıbrido de algoritmo
multimeme´tico que utiliza modelos probabil´ısticos para generar la poblacio´n de
descendientes. Los cap´ıtulos 4 y 5 esta´n dedicados a los algoritmos multimeme´ti-
cos distribuidos utilizando un modelo basado en islas. En el cap´ıtulo 4 se estudian
todos los aspectos involucrados en el disen˜o de un algoritmo multimeme´tico ba-
sado en islas, como las pol´ıticas de migracio´n entre islas o algunas estrategias
de tolerancia a fallos para gestionar la inestabilidad de los nodos. Sobre una de
ellas se profundiza al final del cap´ıtulo, concretamente sobre la estrategia deno-
minada checkpoint, que consiste en crear puntos de restauracio´n perio´dicos con
la informacio´n necesaria para recuperar un nodo que previamente ha fallado, y
finalmente, en el Cap´ıtulo 5 se emplean diversas propiedades self-? para hacer
que los algoritmos sean robustos en escenarios de alta volatilidad. Concretamen-
te, se utilizan propiedades de auto-escalado para reequilibrar el taman˜o de cada
nodo disponible cuando otros abandonan el sistema y por lo tanto se pierden
individuos, de auto-muestreo para que la recuperacio´n de los nodos se base en
un modelo probabil´ıstico de los individuos existentes y de auto-reparacio´n para
reconstruir la topolog´ıa de la red, ya que conforme van saliendo y entrando nodos
en el sistema esta se va deformando y perdiendo su aspecto original.
En el Cap´ıtulo 6 se discuten las conclusiones finales sobre el trabajo realizado
y se explican algunas de las posibles l´ıneas de investigacio´n que se pueden abordar
en el futuro relacionadas con esta tesis. Por u´ltimo se incluyen dos ape´ndices: el
Ape´ndice A explica de forma detallada los problemas de test utilizados durante los
experimentos realizados en todos los cap´ıtulos y el Ape´ndice B contiene algunas
tablas con resultados nume´ricos correspondientes a los resultados experimentales
de los cap´ıtulos 4 y 5.
1.4. Contribuciones
Las principales aportaciones de esta tesis doctoral al campo de la computacio´n
meme´tica se resumen a continuacio´n:
Disen˜o de algoritmos meme´ticos con auto-generacio´n.
 Ana´lisis de la propagacio´n de memes en un algoritmo multimeme´tico.
 Disen˜o de un modelo h´ıbrido compuesto por un algoritmo multi-
meme´tico y algoritmos de estimacio´n de distribuciones para modelar
la poblacio´n de descendientes.
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Ana´lisis y disen˜o de algoritmos multimeme´ticos distribuidos sobre entornos
inestables.
 Ana´lisis de diferentes estrategias de migracio´n en el contexto de los
algoritmos multimeme´ticos basados en islas.
 Ana´lisis y disen˜o de estrategias de tolerancia a fallos en entornos alta-
mente vola´tiles.
Incorporacio´n de propiedades self-? a los algoritmos multimeme´ticos distri-
buidos.
 Ana´lisis y disen˜o de propiedades de auto-escalabilidad a trave´s del
auto-equilibrado de carga entre los nodos de un algoritmo multi-
meme´tico distribuido.
 Utilizacio´n de modelos probabil´ısticos para implementar el auto-
muestreo de poblaciones en nodos que se reincorporan a la topolog´ıa
subyacente.
 Ana´lisis y disen˜o de propiedades de auto-reparacio´n mediante la reco-
nexio´n dina´mica de los nodos de la red.
1.5. Listado de Publicaciones
Durante esta tesis doctoral se han publicado los siguientes art´ıculos que sus-
tentan el contenido de la misma:
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namic Scale-Free Networks, Applications of Evolutionary Computing,
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De manera ma´s precisa, el ana´lisis de algoritmos multimeme´ticos presentado
en el Cap´ıtulo 3 esta´ sustentado por R1, C1, C2 y C3. Por su parte, el despliegue de
estas te´cnicas en un modelo de islas y el estudio de su funcionamiento en entornos
inestables presentado en el cap´ıtulo 4 se apoya en R2, C4 y C5. Finalmente, el
empleo de propiedades self-? avanzadas como auto-escalado y auto-reparacio´n
descritas en el cap´ıtulo 5 se sustenta en R3, CL1, C6 y C7.
Cap´ıtulo 2
Antecedentes y Conceptos
Previos
Este cap´ıtulo tiene como objetivo fundamental presentar un punto de vista
general sobre todos los aspectos y te´cnicas que tienen relacio´n con el contenido de
la tesis. Dado que la misma se centra en el estudio de diferentes aspectos del fun-
cionamiento de diversas te´cnicas de optimizacio´n, en primer lugar se expondra´n
los principales conceptos relacionados con la teor´ıa de la complejidad compu-
tacional y con la resolucio´n de problemas de optimizacio´n combinatoria (Seccio´n
2.1). La gran dificultad asociada intr´ınsecamente con ciertas clases de proble-
mas motiva el empleo de metaheur´ısticas, por lo que se procedera´ acto seguido
a presentar las ideas ba´sicas de estas as´ı como una clasificacio´n de dichas te´cni-
cas (Seccio´n 2.2). En particular se pondra´ el foco de atencio´n en metaheur´ısticas
de corte bioinspirado, y ma´s concretamente evolutivo, que tratan de aprender y
utilizar los principios que rigen la evolucio´n de las especies para aplicarlos a la
resolucio´n de problemas (Seccio´n 2.3). Sin embargo, las limitaciones teo´ricas im-
puestas a las te´cnicas que no utilizan conocimiento espec´ıfico del problema hace
necesario introducir mecanismos de hibridacio´n para mejorar la calidad de las so-
luciones encontradas, utilizando para ello la computacio´n meme´tica (Seccio´n 2.4).
Finalmente se muestra la dificultad del disen˜o y funcionamiento que tienen estos
algoritmos y co´mo se puede solventar a trave´s de mecanismos de auto-adaptacio´n,
definiendo para ello las denominadas propiedades self-?, que permiten reducir la
intervencio´n humana en el disen˜o de los algoritmos (Seccio´n 2.5), y por u´ltimo,
dada la complejidad creciente de los problemas del mundo real se trata tambie´n
la necesidad de mejorar el rendimiento de las metaheur´ısticas en general y de los
algoritmos evolutivos y meme´ticos en particular mediante el disen˜o de algoritmos
que introduzcan paralelismo (Seccio´n 2.6).
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2.1. La Complejidad de Resolver Problemas
Desde la Antigu¨edad el hombre ha sentido la necesidad de dar respuesta a
las mu´ltiples preguntas que se planteaba. Inicialmente eran cuestiones que hoy en
d´ıa considerar´ıamos muy elementales, pero con el paso del tiempo estas preguntas
fueron incrementando su complejidad. Con el bagaje formal y las herramientas
proporcionadas primero por las Matema´ticas y posteriormente por las Ciencias
de la Computacio´n, es posible abordar de manera rigurosa dicha complejidad,
esto es, el coste computacional asociado a la resolucio´n de un problema.
En esta seccio´n se van a explicar los principales conceptos relacionados con la
teor´ıa de la complejidad y la clasificacio´n de los problemas computacionales en
clases de complejidad.
2.1.1. Problemas y Optimizacio´n
Esta subseccio´n se centra en los problemas computacionales, concretamente en
su definicio´n y clasificacio´n, pasando a continuacio´n a estudiar un caso particular
de estos, como son los Problemas de Optimizacio´n Combinatoria (COP)1.
2.1.1.1. Problemas Computacionales
Desde el punto de vista de las ciencias de la computacio´n, un problema compu-
tacional P se puede definir como una relacio´n entre un conjunto de instancias IP
propio del problema y un conjunto de soluciones SP . A cada instancia x ∈ IP se
le asocia un conjunto de soluciones SP(x), que denota el conjunto de soluciones
posibles para dicha instancia del problema P [24, 141, 155, 257, 292]. El conjunto
SP(x) se conoce tambie´n como el conjunto de soluciones va´lidas o aceptables.
El objetivo es disen˜ar un algoritmo A que resuelva cualquier instancia x ∈ IP
del problema P . Dependiendo del tipo de respuesta esperada, esto es, de que´
entendemos por resolver el problema, los problemas computacionales se pueden
clasificar en:
Problemas de decisio´n: son aquellos que admiten como respuesta u´nicamen-
te “s´ı” o “no”, es decir, para una instancia x ∈ IP , la cuestio´n es decidir si
existe una solucio´n y ∈ SP(x).
Problemas de conteo: el objetivo en este caso es calcular el nu´mero de solu-
ciones existentes para una instancia concreta x ∈ IP de un problema P , es
decir, determinar la cardinalidad del conjunto SP(x).
Problemas de enumeracio´n: son aquellos cuyo objetivo es encontrar el con-
junto de todas las posibles soluciones SP(x) del problema considerado para
una instancia x ∈ IP particular.
1Combinatorial Optimization Problems. Por consistencia con la literatura se van a utilizar
siempre acro´nimos en ingle´s
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Problemas de satisfaccio´n: en este tipo de problemas el objetivo es hallar
una solucio´n del conjunto SP(x) de soluciones va´lidas para la instancia
x ∈ IP del problema P .
Problemas de Optimizacio´n: este tipo de problemas son similares a los de
satisfaccio´n con la diferencia de que existe un criterio para comparar so-
luciones en base al cual estas se pueden ordenar de mejor a peor. T´ıpica-
mente, en estos problemas se dispone de una funcio´n objetivo f definida
como f : SP(x)→ N que proporciona la calidad o el coste de las soluciones,
de forma que el problema consiste en encontrar la solucio´n s ∈ SP(x) que
maximice o minimice la funcio´n f .
En las siguientes secciones se trata con ma´s detalle este u´ltimo tipo de pro-
blemas, ma´s concretamente los de optimizacio´n combinatoria.
2.1.1.2. Optimizacio´n Combinatoria
La Optimizacio´n Combinatoria (CO)2 es una rama de la optimizacio´n que se
caracteriza principalmente porque su dominio se compone de problemas en los
que el conjunto de posibles soluciones es discreto o se puede reducir a un con-
junto discreto. Ma´s concretamente, un COP consiste en un problema del que se
pretende encontrar la mejor solucio´n entre todas las posibles. Segu´n Papadimi-
triou y Steiglitz [293] en los COP se busca un objeto de un conjunto finito –o
posiblemente infinito numerable. Este objeto normalmente suele ser un nu´mero
entero, un subconjunto, una permutacio´n o una estructura algebraica del tipo de
un a´rbol o un grafo.
De manera ma´s precisa se puede definir un COP como sigue [45]:
Definicio´n 1. Un problema de optimizacio´n combinatoria P = 〈X,D, f,R〉 se
define como:
Un conjunto de variables X = {x1, . . . , xn};
Un conjunto de dominios D = {D1, . . . , Dn} para cada una de las variables
anteriores;
Una funcio´n objetivo f : D1 × . . .×Dn → N;
Un conjunto de restricciones R entre el conjunto de variables X.
El conjunto S ⊆ D1 × . . . × Dn que cumple el conjunto de restricciones R
se considera el espacio de bu´squeda del problema y cada elemento s ∈ S es
una solucio´n candidata para el problema P . Dado un problema de optimizacio´n
combinatoria P el objetivo es encontrar una solucio´n s∗ ∈ S que minimice (o que
maximice; asumimos minimizacio´n sin pe´rdida de generalidad) la funcio´n objetivo
2Combinatorial Optimization
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f , es decir, ∀s ∈ S : f(s∗) 6 f(s). En este contexto, s∗ se denomina un o´ptimo
global de P . No´tese que puede haber ma´s de una solucio´n que sea o´ptimo global.
Algunos ejemplos de COP son el Problema del Viajante de Comercio (TSP)3,
el Problema de la Asignacio´n Cuadra´tica (QAP)4 o el problema de la planifica-
cio´n de tareas, por citar algunos ejemplos. Debido a que este tipo de problemas
tiene una importancia elevada para la industria y en el campo cient´ıfico se han
desarrollado numerosos algoritmos para resolverlos. No todos estos algoritmos
son equivalentes, ni con respecto a la calidad de las soluciones que proporcionan
ni con respecto a su coste computacional. En general, ambos aspectos esta´n re-
lacionados, as´ı como condicionados por la dificultad intr´ınseca del problema que
se desea resolver. La siguiente seccio´n estudia este factor.
2.1.2. Complejidad Computacional
La Teor´ıa de la Complejidad trata sobre el estudio de la complejidad de los
problemas computacionales –esto es, de los recursos necesarios para resolver un
problema determinado y la clasificacio´n de tales problemas en clases de compleji-
dad de acuerdo a dicho consumo de recursos. Estos recursos suelen ser tiempo y
espacio [24, 69, 155, 292], aunque en ocasiones se puede recurrir a otros. En cual-
quier caso, el consumo se define como una funcio´n del taman˜o de la entrada del
problema. La Teor´ıa de la Complejidad formaliza matema´ticamente lo anterior.
Para ello se suele utilizar la notacio´n O(·), conocida tambie´n como notacio´n de
Landau, definida formalmente de la siguiente manera:
Definicio´n 2. Sean dos funciones f, g : R → R. Se dice que f(n) ∈ O(g(n)) si
y solo si ∃n0, c > 0, tales que |f(n)| 6 c|g(n)| para n > n0, es decir, f(n) esta´
acotada por g(n) para valores grandes de n.
Es importante distinguir entre analizar el coste computacional de un algoritmo
para un problema concreto y el mı´nimo coste de todos los posibles algoritmos
que se puedan disen˜ar e implementar para resolver este mismo problema. Es esto
u´ltimo lo que permite establecer una clasificacio´n de los problemas en funcio´n del
coste necesario para su resolucio´n.
Antes de profundizar en esta clasificacio´n es necesario describir el modelo
computacional en base al cual se considera el coste de espacio y/o tiempo. Esto
se va a realizar a trave´s del concepto de Ma´quina de Turing (MT). Una MT [349–
351] es un modelo matema´tico de un computador que permite formalizar la nocio´n
de algoritmo. Existen diferentes definiciones equivalentes de MT. Conside´rese la
siguiente:
Definicio´n 3. Una ma´quina de Turing con una sola cinta puede definirse como
una tupla M = (Q, q0,Σ, δ) donde:
3Travelling Salesman Problem
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Q es un conjunto finito de estados.
q0 ∈ Q es el estado inicial.
Σ es un conjunto finito de s´ımbolos denominado alfabeto.
δ : Q × Σ → {h} ∪ (Q × Σ × {I,D}) es una funcio´n de transicio´n de
estados, donde el estado h representa el estado de parada y los s´ımbolos
I y D, representan respectivamente, un movimiento a la izquierda o a la
derecha.
Una ma´quina de Turing [171, 363] puede visualizarse como un dispositivo
que dispone de una cinta infinita dividida en celdas sobre la que se realizan
operaciones de lectura y escritura a trave´s de un cabezal, usando s´ımbolos de
un alfabeto definido y siguiendo un movimiento determinado por una funcio´n de
transicio´n (δ), que lleva la ma´quina de un estado a otro a partir de un estado
inicial (q0) y alcanzando eventualmente el estado de parada (h). La ma´quina lee
una celda de la cinta en cada paso, borrando el s´ımbolo en el que se encuentra
y escribiendo un nuevo s´ımbolo sobre la misma. A continuacio´n se desplaza el
cabezal una posicio´n a la izquierda o a la derecha segu´n la funcio´n de transicio´n,
hasta que se alcance el estado de parada, siendo el contenido de la cinta en ese
momento la salida de la ma´quina.
Consideremos Γi el contenido de la cinta de una MT en un instante ti. Se
entiende por computacio´n en una MT la secuencia de pares (q,Γ) ∈ Q×Σ∗ desde
t0 (q0,Γ0) hasta th (qh,Γh), siendo qh = h –el estado de parada de la MT– y th el
instante de tiempo correspondiente. En este caso Γ0 es la entrada de la MT y Γh
su salida.
Cuando solo existe una transicio´n posible para cada par (q, σ) ∈ Q × Σ∗ en
la funcio´n de transicio´n, nos hallamos ante una Ma´quina de Turing Determinista
(MTD), en cambio, si existe ma´s de una transicio´n para algu´n par entonces se
trata de una Ma´quina de Turing No Determinista (MTND), que se puede definir
como sigue:
Definicio´n 4. Una ma´quina de Turing no determinista con una sola cinta puede
definirse como una tupla M = (Q, q0,Σ,∆) donde:
Q es un conjunto finito de estados.
q0 ∈ Q es el estado inicial.
Σ es un conjunto finito de s´ımbolos denominado alfabeto.
∆ : Q × Σ → 2[{h}∪(Q×Σ×{I,D})] es una funcio´n de transicio´n de estados,
donde el estado h representa el estado de parada y los s´ımbolos I y D
representan, respectivamente, un movimiento a la izquierda o a la derecha.
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Si en un par (q, σ) ∈ Q×Σ∗ no hay ninguna accio´n posible, la MTD se bloquea
y se para, en cambio si hay ma´s de una, la MTD se bifurca y todas las ramas
se exploran en paralelo. La computacio´n puede en este caso representarse como
un a´rbol cuyos nodos son pares (q,Γ) ∈ Q×Σ∗. Este paralelismo no proporciona
ventajas en te´rminos de que´ problemas se pueden resolver, pero s´ı permite una
reduccio´n del tiempo de co´mputo.
2.1.3. Clases de Complejidad
Una clase de complejidad es un conjunto de problemas con una complejidad
computacional similar. Estas clases se pueden definir en funcio´n de ciertos facto-
res:
El tipo de problema computacional: en la mayor´ıa de las ocasiones se trata
de problemas de decisio´n, aunque las clases de complejidad se pueden definir
en funcio´n de cualquiera de los problemas enumerados en la seccio´n previa.
El modelo de computacio´n: lo ma´s habitual es utilizar una MTD o una
MTND, pero hay clases de complejidad basadas en otros “artefactos” como
circuitos lo´gicos o ma´s recientemente ma´quinas de Turing cua´nticas [290].
Los recursos computacionales: los recursos tienen que ser acotados y esta-
blecerse unas cotas para cada recurso. Estas dos caracter´ısticas se fusionan
normalmente, hablando de conceptos tales como “tiempo polino´mico”, “es-
pacio exponencial”, etc.
A la luz de lo anterior, se pueden considerar por ejemplo clases del tipo TI-
ME(f(n)) y NTIME(f(n)), correspondientes a los problemas de decisio´n cuya
resolucio´n requiere de un tiempo O(f(n)) en una MTD y una MTND respecti-
vamente, siendo n el taman˜o de la entrada. Del mismo modo podemos definir
las clases SPACE(f(n)) y NSPACE(f(n)) basadas en este caso en el espacio
necesario para la resolucio´n del problema considerado.
2.1.3.1. Reduccio´n, Dureza y Completitud
Uno de los conceptos fundamentales en teor´ıa de la complejidad es el de pro-
blema completo para una clase C. Para definir este concepto es preciso establecer
previamente la idea de reduccio´n polino´mica:
Definicio´n 5. Sean P1 y P2 dos problemas de decisio´n. Una reduccio´n polino´mica
de P1 en P2 es una funcio´n ρ : IP1 → IP2 que satisface las siguientes condiciones:
1. ρ requiere un tiempo O(p(n)) para ejecutarse, donde p(n) es una funcio´n
polino´mica de n.
2. Para toda instancia x ∈ IP1, x tiene como respuesta “s´ı” para P1 si y solo
si ρ(x) tiene como respuesta “si” tambie´n para P2.
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Ba´sicamente una reduccio´n polino´mica puede entenderse como un mecanis-
mo eficiente para transformar un problema en otro. Ahora se puede definir un
problema duro para una clase como sigue:
Definicio´n 6. Un problema de decisio´n P es C-duro cuando para todo P ′ ∈ C
existe una reduccio´n polino´mica de P ′ en P.
Un problema P que sea C-duro es por lo tanto un problema al menos tan dif´ıcil
de resolver como todos los problemas en C ya que si se dispusiera de un algoritmo
para P se podr´ıa resolver cualquier problema en C. Finalmente, podemos definir
la nocio´n de problema completo para una clase como:
Definicio´n 7. Un problema de decisio´n P es C-completo cuando se satisfacen
las siguientes condiciones:
1. P ∈ C.
2. P es C-duro.
Los problemas completos para una clase son importantes ya que caracterizan
la dificultad de resolucio´n de la misma.
2.1.3.2. Clases P y NP
Para muchos problemas de decisio´n se pueden disen˜ar algoritmos que, en el
caso peor, pueden encontrar el o´ptimo global en un tiempo acotado por una
funcio´n polino´mica del taman˜o de la entrada considerada. La clase de problemas
que se pueden resolver por una ma´quina determinista en tiempo polino´mico se
dice que pertenecen a la clase P:
Definicio´n 8. Un problema pertenece a la clase P si y solo si una MTD puede
resolverlo en tiempo polino´mico.
Como parece evidente, estos ser´ıan los problemas resolubles ma´s fa´cilmente
–eficientemente–, aunque si la constante multiplicativa de la funcio´n polino´mica
o su grado son grandes en la pra´ctica podr´ıan resultar muy costosos de resolverse
para instancias de un taman˜o elevado. La otra clase fundamental es la denominada
clase NP, que corresponde a los problemas de decisio´n que se pueden resolver en
tiempo polino´mico por una MTND, es decir, una ma´quina hipote´tica capaz de
“adivinar” las decisiones correctas a la hora de resolverlo.
Definicio´n 9. Un problema se encuentra en la clase NP si y solo si una MTND
puede resolverlo en tiempo polino´mico.
Es evidente que de las definiciones anteriores se deduce que P = TIME(p(n))
y NP = NTIME(p(n)). Por consiguiente, P ⊆ NP, aunque sigue siendo una
cuestio´n abierta si un problema que puede ser resuelto por una ma´quina no de-
terminista en tiempo polino´mico podr´ıa tambie´n resolverlo una ma´quina deter-
minista en tiempo polino´mico, es decir, si P = NP.
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EXPSPACE
EXPTIME
PSPACE
NP
P
NL
NPSPACE
Figura 2.1: Esquema con algunas de las principales clases de complejidad. No´tese
que NL = SPACE(log n), (N)PSPACE =(N)SPACE(p(n)), EXPTIME =
TIME(2p(n)) y EXPSPACE = SPACE(2p(n)).
La teor´ıa de la NP-completitud tiene su origen en el trabajo de Cook [68]
en 1971, en el que se probo´ que el Problema de Satisfacibilidad Lo´gica (SAT)5
de lo´gica matema´tica es NP-completo. El resultado se conoce como “Teorema
de Cook”. A partir de aqu´ı se empezaron a presentar problemas que pod´ıan
considerarse NP-completos en mu´ltiples campos, como la combinatoria, la lo´gica,
la teor´ıa de grafos y el a´lgebra en general.
Dentro de la clase NP son especialmente importantes los problemas NP-
completos. No se conoce ningu´n algoritmo polino´mico para resolver un problema
NP-completo ya que, por definicio´n, si se encontrara dicho algoritmo para un
solo problema entonces todo problema en NP ser´ıa tambie´n polino´mico, y por lo
tanto, P = NP [155, 178, 196, 292]. Esta es una cuestio´n trascendental ya que P
se asocia a los problemas que son tratables, es decir, eficientemente resolubles.
Existen muchas otras clases de complejidad, algunas de las cuales se ilustran en
la Fig. 2.1, caracterizando diferentes niveles de dificultad/coste para la resolucio´n
de los correspondientes problemas.
2.1.3.3. Esquemas de Aproximabilidad
Los problemas de optimizacio´n NP-duros son lo suficientemente complejos
para no permitir encontrar una solucio´n exacta en tiempo polino´mico. En estos
5Boolean Satisfiability Problem
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casos se puede recurrir a la bu´squeda de una solucio´n aproximada de la o´ptima.
Es importante asumir que si se pretende resolver un problema NP-duro con
un algoritmo “eficiente” –en tiempo polino´mico–, este no siempre sera´ capaz de
encontrar la solucio´n o´ptima, pero s´ı puede encontrar una solucio´n con un coste
menor [50, 51, 99, 102, 141]. En este contexto, es importante considerar el ratio
de rendimiento para un cierto algoritmo.
Definicio´n 10. Dada una instancia x ∈ IP de un problema de optimizacio´n P y
un algoritmo A que lo resuelve, el ratio de rendimiento R(A, x) del algoritmo A
para la instancia x ∈ IP se define como:
R(A, x) = ma´x
(
q(A(x))
q(opt(x))
,
q(opt(x))
q(A(x))
)
(2.1)
donde A(x) es la solucio´n que encuentra un algoritmo A para la instancia x,
opt(x) es la solucio´n o´ptima de la instancia x y la funcio´n q(s) : SP(x) → N
devuelve la calidad de la solucio´n s.
Obviamente, tanto en un problema de maximizacio´n como en uno de minimi-
zacio´n, si el algoritmo de aproximacio´n A encuentra la solucio´n o´ptima entonces
R = 1 y si la solucio´n que encuentra esta´ lejos del o´ptimo el valor de R es
arbitrariamente grande.
Definicio´n 11. Dado un problema de optimizacio´n P y un algoritmo de aproxi-
macio´n A para P, entonces A es una algoritmo de aproximacio´n-γ para P si dada
cualquier instancia x ∈ IP de P, el ratio de rendimiento R de la solucio´n apro-
ximada s proporcionada por A esta´ siempre acotado por γ, es decir: R(A, x) 6 γ
De la definicio´n anterior se puede extraer que si γ = 1 el algoritmo de apro-
ximacio´n es un algoritmo exacto. Conside´rense ahora las siguientes clases:
Definicio´n 12. La clase NPO corresponde a todos los problemas de optimizacio´n
cuya versio´n de decisio´n pertenece a la clase NP.
Definicio´n 13. La clase APX es una subclase de NPO para la que existen
algoritmos de aproximacio´n con un ratio de rendimiento constante, es decir, existe
un algoritmo en tiempo polino´mico que garantiza encontrar una solucio´n con una
aproximacio´n a la solucio´n o´ptima determinada mediante un factor constante.
Se pueden disen˜ar algoritmos que sean capaces de encontrar soluciones cada
vez mejores en detrimento de sus tiempos de ejecucio´n. El objetivo es buscar un
compromiso entre la calidad de las soluciones alcanzadas y el tiempo de compu-
tacio´n del algoritmo disen˜ado para llegar a esas soluciones. Para este propo´sito
se ideo´ el concepto de esquema de aproximacio´n:
Definicio´n 14. Un Esquema de Aproximacio´n en Tiempo Polino´mico (PTAS)6
es un esquema de aproximacio´n para un problema P tal que para cualquier ε > 0,
6Polynomial-Time Approximation Scheme
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existe un algoritmo en TIME(nk) que permite encontrar una solucio´n cuyo coste
es menor que 1 + ε veces el coste de la solucio´n o´ptima.
Un PTAS permite aproximar “eficientemente” la solucio´n o´ptima de un pro-
blema. No´tese sin embargo que el exponente del polinomio k puede depender de
ε, por lo que aproximaciones buenas pueden ser muy costosas. Es por ello que
se define el concepto de Esquema de Aproximacio´n en Tiempo Completamente
Polino´mico (FPTAS)7.
Definicio´n 15. Un FPTAS es un esquema de aproximacio´n para un problema P
tal que para cualquier ε > 0, existe un algoritmo polino´mico de grado indepen-
diente de ε que permite encontrar una solucio´n cuyo coste es menor que 1 + ε
veces el coste de la solucio´n o´ptima.
Por extensio´n, pueden definirse las clases PTAS y FPTAS como las clases
de problemas que admiten uno de estos esquemas de aproximacio´n. Las clases
anteriores cumplen la siguiente regla de inclusio´n FPTAS ⊆ PTAS ⊆ APX ⊆
NPO. Estas inclusiones ser´ıan estrictas si y solo si P 6= NP.
2.1.3.4. Complejidad Parametrizada
La Complejidad Parametrizada (PC)8, inicialmente desarrollada por Downey
y Fellows [100, 101, 111] se ocupa de la clasificacio´n de los problemas compu-
tacionales con respecto a uno o varios para´metros de entrada [122], en vez de
a uno solo (el taman˜o en bits de la entrada) como lo hace la teor´ıa de la com-
plejidad cla´sica. Esto permite una clasificacio´n con una granularidad ma´s fina,
sobre todo para aquellos problemas NP-duros. Es importante mencionar que las
clasificaciones cla´sicas basadas en las clases P y NP siempre tienen en cuenta
el peor escenario posible. Por ejemplo, el conocido problema SAT es, en general,
resoluble fa´cilmente para la mayor´ıa de las instancias generadas de forma aleato-
ria, en cambio, para instancias que se encuentran en una fase de transicio´n entre
la satisfacibilidad y la no satisfacibilidad su resolucio´n resulta altamente costosa
[143].
El paradigma PC establece una jerarqu´ıa de clases de complejidad parametri-
zada FPT ⊆ W[1] ⊆ W[2] ⊆ . . . ⊆ W[t] ⊆ W[SAT] ⊆ W[P] que permite dis-
criminar problemas en diferentes clases de complejidad en funcio´n del para´metro
elegido. Por ejemplo, los problemas de la clase FPT9 tienen algoritmos cuya com-
plejidad del peor caso es O(f(k)nc), donde k es el para´metro considerado, f(k) es
una funcio´n arbitraria de k y c es una constante independiente de k. Por el con-
trario, la complejidad para resolver problemas de la clase W[1] es O(f(k)ng(k)),
la cual es considerablemente ma´s dura en general. Conside´rese tambie´n que si
7Fully Polynomial-Time Approximation Scheme
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un problema tiene un FPTAS entonces esta´ en FPT (aunque el rec´ıproco no es
necesariamente cierto).
Como se menciona en el pa´rrafo anterior, la jerarqu´ıa W [62, 101] permite
encapsular problemas de creciente dificultad donde la pertenencia de un proble-
ma concreto a una clase se establece a trave´s de circuitos lo´gicos. Estos circuitos
tienen como entrada una posible solucio´n y producen como salida un valor lo´gico
que indica si la solucio´n es apropiada para el problema considerado. Evidente-
mente el disen˜o de cada circuito depende del problema y la complejidad de este
determina a que´ clase pertenece dicho problema. En el disen˜o del circuito un
para´metro importante a considerar es el nu´mero ma´ximo de puertas lo´gicas cuyo
“fan-in”10 es ilimitado (no acotado por una funcio´n solo de k) en un camino desde
la entrada hasta la salida. Este para´metro se denomina en la literatura anglosa-
jona “weft” (trama) y cuanto mayor es, mayor es la clase a la que pertenece el
circuito considerado.
Existen un gran nu´mero de problemas que requieren un coste superior al
polino´mico para resolverlos cuando se mide su complejidad en te´rminos u´nica-
mente del taman˜o de la entrada, pero teniendo en cuenta un segundo para´metro
k podr´ıan tratarse de forma razonable, bajo ciertas condiciones de k, como que
su crecimiento/disminucio´n fueran relativamente pequen˜os. Para los problemas
NP-completos o NP-duros es poco probable que existan algoritmos eficientes in-
dependientes del para´metro de entrada, ya que hasta ahora todos los algoritmos
conocidos para resolver este tipo de problemas requieren un tiempo superior al
polino´mico con respecto al taman˜o de la entrada. En cambio, si consideramos un
algoritmo que sea solo exponencial con respecto a un para´metro fijo, en este caso
hay problemas que s´ı se pueden resolver en un tiempo razonable para valores pe-
quen˜os del para´metro fijo. Segu´n Downey, Fellows y Stege [102] aproximadamente
la mitad de los problemas parametrizados NP-completos esta´n en FPT, como
por ejemplo, el conocido problema del Recubrimiento de Ve´rtices (VC)11 que se
puede definir como sigue:
Definicio´n 16. Dado un grafo G = (V,E) y un entero positivo k, ¿existe un
subconjunto V ′ ⊆ V de taman˜o ma´ximo k tal que para cada arista (u, v) ∈ E se
cumpla que {u, v} ∩ V ′ 6= ∅?
Papadimitriou y Yannakakis [291] demostraron que VC se puede resolver en
O(3kn), donde n es el nu´mero de ve´rtices de G y Chen, Kanj y Jia [59] propusieron
un algoritmo para resolverlo en tiempo O(1,278k + n). Esto quiere decir que este
problema se puede resolver en tiempo lineal para un nu´mero arbitrario de ve´rtices
si k es fijo. El problema VC no es un caso aislado, ya que existen muchos problemas
NP-duros para los que se puede crear un algoritmo que los resuelva en un tiempo
limitado. Por contra, los problemas que se encuentran en alguna clase superior
de la jerarqu´ıa son mucho ma´s complejos de resolver. La clase W[1] sirve como
medida en la actualidad de la “intratabilidad” de los problemas.
10nu´mero de entradas de la puerta
11Vertex Cover
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2.2. Metaheur´ısticas
En las secciones anteriores se ha introducido el concepto de tratabilidad, se
ha considerado que un problema es intratable si no pertenece a la clase P y
se ha visto que no todos los problemas existentes son tratables. Posteriormente
se ha determinado que se puede establecer una granularidad ma´s fina para la
clase NP a trave´s de la complejidad parametrizada y de las clases FPT. Por
otro lado es bien conocido que existen mu´ltiples COPs para los que no existe
un algoritmo en tiempo polino´mico o incluso aunque exista, en la pra´ctica su
tiempo de ejecucio´n es demasiado elevado para instancias muy grandes cuando el
exponente del polinomio tiene un valor alto.
Un ejemplo de estos problemas es el Problema del Clique Ma´ximo12, que
consiste en encontrar el subgrafo completo (clique) de taman˜o ma´ximo. A conti-
nuacio´n se define formalmente la versio´n decisional de este problema:
Definicio´n 17. Dado un grafo G = (V,E) y un entero positivo k, ¿existe un
subconjunto V ′ ⊆ V de taman˜o k o superior tal que ∀u,w ∈ V ′, (u,w) ∈ E?
Este problema, como otros muchos de la teor´ıa de grafos, surge a partir del
modelado del mundo real. Por ejemplo, una red social se puede definir mediante
un grafo, donde los ve´rtices representan a los individuos y los ejes las conexiones
entre ellos. Encontrar el ma´ximo clique equivale a encontrar el mayor subconjunto
de personas que se conocen todas entre s´ı. Esto se puede resolver mediante “fuerza
bruta”, es decir, verificando cada uno de los posibles subgrafos existentes, pero
es evidente que el consumo de recursos necesarios puede ser enorme conforme
aumenta tanto el nu´mero de personas como el taman˜o del clique buscado, lo que
lo hace inviable. Ma´s concretamente, este es un problema W[1]-completo para
esta parametrizacio´n y por lo tanto, intratable en general (no es resoluble en
tiempo polino´mico, ni aproximable mediante un FPTAS).
Existen otros muchos problemas que no son FPT, como por ejemplo el Proble-
ma del Empaquetado de Conjuntos13 [26] que es W[1]-completo o el de Seleccio´n
de Caracter´ısticas14 [74] que es W[2]-completo por citar solo algunos ejemplos
(pueden encontrarse otros muchos problemas en [56, 88, 168]). Las heur´ısticas
surgen para solucionar los inconvenientes de las te´cnicas completas (exactas o
aproximadas) para resolver este tipo de problemas, ya que sacrifican el objetivo,
concretamente la garant´ıa de encontrar o aproximar la solucio´n o´ptima a cambio
de encontrar a menudo soluciones de buena calidad con un coste razonable.
2.2.1. Concepto
Las metaheur´ısticas son plantillas algor´ıtmicas de propo´sito general para re-
solver problemas. El te´rmino “metaheur´ıstica” lo introdujo inicialmente Glover
12Maximum Clique Problem
13Set Packing
14Feature Selection
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en [149] y tiene su origen en la fusio´n de dos palabras griegas. “Heur´ıstica” se
deriva del verbo heuriskein que significa “encontrar” y el sufijo “meta” signifi-
ca “despue´s de”, “por encima de” o “ma´s alla´ de”. Antes de que la comunidad
cient´ıfica adoptase definitivamente este te´rmino se utilizaba tambie´n “heur´ısticas
modernas” [307]. Segu´n Osman y Laporte [287]:
Una metaheur´ıstica se define formalmente como un proceso de ge-
neracio´n iterativo que dirige una heur´ıstica subordinada combinando
inteligentemente diferentes conceptos para explorar y explotar el espa-
cio de bu´squeda utilizando estrategias de aprendizaje para estructurar
la informacio´n con el objetivo de encontrar soluciones cuasi-o´ptimas
de forma eficiente.
Inicialmente la definicio´n de metaheur´ıstica estaba ligada a aquellos me´todos
capaces de aunar procedimientos de bu´squeda local (una definicio´n precisa de
los cuales se proporcionara´ ma´s adelante) con otras estrategias de ma´s alto nivel
con el objetivo de encontrar las mejores soluciones a un problema considerado,
explorando el espacio de bu´squeda y evitando estancarse en soluciones subo´pti-
mas. El origen del te´rmino metaheur´ıstica se encuentra ligado a las disciplinas
de la Inteligencia Artificial (AI)15 y la Investigacio´n Operativa [45, 151, 307] y
generalmente se refiere a algoritmos heur´ısticos para optimizacio´n.
A menudo suele ser habitual establecer la distincio´n entre me´todos constructi-
vos y me´todos iterativos . Los primeros producen soluciones desde cero, an˜adiendo
componentes a una solucio´n parcial inicial, hasta encontrar la solucio´n definitiva.
Estos algoritmos generalmente son ma´s ra´pidos aunque suelen encontrar solucio-
nes de peor calidad que los algoritmos iterativos. Por otro lado, estos u´ltimos
parten de una solucio´n inicial (o conjunto de ellas) y de forma iterativa las van
transformando en otras de mejor calidad basa´ndose en una relacio´n de vecindad
que permite pasar de una solucio´n a la siguiente. Una definicio´n formal de esta
relacio´n es:
Definicio´n 18. Una relacio´n de vecindad es una funcio´n N : S → 2S, siendo
S el espacio de bu´squeda, de tal forma que a cada s ∈ S asigna un conjunto de
vecinos N (s) ⊆ S. N (s) se denomina vecindario o vecindad de s.
A partir de esta relacio´n se pueden definir de forma ma´s precisa dos conceptos
fundamentales en el contexto de las metaheur´ısticas, como son el de o´ptimo local
y o´ptimo global:
Definicio´n 19. Una solucio´n s es un o´ptimo local si tiene mejor calidad que
todos sus vecinos, es decir, ∀s′ ∈ N (s), q(s) 6 q(s′) en caso de minimizacio´n.
Definicio´n 20. Una solucio´n s es un o´ptimo global si y solo si no hay otra
solucio´n de mejor calidad, es decir, ∀s′ ∈ S, q(s) 6 q(s′) en caso de minimizacio´n.
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Con estas definiciones se puede definir el concepto de bu´squeda local como la
accio´n encaminada a encontrar una solucio´n s′ ∈ N (s) que cumpla que q(s′) 6
q(s).
Una metaheur´ıstica aglutina un conjunto de conceptos que se pueden utilizar
para definir me´todos heur´ısticos que permiten resolver una amplia gama de pro-
blemas. Dicho de otro modo, una metaheur´ıstica es un enfoque algor´ıtmico de
propo´sito general que se puede aplicar a diferentes problemas de optimizacio´n.
Esto es lo que hace que estas te´cnicas sean mecanismos sumamente u´tiles pa-
ra abordar la resolucio´n de una gran variedad de problemas con un tiempo de
desarrollo considerablemente menor que si se tuviese que disen˜ar un algoritmo
espec´ıfico para cada una de ellas.
Blum y Roli [45] definen un conjunto de propiedades caracter´ısticas de las
metaheur´ısticas:
Las metaheur´ısticas son estrategias que dirigen el proceso de bu´squeda.
El objetivo es explorar eficientemente el espacio de bu´squeda para encontrar
una solucio´n cuasi-o´ptima.
Los algoritmos metaheur´ısticos van desde simples algoritmos de bu´squeda
local hasta sofisticados procedimientos de aprendizaje.
Son algoritmos heur´ısticos y normalmente no deterministas.
Introducen mecanismos para evitar caer en subo´ptimos del espacio de
bu´squeda.
Las metaheur´ısticas no son algoritmos espec´ıficos para un problema deter-
minado.
Pueden incluir conocimiento espec´ıfico del problema que se pretende resol-
ver –como las heur´ısticas–, pero este subproceso se controla mediante una
estrategia de ma´s alto nivel.
Las metaheur´ısticas ma´s modernas utilizan de manera impl´ıcita o expl´ıcita
mecanismos de memoria para aprender durante el proceso de bu´squeda.
Ejemplos de meteheur´ısticas son la Optimizacio´n con Colonia de Hormigas
(ACO)16– [94–96], los GAs17 [153, 174, 310] y los Algoritmos Evolutivos (EAs)18
[28, 29, 107] en general, la Bu´squeda Local Iterativa (ILS)19 [91, 229], el Recocido
Simulado (SA)20 [1, 64, 90] o la Bu´squeda Tabu´ (TS)21 [38, 150, 152].
16Ant Colony Optimization
17Genetic Algorithms
18Evolutionary Algorithms
19Iterated Local Search
20Simulated Annealing
21Tabu Search
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Algunas de estas metaheur´ısticas se inspiraron en procesos naturales como la
evolucio´n, en cambio otras son extensiones sofisticadas de te´cnicas tales como los
algoritmos voraces (por ejemplo, el Procedimiento Adaptativo de Bu´squeda Vo-
raz Aleatorizada (GRASP)22 [112]) o la bu´squeda local (por ejemplo, la Bu´squeda
Local Estoca´stica (SLS)23 [177]). Durante los primeros tiempos de investigacio´n
en metaheur´ısticas, los investigadores trabajaban en las diferentes te´cnicas sin
que hubiera mucha interaccio´n entre ellas, debido fundamentalmente a que las
metaheur´ısticas puras estaban teniendo un e´xito considerable. Solo cuando em-
pezo´ a estar claro que el purismo algor´ıtmico estaba frenando el avance del campo
la comunidad cient´ıfica empezo´ a plantearse utilizar combinaciones de ellas en un
mismo algoritmo. Esto dio lugar a la hibridacio´n, es decir, al nacimiento de las
metaheur´ısticas h´ıbridas.
Lo que hace ma´s interesante la hibridacio´n de diferentes algoritmos es que
se pueden explotar caracter´ısticas complementarias de varias te´cnicas diferentes
dando lugar a un algoritmo ma´s robusto y potente, y por lo tanto, a una es-
trategia de optimizacio´n mejor. De hecho, seleccionar la combinacio´n adecuada
de te´cnicas para crear un algoritmo que resuelva un problema de optimizacio´n
complejo puede ser determinante para lograr el funcionamiento y rendimiento
deseados. A su vez, esta es una tarea considerablemente dif´ıcil, que requiere de
un amplio conocimiento de todas las te´cnicas existentes en las distintas a´reas de
optimizacio´n, adema´s de un conocimiento del problema sobre el que se quiere
aplicar, ya que problemas diferentes pueden necesitar te´cnicas muy distintas o
combinaciones de ellas muy dispares.
2.2.2. Clasificacio´n
Una cuestio´n importante es la clasificacio´n de las metaheur´ısticas. Existen
mu´ltiples formas para clasificar los algoritmos metaheur´ısticos, en funcio´n de las
caracter´ısticas que se seleccionen. Una de ellas es por el origen del algoritmo, es
decir, si esta´n inspirados en la naturaleza o no lo esta´n. Ejemplos de algoritmos
inspirados en la naturaleza son los EAs (que se estudiara´n con ma´s detalle en una
seccio´n posterior) que esta´n inspirados en los procesos de la evolucio´n natural de
las especies y los algoritmos de enjambre24 [45, 193] que esta´n inspirados en el
comportamiento social de diferentes especies animales como por ejemplo la ACO
o la Optimizacio´n por Enjambre de Part´ıculas (PSO)25 [192]. Entre los algorit-
mos no inspirados en la naturaleza se puede citar la TS o la Bu´squeda Dispersa
(SS)26 [152]. Las metaheur´ısticas tambie´n se pueden clasificar en funcio´n de co´mo
usan la funcio´n objetivo [45]. Hay algoritmos que definen una funcio´n objetivo al
principio del algoritmo y esta se mantiene fija durante toda su ejecucio´n (como en
22Greedy Randomized Adaptive Search Procedure
23Stochastic Local Search
24Swarm Intelligence
25Particle Swarm Optimization
26Scatter Search
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la mayor´ıa de metaheur´ısticas); en cambio otros pueden ir alterando esta funcio´n
objetivo incorporando informacio´n que se va capturando durante el proceso de
bu´squeda (como en la Bu´squeda Local Guiada (GLS)27 [354, 355]). Otra posible
clasificacio´n puede ser en funcio´n del nu´mero de estructuras de vecindad que se
pueden definir. La mayor´ıa de metaheur´ısticas utilizan un u´nico vecindario, pe-
ro se pueden definir varios, alterando por lo tanto la topolog´ıa definida para el
algoritmo de forma dina´mica como por ejemplo con la Bu´squeda en Vecindades
Variables (VNS)28 [252]. Esto permite diversificar la bu´squeda en momentos en
los que el algoritmo podr´ıa estar estabilizado en un o´ptimo local. Los algorit-
mos metaheur´ısticos pueden clasificarse tambie´n por el uso o no de informacio´n
histo´rica, es decir, si son con memoria o sin memoria. Los algoritmos sin memoria
funcionan como cadenas de Markov, es decir, la decisio´n sobre cua´l es el pro´ximo
estado viene determinada u´nicamente por la informacio´n disponible en el estado
actual. Por otro lado, los algoritmos con memoria utilizan toda la informacio´n
que han ido recopilando durante el proceso de bu´squeda para tomar decisiones
sobre el futuro. El uso de la memoria puede realizarse tanto de forma expl´ıcita
como en la TS o de forma impl´ıcita como en el caso de los EAs.
Existe una clasificacio´n adicional a todas las anteriores que es la que suele
utilizarse de forma ma´s habitual. Se trata de una clasificacio´n en funcio´n del
nu´mero de soluciones mantenidas simulta´neamente y empleadas en la toma de
decisiones del algoritmo. Los algoritmos que u´nicamente tratan con una solucio´n
cada vez se denominan me´todos de trayectoria. Por el contrario, los algoritmos
que utilizan un conjunto de soluciones del espacio de bu´squeda se denominan
metaheur´ısticas basadas en poblacio´n:
Basadas en trayectorias. Funcionan con una u´nica solucio´n que se va des-
plazando por el espacio de bu´squeda describiendo una trayectoria en e´l.
El algoritmo comienza a partir de una solucio´n inicial s0 creada a partir
de una funcio´n de inicializacio´n ι que la genera aleatoriamente o mediante
un procedimiento heur´ıstico y produce una nueva solucio´n en cada paso en
funcio´n de la solucio´n actual:
s0 ← ι() (2.2)
si+1 ← σ(si) (2.3)
Por ejemplo, si σ , arg ma´x ◦ map f ◦ N nos encontramos ante un Al-
goritmo de Escalada (HC)29 en su variante de la pendiente ma´s fuerte. El
algoritmo puede o no disponer de memoria (puede o no conocer las decisio-
nes tomadas en el pasado). Algunos ejemplos son el SA, la TS o la ILS.
Basadas en poblaciones. Utilizan un conjunto de soluciones (poblacio´n) que
van evolucionando hasta que finaliza el algoritmo. Cuando ha finalizado se
27Guided Local Search
28Variable Neighborhood Search
29Hill Climbing
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Figura 2.2: Clasificacio´n de las te´cnicas heur´ısticas.
puede seleccionar la mejor de las soluciones encontradas de entre toda la
poblacio´n (o mantener una memoria de la mejor solucio´n generada). Estos
me´todos extienden los anteriores al basar la toma de decisiones para la
creacio´n de nuevas soluciones no en una u´nica solucio´n actual sino en un
conjunto de ellas. Algunos ejemplos son los GAs, Algoritmos Meme´ticos
(MAs)30, ACO o PSO.
En la Figura 2.2 se muestra un resumen de la clasificacio´n de las te´cni-
cas heur´ısticas con ejemplos concretos de algoritmos espec´ıficos de cada una de
ellas en los nodos hoja. Las aplicaciones de las metaheur´ısticas son mu´ltiples
[151, 159, 283], tanto para la industria como para la ciencia, lo que ha propiciado
grandes esfuerzos de los investigadores en este campo que han producido impor-
tantes avances en las u´ltimas de´cadas. La siguiente seccio´n se va a centrar en la
computacio´n evolutiva, por ser una de las te´cnicas inspiradas en la Naturaleza
que se toma como referencia.
2.3. Computacio´n Evolutiva
La adaptabilidad al entorno natural es una capacidad presente en los seres
vivos y en la Naturaleza misma. La grandeza de esta circunstancia se acrecienta
al tener en cuenta que los entornos en los que la vida debe progresar esta´n en
30Memetic Algorithms
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constante cambio. Sin embargo, pra´cticamente en cualquier entorno la vida se
abre camino, desde los lugares ma´s inho´spitos a los ma´s placenteros; si bien es
cierto que no todos los seres vivos logran adaptarse a los cambios constantes que
se producen en los ecosistemas de que forman parte. Esto implica que los seres
que logran adaptarse sobreviven a los cambios, evolucionando y transforma´ndose
de forma paralela al entorno que les rodea y generando as´ı ma´s vida, incluso en
ocasiones, nueva vida. Los organismos vivos que, por el contrario, no dispongan
de esta capacidad de adaptacio´n, no sobrevivira´n. Otro punto interesante es que
un mecanismo supra-orga´nico como la evolucio´n natural es el que facilita que los
seres vivos cambien de manera que puedan adaptarse a nuevos entornos, puesto
que estos no ejercen un esfuerzo consciente para evolucionar.
La Computacio´n Evolutiva (EC)31 trata de aprender y usar para su propio
beneficio las lecciones de la Naturaleza para aplicarlas a la resolucio´n de diversos
problemas de optimizacio´n. Por lo tanto, la computacio´n evolutiva es un conjunto
de te´cnicas de optimizacio´n cuyo funcionamiento esta´ basado en procesos biolo´gi-
cos. Esta definicio´n es muy amplia y trata de incluir las numerosas aproximaciones
existentes en la actualidad en este campo [29].
La EC es un a´rea de la AI que hace referencia a diversos procedimientos
de resolucio´n de problemas complejos que utilizan mecanismos extra´ıdos de los
procesos naturales de evolucio´n [124]. Con anterioridad se hab´ıan desarrollado
otros modelos como las Redes Neuronales Artificiales (ANNs)32 para resolver
problemas de aprendizaje artificial basa´ndose en algu´n modelo biolo´gico real (en
este caso, las redes de neuronas de un ser vivo) o el SA para resolver problemas
de optimizacio´n. La EC aporta principalmente un mecanismo de resolucio´n de
problemas basado en la seleccio´n de soluciones potenciales y la generacio´n de
nuevas soluciones por recombinacio´n de las ya existentes, de forma similar a como
sucede en la evolucio´n real de las especies en la naturaleza. La EC intenta, por
lo tanto, capturar ideas de la Teor´ıa de la Evolucio´n de las Especies, pero sin
pretender seguir un proceso estricto de simulacio´n.
La rapidez con la que progresa este campo, hace que haya un creciente con-
junto de te´cnicas que pueden considerarse “evolutivas”. Sin embargo, todas ellas
tienen unas caracter´ısticas comunes. La siguiente cita de Jones [188] ilustra bien
los puntos en comu´n:
Los algoritmos mantienen un conjunto de soluciones potenciales para
un problema considerado. Algunas de estas posibles soluciones se usan
para crear nuevas soluciones potenciales mediante el uso de operado-
res. Los operadores se aplican y producen nuevas soluciones potencia-
les. Las soluciones sobre las que se aplica un operador se seleccionan
en funcio´n de la calidad de estas para resolver el problema en cuestio´n.
Estos algoritmos repiten este mismo proceso para generar nuevos con-
juntos de soluciones potenciales hasta que se cumple un determinado
31Evolutionary Computation
32Artificial Neural Networks
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criterio de finalizacio´n.
Esta definicio´n sugiere que si esta te´cnica trata con un conjunto de soluciones
a la vez, es lo´gico pensar que tiene que establecerse algu´n tipo de mecanismo
para determinar cua´les de ellas son mejores, seguramente incluyendo tambie´n
una relacio´n de orden. La definicio´n anterior en ocasiones se expresa con un
lenguaje ma´s te´cnico extra´ıdo de las ciencias biolo´gicas, usando te´rminos como
genes, cromosomas, poblacio´n, etc.
El origen de la EC se encuentra a finales de los an˜os ’60 en los trabajos que
varios investigadores desarrollaron durante esta e´poca. Se puede citar a algunos
de ellos, por ejemplo Holland, que comienza a incorporar feno´menos tomados de
la teor´ıa de la evolucio´n, como la seleccio´n natural o la superviviencia del ma´s
apto para resolver problemas computacionales. Sus investigaciones iniciales se
plasmaron en el libro Adaptation in Natural and Artificial Systems [174] en el que
plantea las bases de los GAs. Otros investigadores que contribuyeron en la misma
e´poca al auge de la EC con diversos estudios relacionados con la evolucio´n y su
simulacio´n computacional son Fogel [126] (pionero de la programacio´n evolutiva)
y Rechenberg [306] y Schwefel [324] (creadores de las estrategias evolutivas). Para
la mayor´ıa de cient´ıficos de este campo este puede considerarse el inicio de la EC
(pero ve´ase tambie´n [124]). En sus comienzos, las ideas de estos y otros muchos
cient´ıficos que se fueron uniendo a este campo eran estrictamente acade´micas,
tratando de ampliar el horizonte de la AI hacia nuevas a´reas, pero a partir de los
an˜os ’80 la EC comienza a aplicarse a la resolucio´n de problemas de mu´ltiples
a´mbitos como la ingenier´ıa, la medicina o la economı´a [85, 153].
2.3.1. Evolucio´n Biolo´gica
Los cient´ıficos han tratado de comprender y explicar el funcionamiento de la
evolucio´n de las especies a trave´s de diversas teor´ıas, pero no fue hasta el siglo XIX
cuando el desarrollo de otras disciplinas como la anatomı´a comparativa permitio´
que se postularan los principios fundamentales que rigen el funcionamiento de la
evolucio´n [5]. Estos principios esta´n basados en los trabajos de Darwin [83] sobre
la seleccio´n natural y de Mendel [239] sobre la herencia gene´tica. A continuacio´n
se detallan algunos de los aspectos ma´s relevantes [246]:
La evolucio´n es un proceso que no opera directamente sobre organismos,
sino sobre cromosomas.
La estructura y las caracter´ısticas de un ser vivo se codifican a trave´s de
los cromosomas.
La informacio´n que contienen los cromosomas va pasando de una generacio´n
a la siguiente por medio de la reproduccio´n.
El proceso evolutivo tiene lugar durante la reproduccio´n. La Naturaleza
dispone de una mir´ıada de estrategias reproductivas. Dos de ellas son la
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mutacio´n que introduce variabilidad en el conjunto de genes propios, y la
recombinacio´n que produce el intercambio de informacio´n gene´tica entre
individuos diferentes.
La seleccio´n natural es un mecanismo que relaciona los cromosomas con
la idoneidad de las entidades que representa, favoreciendo la eficacia y la
adaptacio´n al entorno y por el contrario, la extincio´n de los individuos
menos eficaces y menos adaptados.
La Teor´ıa Sinte´tica [184], se basa en los principios enumerados, aunque no es la
u´nica, ya que existen otras como la Teor´ıa Neutral [195] o la Teor´ıa del Equilibrio
Interrumpido [161] que proponen algunos matices, pero s´ı es la que se considera
como el modelo ba´sico. Por otro lado, es interesante significar que estos principios
fundamentales tan ba´sicos dotan a la Naturaleza de una enorme capacidad para
el desarrollo y expansio´n de nuevas formas de vida. Por ello parece lo´gico que
esta capacidad haya atra´ıdo en algu´n momento a los cient´ıficos e investigadores
hacia la idea de aplicar estos conceptos a las Ciencias de la Computacio´n –ma´s
concretamente a la algoritmia– para disponer de herramientas computacionales
que sean capaces de poseer caracter´ısticas similares. Un aspecto interesante de la
evolucio´n es que se trata de un proceso reactivo, es decir, los organismos cambian
–se adaptan– como respuesta a los est´ımulos producidos por las variaciones de
su propio entorno. Esto quiere decir que la evolucio´n no tiene un objetivo pre-
definido, por el contrario, los sistemas evolutivos artificiales s´ı tienen un objetivo
predeterminado de antemano, que adema´s, es deseable alcanzar lo ma´s ra´pido y
eficientemente posible. Segu´n esto, los sistemas bio-inspirados se pueden clasificar
en funcio´n de dos criterios diferentes:
Simular la Naturaleza, es decir, en este caso se trata de intentar reproducir
los principios de la Naturaleza con el mayor rigor posible.
Adaptar estos principios eficientemente a los requisitos del problema que se
pretende resolver, pero sin que se cumplan rigurosamente los principios de
la propia Naturaleza.
Estas son las dos l´ıneas de investigacio´n principales en la actualidad para
los cient´ıficos en este campo. La primera tiene ma´s importancia en el campo de
la Vida Artificial [211] ya que permite recrear y estudiar numerosos feno´menos
naturales, tales como el parasitismo, las relaciones entre los depredadores y sus
presas y otros muchos. La segunda aproximacio´n se puede considerar ma´s pra´ctica
y constituye la fuente de ideas principales para los EAs. Evidentemente estas dos
ideas no son herme´ticas, sino que frecuentemente se solapan produciendo tambie´n
resultados de e´xito.
2.3.2. Algoritmia en la Computacio´n Evolutiva
Los EAs son procedimientos estoca´sticos de bu´squeda basados en la teor´ıa de
la evolucio´n. Esta´n basados en el principio de supervivencia del ma´s apto a trave´s
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de su adaptacio´n al entorno, tal y como sucede en la Naturaleza. Evidentemente
los individuos ma´s aptos son los que tienen ma´s posibilidades de supervivencia y
por lo tanto, de transmitir su herencia gene´tica a las generaciones posteriores. El
punto de vista de los EAs es eminentemente pra´ctico ya que intentan usar ideas
de la evolucio´n natural para resolver un cierto problema. El punto central de la
discusio´n es ahora la optimizacio´n y ver co´mo se puede lograr este objetivo. Hay
numerosos estudios sobre este tipo de algoritmos demostrando que son una muy
buena opcio´n para abordar la resolucio´n de problemas de optimizacio´n [28, 29,
45, 125, 328].
Ma´s concretamente, los EAs son metaheur´ısticas de propo´sito general ins-
piradas en la evolucio´n de las especies que utilizan un conjunto de operadores
como la seleccio´n, la mutacio´n y el cruce para hacer evolucionar una poblacio´n
de individuos. Cada individuo representa una solucio´n candidata del problema
considerado, la cual es sometida a diversas transformaciones y finalmente a un
proceso de seleccio´n que favorece la permanencia en la poblacio´n de las mejores
soluciones. Este ciclo completo se repite un nu´mero determinado de generaciones
–es decir, de iteraciones– o hasta que se cumpla una condicio´n predefinida de an-
temano. El objetivo es que esta evolucio´n artificial sea capaz de explorar amplias
regiones del espacio de bu´squeda usando uno de los principios fundamentales de
la Teor´ıa de la Evolucio´n de las Especies, es decir, la supervivencia de los mejo-
res, generando buenas soluciones para el problema que se este´ considerando. Para
que el proceso completo funcione correctamente hay que introducir mecanismos
que dirijan el proceso de bu´squeda –la seleccio´n– y mecanismos que permitan
introducir variabilidad en las soluciones candidatas –recombinacio´n o cruce. En
definitiva, un EA debe disponer de:
Una adecuada representacio´n de las soluciones, es decir, el dominio del
problema debe codificarse en las soluciones de una manera determinada
que permita el tratamiento correspondiente.
Un conjunto de soluciones candidatas que representen la poblacio´n de indi-
viduos del problema.
Una funcio´n de aptitud –tambie´n denominada funcio´n de fitness– que de-
termine la calidad de las soluciones candidatas.
Procedimientos de seleccio´n y reemplazo basados en la funcio´n de aptitud.
Un mecanismo que transforme unas soluciones candidatas en otras nuevas,
es decir, un procedimiento para construir nuevas soluciones a partir de las
existentes.
La Figura 2.3 representa un esquema ba´sico de funcionamiento de un EA. En
los siguientes apartados se detalla con ma´s profundidad lo visto hasta ahora.
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Figura 2.3: Diagrama de flujo con el funcionamiento de un EA.
2.3.2.1. Funcio´n Objetivo
El procedimiento de bu´squeda de un EA esta´ guiado fundamentalmente por
una funcio´n objetivo –funcio´n de aptitud o fitness en adelante– caracter´ıstica
del problema que se pretende resolver, por lo que este se puede considerar un
componente esencial. Esta funcio´n proporciona una medida de la idoneidad para
cada una de las soluciones candidatas que forman la poblacio´n del algoritmo, es
decir, una medida de su calidad. Habitualmente a la calidad de las soluciones se
le asocia el te´rmino anglosajo´n fitness33. Por lo tanto, esta funcio´n de aptitud se
define de forma que a cada solucio´n se le asigna un valor real que mide la calidad
de dicha solucio´n, es decir:
f : S → R (2.4)
Hay dos aspectos sumamente importantes a considerar para que la funcio´n de
aptitud este´ correctamente definida:
El criterio de codificacio´n: las soluciones candidatas deben codificarse de la
manera adecuada para que puedan ser tratadas por la funcio´n de aptitud f ,
es decir, hay que especificar el procedimiento –codificacio´n– que establece
la correspondencia entre cada punto del dominio del problema –solucio´n–
con la representacio´n de dicha solucio´n en el EA.
El tratamiento de los individuos no factibles : Hay problemas para los que
no es posible establecer la correspondencia anterior entre cada punto del
dominio del problema y el conjunto de las soluciones candidatas para re-
solverlo. La consecuencia de esto es que no todas las soluciones candidatas
son elementos va´lidos del espacio de bu´squeda del problema considerado.
Es frecuente utilizar te´rminos de penalizacio´n en este caso.
33La traduccio´n literal de fitness es idoneidad o aptitud. De aqu´ı en adelante se utilizara´ este
termino para referirse al concepto de calidad de las soluciones
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Una consideracio´n adicional de la funcio´n de aptitud es que es muy impor-
tante desde un punto de vista estrictamente computacional, ya que el coste y
por lo tanto la eficiencia de un EA se acostumbra a medirlo proporcionalmente
al nu´mero de evaluaciones de las soluciones candidatas realizadas mediante esta
funcio´n. El fitness en la mayor´ıa de ocasiones se puede calcular mediante una
ecuacio´n matema´tica ma´s o menos compleja, aunque en otras ocasiones puede
ser necesario recurrir a sofisticadas simulaciones de sistemas f´ısicos. Tambie´n es
necesario remarcar que la funcio´n de fitness puede incorporar algu´n tipo de ruido
[166, 345] o variar dina´micamente a lo largo de la ejecucio´n del EA. Dada la im-
portancia de la funcio´n de fitness, todos los restantes componentes del EA deben
tener en cuenta las caracter´ısticas propias de esta funcio´n para el problema que
se pretende resolver.
2.3.2.2. Inicializacio´n y Parada
Cuando el EA comienza su ejecucio´n debe disponer de una poblacio´n de indivi-
duos iniciales. La inicializacio´n consiste en establecer co´mo se debe construir este
conjunto de individuos que forman la poblacio´n inicial del EA. Lo ma´s habitual
es que estos individuos se generen de forma aleatoria al comienzo del algoritmo.
Dos cuestiones relevantes que hay que considerar son:
El taman˜o de la poblacio´n: si el taman˜o de la poblacio´n –y por lo tanto, de
la poblacio´n inicial– es lo suficientemente pequen˜o se corre el riesgo de que
la muestra inicial no sea lo suficientemente representativa y que no abarque
el a´rea adecuada del espacio de bu´squeda.
La cardinalidad del alfabeto utilizado para la codificacio´n de las soluciones:
si el nu´mero de s´ımbolos para codificar las soluciones es reducido con un
taman˜o de poblacio´n ma´s bajo puede ser suficiente para tener una muestra
lo suficientemente representativa del espacio de bu´squeda, en caso contrario
se corre el riesgo de tener la bu´squeda demasiado orientada hacia una di-
reccio´n disminuyendo la probabilidad de explorar regiones ma´s amplias del
dominio del problema, lo que se puede subsanar si se inicializa la poblacio´n
en diversas zonas del espacio de bu´squeda.
Una solucio´n para poder tratar con estas dos cuestiones puede consistir en
disponer de procedimientos de inicializacio´n guiados [308] que garanticen que
todos los s´ımbolos del alfabeto tienen una representacio´n uniforme en el conjunto
de soluciones iniciales. Otra alternativa es introducir mecanismos heur´ısticos en
el proceso de inicializacio´n lo que puede tener un efecto beneficioso en te´rminos
de convergencia y de calidad de las soluciones [79, 305]. Estas estrategias de
inicializacio´n guiadas pueden tener como contrapartida la convergencia prematura
del algoritmo. En cualquier caso, una parametrizacio´n adecuada del EA puede
ayudar a conciliar tanto que la inicializacio´n alcance una zona amplia del espacio
de bu´squeda como evitar el estancamiento prematuro del EA.
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Con respecto a la parada, hay que establecer las condiciones que determinen
que el EA finalice, es decir, cua´ndo el EA ha encontrado una solucio´n lo suficien-
temente va´lida o por el contrario, cua´ndo ha fracasado en la bu´squeda y no tiene
sentido prorrogar el proceso [148]. Esto se puede hacer de diversas formas:
Por el nu´mero de generaciones, es decir cuando el algoritmo alcanza un
nu´mero predeterminado de generaciones (iteraciones).
Cuando se alcanza una determinada tasa de convergencia del conjunto de
soluciones, por ejemplo, cuando la entrop´ıa de las soluciones tiene un valor
lo suficientemente pro´ximo a 0.
Cuando el coste del algoritmo ha alcanzado un determinado valor –como
se ha mencionado con anterioridad el coste se suele medir en funcio´n del
nu´mero de evaluaciones de los individuos.
Se pueden utilizar me´todos de inferencia probabil´ıstica para determinar con
cierto grado de certeza si el algoritmo se encuentra estancado [72, 183].
2.3.2.3. Seleccio´n
La seleccio´n es el mecanismo que dirige el proceso de bu´squeda favoreciendo
a los individuos ma´s aptos. Consiste en muestrear la poblacio´n de taman˜o n
obteniendo k individuos que actuara´n como progenitores de la nueva generacio´n.
El criterio de eleccio´n suele ser un para´metro caracter´ıstico del EA, aunque los
ma´s habituales suelen ser:
Muestreo directo: se elige un subconjunto de taman˜o k 6 n de la poblacio´n,
siguiendo un criterio determinado. Por ejemplo, se eligen los k mejores in-
dividuos de la poblacio´n.
Muestreo aleatorio o por torneo: se seleccionan de forma equiprobable m
individuos de la poblacio´n eligiendo al mejor de estos m y repitiendo el
proceso completo k veces.
Muestreos estoca´sticos : se asignan probabilidades de seleccio´n a los indivi-
duos de la poblacio´n en funcio´n de su aptitud. La eleccio´n de los k individuos
se realiza considerando estas probabilidades de seleccio´n.
2.3.2.4. Operadores de Variacio´n
Los operadores de variacio´n son los mecanismos que transforman las solu-
ciones candidatas en nuevas soluciones, es decir, producen la nueva generacio´n
de individuos –descendencia– a partir de los individuos seleccionados durante el
proceso de seleccio´n. En los EAs existen al menos dos tipos de operadores de
variacio´n: la recombinacio´n y la mutacio´n.
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Figura 2.4: Ejemplo de operacio´n de cruce para dos individuos.
Figura 2.5: Ejemplo de operacio´n de mutacio´n.
Los operadores de recombinacio´n –representados a trave´s del cruce– actu´an
sobre grupos (t´ıpicamente parejas) de individuos originando normalmente otro
conjunto de individuos que combinan las caracter´ısticas de sus progenitores. En
la Figura 2.4 se representa un esquema de operacio´n de cruce entre dos indivi-
duos. Como se puede observar, cada individuo esta´ formado por ocho genes y la
recombinacio´n tiene lugar a partir del cuarto gen, es decir, los genes del cuarto al
octavo se intercambian entre los dos individuos originales produciendo dos nue-
vos individuos que tienen los tres primeros genes de uno de sus progenitores y
los cinco u´ltimos del otro. El ejemplo mostrado corresponde a cruce de un punto,
pero existen otros muchos esquemas posibles (cruce de 2 puntos, uniforme, etc.),
en particular cuando las soluciones tienen una estructura algebraica no trivial
(permutaciones, conjuntos de k elementos, etc.).
Los operadores de mutacio´n, en cambio, modifican directamente la informa-
cio´n gene´tica codificada en un individuo concreto, es decir, actu´an sobre un u´nico
individuo. En la Figura 2.5 se representa una operacio´n de mutacio´n. En este
caso, la mutacio´n actu´a sobre los genes tres y siete, alterando el valor de estos
genes. Al igual que en el caso del cruce, la mutacio´n puede realizarse de maneras
muy diversas en funcio´n del problema considerado.
En los EAs el proceso de bu´squeda se realiza durante esta fase de repro-
duccio´n, siendo los operadores de recombinacio´n y de mutacio´n responsables de
diferentes facetas del proceso. Los primeros realizan principalmente la bu´squeda
explotando las caracter´ısticas propias de los individuos de la poblacio´n actual.
Por el contrario, la mutacio´n actu´a sobre la bu´squeda explorando nuevas regiones
del espacio de bu´squeda intentado conseguir mejores soluciones.
2.3.2.5. Reemplazo
El reemplazo es el procedimiento por el que se sustituyen individuos existentes
en la poblacio´n por otros nuevos, generados a partir del proceso de seleccio´n y
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aplicacio´n de los operadores evolutivos. El proceso consiste en obtener, a partir
de los n individuos que forman parte de la poblacio´n y de los k descendientes, una
nueva poblacio´n de taman˜o n. Para realizar el proceso de eleccio´n de n individuos
del total de n+ k individuos existen varios criterios:
Reemplazo inmediato: los k descendientes sustituyen a sus respectivos pro-
genitores.
Reemplazo por parecido: los k descendientes sustituyen a aquellos individuos
miembros de la poblacio´n que ma´s se les parezcan.
Reemplazo de los peores : se seleccionan los k peores individuos de la pobla-
cio´n y se sustitiyen por los k descendientes.
Reemplazo aleatorio: se seleccionan de manera aleatoria k individuos de la
poblacio´n y son estos los que se sustituyen por los k descendientes.
Reemplazo completo: la poblacio´n de descendientes tiene taman˜o k = n, es
decir, se genera una poblacio´n de descendientes del mismo taman˜o que la
poblacio´n original, y se sustituye toda la poblacio´n por la descendencia.
Reemplazo por inclusio´n: se construye una nueva poblacio´n de taman˜o n+k
formada por los n individuos de la poblacio´n original y los k descendientes y
se muestrean de la poblacio´n total n individuos (normalmente los mejores).
2.3.3. Variantes de los Algoritmos Evolutivos
La discusio´n anterior, aunque de a´mbito general, se adapta perfectamente a
los GAs en particular [153, 174], el modelo concebido originalmente por Holland
y en el que una de las propiedades ma´s distintivas es el papel central que juega la
recombinacio´n durante el proceso de bu´squeda. Existen en cualquier caso otros
modelos de EAs, algunos de los cuales se enumeran a continuacio´n:
Programacio´n Evolutiva (EP)34: se origino´ en el trabajo de Fogel et al. [126]
y a diferencia de otras te´cnicas se focaliza ma´s en la adaptacio´n intr´ınseca
de los individuos mismos y de su comportamiento que en la evolucio´n de
la informacio´n gene´tica. Los individuos en las EP se codifican de forma
compleja mediante auto´matas finitos o estructuras algebraicas como los
grafos. Una cuestio´n que merece la pena recalcar es que esta te´cnica utiliza
exclusivamente la mutacio´n como operador de variacio´n.
Estrategia Evolutiva (ES)35: fue desarrollada inicialmente por Rechenberg
y Schwefel [306, 324] y se disen˜o´ con el objetivo de resolver problemas de
34Evolutionary Programming
35Evolution Strategy
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ingenier´ıa. Tiene la particularidad de que la representacio´n de cada indivi-
duo esta formada por 2 conjuntos de variables reales: por un lado esta´n las
variables que representan el espacio de bu´squeda y por otro un conjunto de
para´metros usados para controlar la operacio´n de mutacio´n (t´ıpicamente
realizada mediante perturbacio´n gaussiana). Al estar representado cada in-
dividuo por dos conjuntos diferentes de valores, los operadores de variacio´n
hay que disen˜arlos de forma que su comportamiento sea el adecuado para
cada uno de ellos, es decir, el mismo operador puede funcionar de una forma
sobre las variables que representan la solucio´n y de otra diferente sobre los
para´metros de mutacio´n.
Programacio´n Gene´tica (GP)36: es una extensio´n de los algoritmos gene´ti-
cos basada en los trabajos de Cramer y Koza [81, 198] que tiene por objeti-
vo evolucionar programas. T´ıpicamente, aunque no siempre, se representa
mediante estructuras arbo´reas, lo que implica la adaptacio´n de todo el apa-
rataje de operadores a este contexto.
Evolucio´n Diferencial (DE)37: es una te´cnica para resolver problemas conti-
nuos originalmente ideada por Storn y Price [339] para resolver el problema
del ajuste polino´mico de Tchebychev. Comparte caracter´ısticas propias de
la EC como el operador de cruce y de la PSO como el reemplazo uno a
uno. En la DE la poblacio´n inicial se genera de forma pseudo-aleatoria y
en cada generacio´n cada individuo realiza una mutacio´n (a partir de 3 in-
dividuos diferentes extra´ıdos aleatoriamente de la poblacio´n), cruza´ndose
finalmente este u´ltimo con el individuo original y reemplazando al original
de la poblacio´n en caso de tratarse de una solucio´n de mejor calidad.
Algoritmos de Estimacio´n de Distribuciones (EDAs)38: fueron desarrollados
originalmente por Mu¨hlenbein y Paaß [259] y a diferencia de los anteriores
en vez de intentar encontrar la solucio´n o´ptima directamente buscan es-
timar una distribucio´n de probabilidad de la misma. Esta distribucio´n de
probabilidad se actualiza en cada generacio´n a partir de los mejores indivi-
duos de la generacio´n previa (obtenidos a su vez mediante el muestreo de
la distribucio´n de probabilidad anterior). Un aspecto importante a conside-
rar es que no existen operadores de variacio´n, sino u´nicamente muestreo y
actualizacio´n del modelo probabil´ıstico.
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Los EAs son te´cnicas de optimizacio´n que funcionan frecuentemente sin cono-
cimiento espec´ıfico del problema (excepto por la funcio´n de fitness), hecho con-
36Genetic Programming
37Differential Evolution
38Estimation of Distribution Algorithms
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siderado incluso como una ventaja [153]. Sin embargo, la necesidad de explotar
este conocimiento se ha repetido numerosas veces en la historia reciente de estas
te´cnicas, debido fundamentalmente a la idea de que con ello se pueden mejorar
los resultados tanto en te´rminos de eficiencia como de la calidad de las soluciones
encontradas [85, 169]. Los MAs [170, 255, 256, 258, 263] son posiblemente uno
de los exponentes ma´s significativos de estas te´cnicas que combinan las estra-
tegias basadas en poblacio´n con la incorporacio´n de conocimiento espec´ıfico del
problema, habie´ndose demostrado que son muy va´lidos en un amplio nu´mero de
problemas y ma´s concretamente en la aproximacio´n de soluciones para problemas
NP-duros. A diferencia de los EAs, los MAs esta´n concebidos para explotar todo
este conocimiento disponible del dominio del problema, siendo esta una carac-
ter´ıstica primordial de su disen˜o y no un mero mecanismo opcional [256, 257].
2.4.1. Antecedentes y Necesidad
La caracter´ıstica distintiva de los MAs mencionada con anterioridad –la in-
clusio´n de conocimiento del problema en el proceso de bu´squeda– esta´ tambie´n
fundamentada en resultados teo´ricos. Como establecieron Hart y Belew [169] ini-
cialmente y Wolpert y Macready [368] popularizaron posteriormente mediante el
Teorema de No Free Lunch (NFLT)39, los algoritmos de bu´squeda tienen un ren-
dimiento estrictamente en consonancia con la cantidad y calidad de conocimiento
del problema del que disponen.
El NFLT, que es uno de los teoremas fundamentales relacionados con la
bu´squeda y la optimizacio´n, propone que si consideramos todos los algoritmos
de optimizacio´n como una caja negra40, en este caso todos ellos ser´ıan equivalen-
tes en promedio [367, 368]. De manera ma´s precisa:
Definicio´n 21. Sea A un algoritmo, f : S → R una funcio´n objetivo (donde S
y R son finitos) y sea m ∈ N. Se define df,mA : Sm → R como una distribucio´n de
probabilidad sobre secuencias de m elementos distintos del espacio de bu´squeda S
visitados por A cuando se optimiza la funcio´n f y se permiten m invocaciones de
la misma, es decir, la probabilidad de que A genere dicha secuencia.
Segu´n la definicio´n anterior, si A es un algoritmo determinista entonces
df,mA (~s) = 1 para una cierta secuencia ~s ∈ Sm de puntos del espacio de bu´squeda
y df,mA (~s) = 0 para cualquier otra secuencia. Si A no es determinista en general
habra´ mu´ltiples ~s para los que df,mA (~s) > 0.
Teorema 1. Sean A1 y A2 dos algoritmos, entonces:∑
f∈F
df,mA1 (~s) =
∑
f∈F
df,mA2 (~s) (2.5)
39No-Free-Lunch Theorem
40se denomina caja negra a aquel elemento que es estudiado desde el punto de vista de las
entradas que recibe y las salidas o respuestas que produce, sin tener en cuenta su funcionamiento
interno
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donde df,mA (~s) es la probabilidad de que el algoritmo A visite una secuencia ~s
determinada de m puntos del espacio de bu´squeda tras m ejecuciones de la funcio´n
f y F es el conjunto de todas las funciones posibles entre S y R.
El teorema se aplica a todo tipo de algoritmos de optimizacio´n, tanto los
deterministas como los estoca´sticos e incluso a los que son capaces de aprender y
ajustar sus estrategias de bu´squeda sobre la marcha. Asimismo es independiente
de la forma en la que se mida el rendimiento de los algoritmos o del me´todo de
representacio´n utilizado.
En resumen, segu´n el NFLT, todas las te´cnicas de bu´squeda existentes tienen
un rendimiento equivalente, en promedio, en el conjunto de todos los problemas
de optimizacio´n combinatoria, es decir, aunque unas se comporten mejor para
un problema determinado y otras te´cnicas lo hagan mejor para otro problema
diferente, en el conjunto total el promedio del rendimiento de todas las te´cnicas
de bu´squeda debe ser el mismo.
Cuando se publico´ este teorema causo´ un notable pesimismo y confusio´n entre
la comunidad cient´ıfica, fundamentalmente en lo concerniente a la evaluacio´n y
comparacio´n de las diversas metaheur´ısticas y algoritmos de inteligencia compu-
tacional existentes. La principal implicacio´n del teorema es que la bu´squeda del
“mejor” algoritmo de propo´sito general de optimizacio´n o bu´squeda no tiene sen-
tido, ya que desde un punto de vista teo´rico no existe tal algoritmo. Hecho que
es fa´cil de constatar siguiendo un razonamiento basado en un argumento del
adversario [82].
Sin embargo, esto sigue generando cierta controversia, ya que existe una sen-
sacio´n generalizada sobre que los EAs en general son superiores a otras te´cnicas
de optimizacio´n, fundamentalmente cuando el conocimiento sobre el problema
considerado es limitado, lo que contradice a Wolpert y Macready con su NFLT.
Droste et al. propusieron algunos matices en 1999 [104] argumentando que el es-
cenario en el que el NFLT esta´ basado no modela los problemas de optimizacio´n
de la vida real y que cuando se tratan este tipo de escenarios s´ı existen diferencias
en cuanto a eficiencia entre unas te´cnicas de optimizacio´n y otras. Adema´s, Igel
y Toussaint [185] sostienen que en la pra´ctica no es necesario considerar todas las
funciones de optimizacio´n posibles (problemas) y que si restringimos este conjun-
to entonces tambie´n vuelven a aparecer diferencias entre las diferentes te´cnicas de
optimizacio´n. Por ejemplo, se ha demostrado que para las funciones pseudoboo-
leanas, si se introducen restricciones de complejidad y se consideran subconjuntos
de ellas entonces existen diferencias en el rendimiento entre las diversas te´cnicas
conocidas (en [362] la complejidad se define en te´rminos del nu´mero de mı´nimos
locales y en [103, 104] la complejidad se define en te´rminos del taman˜o del dia-
grama de decisio´n binario ordenado ma´s pequen˜o que representa la funcio´n). No
obstante, tambie´n es cierto que se ha propuesto una nueva versio´n del NFLT que
establece que los resultados del NFLT son va´lidos para cualquier subconjunto F
de todas las funciones existentes si y solo si F es un conjunto cerrado bajo per-
mutacio´n (c.u.p. closed under permutation) [323]. Segu´n este resultado es posible
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inferir clases de funciones donde el NFLT no se sostiene porque estas clases no
son c.u.p., pero tambie´n que hay clases reducidas de funciones que siguen sujetas
al NFLT.
Una de las consecuencias de los resultados anteriores es la necesidad de em-
plear conocimiento del problema para garantizar un buen rendimiento del algo-
ritmo de optimizacio´n. El te´rmino “hibridacio´n” se suele utilizar para denotar
aquellos procesos que incorporan conocimiento del problema para su resolucio´n
[85]. En su sentido ma´s gene´rico, por hibridacio´n se entiende la unio´n o mezcla
de dos o ma´s caracter´ısticas heteroge´neas, bien sea de manera deliberada o por la
propia evolucio´n natural. Cuando el proceso se dirige de forma consciente, lo ha-
bitual es que el objetivo sea conseguir una nueva caracter´ıstica mejorada. Uno de
los primeros algoritmos considerado como meme´tico se puede encontrar en 1988
[281] y consistio´ en la hibridacio´n de un GA tradicional y un SA para resolver
el TSP. Esta aproximacio´n tuvo varias caracter´ısticas que anticiparon muchas de
las pra´cticas que todav´ıa hoy en d´ıa se siguen utilizando, como por ejemplo la
fase competitiva del algoritmo y la fase cooperativa.
2.4.2. Algoritmos Meme´ticos
Segu´n la teor´ıa filoso´fica de Dawkins la cultura humana se puede descomponer
en unidades ato´micas denominadas “memes”. Cada uno de estos memes es una
pieza ba´sica de conocimiento que se puede modificar o combinar con otros memes
e incorporar al cerebro humano. El adjetivo “meme´tico” procede del te´rmino
meme que fue acun˜ado por Dawkins en su libro “The Selfish Gene” [86] y denota
una similitud con gen, pero en el contexto de una evolucio´n cultural en vez de
biolo´gica o dicho de otra forma, un meme puede considerarse como la unidad
de imitacio´n o de transmisio´n de informacio´n cultural. Blackmore en su libro
“The Meme Machine” [43] discute sobre el papel de los genes, los memes y las
relaciones entre ellos. Dentro de una comunidad los memes menos interesantes
acaban desapareciendo con el tiempo, en cambio, aquellos que s´ı lo son pueden
acabar propaga´ndose ra´pidamente impregnando toda la comunidad. La siguiente
cita de Dawkins [86] puede ilustrar el concepto de meme:
Ejemplos de memes pueden ser las canciones, ideas, lemas, la ropa de
moda, la forma de hacer una vasija o de construir un arco. Al igual
que los genes se propagan por s´ı mismos dentro del conjunto de genes
saltando de cuerpo en cuerpo a trave´s del esperma o de o´vulos, los
memes tambie´n se propagan por s´ı mismos entre el resto de memes
saltando de cerebro en cerebro a trave´s de un proceso que se puede
denominar imitacio´n, en su sentido ma´s amplio.
Esta caracterizacio´n de un meme implica que en los procesos de evolucio´n
cultural, la informacio´n no se transmite simplemente entre individuos sin alterar-
se, sino que es procesada y mejorada mediante los mecanismos de comunicacio´n
entre los individuos transmisor y receptor. Estas ideas en cierta forma coinciden
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con la teor´ıa del modelo evolutivo de Lamarck de 1809 [210], el cual propone
dos ideas fundamentales, una de ellas es que los caracteres se adquieren duran-
te la vida y la otra es que las especies “transmutan” cada cierto tiempo. Por
otro lado, muchos investigadores tienen la idea de que los memes u´nicamente se
materializan como piezas de informacio´n restringida al cerebro, en cambio otros
van ma´s alla´ y ampl´ıan este horizonte al comportamiento. Esta meta´fora de la
evolucio´n cultural puede trasladarse al campo de la optimizacio´n si se interpretan
los memes como procedimientos de aprendizaje individual que utilizan los MAs
durante el proceso de bu´squeda para profundizar en las caracter´ısticas propias
del individuo durante la vida de este, de manera que la informacio´n transmitida
por un individuo no es ide´ntica a la informacio´n adquirida por e´l (a diferencia de
los genes). Este proceso de mejora se realiza en los MAs incorporando heur´ısticas,
algoritmos de aproximacio´n, te´cnicas de bu´squeda local, operadores de recombi-
nacio´n especializados o me´todos exactos, por citar solo algunas formas de hacerlo
[256]. La mayor´ıa de los MAs se pueden interpretar como estrategias de bu´squeda
en las que una poblacio´n de agentes de optimizacio´n cooperan y compiten [281].
Desde un punto de vista algor´ıtmico, cuando dos o ma´s estrategias se combinan
con el objetivo de conseguir ciertas sinergias, se puede mejorar la capacidad del
algoritmo para resolver un problema determinado. El e´xito de los MAs puede
seguramente explicarse como consecuencia de esto.
Los MAs –al igual que los EAs– son metaheur´ısticas basadas en poblacio´n,
pero con la diferencia de que los individuos (en este caso denominados habitual-
mente agentes) son entidades activas que compiten y cooperan para mejorar la
bu´squeda de soluciones. Desde un punto de vista histo´rico, es conveniente cono-
cer que cuando se concibieron los MAs en 1988, los GAs eran tremendamente
populares en la comunidad cient´ıfica debido fundamentalmente a que parec´ıa que
ten´ıan un rendimiento superior a las dema´s te´cnicas de bu´squeda conocidas hasta
la fecha. Sin embargo, la posterior aparicio´n del NFLT cambio´ el curso de la his-
toria y empezo´ a comprenderse que el e´xito no depend´ıa tanto del algoritmo en
s´ı como del conocimiento adicional que se tuviera sobre el problema considerado.
Existen numerosas formas de implementar un MA, de hecho, a diferencia
de otros algoritmos no existe una plantilla general para ellos, ya que no se les
puede considerar como simples algoritmos de optimizacio´n, sino ma´s bien como
un concepto nuevo que combina algoritmos de bu´squeda local y global. Esto
los hace sumamente potentes y flexibles y da lugar a un nuevo paradigma de
optimizacio´n. Quiza´ la forma ma´s habitual de implementarlos sea realizar una
bu´squeda local despue´s de la evaluacio´n. Esto convierte a los MAs en EAs con
una bu´squeda local incorporada. Segu´n Moscato [254]:
Mientras los GAs esta´n inspirados en la emulacio´n de la evolucio´n
biolo´gica, los MAs intentan mimetizar la evolucio´n cultural. La evo-
lucio´n meme´tica es una unio´n entre la bu´squeda global basada en
poblaciones y la bu´squeda local heur´ıstica realizada por cada uno de
los individuos.
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Algoritmo 1: Pseudoco´digo de un algoritmo meme´tico cla´sico
function MA (↓ I, ↓ par) returns S
// I: Instancia del problema
// par: Para´metros del problema
// S: Solucio´n devuelta
pop← InicializarPoblacio´n(I, par);
pop← EvaluarPoblacio´n(I, par, pop);
while ¬ Condicio´nFin do
// Fase de Competicio´n
pop′ ← SeleccionarPadres(I, par, pop);
// Fase de Cooperacio´n
for i← 1 to par.numop do
pop′ ← AplicarOperador(I, par, pop′, par.Op[i]);
end
// Fase de Aprendizaje Individual
pop′ ← Mutacio´n(I, par, pop′);
pop′ ← MejoraLocal(I, par, pop′);
pop′ ← EvaluarPoblacio´n(I, par, pop′);
// Fase de Competicio´n (continu´a durante la seleccio´n)
pop← ActualizarPoblacio´n(I, par, pop, pop′);
if Convergencia(pop) then
pop← RefrescarPoblacio´n(I, par, pop);
end
end
return Mejor(pop)
Un MA puede verse como un algoritmo h´ıbrido que sigue un esquema evolutivo
cla´sico con una etapa adicional de evolucio´n cultural. El Algoritmo 1 describe su
funcionamiento ma´s ba´sico. En e´l se puede comprobar que el MA tiene las mismas
fases que un EA, pero con una operacio´n adicional de aprendizaje individual que
consiste en la aplicacio´n de mecanismos de mejora local para aquellos individuos
seleccionados previamente.
Como se ha mencionado con anterioridad, los MAs tienen tres fases funda-
mentales, cooperacio´n, aprendizaje individual y competicio´n, aunque antes de
ellas esta´ la inicializacio´n de la poblacio´n, es decir, la creacio´n del conjunto inicial
de soluciones. Los EAs en general realizan esta inicializacio´n de forma aleatoria
(en algunos casos se puede introducir alguna restriccio´n para que se cubra una
regio´n lo suficientemente extensa del espacio de bu´squeda). Sin embargo, los MAs
intentan producir soluciones de calidad desde el principio, por lo que durante el
proceso de inicializacio´n intentan inyectar tales soluciones en la poblacio´n, bien
mediante algu´n mecanismo heur´ıstico que permita incluir estas soluciones ma´s
prometedoras o utilizando la bu´squeda local ya en esta etapa inicial. Con respec-
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to a la fase de cooperacio´n, esta se corresponde habitualmente con la aplicacio´n
de los operadores de recombinacio´n (conside´rese que el nu´mero de operadores de
recombinacio´n no esta´ limitado y podr´ıan enlazarse en cascada cuantos operado-
res se desee. En el Algoritmo 1 hay par.numop operadores). Durante este fase los
agentes cooperan entre s´ı intentando producir mejores soluciones. La segunda es
la de aprendizaje individual, que incluye tanto la mutacio´n como la operacio´n de
mejora local. La mejora local modela el aprendizaje individual41 y puede ser sim-
plemente una etapa de bu´squeda local adicional para los individuos seleccionados.
Finalmente esta´ la fase de competicio´n, en la que se reconstruye la poblacio´n se-
leccionando aquellos agentes ma´s prometedores y desechando los dema´s (tambie´n
se incluye en esta fase el proceso de seleccio´n de individuos).
Segu´n Eiben y Smith [106], existen ciertos lugares preferentemente en los que
podr´ıa incorporarse conocimiento espec´ıfico del problema en un MA. Algunas
posibilidades son estas:
Durante la inicializacio´n de la poblacio´n: normalmente los EA inicializan
la poblacio´n de forma aleatoria, en cambio los MAs pueden utilizar meca-
nismos para generar soluciones iniciales de alta calidad, bien a trave´s de
me´todos heur´ısticos disen˜ados espec´ıficamente para ello o realizando una
bu´squeda local a partir de las soluciones generadas aleatoriamente en una
primera ronda. Esto debe hacerse con cierto cuidado, ya que una pobla-
cio´n demasiado homoge´nea puede conducir al MA hacia una convergencia
prematura.
Durante la aplicacio´n de los operadores: los operadores de mutacio´n y re-
combinacio´n se pueden disen˜ar de forma inteligente a partir del conocimien-
to del problema [65, 70, 78, 245]. De la misma forma tambie´n se pueden
disen˜ar operadores de seleccio´n guiados por el conocimiento del problema
[282].
Incorporando conocimiento del problema en el proceso de obtencio´n de fe-
notipos a partir de genotipos42 [73, 77, 199, 234, 301, 309] creando una
codificacio´n entre cada miembro de la poblacio´n y alguna caracter´ıstica del
MA, por ejemplo, las probabilidades de cruce o mutacio´n.
En cualquier etapa intermedia se puede realizar una bu´squeda local a partir
de los individuos seleccionados.
El Algoritmo 1 incluye un componente adicional denominado RefrescarPo-
blacio´n que tiene una importancia considerable, ya que afecta a la utilizacio´n
eficiente de los recursos computacionales. Su funcionamiento consiste ba´sicamente
en detectar si la poblacio´n ha convergido hacia individuos similares y por lo tanto,
no hay suficiente variedad gene´tica/meme´tica para que el proceso de bu´squeda
41lifetime learning
42genotype-to-phenotype mapping
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pueda continuar avanzando. Una forma de detectar este escenario es a trave´s
de la medida de la entrop´ıa de Shannon [84], considerando un umbral mı´nimo
a partir del cual se puede considerar esta convergencia como un hecho. Cuando
eso sucede existen varias posibilidades, desde medidas pasivas como finalizar el
algoritmo (se podr´ıa incluir este hecho en la condicio´n de terminacio´n del bucle
correspondiente al ciclo de vida) u otras activas como puede ser reinicializar la
poblacio´n (o parte de ella) para introducir nueva variedad gene´tica/meme´tica.
2.4.3. Factores de Disen˜o de un MA
Segu´n lo visto en la seccio´n anterior, un MA puede considerarse un algoritmo
compuesto por varias partes (inicializacio´n, cooperacio´n, mejora y competicio´n).
Esto hace de los MAs algoritmos lo suficientemente complejos como para que el
disen˜o de los mismos sea decisivo en su rendimiento. El modelo ba´sico explicado
en la seccio´n anterior se debe instanciar con un conjunto de para´metros adecuado
para el problema que se pretenda resolver si se quiere obtener una verdadera he-
rramienta potente de optimizacio´n. Las principales decisiones de disen˜o desde el
punto de vista espec´ıfico de los MAs tienen que ver con el componente de bu´sque-
da local y no solo desde el punto de vista de su parametrizacio´n, sino tambie´n con
respecto a su funcionamiento interno y la relacio´n entre este y el resto de ope-
radores de variacio´n del algoritmo [343]. Por lo tanto, la primera consideracio´n
que se debe tener en cuenta debe ser la relacio´n entre el componente de bu´squeda
local y los restantes operadores. Un para´metro fundamental y caracter´ıstico de
los MAs es la frecuencia e intensidad del aprendizaje del individuo a trave´s de la
relacio´n entre la bu´squeda local (explotacio´n) y la bu´squeda global (exploracio´n).
Si la intensidad del aprendizaje de cada individuo –bu´squeda local– es mayor
se incrementa la probabilidad de que el algoritmo alcance un o´ptimo local pero
puede incurrir en un coste computacional ma´s elevado. Un buen ejemplo de esta
cuestio´n se puede encontrar en el trabajo de Freisleben y Merz sobre el TSP [128],
en el que consideran un procedimiento de bu´squeda local intensivo –la heur´ıstica
Lin-Kernighan [224]– y concluyen que la distancia media entre o´ptimos locales es
similar a la distancia media entre un o´ptimo local y el o´ptimo global. Por esta
razo´n introducen un operador de cruce que mantiene la distancia (DPX) gene-
rando hijos cuya distancia a sus padres es la misma que la distancia entre sus
propios padres entre s´ı.
Una vez decidido el procedimiento de bu´squeda local concreto que se va a
utilizar hay que elegir la parametrizacio´n adecuada, es decir, determinar cues-
tiones como cua´ntas veces debe aplicarse –es decir, cada cua´ntas generaciones–,
sobre que´ individuos debe aplicarse –no tiene por que´ aplicarse sobre todos los
individuos, sino sobre una seleccio´n de ellos– y co´mo debe ser la intensidad de la
bu´squeda –por ejemplo, se puede decidir acotar la profundidad de la bu´squeda.
Con respecto a las dos primeras cuestiones, las dos estrategias habituales son,
o usar una frecuencia fija para decidir cua´ndo se ejecuta la bu´squeda local y
un valor fijo para el nu´mero de individuos sobre los que se aplica o bien tomar
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la decisio´n en funcio´n de una distribucio´n de probabilidad. Todas estas cuestio-
nes son decisivas para lograr un algoritmo eficiente, de hecho, existen evidencias
teo´ricas claras sobre el efecto que puede tener una parametrizacio´n inadecuada
en el rendimiento del MA [208, 341–343] –un problema puede incluso pasar de
ser fa´cilmente resoluble a serlo en tiempo no polino´mico.
Como se ha mencionado previamente existen otros muchos para´metros que
considerar, por ejemplo, decidir cua´ntos individuos van a recurrir a la bu´squeda
local. Si este nu´mero es elevado el coste computacional del algoritmo tambie´n
se incrementa (evidentemente conforme este para´metro se aproxima a cero ma´s
pro´ximo estara´ el MA de un EA). El resto de factores se pueden considerar
similares a los del disen˜o de un EA, tal es el caso de decisiones sobre el taman˜o
de la poblacio´n, el nu´mero de descendientes o las probabilidades de aplicacio´n de
los operadores de variacio´n. A continuacio´n se resumen algunos de ellos:
La frecuencia del aprendizaje: cada cua´nto tiempo se realiza la fase de
aprendizaje individual o bu´squeda local.
La probabilidad de aprendizaje: que´ porcentaje de los individuos van a dis-
poner de la fase de aprendizaje individual o a que´ subconjunto de soluciones
de la poblacio´n se le va a aplicar esta fase. Existe evidencia de que en oca-
siones un aprendizaje Lamarckiano parcial puede ser beneficioso [71, 181].
La intensidad del aprendizaje: durante cua´nto tiempo o que´ complejidad
debe tener la fase de aprendizaje individual [343].
El coste de la computacio´n: un factor importante puede ser lidiar con el
sobrecoste computacional que puede requerir la introduccio´n de aprendizaje
individual en el algoritmo completo, sobre todo cuando se trata de resolver
problemas complejos del mundo real cuyas funciones de fitness tienen una
complejidad elevada y no se pueden descomponer, a diferencia de lo que
ocurre en muchos COPs [75]. Es frecuente usar en este tipo de problemas
complejos modelos subrogados para acelerar la evolucio´n [374].
El mecanismo del aprendizaje: la forma en la que se pretende disen˜ar el
mecanismo de aprendizaje local puede ser decisiva para conseguir un algo-
ritmo con un alto nivel de eficacia (consecucio´n de una solucio´n de buena
calidad) y de eficiencia (conseguir el mejor rendimiento computacional).
Relacionado con todo lo anterior, no´tese que la fase de mejora local puede
interpretarse en un MA como el resultado de la accio´n de un meme. En la siguiente
subseccio´n se va a abordar con mayor profundidad que´ son los memes y co´mo se
pueden representar dentro de un MA.
2.4.4. Hacia la Computacio´n con Memes
En la Seccio´n 2.4.2 se vio el concepto de meme como elemento de evolucio´n
cultural y se establecio´ su relacio´n con los MAs. Si se interpreta un meme como
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un procedimiento para el aprendizaje de soluciones, un MA cla´sico trabajar´ıa con
memes impl´ıcitos dados por la seleccio´n del proceso de mejora local. Sin embargo,
en la literatura se han estudiado otras alternativas diferentes sobre la forma en
que los memes pueden incorporarse a los individuos, como la gestio´n expl´ıcita de
los memes [200] (por ejemplo en los MMAs). En este caso, cada solucio´n incluye
los memes que determinan la forma en la que se realiza la mejora local. Estos
memes evolucionan por s´ı mismos o junto a la solucio´n completa y suponen un
proceso de auto-adaptacio´n como se vera´ en la seccio´n siguiente.
La codificacio´n de los memes tiene una ventaja importante y es que permite
que estos evolucionen de forma dina´mica durante la ejecucio´n del MA. Tambie´n es
sabido que la AI ha tratado desde su origen de encontrar las fo´rmulas que permi-
tieran disen˜ar estructuras que fueran no solo inteligentes sino tambie´n auto´nomas.
Dentro del campo de optimizacio´n en inteligencia computacional, el objetivo u´lti-
mo es ser capaces de detectar dina´micamente el algoritmo de optimizacio´n o´ptimo
para resolver un problema determinado, esto es, el disen˜o automa´tico de algorit-
mos de optimizacio´n eficientes en tiempo de ejecucio´n. Desde este punto de vista,
la Computacio´n Meme´tica (MC) se puede ver como la parte de la EC que se
ocupa de estudiar estructuras ma´s complejas formadas a partir de piezas ba´sicas
–memes– que interactu´an entre s´ı para adaptarse dina´micamente con el objetivo
de resolver el problema considerado. La MC se define, segu´n Ong en [285], como:
...un paradigma que usa la nocio´n de meme(s) como unidad de infor-
macio´n codificada mediante representaciones computacionales con el
propo´sito de resolver un problema.
En esta l´ınea, segu´n Neri y Cotta [262] una definicio´n ma´s moderna de MC
puede ser:
Definicio´n 22. La MC es una disciplina amplia que estudia estructuras de
computacio´n complejas y dina´micas compuestas por mo´dulos interactivos (me-
mes) cuya dina´mica de evolucio´n esta´ inspirada en la difusio´n de ideas. Los me-
mes son simples estrategias cuya coordinacio´n armo´nica permite la resolucio´n de
diversos problemas.
Si se profundiza un poco ma´s en la fase de aprendizaje individual, que re-
cordemos es aquella en la que esta´n ma´s directamente involucrados los memes,
esta se puede implementar de diversas formas. Una posibilidad es que el material
meme´tico se pueda incluir como parte del genotipo de las soluciones, por lo tanto,
el meme decodificado de cada respectivo individuo se utilizar´ıa para realizar la
bu´squeda local y a continuacio´n se transmitir´ıa el material meme´tico de padres a
hijos siguiendo un mecanismo de herencia. Otra posible opcio´n es que los memes,
por ejemplo, se puedan representar como patrones de reglas que capturen regio-
nes del dominio del problema para aplicarlas en la fase de aprendizaje individual
con el objetivo de encontrar soluciones ma´s prometedoras.
Un aspecto importante es determinar co´mo los memes interactu´an durante
el proceso de optimizacio´n. Ong et al. [286] propusieron una clasificacio´n de los
MAs en funcio´n de la forma en que los memes se coordinan:
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Hiperheur´ıstica adaptativa: la coordinacio´n de los memes se realiza a trave´s
de reglas heur´ısticas (ver en [49, 80, 191, 197]). Esto incluye los algoritmos
cuyos memes se coordinan por medio de esquemas predeterminados (deter-
ministas o aleatorios). En los aleatorios los memes se van activando uno a
uno aleatoriamente en un orden determinado mediante una regla [58]; en
cambio, en los deterministas existe una planificacio´n previa [197]. Ba´sica-
mente se trata de una coordinacio´n de memes sin adaptacio´n. El espacio
de decisio´n se divide en suba´reas diferentes cada una con un optimizador
distinto y con memes diferentes.
Aprendizaje meta-lamarckiano: los memes tienen definida una probabilidad
de activacio´n, permitiendo su adaptacio´n de forma dina´mica hacie´ndolos
sumamente flexibles para diversos problemas [220, 265, 284]. En los MAs
meta-lamarckianos, el conjunto de memes candidatos compiten entre s´ı,
basa´ndose por ejemplo en las mejoras conseguidas por cada uno de ellos en
el pasado y en funcio´n de este criterio se decide que´ memes progresan y
evolucionan y cua´les desaparecen por completo de la poblacio´n.
Adaptacio´n a la diversidad : se utiliza una medida de la diversidad de la
poblacio´n (por ejemplo la entrop´ıa de Shannon) para seleccionar y activar
los memes ma´s apropiados [55, 264]. El MA automa´ticamente coordina los
memes analizando el estado de la poblacio´n completa y ma´s concretamente
su diversidad.
Auto-adaptacio´n y Coevolucio´n: en la auto-adaptacio´n los memes se codifi-
can conjuntamente con las soluciones formando parte del proceso evolutivo
(se incluyen en los procesos de seleccio´n, recombinacio´n, mutacio´n, etc.)
[207, 331, 369] y su accio´n se aplica directamente a la solucio´n hue´sped; en
definitiva, cada solucio´n esta´ compuesta de material gene´tico y meme´tico.
Por otra parte, en la coevolucio´n los memes no esta´n directamente conec-
tados con genes sino que coexisten en poblaciones separadas y evolucionan
en paralelo con ellas. Para su aplicacio´n y co´mputo del fitness se define un
mecanismo para enlazarlos con genes concretos, pero dicho mecanismo no es
permanente por lo que un mismo meme puede aplicarse a genes diferentes.
No´tese que en s´ı misma, la idea de gestionar expl´ıcitamente los memes esta´
enraizada en los trabajos iniciales del campo de los MAs. As´ı Moscato [255]
concluyo´ que los memes pueden actuar en dos niveles diferentes –o en dos escalas
temporales: a corto plazo, un conjunto de agentes se encontrar´ıan explorando
el espacio de bu´squeda del problema considerado; en cambio, en el largo plazo,
los memes podr´ıan dedicarse a adaptar sus estrategias de bu´squeda al escenario
actual en el que se encuentre el proceso [60, 61, 285, 286].
Los memes se pueden agrupar formando grupos de memes ma´s complejos o
memeplexes . Al igual que los genes complejos que se pueden encontrar en bio-
log´ıa, los memeplexes son grupos de memes que se pueden encontrar tambie´n en
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un mismo individuo [60]. En el marco de la MC los memeplexes son un paradig-
ma autoconsistente para resolver problemas en el que memes con caracter´ısticas
comunes se agrupan para mejorar el aprendizaje y por lo tanto la eficiencia en
el proceso de bu´squeda. Los memeplexes se pueden ver tambie´n como una red
meme´tica dina´mica, evolutiva y distribuida en la que los memes se complemen-
tan unos con otros. Desde un punto de vista estructural, los memeplexes son un
conjunto estable y coadaptado en el que los memes que lo contienen se ayudan
mutuamente [86]. Segu´n Chen y Ong [60] los memeplexes toman la forma de una
estructura de cableado neuronal siendo el cerebro de los agentes el que controla su
comportamiento. Ma´s formalmente para cada solucio´n sτ se asocia un memeplex
Mτ = m1 . . .mk donde cada meme individual mi codifica la unidad de refina-
miento local del proceso de aprendizaje (conside´rese que no todos los memes de
un memeplex tiene que estar activos en el mismo instante de tiempo). Durante
el tiempo de vida del proceso de aprendizaje, un memeplex M mejora una so-
lucio´n s a trave´s de los memes que codifican los caracteres de refinamiento local
de s. Durante el tiempo de aprendizaje los memeplexes se activan y desactivan
siguiendo un proceso de seleccio´n similar al de los EAs y pudiendo sufrir tambie´n
un proceso de recombinacio´n/mutacio´n propio.
En la l´ınea de todo lo anterior, los MMAs se pueden definir como una espe-
cializacio´n de los MAs donde los memes se an˜aden de forma expl´ıcita al genotipo
de los individuos formando parte del proceso evolutivo junto con los genes. Fue-
ron inicialmente introducidos por Krasnogor et al. [200, 206] siendo la diferencia
fundamental con respecto a los MAs la utilizacio´n de una familia de operadores
de bu´squeda local. Mientras que un MA utiliza un u´nico mecanismo de bu´sque-
da local –aunque pueda ser complejo en su funcionamiento–, un MMA emplea
un conjunto de operadores diferentes para realizar este proceso de mejora lo-
cal. En la literatura del campo se han especificado varios modelos para intentar
adaptar los memes de forma dina´mica durante el proceso mismo de optimizacio´n
(auto-adaptacio´n). Esta auto-adaptacio´n puede consistir en simples punteros a
operadores de bu´squeda local existentes (como en las hiperheur´ısticas o en el
aprendizaje meta-lamarckiano), una parametrizacio´n determinada para un esque-
ma de bu´squeda concreto [202, 264], un sistema de reglas que alteren la estructura
del genoma [331] o incluso mecanismos ma´s complejos como la definicio´n de una
grama´tica para crear un nuevo operador de bu´squeda local [201, 204].
Tambie´n se han estudiado las denominadas metaheur´ısticas auto-generadas
[200, 203], las cuales son capaces de crear sus propios operadores de bu´squeda
local y coevolucionar con el objetivo de resolver el problema considerado. En los
MAs auto-generados coexisten dos procesos evolutivos. Por un lado, la evolucio´n
tiene lugar a nivel cromoso´mico como en cualquier otro EA (los cromosomas y
los genes representan soluciones del problema que se esta´ intentando resolver) y
por otro la evolucio´n tambie´n ocurre a nivel meme´tico donde el comportamien-
to de los individuos o agentes puede modificar las tasas de supervivencia de sus
cromosomas. Se ha demostrado que el concepto de los MAs auto-generados se
puede implementar obteniendo resultados claramente satisfactorios en numerosos
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problemas [200, 203, 332]. En este contexto, los memes se pueden representar
como conjuntos de reglas, programas, heur´ısticas o cualquier otro concepto que
pueda servir para mejorar el propio fitness de los individuos sobre los que se
aplican. Las interacciones entre los memes y los genes no son directas, sino que
los memes alteran los genotipos de aquellos individuos que los contienen. Existen
tres feno´menos que el MA auto-generado intenta incorporar para producir sus
operadores de bu´squeda local que son propios de la evolucio´n cultural (meme´ti-
ca) [133], como son el conocimiento espec´ıfico del problema, la imitacio´n y la
simulacio´n. Adema´s, la representacio´n de los operadores a ma´s bajo nivel incluye
caracter´ısticas tales como la estrategia de aceptacio´n (e.g., bu´squeda ascendente,
camino aleatorio, etc.), el nu´mero ma´ximo de vecinos que se va a muestrear, el
nu´mero de iteraciones que va a durar la ejecucio´n del algoritmo o una funcio´n de
decisio´n que debe ser capaz de determinar si tiene sentido aplicar la heur´ıstica a
una solucio´n particular o a una regio´n concreta del espacio de bu´squeda.
2.5. Propiedades Self-?
Como se ha visto en la seccio´n anterior un disen˜o adecuado incide directa-
mente en la capacidad de la metaheur´ıstica empleada para resolver el problema
considerado. Una forma de mitigar el esfuerzo necesario para realizar el disen˜o
correcto es trasladar una parte de dicho esfuerzo hacia la te´cnica metaheur´ıstica
misma. Esto se puede hacer de diferentes formas y afectando a diferentes capas
de la metaheur´ıstica. Quiza´ la manera ma´s intuitiva de hacerlo sea la que involu-
cra a la parametrizacio´n del algoritmo, es decir, a los valores de sus para´metros,
como por ejemplo a las tasas de aplicacio´n de los operadores [85]. En las siguentes
subsecciones se va a abordar en primer lugar el concepto de la auto-adaptacio´n en
general y a continuacio´n se definira´n formalmente las distintas propiedades que
puede tener un sistema para que pueda considerarse auto-adaptado (propiedades
self-?). Finalmente se incluira´ la auto-adaptacio´n en el marco de la EC y de la
MC.
2.5.1. Concepto y Necesidad
El concepto de computacio´n auto´noma se refiere a la capacidad de los siste-
mas de computacio´n para auto-gestionarse43 [182] y busca mejorar estos sistemas
limitando la intervencio´n humana en los mismos. Conforme estos sistemas se han
ido haciendo cada vez ma´s complejos y sofisticados tambie´n ha crecido en la
misma proporcio´n la dificultad para gestionarlos e incluso para parametrizarlos
adecuadamente con el objetivo de resolver un problema particular, lo que ha con-
tribuido en los u´ltimos an˜os a que se incremente el intere´s para que los sistemas
sean capaces de realizar cada vez ma´s operaciones por s´ı mismos sin necesidad
43self-managing
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de recurrir a operadores humanos. As´ı surge el concepto de computacio´n auto´no-
ma [194] (y posteriormente el de propiedades self-?). Adema´s, el intere´s por la
eficiencia a diversos niveles (disen˜o e implementacio´n, gestio´n y explotacio´n) ha
incrementado todav´ıa ma´s el intere´s por los sistemas auto´nomos debido a que
en muchos casos la u´nica v´ıa para conseguir sistemas eficientes es a trave´s de
las propiedades self-? [27]. Realmente las propiedades self-?, aunque identificadas
mediante otros te´rminos, han sido un campo de intere´s para los cient´ıficos y los
ingenieros desde que se disen˜o´ y construyo´ el primer computador.
La situacio´n actual es que los sistemas de computacio´n se han extendido sobre
disciplinas muy diversas dando como resultado una amalgama de sistemas, en
algunos casos incluso con nexos de unio´n muy difusos, lo que hace complicado en
estos casos encontrar el camino para disen˜ar y aplicar estas propiedades self-? a
dichos sistemas. En cualquier caso es un reto complejo pero a la vez fascinante y
supone un aliciente adicional para muchos investigadores que han encontrado en
este campo el punto hacia el que focalizar sus investigaciones.
El te´rmino “auto´nomo” procede del a´mbito de la biolog´ıa, donde tenemos
muestras claras de sistemas que no requieren la atencio´n del individuo para que se
ajusten dina´micamente a cada escenario. Horn en su art´ıculo sobre computacio´n
auto´noma44 [180] compara los sistemas de computacio´n con el cuerpo humano,
el cual tiene mecanismos (el sistema nervioso central) para controlar de forma
auto´noma mu´ltiples funciones sin necesidad de que el individuo tenga que ocu-
parse de ellas conscientemente. Ejemplos concretos los tenemos cuando el cuerpo
ajusta su respiracio´n o los latidos del corazo´n en funcio´n del esfuerzo realizado
o cuando el proceso digestivo tiene lugar, sin necesidad de requerir un control
expl´ıcito de nuestro sistema nervioso. Siguiendo este mismo modelo, la compu-
tacio´n auto´noma, cuyo origen procede de IBM en el an˜o 2001 para describir siste-
mas de computacio´n auto-gestionados [180], intenta intervenir en los sistemas de
computacio´n de forma similar a como sucede en la biolog´ıa. El objetivo final desea-
do es que los sistemas de computacio´n complejos tengan propiedades auto´nomas
(self-?) para realizar tareas de mantenimiento o de optimizacio´n sin necesidad de
recurrir a los administradores de sistemas. En este sentido se han perfilado cua-
tro propiedades fundamentales que deber´ıan tener los sistemas auto-gestionados:
auto-configuracio´n45, auto-optimizacio´n46, auto-curacio´n47 y auto-proteccio´n48. A
este tipo de atributos se les conoce como propiedades self-?. Sobre estas y otras
propiedades trata el resto de la seccio´n.
44autonomic computing
45self-configuration
46self-optimization
47self-healing
48self-protecting
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2.5.2. Formalizacio´n
A pesar del auge creciente por las propiedades self-? existe una gran am-
bigu¨edad en el uso de estos te´rminos. Berns y Ghosh propusieron una nomencla-
tura que permite resolver esta ambigu¨edad formalizando todos estos conceptos
a trave´s de definiciones precisas [41]. En esta seccio´n se pretende utilizar dicho
formalismo para explicar todas estas propiedades. En primer lugar hay que esta-
blecer el marco conceptual sobre el que se van a definir las propiedades self-?.
Definicio´n 23. Se consideran n procesos (n > 1) y un grafo no dirigido G =
(V,E) que representa la topolog´ıa existente entre los n procesos, siendo V el
conjunto de procesos y E las interconexiones entre ellos. Cada proceso pii ∈ V
tiene un conjunto N (pii) ⊆ V de procesos vecinos, es decir, (pii, pij) ∈ E ⇔ pij ∈
N (pii) ∧ pii ∈ N (pij).
Definicio´n 24. Cada proceso pii ejecuta un programa que consiste en un nu´mero
finito de acciones del tipo γ → η, donde γ es un predicado sobre todas las variables
de pii y N (pii) y η es una accio´n que actualiza el estado local θ(pii) de pii.
Definicio´n 25. El estado global Θ se denomina configuracio´n y consiste
en el conjunto de los estados locales de todos los procesos, es decir, Θ =
{θ(pii) | pii ∈ V }.
A partir de las definiciones anteriores se puede definir el concepto de compu-
tacio´n como sigue:
Definicio´n 26. Una computacio´n es una secuencia finita o infinita de estados
globales que satisfacen que si Θ y Θ′ son dos estados consecutivos en una secuencia
dada entonces existe un proceso pii que tiene una accio´n en Θ y la ejecucio´n de
dicha accio´n lleva al proceso al estado Θ′.
El conjunto de todas las posibles acciones se divide en dos subconjuntos: in-
terno y externo. Una accio´n interna es una accio´n del sistema descrita como en
una de las definiciones previas (Definicio´n 24). En cambio una accio´n externa
tiene un sentido ma´s amplio: por un lado es una accio´n causada por un proceso
diferente y por otro puede alterar el entorno R. Se entiende por entorno el con-
junto de para´metros que las acciones internas pueden leer pero no alterar. Las
acciones externas pueden modificar el estado interno de cualquier proceso e inclu-
so provocar fallos, cambiar la configuracio´n global del sistema o incluso cambiar
la topolog´ıa de la red. Sea Υ el conjunto de todas las acciones externas posibles.
La correctitud de un sistema viene caracterizada por sus propiedades de seguri-
dad49 (aquellas que impiden que el sistema se deteriore) y vivacidad50 (aquellas
que eventualmente permiten la ejecucio´n de alguna accio´n, es decir, que permiten
que el sistema progrese) [16]. Las propiedades de seguridad se caracterizan por el
invariante Φ.
49safety
50liveness
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Definicio´n 27. Un sistema se encuentra en una configuracio´n consistente res-
pecto a un entorno dado R cuando su predicado de seguridad correspondiente Φ
se cumple.
Se han definido cuatro tipos de tolerancias en funcio´n de co´mo las acciones
externas influyen en las propiedades de seguridad o vivacidad y co´mo estas se
reestablecen [23]:
enmascarada51: un sistema tiene tolerancia enmascarada con respecto a una
accio´n C cuando esta accio´n no afecta a las propiedades del sistema.
no enmascarada52: a diferencia de la anterior, existe alguna accio´n externa
C ∈ Υ que viola la propiedad de seguridad (pero no la de vivacidad),
pudiendo ser restablecida en algunos casos.
a salvo de fallos53: un sistema esta´ a salvo de fallos con respecto a una accio´n
C ∈ Υ si compromete la propiedad de vivacidad pero no la de seguridad.
degradacio´n elegante54: este caso se da cuando una accio´n externa afecta
a las propiedades de seguridad, pero no a las de vivacidad, y el sistema es
capaz de recuperarse a una configuracio´n que satisface una condicio´n ma´s
de´bil de seguridad Φ′ (Φ ⊂ Φ′), pero que es aceptable para la aplicacio´n.
A continuacio´n se van a definir las diferentes propiedades self-? basadas en el
modelo descrito en los pa´rrafos anteriores.
2.5.2.1. Auto-gestio´n
Se entiende por un sistema con auto-gestio´n cuando el sistema tiene al menos
una propiedad self-? [338], es decir, esta es una propiedad general que puede
considerarse la ra´ız de todas las dema´s. Una definicio´n precisa siguiendo el modelo
descrito es:
Definicio´n 28. Un sistema es auto-gestionado con respecto a un subconjunto
de acciones externas C ⊆ Υ si de forma automa´tica, es decir, sin intervencio´n
humana, mantiene, mejora o restablece la propiedad de seguridad Φ siguiendo la
secuencia de acciones C.
La definicio´n anterior es muy gene´rica debido a que la propiedad de auto-
gestio´n tambie´n lo es. Refinando esta definicio´n se obtienen las definiciones del
resto de propiedades que se van a exponer a continuacio´n.
51masking
52non-masking
53fail-safe
54graceful degradation
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2.5.2.2. Auto-estabilizacio´n
La auto-estabilizacio´n55 fue introducida por Dijkstra [93] y ha sido uno de los
puntos de investigacio´n ma´s activos durante muchos an˜os. Es un tipo de tolerancia
no enmascarada que se refiere a la capacidad de un sistema para recuperarse
esponta´neamente a partir de cualquier configuracio´n inicial.
Definicio´n 29. Para que un sistema sea auto-estabilizado debe cumplir las si-
guientes condiciones:
1. si empezando a partir de una configuracio´n inicial arbitraria se recupera a
una configuracio´n consistente donde el predicado de seguridad Φ se cumple;
2. si permanece en esa configuracio´n a partir de ese momento.
Un ejemplo de problema que cumpla con esta propiedad puede ser un problema
con restricciones, en el que partiendo de una poblacio´n inicial de soluciones que
pueden ser no factibles el algoritmo alcanza una poblacio´n de soluciones factibles
tras un nu´mero determinado de configuraciones, sin generar soluciones no factibles
a partir de ese momento.
2.5.2.3. Auto-curacio´n
Esta propiedad se centra en el mantenimiento y restauracio´n de las propieda-
des de seguridad de un sistema siendo capaz de detectar problemas y corregirlos
[44, 144], por ejemplo, cambiando automa´ticamente a un componente redundante.
Es importante que durante el proceso de correccio´n del problema no se introduz-
can nuevos errores que no exist´ıan antes. La tolerancia a fallos (se tratara´ en un
cap´ıtulo posterior) es un aspecto importante de la auto-curacio´n.
Definicio´n 30. Un sistema se dice que dispone de auto-curacio´n con respecto a
un conjunto de acciones externas C ⊆ Υ si las ocurrencias de las acciones de C
provocan como ma´ximo una violacio´n temporal de la propiedad de seguridad del
sistema Φ.
Un sistema con esta propiedad puede tener una pe´rdida de rendimiento signi-
ficativa cuando se produce un fallo mu´ltiple, ya que el tiempo necesario para que
el sistema se recupere puede llegar a ser en algunos casos elevado, por ello, hay
que elegir cuidadosamente que´ aspectos del sistema se desea que cumplan esta
propiedad. El uso de operadores de reparacio´n de soluciones infactibles puede ser
un claro ejemplo de esta propiedad [70, 247, 248].
55self-stabilization
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2.5.2.4. Auto-organizacio´n
El te´rmino auto-organizacio´n se ha empleado repetidamente en diversas disci-
plinas cient´ıficas. En Ciencias de la Computacio´n hace referencia a una propiedad
self-? con tolerancia de tipo no enmascarada que consiste en la capacidad de un
sistema para mejorarse automa´ticamente de forma que cada proceso tome deci-
siones en funcio´n de s´ı mismo y de sus vecinos ma´s pro´ximos [19].
Definicio´n 31. Un sistema con n procesos es auto-organizado56 si mantiene,
mejora o restaura una o ma´s propiedades de seguridad Φ siguiendo la secuencia
de un conjunto de acciones externas C ⊂ Υ.
Un ejemplo de algoritmo con auto-organizacio´n puede ser aquel que mantiene
en un rango determinado el nivel de diversidad de la poblacio´n (por ejemplo
usando la entrop´ıa de Shannon sobre una medida de distancia definida entre dos
genotipos) empleando para ello operadores en funcio´n de dicha diversidad [260].
2.5.2.5. Auto-proteccio´n
La auto-proteccio´n normalmente esta´ dirigida a mitigar los efectos que pue-
dan tener las acciones externas maliciosas sobre el sistema mediante pol´ıticas de
privacidad o mecanismos de confianza adecuados que aseguren el sistema y sus
datos [18, 109]. Normalmente se trata de una tolerancia de tipo enmascarada.
Definicio´n 32. Un sistema disponde de auto-proteccio´n, si de forma continua
mantiene una propiedad de seguridad Φ en presencia de un subconjunto de accio-
nes externas con intenciones maliciosas C ⊂ Υ.
Esta definicio´n es bastante gene´rica y se solapa incluso con la de auto-gestio´n.
No obstante los predicados involucrados en la auto-proteccio´n son aquellos re-
lacionados con la integridad del sistema y de los datos. Un buen ejemplo de
auto-proteccio´n puede ser la utilizacio´n de me´todos para evitar que un super-
individuo (solucio´n con un fitness mucho mejor que la media) se propague por un
modelo de islas acabando con la diversidad de las poblaciones [250].
2.5.2.6. Auto-optimizacio´n
Un sistema con esta propiedad tiene la capacidad para decidir de forma
auto´noma si es necesario optimizar el uso de los recursos disponibles de forma
proactiva para mejorar el rendimiento global. A diferencia del resto de propie-
dades self-?, la auto-optimizacio´n esta´ relacionada con la funcio´n objetivo como
propiedad del sistema (en vez de con predicados de seguridad del tipo restau-
racio´n o mantenimiento) ya que intenta minimizar (maximizar) esta funcio´n. El
objetivo por lo tanto es mantener el sistema en la configuracio´n o´ptima.
56self-organization
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Definicio´n 33. Un sistema es auto-optimizado si comenzando desde una confi-
guracio´n inicial arbitraria mejora (minimiza o maximiza) el valor de una funcio´n
objetivo predefinida de su estado global.
Una gran parte de la investigacio´n en EAs auto-adaptativos [333] va en esta
l´ınea como se vera´ en el cap´ıtulo siguiente.
2.5.2.7. Auto-configuracio´n
La auto-configuracio´n es una propiedad que permite a un sistema cambiar sus
para´metros de funcionamiento en funcio´n de ciertos objetivos de ma´s alto nivel
sin necesidad de especificarle co´mo debe hacerlo.
Definicio´n 34. Un sistema es auto-configurado con respecto a un conjunto de
acciones C ⊂ Υ si es capaz de cambiar su configuracio´n para restaurar o mejorar
alguna propiedad de seguridad Φ definida sobre el espacio de configuraciones.
En cierto modo la auto-optimizacio´n puede verse como una auto-configuracio´n
dina´mica. Normalmente se trata de tolerancia de tipo no enmascarada.
2.5.2.8. Auto-escalado
El auto-escalado57 es una propiedad involucrada en la capacidad de un sistema
para responder eficientemente ante taman˜os del problema diferentes y tambie´n
hace referencia a aquellos sistemas que son capaces de cambiar su taman˜o de
forma dina´mica [236, 373].
Definicio´n 35. Un sistema es auto-escalado58 con respecto a un conjunto de
acciones externas que afectan a sus para´metros de escala C ⊂ Υ si mantiene o
mejora una propiedad del sistema Φ durante la ocurrencia de estas acciones.
En este caso, un ejemplo claro puede ser un algoritmo que sea capaz dina´mica-
mente de cambiar el taman˜o de la poblacio´n en funcio´n de algu´n criterio [120, 121]
(se pueden introducir nuevos individuos cuando la diversidad ha llegado a un cier-
to nivel o cuando las tasas de mejora de los operadores –fitness de la descendencia
con respecto al fitness de los padres– se han estancado).
2.5.2.9. Auto-inmunidad
La auto-inmunidad59 es una propiedad relativamente nueva y poco estudiada
[41] cuyo objetivo es dotar a los sistemas de cierto nivel de aprendizaje que les
permita tomar decisiones adecuadas en funcio´n de cada escenario posible en vez
de tomar estas decisiones de forma estad´ıstica. El hecho de disponer de un siste-
ma con aprendizaje permite mitigar la sobrecarga que generan en ocasiones los
57self-scaling
58self-scaling
59self-immunity
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mecanismos de tolerancia a fallos guiados exclusivamente por te´cnicas estad´ısti-
cas.
Definicio´n 36. Un sistema es auto-inmune con respecto a un conjunto de accio-
nes externas C ⊆ Υ si
1. restaura los predicados de seguridad a partir de las acciones de C.
2. los predicados de seguridad no son puestos en peligro a pesar de que existan
acciones maliciosas en C.
Un ejemplo de esta propiedad se encuentra en [352], donde se estudia co´mo
un EA distribuido es capaz de recuperarse ante actos maliciosos a trave´s de
mecanismos de tolerancia a fallos.
2.5.2.10. Auto-contencio´n
La auto-contencio´n60 es una caracter´ıstica que poseen aquellos sistemas que
son capaces de limitar el impacto de acciones maliciosas a un nu´mero reducido
de los procesos existentes.
Definicio´n 37. Un sistema es auto-contenido si acciones externas maliciosas
C ⊆ Υ ponen en peligro tan solo una fraccio´n de los procesos de un sistema
distribuido.
Un ejemplo de auto-contencio´n lo podemos encontrar en una red cuando uno
de los nodos ha sido atacado por algu´n proceso externo malicioso; en este caso, si
los dema´s nodos son capaces de detectarlo podr´ıan desconectarlo de la red para
que el resto de nodos no se vean afectados.
2.5.3. Propiedades Self-? en Computacio´n Evolutiva y
Meme´tica
Uno de los principales retos de la EC y de la MC es decidir la parametrizacio´n
adecuada para cada algoritmo y problema, ya que esta cuestio´n tiene un impacto
considerable en el rendimiento posterior de las metaheur´ısticas en general y de los
EAs y MAs en particular. Ya en los inicios de la EC, Schwefel propuso usar los
principios de la auto-adaptacio´n61 [326] para ajustar los para´metros de control de
los EAs de forma automa´tica y durante el proceso mismo de optimizacio´n. Esto
supone una diferencia importante con respecto al mecanismo ma´s tradicional
de ajustar los para´metros de forma predeterminada o de cambiarlos siguiendo
criterios fijos y planificados de antemano, ya que en este caso dichos para´metros de
control del algoritmo forman parte del propio proceso evolutivo (incluso podr´ıan
60self-containment
61self-adaptation
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formar parte de la codificacio´n de las soluciones), es decir, pueden evolucionar
junto con el resto de caracter´ısticas de los individuos [42].
La configuracio´n de los para´metros se puede realizar de dos formas diferentes,
bien de forma esta´tica, es decir, ajustando estos para´metros sobre ejecuciones
previas del algoritmo y posteriormente lanzando el algoritmo con los para´metros
definitivos –para ello se podr´ıan utilizar los denominados Algoritmos Gene´ticos
Virtuales62, los cuales consisten en simulaciones de GAs reales en las que se ha
eliminado la carga del ca´lculo de la funcio´n de fitness y de aplicacio´n de los opera-
dores sustituye´ndolos por operaciones virtuales basadas en un modelo estad´ıstico
previamente construido [164, 266–268]–, o bien de forma dina´mica, esto es, el
algoritmo comienza su ejecucio´n con un conjunto determinado de para´metros y
durante su ejecucio´n los va modificando de alguna manera. La forma esta´tica se
ha denominado habitualmente en la literatura cient´ıfica como “ajuste de para´me-
tros”63, mientras que la segunda se suele denominar “control de para´metros”64.
El ajuste de para´metros se realiza de forma experimental con diferentes valores
para cada para´metro, seleccionando aquellos que conducen al algoritmo a mejo-
res resultados. Evidentemente, cuanto mayor sea el conjunto de para´metros ma´s
complejo es este tipo de bu´squeda de los para´metros adecuados y adema´s el con-
sumo de tiempo para realizarlo puede crecer de forma exponencial. Algunas de
las desventajas de hacerlo de esta forma se enumeran a continuacio´n:
Los para´metros no son independientes, por lo que realizar este proceso de
forma sistema´tica puede ser algo pra´cticamente imposible.
Los EAs son te´cnicas estoca´sticas y por lo tanto, para establecer diferencias
estad´ısticamente significativas hay que ejecutar mu´ltiples pruebas de cada
combinacio´n de para´metros.
El consumo de tiempo puede ser muy elevado, sobre todo conforme crece la
cardinalidad del conjunto de para´metros.
No es posible asegurar que para un problema considerado los valores de los
para´metros elegidos sean realmente los o´ptimos.
Por otro lado, el ajuste dina´mico de los para´metros (control de para´metros)
de un EA o de un MA en general puede considerarse una propiedad del tipo
auto-configuracio´n –aunque realmente todos los EAs y los MAs que implementan
propiedades self-? tienen como objetivo u´ltimo la auto-optimizacio´n– y puede
realizarse segu´n diversas estrategias, las cuales se pueden clasificar de acuerdo a
Angeline y Hinterding [21, 173] de la siguiente manera:
Control de para´metros determinista: existe una estrategia planificada y pre-
definida con los cambios en los para´metros que se van a realizar durante la
ejecucio´n del EA.
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Figura 2.6: Resumen de te´cnicas para configurar los para´metros en un EA y en
un MA.
Control de para´metros adaptativo: se dispone de un mecanismo retroalimen-
tado que en tiempo de ejecucio´n permite ajustar los para´metros de control
en funcio´n de si se producen mejoras o no en la funcio´n objetivo.
Control de para´metros auto-adaptativo: los valores de los para´metros de
control evolucionan junto con las caracter´ısticas de los individuos aplicando
operadores evolutivos espec´ıficos para ello, es decir, se aprovecha el pro-
ceso competitivo propio de los EAs para determinar si los cambios en los
para´metros provocan efectos beneficiosos o no en el fitness de los individuos
de la poblacio´n.
En la Figura 2.6 se puede ver un resumen con las principales te´cnicas para
configurar los para´metros de un EA o un MA. A partir de la clasificacio´n anterior,
se puede distinguir entre dos tipos diferentes de auto-adaptacio´n en funcio´n del
tipo de evidencias encontradas para realizar cambios en los para´metros:
Evidencias absolutas : cuando una regla modifica el valor de un para´metro
en funcio´n de la ocurrencia de un evento predefinido (este evento se dispara
en funcio´n de criterios basados en el estado de la bu´squeda, a diferencia
del control de para´metros determinista donde el evento lo desencadena un
evento determinista, como por ejemplo el tiempo o las generaciones trans-
curridas).
Evidencias relativas : la modificacio´n en los para´metros depende de otras
variables, como por ejemplo el fitness de la descendencia.
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Algunas de las caracter´ısticas que debe exhibir un EA para considerarse auto-
adaptativo se pueden resumir en las siguientes:
El algoritmo debe disponer de un control automa´tico de sus operadores y de
los para´metros involucrados en ellos, de forma que el proceso evolutivo los
haga evolucionar junto con las soluciones. Esto implica que cada individuo
debe codificar sus propios para´metros.
Debe haber un conjunto de para´metros codificados en cada individuo para
que la evolucio´n disponga de la suficiente diversidad y la auto-adaptacio´n
sea verdaderamente efectiva.
Para que el proceso evolutivo sea satisfactorio debe poder establecerse una
relacio´n entre los para´metros codificados y los cambios producidos en la
codificacio´n del problema, al igual que entre las acciones de un operador
y los posteriores cambios en el fitness de la solucio´n codificada o entre el
fitness de un individuo y la seleccio´n previamente ejecutada.
La auto-adaptacio´n como se ha visto anteriormente puede centrarse en mu´lti-
ples para´metros del algoritmo, tanto en para´metros generales de control global
como en para´metros particulares involucrados en aspectos concretos del mismo.
Esto u´ltimo puede resumirse principalmente en dos aspectos de un MA:
Mutacio´n y recombinacio´n: se puede realizar un ajuste dina´mico o auto-
adaptativo de los para´metros involucrados en la mutacio´n y en la recom-
binacio´n. Algunos para´metros que se pueden auto-ajustar son las proba-
bilidades de mutacio´n y recombinacio´n o el tipo de operador aplicado en
cada caso. Si el algoritmo tiene la capacidad de modificar en tiempo de
ejecucio´n estos para´metros se incrementa la probabilidad de que haya un
cambio en la regio´n de exploracio´n dentro del espacio de bu´squeda lo que
en muchas ocasiones puede beneficiar al propio algoritmo en te´rminos de
eficiencia a trave´s de un incremento de la diversidad. Esto es particular-
mente importante en el caso de las ESs [324, 325]. En ellas el operador de
mutacio´n esta´ basado en una distribucio´n Gaussiana, la cual requiere dos
para´metros: la media (µ) y la desviacio´n esta´ndar (σ), aunque en la pra´ctica
µ = 0 por lo que solo es necesaria la desviacio´n esta´ndar. La mutacio´n se
aplica a cada componente del vector ~x de forma independiente produciendo
x′i = xi +N(0, σ), donde N(0, σ) es un nu´mero aleatorio obtenido a trave´s
de la distribucio´n Gaussiana con media cero y desviacio´n esta´ndar σ. El
valor de σ se denomina habitualmente como “taman˜o del paso”. La base
de la auto-adaptacio´n en las ESs es que el taman˜o del paso esta´ incluido en
los cromosomas y por lo tanto esta´ impl´ıcitamente sometido a los procesos
de seleccio´n y variacio´n, lo que tiene como consecuencia que el taman˜o del
paso var´ıe durante la ejecucio´n del algoritmo y es el proceso evolutivo en s´ı
mismo el que ajustara´ este valor adecuadamente a cada momento y cada in-
dividuo. Estos me´todos de mutacio´n y recombinacio´n se pueden considerar
como auto-optimizacio´n.
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Bu´squeda local : en el caso de los MAs existe al menos una operacio´n adi-
cional de bu´squeda local y por lo tanto, los para´metros relacionados con
ella son tambie´n apropiados para incorporarlos al proceso general de auto-
adaptacio´n (en este caso tambie´n podr´ıa hablarse de auto-optimizacio´n),
incluso pudiendo cambiar el me´todo de bu´squeda local en funcio´n de deter-
minados criterios, es decir, se puede disponer de un conjunto de operadores
de bu´squeda local de forma que el MA puede elegir cua´l utilizar en ca-
da momento o por cada individuo. Una eleccio´n adecuada del operador de
bu´squeda local es decisiva en la eficiencia del MA. Por ello, numerosos auto-
res han investigado co´mo introducir mecanismos para poder elegir de forma
dina´mica entre un nu´mero determinado de operadores de bu´squeda local.
Algunos ejemplos de ello los tenemos en los MMAs [200, 205], el modelo
COMA de Smith [330, 331], los MAs meta-lamarckianos de Ong y Keane
[284] o las hiperheur´ısticas [48, 49, 80, 191]. Otro modelo interesante es el
de la auto-generacio´n de estrategias de bu´squeda local de Krasnogor y Gus-
tafson que utiliza una grama´tica para determinar por ejemplo cua´ndo tiene
lugar la bu´squeda local [201, 204].
Como se menciono´ anteriormente, una gran parte de la literatura de este
campo esta´ enfocada hacia la auto-adaptacio´n en los operadores de variacio´n,
e.g. [116, 117]. Sin embargo, existen otros factores igualmente importantes para
el rendimiento de un EA, como el proceso de seleccio´n, que no se han estudiado
con tanta frecuencia. S´ı cabe mencionar el trabajo de Fernandes y Rosa [118] en
el que en vez de emplear un proceso de seleccio´n aleatorio lo hacen en funcio´n de
la semejanza entre los progenitores, definiendo para ello una medida de distancia
entre genotipos o fenotipos que se utiliza para decidir los individuos que formara´n
parte del proceso de recombinacio´n. Por su parte, Eiben et al. [105] analizaron
la influencia del taman˜o de la poblacio´n sobre el rendimiento del EA pero am-
plia´ndolo al proceso de seleccio´n tambie´n. Un EA capaz de adaptar el taman˜o de
su poblacio´n cumple la propiedad de auto-escalado. En esta l´ınea se han intro-
ducido mecanismos de auto-adaptacio´n para intentar mitigar los efectos de una
eleccio´n inicial inadecuada del taman˜o de la poblacio´n. Se ha estudiado el efecto
que tienen los cambios del taman˜o de poblacio´n en GP utilizando el concepto
de plaga (una analog´ıa de la presencia de individuos enfermos o infectados, que
a efectos computacionales se implementa eliminando un determinado nu´mero de
individuos de la poblacio´n de forma perio´dica –cada cierto nu´mero de generacio-
nes) como mecanismo de auto-adaptacio´n del algoritmo [120, 121]. Aunque las
plagas tienen connotaciones negativas en biolog´ıa en el a´mbito de la computacio´n
pueden ser un elemento que incremente la eficiencia en el uso de los recursos
computacionales a la vez que afecta a la tasa de supervivencia de los individuos
de la poblacio´n. Estos algoritmos cumplen la propiedad de auto-configuracio´n.
Por otra parte, la auto-adaptacio´n se puede ampliar a otros modelos de EAs
como los EAs celulares, los distribuidos o aquellos que definen una topolog´ıa
dina´mica. En cuanto a los EAs celulares se ha estudiado la auto-adaptacio´n de la
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topolog´ıa de conexio´n a trave´s de la definicio´n de regiones de vecindad de forma
tal que los individuos solo pueden interactuar con sus vecinos [7]. Alterando tanto
la forma de la topolog´ıa como el vecindario se pueden generar mu´ltiples variantes
en el proceso de bu´squeda. Para ello se define una relacio´n (ratio) entre la forma
de la topolog´ıa y del vecindario y se analiza la influencia de este ratio en la
compensacio´n entre explotacio´n y exploracio´n durante la ejecucio´n del algoritmo.
Con respecto a las estructuras de poblacio´n dina´micas, estas han tenido un
intere´s notable para la comunidad cient´ıfica en los u´ltimos tiempos con propuestas
que caracterizaban la auto-organizacio´n a trave´s de la definicio´n del concepto de
localidad y restringiendo las posibles interacciones entre individuos en funcio´n
de dicha localidad con el objetivo u´ltimo de mantener la diversidad [361]. Un
modelo especialmente interesante es el definido por Fernandes et al., que combina
ideas de la PSO y de los auto´matas celulares con memoria a corto plazo [119].
Para ello utiliza un tipo de comunicacio´n indirecta entre los individuos de forma
que las acciones aisladas de uno de ellos pueden influir en otros o incluso en
el conjunto de la poblacio´n65. Esta comunicacio´n esta´ basada en unas sencillas
reglas de movimiento en una cuadr´ıcula 2D que acaban formando clusters auto-
organizados de part´ıculas [114]. Una caracter´ıstica de estos clusters es que son
capaces de evolucionar por s´ı mismos y cambiar su forma, lo que indica que existe
algu´n tipo de orden dina´mico. Este modelo fue posteriormente extendido a otras
metaheur´ısticas como los EAs [113, 115] y los MMAs [280].
Las topolog´ıas dina´micas tambie´n se han estudiado desde el punto de vista de
los sistemas descentralizados [253] donde un conjunto de agentes reconfigurables
con respecto al conjunto de recursos disponibles son capaces de adaptarse sobre
la marcha o incluso agruparse para formar equipos con agentes complementarios
entre s´ı con el objetivo u´ltimo de mejorar el rendimiento final del algoritmo. El
uso de topolog´ıas dina´micas cumple la propiedad de auto-organizacio´n.
En EAs distribuidos tambie´n es de un intere´s considerable el estudio sobre
la escalabilidad (y co´mo afectan al rendimiento del algoritmo estos cambios) y
la topolog´ıa de la red de interconexio´n, por lo que se han analizado los efectos
que causan las comunicaciones entre los nodos cuando el algoritmo se escala.
En redes P2P se ha estudiado mediante la definicio´n de un EA con estructura
espacial consistente en una poblacio´n de agentes evolutivos [215] o directamente
analizando diferentes topolog´ıas sobre algoritmos con distinto nu´mero de nodos
con procesos migratorios definidos entre ellos [213]. En algoritmos distribuidos en
los que se introduzca tolerancia a fallos [227, 228, 321] se cumplen las propiedades
de auto-curacio´n y auto-proteccio´n.
En la siguiente seccio´n se va a profundizar en los conceptos involucrados en
la computacio´n paralela, ya que en la actualidad gran parte de la investigacio´n
en el a´mbito de la EC se ha enfocado hacia los EAs en entornos paralelos.
65stigmergy
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2.6. Computacio´n Paralela
La computacio´n paralela es un modelo de computacio´n que permite reducir
el tiempo de ejecucio´n de numerosas aplicaciones aprovechando la disponibilidad
de una coleccio´n de dispositivos de co´mputo. Durante los u´ltimos an˜os ha surgido
un nu´mero considerable de arquitecturas de computacio´n paralela, las cuales ya
no se aplican exclusivamente a grandes computadores como en los primeros an˜os
de estas, sino a una mir´ıada de productos, tales como ordenadores personales,
porta´tiles, notebooks o incluso tabletas y tele´fonos mo´viles66 que disponen de
varios procesadores para ejecutar sus sistemas operativos y aplicaciones. Tambie´n
las Unidades de Procesamiento Gra´fico (GPUs)67 han sido uno de los focos de
estudio para la aplicacio´n de las arquitecturas paralelas, debido sobre todo a
una demanda creciente de aplicaciones gra´ficas de alto rendimiento. Por u´ltimo,
las soluciones comerciales en el campo de las Tecnolog´ıas de la Informacio´n a
menudo requieren el uso de clusters con cientos o miles de Unidades Centrales de
Proceso (CPUs)68, as´ı como u´ltimamente la computacio´n en la nube69, de la que
se hablara´ posteriormente y que proporciona un medio econo´micamente asequible
de computacio´n con grandes ganancias de rendimiento.
Las arquitecturas paralelas tradicionales constaban de un conjunto de elemen-
tos con caracter´ısticas similares, lo que se ha denominado habitualmente como
arquitecturas homoge´neas. Sin embargo, en los u´ltimos an˜os y debido fundamen-
talmente a las necesidades tanto cient´ıficas como de la industria, estos sistemas
homoge´neos se han ido ampliando de forma progresiva introduciendo nuevos ele-
mentos (procesadores, memorias, dispositivos de red, etc.) diferentes de los ante-
riores dando lugar a arquitecturas hetero´geneas.
Lo anterior es aplicable en lo relativo al hardware, pero a nivel algor´ıtmico
tambie´n ha habido una evolucio´n. Es bien sabido que el rendimiento es ma´s
sensible a un buen disen˜o del software que al propio hardware. Por ello, se ha
hecho necesario el disen˜o y desarrollo de nuevos algoritmos que sean capaces de
ejecutarse eficientemente en arquitecturas paralelas y los algoritmos evolutivos
son un buen ejemplo de ello.
En las siguientes secciones se introducira´n en primer lugar las arquitecturas
paralelas, se discutira´n posteriormente algunas ventajas de estas arquitecturas y
se finalizara´ explicando algunos modelos evolutivos paralelos y algunos me´todos
para medir el rendimiento de los algoritmos paralelos.
2.6.1. Arquitecturas de Computacio´n Paralela
La arquitectura de computadores usada tradicionalmente estaba basada en
el conocido modelo ideado por Eckert y Mauchly y descrito por John von Neu-
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mann [353], que consiste en una CPU y memoria donde se ejecuta una u´nica
secuencia de instrucciones almacenada en dicha memoria. Esto hace que la limi-
tacio´n de rendimiento venga impuesta por dos factores: por un lado la velocidad
a la que se pueden procesar las intrucciones y por otro el rendimiento en cuan-
to al intercambio de informacio´n entre la CPU y la memoria. Desde el primer
computador que se construyo´ siguiendo estas ideas en 1947 (el EDVAC70) hasta
nuestros d´ıas tanto la Ingenier´ıa Informa´tica en general como las Ciencias de la
Computacio´n en particular han progresado enormemente. Hoy en d´ıa es necesa-
rio recurrir a aplicaciones que requieren manejar gran cantidad de informacio´n
(datos) y realizar numerosas operaciones costosas en tiempo real (instrucciones).
Desafortunadamente, a partir de cierta escala en el taman˜o de la tarea no existen
procesadores capaces de resolver estas cuestiones en un tiempo razonable. Con
respecto a esto u´ltimo, los problemas y la informacio´n que utilizan esta´ llegando
a ser cada vez ma´s y ma´s compleja. En este sentido se introdujo el te´rmino Big
Data [25, 335] –muy de moda hoy en d´ıa– que hace referencia al uso de gran
cantidad de datos y que requiere por lo tanto un gran poder de computacio´n
para procesarlos adecuadamente. Todo esto implica que es necesario buscar un
nuevo modelo de computacio´n. Al margen de disen˜ar procesadores ma´s ra´pidos,
la alternativa ma´s razonable es idear una arquitectura que permita unir de alguna
manera diferentes procesadores para que cooperen entre s´ı para poder resolver
un determinado problema en un tiempo menor al utilizado en caso de usar un
u´nico procesador secuencial. En este caso el problema considerado se divide en
subproblemas cuya resolucio´n se planifica en los diferentes procesadores dispo-
nibles. Evidentemente es necesario establecer mecanismos de comunicacio´n entre
los diferentes procesadores para que cada uno de los resultados parciales puedan
agruparse y obtener el resultado total correspondiente al problema completo. Este
paradigma se denomina “computacio´n paralela” [2, 179, 209, 366].
Los sistemas de computacio´n paralela se han clasificado en funcio´n de innume-
rables criterios aunque quiza´ uno de los ma´s utilizados es la tradicional taxonomı´a
de Flynn [123] en funcio´n del flujo de datos y de las instrucciones, tal y como se
muestra a continuacio´n:
SISD71. Corresponde al caso secuencial ya que se dispone de un u´nico flujo
de instrucciones y un u´nico conjunto de datos.
SIMD72. Hay un u´nico flujo de instrucciones pero se opera simulta´neamente
sobre varios conjuntos de datos.
MISD73. Se ejecutan varios flujos de instrucciones al mismo tiempo pero
todos gestionan el mismo conjunto de datos.
70Electronic Discrete Variable Automatic Calculator
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MIMD74. Existen mu´ltiples flujos de instrucciones operando a la vez so-
bre mu´ltiples conjuntos de datos. Es el caso ma´s habitual donde muchos
procesadores disponen cada uno de su propia memoria.
En las implementaciones pra´cticas estos modelos no se siguen de manera exac-
ta, por ejemplo, en los procesadores secuenciales tradicionales (SISD) los datos se
agrupan para poder ser accesibles simulta´neamente (introduciendo un paralelis-
mo impl´ıcito) o mediante segmentacio´n de memoria, dividiendo la ejecucio´n de las
instrucciones en diferentes etapas (unidades funcionales), etc. Las arquitecturas
MISD tradicionales (multiprocesadores de memoria compartida [346]) fueron las
ma´s utilizadas durante la de´cada de 1980 y principios de la de 1990. Sin embar-
go, fueron las arquitecturas MIMD (multicomputadores con memoria distribuida
[304]) las que lideraron la computacio´n paralela durante los an˜os 90, inicialmente
mediante estaciones de trabajo75 conectadas en red. A partir de entonces fue-
ron surgiendo mu´ltiples arquitecturas diferentes de computacio´n paralela, como
los circuitos programables (e.g. las FPGAs76), los computadores multiprocesador
(e.g. los computadores multinu´cleo o las GPUs) y las plataformas de computacio´n
distribuida que disponen de unidades de co´mputo separadas f´ısicamente (e.g. los
clusters de computadores o los entornos de computacio´n en grid77 y computacio´n
en la nube). Todo esto ha hecho que en la actualidad la clasificacio´n de Flynn se
haya extendido a otros sistemas paralelos como los que se han desarrollado du-
rante estos u´ltimos an˜os. Hoy en d´ıa se pueden colocar varios procesadores en un
mismo chip lo que ha dado lugar a los sistemas multinu´cleo, los cuales esta´n dis-
ponibles desde hace bastantes an˜os incluso en los ordenadores dome´sticos (PCs).
Estos sistemas son de memoria compartida y se programan utilizando threads78.
En algunos casos especiales, sobre todo en la industria, se utilizan sistemas em-
potrados, los cuales se pueden definir como sistemas de computacio´n que realizan
una tarea concreta y normalmente sencilla de forma repetitiva y que proporcio-
nan una respuesta en tiempo real, por lo que habitualmente se disen˜an con varios
procesadores. Por otro lado la computacio´n en paralelo puede implementarse de
muy diversas maneras, a continuacio´n se muestran algunos factores que se pueden
tener en cuenta:
El mecanismo de comunicacio´n entre los diferentes procesadores: normal-
mente suele ser o bien a trave´s de memoria compartida, es decir, todos los
procesadores comparten la misma memoria f´ısica o bien mediante memoria
distribuida, cuando cada procesador tiene su propia memoria independien-
te.
74Multiple Instruction Multiple Data
75workstations
76Field Programmable Gate Arrays
77Grid Computing
78hilos o hebras en castellano; son las unidades de procesamiento mı´nimas que se pueden
planificar en un sistema operativo
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Figura 2.7: Mapa Conceptual de los Sistemas de Computacio´n.
La red de interconexio´n: la forma en la que se distribuye la red (topolog´ıa
de red). Algunos ejemplos son en a´rbol, estrella, malla, etc.
Si cada procesador ejecuta el mismo algoritmo o no.
Si la comunicacio´n entre los procesadores se realiza de forma s´ıncrona o
as´ıncrona.
Todos estos elementos hardware combinados con sistemas software diferentes
(sistemas operativos, lenguajes y compiladores, etc.) ha hecho que surja un nuevo
concepto denominado virtualizacio´n, que se define como la ejecucio´n simulada en
un sistema de computacio´n de un conjunto de tareas disen˜adas para realizarlas
en otro con caracter´ısticas diferentes. La virtualizacio´n introduce una capa en-
tre el hardware y el sistema operativo que permite que un mismo usuario pueda
utilizar diferentes sistemas operativos a la vez sobre un mismo computador y tam-
bie´n permite que mu´ltiples usuarios utilicen ma´quinas virtuales (simulaciones del
comportamiento de un sistema operativo). La virtualizacio´n tambie´n ayuda a una
mejor utilizacio´n de los recursos disponibles, ya que normalmente los centros de
datos tienen una baja utilizacio´n de sus dispositivos de procesamiento y almace-
namiento y la virtualizacio´n puede mejorar significativamente el aprovechamiento
de sus recursos.
Como se ha visto existe en la actualidad una amalgama de arquitecturas y sis-
temas con caracter´ısticas muy dispares (ve´ase mapa conceptual en la Figura 2.7).
De todas ellas son las de computacio´n distribuida las que han ido adquiriendo un
peso mayor en el a´mbito cient´ıfico. Estas arquitecturas surgieron originalmente a
partir de la incorporacio´n de sucesivos computadores (y dispositivos en general)
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Figura 2.8: Esquemas de diversas arquitecturas de red.
a conjuntos previamente existentes hasta llegar a formar plataformas con cien-
tos o miles de computadores y otros recursos computacionales (almacenamien-
to, procesamiento gra´fico, dispositivos de E/S, etc.) proporcionando la potencia
computacional necesaria para resolver problemas complejos en mu´ltiples a´reas de
conocimiento.
Los sistemas de computacio´n paralela se pueden clasificar en funcio´n de mu´lti-
ples criterios. Si atendemos a la arquitectura f´ısica subyacente, los clusters se
componen de mu´ltiples computadores independientes conectados a trave´s de una
Red de A´rea Local (LAN)79 y tienen la capacidad de trabajar de forma coopera-
tiva como si fuesen un u´nico sistema [40, 221]. Adema´s, desde el punto de vista
del coste son una alternativa ma´s econo´mica a los sistemas multiprocesador o
multicomputador. En la Figura 2.8 (a) se muestra un esquema t´ıpico de una red
de a´rea local. Debido a su buena relacio´n rendimiento/coste los clusters esta´n
79Local Area Network
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afianzando su posicio´n como sistemas de computacio´n de alto rendimiento80. Los
clusters pueden estar compuestos por hardware similar en cuyo caso se trata de
clusters homoge´neos o por elementos diferentes, ya que una de sus grandes ven-
tajas es que se pueden ir ampliando bajo demanda, lo que ocasiona tambie´n que
las sucesivas incorporaciones de computadores (elementos de red, memoria, pro-
cesadores, sistemas de almacenamiento, etc.) sean diferentes a las ya existentes
(denomina´ndose entonces clusters heteroge´neos [223, 294]). En cualquier caso la
ventaja fundamental que los diferencia de los sistemas paralelos analizados hasta
ahora es su capacidad para incorporar nuevos elementos conforme va siendo ne-
cesario (o eliminarlos si ya han dejado de ser u´tiles, por ejemplo, si durante un
pico de carga se ha necesitado incorporar nuevos computadores y cuando finaliza
este procesamiento han dejado de ser necesarios se pueden eliminar del cluster y
dedicar a otros procesamientos). Por su parte, la computacio´n en grid hace uso
de un conjunto de recursos de computacio´n distribuidos conectados a trave´s de
una red y localizados en diferentes lugares geogra´ficos ofreciendo un punto de
acceso comu´n a todos ellos. Otra caracter´ıstica t´ıpica de los sistemas de tipo grid
es que esta´n basados en la interconexio´n de grupos organizados, unidos entre s´ı
por redes ma´s o menos fiables [40, 221, 372].
Si consideramos el modelo de computacio´n, este puede ser bien centralizado o
descentralizado. Entre los primeros es caracter´ıstico el modelo Maestro-esclavo81
que se refiere a una arquitectura en la que un nodo central denominado maestro
inicia y controla una sesio´n con uno o ma´s nodos dependientes del maestro deno-
minados esclavos [15, 32, 39]. Inicialmente se disen˜o´ para redes de computadores
mainframe donde el mainframe era el computador maestro y los terminales desde
donde se conectaban los usuarios eran los esclavos, aunque en general esto u´ltimo
no se cumple siempre hoy en d´ıa, ya que los esclavos pueden ser procesadores
especializados para ciertas tareas (e.g. co´mputos matema´ticos). En la Figura 2.9
se muestra un esquema de un modelo t´ıpico maestro-esclavo. La Computacio´n
Peer-to-Peer (P2P)82 es un ejemplo de modelo descentralizado. Se trata de un
paradigma de computacio´n distribuida en el que la carga de trabajo se reparte en-
tre los nodos (pares) disponibles, los cuales se consideran iguales (con los mismos
privilegios), es decir, no existe ningu´n tipo de control central ni de estructura
jera´rquica [251, 372] (ver Figura 2.8 (b)). Cada nodo a su vez ofrece sus pro-
pios recursos al resto de nodos de forma descentralizada. Los nodos que forman
parte de un sistema P2P se conectan entre s´ı mediante redes IP formando una
red virtual a nivel de aplicacio´n denominada overlay que se utiliza para enrutar
los mensajes entre los nodos. Los sistemas P2P se implementan a partir de un
gran nu´mero de usuarios no fiables con roles similares que se unen entre s´ı por
conexiones tambie´n no fiables y que son capaces de ofrecer ciertas caracter´ısticas
como escalabilidad, resistencia a fallos, almacenamiento o anonimato.
Adema´s de la clasificacio´n anterior, segu´n el origen y uso de los recursos
80High Performance Computing
81master-slave
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de computacio´n existen los denominados sistemas de computacio´n voluntaria, la
Computacio´n en la Web83, la Computacio´n en la Nube o la Computacio´n Para´si-
ta84, por citar solo algunos ejemplos. Los primeros son sistemas en los que los
computadores se ponen a disposicio´n de otros usuarios ofrecie´ndoles sus recursos
computacionales para realizar tareas ma´s complejas [320]. Un ejemplo conocido
es el proyecto SETI85, en el que trabajan computadores de todo el mundo para
buscar vida extraterrestre. En este caso, SETI sigue un modelo maestro-esclavo
aunque tambie´n son posibles los modelos P2P. Por otro lado en la computacio´n
en la web [127, 132], cuya concepcio´n es mucho ma´s reciente, la propia red se ve
como un recurso computacional de manera que se pueden utilizar los navegado-
res86 para realizar tareas de computacio´n [242]. De forma similar, la computacio´n
en la nube es un modelo de computacio´n paralela en la que recursos de cualquier
tipo (computacio´n, software, almacenamiento, etc.) se distribuyen por toda la red
y por cualquier localizacio´n sin que el usuario sepa do´nde esta´n ni que´ recurso
exacto esta´ utilizando en cada momento (ver Figura 2.8 (c)). Otra caracter´ıstica
fundamental de estos sistemas es que los recursos se utilizan bajo demanda, es
decir, se adquieren (compran o alquilan) conforme se necesitan y se liberan cuan-
do han dejado de ser necesarios. La virtualizacio´n es la base de la tecnolog´ıa en
la nube, ya que usando virtualizacio´n los usuarios pueden acceder a servidores o
a sistemas de almacenamiento sin conocer los detalles del servidor al que se esta´n
conectando o la localizacio´n f´ısica exacta de sus datos. La capa de virtualizacio´n
permite al usuario solicitar los recursos computacionales que necesite accediendo
a los recursos concretos de forma transparente para el usuario. La computacio´n
en la web y la computacio´n en la nube se complementan mutuamente, ya que
a menudo permiten reducir la carga computacional del lado del servidor. Por
u´ltimo, la computacio´n para´sita es un paradigma de programacio´n a trave´s del
cual una aplicacio´n es capaz de completar parte de su carga de trabajo explotan-
do otras aplicaciones [35]. Normalmente el trabajo delegado consiste en costosas
operaciones (ca´lculos complejos) y la interaccio´n entre las aplicaciones se realiza
de manera no consentida.
Finalmente todos estos nuevos modelos de computacio´n han dado lugar a lo
que se ha denominado como Computacio´n Ubicua, es decir, la posibilidad de que
la computacio´n se realice desde cualquier lugar y con cualquier dispositivo.
2.6.2. Computacio´n Distribuida y Algoritmos Bioinspira-
dos
El objetivo fundamental de la computacio´n distribuida es reducir el tiempo
de ejecucio´n de un algoritmo mediante la utilizacio´n simulta´nea de mu´ltiples re-
cursos computacionales. En general ejecutar un ciclo completo de un EA para un
83Browser-based Computing
84Parasitic Computing
85SETI@home (http://setiathome.ssl.berkeley.edu)
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problema no trivial, cuando los individuos son complejos o el taman˜o de la po-
blacio´n es grande requiere una capacidad computacional elevada, principalmente
porque la evaluacio´n de la funcio´n objetivo suele ser una operacio´n costosa. La
gran ventaja de los EAs es que el paralelismo en ellos esta´ incluido en su propio
comportamiento, ya que al tratarse con poblaciones cada individuo puede gestio-
narse como una unidad independiente. Esto proporciona a los EAs una naturaleza
intr´ınsecamente paralela aunque inicialmente no fueran concebidos con esta idea
latente. Debido a estas caracter´ısticas el rendimiento de los algoritmos basados
en poblaciones mejora notablemente cuando se ejecutan en paralelo [4, 12, 237].
Por ello muchos investigadores han abordado el paralelismo impl´ıcito de los EAs
ya desde la de´cada de 1980, como Grefenstette mediante implementaciones de
GAs paralelos [163] o Grosso que introduce un modelo con mu´ltiples poblaciones
[165]. Ve´ase [12, 344] para revisiones generales del a´rea.
Con respecto a la medida del paralelismo [158, 190], se ha hablado en ocasiones
del grado de paralelismo de un algoritmo, esto es, el nu´mero de operaciones que
pueden realizarse en paralelo (esto no depende tanto del nu´mero de procesadores
disponibles y s´ı del algoritmo espec´ıfico) o de la granularidad que es el taman˜o
de las tareas realizables en paralelo de forma independiente. Los efectos de la
paralelizacio´n en los EAs se han estudiado ampliamente en diversos trabajos, e.g.
en [344], en el que se sugiere que existen diversas formas para calcular el tiempo
de computacio´n de un EA paralelo. La ma´s sencilla es medir el tiempo real que
transcurre entre el inicio de la tarea y el final87, aunque bajo ciertas condiciones
se podr´ıan utilizar para´metros caracter´ısticos de los EAs como el nu´mero de
evaluaciones de la funcio´n objetivo o el nu´mero de generaciones del algoritmo
(considerando de alguna manera el coste adicional producido por los procesos de
coordinacio´n entre computadores o los tiempos de comunicacio´n entre ellos).
Segu´n lo visto hasta ahora se puede deducir fa´cilmente una de las grandes ven-
tajas de los algoritmos evolutivos como es que son fa´ciles de paralelizar. El pro-
ceso de evolucio´n subyacente puede ser implementado fa´cilmente sobre diversas
ma´quinas a la vez y de diversas maneras diferentes. Se puede tanto implementar
la paralelizacio´n sobre operaciones concretas como sobre el proceso evolutivo en
s´ı mismo. Para este u´ltimo caso, se han desarrollado diversas variantes de algorit-
mos de bu´squeda, como los modelos de islas o los algoritmos evolutivos celulares.
La principal diferencia con respecto a una implementacio´n cla´sica es que la evolu-
cio´n tiene lugar sobre una red con estructura espacial. En cada procesador o nodo
evoluciona una subpoblacio´n y las soluciones son intercambiadas entre dichos pro-
cesadores/nodos en algu´n momento del proceso a trave´s de un flujo migratorio de
individuos entre poblaciones. La cantidad de informacio´n –soluciones– intercam-
biada se puede ajustar mediante algu´n para´metro, evidentemente cuanto mayor
sea esta menor sera´ la diversidad total del conjunto de poblaciones. En general,
se ha demostrado que los algoritmos evolutivos paralelos mejoran la eficiencia y
la eficacia del proceso de bu´squeda, es decir, se consigue encontrar mejores solu-
87wall-clock time
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ciones con un coste computacional menor [3]. A continuacio´n se van a exponer
algunas formas de implementar el paralelismo en los EAs.
2.6.2.1. Modelos Maestro-esclavo
La forma ma´s sencilla de implementar EAs paralelos es ejecutar ciertas ope-
raciones en procesadores independientes y tanto los operadores de variacio´n –
mutacio´n y cruce– como las funciones de evaluacio´n (de hecho son estas u´ltimas las
ma´s apropiadas para ejecutarse en paralelo ya que suelen tener un coste compu-
tacional ma´s elevado) son susceptibles de ejecutarse de forma independiente. Este
tipo de implementacio´n –arquitectura– se denomina modelo maestro-esclavo88 y
consiste ba´sicamente en que uno de los computadores, el denominado como maes-
tro, distribuya la carga en ejecucio´n sobre el resto de computadores denominados
esclavos. Esta arquitectura es muy apropiada para crear las poblaciones de hijos
y evaluarlas de forma independiente tras haber seleccionado previamente a los
padres correspondientes. Ma´s concretamente, el funcionamiento habitual de esta
aproximacio´n consiste en que un procesador central (maestro) realiza las opera-
ciones de seleccio´n mientras los procesadores esclavos ejecutan los operadores de
variacio´n y la evaluacio´n de la funcio´n objetivo. En esencia este modelo tiene un
comportamiento similar al de un EA secuencial, pero con una eficiencia compu-
tacional ma´s elevada, especialmente por el tiempo consumido por la evaluacio´n de
las funciones objetivo que se reparte entre todos los computadores esclavos. Un
buen ejemplo de MA que sigue el modelo maestro-esclavo se puede encontrar en
[240] donde se resuelve el problema de la ordenacio´n de microarrays de Genes89
(NP-duro), que consiste en la ordenacio´n de conjuntos de genes agrupa´ndolos por
comportamientos similares, el cua´l se determina evalua´ndolo en funcio´n del nivel
de actividad de los genes. Este modelo consigue una ganancia muy grande cuando
se implementa en paralelo con respecto a su versio´n equivalente secuencial debido
a que la bu´squeda local (ejecutada en los esclavos) consume un porcentaje muy
elevado (> 95 % en algunos casos) del coste computacional total del algoritmo
por lo que es muy ventajoso ejecutarla en paralelo sobre la poblacio´n (ver Figura
2.9).
Los modelos maestro-esclavo son normalmente s´ıncronos, es decir, el maestro
espera a que los esclavos hayan finalizado sus operaciones para proceder a la
sincronizacio´n, aunque tambie´n existen implementaciones as´ıncronas. Por otro
lado, el comportamiento de los modelos maestro-esclavo s´ıncronos no es muy
diferente del de sus correspondientes secuenciales: la implementacio´n es diferente,
pero el comportamiento de la bu´squeda es el mismo. No´tese tambie´n que se puede
distinguir entre un modelo con evaluacio´n paralela de la poblacio´n y otro con
evaluacio´n distribuida de cada solucio´n:
Evaluacio´n paralela de la poblacio´n: este modelo es habitualmente ma´s uti-
88master-slave model
89Microarray Gene Ordering Problem
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Figura 2.9: Esquema de un modelo maestro-esclavo donde el maestro ejecuta un
MA que va enviando individuos a los esclavos para que estos ejecuten la operacio´n
de bu´squeda local sobre los mismos.
lizado cuando el cuello de botella del algoritmo viene dado por el ca´lculo de
la funcio´n objetivo del EA. En este caso, el servidor es responsable de las
tareas de manipulacio´n de la poblacio´n distribuyendo los individuos entre
los nodos para su evaluacio´n para que finalmente los nodos los devuelvan
ya evaluados al servidor central. La principal ventaja de este modelo es su
capacidad para evaluar la poblacio´n en paralelo.
Evaluacio´n distribuida de las soluciones. En este modelo la evaluacio´n de
cada solucio´n se ejecuta en paralelo, es decir, se divide el ca´lculo de la
funcio´n objetivo y se reparte entre diversos nodos que ejecutan un ca´lculo
parcial y finalmente se recalcula la funcio´n objetivo completa a partir de
dichos ca´lculos parciales. La ventaja de este modelo es que cuando la funcio´n
objetivo es intensiva en uso de CPU y es paralelizable (lo cual no es siempre
posible, ya que para ello dicha funcio´n se debe poder descomponer en varias
funciones) se mitiga la penalizacio´n en rendimiento inducida por el cuello
de botella producido por la funcio´n objetivo.
68 Cap´ıtulo 2. Antecedentes y Conceptos Previos
2.6.2.2. Modelo de Islas
Los computadores paralelos tambie´n se pueden utilizar para ejecutar diferentes
simulaciones del mismo algoritmo en paralelo y de forma independiente unas de
otras, sin que exista comunicacio´n entre ellas. Cuando todas han finalizado o
cuando alguna ha alcanzado un determinado valor o se ha cumplido algu´n criterio
de finalizacio´n, se fusionan y se selecciona cua´l es la mejor o mejores del conjunto
completo de soluciones. Sin embargo, este modelo tiene algunas desventajas. Por
ejemplo, si una de las ejecuciones alcanza una situacio´n en la que se atasca en
la bu´squeda de soluciones porque haya llegado a un o´ptimo local, esta ejecucio´n
va a seguir en este estado durante el resto de la ejecucio´n del algoritmo, aunque
otras ejecuciones hayan alcanzado regiones del espacio de bu´squeda con mejores
soluciones. Lo ideal en estos casos ser´ıa que hubiera una comunicacio´n entre las
distintas ejecuciones, de forma que si la ejecucio´n atascada en el o´ptimo local
tuviera la posibilidad de recibir nuevas soluciones esta pudiera desplazarse a otra
regio´n del espacio de bu´squeda ma´s prometedora.
El desarrollo de metaheur´ısticas basadas en poblacio´n –como por ejemplo los
EAs– sobre arquitecturas paralelas ha sido un foco de intere´s desde la de´cada
de 1980 encontra´ndose en la literatura algunos antecedentes a lo que se conoce
como el modelo de islas [160, 300, 311]. Actualmente la mayor´ıa de las te´cnicas
de bu´squeda basadas en poblacio´n utilizan algu´n tipo de disposicio´n espacial de
los individuos. En los modelos de islas, tambie´n denominados EAs distribuidos,
modelos de granularidad gruesa90 o modelos multi-deme91, la poblacio´n total se
particiona en conjuntos ma´s pequen˜os de poblaciones que se ejecutan en pro-
cesadores diferentes [52]. A menudo se suele utilizar el te´rmino isla para hacer
referencia a una subpoblacio´n o nodo, de manera que el conjunto de todas ellas
forman el modelo de islas completo. Las islas funcionan de forma independien-
te la mayor parte del tiempo, como si fuesen ejecuciones aisladas del algoritmo,
hasta que en un determinado momento bien de forma s´ıncrona o as´ıncrona se
produce una comunicacio´n entre unas islas y otras transfiriendo soluciones en-
tre ellas mediante un proceso denominado migracio´n. Al igual que sucede en la
evolucio´n biolo´gica, cuando poblaciones de una misma especie se a´ıslan unas de
otras tiene lugar una evolucio´n diferenciada, de forma que cada subpoblacio´n se
adapta a entornos diferentes y por lo tanto adquiere caracter´ısticas espec´ıficas
de dicho entorno. As´ı, los EAs que implementan los modelos de islas emplean
aislamiento espacial para que cada isla explore regiones diferentes del espacio de
bu´squeda evolucionando de forma separada e incrementando la diversidad total
y la probabilidad de escapar de o´ptimos locales. Todo esto unido a la permea-
bilidad entre subpoblaciones a trave´s de los procesos migratorios definidos en
estos modelos (tomados de las migraciones reales existentes en el mundo biolo´gi-
co) permite que el modelo de islas sea capaz de explorar regiones del espacio de
bu´squeda mucho ma´s extensas que sus equivalentes secuenciales. Sin embargo, las
90coarse-grained model
91multi-deme model
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migraciones tienen tambie´n ciertos riesgos, como por ejemplo, el hecho de que la
inundacio´n de las islas receptoras por soluciones de calidad puede ocasionar su
ra´pida propagacio´n acabando con la diversidad.
Relacionado con esto u´ltimo se define el tiempo de absorcio´n92 como el tiempo
necesario para que toda la poblacio´n este´ formada por la mejor solucio´n [11]. Este
tiempo se ha estudiado en poblaciones panmı´cticas y para diferentes esquemas
de seleccio´n [315, 316] y tambie´n en modelos con poblaciones estructuradas en
islas [11, 231, 317]. En general el tiempo de absorcio´n debe ser mayor en algo-
ritmos con mu´ltiples subpoblaciones, ya que la diversidad de los individuos es
mayor al evolucionar cada subpoblacio´n de forma independiente y debido a que
una solucio´n u´nicamente puede expandirse por el resto de subpoblaciones a trave´s
de las migraciones. Evidentemente cuanto mayor sea la frecuencia de las migra-
ciones ma´s se parecera´ el tiempo de absorcio´n de un EA distribuido con varias
subpoblaciones al de un EA secuencial.
La idea fundamental del modelo de islas es tener una topolog´ıa de migracio´n,
es decir, un grafo con las islas como nodos y ejes conectando dos islas. Cada cierto
tiempo los individuos seleccionados de cada isla se env´ıan a las islas vecinas, es
decir, aquellas que esta´n conectadas por un eje en el grafo. Estos individuos se
denominan migrantes y se incluyen en la isla destino despue´s del correspondiente
proceso de seleccio´n. Esta es una forma interesante de introducir tanto comuni-
cacio´n como competicio´n entre islas. Adema´s, las islas que se han quedado en un
o´ptimo local sin poder seguir progresando tienen la oportunidad de recibir nuevos
individuos procedentes de otras islas introduciendo nuevo material gene´tico y por
lo tanto, incrementando la diversidad y la probabilidad de salir de dicho o´ptimo
local. En la Figura 2.10 se muestra un ejemplo de un modelo de islas ba´sico con
topolog´ıa de anillo unidireccional.
Existen mu´ltiples decisiones de disen˜o que afectan al comportamiento del mo-
delo de islas –y a los EAs en general [110]–, algunas de las cuales se han tratado
desde el punto de vista de las propiedades self-? (ver Seccio´n 2.5) como los inter-
valos de migracio´n [13, 53, 329], cuya adaptacio´n se ha estudiado profusamente
creando un modelo matema´tico que permite variarlos en funcio´n de resultados
teo´ricos previos relacionados con la convergencia del algoritmo [288] o en funcio´n
de las mejoras que se van produciendo (o no) en la calidad de las soluciones en-
contradas [232]. Otra cuestio´n adicional que se puede considerar es si todas las
islas ejecutan el mismo algoritmo con ide´ntica parametrizacio´n, en cuyo caso se
habla de modelo homoge´neo de islas y en caso contrario de modelo heteroge´neo
de islas . A continuacio´n se repasan algunos de los para´metros caracter´ısticos del
modelo de islas:
Pol´ıtica de emigracio´n: Los migrantes que se env´ıan desde la isla emisora
pueden ser eliminados de esta o no. En este u´ltimo caso se enviar´ıan copias
de dichos migrantes y el mecanismo recibe habitualmente el nombre de
polinizacio´n. Otros aspectos a tener en cuenta son los relativos a la seleccio´n
92takeover
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Figura 2.10: Ejemplo de modelo de islas con topolog´ıa de anillo unidireccional y
4 islas.
de los migrantes, como por ejemplo, si se seleccionan los mejores, los peores
o de forma aleatoria, por citar algunos ejemplos.
Pol´ıtica de inmigracio´n: Otra cuestio´n importante es la forma en la que
los migrantes reemplazan a los individuos existentes en la isla receptora.
Existen diversas posibilidades: se pueden reemplazar los peores individuos,
hacerlo de forma aleatoria o utilizar el mismo tipo de seleccio´n utilizada por
la isla para seleccionar a los padres. Hay otras posibilidades como reempla-
zar a los ma´s similares o a los ma´s diferentes o incluso decidir si se realiza
una recombinacio´n con individuos ya existentes en la isla destino.
Intervalo de migracio´n: El intervalo de tiempo entre migraciones determina
la rapidez con la que se produce la transferencia de informacio´n entre islas.
En ocasiones tambie´n se denomina frecuencia de migracio´n, cuyo significado
es rec´ıproco. Si las migraciones son cada poco tiempo se extiende ra´pida-
mente la informacio´n de unas islas a otras; en cambio, migraciones ocasio-
nales conducen a caminos con mayor exploracio´n del espacio de bu´squeda.
Es interesante remarcar que si el intervalo de migracio´n es ∞ el modelo de
islas equivaldr´ıa a ejecuciones independientes. En vez de usar una migracio´n
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Figura 2.11: Ejemplos de topolog´ıas habituales. (a) Anillo Bidireccional. (b) Re-
jilla. (c) Grafo Completo. En el caso del ejemplo de la rejilla, si los extremos se
conectan entre ellos se tratar´ıa de una rejilla toroidal.
perio´dica tambie´n es posible utilizar un mecanismo probabil´ıstico de migra-
cio´n, es decir, cada isla determina de forma independiente la probabilidad
de que sus emigrantes se env´ıen o no. Una probabilidad de migracio´n de
1/τ tiene un efecto similar que usar un intervalo de migracio´n τ .
Nu´mero de migrantes : El nu´mero de migrantes es otro factor que hay que
tener en consideracio´n cuando se disen˜a el algoritmo, ya que esto va a
determinar lo ra´pido que una isla puede ser tomada por los individuos in-
migrantes.
Topolog´ıa de migracio´n: La topolog´ıa del modelo de islas tiene un impacto
importante sobre el comportamiento de la bu´squeda, ya que determina los
flujos de migracio´n. La topolog´ıa se representa mediante grafos dirigidos o
no dirigidos –los grafos no dirigidos son un caso especial de los dirigidos. Las
topolog´ıas ma´s comunes son los anillos unidireccionales o bidireccionales,
rejillas, hipercubos, grafos de escala libre, grafos completos, etc. La Figura
2.11 muestra algunos ejemplos de estas topolog´ıas.
Sincronismo. Si el modelo se implementa de forma s´ıncrona, cada poblacio´n
en ejecucio´n en un nodo de computacio´n debe esperar por otras poblaciones
para proceder al proceso migratorio, en cambio en el modelo as´ıncrono el
algoritmo continu´a su ejecucio´n, comprobando perio´dicamente si se han re-
cibido nuevos individuos. La implementacio´n as´ıncrona se recomienda cuan-
do existen tiempos de ejecucio´n muy diferentes entre unos nodos y otros.
En cualquier caso no es necesario un servidor central para coordinar este
proceso de recogida y env´ıo de individuos entre poblaciones.
Desde un punto de vista estrictamente vinculado al rendimiento y la eficiencia
se han analizado diversos aspectos de un EA [52, 110] concluyendo que la comuni-
cacio´n puede ser determinante [219]. La eleccio´n de la topolog´ıa de migracio´n y el
intervalo de migracio´n son decisiones cr´ıticas para obtener un buen rendimiento.
En relacio´n con la forma de medir los GAs paralelos hay modelos que predicen la
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escalabilidad del algoritmo [54], calculando cua´l es el nu´mero o´ptimo de procesa-
dores que se pueden utilizar para minimizar el tiempo de ejecucio´n, suponiendo
un modelo en el que las migraciones tienen lugar cuando las subpoblaciones han
convergido (o en cada generacio´n, aunque este no es el caso ma´s habitual, en mu-
chas aplicaciones y modelos paralelos donde las migraciones ocurren cada cierto
nu´mero de generaciones). La conclusio´n es que el nu´mero o´ptimo de procesadores
n que minimiza el tiempo de ejecucio´n es directamente proporcional a la ra´ız
cuadrada del taman˜o de la poblacio´n µ y el tiempo de evaluacio´n de la funcio´n
de fitness Tf , e inversamente proporcional al tiempo medio de comunicacio´n con
otros procesadores Tc:
n = O
(√
µTf
Tc
)
(2.6)
Esta ecuacio´n establece formalmente que muchas aplicaciones pra´cticas pue-
den beneficiarse del uso de mu´ltiples procesadores sobre todo conforme aumenta
la complejidad de la funcio´n de fitness (aunque no siempre que se incrementa el
nu´mero de procesadores se obtiene una eficiencia real mayor en la ejecucio´n del
algoritmo). Por otro lado, el ana´lisis tambie´n muestra que distribuir los indivi-
duos disponibles entre mu´ltiples islas sin que exista comunicacio´n entre ellas no
supone un beneficio considerable con respecto a las versiones secuenciales. Es-
to tambie´n sugiere que los modelos de islas con una topolog´ıa de conexio´n con
muchos vecinos son ma´s efectivas que aquellas topolog´ıas con interconexiones dis-
persas. Siguiendo el mismo esquema se puede realizar el mismo ana´lisis para la
eleccio´n del grado o´ptimo de conexio´n de la topolog´ıa que minimiza el coste de
ejecucio´n total del algoritmo [52].
2.6.2.3. EAs Celulares
Los EAs celulares proporcionan otro enfoque distinto (con una granularidad
ma´s fina de la paralelizacio´n) a la estructura espacial de la poblacio´n. Al igual
que en el modelo de islas existe una topolog´ıa subyacente, siendo los anillos y los
grafos toroidales de dos dimensiones las ma´s habituales ya que se pueden imple-
mentar fa´cilmente sobre arquitecturas paralelas [235]. Cada individuo solo puede
cruzarse con sus vecinos segu´n la topolog´ıa existente, lo que sucede normalmente
en cada generacio´n. De la misma manera que con el modelo de islas, el aislamien-
to espacial introduce, aunque de forma ma´s gradual, la posibilidad de explorar
diferentes regiones del espacio de bu´squeda y aumentar la diversidad: una solu-
cio´n de calidad tardar´ıa ma´s en propagarse por toda la poblacio´n dando tiempo
a que se descubran otras soluciones de calidad en otras partes de la estructura
y as´ı promover la diversidad evitando que superindividuos acaben con ella ra´pi-
damente. Como ya se menciono´ cuando se trato´ el modelo de islas, el tiempo de
absorcio´n tambie´n se ha estudiado en el contexto de los EA celulares [11, 314] y
se han presentado resultados teo´ricos y emp´ıricos sobre la presio´n selectiva tanto
en EA celulares con topolog´ıas en anillo [147] como con topolog´ıa toroidal [145].
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Los EAs celulares implementan un mecanismo de seleccio´n y unas operaciones
de variacio´n descentralizadas, donde cada individuo tiene su propio conjunto de
padres potenciales definido a trave´s de una relacio´n de vecindad. Para reemplazar
los individuos se pueden seguir las mismas estrategias que fueron enumeradas para
el modelo de islas. Las celdas se pueden actualizar de forma s´ıncrona, trata´ndose
en este caso de un EA celular s´ıncrono, siendo la creacio´n de una nueva poblacio´n
temporal la forma ma´s habitual para implementarlo. Todos los padres se seleccio-
nan a partir de la poblacio´n actual y los nuevos individuos se van introduciendo
en la poblacio´n temporal. Al final del proceso la poblacio´n actual se reemplaza
por la poblacio´n temporal. Alternativamente, las celdas se pueden actualizar de
forma as´ıncrona, denomina´ndose en este caso EA celular as´ıncrono. Se pueden
definir diversas estrategias de actualizacio´n como en [10, 322]:
• Eleccio´n uniforme: La siguiente celda para actualizar se elige con probabi-
lidad uniforme.
• Barrido fijo por l´ınea: Las celdas se actualizan secuencialmente, concreta-
mente l´ınea a l´ınea en una topolog´ıa de rejilla o toroide.
• Barrido fijo aleatorio: Las celdas se actualizan secuencialmente, pero si-
guiendo un orden fijo. El orden se determina mediante una permutacio´n de
las celdas. Esta permutacio´n se crea de forma aleatoria con probabilidad
uniforme durante la inicializacio´n y se mantiene durante toda la ejecucio´n.
• Barrido variable aleatorio: Esta estrategia es similar a la de barrido fijo
aleatorio, pero despue´s de cada intercambio se crea una nueva permutacio´n
tambie´n de forma aleatoria.
En los EAs celulares se define una generacio´n como el tiempo necesario para
actualizar m celdas, siendo m el nu´mero de celdas de la rejilla. Las u´ltimas tres
estrategias garantizan que en cada generacio´n cada celda se actualiza exactamente
una vez. Esto produce un tratamiento de todas las celdas mucho ma´s equilibrado.
En cambio con el modelo de eleccio´n uniforme es probable que algunas celdas
deban esperar un periodo de tiempo considerable antes de actualizarse. En el
l´ımite, el tiempo de espera para las actualizaciones sigue una distribucio´n de
Poisson.
2.6.2.4. Modelos Integrados
Se han propuesto otros modelos diferentes que bien integran varios de los mo-
delos vistos hasta ahora o se definen en funcio´n de otras estructuras algebraicas.
Por ejemplo, se ha estudiado un modelo unificado para estructuras de poblaciones
basado en hipergrafos (Sprave [337]), es decir, una generalizacio´n de los grafos
donde los ejes pueden conectarse con cualquier cantidad de ve´rtices. El caso par-
ticular en el que cada hipereje contiene dos ve´rtices diferentes se reduce a un
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v1
v2
v3
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v6
v7
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e4
Figura 2.12: Ejemplo de hipergrafo H = (V,E) con V = {v1, · · · , v7} y E =
{e1, e2, e3, e4} = {{v1, v2, v3, v4} , {v1, v3, v5} , {v3, v4, v7} , {v5, v6, v7}}.
grafo no dirigido. En el modelo de Sprave cada ve´rtice representa un individuo y
los hiperejes representan el conjunto de padres posibles para cada individuo (ver
Figura 2.12). El modelo unifica varios modelos de poblacio´n habituales:
• Poblaciones panmı´cticas : Dado un conjunto de ve´rtices V hay un solo hi-
pereje que contiene todo el conjunto de ve´rtices. Esto significa que en una
poblacio´n panmı´ctica cada individuo tiene potencialmente a todos los indi-
viduos como padres.
• Modelo de islas con migracio´n: Si se entiende la migracio´n en el sentido de
que los individuos que migran se eliminan, el conjunto de padres potenciales
para un individuo dado comprende todos los inmigrantes potenciales y todos
los individuos de su propia isla, excepto aquellos que han emigrado.
• Modelo de islas con polinizacio´n: Si se utiliza la polinizacio´n, el conjunto de
padres potenciales comprende todos los inmigrantes y todos los individuos
de su propia isla.
En el caso de modelos de granularidad gruesa, los hipergrafos pueden variar en
el tiempo. Ma´s concretamente, existen diferentes conjuntos de padres potenciales
cuando se lleva a cabo la migracio´n, en comparacio´n con las generaciones en las
que no hay migracio´n. Esto puede tratarse considerando una estructura dina´mica
de poblacio´n, es decir, en vez de considerar un hipergrafo fijo, se considera una
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secuencia de hipergrafos variables durante todo el tiempo que dura la ejecucio´n
del algoritmo.
Tambie´n es posible combinar algunas de las aproximaciones anteriores crean-
do un modelo h´ıbrido con dos niveles de paralelizacio´n [12]. Por ejemplo, se puede
realizar un modelo de islas en el que cada isla ejecute un EA celular para promo-
ver la diversidad como en [98], donde se utiliza este modelo h´ıbrido para resolver
un problema de rutas de veh´ıculos (estudiado tambie´n con algoritmos gene´ticos
celulares [6, 8, 9]). Dicho modelo consiste en un GA paralelo en el que la pobla-
cio´n se estructura en dos niveles y de dos formas diferentes. En el primer nivel la
poblacio´n se descentraliza a trave´s de un modelo de islas con topolog´ıa de ani-
llo unidireccional por lo que las migraciones solo ocurren entre los vecinos ma´s
pro´ximos. En el segundo nivel cada isla es un GA celular con topolog´ıa de rejilla
toroidal 2D que implementa a su vez un modelo maestro-esclavo en el que el GA
celular actu´a como maestro enviando a los esclavos la ejecucio´n de las operacio-
nes de bu´squeda local. Adema´s de esta, existen otras implementaciones posibles
como crear un modelo de islas jera´rquico donde las islas son modelos de islas en
s´ı mismos [17]. En este u´ltimo caso, tendr´ıa sentido que el modelo de islas interno
tenga una frecuencia de migracio´n mayor que el modelo externo. Por otro lado,
los modelos de islas y los EAs celulares se pueden implementar como modelos
maestro-esclavo para conseguir un mejor rendimiento.
2.6.2.5. Plataformas para los Algoritmos Evolutivos Distribuidos
Los EAs habitualmente necesitan grandes cantidades de recursos computacio-
nales cuando intentan abordar la resolucio´n de un problema del mundo real. Estos
requisitos computacionales vienen impuestos por varios motivos: las funciones de
fitness son cada vez ma´s complejas, el taman˜o de las poblaciones suele ser ele-
vado y el nu´mero de generaciones (iteraciones) necesarias para que el algoritmo
converja a una solucio´n de calidad es tambie´n grande. Como se ha expuesto con
anterioridad es esto lo que hace necesario el uso de computacio´n paralela. Las dos
plataformas de recursos en paralelo ma´s utilizadas en los u´ltimos tiempos son las
de computacio´n voluntaria y las P2P.
Las plataformas de computacio´n voluntaria tienen una muy buena relacio´n
coste/beneficio para ejecutar EAs sobre problemas complejos [66, 212], ya que
permiten a los investigadores explotar los recursos de computacio´n sin utilizar
por los computadores. Esto ha hecho que cada vez ma´s problemas que requieren
elevadas cargas de co´mputo se resuelvan de esta manera. Algunos ejemplos los
tenemos con los modelos de prediccio´n del clima [14], la f´ısica de alta energ´ıa
[327] o la astrof´ısica [20, 327]. Este tipo de proyectos conf´ıan en los “voluntarios”,
haciendo a los usuarios part´ıcipes del e´xito final del proyecto. Con esta tecnolog´ıa
existen ba´sicamente dos aproximaciones diferentes para los EAs paralelos:
Evaluacio´n paralela del fitness : se distribuyen los individuos que se van a
evaluar simulta´neamente entre varios computadores voluntarios. Esto es u´til
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fundamentalmente cuando la funcio´n objetivo consume una gran parte de
los recursos computacionales.
Ejecucio´n en paralelo de los experimentos : esta aproximacio´n es interesan-
te cuando se quieren obtener resultados estad´ısticamente significativos por
lo que es necesario realizar mu´ltiples ejecuciones del mismo experimento.
En este caso, las diferentes ejecuciones se distribuyen entre un nu´mero de
computadores. Tambie´n es u´til cuando se requieren mu´ltiples ejecuciones
con diferentes para´metros para encontrar la configuracio´n o´ptima del algo-
ritmo.
Por otro lado las plataformas P2P son tambie´n una buena opcio´n sobre la
que implementar EAs. Al igual que cualquier EA distribuido, un EA P2P tiene
dos facetas claramente diferenciadas: por un lado aquella relacionada con los
cambios estructurales a los que hay que someter al algoritmo para desplegarlo
sobre varios procesadores y por otro, lo relacionado con las expectativas en cuanto
al rendimiento del algoritmo. Adema´s, los EAs distribuidos son una forma de
preservar la diversidad gene´tica a la vez que permiten mejorar los tiempos de
ejecucio´n del EA [215–217]. En general, los EAs paralelos utilizan tres modelos
fundamentalmente: maestro-esclavo, islas y EAs celulares. Sin embargo, todos
ellos no encajan con los requisitos propios de las plataformas P2P, tales como
descentralizacio´n, gran escalabilidad o tolerancia a fallos. De entre todos, es el
modelo de islas el que cumple todos los requisitos que debe tener un algoritmo
ejecutado sobre una plataforma P2P, ya que cada isla se puede ejecutar sobre
uno de los computadores que forman parte de la red P2P (descentralizacio´n), se
pueden an˜adir nuevas islas o eliminar algunas de las ya existentes (escalabilidad)
y permiten introducir te´cnicas de tolerancia a fallos.
En los u´ltimos an˜os se han realizado numerosos trabajos estudiando el com-
portamiento y el rendimiento de los EAs sobre plataformas distribuidas y se ha
analizado co´mo se puede incrementar su potencia de co´mputo [157]. Con respec-
to a los EAs basados en islas sobre este tipo de plataformas computacionales, la
volatilidad de los nodos puede provocar que se pierda la mejor solucio´n (si la isla
que la contiene desaparece del sistema completo antes de tener la oportunidad de
migrar a otra isla) [172] y en general, esto afectara´ a la diversidad de la pobla-
cio´n. Esto se podr´ıa ajustar tomando medidas correctivas, e.g., usar estrategias
de tolerancia a fallos para recuperarse de ellos [212, 214, 227, 228, 321] o medi-
das preventivas, en las que el algoritmo sea capaz de auto-adaptarse a los fallos
conforme estos suceden como se vio en la Seccio´n 2.5, intentando mantener una
variedad gene´tica –y meme´tica en el caso de un MA– durante todo el tiempo de
ejecucio´n. Lo segundo puede suponer una ventaja adicional, ya que al tratarse de
un procedimiento auto´nomo y descentralizado no es necesario conocer el estado
global del sistema.
Con el auge de la computacio´n en la nube durante la primera mitad de la
de´cada de 2010 y el desarrollo de servicios para este tipo de entornos se han
implementado tambie´n EAs distribuidos basados en este modelo [241, 244], los
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cuales hacen uso de un servicio de almacenamiento s´ıncrono para intercambiar in-
formacio´n entre los individuos de las poblaciones. Durante el proceso el algoritmo
puede compartir individuos para mejorar el proceso de bu´squeda –incrementando
la diversidad. Estos individuos se colocan en una zona comu´n y permanecen en
ella hasta que se an˜aden a alguna poblacio´n (a una o a varias). Siguiendo en
esta l´ınea, las arquitecturas orientadas a servicios se han empleado para disen˜ar
e implementar EAs distribuidos [136, 137]. Una de las grandes ventajas de estas
arquitecturas es que son independientes del lenguaje de programacio´n utilizado,
ya que su funcionamiento esta´ basado en la oferta de servicios de forma que los
clientes u´nicamente tienen que hacer uso de ellos sin necesidad de conocer co´mo
se han desarrollado ni con que´ tecnolog´ıa.
Existen otras plataformas implementadas en la nube como EvoSpace [138–
140]. Se trata de un servicio en la nube para el desarrollo de EAs distribuidos
basado en un modelo espacial de memoria compartida entre varios procesadores.
Los clientes remotos se denominan EvoWorkers, los cuales se inicializan con una
pequen˜a poblacio´n seleccionada de forma aleatoria que se utiliza como punto
de partida de un EA local que se ejecuta en el computador cliente. De forma
perio´dica se conectan a EvoSpace para obtener un conjunto de individuos de la
poblacio´n global, realizar las correspondientes operaciones evolutivas sobre ellos
y finalmente devolver un conjunto de nuevos individuos a la poblacio´n global.
Los EvoWorkers realizan el proceso de bu´squeda en paralelo y as´ıncronamente
interaccionan entre ellos a trave´s del repositorio central. EvoSpace se ha disen˜ado
para poder utilizar diferentes tipos de EAs.
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Cap´ıtulo 3
Ana´lisis de Algoritmos
Meme´ticos con Auto-Generacio´n
Los MAs auto-generados [200, 203] generan sus propios operadores de bu´sque-
da local haciendo que estos evolucionen junto con el contenido cromoso´mico de los
individuos. Se puede por lo tanto considerar que existen dos niveles de evolucio´n:
por un lado la evolucio´n gene´tica de los EA cla´sicos y por otro una evolucio´n
meme´tica. Ma´s concretamente, en un MMA la representacio´n de los individuos se
ve aumentada con material meme´tico, mediante el cual se determina el operador
de bu´squeda local que se va a utilizar para cada individuo concreto. Adema´s, el
material meme´tico se hereda de padres a hijos a trave´s del mecanismo de recom-
binacio´n e incluso puede introducirse un procedimiento de mutacio´n meme´tica
con una probabilidad determinada replicando de esta manera parte del ciclo evo-
lutivo gene´tico habitual. En resumen, los MMAs son MAs que expl´ıcitamente
hacen evolucionar los memes, es decir, expresiones no gene´ticas de estrategias de
resolucio´n de problemas.
Por otra parte, aunque los algoritmos basados en poblaciones frecuentemente
se han usado a trave´s de una aproximacio´n panmı´ctica (por medio de la cual cua-
lesquiera dos soluciones dentro de la poblacio´n podr´ıan interactuar con propo´sitos
reproductivos), se han propuesto estructuras de poblacio´n ma´s generales en las
u´ltimas de´cadas (ver e.g. [67, 160]). Sin embargo, el desarrollo de tales estructuras
sobre los MMAs se ha explorado en este sentido con menor dedicacio´n.
En esta tesis doctoral se ha considerado una clase de MMA con una estructura
espacial bien definida (ver Seccio´n 3.1) en la que los memes se definen como reglas
de reescritura cuya longitud puede ser fija durante la ejecucio´n del algoritmo (ver
Seccio´n 3.2) o variable, auto-adapta´ndose en este u´ltimo caso durante el proceso
de bu´squeda (ver Seccio´n 3.3), estando sujetos en ambos casos a un proceso
evolutivo similar al de la evolucio´n gene´tica. Finalmente se ha considerado una
aproximacio´n alternativa al uso de los operadores gene´ticos tradicionales basada
en el uso de EDAs, creando de esta forma un modelo h´ıbrido de MMA con un
potente motor probabil´ıstico capaz de encontrar las relaciones existentes entre los
individuos, tanto a nivel gene´tico como meme´tico (ver Seccio´n 3.4).
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3.1. Algoritmos Multimeme´ticos
Los primeros MAs eran simplemente vistos como algoritmos h´ıbridos, un pro-
ceso simbio´tico entre los algoritmos de bu´squeda global basados en poblaciones
–a menudo tomando la forma de un EA– y una etapa de evolucio´n cultural –
habitualmente a trave´s de un proceso de bu´squeda local. Posteriormente se desa-
rrollo´ el concepto de los algoritmos multi-meme [200, 206], en los cuales el ma-
terial meme´tico se codifica como parte del genotipo incorporando los principios
de transmisio´n y seleccio´n meme´ticas en su disen˜o. A continuacio´n se muestra la
estructura y funcionamiento de un algoritmo de estas caracter´ısticas considerado
en este trabajo.
3.1.1. Estructura de un MMA
La idea principal de los MMAs es el tratamiento expl´ıcito de los memes dentro
del proceso evolutivo. Adema´s del uso de memes incrustados dentro de los indi-
viduos, el MMA que se va a considerar durante toda esta tesis doctoral sigue el
marco de trabajo definido por Smith [333, 334]. Con ma´s detalle, se considera que
cada individuo de la poblacio´n transporta un genotipo binario y un u´nico meme,
que representa una regla de reescritura. Por otro lado se trata de un MMA en el
que los padres se seleccionan usando torneo binario y se utiliza la recombinacio´n,
la mutacio´n y la bu´squeda local (a trave´s del meme que transporta cada individuo
como se ilustro´ con anterioridad) para generar la poblacio´n de descendientes, la
cual reemplaza a los peores padres (ver Algoritmo 2). La fase de bu´squeda local
consiste en la aplicacio´n del meme (a trave´s de la funcio´n AplicarMeme) al ge-
notipo correspondiente utilizando para ello la regla de reescritura que representa
a cada meme segu´n se explica en la Seccio´n 3.1.2.
Conside´rese que existen dos funciones diferentes de cruce (CruzarGenes y
CruzarMemes) y mutacio´n (MutarGenes y MutarMemes). Una de ellas se
aplica a los genotipos y la otra a los memes, lo que permite establecer el proceso
evolutivo tanto en la estructura gene´tica del individuo como en la meme´tica. El
resto de funciones del algoritmo son las habituales de los EAs: InicializarPo-
blacio´n para realizar una inicializacio´n aleatoria de la poblacio´n, tanto desde
el punto de vista gene´tico como meme´tico (se inicializan tambie´n las reglas de
reescritura de forma aleatoria), EvaluarPoblacio´n para aplicar la funcio´n ob-
jetivo considerada al genotipo de cada individuo, SeleccionarPadres para
seleccionar los padres que van a ser los progenitores de la descendencia, y final-
mente ActualizarPoblacio´n para proceder al reemplazo de los individuos de
la poblacio´n por los nuevos individuos generados.
En las siguientes secciones se describe en primer lugar la representacio´n de
estos memes para posteriormente definir las estructuras espaciales que se han
considerado durante el desarrollo de este trabajo.
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Algoritmo 2: Pseudoco´digo de un MMA
function MMA (↓ I, ↓ par) returns S
// I: Instancia del problema
// par: Para´metros del problema
// S: Solucio´n devuelta
pop← InicializarPoblacio´n(I, par);
pop← EvaluarPoblacio´n(I, par, pop);
while ¬ Condicio´nFin do
// Seleccio´n aleatoria
pop′ ← SeleccionarPadres(I, par, pop);
// Cruce gene´tico
pop′ ← CruzarGenes(I, par, pop′);
// Mutacio´n gene´tica
pop′ ← MutarGenes(I, par, pop′);
// Cruce meme´tico
pop′ ← CruzarMemes(I, par, pop′);
// Mutacio´n meme´tica
pop′ ← MutarMemes(I, par, pop′);
// Mejora local → Aplicacio´n del meme a cada descendiente
for i ∈ [1 · · · par.λ] do
pop′(i)← AplicarMeme(I, par, pop′(i));
end
pop′ ← EvaluarPoblacio´n(I, par, pop′);
pop← ActualizarPoblacio´n(I, par, pop, pop′);
end
return Mejor(pop)
3.1.2. Representacio´n de Memes
Los memes son expresiones no gene´ticas de estrategias de resolucio´n de pro-
blemas y por definicio´n se pueden representar de muchas formas diferentes, de-
pendiendo del nivel de abstraccio´n deseado y de la dependencia con el problema
considerado. Siguiendo algunas ideas postuladas por Smith [334] en el contexto
de la optimizacio´n de funciones pseudobooleanas, se considera en este cap´ıtu-
lo que los memes se expresan como reglas de reescritura basadas en patrones
[condicio´n→accio´n] de la siguiente forma:
Definicio´n 38. Sea [C → A] un meme, donde C,A ∈ Σr con Σ = {0, 1,#} y
r ∈ N.
En este alfabeto ternario ‘#’ representa un s´ımbolo comod´ın que se interpreta
de la siguiente manera:
En el antecedente de la regla denota un s´ımbolo que se ignora, es decir, que
coincide tanto con ‘0’ como con ‘1’.
82 Cap´ıtulo 3. Ana´lisis de Algoritmos Meme´ticos con Auto-Generacio´n
En el consecuente de la regla denota un s´ımbolo transparente, significando
que la correspondiente posicio´n del genotipo permanece inalterada.
Definicio´n 39. Sea g1 · · · gn un genotipo. Un meme [C → A], con C = c1 · · · cr
se podr´ıa aplicar sobre cualquier posicio´n i ∈ {1, · · · , n− r+ 1} del genotipo para
la que se cumpla que gi · · · gi+r−1 = c1 · · · cr.
Para el propo´sito de esta comparacio´n, los s´ımbolos comod´ın en el antecedente
se emparejan con cualquier s´ımbolo del genotipo.
Definicio´n 40. Sea i una posicio´n del genotipo sobre la que se puede aplicar el
meme, entonces su consecuente A = a1 · · · ar debe ser implantado en esa misma
porcio´n del genotipo, es decir, gi · · · gi+r−1 ← a1 · · · ar.
En este caso, la interpretacio´n de los s´ımbolos comod´ın en el consecuente
es la de s´ımbolos transparentes, esto es, se mantienen sin cambiar los s´ımbolos
correspondientes en el genotipo. Esto u´ltimo supone una diferencia con respecto a
la propuesta de Smith [334] en la que los comodines en el consecuente representan
el complemento binario del gen original.
Por ejemplo, sea un genotipo 11101100, y sea una regla 10# → 0#1. Una
posible aplicacio´n de la regla podr´ıa ser la siguiente:
11
C︷︸︸︷
101 100
regla−−−−−−→ 11 001︸︷︷︸
A
100
En este ejemplo hay otro punto potencial de aplicacio´n de la regla, concreta-
mente en la sexta posicio´n, produciendo un genotipo 11101001. Para mantener
el coste total del proceso bajo control se define un para´metro adicional w para
determinar el nu´mero ma´ximo de aplicaciones de reglas por individuo. El mejor
vecino que se ha generado mediante el proceso anterior se mantiene en la pobla-
cio´n si es mejor que el genotipo actual (ver Algoritmo 3 para ma´s detalles). Para
evitar sesgos por posicio´n, el orden en el que se escanea el genotipo para detectar
sitios donde potencialmente se podr´ıa aplicar el meme se aleatoriza. La funcio´n
BuscarPos encuentra la coincidencia i-e´sima del antecedente de la regla en el
genotipo siguiendo el orden de bits establecido por una permutacio´n aleatoria pa-
ra hacer que la bu´squeda no este´ sesgada y que no siempre se recorra el genotipo
de la misma manera. Es interesante resaltar que el Algoritmo 3 se podr´ıa apli-
car iterativamente sobre un mismo individuo, es decir, cada vez que se aplica un
meme a un individuo se le puede volver a aplicar al individuo resultante. Este pro-
ceso podr´ıa considerarse como una bu´squeda en profundidad dentro del proceso
de bu´squeda local. Por simplicidad y por no ser determinante para los propo´sitos
de esta tesis doctoral, en los MMAs desarrollados siempre se ha considerado que
la profundidad de la aplicacio´n de los memes es la unidad. Finalmente, se puede
considerar que gracias a la definicio´n de patrones utilizada, el proceso completo
de reescritura del genotipo por medio de reglas puede verse como una forma de
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Algoritmo 3: Mejora Local
function AplicarMeme (↓ I, ↓ par, ↓ 〈g,m〉) returns 〈g′,m′〉
// I: Instancia del problema
// par: Para´metros del problema
// 〈g,m〉: Individuo 〈genotipo,meme〉, donde meme tiene la forma
[C → A]
// 〈g′,m′〉: Individuo resultante 〈genotipo,meme〉, donde meme
tiene la forma [C → A]
〈g′,m′〉 ← 〈g,m〉;
// Se genera una permutacio´n de los bits del genotipo
p = RandPerm(Longitud(g));
for i ∈ [1 · · · par.w] do
// Se busca en el genotipo una posicio´n para la que
coincida el antecedente de la regla
〈ρ,OK〉 ← BuscarPos(〈g,m〉, p, i);
〈g′′,m′′〉 ← 〈g,m〉;
if OK then
g′′ρ · · · g′′ρ+r−1 ← a1 · · · ar;
Evaluar(g′′, par);
if 〈g′′,m′′〉  〈g′,m′〉 then
〈g′,m′〉 ← 〈g′′,m′′〉;
end
end
end
return 〈g′,m′〉
heur´ıstica para manipular esquemas, inyectando instancias de nuevos esquemas
en lugar de los existentes cuando la funcio´n de fitness determina que el nuevo
es mejor. La principal ventaja de tener memes enlazados a los individuos es que
dota al algoritmo de la habilidad de descubrir las vecinos ma´s apropiados para
una solucio´n determinada, as´ı como una efectividad mayor en la exploracio´n de
dichos vecinos.
3.1.3. Estructura Espacial
La estructura espacial de la poblacio´n esta´ relacionada con la estructura to-
polo´gica sobre la que los individuos de la poblacio´n se proyectan. Ma´s concreta-
mente, sea T esta estructura topolo´gica compuesta por µ posiciones (µ coincide
con el taman˜o de la poblacio´n), cada una de ellas identificada por un ı´ndice
i ∈ {1, · · · , µ}. Se caracteriza esta estructura utilizando una matriz lo´gica S de
taman˜o µ × µ. Cada entrada de Sij representa una interaccio´n potencial entre
dos posiciones de la estructura. Para ser exactos, sea Sij= true, si, y solo si, el
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Figura 3.1: Ilustracio´n de los diferentes tipos de vecindarios considerados. Las
celdas rojas representan un individuo arbitrario y las celdas amarillas denotan
el conjunto de celdas vecinas del individuo. Los vecindarios son de izquierda a
derecha: panmı´ctico, Moore y von Neumann. En los dos u´ltimos casos, ρ = 1.
individuo de la posicio´n i-e´sima puede interactuar con el individuo de la posicio´n
j-e´sima.
En esta seccio´n se han considerado matrices de interaccio´n inducidas por
una disposicio´n espacial particular de las posiciones de los individuos distri-
buidas en una rejilla: sea µ = a × b; cada posicio´n i puede entonces represen-
tarse por un par de coordenadas (ix, iy) ∈ {1, · · · , a} × {1, · · · , b}. Ahora, sea
d : ({1, · · · , a} × {1, · · · , b})2 → N una medida de la distancia entre localizacio-
nes. Dado un cierto vecindario de radio ρ, se toma Sij ⇔ (d(i, j) 6 ρ), es decir, dos
localizaciones pueden interactuar si esta´n dentro de un cierto umbral de distancia.
Se presentan diversas estructuras espaciales y diversas alternativas de medidas
de distancia. Algunas de las ma´s habituales se enumeran a continuacio´n:
1. Panmixia: d(·, ·) = 0.
2. vecindad de Moore: d((ix, iy), (jx, jy)) = ma´x(|ix − jx|, |iy − jy|).
3. vecindad de von Neumann: d((ix, iy), (jx, jy)) = |ix − jx|+ |iy − jy|.
Las operaciones sobre distancias anteriores se realizan mo´dulo el rango de
coordenadas para hacerlas de forma toroidal. La Figura 3.1 ilustra estas estruc-
turas espaciales.
3.2. Ana´lisis de la Propagacio´n de Memes
Una cuestio´n sumamente interesante que surge en el contexto de los MMAs es
co´mo se propagan y difunden los memes a trave´s de la poblacio´n. A pesar de que
la dina´mica de la poblacio´n se ha estudiado bastante a fondo en el caso de los EAs
–e.g., [11, 145, 189, 318, 319]–, el escenario es considerablemente ma´s complejo
cuando hay memes involucrados: a diferencia de los genotipos (que corresponden
a soluciones y por lo tanto se pueden evaluar de acuerdo con el problema bajo
consideracio´n), los memes solo se pueden valorar de forma indirecta a trave´s del
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efecto que tienen sobre los genotipos. Adema´s, los memes evolucionan en los
MMAs junto con las soluciones unie´ndose a ellas. Dado que este acoplamiento es
parte del proceso auto-adaptativo, el algoritmo debe ser capaz de descubrir las
relaciones gen-meme que mejor congenian entre los individuos de la poblacio´n,
y esto debe ser capaz de hacerlo u´nicamente a partir de la informacio´n sobre
la calidad de las soluciones gene´ticas (i.e., a partir de la informacio´n sobre el
fitness). Esta seccio´n estudia co´mo se propagan los memes en el escenario descrito
anteriormente, considerando un modelo selecto-lamarckiano idealizado de MMA
conducido por la seleccio´n gene´tica sobre una estructura espacial subyacente. Para
finalizar, la seccio´n se centra en un MMA real, analizando su comportamiento
sobre diferentes problemas de test con el objetivo de corroborar las conclusiones
teo´ricas.
3.2.1. Modelo Selecto-lamarckiano
Conside´rese un modelo abstracto de MMA en el que cada agente viene carac-
terizado por un par 〈g,m〉 ∈ D2, para algu´n D ⊂ R. El primer miembro del par
(g) representa el genotipo, el cual se puede equiparar por simplicidad al fitness.
En cuanto al segundo miembro (m), representa un meme. Para ser ma´s exactos,
este valor captura el potencial de mejora de ese meme, es decir, es una medida
de co´mo de buenas pueden llegar a ser las soluciones aplica´ndoles el meme. Se
supone que existe una funcio´n f : D2 → D mono´tona creciente con respecto a
su primer argumento que encapsula la aplicacio´n del meme sobre el genotipo,
es decir, el efecto de una sola etapa del aprendizaje lamarckiano. Por lo tanto,
un agente 〈g,m〉 se convierte en 〈f(g,m),m〉 despue´s de la aplicacio´n del meme,
donde:
l´ım
n→∞
fn(g,m) = m if g < m (3.1)
f(g,m) = g if g > m (3.2)
Aqu´ı fn(g,m) es la n-e´sima composicio´n de la funcio´n sobre el primer ar-
gumento, es decir, f(f(· · · f(f(g,m),m), · · · ,m),m). Intuitivamente estas condi-
ciones indican que el fitness de una solucio´n se puede mejorar cuando se aplica
sobre e´l un meme de calidad, aproxima´ndose asinto´ticamente al potencial del
meme cuando se aplica muchas veces. Te´ngase en cuenta que mientras esto es
una caracterizacio´n muy idealizada del potencial del meme (ya que en general
este potencial no a va ser absoluto sino que puede depender de una relacio´n ma´s
compleja entre el meme, el genotipo y la configuracio´n del problema) sirve como
un intento inicial para estudiar varias cuestiones relacionadas con la propagacio´n
de los memes por la poblacio´n de agentes.
La poblacio´n P del MMA es, por lo tanto, un conjunto de µ agentes,
P = [〈g1,m1〉, · · · , 〈gµ,mµ〉], dotados de una estructura espacial que restringe
la comunicacio´n entre los mismos. Esta estructura espacial viene caracterizada
por una matriz lo´gica S de taman˜o µ × µ, donde Sij es true si, y solo si, el
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Algoritmo 4: Modelo Selecto-Lamarckiano
for i ∈ [1 · · ·µ] do
InicializarIndividuo〈gi,mi〉;
end
while ¬ Convergencia (P ) do
i← URand(1, µ) // Se selecciona una posicio´n aleatoriamente
〈g,m〉 ←Seleccio´n(P, S, i);
g′ ← f(g,m) // Mejora Local
P ← Reemplazo(P, S, i, 〈g′,m〉);
end
agente localizado en la posicio´n i-e´sima se puede comunicar con el agente locali-
zado en la posicio´n j-e´sima (conside´rese que u´nicamente se coloca un agente en
cada posicio´n). Dado que en la subseccio´n siguiente el intere´s se centra en obser-
var la dina´mica de propagacio´n de los memes, se considera una extensio´n de un
modelo de EAs de solo-seleccio´n (i.e., usando solo seleccio´n/reemplazo pero sin
operadores de variacio´n) en el que se an˜ade una etapa de mejora local t´ıpica de
los algoritmos meme´ticos. En el Algoritmo 4 se muestra un esquema del modelo
descrito.
Despue´s de una adecuada inicializacio´n del contenido de la poblacio´n, el algo-
ritmo entra en un ciclo de seleccio´n ma´s mejora hasta que la poblacio´n de agentes
converge. La convergencia aqu´ı se considera desde una perspectiva meme´tica, es
decir, el algoritmo termina cuando la poblacio´n esta´ compuesta por un conjunto
de memes homoge´neo (independientemente de que haya todav´ıa diversidad a nivel
gene´tico o no). Con respecto al funcionamiento interno del algoritmo, se asemeja
bastante a la estrategia de actualizacio´n mediante barrido variable aleatorio (ver
Seccio´n 2.6.2.3).
3.2.2. Propagacio´n de Memes
Una vez definido el modelo general en la seccio´n previa, es posible considerar
algunas caracter´ısticas cualitativas de la propagacio´n de los memes que se pueden
extraer de e´l. Supo´ngase que la seleccio´n se realiza por torneo binario, es decir,
una vez que se selecciona una posicio´n i, se selecciona una posicio´n vecina j de
N (i) = {j | Sij}, y se conserva el agente con el mejor fitness. En relacio´n con el
reemplazo, supo´ngase que el agente mejorado reemplaza al agente que perdio´ en
el torneo previo.
El intere´s se centra en analizar el nu´mero de copias de cada meme dentro
del conjunto total de memes. Sea N(m, g, t) el nu´mero de instancias del meme
m unidas al genotipo g en el instante t, suponiendo por simplicidad que D es
algu´n dominio discreto. Si se divide esta cantidad por el taman˜o del conjunto de
memes µ se obtiene p(m, g, t), es decir, la fraccio´n de la poblacio´n compuesta por
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el meme m unido al genotipo g en el instante t. En cada paso de iteracio´n del
sistema, el nu´mero de copias se puede estimar de la siguiente manera:
N(m, g, t+ 1) = N(m, g, t) + C(m, g, t)−D(m, g, t) (3.3)
donde C(m, g, t) y D(m, g, t) representan respectivamente el nu´mero de copias
esperado del meme m unidas al genotipo g que se crearon o destruyeron en el
instante t. La creacio´n de una nueva copia se puede conseguir mediante el efecto
combinado de la seleccio´n de un agente apto con el meme m y la aplicacio´n del
meme al correspondiente genotipo. Esto se puede expresar de la siguiente forma:
C(m, g, t) =
∑
g′
σ(m, g′, t)p(g′ m−→ g) (3.4)
donde σ(m, g′, t) es la probabilidad de la seleccio´n de un agente que lleva el
meme m y el genotipo g′ en el instante t y p(g′ m−→ g) es la probabilidad de que la
aplicacio´n del meme m sobre el genotipo g′ produzca el genotipo g. La primera
cantidad se puede calcular como la probabilidad de que el torneo binario elija dos
agentes con meme m y genotipo g o solo un agente con esta estructura pero con
un fitness mejor que su competidor:
σ(m, g, t) = p(m, g, t)2 + 2 {p(m, g, t) [1− p(m, g, t)]} ·
∑
m′
∑
g′<g p(m
′, g′, t)
1− p(m, g, t)
(3.5)
donde el u´ltimo factor es la probabilidad de que el fitness del competidor sea peor
que el fitness del individuo seleccionado (o lo que es lo mismo, la probabilidad de
que el fitness del competidor sea peor que g, siempre y cuando no este´ en el agente
〈g,m〉). Esta expresio´n supone que la distribucio´n global de memes/genotipos
sobre la poblacio´n completa es la misma que la de los vecinos locales. Obviamente,
esto se sostiene para el caso panmı´ctico en el que cualesquiera dos agentes son
vecinos por lo que se puede suponer este caso inicialmente y considerarlo como
una primera aproximacio´n hacia situaciones ma´s generales.
Con respecto a la destruccio´n de una copia de un par genotipo/meme determi-
nado, esto puede surgir a trave´s de la seleccio´n de un par y la siguiente aplicacio´n
de la mejora local (lo que alterara´ el genotipo) o a trave´s del reemplazo por un
agente con un fitness mejor. El primer caso tambie´n requiere que el otro agen-
te seleccionado en el torneo sea una copia del mismo par, para que pueda ser
sustituido posteriormente por el agente mejorado. Por lo tanto,
D(m, g, t) =
∑
g′ 6=g
p(m, g, t)2p(g
m−→ g′) + σ˜(m, g, t) . (3.6)
donde la probabilidad de reeemplazo σ˜(m, g, t) se puede expresar como:
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σ˜(m, g, t) = 2 {p(m, g, t) [1− p(m, g, t)]} ·
∑
m′
∑
g′>g p(m
′, g′, t)
1− p(m, g, t) (3.7)
Conside´rese ahora la evolucio´n del sistema a corto y medio plazo, antes de
que un meme determinado empiece a saturar la poblacio´n. En esta situacio´n los
memes se extienden ampliamente sobre los genotipos, as´ı que p(m, g, t)  1, y
tomando los te´rminos cuadra´ticos p(m, g, t)2 como aproximadamente 0 se tiene:
σ(m, g, t) = 2p(m, g, t)
∑
m′
∑
g′<g
p(m′, g′, t) (3.8)
σ˜(m, g, t) = 2p(m, g, t)
∑
m′
∑
g′>g
p(m′, g′, t) (3.9)
Sustituyendo de nuevo en las Ecuaciones (3.4) y (3.6) se obtiene:
C(m, g, t) = 2
∑
g′
p(m, g′, t)
∑
m′
∑
g′′<g′
p(m′, g′′, t)p(g′ m−→ g) (3.10)
D(m, g, t) = 2p(m, g, t)
∑
m′
∑
g′>g
p(m′, g′, t) (3.11)
Ya que p(g′ m−→ g) = 0 para g < g′ o m < g, la Ecuacio´n (3.10) se reduce a
C(m, g, t) = 2
∑
g′′<g′6g
∑
m′
p(m, g′, t)p(m′, g′′, t)p(g′ m−→ g) (3.12)
Si m 6 g entonces p(g′ m−→ g) es 1 si g′ = g y 0 en otro caso. Consecuentemente,
la diferencia ∆mg (t) = C(m, g, t)−D(m, g, t) es en este caso:
∆mg (t) = 2p(m, g, t)
∑
m′
∑
g′′<g
p(m′, g′′, t)− 2p(m, g, t)
∑
m′
∑
g′′>g
p(m′, g′′, t)
= 2p(m, g, t) ·
∑
m′
[∑
g′′<g
p(m′, g′′, t)−
∑
g′′>g
p(m′, g′′, t)
]
(3.13)
Si se considera ahora el signo de la diferencia en la expresio´n anterior, fundamen-
talmente se obtiene que los memes inertes (i.e., los memes que no son capaces de
seguir mejorando los individuos que los contienen) pueden progresar, unie´ndose
a aquellos agentes mejores que la mediana de la poblacio´n.
Por otro lado, consideremos ahora el caso en el que m > g. En esta situacio´n,
p(g′ m−→ g) es 1 si g′ = f−1(g,m) y 0 en otro caso, donde se denota por f−1(g,m)
el valor del genotipo tal que f(f−1(g,m),m) = g. Usando g−m como notacio´n
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abreviada para f−1(g,m),
∆mg (t) = 2p(m, g
−m, t)
∑
m′
∑
g′′<g−m
p(m′, g′′, t)− 2p(m, g, t)
∑
m′
∑
g′>g
p(m′, g′, t)
=
∑
m′
2p(m, g−m, t) ∑
g′′<g−m
p(m′, g′′, t)− 2p(m, g, t)
∑
g′>g
p(m′, g′, t)
 .
(3.14)
El signo de esta expresion depende del equilibrio entre la bondad de los genotipos
en la cuenca de atraccio´n de g y la propia bondad de g. Conside´rese que en general,
estas cantidades esta´n interrelacionadas en el sentido de que cuanto mejores son
los genotipos en la cuenca de atraccio´n de g, mejor puede esperarse que sea g.
Esto no solo significa que los memes activos proliferen ma´s y ma´s cuando se
unan a buenas soluciones como se podr´ıa esperar, sino que tambie´n esos memes
con alto potencial pueden encontrar su camino hacia las etapas finales de la
evolucio´n siempre que tengan tiempo suficiente para mejorar los individuos donde
se encuentran (conviene recalcar aqu´ı que lo buenas que son las soluciones es algo
que evoluciona con el tiempo como un efecto de la aplicacio´n de los memes). Esto
sugiere que los modelos con una convergencia gene´tica ma´s baja pueden tener
un efecto beneficioso sobre la propagacio´n de los memes buenos, permitiendo a
estos u´ltimos tener el tiempo suficiente para progresar en la poblacio´n y vencer
el efecto producido por memes de mala calidad que han ido progresando porque
se han incorporado a genes buenos –comensalismo1 en te´rminos biolo´gicos. En
la pro´xima seccio´n se proporciona un ana´lisis ma´s cuantitativo de este efecto
mediante simulaciones nume´ricas.
3.2.3. Simulaciones Nume´ricas
La experimentacio´n nume´rica aspira a explorar emp´ıricamente la dina´mica
de la propagacio´n de los memes y co´mo le afectan otros factores tales como
el taman˜o de la poblacio´n, el potencial relativo de mejora de los memes y la
estructura espacial subyacente de la poblacio´n. Con respecto al taman˜o de la
poblacio´n, se han considerado los siguientes valores µ ∈ {100, 256, 400, 625}. Estos
valores cubren un amplio rango de taman˜os de poblacio´n diferentes y son adema´s,
cuadrados perfectos, lo que es importante para una de las estructuras espaciales
consideradas, concretamente la rejilla cuadrada toroidal con vecindad de von
Neumann. Se ha considerado que el radio de la vecindad es ρ = 1, lo que conduce
al tradicional vecindario Norte-Sur-Este-Oeste (adema´s de la posicio´n actual). La
otra estructura espacial que se ha considerado es el modelo panmı´ctico en el que
todas las posiciones esta´n conectadas. En cualquier caso, se ha considerado la
1hitchhiking
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siguiente funcio´n:
f(g,m) =
{
g if g > m
(g +m)/2 if g < m
(3.15)
para representar la accio´n de los memes. Intuitivamente, esta funcio´n proporcio-
na mejoras ma´s pequen˜as conforme va mejorando la calidad del genotipo, lo que
sucede a menudo en la pra´ctica. Todos los experimentos se han promediado so-
bre 100 ejecuciones para obtener resultados lo ma´s representativos posible. Cada
ejecucio´n se termina cuando convergen los memes, lo que por simplicidad se con-
sidera que ha sucedido cuando todos los memes son iguales en al menos las dos
primeras posiciones decimales.
En primer lugar se analiza la propagacio´n de los memes como una funcio´n del
potencial de mejora relativa de los memes al principio de la ejecucio´n. Para este
propo´sito, se toma D = [0, 1] y se considera un escenario en el que los genotipos
y los memes se inicializan aleatoriamente en este rango, y otro escenario en el
que los genotipos toman valores iniciales en el rango [0, 0,5], mientras que los
memes se muestrean aleatoriamente en el rango [0, 1]. La Figura 3.2 muestra la
distribucio´n de los memes en cada instante de tiempo (cuanto ma´s ca´lido –rojo–
es el color ma´s alto es el valor del meme). Centrando la atencio´n en la fila superior
(topolog´ıa panmı´ctica), se puede apreciar claramente el diferente comportamiento
dependiendo de la inicializacio´n del genotipo. Cuando tanto los genes como los
memes se inicializan ambos en el rango [0, 1], el algoritmo raramente converge a
un meme de alto potencial. En realidad, tales memes proliferan temporalmente en
las etapas iniciales del algoritmo, pero despue´s son conducidos a la extincio´n por
los memes que se han unido a genotipos de alta calidad. La situacio´n es bastante
diferente cuando los genotipos se inicializan dentro del rango [0, 0,5]: en este
caso el algoritmo converge gradualmente a la parte ma´s alta de la distribucio´n
de memes, con los memes de bajo potencial desapareciendo ra´pidamente de la
poblacio´n. Una perspectiva ma´s detallada sobre esto se proporciona a trave´s de
la Figura 3.3 en la que se muestran Distribuciones Cualificadas de las Ejecuciones
(QRTDs)2 [177]. Estas indican la probabilidad de que se alcance un determinado
objetivo (en este caso, la convergencia a un meme en el percentil deseado) en
funcio´n del nu´mero de iteraciones. Se puede observar como las probabilidades
esta´n por debajo del 10 % para los memes a partir del percentil 95 % en el primer
escenario, mientras que esta probabilidad llega incluso al 100 % en el segundo
escenario. Ello se debe a que en la u´ltima no puede pasar una coincidencia espuria
entre un muy buen genotipo y un mal meme, ya que dichas soluciones muy buenas
no existen inicialmente. Adema´s, los memes de alto potencial que se fusionan
inicialmente con genotipos malos pueden fa´cilmente mejorar la calidad de estos
u´ltimos en las etapas iniciales y por lo tanto, incrementar sus posibilidades de
supervivencia.
Centrando ahora la atencio´n en el efecto de la estructura espacial, la fila
2qualified runtime distribution
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Figura 3.2: Mapas de memes para simulaciones con µ = 625. La fila superior
corresponde a conectividad panmı´ctica y la inferior a un vecindario de von Neu-
mann. Del mismo modo, la columna izquierda corresponde a genotipos iniciali-
zados en el rango [0, 1] y la de la derecha a inicializacio´n en [0, 0,5] (los memes
se inicializan en el rango [0, 1] en ambos casos). Los tonos ma´s ca´lidos (rojos)
corresponden a los valores de los memes ma´s altos. La evolucio´n del algoritmo
se representa en cada subfigura de izquierda a derecha, donde cada franja ver-
tical representa la distribucio´n de memes para un cierto instante de tiempo t.
Conside´rese la diferencia de escala en el eje X.
inferior de la Figura 3.2 muestra la distribucio´n de los memes para el caso de
vecindad de von Neumann. Se puede observar tambie´n un patro´n similar al del
caso panmı´ctico con respecto a la inicializacio´n del genotipo. Sin embargo, una
inspeccio´n ma´s detallada revela varias diferencias. En primer lugar, se observa
como la convergencia es ma´s lenta en este caso (e.g., la escala en el eje X es mayor).
Este es un efecto bien conocido del uso de estructuras espaciales y se aprovecha
habitualmente en el contexto de los algoritmos evolutivos para promocionar la
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Figura 3.3: QRTDs para simulaciones con µ = 625. La fila superior corresponde
a conectividad panmı´ctica y la inferior a un vecindario de von Neumann. Del
mismo modo, la columna izquierda corresponde a genotipos inicializados en el
rango [0, 1] y la de la derecha a inicializacio´n en [0, 0,5] (los memes se inicializan
en el rango [0, 1] en ambos casos). Las curvas indican la probabilidad de que la
poblacio´n converja a un meme en el percentil inicial i-e´simo de la poblacio´n en
funcio´n del nu´mero de iteraciones. Conside´rese la diferencia de escala en el eje X.
diversidad y por lo tanto decrementar la probabilidad de que se atasquen en un
o´ptimo local [97, 348]. En el caso de los MMAs, esto tiene una ventaja adicional:
una convergencia ma´s lenta incrementa la vida u´til de los memes individuales
y por lo tanto, se les ofrece ma´s oportunidades para mejorar los individuos que
los contienen, evidentemente si tienen el potencial para hacerlo. Por lo tanto, el
algoritmo es ma´s robusto y puede hacer frente mejor a los memes inertes (aquellos
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Figura 3.4: Curvas de crecimiento para diferentes taman˜os de poblacio´n. La fila
superior corresponde a conectividad panmı´ctica y la inferior a un vecindario de
von Neumann. Del mismo modo, la columna izquierda corresponde a genotipos
inicializados en el rango [0, 1] y la derecha a una inicializacio´n en [0, 0,5] (los
memes se inicializan en el rango [0, 1] en ambos casos). Conside´rese la diferencia
de escala en el eje X.
que son de baja calidad pero se unen a buenos genotipos). Esto se puede ver en la
fila inferior del mapa de memes (ver Figura 3.2), donde hay un gran predominio
de a´reas de colores ca´lidos, y ma´s claramente en las QRTDs (fila inferior de la
Figura 3.3), donde por ejemplo el percentil 95 % se alcanza con una probabilidad
de cerca del 20 % en el caso de inicializacio´n en el rango [0, 1] (compa´rese con
una probabilidad inferior al 10 % en el caso panmı´ctico) y el percentil 99 % se
alcanza con una probabilidad cercana al 80 % para la inicializacio´n en el rango
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Tabla 3.1: Ajustes de las curvas de crecimiento a la funcio´n log´ıstica. Se muestra
para cada algoritmo y configuracio´n la cota superior usada para la inicializacio´n
de memes (G), el para´metro de escala (α) y el error cuadra´tico medio (mse).
population size
µ = 100 µ = 256
topology G α mse α mse
panmictic 0.5 81.628878 0.000042 210.791430 0.000069
1.0 77.708284 0.000008 187.904342 0.000030
von Neumann 0.5 186.815036 0.000366 578.914610 0.000554
1.0 168.567695 0.000322 585.804249 0.000532
µ = 400 µ = 625
topology G α mse α mse
panmictic 0.5 324.649846 0.000064 521.933265 0.000017
1.0 297.902782 0.000027 462.866673 0.000010
von Neumann 0.5 1046.429102 0.000361 1974.995403 0.000318
1.0 1057.519394 0.000537 1945.625376 0.000705
[0, 0,5] (compa´rese con alrededor del 65 % de probabilidad del caso panmı´ctico).
Un test signrank [289, 365] indica que la diferencia alcanzada en el percentil final
es estad´ısticamente significativa en ambos casos (α = 0,05).
Finalmente se va a considerar el tiempo de absorcio´n, concretamente el tiempo
necesario para que un meme (no necesariamente el mejor como se mostro´ previa-
mente) domine completamente la poblacio´n. La Figura 3.4 muestra las curvas de
crecimiento, representando el porcentaje del conjunto de memes ocupado por el
meme ma´s repetido (recalcar que el meme ma´s repetido no es necesariamente el
mismo a lo largo de una ejecucio´n; simplemente se cuenta el nu´mero de copias
del ma´s repetido en cada iteracio´n). Estas curvas muestran la t´ıpica forma del
conocido modelo log´ıstico f(t) = 1/(1 +Ke−t/α). Este modelo fue propuesto ini-
cialmente en la literatura por Sarma y De Jong [319] en el contexto de los EAs
con estructura espacial. A pesar de que esta no tiene por que´ ser la u´nica alter-
nativa –e.g., ver [146]– s´ı sirve como un buen punto de partida para cuantificar el
crecimiento de los memes dominantes. Cualitativamente, se observa como era de
esperar el conocido patro´n de una convergencia ma´s lenta conforme se incrementa
el taman˜o de la poblacio´n y para la topolog´ıa de von Neumann [145] como con-
trapartida a las poblaciones panmı´cticas. Desde un punto de vista cuantitativo,
se ha ajustado el crecimiento de los datos a una curva log´ıstica para identificar
el factor de escala α. Los datos resultantes se muestran en la Tabla 3.1. Como se
puede ver, el ajuste es bastante bueno, teniendo unos errores cuadra´ticos medios
muy bajos. Los para´metros de escala son bastante similares para las variantes
con la misma topolog´ıa, alrededor de entre 2 y 5 veces mayores para la topolog´ıa
de von Neumann que para el caso panmı´ctico, lo que encaja con los tiempos de
absorcio´n, como se puede ver en la Figura 3.4. Con respecto al taman˜o de la
poblacio´n, el incremento del para´metro de escala admite una interpolacio´n lineal
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α = a + bµ obtenie´ndose valores de b = 0,84 y b = 0,74 para el caso panmı´ctico
y de b = 3,43 y b = 3,40 para la rejilla con topolog´ıa con conectividad de von
Neumann.
3.2.4. Resultados Experimentales
Una vez analizado el modelo idealizado de los MMAs, ahora toca centrarse en
una versio´n algor´ıtmica operativa de los mismos a efectos de validar los hallazgos
previos. El MMA considerado se describira´ a continuacio´n y posteriormente se
presentara´n y analizara´n los resultados experimentales.
3.2.4.1. Resultados
Los experimentos se han considerado sobre el MMA descrito en la Seccio´n
3.1, usando un taman˜o de poblacio´n de µ = 256 individuos, seleccio´n por torneo
binario, probabilidad de recombinacio´n pX = 1,0 y probabilidad de mutacio´n
pM = 1/` donde ` es la longitud de los genotipos. La recombinacio´n del genotipo se
realiza usando un operador de cruce de un punto. Con respecto a los memes, tienen
una probabilidad pX de que los descendientes hereden el meme transportado por
el mejor de sus padres (en otro caso heredan el meme de su primer padre). Los
memes se definen como reglas de longitud r = 3 y se aplican con el para´metro
w = 1 (se realiza una reescritura y se mantiene si se mejora el genotipo). Se
considera un nu´mero ma´ximo de 25000 evaluaciones para las funciones TRAP y
H-IFF de 128 bits y 50000 evaluaciones para el problema MMDP de 144 bits (ver
detalles de los problemas en el Ape´ndice A). En todos los casos el coste de la
aplicacio´n del meme se contabiliza como una evaluacio´n parcial (como la fraccio´n
de los subproblemas que es necesario reevaluar despue´s de modificar el genotipo),
por lo tanto, se realiza una medida del sobrecoste que conlleva la aplicacio´n de
los memes. Al igual que en la Seccio´n 3.2.3, se han considerado dos variantes
algor´ıtmicas: un MMA con poblacio´n panmı´ctica y con estructura espacial de
la poblacio´n (rejilla cuadrada toroidal con topolog´ıa de von Neumann). Todos
los experimentos con todos los algoritmos y todos los problemas de test se han
repetido 100 veces.
En primer lugar se observa la evolucio´n del mejor fitness en la Figura 3.5. El
MMA panmı´ctico (PANM) tiene una convergencia inicial ma´s ra´pida pero pronto
es sobrepasado por el MMA de von Neumann (VN) que consigue mantener de
forma constante la mejora durante ma´s tiempo, alcanzando finalmente soluciones
notablemente mejores –ver la Tabla 3.2 para una descripcio´n ma´s detallada de los
datos nume´ricos. Esta mejora es consistente en todos los problemas del test y se
puede mostrar que es estad´ısticamente significativa en el nivel de α = 0,05 usando
el test de ranksum de Wilcoxon [289, 365]. Una perspectiva complementaria sobre
esta convergencia mejorada del VN se muestra en la Figura 3.6. Inspeccionando las
QRTDs se puede observar co´mo hay una mejora remarcable en la probabilidad de
e´xito en el caso de VN con respecto a PANM en los tres problemas considerados.
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Figura 3.5: Curvas de mejor fitness (promediado sobre 100 ejecuciones) de los
MMAs con conectividades panmı´cticas y von Neumann. El gra´fico interno repre-
senta la distribucio´n de los valores de fitness alcanzados. De izquierda a derecha:
TRAP, MMDP y H-IFF. Conside´rese la diferencia de escala en el eje X.
Tabla 3.2: Resultados (promediados sobre 100 ejecuciones) de los MMAs con
conectividades panmı´ctica y von Neumann. Se muestra el nu´mero de veces que
se alcanza el o´ptimo (nopt), la mediana (x˜), la media (x¯) y el error esta´ndar de la
media (σx¯).
TRAP MMDP H-IFF
nopt x˜ x¯± σx¯ nopt x˜ x¯± σx¯ nopt x˜ x¯± σx¯
panmictic 49 31.6 30.8 ± 0.2 60 24.0 23.0 ± 0.1 54 576.0 506.1 ± 8.1
von Neumann 91 32.0 31.9 ± 0.1 97 24.0 24.0 ± 0.0 99 576.0 574.8 ± 1.2
No solo VN es capaz de encontrar las soluciones o´ptimas ma´s a menudo (la tasa
de e´xito para VN es del 91 %-99 % frente al 49 %-60 % para PANM) sino que
tambie´n es capaz de aproximarse a las soluciones de alta calidad de forma ma´s
habitual. Esto es congruente con los hallazgos del modelo idealizado y puede
ser debido a la mayor diversidad de los memes, que son capaces de mantener
una fruct´ıfera bu´squeda lamarckiana durante ma´s tiempo. La evolucio´n de la
diversidad (medida en te´rminos de la entrop´ıa de los memes de la poblacio´n) se
representa en la Figura 3.7 (b). La diversidad meme´tica decrece ma´s suavemente
en el caso de VN, lo que permite que potencialmente buenos memes tengan ma´s
oportunidades de progresar (ba´sicamente a partir de la mejora de la calidad de
los resultados, como se menciono´ con anterioridad). Esto afecta a su vez de forma
indirecta a los individuos a nivel gene´tico, haciendo que tambie´n haya una mayor
diversidad genot´ıpica, como se puede comprobar en la Figura 3.7 (a) cuyas curvas
tienen un aspecto muy similar a las meme´ticas. De hecho, como se muestra en la
Figura 3.8, la tasa de e´xito de la aplicacio´n de los memes es ma´s alta en el caso de
MMAs no panmı´cticos, lo que ayuda a explicar el mayor rendimiento del fitness
de estos u´ltimos.
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Figura 3.6: QRTDs para diferentes variantes del MMA. La fila superior corres-
ponde a conectividad panmı´ctica y la inferior a un vencindario de von Neumann.
Por otro lado, la columna de ma´s a la izquierda corresponde a la funcio´n TRAP,
la del medio a MMDP y la de ma´s a la derecha a H-IFF. Las curvas indican
la probabilidad de que la poblacio´n converja a una solucio´n cuya calidad este´
en el percentil i-e´simo del o´ptimo en funcio´n del nu´mero de iteraciones. Estos
porcentajes de aproximacio´n son diferentes en el caso de H-IFF debido a las par-
ticularidades de la distribucio´n de valores en esta funcio´n (huecos mayores entre
la solucio´n o´ptima y las subo´ptimas). Conside´rese la diferencia de escala en el eje
X.
3.2.5. Discusio´n
El ana´lisis de la propagacio´n de memes en los MMAs usando un modelo idea-
lizado de genotipos y memes ha mostrado que la intensidad de la seleccio´n juega
un papel muy importante en el hecho de que los memes de alto potencial tengan
la oportunidad de proliferar en la poblacio´n. En el modelo panmı´ctico, los memes
buenos dominara´n la poblacio´n final cuando las soluciones de partida tengan un
margen de mejora sustancial con respecto a la media. Cuando este margen es
ma´s pequen˜o, los memes promedio pueden por azar mantenerse hasta las eta-
pas finales de la evolucio´n y hacer que otros comparativamente mejores lleguen a
extinguirse. En presencia de estructuras espaciales que inducen tiempos de absor-
cio´n ma´s largos (en este caso, una rejilla cuadrada toroidal con topolog´ıa de von
Neumann), este efecto de comensalismo se mitiga de alguna manera permitiendo
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Figura 3.7: Evolucio´n de la diversidad gene´tica (a) y meme´tica (b) para diversos
problemas con µ = 256 y conectividades de tipo panmı´ctico y von Neumann. Las
columnas izquierdas corresponden a la funcio´n TRAP con 128 bits, las centrales
al problema MMDP con 144 bits y las de la derecha al problema H-IFF con 128
bits. Conside´rese la diferencia en la escala del eje X.
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Figura 3.8: Evolucio´n de la tasa de e´xito de los memes (fraccio´n de las veces que
la bu´squeda local produce una mejora en un individuo concreto). De izquierda a
derecha: TRAP, MMDP y H-IFF. Conside´rese la diferencia de escala en el eje X.
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que los memes de mayor calidad se mantengan e incrementen sus tasas de super-
vivencia y por lo tanto sus posibilidades de permanecer en la poblacio´n hasta las
etapas finales de la evolucio´n a la vez que tienen la oportunidad de expandirse
mejorando asimismo los individuos que los contienen. Por otro lado, el MMA con
poblacio´n con estructura espacial se ha mostrado que mantiene una diversidad
meme´tica ma´s elevada y que puede proporcionar mejores resultados con respecto
a sus equivalentes panmı´cticos.
3.3. Auto-Adaptacio´n en Algoritmos Multi-
meme´ticos
En esta seccio´n se analiza la auto-adaptacio´n en el contexto de los MMAs
con estructura espacial, en los que se dota a la poblacio´n de una cierta topolog´ıa
para restringir las interacciones (desde el punto de vista de la seleccio´n y de
los operadores de variacio´n) con el objetivo de estudiar la influencia de dichas
estructuras en el proceso de auto-adaptacio´n.
3.3.1. Esquema auto-adaptativo
La principal ventaja de tener memes enlazados a los individuos es que dota al
algoritmo de la habilidad de descubrir las definiciones de vecindad ma´s apropiadas
para una solucio´n determinada, as´ı como una efectividad mayor en la exploracio´n
de dichos vecinos. Estos vecindarios pueden evolucionar a trave´s de las soluciones,
proporcionando una auto-adaptacio´n que permite estimular el proceso de bu´sque-
da, de tal forma que estos mecanismos de mejora local sean capaces de adaptarse
dina´micamente. Esta auto-adaptacio´n no esta´ limitada a la definicio´n actual del
vecindario para un radio fijo determinado (i.e., distancia de Hamming), sino que
puede involucrar al radio en s´ı mismo. Para hacer esto, la longitud r de los memes
se define dentro de un intervalo determinado {lmı´n, · · · , lma´x}. Inicialmente, cada
meme tiene una longitud aleatoria en este rango. A continuacio´n, en cada ciclo
evolutivo y antes de que un cierto meme vaya a mutar y por lo tanto a aplicarse
sobre un genotipo, su longitud se puede incrementar o disminuir en una unidad
como mucho [334]. Esto se realiza con una probabilidad determinada pr (en el
caso del incremento de la longitud del meme se an˜ade un nuevo s´ımbolo de forma
aleatoria en la posicio´n del extremo derecho; si la longitud se decrementa se eli-
mina del meme el s´ımbolo de ma´s a la derecha). Haciendo esto, la longitud de las
reglas de reescritura se puede ajustar dina´micamente mediante la evolucio´n, lo
que proporciona un control auto-adaptativo de su complejidad: los memes gran-
des son una herramienta poderosa para realizar grandes saltos en el espacio de
bu´squeda, pero por otro lado, al ser ma´s espec´ıficos pueden tener una menor tasa
de aplicabilidad. Esto permite al algoritmo ser capaz de descubrir la complejidad
apropiada de los memes en cada momento.
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En esta seccio´n el punto de intere´s se centra en el uso de memes de compleji-
dad auto-adaptativa en combinacio´n con las poblaciones con estructura espacial,
analizando comparativamente su efectividad en este contexto.
3.3.2. Ana´lisis Experimental
Para analizar el impacto de la auto-adaptacio´n de los memes sobre los MMAs
descritos en la seccio´n previa se han considerado dos problemas de optimizacio´n
pseudobooleana como son TRAP y H-IFF (ver Ape´ndice A), para a continuacio´n
analizar los resultados obtenidos durante los experimentos.
Se considera un MMA como el descrito en la Seccio´n 3.1, con un taman˜o de
poblacio´n de µ = 100 individuos. Este MMA sigue un plan reproductivo gene-
racional con torneo binario para la seleccio´n de los padres, cruce de un punto
(pX = 1,0), mutacio´n bit-flip (pM = 1/`, donde ` = 128 es el nu´mero de bits),
bu´squeda local (dirigida utilizando memes enlazados a los individuos) y reem-
plazo del peor padre (una estrategia elitista de herencia, siguiendo el modelo
presentado en [269]). Los descendientes heredan el meme del mejor padre, el cual
esta´ sujeto posteriormente a mutacio´n con probabilidad pM . Cada ejecucio´n fina-
liza cuando se alcanzan 25000 evaluaciones, realiza´ndose 20 ejecuciones por cada
problema y algoritmo. Se considera que la longitud de los memes esta´ limitada
en el rango lmı´n = 3 y lma´x = 9, usa´ndose una probabilidad pr = 1/lma´x para
la auto-adaptacio´n en longitud de las reglas. Con el propo´sito exclusivo de es-
tablecer comparaciones, se han considerado memes de longitud fija de taman˜o
(r ∈ {3, 6, 9}) y tres variantes algor´ıtmicas: un MMA con poblacio´n panmı´ctica y
dos ma´s con estructura espacial de la poblacio´n (uno de ellos con rejilla cuadrada
toroidal con topolog´ıa de von Neumann y el otro con topolog´ıa de Moore). Para
los MMAs con estructura espacial se utiliza una rejilla de taman˜o 10 × 10 y un
radio para el vecindario ρ = 1.
Los resultados nume´ricos de los diferentes MMAs se muestran en la Tabla 3.3.
Cualitativamente, los MMAs panmı´cticos (con independencia de las longitudes de
los memes) parecen funcionar comparativamente peor que sus correspondientes
versiones de Moore y von Neumann, lo que avala el impacto positivo que tiene la
convergencia ma´s lenta inducida por las estructuras espaciales sobre los resulta-
dos finales. Esto adema´s es congruente con la ligera superioridad del MMA con
topolog´ıa de von Neumann sobre el MMA con topolog´ıa de Moore, el cual tiene
una tasa de convergencia ma´s ra´pida, tanto a nivel genot´ıpico como meme´tico –
ver la Figura 3.9.
Centra´ndose ahora en el efecto de las longitudes de los memes, si en primer
lugar se observan los resultados usando memes de longitud fija parece que el
valor intermedio r = 6 ofrece el mejor compromiso entre la riqueza meme´tica y la
especificidad de los memes para los valores considerados. Esto ofrece una primera
estimacio´n de la forma en la que las longitudes de los memes auto-evolucionan.
Ciertamente, si se observa la Figura 3.10, se puede comprobar que las longitudes
medias de los memes oscilan alrededor del valor 6, lo que parece indicar que
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Tabla 3.3: Resultados (20 ejecuciones) de los diferentes MMAs sobre los dos pro-
blemas considerados. Tambie´n se muestra el nu´mero de veces que se encuentra el
o´ptimo (nopt), la mediana (x˜), la media (x¯) y el error esta´ndar de la media (σx).
TRAP H-IFF
topology r nopt x˜ x¯± σx nopt x˜ x¯± σx
panmictic 3 5 30.4 29.5 ± 0.5 1 390.0 404.1 ± 14.9
6 9 30.4 29.6 ± 0.5 4 382.0 420.3 ± 20.4
9 3 28.4 28.7 ± 0.5 2 362.0 382.0 ± 16.6
3− 9 8 29.0 29.2 ± 0.6 8 456.0 475.3 ± 20.8
Moore 3 8 31.2 30.4 ± 0.4 5 444.0 460.0 ± 17.0
6 10 31.2 30.0 ± 0.5 8 456.0 476.4 ± 19.7
9 7 29.8 29.8 ± 0.4 6 456.0 449.0 ± 21.4
3− 9 11 32.0 30.8 ± 0.4 7 460.0 471.8 ± 19.5
von Neumann 3 6 30.8 30.1 ± 0.5 9 464.0 501.0 ± 16.9
6 13 32.0 30.9 ± 0.4 12 576.0 518.4 ± 17.0
9 10 31.8 30.4 ± 0.4 9 464.0 491.7 ± 18.6
3− 9 15 32.0 31.2 ± 0.3 12 576.0 515.6 ± 18.1
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Figura 3.9: Evolucio´n de la diversidad de diferentes MMAs sobre la funcio´n
TRAP. La fila superior corresponde a diversidad gene´tica y la inferior a diversi-
dad meme´tica. Las topolog´ıas utilizadas de izquierda a derecha son: panmı´ctica,
Moore y von Neumann.
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Figura 3.10: Evolucio´n de las longitudes de los memes en MMAs auto-adaptados
con diferentes topolog´ıas. (Izquierda) TRAP. (Derecha) H-IFF.
0.5 1 1.5 2 2.5
x 104
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
evaluations
im
pr
ov
em
en
t r
at
e
 
 
r3
r6
r9
r39
0.5 1 1.5 2 2.5
x 104
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
evaluations
im
pr
ov
em
en
t r
at
e
 
 
r3
r6
r9
r39
0.5 1 1.5 2 2.5
x 104
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
evaluations
im
pr
ov
em
en
t r
at
e
 
 
r3
r6
r9
r39
Figura 3.11: Tasa de e´xito de los memes (porcentaje de aplicaciones de memes que
producen una mejora en el individuo correspondiente) de los diferentes MMAs
sobre la funcio´n TRAP. Topolog´ıas utilizadas de izquierda a derecha: panmı´ctica,
Moore, y von Neumann.
el MMA totalmente auto-adaptativo considera que esta regio´n tiene un elevado
intere´s meme´tico. Esto se puede justificar ma´s a fondo con los resultados del
fitness y por el nu´mero de veces que cada algoritmo encuentra el o´ptimo: el
MMA3−9 funciona ana´logamente o incluso mejor que el MMA6 (la diferencia
esta´ ma´s marcada a favor del MMA3−9 en el caso de poblacio´n panmı´ctica y H-
IFF). Se ha pasado el test estad´ıstico de Quade a todos los problemas, todas las
topolog´ıas y todas las longitudes de reglas, tanto en funcio´n de la aproximacio´n
al valor o´ptimo obteniendo un p-valor = 1,97 ·10−3, como con respecto al nu´mero
de veces que cada algoritmo encuentra el o´ptimo, cuyo p-valor es 6,40 · 10−4,
muy pro´ximos en ambos casos a 0, concluyendo que hay diferencias significativas
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entre las distintas variantes. Por otro lado, la tendencia general decreciente de
las longitudes de los memes en este MMA3−9 es un feno´meno interesante. Una
posible conjetura es que durante el progreso de la evolucio´n el algoritmo empieza a
localizar o´ptimos o soluciones pro´ximas al o´ptimo y el papel de los memes podr´ıa
estar cambiando de ser un artefacto eminentemente de bu´squeda (intentando
encontrar direcciones de bu´squeda hacia el valor o´ptimo) a una funcio´n con un
mecanismo de correccio´n de errores (corrigiendo las perturbaciones introducidas
por la mutacio´n sobre las soluciones (cuasi)-o´ptimas), es decir, su papel da un
giro pasando de ser exploratorio a explotador.
Esta interpretacio´n es congruente con la tasa de e´xito de los memes (porcentaje
de aplicaciones de los memes que producen un resultado mejorado), como se
muestra en la Figura 3.11. Conside´rese tambie´n que esto sigue una tendencia
ascendente (y que los valores para el MMA3−9 son normalmente superiores a los
restantes MMAs, en particular para las poblaciones no panmı´cticas), lo que podr´ıa
estar indicando este papel activo como resultado de la correccio´n del error (los
valores de fitness son bastante ma´s estables en las etapas de evolucio´n posteriores,
y por lo tanto una tasa de e´xito elevada podr´ıa interpretarse como que soluciones
de baja calidad esta´n siendo reparadas para volver a intentar encontrar soluciones
mejores o incluso el valor o´ptimo). La evolucio´n de la diversidad tambie´n es
representativa en este sentido –como se puede ver en la Figura 3.9– ya que la
diversidad gene´tica parece decrementarse ma´s ra´pido en el MMA totalmente auto-
adaptativo (ma´s claramente en el caso de topolog´ıa von Neumann), mientras la
diversidad meme´tica permanece comparativamente ma´s elevada.
3.3.3. Discusio´n
Como es bien conocido, la parametrizacio´n es una de las cuestiones funda-
mentales dentro del paradigma de los algoritmos meme´ticos [343], incluso ma´s si
se considera los MMAs, los cuales necesitan para´metros adicionales para contro-
lar la representacio´n de los memes. Por esta razo´n, el estudio de mecanismos de
auto-adaptacio´n que alivien este problema de parametrizacio´n tiene un intere´s
primordial. Los resultados obtenidos con MMAs con estructura espacial y con
auto-adaptacio´n a trave´s de memes de longitud variable sobre los problemas con-
siderados y las tres topolog´ıas analizadas (panmı´ctica, Moore y von Neumann)
indican que la auto-adaptacio´n de las longitudes de los memes no es perjudi-
cial e incluso en algunas ocasiones es beneficiosa, principalmente en el caso de
poblaciones panmı´cticas. Este u´ltimo efecto puede atribuirse a que los MMAs
no panmı´cticos tienen una parametrizacio´n ma´s robusta cuando se encuentran
con subo´ptimos. En cualquier caso, globalmente la auto-adaptacio´n a trave´s de
las longitudes de los memes parece una estrategia adecuada para los problemas
que se han considerado, ya que no penaliza el rendimiento y permite ahorrar en
tiempo de configuracio´n.
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3.4. Algoritmos de Estimacio´n de Distribucio-
nes Multimeme´ticos
Los MMAs realizan habitualmente la evolucio´n meme´tica usando los pro-
cedimientos de recombinacio´n y mutacio´n esta´ndar de los EAs para manipular
directamente la informacio´n a nivel meme´tico. En esta seccio´n se va a considerar
el uso de EDAs [186, 218, 298, 299] como motor de bu´squeda subyacente para
la optimizacio´n multimeme´tica. Mientras el uso de procedimientos de bu´squeda
local en combinacio´n con EDAs es una aproximacio´n ampliamente estudiada para
inyectar conocimiento dependiente del problema y mejorar la eficiencia del proce-
so de optimizacio´n –ver por ejemplo en [296, 303, 313, 371]– el uso de EDAs para
optimizacio´n meme´tica auto-adaptativa se ha estudiado con menos profundidad.
La contribucio´n de este cap´ıtulo es avanzar algunos pasos en esta direccio´n, estu-
diando diferentes aproximaciones para la aplicacio´n de EDAs a la optimizacio´n
multimeme´tica y proporcionando una evaluacio´n emp´ırica extensa del rendimien-
to de esta aproximacio´n.
3.4.1. Aproximacio´n Probabil´ıstica
La idea subyacente en el modelo considerado para el MMA es disponer de
informacio´n gene´tica y meme´tica enlazada dentro de cada individuo concreto, es
decir, cada individuo transporta un genotipo y un meme. Una vez se ha genera-
do un individuo, se evalu´a su genotipo y a continuacio´n se aplica el meme para
mejorarlo. Considerando que estos individuos se generan a trave´s de operado-
res evolutivos –tales como la recombinacio´n y la mutacio´n– en MMAs gene´ticos
esta´ndar, los EDAs multimeme´ticos aproximan este funcionamiento a trave´s de
un muestreo probabil´ıstico de una cierta distribucio´n que evoluciona durante la
ejecucio´n.
Los EDAs intentan aprender la distribucio´n de probabilidad p(~x) que repre-
senta los individuos ma´s prometedores de cada generacio´n. Tales generaciones se
componen de un ciclo de:
1. muestreo de p(~x) para obtener una poblacio´n pop,
2. seleccio´n de los individuos mas prometedores pop′ de pop,
3. actualizacio´n de p(~x) usando pop′.
Se pueden considerar diferentes EDAs dependiendo de la forma en la que
se ha modelado la distribucio´n de probabilidad p(~x). Para este trabajo se han
considerado los siguientes:
Modelos de una variable: se supone que las variables son independientes y
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por lo tanto, la distribucio´n de probabilidad p(~x) se factoriza de esta forma
p(~x) =
n∏
i=1
p(xi).
El EDA ma´s simple se denomina Algoritmo de Distribucio´n Marginal Uni-
variable (UMDA)3 [259], en el cual p(xi) se calcula como
p(xi = v) =
1
k
k∑
j=1
δ(pop′ji, v),
donde k = |pop′|, pop′ji es el valor de la i-e´sima variable del j-e´simo individuo
de pop′, y δ(·, ·) es la delta de Kronecker (δ(a, b) = 1 si a = b y δ(a, b) = 0
en otro caso). Una generalizacio´n de UMDA es Aprendizaje Incremental
Basado en Poblacio´n (PBIL)4 [30], un algoritmo en el que el modelo proba-
bil´ıstico se actualiza usando una combinacio´n lineal de su valor actual y el
nuevo valor aprendido durante el muestreo, es decir,
p′(xi = v) = (1− η)p(xi = v) + η 1
k
k∑
j=1
δ(pop′ji, v)
para algu´n para´metro de tasa de aprendizaje η (0 < η 6 1) y donde el primer
sumando representa el modelo actual de referencia y el segundo sumando
corresponde al modelo aprendido durante esta generacio´n. Conside´rese que
PBIL se reduce a UMDA para η = 1.
Modelos de dos variables : estos modelos pueden capturar dependencias de
menor orden suponiendo relaciones entre pares de variables. Ma´s concreta-
mente, en los modelos considerados aqu´ı p(~x) se factoriza como
p(~x) = p(xi1)
n∏
j=2
p(xij |xia(j)),
donde i1 · · · in es una permutacio´n de los ı´ndices 1 · · ·n, y a(j) < j es el
ı´ndice de la permutacio´n de la variable de la que depende xij . Los EDAs
considerados dentro de esta clase esta´n basados en Maximizacio´n de la In-
formacio´n Mutua para Agrupamiento de la Entrada (MIMIC)5 [46] y en
Combinacio´n de Optimizadores con A´rboles de Informacio´n Mutua (CO-
MIT)6 [31]. En el primer caso, se supone que a(j) = j − 1 (es decir, cada
variable depende de la anterior en la permutacio´n) y la permutacio´n se
3Univariate Marginal Distribution Algorithm
4Population-Based Incremental Learning
5Mutual Information Maximization for Input Clustering
6Combining Optimizers with Mutual Information Trees
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construye eligiendo la variable i1 con la entrop´ıa ma´s baja H(Xk) de la
muestra seleccionada pop′ y a continuacio´n se elige la variable ij (j > 1)
(entre aquellas que todav´ıa no se han seleccionado) que minimiza la entrop´ıa
condicional H(Xk|Xij−1).
En el segundo caso (EDA basado en COMIT), no se tiene la restriccio´n
a(j) = j − 1, y de este modo simplemente se selecciona la variable ij que
minimiza H(Xk|Xis , s < j). Por lo tanto, mientras que en el primer caso se
tiene una estructura de dependencias lineal, en este segundo caso se tiene
una estructura de dependencias en forma de a´rbol. Conside´rese finalmen-
te que en estos EDAs multimeme´ticos bivariables se computan de forma
separada modelos para los genotipos y para los memes.
En todos los casos, la estimacio´n de probabilidad para el modelo actualizado
incluye la correccio´n de Laplace [57] para prevenir la convergencia prematura,
siempre permitiendo una tasa de exploracio´n superior a cero. Por otro lado, se ha
considerado que cada uno de los EDAs presentados tiene una versio´n equivalente
elitista7, en la cual la nueva poblacio´n se crea truncando la seleccio´n a partir de
la unio´n de la muestra seleccionada en el paso anterior y la muestra extra´ıda del
modelo actual. Como se indica en [156], los EDAs elitistas con la correccio´n de
Laplace pueden converger a una poblacio´n conteniendo el o´ptimo global.
3.4.2. Ana´lisis Experimental
Para analizar el rendimiento de los EDAs multimeme´ticos descritos en la sec-
cio´n previa se ha considerado un conjunto de problemas de optimizacio´n de funcio-
nes pseudobooleanas como TRAP, H-IFF, H-XOR y SAT (los cuales se describen
en el Ape´ndice A). A continuacio´n se analizan los resultados.
Se ha considerado que los EDAs multimeme´ticos tienen una poblacio´n de
µ = 128 individuos. La seleccio´n se realiza truncando la poblacio´n, de forma que
siempre se mantiene al mejor 50 % de los individuos para actualizar el modelo
probabil´ıstico y la tasa de aprendizaje utilizada en PBIL es η = 0,1. Los memes se
representan como reglas de longitud r = 3 y se ha considerado w = 1 (se realiza
una reescritura y se mantiene si se mejora la solucio´n). En todos los casos el coste
de aplicar un meme se contabiliza como una fraccio´n de la evaluacio´n comple-
ta (como la fraccio´n de la funcio´n de fitness que es necesario recalcular debido
a los cambios producidos en el genotipo) y se an˜ade al nu´mero de evaluaciones
totales. Una ejecucio´n termina cuando se alcanzan 50000 evaluaciones realizando
20 ejecuciones por cada problema y algoritmo. Para medir los resultados se ha
incluido en la experimentacio´n un MMA evolutivo equivalente –denominado sM-
MA de aqu´ı en adelante– usando el mismo taman˜o de poblacio´n (µ = 128) y un
plan reproductivo generacional con torneo binario para la seleccio´n de los padres,
7Conside´rese que la definicio´n original de COMIT es intr´ınsecamente elitista. Aqu´ı en cambio
se han considerado las dos versiones de esta aproximacio´n, una elitista y otra no elitista
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Tabla 3.4: Resultados (20 ejecuciones) de los diferentes EDAs sobre los problemas
TRAP, H-IFF, H-XOR y SAT. Se muestra la mediana (x˜), la media (x¯) y el error
esta´ndar de la media (σx¯).
TRAP H-IFF
x˜ x¯± σx¯ x˜ x¯± σx¯
sMMA 31.4 30.0 ± 0.5 408.0 427.6 ± 13.9
sMA 28.6 28.3 ± 0.2 370.0 363.6 ± 5.4
UMDA 20.0 20.5 ± 0.2 363.0 385.9 ± 19.5
UMDAe 23.9 25.2 ± 0.8 576.0 517.5 ± 16.9
PBIL 19.2 19.2 ± 0.0 276.5 275.1 ± 3.4
PBILe 24.6 25.7 ± 0.7 441.5 441.7 ± 12.1
MIMIC 20.3 20.2 ± 0.1 328.5 330.3 ± 5.0
MIMICe 31.6 31.3 ± 0.2 472.0 493.6 ± 16.3
COMIT 21.0 21.0 ± 0.2 337.5 342.9 ± 5.9
COMITe 32.0 32.0 ± 0.0 424.0 443.8 ± 12.2
H-XOR SAT
x˜ x¯± σx¯ x˜ x¯± σx¯
sMMA 360.0 360.2 ± 4.4 547.0 546.6 ± 0.4
sMA 356.0 355.0 ± 3.5 547.0 547.0 ± 0.4
UMDA 320.5 324.6 ± 5.2 548.0 548.0 ± 0.3
UMDAe 348.0 341.6 ± 6.9 548.0 548.3 ± 0.2
PBIL 270.5 271.0 ± 2.4 543.0 543.8 ± 0.5
PBILe 259.0 258.6 ± 2.2 548.5 548.3 ± 0.3
MIMIC 310.0 312.9 ± 2.5 546.0 545.7 ± 0.4
MIMICe 393.5 397.6 ± 4.7 548.0 548.2 ± 0.2
COMIT 330.0 328.1 ± 3.7 548.0 548.0 ± 0.2
COMITe 408.0 419.4 ± 7.8 548.0 548.0 ± 0.3
operador de cruce de un punto (pX = 1,0), mutacio´n bit-flip (pM = 1/`, donde
` = 128 es el nu´mero de bits), bu´squeda local (guiada usando el meme enlaza-
do al individuo) y reemplazo del peor padre. En este sMMA, los descendientes
heredan el meme del mejor padre, el cual esta´ tambie´n sujeto a mutacio´n con
probabilidad pM . Adema´s se muestran resultados comparando el sMMA con un
sMA de meme fijo en el que la bu´squeda local basada en reglas se ha sustituido
por una bu´squeda local fija, consistente en sustituir un bit de forma aleatoria por
su valor opuesto.
En la Tabla 3.4 se proporcionan resultados nume´ricos completos. Como se
puede comprobar, si se elimina el sistema de reglas en la bu´squeda local y se
cambia por un mecanismo ma´s simple el rendimiento se degrada notablemente
en todos los problemas (excepto en SAT, quiza´ porque este es un problema lo
suficientemente complejo como para que no se aprecien diferencias entre unos
algoritmos y otros sin recurrir a un buen ajuste de la parametrizacio´n de los al-
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Tabla 3.5: Comparacio´n estad´ıstica entre los diferentes EDAs multimeme´ticos
usando el test ranksum de Wilcoxon (α = 0,05). Para cada problema/EDA se
proporcionan tres s´ımbolos, indicando respectivamente co´mo se comporta el al-
goritmo con respecto a su homo´logo (no-)elitista, con respecto al sMMA y con
respecto al algoritmo con la mediana ma´s alta del problema correspondiente (el
cual se marca con una estrella ? en tercera posicio´n). Un c´ırculo blanco/negro
(◦/•) indica que el algoritmo etiquetado en la columna tiene una peor/mejor me-
diana estad´ısticamente significativa. Un signo ‘=’ indica que no hay diferencia
estad´ısticamente significativa.
UMDA UMDAe PBIL PBILe MIMIC MIMICe COMIT COMITe
TRAP ◦◦◦ •◦◦ ◦◦◦ •◦◦ ◦◦◦ •=◦ ◦◦◦ ••?
H-IFF ◦◦◦ ••? ◦◦◦ •=◦ ◦◦◦ ••= ◦◦◦ •=◦
H-XOR ◦◦◦ •◦◦ •◦◦ ◦◦◦ ◦◦◦ ••◦ ◦◦◦ ••?
SAT =•= =•= ◦◦◦ ••? ◦=◦ ••= =•= =•=
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Figura 3.12: Evolucio´n del mejor fitness en la funcio´n TRAP para EDAs multi-
meme´ticos no elitistas (izquierda) y para sus equivalentes elitistas (derecha). En
ambas figuras se incluyen los resultados para el sMMA.
goritmos). En relacio´n a los EDAs multimeme´ticos, conside´rese que las versiones
elitistas de estos (denotadas con el sub´ındice e) tienen en general un rendimiento
mucho mejor que sus equivalentes no elitistas. Por otro lado, mientras estos u´lti-
mos son en muchos casos inferiores al sMMA, los EDAs multimeme´ticos elitistas
proporcionan un alto rendimiento en todos los problemas. Todo esto se investiga
ma´s a fondo en la Tabla 3.5. Como se puede ver, la superioridad de los algoritmos
elitistas sobre los no elitistas es estad´ısticamente significativa en todos los casos,
excepto en PBIL para H-XOR y en UMDA y COMIT para SAT. Adema´s, la
superioridad de los algoritmos elitistas sobre el sMMA (s´ımbolo central en cada
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Figura 3.13: Evolucio´n de la diversidad meme´tica en la funcio´n TRAP para EDAs
multimeme´ticos usando la correccio´n de Laplace en el modelo probabil´ıstico de
memes (izquierda) y sin utilizar dicha correccio´n (derecha).
entrada de la Tabla 3.5) es tambie´n estad´ısticamente significativa en la mayor´ıa
de los casos. Entre los diferentes EDAs elitistas, COMITe parece proporcionar el
mejor resultado total, siendo el mejor algoritmo en TRAP (ver Figura 3.12 para
una ilustracio´n de la evolucio´n del fitness de este problema) y H-XOR siendo
ide´ntico que PBILe en SAT. Adema´s es interesante observar el buen rendimiento
de UMDAe para este problema. Esto puede ser debido al hecho de que la solucio´n
o´ptima en este caso es una cadena homoge´nea (todos 0s o todos 1s), una estructu-
ra que es fa´cilmente capturada por los memes; tan pronto como la naturaleza ma´s
simple del modelo probabil´ıstico de UMDA dirige la bu´squeda hacia un estado
con predominio de cualquiera de estos s´ımbolos, los memes pueden facilitar que
se alcance este o´ptimo. Esta hipo´tesis se sostiene con los resultados comparativa-
mente peores de los algoritmos univariable para el problema H-XOR, en el cual
la solucio´n o´ptima contiene un 50 %-50 % de 1s y 0s situados en localizaciones
concretas (lo que hace que cualquier mitad de la solucio´n puede ser muy diferente
de la otra mitad).
Centrando ahora la atencio´n en el efecto que tiene la correccio´n de Laplace
sobre los algoritmos, se observa que mientras su uso es fundamental en el modelo
del genotipo (los experimentos sin esta correccio´n indican una ra´pida convergencia
del modelo probabil´ıstico hacia estados subo´ptimos en unas pocas docenas de
generaciones), a nivel meme´tico parece mas cuestionable. Como se puede ver
en la Figura 3.13 (izquierda), la entrop´ıa de los memes generados permanece
muy elevada en todos los EDAs, a diferencia del sMMA que se estabiliza a un
nivel ma´s bajo de entrop´ıa. Esto indica que los EDAs esta´n teniendo dificultades
para centrar el proceso de bu´squeda de los memes ma´s adecuados, bien por las
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Tabla 3.6: Resultados (20 ejecuciones) de los diferentes MMAs sobre los proble-
mas TRAP, H-IFF, H-XOR y SAT, sin utilizar la correccio´n de Laplace en la
estimacio´n de las probabilidades de los memes. Se muestra la mediana (x˜), la
media (x¯) y el error esta´ndar de la media (σx¯).
TRAP H-IFF
x˜ x¯± σx¯ x˜ x¯± σx¯
UMDA∗e 23.8 25.2 ± 0.8 576.0 516.9 ± 17.3
PBIL∗e 24.7 25.7 ± 0.7 443.0 451.5 ± 15.9
MIMIC∗e 32.0 31.7 ± 0.2 464.0 473.6 ± 12.6
COMIT∗e 32.0 32.0 ± 0.0 464.0 480.0 ± 13.9
H-XOR SAT
x˜ x¯± σx¯ x˜ x¯± σx¯
UMDA∗e 342.0 342.8 ± 7.6 549.0 548.4 ± 0.3
PBIL∗e 262.5 259.9 ± 2.2 549.0 548.6 ± 0.3
MIMIC∗e 412.0 417.0 ± 5.3 548.5 548.5 ± 0.2
COMIT∗e 416.0 427.6 ± 10.0 548.0 548.4 ± 0.3
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Figura 3.14: Evolucio´n de la tasa de e´xito de los memes (porcentaje de aplica-
ciones de memes que producen una mejora) en la funcio´n TRAP para EDAs
multimeme´ticos usando la correccio´n de Laplace en el modelo probabil´ıstico de
memes (izquierda) y sin utilizar dicha correccio´n (derecha).
limitaciones del propio modelo probabil´ıstico o por la perturbacio´n exploratoria
de la correccio´n de Laplace. Por ello, se han realizado experimentos con los EDAs
elitistas pero desactivando esta correccio´n en el modelado de los memes. No es
sorprendente que esto tenga una mayor influencia en los modelos bivariables,
ya que son ahora capaces de converger a estados particulares que los modelos
univariable no logran alcanzar, los cuales son incapaces de capturar la estructura
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de los memes en muchos casos –ver Figura 3.13 (derecha). En general, esto tiene
tambie´n una influencia positiva en el rendimiento como se muestra en la Tabla 3.6.
A pesar de que los modelos univariable tienen rendimientos ligeramente mejores
en algunos casos, la diferencia no es estad´ısticamente significativa. En el caso
de los modelos bivariables, hay una diferencia estad´ısticamente significativa en
favor de MIMIC∗e (el super´ındice * denota que la correccio´n de Laplace se ha
desactivado) para TRAP y H-XOR y en favor de COMIT∗e para H-IFF. Tambie´n
es interesante observar como el e´xito en la aplicacio´n de los memes (el porcentaje
de aplicacio´n de memes que producen como resultado una mejora) es mayor en
estas variantes – ver Figura 3.14 – respaldando la hipo´tesis de que la bu´squeda
esta´ ma´s encaminada en este caso.
3.4.3. Discusio´n
En el contexto multimeme´tico considerado, los EDAs parecen una aproxi-
macio´n bastante prometedora para este tipo de optimizacio´n meme´tica auto-
adaptativa gracias a sus ventajas bien conocidas, como son que requieren un
esfuerzo considerablemente menor para ajustar la parametrizacio´n que sus equi-
valentes gene´ticos y su flexibilidad para modelar estructuras combinatorias como
los memes. De hecho, la experimentacio´n con EDAs multimeme´ticos ha propor-
cionado resultados alentadores: cuando se les dota de elitismo, los EDAs multi-
meme´ticos son claramente superiores a un MMA que manipule genes y memes
mediante operadores gene´ticos. Asimismo se ha podido comprobar que los EDAs
multimeme´ticos que usan modelos de probabilidad de dos variables son capaces
de mejorar los resultados de los MMAs gene´ticos. Tambie´n se ha observado que
la bu´squeda meme´tica esta´ ma´s centrada cuando no se utiliza la correccio´n de
Laplace en el modelado de los memes.
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Cap´ıtulo 4
Algoritmos Multimeme´ticos
basados en Islas
Como se ha comentado en el cap´ıtulo anterior la dina´mica de propagacio´n
de los memes es ma´s compleja en los MAs que en sus homo´logos gene´ticos. Este
hecho es especialmente relevante en modelos de MMAs con multipoblacio´n, en los
cuales adema´s de las dina´micas de cada poblacio´n interna hay que considerar el
efecto de la comunicacio´n entre las diferentes poblaciones. Aunque la influencia
de las pol´ıticas de migracio´n se ha estudiado con profusio´n en el contexto de
los EAs –e.g. en [13, 53, 329]; ver tambie´n [87, 359]– no lo ha sido tanto en la
familia de los MMAs. Por otra parte, hay que considerar tambie´n el papel que las
pol´ıticas de migracio´n pueden tener sobre otras propiedades del algoritmo como
la diversidad de la poblacio´n, ya que en esta familia de te´cnicas los individuos son
tambie´n responsables de guiar activamente parte de la bu´squeda de una forma
auto-adaptativa y transportar la informacio´n con este objetivo. Por lo tanto, las
decisiones de disen˜o involucradas en el proceso de migracio´n no solo afectan de
forma impl´ıcita al proceso de bu´squeda a trave´s de la difusio´n del genoma, sino
que lo hacen adema´s expl´ıcitamente por medio de la propagacio´n de los memes.
En las siguientes secciones se analizan estas cuestiones, pero antes se describe
brevemente el modelo de trabajo del MMA que se va a utilizar de aqu´ı en adelante
as´ı como las estrategias de migracio´n consideradas (Seccio´n 4.1). A continuacio´n
y dada la necesidad de gestionar apropiadamente la volatilidad de los sistemas
sobre los que se puede ejecutar este tipo de algoritmos, se analiza la tolerancia
a fallos en el contexto de los MMAs (Seccio´n 4.2). Finalmente se profundiza en
una de las estrategias de gestio´n de fallos consistente en crear puntos de restau-
racio´n perio´dicos del estado del sistema para salvaguardar la informacio´n ante
inminentes ca´ıdas de los nodos (Seccio´n 4.3).
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4.1. El Modelo de Islas
El modelo de islas se basa en la utilizacio´n de una estructura espacialmente
distribuida de las poblaciones naturales, es decir, la poblacio´n total se divide
en subpoblaciones disjuntas ejecuta´ndose en cada una de ellas un MMA cla´sico.
Para mitigar el aislamiento propio de las poblaciones separadas y evitar que
convergan a o´ptimos locales se realizan intercambios regulares de individuos entre
las distintas subpoblaciones (inyectando de esta manera nuevos individuos y por
lo tanto mejorando la diversidad) segu´n un criterio definido previamente y de
una manera establecida segu´n diversos para´metros involucrados en el proceso
completo que afectan al mecanismo de seleccio´n de los migrantes, a la forma en
la que los migrantes reemplazan a los individuos de la poblacio´n original o al
nu´mero de individuos que forman parte del proceso de migracio´n cada vez.
4.1.1. Descripcio´n del Modelo
El modelo ba´sico subyacente es el descrito en la Seccio´n 3.1, con un MMA que
trata expl´ıcitamente los memes a trave´s del uso de reglas de reescritura adheridas
a los individuos. Los padres se seleccionan por torneo binario, con operaciones
de recombinacio´n, mutacio´n y bu´squeda local mediante el meme asociado a cada
individuo y una pol´ıtica de reemplazo en la que los peores padres se sustituyen
por la descendencia.
En este caso, el MMA (iMMA de ahora en adelante) se ha implementado
sobre una arquitectura basada en islas, a trave´s de la cual mu´ltiples poblaciones
independientes (islas) se crean inicialmente para a continuacio´n evolucionar de
forma parcialmente aislada –conside´rese que en cada isla se ejecuta el mismo
MMA con la misma parametrizacio´n, aunque esta restriccio´n podr´ıa ser alterada y
ejecutar algoritmos con configuraciones diferentes en cada isla o incluso algoritmos
completamente diferentes –e.g., en algunos nodos se podr´ıa ejecutar un GA y en
otros un MA. La definicio´n de esta arquitectura conlleva algunas decisiones de
disen˜o relacionadas con:
1. La topolog´ıa de interconexio´n entre las islas : por ejemplo, un anillo, una
rejilla, un hipercubo, etc.
2. La pol´ıtica de migracio´n: se trata de una coleccio´n de parame´tros de migra-
cio´n que determinan co´mo y cua´ndo se intercambia la informacio´n entre las
islas [13, 53, 329].
Para implementar el MMA descrito previamente sobre un modelo multi-isla
es necesario definir las dos cuestiones anteriores. Con respecto a la topolog´ıa de
interconexio´n se va a utilizar inicialmente un anillo unidireccional, por ser una
topolog´ıa comu´nmente empleada y adema´s lo suficientemente simple para poder
centrar el estudio en otros aspectos como las estrategias de migracio´n. Por otro
lado, la pol´ıtica de migracio´n abarca determinados para´metros como el nu´mero
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m de individuos que se someten al proceso migratorio, la frecuencia ζ de tales
eventos, el procedimiento ωS utilizado para seleccionar los individuos que se van
a migrar desde la isla emisora, el procedimiento ωR empleado para gestionar
los migrantes en la isla receptora y si el cara´cter de la interaccio´n es s´ıncrono
o as´ıncrono –ver [13]. En esta seccio´n se va a considerar que la interaccio´n es
s´ıncrona y lo relativo a ωS y ωR se especificara´ a continuacio´n. No´tese en este
sentido que la naturaleza de estos para´metros es cualitativa, en contraposicio´n a
la naturaleza cuantitativa de los para´metros m y ζ. Por este motivo, su estudio
no puede por lo tanto realizarse utilizando un ajuste meramente nume´rico.
4.1.2. Estrategias de Migracio´n
En esta seccio´n se profundiza en diversas estrategias de migracio´n que se
pueden implementar en un MMA basado en islas para analizar posteriormente en
la Seccio´n 4.1.3 el impacto que tiene la eleccio´n de las estrategias de migracio´n
sobre el rendimiento del algoritmo. Con respecto al operador de seleccio´n de
migrantes ωS, se han considerado las siguientes seis posibilidades:
best: los mejores m individuos de la poblacio´n emisora se seleccionan para
la migracio´n. Esta estrategia se podr´ıa ver como un intento de proporcionar
el empuje ma´ximo inmediato en el fitness de la isla receptora, probable-
mente inducido porque si los migrantes empiezan a dominar la poblacio´n se
producir´ıa un reenfoque de la bu´squeda.
random: los migrantes se seleccionan por muestreo aleatorio (sin reemplazo)
en la poblacio´n emisora. En este caso, se trata de inyectar diversidad en la
poblacio´n objetivo a trave´s de un muestreo aleatorio del material gene´ti-
co/meme´tico de la isla emisora.
probabilistic: esta estrategia utiliza las ideas de los algoritmos de estimacio´n
de distribuciones introducidas en el cap´ıtulo precedente y debe entenderse
dentro del esp´ıritu de la estrategia anterior. Aqu´ı se crea un modelo proba-
bil´ıstico de la poblacio´n emisora que se utiliza para producir los migrantes.
Por lo tanto, proporciona una muestra de la informacio´n contenida en la isla
emisora pero no necesariamente correspondiendo a los individuos exactos
existentes. De este modo, se puede ver como una seleccio´n ma´s exploratoria
que aleatoria. En este caso se ha considerado un modelo univariable simple
en el que los migrantes se generan a partir de la probabilidad de que ca-
da s´ımbolo en una posicio´n dada encaje con la frecuencia relativa de cada
s´ımbolo en esa misma posicio´n entre la poblacio´n.
diverse-gene: en la l´ınea del algoritmo multikulty [22], los migrantes se se-
leccionan para introducir tanta diversidad como sea posible en la poblacio´n
destino, cf. [63]. Para este fin, se seleccionan los individuos cuya distan-
cia genot´ıpica (en el sentido de Hamming) a los individuos de la poblacio´n
receptora sea ma´xima.
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diverse-meme: esta es la extensio´n natural de la estrategia previa en el cam-
po meme´tico. En este caso, los migrantes son los individuos que transportan
los memes cuya distancia (de nuevo en sentido de Hamming) a los memes
en la isla receptora sea ma´xima. El objetivo no es, por lo tanto, introdu-
cir diversidad gene´tica de forma expl´ıcita sino hacer esto impl´ıcitamente,
introduciendo diversidad en cuanto a la forma en la que las soluciones se
mejoran.
random-immigrants: esta estrategia genera los migrantes de forma totalmen-
te aleatoria [162]. Ya que esto no tiene en cuenta la isla emisora en absoluto,
esta estrategia representa un intento de medir el efecto bruto de introdu-
cir nuevos individuos en la poblacio´n destino, desacopla´ndolo del efecto
atribuido al intercambio de informacio´n entre islas. De alguna forma, esto
proporciona una referencia en cuanto al rendimiento por encima del cual
las otras estrategias deber´ıan situarse.
Con respecto al operador de reemplazo de los migrantes ωR, se han considerado
las siguientes dos posibilidades:
replace-worst: se reemplazan los peores individuos de la poblacio´n por los
migrantes que llegan.
replace-random: los migrantes reemplazan a los individuos seleccionados de
forma aleatoria.
En cualquier caso, se ha elegido el funcionamiento del reemplazo de forma total-
mente incondicional (es decir, los migrantes siempre se aceptan por la poblacio´n
destino) por dos razones: en primer lugar, se pretende maximizar el efecto (po-
sitivo o negativo) de la operacio´n de migracio´n y en segundo lugar, se intenta
promover la diversidad sobre la posible pe´rdida inmediata de fitness (recalcar que
en los MMAs, las soluciones esta´n sujetas a mejora local y por lo tanto, tal pe´rdi-
da se podr´ıa mitigar a trave´s de la aplicacio´n del meme; ma´s incluso explorando
el hecho de que la atraccio´n hacia otro o´ptimo podr´ıa ser una ventaja ma´s so´lida
que una buena solucio´n temporal).
4.1.3. Ana´lisis Experimental
Las estrategias de migracio´n introducidas en la seccio´n previa se han exami-
nado de forma experimental con bastante profundidad. Antes de presentar los
resultados, se describe la configuracio´n de los experimentos y el conjunto de pro-
blemas de test que se han utilizado en la experimentacio´n: TRAP, H-IFF, H-XOR
y SAT (ver Ape´ndice A para ma´s detalles).
Se ha considerado un MMA basado en islas tal como se ha descrito en la Sec-
cio´n 4.1.1, con un taman˜o de poblacio´n de µ = 128 individuos, una probabilidad
de recombinacio´n pX = 1,0 y una probabilidad de mutacio´n pM = 1/` (` = 128,
es la longitud del genoma). Esta poblacio´n se coloca entre las nι ∈ 1, 2, 4, 8 islas,
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cada una de ellas compuesta por µ/nι individuos. El caso nι = 1 (denominado
como sMMA) corresponde a panmixia y no tiene migracio´n alguna. En el resto
de escenarios, las islas se colocan en un anillo unidireccional y la migracio´n tiene
lugar cada ζ = 20 generaciones, por lo tanto, permitiendo un lapso suficiente de
evolucio´n aislada de cada deme, cf. [13]. Se selecciona un migrante usando ωS y
se inserta en la poblacio´n receptora utilizando ωR, donde ambos, ωS y ωR son
las estrategias descritas en la Seccio´n 4.1.2. Los memes se expresan como reglas
de longitud r = 3 y se considera w = 1. En todos los casos el coste de aplicar
un meme se contabiliza como una fraccio´n de la evaluacio´n (es decir, como una
fraccio´n de la funcio´n de fitness que necesita reevaluarse como resultado de un
cambio en el genotipo) y se an˜ade al nu´mero total de evaluaciones. Cada ejecu-
cio´n termina cuando se alcanzan 50000 evaluaciones y se ejecutan 20 ejecuciones
para cada combinacio´n de problema, nu´mero de islas, ωS y ωR.
En primer lugar, se proporciona un conjunto completo de resultados nume´ri-
cos en la Tabla 4.1. Como es de esperar, la calidad de los resultados mejora
globalmente cuando el nu´mero de islas crece (conside´rese que todos los proble-
mas utilizados son problemas de maximizacio´n, y por lo tanto, los valores ma´s
elevados son los mejores). Esta es una consecuencia bien conocida del uso de los
EAs descentralizados que se manifiesta de forma natural en el contexto multi-
meme´tico. El principal punto de intere´s del ana´lisis no esta´ en cualquier caso en
co´mo se logran los mejores resultados, lo que puede obtenerse fa´cilmente incre-
mentado el numero de islas (esto es tambie´n interesante y podr´ıa ser objeto de
una investigacio´n posterior), sino en el efecto que las decisiones de disen˜o relativas
a la seleccio´n de los migrantes y al reemplazo de estos pueda tener en el rendi-
miento del algoritmo. Por ello, se ha realizado un ana´lisis estad´ıstico sistema´tico
para determinar el impacto relativo que cada pol´ıtica de migracio´n tiene sobre el
iMMA.
Conside´rense inicialmente todas las estrategias de migracio´n tanto para ωR =
replace-worst como para ωR = replace-random. Se realiza una comparacio´n basada
en ranking para calcular el orden relativo de cada operador ωS para un proble-
ma dado y un nu´mero de islas nι determinado: la estrategia de seleccio´n con la
mejor media es elegida con el ranking 1 y la peor con el ranking 6 (recalcar que
hay seis operadores ωS). En caso de empates se considera el promedio de las po-
siciones empatadas. La Figura 4.1 muestra la distribucio´n de los rankings para
cada operador ωS. Puede observarse que estos rankings son en su mayor parte
consistentes para ambas estrategias de reemplazo de los migrantes. El hecho de
que random-immigrants se clasifique habitualmente en las u´ltimas posiciones es
compatible con que el iMMA se este´ beneficiando de la informacio´n intercambia-
da entre las islas ma´s alla´ de una pura diversidad aleatoria (y adema´s consigue
mejores resultados conforme aumenta el nu´mero de islas –ver Tabla 4.1). Adema´s,
best se clasifica en una pobre posicio´n en ambos casos. Esto a menudo se atri-
buye a una convergencia prematura inducida por esta estrategia ma´s intensiva.
Este efecto se ilustra en la Figura 4.2 (a). En cualquier caso, se observa que una
diversidad global ma´s elevada no se traduce per se en un mejor rendimiento: los
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Tabla 4.1: Resultados (20 ejecuciones) de los diferentes iMMAs sobre los pro-
blemas TRAP, H-IFF, H-XOR y SAT, usando la estrategia replace-worst (mitad
superior) y la estrategia replace-random (mitad inferior). Se muestran los resulta-
dos de la mediana (x˜), la media (x¯) y el error esta´ndar de la media (σx¯).
TRAP H-IFF H-XOR SAT
replace-worst x˜ x¯± σx¯ x˜ x¯± σx¯ x˜ x¯± σx¯ x˜ x¯± σx¯
sMMA nι = 1 31.4 30.0 ± 0.5 408.0 427.6 ± 13.9 360.0 360.2 ± 4.4 547.0 546.6 ± 0.4
nι = 2 30.6 30.3 ± 0.3 456.0 471.1 ± 17.2 380.0 382.4 ± 6.2 547.0 547.3 ± 0.3
random nι = 4 31.2 30.6 ± 0.4 520.0 509.2 ± 15.7 408.0 416.0 ± 10.5 548.0 547.5 ± 0.4
nι = 8 31.6 30.7 ± 0.4 576.0 564.0 ± 8.3 412.0 415.1 ± 7.3 547.0 547.5 ± 0.3
nι = 2 29.6 30.0 ± 0.3 436.0 470.0 ± 20.4 372.0 379.4 ± 7.6 547.0 547.1 ± 0.4
best nι = 4 30.8 30.3 ± 0.4 456.0 469.4 ± 17.2 380.0 385.8 ± 5.4 546.0 546.5 ± 0.4
nι = 8 31.4 30.3 ± 0.4 576.0 519.6 ± 14.5 374.0 378.2 ± 6.9 547.0 546.9 ± 0.4
nι = 2 29.6 29.6 ± 0.4 456.0 473.8 ± 16.5 384.0 384.0 ± 4.7 548.0 547.4 ± 0.3
diverse-gene nι = 4 30.2 30.0 ± 0.4 528.0 499.7 ± 18.3 395.0 404.6 ± 10.7 547.0 546.9 ± 0.4
nι = 8 30.4 30.1 ± 0.4 576.0 543.6 ± 11.8 394.0 404.8 ± 8.5 547.0 547.3 ± 0.4
nι = 2 30.6 30.1 ± 0.4 456.0 475.8 ± 16.0 380.0 381.4 ± 4.4 548.0 547.4 ± 0.4
diverse-meme nι = 4 31.0 30.5 ± 0.4 472.0 501.2 ± 16.1 404.0 411.2 ± 11.4 548.0 547.5 ± 0.3
nι = 8 31.2 30.7 ± 0.3 576.0 553.2 ± 10.5 402.0 418.2 ± 11.9 548.0 547.5 ± 0.3
nι = 2 29.4 29.4 ± 0.5 436.0 451.0 ± 15.7 352.0 356.4 ± 5.0 547.0 547.5 ± 0.3
random-immigrants nι = 4 28.6 28.7 ± 0.5 454.0 453.2 ± 16.0 348.0 351.6 ± 3.6 547.0 546.9 ± 0.3
nι = 8 30.4 29.3 ± 0.5 454.0 471.1 ± 14.8 331.0 336.9 ± 4.3 547.0 546.8 ± 0.3
nι = 2 31.4 30.5 ± 0.4 456.0 493.6 ± 17.6 374.0 386.2 ± 7.2 547.0 547.0 ± 0.3
probabilistic nι = 4 32.0 30.8 ± 0.4 464.0 500.0 ± 13.6 394.0 387.6 ± 5.0 548.0 547.4 ± 0.3
nι = 8 32.0 30.4 ± 0.5 576.0 551.6 ± 11.3 390.0 390.2 ± 3.9 547.0 547.4 ± 0.3
TRAP H-IFF H-XOR SAT
replace-random x˜ x¯± σx¯ x˜ x¯± σx¯ x˜ x¯± σx¯ x˜ x¯± σx¯
sMMA nι = 1 31.4 30.0 ± 0.5 408.0 427.6 ± 13.9 360.0 360.2 ± 4.4 547.0 546.6 ± 0.4
nι = 2 30.4 30.1 ± 0.3 456.0 480.0 ± 18.9 380.0 390.4 ± 7.5 547.0 547.0 ± 0.4
random nι = 4 30.8 30.2 ± 0.4 520.0 506.8 ± 16.5 412.0 426.6 ± 10.0 547.0 547.2 ± 0.3
nι = 8 31.4 30.7 ± 0.3 576.0 543.2 ± 11.6 408.0 414.9 ± 6.4 548.0 547.5 ± 0.3
nι = 2 29.6 30.0 ± 0.4 440.0 457.2 ± 19.3 378.0 379.2 ± 5.8 547.0 547.1 ± 0.3
best nι = 4 31.0 30.3 ± 0.4 468.0 482.8 ± 20.5 378.0 390.6 ± 7.8 547.5 547.0 ± 0.5
nι = 8 31.4 30.2 ± 0.5 576.0 518.8 ± 14.8 384.5 384.6 ± 6.6 547.0 547.1 ± 0.3
nι = 2 30.6 30.2 ± 0.4 456.0 471.0 ± 17.4 384.0 385.7 ± 8.1 547.0 546.7 ± 0.3
diverse-gene nι = 4 30.0 29.7 ± 0.4 520.0 503.8 ± 17.1 385.0 391.9 ± 7.7 547.0 546.8 ± 0.4
nι = 8 31.6 30.4 ± 0.4 576.0 546.8 ± 11.6 382.0 388.5 ± 5.7 547.0 546.6 ± 0.3
nι = 2 31.0 30.2 ± 0.4 464.0 490.6 ± 18.6 388.0 386.0 ± 6.6 547.0 547.2 ± 0.3
diverse-meme nι = 4 30.6 30.5 ± 0.3 472.0 503.2 ± 14.1 396.0 405.1 ± 5.9 548.0 547.6 ± 0.3
nι = 8 32.0 31.1 ± 0.3 576.0 535.0 ± 12.8 408.0 411.9 ± 9.4 547.0 547.3 ± 0.3
nι = 2 30.6 29.8 ± 0.5 432.0 442.4 ± 15.1 352.0 355.6 ± 3.9 546.5 546.9 ± 0.4
random-immigrants nι = 4 28.4 28.8 ± 0.5 456.0 446.3 ± 19.6 352.0 353.9 ± 2.9 548.0 547.3 ± 0.4
nι = 8 28.6 29.1 ± 0.5 456.0 475.8 ± 16.4 338.0 337.8 ± 4.1 547.0 547.0 ± 0.4
nι = 2 30.9 30.5 ± 0.4 464.0 482.4 ± 16.8 370.0 372.4 ± 5.1 547.0 546.7 ± 0.4
probabilistic nι = 4 31.6 30.9 ± 0.3 576.0 518.6 ± 15.5 384.0 384.6 ± 4.9 547.0 547.3 ± 0.3
nι = 8 31.0 30.3 ± 0.5 576.0 548.4 ± 13.1 394.0 400.9 ± 5.8 547.0 547.3 ± 0.3
MMAs tambie´n requieren que los memes soporten de forma sostenida el proceso
de bu´squeda y estrategias tales como random y diverse-meme son mejores en este
aspecto –ver Figura 4.2 (b). De hecho, otra observacio´n interesante es que las
estrategias de seleccio´n de migrantes basadas en diversidad meme´tica funcionan
mejor que sus homo´logas gene´ticas. Esto indica que la inyeccio´n de nuevo mate-
rial meme´tico diferente puede tener una mayor influencia en el comportamiento
del algoritmo que introducir solo material gene´tico, en la l´ınea del papel acti-
vo que tienen los memes actualmente en el proceso de bu´squeda. La estrategia
random proporciona un alto rendimiento tambie´n, lo que podr´ıa atribuirse a que
constituye una solucio´n intermedia entre las estrategias de diversidad gene´tica y
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Figura 4.1: Distribucio´n de rankings de las estrategias de seleccio´n de migrantes.
Cada caja se compone del primer al tercer cuartil de la distribucio´n, de la mediana
(cuartil 2) que se identifica mediante una l´ınea vertical, de la media representada
con un c´ırculo y de los datos con valores extremos que se indican con un signo ma´s.
Las l´ıneas horizontales tienen una amplitud de 1.5 veces el rango entre cuartiles.
(Izquierda) Resultados para ωR = replace-worst. (Derecha) Resultados para ωR =
replace-random.
meme´tica. Como puede verse, esta estrategia de seleccio´n produce tambie´n ligeras
mejoras cuando se usa conjuntamente con replace-worst con respecto a cuando se
usa con replace-random debido a que su naturaleza eminentemente exploratoria
es compensada por el cara´cter ma´s intensivo de la estrategia de reemplazo. Fi-
nalmente, es interesante recalcar co´mo la generacio´n probabil´ıstica de migrantes
se situ´a confortablemente en la tercera posicio´n en todos los casos, no demasiado
lejos de la seleccio´n random. Obviamente, un modelo univariable simple no puede
capturar adecuadamente las interdependencias entre las variables y por lo tan-
to esta estrategia tiene un comportamiento que puede considerarse una variante
exploratoria de la estrategia random.
Para determinar el alcance a partir del cual las diferencias en el ranking son
significativas se han utilizado dos tests estad´ısticos no parame´tricos bien conoci-
dos, los denominados Tests de Friedman [129–131] y de Quade [302]. Los resul-
tados en el nivel esta´ndar de α = 0,05 se muestran en la Tabla 4.2. Los valores
estad´ısticos obtenidos son claramente ma´s altos que los valores cr´ıticos, de modo
que esto indica que hay diferencias significativas en sus rankings. Por otro lado,
se ha realizado adicionalmente un ana´lisis post-hoc usando el test de Holm [175]
para determinar si las diferencias son significativas con respecto a una estrate-
gia de control (en este caso la estrategia que produce el mejor ranking medio
como se muestra en la Figura 4.1). La Tabla 4.3 muestra los resultados de este
test. Conside´rese tambie´n que el test lo superan en todos los casos las estrate-
gias random-immigrants, best y diverse-gene y que, por consiguiente, el algoritmo
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Figura 4.2: (a) Entrop´ıa de la poblacio´n global. (b) Tasa de e´xito de la aplicacio´n
de memes (porcentaje de aplicaciones de memes que producen una mejora en el
fitness del individuo). En ambos casos los datos corresponden al problema H-IFF,
nι = 8, ωR = replace-worst.
Tabla 4.2: Test estad´ıstico para las estrategias de seleccio´n de migrantes (α =
0,05).
Valor cr´ıtico replace-worst replace-random
Friedman 11.070498 35.416667 28.238095
Quade 2.382823 14.811603 9.189948
de control es significativamente mejor que estos. En cambio, no hay diferencias
estad´ısticas significativas entre diverse-meme, random y probabilistic.
Si se realiza un ana´lisis a trave´s de la dimensio´n de reemplazo, es decir, man-
teniendo fija la estrategia de seleccio´n y comparando ambas estrategias de reem-
plazo, se observa que replace-worst funciona algo mejor que replace-random. Sin
embargo, en ningu´n caso la diferencia llega a alcanzar el nivel significativo de
0,05 usando el test de ranksum de Wilcoxon para realizar las comparaciones uno
a uno entre ambas estrategias de reemplazo para cada combinacio´n (problema,
ωS, nι). Si se analiza de forma espec´ıfica el par (ωS, ωR), se puede encontrar que
existen diferencias estad´ısticamente significativas en la distribucio´n de ranking
de las 12 combinaciones (usando los test de Friedman y Quade se obtienen los
valores 71.317308 y 11.251898 respectivamente, mucho mayores que sus valores
cr´ıticos correspondientes que son 19.675138 y 1.868615). El test de Holm tambie´n
se ha ejecutado a continuacio´n, como se muestra en la Tabla 4.4, con resultados
consistentes con los obtenidos previamente; el test lo superan todos los pares in-
volucrados random-immigrants, best y diverse-gene usando random+replace-worst
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Tabla 4.3: Resultados del Test de Holm. (Arriba) ωR = replace-worst usando ωS =
random como estrategia de control. (Abajo) ωR = replace-random usando ωS =
diverse-meme como estrategia de control.
i Estrategia z-statistic p-valor α/i
1 diverse-meme 0.436436 0.331260 0.050000
2 probabilistic 1.091089 0.137617 0.025000
replace-worst 3 diverse-gene 2.454951 0.007045 0.016667
4 best 3.818813 0.000067 0.012500
5 random-immigrants 4.637130 0.000002 0.010000
1 random 0.381881 0.351275 0.050000
2 probabilistic 0.872872 0.191367 0.025000
replace-random 3 diverse-gene 2.291288 0.010973 0.016667
4 best 2.891387 0.001918 0.012500
5 random-immigrants 4.364358 0.000006 0.010000
Tabla 4.4: Resultados del Test de Holm para todas las combinaciones de estra-
tegias de seleccio´n/reemplazo usando random+replace-worst como estrategia de
control.
i Estrategia z-statistic p-valor α/i
1 diverse-meme+replace-worst 0.651059 0.257504 0.050000
2 diverse-meme+replace-random 0.735980 0.230871 0.025000
3 probabilistic+replace-worst 1.075663 0.141039 0.016667
4 random+replace-random 1.103970 0.134803 0.012500
5 probabilistic+replace-random 1.755029 0.039627 0.010000
6 diverse-gene+replace-worst 2.745772 0.003018 0.008333
7 diverse-gene+replace-random 3.085455 0.001016 0.007143
8 best+replace-random 3.623287 0.000145 0.006250
9 best+replace-worst 4.132811 0.000018 0.005556
10 random-immigrants+replace-worst 5.123554 0.000000 0.005000
11 random-immigrants+replace-random 5.180167 0.000000 0.004545
como algoritmo de control. No se han encontrado diferencias significativas entre
los pares relacionados con diverse-meme, random y probabilistic.
4.1.4. Discusio´n
La eleccio´n de los operadores de seleccio´n de migrantes y de reemplazo de
migrantes tiene un impacto crucial en el rendimiento de los EAs basados en islas
como es bien conocido. No obstante, los resultados indican que la eleccio´n del
operador de seleccio´n de los migrantes es ma´s importante que la estrategia de
reemplazo. Adema´s, se han podido confirmar algunos resultados que previamente
se han ido presentando en el contexto de los GAs, tales como el hecho de que
una migracio´n basada en el mejor individuo conduce a una ra´pida degradacio´n de
la diversidad y disminuye su rendimiento. Por otro lado, se ha llegado a la con-
clusio´n de que una estrategia de seleccio´n puramente enfocada al mantenimiento
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de la diversidad del genotipo no puede compararse favorablemente al resto de
estrategias basadas en diversidad meme´tica (aunque la primera todav´ıa es capaz
de proporcionar mejores resultados que un modelo panmı´ctico de una sola po-
blacio´n o que una estrategia basada en inmigrantes aleatorios). Por otro lado,
estas u´ltimas tienen un funcionamiento estad´ısticamente similar a las dos estra-
tegias consideradas con muestreo aleatorio de la poblacio´n emisora. Es tambie´n
especialmente interesante considerar que el modelo probabil´ıstico de la poblacio´n
(incluso el ma´s simple como el modelo univariable considerado aqu´ı) es todav´ıa
competitivo con algunos de los operadores de migracio´n.
4.2. Tolerancia a Fallos
El uso de modelos de computacio´n evolutiva paralelos y distribuidos (EAs)
esta´ muy extendido en la actualidad debido a su utilidad para mejorar la ca-
lidad de las soluciones encontradas y reducir el coste computacional cuando se
esta´ tratando con problemas cuya optimizacio´n es compleja. Para este propo´sito,
los entornos de computacio´n emergentes, tales como las redes P2P y los desktop
grids esta´n ofreciendo una mir´ıada de nuevas oportunidades (ver Seccio´n 2.6.2.5
para ma´s detalles sobre las plataformas de computacio´n para los EAs distribui-
dos), pero tambie´n proporcionando nuevos retos: el funcionamiento sobre una red
de computacio´n cuyos recursos son vola´tiles hace necesaria una implementacio´n
tolerante a fallos y resistente a los cambios. En esta seccio´n se analizan estas
cuestiones desde el punto de vista de los EAs multipoblacio´n (EAs basados en
islas). Se van a considerar dos variantes diferentes de EAs, como son los GAs y
los MAs, y se analizara´ el impacto sobre el rendimiento que tienen las decisiones
de disen˜o en funcio´n de la topolog´ıa lo´gica de interconexio´n entre las diferentes
islas y la pol´ıtica de gestio´n de fallos empleada en cada caso.
4.2.1. Necesidad
La u´ltima de´cada ha sido testigo de entornos emergentes masivamente pa-
ralelos, tales como las redes P2P [251] y las redes de computacio´n voluntarias
(volunteer computing networks) [320], ofreciendo grandes posibilidades para to-
das estas te´cnicas y tambie´n nuevos retos. Entre estos u´ltimos, se puede citar la
inherente volatilidad de los recursos computacionales en estas redes. El te´rmino
churn se ha acun˜ado para denotar el efecto colectivo de una ple´tora de pares en-
trando o saliendo del sistema a lo largo del tiempo. Un EA paralelo ejecuta´ndose
sobre tal entorno tiene que ser capaz de tratar con este efecto, ya que el fun-
cionamiento ideal del algoritmo mostrado en un entorno estable es perturbado
por fallos de comunicaciones entre nodos o por pe´rdida de informacio´n debido
a que puede haber en un momento dado nodos de computacio´n que salen del
sistema. Afortunadamente, los EAs han demostrado que son bastante resistentes
a este feno´meno en entornos de granularidad fina, como por ejemplo los modelos
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maestro-esclavo, en los que un nodo fiable se ocupa de co´mo se distribuyen en
el sistema tanto la ejecucio´n del algoritmo como las operaciones sobre los indivi-
duos (p. ej. evaluacio´n, aplicacio´n de los operadores, etc.) o incluso cua´les pueden
ejecutarse de una forma totalmente descentralizada –ver [214, 226–228]– lo que
sugiere que estas te´cnicas son inherentemente tolerantes a fallos a este nivel. Se
han utilizado diferentes pol´ıticas de gestio´n de fallos en este contexto de granula-
ridad fina, tales como la redundancia [134] o los algoritmos epide´micos [135], por
citar algunas referencias como recapitulacio´n de estas aproximaciones, as´ı como
entornos de trabajo que las soportan –ver en [172]. Este escenario admite dife-
rentes perspectivas cuando se considera un nivel de informacio´n ma´s amplio, en
particular, si se considera la distribucio´n de subconjuntos de islas o poblaciones
en el sistema, lo que ha sido abordado por ejemplo en [238] donde se propone una
pol´ıtica de checkpointing (en la que se graba perio´dicamente una instanta´nea del
estado de todas las tareas para evitar tener que reanudar la computacio´n desde
el principio). Ma´s concretamente, proponen una arquitectura mixta en la que las
islas se ejecutan en un nodo cliente estable y las operaciones individuales ma´s
costosas, tales como la bu´squeda local, se realizan en nodos vola´tiles. Adema´s,
enfatizan la necesidad de una gestio´n efectiva de las cuestiones involucradas con la
tolerancia a fallos. Un punto de vista relacionado con lo anterior se puede encon-
trar en [172], donde se estudia la robustez de un EA basado en islas con topolog´ıa
de anillo: cuando tiene lugar un fallo se desconecta una isla completa del anillo
y este se reconecta para cerrar el hueco. Incluso con una pol´ıtica de gestio´n de
fallos tan simple como esta, el EA es capaz de conseguir tan solo una pequen˜a
degradacio´n del rendimiento, proporcionando resultados de similar calidad a un
EA sin fallos.
4.2.2. Modelos del Entorno Computacional
Uno de los objetivos de esta seccio´n es proporcionar un conjunto de resultados
sobre tolerancia a fallos de dos EAs diferentes. En particular, se consideran tanto
GAs como MMAs. En relacio´n a los u´ltimos se definen como en la Seccio´n 3.1. En
cuanto a los primeros, conside´rese que si se deshabilita la evolucio´n de los memes
y el uso de la bu´squeda local el MMA anterior se reduce a un GA. Ambos EAs se
han implementado sobre una arquitectura basada en islas (ver Seccio´n 4.1) con
diferentes topolog´ıas de interconexio´n:
• Anillo: las islas se organizan en un anillo lo´gico de forma que cada isla i
se puede comunicar con otras dos islas i− 1 y i + 1 (todas las operaciones
se realizan mo´dulo el nu´mero de islas para mantener cerrado el anillo).
Conside´rese en este caso que se trata de un anillo bidireccional, a diferencia
del utilizado en la Seccio´n 4.1.
• Von Neumann (VN): las islas se colocan en una rejilla toroidal p× q, donde
las conexiones se realizan entre cada isla y aquellas otras que esta´n loca-
lizadas a una distancia de Manhattan de ρ (el radio del vecindario) como
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ma´ximo. Para ρ = 1 esto implica que cada isla se comunica u´nicamente con
aquellas otras situadas al norte, sur, este y oeste de su posicio´n.
• Hipercubo (HC): las islas se colocan sobre los ve´rtices de un hipercubo
κ-dimensional (por lo tanto, se asume que deben existir 2κ islas). Las cone-
xiones se realizan a lo largo de los ejes del hipercubo, concretamente entre
los ve´rtices cuyos ı´ndices expresados en binario difieren en u´nicamente un
bit.
• Escala Libre (SF): esta es una topolog´ıa compleja e irregular observada
habitualmente en multitud de procesos naturales y sociales, en la cual el
grado de los nodos sigue una distribucio´n potencial. Este tipo de topolog´ıa
se genera usando el modelo de Baraba´si-Albert [312] (ver Algoritmo 5),
segu´n el cual, una red crece a trave´s de la adicio´n de un nuevo nodo cada
vez. Este nodo se conecta a otros m nodos existentes, seleccionados con una
probabilidad proporcional a su grado actual (el modelo viene de esta forma
conducido por procesos de conexio´n preferente1 [34]).
En la Fig. 4.3 se ilustran las topolog´ıas mencionadas anteriormente. Con res-
pecto a la estrategia de migracio´n, se han utilizado los resultados previos obte-
nidos tanto en la Seccio´n 4.1 como en la literatura del a´rea ([13]) en el contexto
de los GAs y de los MMAs, los cuales indican que la seleccio´n como migrante de
un individuo de forma aleatoria y el posterior reemplazo del peor individuo de la
poblacio´n (isla) destino es una estrategia lo suficientemente robusta. Conside´rese
finalmente que la migracio´n se realiza de forma s´ıncrona entre las islas activas.
Aunque esto podr´ıa no corresponderse con el funcionamiento de muchos entornos
reales es ma´s sencillo, lo que permite realizar un ana´lisis ma´s directo sobre las
estrategias de tolerancia a fallos y sobre las topolog´ıas subyacentes.
El modelo basado en islas descrito en las secciones anteriores se ha implemen-
tado sobre un sistema distribuido simulado compuesto por nι nodos cuya dispo-
nibilidad va cambiando dina´micamente. Ma´s concretamente, se asume que los nι
nodos esta´n inicialmente disponibles, pero cualquiera de ellos puede abandonar
el sistema durante la ejecucio´n (es decir, puede fallar), probablemente volviendo
a estar activo posteriormente (es decir, recupera´ndose del fallo) o quiza´ no vol-
viendo a estar disponible nunca ma´s. Existen diversas posibilidades para modelar
estos fallos/recuperaciones. La aproximacio´n ma´s sencilla es considerar que los
fallos (y las recuperaciones) son independientes tanto de los otros nodos como
del tiempo, sucediendo con una cierta probabilidad pf por unidad de tiempo. En
este caso, los tiempos de disponibilidad se distribuyen exponencialmente. En una
situacio´n mas general (y realista), los fallos/recuperaciones no son resultado de
un proceso sin memoria –es decir, independientes del tiempo– y por lo tanto, los
tiempos de disponibilidad siguen una distribucio´n diferente, tal como por ejem-
plo la distribucio´n de Weibull [360]. Esta distribucio´n se utiliza a menudo en el
1preferential attachment
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Algoritmo 5: Modelo de Baraba´si-Albert
function BA-Model (↓ m,n : N) returns net : Network
// net: La red creada
// n: Nu´mero de nodos
// m: Nu´mero de enlaces de cada nodo
m0 ← mı´n(n,m);
net← CrearClique(m0);
δ[1 . . .m0]← m0;
for i← m0 + 1 to n do
net← An˜adirNodo(net);
for j ← 1 to m do
k ← Seleccionar(δ); // Muestreo sin reemplazo
proporcional a δ
δ[k]← δ[k] + 1;
net← An˜adirEnlace(net, i, k);
end
δ[i]← m;
end
return net
ana´lisis de supervivencia para modelar esperanzas de vida o tiempos de fallo en
dispositivos meca´nicos [222] y proporciona una generalizacio´n bastante buena de
la distribucio´n exponencial: la tasa de riesgo (la frecuencia con la cual tienen lugar
los fallos) ya no necesita ser constante; realmente, estas tasas se pueden incre-
mentar o decrementar con el tiempo de acuerdo a una cierto para´metro de forma
denominado η. Para η = 1 se obtiene la distribucio´n mencionada anteriormente
(exponencial o sin memoria), mientras que para η > 1 (resp. η < 1) la tasa de
riesgo se incrementa (resp. decrece) con el tiempo –ver Figura 4.4 (a). En los ex-
perimentos se ha considerado η > 1, lo que implica que cuando ma´s tiempo lleva
disponible un nodo, ma´s factible es que falle en un futuro cercano. En te´rminos
matema´ticos, la probabilidad de que un nodo este´ disponible en un instante de
tiempo dado t1 suponiendo que ese mismo nodo lo estuvo en el instante de tiempo
t0 es:
p(t0, t1, η, β) = e
−[(t1/β)η−(t0/β)η ] (4.1)
donde η y β son los para´metros de forma y escala de la distribucio´n respecti-
vamente. Segu´n este modelo, la duracio´n de la disponibilidad media viene dada
por βΓ(1 + 1/η), donde Γ(·) es la funcio´n gamma. Por simplicidad, se asume este
mismo modelo para la recuperacio´n de los nodos. Conside´rese que esto vale como
ejemplo en el caso de sistemas de computacio´n voluntaria, en los cuales los nodos
de computacio´n contribuyen a la computacio´n total cuando esta´n inactivos, ya
que como es bien conocido la duracio´n de las tareas de un humano en un compu-
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Figura 4.3: Topolog´ıas consideradas para la interconexio´n de las islas. (a) Anillo.
(b) Von Neumann. (c) Hipercubo. (d) Escala libre (m = 1). (e) Escala libre
(m = 2).
tador sigue una distribucio´n de Weibull, como se puede ver en [225, 340]. Un
ejemplo de co´mo el nu´mero de nodos disponibles fluctu´a usando este modelo se
muestra en la Figura 4.4 (b).
Cuando se produce un fallo el nodo correspondiente abandona el sistema.
A diferencia de [172], en este caso no se reconectan las interconexiones entre
las islas. Por un lado, mientras la forma de actuar en caso de reconexio´n es
conceptualmente bastante directa en casos como la topolog´ıa en anillo, no esta´
tan claro co´mo deber´ıa acometerse tal accio´n de modo ma´s general, preservando
las propiedades de la topolog´ıa subyacente (es decir, la topolog´ıa puede degenerar
en algo totalmente diferente despue´s de unas pocas reconexiones al reducirse su
taman˜o, lo que introducir´ıa ruido en el ana´lisis de los experimentos). Por otro
lado, mantener la topolog´ıa esta´tica permite centrarse ma´s en el estudio de la
robustez inherente de cada esquema de interconexio´n y adema´s es una estrategia
conceptualmente ma´s simple.
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Figura 4.4: (a) Probabilidades de disponibilidad de los nodos segu´n la distri-
bucio´n de Weibull para las configuraciones utilizadas en los experimentos –ver
Seccio´n 4.2.4. (b) Ejemplo de la evolucio´n del nu´mero de nodos disponibles en
una simulacio´n del sistema.
4.2.3. Estrategias de Gestio´n de Fallos
Las pol´ıticas de gestio´n de fallos tienen como funcio´n determinar en que´ condi-
ciones vuelve a estar disponible un nodo despue´s de haber atravesado una fase de
inactividad (en algunos casos usando informacio´n obtenida durante una fase pre-
via de funcionamiento del propio nodo). Ma´s concretamente, se han considerado
las siguientes posibilidades:
no accio´n: cualquier nodo que se encuentra inactivo se ignora, incluso si
vuelve a entrar en la red. Esta es la opcio´n ma´s sencilla y se puede utilizar
como patro´n para calibrar el resto de estrategias.
checkpoint: el funcionamiento de cada nodo se monitoriza y se crea un pun-
to de control perio´dicamente para almacenar su estado. Cuando un nodo
vuelve a estar disponible de nuevo, su actividad se reanuda a partir del
u´ltimo punto de control grabado. Esta es la aproximacio´n ma´s cla´sica para
gestionar los fallos en un sentido ma´s general. En los experimentos realiza-
dos se ha considerado que esta estrategia crea un punto de control en cada
generacio´n del EA.
reinicializacio´n: las islas que se localizan en nodos que se encuentran dispo-
nibles de nuevo se reinicializan de alguna manera. Se han considerado las
dos estrategias de reinicializacio´n siguientes:
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 aleatoria: se crea la isla a partir de la configuracio´n inicial, al igual que
se hace al comienzo de la ejecucio´n del algoritmo.
 probabil´ıstica: cuando un nodo se ha reactivado, sus vecinos activos
–en funcio´n de la topolog´ıa utilizada– se utilizan para reconstruir la
nueva isla (si no hay poblaciones activas adyacentes se ejecuta una re-
inicializacio´n aleatoria). Ma´s concretamente, se construye un modelo
probabil´ıstico usando las poblaciones adyacentes y a continuacio´n se
muestrean para crear la nueva poblacio´n, siguiendo el esp´ıritu de los
EDAs [186, 218, 299] –ver Seccio´n 3.4. En la experimentacio´n, se ha
considerado el uso de COMIT [31] para este propo´sito. Se trata de
un EDA que crea una distribucio´n de probabilidad usando dependen-
cias de dos variables y cuya utilidad ya fue probada en la Seccio´n 3.4
obteniendo buenos resultados en el contexto de la optimizacio´n multi-
meme´tica. La lo´gica de esta estrategia es la creacio´n de un estado de
la poblacio´n que situ´a a la isla en una nivel de demes ana´logo al de
las islas vecinas en la etapa de bu´squeda actual, por lo que se evita la
reinicializacio´n aleatoria inicial.
La principal ventaja de estas estrategias de reinicializacio´n es el hecho de que
no requieren una monitorizacio´n activa para crear el punto de control. Por
lo tanto, se pueden implementar de forma mas sencilla y adema´s introducen
menos sobrecostes computacionales.
Una vez presentados los algoritmos y las estrategias de gestio´n de fallos, en
la pro´xima seccio´n se describe la experimentacio´n realizada con el objetivo de
evaluar estas estrategias.
4.2.4. Ana´lisis Experimental
Con el objetivo de testear la robustez de las diferentes topolog´ıas y el rendi-
miento de las estrategias de gestio´n de fallos, se ha utilizado un juego de proble-
mas compuesto por cuatro problemas diferentes definidos sobre cadenas binarias,
concretamente la funcio´n trampa de Deb (TRAP), el problema MMDP y las
funciones H-IFF y H-XOR –ver Ape´ndice A. Los experimentos se han realizado
con GAs y MMAs basados en islas compuestos de nι = 16 islas interconectadas
unas con otras mediante las topolog´ıas consideradas en las secciones precedentes.
En el caso de la topolog´ıa SF se ha considerado como valores del para´metro m,
m = 1 (SF1) y m = 2 (SF2) para generar la red (se genera una nueva red en cada
ejecucio´n del algoritmo). Con respecto a la topolog´ıa VN, se ha considerado una
rejilla toroidal de taman˜o 4× 4. Cada isla tiene una poblacio´n de taman˜o µ = 16
individuos, siguiendo una plan reproductivo generacional con torneo binario para
la seleccio´n de los padres, operador de cruce de un punto (pX = 1,0), mutacio´n
bit-flip (pM = 1/`, donde ` = 128 es el numero de islas), bu´squeda local cuando
sea requerida (guiada usando el meme enlazado al individuo) y reemplazo del
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peor padre [269]. Los descendientes heredan el meme del mejor padre, el cual se
somete a continuacio´n a un proceso de adaptacio´n de su longitud con una proba-
bilidad pr y una mutacio´n con probabilidad pM . Se han considerado memes con
longitudes entre lmı´n = 3 y lma´x = 9, con pr = 1/lma´x para la auto-adaptacio´n
de la longitud. La migracio´n (implementada como se indica en la Seccio´n 4.2.2)
se ha realizado cada 20 generaciones, permitiendo, por lo tanto, un intervalo de
tiempo razonable de evolucio´n de las islas aisladas para cada deme. Una ejecucio´n
termina cuando se alcanzan las 50000 evaluaciones.
Con respecto a la simulacio´n de fallos, se ha utilizado el modelo descrito en la
seccio´n 4.2.2, usando η = 1,5 como para´metro de forma para generar una tasa de
fallo creciente. El para´metro de escala β se utiliza para modular la frecuencia de
los fallos. El valor de este para´metro se ha elegido para tener de media un nodo
fallando/recupera´ndose cada k generaciones bajo una hipote´tica distribucio´n de
fallos independiente del tiempo (la distribucio´n actual no es, obviamente, inde-
pendiente del tiempo ya que η > 1, pero esta analog´ıa proporciona un punto de
referencia para interpretar el valor del para´metro, aunque sea solo de un modo
aproximado). Dado que hay nι nodos, esto implica que la probabilidad de super-
vivencia por generacio´n en este escenario hipote´tico deber´ıa ser p = 1− (knι)−1,
que trasladado al para´metro de escala ser´ıa β = −1/ log(p) (una buena aproxi-
macio´n es β ' knι− 1/2). Se han considerado tres escenarios diferentes en cuanto
al incremento de la volatilidad: k = 20 (baja volatilidad), k = 10 (volatilidad
moderada) y k = 5 (alta volatilidad) –ver Figura 4.4 (b). El caso k = ∞ re-
presentar´ıa la ejecucio´n de los algoritmos sin fallos. Para medir el rendimiento
de cada ejecucio´n se ha tomado el mejor individuo del u´ltimo conjunto de po-
blaciones. Los experimentos se han realizado con 20 ejecuciones por problema,
algoritmo, configuracio´n (topolog´ıa de las islas y estrategia de gestio´n de fallos)
y escenario de fallos, lo que ha supuesto un total de 10400 ejecuciones.
En las Tablas B.1-B.8 del Ape´ndice B.1 se proporciona un conjunto completo
de datos nume´ricos con todos los experimentos. No obstante, en las Figuras 4.5-
4.8 se proporciona un resumen de todos estos datos. Adema´s de lo anterior, el
fitness se ha normalizado usando el fitness medio de k = ∞ (sin fallos) como
referencia, con el objetivo de conseguir figuras con degradacio´n relativa. Esto
permite agregar los resultados de los cuatro problemas del juego de test para
obtener las curvas de degradacio´n espec´ıficas de cada configuracio´n 〈topolog´ıa,
estrategia〉 (Figuras 4.5 y 4.6).
Como se esperaba, la pendiente ma´xima de degradacio´n la tenemos en no
accio´n –Figuras 4.5 (a) y 4.6 (a). Por el contrario, checkpoint ofrece la degradacio´n
mas amigable para todas las topolog´ıas –Figuras 4.5 (b) y 4.6 (b)– con una
pe´rdida en el escenario mas dra´stico de alrededor del 5 % para el GA y solo
del 2 % para el MMA. Las dos estrategias de reinicializacio´n ofrecen resultados
ligeramente peores (la importancia estad´ıstica de esta diferencia se analizara´ con
posterioridad), pero lo ma´s interesante es que parecen ser ma´s sensibles a la
topolog´ıa de interconexio´n, en particular en el caso del MMA –ver Figuras 4.6 (c)-
(d). Especialmente en el caso de reinicializacio´n probabil´ıstica, se puede ver como el
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Figura 4.5: Degradacio´n del fitness en GAs basados en islas en funcio´n de pol´ıticas
de gestio´n de fallos espec´ıficas (a)-(d) y topolog´ıas (e)-(i).
rendimiento es totalmente competitivo con respecto a checkpoint cuando se usan
las topolog´ıas VN o HC. Este efecto se puede atribuir a su elevada conectividad,
que permite un modelado probabil´ıstico de las islas vecinas ma´s efectivo cuando
un nodo se reactiva.
Si se analizan los datos desde la perspectiva complementaria de las topolog´ıas,
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Figura 4.6: Degradacio´n del fitness en MMAs basados en islas en funcio´n de
pol´ıticas de gestio´n de fallos espec´ıficas (a)-(d) y topolog´ıas (e)-(i).
se puede observar que en general las caracter´ısticas de la degracio´n van a ser
ma´s dependientes de la estrategia de gestio´n de fallos empleada que de cualquier
otra variable. Esto es va´lido tanto para el GA –Figuras 4.5 (e)-(i)– como para
el MMA –Figuras 4.6 (e)-(i)– aunque hay que considerar que en el u´ltimo caso
la diferencia entre checkpoint y las dos estrategias de reinicializacio´n es menos
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Figura 4.7: Compendio de la degradacio´n del fitness en GAs basados en islas. (a)
En funcio´n de la pol´ıtica de gestio´n de fallos. (b) En funcio´n de la topolog´ıa.
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Figura 4.8: Compendio de la degradacio´n del fitness en MMAs basados en islas.
(a) En funcio´n de la pol´ıtica de gestio´n de fallos. (b) En funcio´n de la topolog´ıa.
pronunciada que para los GAs con ide´ntica topolog´ıa. Esto puede ser debido a
que las capacidades de bu´squeda mejoradas de un MMA permiten a los demes
reactivados reencontrarse ma´s fa´cilmente con sus vecinos. Adema´s, mientras VN,
HC y SF2 parece que proporcionan un rendimiento robusto solo cuando esta´n en
4.2. Tolerancia a Fallos 133
combinacio´n con checkpoint en el caso del GA –Figuras 4.5 (f)(g) y (i), s´ı son
capaces de proporcionar resultados competitivos cuando se trata de un MMA en
combinacio´n con reinicializacio´n probabil´ıstica –Figuras 4.6 (f)(g) y (i). Se puede
ver tambie´n que hay un par de casos en los que el aspecto de la degradacio´n
es ligeramente no mono´tono. Esto es debido a la naturaleza estoca´stica de estas
te´cnicas y a la perturbacio´n introducida por la volatilidad del entorno y la pol´ıtica
de gestio´n de fallos empleada (como se apunto´ en [321], ya que los fallos pueden
tambie´n jugar un papel importante en el incremento de diversidad durante el
proceso de bu´squeda en el GA, lo que puede tener consecuencias beneficiosas).
No obstante, en cualquier caso estas fluctuaciones no mono´tonas no son signifi-
cativas estad´ısticamente (ver Tablas B.1-B.8). Desde una perspectiva general, las
Figuras 4.7 y 4.8 proporcionan una imagen global del comportamiento de ambos
modelos algor´ıtmicos. Como se avanzo´ con anterioridad, el MMA proporciona un
rendimiento mejor y una menor degradacio´n que el GA para una misma topolog´ıa
o pol´ıtica de gestio´n de fallos. Tampoco sorprende que las topolog´ıas de anillo
y SF1 sean las que tienen una mayor sensibilidad a la inestabilidad de la red,
ya que son las ma´s propensas a ser particionadas en clusters desconectados co-
mo resultado de los nodos que fallan. Una vez dicho esto, simplemente aumentar
la conectividad no hace que se diluyan las diferencias, ya que hay importantes
diferencias entre las restantes topolog´ıas. A continuacio´n se aborda esta cuestio´n.
Una vez analizadas las tendencias de la degradacio´n, hay que centrarse en la
importancia estad´ıstica de los datos y en co´mo se deben comparar unos con otros.
Para hacer esto se ha realizado un ana´lisis de rankings, calculando el orden relativo
de las diferentes estrategias para cada problema, escenario de fallo y topolog´ıa
(y a la inversa, el orden relativo de las diferentes topolog´ıas para cada problema,
escenario de fallo y estrategia). Se ha asignado ranking 1 a la estrategia (topolog´ıa)
con el mejor rendimiento medio para cada configuracio´n y ranking 4 (ranking 5
en el caso de topolog´ıas) para el peor (en caso de empate se tiene en cuenta
el ranking medio de las posiciones que conforman el empate). La distribucio´n
de los rankings se muestra en las Figuras 4.9-4.12. Una vez hecho esto, se ha
utilizado el test de Quade –se trata de un test no parame´trico ma´s sensible que
el test de Friedman, ver en [92]– para determinar si hay diferencias significativas
entre estos rankings. La Tabla 4.5 muestra el resultado del test para cada una
de las comparaciones: estrategia para una topolog´ıa dada, topolog´ıa para una
estrategia dada, o global (estrategia para todas las topolog´ıas y viceversa). Como
se puede ver, los p-valores son muy pequen˜os en todos los casos, sustentando la
importancia de las diferencias. Adicionalmente, se ha realizado un test post-hoc
para avalar estos resultados, concretamente se ha utilizado el test de Holm para
este propo´sito y el resultado se muestra en la Tabla 4.6.
Inicialmente se considerara´ una perspectiva global. Para ambos algoritmos,
tanto para el GA como para el MMA, checkpoint es la estrategia con mejor ran-
king, lo cual es estad´ısticamente significativo (α = 0,05), como se puede ver en
la Tabla 4.6 (primera columna, mitad superior). Con respecto a la topolog´ıa, no
hay un claro vencedor ya que el test no lo pasan las topolog´ıas de HC y SF2 con
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Figura 4.9: Distribucio´n global de rankings de los ı´ndices de degradacio´n del
rendimiento en GAs basados en islas (a) En funcio´n de la pol´ıtica de gestio´n de
fallos. (b) En funcio´n de la topolog´ıa.
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Figura 4.10: Distribucio´n global de rankings de los ı´ndices de degradacio´n del
rendimiento en MMAs basados en islas (a) En funcio´n de la pol´ıtica de gestio´n
de fallos. (b) En funcio´n de la topolog´ıa.
respecto a VN para el GA, ni VN con respecto a HC en el caso del MMA. Esto
indicar´ıa, en primer lugar, que checkpoint es claramente la mejor estrategia y que
VN/HC son las topolog´ıas ma´s robustas. Por otro lado, checkpoint proporciona
un alto rendimiento para todas las topolog´ıas, as´ı como HC y VN para todas las
estrategias de gestio´n de fallos. Sin embargo, si se mira con ma´s atencio´n la inter-
seccio´n de los dos ganadores, la situacio´n admite algunos matices: para ambos,
tanto para el GA como para el MMA con topolog´ıas VN y HC, checkpoint no lo-
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Figura 4.11: Distribucio´n global de rankings de los ı´ndices de degradacio´n del
rendimiento en GAs basados en islas por pol´ıticas de gestio´n de fallos concretas
(a)-(d) y por topolog´ıas (e)-(i).
gra diferencias estad´ısticamente significativas con reinicializacio´n probabil´ıstica (y
de hecho, esta ultima se clasifica en primer lugar en el MMA con topolog´ıa VN).
Conside´rese tambie´n que tanto HC como VN no tienen diferencias significativas
cuando se utiliza como estrategia de gestio´n de fallos tanto checkpoint como reini-
cializacio´n probabil´ıstica. En general, esto sugiere que checkpoint es realmente una
estrategia poderosa, pero su superioridad global viene marcada por su robustez
cuando trata con topolog´ıas fra´giles o de rendimiento pobre. Este es verdadera-
mente uno de los puntos fuertes de esta estrategia, pero tambie´n es interesante
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Figura 4.12: Distribucio´n global de rankings de los ı´ndices de degradacio´n del
rendimiento en MMAs basados en islas por pol´ıticas de gestio´n de fallos concretas
(a)-(d) y por topolog´ıas (e)-(i).
resen˜ar que cuando la topolog´ıa se selecciona adecuadamente (se elige una de
mayor rendimiento), la estrategia reinicializacio´n probabil´ıstica ofrece resultados
comparables. Esto es interesante si tenemos en cuenta que esta u´ltima estrategia
puede ser bastante ma´s simple de implementar en la pra´ctica, ya que no requiere
grabar perio´dicamente el estado de las islas en algu´n almace´n de datos estable.
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Tabla 4.5: Resultados (p-valores) del test estad´ıstico de Quade en funcio´n de los
datos de degradacio´n del rendimiento de los GAs/MAs basados en islas. La mitad
superior (resp. mitad inferior) corresponde a la comparacio´n entre las diferentes
pol´ıticas de gestio´n de fallos (resp. topolog´ıas) para una topolog´ıa determinada
(resp. estrategia) y para todas ellas.
Topolog´ıa
Todas Anillo VN HC SF1 SF2
GA 0.00e-00 1.58e-08 1.89e-05 6.42e-06 7.81e-07 3.75e-06
MMA 0.00e-00 2.73e-06 1.46e-04 2.65e-05 9.16e-07 6.66e-07
Pol´ıtica de gestio´n de fallos
Todas no accio´n checkpoint aleatoria probabil´ıstica
GA 0.00e-00 2.29e-04 2.19e-04 2.45e-08 5.11e-08
MMA 0.00e-00 8.65e-05 2.13e-04 4.44e-06 1.17e-06
4.2.5. Discusio´n
La tolerancia a fallos y la resistencia al cambio son indudablemente dos cues-
tiones de suma importancia en los EAs basados en islas dado que incrementan
la relevancia de los entornos emergentes para computacio´n paralela, tales como
las redes P2P o los entornos tipo grid . En este sentido, considerando el compor-
tamiento de dos variantes de EAs en presencia de recursos vola´tiles y teniendo
en cuenta diversos factores de disen˜o como la topolog´ıa de interconexio´n o la
estrategia de gestio´n de fallos empleada, los resultados indican en primer lugar
que este modelo de granularidad gruesa es aparentemente robusto (se han podido
confirmar los resultados ya anticipados en la literatura desde una perspectiva di-
ferente, por ejemplo en [172]), tolerando escenarios tanto de baja como moderada
volatilidad y permitiendo ma´s la incorporacio´n de estrategias de gestio´n de fallos
para los escenarios inestables. Relacionado con esto, las topolog´ıas estructuradas
regularmente como las rejillas de von Neumann o los hipercubos parecen pro-
porcionar un perfil ma´s gradual de degradacio´n. Desde el punto de vista de la
pol´ıtica de gestio´n de fallos, la estrategia denominada checkpointing parece ser la
eleccio´n ma´s robusta, ya que es capaz de proporcionar un buen rendimiento en
la mayor´ıa de los escenarios. Sin embargo, se ha mostrado tambie´n muy compe-
titiva la estrategia de reinicializacio´n probabil´ıstica basada en chequear los vecinos
activos cuando un nodo se reactiva y usar esta informacio´n para construir la nue-
va isla, proporcionando resultados comparables a los obtenidos por la estrategia
de checkpoint, sin requerir crear puntos de control perio´dicos que habr´ıa que ir
grabando en algu´n dispositivo externo. Por otro lado, el ana´lisis estad´ıstico de
los resultados sugiere una tolerancia a fallos inherente a estos EAs e indica que,
a pesar de que la estrategia checkpoint es la ma´s robusta y es superior cuando se
utilizan las topolog´ıas ma´s fra´giles, una estrategia de reinicializacio´n ma´s simple
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Tabla 4.6: Resultados del test de Holm (α = 0,05). En cada entrada de la ta-
bla se indica en primer lugar y en negrita la topolog´ıa/estrategia de control. A
continuacio´n se enumeran las estrategias/topolog´ıas restantes en orden segu´n su
ranking, usando letra cursiva para denotar aquellas que no pasan el test con
respecto a la que actu´a como control (la que tiene el mejor ranking) y en letra
esta´ndar se muestran aquellas que han pasado el test (una l´ınea horizontal separa
las primeras de las u´ltimas). La mitad superior (resp. mitad inferior) corresponde
a las diferentes pol´ıticas de gestio´n de fallos (resp. topolog´ıas) para una topolog´ıa
determinada (resp. estrategia) y para todas ellas.
Topolog´ıa
Todas anillo VN HC SF1 SF2
GA checkpoint checkpoint checkpoint checkpoint checkpoint checkpoint
probabil´ıstica probabil´ıstica probabil´ıstica probabil´ıstica probabil´ıstica probabil´ıstica
aleatoria aleatoria aleatoria aleatoria aleatoria random
no accio´n no accio´n no accio´n no accio´n no accio´n no accio´n
MMA checkpoint checkpoint probabil´ıstica checkpoint checkpoint checkpoint
probabil´ıstica probabil´ıstica checkpoint probabil´ıstica probabil´ıstica probabil´ıstica
aleatoria aleatoria aleatoria aleatoria aleatoria aleatoria
no accio´n no accio´n no accio´n no accio´n no accio´n no accio´n
Pol´ıtica de gestio´n de fallos
All no accio´n checkpoint aleatoria probabil´ıstica
GA VN VN VN VN VN
HC SF2 HC HC HC
SF2 HC SF2 SF2 SF2
SF1 anillo anillo SF1 anillo
anillo SF1 SF1 anillo SF1
MMA HC VN HC HC VN
VN HC VN VN HC
anillo anillo anillo SF2 anillo
SF2 SF2 SF1 anillo SF2
SF1 SF1 SF2 SF1 SF1
aparentemente proporciona resultados comparables estad´ısticamente a la ante-
rior cuando se utilizan topolog´ıas de mayor rendimiento, como por ejemplo las
basadas en rejilla de von Neumann o hipercubos.
4.3. Ana´lisis de Sensibilidad de la Estrategia de
Checkpoint
Como se vio en la seccio´n anterior, una estrategia basada en la grabacio´n
del estado actual de la poblacio´n en almacenamiento externo cada cierto tiempo
puede ser una opcio´n satisfactoria como medida preventiva ante la ca´ıda de una
parte de los nodos. En las siguientes secciones se analiza con detalle esta aproxi-
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macio´n sobre diversos tipos de redes de escala libre y de mundo pequen˜o2 y bajo
diferentes escenarios de volatilidad.
4.3.1. Topolog´ıas de Red
Como en los experimentos anteriores se va a utilizar un MMA como el definido
en la Seccio´n 3.1, con las islas distribuidas sobre una red de nodos y con el
proceso de migracio´n ejecutado de forma as´ıncrona (eligiendo aleatoriamente un
individuo de una isla y transfirie´ndolo a otra donde reemplaza al peor individuo
de la isla destino). El escenario computacional tiene dos factores fundamentales:
la topolog´ıa de interconexio´n y el modelo dina´mico de la red. Con respecto a la
topolog´ıa, se consideran dos posibilidades:
Redes de escala libre (SF): se caracterizan por la existencia de una distri-
bucio´n que sigue una ley potencial en el grado de los nodos –ver Seccio´n
4.2.2 para ma´s detalles.
Redes de mundo pequen˜o (SW): se caracterizan porque las distancias me-
dias entre los nodos son muy pequen˜as (a menudo O(log nι) donde nι es
el nu´mero de nodos) y tienen un coeficiente de agrupamiento3 elevado (los
vecinos de un nodo es muy probable que sean vecinos de ellos mismos).
Existen varios procedimientos para crear este tipo de redes. La aproxima-
cio´n ma´s cla´sica es el modelo de Watts-Strogatz [358] en el cual se construye
un anillo regular y posteriormente se van an˜adiendo ejes con una probabili-
dad determinada. En esta tesis doctoral se ha optado por una aproximacio´n
diferente para crear estas redes, concretamente por una variante denomi-
nada modelo de Barmpoutis-Murray (BM) [36]. Este modelo produce redes
ultra-SW con una distancia media muy pequen˜a y un coeficiente de agrupa-
miento muy grande. La construccio´n de la red se controla por un para´metro
M que representa el nu´mero total de enlaces en la red. El algoritmo intenta
crear el clique ma´ximo que deje disponibles los enlaces suficientes para que
se puedan seguir conectando el resto de nodos de la red. Este procedimien-
to se repite de forma recursiva para el resto de nodos y enlaces (si en un
paso determinado se encuentra que no se puede construir una subred con
el nu´mero deseado de enlaces y nodos, el algoritmo da marcha atra´s y re-
duce en una unidad el taman˜o del clique del paso anterior –ver Algoritmo
6 para esta parte del procedimiento). En el modelo original de BM todas
estas subredes se enlazan a trave´s de un nodo fijo del primer clique, lo que
lo convierte en un punto de articulacio´n cr´ıtico que reduce la resistencia de
la red. Por este motivo se ha optado por modificar el modelo original para
tener cada subred enlazada al primer clique mediante un nodo seleccionado
aleatoriamente. Para poder establecer comparaciones con las redes SF, las
2small world
3clustering coefficient
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Figura 4.13: Ejemplo de redes con nι = 32. La figura de la izquierda es una red
de tipo SF (m = 2) y la de la derecha es una red SW (M = 61).
cuales se ejecutan siguiendo el modelo BA con el para´metro m que genera
redes con M = nm−m(m+ 1)/2 enlaces, se ha utilizado este valor M para
construir las redes SW ana´logas.
La Figura 4.13 muestra un ejemplo de ambos tipos de redes con el mismo
nu´mero de nodos y enlaces.
Con respecto a la dina´mica de la red, esta se caracteriza por patrones de
disponibilidad de los nodos de co´mputo como se vio en la Seccio´n 4.2, donde los
nι nodos esta´n inicialmente disponibles y a partir de ah´ı su disponibilidad sigue
una distribucio´n de Weibull. En la Seccio´n 4.2 se consideraron diversas pol´ıticas
de gestio´n de fallos para mitigar el efecto del churn. En el contexto actual, en el
que el punto de intere´s se centra en analizar la estrategia de checkpoint, se va a
utilizar tambie´n la pol´ıtica de reinicializacio´n aleatoria (en la que los nodos que se
vuelven a activar se inicializan desde cero, como en la fase inicial del algoritmo)
como referencia para medir el rendimiento de la primera.
Es evidente que la reinicializacio´n aleatoria es una estrategia que tiene una ven-
taja potencial al reintroducir diversidad en el proceso de bu´squeda. Por otro lado,
checkpoint tiene la ventaja de que no corta el progreso previo de la bu´squeda, lo
que permite mantener el impulso. El lado ma´s negativo es que esta u´ltima estra-
tegia requiere la utilizacio´n de algu´n tipo de almacenamiento externo para grabar
los estados del sistema cada cierto tiempo, lo que puede inducir una sobrecarga
adicional en la ejecucio´n del algoritmo (especialmente si hay cuestiones de seguri-
dad y de privacidad involucradas [249]). Con respecto a los periodos λ (medido en
nu´mero de iteraciones) para realizar la grabacio´n de los estados, estos se pueden
ajustar para minimizar la pe´rdida de rendimiento del sistema. El efecto de este
para´metro se estudia en profundidad en la siguiente seccio´n.
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Algoritmo 6: Modelo de Barmpoutis-Murray
function GenerarSubgrafos (↓ n,m : N) returns ({Grafo},B)
// n: Nu´mero de nodos, m: Nu´mero de enlaces de cada nodo
L← n(n− 1)/2;
if (m = L) then
// Grafo completo. Clique es el constructor con n nodos
return 〈{Clique(n)},TRUE〉;
else
if (m = (n− 1)) then
// Star(n) crea un nodo central al que
// se conectan n-1 nodos
return 〈{Star(n)},TRUE〉;
else
L← (n− 1)(n− 2)/2;
if (m > (2 + L)) then
// Incomplete(n,m) genera un grafo con un
// clique de tama~no n-1 y le a~nade otro
// nodo con las aristas restantes hasta m
return 〈{Incomplete(n,m)},TRUE〉;
else
OK ← FALSE;
k ← n− 1;
while (¬OK ∧ (k > 1)) do
L← k(k − 1)/2;
while (L > m ∨ (m− L) < (n− k)) do
k ← k − 1;
L← k(k − 1)/2;
end
〈S ′g, OK〉 ← GenerarSubgrafos(n− k + 1,m− L);
if OK then
Sg ← {Clique(k)} ∪ S ′g;
else
k ← k − 1;
end
end
return 〈Sg,OK〉;
end
end
end
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4.3.2. Ana´lisis Experimental
Los experimentos se han realizado con un MMA distribuido con nι = 32
islas, en el que cada isla tiene una poblacio´n de taman˜o µ = 16 individuos. La
longitud de los memes evoluciona entre lmı´n = 3 y lma´x = 9, variando su longitud
con probabilidad pr = 1/9. Se ha considerado una probabilidad para el cruce
pX = 1,0 (cruce de un punto), probabilidad de mutacio´n pM = 1/` (mutacio´n
bit-flip), donde ` es la longitud del genotipo y una probabilidad de migracio´n
pmig = 1/80 (i.e., una migracio´n en promedio cada 80 = 5µ evaluaciones, es
decir, cada 5 generaciones completas). Los MMAs ejecutados en cada isla son
de estado estacionario. Para generar la topolog´ıa de la red se ha utilizado el
para´metro m = 2 en el modelo de BA de redes SF y el valor correspondiente
M = nm−m(m+1)/2 en el modelo de BM de redes SW para mantener el nu´mero
de enlaces igual en ambos casos. Con respecto a la dina´mica de los nodos, se ha
utilizado como para´metro de forma η = 1,5 (con lo que la probabilidad de fallos
se incrementa con el tiempo) y como para´metro de escala β = −1/ log p(k) con
p(k) = 1−(knι)−1, k ∈ {1, 2, 5, 10, 20}. De esta forma, el periodo de disponibilidad
media por nodo es alrededor del 90 % · knι iteraciones. Los escenarios estudiados
van en el rango de (k = 20) para tasas de churn bajas hasta (k = 1) para tasas
de churn extremadamente altas. Para analizar la respuesta de la estrategia de
checkpoint se consideran los valores de λ ∈ {µ, 10µ, 100µ} donde µ es el taman˜o
de la poblacio´n de cada isla. Por u´ltimo, se han considerado cuatro problemas de
test: TRAP, H-IFF, H-XOR y MMDP –ver Ape´ndice A– y se han ejecutado 25
simulaciones con 50000 evaluaciones cada una para cada valor de λ, escenario de
churn, problema y topolog´ıa de red.
La Figura 4.14 muestra los resultados obtenidos en te´rminos de desviacio´n
con respecto a la solucio´n o´ptima (promediados para los cuatro problemas) como
funcio´n de la tasa de churn, independientemente para cada valor de λ y para cada
topolog´ıa de red (los datos nume´ricos detallados se proporcionan en la Tabla 4.7).
En primer lugar, claramente el rendimiento se degrada conforme aumenta la
tasa de churn. No obstante, se puede observar que las variantes que utilizan la
estrategia de reactivacio´n de checkpoint tienen un rendimiento considerablemente
mejor que las de reinicializacio´n aleatoria. Esto confirma los resultados previos so-
bre este tipo de estrategias –ver Seccio´n 4.2– y valida su utilidad sobre diferentes
topolog´ıas de red. Conside´rese sin embargo, que hay una importante degrada-
cio´n del rendimiento conforme disminuye la frecuencia del backup (o conforme
aumenta el periodo entre grabaciones del estado de los nodos λ). Esta degrada-
cio´n es estad´ısticamente significativa de acuerdo con el test de Quade (p-valor
≈ 0) tanto globalmente como cuando se analizan de forma independiente las to-
polog´ıas SF y SW. Si se utiliza el test de Holm para realizar un ana´lisis post-hoc,
se observa que el uso de checkpoint con para´metro λ = µ es estad´ısticamente
superior al resto de te´cnicas en el nivel α = 0,05 –ver Tabla 4.8. Este resultado
sugiere que las estrategias menos costosas (en te´rminos de los requisitos menos
frecuentes para realizar la copia del estado del sistema) no son capaces de tratar
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Figura 4.14: Desviacio´n con respecto a la solucio´n o´ptima como funcio´n de la tasa
de churn para redes (a) SF y (b) SW.
adecuadamente con el churn (este resultado tambie´n se sostiene si se realiza un
ana´lisis separado para cada topolog´ıa de red estudiada). Las Figuras 4.15 y 4.16
muestran una representacio´n ma´s clara del comportamiento de los MMAs para
valores bajos (k = 20), altos (k = 5) y extremadamente altos (k = 1) de la tasa
de churn. Conside´rese que en el escenario ma´s estable (Figuras 4.15-c y 4.16-c) el
algoritmo todav´ıa funciona de forma robusta independientemente de la frecuencia
de la grabacio´n del estado del sistema (aunque como puede verse en la Figura
4.16-c existen considerables diferencias en te´rminos de diversidad gene´tica cuando
el periodo λ es mayor). Sin embargo, conforme la tasa de churn se incrementa
las diferencias en el fitness empiezan a ser remarcadamente elevadas en favor de
λ = µ. Como se puede ver en la Figuras 4.16-a y 4.16-b, el MMA tiene problemas
de convergencia en estos escenarios cuando λ es alto, lo que indica que cuando la
frecuencia de las instanta´neas es baja el sistema no puede mantener el impulso
de la bu´squeda en este tipo de entornos inestables (ver Figuras 4.15-a y 4.15-b).
Finalmente se ha realizado un ana´lisis de rankings, calculando el orden relativo
de las diferentes estrategias para cada problema y topolog´ıa. La distribucio´n de
los rankings se muestra en la Figura 4.17. El resultado corrobora lo anterior, ya
que la u´ltima posicio´n es para la estrategia de reinicializacio´n aleatoria y las tres
primeras para checkpoint, siendo la primera posicio´n para λ = µ, y conforme
se incrementa el valor de λ la estrategia de reactivacio´n se va retrasando en el
ranking.
144 Cap´ıtulo 4. Algoritmos Multimeme´ticos basados en Islas
Tabla 4.7: Resultados (promediados para 25 ejecuciones) de los diferentes MMAs
sobre los cuatro problemas considerados. Se muestra la mediana (x˜), la media (x¯)
y el error esta´ndar de la media (σx¯).
TRAP H-IFF H-XOR MMDP
topolog´ıa k λ x˜ x¯± σx¯ x˜ x¯± σx¯ x˜ x¯± σx¯ x˜ x¯± σx¯
SF 20 rand 0.00 1.30 ± 0.36 0.00 5.17 ± 2.22 30.90 31.56 ± 1.03 4.49 4.90 ± 0.49
1600 1.25 1.32 ± 0.28 0.00 1.56 ± 1.09 34.03 33.93 ± 0.86 3.00 3.88 ± 0.43
160 0.00 0.75 ± 0.34 0.00 2.81 ± 1.56 30.56 29.10 ± 0.97 3.00 3.52 ± 0.56
16 0.00 0.30 ± 0.15 0.00 2.02 ± 1.44 29.17 29.06 ± 0.84 3.00 2.74 ± 0.46
10 rand 9.38 9.35 ± 1.09 0.00 11.84 ± 2.90 40.10 40.47 ± 1.04 14.32 13.96 ± 1.10
1600 8.75 7.10 ± 0.91 16.67 13.67 ± 2.99 39.41 39.47 ± 0.79 13.15 12.58 ± 0.73
160 0.00 1.17 ± 0.38 0.00 6.70 ± 2.27 31.77 30.95 ± 0.84 5.66 5.30 ± 0.53
16 0.00 0.43 ± 0.20 0.00 3.28 ± 1.53 31.94 30.42 ± 0.97 4.16 3.90 ± 0.58
5 rand 26.25 27.02 ± 1.51 47.40 44.85 ± 2.55 53.30 53.11 ± 0.91 27.79 27.46 ± 0.88
1600 28.13 27.25 ± 1.43 47.05 42.13 ± 2.62 52.43 50.64 ± 1.14 25.97 25.60 ± 0.79
160 3.75 4.25 ± 0.79 0.00 4.10 ± 2.00 36.63 35.35 ± 0.81 10.15 9.53 ± 0.63
16 0.00 1.07 ± 0.35 0.00 5.23 ± 1.97 30.56 30.50 ± 0.93 5.66 5.49 ± 0.52
2 rand 47.50 47.54 ± 0.75 62.67 61.56 ± 0.68 62.50 62.45 ± 0.33 37.29 37.46 ± 0.62
1600 42.50 42.86 ± 0.75 60.59 60.58 ± 0.55 61.98 61.83 ± 0.42 35.13 35.37 ± 0.48
160 17.50 18.10 ± 0.86 24.65 23.59 ± 3.07 46.70 45.82 ± 0.71 19.14 18.60 ± 0.62
16 1.25 1.40 ± 0.33 0.00 3.22 ± 1.51 30.56 29.90 ± 0.76 5.99 5.38 ± 0.57
1 rand 53.75 54.08 ± 0.59 64.58 64.52 ± 0.23 64.76 64.43 ± 0.25 41.63 41.14 ± 0.36
1600 53.75 53.22 ± 0.65 64.76 64.32 ± 0.31 65.10 65.12 ± 0.20 42.29 41.59 ± 0.43
160 30.00 29.78 ± 0.80 50.35 50.81 ± 0.92 55.21 55.31 ± 0.40 28.30 27.62 ± 0.58
16 2.50 2.68 ± 0.44 0.00 2.24 ± 1.57 32.47 31.88 ± 0.74 8.99 8.35 ± 0.51
SW 20 rand 2.50 3.79 ± 0.95 0.00 6.56 ± 2.29 34.03 34.17 ± 1.26 4.49 4.65 ± 0.69
1600 0.00 1.63 ± 0.50 0.00 6.36 ± 1.92 34.72 34.59 ± 0.74 3.00 3.82 ± 0.46
160 0.00 0.55 ± 0.26 0.00 4.87 ± 1.63 34.72 33.29 ± 0.88 3.00 2.73 ± 0.42
16 0.00 1.45 ± 0.47 0.00 4.72 ± 1.77 31.25 31.04 ± 1.13 4.49 4.96 ± 0.58
10 rand 8.13 7.75 ± 1.25 19.44 17.09 ± 3.27 39.76 40.22 ± 0.82 11.65 11.98 ± 1.11
1600 7.50 8.68 ± 1.18 16.67 15.10 ± 3.36 41.67 40.46 ± 1.15 10.48 10.79 ± 1.05
160 2.50 3.17 ± 0.65 0.00 4.53 ± 1.69 35.94 34.01 ± 1.15 4.49 4.97 ± 0.52
16 0.00 1.00 ± 0.32 0.00 5.29 ± 2.06 30.56 29.48 ± 1.01 4.16 4.36 ± 0.49
5 rand 28.75 29.52 ± 1.47 42.19 34.11 ± 4.09 53.30 53.16 ± 1.06 26.30 26.28 ± 0.80
1600 18.13 20.75 ± 1.71 47.22 42.76 ± 2.74 50.35 51.20 ± 0.96 26.63 25.80 ± 0.98
160 2.50 3.54 ± 0.68 0.00 10.78 ± 2.86 37.85 37.54 ± 0.74 10.48 9.59 ± 0.57
16 0.00 0.92 ± 0.32 0.00 5.22 ± 1.92 34.03 32.76 ± 0.95 4.49 4.73 ± 0.51
2 rand 47.50 46.25 ± 1.30 62.36 61.80 ± 0.44 63.02 62.48 ± 0.39 36.63 36.42 ± 0.71
1600 44.38 45.23 ± 0.97 60.42 60.41 ± 0.59 61.98 61.36 ± 0.40 35.46 35.41 ± 0.50
160 16.87 16.89 ± 0.73 28.30 22.07 ± 4.03 47.22 47.24 ± 0.44 17.97 17.81 ± 0.55
16 1.25 1.28 ± 0.36 0.00 3.22 ± 1.51 32.99 32.57 ± 0.83 5.99 6.78 ± 0.48
1 rand 53.75 53.20 ± 0.54 64.93 64.76 ± 0.23 64.90 64.79 ± 0.17 41.12 41.08 ± 0.43
1600 52.50 53.01 ± 0.59 64.93 64.51 ± 0.29 64.93 64.86 ± 0.16 40.79 40.84 ± 0.40
160 30.63 29.04 ± 0.92 50.35 47.92 ± 1.77 54.51 54.41 ± 0.50 26.80 26.95 ± 0.46
16 3.75 3.11 ± 0.53 0.00 3.86 ± 1.84 34.72 34.62 ± 0.71 7.49 7.96 ± 0.53
Tabla 4.8: Resultados del test de Holm (α = 0,05) usando λ = 16 como para´metro
de control.
i estrategia z-statistic p-valor α/i
1 λ = 160 2.598e+00 4.687e–03 5.000e–02
2 λ = 1600 7.015e+00 1.151e–12 2.500e–02
3 rand 8.747e+00 1.097e–18 1.667e–02
4.3.3. Discusio´n
Cualquier algoritmo desplegado sobre un entorno computacional inestable de-
be ser capaz de funcionar adecuadamente en un sustrato tan vola´til. Las me-
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Figura 4.15: Evolucio´n del mejor fitness para TRAP con topolog´ıa SF. De iz-
quierda a derecha: k = 1, k = 5 y k = 20.
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Figura 4.16: Evolucio´n de la diversidad gene´tica para TRAP con topolog´ıa SF.
De izquierda a derecha: k = 1, k = 5 y k = 20.
taheur´ısticas no son una excepcio´n y aunque tradicionalmente han tenido una
adaptabilidad inherente hacia algunas extensiones [212], su disen˜o debe incorpo-
rar pol´ıticas adecuadas para enfrentarse con la pe´rdida de informacio´n asociada
con los nodos de co´mputo que pasan a estar inactivos. Una te´cnica cla´sica de
tolerancia a fallos disen˜ada para este propo´sito es la creacio´n de puntos de res-
tauracio´n perio´dicos con el estado completo de todos los nodos con el objetivo de
poder recuperar el sistema (parcial o completamente) a un estado anterior cuando
se produzca algu´n fallo. En este sentido y en el contexto de los MMAs basados
en islas se ha podido comprobar que la estrategia denominada checkpoint puede
ser oportuna en escenarios con tasas de churn bajas, donde ni siquiera puede
ser necesario realizar frecuentes grabaciones del estado de los nodos para obtener
un rendimiento apropiado. Sin embargo, en escenarios caracterizados por tasas de
churn mayores se requieren backups mucho ma´s frecuentes para poder hacer fren-
te a la volatilidad de los nodos. Este sobrecoste adicional de tales backups junto
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Figura 4.17: Distribucio´n de rankings de las estrategias de reactivacio´n. Cada caja
se compone del primer al tercer cuartil de la distribucio´n, de la mediana (cuartil
2) que se identifica mediante una l´ınea vertical, de la media representada con un
c´ırculo y de los datos con valores extremos que se indican con un signo ma´s. Las
l´ıneas horizontales tienen una amplitud de 1.5 veces el rango entre cuartiles.
con la necesidad de tener acceso a dispositivos de almacenamiento externos per-
sistentes hace que esta aproximacio´n sea menos atractiva en tales situaciones, lo
que sugiere que otras aproximaciones –auto´nomas, auto-adaptativas o puramente
locales– pueden ser ma´s apropiadas.
Cap´ıtulo 5
Auto-Escalado y
Auto-Reparacio´n en el Modelo de
Islas
En el cap´ıtulo anterior se expusieron algunos mecanismos para desarrollar
MMAs sobre entornos distribuidos inestables con diferentes tasas de volatilidad y
con topolog´ıas de interconexio´n complejas utilizando diversos medios para mitigar
el efecto que puedan tener dichos entornos en el rendimiento de los algoritmos.
Esto efecto viene bien representado a trave´s del feno´meno del churn, el cual pue-
de tener diferentes consecuencias sobre una metaheur´ıstica distribuida basada en
poblacio´n. El caso de los modelos basados en islas, esto es, la distribucio´n de po-
blaciones separadas sobre diferentes nodos de co´mputo sujetas a un intercambio
espora´dico de soluciones entre ellas, es un claro ejemplo de que el churn puede in-
fluir en el comportamiento del algoritmo [172]. En general, esto afecta al progreso
del proceso de bu´squeda debido a que implica la pe´rdida de informacio´n cuando
un nodo desaparece del sistema y la introduccio´n de ruido cuando un nuevo nodo
vuelve a entrar en el mismo si se reinicializa desde cero. Para tratar con esto
hay dos posibilidades: (i) utilizar alguna pol´ıtica de gestio´n de fallos (e.g., usar
computacio´n redundante o puntos de restauracio´n) con propo´sitos correctivos pa-
ra los nodos que fallan o se reactivan [212, 227], como se vio en la Seccio´n 4.2 y
(ii) dotar al algoritmo de mecanismos de deteccio´n de fallos para reaccionar ante
el feno´meno del churn. Cada aproximacio´n tiene sus propias ventajas e incon-
venientes. Por ejemplo, las estrategias de gestio´n de fallos tales como checkpoint
son bastante simples y bien conocidas en el contexto de la computacio´n distri-
buida. Estas requieren algu´n tipo de monitorizacio´n global y/o la disponibilidad
de algu´n medio de almacenamiento externo de los estados computacionales. En
cambio, si el algoritmo puede auto-adaptarse al churn (e.g., variando dina´mi-
camente el taman˜o de las poblaciones) no se requiere ningu´n control central ni
almacenamiento externo. Esta auto-adaptacio´n permite al algoritmo modificar su
comportamiento en funcio´n de los recursos computacionales disponibles, lo que
hace que el algoritmo cumpla la propiedad self-? denominada auto-escalado (ver
147
148 Cap´ıtulo 5. Auto-Escalado y Auto-Reparacio´n en el Modelo de Islas
Seccio´n 2.5.2.8).
En este cap´ıtulo se analiza co´mo las estrategias de equilibrado de carga entre
los nodos pueden compensar la pe´rdida de las islas existentes o la reactivacio´n de
nuevas islas (Seccio´n 5.1). A continuacio´n se profundiza en ello a trave´s del estudio
de dos topolog´ıas de red ma´s complejas, como son las redes de escala libre (SF) y
de mundo pequen˜o (SW), para verificar el impacto que tienen en el rendimiento
del auto-equilibrado (Seccio´n 5.2). Finalmente se incorporan dos mecanismos de
auto-reparacio´n para compensar este deterioro. En primer lugar el auto-muestreo
a trave´s de un modelo probabil´ıstico dina´mico sobre las poblaciones de los nodos
(Seccio´n 5.3) y en u´ltimo lugar el auto-cableado representado mediante un pro-
cedimiento de reconexionado de los nodos en funcio´n de las desconexiones que se
van produciendo en la red cuando un nodo abandona el sistema (Seccio´n 5.4).
El cap´ıtulo finaliza uniendo todas estas propiedades self-? sobre un mismo MMA
dando lugar a un modelo con auto-equilibrado, auto-muestreo y auto-cableado
(Seccio´n 5.5).
5.1. Algoritmos Multimeme´ticos con Equilibra-
do de Carga
En un EA basado en islas ejecutado sobre una plataforma computacional
inestable la volatilidad de los recursos disponibles puede hacer que se pierda la
mejor solucio´n (cuando la isla que lo contiene abandona el sistema antes de que
el mejor individuo tenga la oportunidad de migrar a otra isla [172]) y ocasionar
efectos negativos sobre la diversidad de la poblacio´n. Se pueden utilizar medi-
das preventivas para minimizar su impacto y una de ellas es dotar al algoritmo
de capacidades de auto-adaptacio´n en funcio´n de los fallos que van sucediendo,
intentando mantener la diversidad gene´tica y meme´tica durante todo el tiempo.
Este tipo de medidas preventivas pueden tener la ventaja de ser inherentemente
auto´nomas y descentralizadas, no siendo necesario conocer el estado global del
sistema ni realizar puntos de restauracio´n perio´dicos.
Esta seccio´n esta´ dedicada a esta u´ltima aproximacio´n: se parte del uso de las
estrategias de gestio´n de fallos/recuperaciones consideradas en la Seccio´n 4.2 y
se investiga el efecto que tiene la introduccio´n de estrategias descentralizadas de
equilibrado de carga sobre el funcionamiento del algoritmo. Con este objetivo, en
primer lugar se utiliza un modelo selecto-lamarckiano idealizado –como el visto
en la Seccio´n 3.2.1–, el cual permite estudiar algunas cuestiones relacionadas con
la diversidad meme´tica y la convergencia. Este modelo se extiende aqu´ı en el
contexto de los MMAs basados en islas, como se describio´ en la Seccio´n 4.1. A
continuacio´n se describe un modelo de computacio´n (ana´logo al utilizado en la
Seccio´n 4.2) y se presenta un algoritmo de auto-equilibrado.
Se han utilizado dos estrategias diferentes, una basada en un equilibrado cuan-
titativo (en la cual las poblaciones ajustan su taman˜o dina´micamente para hacer
frente a los fallos/recuperaciones de los nodos) y otra basada en un equilibrado
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Algoritmo 7: Modelo Selecto-Lamarckiano Basado en Islas
for i ∈ [1 · · ·nι] do in parallel
Inicializar(popi) ; // Inicializar poblacio´n i-e´sima
buffer i ← ∅ ; // inicializar buffer de migracio´n i-e´simo
end
while ¬ CuotaConsumida() do
for i ∈ [1 · · ·nι] do in parallel
ChequearMigrantes (popi, buffer i) ; // aceptar migrantes
// ----------Comienzo fase selecto-lamarckiana ---------
k ← rand(1, µi) ; // seleccionar posicio´n aleatoria
〈g,m〉 ←Seleccio´n(popi, Si, k) ; // seleccio´n por torneo
g′ ← f(g,m) ; // mejora local
popi ← Reemplazo(popi, Si, k, 〈g′,m〉); // del peor padre
// -----------Fin fase selecto-Lamarckiana -------------
if rand() < pmig then
for j ∈ Ni do
EnviarMigrantes(popi, buffer j) ; // envı´o migrantes
end
end
end
end
cualitativo (en la que la informacio´n gene´tica y meme´tica se transmite entre los
nodos durante el proceso mismo de equilibrado de carga). Estas estrategias se
evalu´an sobre topolog´ıas de red de escala libre y se comparan con una estrategia
sin equilibrado de carga que mantiene el taman˜o de las islas constante. Inicial-
mente el intere´s se va a centrar en el proceso de absorcio´n meme´tico (utilizando
para ello el modelo selecto-lamarckiano) y posteriormente se abordara´ su estudio
sobre MMAs completos ejecutados para un conjunto de problemas.
5.1.1. El Modelo Selecto-Lamarckiano Basado en Islas
Como se establecio´ previamente, la primera parte de la experimentacio´n se
ha realizado utilizando un modelo selecto-lamarckiano para obtener una idea
preliminar sobre el comportamiento de los MMAs en te´rminos de convergencia y
diversidad cuando estos se despliegan sobre un escenario computacional dina´mico
e inestable. Este modelo es una caracterizacio´n abstracta de los MMAs como se
definio´ en la Seccio´n 3.2.1.
Este paradigma ba´sico se extiende ahora con una configuracio´n multipoblacio´n
[52] como se muestra en el Algoritmo 7: se consideran nι islas que trabajan en
paralelo (interconecta´ndolas en funcio´n de una cierta topolog´ıa N ), realiza´ndose
la fase de migracio´n antes/despue´s de la fase selecto-lamarckiana. La migracio´n
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se ejecuta de forma as´ıncrona: las islas chequean al comienzo de cada ciclo si han
recibido o no migrantes. En caso afirmativo, los aceptan en la poblacio´n siguiendo
una pol´ıtica de reemplazo de los migrantes determinada. Posteriormente, al final
de cada ciclo, la migracio´n se ejecuta estoca´sticamente al igual que cualquier otro
operador evolutivo (con una cierta probabilidad pmig en este caso). Una vez hecho,
algunos migrantes se seleccionan usando una pol´ıtica de seleccio´n de migrantes
determinada y se env´ıan a las islas vecinas. Siguiendo el ana´lisis de resultados
de la Seccio´n 4.1, se utiliza una pol´ıtica de seleccio´n de migrantes aleatoria y de
reemplazo determinista sustituyendo a los peores individuos de la isla receptora.
Este modelo selecto-lamarckiano se puede extender inmediatamente a un MMA
completo como el definido en la Seccio´n 3.1, donde los memes se incorporan a los
individuos como reglas cuya aplicacio´n altera el genotipo de los mismos.
5.1.2. Estrategias de Auto-equilibrado
La inestabilidad del sistema ocasiona que algunas islas desaparezcan cuando
un nodo se cae y por otro lado, se puedan (re-)crear nuevas islas cuando un nodo
vuelve a estar disponible. Esto significa que en ausencia de una estrategia para
tratar este feno´meno, el taman˜o de la poblacio´n global fluctuara´ (posiblemente de
forma amplia, dependiendo de la tasa de churn) afectando a la diversidad gene´tica
y meme´tica. Para poder gestionar adecuadamente este feno´meno se introduce una
estrategia de equilibrado de carga. Dado el intere´s inherente a este trabajo por
utilizar pol´ıticas descentralizadas se considera una estrategia local, tanto en el
sentido de toma de decisiones como en cuanto a las pol´ıticas de migracio´n, es
decir, tanto la eleccio´n de las decisiones en cada momento como el intercambio
de informacio´n se realizan localmente entre las islas vecinas, sin necesidad de
disponer de informacio´n global del sistema o de un control central [230]. Ma´s
concretamente, se usa una variacio´n de la pol´ıtica de vecinos directos1 [370] como
se ilustra en los Algoritmos 8–10.
El procedimiento de equilibrado se activa al comienzo de cada ciclo evolutivo
en la isla correspondiente. El mecanismo de adaptacio´n del taman˜o de las islas
funciona de la siguiente manera:
1. Se incrementa el taman˜o de las islas para compensar la pe´rdida de otras
islas.
2. Se equilibran los taman˜os de las poblaciones de las islas vecinas.
El nu´cleo de esta pol´ıtica se captura en el Algoritmo 9: en e´l dos nodos se
comunican e intentan llegar a un estado de equilibrio local entre ellos; si la di-
ferencia entre sus taman˜os de poblacio´n es inferior a un umbral determinado
δ, entonces modifican el taman˜o de sus poblaciones hasta encontrar un punto
de equilibrio (eventualmente alcanzando un equilibrio global tambie´n despue´s de
1direct-neighbor policy
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Algoritmo 8: Procedimiento de Equilibrado Esta´ndar
procedure Esta´ndar-LB (↓ N , l A[], n[],W [])
// N: Lista de referencias a islas vecinas
// A: Vector lo´gico que mantiene una pista de los vecinos
// activos.
// n,W: Vectores de enteros con el nu´mero de vecinos activos
// y los tama~nos de la poblacio´n de cada vecino en N.
for v ∈ N do
if v.ping() then
// El vecino esta´ activo. Se intenta el equilibrado.
(nv,Wv, b)← Hacer-LB (v);
Av ← true;
else
if Av then
// El vecino estuvo activo la u´ltima vez.
// Se incrementa la poblacio´n propia.
w ←ObtenerTaman˜oPoblacio´n();
AsignarTaman˜oPoblacio´n(w +Wv/nv);
Av ← false;
end
end
end
Algoritmo 9: Rutina Ba´sica de Equilibrado
function Hacer-LB (l v) returns (N,N,B)
// v: vecino con el que se realiza el equilibrado.
w ←ObtenerTaman˜oPoblacio´n();
w′ ← v.ObtenerTaman˜oPoblacio´n();
∆← w − w′;
if |∆| > δ then
AsignarTaman˜oPoblacio´n(w −∆/2);
v.AsignarTaman˜oPoblacio´n(w′ + ∆/2);
b← true;
else
b← false;
end
return (v.ObtenerV ecinosActivos(), v.ObtenerTamanoPoblacion(), b)
un nu´mero determinado de iteraciones [47]). Esta rutina ba´sica se utiliza den-
tro del procedimiento esta´ndar de equilibrado que se ejecuta en cada nodo (ver
Algoritmo 8), por medio del cual se comprueba la disponibilidad de los vecinos
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Algoritmo 10: Procedimiento de Equilibrado para Reactivacio´n
procedure Reactivacio´n-LB (↓ N , ↑ A[], n[],W [])
// Los para´metros tienen el mismo significado que en el
// Algoritmo 8.
equilibrado← ObtenerTaman˜oPoblacio´n() > 0;
for v ∈ N do
if v.ping() then
// El vecino esta´ activo. Se intenta el equilibrado.
(nv,Wv, b)← Do-LB (v);
Av ← true;
equilibrado← equilibrado ∧ b;
else
Av ← false;
end
end
if ¬equilibrado then
// No se ha realizado el equilibrado.
// Reinicializacio´n desde cero.
AsignarTaman˜oPoblacio´n(C1);
end
para determinar si esta´n activos o no. Si lo esta´n, se intenta un equilibrado de
la carga con ellos. En el caso en que un vecino acabe de abandonar el sistema
(i.e., ese nodo estaba activo en el intento previo de equilibrado, pero ha dejado
de estarlo), la isla incrementa el taman˜o de su propia poblacio´n en una fraccio´n
del taman˜o de la poblacio´n del nodo vecino (proporcional al nu´mero de vecinos
activos del nodo que ha ca´ıdo). La situacio´n es ligeramente diferente cuando un
nodo se reactiva: intenta el equilibrado con las islas vecinas y si no puede hacer
esto (porque no tiene vecinos activos o porque las diferencias entre su poblacio´n
y la del vecino esta´n por debajo del umbral de equilibrado), el nodo recurre a una
auto-reinicializacio´n usando un taman˜o de poblacio´n fijo C1 –ver Algoritmo 10.
Conside´rese que un nodo reactivado podr´ıa haber sido el extremo pasivo de un
intento de equilibrado de otro nodo antes de entrar en su propio procedimiento
de equilibrado, con lo cual podr´ıa tener un taman˜o de poblacio´n diferente de cero
en el inicio de este procedimiento. En este caso no se requiere una reinicializa-
cio´n del nodo. Finalmente, hay que tener en cuenta que es posible que la red se
desconecte en algu´n momento y por lo tanto, un nodo podr´ıa caerse sin tener
vecinos activos para absorber una parte de su taman˜o de poblacio´n. En esta si-
tuacio´n, el taman˜o total de la poblacio´n podr´ıa decrecer eventualmente. Esta es
una cuestio´n que se ha decidido no compensar por las siguientes dos razones: por
un lado, es una situacio´n poco probable en escenarios con tasas de churn bajas;
y por otro lado, su ocurrencia en escenarios con tasas de churn elevadas puede
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Figura 5.1: Gra´fico de secuencia de mensajes del protocolo de equilibrado. (a)
Protocolo de equilibrado esta´ndar. Un nodo A se comunica con sus dos vecinos
e intenta equilibrar su poblacio´n con ellos. (b) Ajuste de la poblacio´n cuando un
nodo vecino ha fallado. Un nodo A intenta equilibrarse con un nodo B y se da
cuenta de que este ha ca´ıdo basa´ndose en que ha expirado el tiempo del mensaje
ping. Entonces incrementa su propia poblacio´n usando la informacio´n recopilada
de B durante su u´ltimo intercambio.
proporcionar informacio´n realmente interesante sobre la resistencia inherente de
estas te´cnicas/estrategias.
Un ejemplo concreto se muestra en la Figura 5.1. El protocolo ba´sico de equi-
librado se ilustra en el gra´fico de secuencia de mensajes de la Figura 5.1(a). Un
nodo A determinado (cuyo taman˜o de poblacio´n inicial es 20) se comunica con sus
vecinos (B y C), hacie´ndoles ping para chequear si esta´n activos y solicita´ndoles
informacio´n sobre sus taman˜os de poblacio´n y el nu´mero de vecinos activos (el
nodo B responde que su taman˜o es 10 y tiene 3 vecinos y el nodo C devuelve un
taman˜o de 25 individuos con 2 vecinos). Con esta informacio´n (la cual se almace-
na en una memoria local para uso posterior) la poblacio´n se agranda o se contrae
para conseguir el equilibrado local (esto es, se calcula el punto medio entre el
taman˜o de los nodos involucrados y se asigna este taman˜o a las poblaciones). En
este caso el punto medio entre el nodo A y el nodo B es 15 individuos, por lo que
se transfieren 5 individuos (seleccionados de forma aleatoria de la poblacio´n co-
rrespondiente) del nodo con ma´s poblacio´n (el nodo A) al de menos para alcanzar
el equilibrio. Al finalizar este proceso ambos nodos tienen 15 individuos cada uno.
A continuacio´n el nodo A repite este mismo proceso con el nodo C, finalizando
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ambos con 20 individuos cada uno (obse´rvese que al iniciar este u´ltimo proceso
la poblacion del nodo A ya no era 20, sino 15 individuos). En caso de detectar
que algu´n vecino acaba de pasar a un estado inactivo (i.e., estaba activo en el
intento previo de equilibrado pero no en el actual), la isla incrementa su propia
poblacio´n para compensar la pe´rdida de la isla vecina, como se ilustra en la Figura
5.1(b): el nodo supone que la poblacio´n perdida se distribuye cuantitativamente
entre sus vecinos, usando para ello la informacio´n recopilada durante la u´ltima
comunicacio´n con e´xito con la isla que esta´ ahora inactiva sobre su nu´mero de
vecinos activos y el u´ltimo taman˜o de poblacio´n observado. En este caso el no-
do B hab´ıa informado al nodo A que ten´ıa 28 individuos (los 16 originales ma´s
los 12 que recibio´ previamente) y 4 vecinos. Por ello, A incrementa su poblacio´n
(usando inmigrantes aleatorios, es decir, generando nuevas soluciones aleatorias
e inserta´ndolas en la poblacio´n) en la cantidad correspondiente, que en este caso
es 28/4 = 7, por lo que el nodo A finaliza el equilibrado con 37 individuos en su
poblacio´n.
Este procedimiento de equilibrado descrito en los pa´rrafos anteriores se ha
abordado de dos formas diferentes: cuantitativamente y cualitativamente. En la
versio´n cuantitativa el cambio en el taman˜o de la poblacio´n se realiza truncan-
do (eliminando los peores individuos de la poblacio´n, tantos como se precise)
para reducir la poblacio´n y an˜adiendo inmigrantes aleatorios [162] (tantos como
sea necesario) para agrandarla. Por consiguiente, el equilibrado se hace solo en
te´rminos nume´ricos. En cambio, en la versio´n cualitativa, el equilibrado conlleva
el intercambio de informacio´n gene´tica y meme´tica: un paquete de individuos del
taman˜o deseado se selecciona aleatoriamente en la isla donante y se transfiere a
la isla receptora, elimina´ndose de la primera. Conside´rese que tanto la reiniciali-
zacio´n de las islas (que se realiza desde cero) como la extensio´n de la poblacio´n
cuando un vecino se cae del sistema son siempre procedimientos cuantitativos en
cualquiera de los casos.
5.1.3. Ana´lisis Experimental
Los experimentos con el modelo selecto-lamarckiano se han realizado usando
el modelo descrito en la Seccio´n 5.1.1 con nι = 64 islas de µ = 50 individuos
inicialmente. Cada uno de estos individuos 〈gi,mi〉 se inicializa seleccionando
gi ∼ U(0, 1/2) y mi ∼ U(0, 1), as´ı los genotipos tienen la posibilidad de mejorar
con memes de alto potencial y se minimizan las posibilidades de que memes de
baja calidad prosperen asocia´ndose a genotipos de alta calidad (ver Seccio´n 3.2).
El meme se aplica utilizando una combinacio´n lineal f(g,m) = γg + (1 − γ)m
(para m > g). Se ha utilizado γ = 0,9 (i.e., la distancia entre el gen y el meme
se decrementa un 10 % en cada aplicacio´n del meme) para tener una curva de
mejora moderada. Las variantes algor´ıtmicas con equilibrado cuantitativo y cua-
litativo se denominan como LB y LBQ respectivamente. Con el fin de establecer
comparaciones tambie´n se ha utilizado una variante sin equilibrado denominada
noB, en la cual los nodos reactivados se reinicializan desde cero. El para´metro m
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Figura 5.2: Fraccio´n de copias del meme dominante. De izquierda a derecha:
sin equilibrado, equilibrado cuantitativo y equilibrado cualitativo. La curva para
k =∞ es la misma para todos los algoritmos.
en el modelo de Baraba´si-Albert se ha fijado a m = 2, con pmig = 1/250. Con
respecto a la reactivacio´n/desactivacio´n de los nodos se utiliza el para´metro de
forma η = 1,5, para tener una tasa de riesgo creciente, y el para´metro de escala
β = −1/ log(p) con p = 1− (knι)−1, para k ∈ {5, 10, 20,∞}. El umbral de equili-
brado se ha establecido como δ = 1 y se ha utilizado un valor para el para´metro
C1 igual a 2µ = 100 individuos, durante una eventual reinicializacio´n de las islas
desde cero, dado que el nu´mero medio de islas activas con los para´metros utili-
zados se aproxima asinto´ticamente a nι/2. Se han realizado 25 simulaciones para
cada algoritmo y cada escenario de churn.
En primer lugar, fije´monos en el meme dominante. La Figura 5.2 muestra la
fraccio´n de copias de la poblacio´n completa correspondiente al meme ma´s difundi-
do. Como era de esperar, mientras la poblacio´n completa converge eventualmente
a un estado homoge´neo para k = ∞, para valores k < ∞ se dirige hacia esta-
dos semi-estables en los que solo una fraccio´n de la poblacio´n es absorbida por
el meme dominante. Se puede comprobar en la Figura 5.2 (a) que esta fraccio´n
semi-estable es cada vez ma´s baja conforme se incrementa la tasa de churn, lo
que puede explicarse a trave´s de la pe´rdida continua de islas en estados avanzados
de convergencia y por la reintroduccio´n de nuevas islas. Una visio´n ma´s cualita-
tiva de la situacio´n se proporciona en la Figura 5.3 (a-c). En ella, los memes se
representan por tonos de colores (cuanto ma´s fr´ıo –azul– es el color peor es el
valor del meme), y cada porcio´n vertical de la figura representa la distribucio´n de
memes en un cierto momento. El a´rea roja que representa memes de alta calidad
comienza a crecer y se estabiliza en un nivel determinado bajo la presio´n de los
memes de peor calidad que se van reintroduciendo en la poblacio´n (mitad inferior
de cada gra´fica).
La situacio´n es ma´s clara en el caso del equilibrado cuantitativo, debido a la
diversidad adicional que proporciona la introduccio´n de migrantes aleatorios du-
rante el agrandamiento de las poblaciones, como se muestra en la Figura 5.3 (d-f).
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figura 5.3: Mapas de memes para las diferentes estrategias de equilibrado. (Fila
superior) Sin equilibrado. (Fila intermedia) Equilibrado cuantitativo. (Fila infe-
rior) Equilibrado cualitativo. En cada fila, de izquierda a derecha: k = 20, k = 10
y k = 5.
Esto provoca que el meme dominante u´nicamente absorba una pequen˜a fraccio´n
de la poblacio´n completa –ver Figura 5.2 (b). Esto es completamente diferente
al comportamiento del equilibrado cualitativo que parece ser una estrategia ma´s
robusta, proporcionando un nivel similar de convergencia para cualquier valor de
la tasa de churn –ver Figura 5.2 (c). De hecho, usar el equilibrado local para la
reconstruccio´n de las islas cuando se reactivan permite mantener el impulso de la
bu´squeda, redistribuyendo la poblacio´n existente entre los nuevos nodos sin tener
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que recurrir a la reinicializacio´n aleatoria tan frecuentemente como en los casos
noB y LB, consiguiendo de esta manera manejar mejor la agitacio´n del sistema.
Con el objetivo de confirmar los patrones de comportamiento observados,
ahora hay que centrarse en el MMA completo, como el descrito en la Seccio´n
4.1.1. Conside´rese que hay nι = 32 islas cuyo taman˜o inicial es µ = 16 individuos
y se usa pmig = 1/80 con un nu´mero ma´ximo de 50000 evaluaciones. Cada isla
sigue un plan reproductivo de estado estacionario. La evaluacio´n y aplicacio´n de
los memes se controla por los para´metros w = 1, pr = 1/9, lmı´n = 3 y lma´x = 9
ana´logamente a lo establecido en la Seccio´n 3.3. Se considera una probabilidad
de cruce pX = 1,0 y una probabilidad de mutacio´n pM = 1/`, donde ` es la
longitud del genotipo. Se han considerado cuatro funciones de test, la funcio´n de
Deb (TRAP), las funciones H-IFF y H-XOR y el problema MMDP –ver Ape´ndice
A para una descripcio´n ma´s detallada de estas funciones.
La Tabla 5.1 muestra los resultados completos obtenidos. Como puede com-
probarse, hay una degradacio´n del rendimiento considerable tanto en noB como
en LB conforme k decrece (es decir, conforme se incrementa la tasa de churn)
–las diferencias con respecto al escenario sin fallos (k =∞) son estad´ısticamente
significativas (α = 0,05) en todos los casos excepto para la funcio´n H-IFF con
k = 20. Sin embargo, LBQ es mucho ma´s robusto, con una pe´rdida de rendi-
miento notablemente inferior para volatilidades crecientes en concordancia con el
comportamiento observado en el modelo selecto-lamarckiano. De hecho, las dife-
rencias entre el algoritmo sin fallos y LBQ no son significativas para k = 20 en
ninguno de los problemas, y en TRAP o MMDP u´nicamente son estad´ısticamente
significativas en el escenario ma´s vola´til (k = 5).
Una perspectiva diferente sobre esto se proporciona en la Figura 5.4 (para la
funcio´n H-IFF). Obse´rvese co´mo la convergencia de LBQ se ve afectada por la
volatilidad creciente de forma mucho ma´s suave que en el caso de noB y LB (la
situacio´n es ana´loga o incluso ma´s clara en favor de LBQ en el resto de problemas
considerados). Adema´s, como se muestra en la Tabla 5.1 la superioridad de LBQ
sobre noB y LB para un valor determinado de k es casi siempre estad´ısticamente
significativa. Desde un punto de vista global, si se consideran los resultados de
cada estrategia como un par 〈k, problema〉, el test de Quade indica que al menos
una de las estrategias tiene diferencias significativas (p-valor ' 0) por lo que se ha
realizado un test post-hoc (Holm) usando LBQ como estrategia de control. Como
se ilustra en la Tabla 5.2, tanto noB como LB pasan el test lo que confirma que
LBQ tiene rendimientos significativamente mejores que las otras dos estrategias.
A continuacio´n se va a proceder a estudiar la estrategia LBQ y el efecto
que tiene el para´metro δ, que se utiliza como umbral de equilibrado, sobre su
comportamiento. Para este objetivo, se han repetido los experimentos para esta
estrategia utilizando los siguientes valores δ ∈ {10, 20, 40}. Como se muestra
en la Figura 5.5 para el modelo selecto-lamarckiano, incrementando el umbral
δ, la absorcio´n por el meme dominante es ma´s lenta y adema´s este se estabiliza
alrededor de una pequen˜a fraccio´n de la poblacio´n. Esto se puede explicar a trave´s
del patro´n de difusio´n de informacio´n en LBQ. Este proceso se activa de forma
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Tabla 5.1: Resultados (25 ejecuciones) de los diferentes MMAs sobre los cua-
tro problemas considerados. Se muestra la mediana (x˜), la media (x¯) y el error
esta´ndar de la media (σx). Los s´ımbolos • y ◦ indican si las diferencias nume´ricas
son significativas o no en funcio´n del test ranksum de Wilcoxon (α = 0,05). El
primer s´ımbolo del par corresponde a la comparacio´n con k = ∞ y el segun-
do a la comparacio´n con el mejor algoritmo (indicado con ?) para el problema
correspondiente y valor de k.
TRAP H-IFF
estrategia k x˜ x¯± σx¯ x˜ x¯± σx¯
– ∞ 32.0 31.8 ± 0.1 576.0 570.2 ± 5.8
20 31.6 31.3 ± 0.2 •• 576.0 549.6 ± 11.3 ◦◦
sin equilibrado 10 30.0 29.6 ± 0.4 •• 576.0 496.7 ± 19.7 •◦
5 22.4 22.4 ± 0.4 •• 308.0 332.1 ± 18.6 ••
20 30.8 30.5 ± 0.3 •• 576.0 557.1 ± 8.8 ◦?
cuantitativo 10 27.4 27.4 ± 0.5 •• 450.0 464.2 ± 17.9 ••
5 21.2 20.6 ± 0.4 •• 266.0 266.6 ± 7.1 ••
20 32.0 31.9 ± 0.1 ◦? 576.0 546.9 ± 12.1 ◦◦
cualitativo 10 32.0 31.7 ± 0.1 ◦? 576.0 540.3 ± 12.2 •?
5 30.6 30.5 ± 0.2 •? 576.0 521.2 ± 15.7 •?
H-XOR MMDP
estrategia k x˜ x¯± σx¯ x˜ x¯± σx¯
– ∞ 408.0 418.9 ± 8.4 23.6 23.5 ± 0.1
20 372.0 383.4 ± 7.1 •• 23.3 22.9 ± 0.2 ••
sin equilibrado 10 343.0 348.8 ± 6.4 •• 20.8 20.7 ± 0.2 ••
5 263.0 267.4 ± 5.3 •• 17.5 17.4 ± 0.2 ••
20 376.0 370.6 ± 5.8 •• 21.8 21.7 ± 0.2 ••
cuantitativo 10 317.0 319.7 ± 6.2 •• 19.8 19.9 ± 0.2 ••
5 253.0 254.1 ± 4.3 •• 16.5 16.7 ± 0.2 ••
20 400.0 407.3 ± 6.8 ◦? 23.6 23.5 ± 0.1 ◦?
cualitativo 10 384.0 389.7 ± 7.1 •? 23.3 23.2 ± 0.2 ◦?
5 371.0 373.2 ± 4.6 •? 22.8 22.0 ± 0.2 •?
Tabla 5.2: Resultados del test de Holm (α = 0,05) usando LBQ como algoritmo
de control.
i estrategia z-statistic p-valor α/i
1 noB 2.041e+00 2.061e–02 5.000e–02
2 LB 4.082e+00 2.000e–05 2.500e–02
repentina, por impulsos que resultan de la desactivacio´n/reactivacio´n de las islas:
un nodo que se cae del sistema hace que se agranden sus islas vecinas, provocando
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Figura 5.4: Evolucio´n del mejor fitness para la funcio´n H-IFF dependiendo del
para´metro k. De izquierda a derecha: sin equilibrado, equilibrado cuantitativo,
equilibrado cualitativo. La curva para k =∞ es la misma para todos los algorit-
mos.
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Figura 5.5: Fraccio´n de copias del meme dominante en el modelo selecto-
lamarckiano usando la estrategia LBQ con diferentes valores del para´metro del
umbral de equilibrado δ (de izquierda a derecha: k = 20, 10 y 5).
un flujo de informacio´n en el sentido opuesto; por el contrario, cuando un nuevo
nodo vuelve a estar disponible provoca que los nodos vecinos le donen parte de
sus poblaciones, provocando en este momento un flujo de informacio´n hacia e´l.
Cuando el valor del umbral δ es bajo el efecto de estos flujos de informacio´n es
mayor y al contrario, valores altos de δ introducen un efecto de amortiguacio´n en
la propagacio´n de dichos flujos de informacio´n.
De la misma forma se ha realizado una experimentacio´n ana´loga con el MMA
completo sobre los mismos problemas anteriores. Los resultados se proporcionan
en la Tabla 5.3. Como se puede apreciar, los resultados de LBQ se degradan
claramente para los valores ma´s altos del umbral de equilibrado, concretamente
para los escenarios ma´s vola´tiles. Aunque esta´ claro que haciendo que δ crezca
se producen menos equilibrados, por lo que asinto´ticamente (δ muy grande) el
rendimiento se degradara´ al nivel de noB, es tambie´n interesante considerar que
para un valor moderadamente pequen˜o de δ, por ejemplo δ = 10, los resultados
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Tabla 5.3: Resultados (25 ejecuciones) de la estrategia LBQ para diferentes valores
del para´metro del umbral de equilibrado δ sobre los cuatro problemas considera-
dos. Se muestra la mediana (x˜), la media (x¯) y el error esta´ndar de la media (σx).
Los s´ımbolos • y ◦ indican si las diferencias nume´ricas son significativas o no en
funcio´n de un test ranksum de Wilcoxon (α = 0,05) con respecto al mejor valor
de δ (indicado con ?) para el correspondiente problema y k. Los resultados para
δ = 1 se toman de la Tabla 5.1 y se incluyen para facilitar la lectura.
TRAP H-IFF
δ k x˜ x¯± σx¯ x˜ x¯± σx¯
20 32.0 31.9 ± 0.1 ? 576.0 546.9 ± 12.1 ◦
1 10 32.0 31.7 ± 0.1 ? 576.0 540.3 ± 12.2 ◦
5 30.6 30.5 ± 0.2 ? 576.0 521.2 ± 15.7 ◦
20 32.0 31.8 ± 0.1 ◦ 576.0 562.6 ± 7.4 ?
10 10 31.2 31.2 ± 0.2 • 576.0 537.8 ± 13.1 ◦
5 29.8 29.8 ± 0.3 ◦ 576.0 529.6 ± 15.0 ?
20 32.0 31.7 ± 0.1 ◦ 576.0 562.3 ± 8.3 ◦
20 10 31.2 30.8 ± 0.2 • 576.0 535.6 ± 13.9 ◦
5 28.8 28.2 ± 0.4 • 576.0 502.5 ± 20.0 ◦
20 31.6 31.0 ± 0.2 • 576.0 543.6 ± 13.7 •
40 10 29.0 28.8 ± 0.3 • 576.0 550.2 ± 12.3 ?
5 23.6 23.6 ± 0.4 • 418.0 426.6 ± 23.5 •
H-XOR MMDP
δ k x˜ x¯± σx¯ x˜ x¯± σx¯
20 400.0 407.3 ± 6.8 ◦ 23.6 23.5 ± 0.1 ?
1 10 384.0 389.7 ± 7.1 ? 23.3 23.2 ± 0.1 ?
5 371.0 373.2 ± 4.6 ? 22.8 22.0 ± 0.2 ?
20 403.0 411.4 ± 7.0 ? 23.3 23.0 ± 0.1 •
10 10 385.0 381.4 ± 4.7 ◦ 22.2 22.4 ± 0.2 •
5 356.0 358.4 ± 3.8 • 21.2 21.4 ± 0.2 •
20 400.0 406.2 ± 6.3 ◦ 23.3 22.9 ± 0.1 •
20 10 370.0 368.8 ± 4.6 • 21.8 21.8 ± 0.2 •
5 329.0 329.2 ± 4.8 • 20.0 19.9 ± 0.1 •
20 383.0 384.7 ± 5.4 • 22.2 22.3 ± 0.1 •
40 10 348.0 352.8 ± 5.4 • 20.8 20.6 ± 0.2 •
5 286.0 285.0 ± 2.6 • 17.8 17.9 ± 0.1 •
obtenidos son comparables a los de δ = 1. De hecho, realizando un test estad´ıstico
mu´ltiple sobre diferentes valores de δ se observa que no hay diferencias estad´ısti-
camente significativas que se puedan establecer entre δ = 1 y δ = 10 –ver Tabla
5.4 (p-valor ' 0 para el test de Quade). Esto sugiere que la estrategia LBQ es de
alguna manera robusta para pequen˜as variaciones de este para´metro y que puede
haber espacio para un ajuste fino en situaciones espec´ıficas.
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Tabla 5.4: Resultados del test de Holm (α = 0,05) usando δ = 1 como algoritmo
de control.
i valor de δ z-statistic p-valor α/i
1 10 7.906e–01 2.146e–01 5.000e–02
2 20 3.004e+00 1.330e–03 2.500e–02
3 40 4.427e+00 <1.000e–05 1.700e–02
5.1.4. Discusio´n
El desarrollo de estrategias de auto-equilibrado de carga en MMAs sobre en-
tornos inestables tales como las redes P2P o las redes de computacio´n voluntaria
requiere que los algoritmos sean capaces de gestionar adecuadamente la volatili-
dad intr´ınseca asociada a este tipo de plataformas donde la inestabilidad de los
nodos es una realidad. Para ello los algoritmos deben ser robustos y resistentes
al feno´meno del churn. En este sentido se ha visto que las te´cnicas de auto-
equilibrado son interesantes ya que proporcionan un medio para corregir (o al
menos aliviar) estos inconvenientes y adema´s lo hacen de una forma descentrali-
zada, mitigando adicionalmente la perturbacio´n ejercida por este tipo de entornos
inestables sobre el proceso de bu´squeda del algoritmo.
En primer lugar, los resultados experimentales en el modelo selecto-
lamarckiano idealizado de MMAs han permitido corroborar que las dos estrategias
de equilibrado de carga consideradas tienen comportamientos complementarios en
te´rminos de preservacio´n de la diversidad, aunque los resultados indican que la
versio´n cualitativa es ma´s robusta ante el feno´meno del churn. Esto adema´s se
confirma a partir de la experimentacio´n sobre MMAs completos donde la ver-
sio´n cualitativa proporciona tambie´n el mejor rendimiento en te´rminos globales
superando al resto de variantes.
Los resultados que se han obtenido son prometedores en este sentido y sugieren
que una estrategia de equilibrado cualitativa puede hacer que los algoritmos sean
robustos en este tipo de escenarios. Un estudio ma´s en profundidad sobre el
umbral de equilibrado δ permite concluir que el rendimiento de la estrategia de
equilibrado cualitativo empeora para valores grandes de δ, pero es robusta para
valores ma´s bajos de este para´metro. Si se mira con cierta perspectiva, esto abre
las puertas a nuevas v´ıas para el desarrollo de otras estrategias de equilibrado
como por ejemplo realizar dina´micamente de forma auto-adaptativa un ajuste
ma´s fino del umbral de equilibrado.
5.2. Ana´lisis de Topolog´ıas
En esta seccio´n se aborda co´mo influye el uso de topolog´ıas de red complejas
sobre el rendimiento de un MMA basado en islas con auto-equilibrado. El entorno
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Figura 5.6: Ejemplos de redes. La fila superior corresponde a redes SF y la fila
inferior a redes SW. Para cada tipo de red y de izquierda a derecha, los ejemplos
corresponden a: m = 1, m = 2, m = 4.
se confecciona como un sistema con islas interconectadas usando una topolog´ıa
compleja no regular, como redes de escala libre y de mundo pequen˜o.
5.2.1. Modelo Computacional Dina´mico
El modelo computacional utilizado es el mismo que el de la seccio´n anterior.
Se trata de un sistema distribuido simulado con nι nodos y caracterizado por dos
elementos fundamentales:
La topolog´ıa de interconexio´n entre los nodos.
La dina´mica de disponibilidades/indisponibilidades de cada nodo.
Con respecto a la topolog´ıa de interconexio´n se han considerado dos posibi-
lidades: las redes de escala libre (SF) y las redes de mundo pequen˜o (SW) –ver
Seccio´n 4.3 para ma´s detalles. La Figura 5.6 muestra un ejemplo de ambos tipos
de redes. Por otro lado, la dina´mica del sistema sigue el modelo presentado en la
Seccio´n 4.2 en la que se parte de nι nodos inicialmente disponibles y cuya perma-
nencia en el sistema sigue la conocida distribucio´n de Weibull [360]. Al igual que
en las secciones precedentes se ha considerado el valor del para´metro de forma de
la distribucio´n η > 1 para que la probabilidad de que un nodo caiga se incremente
conforme ma´s tiempo lleve activo en el sistema –ver Seccio´n 4.2.2. Por simplici-
dad se vuelve a considerar la misma distribucio´n tanto para las reactivaciones de
los nodos como para las indisponibilidades.
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5.2.2. Ana´lisis Experimental
Se han considerado nι = 32 islas cuyo taman˜o inicial es µ = 16 individuos y un
nu´mero total de 50000 evaluaciones. Las longitudes de los memes evolucionan en
el rango lmı´n = 3 y lma´x = 9, modificando sus longitudes con una probabilidad pr =
1/9. Se usa una probabilidad de cruce pX = 1,0, una probabilidad de mutacio´n
pM = 1/`, donde ` es la longitud del genotipo, la probabilidad de migracio´n es
pmig = 1/80 y el MMA sigue un plan reproductivo de estado estacionario. El
para´metro m en el modelo BA de las redes SF es m ∈ {1, 2, 4} y se utiliza el
valor correspondiente de M = nm−m(m+ 1)/2 en el caso del modelo BM de las
redes SW. Con respecto a la dina´mica de los nodos, se utiliza un para´metro de
forma η = 1,5 (por lo que la probabilidad de fallo se incrementa con el tiempo),
y el para´metro de escala es β = −1/ log(p(k)) para p(k) = 1 − (knι)−1, con
k ∈ {1, 2, 5, 10, 20}. El para´metro C1 utilizado para una eventual reinicializacio´n
de las islas desde cero se considera que es 2µ = 32. Se realizan 25 simulaciones para
cada algoritmo y escenario de churn. Se denominan, al igual que en la Seccio´n
5.1, como noB y LBQ, las variantes algor´ıtmicas sin equilibrado (i.e., no hay
un cambio en el taman˜o de las poblaciones y la reinicializacio´n es desde cero)
y con equilibrado respectivamente, y se utilizan los super´ındices SF y SW para
denotar el uso de topolog´ıas SF o SW. Se han considerado cuatro funciones de
test: TRAP, H-IFF, H-XOR y MMDP –ver Ape´ndice A para una descripcio´n de
estas funciones.
La Figura 5.7 muestra los resultados obtenidos en te´rminos de la desviacio´n
con respecto a la solucio´n o´ptima (promediados para los cuatro problemas con-
siderados) como funcio´n de la tasa de churn, por separado para cada densidad
de red (los datos nume´ricos detallados se proporcionan en las Tablas B.9–B.12
en el Ape´ndice B.2). En primer lugar, es clara la degradacio´n del rendimiento
conforme se incrementa la tasa de churn. A pesar de esto, se puede observar que
las variantes que realizan un equilibrado de carga son notablemente mejores que
sus homo´logas sin equilibrado. Esto se puede demostrar que es estad´ısticamente
significativo utilizando un test signrank [365] (p-valor = 0,0017 en SW y < 10−14
para SF). Esto confirma el trabajo de investigacio´n previo sobre este tipo de
estrategias y valida su utilidad sobre diferentes topolog´ıas de red.
Una perspectiva ma´s interesante se podr´ıa obtener realizando un ana´lisis de
la densidad de la red o sobre la clase de red. Empezando con lo u´ltimo, noB y
LBQ ofrecen resultados cualitativamente diferentes. Por un lado, noBSW parece
funcionar ligeramente mejor que noBSF , aunque es cierto que la diferencia es
bastante pequen˜a. Por otro lado, LBQSF proporciona una pequen˜a mejora con
respecto a LBQSW (estad´ısticamente significativa para m = 2, 4 de acuerdo con
signrank, p-valor < 0,001). Una posible interpretacio´n de esto puede establecerse
en te´rminos de la presencia de cliques ma´s grandes en las redes SW. Esto puede
facilitar una mejor distribucio´n de las soluciones en escenarios sin equilibrado,
mitigando de alguna manera (aunque sea solo min´ımamente) el efecto del churn.
Sin embargo, en presencia de equilibrado estos clusters inducen menos inter-
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Figura 5.7: Desviacio´n con respecto a la solucio´n o´ptima representado en funcio´n
de la tasa de churn para m = 1 (izquierda), m = 2 (central) y m = 4 (derecha).
Tabla 5.5: Resultados del test de Holm (α = 0,05) usando SF4 como algoritmo
de control.
i estrategia z-statistic p-valor α/i
1 SW4 2.629e+00 4.280e–03 5.000e–02
2 SF2 3.406e+00 3.300e–04 2.500e–02
3 SW2 5.916e+00 < 1.000e–05 1.700e–02
4 SW1 8.785e+00 < 1.000e–05 1.300e–02
5 SF1 9.3833+00 < 1.000e–05 1.0003–02
cambios de informacio´n que sus equivalentes de las redes SF (una ola de equilibra-
do creada cuando un nodo se reactiva o se cae puede alcanzar grandes distancias
en las redes SF debido al menor grado de los nodos en promedio en este tipo de
redes). Esto es consistente con la evolucio´n de los taman˜os de las islas mostrados
en la Figura 5.8 (primera y segunda columnas). En presencia de altas tasas de
churn o baja conectividad (i.e., valores bajos de m) la red SF puede llegar a que-
darse espora´dicamente desconectada. Si no se introducen correcciones adicionales
en el procedimiento de equilibrado el resultado puede ser un decremento eventual
del taman˜o de las poblaciones. Las redes SW son mucho ma´s robustas en este
sentido y gestionan adecuadamente el mantenimiento del taman˜o de las pobla-
ciones, es decir, consiguen taman˜os de poblacio´n ma´s estables. Esta reduccio´n de
los taman˜os de poblacio´n puede verse como un efecto an˜adido que estimula la
convergencia, como se puede ver por ejemplo en la Figura 5.8 (tercera y cuarta
columnas) para el caso de la funcio´n TRAP. La diferencia entre SW y SF lle-
ga a ser ma´s notoria cuando se incrementa la tasa de churn y/o decrementa la
conectividad, de acuerdo con la hipo´tesis previa.
Se han analizado tambie´n las topolog´ıas SF y SW separadamente para ca-
da valor de m. El test de Quade indica que al menos una de las combinaciones
〈topolog´ıa, m〉 es significativamente diferente (p-valor ' 0). Se ha realizado tam-
bie´n un test post hoc, i.e., el test de Holm usando SF4 como algoritmo de control.
Los resultados de este test se muestran en la Tabla 5.5: el test lo pasan todas las
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Figura 5.8: Evolucio´n de los taman˜os medios de las islas para SF (columna de
ma´s a la izquierda) y SW (segunda columna). Evolucio´n del mejor fitness medio
para SF (tercera columna) y SW (columna de ma´s a la derecha). De arriba hacia
abajo, k = 1, 2, 5, 10 y 20.
topolog´ıas restantes para todos los valores de m, indicando por lo tanto que esta
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topolog´ıa es la ma´s consistente.
5.2.3. Discusio´n
La inclusio´n de topolog´ıas de red complejas en MMAs que se ejecutan en en-
tornos inestables puede ser un medio para contrarrestar el efecto negativo que
tiene sobre el rendimiento del algoritmo el feno´meno del churn. Se ha podido
verificar el efecto que tiene el escenario computacional subyacente, caracterizado
por una tasa de churn determinada, una topolog´ıa de red concreta y una densidad
de conexiones dada. Concretamente, las redes de mundo pequen˜o con una distan-
cia entre nodos extremadamente reducida y un alto coeficiente de agrupamiento
han proporcionado resultados bastante buenos para MMAs tolerantes a fallos con
auto-equilibrado, pero son globalmente superadas por las redes de escala libre,
particularmente en los escenarios ma´s severos caracterizados por altas tasas de
churn y/o baja conectividad. Tambie´n se ha podido verificar que incrementando
la densidad de la red el algoritmo es ma´s tolerante a la inestabilidad, sobre todo
cuando se combina con el auto-equilibrado, lo que permite deducir que existen
sinergias entre estas dos caracter´ısticas que dotan al algoritmo de una alta ca-
pacidad para sobreponerse a situaciones delicadas donde las tasas de churn son
elevadas.
5.3. Estrategias de Auto-Muestreo
Esta seccio´n se centra en la influencia que tienen sobre el rendimiento glo-
bal del algoritmo los mecanismos utilizados para crear nuevos individuos para
agrandar las islas activas y compensar la pe´rdida de otras islas que se ejecutaban
en nodos que abandonaron el sistema. Para ello, se considera el uso de modelos
probabil´ısticos de las poblaciones actuales, los cuales a continuacio´n sirven para
realizar muestreos con el objetivo de producir soluciones diversas sin distorsionar
la convergencia de la poblacio´n ni el progreso de la bu´squeda.
5.3.1. Uso de Modelos Probabil´ısticos
Las estrategias dina´micas de ajuste del taman˜o de la poblacio´n descritas en
la seccio´n 5.1 o bien solo capturan el aspecto cuantitativo del proceso (estrategia
LB) o bien utilizan una aproximacio´n elemental para solucionar esta cuestio´n. La
aproximacio´n ma´s sencilla para resolver el aspecto cualitativo de co´mo producir
los individuos necesarios es recurrir a la bu´squeda ciega: las nuevas soluciones
–tantas como sea necesario– se crean desde cero, usando ba´sicamente el mismo
mecanismo que el utilizado para crear la poblacio´n inicial. Aunque este puede ser
un me´todo apropiado para estimular la diversidad a trave´s de la introduccio´n de
individuos nuevos, tiene la desventaja de que no es capaz de mantener el impulso
de la bu´squeda. De hecho estos nuevos individuos aleatorios pueden ser vistos
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como un retroceso de la poblacio´n en te´rminos de convergencia global, ya que en
cierta forma cancelan parte de la exploracio´n realizada durante el proceso hacia
otras regiones del espacio de bu´squeda. Es obvio que este efecto sera´ ma´s o menos
fuerte dependiendo de la frecuencia con la que el algoritmo tiene que activar este
mecanismo, lo que estara´ directamente relacionado con la severidad del churn, es
decir, con la volatilidad del sistema.
Una alternativa a esta reinicializacio´n aleatoria desde cero es utilizar estra-
tegias ma´s inteligentes basadas en modelos probabil´ısticos. La idea subyacente
ser´ıa estimar la distribucio´n de probabilidad que representa la poblacio´n de la is-
la que se va a agrandar; a continuacio´n esa distribucio´n se muestrea tantas veces
como sea necesario para producir los nuevos individuos. Con esto se persiguen
dos objetivos:
1. El impulso de la bu´squeda se mantiene ya que los nuevos individuos son
una muestra representativa del estado actual de la poblacio´n (tal y como se
manifiesta a trave´s del modelo probabil´ıstico).
2. La diversidad todav´ıa se mantendr´ıa, ya que los nuevos individuos pueden
ser diferentes de los existentes en la poblacio´n.
Para aproximar este modelo probabil´ıstico de la poblacio´n se han considerado
dos alternativas para modelar la poblacio´n representadas a trave´s de EDAs. Por
un lado se utiliza un modelo univariable (UMDA) y por otro uno bivariable
(COMIT) tal y como se definieron en la Seccio´n 3.4.
5.3.2. Ana´lisis Experimental
Los experimentos se han realizado usando un MMA con nι = 32 islas cu-
yo taman˜o inicial es µ = 16 individuos interconectadas utilizando una topolog´ıa
de escala libre generada con el modelo de Baraba´si-Albert usando el para´metro
m = 2. Se considera una probabilidad de cruce pX = 1,0, una probabilidad de
mutacio´n pM = 1/` –donde ` es la longitud del genotipo– y una probabilidad de
migracio´n pmig = 1/80. Como en secciones anteriores, los memes son reglas de
reescritura siguiendo el modelo presentado en la Seccio´n 3.1.2, cuyas longitudes
var´ıan desde lmı´n = 3 hasta lma´x = 9 y se muta su longitud con probabilidad
pr = 1/lma´x. Para controlar el churn, se considera que la distribucio´n de Weibull
que describe la disponibilidad de los nodos se define con el para´metro de forma
η = 1,5 (lo que implica tasas de riesgo crecientes ya que este para´metro es mayor
que 1) y por seis para´metros de escala β = −1/ log(p) para p = 1− (knι)−1, con
k ∈ {1, 2, 5, 10, 20,∞} que describen escenarios con diferente volatilidad: desde
no volatilidad (k =∞) a altas tasas de churn (k = 1). El para´metro C1 utilizado
durante una eventual reinicializacio´n de las islas desde cero se ha activado con el
valor 2µ = 32. Se han realizado 25 simulaciones para cada algoritmo y escenario de
churn, cada una de ellas constando de 50000 evaluaciones. Los diferentes MMAs
se denominan LBQrand, LBQumda y LBQcomit segu´n usen reinicializacio´n aleatoria
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Figura 5.9: (a) Desviacio´n media con respecto a la solucio´n o´ptima para los tres
problemas considerados y para cada algoritmo en funcio´n de la tasa de churn.
(b) Distribucio´n de rankings para cada algoritmo. Como es habitual cada caja
se compone del primer al tercer cuartil de la distribucio´n, de la mediana (cuartil
2) que se identifica mediante una l´ınea vertical, de la media representada con un
c´ırculo y de los datos con valores extremos que se indican con un signo ma´s. Las
l´ıneas horizontales tienen una amplitud de 1.5 veces el rango entre cuartiles.
de los individuos o modelos probabil´ısticos univariables (UMDA) o bivariables
(COMIT) respectivamente. A efectos de poder establecer comparaciones que sir-
van como referencia, se ha considerado adicionalmente un MMA sin equilibrado
de carga que se ha denominado como noB. Se han considerado tres funciones de
test: TRAP (concatenando 32 trampas de cuatro bits cada una), H-IFF (usando
128 bits) y MMDP (usando 24 bloques de seis bits cada uno) –ver el Ape´ndice A
para ma´s detalles.
Una perspectiva global de los resultados se proporciona en la Figura 5.9(a).
Esta figura muestra la distancia media al valor o´ptimo obtenido por cada al-
goritmo –promediado para los tres problemas– en funcio´n de la tasa de churn
(los resultados nume´ricos completos se proporcionan en la Tabla 5.6). No es sor-
prendente que la distancia al o´ptimo crezca conforme se incrementa la tasa de
churn en todos los algoritmos. Sin embargo, s´ı es interesante observar co´mo los
diferentes algoritmos hacen esto de manera diferente. En el caso de noB hay una
degradacio´n del rendimiento muy abrupta conforme k decrece (es decir, confor-
me se incrementa el churn; obse´rvese que el eje X de la gra´fica es 1/k, lo que
implica que desplazamientos hacia la derecha en el eje X incrementan el valor de
1/k, pero disminuyen el de k), pero esta degradacio´n es mucho ma´s suave (inclu-
so lineal) para las variantes con equilibrado de carga. Entre estas, las variantes
con el modelo probabil´ıstico tienen un rendimiento inequ´ıvocamente mejor que
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Tabla 5.6: Resultados (25 ejecuciones) en te´rminos de la desviacio´n con respecto a
la solucio´n o´ptima de los diferentes MMAs sobre los tres problemas considerados.
Se muestra la mediana (x˜), la media (x¯) y el error esta´ndar de la media (σx¯).
Los tres s´ımbolos pro´ximos a cada entrada indican si las diferencias son estad´ısti-
camente significativas (•) o no lo son (◦). El primer s´ımbolo corresponde a una
comparacio´n entre el algoritmo correspondiente y la versio´n sin fallos (k =∞); el
segundo refleja una comparacio´n con LBQrand y el tercero es una comparacio´n con
el algoritmo que proporciona el mejor resultado para el correspondiente problema
y valor de k (identificado mediante ?).
TRAP H-IFF MMDP
estrategia K x˜ x¯± σx¯ x˜ x¯± σx¯ x˜ x¯± σx¯
– ∞ 0.00 0.55 ± 0.18 0.00 1.00 ± 1.00 1.50 2.08 ± 0.33
noB 20 1.25 1.65 ± 0.39 ••• 0.00 4.88 ± 2.05 ◦◦◦ 5.99 5.51 ± 0.77 •••
10 8.75 8.72 ± 1.09 ••• 0.00 12.30 ± 3.11 •◦◦ 13.48 15.25 ± 1.03 •••
5 27.50 28.59 ± 1.49 ••• 44.44 39.61 ± 3.28 ••• 25.13 26.55 ± 0.69 •••
2 48.12 47.49 ± 0.71 ••• 61.98 61.51 ± 0.43 ••• 38.45 38.02 ± 0.51 •••
1 51.88 52.35 ± 0.57 ••• 64.76 64.17 ± 0.27 ••• 41.12 40.93 ± 0.54 •••
LBQrand 20 0.00 0.50 ± 0.26 ◦◦• 0.00 2.83 ± 1.64 ◦◦◦ 3.00 2.56 ± 0.38 ◦◦◦
10 0.00 0.45 ± 0.19 ◦◦? 0.00 7.28 ± 2.32 •◦◦ 4.49 4.71 ± 0.55 •◦•
5 5.00 5.22 ± 0.75 •◦• 0.00 9.67 ± 2.55 •◦? 8.99 8.72 ± 0.66 •◦•
2 21.88 22.83 ± 1.25 •◦• 21.88 21.71 ± 3.39 •◦• 21.80 21.48 ± 0.87 •◦•
1 44.38 44.15 ± 1.04 •◦• 51.39 50.17 ± 1.79 •◦• 36.78 36.38 ± 0.57 •◦•
LBQumda 20 0.00 0.00 ± 0.00 ••? 0.00 2.44 ± 1.35 ◦◦? 1.50 1.89 ± 0.45 ◦◦◦
10 0.00 0.60 ± 0.24 ◦◦◦ 0.00 9.94 ± 2.81 •◦◦ 4.49 3.93 ± 0.45 •◦•
5 1.88 2.82 ± 0.57 ••? 0.00 10.44 ± 2.36 •◦◦ 7.49 7.25 ± 0.57 •◦•
2 17.50 15.55 ± 1.02 ••• 0.00 6.77 ± 2.27 ••? 21.14 20.56 ± 0.83 •◦•
1 38.75 38.76 ± 1.22 ••• 35.07 34.01 ± 3.20 ••• 37.80 37.28 ± 0.88 •◦•
LBQcomit 20 0.00 0.10 ± 0.07 •◦◦ 0.00 3.28 ± 1.54 ◦◦◦ 1.50 1.66 ± 0.37 ◦◦?
10 0.00 0.70 ± 0.28 ◦◦◦ 0.00 5.83 ± 2.17 •◦? 3.00 2.47 ± 0.40 ◦•?
5 3.75 3.60 ± 0.62 •◦◦ 0.00 12.28 ± 2.80 •◦◦ 5.99 5.20 ± 0.52 ••?
2 10.62 10.88 ± 0.82 ••? 19.44 17.89 ± 3.08 •◦• 14.98 14.23 ± 0.83 ••?
1 27.50 26.92 ± 1.42 ••? 21.53 18.95 ± 3.54 ••? 32.14 32.88 ± 0.75 ••?
Tabla 5.7: Resultados del test de Holm (α = 0,05) usando LBQcomit como algo-
ritmo de control.
i algoritmo z-statistic p-valor α/i
1 LBQumda 5.657e–01 2.858e–01 5.000e–02
2 LBQrand 1.980e+00 2.386e–02 2.500e–02
3 noB 5.091e+00 1.779e–07 1.667e–02
LBQrand, exhibiendo una pendiente ma´s baja, es decir, una degradacio´n menor
conforme se incrementa la tasa de churn. Esto se puede ver ma´s claramente en la
Figura 5.9(b) en la cual se muestra una gra´fica con la distribucio´n de los rankings
relativos (1 para el mejor, 4 para el peor) de cada algoritmo sobre cada problema
y escenario de churn.
La ventaja de las variantes de LBQ sobre noB as´ı como la ventaja de
LBQ[umda|comit] sobre LBQrand es clara. No obstante, para confirmar si estas di-
ferencias son significativas se ha llevado a cabo el test de Quade, obteniendo
que al menos un algoritmo tiene diferencias significativas sobre el resto (p-valor
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Figura 5.10: Evolucio´n del mejor fitness en TRAP para LBQumda y LBQcomit en
funcio´n de la tasa de churn.
' 0). Posteriormente se ha realizado el test post-hoc de Holm (ver Tabla 5.7)
usando LBQcomit como algoritmo de control. El resultado muestra que hay di-
ferencias significativas tanto con noB como con LBQrand en el nivel α = 0,05.
La diferencia entre LBQumda y LBQcomit no es estad´ısticamente significativa en
este nivel en una escala global. Una perspectiva ma´s fina se muestra en la Ta-
bla 5.6. En general LBQcomit proporciona los mejores resultados y es mejor (con
diferencias estad´ısticamente significativas) que LBQumda en la mayor´ıa de esce-
narios de churn extremos. Esto se ilustra ma´s en profundidad en la Figura 5.10
en la cual se muestra la evolucio´n del mejor fitness (para la funcio´n TRAP) para
las distintas variantes del modelo probabil´ıstico utilizadas. El rendimiento es es-
tad´ısticamente indistinguible para tasas de churn bajas o moderadas (superiores
o iguales a k = 5) pero hay una clara superioridad (estad´ısticamente significati-
va) de LBQcomit en los dos escenarios ma´s severos. Esto se puede explicar por los
siguientes motivos:
1. El agrandamiento de la poblacio´n se demanda con menos frecuencia en
escenarios con una tasa de churn baja, y por lo tanto la estrategia concreta
elegida afecta en menor medida al rendimiento, ya que se ejecutara´ un
nu´mero menor de veces.
2. La mejor precisio´n del modelo bivariable para representar la poblacio´n pa-
rece que es decisiva para mantener el progreso de la bu´squeda en escenarios
con tasas de churn extremadamente altas.
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5.3.3. Discusio´n
Las estrategias de auto-muestreo intentan producir nuevas soluciones (utiliza-
das para agrandar las poblaciones de una isla cuando sea necesario) similares pero
no ide´nticas a otras soluciones de una poblacio´n determinada para que la distor-
sio´n que pueda causar el churn sobre el proceso de bu´squeda se reduzca al mı´nimo.
Se ha mostrado que el uso de estas estrategias puede mejorar el rendimiento del
algoritmo base, manteniendo mejor el impulso de la bu´squeda, sobre todo en
situaciones con tasas de churn extremadamente altas. Se han considerado dos
aproximaciones diferentes para construir el modelo probabil´ıstico, basadas tanto
en dependencias univariables como bivariables. Aunque ambas aproximaciones
proporcionan globalmente resultados comparables, las u´ltimas parecen superio-
res cuando la volatilidad del sistema es elevada, lo que se puede interpretar como
que es necesario utilizar modelos de poblacio´n lo ma´s precisos posible en tales
escenarios altamente inestables.
5.4. Estrategias de Auto-Cableado
En esta seccio´n se va a tratar una forma de auto-reparacio´n (o auto-curacio´n
como se vio en la Seccio´n 2.5.2.3) consistente en un auto-cableado dina´mico de
los nodos de la red para tratar el efecto de la pe´rdida de conectividad causado por
la volatilidad del sistema, es decir, el cambio en tiempo real de los enlaces entre
las islas para mantener el nivel de conexionado a pesar de las ca´ıdas de algunos
nodos.
5.4.1. Auto-Cableado Dina´mico
La red de interconexio´n utilizada es de escala libre, generada usando el modelo
de Baraba´si-Albert (BA) como se vio en la Seccio´n 4.2.2. Un ejemplo de aplica-
cio´n de este modelo se muestra en la Figura 5.11 para nι = 32 y m = 2. Como se
puede ver, la conexio´n preferente causa que la red se caracterice por tener unos
pocos nodos con muchas conexiones y cada vez ma´s nodos con pocas conexiones,
siguiendo el patro´n bien conocido de conectividad de las redes de escala libre.
Conside´rese ahora co´mo evoluciona el sistema cuando los fallos en los nodos em-
piezan a tener lugar (Figura 5.12, fila superior): la red cada vez se vuelve ma´s
dispersa e incluso se desconecta, conteniendo subredes aisladas y nodos sueltos.
Esto puede perjudicar el funcionamiento del algoritmo de diferentes formas: en
primer lugar, esto limita el flujo de informacio´n a trave´s de la migracio´n entre las
islas, algo fundamental en este modelo; en segundo lugar, perturba el funciona-
miento del algoritmo de equilibrado provocando no solo la pe´rdida cuantitativa
de individuos sino tambie´n ma´s frecuentes reinicializaciones de islas desde cero
(debido a la pe´rdida de eficiencia del equilibrado), dificultando el progreso de la
bu´squeda.
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Figura 5.11: Ejemplo de red de escala-libre generada con el modelo de Baraba´si-
Albert (nι = 32, m = 2).
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Figura 5.12: Comparacio´n de la evolucio´n de la red vola´til de la Figura 5.11 sin
auto-cableado (a)-(c) y con auto-cableado (d)-(f). Se muestran tres instanta´neas
del estado de la red en t = 100, 250, 500 usando nι = 32 islas y k = 10 (ver
Seccio´n 5.4.2).
Para mitigar estos problemas se considera el uso de estrategias de auto-
cableado. Estas estrategias funcionan de la siguiente manera:
1. Los vecinos que esta´n inactivos durante la etapa de equilibrado se olvidan.
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2. Cuando una isla detecta que el nu´mero de sus vecinos activos ha ca´ıdo por
debajo de un umbral predefinido (en este caso, el valor del para´metro m
del modelo BA usado para crear la red), busca vecinos adicionales hasta
alcanzar el nivel mı´nimo. Aunque esto se puede hacer de una forma emi-
nentemente descentralizada usando el algoritmo de formacio´n de tr´ıadas
[176] o el protocolo newscast [187], se ha considerado en este trabajo una
alternativa ma´s sencilla basada en el uso del propio modelo BA. Esto sirve
como una demostracio´n de concepto sobre la utilidad de la aproximacio´n
y allana el camino para usarlo eventualmente en otras aproximaciones de
auto-cableado.
La fila inferior de la Figura 5.12 muestra el estado de la red en el mismo es-
cenario de activacio´n/desactivacio´n ilustrado en la fila superior cuando se utiliza
auto-cableado. Puede comprobarse como la red mantiene una elevada conectivi-
dad y se consigue evitar el aislamiento de los nodos.
5.4.2. Ana´lisis Experimental
Se han considerado nι = 32 islas con taman˜o inicial de µ = 16 individuos y
un nu´mero total de 50000 evaluaciones. Las longitudes de los memes evolucionan
entre lmı´n = 3 y lma´x = 9, mutando sus longitudes con una probabilidad pr = 1/9.
Se utiliza una probabilidad de cruce pX = 1,0 y una probabilidad de mutacio´n
pM = 1/`, donde ` es la longitud del genotipo. El para´metro m del modelo de
Baraba´si-Albert es m = 2 y la probabilidad de migracio´n es pmig = 1/80. Con
respecto a la desactivacio´n/reactivacio´n de los nodos, se ha utilizado el para´metro
de forma η = 1,5 para tener una tasa de riesgo creciente, y los para´metros de
escala β = −1/ log(p) con p = 1− (knι)−1, k ∈ {1, 2, 5, 10, 20,∞}. El para´metro
C1 utilizado durante una eventual reinicializacio´n de las islas desde cero tiene el
valor 2µ = 32. Se han realizado 25 simulaciones para cada algoritmo y escenario de
churn. Se denominan como noB y LBQ las variantes algor´ıtmicas sin equilibrado
y con equilibrado respectivamente. Adema´s, se utiliza el super´ındice r para hacer
referencia al uso del auto-cableado (i.e., noBr y LBQr). Se han considerado tres
funciones de test: TRAP (concatenando 32 trampas de 4 bits), H-IFF (usando
128 bits) y MMDP (usando 24 bloques de seis bits) –ver Ape´ndice A.
La Figura 5.13 muestra los resultados obtenidos en te´rminos de la desviacio´n
con respecto a la solucio´n o´ptima para cada uno de los problemas y para cada
uno de los algoritmos en funcio´n de la tasa de churn (los datos nume´ricos corres-
pondientes se proporcionan en la Tabla 5.8). Es evidente que el rendimiento se
degrada conforme se incrementa la tasa de churn, pero la tendencia de la degra-
dacio´n es bastante diferente para los distintos algoritmos. Conside´rese en primer
lugar que las variantes que usan equilibrado tienen un rendimiento notablemente
mejor que sus homo´logas sin equilibrado. Esto indica que el equilibrado esta´ con-
tribuyendo efectivamente al mantenimiento del impulso de la bu´squeda a pesar
de la volatilidad del sistema. Sin embargo, se observa como conforme se incre-
174 Cap´ıtulo 5. Auto-Escalado y Auto-Reparacio´n en el Modelo de Islas
0 0.2 0.4 0.6 0.8 1
0
10
20
30
40
50
60
70
80
90
100
1/k
de
via
tio
n 
fro
m
 o
pt
im
um
 (%
)
 
 
noB
noBr
LBQ
LBQr
(a)
0 0.2 0.4 0.6 0.8 1
0
10
20
30
40
50
60
70
80
90
100
1/k
de
via
tio
n 
fro
m
 o
pt
im
um
 (%
)
 
 
noB
noBr
LBQ
LBQr
(b)
0 0.2 0.4 0.6 0.8 1
0
10
20
30
40
50
60
70
80
90
100
1/k
de
via
tio
n 
fro
m
 o
pt
im
um
 (%
)
 
 
noB
noBr
LBQ
LBQr
(c)
Figura 5.13: Desviacio´n con respecto a la solucio´n o´ptima en funcio´n de la tasa
de churn. De izquierda a derecha: TRAP, H-IFF y MMDP.
menta la tasa de churn (la zona de ma´s a la derecha de las figuras) el rendimiento
de LBQ se deteriora a un ritmo ra´pido, acerca´ndose al pobre rendimiento de las
variantes sin equilibrado (noB). Esta es una sen˜al clara de que la inestabilidad
creciente de la red subyacente esta´ invalidando la efectividad de la estrategia de
equilibrado. De hecho, LBQr tiene una curva de degradacio´n mucho ma´s sua-
ve, siendo considerablemente superior al resto de algoritmos sobre escenarios con
elevadas tasas de churn. Esta superioridad se puede validar a trave´s de un test
signrank en el nivel α = 0,05. Obse´rvese tambie´n que el uso del auto-cableado no
tiene efectos sobre el rendimiento de noB, cuyo comportamiento es virtualmente
indistinguible de noBr. Esto confirma que ninguna de las dos estrategias, tanto
el auto-equilibrado de carga como el auto-cableado, es capaz por s´ı misma de
asegurar la fortaleza del rendimiento del algoritmo (aunque es cierto que el equi-
librado tiene un impacto mayor cuando las tasas de churn son ma´s bajas). Por
el contrario, se observa la sinergia entre las dos estrategias en el comportamien-
to de LBQr. Esto u´ltimo se puede ver en la Figura 5.14 en la cual la evolucio´n
del fitness sobre la funcio´n TRAP se muestra para diferentes tasas de churn:
obse´rvese como el uso del equilibrado obtiene resultados ana´logos a las versiones
sin equilibrado en los escenarios ma´s estables, pero la bu´squeda no es capaz de
progresar mucho en los escenarios con tasas de churn ma´s elevadas; en cambio el
auto-cableado permite vencer esta situacio´n, favoreciendo el progreso prolongado
de la bu´squeda incluso en estos u´ltimos escenarios.
Una visio´n ma´s profunda sobre el efecto comparado del auto-cableado se pue-
de obtener a trave´s del ana´lisis espectral de la dina´mica del taman˜o de las islas.
Se ha calculado la Densidad Espectral de Potencia (PSD)2 de la evolucio´n del
taman˜o de las islas en cada ejecucio´n de LBQ y LBQr y se ha estimado la rela-
cio´n entre la frecuencia y la PSD a trave´s de una ley de potencias PSD ∼ fγ. La
Figura 5.15(a) muestra los valores de las pendientes del espectro obtenidas (γ).
Para tasas bajas de churn, γ esta´ pro´ximo a −2, lo que indica ruido de Brown.
2Power spectral density
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Tabla 5.8: Resultados (promediados para 25 ejecuciones) de los diferentes MMAs
sobre los tres problemas considerados. Se muestra la mediana (x˜), la media (x¯) y
el error esta´ndar de la media(σx¯).
TRAP H-IFF MMDP
estrategia k x˜ x¯± σx¯ x˜ x¯± σx¯ x˜ x¯± σx¯
– ∞ 0.00 0.55 ± 0.18 0.00 1.00 ± 1.00 1.50 2.08 ± 0.33
noB 20 1.25 1.65 ± 0.39 0.00 4.88 ± 2.05 5.99 5.51 ± 0.77
10 8.75 8.72 ± 1.09 0.00 12.30 ± 3.11 13.48 15.25 ± 1.03
5 27.50 28.59 ± 1.49 44.44 39.61 ± 3.28 25.13 26.55 ± 0.69
2 48.12 47.49 ± 0.71 61.98 61.51 ± 0.43 38.45 38.02 ± 0.51
1 51.88 52.35 ± 0.57 64.76 64.17 ± 0.27 41.12 40.93 ± 0.54
noBr 20 1.25 2.32 ± 0.65 0.00 4.50 ± 1.88 4.49 5.11 ± 0.71
10 9.38 8.43 ± 1.06 24.65 24.01 ± 3.49 13.48 13.62 ± 0.93
5 29.37 28.73 ± 1.14 50.52 46.08 ± 2.51 28.30 27.30 ± 1.03
2 48.75 48.40 ± 0.73 61.63 60.96 ± 0.64 37.29 36.91 ± 0.67
1 53.13 53.28 ± 0.40 64.76 64.57 ± 0.25 41.12 41.05 ± 0.62
LBQ 20 0.00 0.50 ± 0.26 0.00 2.83 ± 1.64 3.00 2.56 ± 0.38
10 0.00 0.45 ± 0.19 0.00 7.28 ± 2.32 4.49 4.71 ± 0.55
5 5.00 5.22 ± 0.75 0.00 9.67 ± 2.55 8.99 8.72 ± 0.66
2 21.88 22.83 ± 1.25 21.88 21.71 ± 3.39 21.80 21.48 ± 0.87
1 44.38 44.15 ± 1.04 51.39 50.17 ± 1.79 36.78 36.38 ± 0.57
LBQr 20 0.00 0.20 ± 0.16 0.00 6.06 ± 2.14 1.50 1.14 ± 0.22
10 0.00 0.10 ± 0.07 0.00 8.44 ± 2.17 3.00 2.82 ± 0.40
5 1.88 3.20 ± 0.60 0.00 7.27 ± 2.28 8.66 8.48 ± 0.65
2 12.50 13.65 ± 0.90 0.00 7.92 ± 2.63 14.65 15.53 ± 0.87
1 16.25 14.97 ± 1.36 0.00 11.20 ± 3.79 19.47 18.86 ± 0.73
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Figura 5.14: Evolucio´n del mejor fitness para la funcio´n TRAP para diferentes
tasas de churn. (a) noB (b) LBQ (c) LBQr. Los resultados para noBr son muy
similares a noB.
Esto se puede interpretar como consecuencia de la baja volatilidad de los nodos,
que permite que el algoritmo tenga tiempo para equilibrar los taman˜os de las
islas; la desactivacio´n/reactivacio´n de las islas provoca que el taman˜o medio de
las islas siga una trayectoria browniana. Conforme la tasa de churn se incremen-
ta, los cambios en la disponibilidad de los nodos interfieren con la operacio´n de
equilibrado; el sistema no es capaz de llegar a un estado estable entre los even-
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Figura 5.15: (a) Pendiente de la PSD de la evolucio´n del taman˜o medio de las
islas. (b) Taman˜o medio de islas con/sin auto-cableado para LBQ con k = 5. (c)
Idem con k = 2.
tos de desactivacio´n/reactivacio´n provocando nuevos flujos de equilibrado que se
solapan con los anteriores. Como resultado la dina´mica del taman˜o de las islas
empieza a moverse a un re´gimen pro´ximo al ruido rosa (γ = −1), lo que es un
signo de auto-organizacio´n del sistema –ver Figuras 5.15(b) y 5.15(c) para una
representacio´n de las trayectorias del taman˜o medio de las islas para k = 5 (la
pendiente de la PSD de LBQr esta´ pro´xima a −1) y k = 2 (idem para LBQ)
respectivamente. Se puede conjeturar que las diferencias entre LBQ y LBQr para
las tasas de churn ma´s altas se deben al hecho de que el proceso de equilibrado
se ve seriamente perjudicado en LBQ, causando muchas inicializaciones de islas
desde cero, mientras que el equilibrado funciona en el caso de LBQr (no obstante
fallos simulta´neos en los nodos provocan que la red decremente el taman˜o total
de su poblacio´n –cf. Seccio´n 5.1.2; obse´rvese que en cualquier caso LBQr es lo
bastante resistente para salir con e´xito de estos decrementos como se muestra en
la Figura 5.13).
5.4.3. Discusio´n
Las estrategias de auto-equilibrado de carga junto con una pol´ıtica de auto-
cableado dina´mico en MMAs basados en islas que se ejecutan en entornos de
computacio´n inestables son una opcio´n interesante para desarrollar EAs robustos
y tolerantes a la volatilidad del sistema. En este sentido, se ha mostrado que el uso
aislado de estrategias de equilibrado no es suficiente para mitigar la degradacio´n
del rendimiento en escenarios con tasas de churn extremadamente elevadas. Esto
origina la necesidad de complementar estas estrategias con otras como las pol´ıticas
de auto-cableado que son capaces de mantener el patro´n de conectividad en la red
global, evitando la desconexio´n de partes de la misma o la aparicio´n de cuellos de
botella que perturben la efectividad del flujo de informacio´n a lo largo de la red.
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5.5. Auto-Cableado con Auto-Muestreo
En las secciones anteriores de este cap´ıtulo se ha visto como las estrategias
de auto-equilibrado de la carga de los nodos, la topolog´ıa subyacente, el auto-
muestreo de poblaciones o el auto-cableado dina´mico de la red inciden en el
rendimiento final del algoritmo. En esta seccio´n se combinan todas ellas, dando
lugar a un modelo de MMA con mu´ltiples capacidades de auto-adaptacio´n.
5.5.1. Ana´lisis Experimental
Los experimentos se han realizado usando un MMA con nι = 32 islas cu-
yo taman˜o inicial es µ = 16 individuos interconectados utilizando una topolog´ıa
de escala libre generada con el modelo de Baraba´si-Albert usando el para´metro
m = 2. Se considera una probabilidad de cruce pX = 1,0, una probabilidad de
mutacio´n pM = 1/` –donde ` es la longitud del genotipo– y una probabilidad de
migracio´n pmig = 1/80. Los memes tienen longitudes que var´ıan desde lmı´n = 3
hasta lma´x = 9 y se muta su longitud con probabilidad pr = 1/lma´x. Para controlar
el churn, se considera que la distribucio´n de Weibull que describe la disponibilidad
de los nodos se define con el para´metro de forma η = 1,5 y por seis para´metros
de escala β = −1/ log(p) para p = 1 − (knι)−1, con k ∈ {1, 2, 5, 10, 20,∞}. El
para´metro C1 utilizado durante una eventual reinicializacio´n de las islas desde
cero se ha fijado al valor 2µ = 32. Se han realizado 25 simulaciones para cada
algoritmo y escenario de churn, cada una de ellas constando de 50000 evalua-
ciones. Los diferentes MMAs se denominan LBQrand, LBQumda y LBQcomit segu´n
usen reinicializacio´n aleatoria de los individuos o modelos probabil´ısticos univa-
riables (UMDA) o bivariables (COMIT) respectivamente. Adema´s, se utiliza el
super´ındice r para hacer referencia al uso del auto-cableado. Para poder esta-
blecer comparaciones que sirvan como referencia se ha considerado tambie´n un
MMA sin equilibrado de carga que se ha denominado como noB. Se han conside-
rado tres funciones de test: TRAP (concatenando 32 trampas de cuatro bits cada
una), H-IFF (usando 128 bits) y MMDP (usando 24 bloques de seis bits cada
uno) –ver el Ape´ndice A para ma´s detalles.
En primer lugar se observa como es habitual que la degradacio´n del rendi-
miento aumenta conforme se incrementa la tasa de churn, lo que es coherente
con los resultados obtenidos para los modelos que utilizan tan solo una parte
de las caracter´ısticas de este. Por otro lado se pueden observar algunas parti-
cularidades haciendo un ana´lisis ma´s detallado a trave´s de las dos dimensiones
diferentes objeto de esta seccio´n: el auto-cableado dina´mico y el auto-muestreo.
En la Figura 5.16 se agrupan las curvas en funcio´n de la versio´n algor´ıtmica
utilizada: versio´n cualitativa o cuantitativa junto con el auto-cableado dina´mico
activo o inactivo y en la Figura 5.17 en funcio´n del modelo de reinicializacio´n em-
pleado: aleatorio, por muestreo univariable (UMDA) o por muestreo bivariable
(COMIT). Con respecto a lo primero, se puede comprobar que las versiones con
auto-equilibrado cuantitativo tienen un comportamiento pra´cticamente ide´ntico,
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Figura 5.16: Desviacio´n con respecto a la solucio´n o´ptima en funcio´n de la tasa
de churn. Las curvas se han agrupado por versio´n algor´ıtmica: (a) LB, (b) LBr,
(c) LBQ y (d) LBQr.
tanto si se utiliza reinicializacio´n aleatoria como por muestreo probabil´ıstico, con
o sin auto-cableado dina´mico de los nodos, lo que seguramente esta´ indicando
que LB es una estrategia que es incapaz de mitigar las pe´rdidas de rendimiento
conforme se incrementa la tasa de churn, independientemente del resto de es-
trategias utilizadas para gestionar la volatilidad del sistema –ver gra´ficas de las
Figuras 5.16 (a) y (b). El escenario es considerablemente diferente para LBQ. En
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Figura 5.17: Desviacio´n con respecto a la solucio´n o´ptima en funcio´n de la tasa
de churn. Las curvas se han agrupado por modelo de reactivacio´n: (a) aleatoria,
(b) UMDA y (c) COMIT.
este caso hay dos cuestiones interesantes que hay que mencionar. Por un lado,
el rendimiento es mejor en las versiones con auto-muestreo que en la versio´n con
reinicializacio´n aleatoria (mejor con COMIT que con UMDA) y por otro, cuan-
do se utiliza el auto-cableado dina´mico se obtiene una menor degradacio´n del
rendimiento. Esto puede observarse en las Figuras 5.16(c) y(d). Estos resultados
se corroboran a trave´s del ana´lisis por la dimensio´n del tipo de reinicializacio´n
utilizada (ver Figura 5.17 donde se observa que: (i) las curvas de LB y LBr son
pra´cticamente iguales para los tres tipos de reinicializacio´n, con lo que se refuerza
la idea de que la variante cuantitativa del auto-equilibrado es incapaz de mejorar
el rendimiento del algoritmo aunque se complemente esta estrategia con otras y
(ii) en la versio´n con auto-equilibrado cualitativo, cuando adema´s se incluye el
auto-cableado dina´mico, mejora notablemente el rendimiento en los tres tipos de
reinicializacio´n. En las Tablas 5.9 y 5.10 se muestran los resultados completos
detallados.
Finalmente, en la Figura 5.18 se muestran los resultados de la evolucio´n del
mejor fitness para un problema concreto (MMDP en este caso, aunque se podr´ıan
extrapolar al resto de problemas considerados). En ellas se puede comprobar co-
mo para tasas de churn bajas, apenas hay diferencias entre las versiones con/sin
auto-cableado, en cambio, en los escenarios ma´s vola´tiles (k=1 y k=2) las cur-
vas de LBQ –para todos los modelos de reinicializacio´n– tienen una pendiente
considerablemente mayor cuando el algoritmo se ha ejecutado con auto-cableado
(columna derecha de la Figura 5.18). Esto afianza lo expuesto en el pa´rrafo pre-
cedente y se puede justificar a partir del hecho de que la pe´rdida de conexiones
entre los nodos incide negativamente en los procesos de migracio´n entre islas y
en el propio auto-equilibrado, perjudicando tanto la diversidad gene´tica como
meme´tica del algoritmo e impidiendo que este mejore.
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Tabla 5.9: Resultados (promediados para 25 ejecuciones) de los diferentes MMAs
sobre los tres problemas considerados sin auto-cableado. Se muestra el nu´mero
de veces que se alcanza el o´ptimo (nopt), la mediana (x˜), la media (x¯) y el error
esta´ndar de la media (σx¯). Los tres s´ımbolos pro´ximos a cada entrada indican si
las diferencias son estad´ısticamente significativas (•) o no lo son (◦). El primer
s´ımbolo corresponde a una comparacio´n entre el algoritmo correspondiente y la
versio´n sin fallos (k = ∞); el segundo refleja una comparacio´n con LBQrand y el
tercero es una comparacio´n con el algoritmo que proporciona el mejor resultado
para el correspondiente problema y valor de k de entre todas las versiones, con y
sin reconexionado (identificado mediante ?).
TRAP H-IFF MMDP
estrategia k nopt x˜ x¯± σx¯ nopt x˜ x¯± σx¯ nopt x˜ x¯± σx¯
– ∞ 17 0.00 0.55 ± 0.18 24 0.00 1.00 ± 1.00 5 1.50 2.08 ± 0.33
noB 20 12 1.25 1.65 ± 0.39 •◦• 20 0.00 4.88 ± 2.05 ◦◦◦ 3 5.99 5.51 ± 0.77 •◦•
10 1 8.75 8.72 ± 1.09 •◦• 14 0.00 12.30 ± 3.11 ••• 0 13.48 15.25 ± 1.03 •◦•
5 0 27.50 28.59 ± 1.49 •◦• 2 44.44 39.61 ± 3.28 •◦• 0 25.13 26.55 ± 0.69 •◦•
2 0 48.12 47.49 ± 0.71 •◦• 0 61.98 61.51 ± 0.43 •◦• 0 38.45 38.02 ± 0.51 •◦•
1 0 51.88 52.35 ± 0.57 •◦• 0 64.76 64.17 ± 0.27 •◦• 0 41.12 40.93 ± 0.54 •◦•
LBrand 20 6 5.00 4.75 ± 0.80 ••• 19 0.00 6.42 ± 2.45 •◦◦ 0 8.99 9.07 ± 0.67 •••
10 0 12.50 14.48 ± 1.48 •◦• 11 19.44 15.56 ± 3.17 •◦• 0 17.64 17.34 ± 1.06 •◦•
5 0 33.75 32.79 ± 1.67 •◦• 0 51.54 49.00 ± 2.15 •◦• 0 30.46 29.43 ± 0.57 •◦•
2 0 46.88 47.02 ± 0.77 •◦• 0 62.33 62.02 ± 0.41 •◦• 0 37.29 37.57 ± 0.63 •◦•
1 0 53.08 52.08 ± 0.55 •◦• 0 64.58 64.55 ± 0.19 •◦• 0 40.79 40.25 ± 0.50 •◦•
LBQrand 20 21 0.00 0.50 ± 0.26 ◦◦• 22 0.00 2.83 ± 1.64 ◦◦◦ 7 3.00 2.56 ± 0.38 ◦••
10 19 0.00 0.45 ± 0.19 ◦◦◦ 17 0.00 7.28 ± 2.32 •◦◦ 1 4.49 4.71 ± 0.55 •••
5 3 5.00 5.22 ± 0.75 •◦• 15 0.00 9.67 ± 2.55 •◦◦ 0 8.99 8.72 ± 0.66 •◦•
2 0 21.88 22.83 ± 1.25 ••• 7 21.88 21.71 ± 3.39 ••• 0 21.80 21.48 ± 0.87 •••
1 0 44.38 44.15 ± 1.04 ••• 0 51.39 50.17 ± 1.79 ••• 0 36.78 36.38 ± 0.57 •••
LBUMDA 20 5 3.75 4.10 ± 0.89 ••• 22 0.00 2.65 ± 1.64 ◦◦◦ 0 7.49 8.08 ± 0.71 •◦•
10 0 16.25 15.73 ± 1.06 ••• 11 16.67 16.22 ± 3.41 •◦• 0 17.97 17.99 ± 1.08 •◦•
5 0 34.38 33.17 ± 1.64 •◦• 0 51.48 45.74 ± 3.32 •◦• 0 28.12 29.07 ± 0.98 •◦•
2 0 46.25 46.18 ± 0.71 •◦• 0 61.98 62.01 ± 0.44 •◦• 0 38.65 37.70 ± 0.61 •◦•
1 0 52.50 51.92 ± 0.76 •◦• 0 64.06 63.70 ± 0.33 •◦• 0 41.63 41.05 ± 0.54 •••
LBQUMDA 20 25 0.00 0.00 ± 0.00 ••? 22 0.00 2.44 ± 1.35 ◦◦? 8 1.50 1.89 ± 0.45 ◦◦◦
10 19 0.00 0.60 ± 0.24 ◦◦◦ 16 0.00 9.94 ± 2.81 •◦◦ 2 4.49 3.93 ± 0.45 •••
5 9 1.88 2.82 ± 0.57 ••• 13 0.00 10.44 ± 2.36 •◦◦ 0 7.49 7.25 ± 0.57 •◦•
2 0 17.50 15.55 ± 1.02 ••• 18 0.00 6.77 ± 2.27 •◦? 0 21.14 20.56 ± 0.83 •••
1 0 38.75 38.76 ± 1.22 ••• 3 35.07 34.01 ± 3.20 ••• 0 37.80 37.28 ± 0.88 •••
LBCOMIT 20 7 2.50 2.80 ± 0.58 ••• 20 0.00 4.39 ± 1.89 ◦◦◦ 0 7.49 7.82 ± 0.71 •••
10 0 10.62 11.07 ± 1.17 ••• 9 21.88 19.63 ± 3.45 •◦• 0 17.36 16.49 ± 1.01 •◦•
5 0 32.50 30.20 ± 1.49 •◦• 0 48.09 45.22 ± 2.48 •◦• 0 29.80 29.55 ± 0.87 •◦•
2 0 45.63 44.39 ± 1.10 •◦• 0 61.28 59.98 ± 0.99 •◦• 0 36.45 36.49 ± 0.65 •◦•
1 0 51.88 51.52 ± 0.68 ••• 0 63.84 63.70 ± 0.27 ••• 0 40.28 40.23 ± 0.62 •◦•
LBQCOMIT 20 23 0.00 0.10 ± 0.07 •◦◦ 21 0.00 3.28 ± 1.54 ◦◦◦ 11 1.50 1.66 ± 0.37 ◦◦◦
10 18 0.00 0.70 ± 0.28 ◦◦◦ 19 0.00 5.83 ± 2.17 •◦◦ 5 3.00 2.47 ± 0.40 ◦◦◦
5 5 3.75 3.60 ± 0.62 ••• 13 0.00 12.28 ± 2.80 •◦◦ 1 5.99 5.20 ± 0.52 •◦◦
2 0 10.62 10.88 ± 0.82 ••• 9 19.44 17.89 ± 3.08 ••• 0 14.98 14.23 ± 0.83 •••
1 0 27.50 26.92 ± 1.42 ••• 10 21.53 18.95 ± 3.54 •◦◦ 0 32.14 32.88 ± 0.75 •••
5.5.2. Discusio´n
La utilizacio´n de propiedades self-? tiene consecuencias positivas sobre el ren-
dimiento de un MMA cuando este se ejecuta en un entorno computacional ines-
table. Sin embargo, estas propiedades incluidas de forma independiente tienen
algunas limitaciones que se solucionan conforme se van an˜adiendo varias de estas
propiedades al algoritmo, construyendo un modelo ma´s completo. En esta seccio´n
se ha podido verificar que aunque las estrategias de auto-equilibrado cualitativo
permiten obtener mejoras considerables en el rendimiento del algoritmo, si la agi-
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Tabla 5.10: Resultados (promediados para 25 ejecuciones) de los diferentes MMAs
sobre los tres problemas considerados con auto-cableado. Se muestra el nu´mero
de veces que se alcanza el o´ptimo (nopt), la mediana (x˜), la media (x¯) y el error
esta´ndar de la media (σx¯). Los tres s´ımbolos pro´ximos a cada entrada indican si
las diferencias son estad´ısticamente significativas (•) o no lo son (◦). El primer
s´ımbolo corresponde a una comparacio´n entre el algoritmo correspondiente y la
versio´n sin fallos (k = ∞); el segundo refleja una comparacio´n con LBQrand y el
tercero es una comparacio´n con el algoritmo que proporciona el mejor resultado
para el correspondiente problema y valor de k de todas las versiones, con y sin
reconexionado (identificado mediante ?).
TRAP H-IFF MMDP
estrategia k nopt x˜ x¯± σx¯ nopt x˜ x¯± σx¯ nopt x˜ x¯± σx¯
– ∞ 17 0.00 0.55 ± 0.18 24 0.00 1.00 ± 1.00 5 1.50 2.08 ± 0.33
noBr 20 10 1.25 2.32 ± 0.65 •◦• 20 0.00 4.50 ± 1.88 ◦◦◦ 2 4.49 5.11 ± 0.71 •◦•
10 4 9.38 8.43 ± 1.06 •◦• 7 24.65 24.01 ± 3.49 ••• 0 13.48 13.62 ± 0.93 •◦•
5 0 29.37 28.73 ± 1.14 •◦• 1 50.52 46.08 ± 2.51 •◦• 0 28.30 27.30 ± 1.03 •◦•
2 0 48.75 48.40 ± 0.73 •◦• 0 61.63 60.96 ± 0.64 •◦• 0 37.29 36.91 ± 0.67 •◦•
1 0 53.13 53.28 ± 0.40 •◦• 0 64.76 64.57 ± 0.25 •◦• 0 41.12 41.05 ± 0.62 •◦•
LBrrand 20 14 0.00 1.45 ± 0.42 ◦•• 21 0.00 3.54 ± 1.71 ◦◦◦ 0 7.49 6.60 ± 0.63 •••
10 0 13.75 13.14 ± 0.85 •◦• 13 0.00 15.89 ± 3.62 •◦• 0 17.64 17.06 ± 0.72 •◦•
5 0 35.00 34.95 ± 0.81 •◦• 0 53.30 51.00 ± 1.63 •◦• 0 30.46 30.66 ± 0.62 •◦•
2 0 48.12 48.55 ± 0.84 •◦• 0 62.67 62.01 ± 0.50 •◦• 0 36.96 37.00 ± 0.53 •◦•
1 0 51.88 51.14 ± 0.63 •◦• 0 64.24 63.65 ± 0.37 •◦• 0 38.79 38.99 ± 0.55 •◦•
LBQrrand 20 23 0.00 0.20 ± 0.16 •◦◦ 18 0.00 6.06 ± 2.14 •◦◦ 10 1.50 1.14 ± 0.22 ••◦
10 23 0.00 0.10 ± 0.07 •◦? 15 0.00 8.44 ± 2.17 •◦◦ 3 3.00 2.82 ± 0.40 ◦••
5 5 1.88 3.20 ± 0.60 •◦• 17 0.00 7.27 ± 2.28 •◦◦ 0 8.66 8.48 ± 0.65 •◦•
2 0 12.50 13.65 ± 0.90 ••• 18 0.00 7.92 ± 2.63 ••◦ 0 14.65 15.53 ± 0.87 •••
1 0 16.25 14.97 ± 1.36 ••• 18 0.00 11.20 ± 3.79 ••? 0 19.47 18.86 ± 0.73 •••
LBrUMDA 20 12 1.25 1.30 ± 0.33 ◦•• 18 0.00 5.58 ± 1.89 •◦◦ 0 7.16 6.84 ± 0.49 •◦•
10 0 8.75 9.00 ± 0.80 ••• 14 0.00 10.65 ± 2.56 •◦◦ 0 16.14 15.74 ± 0.53 •◦•
5 0 33.13 32.61 ± 1.12 •◦• 1 45.67 44.60 ± 2.39 •◦• 0 30.13 30.76 ± 0.53 •◦•
2 0 47.50 47.36 ± 0.88 •◦• 0 60.59 61.08 ± 0.44 •◦• 0 38.12 37.82 ± 0.56 •◦•
1 0 51.25 50.70 ± 0.86 •◦• 0 63.63 63.30 ± 0.40 •◦• 0 38.96 39.24 ± 0.80 •••
LBQrUMDA 20 25 0.00 0.00 ± 0.00 ••• 20 0.00 3.89 ± 1.68 ◦◦◦ 13 0.00 0.96 ± 0.23 •◦◦
10 22 0.00 0.30 ± 0.18 ◦◦◦ 18 0.00 6.39 ± 2.19 •◦◦ 2 3.00 2.56 ± 0.28 ◦••
5 15 0.00 1.17 ± 0.51 ◦•? 18 0.00 5.81 ± 1.93 •◦? 1 5.99 6.30 ± 0.62 •◦•
2 0 8.75 9.22 ± 0.77 ••◦ 14 0.00 11.27 ± 2.77 •◦◦ 0 14.65 14.35 ± 0.73 •••
1 0 14.38 14.27 ± 0.91 ••• 8 20.83 17.19 ± 2.74 ••◦ 0 11.65 11.42 ± 0.89 •••
LBrCOMIT 20 16 0.00 0.90 ± 0.28 ◦•• 21 0.00 3.81 ± 1.82 ◦◦◦ 1 5.66 5.94 ± 0.51 •••
10 2 6.87 7.00 ± 0.82 ••• 13 0.00 12.77 ± 2.95 •◦• 0 13.48 13.94 ± 0.79 •◦•
5 0 31.25 30.54 ± 1.50 •◦• 0 46.70 45.71 ± 2.01 •◦• 0 29.80 29.44 ± 0.66 •◦•
2 0 45.63 45.64 ± 0.79 •◦• 0 61.63 61.05 ± 0.52 •◦• 0 38.48 37.99 ± 0.66 •◦•
1 0 47.50 47.91 ± 0.75 ••• 0 62.67 61.85 ± 0.58 ••• 0 39.29 38.46 ± 0.57 •◦•
LBQrCOMIT 20 23 0.00 0.15 ± 0.11 •◦◦ 19 0.00 5.06 ± 1.89 ◦◦◦ 15 0.00 0.84 ± 0.25 •◦?
10 22 0.00 0.15 ± 0.08 ◦◦◦ 20 0.00 4.61 ± 1.94 ◦◦? 10 1.50 1.62 ± 0.31 ◦◦?
5 15 0.00 1.40 ± 0.48 ◦•◦ 16 0.00 8.94 ± 2.58 •◦◦ 3 3.00 4.17 ± 0.57 •◦?
2 1 6.25 7.57 ± 0.76 ••? 17 0.00 6.97 ± 2.09 ••◦ 0 10.48 9.89 ± 0.76 ••?
1 2 7.50 7.02 ± 0.82 ••? 10 20.83 18.52 ± 3.30 •◦◦ 3 4.49 4.18 ± 0.59 ••?
tacio´n del sistema es lo suficientemente elevada es necesario complementarlas con
otras como el auto-muestreo o el auto-cableado (auto-cableado dina´mico).
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Figura 5.18: Evolucio´n del mejor fitness para el problema MMDP. (Izquierda)
Sin auto-cableado. (Derecha) Con auto-cableado. (De arriba a abajo) k = 1, k =
2, k = 5.
Cap´ıtulo 6
Discusio´n Final
En esta tesis se ha abordado el disen˜o y desarrollo de algoritmos meme´ticos con
propiedades self-?. Se ha considerado una clase de MMA con estructura espacial,
dotando a la poblacio´n de una cierta topolog´ıa para restringir las interacciones
entre los individuos y en la que los memes se definen como reglas de reescritura
cuya longitud puede variar durante su ejecucio´n, auto-adapta´ndose durante el
proceso de bu´squeda, estando sujetos a un proceso evolutivo similar al de la
evolucio´n gene´tica. Se ha estudiado tambie´n la propagacio´n y difusio´n de los
memes a trave´s de la poblacio´n, lo que es considerablemente ma´s complejo que
cuando u´nicamente hay genes, ya que los efectos de los memes solo se pueden
observar indirectamente por el efecto que producen sobre los genotipos.
A partir de este disen˜o principal se han an˜adido caracter´ısticas adicionales al
MMA, como la utilizacio´n de una aproximacio´n alternativa al uso de los opera-
dores gene´ticos tradicionales basada en EDAs, creando de esta forma un modelo
probabil´ıstico para la generacio´n de la descendencia a partir de la poblacio´n ac-
tual o los MMAs distribuidos basados en islas. En este u´ltimo contexto, se ha
analizado el papel que tienen las pol´ıticas de migracio´n y el impacto que tienen
los entornos inestables donde se ejecutan estos MMAs sobre el rendimiento de los
algoritmos, lo que ha dado lugar a la necesidad de gestionar adecuadamente la
volatilidad de las plataformas y el feno´meno del churn mediante la introduccio´n
de mecanismos de tolerancia a fallos (e.g. la creacio´n de puntos de restauracio´n
perio´dicos) y la utilizacio´n de topolog´ıas complejas de interconexio´n de los nodos
(redes SF y SW).
Una vez vistos algunos mecanismos correctivos para disen˜ar MMAs sobre
entornos distribuidos inestables con elevadas tasas de volatilidad, se ha procedido
a crear procedimientos para proporcionar al algoritmo la capacidad de deteccio´n
de fallos con el objetivo de poder reaccionar ante el feno´meno del churn. Esto
se ha conseguido mediante la introduccio´n de te´cnicas de auto-equilibrado de la
carga, de forma tal que el propio MMA sea capaz por s´ı mismo y sin necesidad
de recurrir a un control central, de auto-adaptarse al churn variando los taman˜os
de sus poblaciones.
A pesar de todo lo anterior, sigue habiendo una degradacio´n del rendimiento de
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los algoritmos cuando la agitacio´n del entorno es grande. Por ello y finalmente, se
han incorporado procedimientos de auto-reparacio´n para compensar el deterioro
producido: (i) el auto-muestreo a trave´s de un modelo probabil´ıstico dina´mico
sobre las poblaciones de los nodos y (ii) el auto-cableado representado mediante
un procedimiento de reconexio´n de los nodos en funcio´n de las desconexiones que
se van produciendo en la red cuando un nodo abandona el sistema.
6.1. Conclusiones
El ana´lisis de la propagacio´n de memes en los MMAs ha mostrado que tanto
la intensidad de la seleccio´n como las estructuras espaciales subyacentes juegan
un papel muy importante en el hecho de que los memes de alto potencial tengan
la oportunidad de proliferar en la poblacio´n. Concretamente las estructuras espa-
ciales (e.g. una rejilla cuadrada toroidal con topolog´ıa de von Neumann) inducen
tiempos de absorcio´n ma´s largos, lo que permite que los memes de mayor calidad
incrementen sus tasas de supervivencia y por lo tanto tengan ma´s oportunida-
des de expandirse mejorando los individuos que los contienen. Con respecto a
la auto-adaptacio´n meme´tica, se ha corroborado que los MMA que disponen de
este mecanismo (a trave´s del cambio en las longitudes de los memes) consiguen
mejorar los resultados de sus homo´logos sin auto-adaptacio´n y permiten ahorrar
en tiempo de configuracio´n del algoritmo, ya que el ajuste de los para´metros de
los memes se puede sustituir por este proceso auto-adaptativo.
Por otra parte, la experimentacio´n con EDAs multimeme´ticos ha proporciona-
do resultados notablemente buenos, sobre todo cuando se les dota de elitismo y se
usan modelos probabil´ısticos de dos variables, ya que son claramente superiores
a un MMA que manipule genes y memes mediante operadores gene´ticos.
Con respecto al modelo de islas se ha podido verificar que tanto la eleccio´n de
los operadores de seleccio´n de migrantes como de la estrategia de reemplazo de
migrantes tiene un impacto crucial en el rendimiento, aunque es mayor el de la
seleccio´n. Algunas conclusiones concretas que se han podido extraer del ana´lisis
de las migraciones son: (i) una migracio´n basada en el mejor individuo conduce
a una ra´pida degradacio´n de la diversidad y disminuye su rendimiento, (ii) una
estrategia de seleccio´n puramente enfocada al mantenimiento de la diversidad del
genotipo es inferior a las estrategias basadas en la diversidad meme´tica y (iii)
estas u´ltimas tienen un funcionamiento estad´ısticamente similar a las estrategias
de muestreo aleatorio de la poblacio´n emisora.
La tolerancia a fallos y la resistencia al cambio son dos aspectos de importan-
cia en los entornos emergentes para computacio´n paralela, tales como las redes
P2P o los entornos tipo grid . En este sentido se han considerado dos factores de
disen˜o, por un lado la topolog´ıa de interconexio´n entre los nodos y por otro la
estrategia de gestio´n de fallos utilizada. Los experimentos que se han realizado
han mostrado que las topolog´ıas estructuradas regularmente como las rejillas de
von Neumann o los hipercubos parecen proporcionar un perfil ma´s gradual de
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degradacio´n conforme se incrementa la tasa de churn. Desde el punto de vista de
la pol´ıtica de gestio´n de fallos, la estrategia denominada checkpoint parece ser la
eleccio´n ma´s robusta, ya que es capaz de proporcionar un buen rendimiento en
la mayor´ıa de los escenarios, aunque los resultados tambie´n sugieren que cuando
se utiliza una estrategia de reinicializacio´n ma´s simple junto con topolog´ıas de
mayor rendimiento, tales como la rejilla de von Neumann o hipercubos, la de-
gradacio´n del sistema es comparable a la obtenida con la estrategia anterior. En
esta l´ınea, la estrategia checkpoint puede ser asequible en escenarios con tasas de
churn bajas, sin embargo en escenarios caracterizados por tasas de churn eleva-
das donde se requieren backups frecuentes para poder hacer frente a la volatilidad
de los nodos, se induce un sobrecoste adicional junto con la necesidad de tener
acceso a dispositivos de almacenamiento externos persistentes, lo que hace que
esta aproximacio´n sea menos atractiva en tales situaciones.
El uso de estrategias de auto-equilibrado cualitativas (en la que la informacio´n
gene´tica y meme´tica se transmite entre los nodos durante el proceso mismo de
equilibrado de carga) cuyo objetivo es mantener el taman˜o de la poblacio´n glo-
bal constante, tiene consecuencias positivas ante el feno´meno del churn y limita
considerablemente la degradacio´n del sistema frente a MMAs sin equilibrado. En
relacio´n a la inclusio´n de topolog´ıas de red complejas en MMAs y su efecto sobre
el rendimiento, se ha observado que las redes de mundo pequen˜o (SW) propor-
cionan resultados notables para MMAs tolerantes a fallos con auto-equilibrado,
aunque las redes de escala libre se han mostrado ma´s eficientes, principalmente
en los escenarios ma´s vola´tiles. Otra cuestio´n interesante es que incrementando
la densidad de la red el MMA parece ser ma´s robusto, principalmente cuando el
auto-equilibrado esta´ tambie´n activo, lo que permite deducir que existen sinergias
entre estos dos aspectos del algoritmo que hacen que tenga una mayor resistencia
a las tasas de churn altas. Las estrategias de auto-muestreo probabil´ıstico para
producir nuevas soluciones (cuando se agrandan las poblaciones de las islas) tam-
bie´n tienen un impacto positivo sobre el rendimiento de los MMAs basados en
islas.
Finalmente, la utilizacio´n de estrategias de auto-equilibrado de carga para
ajustar los taman˜os de las poblaciones junto con el auto-cableado dina´mico de
los nodos de la red para tratar el efecto de la pe´rdida de conectividad (causado
porque algunos nodos abandonen el sistema) es una opcio´n sin duda interesante
desde el punto de vista del rendimiento. Se ha mostrado que el uso de estrategias
de equilibrado de manera aislada no es lo suficientemente robusto para minimizar
la degradacio´n del rendimiento en entornos altamente vola´tiles, lo que crea la
necesidad de complementar esta estrategia con otras. En este sentido, el recone-
xionado dina´mico de las poblaciones permite mantener el patro´n de conectividad
de la red global, evitando que se desconecten (y a´ıslen) partes de la misma.
En resumen, cuando se unen un nu´mero determinado de propiedades self-? se
producen efectos beneficiosos para el rendimiento del algoritmo, considerablemen-
te superiores al impacto que cada una de estas propiedades tiene por separado.
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6.2. Trabajo Futuro
Las l´ıneas de investigacio´n que se pueden abrir a partir de este trabajo son
mu´ltiples. La ma´s directa es la ampliacio´n de todos los modelos vistos a MAs
coevolutivos [330, 331, 334], en los cuales los memes se desacoplan de los genoti-
pos y coevolucionan al mismo tiempo que ellos, pero en poblaciones independien-
tes. Esta independencia entre los memes y los genes plantea nuevas decisiones
de disen˜o, como elegir que´ meme se aplica a que´ genotipo o co´mo se evalu´an los
memes, ya que al estar en una poblacio´n diferente tienen que establecerse me-
canismos propios de seleccio´n y reemplazo siguiendo algu´n criterio, seguramente
definiendo una funcio´n de fitness espec´ıfica para los memes, lo que puede ser en
s´ı misma una nueva l´ınea de investigacio´n, ya que la medida de la calidad de los
memes no es tan directa como en el caso de los genotipos. Una posibilidad es
asignar a cada meme un valor (fitness) que determine la probabilidad de e´xito
del meme cuando se aplica a un individuo, lo que se podr´ıa calcular a partir
del nu´mero de veces que la aplicacio´n del meme produce un individuo de mejor
calidad genot´ıpica que el original.
Los memes tambie´n se pueden extender con reglas de reescritura ma´s comple-
jas, bien incorporando nuevos s´ımbolos comod´ın en el consecuente que realicen
operaciones unarias (inversiones [334]) o binarias sobre s´ımbolos adyacentes o
vecinos (en sentido general, i.e., a partir de una relacio´n de vecindad definida
sobre los componentes de un meme), o bien definidas sobre alfabetos no binarios
utilizando hiperheur´ısticas que determinen de alguna manera la metaheur´ıstica
que habr´ıa que aplicar en cada escenario, de esta forma se traslada el proceso de
bu´squeda desde un espacio de soluciones a un espacio de me´todos de solucio´n.
Esto se podr´ıa utilizar cuando haya espacios combinatorios, e.g. permutaciones, y
las reglas indicar´ıan acciones como inversiones o intercambios entre posiciones de
la permutacio´n. Otra opcio´n es definir memes transversales, es decir, cuya apli-
cacio´n pueda afectar a ma´s de un individuo a la vez, a diferencia de los utilizados
en esta tesis, cuya aplicacio´n u´nicamente altera el genotipo del individuo que lo
contiene.
Con respecto a los modelos probabil´ısticos, se pueden desarrollar MMAs con
modelos con dependencias multivariable (e.g. redes bayesianas) en alguna etapa
del ciclo evolutivo o en la propia inicializacio´n, o EDAs que sean capaces de
capturar las dependencias multivariable y aplicarlos dentro de los mecanismos de
tolerancia a fallos, como por ejemplo, en las reinicializaciones de los nodos o en
el proceso migratorio de los individuos. Un buen ejemplo de EDA que se podr´ıa
utilizar es el algoritmo BOA [297]1, basado precisamente en la construccio´n de
una red bayesiana a partir de la poblacio´n.
Otra posibilidad es utilizar nuevas topolog´ıas de interconexio´n entre los nodos
y nuevos mecanismos de auto-cableado que sean capaces, bien de mantener la
topolog´ıa de la red o bien adaptarla al escenario de volatilidad existente en cada
1Bayesian Optimization Algorithm
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momento, as´ı como la incorporacio´n de otras propiedades self-? al algoritmo en
bu´squeda de nuevas sinergias entre ellas que consoliden los resultados obtenidos
o incluso los mejoren. Con respecto a lo primero, durante el propio proceso de
auto-cableado se puede utilizar un para´metro m variable (nu´mero de enlaces
por nodo) o utilizar un procedimiento diferente para reconstruir la red de forma
que se mantenga su topolog´ıa inicial. Para ello parecen interesantes las redes
h´ıbridas de escala libre/mundo pequen˜o [167], que son capaces de reproducir las
distribuciones de los grados de las redes de escala libre y las propiedades de
las redes de mundo pequen˜o. Sobre la exploracio´n de nuevas propiedades self-
?, la auto-organizacio´n a trave´s de estructuras de poblacio´n dina´micas es una
caracter´ıstica que puede ser estudiada con mayor profundidad [280].
Finalmente, hay que sen˜alar que este trabajo ha tenido un fundamento emi-
nentemente teo´rico o de investigacio´n ba´sica, aunque pensando siempre en una
aplicacio´n pra´ctica eficiente sobre problemas del mundo real. Las aplicaciones de
los MAs son amplias y variadas [256, 257, 261], por lo que una de las siguientes
oportunidades y a la vez retos es conseguir aplicar los conceptos utilizados du-
rante esta investigacio´n en la resolucio´n de problemas reales. El primer paso en
este sentido consistir´ıa en extender la representacio´n de los MMAs a alfabetos
arbitrarios. En esta l´ınea, la escalabilidad es otra cuestio´n a tener en cuenta y la
experimentacio´n con problemas de taman˜os mucho mayores tambie´n es un a´rea
que habr´ıa que explorar y explotar en el futuro.
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Ape´ndice A
Descripcio´n de las Funciones de
Test
En esta tesis doctoral se han utilizado cinco problemas de test definidos sobre
cadenas binarias, la funcio´n trampa de Deb1 (TRAP) [89], las funciones jera´rqui-
cas si y solo si2 (H-IFF) [357] y XOR3 (H-XOR) [356], el problema deceptivo4
masivamente multimodal de Goldbert et al.5 (MMDP) [154] y SAT, los cuales se
describen a continuacio´n.
A.1. TRAP
La funcio´n completamente deceptiva de Deb de 4 bits (TRAP) tiene un u´nico
o´ptimo global rodeado por soluciones de baja calidad (fitness bajo) y un o´ptimo
local rodeado por soluciones que se van alejando del o´ptimo local. Los me´todos
basados en gradiente habitualmente se ven confundidos y acaban siguiendo el ca-
mino hacia el o´ptimo local en vez de alcanzar el global. En te´rminos matema´ticos,
la funcio´n TRAP se define como:
f(b1 · · · b4) =
{
0,6− 0,2 · u(b1 · · · b4) si u(b1 · · · b4) < 4
1 si u(b1 · · · b4) = 4
(A.1)
donde u(s1 · · · si) =
∑
j sj es el nu´mero de unos de la cadena binaria. Segu´n esta
definicio´n, hay un u´nico o´ptimo global (1111) en una regio´n bastante aislada y un
o´ptimo local (0000) rodeado por soluciones que van empeorando conforme ma´s se
alejan de este o´ptimo local. Esta funcio´n se usa como un bloque ba´sico para cons-
14-bit fully deceptive function
2Hierarchical-if-and-only-if
3Hierarchical-XOR
4El te´rmino ingle´s deceptive significa engan˜oso, sin embargo por coherencia con la literatura
del a´rea en castellano se va a usar el te´rmino deceptivo/a para referirse a e´l, a pesar de que
esta palabra no exista en nuestro idioma segu´n la RAE
5massively multimodal deceptive problem
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truir un problema de orden superior concatenando k bloques (o subproblemas) y
definiendo el fitness de una cadena de 4k bits como
TRAP(b1 · · · b4k) =
k∑
i=1
f(b4(i−1)+1 · · · b4i)
En todos los experimentos realizados se ha considerado que hay k = 32 subpro-
blemas, es decir, cadenas de 128 bits (y por lo tanto el o´ptimo se encuentra en
opt = 32).
A.2. H-IFF
La funcio´n H-IFF es un problema epista´tico recursivo cuya estructura jera´rqui-
ca requiere que el algoritmo de bu´squeda vaya de combinaciones de bu´squeda de
bits a combinaciones de bu´squeda de esquemas de mayor orden (por lo tanto, hay
que estimular la capacidad del algoritmo para identificar y combinar los bloques
de construccio´n buenos). Esta funcio´n se define sobre cadenas binarias de 2k bits
a trave´s de dos funciones auxiliares:
f : {0, 1, •} → {0, 1}. (A.2)
t : {0, 1, •} → {0, 1, •}. (A.3)
donde ‘•’ se usa como un valor nulo (null). Ma´s concretamente, estas dos funciones
se definen de la siguiente manera:
f(a, b) =
{
1 a = b 6= •
0 en otro caso
(A.4)
t(a, b) =
{
a a = b
• en otro caso (A.5)
Intuitivamente, f se utiliza para puntuar la contribucio´n de los bloques de cons-
truccio´n y t se utiliza para capturar su interaccio´n. Estas dos funciones se utilizan
de la siguiente forma:
H-IFFk(b1 · · · bn) =
n/2∑
i=1
f(b2i−1, b2i) + 2 · H-IFFk−1(b′1, · · · , b′n/2) (A.6)
donde
b′i = t(b2i−1, b2i) (A.7)
y
H-IFF0(·) = 1 (A.8)
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Esta definicio´n recursiva hace que la estructura de dependencias tome la forma
de un a´rbol jera´rquico en el que los bloques de construccio´n grandes se mueven
hacia las posiciones superiores en el a´rbol y el peso de interaccio´n va siendo cada
vez mayor. Esta funcio´n tiene dos o´ptimos globales: 11 · · · 1 y 00 · · · 0. En todos
los problemas se ha considerado que k = 7 (i.e., cadenas de 128 bits y por lo
tanto el o´ptimo se encuentra en opt = 576).
A.3. H-XOR
La funcio´n Jera´rquica-XOR (H-XOR) funciona de forma similar a H-IFF, pero
se cambia la puntuacio´n/interaccio´n de los bloques de construccio´n de la siguiente
manera:
f(a, b) =
{
1 a 6= b, • /∈ {a, b}
0 en otro caso
(A.9)
t(a, b) =
{
a a 6= b, • /∈ {a, b}
• en otro caso (A.10)
De esta forma se buscan las soluciones cuyas mitades son ma´s diferentes entre s´ı,
repitiendo el mismo proceso de forma recursiva sobre cada una de estas mitades,
i.e., la solucio´n o´ptima x∗k para 2
k bits es x∗k−1x¯
∗
k−1, donde x¯ es el complemento
bit a bit de x y x∗i ∈ {0, 1}. La consecuencia de esta estructura es que los memes
u´tiles deben representarse sobre patrones ma´s complejos y por lo tanto pasar por
un escenario de optimizacio´n ma´s duro. Se ha considerado que k = 7 (i.e., cadenas
de 128 bits y por lo tanto el o´ptimo se encuentra en opt = 576).
A.4. MMDP
El problema deceptivo masivamente multimodal (MMDP) es una funcio´n de-
ceptiva bipolar basada en bloques con dos o´ptimos globales localizados en posicio-
nes extremas (y por lo tanto separados el uno del otro), con un atractor deceptivo
local a medio camino entre ambos. Esta localizacio´n del atractor deceptivo pro-
voca que sea mucho ma´s fa´cil encontrar el o´ptimo local que el global (i.e., hay(
L
L/2
)
o´ptimos locales vs 2 o´ptimos globales en cada bloque, donde L es el nu´mero
de bits de cada bloque). El MMDP ba´sico se define para bloques de 6 bits de la
siguiente manera:
f(b1 · · · b6) =

1 u(b1 · · · b6) ∈ {0, 6}
0 u(b1 · · · b6) ∈ {1, 5}
0,360384 u(b1 · · · b6) ∈ {2, 4}
0,640576 u(b1 · · · b6) = 3
(A.11)
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En todos los problemas se han concatenado k copias de este bloque ba´sico para
crear un problema ma´s complejo, concretamente se ha considerado k = 24 (i.e.
cadenas de 144 bits y por consiguiente el o´ptimo global se encuentra en opt = 24).
A.5. SAT
El problema de la satisfacibilidad lo´gica fue el primer problema identificado
como NP-completo [68] en el cual debe encontrarse una asignacio´n verdadera para
n variables que satisfagan una fo´rmula lo´gica determinada Φ. Ma´s concretamente,
se trata de un problema donde el objetivo es determinar si una expresio´n con n
variables y sin cuantificadores tiene asociada una asignacio´n de valores para sus
variables que hace que la expresio´n sea verdadera. Por ejemplo dada una instancia
de SAT con 5 variables, 4 cla´usulas y 3 variables por cla´usula tal como la siguiente:
(x1 ∨ ¬x3 ∨ x5) ∧ (¬x2 ∨ x3 ∨ ¬x4) ∧ (¬x1 ∨ ¬x2 ∨ ¬x3) ∧ (x2 ∨ x4 ∨ x5) (A.12)
se trata de encontrar los valores de x1, x2, x3, x4, x5 que la hacen verdadera.
Se considera que esta fo´rmula se expresa en forma normal conjuntiva. Para los
test realizados se han utilizado n = 128 variables y k = 3 variables por cla´usula
utilizando un generador de problemas para crear diferentes instancias satisfacibles
con el ratio cla´usulas/variables cr´ıtico (opt = m = 4,3n = 550) en cada ejecucio´n
del MMA.
Ape´ndice B
Datos Nume´ricos
B.1. Datos Nume´ricos Cap´ıtulo 4
A continuacio´n se muestran los datos nume´ricos correspondientes a la experi-
mentacio´n descrita en la Seccio´n 4.2 sobre las diferentes estrategias de reactivacio´n
de los nodos en funcio´n de las topolog´ıas de interconexio´n analizadas y sobre di-
versos escenarios de volatilidad. En las Tablas B.1-B.4 se muestran los resultados
para el GA y en las Tablas B.5-B.8 para el MMA
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Tabla B.1: Resultados (promediados para 20 ejecuciones) de los diferentes GAs
basados en islas para los cuatro problemas considerados (no accio´n). Se muestra
el nu´mero de veces que se encuentra el o´ptimo (nopt), la mediana (x˜), la media (x¯)
y el error esta´ndar de la media (σx). Tanto en esta tabla como en las siguientes,
un c´ırculo negro (•) indica que los resultados correspondientes son significativa-
mente diferentes (usando el Test de Wilcoxon para α = 0,05) con respecto a los
resultados para k =∞.
TRAP H-IFF
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 28.4 28.4 ± 0.1 1 397.0 407.9 ± 10.1
20 0 28.0 28.1 ± 0.2 0 371.0 377.2 ± 5.5 •
10 0 26.2 26.3 ± 0.3 • 0 325.0 328.2 ± 5.0 •
5 0 25.1 25.3 ± 0.3 • 0 298.0 302.9 ± 3.7 •
VN ∞ 0 30.0 30.0 ± 0.1 0 436.0 433.0 ± 6.5
20 0 30.0 30.2 ± 0.2 0 414.0 420.2 ± 6.7
10 0 28.8 28.8 ± 0.2 • 0 384.0 384.5 ± 5.9 •
5 0 26.7 26.5 ± 0.2 • 0 326.5 330.9 ± 7.2 •
HC ∞ 0 30.3 30.3 ± 0.1 0 436.0 433.2 ± 6.6
20 0 30.3 30.1 ± 0.1 0 428.0 429.8 ± 7.4
10 0 28.8 28.6 ± 0.1 • 0 368.0 372.1 ± 7.9 •
5 0 26.6 26.3 ± 0.3 • 0 323.0 326.8 ± 5.0 •
SF1 ∞ 0 29.0 28.9 ± 0.1 0 397.0 403.6 ± 7.6
20 0 28.4 28.5 ± 0.2 0 380.0 383.6 ± 6.9
10 0 26.8 26.5 ± 0.4 • 0 326.0 328.1 ± 5.8 •
5 0 25.0 25.0 ± 0.3 • 0 309.0 311.4 ± 5.8 •
SF2 ∞ 0 29.8 29.8 ± 0.1 0 402.0 413.4 ± 8.1
20 0 29.9 29.7 ± 0.2 0 400.0 411.0 ± 7.7
10 0 28.0 27.9 ± 0.3 • 0 362.0 361.4 ± 5.6 •
5 0 26.3 26.5 ± 0.3 • 0 340.0 333.8 ± 6.9 •
H-XOR MMDP
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 389.0 394.8 ± 5.8 0 20.0 20.2 ± 0.1
20 0 364.0 370.3 ± 5.7 • 0 20.0 19.9 ± 0.2
10 0 319.0 332.8 ± 6.9 • 0 18.5 18.5 ± 0.2 •
5 0 310.0 309.7 ± 4.2 • 0 17.9 17.9 ± 0.2 •
VN ∞ 0 436.0 435.9 ± 7.0 0 21.2 21.4 ± 0.1
20 1 422.0 426.4 ± 9.8 0 21.5 21.5 ± 0.1
10 0 371.0 380.9 ± 7.7 • 0 20.4 20.3 ± 0.1 •
5 0 332.0 329.6 ± 5.1 • 0 19.0 18.8 ± 0.2 •
HC ∞ 0 420.0 425.8 ± 7.0 0 21.5 21.6 ± 0.1
20 0 408.0 410.9 ± 6.7 0 21.5 21.3 ± 0.1
10 0 379.0 378.9 ± 5.9 • 0 20.2 20.2 ± 0.2 •
5 0 320.0 326.4 ± 5.3 • 0 18.8 18.7 ± 0.2 •
SF1 ∞ 0 397.0 407.7 ± 8.7 0 20.0 20.2 ± 0.1
20 0 368.0 377.7 ± 6.2 • 0 20.0 19.9 ± 0.2
10 0 342.0 341.3 ± 6.3 • 0 18.6 18.5 ± 0.3 •
5 0 307.0 307.4 ± 4.2 • 0 18.2 17.9 ± 0.2 •
SF2 ∞ 0 414.0 417.9 ± 5.2 0 21.1 21.3 ± 0.1
20 0 398.0 402.4 ± 4.5 • 0 21.1 21.1 ± 0.2
10 0 349.0 358.2 ± 6.0 • 0 20.0 20.1 ± 0.2 •
5 0 327.0 328.6 ± 5.1 • 0 18.4 18.6 ± 0.2 •
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Tabla B.2: Resultados (promediados para 20 ejecuciones) de los diferentes GAs
basados en islas para los cuatro problemas considerados (checkpoint). Se muestra
el nu´mero de veces que se encuentra el o´ptimo (nopt), la mediana (x˜), la media
(x¯) y el error esta´ndar de la media (σx).
TRAP H-IFF
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 28.4 28.4 ± 0.1 1 397.0 407.9 ± 10.1
20 0 28.4 28.4 ± 0.1 0 379.0 381.1 ± 5.3 •
10 0 28.0 27.9 ± 0.2 • 0 365.5 368.0 ± 5.0 •
5 0 27.4 27.5 ± 0.2 • 0 362.5 361.1 ± 4.4 •
VN ∞ 0 30.0 30.0 ± 0.1 0 436.0 433.0 ± 6.5
20 0 30.0 30.2 ± 0.1 0 412.0 416.8 ± 7.0
10 0 30.0 29.7 ± 0.2 0 408.0 417.6 ± 6.3
5 0 29.6 29.6 ± 0.1 0 402.0 403.5 ± 5.7 •
HC ∞ 0 30.3 30.3 ± 0.1 0 436.0 433.2 ± 6.6
20 0 30.4 30.1 ± 0.1 0 426.0 428.0 ± 6.1
10 0 30.0 30.0 ± 0.1 0 406.0 411.8 ± 5.6 •
5 0 29.2 29.3 ± 0.1 • 1 391.0 403.9 ± 10.2 •
SF1 ∞ 0 29.0 28.9 ± 0.1 0 397.0 403.6 ± 7.6
20 0 28.4 28.5 ± 0.2 • 0 381.5 387.7 ± 6.9
10 0 28.0 28.1 ± 0.2 • 0 368.0 373.9 ± 7.8 •
5 0 27.6 27.6 ± 0.1 • 0 359.0 365.8 ± 5.6 •
SF2 ∞ 0 29.8 29.8 ± 0.1 0 402.0 413.4 ± 8.1
20 0 29.6 29.7 ± 0.2 0 405.0 414.7 ± 8.0
10 0 29.6 29.3 ± 0.2 0 404.0 408.1 ± 6.2
5 0 29.0 29.1 ± 0.1 • 0 392.5 386.5 ± 5.1 •
H-XOR MMDP
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 389.0 394.8 ± 5.8 0 20.0 20.2 ± 0.1
20 0 368.0 371.3 ± 3.5 • 0 20.1 20.0 ± 0.2
10 0 369.0 371.6 ± 4.9 • 0 19.7 19.6 ± 0.1 •
5 0 368.0 368.9 ± 5.0 • 0 19.3 19.5 ± 0.1 •
VN ∞ 0 436.0 435.9 ± 7.0 0 21.2 21.4 ± 0.1
20 1 418.0 425.1 ± 10.0 0 21.5 21.5 ± 0.1
10 1 400.0 403.3 ± 10.8 • 0 21.1 21.1 ± 0.1
5 0 408.0 415.1 ± 5.8 • 0 20.8 20.9 ± 0.1 •
HC ∞ 0 420.0 425.8 ± 7.0 0 21.5 21.6 ± 0.1
20 0 408.0 412.0 ± 5.0 0 21.5 21.4 ± 0.1
10 0 408.0 407.1 ± 5.1 0 21.1 21.1 ± 0.1
5 0 404.0 406.1 ± 4.2 • 0 20.8 20.9 ± 0.1 •
SF1 ∞ 0 397.0 407.7 ± 8.7 0 20.0 20.2 ± 0.1
20 0 374.5 379.1 ± 6.6 • 0 19.9 19.9 ± 0.1
10 0 368.0 378.4 ± 6.5 • 0 20.0 19.8 ± 0.2
5 0 370.5 371.1 ± 6.2 • 0 19.3 19.6 ± 0.1 •
SF2 ∞ 0 414.0 417.9 ± 5.2 0 21.1 21.3 ± 0.1
20 0 392.0 400.7 ± 5.0 • 0 21.5 21.1 ± 0.2
10 0 389.0 398.6 ± 6.7 • 0 20.8 20.8 ± 0.2 •
5 0 395.0 390.3 ± 4.8 • 0 20.4 20.5 ± 0.1 •
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Tabla B.3: Resultados (promediados para 20 ejecuciones) de los diferentes GAs
basados en islas para los cuatro problemas considerados (reinicializacio´n aleatoria).
Se muestra el nu´mero de veces que se encuentra el o´ptimo (nopt), la mediana (x˜),
la media (x¯) y el error esta´ndar de la media (σx).
TRAP H-IFF
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 28.4 28.4 ± 0.1 1 397.0 407.9 ± 10.1
20 0 28.3 28.4 ± 0.1 0 380.0 381.1 ± 4.6 •
10 0 27.3 27.2 ± 0.2 • 0 353.0 351.1 ± 6.0 •
5 0 24.9 25.0 ± 0.4 • 0 315.0 318.4 ± 7.2 •
VN ∞ 0 30.0 30.0 ± 0.1 0 436.0 433.0 ± 6.5
20 0 30.1 30.2 ± 0.1 0 406.0 414.7 ± 7.1
10 0 29.7 29.7 ± 0.2 0 412.0 414.7 ± 8.0 •
5 0 28.2 28.4 ± 0.2 • 0 369.0 374.5 ± 7.9 •
HC ∞ 0 30.3 30.3 ± 0.1 0 436.0 433.2 ± 6.6
20 0 30.2 30.1 ± 0.1 0 416.0 425.8 ± 6.7
10 0 29.6 29.5 ± 0.2 • 0 402.0 407.3 ± 6.6 •
5 0 28.4 28.4 ± 0.3 • 0 370.0 366.9 ± 7.2 •
SF1 ∞ 0 29.0 28.9 ± 0.1 0 397.0 403.6 ± 7.6
20 0 28.4 28.5 ± 0.2 0 380.0 383.1 ± 6.0
10 0 27.6 27.3 ± 0.3 • 0 343.5 347.1 ± 6.4 •
5 0 26.2 25.7 ± 0.4 • 0 332.0 324.4 ± 7.0 •
SF2 ∞ 0 29.8 29.8 ± 0.1 0 402.0 413.4 ± 8.1
20 0 29.8 29.7 ± 0.2 0 400.0 412.6 ± 8.6
10 0 28.6 28.9 ± 0.2 • 0 388.0 392.4 ± 6.4 •
5 0 27.2 27.0 ± 0.4 • 0 350.0 347.3 ± 8.5 •
H-XOR MMDP
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 389.0 394.8 ± 5.8 0 20.0 20.2 ± 0.1
20 0 365.0 370.9 ± 5.3 • 0 20.0 19.9 ± 0.1
10 0 345.0 350.9 ± 6.5 • 0 19.3 19.3 ± 0.1 •
5 0 319.0 317.9 ± 6.4 • 0 18.5 18.3 ± 0.2 •
VN ∞ 0 436.0 435.9 ± 7.0 0 21.2 21.4 ± 0.1
20 0 422.0 422.4 ± 6.4 0 21.5 21.4 ± 0.1
10 0 390.0 392.6 ± 5.3 • 0 21.1 21.0 ± 0.1
5 0 370.0 367.2 ± 3.0 • 0 20.1 20.3 ± 0.1 •
HC ∞ 0 420.0 425.8 ± 7.0 0 21.5 21.6 ± 0.1
20 0 408.0 417.2 ± 5.6 0 21.5 21.4 ± 0.1
10 0 396.0 395.8 ± 5.8 • 0 21.0 21.0 ± 0.2 •
5 0 371.0 368.4 ± 6.4 • 0 20.4 20.1 ± 0.2 •
SF1 ∞ 0 397.0 407.7 ± 8.7 0 20.0 20.2 ± 0.1
20 0 376.0 382.2 ± 7.2 • 0 19.9 19.9 ± 0.1
10 0 357.5 357.6 ± 6.2 • 0 19.3 19.4 ± 0.2 •
5 0 337.5 337.9 ± 7.3 • 0 18.3 18.5 ± 0.2 •
SF2 ∞ 0 414.0 417.9 ± 5.2 0 21.1 21.3 ± 0.1
20 0 392.0 400.8 ± 5.5 • 0 21.3 21.2 ± 0.2
10 0 382.0 386.4 ± 7.6 • 0 20.9 20.7 ± 0.3
5 0 357.0 349.6 ± 8.0 • 0 19.7 19.5 ± 0.2 •
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Tabla B.4: Resultados (promediados para 20 ejecuciones) de los diferentes GAs
basados en islas para los cuatro problemas considerados (reinicializacio´n proba-
bil´ıstica). Se muestra el nu´mero de veces que se encuentra el o´ptimo (nopt), la
mediana (x˜), la media (x¯) y el error esta´ndar de la media (σx).
TRAP H-IFF
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 28.4 28.4 ± 0.1 1 397.0 407.9 ± 10.1
20 0 28.3 28.4 ± 0.2 0 379.0 380.4 ± 4.8 •
10 0 27.6 27.5 ± 0.2 • 0 358.0 361.6 ± 5.4 •
5 0 26.0 26.1 ± 0.3 • 0 332.0 341.4 ± 5.1 •
VN ∞ 0 30.0 30.0 ± 0.1 0 436.0 433.0 ± 6.5
20 0 30.1 30.2 ± 0.1 0 408.0 414.5 ± 6.8
10 0 30.0 29.8 ± 0.2 0 406.0 414.4 ± 8.5 •
5 0 29.0 28.8 ± 0.1 • 0 395.0 390.4 ± 6.7 •
HC ∞ 0 30.3 30.3 ± 0.1 0 436.0 433.2 ± 6.6
20 0 30.0 30.1 ± 0.1 0 424.0 431.0 ± 7.4
10 0 29.8 29.7 ± 0.2 • 0 401.0 415.7 ± 9.0
5 0 29.2 29.1 ± 0.2 • 0 377.0 380.6 ± 4.5 •
SF1 ∞ 0 29.0 28.9 ± 0.1 0 397.0 403.6 ± 7.6
20 0 28.4 28.5 ± 0.2 0 382.0 382.4 ± 5.4 •
10 0 27.6 27.5 ± 0.3 • 0 354.0 355.8 ± 8.2 •
5 0 26.9 26.4 ± 0.3 • 0 343.0 343.3 ± 6.4 •
SF2 ∞ 0 29.8 29.8 ± 0.1 0 402.0 413.4 ± 8.1
20 0 29.7 29.6 ± 0.2 0 404.0 415.9 ± 8.3
10 0 29.2 29.0 ± 0.2 • 0 386.0 392.8 ± 6.4
5 0 28.0 28.1 ± 0.1 • 0 370.0 368.7 ± 4.8 •
H-XOR MMDP
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 389.0 394.8 ± 5.8 0 20.0 20.2 ± 0.1
20 0 369.0 377.6 ± 5.6 • 0 20.0 20.0 ± 0.1
10 0 362.5 358.0 ± 6.4 • 0 19.3 19.4 ± 0.2 •
5 0 337.0 336.9 ± 3.8 • 0 18.6 18.5 ± 0.2 •
VN ∞ 0 436.0 435.9 ± 7.0 0 21.2 21.4 ± 0.1
20 1 428.0 430.4 ± 9.7 0 21.5 21.5 ± 0.1
10 0 402.0 400.1 ± 6.4 • 0 20.8 21.0 ± 0.1 •
5 0 380.0 387.2 ± 4.3 • 0 20.8 20.7 ± 0.1 •
HC ∞ 0 420.0 425.8 ± 7.0 0 21.5 21.6 ± 0.1
20 0 408.0 414.4 ± 5.5 0 21.3 21.3 ± 0.1
10 0 390.0 393.6 ± 6.2 • 0 21.1 21.0 ± 0.2 •
5 0 384.0 380.1 ± 5.6 • 0 20.4 20.4 ± 0.1 •
SF1 ∞ 0 397.0 407.7 ± 8.7 0 20.0 20.2 ± 0.1
20 0 371.5 381.7 ± 6.4 • 0 20.0 19.9 ± 0.2
10 0 360.0 364.4 ± 8.7 • 0 19.7 19.4 ± 0.2 •
5 0 358.5 351.3 ± 6.0 • 0 18.4 18.7 ± 0.2 •
SF2 ∞ 0 414.0 417.9 ± 5.2 0 21.1 21.3 ± 0.1
20 0 392.0 399.8 ± 4.6 • 0 21.5 21.1 ± 0.2
10 0 384.0 385.7 ± 5.9 • 0 20.8 20.7 ± 0.2 •
5 0 362.0 361.5 ± 3.9 • 0 20.1 20.1 ± 0.1 •
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Tabla B.5: Resultados (promediados para 20 ejecuciones) de los diferentes MMAs
basados en islas para los cuatro problemas considerados (no accio´n). Se muestra
el nu´mero de veces que se encuentra el o´ptimo (nopt), la mediana (x˜), la media
(x¯) y el error esta´ndar de la media (σx).
TRAP H-IFF
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 17 32.0 31.8 ± 0.1 19 576.0 570.4 ± 5.6
20 19 32.0 31.8 ± 0.2 19 576.0 570.0 ± 6.0
10 17 32.0 30.0 ± 0.6 • 17 456.0 451.6 ± 20.9 •
5 12 28.1 28.6 ± 0.7 • 12 387.0 411.1 ± 22.0 •
VN ∞ 17 32.0 31.8 ± 0.1 18 576.0 565.6 ± 7.2
20 19 32.0 31.9 ± 0.1 15 576.0 550.8 ± 10.4
10 17 32.0 31.5 ± 0.2 18 576.0 556.6 ± 11.9
5 13 30.8 29.9 ± 0.5 • 12 456.0 470.0 ± 18.2 •
HC ∞ 16 32.0 31.6 ± 0.2 16 576.0 555.2 ± 9.6
20 19 32.0 31.9 ± 0.1 18 576.0 565.2 ± 7.5
10 17 32.0 31.7 ± 0.2 17 576.0 542.8 ± 15.6
5 14 32.0 30.6 ± 0.5 11 456.0 472.3 ± 20.2 •
SF1 ∞ 19 32.0 31.9 ± 0.1 19 576.0 568.8 ± 7.2
20 17 32.0 31.7 ± 0.2 17 576.0 554.4 ± 12.5
10 17 32.0 30.3 ± 0.6 • 14 576.0 499.7 ± 23.0 •
5 6 27.9 28.0 ± 0.7 • 11 374.5 396.9 ± 21.7 •
SF2 ∞ 19 32.0 32.0 ± 0.0 19 576.0 570.0 ± 6.0
20 18 32.0 31.8 ± 0.2 17 576.0 553.0 ± 10.7
10 16 32.0 31.1 ± 0.4 14 496.0 506.6 ± 15.5 •
5 13 32.0 29.6 ± 0.7 • 13 472.0 479.9 ± 22.4 •
H-XOR MMDP
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 402.5 408.1 ± 7.0 7 23.6 23.0 ± 0.3
20 0 395.0 397.2 ± 6.5 12 24.0 23.4 ± 0.2
10 0 351.0 354.9 ± 5.5 • 8 20.8 21.0 ± 0.5 •
5 0 319.0 322.9 ± 5.4 • 2 19.0 20.2 ± 0.5 •
VN ∞ 0 446.0 444.0 ± 7.5 12 24.0 23.5 ± 0.2
20 1 436.0 440.3 ± 9.9 15 24.0 23.6 ± 0.2
10 0 400.0 403.1 ± 7.0 • 11 23.6 23.1 ± 0.3
5 0 332.0 336.9 ± 6.1 • 2 21.1 21.3 ± 0.4 •
HC ∞ 1 440.5 447.9 ± 8.6 13 24.0 23.5 ± 0.2
20 1 436.0 440.7 ± 8.6 14 24.0 23.6 ± 0.2
10 0 392.0 391.1 ± 7.1 • 7 22.9 22.4 ± 0.3 •
5 0 339.5 338.8 ± 4.8 • 3 20.4 20.7 ± 0.4 •
SF1 ∞ 1 396.0 412.9 ± 10.7 11 24.0 23.2 ± 0.3
20 0 405.0 406.6 ± 7.8 8 23.5 23.0 ± 0.3
10 0 355.0 356.6 ± 5.7 • 5 20.8 20.9 ± 0.4 •
5 0 318.0 321.7 ± 8.0 • 0 18.6 19.2 ± 0.4 •
SF2 ∞ 1 447.0 442.5 ± 8.7 14 24.0 23.6 ± 0.1
20 0 418.0 421.6 ± 6.7 13 24.0 23.6 ± 0.2
10 0 380.0 379.5 ± 6.7 • 8 23.5 22.5 ± 0.4 •
5 0 344.5 346.9 ± 7.5 • 3 19.9 20.3 ± 0.5 •
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Tabla B.6: Resultados (promediados para 20 ejecuciones) de los diferentes MMAs
basados en islas para los cuatro problemas considerados (checkpoint). Se muestra
el nu´mero de veces que se encuentra el o´ptimo (nopt), la mediana (x˜), la media
(x¯) y el error esta´ndar de la media (σx).
TRAP H-IFF
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 17 32.0 31.8 ± 0.1 19 576.0 570.4 ± 5.6
20 20 32.0 31.9 ± 0.1 18 576.0 564.8 ± 7.7
10 18 32.0 31.6 ± 0.3 17 576.0 556.0 ± 11.4
5 16 32.0 31.5 ± 0.2 18 576.0 559.0 ± 9.3
VN ∞ 17 32.0 31.8 ± 0.1 18 576.0 565.6 ± 7.2
20 19 32.0 31.9 ± 0.1 15 576.0 550.8 ± 10.4
10 19 32.0 31.9 ± 0.1 18 576.0 565.2 ± 8.1
5 18 32.0 31.9 ± 0.1 19 576.0 570.4 ± 5.6
HC ∞ 16 32.0 31.6 ± 0.2 16 576.0 555.2 ± 9.6
20 19 32.0 31.9 ± 0.1 17 576.0 559.6 ± 9.0
10 18 32.0 31.9 ± 0.1 17 576.0 555.6 ± 11.4
5 17 32.0 31.7 ± 0.1 18 576.0 565.2 ± 7.5
SF1 ∞ 19 32.0 31.9 ± 0.1 19 576.0 568.8 ± 7.2
20 17 32.0 31.7 ± 0.2 17 576.0 555.0 ± 12.0
10 18 32.0 31.7 ± 0.2 18 576.0 558.4 ± 9.6
5 17 32.0 31.7 ± 0.2 18 576.0 560.6 ± 8.8
SF2 ∞ 19 32.0 32.0 ± 0.0 19 576.0 570.0 ± 6.0
20 18 32.0 31.7 ± 0.2 17 576.0 558.6 ± 9.6
10 17 32.0 31.7 ± 0.2 16 576.0 552.5 ± 12.0
5 16 32.0 31.6 ± 0.2 • 18 576.0 563.2 ± 8.9
H-XOR MMDP
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 402.5 408.1 ± 7.0 7 23.6 23.0 ± 0.3
20 0 396.0 400.2 ± 5.9 10 23.8 23.5 ± 0.2
10 0 382.0 385.4 ± 3.6 • 9 23.6 23.1 ± 0.3
5 0 378.0 383.6 ± 5.3 • 11 23.8 22.8 ± 0.4
VN ∞ 0 446.0 444.0 ± 7.5 12 24.0 23.5 ± 0.2
20 1 447.0 444.3 ± 9.3 14 24.0 23.6 ± 0.2
10 1 448.5 444.1 ± 10.2 16 24.0 23.7 ± 0.2
5 0 428.0 428.8 ± 6.5 12 24.0 23.4 ± 0.2
HC ∞ 1 440.5 447.9 ± 8.6 13 24.0 23.5 ± 0.2
20 1 432.0 441.2 ± 8.2 16 24.0 23.7 ± 0.2
10 1 418.0 431.4 ± 9.7 • 8 23.6 23.4 ± 0.2
5 0 418.0 423.6 ± 6.5 • 10 23.6 23.3 ± 0.2
SF1 ∞ 1 396.0 412.9 ± 10.7 11 24.0 23.2 ± 0.3
20 0 400.0 407.8 ± 8.7 7 23.5 23.0 ± 0.3
10 0 390.0 393.4 ± 5.2 8 23.1 22.6 ± 0.3
5 0 376.0 379.8 ± 4.5 • 8 23.1 22.9 ± 0.3
SF2 ∞ 1 447.0 442.5 ± 8.7 14 24.0 23.6 ± 0.1
20 0 422.0 428.6 ± 6.5 14 24.0 23.7 ± 0.1
10 0 401.0 405.3 ± 4.6 • 13 24.0 23.2 ± 0.3
5 0 400.0 410.9 ± 8.0 • 11 23.8 23.4 ± 0.2
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Tabla B.7: Resultados (promediados para 20 ejecuciones) de los diferentes MMAs
basados en islas para los cuatro problemas considerados (reinicializacio´n aleatoria).
Se muestra el nu´mero de veces que se encuentra el o´ptimo (nopt), la mediana (x˜),
la media (x¯) y el error esta´ndar de la media (σx).
TRAP H-IFF
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 17 32.0 31.8 ± 0.1 19 576.0 570.4 ± 5.6
20 19 32.0 31.8 ± 0.1 19 576.0 570.0 ± 6.0
10 17 32.0 31.1 ± 0.4 16 576.0 536.6 ± 14.1 •
5 13 28.1 28.1 ± 0.6 • 14 440.5 441.0 ± 22.9 •
VN ∞ 17 32.0 31.8 ± 0.1 18 576.0 565.6 ± 7.2
20 19 32.0 31.9 ± 0.1 15 576.0 550.8 ± 10.4
10 19 32.0 31.9 ± 0.1 18 576.0 565.7 ± 7.6
5 17 32.0 31.6 ± 0.2 17 576.0 557.0 ± 10.5
HC ∞ 16 32.0 31.6 ± 0.2 16 576.0 555.2 ± 9.6
20 19 32.0 31.9 ± 0.1 16 576.0 554.8 ± 9.8
10 17 32.0 31.8 ± 0.1 17 576.0 555.3 ± 11.5
5 15 32.0 31.0 ± 0.5 18 576.0 555.6 ± 11.3
SF1 ∞ 19 32.0 31.9 ± 0.1 19 576.0 568.8 ± 7.2
20 17 32.0 31.7 ± 0.2 17 576.0 555.6 ± 11.5
10 19 32.0 31.2 ± 0.4 • 14 576.0 522.2 ± 15.9 •
5 12 29.2 28.6 ± 0.7 • 14 576.0 500.6 ± 19.9 •
SF2 ∞ 19 32.0 32.0 ± 0.0 19 576.0 570.0 ± 6.0
20 18 32.0 31.8 ± 0.2 17 576.0 558.6 ± 9.6
10 17 32.0 31.7 ± 0.2 15 576.0 545.5 ± 13.2
5 14 31.4 29.7 ± 0.6 • 17 576.0 503.9 ± 22.4 •
H-XOR MMDP
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 402.5 408.1 ± 7.0 7 23.6 23.0 ± 0.3
20 0 396.0 398.7 ± 6.2 11 24.0 23.4 ± 0.2
10 0 371.0 371.4 ± 5.8 • 6 22.0 22.1 ± 0.4
5 0 338.0 338.1 ± 6.4 • 6 20.0 20.5 ± 0.5 •
VN ∞ 0 446.0 444.0 ± 7.5 12 24.0 23.5 ± 0.2
20 1 450.0 445.9 ± 9.0 14 24.0 23.6 ± 0.2
10 0 428.0 422.2 ± 7.0 12 23.8 23.4 ± 0.2
5 0 388.5 394.9 ± 8.1 • 6 22.6 22.6 ± 0.3 •
HC ∞ 1 440.5 447.9 ± 8.6 13 24.0 23.5 ± 0.2
20 1 436.0 445.3 ± 8.0 15 24.0 23.7 ± 0.2
10 0 408.0 416.1 ± 6.9 • 12 24.0 23.3 ± 0.3
5 0 380.0 378.8 ± 6.1 • 8 23.1 22.5 ± 0.4 •
SF1 ∞ 1 396.0 412.9 ± 10.7 11 24.0 23.2 ± 0.3
20 0 392.0 404.1 ± 7.9 8 23.5 22.9 ± 0.3
10 0 378.0 387.3 ± 7.5 • 7 22.7 22.3 ± 0.4
5 0 337.5 344.4 ± 7.8 • 3 20.3 20.8 ± 0.4 •
SF2 ∞ 1 447.0 442.5 ± 8.7 14 24.0 23.6 ± 0.1
20 0 412.0 419.6 ± 6.5 • 14 24.0 23.6 ± 0.2
10 0 393.0 394.7 ± 4.7 • 11 23.6 23.1 ± 0.3
5 0 360.0 357.4 ± 8.2 • 6 22.7 22.4 ± 0.4 •
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Tabla B.8: Resultados (promediados para 20 ejecuciones) de los diferentes MMAs
basados en islas para los cuatro problemas considerados (reinicializacio´n proba-
bil´ıstica). Se muestra el nu´mero de veces que se encuentra el o´ptimo (nopt), la
mediana (x˜), la media (x¯) y el error esta´ndar de la media (σx).
TRAP H-IFF
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 17 32.0 31.8 ± 0.1 19 576.0 570.4 ± 5.6
20 19 32.0 31.8 ± 0.1 19 576.0 570.0 ± 6.0
10 16 32.0 31.1 ± 0.5 16 576.0 528.3 ± 15.6 •
5 16 32.0 30.6 ± 0.5 • 17 460.0 470.0 ± 22.1 •
VN ∞ 17 32.0 31.8 ± 0.1 18 576.0 565.6 ± 7.2
20 19 32.0 31.9 ± 0.1 15 576.0 550.8 ± 10.4
10 19 32.0 31.9 ± 0.1 17 576.0 560.3 ± 9.2
5 19 32.0 32.0 ± 0.0 18 576.0 564.0 ± 8.3
HC ∞ 16 32.0 31.6 ± 0.2 16 576.0 555.2 ± 9.6
20 19 32.0 31.9 ± 0.1 16 576.0 554.8 ± 9.8
10 18 32.0 31.9 ± 0.1 16 576.0 552.8 ± 10.7
5 18 32.0 31.7 ± 0.2 13 576.0 537.6 ± 12.1
SF1 ∞ 19 32.0 31.9 ± 0.1 19 576.0 568.8 ± 7.2
20 17 32.0 31.7 ± 0.2 17 576.0 558.8 ± 9.4
10 17 32.0 30.9 ± 0.5 13 576.0 521.0 ± 17.3 •
5 11 31.6 30.1 ± 0.5 • 14 520.0 498.9 ± 19.4 •
SF2 ∞ 19 32.0 32.0 ± 0.0 19 576.0 570.0 ± 6.0
20 18 32.0 31.8 ± 0.2 17 576.0 558.6 ± 9.6
10 17 32.0 31.6 ± 0.2 14 576.0 544.2 ± 12.2 •
5 17 32.0 31.4 ± 0.3 15 576.0 529.4 ± 16.1 •
H-XOR MMDP
topology k nopt x˜ x¯± σx nopt x˜ x¯± σx
Ring ∞ 0 402.5 408.1 ± 7.0 7 23.6 23.0 ± 0.3
20 0 396.0 400.6 ± 7.1 12 24.0 23.5 ± 0.2
10 0 377.0 377.2 ± 4.7 • 8 22.9 22.7 ± 0.3
5 0 355.0 354.4 ± 5.0 • 3 22.0 21.7 ± 0.4 •
VN ∞ 0 446.0 444.0 ± 7.5 12 24.0 23.5 ± 0.2
20 1 449.0 444.4 ± 9.3 14 24.0 23.6 ± 0.2
10 0 422.0 429.1 ± 8.1 15 24.0 23.7 ± 0.1
5 0 400.0 416.2 ± 9.3 • 14 24.0 23.7 ± 0.1
HC ∞ 1 440.5 447.9 ± 8.6 13 24.0 23.5 ± 0.2
20 1 442.0 445.7 ± 8.2 15 24.0 23.7 ± 0.1
10 1 413.0 424.8 ± 10.3 • 11 24.0 23.5 ± 0.2
5 0 416.0 416.1 ± 6.8 • 6 22.7 22.5 ± 0.3 •
SF1 ∞ 1 396.0 412.9 ± 10.7 11 24.0 23.2 ± 0.3
20 0 402.5 404.9 ± 7.6 9 23.5 23.1 ± 0.3
10 0 384.0 388.9 ± 6.9 • 8 22.7 22.3 ± 0.4
5 0 364.0 365.2 ± 5.8 • 5 20.4 20.9 ± 0.4 •
SF2 ∞ 1 447.0 442.5 ± 8.7 14 24.0 23.6 ± 0.1
20 0 420.0 425.1 ± 6.3 14 24.0 23.7 ± 0.1
10 0 388.0 393.9 ± 5.7 • 10 23.8 23.2 ± 0.3
5 0 380.0 391.6 ± 6.3 • 9 23.1 22.9 ± 0.3 •
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A continuacio´n se muestran los datos nume´ricos correspondientes a la experi-
mentacio´n descrita en la Seccio´n 5.2 sobre las diferentes topolog´ıas de intercone-
xio´n entre los nodos analizadas y las estrategias de equilibrado estudiadas para
los cuatro problemas de test considerados. En las Tablas B.9 y B.10 se muestran
los resultados para los problemas TRAP y H-IFF y en las Tablas B.11 y B.12
para H-XOR y MMDP.
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Tabla B.9: Desviacio´n (en %) con respecto a la solucio´n o´ptima (25 ejecuciones)
de diferentes MMAs para TRAP y H-IFF con redes SF. Se muestra la mediana
(x˜), la media (x¯) y el error esta´ndar de la media (σx¯).
TRAP H-IFF
topolog´ıa estrategia k x˜ x¯± σx¯ x˜ x¯± σx¯
SF1 noB 20 6.25 7.03 ± 0.93 0.00 14.97 ± 3.44
10 18.13 19.00 ± 1.33 39.41 36.40 ± 3.06
5 33.13 33.36 ± 1.20 56.94 55.19 ± 1.03
2 48.75 49.15 ± 0.70 61.46 61.01 ± 0.45
1 53.47 52.93 ± 0.64 65.10 65.06 ± 0.19
LBQ 20 1.88 2.63 ± 0.60 0.00 7.88 ± 2.45
10 6.87 9.15 ± 1.41 0.00 13.83 ± 3.55
5 15.00 15.78 ± 1.88 21.53 22.70 ± 3.78
2 40.00 39.58 ± 0.90 52.43 51.64 ± 1.61
1 51.82 50.90 ± 0.64 63.72 63.25 ± 0.42
SF2 noB 20 0.00 1.30 ± 0.36 0.00 5.17 ± 2.22
10 9.38 9.35 ± 1.09 0.00 11.84 ± 2.90
5 26.25 27.02 ± 1.51 47.40 44.85 ± 2.55
2 47.50 47.54 ± 0.75 62.67 61.56 ± 0.68
1 53.75 54.08 ± 0.59 64.58 64.52 ± 0.23
LBQ 20 0.00 0.40 ± 0.19 0.00 4.44 ± 1.86
10 0.00 0.92 ± 0.29 0.00 8.53 ± 2.61
5 2.50 3.48 ± 0.65 0.00 10.88 ± 2.46
2 21.88 22.83 ± 1.25 21.88 21.71 ± 3.39
1 44.38 44.15 ± 1.04 51.39 50.17 ± 1.79
SF4 noB 20 0.00 0.40 ± 0.19 0.00 5.94 ± 2.27
10 1.25 2.73 ± 0.67 0.00 12.30 ± 3.05
5 16.25 15.98 ± 1.40 24.48 22.50 ± 4.09
2 46.88 46.35 ± 1.13 61.28 60.32 ± 0.64
1 52.50 52.55 ± 0.69 64.24 63.85 ± 0.33
LBQ 20 0.00 0.10 ± 0.07 0.00 2.61 ± 1.49
10 0.00 0.55 ± 0.36 0.00 4.72 ± 1.77
5 2.50 3.05 ± 0.49 0.00 10.11 ± 2.90
2 15.79 15.86 ± 1.38 19.44 15.71 ± 3.43
1 30.00 29.10 ± 1.42 24.48 23.80 ± 3.20
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Tabla B.10: Desviacio´n (en %) con respecto a la solucio´n o´ptima (25 ejecuciones)
de diferentes MMAs para TRAP y H-IFF con redes SW. Se muestra la mediana
(x˜), la media (x¯) y el error esta´ndar de la media (σx¯).
TRAP H-IFF
topolog´ıa estrategia k x˜ x¯± σx¯ x˜ x¯± σx¯
SW1 noB 20 6.87 5.85 ± 0.66 0.00 11.06 ± 3.58
10 14.38 15.85 ± 1.67 27.43 25.01 ± 4.10
5 32.50 32.82 ± 1.38 55.56 53.65 ± 1.25
2 48.75 47.59 ± 0.94 61.92 61.13 ± 0.76
1 53.75 53.59 ± 0.54 64.93 64.69 ± 0.21
LBQ 20 0.00 1.50 ± 0.50 0.00 4.43 ± 1.65
10 6.87 7.92 ± 1.25 0.00 12.25 ± 3.17
5 18.75 18.48 ± 2.00 31.60 32.44 ± 2.79
2 41.87 40.55 ± 1.36 55.38 54.41 ± 1.27
1 53.13 52.55 ± 0.56 64.24 63.81 ± 0.36
SW2 noB 20 2.50 3.79 ± 0.95 0.00 6.56 ± 2.29
10 8.13 7.75 ± 1.25 19.44 17.09 ± 3.27
5 28.75 29.52 ± 1.47 42.19 34.11 ± 4.09
2 47.50 46.25 ± 1.30 62.36 61.80 ± 0.44
1 53.75 53.20 ± 0.54 64.93 64.76 ± 0.23
LBQ 20 0.00 1.52 ± 0.49 0.00 6.97 ± 2.26
10 1.25 2.05 ± 0.51 0.00 5.11 ± 1.89
5 7.50 7.55 ± 0.89 0.00 10.85 ± 2.86
2 35.62 35.30 ± 1.03 47.40 40.28 ± 2.91
1 51.25 50.79 ± 0.70 63.54 63.31 ± 0.30
SW4 noB 20 0.00 1.60 ± 0.53 16.67 12.08 ± 2.50
10 3.75 4.20 ± 0.97 19.44 15.22 ± 3.19
5 16.25 16.27 ± 1.58 22.05 23.84 ± 3.78
2 45.63 44.93 ± 1.07 60.48 59.63 ± 1.19
1 52.86 52.18 ± 0.56 64.76 64.46 ± 0.22
LBQ 20 0.00 0.55 ± 0.28 0.00 5.67 ± 2.14
10 0.00 1.35 ± 0.44 0.00 7.19 ± 2.30
5 3.13 4.35 ± 0.88 0.00 6.39 ± 2.43
2 21.25 22.93 ± 1.15 22.57 22.94 ± 3.70
1 49.38 48.92 ± 0.65 54.34 53.42 ± 1.31
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Tabla B.11: Desviacio´n (en %) con respecto a la solucio´n o´ptima (25 ejecuciones)
de diferentes MMAs para H-XOR y MMDP con redes SF. Se muestra la mediana
(x˜), la media (x¯) y el error esta´ndar de la media (σx¯).
H-XOR MMDP
topolog´ıa estrategia k x˜ x¯± σx¯ x˜ x¯± σx¯
SF1 noB 20 41.32 40.87 ± 0.77 8.99 10.30 ± 1.01
10 48.44 49.30 ± 0.88 19.98 21.22 ± 1.17
5 57.47 57.11 ± 0.46 28.45 29.29 ± 0.76
2 63.07 62.77 ± 0.25 38.12 38.61 ± 0.43
1 64.76 64.90 ± 0.15 40.79 40.41 ± 0.52
LBQ 20 34.38 33.93 ± 1.04 4.49 4.99 ± 0.56
10 38.02 39.15 ± 0.97 11.65 11.96 ± 1.04
5 44.97 46.07 ± 1.26 19.14 19.75 ± 1.38
2 58.33 57.89 ± 0.56 33.30 33.02 ± 0.85
1 64.41 64.21 ± 0.23 40.46 40.32 ± 0.48
SF2 noB 20 30.90 31.56 ± 1.03 4.49 4.90 ± 0.49
10 40.10 40.47 ± 1.04 14.32 13.96 ± 1.10
5 53.30 53.11 ± 0.91 27.79 27.46 ± 0.88
2 62.50 62.45 ± 0.33 37.29 37.46 ± 0.62
1 64.76 64.43 ± 0.25 41.63 41.14 ± 0.36
LBQ 20 29.17 28.44 ± 1.20 3.00 2.56 ± 0.32
10 31.94 32.26 ± 0.82 4.49 4.36 ± 0.52
5 35.42 34.97 ± 0.97 8.66 7.98 ± 0.55
2 47.22 47.03 ± 0.53 21.80 21.48 ± 0.87
1 60.42 60.48 ± 0.54 36.78 36.38 ± 0.57
SF4 noB 20 33.33 31.78 ± 0.96 1.50 1.36 ± 0.28
10 35.42 34.40 ± 0.74 5.99 6.49 ± 0.64
5 44.44 44.15 ± 0.86 16.47 17.03 ± 0.80
2 61.28 61.22 ± 0.43 36.63 37.17 ± 0.65
1 64.93 64.76 ± 0.18 40.80 40.71 ± 0.49
LBQ 20 27.78 26.58 ± 1.10 0.00 1.24 ± 0.33
10 31.25 30.08 ± 0.94 1.50 2.76 ± 0.50
5 34.38 33.13 ± 0.84 5.99 6.52 ± 0.56
2 43.40 43.79 ± 0.94 14.65 14.78 ± 0.78
1 51.56 52.06 ± 0.67 26.48 25.79 ± 1.07
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Tabla B.12: Desviacio´n (en %) con respecto a la solucio´n o´ptima (25 ejecuciones)
de diferentes MMAs para H-XOR y MMDP con redes SW. Se muestra la mediana
(x˜), la media (x¯) y el error esta´ndar de la media (σx¯).
H-XOR MMDP
topolog´ıa estrategia k x˜ x¯± σx¯ x˜ x¯± σx¯
SW1 noB 20 38.37 37.46 ± 1.05 10.15 10.16 ± 1.11
10 47.92 48.01 ± 0.96 17.97 18.72 ± 1.44
5 57.29 57.36 ± 0.56 29.62 29.57 ± 0.85
2 63.02 62.96 ± 0.25 36.96 37.07 ± 0.62
1 65.10 64.59 ± 0.28 40.79 41.45 ± 0.48
LBQ 20 32.64 31.00 ± 1.77 5.99 7.85 ± 1.12
10 35.59 36.40 ± 1.33 13.48 13.43 ± 1.32
5 43.92 45.87 ± 1.18 19.98 21.02 ± 1.12
2 59.38 59.10 ± 0.68 33.96 34.65 ± 0.76
1 64.41 63.99 ± 0.29 41.24 41.31 ± 0.37
SW2 noB 20 34.03 34.17 ± 1.26 4.49 4.65 ± 0.69
10 39.76 40.22 ± 0.82 11.65 11.98 ± 1.11
5 53.30 53.16 ± 1.06 26.30 26.28 ± 0.80
2 63.02 62.48 ± 0.39 36.63 36.42 ± 0.71
1 64.90 64.79 ± 0.17 41.12 41.08 ± 0.43
LBQ 20 33.33 32.26 ± 0.84 4.49 4.75 ± 0.55
10 35.76 35.44 ± 0.75 5.99 7.30 ± 0.74
5 40.10 39.13 ± 0.79 11.65 11.34 ± 0.72
2 54.69 54.48 ± 0.66 30.64 30.78 ± 0.61
1 63.54 63.44 ± 0.30 40.79 40.66 ± 0.35
SW4 noB 20 33.33 33.19 ± 1.05 1.50 2.38 ± 0.50
10 38.89 38.84 ± 0.63 7.16 7.20 ± 0.81
5 44.97 46.28 ± 0.90 17.64 17.72 ± 1.21
2 61.63 61.28 ± 0.51 36.12 36.00 ± 0.75
1 64.93 64.65 ± 0.21 40.79 40.21 ± 0.48
LBQ 20 31.25 30.54 ± 0.98 1.50 2.43 ± 0.47
10 34.72 33.51 ± 1.09 4.49 4.45 ± 0.52
5 37.50 36.28 ± 0.82 8.66 8.57 ± 0.55
2 48.61 48.68 ± 0.80 23.63 23.88 ± 0.87
1 61.81 61.36 ± 0.55 38.46 38.15 ± 0.43
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