ABSTRACT In this paper, we propose a novel approach for classifying incoming continuous data under a non-stationary environment. A class of estimators termed stochastic learning weak estimators has been generalized to include continuous time sampling and countable state categories. The method is founded on non-stationary Markov chain techniques and is useful in diverse applications, such as consumer behavior analysis, e-mail spam classification, or understanding drug effectiveness. In terms of tracking the true state probabilities, these weak estimators consistently outperform traditional competitors such as maximum likelihood estimates. Only one user defined parameter is necessary and the method is free of subjective ''moving window'' type algorithms. We have conducted extensive simulations and real data analyses for classification purposes.
I. INTRODUCTION
In time-evolving stochastic inquiries requiring model assumptions, guessing the probability distribution that generates the observations and its relation to changing time is of crucial importance. While the nature of expected observations sufficiently guides the former, subject matter and inside knowledge are usually the only tools to check the latter. In testing the effectiveness of a drug in exterminating insects for instance, the observation recording whether or not a given insect survived follows a Bernoulli model (due to the inherent dichotomy) with a ''success'' (i.e. death) probability p. But over time, the insects might grow resilient and develop a better immune system to combat this drug, thereby lowering this probability. The relationship of the underlying Bernoulli distribution with the flow of time is thus not static: it evolves with it. This temporal dynamism is the hallmark of a host of random phenomena including earthquake predictions in geology [14] , bank failures in finance [15] , strong sandstorms in meteorology [26] or volcanic eruptions in earth sciences [28] . The extreme sensitiveness of forecasts and estimates with respect to this assumption drives statisticians to develop and modify tools to detect the existence of timedependence. In the context of a Poisson process (more to follow) for instance, χ 2 based tests are available [3] to check whether the process is homogeneous (unaffected with changing time) or not.
Despite that urgency, literature on anomaly detection, clustering and classification routinely assume the probability model to be time independent or stationary. Motivated in part by mathematical tractability and simplicity, this undoubtedly limits the scope of the developed strategies. Zhan et al. (2011) [31] relaxed the constraint by introducing a stochastic learning based weak estimator (SLWE) and applying it to email ''ham-spam'' classification, arguing that traditional rigid choices such as maximum likelihood (ML) or Bayesian estimates (i.e. strong estimates, with probability 1 convergence) cannot easily update themselves in a non-stationary environment. The SLWE estimator, described later, updates itself at each stage using information from the previous stage. Oommen and Rueda (2006) [32] showed how weak estimation generates more robust results compared to ML based methods while detecting source changes in synthetic data from pattern classification experiments. An efficient weak estimation inspired routing algorithm for mobile ad-hoc networks is also established by Oommen and Mishra (2006) [33] . SLWE in conjunction with a linear classifier was used by Chopra et al. (2006) [7] for a source address reputation system for packet classification.
Time-frequency representations of non-stationary signals along with several distance measures have been previously used for classification purposes [1] , [2] , [11] . Support vector machines [6] , [29] have also been employed to tackle high dimensional input features.
The goal of the present paper is to extend Zhan et al. (2011) [31] 's work in two broad directions. The first extension is to generalize the nature of sampling. Previous works assume the system is being observed at discrete time points {. . . , n − 1, n, n + 1, . . .}. While economic or experimental constraints might enforce such a choice, following a process continuously in time, making updates as new observations come in, is more realistic, insightful, and profitable. The time domain in our work is thus, continuous: {t} t≥0 . Strong mathematical support is furnished through continuous time Markov chain backing. In addition, the state space has been extended too. Owing to their objective of ''ham-spam'' classification, Zhan et al. (2011) [31] used a binary response input distribution such as Bernoulli. In other applications such as hurricane strength classification (tropical storm, category 1, category 2 etc) for instance, one might be interested in more than two categories. We have achieved that goal by introducing three states as an example and detailing how our method can be generalized even further to embrace finite or even countably many states.
The paper is organized as follows: Section 2 lays out the fundamentals of random variables, continuous time Markov chains and related results that will be necessary for future developments. Section 3 describes our method along with detailed theoretical justification. The next focuses on simulations using three states and continuous time sampling. Section 5 analyzes the performance of the estimator when applied to classification problems involving three real data sets. Section 6 concludes the work along with a description of possible future studies.
II. PRELIMINARIES
Fundamentals of probability and Markov chains will be crucial for our theoretic developments. There are excellent texts in these areas [42] , [43] , and we will briefly highlight the facts and results relevant to our work.
A. RANDOM VARIABLES
An abstract set , termed the sample space, stores all possible outcomes of a random experiment. This in turn, generates a set of sets F satisfying these properties:
which is called a σ − algebra. Members of F are events (or measurable sets) on which consistent and unique probabilities may be assigned through a map P(.). The triplet ( , F, P) thus serves as a ''probability space'' for any exercise involving randomness. Mathematical tractability often calls for a connection between the sample space and a space like the real line R, enjoying topological niceties such as completeness and separability. This is accomplished through a measurable function, called a random variable X . Probabilistic structure thus ''flows'' from to R through X . To be specific, if B R represents the Borel σ − algebra on R , then a random variable is essentially a function which satisfies
thereby ensuring inverse images turn out to be events. Setting B = (−∞, x], we have the following law or cumulative distribution function (c.d.f) F(.) for X :
The derivative of F(.) (if it exists) is known as the probability density function f (.) and it can be used to calculate probabilities attached to X through integration:
Several functional choices of f (.) are available depending on the real phenomenon one wishes to model. The normal (θ, σ 2 ) choice
is extremely popular. Beta(m, n) and Gamma(α, β) p.d.fs, respectively given by
and
are prevalent too. If f X (x) exists, then describing the behavior of X becomes relatively simple. For instance, one could talk about the average or the expected value E(X ) of the variable X through
which quantifies the center of gravity of the probability distribution and is of pivotal importance to the idea of drift detection. The amount of variability around the mean is captured for instance by:
with a low value signifying stability. Established techniques often capture a drift in the online process through the sample averageX and properties such as
Var(x i ) (for independently and identically VOLUME 5, 2017 distributed variables) will be useful. Finally, it is intuitively acceptable and mathematically simple to prove that
The addition of a deterministic constant does not affect the variance structure of a random variable. Useful identities we shall later use are
B. MARKOV CHAINS SLWEs exploit a probabilistic update from one time point to its immediate neighbor in future. Markov chains are apt conditioning tools to formulate one step dependencies of this nature, when the future depends only on the current state and is independent of the history. This is known as the Markov property, and from now on, we shall honor established stochastic notations throughout: {X n } n=0,1,2,.. will be taken to represent a chain observed at discrete points in time (such as the monthly rainfall figures, or hourly blood pressure of a patient), while {X (t)} t≥0 shall represent a chain followed continuously (such as the ''ON-OFF'' state of an electric switch at any time a person enters a room). For our purpose, the state space S will be finite, or at best, countable, i.e. X n or X (t) would assume values such as 1, 2, . . . and nothing in between. The Markov property for a discrete chain can then be written as follows:
If these transition probabilities happen to be independent of n, the time stamp, the chain will be homogeneous or stationary, and notationally we will write
The stationary assumption, as mentioned before, is unrealistic, and to insist time dependence on our continuous chain models, these transition probabilities in our context will be
If the cardinality of S is s, then the s × s matrix storing these probabilities will be known as the transition probability matrix P. This should necessarily be a stochastic matrix (the rows should sum to unity) since given the current state of the chain, it must transit to some state (possibly including itself) in S at its next move. Closely tied to the transition matrix P of a continuous chain {X (t)} t≥0 is the notion of an intensity matrix Q, often termed the infinitesimal generator, defined as
where I is the identity matrix. It captures the rate of transition among states and is a square matrix Q = ((q ij )) with the following properties:
Thus the chain is conservative and has no instantaneous states. In the spirit of Cinlar [8] or Reuter and Lederman [22] , we assume our chain is regular, implying there is one and only one process for which {Q(t)} t≥0 is the collection of intensity matrices. We note in passing that if a chain happens to be stationary or homogeneous, Q(t) = Q, is constant for all t ≥ 0.
Under certain regularity conditions, these intensity matrices can be taken to define the chain. Several choices for {Q(t)} t≥0 exist in literature, each generating a chain with its own peculiarities. Johnson [16] , [18] for instance recommends
where C and Q are commuting intensity matrices of two continuous time, homogeneous Markov chains, to construct a ''constant-causative'' process. Lipstein [20] , [21] used these chains to study consumer behavior while Franklin [12] used these to study work patterns of the disabled. Scott and Isaacson [25] discussed a class of non-homogeneous chains, defined by these proportional intensities:
The two classes shown above were embraced by Johnson and Leucke [17] through intensities of the form
and this is the class we shall work with. To ensure regularity, we assume ||A n || < a n < ∞, following Freedman [13] , and each h n (t) is continuous (with respect to the standard metric topology) and non-negative. Convergence requires b n ≥ 0, such that ∞ n=1 b n < ∞ and sup t≥0 ||h n (t)A n || < b n . Observing that the null matrix is an intensity matrix that commutes with all others, we note that the intensity above may also represent the finite sum
For this work, that will be the case, and the boundedness constraint on h n (t) can be ignored.
In particular, to come up with transition probabilities to formulate our SLWE, we shall make use of the following theorem, proved by Johnson and Luecke [17] :
is an intensity matrix and the transition probability matrices are given by
where the exponential operator denotes matrix exponentiation. We shall observe that by using specific choices of n, h(t) and A, we can propose weak estimators satisfying desirable properties such as asymptotic unbiasedness.
III. THEORY AND METHODS
In this section, we shall try to understand how a generatordriven continuous time Markov process can model the state observations and generate rules of probability updates necessary for SLWE construction. The sampling will be done continuously in time. We shall construct an A matrix and propose an h(.) function to generate an intensity Q(.) and apply Theorem 1 to find the transition probability matrix.
As a prelude to and in preparation for a three state classification, we shall work with a dichotomy, with possible states 1 and 2. In keeping with Zhan et al. [31] 's notations, we shall let X be the variable taking on those two states with a distribution S = {s 1 , s 2 }, i.e. X = 1 with probability s 1 2 with probability s 2 (22) with s 1 + s 2 = 1. X (t) will denote the state of X at any time point t, sampled from a dense continuum. Running estimates of s 1 and s 2 will be preserved through p 1 (t) and p 2 (t). Equipped with such modest structure, we are in a position to state Theorem 2: Theorem 2: Given a user defined parameter λ with 0 < λ < 1, n = 1, an intensity matrix
the transition probability matrix of the two state continuous time non-homogeneous Markov chain is given by
Proof: We note the row sums of matrix A vanish, the diagonal elements are non-positive and the off-diagonal elements are non-negative, showing it is a legitimate intensity matrix. Function h(.) is non-negative too and thus the assumptions of the previous section are satisfied. The rest of the proof uses Theorem 1 and is a direct exercise on exponentiating matrices.
Recalling that the (i, j)th element of the transition probability matrix summarizes the probability of making a transition from state i to state j, it is interesting to note that the matrix suggests the following updates:
Zhan et al. [31] used a discrete time analog of this formula to ''jump'' from n to n + 1. Our construct invoking continuous chains and intensities makes the transition ''smooth''. Practical benefits of this generalization will be apparent from the next section on simulations.
In the face of either increasing complexities of data collection/identification methods or hierarchical intricacies of the underlying phenomenon, it might be necessary to enlarge the intensity matrix A to capture more states. To model responses to questions as ''Do you support a certain political move?'' with ''support'', ''indifferent'' or ''oppose'' as possible replies, we require three states, with a 3x3 intensity matrix. The construct otherwise remains similar to the dichotomous case:
1 with probability s 1 2 with probability s 2 3 with probability s 3 ,
with s 1 + s 2 + s 3 = 1. p 1 (t), p 2 (t) and p 3 (t) will estimate s 1 , s 2 and s 3 , respectively, continuously in time.
Theorem 3: Given a user defined parameter λ with 0 < λ < 1, n = 1, an intensity matrix
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the transition probability matrix of the three state continuous time non-homogeneous Markov chain is given by (31) , as shown at the bottom of the previous page.
Proof: The proof can be easily derived from the proof for Theorem 2.
As in the previous case, we shall exploit this transition probability matrix to construct the SLWE for the three state model.
Definition 4:
Under the setup of Theorem 3, we define the SLWE for a three state model as follows:
We show next that the average of p 1 , p 2 and p 3 converges respectively to s 1 , s 2 and s 3 .
Theorem 4: If X is a trinomially distributed random variable and p i (t) is the estimate of s i at time t, chosen continuously, then
Proof: Using (32), the conditional expectation is
Invoking (8), the unconditional expectation is
Pushing s, t → ∞, noting E(p 1 (t)), E(p 1 (s)) → E(p 1 (∞)), collecting terms involving E(p 1 (∞)) and using
The proofs for p 2 and p 3 are done in an equivalent manner.
The estimates therefore converge to the true parameters, regardless of the user-defined λ. Using Var(X ) = E(X 2 ) − E 2 (X ) and steps similar to the ones detailed above, it can be shown however that the asymptotic variance does depend on λ and that
Using (9), the unconditional asymptotic variance is
The second term vanishes and under a ''flat'' prior, i.e. uniform ignorance about λ, we have
This approximately equals 0.386s 1 s 2 and shows that under fair subjectivity on the part of the experimenter about choosing λ, the asymptotic variance can never be too large.
We conclude this section by noting the method proposed here is amenable to ready generalization. Growing matrices of the form (23) or (29), we can extend SLWEs to model countably many states. For j, i ∈ S, the updates will be of the following form:
Our proposal is thus free from ''sliding window'' type arguments, which lead to subjectivity with regards to the choice of the window length.
IV. SIMULATION STUDIES
This section is dedicated to performing simulations that demonstrate the effectiveness of SLWE over MLE in adjusting to changing probabilities over time.
A. SYNTHETIC DATA SIMULATION
Prior to applying our proposal on real data sets, we will demonstrate its performance on synthetic data generated from a discrete distribution with three states and with controllable probabilities for each state. The generation, in tune with our theoretic generalization, will be done continuously in time. Of several ways in which this could be achieved, we have opted for a point process simulation strategy. In particular, a Poisson process with Weibull rate described below, will govern the occurrence of instances.
A special case of a continuous time Markov chain is {N (t)} t≥0 which counts the number of instances in a given time interval (0, t]. The global times will be represented by t 1 , t 2 , . . . , t n with
Note that we have strict inequality, suggesting the process is almost surely non-explosive (i.e. two or more events cannot happen at the same time) and that
Two types of sampling schemes are usually available: failure and time truncation [4] , [9] , [23] . The former involves following the process until a specific non-random number of events is observed, and the latter involves following the process until a predetermined time, regardless of the number of instances we have by then [5] , [10] . We have used time truncation. The process is characterized by the rate function λ(t) (more frequently known as the intensity function in stochastic literature -a terminology we shall not adopt here, owing to its similarity with intensity matrices Q and A), which offers critical insights into the pattern of instances. If
then {N (t)} t≥0 will be a Poisson process and for
we will have a Weibull rate, often termed as the power-law rate. θ is a nuisance parameter which we have set to 1, and β controls the shape of the rate function. If β > 1, the rate function will increase, suggesting process deterioration (i.e. the outcomes will be more and more frequent), while if β < 1, the process is improving (i.e. the outcomes will be less and less frequent), and if β = 1, the failure pattern is stable over time, suggesting stationarity (i.e. the events will be roughly evenly spread out in the time domain). It is crucial to note that the ''time process'' {N (t)} t≥0 and the ''state process'' {X (t)} t≥0 are independent. Although they are both continuous time Markov chains, it is possible to generate the time stamps ''stationarily'' and the state stamps ''nonstationarily''. At each generated time point t, we shall next simulate one observation from a trinomial distribution X (t) defined as
1 with probability s 1 (t) 2 with probability s 2 (t) 3 with probability s 3 (t), (48) with s 1 (t) + s 2 (t) + s 3 (t) = 1 ∀t ≥ 0. Depending on the nature of the exercise, we shall choose specific values of s 1 (t), s 2 (t) and s 3 (t). Constant (with respect to time) values of s 1 , s 2 , s 3 will suggest stationarity and varying values will imply non-stationarity. Finally, we shall compute the SLWE at each stage and compare it with its traditional competitor, the MLE, which estimates probabilities as relative frequencies. A typical data set will thus, run as follows
The estimates shown in Table 1 are from the SLWE and we have used λ = 0.97. The data represents a non-stationary environment, both with respect to time and state, where a deteriorating Poisson process (with β = 1.5) decides the times at which the observations crop up. Note how at the 37.654-th unit of time, the initial choices of p 1 = 0.5,
A similar situation occurs after t = 75.176, a true signature of time dependence, hence non-stationarity. We have chosen a uniform ''prior'' to initialize the updating scheme, i.e: Figure 1 below describes the case of stationarity. We observe that both the SLWE and the MLE track the true probabilities efficiently, with the SLWE fluctuations being higher.
The average flows for both these estimators hover around the true probability values. This suggests that the SLWE can be treated as an all-purpose estimator, suitable not just VOLUME 5, 2017 under non-stationarity, if one opts for a high enough value of λ to tame the spread. This assurance is necessary since testing stationarity could at times prove tricky for applied practitioners.
Unlike stationarity, when the probabilistic environment evolves with the passage of time, the SLWE is a marked improvement over the MLE as Figure 2 below shows.
We have introduced the changes in the probability profiles about one-thirds into the process. While the MLE is able to detect this, its rate of change is far slower than the SLWE. The latter provides a superior tracking and reacts promptly and efficiently to a modified environment.
To demonstrate the utility of continuous sampling, we have performed another series of experiments: for each estimator, we have first updated the estimates as the observations happened in real time (to get the continuous version), and then updated them using the observation closest to every tenth time unit (to get the discrete version). Figures 3 and 4 graph results from SLWE and MLE when β = 1.5, i.e., when a deteriorating Poisson process is employed to generate the time stamps. Figures 5 and 6 record similar results when β = 0.8, i.e., when an improving Poisson process is employed to generate the time stamps.
It is important to note the following: i) Regardless of the nature of time generation, the continuous version furnishes superior monitoring for both the SLWE and MLE. Even for the better estimator SLWE, the discrete analog could even mis-classify the trend of probability evolution (Fig 3, panel 3) , let alone the actual estimates. This fundamentally happens due to data starvation, and is akin to a person entering a room to note the state of an electric switch. If he enters very frequently, he will garner sufficient information necessary to get accurate predictions as opposed to him entering at the stroke of every hour.
ii) The difference in asymptotic performance between the continuous and discrete versions become more glaring under a deteriorating framework. If observations are emerging more frequently in the recent past, then isolated sampling will lead to a greater loss of information compared to if they occurred more frequently in the distant past.
B. REAL DATA SIMULATION
We now apply the simulations to the real data. Three datasets with three or more classes were selected to this end: 1) Accelerometer [34] , for classifying activities performed by an individual based on the x, y, and z acceleration of a single accelerometer. 2) Gesture [35] , for classifying phases of hand gestures based on the positions of the hands, head, spine, and wrists. 3) Miami Weather [36] , for classifying daily Miami weather in 2016 as having thunderstorms, rain without thunderstorms, or clear skies, based on weather indicators. For simulation simplicity, the datasets were adjusted to contain three classes by merging as necessary. The results of the simulations are shown in Figures 7, 8, and 9, respectively. While the true probabilities of real datasets are generally not knowable, the figures nevertheless clearly indicate that the SLWE is more sensitive to underlying movement in the data. Figures 7 and 8 demonstrate the symptom of the MLE to only give moderate adjustments to probabilities even when significant changes are presented. Figure 9 exhibits a similar outcome, with an increase in thunderstorms (subplot 3) in the late summer identified clearly by the SLWE but only mildly by the MLE.
V. EXPERIMENTS
With the simulation studies indicating the utility and improvement of the SLWE as an estimator over MLE, we employ both estimators to tackle classification tasks in real world datasets. The datasets described in Section 4.2 are used in these experiments. A summary of relevant characteristics of the datasets are displayed in Table 2 . The Augmented DickeyFuller test is a test of stationarity; a p-value of less than 0.05 indicates that the dataset is likely non-stationary. 
A. CLASSIFICATION
A categorical Naive Bayes (NB) classifier was used for classification. Naive Bayes was selected for several reasons; it is a competitively fast and accurate classifier [37] , [38] that performs well with limited training data [39] and is parallelizable [40] , all of which are ideal characteristics for use in an online implementation.
In order to discretize real values, equal width binning with 5 bins was employed. Therefore an arbitrary observation o has as the value of a feature
The classifier selects the class c which maximizes the probability as calculated by the following probability model:
F denotes the set of features while C denotes the set of classes.
To estimate the prior probability of a class p(c), MLE uses the number of observations belonging to a class divided by the total number of observations, or with N o f c denoting the number of observations belonging to class c with value o f for feature f and N c denoting the total number of observations belonging to class c. Meanwhile, SLWE uses the aforementioned update rule described by Equations 38 and 39 to update conditional class probabilities for each feature value, using
It is worth noting that the update rule developed in this paper enables the use of weak estimators to classify data not only into more than two classes, but also data with non-binary categorical features.
B. ALGORITHM
With a classifier in place, we describe the algorithm for classifying an online stream of data. It is presented in Algorithm 1.
Parameter k determines the frequency with which to update probabilities. The first k observations are used as training, and from there k observations are classified before their true classes are used to perform an update. oc ← oc + 1 8: if oc = k then 9: for last k observations do 10: update probabilities 11: end for 12: oc ← 0 13: end if 14: end while 
C. RESULTS
The evaluation of the real world datasets was performed by comparing the classification accuracy between the SLWE and MLE for different values of the update parameter k. For the SLWE, λ = 0.98 was used for all probability updates. The results are illustrated in Figures 10, 11 , and 12.
The figures illustrate that the SLWE consistently outperforms the MLE on all three datasets regardless of k value. In Figure 10 this is especially pronounced due to the extreme non-stationarity of the data, but Figures 11 and 12 also demonstrate a notable improvement in accuracy. The difference in performance is more pronounced at smaller values of k, where the sensitivity of the SLWE is more quickly able to adapt to underlying movements in the data.
VI. CONCLUSIONS AND FUTURE WORK
Time varying parameters and models drive most natural and synthetic phenomena. In this paper, we have introduced a generalization to Stochastic Learning Weak Estimators introduced by Zhan et al. [31] . These estimators are now applicable to non-binary classification problems and can work in continuous time. We have shown that for this extension, additional user defined parameters are not required: only one, as introduced by Zhan et al. [31] for a binary-discrete setup, will be sufficient. This makes the model parsimonious. We do not need to consider subjective ''sliding window'' type approaches. Additionally, the SLWEs are asymptotically unbiased, and their variance can be controlled by changing the user defined parameter λ.
Real applications motivated and justified the need to extend the previous work to more than two states. Simulations studies demonstrated how continuous sampling is more informative than their discrete counterpart, especially when the rate of occurrences increase. In our work we have shown how to extend the updating formula to countably many states. The updates are supported by continuous time, non-homogeneous Markov chain transitions. Special cases of these formulas with λ = 1 − 1 n+1 have been employed by Kushner and Yin (2003) [19] and by Watkins (1989) [30] in the context of Q-learning.
We have compared the classification performance of our proposal with its most commonly used competitor, the MLE. While they are both satisfactory under an unrealistic stationary framework, the MLE fails to quickly pick up changes in a non-stationary environment. Change point detection and precision from the SLWE are vastly more efficient. Moreover, with the current choices of the intensity matrices (23) and (29) (and with others that can be grown similarly), it can be shown that the model is ergodic and irreducible [27] . In other words, using our updating formula, it is possible to non-trivially estimate the probability of any state from that of any other state. Our SLWE does not preclude the system from traversing over pre-chosen states.
Changing the h(.) function in (24) or (30) , increasing the value of n, or opting for constant-causative chains [16] could generate different estimators and better modes of convergence. For instance, the linear probability updates can be changed to quadratic or other forms of non-linear updates to ensure faster convergence. A leap from countable to uncountable state spaces [24] using Markov processes would be interesting as well. Owing to its solid theoretical foundations, appealing properties, generality and computational simplicity, continuous time SLWEs would be extremely useful in diverse classification problems.
