As the number of small, battery-operated, wireless-enabled devices deployed in various applications of Internet of Things (IoT), Wireless Sensor Networks (WSN), and Cyber-physical Systems (CPS) is rapidly increasing, so is the number of data streams that must be processed. In cases where data do not need to be archived, centrally processed, or federated, innetwork data processing is becoming more common. For this purpose, various platforms like DRAGON, Innet, and CJF were proposed. However, these platforms assume that all nodes in the network are the same, i.e. the network is homogeneous. As Moore's law still applies, nodes are becoming smaller, more powerful, and more energy efficient each year; which will continue for the foreseeable future. Therefore, we can expect that as sensor networks are extended and updated, hardware heterogeneity will soon be common in networks -the same trend as can be seen in cloud computing infrastructures. This heterogeneity introduces new challenges in terms of choosing an in-network data processing node, as not only its location, but also its capabilities, must be considered. This paper introduces a new methodology to tackle this challenge, comprising three new algorithms -Request, Traverse, and Mixed -for efficiently locating an in-network data processing node, while taking into account not only position within the network but also hardware capabilities. The proposed algorithms are evaluated against a naïve approach and achieve up to 90% reduction in network traffic during long-term data processing, while spending a similar amount time in the discovery phase.
INTRODUCTION
Many practical implementations of Wireless Sensor Networks (WSN) have emerged throughout the preceding decade [4] .
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IoT '16, During this time, their purpose and nature have evolved in parallel with the capabilities of the devices. Early installations comprising simple nodes were used to collect sensor data, and interpretation of the data was typically done by users or processed algorithmically 'off-line'. As devices' capabilities continually improve, computation is increasingly being pushed from the cloud into the network -a phenomenon also known as 'edge processing' [9, 17] . These approaches assume that the nodes have enough memory and a powerful enough CPU to process several data streams. Such approaches tend to assume that networks are homogeneous, i.e. all networked devices are the same.
However, it is probable that as the number of WSNs grow, more of these networks will be heterogeneous at a hardware level. This is particularly likely as old networks become extended or upgraded. We can see similar trends in cloud computing, where in the beginning, most of the computers in a data-centre were the same. However, as the data-centre is extended and upgraded, new machines are brought in which cause large discrepancies in computational power. Similarly, we will see the same thing happening in WSN and the Internet of Things (IoT). Legacy WSNs will be expanded with new nodes which are more powerful, have more memory, new sensors/actuators, and are more energy efficient. Consider the following illustrative scenario: A city is equipped with air quality monitoring sensors. After some years, the network must be extended to increase the granularity of the readings. The new generation nodes have more memory, a more powerful CPU, and are more energy efficient. Additionally, different contractors may be chosen to update the network by region, which may increase heterogeneity of the overall network.
Heterogeneity introduces new challenges to in-network data stream processing. When choosing a node to process several data streams we must consider not only where the node is located but also if it is capable of processing these data streams. For example, when the number of deployed sensor nodes is doubled, so doubles the number of data streams that a node has to process, which can lead to major network traffic increases. More data streams are likely to require additional memory, CPU, and/or energy resources, which older nodes will be unlikely to provide. Therefore, during the process when a new processing node is chosen, only the capable nodes should be considered.
To address the challenge of efficiently finding a suitable processing node in a hardware-heterogeneous network, we describe the following contributions in this paper:
• Three new algorithms for efficiently discovering a processing node in a heterogeneous network
• A heuristic-based (bounce) enhancement to further speedup the discovery process
• Thorough evaluation of the proposed method considering a variety of network sizes and densities, comparing results with contemporary Fog computing approaches [1] The rest of the paper is structured as follows: Section 2 describes the background and design of the platform for efficient processing node discovery in homogeneous networks upon which our work is built. Section 3 describes three proposed algorithms to efficiently find a processing node in a heterogeneous network. Section 4 evaluates the algorithms and bounce heuristic-based improvements covering a variety of operational scenarios, Section 5 describes the related work, and conclusions are drawn in Section 6.
BACKGROUND AND PROCESSING PLATFORM
As devices become more capable, researchers expect that by processing data in the network rather than centrally, network traffic volume can be appreciably reduced. By reducing the volume of network traffic, energy used for radio transmission can be saved, thus the lifetime of a network can be extended.
Many proposed frameworks for in-network data processing either rely on a base-station [7, 15, 17, 19] or are applicable only for specific types of processing or network topology [2, 3] .
These disadvantages make them unsuitable for stand-alone decentralised networks where users interact with the network directly via any node. The advantage of stand-alone networks is that there exists no single point of failure, where nodes and users do not rely on a limited number of nodes with some higher knowledge of the network, and networks can operate independently.
One such fully distributed framework, DRAGON [10, 11] , proposed by Kolcun et al. (2014) , supports peer-to-peer routing by storing a routing table on every node and using hop count as the routing metric. In DRAGON, every node has a list of static attributes (SA) associated with it. These static attributes describe a node and do not change during the lifetime of the network. The SA list may include information such as location, sensor type(s), CPU speed, memory size, etc. These attributes are stored in a Distributed Static Attribute Table  (DSAT) . However, each node in the network stores only a small part of the DSAT. These parts are distributed in such way that every node has access to the full copy of the DSAT by communicating with nodes nearby. Kolcun et al. (2015) [9] extended the framework to support continuous queries. For that purpose, a Processing Node Discovery (PND) algorithm was proposed, allowing any node in the network to accept and process a continuous query. First, the node identifies all source nodes which participate in the query. A source node is a node which contributes to the query with its sensed data. Source nodes are found based on static attributes of the submitted query by searching in the DSAT. Each source node produces data at a certain rate, referred to as selectivity σ , which is ratio of messages sent vs. messages received or produced. The PND algorithm finds a node with the minimal cost.
The cost of processing all sources S with selectivity σ at node i is defined as
where r i is the number of hops between node i and the node to which the final result should be reported (referred to as report node), d i j is the number of hops between nodes i and j, σ j is the selectivity of the node j, and σ S is the selectivity of the processing node. The lower the cost is, the fewer messages are sent within the network to process data streams from all sources. In other words, the processing node is the node with the lowest weighted distance to all sources. From geometry, this problem is known as geometric median or Fermat-Weber problem.
The PND algorithm follows the cost gradient towards the node with the lowest cost. The search is organised in rounds, where each round is led by a coordinator. The coordinator obtains cost from its neighbours, and the neighbour with the lowest cost is chosen as the next coordinator. If there is no neighbour with a lower cost, the coordinator declares itself the processing node.
A significant limitation of the PND algorithm is that it assumes a WSN is homogeneous, i.e. every node in the network is the same, and every node in the network is capable of processing the query. When PND is searching for the processing node, it does not distinguish between the nodes which are capable of processing the query and which are not. It may be the case that only a handful of nodes can process the query, and the PND algorithm is designed to find a node with the lowest cost within all nodes. Therefore, a new algorithm for finding a node with the lowest cost from a subset of nodes is needed. The set of nodes whose processing and memory capabilities are sufficient to process a given query is referred to as high nodes or n H . The n H set depends on how many nodes participate in given query, and therefore it may be different for each query. However, no assumption can be made on where until B = 0 or all processing nodes have been requested 11:
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nodeId ← the node with the lowest cost node 12:
packet.query ← query 13:
SENDFORWARDEDMSG(packet, nodeId) Send the query to the node with the lowest cost. The node will become the processing node. 14: end procedure these nodes are located. The nodes may be randomly distributed: they can be clustered in one part of the network, spread throughout the network uniformly, or located at the edge of the network. Therefore, two design objectives follow: i) find a node in n H with the lowest cost while using a minimum number of messages, in a timely manner, and ii) develop relevant heuristics to decrease network traffic volume by reducing the search space. As the number of hops between the nodes capable of processing the query is arbitrary and not known in advance, the PND algorithm cannot be used as it assumes that all nodes can process the query and it communicates with neighbours only using broadcast. As the location and the distribution of the nodes are unknown, it cannot be assumed that there is a node capable of processing the query close to the node discovered by the PND algorithm. The challenge is to identify the node with the lowest cost without flooding the network. An additional challenge is to shrink the search space by stopping the search if it is going in the wrong direction.
Three algorithms for a processing node discovery in a heterogeneous WSN introduced in this paper, described in detail in the following subsections, are: i) Request, ii) Traverse, and iii) Mixed. Additionally, two heuristic variables are introduced to decrease the search space and speed up the discovery process: i) bounce size and ii) bounce threshold. When a node receives a query from a user, it identifies the n H set by looking up the nodes with the appropriate characteristics (sufficient memory and processing power are used in this work) in the DSAT. Next, the node executes one of the three algorithms. The algorithms operate in rounds, each round has one leading coordinator. The objective of each round is to find a node with a lower cost than the currently discovered one. If such node is not found in the current round, the message is bounced back to the coordinator. These bounces inform the coordinator that the search may not be going in the right direction and that the node with the lowest cost may have already been found. In the case where heuristics are used, the search space is decreased by imposing limits on when and how many times a message can be bounced back.
The coordinator seeks a node with a lower cost by sending an assignment message. The message is sent to delegate the coordination to another node. However, a node may refuse the assignment message and bounce it back to the coordinator. Whenever a message is bounced back, a variable B, which initially stores the maximum number a message can be bounced, is decreased. The algorithm stops if at least one of the following conditions is met: i) all nodes in the n H set were visited, or ii) B = 0. If the initial value of B ≥ |n H | then B has no influence on the search algorithm. (d) Figure 1 : Request Algorithm for Heterogeneous WSNs. The nodes are marked "ID/cost", where the cost is the sum of distances to all the source nodes. The selectivity of each node is σ = 1. The source nodes are diamond shaped (n 3 , n 8 and n 9 ). n H set nodes are polygonal (n 1 , n 2 , and n 7 ). The coordinator is coloured green and the processing node red. a A user sends a query to the closest node (dashed line). The node searches in DSAT to find all sources for the query, retrieve the n H set, and set B = 1. b The request is sent to node n 7 , which replies with its cost (c 7 = 5). The coordinator removes n 7 from n H and saves the cost if it is lower than the one discovered so far. Otherwise, B variable is decreased. This process is repeated until either n H is empty or B = 0. c Once the coordinator receives the cost c 1 = 6 from node n 1 , which is higher than the cost of node n 7 , B is decreased. Because B = 0 node n 2 is not requested for its cost but node n 7 is chosen as the processing node (Alg. 1 line 11). d A message (dotted line) is sent to n 7 informing it about being chosen as a processing node.
Request Algorithm
The Request algorithm (Algorithm 1, Fig. 1 ) begins with a user submitting a query to any node in the network within the communication range. This node becomes the coordinator. The coordinator looks up all source nodes for the query in the DSAT and requests selectivity for the query directly from the sources. Depending on the number of sources and their selectivities, the minimum requirements for memory and CPU are computed and nodes fulfilling these criteria are looked up in the DSAT again, thus retrieving the n H set. The n H set is ordered in ascending order according to the number of hops from the coordinator, and B is set to a predefined value. The initial value influences the size of the search space by limiting the number of nodes that are visited during the search. Its influence on the speed and quality of the discovery process is studied in Section 4.3.
Next, a request message to the closest node in n H is sent. The request message contains only the list of sources and their selectivities. The requested node replies with its cost c for the query. On receiving the reply, the requested node is removed from n H and its cost is compared to the minimum cost c min discovered so far. If the received cost is lower than the already discovered one, the requested node is marked as a candidate for the processing node. Otherwise B is decreased by 1. The algorithm terminates if B = 0 or if the n H set is empty. Finally, an assignment message is sent to the node with the lowest cost and this node becomes the processing node. This process is depicted in Figure 1 .
Traverse Algorithm
Traverse (Algorithm 2), shown in Figure 2 , is based on traversing the n H set from one node to another. Traverse begins similarly to Request, where the node that receives the query from a user retrieves the list of source nodes, their selectivities, and the n H set. Next, it sends an assignment message to the closest node (in terms of number of hops) in the n H set. The assignment message contains the list of sources, plus their selectivities, the n H set, c min , and B.
On receiving an assignment message, the node removes itself from the n H set and computes the cost c for a given query. If c ≤ c min , the node becomes the coordinator and sends an assignment to the closest node in the n H set. If the set is empty, it means that all possible processing nodes have been visited, therefore the node declares itself to be the processing node (line 14).
However, if c > c min , the node bounces the assignment back to the previous node, i.e. the node from which it received the assignment (line 12). On receiving the reply, the node decreases B (line 23). If B = 0 or n H is empty, the node declares itself the processing node (line 25). If n H is not empty, it continues the search and sends an assignment to the closest node in the n H set (line 30). Figure 2 : Traverse Algorithm for Heterogeneous WSNs. a The initiating node becomes the first coordinator and retrieves the list of all possible processing nodes from the DSAT. The coordinator then sends an assignment message to the closest possible processing node (lines 2-6). Node n 9 sends the first assignment message to node n 1 . b Node n 1 sends an assignment to node n 7 . c Similarly, node n 7 sends an assignment to node n 2 . d Node n 2 bounces the assignment back to node n 7 as its cost c 2 = 9 is larger than c 7 = 5. Because the n H is empty (or because B = 0) node n 7 declares itself as the processing node. Figure 3 : Mixed Algorithm for Heterogeneous WSNs. a The process of discovering the node with the lowest cost using the DRAGON algorithm for homogeneous networks shown with a dotted arrow. b Node n 6 requests a cost from node n 7 . c Node n 6 requests a cost from node n 1 . Because the received cost is higher than the previously discovered one (c 1 > c 7 ) bounces variable is decreased. d Because B = 0 node n 7 is chosen as the processing node. The assignment message is sent which is depicted as a dotted line.
Mixed Algorithm
The Mixed algorithm combines the algorithm for homogeneous networks proposed in [9] with the Request algorithm. First, the algorithm for homogeneous networks finds a node with the lowest cost amongst all nodes (i.e. not only n H ). Next, this node is used as the starting point for the Request algorithm with very strict heuristic criteria, i.e. only a very small fraction of the nodes from the n H set are requested for their cost. It is assumed that the node in n H with the lowest cost is located in close proximity to the node with the lowest cost amongst all nodes, but it is not necessarily the closest one. B is set to a low value so the Request algorithm checks small number of the closest n H nodes. Once B = 0 the assignment message is sent to the node from the n H set with the lowest cost. This process is depicted in Figure 3 .
Heuristic Improvement
Because communicating nodes in the Request and the Traverse algorithms are not necessarily neighbours, they rely on a reliable multi-hop forwarding algorithm which is a part of the DRAGON framework. In the forwarding algorithm, if a node overhears that a packet is being forwarded, it does not require an acknowledgement. A heuristic can be used to speed up the search by intercepting a packet and acting on behalf of the destination node. For this purpose, DRAGON's forwarding algorithm was modified to allow the forwarding node to inspect the packet and if the cost of the forwarding node c f is greater than a threshold c T , the forwarding node can act on behalf of the destination node. The threshold depends on c min most recently discovered. Its influence on the discovery process is investigated in Section 4.2.
EVALUATION Experiment Setup
The algorithms were evaluated in the TinyOS simulator TOSSIM [14] ; chosen for its popularity within the research community, its reasonable quality in simulating low-powered wireless communication, and to build upon DRAGON [9] , also implemented in TinyOS. The in-built radio and noise models were used, with synchronised nodes operating at 15% duty cycle, and the packet size fixed to 45 bytes.
The platform was evaluated on two topologies: uniform and random. For each topology, networks with four different densities were generated: i) dense (with 12 neighbours on average), ii) medium dense (10 neighbours), iii) medium sparse (7 neighbours), and iv) sparse (5 neighbours). For each network density, three different 250-node networks were generated. For each network, 10 experiments were executed and the overall average is presented. The evaluation environment is the same as was used in DRAGON [10] and PND [9] .
The evaluation focuses on two metrics: i) cost stretch, i.e. percentage increase in the cost (as defined in Eq. 1) of the discovered processing node vs. the processing node with the lowest cost, and ii) the number of messages required to discover the processing node. The time it takes to find the processing node is not evaluated, as all algorithms operate sequentially using a reliable multi-hop forwarding. Therefore, the time is strongly correlated with the number of messages sent within the network. Given that there are no comparable frameworks for supporting in-network processing for networks of heterogeneous devices reported in the literature, our comparison initially considers the proposed method and the next best alternative, which is simply processing at the base-station. Traditionally, the base-station is the most powerful node, assumed to be capable of processing any number of data streams and is connected to higher level networks or data centres. This approach is becoming more and more popular and is often referred to as Edge or Fog computing [1] . Additionally, the influence of two heuristic variables: i) bounce size -B, and ii) bounce threshold -c T , on the speed of the discovery process and the quality of the discovered node is studied.
Heuristic Variables
The influence of B is evaluated by varying its initial value:
where BF stands for bounce factor and is set to BF = {1, 0.5, 0.25}. In practise this means that at least 100%, 50%, or 25% of the nodes from the n H set are queried for their cost.
The influence of c T is examined by using a different threshold factor T F. c T is defined as:
Two values of the T F are evaluated: TF ∈ {1, 1.25}, i.e. if the cost of the forwarding node is either higher than the c min or more than 25% higher than c min .
Results are marked "No Bounce" if no heuristic is used, i.e. bouncing occurs only at the destination node and the number of bounces is not limited. In other cases any forwarding node may intercept the message and bounce it back.
Performance Analysis
Every node in the network is uniquely identified by its id and has two associated static attributes: x and y. These static attributes are stored in the DSAT. The algorithms are evaluated under two scenarios, when the size of the n H set is less than i) 10% and ii) 20% of the network size N. First, the following query is submitted to a random node:
SELECT id FROM dsat WHERE x = %rand where %rand is a random number. This query resulted in finding 2 − 12 source nodes. After requesting selectivities from these sources the node that received the query from the user retrieves the n H set by executing the following query:
SELECT id FROM dsat WHERE y > 80.
In Scenario 1 (Figure 4) , the n H set consists of 14 − 30 nodes (i.e. on average less than 10% of all nodes in the network).
The fact that only a small fraction of nodes are able to process the data streams is important for the Traverse algorithm as it requires a list of nodes which need to be visited (initially the n H set) to be sent with the message. In the case where a message must be fragmented into many parts, the overall traffic increases significantly. The advantage of the Request algorithm is that it does not require the n H set to be included in the message as the initiating node orchestrates the search, and only this node keeps the n H set in memory. Figure 4a shows that processing at-the-base (i.e. Fog or Edge computing [1] ) leads to the worst results, increasing the cost of processing by 44%, when compared to the lowest cost of a node in n H set -c min H . It can also be seen that the node with the lowest cost is discovered by both algorithms -Request and Traverse -when the heuristic is not used. It is expected, as in this case, every node in the n H set is requested for its cost.
Whenever the heuristic is used, the Traverse algorithm outperforms the Request algorithm in terms of cost stretch. The average difference between the c min H and the cost of the node discovered by the Traverse algorithm is always less than 3%, while in the case of the Request algorithm, it varies between 3 − 20%. It is clear that the more relaxed the heuristic criteria are, i.e. either more nodes from the n H set are queried (Bounce Factor BF is higher) or the Threshold Factor T F is higher, the Request algorithm performs better. On the other hand, the heuristic criteria do not have a large impact on the Traverse algorithm. Heuristic criteria influence the Request algorithm because the search is orchestrated from a single node. If the cost of one of the initiator's neighbours is higher, e.g. due to an incorrect routing table, all nodes from the n H set for which the given node is saved as the next hop will be eliminated from the search, and their cost will not be requested. Figure 4b displays number of messages required to discover the processing node. This figure can also be used as a proxy for the time required to find the processing node. As we assume the submitted query is continuous, i.e. repeatedly executed over a period of time (possible indefinitely), more messages required during the discovery process can be heavily outbalanced by savings during the execution phase.
As expected, most messages are sent when no heuristic is used. The Request algorithm requires more than double the number of messages, while the Traverse algorithm requires 84% more messages, when compared to Processing at-the-base. Additionally, the more relaxed the heuristic criteria are, the more messages are sent. This behaviour is expected, as with more relaxed heuristic criteria, either more nodes from the n H set are requested for their cost (if BF higher) or the discovery message travels further (if T F is higher). It can also be seen that the difference between the Request and Traverse algorithm is negligible with heuristics used. The biggest difference of 20% between the Request and the Traverse algorithm is in the case when no heuristic is used. This behaviour is also expected as the Request algorithm initiates the search form a single node while in case of the Traverse algorithm it traverses through all the nodes in the n H set, visiting the closest nodes first.
Interestingly, the cost of selecting the base-station as the processing node is not much cheaper (in terms of messages), especially if strict heuristic criteria are applied. This suggests that the cost of finding a processing node is dominated by finding the list of sources, retrieving their selectivities, notifying the processing node, and notifying the source nodes about the processing node.
In Scenario 2 the restrictions on the n H set are more relaxed. The set is retrieved by executing the following query:
SELECT id FROM dsat WHERE y > 60 which resulted in a higher number of nodes in the n H set -55 on average. This rendered the Traverse algorithm unusable due to the requirement to include the n H set in the assignment message. This leads to message fragmentation and a large increase in the number of messages sent. On the other hand, the Request algorithm does not require the n H set to be included in the discovery message. This leads to significant message savings, as the search is orchestrated by one node only.
In cases where the size of the n H set is much larger than the packet size, the Mixed algorithm is evaluated. Once the node with the lowest cost is found using DRAGON's PND algorithm for homogeneous networks, the Request algorithm is used Shown in Figure 5a , Processing at-the-base leads to the highest cost increase (45%) when compared to the node in the n H set with the lowest cost c min H . Similarly to the previous scenario, a node with the lowest cost is found using the Request algorithm if no heuristic is used. Whenever the Request algorithm is used with heuristics, the cost increase ranges from 15 − 21%, with better results achieved for higher T F and higher BF. The Mixed algorithm outperforms the Request algorithm with an average cost increase of only 4%.
Comparison of the number of messages sent during the discovery process is show in Figure 5b . Processing at-the-base is the most efficient. On the other hand, Request without heuristics requires four times more messages to find the processing node. Where heuristics are used, the results are comparable to the previous scenario: the number of messages decrease as BF and T F decrease. In absolute numbers, there is an increase in number of messages when compared to the previous scenario. The increase is caused by the fact that the n H set is larger, therefore the cost needs to be requested from more nodes. The Mixed algorithm is efficient, requiring just 16% more messages than Processing at-the-base.
RELATED WORK
Heterogeneity of low-powered wireless network can be determined by various factors. A network may be heterogeneous based on the residual energy at each device [5, 6, 8, 12, 13] , the radio [16] , and/or other hardware [7] .
The vast majority of research on heterogeneous WSN focuses on routing protocols, or more precisely, routing protocols based on clustering [18] . Routing protocols based on clustering are used to forward data to a base-station only. Operating in rounds, a cluster-head is elected, which during a round, collects and aggregates data from other nodes in the same cluster. Aggregated data are then sent to a base-station. This group of protocols consists of, among others, Energy efficient heterogeneous clustered scheme (EEHC) [12] ProFlex [16] proposed by Guilherme et al., solves the problem of distributing sensed data throughout a heterogeneous WSN. The objective is to distribute sensed data in such a way that a mobile sink travelling randomly through the network can maximise sensed data retrieved by visiting the minimum number of nodes. ProFlex assumes the network consists of many low-end sensors, referred to as L-sensor nodes, and a small number of high-end sensors, referred to as H-sensor nodes. H-sensor nodes are equipped with two radios: one allowing communication with other L-sensor nodes within radius r L , and the second allowing communication with other H-sensor nodes within radius r H , while r L r H . ProFlex is suitable to distribute sensed data throughout the network, not to process a query submitted by a a user.
SNEE [7] proposed by Galpin et al. requires the network topology, node specification, and the query to be known in advance. The query is processed off-line and a code for each node in the network is generated which is then uploaded to every node. A new query cannot be submitted without reprogramming the whole network.
Even though in-network data processing has attracted a lot of attention, research has focused on homogeneous networks only. Stern et al. (2010) proposed a two-phased Continuous Join Filtering (CJF) algorithm [19] where initial data are first collected at the base-station which computes and pushes filters back into the network. Nodes then send non-filtered sensed values to the base-station. Mihaylov et al. (2010) proposed Innet [17] for pair-wise in-network processing. A query submitted by a user is split into pair-wise joins where a node joins exactly two data streams. Partial results are then sent to the base-station where the final processing is performed. Kolcun et al. (2014) proposed Processing Node Discovery (PND) algorithm [9] based on DRAGON platform [10, 11] for homogeneous networks. The algorithm finds a node whose weighted distance to all source nodes is minimised. However, PND does not take into account that the discovered node may not have sufficient memory or computational power to process the data streams.
None of the approaches listed above focus on solving the problem of processing a continuous query in a heterogeneous low-powered wireless network, where heterogeneity is introduced on a hardware level and the nodes differ in terms of their hardware characteristics, for example computing capabilities and memory capacity as considered in this work.
CONCLUSION AND FUTURE WORK
It is argued that as distributed sensor networks become increasingly established, it can be expected that the old networks will be upgraded and extended. This will inevitably lead to the realisation of heterogeneous networks, where nodes have various computational and storage capabilities. So far, very little attention has been paid to in-network data stream processing in heterogeneous WSN, CPS, or IoT. This paper introduced three algorithms for in-network data stream processing in heterogeneous networks: i) Request, ii) Traverse, and iii) Mixed. The Traverse algorithm was shown to perform better than the Request algorithm for processing at-the-base in cases where the set of nodes capable of processing the data streams is relatively small and can fit into a packet. On the other hand, when the number of nodes capable of processing the data streams is large, requiring packet fragmentation, the Request algorithm, and its Mixed version, leads to considerably reduced network traffic.
The search space of each algorithm can be reduced by allowing the forwarding nodes to act on behalf of the destination nodes, and bounce the message back if a certain condition is met. The condition is evaluated in terms of the number of times a message can be bounced back before the search for the processing node is terminated, as well as the cost threshold at which the message is bounced back by the forwarding node. It was shown that by limiting the search space the number of messages required to find the processing node can be decreased by as much as 47%, while the cost stretch of the discovered processing node increases only 3%.
Future work will focus on evaluating algorithms in a controlled topology where the n H nodes are not uniformly distributed in the network but follow a pattern, e.g. grouped or located at the edge of the network.
