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The smart grid incorporates an integrated system of smart meters and communication networks 
that enable two-way communication between utilities and consumers. The granular information 
from smart meters can be used to improve the load forecast and influence consumer’s energy 
consumption patterns through demand side management (DSM). However, for localized studies 
of power system, using a large quantity of smart meter data having high level of noise preclude 
the use of computationally intensive techniques. Reduction of smart meter data to extract the 
load profiles and smoother load profiles at lower aggregation level (individual consumer or 
small groups of consumers) are highly desirable for use in linear techniques for power system 
studies. Therefore, this thesis addresses the challenges of smart meter data size, complexity, 
variability and volatility for efficient use in load forecasting and DSM. 
This thesis presents a novel clustering-based approach for analysis of smart meter data, aimed 
at more accurate and detailed load profiling, reduced profile complexity and improved load 
forecast accuracy and DSM solutions. The approach uses an innovative clustering algorithm to 
reduce the data size by proposing new cluster validity indices. The extremely volatile profiles 
having high levels of noise and complexity are linearized using Taylor series linearization 
process to alleviate the non-linearity and complexity of profiles. Finally, particle swarm 
optimization is applied for energy optimization in linearized profiles. The approach is 
demonstrated on Irish smart meter dataset and simulated PV data, to achieve improved load 
forecast accuracy using artificial neural network and improved DSM solutions using linear 
optimization with reduced computational burden.  
Investigations suggest that proposed clustering algorithm can produce clusters with high intra-
cluster pattern similarity as a result of the introduction of new stopping criteria specifically 
tailored for load forecasting applications. A comparison between the proposed alternative 
profiles and raw profiles further suggests that the alternative profiles guide the underlying 
energy consumption with reduced complexity making them computationally efficient. Use of 
the alternative profiles suggests that the load forecasting accuracy can potentially be higher 
compared to raw profiles. The alternative profiles in combination with the novel cluster 
selection approach provide higher peak reduction by shifting the load from peak hours to off-
peak hours and higher monetary benefits for the participating consumers. The proposed 
clustering algorithm and the alternative profiles represent an advancement of the conventional 
load profiling approach, benefiting system operators through more accurate forecasting and 
efficient DSM. The novel mathematical framework suggested in this thesis provides an 
advancement to the new knowledge in the area of smart metering and smart power grids. 
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 Background and Motivation 
Smart grid incorporates an integrated system of smart meters, communication networks and 
data management systems that enable two-way communication between utilities and consumers 
[1]. Apart from the bidirectional flow of information, smart grid characterizes bidirectional flow 
of power due to increasing penetration of intermittent renewable energy sources (RES) at 
distribution network level. The integration of RES is evolving the conventional passive 
distribution networks into active distribution networks with power flow and voltages 
determined by the generation as well as load [2]. The intermittent nature of RES augments 
uncertainties in the distribution network necessitating a more localized and active distribution 
network management with enhanced consumer engagement to ensure secure and reliable 
operation of distribution network as well as to optimize the network capacity. 
An influx of new data stream with granular information of consumers load patterns 
has become available with large-scale deployment of smart meters at individual consumer level 
in low voltage (LV) network that provides new opportunities for distribution network 
management. The scale of deployment of smart meters can be conceived from the fact that the 
U.K. is aiming to install over 50 million smart meters by 2020 [3].  The network operator can 
use the monitoring capability of the smart meters for increased visibility in LV networks for 
many power system applications including load forecasting, demand side management (DSM).  
Traditionally, the load is forecasted at a higher aggregation level and DSM is pre-
dominantly strategized at distribution network level [4]. With the active distribution network 
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and increased penetration of RES, system studies including load forecast, DSM needs to be 
conducted at lower aggregation level and instead of centralized control, distributed control is 
anticipated [4, 5]. This necessitates granular information about the load patterns within the 
network that can be extracted from the voluminous smart meter data. The large volume of the 
data tends to be a major hurdle for data analytics, particularly for power system studies requiring 
efficient and swift processing of the data. The variety of consumer patterns embedded within 
this big data cannot be extracted without suitable computational techniques. Apart from data 
volume challenge, load forecast error at lower aggregation level is high due to many 
contributing factors such as consumers’ energy consumption behaviour, high variations in load, 
variety and volatility of complex load profiles. High forecast error might affect desired 
outcomes of the DSM by leading to improper DSM planning. Moreover, direct deployment of 
DSM on a large number of smart meter consumers makes scalability of such approach a major 
challenge. For DSM optimization, the complex load profiles at lower aggregation levels prove 
to be computationally expensive with the need for non-linear techniques. Additionally, the 
complexity of data precludes direct use of computationally efficient linear techniques for power 
system applications including DSM. 
The evolving nature of the smart grid has changed the operational regime necessitating 
power system applications at different aggregation levels for management of the active 
distribution network. Need for granular information about the consumer energy consumption 
has become imperative for such system studies including load forecast and DSM at lower 
aggregation level. However, complex load profiles with large volumes of data, high levels of 
noise, high volatility and variability pose significant challenges in efficient processing and 
effective utilization of smart meter data for power system applications. New load profiling 
approaches for data abstraction and alleviating the noise, variability, volatility and complexity 
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of data are highly desirable. Moreover, improvement in the load forecast at lower aggregation 
level and efficient and effective DSM planning require new research that can support efficient 
management of the active distribution networks. 
 
  Research Challenges  
The voluminous smart meter data of a large number of electricity consumers being generated 
and transmitted at varying resolution and frequencies can limit the visibility into the LV 
network due to its sheer size. Extraction of similar patterns for load profiling from this big data 
is challenging as with the increased data volume and data complexity, the computational burden 
becomes manifold. The state-of-art research proposes load profiling of smart meter data by 
application of data clustering to reduce the size of data [4, 6]. However, existing clustering 
approaches use cluster validity indices such as Davies-Bouldin indicator, Silhouette Index etc. 
that are not specifically designed for power system applications [4, 7]. Use of such cluster 
validity indices is a big hurdle in the extraction of appropriate clusters, which can facilitate 
improvement in load forecasting at lower aggregation level.  Moreover, the existing approaches 
do not explore load patterns embedded within the lower aggregation level of the smart meter 
data and tend to create small number of clusters with a large number of consumers. The existing 
approaches can hinder identification of potential consumers for DSM participation by obscuring 
the visibility into patterns embedded at deeper levels. Therefore, a major challenge in load 
profile development is to manage the size of load profiles, extract similar patterns for load 
forecasting and explore the data at lower levels of aggregation to make it suitable for DSM. 
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The load profiles at lower aggregation level tend to be highly variable and volatile, 
and they carry high levels of noise that is often cancelled at the higher aggregation level. The 
volatility and variability can significantly impact load forecast performance and consequently 
higher forecast error is observed [8, 9]. Moreover, the high variability of the smart meter data 
makes it highly non-linear that can make the processing of such data computationally 
expensive. This stands particularly true for applications that require linear processing of non-
linear data. Decrease in the accuracy of forecast due to the noise, volatility and variability can 
increase uncertainty and reduce the effectiveness of DSM planning. The smart grids are 
expected to benefit from the DSM with active participation of consumers and prosumers, which 
was limited in the pre-smart grid era. The active participation of the consumers and prosumers 
is characterized by their energy consumption patterns. These patterns are communicated to the 
system operator for selection for potential participating consumers and prosumers that can 
participate in DSM. The system operator forecasts the future energy demand of consumers and 
prosumers and sends pricing signals to them to which they can respond by varying their load. 
However, the above discussed smart meter data challenges for load forecasting potentially lead 
to inaccurate load forecast and thus create uncertainties in the DSM planning. Therefore, to 
improve load forecast and DSM planning, these challenges need to be handled using new 
approaches. Issue of noise and variability also persists in RES and needs to be tackled for 
studies incorporating both load and generation profiles. Moreover, managing demand for a large 
number of consumers at the individual level creates a major scalability problem. Identification 
of potential consumers for DSM while considering the uncertainty of forecast is another major 
challenge.  
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 Research Aim and Objectives 
This research aims to develop innovative approaches to refine smart meter data-based load 
profiles to improve the accuracy of load forecast and DSM solutions. In order to achieve the 
aim, following objectives are established: 
 Innovate a clustering technique to reduce the size of smart meter data and extract groups 
of consumers with similar patterns for load forecasting by proposing a new clustering 
approach and stopping indices to automate the clustering process without any external 
input. 
 Develop a mathematical framework to refine smart meter-based load profiles by 
reducing the data complexity, non-linearity, variability and volatility, while maintaining 
the accuracy of representation by optimizing the refined profiles. 
 Investigate the efficacy of proposed clustering and load profiling approach for load 
forecasting application considering varying levels of RES penetration to validate the 
accuracy and efficacy of the proposed approach.  
 Develop a novel cluster selection method for DSM that can identify fewer consumers 
to get the desired flexibility while considering the uncertainty of load forecast with and 
without RES at varying demand flexibility levels. 
 Investigate the impacts of the forecast generated using a new clustering and profiling 
approach with varying load and demand flexibility of the participating consumers for 
use in DSM applications providing monetary benefits and peak reduction using load 
shifting. 
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 Research Contributions 
The main contributions of the research presented in this thesis are summarised as follows: 
 An innovative data-driven clustering algorithm for clustering profiles of consumers using 
non-conventional application-based cluster validity indices is proposed. The algorithm 
automatically selects the appropriate level of aggregation based on the number of consumers 
and produces clusters with high intra-cluster pattern similarity. High intra-cluster pattern 
similarity can benefit in benefit in many power system applications including load 
forecasting and DSM. The research related to this contribution has resulted in following 
publications [10, 11]. 
 A new mathematical model for a new load profiling approach is proposed. The approach 
linearizes and optimizes the profiles to reduce non-linearity, noise, variability and volatility 
of profiles. The approach generates refined load profiles that have lower noise, variability 
and volatility with increased linearity. The approach simplifies the complexity of data while 
maintaining the precision of representation close to the original data as compared to 
conventional linear approximation techniques. The research related to this contribution has 
resulted in following publications [11-13]. 
  The proposed load profiling approach is extended to reduce volatility and variability of 
intermittent RES generation profiles. The alternate RES generation profiles show higher 
accuracy as compared to the load profiles due to lesser variability. Application of alternative 
load and generation profiles in power system reliability assessment shows high level of 
accuracy with reduced computation time as reported in the published paper  [14]. 
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 An alternative load forecasting approach is proposed to improve accuracy of load forecast 
at lower aggregation level of load with reduced training time for artificial neural networks. 
The research related to this contribution has resulted in following publications [12],[15, 16]. 
 A novel cluster selection index for DSM is proposed. The index benefits in selection of 
appropriate clusters thus reduces the number of consumers required to participate in the 
DSM program. Moreover, with detailed information about energy consumption behaviour 
of individual clusters and consumers, incentives for DSM can be tailored to needs of 
specific consumers. The research related to this contribution has resulted in publication the 
following [16]. 
 A novel DSM approach is proposed to address scalability problem and selection of 
appropriate consumers with improved economic and technical benefits. The research related 
to this contribution has resulted in the following publication [16]. 
 
 Thesis Layout 
This thesis contains six additional chapters. Chapter 2 consists of a literature review, chapter 3-
6 include the main body of research for the thesis and the final chapter concludes with the main 
findings of the research.  
Chapter 2 presents an overview of the literature review of the different steps involved 
in the implementation of demand side management, starting from smart meter data collection. 
This literature review explores consumer classification for load profile development based on 
data clustering, current trends in load forecasting, and finally, demand side management. 
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Various clustering, forecasting and DSM techniques, with the relevant literature in the context 
of smart grid, are discussed to identify the future direction of this research.  
Chapter 3 presents the methodology adopted to develop an innovative clustering 
algorithm for load profile development. It describes the new indices adopted to facilitate the 
extension of the existing k-means clustering algorithm. The algorithm does not require user to 
define the number of clusters and rather evaluates the cluster numbers depending on the number 
of load patterns within the data. The stopping criteria for the algorithm are determined by two 
indices, which are designed considering their suitability for load forecasting application. The 
output clusters from the clustering algorithm are used to extract average load profiles, which 
are developed into alternative profiles in Chapter 4. 
Chapter 4 is dedicated to the development of a novel load profiling approach. A novel 
mathematical model is introduced for the development of the alternative profiles, which are 
concatenation of linear profiles. The proposed profiles are validated for use in Mote-Carlo 
simulation application. These alternative profiles are used for load forecasting as detailed in 
Chapter 5.  
Chapter 5 brings together the load profile development to the load forecasting problem. 
This chapter proposes an alternative approach to forecast load at lower aggregation level. The 
impact of the alternative approach on the accuracy of load forecast is assessed by comparing 
the proposed approach with conventional forecasting approach using artificial neural networks. 
The forecast generated using both approaches is used to plan DSM with the aim to reduce peak 
by selecting clusters that will cause minimum consumer disruption while achieving the best 
possible results as demonstrated in Chapter 6.  
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Chapter 6 describes the development process of a new cluster selection index and its 
application to DSM. It proposes a novel approach for DSM using alternate load forecasting 
approach and new cluster selection index. Different scenarios are simulated to evaluate the 
benefit of the proposed approach in terms of monetary savings and peak reduction. 
Chapter 7 presents the conclusions drawn from the main findings of the research 
presented in Chapters 3 to Chapter 6. It also points out future research using the proposed 
approaches.




2  Literature Review 
This chapter presents a comprehensive literature review of consumer categorization for load 
profile development based on data clustering, current trends in load forecasting, and demand 
side management. Various clustering, forecasting and demand side management techniques, 
with the relevant literature in the context of smart grids are reviewed critically.  
 Smart Meter Data 
Smart meters are capable to measure, record and send granular energy consumption data to the 
system operator. They are considered as the first step towards the development of smart grids 
that will enable utilities and consumers to gather and utilize the granular information about load 
in a more intelligent and cost-effective manner. With rapid development in information and 
communications technologies (ICTs), smart meters are expected to play a key role in future 
smart grids by sending and receiving real time digital information regarding electricity use, 
electricity cost and price that can be used to implement many smart grid initiatives including 
dynamic pricing, demand side management (DSM) and many other programs.  
Smart grid initiatives taken by the government of the United Kingdom (UK) include 
shift from conventional fossil fuel generation to renewable energy sources (RES) and large-
scale deployment of smart meters. The UK aims to install smart meter for each individual 
domestic and smaller-non-domestic consumers by the end of 2020 [3]. Figure 1 shows the rapid 
growth in the number of smart meters installed in the UK over the last six years [3]. 




 Number of smart meters (Millions) installed in the UK from 2012 to 2018 [3] 
Smart meters are generating granular load data of millions of consumers in high 
volume and this data is also being delivered at high rates. Further to the data granularity, as can 
be seen from Figure 2.1, the rapid proliferation of smart meters is augmenting the complexity 
of the data challenges with every passing day. The smart meter data provides detailed energy 
consumption information at a consumer level, but without the transformation of this 
information into knowledge, its benefits cannot be exploited to their full potential as without 
such knowledge, implementation of smart grid programmes like DSM, distributed control etc. 
will not be possible. 
Identification and extraction of useful knowledge from big data require the data to be 
properly managed for processing. The knowledge extraction process requires identification of 
the useful information in the smart meter data by iteratively processing the data, ensuring pre-
processing of the data including data cleansing. Pre-processing of data includes re-arranging 
the data in a more appropriate form for faster processing and ensuring high data quality. Smart 
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improving the forecasting of energy consumption [18, 19]. However, the improvements heavily 
rely on data quality, which is incomplete without data pre-processing and data cleansing.  
 Data Pre-Processing and Data Cleansing 
Data acquisition is inherently prone to errors [20] and typically errors of around 5% or more 
can be observed in the data acquisition process [21]. Understanding the data is an important 
aspect in data pre-processing as it enables user to define the data quality features, which can 
lead to an effective data cleansing process. Having a robust understanding of data and quality 
factors will results in persistence in data cleansing process [20]. Visualization of data can help 
in understanding the data and can potentially lead to discovery of certain features of data, which 
can be helpful in setting the standards for data quality. Moreover, data visualization can detect 
inconsistencies in data. 
Data cleansing is a data mining process that is used to identify and correct missing or 
incorrect data, reducing noise or outlier detection in the raw data [22]. It is an interactive 
approach, which is data driven as the standards for data quality/validity vary with data. A 
standard approach for data cleansing requires definition of error, identifying the errors in the 
data and finally correcting the errors as shown in Figure 2.2. 
 
 Data cleansing process 
 
Smart meter data can inherently have different quality issues and inaccuracies. 
Depending on the application, poor quality and inaccurate smart meter data can lead to many 
Define errors 
Missing data, zero/ 
negative values, 






Remove data, Add 
data  
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planning and operational challenges in a power system. For example, smart meter data can lead 
to inaccurate forecast, prohibiting optimal asset capacity planning that can result in having 
assets that are under-rated leading to a failure of asset or over-rated resulting in underutilization 
of asset [11].  
Research published on applications using smart meter data often does not incorporate 
the data pre-processing and data cleansing. This is probably because the data provided by 
utilities has already been through the stages of validation, estimation and editing (VEE). 
Moreover, the amount of data easily available to researchers is often limited. The real-world 
smart meter data is highly susceptible to noise, inconsistencies and missing values, which can 
significantly influence results of the data analysis [9].   
Typical issues of smart meter data include data inconsistencies (e.g. inconsistent 
measuring units switching from W to kW) [23], duplicate data (non-identical or identical due 
to different data resolution) [24], zero and missing values (due to communication or other 
equipment failure or storm) [24] and outliers. Inconsistencies are dealt with by making the data 
consistent, duplicates are removed to keep only one data. Presence of zeros in smart meter data 
is usually not expected due to proliferation of electronic equipment. These equipment stay 
connected to the power source in standby mode and according to reference [24], 5-10% of the 
total residential electricity use is comprised of the standby power. Therefore, the group having 
highest number of zeros is usually considered to have incomplete data since bad data can 
potentially skew the load profile [25]. If the missing value or zero series is not too long, data 
can be estimated using different methods discussed in [26]. It is important to select the 
appropriate estimation method otherwise wrong estimation can lead to bad data quality. Smart 
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meters carrying missing values for long duration are often removed from the data to ensure high 
data quality [25].  
The goal of outlier detection is to find such exceptions in the datasets, which indicate 
incorrect values [20]. Three fundamental approaches to the problem of outlier detection include 
outlier detection with no prior knowledge, modelling both the normalities and abnormalities, 
and modelling the normalities only [27].  Based on the three approaches, there are many 
candidate methods to detect outlier including clustering [28, 29], pattern-based, statistical [30] 
or neural network based [27]. Modelling normalities and abnormalities involve high modelling 
intensity for a large number of smart meter consumers. As outliers are considered to be 
abnormal values or values that deviate markedly from other samples, once outliers are detected, 
they are removed from the dataset. Statistically, outliers are numerically distant from the rest 
of the values. Data clustering can detect the outliers by identifying the consumers who are 
distant from the centroids. Authors of [31, 32] used data clustering for outlier detection, which 
is one of commonly used approach for outlier detection.  
 
 Load Profiling Using Smart Meter Data 
Smart meters record the electric energy consumptions periodically at each connection point 
across the power grid, e.g. residential and commercial consumers, industries, locomotives etc. 
The plot of the recorded smart meter load data shows the load curve. With the variations in 
these curves, the electricity supplier and network must respond to the consumer’s power 
demand. Therefore, different operation and planning activities such as load forecasting, DSM, 
etc. essentially require time series information of load preferably for each class of load [4]. 
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Prior to smart grids, the load classification was generally limited to higher aggregation 
level of load. However, with advent of smart meters, the classification has become diverse in 
nature and each class can potentially be divided into sub-classes based on its energy 
consumption patterns. The classification is carried out by grouping consumers with similar load 
patterns to develop typical load profiles. A load profile represents variation in electrical load 
against time. According to [4, 33], ″Load profiling refers to the classification of load curves or 
consumers according to electricity consumption behaviors″. Future smart grids tend to use 
detailed information of load at different hierarchical level of power grid and this is achievable 
by embedding behaviour of consumers in profiling at distribution level for applications such as 
load forecasting, DSM etc. [34]. 
 Applications of Smart Meter-Based Load Profiling 
Load profiles can be used for different applications in a power system depending on the 
hierarchical level of load profile. A brief discussion on application of load profiling in load 
forecasting and DSM is given below; 
 Load Forecasting 
Historically, power distribution network level load forecasting was performed using historic 
loads and trending method to see the future trends for prediction [35]. Use of clustering the 
profiles in forecasting using trending method is given in [36]. However, the accuracy of the 
trending method is significantly low due to unavailability of detailed consumption records. On 
the other hand, forecasting in the era of smart meter uses multivariate methods, which include 
many external factors apart from the load profiles [37]. Relationship between the load and other 
factors such as temperature, time of day, previous hour load etc. is formulated using different 
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statistical or artificial intelligence techniques [38]. However, without the granular data of smart 
meters, mapping relationship between different factors and load was not possible with high 
precision but, the smart meter data provides an opportunity to improve forecast by 
understanding the energy consumption behaviour of consumers even at an individual level. A 
detailed discussion about load forecasting is given in the section 2.3. 
 Demand Side Management (DSM) 
Consumer participation in DSM program is decided based upon their load profile [39]. The 
utility offers incentives to consumer based on their load profiles by evaluating the benefit for 
utility as well as consumer. The benefits for utility come in the shape of deferral in infrastructure 
and savings by avoiding use of Peaker plants whereas, consumers benefit from savings in 
electricity bills. It is pertinent to mention that the load profiles used for DSM at consumer level 
are estimated profiles or forecasted profiles and without detailed knowledge of the consumer, 
accurate prediction of load and selection of appropriate DSM program is not feasible [4]. Smart 
meter data provides the necessary granular information about the load. Thus, DSM can benefit 
from smart meter data indirectly by improved certainty in forecast and selection of appropriate 
consumers from their load profiles developed using smart meter data. Detailed discussion 
regarding DSM is given in section 2.4. 
 Load Profiling Using Data Clustering 
The process of consumer characterization in smart meters is priori unknown. A number of 
classes in smart meter data depends on the number of significant patterns within the smart meter 
data and thus unsupervised learning approaches suit the purpose of consumer classification for 
load profiling. A commonly used unsupervised machine learning technique that can determine 
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the intrinsic groups in an unlabelled dataset is called data clustering. It does not require any 
prior knowledge and can group consumers based on similarity of their load curves [40]. It 
categorizes consumers based on their energy consumption behaviour. 
Data clustering is broadly classified into two types i.e. hard and soft clustering. Hard 
clustering or crisp clustering refers to the fact that a data point can belong to only one cluster 
whereas, soft clustering allows probabilistic allocation of the data points to the clusters [41, 42]. 
Some other forms of classification of data clustering classify clustering methods as partitional 
clustering, hierarchical clustering, density-based clustering, mixture model clustering and 
spectral clustering [43]. However, they all fall into broader categories of hard and soft 
clustering. Figure 2.3 shows classification of clustering algorithms based on soft and hard 
clustering [43]. 
 
 Clustering method classification [43] 
The partitional and hierarchical clustering are most commonly used clustering 
methods in load profiling. The clustering algorithms tend to capture the energy consumption 
behaviour of the consumers for load profiling, which means capturing the similarities in the 
shapes is important. Selection of appropriate proximity/distance measure, which can quantify 
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similarity or dissimilarity can impact the clustering solution [42]. Brief description of proximity 
measures is given below. 
 Data Clustering 
A dataset ‘𝐷’1 having ‘𝑚’ objects2 with each object having ‘𝑛’ features3 can be denoted by 
(2.1); 
𝐷 = {𝑥1, 𝑥2, … , 𝑥𝑖, … , 𝑥𝑚} (2.1) 
                              𝑥𝑖 = {𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑘 , … , 𝑥𝑖𝑛} (2.2) 
where 𝑥𝑖𝑘 represents 𝑘𝑡ℎ component of the feature of object or smart meter 𝑥𝑖 [43]. The entire 
dataset to be clustered is organized into a 𝑚 × 𝑛 matrix where each row represents object and 
each column denotes features. Organization of data in matric form enables the computation to 
be efficient for data cleansing and clustering both. 
 Proximity Measures 
The intended purpose of a clustering algorithm for load profiling is to group objects having 
similar shapes and this requires a notion of similarity or dissimilarity measure. Such a measure 
is usually termed as proximity measure or distance measure [28]. If the objects are closer, the 
distance between them will be lower, which indicates higher similarity and lower dissimilarity 
[44]. Mathematically distance between two data points 𝑥𝑖  and 𝑥𝑗 is denoted as 𝑑(𝑥𝑖, 𝑥𝑗). 
                                                 
1 Data set ‘D’ refers to data containing records of all smart meters or patterns of energy consumption 
2 Object refers to each individual smart meter records 
3 Features are attributes or dimension of each energy pattern 
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Different distance measures are used to determine the dissimilarity in energy 
consumption patterns. Some of the commonly used distance measures are given in Table 2.1. 
For two smart meter consumers 𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛) and 𝑥𝑗 = (𝑥𝑗1, 𝑥𝑗2, … , 𝑥𝑗𝑛), the well-
known Euclidean distance matric can be calculated as below [23]; 








Table 2.1 Distance measures for clustering [23] 
DISTANCE MEASURE MATHEMATICAL FORMULATION 












































 , 𝑝 ≥ 1 
Chebychev 𝑑𝑐ℎ𝑒𝑣 = lim1≤𝑘≤𝑛
|𝑥𝑖𝑘 − 𝑥𝑗𝑘| 






where n is number of attributes; 𝑥𝑖𝑘 is 𝑘𝑡ℎ attribute of feature vector 𝑥𝑖; 𝑥𝑗𝑘 is 𝑘𝑡ℎattribute of 
feature vector 𝑥𝑗;𝑝 is order of Minkowski distance. 
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 Clustering Algorithms 
A number of clustering algorithms are used in different applications, selection of algorithm 
depends on multiple factors including data to be clustered and definition of meaningful cluster 
[45, 46]. Some of the most commonly used hard clustering algorithms are discussed below; 
2.2.4.1 Partitional Clustering 
Partitional clustering divides the data into 𝑛 number of partitions. The partitional methods are 
often used for clustering of patterns. The partitions resulting from the partitional clustering 
should have following characteristics [47]; 
 Each cluster should be assigned at least one pattern i.e. 𝐶𝑖 ≠ ∅, ∀ i ∈ {1,2,3,… , k) 
 Two different clusters should have no identical pattern i.e. 
 𝐶𝑖 ∩ 𝐶𝑗 = ∅, ∀ 𝑖 ≠ 𝑗, 𝑖, 𝑗 ∈  {1,2,3, … , k) 
 Each pattern should be assigned to a cluster  
Partitional techniques tend to optimize the criterion function locally or globally in 
order to minimize the error [48]. K-means clustering is one such partitional clustering 
algorithm, which optimizes the error function. It is one of the most widely used and applied 
clustering algorithm.  
2.2.4.1.1 k-means Clustering Algorithm 
k-means clustering is a simple and robust clustering algorithm. It assigns each pattern/data point 
to the nearest cluster centre, also called centroid. Clustering process starts by defining the 
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number of centroids ‘𝑘’ and these centroids are allocated initial positions randomly. Data points 
nearest to each centroid are allocated to the centroid and are called members of the cluster. To 
allocate precise position to the centroid, the positions of centroids are recomputed to minimize 
the distances between the cluster members and the centroids. After each iteration the distance 
from each cluster member to the centroids is measured and as each data point chooses to be 
member of the cluster with shortest distance to its centroid, recalculation of centroids position 
results in change in the number of cluster members. Centroids are recomputed for each iteration 
until cluster membership becomes consistent and no change in membership occurs for more 
iterations. The k-means clustering  can be mathematically modelled as below [28, 49]. 
For a dataset ‘𝐷’ having ‘𝑛’ attributes, let 𝑐1, 𝑐2, … , 𝑐𝑘 be the 𝑘 disjoint clusters of the 
dataset. The error function can be formulated as in (2.4) [28, 49]. 





where 𝜇(𝐶𝑖) is the centroid of cluster 𝐶𝑖; 𝑑(𝑥, 𝜇(𝐶𝑖)) shows the distance between data point x 
and the centroid of cluster 𝑖. The distance can be selected based upon the application. 
Some of the typical issues faced by k-means clustering include convergence to local 
minima. This can be avoided by repeating the k-means for different starting positions of the 
centroids.  Moreover, selection of 𝑘 i.e. number of clusters is an important issue that is often 
contentious. One of the well-known attempt to resolve the selection of ‘𝑘’ is x-means clustering 
[50] but the computation involved makes it complex and expensive method. As discussed 
earlier, selection of number of clusters is governed by nature of datasets and use case of the 
clusters. Thus, different domains require devising new domain-based methods for cluster 
selection. Power system application-based matrices for selection of number of clusters in k-
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means have not been explored. Research in load profiling of electricity consumers should focus 
on the application of forecast to develop matrices for determination of number of clusters. 
2.2.4.1.2 Hierarchical Clustering 
Hierarchical clustering is different from partitional clustering as it hierarchically divides dataset 
into clusters. It generates a hierarchical decomposition of a set of 𝑁 elements represented by a 
dendrogram. The dendrogram shows the possible set of clusters, which can be selected by user 
based on the level of similarity required [42]. 
Hierarchical clustering can be agglomerative (bottom-up) or divisive (top-down). An 
agglomerative algorithm begins with each element of dataset initially being a separate cluster 
and merges them into successively larger clusters. Whereas, a divisive algorithm begins with 
the entire dataset being one cluster and successively divides them into smaller clusters [47]. 
The approach adopted in the divisive algorithm resembles the classification process in the 
human brain [51]. The computational complexity of divisive clustering algorithms is high as 
for a cluster having 𝑛 data points, it require to compute (2𝑛 –  1) possible divisions [52]. Thus, 
the computational complexity of divisive algorithm often makes the agglomerative technique 
preferable over divisive hierarchical algorithm.  
The agglomerative algorithm starts merging ‘𝑛’ clusters until all clusters are merged 
into a single cluster. The merging takes place based on the similarity calculated from the 
similarity matrix, and the clusters with the least distance between them are clustered first. 
Different similarity measures commonly used for hierarchical clustering include the following: 
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a. Single-link Clustering  
This method considers the shortest distance between two closest members of the two clusters 
as the distance between these clusters. Single-link clustering is also known as connectedness, 
the minimum method or the nearest neighbour method [47]. 
b. Complete-link Clustering 
Also known as the maximum clustering method or the furthest neighbour method, defines 
distance between two clusters as the distance between the member of the clusters, which are 
located at longest distance from any member of the other cluster [47]. 
c. Average-link Clustering 
Average-link or minimum variance method considers the distance between two clusters as the 
average distance from any member of cluster to any member of the other cluster [47]. 
Key advantages of the hierarchical clustering are no prior requirement to specify 
number of clusters and independence from initial conditions (centroid position). However, they 
are oblivious of the global shape or size of clusters, which is a key drawback for them [47]. 
Moreover, hierarchical clustering is high on time complexity as compared to partitional 
clustering [47].  
Application of any clustering algorithm needs to be verified for its efficacy in 
providing the required solution. A discussion on cluster validity measures is presented below. 
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 Cluster Validity 
The clustering process is unsupervised type of learning, which implies that no predefined 
classes exist [53]. Thus, cluster validity process is used to evaluate goodness of clustering 
solution. Cluster validation can benefit the clustering process in many ways, such as 
determining the clustering tendency of a set of data, comparing results of clustering to 
externally known results, evaluating fitting of the solution to data, determining a correct number 
of clusters etc. [54]. 
By definition, an ideal cluster is a set of data points that is compact and isolated [45]. 
This means that a clustering solution should generate clusters that are compact and separate 
from each other. For clustering energy consumption data, this can be considered as the 
consumers within one cluster should have similar energy consumption behaviour and 
consumers of different clusters should have different energy consumption behaviour. This can 
be termed as high intra-cluster pattern similarity and high inter-cluster pattern dissimilarity, and 
these can be used to formulate the cluster validation criteria. However, defining limits of 
acceptable pattern similarity depends on the application of clustered data.  
Performance of clustering solution for 2D-data sets is usually evaluated visually to 
verify the validate the results [54]. Evaluation of clustering algorithm results is commonly 
carried out using cluster validity indices. In general, there are three criteria that are used to 
evaluate cluster validity which are external criteria, internal criteria and relative criteria [55]. 
The criteria and some of the indices developed from the criteria are discussed below; 
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2.2.5.1 External Criteria 
In the external criterion, the evaluation of the clustering algorithm is based on the assumption 
of pre-specified structure. This is usually used to measure the extent to which the cluster labels 
match the known labels [55]. 
2.2.5.2 Internal Criteria 
The internal criteria evaluates the goodness of clustering solution for the quantities, which 
involve data e.g. proximity matrix  [54]. Most commonly used internal criteria is Cophenetic 
correlation coefficient (CPCC), which is used for hierarchical clustering structures [43]. For a 
proximity matrix 𝑃 = {𝑝𝑖𝑗} of dataset 𝐷, CPCC measures the degree of similarity between 
proximity matrix 𝑃 and the cophenetic matrix 𝑄 = {𝑞𝑖𝑗}, whose elements record the proximity 
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  and the value of CPCC ranges between -1 and 1. Index values close to 1 
indicate a high similarity between 𝑃 and 𝑄. 
2.2.5.3 Relative criteria 
Relative criteria compares clustering results of different algorithms or same algorithm with 
different input parameters for cluster validation [43]. For hierarchical clustering algorithms, 
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number of clusters is decided by determining the cutting point of dendrogram whereas, for 
partitional clustering, the number of clusters is decided by user expertise or a priori information 
for application. Having too many clusters can lead to difficulty in interpretation of the clustering 
results and having too few clusters can result in loss of information. In the following section, 
some of the commonly used methods and relative criteria indices for hard clustering are 
discussed. 
2.2.5.3.1 Data Visualization 
Data visualization can be considered as the most direct method to estimate the number of 
clusters. Visual inspection can provide some useful insight on number of clusters but the 
complexity of data can pose challenges, which can be resolved using dimension reduction 
techniques as discussed in [43] or by using small experimental data for visualization to ascertain 
the efficacy of clustering [54].  
2.2.5.3.2 Validation Indices and Stopping Rules 
For partitional clustering, a sequence of clustering structures can be obtained by simulating 
different number of clusters (k) by running clustering algorithm many times. Different indices 
can be used to evaluate best value of k. For hierarchical clustering, stopping rules are used to 
determine the best level for cutting the dendrogram. These stopping rules are functions of 
certain factors such as the defined square error, the geometric or statistical properties of the 
data, number of objects in cluster, dissimilarity or similarity measure etc. [54]. 
A study by Milligan and Cooper [56] compared 30 indices and identified Caliński and 
Harabasz index [57] as one of the best performing indices. This index can be mathematically 
defined as [43]; 








⁄  (2.8) 
where N is the number of objects, Tr(SB) and Tr(SW) represent the inter and intra-cluster scatter 
mix respectively. Best value of k is one which maximizes the CH(K). 
Another index called Davies-Bouldin (DB) index, attempts to maximize the inter-
cluster distance while minimizing the intra-cluster distance. The index calculates cluster index 
for each cluster and tends to minimize the mean of the cluster index. The individual cluster 







where 𝐷𝑖𝑗is the distance between centroids of cluster i and j respectively and 𝑒𝑖𝑎𝑛𝑑 𝑒𝑗 are the 








The minimum value of DB(K) can be the potential optimum number of clusters in the 
data. 
The Dunn index [58] defines the distance between two cluster 𝐶𝑖𝑎𝑛𝑑 𝐶𝑗 as minimum 
distance between points x and y  belonging to the cluster 𝐶𝑖𝑎𝑛𝑑 𝐶𝑗 respectively (as in single-
linkage algorithm). 
D(𝐶𝑖, 𝐶𝑗) = min
𝑥∈𝐶𝑖,𝑦∈𝐶𝑗
𝐷(𝑥, 𝑦) (2.11) 
The maximum distance between two members of same cluster is given as; 
𝑑𝑖𝑎𝑚(𝐶𝑖) = max
𝑥,𝑦∈𝐶𝑖
𝐷(𝑥, 𝑦) (2.12) 
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Based on the above given intra and inter-cluster similarity/dissimilarity measures, the 











The higher value of 𝐷𝑢(𝐾) points to compact and well-separated clusters, which can 
be used to estimate best value of 𝐾. 
There are many other indices and stopping rules which are given in the literature, 
however, it is pertinent to mention that the indices are data dependent and the selection of the 
best number of cluster requires input from the expert in the area of application [41]. 
Although the cluster validity indices discussed above are important in ascertaining  the 
validity of a cluster, however number of clusters depends on the application. The techniques 
discussed above are well established techniques and are widely used in power system 
applications, however, validation of the clusters needs a new approach. The future of the 
research tends to develop more automated, data driven algorithms which can derive clusters 
without intervention of any expert and are validated based on application of the clustered data 
[4]. Therefore, application oriented matrices are to present more benefits in selection of 
clustering algorithms [4]. 
 
 Load Forecasting 
Load forecasting is an essential part of efficient power system planning and operation [59]. As 
the relationship between load and the factors affecting the load is non-linear and in particular 
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with the new kinds of loads in smart grid environment, the classical estimation methods for 
load forecasting are not as effective as they used to be. In recent years, significant research 
interest has been observed in the load forecasting with new forecasting techniques to tackle 
emerging issues.  
 Load Forecasting Horizons and Techniques 
Load forecasting can be divided into four periods based on the forecast horizons. There is no 
rule of thumb for classification of the forecast horizons of the four periods [60]. However, in 
literature the classification of the  forecast is presented in terms of four forecast horizons i.e. 
very short-term load forecast (VSTLF), short-term load forecast (STLF), medium term load 
forecast (MTLF) and long-term load forecast (LTLF). VSTLF, STLF, MTLF and LTLF 
account for the time from seconds/minutes to several hours, from hours to weeks, from months 
to years and from a minimum of a year to several years respectively [60-62].  
With the difference in the forecast horizon, applications of the forecast vary 
accordingly. Due to the forecast in near real-time, VSTLF models find their application in real-
time grid management [15]. STLF models can be used for demand and generation adjustment 
and other power system operation applications, whereas MTLF and LTLF models are widely 
used for asset management, asset utilisation planning and network expansion planning [61]. 
Reference  [59] has classified different areas of application of forecasts as given in Table 2.2. 
Table 2.2 Forecasts and Applications  [59] 
APPLICATION VSTLF STLF MTLF LTLF 
Energy purchasing Yes Yes Yes Yes 
T&D planning No Yes Yes Yes 
Operations Yes Yes No No 
DSM Yes Yes Yes Yes 
Financial planning No No Yes Yes 
 




 STLF and VSTLF are very important from the operational point of view. Moreover, 
from Table 2.2, it is evident that STLF is not limited to operations only, it also involves resource 
utilization i.e. economic load dispatch, energy purchasing and DSM. As the STLF covers the 
application areas of VSTL, often literature considers VSTLF as part of STLF rather than a 
separate forecast horizon.  
Classic load forecasting is carried out using statistical and mathematical models 
whereas, new methods incorporate artificial intelligence (AI) techniques. The statistical models 
include regression, multiple linear regressions, stochastic time series, general exponential 
smoothing, and kalman filter etc. [15]. One of the simplest statistical forecasting techniques is 
the multiple linear regression (MLR) model [63]. In this model, the load is calculated in terms 
of the explanatory variables such as temperature or non-temperature dependent variables, which 
affect the load. The mathematical formulation of a MLR model can be given as in (2.14) [63]. 
𝑦(𝑡) = 𝑎0 + 𝑎1𝑥𝑖1 + 𝑎2𝑥𝑖2+ …+ 𝑎𝑛−1𝑥𝑖,𝑛−1 + 𝑒𝑖 (2.14) 
where 𝑦(𝑡) is the load, 𝑥1, … , 𝑥𝑛 are known constants, 𝑒𝑖 is a normally distributed random 
variable and 𝑎0, 𝑎1, … , 𝑎𝑛 are parameters.  
The AI based techniques include artificial neural networks (ANNs), fuzzy logic, expert 
system, grey system and many hybrids [64]. A typical static feedforward neural network model 
for load forecasting can be represented as below [65]. 
𝐿𝑡+1 = 𝑓(𝑡, 𝐿𝑡, 𝐿𝑡−1, … , 𝐿𝑡−𝑛, 𝑤𝑡 , 𝑤𝑡−1, … , 𝑤𝑡−𝑟 , ?̂?𝑡+𝑙)+ 𝜀𝑡+𝑙 (2.15) 
Chapter 2  Literature Review 
31 
 
where 𝑡 is the time of day, 𝑙 is the time lead for forecast, 𝐿𝑡 is the load at time 𝑡, 𝑤𝑡is a vector 
of the weather factors observed at time 𝑡, ?̂?𝑡+1  is the weather forecast for  𝑡 + 𝑙, and 𝜀𝑡+𝑙 
represents a random load component [65]. 
The statistical methods are considered to be more conventional and certain level of 
accuracy can be achieved using statistical methods with limited training data. Limitation of 
training data particularly affects the forecasting accuracy of AI based methods. However, if 
provided sufficient training data, AI based forecasting methods like ANN show improvement 
in accuracy as compared to the statistical techniques [64]. The issue of data is gradually 
decreasing with the increased penetration of smart meters. Authors of [66] have presented a 
comprehensive literature review on load forecasting. Some of the relevant literature is presented 
below. 
A commonly used measure for load forecast error is the mean absolute percentage 
error (MAPE) [67].  Different studies have reported different MAPE for load forecasting study 
using different forecasting techniques. For example, authors of [68] have compared 
autoregressive integrated moving average (ARIMA), ANNs and adaptive neuro-fuzzy system 
techniques for VSTLF in Andrandina area in Brazil and found the MAPE as 5.07%, 1.25% and 
10.21% respectively. The ANNs showed higher accuracy due to their ability to learn the 
complex patterns to map the functions. The result shows that ANNs outperforms ARIMA, and 
the adaptive neuro-fuzzy system had highest MAPE. Daneshi  [69] developed a model of load 
forecasting using ANNs and compared it with auto regressive model. Auto regressive model 
proved to be less accurate as compared to ANNs. Many other researchers performed similar 
comparisons; however, it is difficult to compare results of any research to others since there is 
no standard test data set for a reasonable comparison. Reference  [59] suggests that as ANN 
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models are developed for a specific utility, their performance cannot be compared with others 
as it will not be meaningful. Moreover, there is no global model for load forecasting which can 
be applicable to all utilities with similar forecast accuracy, as the sensitivity factors of every 
forecast varies according to geography, weather conditions and econometric factors.  
An overwhelming majority of the present literature proposes that the ANNs are 
generally performing better than the conventional statistical techniques and research on load 
forecasting using ANN is dominating the future forecasting research [4].  
 Load Forecasting Using Smart Meter Data 
Although several methods and models are reported in the literature to forecast the electric power 
consumption, most of these models are based upon aggregated electricity consumption data 
without any classification of consumers. In the era of smart grids, the smart meter data provides 
multi-fold value to load forecasting. It enables utility to forecast load even at individual 
consumer level, at groups of consumers and at higher aggregation levels. The high granularity 
of smart meter enables the forecasting model to embed behaviour of the electricity consumption 
at individual consumer level. 
The smart meter data provides an opportunity to realize the concept of smart grid 
where more localized forecast in the presence of intermittent RES is highly desirable. However, 
in a distribution network at lower aggregation level, there are many challenges which need new 
approaches for load forecasting [4].  
Authors of [70] evaluated seven forecasting techniques using load data recorded every 
15 minutes and concluded that neural network-based methods and support vector machines 
perform best for forecasting. Reference [34] used smart meter data to improve the load forecast 
Chapter 2  Literature Review 
33 
 
accuracy by using k-means clustering to group consumer based on behaviour similarity. 
Authors of [71] used smart meter data of two hundred and twenty thousand residential 
consumers to develop segmentation schemes and used adaptive k-means clustering to identify 
representative load profiles. Authors of [72] identified smart meter data volatility due to high 
variability as a major problem in load forecasting. They [72] proposed a short-term memory-
based deep-learning forecasting framework to address the problem. Thus, new research avenues 
are being explored to forecast load using smart meter data to tackle the challenges of size and 
variability and volatility of data. 
The literature has shown that smart meter data can improve the forecast accuracy by 
using the clustering algorithms [34, 73]. However, the improvement in forecasting has a direct 
relation with the level of load aggregation [8]. At lower level of load aggregation (adding load 
of small number of consumers), noise, volatility and variability of data tends to be high which 
has an adverse impact on forecast accuracy. Importance of level of aggregation becomes 
paramount when the data is used for applications like DSM. 
From the literature, some of the identified forecast challenges using smart meter data 
include the noise, volatility and high variability of the smart meter data, size of data and 
determining the right aggregation level of load. New data handling and mining techniques need 
to be developed to address these challenges such that the data can be used for load forecasting 
and other smart grid applications. 
 Artificial Neural Network-Based Forecasting 
ANN is one of the artificial intelligence techniques that mimic the functionality of a human 
brain. ANNs are able to approximate the complex, hidden structures and data functions. They 
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are considered universal approximator for any continuous function. As discussed above, the 
ANNs are proving to perform better for load forecasting particularly with smart meter data. 
They can be considered multivariate, nonlinear and non-parametric methods that can map the 
relationship between a given sample of input and output vectors. 
Designing the ANNs based forecasting model requires selection of appropriate ANN 
architecture and according to [23] feed-forward multilayer perceptron (MLP) is one of such 
architectures that provides satisfactory results for load forecasting purpose. Typically, MLP 
have at least three layers, i.e. input layer, hidden layer and output layer. The number of hidden 
layers can be increased based on the performance of the neural network. Neural network tries 
to optimize the weights of the connections between the layers to minimize the error during the 
training of neural network.  The ability of a neural network to learn the optimum values of the 
parameters during the training process enables it to generate higher level of forecast accuracy 
as compared to traditional statistical techniques [64]. However, the accuracy of the neural 
network depends on selection of learning algorithm and activation function.   
An activation function transfers the output of one neuron of one layer as input of next 
layer neuron (depending on the network architecture) by limiting the output between 0 and 1 or 
between -1 and 1etc. (depending on the activation function). For a long time, the research 
around ANNs stalled because of difficulties involving non-linear activation function. This was 
primarily due to the fact that an activation function enables ANNs to map the non-linearity. The 
sigmoidal function is one of the most famous activation functions but tangent hyperbolic 
function has quickly taken its place [74]. With development of deep neural networks, new 
activation functions such as softmax, ReLU, leaky ReLU, SELU etc. are also becoming popular, 
however, deep neural networks are commonly applied in image recognition and other such areas 
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[74]. The Tanh function has a gradient stronger than sigmoid is commonly used for feed forward 
neural networks [75]. A Tanh function 𝑔 for an input 𝑢 can be given as in (2.16) [74]; 









ANNs commonly use error backpropagation (EBP) algorithm to train the network. 
EBP propagates the error back to learn and improve the parameters. Propagation of error is 
carried out through a learning algorithm. 
Selection of an appropriate learning algorithm is another key step in developing the 
ANNs based model for load forecasting. Commonly used learning algorithms include gradient 
descent, gradient descent with momentum [76],  Newton’s method [74], Quasi-Newton 
algorithm [77], Levenberg-Marquardt (LM) algorithm [78], etc.. Gradient descent is a simple 
and efficient algorithm which has the ability to work on the graphical processing units (GPU) 
which can enhance the training speed of the neural network. As discussed above, the learning 
in neural networks is commonly carried out using EBP algorithm.  Where the gradient of the 
cost function or the error is calculated and propagated back to the first hidden layer [12]. The 
weights and biases of the neural network are adjusted in accordance to the deltas calculated 
from the gradients [12]. The cost function used for load forecasting in neural networks is sum 
of square of errors. 
Selection of the appropriate input variables can significantly improve forecast 
accuracy. According to authors of [79], a highly significant term on its own does not necessarily 
generate a good forecast and it is the combination of input variables that can improve the 
forecast. Therefore, selection of input variables can be determined by checking sensitivity of 
combination of each variable. Two different approaches can be adopted in selection of variables 
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i.e. an incremental approach or decremental approach. According to the incremental approach, 
a model can be started with temperature as initial variable and then rest of the variables can be 
added incrementally [79]. The improvements by addition of each variable can help in deciding 
the best combination of variables. On the other hand, a decremental approach works in opposite 
manner by starting with a full model. The predictive capacity of each variable is tested by 
dropping it from the model [79]. Thus, least significant variables can be removed from the 
model by adopting a decremental approach. 
According to [66], the main difficulty in using the linear models for load forecasting 
is interpretation of the random nature of demand and its representation through mathematical 
equation in the model. ANNs’ ability to generalize and to detect inherent non-linearities of 
demand results in higher forecasting accuracy as compared to linear statistical models. 
Availability of large amount of energy consumption data, high efficiency, small amount of time 
needed to set up the system and better performance of ANNs, makes them suitable for future 
forecasting applications. A suitable architecture of ANNs can improve the forecast accuracy 
provided it is supplied with sufficient training data. The smart meter data can be used to forecast 
the load at lower hierarchical levels of power system, which can enhance the forecast accuracy 
by predicting for the consumers or group of consumers who do not follow the averaged system 
profile. 
 Demand Side Management 
Load forecasting provides utility with the estimation of the peak of load. If the demand increases 
beyond a certain level, the utility is required to turn on the peaking plants. The peaking plants 
are commonly of non-renewable (with exception of hydroelectric) type which are often 
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expensive to operate and high in carbon emissions. Integration of new technologies such as 
electrical vehicles, heat pumps, increasing level of load and growing penetration of RES has 
made demand management complex due to the new uncertainties [4]. 
An attractive alternative to meet the increasing demand can be incentivizing the energy 
consumers with monetary benefits to shift their load from peak hours to off-peak hours. This 
needs to be managed using bi-directional communication to optimize utilization of existing 
generation capacity. This leads to definition of demand side management (DSM) which can be 
referred to as any action taken to improve the energy system at consumption side [80]. 
Before advent of advanced metering infrastructure (AMI) and modern grid 
information and communication technologies (ICTs), the DSM was more ‘utility driven’, 
however, present day DSM is gradually becoming ‘consumer driven’ [80]. This is mainly due 
to the distributed generation of RES which has made the power system load driven that was 
generation driven in past. The ICT in smart grids enables the operator to monitor the operational 
conditions in real-time and to respond appropriately to ensure safe grid operations. 
DSM in the power industry mainly consists of load monitoring, analysis and response 
[81]. Load monitoring and analysis can provide significant benefit in the efficient resource 
utilization and response can help in increasing the reliability of smart grid. According to Faruqi 
et al. [82], five to eight percent of the installed generation capacity in Europe only handles peak, 
which occurs only one percent of time. Further, their [82] evaluation reveals that if this peak 
can be deferred to off-peak hours, savings in the capacity and transmission cost could be as 
much as 67 billion euros. Integration of modern technologies enables grid to monitor and 
analyse load and proactively respond to the arising system events with socio-economic benefits 
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such as carbon emission reduction, renewable energy sources integration, increased grid and 
consumer saving etc.  
 Smart Grid Communication 
Communication infrastructure plays an important role in implementation of DSM. The 
information and communication network in smart grids consist of different hierarchical 
networks. A home area network (HAN) communicates with appliances within a house whereas, 
a neighbour-hood area network (NAN) that communicates with HANs. Finally a wide area 
network (WAN) transmits metering data from all lower hierarchies to the central control centre 
[83]. Usually the WAN can cover area of tens of kilometres and requires high capacity 
transmission system.  
Different levels of communication network can employ different kind of 
communication technologies. Usually, the HAN considers Wifi, ZigBee and Bluetooth 
technologies due to short range of network i.e. within home and low volume of data to be 
transmitted [81, 84]. NAN has a different set of candidate technologies due to higher coverage 
area, high volume of data and cyber security issues. The candidate technologies include 
WiMAX, LTE cellular network and IEEE 802.22 broadband wireless regional network [85]. 
The WAN having to handle high volume of data as well as maintaining high level of security, 
usually considers LTE wireless network, fibre optic links and power line carrier (PLC) as high 
transmission capacity candidate networks [83]. 
 Optimization of Consumption Using Demand Side Management 
Optimization of consumption using DSM is an important feature to control the peak of the load 
in a smart power grid. The important decision that needs to be made by the operator is that, 
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what kind of modifications are required in the load shape to handle the peak? Load shape can 
be varied considering different objectives using different techniques for example peak clipping, 
load shifting, strategic load growth etc. [80]. Figure 2.4 shows different commonly used DSM 
techniques. 
 
  Demand side management objectives 
As it can be seen from the Figure, peak clipping tends to curtail the load demand at 
specific intervals i.e. peak hours, valley filling tries to increase the load during off-peak hours 
and load shifting shifts the load from peak hours to off-peak hours [64]. The conservation 
objective reduces the overall energy demand, strategic growth increases the load and flexible 
load shape objective makes the load shape flexible as required by the utility [64]. The objective 
of peak clipping and valley filling is to reduce the peak of load and load shifting can combine 
benefits of both by shifting the peak load to valleys by shifting load from peak hours to off-
peak hours [86]. 
Literature shows that the conventional primary objective of DSM is to reduce peak 
and operation cost [87]. If utilities can effectively incentivize the consumers, peak of load can 
be reduced, which can benefit the utility by achieving savings in operational costs and possible 
Chapter 2  Literature Review 
40 
 
saving in infrastructure investment. It can benefit consumers as well by reducing their energy 
consumption cost in response to the pricing signals [64]. However, the smart grids operational 
paradigm has changed from a load lead paradigm to a generation lead paradigm. Previously, 
the generation was adjusted to support the load and at present the load can be managed to follow 
the generation. In such situation where the penetration of RES is increasing, the need for 
flexibility necessitates proactive use of DSM to ensure secure operations of power system. 
However, while dispatching the load using DSM, network limitations must be considered. DSM 
can potentially provide the network with required flexibility but improper DSM can lead to 
network issues including line capacity and network congestion issues. 
The load shifting technique is widely used in literature with focus at appliance level 
using home energy management systems (HEMs) [88]. With HEMs, a consumer can respond 
to the signal generated by the system operator to optimize consumer saving. Consumers 
implement load shifting by switching off or on their deferrable loads in response to some signal 
from the utility. Time-of-use tariff is commonly applied by utilities to encourage load shifting 
from peak hours to off-peak hours. Details of dynamic pricing is given below. 
2.4.2.1 Dynamic Pricing 
Dynamic pricing refers to the idea of price of electricity varying at different times. It is 
considered as most effective way to manage demand by incentivizing consumers. Most 
commonly reported dynamic pricing schemes include time-of-use (ToU) pricing, critical 
peaking pricing (CPP) and real time pricing (RTP) [64]. Rates of ToU vary with the time i.e. 
higher rates during peak hours and lower rates during off-peak hours. This will encourage the 
consumers to shift load from peak hours to off-peak hours to increase their savings. User has 
prior knowledge about the duration of high and low prices, which enables them to schedule 
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their energy consumption [64]. ToU tariff is pre-determined for peak and off-peak hours, 
therefore sometimes it is argued that ToU is not a true dynamic price. However, many 
researches consider it as dynamic pricing scheme [64]. 
CPP is a pricing signal, which is applied only on the event days and is a less pre-
determined variant of ToU. It can potentially defer construction of new infrastructure that will 
be used only for very short duration of time. RTP is relatively new pricing scheme where the 
utility can send pricing signals to consumer in near real-time and consumer can adjust their 
loads according to the signal and their comfort. RTP provides the utility with higher flexibility 
in managing the demand but at the same time, it requires an active consumer participation that 
can lead to consumer discomfort as well [64]. However, the RTP pricing signals should be 
transmitted to selected consumers so that the limitations of infrastructure including issues due 
to RES are not violated. 
2.4.2.2 Distributed Energy Resource and Demand Side Management 
The feed-in tariff has encouraged consumers to shift from being a consumer to prosumer. This 
provides them with an opportunity to consider different types of energy sources including 
energy storage that can be installed at their premises. This in turn, reduces their dependency on 
the power grid but increases the uncertainty in the behaviour of load due to stochastic nature of 
intermittent RES. DSM relies highly on the accuracy of forecast and efficient management of 
load is only possible with an accurate prediction of the load.  
Optimal utilization of RES is another issue, which has attracted a lot of attention from 
researchers [64]. DSM research should consider impact of RES integration in the system to 
incorporate the uncertainties in load and generation. 
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 DSM Target Consumer Identification 
Application of the DSM techniques discussed above has become possible only with the advent 
of AMI. For DSM before the advent of AMI, decisions regarding DSM (pricing etc.) were made 
based on monthly reading of energy consumption. The smart meter provides the opportunity to 
identify individual consumers for application of DSM. However, it is a difficult task to identify 
particular consumers, who contribute to the peak of load, amongst thousands of consumers. 
Authors of [89] used time-series clustering and entropy analysis for consumer behaviour 
identification. K-means clustering was used in [90] to identify the consumers for DSM 
campaign. Consumers contributing to the peak of load were identified in [91] using k-means 
clustering and it was observed that identification of load shapes can be achieved using basic 
statistical techniques.  
The researches referenced above identify the target consumers based on their peaks 
i.e. if the peak of the cluster coincides with the peak of system, the consumers are considered 
as target consumers. This can result in the selection of clusters with a high number of consumers 
resulting in high uncertainty in terms of demand response. Moreover, reference [92] stressed 
upon importance of load forecasting for DSM application which is often ignored. Load 
forecasting at lower hierarchical levels of the network can potentially provide a forecast for the 
consumers or group of consumers that have different energy consumption behaviour and can 
play a significant role in load shifting by participating in DSM. Therefore, new approaches are 
required for consumer identification and these studies need to incorporate the uncertainty in 
terms of consumer participation as well as load forecasting.  
 




A comprehensive literature review of different techniques used for data clustering, load 
forecasting and DSM is presented. Different clustering algorithms and cluster validity indices 
are discussed. Need for clustering techniques considering application-oriented cluster validity 
indices is identified as the potential research gap. Moreover, challenges for load forecasting at 
lower aggregation level of load in shape of noise, volatility and high variability in smart meter 
data profiles are highlighted. The last section of the chapter discusses different aspects of DSM 
and the uncertainty due to RES. It highlights the importance of load forecast for DSM and the 
need for identification of appropriate consumers for DSM application.




3  Extended k-means Clustering for Load Profiling 
In this chapter, an extended k-means clustering algorithm is presented. Recursive use of k-
means clustering algorithm is implemented by adopting an approach similar to divisive 
hierarchical clustering [13]. Two new stopping rules are formulated to automate extraction of 
clusters. The contribution of the research described in this chapter includes the approach to 
exploit the smart meter data to generate clusters that have high intra-cluster pattern similarity. 
These clusters are used to develop typical load profiles. The typical load profiles represent the 
group of consumers at the distribution network level and are suitable for use in smart grid 
applications including load forecasting [34] and demand side management (DSM) [92] etc. A 
case study using the smart meter data from the Irish Commission for Energy Regulation (CER) 
Smart Metering Project [93] validates the applicability and robustness of the extended k-means 
clustering algorithm. 
 
  Complexity of Smart Meter Data 
Before large scale deployment of smart meters at the consumer level, load profiles for different 
classes of electricity consumers in the United Kingdome (U.K.) were developed using 2500 
samples of customers having smart meters with half hourly recording smart meter [94]. 
Consumers were divided into eight different classes and typical load profiles were generated 
for each class. However, the integration of renewable energy sources (RES) and demand side 
management (DSM) require granular load information with high accuracy to help the system 
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operator in making the appropriate decision in real-time. At the distribution level, the load 
profiling methods traditionally aggregate the consumers’ load profiles due to unavailability of 
the detailed consumer energy consumption. The aggregation of load profiles at such a higher 
level can result in misclassification of consumers, loss of detailed information and 
characteristics of the load patterns [4]. An accurate and timely half hourly consumption data 
from smart meters can help in efficient implantation of DSM by helping the utility in deciding 
a suitable DSM strategy with a higher degree of confidence [95]. 
One of  the major benefit of the granular smart meter data for utility is  the opportunity 
to analyse the consumer load patterns with increased visibility in the distribution network [4]. 
Utilities are moving towards smarter grids with smart meters to incorporate RES, ensure reliable 
energy supply, optimize the existing infrastructure to reduce the need for new infrastructure and 
expansion of the network, and to give consumers control over their energy use. However, the 
smart meters pose great data challenges by generating unprecedented data volume, speed and 
complexity [96]. Utility companies must handle these challenges and use advanced analytics to 
transform this data into actionable insight [96]. Mathematically, smart meter data of a consumer 
can be presented as in (3.1)  [13]. 
𝑦𝑐 = [𝑦0(𝑥), 𝑦1(𝑥),… , 𝑦𝑚(𝑥)] (3.1) 
where 𝑦𝑐 is load profile of a single consumer consisting of 𝑚 time series record. The variable 
‘𝑦𝑚’ represents the energy consumption magnitude at the time step 𝑥𝑚 If f is the vector-valued 
function of 𝑦 and its derivatives, then mathematically 𝑦 can be formulated using a system of 
ordinary differential equations of order 𝑛 and dimensions 𝑚 as in (3.2) [13]. 
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𝑦0 = 𝑓0(𝑥) = 𝑎1𝑥0 + 𝑎2𝑥0
2 + ⋯+ 𝑎𝑛𝑥0  
𝑛  
𝑦1 = 𝑓1(𝑥) = 𝑎1𝑥1
′ + 𝑎2𝑥1
2′ + ⋯+ 𝑎𝑛𝑥1  
𝑛′  
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𝑦𝑐 = [𝐹] = [𝑋][𝐴] (3.4)  
The mathematical formulation of a single consumers load profile as given in (3.3), 
shows that the energy consumption function of a smart meter data is highly non-linear and 
modelling such level of non-linearity is a complex task. The complexity for a system operator 
increases proportionally with an increase in the number of consumers. The transition from a 
single monthly energy reading to energy readings every 30 minutes can produce up to 48 
million records per day for every million consumers and the U.K. is aiming to provide more 
than 50 million consumers with smart meters by 2020 [97]. According to authors [96] it is 
estimated that 1 million smart meters will produce 1.3 TB data and storing and processing such 
volume of data adds to the existing data complexities. 
Handling big data brings new computational challenges and extraction of knowledge 
from the information present in the shape of the big data poses even more challenges. However, 
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it is not possible to analyse each consumer’s load profile at the individual level due to the 
computational resources and time required for such a large amount of data. Therefore, typical 
profiles of consumers are required that can represent standard consumer energy consumption 
patterns for use in power system studies. Extraction of such typical profiles from voluminous 
data is a multifaceted challenge that requires computational techniques for data feature 
extraction and data abstraction [2]. 
Such challenges can be dealt with the use of advanced data mining techniques such as 
decision tree induction, support vector machines, neural networks, data clustering etc. [22]. 
Data mining seeks to extract important data features from large, noisy, real-world databases, 
which can potentially have high inconsistent and missing entries. As the smart meter data is 
unlabelled and no prior classification information is available, unsupervised data mining 
techniques can be used to extract the required profiles. Data clustering is a commonly used 
technique in the domain of load demand profiling for electricity consumers [98] and its 
application in load demand profiling is discussed in the proceeding section. 
 
 Data clustering 
Data clustering is an unsupervised learning technique that has the ability to determine the 
intrinsic groups in unlabelled smart meter data [2]. Added advantage of the data clustering is 
its ability to detect data anomalies. It does not require any prior knowledge and can group 
consumers based on their load patterns [40]. Different clustering algorithms are used for load 
demand profiling in power systems but k-means clustering algorithm [34, 99-101] and its 
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variants have proven to be most effective for load demand profiling in many comparative 
studies [98, 102-104].  
Hierarchical clustering has an advantage over k-means clustering i.e. it does not require 
number of clusters to produce a clustering solution [42]. This does not necessarily outweigh the 
disadvantages, which are present in the form of high computation time, complexity of the 
algorithm, complexity of selection of the linkage criteria and disregard for global shape or size 
of cluster [42]. A detailed discussion on the k-means clustering is presented below.  
 k-means Clustering 
k-means clustering is one of the most popular clustering algorithms which finds its applications 
in many domains including power systems and particularly categorization of electric load [45]. 
Researchers have used k-means clustering algorithms for electricity load profiling and studies 
have shown the k-means clustering algorithm to be better than many other clustering algorithms 
[98, 102, 103]. For example, reference [105] compared k-means, hierarchical, k-means and 
fuzzy c-means clustering techniques for electric load profile classification and established that 
amongst these techniques, k-means clustering was superior to others in terms of processing 
speed and robustness. The simple operating principle, fast processing speed, robust to temporal 
resolution effects and efficiency in shape preserving [104, 105] makes k-means favourable for 
clustering the electricity consumer load demand profiling. 
 k-means Clustering Working Principle  
k-means clustering is a simple and robust partitional clustering algorithm. This algorithm 
assigns each pattern to nearest centroid i.e. cluster centre. A conventional k-mean clustering 
algorithm follows principle as shown in Figure 3.1 [10].  




 k-means clustering process flowchart [10] 
As shown in figure 3.1, k-means clustering is divided into 3 stages. As the first stage of 
k-means clustering, the input data is pre-processed which involves sorting the data into a format 
where the application of k-means clustering is possible. Real-world smart meter data requires 
data sorting to sort and re-arrange into a form where the application of a clustering algorithm is 
possible. The data is re-arranged into a 𝑛 × 𝑝 matrix to make the data format compatible with 
clustering application. The 𝑛 is number of rows which represents number of smart meter 
consumers in the dataset and 𝑝 represents the number of columns which in this case are data 
features. 
 Data pre-processing 
Select distance measure & select number of clusters 
Associate each data sample to 
nearest cluster centre 
Re-compute the cluster centre 
with new cluster members 
Convergence 
Criteria met? 





    Stage-III 
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Apart from re-arranging the data, removing missing and erroneous data, and detection 
of outliers is performed as part of k-means clustering to ensure data quality. Another pre-
processing step involves scaling the data between 0 and 1 to remove effect of magnitude. 
However, in some applications like DSM, representation of magnitude of electricity demand in 
a cluster is as important as the representation of patterns. Applications like DSM require 
reflection of consumer pattern as well as magnitude to select DSM target consumers and 
potential strategies.  
Different distance measures used for k-means clustering include Euclidean distance, 
Squared Euclidean distance, Minkowski distance and Mahalnobis distance as shown in  Table 
2.1 (Chapter 2, Section 2.2) [23]. However, due to its ability to detect strays, squared Euclidian 
distance is one of the most popular and commonly used distance measures [52]. It uses the sums 
of squares of distances to compute the distance between a cluster member and cluster 
centroid. For two different data point xi and xj, squared Euclidian distance [52] can be 
mathematically represented by (3.5) [13]. 





The ability of squared Euclidean distance to notice outliers makes it more favourable 
for k-means clustering. The second stage of k-means clustering includes selection of the 
distance measure and selection of number of clusters. A detailed discussion selection of 
appropriate number of clusters is given in chapter 2 (Sections 2.2.4 and 2.2.5). Other parameters 
that require to be specified include a number of iterations and repetition of the algorithm to find 
the global optima. 
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After selection of number of clusters, the third stage starts with random allocation of 
number of centroids (cluster centres) equal to the number of clusters. The data points nearest to 
each centroid are allocated to the centroid. After allocation of the data points, the position of 
centroids is re-computed to minimize the distance between the cluster members and the 
centroid. As a result of change in centroid position, the data points change their affiliation of 
centroid. Thus, at each iteration, membership of a cluster can change. In this stage, k-means 
tries to minimize the error function that can be given as in (3.6); 






where 𝜇(𝐶𝑖)is the centroid of cluster 𝐶𝑖; 𝑑(𝑥, 𝜇(𝐶𝑖)) shows the distance between data point x 
and the centroid of cluster 𝑖. Calculation of the distance depends on the selected distance 
measure.  
k-means clustering will re-iterate the process untill it finds the minimum value of the 
error, 𝐸. Once the k-means clustering algorithm finds optimum clusters with minimum value 
of 𝐸, the cluster membership will not change. This will indicate that the algorithm has 
converged to a solution. Finally, the k-means clustering algorithm records the results of 
clustering. 
Although the principle of k-means clustering is simple, however, the algorithm faces 
some challenges including selection of number of clusters and convergence to local minima. 
These are discussed below in detail. 
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 Number of Clusters 
Selection of number of clusters i.e. 𝑘 is an important issue that is often contentious. Different 
methods of selection of 𝑘 are used but the most commonly used ones include the elbow method 
and X-means clustering [50]. The elbow method determines the number of clusters by 
explaining the percentage of variance as a function of 𝑘. X-means clustering [50] keeps splitting 
the clusters unless the Akaike information criterion (AIC) or Bayesian information 
criterion (BIC) are reached. The computation involved in X-means makes it complex and 
expensive method, which sometimes makes it unfavourable for use in clustering big data sets. 
Selection of number of clusters is a factor, which is data and application driven. It is 
governed by the definition of an appropriate cluster that can only be defined by either the 
application of the clusters or by an expert in the domain. For example, for demand side 
management (DSM) application, the required level of detail of load variation is significantly 
higher than that of power system reliability. Therefore, domain and application-based criteria 
can possibly present a better solution for the selection of 𝑘 for use in the particular domain. 
 Convergence to local minima 
k-means clustering is sensitive to the initialization of the centroid [43]. The initial position of 
the centroid can lead to sub-optimal solution. Poor results can be avoided by performing 
clustering sufficient times with new random seeds each time for initialization of centroids at 
different starting positions [106].  
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 Extended k-means Clustering 
The above discussed issues require new approaches to extend the use of k-means in the adoption 
of big data like electricity consumption data clustering for power system applications. Aim of 
electricity consumption data clustering is to extract clusters from the data that not only achieve 
high intra-cluster pattern similarity but also isolate the outliers. However, intra-cluster pattern 
similarity is highly dependent on the number of clusters. 
Applications of k-means clustering usually do not contain any explanation or 
justification for selecting pre-specified values for 𝑘 [13]. As discussed in the literature review 
chapter 2 (section 2.2.5) different cluster validity indices can be used to validate the clustering 
solution. The relative criteria proposes different cluster validity indices including Caliński and 
Harabasz index [57], Davies-Bouldin index [107] and Silhouette index [41]. However, these 
methods tend to evaluate the value of 𝑘 from the pre-specified range of numbers. Rather than 
allowing the data to dictate the number of clusters, a judgement is made based on pre-specified 
assumptions of a number of clusters. Therefore, a new approach is required to adopt the number 
of clusters for load demand profiling based on the pattern similarity in the data to be clustered. 
The three cluster validity indices i.e. Caliński and Harabasz, Davies-Bouldin and 
Silhouette index were used in the initial case study to evaluate the best values of 𝑘 using the 
smart meter data from [93]. Empirical evaluation reveal that although these criteria define the 
compactness of the clusters for general data clustering purposes, they are still not able to 
meaningfully discriminate the dissimilarity in the patterns of the volatile smart meter data [13]. 
This is primarily due to the level of intra-cluster pattern similarity required in specific 
applications [13].  
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To resolve the issues faced by the standard k-means clustering algorithm, an extension 
of the existing k-means clustering is proposed in this research. The approach is inspired by 
divisive hierarchical clustering, which initially considers the entire dataset as a single cluster 
and keeps splitting each cluster into two clusters until each data point represents a cluster [20]. 
This approach resembles the classification process in the human brain [21]. The divisive 
hierarchical clustering is not commonly used due to their computational complexity and in 
addition, divisive hierarchical clustering cannot undo the splitting of clusters once it is done 
[41]. On the other hand, recursive application of k-means on the smart meter data can produce 
divisive hierarchy that is based on the construction of a binary tree [13]. 
The existing k-means clustering requires to be extended for recursive application and 
thus the new clustering algorithm is called extended k-means clustering algorithm. However, 
the splitting of clusters should be subjected to certain rules, which can define concept of a 
meaningful cluster for the specific application. This will eliminate the requirement for pre-
specified cluster numbers that is a major issue with k-means clustering. 
Different stopping rules are used in hierarchical clustering and are discussed in chapter 
2 (Section 2.2.5). However, these rules are not suitable for k-means clustering due to the 
intensive computation involved in calculations. Therefore, new stopping rules are required to 
extract clusters which can be used in load forecasting and DSM.  
Having a high number of clusters can potentially produce more compact clusters but it 
can render the clustering process futile a with large number of clusters. Thus, a balance between 
the number of clusters and pattern similarity must be maintained to minimize the compromise 
on the accuracy while reducing the data [13].  Therefore, there should be a threshold number of 
consumers below which the cluster should be considered having sufficient intra-cluster pattern 
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similarity [13]. However, determining a minimum number of consumers in a cluster requires 
some empirical evaluation. As discussed in chapter 2 (Section 2.2.4), visualization of data can 
help in understanding the data and potentially lead to discovery of certain features of data. 
Moreover, data visualization can be considered as most direct method to estimate number of 
clusters. However, a large number of samples and the dimensionality of the data poses 
challenges. A small experimental data can be used to visualize the data and to decide the 
efficacy of clustering [54] and from multiple experiments, inference on the minimum number 
of consumers in a cluster can be made.  
From initial clustering trails using k-means for clustering the smart meter data, it is 
deduced that the intra-cluster pattern similarity of clusters having less than one percent of the 
total population becomes sufficient for pattern extraction [13]. Therefore, if during the recursive 
application of k-means clustering, the number of consumers in a cluster become lower than one 
percent of the total population, the cluster will not be sub-divided and considered as final 
cluster. The condition of having a minimum or lower number of consumers in a cluster defines 
the first stopping rule for the recursive application of k-means.  
Although, the first stopping criterion stops the clustering process from dividing into too 
many clusters, there is a possibility of having cluster having high number of consumers and 
high intra-cluster pattern similarity as well. Therefore, an additional stopping rule is required 
that can reflect the intra-cluster pattern similarity. A second stopping rule is defined based on 
the notion of intra-cluster pattern similarity. The commonly used measure of similarity of two 
load curves for the purpose of load forecasting in power systems is mean absolute percentage 
error (MAPE) [108] which can be given as in (3.7)  













where Ek is the error of cluster k with respect to mean of cluster centre µ(Ck) and Cki represents 
the consumer ‘i’ of cluster k and m represents total number of consumers [13]. 
The second stopping rule is based on the saturation of MAPE in a cluster. At each stage 
of the ramification of the cluster, the MAPE is computed for both parent and child clusters. 
During the process of re-clustering, the MAPE declines towards a minimum, beyond which it 
saturates such that [13]; 
𝐸𝑝 ≥ 𝐸𝑐 (3.8) 
where Ep is the error of the parent cluster and Ec is the error of the child cluster and (3.8) gives 
the stopping rule 2. Therefore, if the re-clustering process does not satisfy stopping rule 1, the 
re-clustering process is continued to determine the minimum MAPE, i.e. saturation level of 
MAPE. An important aspect of the second stopping rule is splitting of clusters and then deciding 
that the previous cluster should not have been split. The ability of the algorithm to retrieve the 
previous cluster makes it superior to the divisive hierarchical clustering. The flow chart for the 
extended the k-means clustering by incorporating both stopping rules is given in Figure 3.2. 
[13].  





 Extended k-means clustering algorithm (adopted from [13]) 
From Figure 3.2, the entire process is divided into three stages. At first stage, the data 
pre-processing is carried out. Data pre-processing is discussed in detail in section 3.2.2. At 
second stage, the k-means clustering algorithm is applied with value of ‘k’ i.e. number of 
clusters as 2. The third stage evaluates the clusters against the stopping rule. At first, it is 
checked whether the clusters generated have number of consumers less than 1% of the total 
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population, if true, the cluster is considered as terminal cluster. Otherwise, the cluster is checked 
against the second stopping rule i.e. value of MAPE in parent and child clusters is compared. 
Naturally, the MAPE declines with splitting of clusters as the clusters become more compact. 
If MAPE of the child cluster becomes higher than the parent cluster, i.e. the MAPE saturates, 
the cluster is considered as terminal cluster otherwise the child cluster is sent back to second 
stage. The child cluster sent back to the second stage will be considered as parent clusters and 
recursive application of k-means clustering will be continued on all the child cluster which do 
not meet one of the stopping criterions. Eventually all clusters will meet one of the stopping 
criterions. All of the terminal clusters are saved as final cluster for extraction of load profiles. 
Thus, by combining the speed and efficiency of k-means and divisive hierarchical approach 
clusters having high intra-cluster pattern similarity are extracted. The algorithm allows data to 
dictate the number of clusters which produces more meaningful clusters for load forecasting. 
The extended k-means clustering process divides the entire population into two clusters 
such that some consumers, which can be represented as 𝐹𝑐1, 𝐹𝑐5, 𝐹𝑐12, 𝐹𝑐13, 𝐹𝑐18, … are in one 
cluster, while the other consumers represented as 𝐹𝑐2, 𝐹𝑐3, 𝐹𝑐4, … are assigned a second cluster. 
The re-clustering process again splits each cluster into two such that the two clusters resulting 
from division of cluster one become 𝐹𝑐1, 𝐹𝑐12, 𝐹𝑐15, … and 𝐹𝑐5, 𝐹𝑐13, 𝐹𝑐18, ….. Similarly, each 
cluster is subdivided until all clusters meet one of the stopping criteria. A typical cluster is 
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 Average Demand Profile 
The clusters generated from the above-discussed extended k-means clustering are used to 
generate average demand profiles. The average demand profiles represent each cluster using a 
single profile and thus reduce the data burden from thousands of profiles to a few. An averaged 








where 𝑃𝑐𝑘 represents load profile for cluster 𝑘, 𝑛 is the total number of consumers in the cluster 
𝑘 and 𝐹𝑖 represents the profile of consumer 𝑖 in cluster 𝑘. 
The profile developed using (3.10) are referred to as typical load profile for the cluster. 
This profile can be used for many system studies including load modelling [109], load 
forecasting [75], system contingency and reliability studies [110] etc. These studies tend to 
incorporate the distribution system level data to incorporate the impacts of load patterns in the 
system studies by clustering large datasets for data reduction. The representative profiles of the 
clusters reduce the computational burden by representing the entire members of the cluster by 
a single profile. 
 A case study is simulated using the real-world smart meter data to validate the 
clustering approach developed in this research i.e. extended k-means clustering. Details of the 
case study are given in the proceeding section. 
Chapter 3                      Extended k-means Clustering for Load Profiling 
60 
 
 Extended k-means Clustering Application and Validation 
To validate the applicability of the extended k-means clustering algorithm, a case study 
is conducted by incorporating a dataset from Irish Commission for Energy Regulation (CER) 
Smart Metering Project [93] (available from Irish Social Science Data Archive (ISSDA)). The 
Smart Metering Electricity Customer Behaviour Trials (CBTs) took place during 2009 and 
2010 with over 5,000 Irish homes and businesses participating [93]. The data set used in this 
study consists of 6 comma-separated values (CSV) files with 180 million rows of data for more 
than 5,000 consumers. The data consists of 25,728 time series half-hourly records of energy 
consumptions for each individual consumer including domestic and small businesses 
consumers for 1.5 years starting from the first of January 2009. The details of the dataset are 
given in Appendix A.  
According to reference [111], ‘Big Data concern large-volume, complex, growing data 
sets with multiple, autonomous sources’ and according to this definitions, the smart meter data 
qualifies as Big Data [4]. However, due to the limited size of dataset i.e. only 25,728 time series 
records, the dataset does not require adoption of special platforms required by Big Data. 
MATLAB platform is used to convert the data from the comma-separated values file format to 
MATLAB format. The data is sorted into 𝑛 × 𝑝 matrix form to ensure compatibility with the 
requirement for application of k-means clustering. Each row of the dataset represents a 
consumer whereas the columns represent the features or time step. 
The next step involves the application of extended k-means clustering. To validate the 
applicability and robustness of the clustering algorithm, three different scenarios of clustering 
are considered. Three scenarios include a weekly scenario, which shows higher level of 
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variations in the load to model weekly load profiles and can be used for applications requiring 
short term load profiles, for example, demand side management. A monthly scenario that 
captures the seasonal trends with a broader horizon is considered as the second scenario and 
finally third clustering scenario considers clustering for an entire year which can be used in 
long term system studies like load forecasting. The dataset considered in this study contains 
only one year of data so that all of the scenarios can be compared. 
In the first scenario, the pre-processed data is clustered on a weekly basis. The load data 
for one year is divided into 52 weeks. Thus, 52 clustering solutions were generated for the first 
scenario. The profile for each week with a temporal resolution of 30 minutes has a 
dimensionality of D = (60×168)/30 i.e. 336 [13]. 
In the second scenario, the time window for the clustering process is enhanced from one 
week to one month to capture the seasonal effects for medium term studies. The dataset is split 
into 12 segments depending on the duration of each month. Clustering is performed on a 
monthly basis using one year’s smart meter data. Each monthly load profile has different 
dimensionality depending upon the days in the month for example, for January (31 days) the 
dimensionality will be D = (60×744)/30 i.e. 1488 and for February 2009 (28 days) the 
dimensionality will be D = (60×672)/30 i.e. 1344 [13]. 
Thirds scenario simulated clustering of entire population for one year. The temporal 
resolution remains unchanged and the dimensionality, for third scenario is very high as 
compared to other two scenarios i.e. D = (60×24×365)/30 i.e. 17520 [13] . 
In all three scenarios of clustering, there were several clusters with only one or two 
consumers. Such clusters can result from high magnitude of the load or due to error in data 
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collection [24]. It is possible for some smart meter consumers to have unique energy 
consumption pattern, which does not resemble any other consumer. The extended k-means 
clustering explores the smart meter data deep enough to identify consumers with unique energy 
consumption patterns that are statistically termed as outliers [13]. Apart from the uniqueness of 
the patterns, the outliers can potentially result from bad data [24]. Moreover, from these 
clusters, there were certain clusters that contained zero values for long duration. All such 
consumers which are considered outliers or have missing or zero value, are excluded from the 
dataset to ensure high data quality. 
As the variability of load demand is higher in the first scenario, it produces highest 
number of clusters. This higher variability is captured in extended k-means clustering due to 
short span of the time and consequently the patterns tend to have higher MAPE, which results 
in higher number of clusters. The clusters produced using the weekly clustering data tend to be 
more compact and have high intra-cluster pattern similarity as show in Figures 3.3 to Figure 
3.8. 
The Figures 3.3 to Figure 3.8 show that the clusters resulting from the extended k-
means cluster are compact and consumers having similar patterns are clustered into same 
cluster. The dominant pattern can be clearly identified by visual inspection of the plot of the 
cluster and profiles of the clusters are also presented in the Figures using bold black lines. The 
plotted Figures i.e. Figures 3.3 to Figure 3.8 are randomly selected from different weeks and 
clusters in those weeks. It can be observed from Figures 3.3 and Figure 3.6 that the pattern of 
both clusters seems to be similar. Their profiles show almost similar pattern but with difference 
in the magnitude of energy consumption. The cluster in Figure 3.3 is selected from week 17 
whereas cluster in Figure 3.6 is selected from week 34 and similarity of the pattern shows that 
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both clusters might have same consumers with variation in level of their energy consumption. 
This shows that the clustering solution produced using extended k-means clustering algorithm 
is robust and can identify similar patterns over different period in time. 
 
 
 Plot of Cluster 11, week 17 
Grey lines show load profiles of the individual consumers in the cluster and thick black line 






 Plot of Cluster 24, week 25 
Grey lines show load profiles of the individual consumers in the cluster and thick black line 
shows the typical load profile for the entire cluster 





 Plot of Cluster 5, week 30 
Grey lines show load profiles of the individual consumers in the cluster and thick black line 








 Plot of Cluster 22, week 34 
Grey lines show load profiles of the individual consumers in the cluster and thick black line 
shows the typical load profile for the entire cluster 
 





 Plot of Cluster 12, week 45 
Grey lines show load profiles of the individual consumers in the cluster and thick black line 




 Plot of Cluster 11, week 52 
Grey lines show load profiles of the individual consumers in the cluster and thick black line 
shows the typical load profile for the entire cluster 
The second scenario produced lower number of clusters as compared to the first 
scenario. With the longer time span, the clusters tend to be less compact and the MAPE 
saturation level is achieved with higher number of consumers as compared to the first scenario. 
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A similar trend has been observed in third scenario where the number of clusters produced from 
extended k-means clustering are lowest [13].  
The simulations for all three scenarios are repeated several times to verify the 
consistency of the results and stability of the solutions provided by the algorithm. The 
simulation showed consistent clusters for all scenarios, which shows that the extended k-means 
clustering algorithm produces clusters that are dictated by the data. The intra-cluster similarity 
of the patterns is evident from visual inspection of weekly clustering results. Thus, extended k-
means clustering approach provides robust clustering solution with clusters having consumers 
with high intra-cluster pattern similarity.  
 Summary 
An innovative clustering approach is presented in this chapter. The approach extends the 
existing k-means clustering algorithm by generating binary trees of clusters using recursive 
application of k-means clustering. Two stopping rules are formulated to stop the splitting of the 
clusters such that compact clusters with high intra-cluster patterns similarity can be extracted. 
The proposed algorithm is validated using real-world smart meter data by simulating three 
clustering scenarios. The results for all three scenarios validate the applicability, stability and 
robustness of the proposed clustering approach by producing compact clusters having high 
intra-cluster patterns similarity.




4  Novel Load and Generation Profiling Approach  
In this chapter, novel approach for modelling the load profiles is proposed. Raw load profiles 
extracted from smart meter data using extended k-means clustering are used to model them into 
the proposed alternative profiles. A mathematical framework is proposed to model these 
alternative profiles which are concatenation of linear profiles and can be used for different 
applications including Monte-Carlo simulation applications, load forecasting and demand side 
management. The proposed approach of alternative load profiles is extended to model 
intermittent renewable energy sources (RES) profiles into alternative generation profiles to 
reduce the variability of the intermittent RES profiles.  
The major contribution of the research described in this chapter includes the 
development of novel load profiling approach and innovating the approach for RES generation 
profiling. The proposed approach can reduce complexity, noise, variability and volatility of 
smart meter data and due to linear nature of proposed profiles, increase convexity for use in 
energy optimization. Case studies are simulated to validate use of proposed approach in power 
system applications.  
 Demand Profiling in Big Data Era 
Conventional load profiling in power grids has mainly focussed on the development of 
techniques for consumer characterization [112]. However, with large scale deployment of smart 
meters, the computational burden has become manifold. Increased data resolution inevitably 
brings the increased volumes of data at high frequency with added data complexity which 
Chapter 4 Novel load and Generation Profiling Approach 
68 
 
impacts the efficiency of data processing [113]. In the era of smart grids, the planning horizon 
has become narrow with sudden variations in RES generation and deployment of new 
technologies like electric vehicles, heat pumps require more data to ensure high accuracy but 
faster decision with efficient computation and lesser processing time [13]. The smart grids need 
to perform localized studies to implement distributed control but with millions of smart meters, 
the computational and data complexity pose great challenges for such studies. 
Although the accuracy of system study relies on the load model being reflective of the 
actual network loads, direct use of big data of smart meters for detailed large-scale simulation 
is computationally expensive [13]. Data mining techniques, particularly data clustering reduces 
the burden of big data of smart meter by creating clusters of similar load profiles. Apart from 
the size of data, noise, volatility and high variability of smart meter data particularly adds to the 
existing complexity of the data functions and consequently, the efficiency and accuracy data 
driven application in power systems is significantly affected. Moreover, smart meter data is 
becoming heterogeneous with increasing integration of intermittent RES, making it more 
volatile and variable. 
The highly non-linear complex energy profiles prove to be computationally expensive 
and difficult to handle directly by linear system study methods particularly for power system 
applications that are purely data driven [114]. In smart power grids, modelling energy 
consumptions at every node is challenging, particularly for applications requiring linear 
processing of the non-linear data functions. The high-resolution smart meter data provides 
granular information about consumers’ load and can yield better results if used for studies that 
incorporate load data. Thus, the key challenge in modelling smart meter data is the 
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determination of an appropriate representation of the load to decrease uncertainty margins with 
reduced complexity and computational burden [13] . 
Considering the aforementioned, this research proposes a novel and uniform approach 
to model the load profiles extracted using extended k-means clustering. The approach simplifies 
the complexity of data while maintaining the precision of representation close to the original 
data as compared to conventional linear approximation techniques. The approach proposes an 
alternative representation of the load profiles resulting from the extended k-means clustering 
by modelling them as concatenation of linear profiles. The new refined load profiles are 
hereafter called alternative profiles and the development process of alternative profiles for smart 
meter-based demand profiles as well as RES generation profiles is described in proceeding 
sections. 
 Development of Alternative Load Profile  
Challenge of large volume of data of thousands of smart meters can be managed by data 
clustering for extraction of averaged load profiles. However, issues of noise, volatility, 
variability and complexity of data persist despite clustering of smart meter data. This limits 
linear processing of this data in different linear methods of power system studies [13]. In order 
to address these issues, researchers have used linear approximation of the load curves such that 
non-linear problems can be solved using linear techniques such as linear programming [115].  
The energy data generated from the smart meter is deemed proportional to load data 
[116]. The hourly smart meter energy data is considered equivalent to load data, as the 
magnitude of total energy and power consumption during the hour is the same [116]. Many 
researchers have tried to linearize the load profiles. Load curve linearization in a multiple 
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energy system was achieved using the the Douglas-Peucker algorithm for use in expansion 
planning by reference [115]. Often the linearization if carried out by selecting typical days 
instead of the full year [117, 118] or by using a stepwise approximation of load duration curve 
[119]. However, authors of [120] argue that although stepwise approximation of the curves 
should be carried out as close to the original curves as possible and they recommend to select 
typical days due to computation burden thus avoiding the linearization of yearlong curves [13]. 
Review of literature shows that no study has been conducted in power systems using 
smart meter data to address these issues. Linearization of load profile at a higher aggregation 
level using substation load profile is much different than smart meter-based load profile. 
Conventional linearization approaches use either stepwise linearization or linear approximation 
of load curves, which are averaged profiles at high aggregation level. The example of stepwise 
and linear approximation techniques are shown in Figure 4.1 [121] and Figure 4.2 [115] 
respectively. 
 
Figure 4.1 Stepwise linearization  of energy consumption profile[121] 




Figure 4.2 Piecewise linear load-energy curve [115] 
The 24 hours demand profile in Figure 4.1 (substation level) and the energy load-energy 
profile in Figure 4.2 (multi-energy system) are comparatively much smoother than profiles at 
lower aggregation level that are generated using smart meter data. Figure 4.3 shows load profile 
of a cluster which aggregates the smart meter data in at distribution level. 
 
 
Figure 4.3 Cluster load profile  
From Figure 4.3, it can be seen that at the lower aggregation level the volatility of smart 
meter data is pronounced. Linearization of such patterns requires different approaches than the 
existing approaches because apart from the inaccuracy in representation, these existing 
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approaches can either increase the computational burden by adding segments in the piecewise 
linearization or lose track of the trajectories of the load curves. 
To address the problems faced in linearization of the smart meter-based load profiles, 
a novel approach is proposed to generate alternative load profiles. Figure 4.4 shows the flow 
chart detailing each step of the development of alternative load profiles. The process can be 
broadly divided into five stages. At the first stage in development of the alternative load 
profiles, extended k-means clustering is applied to extract the raw load profiles. The details of 
application of extended k-means clustering are provided in Chapter 3. The rest of the stages in 
development of alternative load profile are discussed below in detail.  




Figure 4.4 Alternative energy profiling process [13] 
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 Curve Smoothing and Linearization (Stage 2 &3) 
The raw load profiles generated by averaging the consumption of the consumers in clusters 
have significant fluctuations in them. These fluctuations can often obscure the developing load 
trends and clarity of patterns within the data. The noise in the data can be reduced by curve 
smoothing techniques like polynomial curve fitting [122] and moving average smoothing [123] 
etc. The polynomial fitting with lower degree of polynomial struggles to capture the higher 
variation whereas, Runge’s phenomenon [122] restricts the use of a higher degree of the 
polynomial fitting. Noises can be attenuated by averaging [123], and noise, in this case, can be 
identified as unsought variations in the load profile. Because of its simplicity and accuracy 
[123], moving average smoothing is a suitable candidate for averaging the data [123] and is 
used in the second stage of the alternative profile development. The second stage takes the raw 
load profiles and applies moving average smoothing to reduce the noise in the data. Moving 
average smoothing is a convolution process and can be represented mathematically by (4.1) 
[123].  
 ?̅?𝑗 =





where 𝑦 is the variable, 𝐶𝑖 is the convoluting integer, 𝑗 is the running index of data and 𝑁 is the 
number of time periods [123]. 
After smoothing, the load profiles are linearized at the third stage of the alternative load 
profile development. Linearization of non-linear data functions is achieved using the Taylor 
series linearization process [124]. The energy threshold points are considered as the operating 
points for linearization. The energy threshold points are determined such that for a threshold 
point 𝑦𝑖 [13]. 
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𝑦𝑖−1 < 𝑦𝑖 > 𝑦𝑖+1 (4.2) 
or  
𝑦𝑖−1 > 𝑦𝑖 < 𝑦𝑖+1 (4.3) 
where 𝑦𝑖 represents the magnitude at time step 𝑖, 𝑦𝑖−1 is magnitude at timestep 𝑖 − 1 and 𝑦𝑖+1 is 
magnitude at timestep 𝑖 + 1 [13]. 
To minimize the number of linear patterns, energy threshold points within three 
consecutive time steps (three consecutive values of load) in load curve are ignored for 
linearization. The energy threshold points are extracted from the raw load profile and are used 
for modelling the alternative load profiles. These points are taken as the operating points for 
the Taylor series expansion up to the first degree only. The high order terms are neglected as 
their effects is considered negligible for linearization. The missing data at each time step 
between the threshold points is linearly interpolated to create the alternative profile [13]. 
 The linearization process results in the generation of the concatenation of continuous 
linear curves with discontinuous derivatives. The linearized curve can be represented by a 
concatenation of the tangent lines such that at operating point (threshold point) 𝑎𝑖, linear curve 
forms which can be given as in (4.4) [13]. 





where 𝑓′(𝑎𝑖) gives the derivative of 𝑎𝑖. From (4.4), it can be seen that linearized profiles do not 
require higher order derivatives, as they are linear in nature.  The linearized profiles simplify the 
complexity of load variations leaving only eminent variations in load curve [13]. 
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 Enhancing the Accuracy Using Particle Swarm Optimization (Stage 4 & 5) 
An important aspect of demand profiling is the accuracy of representation. The accuracy is 
quantified by comparing energy captured by raw and alternative load profiles. The energy 
captured by alternative profiles in the form of (4.4) varies significantly from the raw profiles. 
This variance needs to be minimized such that linearity of the alternative profile is preserved 
and the energy of the alternative profiles equates the energy of raw profiles. In order to minimize 
the energy variation between two profiles, an additional factor for each linear pattern needs to 
be incorporated. The problem of minimization of energy difference can be formulated as an 
optimization problem. 
Particle Swarm Optimization (PSO) an algorithm that operates iteratively to find the 
local best. In this case, PSO generates random numbers for each iteration which is used to 
determine the solution of the objective function. In each iteration, the best value of the random 
number i.e. resulting in the minimum value of the objective function is considered to be the 
local best. The local best is stored, and the iterative algorithm updates the global best by 
comparing with the stored local best. After predefined maximum iterations, the global best, 
which is the best out of all local bests, is considered as the optimum solution. Some of the 
advantages of PSO as a numerical solving tool over other optimization algorithms are ease of 
implementation, fewer parameters to adjust, enhanced memorization ability to store local and 
global best solutions, low computer memory requirement and fast running speed due to only 
primitive mathematical operators [125], [13]. 
The objective function of the problem is to minimize the difference of energy between 
the raw and alternative load profiles by determining weighting factors for alternative profiles. 
To get the best fit of energy, a weighting factor is determined using PSO for each individual 
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pattern/segment rather than considering single weighting factor for longer periods of a day, a 
week or entire horizon of the load curve.  
In order to minimize the energy variation at sub-hourly intervals, a random number is 
generated for each individual pattern in the alternative profile, which provides a weighting 
factor to minimize the objective function. The optimum weighting factor results in the minimum 
value for the objective function. In the fourth stage of alternative profile development in Figure 
4.4, the iterative procedure is repeated for all segments of the linear load profile. The 
optimization problem to minimize the difference of energy between raw and alternative profiles 
can be formulated as a minimization problem as given in (4.5) [13]. 




0.5 ≤ 𝑤𝑖 ≥ 2.0 (4.6) 
where 𝑦𝑜 represents the raw data and 𝑦𝑙  represents the linearized data. 𝑤𝑖  represents the 
weighting factor where ‘𝑖’ is a particle of the swarm. After analysing the difference in energy 
of all segments it is concluded that the difference in energy ranges from 50% to 200%. 
Therefore, a constraint is introduced which limits the weighting factor between 0.5 and 2.0 to 
limit the search space. Constraining the value of weighting factor reduces the processing time 
of PSO and the target can be achieved using a lower number of particles with fewer movements 
to attain the global optima [13]. 
At the fifth stage, the optimization process proceeds iteratively with weightage factor 
determination initially for only the first two threshold points (assume, A and B) i.e. first straight 
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line (AB) only. These weighting factors are incorporated in the data points of the tangent line 
AB. At the next step, to avoid any data loss, the overlapping of the last threshold point (B) is 
considered to determine the weighting factor of the next linear segment (assume, BC).  
The overlapping process does not use the raw threshold point B. After incorporating the 
weighting factor for the first segment (AB), the values of point B can potentially be changed 
and the new value of B i.e. B* is used to optimize the next linear segment (B*C). However, 
incorporation of weighting factor for segment B*C will again result in a change in the value of 
point B*. If point B* is not considered in optimization i.e. optimization is carried out for BC, 
there will be a sudden variation after point B. On the other hand, by considering the point B* 
for optimization of B*C, final optimized point of AB (B*) changes. Therefore, to neutralize the 
effect of overlap and avoid sharp variation, the value of B is taken as average of the value of 
two new points for B as determined by optimizing segments AB and B*C.  
The process is carried out for all linear segments of the profile until the last threshold 
point is reached. The optimized profiles at the operating point 𝑎𝑖 can be obtained by 
incorporating the weights 𝑤𝑖 can be mathematically represented by (4.7) [13]. 





 Alternative load profiles can be modelled using the simplistic approach and 
mathematically represented by a set of linear profiles as given in (4.7). Transformation of non-
linear curves into the linear ones reduces the intricacy of the data and converts the complex 
non-linear functions as (3.3) (given in chapter 3 section 3.1) into simplified linear functions as 
(4.7). Thus, reduction in data complexity with reduced data complexity and a high degree of 
accuracy is achieved in alternative demand profiles. 
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 Alternative Generation Profiling 
Generation profiles for conventional bulk generation systems are smooth due to very little 
variations in their pre-specified operations schedules. On the other hand, the RES like solar PV 
or wind generation tends to be intermittent. Their intermittency can cause large variations over 
small period of time making the generation profile highly variable and intricate, therefore 
complexity of these generation profiles tends to be higher. The drive for reduction in carbon 
emissions essentially requires penetration of more RES, which can change the power generation 
profiles by enhancing their variability and intricacy. In future grids, power system studies  need 
to incorporate load at lower aggregation level and the intricacy of load and generation profiles 
as well as their interaction needs to be reduced [4]. Size and complexity of the load profiles are 
reduced using data clustering and alternative load profiling, the complexity of RES generation 
profiles needs to incorporate a similar approach for the reduction in complexity of the profiles. 
Hence, to address the data complexity of the generation profiles of intermittent RES, 
alternative generation profiling approach is developed. The half-hourly solar PV generation 
profiles are modelled as alternative generation profile using an approach like the one used for 
modelling alternative load profiles. However, the PV profiles are intermittent and have long 
hours where the generation remains zero. The load profiles do not tend to have zero values thus 
the algorithm designed to model alternative load profiles, cannot be directly used for the 
development of alternative generation profiles. After the zero generation, in an effort to find 
the next threshold point, the algorithm divides the energy over the period starting from first 
zero to the first maxima after long zero generation hours. Therefore, in the case of the generation 
profiles, alternative profile development the algorithm requires to ignore the continuous zero 
generation duration and consider it as only two data points, i.e. first and last zero indices. The 
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alternative profile development procedure is performed using the approach adopted for 
alternative load profiles and the incremental optimization of each linear pattern is performed 
using PSO. The ignored zeros are added to their corresponding indexes after incorporation of 
weighting factors. Thus, the alternative generation profiles are developed by linearly best fitting 
the raw generation profiles and optimizing them [14]. 
 
 Application and Validation 
A case study is presented to validate alternative profiles for energy classification for Monte-
Carlo simulation applications. Details of the case study are presented below. 
 Alternative Load Profile 
Raw load profiles resulting from the extended k-means clustering are used to assess the viability 
of the approach. The profiles generated for clustering scenarios of all three cases discussed in 
chapter 3 are used in this chapter. The quality of linearization is evaluated based on the accuracy 
of energy capture by the alternative profiles when compared with the raw profiles. Figure 4.5 
shows sample raw and alternative load profiles for a week. 





Figure 4.5 Raw vs alternative load profile for one week 
From the Figure 4.5, it can be observed that alternative profile (dotted blue line) linearly 
fits the raw profile. The profiles for monthly and annual scenarios show similar results.  
 The accuracy of representation of the alternative load profiles is evaluated for all three 
scenarios independently.  Accuracy of energy capture by alternative load profiles for weekly 
scenarios is given in Figure 4.6. The maximum level of error stays below 2% with an average 
slightly above 1%. The low error shows that the linearization process has approximated original 
profiles with high accuracy. The errors for each individual cluster are evaluated using error of 
each segment/linear pattern and average of error of the cluster profile represents the cluster 
error. The average error of all clusters is used to calculate the error for the entire period which 
is presented in Figure 4.6 [13] . 




Figure 4.6 Weekly percentage error in energy capture [13] 
In scenario 2, the monthly load profiles are considered for the development of 
alternative profiles. The errors in energy capture for scenario 2 are given in Table 4.1 [13]. The 
error in energy capture of alternative monthly load profiles is also low and validates the 
robustness of the approach [13]. 
Table 4.1 Weekly percentage errors in energy capture [13] 
Month 1 Month 2 Month 3 Month 4 Month 5 Month 6 
1.253 1.547 1.766 1.601 2.052 1.019 
Month 7 Month 8 Month 9 Month 10 Month 11 Month 12 
1.638 1.369 1.460 1.576 1.311 1.151 
 
In case 3, the error in energy capture for the load profile of a year is calculated to be 
1.66 % [13]. It is important to observe that the errors in the energy capture should ideally be 
nullified by the weighting factors determined by PSO. However, due to consideration of overlap 
of threshold point to mitigate the sudden variations and to avoid data loss, the value of each 
threshold point except for the first and last threshold points changes from optimum to an 
average of the two consecutive optimums. This phenomenon changes the energy balance and 
thus the error increases in the representation of the profiles. 
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 Energy Classification and Validation for Monte-Carlo Simulation Applications 
Monte Carlo simulation is the process that uses random number for calculation of the structure 
of a stochastic process [126] . A stochastic process can be defined as a sequence of states whose 
evolution is determined by random event sampling [126]. Monte Carlo method is commonly 
used in many stochastic processes such as power system reliability assessment, where the 
method estimates the indices by simulating the actual process and random behaviour of the 
system states [127]. The method simulates the process by treating it as a series of experiments, 
which are often referred to as Monte Carlo simulations.  
The alternative load profiles are used to create energy classifiers. The energy classifiers 
are created for each alternative load profile to validate the applicability of the approach in 
Monte-Carlo simulation applications. For an alternative load profile, the energy classifier is 
designed by computing the magnitude and frequency of each threshold point. This information 
is used to define the energy classifiers that hold magnitude, frequency and classification 
numbers per individual profile [11]. 
Each classification number represents a magnitude of threshold point such that 
classification no. 1 has the highest probability of occurrence. Energy classifiers are designed 
for profiles of all clusters. Finally, all classifiers are combined to create a single classifier, which 
represents all profiles by realizing the information from all alternative load profiles. The 
information contained by this single energy classifier is a good representative of the entire 
population of smart meter data for the duration of entire year. The final energy classifier can be 
used in stochastic modelling applications preserving a significant accuracy, benefiting with a 
very little data as compared to the original data and making the process manifold faster that 
saves computational time [13]. 
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Random sampling is applied to the computed information from the final energy 
classifier by incorporating probability of occurrence of each class. Each class represents 
magnitude of an energy threshold point. The results of different number of trials, as shown in 
Figure 4.7, reveal that the sampled and computed probabilities are almost similar. Different 
number of trials for random sampling are used and Figure 4.7 shows results of 10,000 trials. 
With the increase in number of trials, the sampled probability becomes closer to the computed 
probability. Thus, the results of random sampling verify the applicability of energy classifier 
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 Alternative Generation Profiles  
Half-hourly weather data including air temperature and total solar radiation was incorporated 
estimate PV power generation profiles [128]. Converting the raw PV generation profiles to 
alternative PV generation profiles resulted in high accuracy. For 1-year PV profile, the 
difference between the energy of raw and alternative PV generation profiles turned out to be 
1.37%. Figure 4.8 shows plot of raw and alternative PV generation profiles for comparison. 
 
 
Figure 4.8 Raw and alternative PV generation profiles 
(Red line shows the raw PV generation profile and the dotted blue line shows alternative 
PV generation profile) 
From Figure 4.8, it can be clearly seen how the non-linearity of the generation profiles 
is reduced by linearizing and thus leaving only eminent variations in the generation profile. The 
variations in the PV profile are comparatively lower than the load profiles of consumers which 
results in better accuracy as compared to alternative load profiles. However, depending on the 
weather, the intermittency can cause significant variations in the PV generation profiles.  
 




A novel approach for the development of alternative load and PV generation profiles is 
presented. The approach is successfully used to develop alternative energy profiles for both 
load and PV generation using a mathematical framework that reduces the complexity of the 
profiles and converts them into a concatenation of linear profiles. The accuracy of 
representation in alternative profiles is significantly high. Energy classifiers are introduced for 
the alternative profiles that contain detailed information of the load profile and use case of these 
classifiers for Monte-Carlo simulation applications is proved by incorporating random 
sampling.




5  Alternative Load Forecasting Approach 
This chapter presents an alternate approach for load forecasting at lower aggregation level in 
distribution network using a novel load profiling approach. The reduced complexity of the smart 
meter data profiles at lower aggregation level is expected to improve the forecast accuracy and 
reduce the computation burden. Feed forward neural networks are used to forecast load at the 
individual cluster level. Different load forecasting scenarios considered in this chapter include 
load forecasting without any renewable, with the inclusion of 10%, 20% and 30% PV 
penetration at the individual cluster level. Efficacy of approach is validated by comparison of 
forecast accuracy of the proposed approach and conventional approach for load forecasting. 
 Load Forecasting Using Smart Meter Data 
Load forecasting has been a vital process in electricity utilities and particularly with the 
deregulation of the energy industry, the utilities tend to be conservative about the upgrade and 
expansion of existing infrastructure [129]. This is leading to stressed utilization of different 
power system components and consequently the importance of accurate load forecast has 
become paramount for secure and reliable operation and planning of power system.  
Typically, the load forecast model is developed using the weather data and load history 
at higher aggregation level such as substation. The higher-level aggregation of load often fails 
to embed the different factors such as the impact of switching different appliances and 
consumers’ energy consumption habits. Smart meter data provides two-fold benefits by 
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enabling the utility to forecast at individual consumer level and by using the granular load 
information to improve forecast at high aggregate level [4].  
The system load profile at higher aggregation level of load is smooth as the noise in the 
profile is cancelled in the aggregation process. On the other hand, at lower aggregation level, 
i.e. individual consumers or group of consumers, the load profiles are extremely volatile. The 
volatility of load profiles is driven by many factors including operational characteristics of the 
loads, energy consumption behaviour of the consumers, time of the day, holiday and many 
others that contribute to the high error in load forecast [4]. 
The relationship between the forecast accuracy and level of aggregation was investigate 
by [8]. The authors show that the forecast accuracy drops rapidly with an increase in the number 
of consumer when the number of the consumers is low than 1,000 and does not decrease 
significantly when the number of consumers is above 1,000. Thus, the forecast error depends 
on the spatial aggregation level of the prediction. A load forecasting study using neural network 
by [130] shows that mean absolute percentage error (MAPE) for  10 to 100 consumers can be 
between 33.6% to 11.1%.  Authors of [131] also show that forecast error for smart meter can 
be up to 38%. This shows that at lower aggregation level, load forecasting requires different 
approach from the conventional approaches. Despite high forecast error at low aggregation 
level, the need for load forecast at these levels cannot be ignored with increasing penetration of 
intermittent renewable energy sources (RES). Integration of RES, particularly with 
intermittent nature of PV and wind generation, the stochasticity of load is enhanced which 
intensifies the existing uncertainties in the distribution system. This necessitates need for 
improved localized load forecast to reduce the uncertainty in the system directing towards to 
load forecast at lower aggregation level using smart meter data.  
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To forecast load using smart meter data, energy consumption habits of the electricity 
consumers using the smart meter data can be embedded using data clustering algorithms. 
However, the noise, volatility and variability of smart meter data are driven by the aggregation 
level. Therefore, reduction in noise, volatility and variability of the smart meter data can benefit 
the load forecast at lower aggregation level. The innovative clustering algorithm proposed in 
chapter 3 (Section 3.3) and novel load profiling approach proposed in chapter 4 (Section 4.2) 
can benefit load forecasting at lower aggregation level by clustering consumers with similar 
energy consumption habits and by refining the representative profiles to reduce the non-
linearity, volatility and variability. The proposed and conventional load forecasting approach 
using smart meter data are given below in Figure 5.1. 
 
Figure 5.1 Conventional and Proposed approach for Load Forecasting 
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The proposed approach uses the extended k-mean clustering and alternative profiles 
which are refined form of the raw profile and are linear in nature with reduced variability and 
volatility. Approximating such load profiles which are linear in nature is less complicated and 
can be achieved with reduced computational complexity and higher precision than highly non-
linear profiles (as raw smart meter profiles). To compare the forecasting capability of the 
proposed approach, the smart meter data is clustered using extended k-means clustering. The 
load is forecasted using artificial neural networks (ANN). A discussion on ANN is given in the 
proceeding section. 
 
 Load Forecasting Using Artificial Neural Networks 
Load forecasting can be performed using different methods including many statistical and 
artificial intelligence based methods [64]. Artificial neural network (ANN) is artificial 
intelligence based method which is commonly used for load forecasting [38]. The ANNs try to 
learn the parameters for the optimal approximation of any continuous data function. The 
learning of the parameters is driven by the data [132]. The added advantage of ANNs being 
data driven technique makes it a suitable technique for load forecasting using smart meter data. 
A simplified model of feed forward multilayer perceptron neural network is presented 
in Figure 5.2. The input variables are represented by 𝑋𝑖 and the arrows connecting the input 
layer to hidden layer incorporate the weights of input to the layer 𝑗 i.e. 𝑤𝑖𝑗. 𝑌 represents the 
output which in this case will be the forecasted value of load. The weights are determined by 
training the neural networks to determine the global minimum of error function. The commonly 
used error function is sum of square of errors.  




Figure 5.2 Typical Model of Multi-Layer Perceptron 
The feed forward multilayer perceptron (MLP) is a commonly used ANN technique that 
produces satisfactory results for load forecasting applications [75]. A detailed discussion on the 
architecture of the neural networks is presented in chapter 2 (Section 2.3.3) and after reviewing 
the literature, feedforward MLP with Tanh function as activation function is selected which can 
be given as in 5.1. 








Gradient Descent algorithm is selected due to its efficacy and ability to work on the 
graphical processing units (GPU) which can enhance the training speed of the neural network. 
The learning is carried out by back propagation (BP) algorithm where the gradient of the cost 
function is calculated at the output layer and is propagated back to the first hidden layer. The 
BP algorithm has two segments for each step of training as shown in Figure 5.3. The forward 
calculation segment calculates the output using the present weights and error propagation 
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segment propagates the error from output layer towards input layer, thus weights are adjusted 
according to the error at each layer.  
 
Figure 5.3 Forward Calculation and Error Propagation in Back Propagation 
The cost function used for load forecasting in neural networks is sum of square of errors. 
There is no rule of thumb to determine the number of neurons in the hidden layer and number 
of hidden layers. The ability of neural network to forecast load can increase with the increase 
in number of hidden layers, however, a trade off should be considered for the improvement in 
the forecast accuracy and the computational complexity of the network. After simulating 
forecasting scenarios for different clusters, number of layers for ANN is selected as 4. The 
improvements in forecast accuracy beyond 4 layers do not provide significant benefits. The 
number of neurons in the hidden layers are selected through a forward method discussed in 
chapter 2 (Section 2.3.3). Moreover, as the initialization of the weight matrix is random, each 
model for the number of neurons and layers is simulated 10 times. Multiple initialization of the 
neural network can result in a better solution and the best network was selected based on the 
best out-of-sample MAPE. The optimal network is selected using the raw load profiles and the 
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same networks are used to test the conventional and proposed approaches. The final input 
variables selected for final forecasting model are listed below: 
 Half hourly smart meter readings (Historical load values) 
 Previous day same hour load 
 Average load of previous 24 hours 
 Half hourly temperature 
 Month of the year 
 Day of the week 
 Hour of the day 
In addition to the above variables, in cases where the integration of PV is considered, 
an additional variable i.e. the expected value of the PV generation is also considered to include 
the impact of PV generation. 
 
 Load Forecasting Numerical Application 
The temperature data used for this study is obtained from the Irish Meteorological Service 
[133]. The hourly temperature data is linearly interpolated into half hourly data. The ANN 
model is used to forecast short-term load for every half hour for one week. A commonly used 
measure for load forecast error i.e. mean absolute percentage error (MAPE) is used to evaluate 
the forecast accuracy [67]. The results presented in this research show MAPE for the entire 
week for conventional approach i.e. using raw load profiles and for the proposed approach i.e. 
alternative load profiles. The forecast accuracy for raw load profiles is measured by comparing 
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the forecasted load against the future raw load profile and for alternative load profile is 
evaluated against the future alternative load profile. 
The load is forecasted for each cluster individually by simulating four different cases. 
Each case considers two scenarios, where the first scenario considers training the MLP using 
raw profile and second scenario considers the training of MLP using alternative profile. Apart 
from the raw and alternative profiles of the smart meter data, the raw and alternative PV 
generation profiles developed in Chapter 4 (Section 4.3) are also incorporated for different PV 
penetration levels in this research. Incorporation process of PV profiles in the load profiles is 
detailed below. 
 Incorporating PV Profiles 
The PV generation profiles are used to simulate the scenarios of distributed generation with 
different levels of PV penetration at the individual cluster level. The magnitude of PV 
generation for incorporation in load profile of a cluster is computed based on the average load 
of the cluster. The initially simulated PV generation profile is scaled between 0 and 1, which is 
then multiplied with the average load of each cluster during 24 hours to determine the capacity 
of PV generation. The resulting values of the PV profiles are multiplied with the level of PV 
penetration such that for power after integration of PV generation i.e. 𝑃𝑟𝑒𝑠 becomes; 
𝑃𝑟𝑒𝑠 = (𝑃(𝑖,𝑗) − 𝑃𝑉(𝑖,𝑗)) (5.2) 
where 𝑃𝑖,𝑗 is the original raw/alternative power for a cluster 𝑖 at time step 𝑗, 𝑃𝑉𝑖,𝑗is the power 
input from the PV generation for cluster 𝑖at time 𝑗 . 𝑃𝑉𝑖,𝑗 for a cluster 𝑖 can be calculated as in 
(5.3). 








) ×∝× 𝑃𝑉𝑠 (5.3) 
𝑃𝑉𝑠 is the initial simulated PV generation (scaled from 0-1) and ∝ determines the level 
of PV penetration i.e. for 10% PV penetration, ∝ will be 0.1. For case 3 and 4 the value of ∝ 
will be 0.2 and 0.3 i.e. 20% and 30% PV penetration levels. Moreover, the raw load profiles 
will use raw PV generation profile and the alternative load profiles will use alternative PV 
generation profile. 
In each case, the forecast is generated using raw profiles and then using alternative 
profiles. Results of both forecasts are evaluated for comparison of forecast accuracy of proposed 
and conventional approaches. Different cases simulated for comparison and with scenarios of 
using raw and alternative profile forecasting for different cases are shown in Table 5.1 and 
discussed in proceeding sections. 
Table 5.1 Cases for Load Forecasting with two scenarios 
Forecasting Scenarios Case I Case II Case III Case IV 
i Raw profile No PV 10% PV 20% PV 30% PV 
ii Alternative profile  No PV 10% PV 20% PV 30% PV 
 
 Case I: No PV 
In the first case, raw and their alternative load profiles are considered without the integration of 
PV generation. The forecast for raw load profiles of all clusters is carried out individually which 
is followed by the forecast for alternative load profiles. Forecast accuracy in terms of MAPE 
for the raw and alternative profiles for different clusters is shown in Figure 5.4. 




Figure 5.4 Raw and alternative profiles forecast error 
Figure 5.4 shows that forecast error for clusters using raw load profiles tends to be 
higher than that of the alternative load profiles. Only two instances show that the cluster forecast 
using raw load profile is better than that of the alternative profile. The two clusters, which have 
comparatively higher MAPE for alternative profiles have smoother profiles due to a high 
number of consumers. The profiles for these clusters are smoother, as the noise in the data is 
cancelled in the aggregation of load demand. Moreover, the difference between the MAPE of 
raw and alternative profiles for these two cases tends to be lower than 0.8%, which is 
significantly smaller as compared to the difference between the raw and alternative forecast 
error for other clusters. 
In the case of raw profiles, the average of MAPE for the 38 clusters is 10.36%, whereas 
for alternative profiles it is 8.39%. Therefore, on average the alternative profiles forecast with 
1.97% more accuracy than raw profiles. Improvement in forecast accuracy using alternative 
profiles as compared to raw profiles is shown in Figure 5.5. From the Figure 5.5 it can be seen 



























Raw load profile forecast error Alternative load profile forecast error
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accuracy for alternative load profile, where the raw profile-based forecast has a MAPE of 6.95% 
and alternative load profile-based forecast has a MAPE of 7.82%. For cluster 29, the alternative 
profile shows the best improvement of 5.92% accuracy with MAPE for the raw profile being 
19.80% and for alternative profile 13.88%. 
 
Figure 5.5 Improvement in forecast accuracy using alternative load profile 
The results suggest that the proposed approach shows significant improvement in the 
load forecast at lower aggregation level. The reduced complexity of the alternative load profiles 
alleviates the noise in data, which results in the improved mapping of the relationship between 
load and different variables considered for load forecast. Apart from the improvement in 
forecast accuracy, the proposed approach has shown added advantage of the reduced 
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 Case II: 10% PV 
In Case II, 10% PV penetration is considered by incorporating the PV generation profiles in 
load profiles. An important change made in the forecasting process is the addition of a new 
variable. The new variable is added to incorporate the PV generation variable in the MLP 
forecasting model. The variable contains the expected PV generation values. The values of PV 
generation considered in this research are the simulated values that are incorporated in the raw 
and alternative load profiles. By adding this variable, if the forecasting accuracy is affected, 
this will be due to the error in mapping the non-linearity of PV or the noise. Moreover, the 
intermittency of the PV generation can potentially increase the non-linearity of the profiles and 
can have an adverse effect on the forecast accuracy of conventional approach i.e. using raw 
profiles as well as proposed approach i.e. using alternative profiles. 
Figure 5.6 shows the forecast accuracy for both raw and alternative load profiles. In 
Case II, once again the forecast accuracy for alternative load profiles outperformed the forecast 
accuracy using raw load profiles. However, an overall increase is observed in forecast error for 
both raw and alternative profile forecast. The minor increase in the forecast error for both 
profiles does not significantly influence the overall difference in forecast error. The average 
improvement in forecast accuracy for all cluster using the alternative forecasting approach 
marginally increases from 1.97% in Case I to 1.98% in Case II. The two clusters identified as 
having better performance for raw load profiles as compared to alternative load profiles showed 
marginally better forecast accuracy. However, the decrease in forecast accuracy for raw load 
forecast of these clusters, shows the impact of intermittency and non-linearity of the PV 
generation. 




Figure 5.6 Forecast error for Raw and alternative profiles with 10% PV  
 
 
Figure 5.7 Improvement in forecast accuracy using alternative load profile (10% PV) 
The improvement in forecast accuracy for each cluster by using alternative profile in 
case II is shown in Figure 5.7. It can be clearly seen that the best improvement in forecast 
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against the intermittent nature of the PV generation with improved load forecast accuracy when 
compared with the load forecast using raw profiles. 
 
 Case III: 20% PV 
The PV penetration level in Case III is increased from 10% to 20%. The increase in penetration 
level of PV generation increases the non-linearity in the profile making the variability due to 
PV intermittency in the load profile more pronounced. This is evident from the results of the 
forecasting shown in Figure 5.8. The average of forecast errors for raw profiles increases to 
11.07% as compared to average of forecast errors using alternative profiles i.e. 8.99%. Thus, 
the averaged improvement in forecast accuracy using alternative profiles increases beyond 2%. 
This can be seen in Figure 5.9. An overall increase in forecast error has been observed in this 
case for raw as well as alternative profiles. However, the variation in forecast error is not 
proportional to Case I or Case II. The variations are non-linear which is a consequence of the 
difficulty in mapping the increased non-linearity.  As non-linearity of raw profiles is higher as 
compared to alternative profiles, the performance of raw profile in forecasting is not as good as 
alternative profiles. The increase in forecast error for alternative profiles is characterized by the 
incorporation of alternative PV generation profiles in alternative load profiles. Incorporation of 
alternative PV generation profiles decreases the linearity of the alternative profiles and 
consequently the forecast error increases for the alternative profiles. Once again, the robustness 
of the forecasting results for alternative profiles become clearer when improvements in the 
forecast accuracy are observed. 




Figure 5.8 Raw and alternative profiles forecast error with 20% PV 
 
Figure 5.9 Improvement in forecast accuracy using alternative load profile (20% PV) 
 Case IV: 30% PV 
In Case IV, the penetration of PV generation is enhanced to 30% of the average cluster load. 
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forecast error as shown in Figure 5.10. The proportional increase in error for raw load profiles 
is higher as compared to alternative profiles, which is evident from the improvement in forecast 
accuracy as shown in Figure 5.11. The average of improvement overall clusters tends to be 
highest of all scenarios i.e. 2.26%. 
Apart from one cluster i.e. cluster 16, the alternative profiles performed better than raw 
profiles in terms of forecasting accuracy. In case of cluster 16, the forecasting process using 
raw profiles showed only 0.4% of improvement as compared to the alternative profiles. Overall, 
once again alternative profile forecast has proved to be robust by being less sensitive to 
intermittent PV generation as compared to the raw profile forecast. 
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Figure 5.11 Improvement in forecast accuracy using alternative load profile (30% PV) 
A comparison of all four cases shows that the forecast error using alternative load 
profiles is lower as compared to the one using raw load profiles. The results show that forecast 
accuracy is affected adversely by incorporation of PV generation profiles in load profiles. This 
is due to the intermittent nature of PV profiles, which introduces non-linearity in load profiles. 
Although, the alternative generation profiles are concatenation of linear profiles, upon 
incorporating in alternative load profiles, the intermittency of the PV generation adds some 
level of non-linearity to the alternative load profile. Overall, the forecast accuracy of alternative 
profiles is not greatly affected by the incorporation of PV generation profiles. They remain 
robust in terms of increase in forecast error. For alternative load profiles, the maximum forecast 
error for any cluster in all cases ranges from 13.88% to 14.28%. On the other hand, for raw 
profiles the maximum forecast error for clusters ranges from 19.80% to 23.49%. This show that 
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From the case studies, it is observed that in all scenarios, the alternative load profiles 
provide higher forecast accuracy as compared to the raw load profiles. The high forecasting 
accuracy of the alternative profiles is characterized by the linear nature of the profiles. As 
clusters used in the case studies contain different number of consumers ranging from as little 
as 10 to more than 600, the forecast accuracy for each cluster varies as well. At lower 
aggregation level, the volatility of smart meter does not allow the ANN to map optimum 
relationship between the input and output. This is clear from the results in case of raw load 
profiles. On the other hand, at the same level of aggregation, the linear nature of the alternative 
load enables better mapping of the input variables to the output by reducing the variability of 
the load profiles. This enables the alternative load profiles to produce better forecast accuracy 
as compared to raw load profiles. 
The disparity between the forecast accuracy of the two approaches is significant in cases 
with low number of consumers. In cases where the number of consumers is high, the noise in 
the data for raw load profiles is cancelled in load aggregation process. Consequently, the raw 
load profiles are smoother, and, in some cases, they outperform the alternative load profile 
forecast. However, the non-linearity of the PV generation can greatly affect the forecast 
accuracy of the raw load profiles. The results have shown that as compared to raw load profiles, 
the alternative load profiles are less sensitive to different levels of PV penetration and the 
decline in forecast accuracy for alternative load profiles is not as eminent as for raw load 
profiles. Moreover, the training time for the ANN for both approaches suggests that on average 
for alternative load profiles, ANN are up to 20% faster than that of raw load profiles. The 
linearity of the alternative profiles enables quicker learning for neural networks. Computational 
efficiency for quicker process turns out to be an added merit of the alternative forecasting 
Chapter 5  Alternative Load Forecasting Approach 
105 
 
approach. Therefore, the proposed alternative approach for load forecasting using alternative 
load profiles perform better in forecasting using smart meter data at lower aggregation level. 
 
 Summary 
This chapter presents an alternative approach based on alternative profiles for load forecasting. 
The alternative profiles are concatenation of linear profiles with reduced complexity, variability 
and volatility. The forecast performance of the proposed approach is compared with the 
conventional approach i.e. using non-linear raw profiles using ANN. The results show that the 
proposed approach performs better in terms of forecast accuracy due to reduced variability and 
complexity of the profiles. The alternative forecasting approach shows more robust and stable 
behaviour even in the presence of PV profiles whereas, the raw profile-based forecast is 
significantly affected with incorporation of PV generation. Apart from the forecast accuracy, 
the training time required for alternative profiles is lower as compared to training raw profiles. 
Overall, the results suggest that the proposed approach is better than conventional approach in 
terms of forecasting accuracy, robust to variability of PV profiles and computationally efficient 
for load forecasting.




6 Demand Side Management Using Smart Meter Data 
This chapter presents a novel approach for demand side management (DSM) in a power 
distribution system. The approach uses smart meter data of consumers in power distribution 
systems to create clusters of consumers by using extended k-mean clustering algorithm. Load 
profiles of these clusters are modelled into alternative profiles that are used to forecast load. 
The forecasted load profiles are used for the DSM at cluster levels. A new cluster selection 
index is developed for the selection of clusters to handle the challenge of scalability of approach 
with a large number of consumers and to incorporate the impact of uncertainty in the load 
forecast of the cluster. Novelty of the proposed DSM approach originates from the combination 
of the extended k-means clustering, alternative load profiling, alternative load forecasting and 
new cluster selection index. The case studies for the proposed approach incorporate the impact 
of varying demand flexibility for each cluster in combination with varying penetration levels 
of PV. Impact of the cluster level DSM on the system profile is also studies with a different 
number of clusters. The demand is managed via load shifting in response to time-of-use tariffs 
through linear optimization. Comparison of the proposed approach with the conventional 
approach is carried out in terms of cost saving for consumers and load peak reduction.  
 
 DSM in Smart Grids 
The status quo of centralized generation system is being replaced with a paradigm within which 
flexibility is paramount for secure and reliable operation of the power network. Electricity 
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markets are established to use generation resources more effectively. With the decentralized 
generation and distributed network operators (DNOs), the interconnected system can 
potentially help to maintain the fluctuations and the uncertainties in the demand. Flexibility in 
demand can help in the operations of the electricity market [134]. The underlying principle 
behind implementation of DSM, within the context of smart grids, is to improve the system 
efficiency, security, reliability and sustainability [87, 135]. Efficient DSM can potentially 
optimize the utilization of existing infrastructure and support deferral of construction of new 
infrastructures for generation, transmission and power distribution systems [87]. 
Apart from the deferral in construction of new infrastructure, efficient management of 
demand can also benefit the smart grids in operational efficiency and financial gains. For 
example, five to eight percent of the installed generation capacity in Europe only handles load 
peak, which occurs only one percent of time [82]. Often the generation plants handling peak 
load, for example diesel generators etc., are expensive to operate and are not environment 
friendly. Reduction in the peak load by changing the shape of load curve can potentially save 
huge financial investments and optimize the system efficiency. Moreover, application of 
efficient DSM can provide socio-economic benefits such as reduction in carbon dioxide 
emission, integration of renewable energy and cost savings for DNOs and consumers.  
DSM in the current smart grids comprises of load monitoring, analysis and response. 
Advanced bidirectional communication infrastructure can provide an opportunity to DNOs to 
improve operational efficiency from the real time load monitoring and control, whereas the 
consumers can optimize their energy use to achieve monetary benefits. However, 
implementation of DSM requires prior knowledge about the expected load profile of the 
consumer and sophisticated coordination between the consumer and utility. For a network 
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having large number of consumers, scalability of direct DSM application is a major challenge. 
Moreover, the size, high dimensionality, volatility and heterogeneity of the of smart meter data 
[46] pose great computational challenges for DSM application at consumer level. 
The size of the profiles can be managed using appropriate computational techniques to 
cluster similar load profiles which are extensively discussed in chapter 2 (Section 2.3) and an 
innovative clustering algorithm is presented in chapter 3 (Section 3.3). Clustering the load 
profiles reduces the size of data but intricacy of high dimensionality, volatility and variability 
and non-linear nature of energy consumption patterns pose challenges for linear processing of 
the data. 
In order to address the non-linearity for DSM optimization using linear techniques, a 
piece-wise linear cost function is introduced by [136] and many other studies focus on linearizing 
the constraints for DSM optimization. None of the prior studies tried to address the non-linearity 
of profiles for linear optimization application. Augmenting the linearity of profiles can 
potentially provide an improved DSM solution using linear technique. 
Considering the challenges discussed above, this research presents a novel holistic 
approach for DSM in smart grids using smart meter data. The proposed approach uses smart 
meter data to generate typical load profiles by clustering the smart meter data (Chapter 3, Section 
3.3). The cluster profiles are systematically linearized and modelled as alternative profiles 
(Chapter 4, Section 4.3). These alternative profiles are used to forecast cluster load (Chapter 5, 
Section 5.3). The load forecast is used to plan a day ahead DSM plan. A new cluster selection 
index is proposed to reduce the scalability of the problem. Details of the approach are given in 
6.2.  
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 Demand Side Management Algorithm 
Optimization of electricity consumption using DSM is an important feature to control the peak 
of the load in a smart power grid. The shape of load curve can be changed by exploiting the 
latent demand flexibility using DSM. The important decision that needs to be made by the 
operator is, what kind of modifications are required in the load shape to handle the peak? Load 
shape can be varied considering different objectives using different techniques for example 
peak clipping, load shifting, strategic load growth etc. [80]. 
Due to its effectiveness, load shifting is one of the most commonly used and widely 
applied load management technique in power distribution systems [87, 88]. This technique shifts 
the load from peak hours to off-peak hours by applying the time independence of the load. 
Consumers implement load shifting by switching their deferrable loads on or off in response to 
some signal from the utility which most commonly is a price variation signal. 
Application of DSM using load shifting at consumer level has become possible only 
with the advent of advanced metering infrastructure (AMI). Smart meter provides the 
opportunity to identify potential individual consumers for application of DSM, by providing 
granular information about their energy consumption. Although smart meters provide granular 
information about the load of consumers, number of consumers makes the scalability of such 
direct DSM application challenging task. To reduce load peak, a possible solution is to identify 
specific consumers, who contribute to the peak of load, amongst large number of consumers 
and manage demand of selected consumers only. 
As discussed in literature review (Chapter 2, Section 2.4), some researchers have 
adopted different methods to identify potential consumers for DSM application based on peak 
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load of the consumers. However, prior knowledge about the cluster load for DSM is possible 
with load forecast which can have significantly high errors at lower load aggregation level and 
can create great uncertainty in the load profile of cluster. Therefore, impact of the error in 
forecasting needs to be included while selecting clusters for DSM application. A new algorithm 
is presented in Section 6.2.1 for cluster selection while considering the impact of forecast 
uncertainty in this selection. 
 Cluster Selection 
The primary objective of the DSM is reduction of system peak load and operational cost [80]. 
Different dynamic pricing schemes (discussed in Chapter 2, section 2.4) can be used to 
implement load shifting such as real time pricing, critical peak pricing, time-of-use pricing. 
This study incorporates time-of-use tariff as it does not require consumer to be very pro-active 
and even consumers without home energy management system can benefit from this tariff [64].  
As discussed above, one of the most important aspects of DSM application in power 
distribution systems using the smart meter data is the selection of the appropriate consumers. 
The appositeness of the consumers is decided by the cluster load profiles. For instance, all 
clusters that have high load during peak hours can be considered as suitable clusters. The 
clusters of consumers can be selected using different indices based on energy consumption, for 
example based on overall maximum energy consumption, high-energy consumption during 
peak hours etc. A cluster having overall maximum energy consumption or the one with highest 
energy consumption can be used for DSM to achieve greater changes in load. However, such 
criteria can also result in selection of clusters with a large number of consumers and 
consequently either ineffective response to demand signals or consumer discomfort can arise. 
Moreover, it can result in greater uncertainty in response as well. Therefore, the aim of selection 
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of the clusters for DSM should be to cause limited disruption to the consumers and avoid 
customer fatigue while ensuring the requisite reduction in peak with increased certainty in 
demand response can be achieved. 
The objective of the cluster selection algorithm should allow DSM to achieve maximum 
cost saving with minimum consumer disruption and reduction in peak with increased certainty. 
To achieve this, an algorithm (given in Figure 6.1) is proposed for cluster selection and DSM 
application. The algorithm selects clusters based on an index, which considers energy density in 
each cluster during the peak load hours and impact of the forecast uncertainty on energy density. 
Energy density will enable selection of consumers having low numbers but high load during 
peak hours. As the first part of the cluster selection algorithm, the peaks hours are identified 
from the system load curve. In this study, the periods with load beyond 85% of the maximum 
system load are considered peak hours. The peak is the result of combined load by all clusters 
as given in (6.1);  




where 𝑃𝑇 represents the total energy consumed by the entire system during peak hours and 𝑃𝐶𝑘  
represents the energy consumed by cluster 𝑘 during peak hours. Average energy consumed by 
each member of cluster ‘𝑘’ during peak hours is quantified as in (6.2); 
𝐸𝐶𝑘 = 𝑃𝐶𝑘/𝑁𝑘 (6.2) 
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𝐸𝐶𝑘 represents the average energy of cluster 𝑘 during peak hours and 𝑁𝑘 is number of 
consumers in cluster ‘𝑘’. The second part of the algorithm computes the selection index 𝑆 for a 
cluster 𝑘 is using (6.3). 
𝑆𝑘 = 𝐸𝐶𝑘 + 𝐸𝐶𝑘 × (𝑀𝐴𝑃𝐸/100) (6.3) 
The cluster selection index 𝑆 incorporates the impact of the MAPE by adding the energy 
difference due to the MAPE. MAPE is the mean absolute percentage error in forecast taken from 
the available historic forecast error of each cluster (from Chapter 5, Section 5.3). The index 𝑆 
helps in selection of clusters with high energy density, low number of consumers and high 
uncertainty in forecasting. Selection of clusters with high MAPE can help in reducing the 
uncertainity of load forecasting by managing the load of selected consumers. Clusters are 
selected using the selection index 𝑆 and are prioritized for selection based on highest value of 𝑆.  
In the 3rd and final part of the algorithm, initially a single cluster is selected, and the 
selected cluster is evaluated for the percentage of the system energy. If the energy of the first 
cluster is less than α percentage of the system energy, cluster with the next high value of the 
index is added to the selection. The decision of value of 𝛼 is made in consideration with two 
factors. Firstly, the percentage of peak that needs to be reduced. Secondly, the flexibility in 
demand at consumer end. Impact of the consumer participation in DSM can be quantified using 
different levels of demand flexibility, thus it affects selection of value of α. Upon addition of 
each cluster in list of selected clusters, load magnitude of selected cluster is checked to be a 
minimum of α percentage of the system load. This ensures that when multiplied with the demand 
flexibility variable a minimum of 𝛼 × 0.1  percent impact on the system load can be achieved 
(where 0.1 represents 10% demand flexibility). So, if demand flexibility is lower, the magnitude 
of load can be increased i.e. more clusters can be considered for DSM to reduce peak and vice 
Chapter 6  Demand Side Management Using Smart Meter Data 
114 
 
versa. Different demand flexibility levels ranging from 10% to 90% in combination with 
different levels of load are studied in this research. Once the selection is finalized, the selected 
clusters are applied with DSM. 
 DSM by Load Shifting 
The objective of DSM application is set to minimize the energy consumption during peak hours 
in response to energy price so that maximum saving for the consumer can be attained. DSM 
optimization problem is formulated as a cost minimization problem. The optimization problem 
can be mathematically formulated as in (6.4); 






where 𝐶 represents the total cost of energy consumed during 24 hours, 𝑃(𝑖,𝑗) represent the load 














where 𝑃𝑛𝑒𝑤 𝑎𝑛𝑑 𝑃𝑜𝑙𝑑 refer to total energy after and before DSM respectively. The equality 
constraint introduces here is an energy constraint. It ensures that the inequality constraints can 
apply the demand flexibility using the power values, however, the energy balance before and 
after DSM is maintained. 
Inequality constraints: 
Demand flexibility lower bound; 
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𝑃𝑛𝑒𝑤(𝑖,𝑗) ≥ 𝑃𝑜𝑙𝑑(𝑖,𝑗) × 𝑑𝑓𝑙 (6.6) 
𝑑𝑓𝑙  is the demand flexibility ranging from 0.90 to 0.05 in decreasing steps of 0.05. This sets the 
lower bound according to the required demand flexibility.  
For off-peak hours; 
𝑃𝑛𝑒𝑤𝑖 ≥ 𝑃𝑜𝑙𝑑𝑖 (6.7) 
Demand flexibility upper bound level; 
𝑃𝑛𝑒𝑤(𝑖,𝑗) ≤ 𝑃𝑜𝑙𝑑(𝑖,𝑗) × 𝑑𝑓𝑢 (6.8) 
where 𝑑𝑓𝑢 is the demand flexibility ranging from 1.10 to 1.90 in steps of 0.05. This sets the 
upper bound according to the assumed demand flexibility. Any changes made in the upper bound 
will correspond to a similar level of change in lower bound. 
For peak hours, 
𝑃𝑛𝑒𝑤𝑖 < 𝑃𝑜𝑙𝑑𝑖 (6.9) 
This constraint ensures that the peak load does not exceed the original peak load. An 
additional constraint that is considered for Case II of the case studies presented in this research 
limits the upper bound to 95% of the original load i.e. 
𝑃𝑛𝑒𝑤𝑖 ≤ 0.95 × 𝑀𝑎𝑥𝑃𝑜𝑙𝑑 (6.10) 
where 𝑀𝑎𝑥𝑃𝑜𝑙𝑑 is the maximum value of the 𝑃𝑜𝑙𝑑. 
DSM scenarios are also considered where different levels of PV penetration are 
considered. The optimization objective for the PV integrated scenarios can be formulated as; 
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where 𝑃𝑟𝑒𝑠𝑖,𝑗 is the energy after renewable energy integration and given in (5.3) (Chapter 5, 
Section 5.2.1).  
 Application of Novel Demand Side Management Approach  
As a first step of the DSM application, the clusters are selected for DSM application. The 
forecasted profiles from the clusters simulated in chapter 5 (Section 5.3) are used to calculate 
the cluster selection index. All forecast scenarios discussed in chapter 5 (Section 5.3) i.e. load 
with and without different levels of PV penetration are considered. These scenarios are used to 
simulate two different constraint-based cases for DSM optimization with varying levels of 
demand flexibility and load. The details of cases are given in Section 6.3.2. 
 Cluster Selection Results 
For the DSM application, the forecasted load of one day is considered for each cluster’s raw and 
alternative profiles. The cluster profiles for a particular day are aggregated to generate a 
consolidated system profile that can be used to observe the impact of DSM participation by 
consumer of the selected clusters. The clusters are selected using the cluster selection index 𝑆 
based on system load profile of the day of DSM application. 
 One of the most important aspect of cluster selection index is the selection of clusters having 
high load density during peak hours that results in selection of low number of consumers for 
DSM participation. The low number of consumers and high cluster energy density will result in 
higher flexibility in load demand with a lower number of consumers to disturb. This is reflected 
in Figure 6.2 where the impact of proposed cluster selection index is represented in terms of 
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percentage of peak load contribution against the percentage of consumers. Selected clusters 
given on x-axis are sorted in descending order of magnitude of 𝑆 and cumulative percentage of 
population and contribution in peak load is given the on y-axis. Figure 6.2 shows an exponential 
rise in load consumption during peak hours with the first three clusters selected by 𝑆. The first 
three clusters having less than 3% of total consumers constitute more than 18% of the total 
energy consumption during peak hours. This shows that the proposed cluster selection index can 
effectively select clusters having a low number of consumers which are big contributors to the 
peak of the load. It can benefit DSM to achieve greater flexibility with minimum consumer 
discomfort thus higher certainty in response. 
 
 
Figure 6.2 Cumulative percentage of consumer numbers against load contribution 
Moreover, Table 6.1 shows the impact of including MAPE in cluster selection. With the 
inclusion of MAPE in cluster selection, clusters with higher MAPE or uncertainty are prioritized 
over clusters with lesser uncertainty.  
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Table 6.1 Impact of MAPE on cluster selection 
Cluster No. 1 2 3 4 5 6 7 8 
S with 
MAPE % 
134.36 72.52 58.48 43.33 41.33 35.88 35.33 33.81 
S without 
MAPE % 
126.36 69.64 54.24 35.92 36.27 32.10 34.04 30.83 
 
Without considering the MAPE in cluster selection, cluster 5 is selected as it has higher 
value of ‘𝑆’ as compared to cluster 4. On the other hand, if MAPE is included in cluster selection, 
cluster 4 is prioritized over cluster 5. The benefit of inclusion of MAPE can be observed from 
Figure 6.3 where cluster 4 presents a better shaped cluster for DSM participation as compared 
to cluster 5. Although the cluster 4 has comparatively higher number of consumers with almost 
the same level of energy density, the coinciding peak of the cluster 4 with system peak makes it 
more suitable for DSM. Similar cases are also observed for cluster 6 and 7 as well where better 
load shape is prioritized only due to incorporation of the forecast uncertainty.  Thus, the inclusion 
of MAPE helps in selecting better clusters.  
The results of cluster selection from Figure 6.2 and 6.3 suggest that the proposed cluster 
selection index works effectively and including the forecasting uncertainty can benefit the 
selection of clusters for DSM. 
The original system load profile along with the system profile without the 10 selected clusters 
is presented below in Figure 6.4. From the figure, it can be clearly seen that the selected clusters 
closely follow the shape of system profile which results in a uniform reduction in the system 
profile, except the from 09:00 hours to 1400 hours. This indicates that the usual trend in the 
system load is partly set by these selected clusters and the proposed cluster selection index can 
significantly reduce the peak of the load. 







Figure 6.3 Clusters selected with and without forecast uncertainty 
 
 
Figure 6.4 Plot of real system load profile and without 10 selected clusters 
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 DSM Application 
Upon selection of the clusters, load shifting is applied to shift the load from peak hours to off-
peak hours. This reduces the peak of the load and increases savings for the consumers as well as 
utility. The Time-of-Use tariff, which is taken from the office of gas and electricity markets 
(Ofgem) in the United Kingdom, is used to reduce the peak of load by load shifting [137] . Raw 
forecasted profiles require the processing of the constraints to make them convex, whereas 
linearity of alternative forecasted profiles allows linear processing of the raw profiles. To 
evaluate the benefits of proposed DSM approach linear programming, which is an efficient linear 
optimization technique is used to optimize the DSM solution. Two different approaches are 
compared in this research to analyse better DSM approach for smart meter data. The two 
approaches are presented in Figure 6.5. 




Figure 6.5 Original and alternate approach for DSM application 
As the index ‘𝑠’ has proved to be effective, for a fair comparison of both approaches, 
both approaches used ‘𝑠’ for cluster selection and results suggested no difference in cluster 
selection. This also shows that the alternative profiles are refined profiles with high accuracy of 
the representation of raw profiles. For each approach, two DSM cases are simulated with each 
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Select clusters using 
‘S’ 
Proposed approach Original approach 
Apply DSM on 
selected cluster 
Apply DSM on 
selected cluster 
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 Table 6.2 shows the different scenarios considered for DSM simulation with both cases 
(cases are based on different optimization constraints).  At first the optimization constraints are 
selected i.e. Case I or Case II. After selection of the Case, one selected cluster out of the number 
of clusters to be optimized  is retrieved and the required level of PV generation is incorporated 
in the cluster profile. The profile after incorporation of PV profile is optimized for cost 
minimization with demand flexibility ranging from 10% to 90% in steps of 5%. In the next step, 
the PV penetration is increased to 10% and same process is repeated. After 30% PV generation, 
demand fexibility is increased to 10% and all combinations are repeated with a step increase of 
5% in demand flexibility till demand flexibility reaches to 90%. In total 21,760 simulations are 
carried out for each case (for both approaches) with a combination of seventeen demand 
flexibility scenarios, four PV integration and application of DSM on up to 20 individual clusters.  
Table 6.2 Cases for DSM 
Case I (Demand flexibility 10%-90 %) 
Raw load profile & Alternative load profile DSM  
DSM 
Constraints 
PV Load (Clusters) 
Upper bound 
(6.8), lower 




5 10 15 20 10% 
20% 
30% 
Case II (Demand flexibility 10%-90 %) 
Raw load profile & Alternative load profile DSM  
DSM 
Constraints 
PV Load (Clusters) 
Upper bound (5% 
peak shaving) 
(6.10), lower 
(6.6) and equality 
constraint (6.5) 
0% 





The optimization constraints given in Case I consider the upper bound to be the original 
peak of the cluster and in Case II, the peak is clipped to 95% of the total peak load by shaving 
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5% of the peak load. The DSM application considers the selected number of clusters individually 
for application. Each cluster is applied with DSM individually, however the results are 
consolidated in groups of clusters to see the combined impact on the savings and peak reduction 
at the system level. After application of DSM on all selected clusters, the final profiles of all 
clusters, including the profiles of clusters which are not applied with DSM, are aggregated to 
generate a post DSM system profile. The new system profile is compared with the old system 
profile to compute savings for consumers and a reduction in load peak. DSM simulation for each 
scenario is repeated for different levels of demand flexibility. Varying demand flexibility 
quantifies sensitivity of savings and peak reduction to the responsiveness of the consumers in 
the selected clusters. Moreover, the impact of PV penetration is also considered by using the 
forecasted profiles having different levels of PV penetration (Chapter 5, Section 5.3) 
Comparison of savings and reduction in peak for different levels of demand flexibility is carried 
out to ascertain the performance of both DSM approaches using linear optimization. Results of 
both cases are discussed below. 
 
i. CASE I 
In the first case, the forecasted load is applied with load shifting using cost minimization 
objectives given in (6.4) and (6.11). Different scenarios considered for DSM in CaseI  include 
load forecast without PV and with 10%, 20% and 30% PV integrated load forecast. The load 
shifting is applied to both raw and alternative forecasted profiles to ascertain the impacts of the 
profiling approaches on the optimization of DSM. Figure 6.6 shows the results of 10 clusters 
participating in the DSM for cost saving maximization. The savings and peak reduction shown 
in the Figure 6.6 reflect the system level savings and peak reduction instead of cluster level.  
Chapter 6  Demand Side Management Using Smart Meter Data 
124 
 
It can be clearly seen from Figure 6.6 (a) that in all scenarios, the cost saving using the 
forecasted alternative profiles is higher as compared to the raw profile forecasts for all scenarios 
of PV integration. It is pertinent to mention that savings of up to 2.31%, 4.06% and 5.98% are 
already achieved by the integration of 10%, 20% and 30% PV respectively for alternative 
profiles. These savings are not considered in this comparison. The savings for PV integrated 
profiles in Figure 6.6 are exclusively due to the DSM application so that a fair comparison of 
peak reduction and savings can be carried out for all scenarios.  
The cost savings come with the load shifting from peak to off-peak hours. As the clusters 
are individually optimized and they are oblivious to other cluster’s load, potentially a second 
peak or rebound effect can occur. In case I, it can be seen from Figure 6.6 (b) that initially peak 
reduction is achieved, however, with increase in demand flexibility the peak reduction 
percentage reduces and beyond 25% demand flexibility, the peak reduction starts to decline for 
alternative profiles. All scenarios of alternative profiles achieve the maximum reduction in peak 
at 25% demand flexibility, whereas for raw profiles, some profiles even require demand 
flexibility of up to 80% to achieve the maximum reduction in peak. The maximum peak 
reduction achieved by raw profiles at higher levels of demand flexibility i.e. 80%, is lower than 
that of alternative profiles at 25% demand flexibility. Thus, alternative profiles present better 
optimization solution with higher cost saving at all levels of demand flexibility and higher peak 
reduction at a lower level of demand flexibility. 





(a) Saving with varying demand flexibility 
 
 
(b) Peak reduction with varying demand flexibility 
  
Figure 6.6 Savings and peak reduction without peak clipping 
(AP: alternative profile, RP: raw profile) 
The key driver for higher saving and peak reduction using alternative profiles is linearity 
of the profiles. Due to the linearity of the profiles, the convexity of constraints increases which 
sets the linear boundaries and provides freedom to find global optima. From the above, it can be 
deduced that to maximize the benefits for system operator i.e. reduction in peak, the demand 
flexibility of 25% is sufficient using alternative profiles. Whereas, due to non-linearity of raw 
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profiles, the maximum reduction in peak is achieved at higher levels of demand flexibility and 
peak reduction is less than that presented by alternative profiles. The benefits for consumers are 
presented in terms of cost savings and higher savings are achieved using alternative profiles as 
compared to raw profiles.  
ii. CASE II 
An additional constraint of 5% peak shaving is considered for Case II. The additional constraint 
is implemented by limiting the maximum magnitude of the load to 95% of the maximum of the 
peak load of the cluster. Different scenarios described in Case I i.e. varying levels of demand 
flexibility (10%-90%), varying levels of PV penetration (0%-30%) and a different number of 
clusters (5-20), are simulated with this additional constraint.  
 Figure 6.7shows the results of cost saving in all scenarios with 10 clusters only. The 
savings show similar behaviour as Case I but lesser than that of Case I. The reduction in savings 
is due to the additional constraint that limits the savings. Peak reduction achieved in this case 
shows better performance by alternative profiles. Maximum peak reduction by alternative 
profiles is attained at 30% demand flexibility whereas the peak reduction for raw profiles 
remains relatively low. The maximum peak reduction for raw profiles is attained between 65-
70% demand flexibility. An interesting factor observed in this Case is the pronounced rebound 
effect for both raw and alternative profiles. With the reduced margin for peak to grow during the 
peak hours, a new peak emerges in off-peak hours. Restricting the peak of individual clusters to 
95% of the original peak does not stop the rebound effect. The rebound occurs due to 
coincidental peaks of the clusters applied with DSM. This shows that selection of the appropriate 
level of demand flexibility is essential to avoid rebound of peak. This appropriate level of 
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demand flexibility can also be interpreted as coordinated DSM approach where different 
consumers cooperate with grid but by communicating with each other to minimize the peak. 
 From Case II, it becomes clear again that linearity of the profiles significantly influences 
the optimization results. The complexity of raw profiles does not provide appealing peak 
reduction solution when compared with the solution provided by raw profile. This is again due 
 
Saving with varying demand flexibility 
 
Peak reduction with varying demand flexibility 
Figure 6.7 Savings and peak reduction with peak clipping 
 (AP: alternative profile, RP: raw profile) 
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to non-linearity of the profiles that is further exacerbated by the additional constraint of peak 
shaving. The additional constraint limits the boundaries of the solution thus reducing the feasible 
region, which is highly non-linear in case of raw profiles. This non-linearity and reduced 
freedom lead the linear programming solution for raw profiles to suboptimal solutions. This is 
evident from the non-linear behaviour of peak reduction with demand flexibility in both cases 
for raw profiles. On the other hand peak reduction in alternative profiles, shows a comparatively 
linear and uniform increasing and decreasing trend. Extended studies with higher levels of load 
using 15 and 20 clusters also showed that the alternative profiles provide better DSM solutions 
with high cost savings and high peak reduction at lower demand flexibility level. Impacts of the 
optimization of the cluster and system load profiles are discussed in the proceeding section. 
 Impacts of DSM on Load Profiles 
The results for both cases and the extended studies indicate that being refined and linear, 
alternative profiles provide better cost saving as well as peak reduction. The financial benefits 
from the linear nature of alternative profiles come in the shape of higher forecast accuracy and 
convex data functions. Therefore, an alternate approach for DSM i.e. using the alternative 
profiles, provides benefits for both electricity consumer and network operator by higher savings 
and peak reduction. However, additional benefit of DSM at cluster level and system level for 
network operator can be observed from Figure 6.8 and Figure 6.9 respectively. From Figure 6.8 
it can be seen that the non-linearity of the raw profile of a single cluster results in DSM solution 
with high variability. This variability has an impact on the final system profile, which turns out 
to have high variations in the system profiles requiring frequent ramping of the generation. The 
high variability of the post DSM cluster profile mainly due to the inherent variability of the 
profiles and intermittency of the PV generation. The alternative profiles require lower number 
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of variations in system profile to minimize the objective function. Thus, a comparatively uniform 
solution with less variability is achieved using alternative profiles. 
 
 
(a) Raw profile for single cluster before and after DSM 
 
 
(b) Alternative profile for single cluster before and after DSM 
Figure 6.8 Raw vs alternative profile after DSM (Case II, 15% demand flexibility, 
10% PV penetration) 
 Figure 6.9 shows the pre and post DSM system profile for both original and alternative 
approaches.  Visualizing system profiles provides the impact of non-linearity of individual 
clusters on the entire system. The system profile before DSM tends to be smooth as the load 
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aggregation process cancels the noise in the load data. However, DSM application introduces 
variations in the load, which will reduce the smoothness of the system profile. 
 
 
(a) Raw profile before and after DSM 
 
 
(b) Alternative profile before and after DSM 
Figure 6.9  Reshaped system profiles using raw and alternative profiles (Case II, 10 
clusters, 15% demand flexibility, 10% PV) 
As can be seen from Figure 6.9, the raw system profile lacks smoothness and uniformity 
in re-shaped profiles. The solution for DSM should tend to reduce the peak load but, in some 
cases, where load growth is required to fill the valley, load level for raw profiles even falls below 
the original load level. This happens due to the non-linearity of the profiles, which reduces the 
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uniformity, and smoothness of the re-shaped system profile. The alternative profiles, on the other 
hand, are more convex in nature, their constraints tend to be linear, and thus the solution achieved 
using alternative profiles is uniform and smoother as compared to raw profiles. Therefore, 
alternative profiles produce a better solution without using computationally intensive and 
complex non-linear techniques to get an improved solution. 
 
 Summary 
A novel holistic approach for DSM application at the power distribution systems level is 
proposed. Cost savings for all scenarios of case studies demonstrate the higher savings 
emanating from the proposed approach at an effective DSM planning in a power distribution 
system. Overall results suggest that the inherent non-linearity of the raw profiles is likely to 
produce suboptimal solutions for the DSM application. The increased convexity of raw profiles 
by modelling them as alternative profiles can potentially achieve the optimal solution. Higher 
cost savings for electricity consumers, higher reductions in load peaks at lower demand 
flexibility levels, reduced processing time and relative uniformity and smoothness of the re-
shaped system profiles validate that the proposed approach provides extended opportunities for 
DSM planning in a power distribution system.




7 Conclusion and Future Works 
Smart meters data of individual consumers can be used to increase visibility in the low voltage 
networks for better understanding of the variations in load and generation profiles. However, a 
large number of smart meters present challenges in terms of data handling and size. Load 
patterns at lower aggregation level tend to have noise, high variability, volatility, non-linearity 
which makes forecasting such loads a challenge. Moreover, the scalability of a large number of 
consumers can have undesired impacts of DSM application. Thus, this research handled the 
issues of smart meter data size by reducing it with an innovative clustering algorithm that can 
benefit load forecasting and DSM with its application-oriented validity indices. A new 
mathematical framework is proposed to refine these profiles to increase their linearity for 
reduction of noise, volatility and variability. A new cluster selection index is proposed to 
mitigate the scalability issue for DSM. Applications in load forecasting and DSM showed 
significant improvement in load forecast accuracy and increased monetary and technical 
benefits for DSM. The conclusions drawn from the research presented in this thesis by outlining 
the key findings based on the proposed model are given below. 
 
 Conclusion 
The traditional load profiling methods used in the power industry are outdated and incapable of 
dealing with big data of smart meters and the operational requirements of future smart grids [6]. 
For example, load profiles currently used in the UK for the power industry were developed in 
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the 1990s [6, 94]. Typically, load profiles are developed at high aggregation level of load. 
However, these profiles are unable to reflect the load condition at the distribution networks and 
lack the insight into granular energy consumption behaviour for individual consumers and 
groups of consumers [6]. Particularly, the addition of renewable energy system (RES) at the 
consumer level has changed the shape of load and current methods of load profiling are unable 
to mirror the impact of RES generation in the load profiles [23]. Emergence of smart grids has 
enabled the utility to extract detailed information about the energy consumption behaviour of 
consumers with smart meters. The granular data from the smart meters can be used to develop 
load profiles of individual consumers or group of consumers. Future smart grid applications 
like load forecasting at lower aggregation level and demand side management (DSM) in a 
distribution network, require new load profiling methods that can provide detailed information 
about the load in distribution network as well as improve the load forecast and benefit DSM to 
provide the system operator with the flexibility to enhance system reliability and security. 
Moreover, with increased visibility in the network and need for localized studies for the 
implementation of distributed control, more system studies at distribution network level are 
required. However, the size, variability and volatility of smart meter data can add to the 
complexity and computational burden for such studies that often require linear processing of 
non-linear data. These features of smart meter data also pose great challenges for applications 
like load forecasting using smart meter data and need to be dealt with approaches tailored to 
the need of the applications. 
First and the most important problem in the development of load profiles using the smart 
meter data is the amount of smart meter data. Due to enormity and volatility of data, it is 
challenging to directly use the big data of smart meters to support power system applications 
like load forecast, DSM, tariff design etc. An innovative data-driven clustering algorithm for 
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clustering profiles of consumers using non-conventional application-based cluster validity 
criteria are proposed. The algorithm automatically selects the appropriate level of aggregation 
based on the number of consumers and produces clusters with high intra-cluster pattern 
similarity. High intra-cluster pattern similarity can benefit in many power system applications 
including load forecasting and DSM. Applicability, stability and robustness of the algorithm is 
validated by applying it on real world smart meter data of more than 5,000 houses. The extended 
k-means clustering algorithm not only reduced the big data of smart meter to a manageable size, 
but it explored the patterns embedded within deeper levels of data to select the optimum number 
of clusters based on the intra-cluster pattern similarity index that can potentially benefit 
applications, such as load forecasting and DSM. Therefore, the proposed innovative clustering 
algorithm can provide significant benefits in applications where data reduction and high intra-
cluster pattern similarity is desired such as load profiling, load forecasting, DSM etc. 
The clusters resulting from the extended k-means clustering process were used to extract 
typical load profiles for the clusters. The typical profiles of the smart meter consumers were 
highly non-linear, variable and volatile. In order to address the variability and non-linearity of 
the profiles, this thesis proposed a novel load profiling approach. A new mathematical model 
for a new load profiling approach is proposed. The approach linearizes and optimizes the 
profiles to reduce non-linearity, noise, variability and volatility of profiles. The approach 
generates refined load profiles that have lower noise, variability and volatility with increased 
linearity. The approach simplifies the complexity of data while maintaining the precision of 
representation close to the original data as compared to conventional linear approximation 
techniques.  Alternative profiles are significantly accurate representation of the raw load 
profiles. The proposed load profiling approach is extended to reduce volatility and variability 
of intermittent RES generation profiles. The alternate RES generation profiles show higher 
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accuracy as compared to the load profiles due to lesser variability. Application of alternative 
load and generation profiles in power system reliability assessment shows high level of 
accuracy with reduced computation time as reported in the published paper  [14].  Linearizing 
the non-linear profiles which were high-order non-linear differential equations into sets of linear 
equations by eliminating the noise terms and leaving only imminent variations in load, not only 
reduced the complexity of data functions but also reduced the variability of the load profiles 
while maintaining the granularity of data. It enhanced the computational efficiency to process 
the data for the applications in power system that required linear processing of the non-linear 
data. The reduced complexity of data functions and reduced variability of the profiles generated 
using proposed novel load profiling approach can benefit power system studies that require 
linear processing of non-linear data, are sensitive to variability in data and energy optimization 
applications by increasing the convexity of optimization function. 
Load forecasting using smart meter data faces challenges of the high variability of load 
profiles. At the distribution network level, aggregation of the load does significantly cancel the 
noise in the profiles and thus, forecasting load becomes challenging with highly variable and 
irregular load patterns. The pattern similarity index used in the proposed extended k-means 
clustering algorithm and reduced variability of the proposed alternative profiles make them 
ideal candidates for improvement in load forecasting. Therefore, the load forecast using the 
alternative profiles was simulated to observe the impact of linearization of alternative profiles. 
The load forecasting using alternative profiles presented two-fold benefits, firstly it 
significantly enhanced the forecast accuracy and secondly it reduced the training time for neural 
networks. Average improvements of 1.97%, 1.98%, 2% and 2.2% for 0%, 10%, 20% and 30% 
PV penetration respectively are achieved. Maximum of 6.4% improvement in forecast accuracy 
is observed which is due to small number of consumers in the cluster. It has been observed that 
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forecast accuracy using the raw profiles are more sensitive to the number of consumers as 
compared to the alternate profiles. 
Selection of appropriate consumers/clusters for DSM is highly reliant on the accuracy 
of the forecast. An error in the forecast should be considered while planning a DSM activity. A 
novel cluster selection index for DSM is proposed. The index benefits in selection of 
appropriate clusters thus reduces the number of consumers required to participate in the DSM 
program. Moreover, with detailed information about energy consumption behaviour of 
individual clusters and consumers, incentives for DSM can be tailored to needs of specific 
consumers. Better forecast accuracy of alternative profiles makes the forecast generated using 
alternative profiles suitable for DSM application. Use of alternative forecast showed 
improvements in cost savings and higher peak reduction. Benefits from using the proposed 
alternative forecast include increased certainty in DSM application with reduced forecast error 
and improved cluster selection approach. Moreover, due to the linear nature of alternative 
profiles improved convexity of optimization problem provided more freedom to find global 
optima which resulted in better optimization solutions i.e. higher cost savings and peak 
reduction. 
The research presented in this thesis has shown that using the mean absolute percentage 
error (MAPE) as one of the criteria for cluster validity leads to the extraction of clusters having 
high intra-cluster pattern similarity. Moreover, linearization and optimization of the load 
profiles successfully the handle the challenges of the complexity of the profiles due to noise, 
high variability and volatility, and presents significantly accurate results when compared with 
the non-linear profiles. High intra-cluster pattern similarity of the clusters and refined 
alternative profiles benefit the power system applications, including but not limited to power 
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system reliability assessment, load forecast and DSM, with significantly high accuracy, 
improved solutions and reduced processing time. Linear nature of profiles eliminates the need 
for conversion of non-linear problems into linear and improves the convexity of optimization 
function to reach global optima.  
 
 Future Works 
The objectives of the research proposed in this thesis have been achieved and some of the 
possible avenues of research are given below. 
 Apart from the time series load profiling, spectral load profiling methods can be 
developed to process the smart meter data on its spectral features. Evaluating load 
profiling in the frequency domain by characterizing the load profiles by periodic spectral 
component and representing the big data of smart meters using a small number of 
spectral coefficients can be promising. Moreover, research into load profiling using 
hybrid approach of time domain and frequency domain can lead to better analytics. 
 This research implemented the DSM on forecasted load, however, implementation of 
DSM necessarily means a change in future load profile. Consequently, the forecasted 
profiles need re-forecasting. Consideration of demand response as an input to forecast 
can potentially incorporate the expected changes in system profile. Therefore, in the 
presence of DSM, more adaptive load forecasting approaches will be required. Research 
on this issue has been limited due to the uncertainty in demand response. Consumer 
identification process presented in this research can potentially reduce the uncertainty 
in demand response. Tailored DSM strategies for the consumer identified using cluster 
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selection index can reduce the uncertainty in demand response. Thus, with reduced 
uncertainty in demand response, the adaptive forecast approach can be developed with 
demand response as an active input.
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The Smart Metering Electricity Customer Behaviour Trials (CBTs) took place during 2009 and 
2010 with over 5,000 Irish homes and businesses participating [93]. The data set used in this 
study consists of 6 comma-separated values (CSV) files with 180 million rows of data for more 
than 5,000 consumers. The data consists of 25,728 time series half-hourly records of energy 
consumptions for each individual consumer including domestic and small businesses 
consumers for 1.5 years starting from the first of January 2009. 
The final numbers selected for the field trials were as follows [93]: 
• 5,800 single phase and 500 three phase meters throughout the country for the customers 
randomly selected for the CBT had GPRS based communications. 
• 1,100 single phase meters for customers in 11 locations in Limerick and Ennis were installed 
for the powerline carrier trial. Eight of the locations chosen were urban and three were village 
areas. 
• 2,281 meters comprising of 1591 meters installed in Cork City and 690 meters installed in the 
rural area of County Cork outside Bandon for the wireless mesh trial. Desktop studies were 
carried out on the remaining two technologies – PLC from Aclara and 868 MHz RF from 
Elster/Coronis. 
The smart meters had following automatic functionalities [93];  
• Automatic registration of the smart meter on the system 
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• Scheduled Daily Load Profile retrieval for 30 minute intervals 
• Scheduled daily midnight register readings 
• Scheduled events and alarms 
• Event log management 
Moreover, the on-demand functionalities included [93]; 
• De-energisation and re-energisation (sandbox) 
• On demand profile reading 
• On demand register reading 
• Re-configuration of parameters on meter 
• Firmware upgrade capability 
• Power quality monitoring 
The smart meter data considered in this study did not consider the additional functionalities and 
only daily load profiles are considered with the date and time stamp. 
 
