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NON-DEGENERATE MIXED FUNCTIONS
MUTSUO OKA
Abstract. Mixed functions are analytic functions in variables z1, . . . , zn
and their conjugates z¯1, . . . , z¯n. We introduce the notion of Newton non-
degeneracy for mixed functions and develop a basic tool for the study of
mixed hypersurface singularities. We show the existence of a canonical
resolution of the singularity, and the existence of the Milnor fibration
under the strong non-degeneracy condition.
1. Introduction
Let f(z) be a holomorphic function of n-variables z1, . . . , zn such that
f(0) = 0. As is well-known, J. Milnor proved that there exists a positive
number ε0 such that the argument mapping f/|f | : S2n−1ε \ Kε → S1 is a
locally trivial fibration for any positive ε with ε ≤ ε0 where Kε = f−1(0) ∩
S2n−1ε ([12]). In the same book, he proposed to study the links coming from a
pair of real-valued real analytic functions g(x,y), h(x,y) where z = x+ yi.
Namely putting f(x,y) := g(x,y) + i h(x,y) : R2n → C, he proposed to
study the condition for f/|f | : S2n−1ε \Kε → S1 to be a fibration. This is an
interesting problem. In fact, if one can find such a pair of analytic functions
g, h, it may give an interesting link variety Kε whose complement S
2n−1
ε \Kε
is fibered over S1 where Kε cannot come from any complex analytic links.
The difficulty is that for an arbitrary choice of g, h, it is usually not a
fibration. A breakthrough is given by the work of Ruas, Seade and Verjovsky
[20]. After this work, many examples of pairs {g, h} which give real Milnor
fibrations have been investigated. However in most papers, certain restricted
types of functions are mainly considered ([5, 6, 22, 19, 11, 18, 3]).
The purpose of this paper is to propose a wide class of pairs {g, h} such
that the corresponding mapping f = g + i h defines a Milnor fibration. We
consider a complex valued analytic function f expanded in a convergent
power series of variables z = (z1, . . . , zn) and z¯ = (z¯1, . . . , z¯n)
f(z, z¯) =
∑
ν,µ
cν,µ z
ν z¯µ
where zν = zν11 · · · zνnn for ν = (ν1, . . . , νn) (respectively z¯µ = z¯µ11 · · · z¯µnn
for µ = (µ1, . . . , µn)) as usual. Here z¯j is the complex conjugate of zj .
We call f(z, z¯) a mixed analytic function (or a mixed polynomial, if f(z, z¯)
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is a polynomial) of z1, . . . , zn. We are interested in the topology of the
hypersurface V = {z ∈ Cn | f(z, z¯) = 0}, which we call a mixed hypersurface.
Here we use the terminology hypersurface in order to point out the similarity
with complex analytic hypersurfaces. We will see later that codimRV = 2
if V is non-degenerate (Theorem 19). We denote the set of mixed functions
of variables z, z¯ by C{z, z¯}. This approach is equivalent to the original one.
In fact, writing z = x + iy with zj = xj + i yj j = 1, . . . , n, and using
real variables x = (x1, . . . , xn) and y = (y1, . . . , yn), and dividing f(z, z¯) in
the real and the imaginary parts so that f(x,y) = g(x,y) + i h(x,y) where
g := ℜ f, h := ℑ f , we can see that V is defined by two real-valued analytic
functions g(x,y), h(x,y) of 2n-variables x1, y1, . . . , xn, yn. Conversely, for
a given real analytic variety W = {g(x,y) = h(x,y) = 0} which is defined
by two real-valued analytic functions g, h, we can consider W as a mixed
hypersurface by introducing a mixed function f(z, z¯) = 0 where
f(z, z¯) := g(
z + z¯
2
,
z− z¯
2 i
) + i h(
z + z¯
2
,
z− z¯
2 i
).
The advantage of our view point is that we can use rich techniques of complex
hypersurface singularities. For complex hypersurfaces defined by holomor-
phic functions, the notion of the non-degeneracy in the sense of the Newton
boundary plays an important role for the resolution of singularities and the
determination of the Milnor fibration ([10, 23, 14, 15, 16]). We will introduce
the notion of non-degeneracy for mixed functions or mixed polynomials and
prove basic properties in §2 and §3.
In §4, we will give a canonical resolution of mixed hypersurface singu-
larities. First we take an admissible toric modification π̂ : X → Cn. This
does not resolve the singularities but it turns out that we only need a real
modification or a polar modification after the toric modification to complete
the resolution (Theorem 24).
In §5, we consider the Milnor fibration of a given mixed function f(z, z¯).
It turns out that the non-degeneracy is not enough for the existence of the
Milnor fibration of f . We need the strong non-degeneracy of f(z, z¯) which
guarantees the existence of the Milnor fibration (Theorem 33,Theorem 29).
We show that the Milnor fibrations of the first type and of the second type,
f/|f | : Sε \Kε → S1 and f : ∂E(r, δ)∗ → S1δ ,
are equivalent (Theorem 36). We also show that for a polar weighted ho-
mogeneous polynomial, the global fibration is equivalent to the above two
fibrations (Theorem 33).
In §6, we will see that the mixed singularities are much more complicated
than the complex singularities and that the topological equivalence class is
not a combinatorial invariant even in the easiest case of plane curves.
In §7, we discuss Milnor fibrations for non-isolated mixed singularities
under the super strong non-degeneracy condition (Theorem 52).
In §8, we give an A’Campo type formula for the zeta function of the
Milnor fibration in the case of mixed curves (Theorem 60).
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This paper is a continuation of the previous one [17] and we use the same
notations. This paper consists of the following sections. We hope this paper
provides a systematical method to study mixed singularities.
Contents
Section 1. Introduction
Section 2. Newton boundary and non-degeneracy of mixed functions
Section 3. Isolatedness of the singularities
Section 4. Resolution of the singularities
Section 5. Milnor fibration
Section 6. Curves defined by mixed functions
Section 7. Milnor fibration for mixed polynomials with non-isolated singularities
Section 8. Resolution of a polar type and the zeta function
Below are notations we use frequently in this paper:
S2n−1r , Sr = {z = (z1, . . . , zn) ∈ Cn | ‖z‖ = r}, (sphere of the radius r)
‖z‖ =
√
|z1|2 + · · ·+ |zn|2
B2nr , Br = {z = (z1, . . . , zn) ∈ Cn | ‖z‖ ≤ r} (ball of the radius r)
CI = {z = (z1, . . . , zn) | zj = 0, j /∈ I}, BIr = {z ∈ CI | ‖z‖ ≤ r}
C∗I = {z = (z1, . . . , zn) | zj = 0 ⇐⇒ j /∈ I}
C∗n = C∗I , B∗n = B∗I with I = {1, . . . , n}
R+n = {(x1, . . . , xn) ∈ Rn |xj ≥ 0, j = 1, . . . , n}
(z,w) = z1w¯1 + · · ·+ znw¯n : hermitian inner product
ℜ(z,w) = ℜ(z1w¯1 + · · ·+ znw¯n) : real Euclidean inner product
D(δ) := {η ∈ C | |η| ≤ δ}, D(δ)∗ := {η ∈ C | 0 < |η| ≤ δ}
S1δ := {η ∈ C | |η| = δ}.
2. Newton boundary and non-degeneracy of mixed functions
2.1. Polar weighted homogeneous polynomials.
2.1.1. Radial degree and polar degree. Let M = zν z¯µ be a mixed monomial
where ν = (ν1, . . . , νn), µ = (µ1, . . . , µn) and let P =
t(p1, . . . , pn) be a
weight vector. We define the radial degree of M , rdegP M and the polar
degree of M , pdegP M with respect to P by
rdegP M =
n∑
j=1
pj(νj + µj), pdegP M =
n∑
j=1
pj(νj − µj).
2.1.2. Weighted homogeneous polynomials. Recall that a polynomial h(z) is
called a weighted homogeneous polynomial with weights P = t(p1, . . . , pn) if
p1, . . . , pn are integers and there exists a positive integer d so that
f(tp1z1, . . . , t
pnzn) = t
df(z), t ∈ C.
The integer d is called the degree of f with respect to the weight vector P .
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A mixed polynomial f(z, z¯) =
∑ℓ
i=1 ci z
νi z¯µi is called a radially weighted
homogeneous polynomial if there exist integers q1, . . . , qn ≥ 0 and dr > 0
such that it satisfies the equality:
f(tq1z1, . . . , t
qnzn, t
q1 z¯1, . . . , t
qn z¯n) = t
drf(z, z¯), t ∈ R∗.
Putting Q = t(q1, . . . , qn), this is equivalent to rdegQ z
νi z¯µi = dr for i =
1, . . . , ℓ with ci 6= 0. Write f = g + i h so that g, h are polynomials
with real coefficients of 2n-variables (x1, y1, . . . , xn, yn). If f is a radi-
ally weighted homogeneous polynomial of type (q1, . . . , qn; dr), g(x,y) and
h(x,y) are weighted homogeneous polynomials of type (q1, q1, . . . , qn, qn; dr)
(i.e., degxj = deg yj = qj).
A polynomial f(z, z¯) is called a polar weighted homogeneous polynomial if
there exists a weight vector (p1, . . . , pn) and a non-zero integer dp such that
f(λp1z1, . . . , λ
pnzn, λ¯
p1 z¯1, . . . , λ¯
pn z¯n) = λ
dpf(z, z¯), λ ∈ C∗, |λ| = 1
where gcd(p1, . . . , pn) = 1. Usually we assume that dp > 0. This is equiva-
lent to
pdeg P z
νi z¯µi = dp, i = 1, . . . , ℓ.
Here the weight pi can be zero or a negative integer. The weight vector
(p1, . . . , pn) is called the polar weights and dp is called the polar degree re-
spectively. This notion was first introduced by Ruas-Seade-Verjovsky [20]
and Cisneros-Molina [4]. In [17], we have assumed that a polar weighted
homogeneous polynomial is also a radially weighted homogeneous polyno-
mial. Although it is not necessary to be assumed, we will only consider such
polynomials in this paper.
Recall that the radial weights and polar weights define R∗-action and
S1-action on Cn respectively by
t ◦ z = (tq1z1, . . . , tqnzn), t ◦ z¯ = (tq1 z¯1, . . . , tqn z¯n), t ∈ R∗
λ ◦ z = (λp1z1, . . . , λpnzn), λ ◦ z¯ = λ ◦ z, λ ∈ S1 ⊂ C
In other words, this is an R∗ × S1 action on Cn.
Lemma 1. Let f(z, z¯) be a radially weighted homogeneous polynomial, V =
{z ∈ Cn | f(z, z¯) = 0} and V ∗ = V ∩C∗n. Assume that V \{O} (respectively
V ∗) is smooth and codimRV = 2. If the radial weight vector is strictly posi-
tive, namely qj > 0 for any j = 1, . . . , n, the sphere Sr intersects transversely
with V \ {O} (resp. with V ∗ ) for any r > 0.
We are mainly considering the case that V \{O} has no mixed singularity
in the sense of §3.1.
Proof. This is essentially the same with Proposition 4 in [17]. In Propo-
sition 4, we have assumed that f(z, z¯) is polar weighted homogeneous but
we did not use this assumption in the proof. The radial action is enough
as we will see below. Assume that three vectors dg, dh, dφ are linearly
dependent at z0 = (x0,y0) ∈ V ∗, where f(z, z¯) = g(x,y) + ih(x,y) and
φ(x,y) =
∑n
j=1(x
2
j + y
2
j ). As V \ {O} (resp. V ∗) is non-singular, we can
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find real numbers α, β so that dφ(x0,y0) = αdg(x0,y0)+β dh(x0,y0). Here
dφ, dg, dh are the respective gradient vectors of the functions φ, g, h. For
example, dg(x,y) = ( ∂g∂x1 ,
∂g
∂y1
. . . , ∂g∂xn ,
∂g
∂yn
). Let ℓ(t) = (t◦x0, t◦y0), t ∈ R+
be the orbit of z0 by the radial action. Let v be the tangent vector of the
orbit. Then we have :
ℓ(t) = (tq1x01, t
q1y01, · · · , tqnx0n, tqny0n)
d
dt
φ(ℓ(t))|t=1 = ℜ(dφ(x0,y0),v) = 2
n∑
i=1
qi(x
2
0i + y
2
0i) > 0.
On the other hand, we also have the equality:
d
dt
φ(ℓ(t))|t=1 = αℜ(dg(x0,y0),v) + β ℜ(dh(x0,y0),v)
= α
dg(ℓ(t))
dt
|t=1 + β dh(ℓ(t))
dt
|t=1 = 0.
This is an obvious contradiction to the above inequality. 
2.2. Newton boundary of a mixed function. Suppose that we are given
a mixed analytic function f(z, z¯) =
∑
ν,µ cν,µ z
ν z¯µ. We always assume that
c0,0 = 0 so that O ∈ f−1(0). We call the variety V = f−1(0) the mixed
hypersurface. The radial Newton polygon Γ+(f ; z, z¯) (at the origin) of a
mixed function f(z, z¯) is defined by the convex hull of⋃
cν,µ 6=0
(ν + µ) + R+n.
Hereafter we call Γ+(f ; z, z¯) simply the Newton polygon of f(z, z¯). The
Newton boundary Γ(f ; z, z¯) is defined by the union of compact faces of
Γ+(f). Observe that Γ(f) is nothing but the ordinary Newton bound-
ary if f is a complex analytic function. For a given positive integer vec-
tor P = (p1, . . . , pn), we associate a linear function ℓP on Γ(f) defined by
ℓP (ν) =
∑n
j=1 pjνj for ν ∈ Γ(f) and let ∆(P, f) = ∆(P ) be the face where ℓP
takes its minimal value. In other words, P gives radial weights for variables
z1, . . . , zn by rdegP zj = rdegP z¯j = pj and rdegP z
ν z¯µ =
∑n
j=1 pj(νj + µj).
To distinguish the points on the Newton boundary and weight vectors, we
denote by N the set of integer weight vectors and denote a vector P ∈ N by
a column vectors. We denote by N+, N++ the subset of positive or strictly
positive weight vectors respectively. Thus P = t(p1, . . . , pn) ∈ N++ (respec-
tively P ∈ N+) if and only if pi > 0 (resp. pi ≥ 0) for any i = 1, . . . , n. We
denote the minimal value of ℓP by d(P ; f) or simply d(P ). Note that
d(P ; f) = min {rdegP zν z¯µ | cν,µ 6= 0}.
For a positive weight P , we define the face function fP (z, z¯) by
fP (z, z¯) =
∑
ν+µ∈∆(P )
cν,µ z
ν z¯µ
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Example 2. Consider a mixed function f := z31 z¯
2
1 + z
2
1z
2
2 + z
3
2 z¯2. The
Newton boundary Γ(f ; z, z¯) has two faces ∆1,∆2 which have weight vectors
P := t(2, 3) and Q := t(1, 1) respectively. The corresponding invariants are
fP (z, z¯) = z
3
1 z¯
2
1 + z
2
1z
2
2 , d(P ; f) = 10
fQ(z, z¯) = z
2
1z
2
2 + z
3
2 z¯2, d(Q; f) = 4.
Q P
∆1
∆2
2
4
2 5
Figure 1. Γ(f)
It is sometimes important to consider the convex hull of vertices ∆̂(P ) in
Rn × Rn which is defined by
∆̂(P ) = convex hull of {(ν, µ) ∈ Rn × Rn | cν,µ 6= 0, ν + µ ∈ ∆(P )}
Let S : Rn × Rn → Rn be the map defined by (ν, µ) 7→ ν + µ. Then
∆(P ) = S(∆̂(P )) by the definition. We call ∆̂(P ) the mixed face of Γ(f)
and ∆(P ) the radial face of Γ(f) with respect to P respectively, when the
distinction is necessary.
2.3. Non-degenerate functions. Suppose that f(z, z¯) is a given mixed
function f(z, z¯). For P ∈ N++, the face function fP (z, z¯) is a radially
weighted homogeneous polynomial of type (p1, . . . , pn; d) with d = d(P ; f).
Definition 3. Let P be a strictly positive weight vector. We say that f(z, z¯)
is non-degenerate for P , if the fiber f−1P (0) ∩C∗n contains no critical point
of the mapping fP : C
∗n → C. In particular, f−1P (0) ∩ C∗n is a smooth real
codimension 2 manifold or an empty set. We say that f(z, z¯) is strongly
non-degenerate for P if the mapping fP : C
∗n → C has no critical points. If
dim ∆(P ) ≥ 1, we further assume that fP : C∗n → C is surjective onto C.
A mixed function f(z, z¯) is called non-degenerate (respectively strongly
non-degenerate) if f is non-degenerate (resp. strongly non-degenerate) for
any strictly positive weight vector P .
Consider the function f(z, z¯) = z1z¯1 + · · · + znz¯n. Then V = f−1(0) is
a single point {O}. By the above definition, f is a non-degenerate mixed
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function. To avoid such an unpleasant situation, we say that a mixed func-
tion g(z, z¯) is a true non-degenerate function if it satisfies further the non-
emptiness condition:
(NE) : For any P ∈ N++ with dim ∆(P, g) ≥ 1, the fiber g−1P (0) ∩ C∗n
is non-empty.
Remark 4. Assume that f(z) is a holomorphic function. Then fP (z) is a
weighted homogeneous polynomial and we have the Euler equality:
d(P ; f)fP (z) =
n∑
i=1
pizi
∂fP
∂zi
(z).
Thus fP : C
∗n → C has no critical point over C∗. Thus f is non-degenerate
for P implies f is strongly non-degenerate for P . This is also the case if
fP (z, z¯) is a polar weighted homogeneous polynomial.
Example 5. I. Consider the mixed function f := z31 z¯
2
1 + z
2
1z
2
2 + z
3
2 z¯2 which
we have considered in Example 2. Then f is strongly non-degenerate for
each of the weight vectors P = t(2, 3), Q = t(1, 1).
II. Consider a mixed function
g(z, z¯) = z1z¯1 + · · ·+ zr z¯r − (zr+1z¯r+1 + · · ·+ znz¯n), 1 ≤ r ≤ n− 1.
Then V = g−1(0) is a smooth real codimension one variety and thus it is
degenerate for P = t(1, 1, . . . , 1).
III. Consider a mixed function
f(z, z¯) = z21 + az1z¯2 + z¯
2
2 , a ∈ C.
Then f is non-degenerate if and only if a 6= ±2.
IV. Finally we give an example of a mixed function which is non-degenerate
but not strongly non-degenerate. Consider a mixed function
f(z, z¯) = 1/4 z1
2 − 1/4 z¯21 + z1 z¯1 − (1 + i) (z1 + z2) (z¯1 + z¯2)
= g(x1, x2, y1, y2) + ih(x1, x2, y1, y2)
where g(x1, x2, y1, y2) = x1
2 + y1
2 − (x1 + x2)2 − (y1 + y2)2
h(x1, x2, y1, y2) = x1 y1 − (x1 + x2)2 − (y1 + y2)2
f is a radially homogeneous polynomial of degree 2 but it is not polar
weighted homogeneous. One can check that f is non-degenerate for the
weight vector P = t(1, 1) but it is not strongly non-degenerate. In fact, it
has two families of critical points
t 7→ (x1, x2, y1, y2) = (t,−t,±t,∓t), 0 < t
with the critical values (2± i)t2.
Proposition 6. Let g(z, z¯) be a radially weighted homogeneous polynomial
and let M := zaz¯b be a mixed monomial and put h := Mg(z, z¯). Then
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0 is a regular value of g : C∗n → C if and only if 0 is a regular value of
h : C∗n → C.
The assertion is immediate from the definition because g−1(0) ∩ C∗n =
h−1(0)∩C∗n and the tangential map dhw : TwC∗n → T0C is equal toMdgw
for any w ∈ g−1(0) ∩ C∗n.
Recall that for a subset I ⊂ {1, . . . , n}, we use the notations CI = {z ∈
Cn | zj = 0, j /∈ I} and f I = f |CI .
Proposition 7. Assume that f(z, z¯) is a non-degenerate (respectively strongly
non-degenerate) mixed function. Assume that f I is not constantly zero for
some I ⊂ {1, 2, . . . , n}. Then f I is a non-degenerate (resp. strongly non-
degenerate) function as a function of variables {zi, z¯i, | i ∈ I}.
Proof. The proof is exactly parallel to that of Proposition 1.5, [16]. Take
a compact face ∆ of Γ(f I). There is a strictly positive weight vector P =
t(pi)i∈I ∈ N I such that ∆ = ∆(P, f I). We consider a strictly positive
weight vector Q = t(q1, . . . , qn) such that qi = pi for i ∈ I and qi = ν
for i /∈ I. It is easy to see that fQ(z, z¯) = f IP (zI , z¯I) if ν is sufficiently
large. Here f IP = (f
I)P . Now by the assumption, 0 is not a critical value
of fQ : C
∗n → C (respectively fQ : C∗n → C has no critical points). As fQ
contains only variables zi, i ∈ I, 0 is not a critical value of f IP : C∗I → C
(resp. f IP : C
∗I → C has no critical points). 
For a complex valued mixed function f(z, z¯), we use the notation ([17]):
df(z, z¯) = ( ∂f∂z1 , . . . ,
∂f
∂zn
) ∈ Cn, d¯f(z, z¯) = ( ∂f∂z¯1 , . . . ,
∂f
∂z¯n
) ∈ Cn
We use freely the following convenient criterion for a given point to be a
critical point as a function to C in this paper.
Proposition 8. (Proposition 1, [17]) The following two conditions are equiv-
alent. Let w ∈ Cn.
(1) w is a critical point of f : Cn → C.
(2) There exists a complex number α with |α| = 1 such that df(w, w¯) =
α d¯f(w, w¯).
Hereafter we use the simplified notation df(w, w¯) for df(w, w¯).
Example 9. Let us consider the following mixed polynomials
f1 = z1z¯1 − z22 , f2 = z1z¯1 − z2z¯2, f3 = z21 z¯1 − z22 z¯2
and the corresponding mixed varieties Vi = f
−1
i (0), i = 1, 2, 3. Each of them
has an isolated singularity at the origin. In fact, as real varieties, they are
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described as follows.
V1 = {(x,y) |x21 + y22 = x22 − y22, x2y2 = 0}
= {(x,y) |x21 + y22 = x22, y2 = 0}
V2 = {(x,y) |x21 + y22 = x22 + y22}, dimR V2 = 3
V3 = {(z1, z2) | z1 = r1 exp(i θ1), z2 = r2 exp(i θ2), r1 = r2, θ1 = θ2}
= {(z1, z2) | z1 − z2 = 0}.
V3 is a special case of polynomials which has been considered in [20]. f1, f3
are non-degenerate but f2 is a degenerate mixed function as it is not surjec-
tive (onto C) and dimR V2 = 3. Note also that df2 = d¯f2 = (z1,−z2). f1 is
not a polar weighted homogeneous polynomial ( as the monomial z1z¯1 can
not have a positive degree) while f3 is a polar weighted polynomial of type
(1, 1; 1).
2.4. Some useful functions. Let J be a subset of {1, . . . , n} and consider
the J-conjugation map ιJ : C
n → Cn defined by:
ιJ : (z1, . . . , zn) 7→ (w1, . . . , wn), wj =
{
zj j /∈ J
z¯j j ∈ J.
Of course, we define ιJ(z¯j) = ιJ (zj).
Let f(z, z¯) be a mixed function. We call that f(z, z¯) is J-conjugate
holomorphic if f is an analytic function of the variables {zj | j /∈ J} and
{z¯k | k ∈ J}, or equivalently f ◦ ιJ(z) is a holomorphic function.
A mixed polynomial f(z, z¯) is called a J-conjugate weighted homogeneous
polynomial if f ◦ ιJ(z) is a weighted homogeneous polynomial. Let P =
(p1, . . . , pn) be the weight vector of f ◦ ιJ(z) and let d be the degree. We say
that f(z, z¯) is a J-conjugate weighted homogeneous polynomial of the weight
type (p1, . . . , pn; d). The following is obvious by the definition.
Proposition 10. Assume that f(z, z¯) is a J-conjugate weighted homoge-
neous polynomial of the weight type (p1, . . . , pn; d). Then f(z, z¯) is a polar
weighted polynomial with the polar weight type (ιJP ; d) where
ιJP = (p
′
1, . . . , p
′
n), p
′
j =
{
−pj j ∈ J
pj j /∈ J
Furthermore f(z, z¯) is also a radially weighted homogeneous polynomial of
the radial weight type (p1, . . . , pn; d).
Let M = zν z¯µ be a mixed monomial and let g(z, z¯) = M · f(z, z¯) where
f(z, z¯) is a J-conjugate weighted homogeneous polynomial. We say g(z, z¯)
is a pseudo J-conjugate weighted homogeneous polynomial if pdegP ′g 6= 0
where P ′ = ιJP is the polar weight vector of f(z, z¯). Note that g ◦ ιJ(z)
need not to be holomorphic. Further, if J = ∅, we say that g is a pseudo
weighted homogeneous polynomial. Then g takes the form M f(z) where f
a weighted homogeneous polynomial and M is a mixed monomial.
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Proposition 11. Assume that f(z, z¯) is a J-conjugate weighted homoge-
neous polynomial of the weight type (p1, . . . , pn; d). LetM = z
ν z¯µ be a mono-
mial and assume that g(z, z¯) = Mf(z, z¯) is a pseudo J-conjugate weighted
homogeneous polynomial, namely pdegP ′M + d 6= 0. Then g : C∗n → C has
no critical points if and only if f : C∗n → C has no critical points.
Proof. As g(z, z¯) is a polar weighted polynomial, the only possible singular
fiber is g−1(0). Thus the assertion is immediate as g−1(0) = f−1(0) in
C∗n. 
Example 12. Let f(z, z¯) = z21 + · · · + z2n−1 + z¯3n. Then f is a J-conjugate
weighted homogeneous polynomial of the weight type (3, . . . , 3, 2; 6) with
J = {n}. A mixed polynomial g(z, z¯) = zν z¯µf(z, z¯) is a pseudo J-conjugate
weighted homogeneous polynomial if
3
n−1∑
j=1
(νi − µi)− 2(νn − µn) + 6 6= 0.
Definition 13. Let f(z, z¯) be a mixed function. We say that f is a Newton
pseudo conjugate weighted homogeneous polynomial if for any P ∈ N++,
there exists a subset J(P ) ⊂ {1, . . . , n} such that the face function fP (z, z¯)
is a J(P )-pseudo conjugate weighted homogeneous polynomial. Here J(P )
can differ for each P . For a Newton pseudo conjugate weighted homogeneous
function, the non-degeneracy condition is easily checked by Proposition 11.
Example 14. I. Let f(z, z¯) = z51 + z
2
1 z¯
2
2 + z
m
2 z¯
2
2 with m ≥ 2. Then the
Newton boundary has two faces and the corresponding weights are P = (2, 3)
and Q = (m, 2). The face functions are
fP (z, z¯) = z
2
1(z
3
1 + z¯
2
2), fQ(z, z¯) = z¯
2
2(z
2
1 + z
m
2 )
and f is a Newton pseudo conjugate weighted homogeneous polynomial if
m 6= 2. Note that for m = 2, the polar degree of fQ(z, z¯) is 0. See also the
next example. We give a class of functions which can not be non-degenerate.
II. Consider the radially weighted homogeneous polynomial
f(z, z¯) =
n∑
i=1
cjz
aj
j z¯
aj
j , c1, . . . , cn ∈ C∗.
where a1, . . . , an are positive integers. This is very special as z
aj
j z¯
aj
j =
|zj |2aj ≥ 0. Let Ω := {
∑n
j=1 αjcj |αj > 0} be the open cone of the complex
numbers C generated by c1, . . . , cn.
Proposition 15. Let f(z, z¯) be as above. The image of f : C∗n → C is Ω
and f is a submersion on Ω.
Proof. As z
aj
j z¯
aj
j > 0 for zj 6= 0, f(C∗n) ⊂ Ω. For an η ∈ Ω, write η
as η =
∑n
j=1 αjcj with αj > 0. Take wj so that |wj |2aj = αj. Then
w = (w1, . . . , wn) ∈ f−1(η) ∩ C∗n. Thus the image of f is onto Ω. We
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identify Tf(w)C with C by α
∂
∂x + β
∂
∂y ↔ α + i β. Here the coordinates of
C are x + i y. Then it is easy to see that the tangent vector of the j-th
radial line rj(t,w) defined by t 7→ (w1, . . . , twj , . . . , wn) is mapped by dwf
to 2aj |wj |2ajcj . This implies that f : C∗n → C is a submersion onto Ω. 
Corollary 16. Let f(z, z¯) =
∑n
i=1 cjz
aj
j z¯
aj
j =
∑n
i=1 cj |zj |2aj as in Proposi-
tion 15.
(1) If 0 ∈ Ω, V = f−1(0) ⊂ C∗n is smooth and non-empty.
(2) f(z, z¯) is not a true non-degenerate mixed function.
Proof. The first assertion is immediate from Proposition 15. For the second
assertion, take any two dimensional subspace CI of Cn with I = {i, j}. the
open cone Ω(ci, cj) generated by ci, cj cannot be the whole C. Considering
the weight vector S so that degS zk = N , k 6= i, j and degS zk = 1 for k = i, j,
we see that fS(z, z¯) = ci|z|2ai + cj|zj |2aj , as long as N is sufficiently large. If
dimRΩci,cj = 2, it is easy to see that 0 /∈ Ωci,cj . Thus (f I)−1(0)∩C∗I = ∅. If
dimRΩci,cj = 1, either 0 /∈ Ωci,cj or 0 ∈ Ωci,cj . If 0 /∈ Ωci,cj , (f I)−1(0)∩C∗I =
∅ as above. If 0 ∈ Ωci,cj , arg ci + arg cj = 0 and the real dimension of
(f I)−1(0) ∩ C∗2 is 3 and any point of (f I)−1(0) is a critical point. Thus in
any case f I is not true non-degenerate. 
Example 17. Consider
g(z, z¯) =
n∑
j=1
|zj |2aj , h(z, z¯) =
m∑
j=1
|zj |2aj −
n∑
j=m+1
|zj |2aj
with 1 < m < n. Then the image of g and h are the strictly positive half
real line {x ≥ 0} and the whole real line R respectively and g−1(0)∩C∗n = ∅
and dimR h
−1(0) = 2n− 1.
2.5. Pull-back of a polar weighted homogeneous polynomial. Let
σ = (pij) = (P1, . . . , Pn) be a unimodular matrix where Pj =
t(p1j , . . . , pnj)
is the j-th column vector. Consider the toric morphism
ψσ : C
n → Cn, w 7→ z = (z1, . . . , zn)
zj = w
pj1
1 · · ·wpjnn , j = 1, . . . , n.
See §4.1 for more details. Let f(z, z¯) =∑mj=1 cµ,νzµj z¯νj be a polar weighted
homogeneous polynomial of type (p1, . . . , pn; dp) and let (q1, . . . , qn; dr) be
the radial weights. Then they satisfy the equality:
n∑
j=1
(µj − νj)pj = dp,
n∑
j=1
(νj + νj)qj = dr, j = 1, . . . ,m
where P = t(p1, . . . , pn) and Q =
t(q1, . . . , qn). Consider the pull-back
ψ∗σ(f)(w, w¯) =
m∑
j=1
cµ,νψ
∗
σ(z
µj z¯νj ) =
m∑
j=1
cµ,νw
µ′j w¯ν
′
j
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where µ′j = µjσ, ν
′
j = νjσ and µj, νj are considered raw vectors. We define
P ′ := σ−1P . Then we see that
(µ′j + ν
′
j)Q
′ = (µj + νj)σσ
−1Q = dr
(µ′j − ν ′j)P ′ = (µj − νj)σσ−1P = dp
for any j = 1, . . . ,m. Thus
Lemma 18. Let f(z, z¯) be a polar weighted mixed polynomial of the radial
weight type (q1, . . . , qn; dr) and of the polar weight type (p1, . . . , pn; dp). Then
g(w, w¯) := ψ∗σf(w, w¯) is also a polar weighted homogeneous polynomial.
The radial weight type and the polar weight type are (q′1, . . . , q
′
n; dr) and
(p′1, . . . , p
′
n; dp) respectively whereq
′
1
...
q′n
 = σ−1
q1...
qn
 ,
p
′
1
...
p′n
 = σ−1
p1...
pn
 .
Two fibrations are isomorphic by ψσ, using the following commutative dia-
gram.
C∗n
f−→ C∗xψσ xid
C∗n
g−→ C∗
(The commutativity implies that ψσ is a fiber preserving diffeomorphism.)
3. Isolatedness of the singularities
Let f(z, z¯) =
∑
ν,µ cν,µ z
ν z¯µ. As we are mainly interested in the topology
of a germ of a mixed hypersurface at the origin, we always assume that f
does not have the constant term so that O ∈ f−1(0). Put V = f−1(0) ⊂ Cn.
3.1. Mixed singular points. We say that w ∈ V is a mixed singular point
if w is a critical point of the mapping f : Cn → C. We say that V is mixed
non-singular if it has no mixed singular points. If V is mixed non-singular,
V is smooth variety of real codimension two. Note that a singular point of
V (as a point of a real algebraic variety) is a mixed singular point of V but
the converse is not necessarily true. For example, every point of the sphere
S = {z1z¯1 + · · ·+ znz¯n = 1} is a mixed singular point.
3.2. Non-vanishing coordinate subspaces. For a subset J ⊂ {1, 2, . . . , n},
we consider the subspace CJ and the restriction fJ := f |CJ . Consider the
set
NV(f) = {I ⊂ {1, . . . , n} | f I 6≡ 0}.
We call NV(f) the set of non-vanishing coordinate subspaces for f . Put
V ♯ =
⋃
I∈NV(f)
V ∩C∗I .
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Theorem 19. Assume that f(z, z¯) is a true non-degenerate mixed function.
Then there exists a positive number r0 such that the following properties are
satisfied.
(1) (Isolatedness of the singularity) The mixed hypersurface V ♯ ∩Br0 is
mixed non-singular. In particular, codimRV
♯ = 2.
(2) (Transversality) The sphere Sr with 0 < r ≤ r0 intersects V ♯ trans-
versely.
Proof. We prove that the origin is an isolated mixed singularity. Or V ♯∩Br0
has no mixed singularity, if r is sufficiently small. Denote the mixed singular
locus of V by Σm(V ). Assume the contrary. Using the Curve Selection
Lemma ([12, 7]), we can find a real analytic curve z(t) ∈ Cn, 0 ≤ t ≤ 1 so
that z(t) ∈ Σm(V )∩V ♯ for t 6= 0 and z(0) = O. Using Proposition 8 we can
find a real analytic family λ(t) in S1 ⊂ C such that
df(z(t), z¯(t)) = λ(t) d¯f(z(t), z¯(t)).(1)
Put I = {j | zj(t) 6≡ 0}. As z(t) ∈ V ♯, I ∈ NV(f), the restriction f I = f |CI
is not constantly zero. We may assume that I = {1, . . . ,m} and we consider
f I and the Taylor expansion of z(t):
zi(t) = bit
ai + (higher terms), bi 6= 0 i = 1, . . . ,m
λ(t) = λ0 + λ1t+ (higher terms), λ0 ∈ S1 ⊂ C.
Put A = (a1, . . . , am) and we consider the face function f
I
A of f
I(z, z¯). Let
d = d(A; f I) > 0 and b = (b1, . . . , bm) ∈ C∗m. Then we have
∂f
∂zj
(z(t), z¯(t)) =
∂fIA
∂zj
(b, b¯) td−aj + (higher terms), j = 1, . . . ,m
∂f
∂z¯j
(z(t), z¯(t)) =
∂fIA
∂z¯j
(b, b¯) td−aj + (higher terms) j = 1, . . . ,m.
Observe that by the equality (1), we have the following equality:
ordt
∂f I
∂zj
(z(t), z¯(t)) = ordt
∂f I
∂z¯j
(z(t), z¯(t)), j = 1, . . . ,m.
Thus by (1), we get the equality:
df IA(b, b¯) = λ0 d¯f
I
A(b, b¯).
On the other hand, the equality f I(z(t)) ≡ 0 implies that f IA(b, b¯) = 0.
This implies that b ∈ C∗I is a critical point of f IA : C∗I → C, which is a
contradiction to the non-degeneracy of f I(z, z¯).
The second assertion is the result of a standard argument ( Corollary 2.9,
[12]). 
We say that f is k-convenient if J ∈ NV(f) for any J ⊂ {1, . . . , n} with
|J | = n − k. We say that f is convenient if f is (n − 1)-convenient. Note
that V ♯ = V \ {O} if f is convenient. For a given ℓ with 0 < ℓ ≤ n, we put
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W (ℓ) = {z ∈ Cn | |I(z)| ≤ ℓ} where I(z) = {i|zi = 0}. ThusW (n−1) = C∗n.
If f is ℓ-convenient, V ∩W (ℓ) ⊂ V ♯.
Corollary 20. Assume that f(z, z¯) is a convenient true non-degenerate
mixed polynomial. Then V = f−1(0) has an isolated mixed singularity at
the origin.
Remark 21. The assumption “true” is to make sure that V ∗ = f−1(0)∩C∗n
is non-empty.
4. Resolution of the singularities
We consider a mixed analytic function f(z, z¯) and the corresponding
mixed hypersurface V = f−1(0). We assume that O ∈ V is an isolated
mixed singularity, unless otherwise stated.
If f is complex analytic, a “resolution of f” is usually understood as a
proper holomorphic mapping ϕ : X → Cn so that
(i) E := ϕ−1(O) is a union of smooth (complex analytic) divisors which
intersect transversely and ϕ : X − E → Cn − {O} is biholomorphic,
(ii) the divisor (ϕ∗f) is a union of smooth divisors intersecting transversely
and we can write (ϕ∗f) = V̂ ∪ E where V̂ is the strict transform of V (=
the closure of ϕ−1(V − {O})),
(iii) for any point P ∈ E∗I ∩ V̂ with I = {i1, . . . , is}, there exists an
analytic coordinate chart (u1, . . . , un) so that the pull-back of f is written
as U×um11 · · · umjj where U is a unit in a neighborhood of P , Eik = {uk = 0}
(k = 1, . . . , s − 1) and V̂ = {us = 0}. Here E∗I := ∩Ei∈I \ ∪j /∈IEj.
For a mixed hypersurface, a resolution of this type does not exist in
general. The main reason is that there is no complex structure in the tangent
space of V . Nevertheless we will show that a suitable toric modification
partially resolves such singularities.
4.1. Toric modification and resolution of complex analytic singu-
larities. For the reader’s convenience, we recall some basic facts about the
toric modifications at the origin. We use the notations and the terminologies
of [14, 15, 16] and §2.2.
4.1.1. Toric modification. Let A = (ai,j) ∈ GL(n,Z) with detA = ±1. We
call such a matrix a unimodular matrix. We associate to A a birational
morphism
ψA : C
∗n → C∗n
which is defined by ψA(z) = (z
a1,1
1 · · · za1,nn , . . . , zan,11 · · · zan,nn ). If the coeffi-
cients of A are non-negative, ψA can be defined on C
n. Note that ψA is a
group homomorphism of the algebraic group C∗n and we have
ψ−1A = ψA−1 , ψA ◦ ψB = ψAB.
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We consider the space of integer weight vectors N and we denote weight
vectors by column vectors. Here the coordinates z = (z1, . . . , zn) is fixed.
The space of the weight vectors with coefficients in R is denoted by NR.
Now we consider the subspace of positive weight vectors N+
R
. Let P1, . . . ,
Pm be vectors in N
+
R
. The polyhedral cone generated by P1, . . . , Pm is
defined by
Cone(P1, . . . ,Pm) := {t1P1 + · · ·+ tmPm ∈ N|ti ∈ R, ti ≥ 0, i = 1, . . . ,m}.
The interior of Cone(P1, . . . ,Pm) is called an open cone and it is defined as
IntCone(P1, . . . ,Pm) := {t1P1+· · ·+tmPm ∈ N|ti ∈ R, ti > 0, i = 1, . . . ,m}.
The cone Cone(P1, . . . ,Pm) is called a simplicial cone if {P1, . . . , Pm} are
linearly independent. We consider only the case where P1, . . . , Pm are integer
vectors. We call P1, . . . , Pm the vertices of the cone, if P1, . . . , Pm are chosen
to be primitive integer vectors, by multiplications of rational numbers if
necessary. It is called a regular simplicial cone if {P1, . . . , Pm} can be a
part of Z-basis of N . For a regular simplicial cone σ = Cone(P1, . . . ,Pn) of
dimension n with vertices P1, . . . , Pn, we associate a unimodular matrix A
whose j-th column is Pj . By an abuse of notation, we also denote A by σ.
Let E1, . . . , En be the standard basis of N . ( Ej =
t(0, . . . , 1, 0, . . . , 0) where
1 is at the j-coordinate.) Then Cone(E1, . . . ,En) is a regular simplicial cone
and it is nothing but N+
R
.
We consider a simplicial cone subdivision Σ∗ of the cone Cone(E1, . . . ,En)
for which every cone is regular. Such a subdivision is called a regular fan.
Suppose that Σ∗ is a regular fan. Let S be the set of n-dimensional cones
and let V+ be the set of strictly positive vertices. For simplicity, we assume
that the vertices of Σ∗ are the union of {E1, . . . , En} and V+. For each
σ ∈ S, we consider a copy of a complex Euclidean space Cnσ with coordinates
uσ = (uσ1, . . . , uσn) and the morphism πσ : C
n
σ → Cn defined by πσ(uσ) =
ψσ(uσ). Taking the disjoint sum ∐σ∈SCnσ, we glue together ∐σ∈SCnσ under
the following equivalence relation:
uσ ∼ uτ if ψτ−1σ is well-defined at uσ and ψτ−1σ(uσ) = uτ .
We denote the quotient space ∐σ∈SCnσ/ ∼ by XΣ∗ . Then XΣ∗ is a complex
manifold of dimension n and the morphisms πσ : C
n
σ → Cn, σ ∈ S are
compatible with the identification and thus they define a birational proper
holomorphic mapping
π̂ : XΣ∗ → Cn.
The restriction π̂ to XΣ∗ \ π̂−1(0) is a biholomorphic onto Cn \ {O}. We
call π̂ : XΣ∗ → Cn the toric modification associated with the regular fan Σ∗
[14, 16]. The irreducible exceptional divisors correspond bijectively to the
vertices P ∈ V+ and we denote it by Ê(P ). Then π̂−1(O) = ⋃P∈V+ Ê(P ).
The easiest non-trivial case is when V+ = {P = t(1, . . . , 1)}. In this case,
XΣ∗ is nothing but the ordinary blowing-up at the origin of C
n.
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4.1.2. Dual Newton diagram and admissible toric modifications. Let f(z, z¯) =∑
ν,µ cν,µz
ν z¯µ be a germ of mixed function in n variables z1, . . . , zn. We in-
troduce an equivalence relation in N+
R
by
P ∼ Q, P,Q ∈ N+
R
⇐⇒ ∆(P ; f) = ∆(Q; f).
The set of equivalence classes gives an open polyhedral cone subdivision of
N+
R
and we denote it as Γ∗(f ; z) and we call it the dual Newton diagram.
Let Σ∗ be a regular fan which is a regular simplicial cone subdivision of
Γ∗(f). If Σ∗ is a regular simplicial cone subdivision of Γ∗(f), the toric
modification π̂ : XΣ∗ → Cn is called admissible for f(z, z¯). The basic fact
for non-degenerate holomorphic functions is:
Theorem 22. ( [14, 15, 16]) Assume that f(z) be a non-degenerate con-
venient analytic function with an isolated singularity at the origin. Let
π̂ : XΣ∗ → Cn be an admissible toric modification. Then it is a good resolu-
tion of the mapping f : Cn → C at the origin.
This is a starting observation of the present paper.
4.2. Blowing up examples. We consider some examples.
Example 23. A. Let C1 = {(z1, z2) ∈ C2 | z21 − z22 = 0}}, V1 = {(z1, z2) ∈
C2 | f1(z, z¯) = 0} and V2 = {(z1, z2) ∈ C2 | f2(z, z¯) = 0} where f1(z, z¯) =
z¯21 − z22 and f2(z, z¯) = z1z¯1 − z22 . C1 is a union of two smooth complex line,
V1 is a union of two smooth real planes, z¯1± z2 = 0 and V2 is an irreducible
variety. Consider
π̂1 : X1 → C2
where π̂1 : X1 → C2 is the toric modification associated with the regular fan
generated by vertices
Σ∗1 =
{
E1 =
(
1
0
)
, P =
(
1
1
)
, E2 =
(
0
1
)}
.
Geometrically, π̂1 is an ordinary blowing up. Note that for the complex
curve C1, the two components are separated by a single blowing up π̂1. We
will see what happens to the two other mixed curves V1, V2. In the toric
coordinate C2σ with σ = Cone(P,E2) and the toric coordinates (u1, u2), the
strict transform V̂1, V̂2 of V1, V2 are defined in the torus C
∗2
σ as
Ĉ1 ∩ C∗2σ = {(u1, u2) ∈ C∗2σ |u21 − u21u22 = u21(1− u22) = 0}
V̂1 ∩ C∗2σ = {(u1, u2) ∈ C∗2σ | u¯21 − u21u22 = 0},
V̂2 ∩ C∗2σ = {(u1, u2) ∈ C∗2σ |u1(u¯1 − u1u22) = 0}.
The first expression shows that Ĉ1 is already smooth and separated into two
peaces. Unlike the case of holomorphic functions, we observe that
{(u1, u2) ∈ C2σ | u¯21 − u21u22 = 0} ) V̂1, {(u1, u2) ∈ C2σ | u¯1 − u1u22 = 0} ) V̂2
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as Ê(P ) = {u1 = 0} 6⊂ V̂i, i = 1, 2. In both cases, we see that the 1-sphere
|u2| = 1 appears as their intersection with the exceptional divisor Ê(P ). It
is easy to see that for V̂1, both irreducible components L
∗
± = {(u1, u2) ∈
C∗2σ |u¯1 ± u1u2 = 0} satisfy the limit equality L̂∗ε ∩ Ê(P ) = {(0, u2)||u2| = 1}
with ε = ±. Thus L̂+ ∩ L̂− is the 1-sphere |u2| = 1 and the ordinary
blowing up does not separate the two smooth components. For V̂2, we will
see later that it has two link components. See §6 for the definition of the link
components. This illustrates the complexity of the limit set of the tangent
lines in the mixed varieties.
B. We consider an ordinary cusp (complex analytic) C2 = {z22−z31 = 0} and
a mixed curve V3 = {z22 − z21 z¯1 = 0} with the same Newton boundary and
an admissible toric blowing up π̂ : X2 → C2 which is associated with the
regular simplicial fan:
Σ∗2 =
{
E1, P =
(
1
1
)
, Q =
(
2
3
)
, R =
(
1
2
)
, E2
}
Let (u1, u2) be the toric coordinate of C
2
σ with σ = (Q,R) =
(
2 1
3 2
)
. Then
the pull back of the defining polynomials are defined in this coordinate chart
as
Ĉ2 ∩ C∗2σ = {(u1, u2) ∈ C∗2σ |u61u32(u2 − 1) = 0}
V̂3 ∩ C∗2σ = {(u1, u2) ∈ C∗2σ |u41u22(u21u22 − u¯21u¯2) = 0}.
Observe that Ĉ2 is smooth and transverse to the exceptional divisor Ê(Q) =
{u1 = 0}. The strict transform V̂3 is defined by u21 u22 − u¯21 u¯2 = 0 in C∗2σ .
We see again that for V˜3, a sphere |u2| = 1 appears as the intersection with
the exceptional divisor. We observe that V̂3 ∩ Ê(Q) = {(0, u2)||u2| = 1}.
The above examples show that the toric modification does not resolve
the singularities of non-degenerate mixed hypersurfaces. To get a good
resolution of a mixed hypersurface singularity, we need to compose a toric
modification with a normal real blowing up or a normal polar modification
which we introduce below.
4.3. Normal real blowing up and normal polar blowing up of C.
Consider the complex plane with two coordinate systems z = x + i y and
z = r exp(i θ). We can consider the following two modifications.
(I) Let ιR : C \ {O} → C × RP1 defined by z = x + i y 7→ (z, [x : y]) and
let RC be the closure of the image of ιR. This is called the real blowing
up. RC is a real two dimensional manifold which has two coordinate charts
(U0, (x˜, t)) and (U1, (s, y˜)). These coordinates are defined by x˜ = x, t = y/x
and y˜ = y, s = x/y. The canonical projection ωR : RC → C is given as
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ωR(x˜, t) = x˜(1 + i t) and ωR(s, y˜) = y˜(s + i). Note that ω
−1
R
(O) = RP1 and
ωR : RC \ {O} × RP1 → C \ {O} is diffeomorphism.
(II) Consider the polar embedding ιp : C\{O} → R+×S1 which is defined by
ιp(r exp(θ i)) = (r, exp(θ i)). Here R
+ = {x ∈ R|x ≥ 0}. Let PC = R+ × S1
and ωp : PC → C be the projection defined by ωp(r, exp(θ i)) = r exp(θ i).
We can see easily that ω−1p (O) = {0}×S1 and ωp : PC\{0}×S1 → C\{O}
is a diffeomorphism. Note that PC is a manifold with boundary.
4.3.1. Canonical factorization. There exists a canonical mapping ψ : PX →
RC which is defined by
ψ(r, exp(θ i)) =
{
(x˜, t) = (r cos θ, tan θ), θ 6= ±π2
(s, y˜) = (cot θ, r sin θ), θ 6= 0, π
It is obvious that ψ gives the commutative diagram
PC ψ−→ RCyωp yωR
C = C
Note that the restriction of ψ over the exceptional sets is a 2 : 1 map:
ψ : {O} × S1 → {O} × RP1, exp(θ i) 7→ [cos(θ) : sin(θ)]
4.4. Resolution of a mixed function. Let f(z, z¯) be a mixed function
and let V = f−1(0) and we assume that V has an isolated mixed singularity
at the origin and the real codimension of V is two. (Note that if V is non-
degenerate, it has a real codimension two by the definition of non-degeneracy
and Theorem 19.) Let Y be a real analytic manifold of dimension 2n and
let Φ : Y → Cn be a proper real analytic mapping. We say that Φ : Y → Cn
is a resolution of a real type (respectively a resolution of a polar type) of the
mixed function f if
(1) Let E = Φ−1(O) and let E = E1 ∪ · · · ∪ Er be the irreducible
components. Each Ej is a real codimension one smooth subvariety.
(2) Y is a real analytic manifold of dimension 2n. For a resolution of a
real type, Y has no boundary while for a resolution of a polar type
Y is a real analytic manifold with boundary and ∂Y = E.
(3) The restriction Φ : Y − E → Cn \ {O} is a real analytic diffeomor-
phism.
(4) Let V˜ be the strict transform of V (=the closure of Φ−1(V \ {O})).
Then V˜ is a smooth manifold of real codimension 2 in an open neigh-
borhood of E.
(5) For I = {i1, . . . , it}, put E∗I :=
⋂t
k=1Eik \
⋃
j /∈I Ej. For P ∈ E∗I ∩ V˜ ,
there exists a local real analytic coordinate system (U, (u1, . . . , u2n))
centered at P such that
Φ∗f(u) = um11 · · · umtt (ut+1 + i ut+2)
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so that U ∩ Eij = {uj = 0} for j = 1, . . . , t and U ∩ V˜ = {ut+1 +
i ut+2 = 0}. In the case of a resolution of a polar type, we assume
also that Y ∩ U = {u1 ≥ 0, . . . , ut ≥ 0}.
For example, assume that t = 1 for simplicity. Then the condition (5) says
the following. If we are considering a resolution of a real type,
U ∼= R2n or B2n, Ei1 = {u1 = 0}, Φ∗f(u) = um11 (u2 + i u3),
if we are considering a resolution of polar type,
U ∼= R2n ∩ {u1 ≥ 0}, Ei1 = {u1 = 0}, Φ∗f(u) = um11 (u2 + i u3).
See the next section for more details.
4.4.1. Normal real blowing up. Let X be a complex manifold of dimension
n with a finite number of smooth complex divisors E1, . . . , Eℓ such that the
union of divisors E =
⋃ℓ
i=1Ei has at most normal crossing singularities.
Then we can consider the composite of real modifications for the normal
complex 1-dimensional subspaces along the divisor E1, . . . , Eℓ. Put it as
ωR : RX → X and we call it the normal real blowing up along E. It is
immediate from the definition that
(1) RX is a differentiable manifold and ωR : RX \ω−1R (E)→ Y \E is a
diffeomorphism.
(2) Inverse image E˜j := ω
−1
R
(Ej) of Ej is a real codimension 1 vari-
ety which is fibered over E′j with a fiber S
1. Here E′j is the nor-
mal real blowing up of Ej along
⋃
i 6=j Ei ∩ Ej . Putting E∗I :=⋂
i∈I Ei\
⋃
j /∈I Ej , E˜
∗
I := ω
−1
R
(E∗I ) is fibered over E
∗
I with fiber (S
1)k
where k = |I|.
Take a point P ∈ E∗I and choose a local coordinate (W, (u1, . . . , un)) so
that I = {1, . . . ,m} and Ej = {uj = 0}, j = 1, . . . ,m. Then ω−1R (W )
is isomorphic to (RC)m × Cn−m covered by 2m coordinates Wε1,...,εm =
Uε1×· · ·×Uεm×Cn−m where εj = 0 or 1. For example,W1,0,...,0 has the coor-
dinates (as a real analytic manifold) (s1, y˜1, x˜2, t2, . . . , x˜m, tm, um+1, . . . , un)
so that the projection to the coordinate chart u ∈W is given by
u1 = y˜1(s1 + i), u2 = x˜2(1 + i t2), . . . , um = x˜m(1 + i tm).
In this coordinate chart, the exceptional real divisor E˜j , j ≤ m is defined
by E˜1 = {y˜1 = 0} and E˜j = {x˜j = 0} for 2 ≤ j ≤ m.
4.4.2. Normal polar blowing up. We can also consider the composite of the
polar blowing ups along exceptional divisors, which we denote as ωp : PX →
X. In the same coordinate chart (W,u), u = (u1, . . . , un) as in the previous
discussion, ω−1p (W ) is written as
ω−1p (W ) = (R
+ × S1)× · · · × (R+ × S1)× Cn−m
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with coordinates (r1, exp(i θ1), . . . , rm, exp(i θm), um+1, . . . , un) and the pro-
jection is given by
(r1, exp(i θ1), . . . , rm, exp(i θm), um+1, . . . , un) 7→ (u1, . . . , un),
uj = rj exp(i θj), j = 1, . . . ,m.
Note that PX is a manifold with boundary and ω−1p (Ej) is the boundary
component which is given by {rj = 0}.
4.5. A resolution of a real type and a resolution of a polar type.
Now we can state our main result for the resolution of non-degenerate mixed
singularities. Assume that f(z, z¯) =
∑
ν,µ cν,µ z
ν z¯µ is a non-degenerate con-
venient mixed function and consider the mixed hypersurface V = f−1(0).
Let Γ(f) be the Newton boundary and let Γ∗(f) be the dual Newton dia-
gram. Take a regular simplicial cone subdivision in the sense of [16] and
let π̂ : X → Cn be the associated toric modification. Let V+ be the set
of strictly positive vertices of Σ∗ and let Ê(P ), P ∈ V+ be the exceptional
divisors. We may assume that the vertices which are not strictly positive are
the canonical bases {E1, . . . , En} of N by the convenience assumption where
Ej =
t(0, . . . , 1, . . . , 0). Put Ê =
⋃
P∈P Ê(P ). Then we take the normal real
blowing-ups ωR : RX → X along the exceptional divisors of Ê. Then we
consider the composite
Φ := π̂ ◦ ωR : RX ωR−→X bπ−→Cn, ξ 7→ π̂(ωR(ξ)).
Put E˜(P ) := ω−1
R
(Ê(P )) with P ∈ V+.
Theorem 24. Φ : RX → Cn gives a good resolution of a real type of f at the
origin and the exceptional divisors are E˜(P ) for P ∈ V+. The multiplicity
of E˜(P ) of the function Φ∗f along E˜(P ) is d(P ; f).
Let f(z, z¯) = g(x,y) + ih(x,y) be the decomposition of f into the real
and the imaginary part. Then the above assertion for the multiplicity is
equivalent to: the mutiplicities of Φ∗g, Φ∗h along E˜(P ) are the same and
equal to d(P ; f).
Proof. We use the same notations as those in [14, 15, 16]. Let V˜ , V̂ be the
strict transforms of V into RX and X respectively.
Φ : RX ωR−→ X bπ−→ Cn
∪ ∪ ∪
V˜
ωR−→ V̂ bπ−→ V
Take any point ξ˜ ∈ V˜ ∩Φ−1(O) and consider ξ̂ = Φ(ξ˜) ∈ V̂ . Assume that ξ̂ is
in a toric coordinate chart Cnσ with σ = (P1, P2, . . . , Pn) which is a unimodu-
lar matrix. Assume that ξ̂ ∈ Ê(P1, P2, . . . , Ps)∗ where Ê(P1, P2, . . . , Ps)∗ =⋂s
i=1 Ê(Pi) \
⋃
j>s Ê(Pj). For simplicity, we assume that s = 1 and ξ̂ ∈
Ê(P1)
∗, leaving the other cases to the reader, as the argument is exactly
the same. We denote the coordinates in this chart as (uσ1, . . . , uσn) and
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uσ,j = xσj+ i yσj . For simplicity, we write simply uj, xj, yj for uσj , xσj , yσj
respectively. By the assumption, ξ̂ = (0, ξ2, . . . , ξn) with ξj 6= 0, j ≥ 2 in
the toric coordinate space Cnσ. We may assume that ξ˜ ∈ (Cnσ)0. The coor-
dinates of (Cnσ)0 are given by (x˜1, t1, u2, . . . , un). The divisor E˜(P1) is given
by {x˜1 = 0} and the projection ωR|(Cnσ)0 → Cnσ is given as
(x˜1, t1, u2, . . . , un) 7→ (u1, . . . , un), u1 = x˜1(1 + i t1).
Let ∆ = ∆(P1). Take an arbitrary monomial z
ν z¯µ. Then we observe that
π∗σ(z
ν z¯µ) = u
P1(ν)
1 · · · uPn(ν)n × u¯P1(µ)1 · · · u¯Pn(µ)n and
ω∗Rπ
∗
σ(z
ν z¯µ) = x˜
P1(ν+µ)
1 (1 + i t1)
P1(ν)(1− i t1)P1(µ)
n∏
j=2
u
Pj(ν)
j u¯
Pj(µ)
j .
Here we recall that P1(ν) =
∑n
j=1 pj1νj . By the definition of d(P1), for any
monomial zν z¯µ which appears in f(z, z¯), we have
P1(ν) + P1(µ) ≥ d(P1), and
P1(ν) + P1(µ) = d(P1) ⇐⇒ ν + µ ∈ ∆(P1).
Thus we can write the pull-back function as
Φ∗f(x˜1, t1,u
′
σ) = x˜
d(P1)
1 × f̂σ(x˜1, t1,u′σ)
Φ∗f∆(x˜1, t1,u
′
σ) = x˜
d(P1)
1 × f̂∆,σ(t1,u′σ)
f̂σ(x˜1, t1,u
′
σ) ≡ f̂∆,σ(t1,u′σ) modulo (x˜1).
where u′σ = (u2, . . . , un). The important point here is that f̂∆,σ does not
contain the variable x˜1. In the above notation, the strict transform V˜ is
defined by f̂σ(x˜1, t1,u
′
σ) = 0 in (C
n
σ)0. Let ξ˜ = (0, τ1, ξ2, . . . , ξn) in the
coordinates (x˜1, t1,u
′
σ). Using the expression f(z, z¯) = g(x,y) + i h(x,y)
and f∆(z, z¯) = g∆(x,y) + i h∆(x,y), we write these functions f̂σ, f̂∆,σ as
the sum of real-valued functions:
f̂σ(x˜1, t1,x
′
σ,y
′
σ) = ĝσ(x˜1, t1,x
′
σ,y
′
σ) + i ĥσ(x˜1, t1,x
′
σ,y
′
σ)
f̂∆,σ(t1,x
′
σ,y
′
σ) = ĝ∆,σ(t1,x
′
σ,y
′
σ) + i ĥ∆,σ(t1,x
′
σ,y
′
σ),
where x′σ = (x2, . . . , xn), y
′
σ = (y2, . . . , yn).
The main assertion in Theorem 24 is that the rank of the Jacobian matrix
of the functions x˜1, ĝσ , ĥσ:
J :=
∂(x˜1, ĝσ , ĥσ)
∂(x˜1, t1,x′σ,y
′
σ)
(ξ˜) =
(
1 0
⋆ ∂(bgσ,
bhσ)
∂(t1,x′σ ,y′σ)
(ξ˜)
)
is 3, which is equivalent to
rank
(
∂(ĝσ , ĥσ)
∂(t1,x′σ,y
′
σ)
(ξ˜)
)
= 2.
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Note that g∆,σ(ξ˜) = h∆,σ(ξ˜) = 0 and
gσ − g∆,σ ≡ 0, hσ − h∆,σ ≡ 0 modulo (x˜1)
therefore
∂(gσ , hσ)
∂(t1,x′σ,y
′
σ)
(ξ˜) =
∂(g∆,σ, h∆,σ)
∂(t1,x′σ,y
′
σ)
(ξ˜).(2)
Now recall that g∆,σ, h∆,σ does not contain the variable x˜1. Define a mod-
ified point ξ˜′ ∈ (Cnσ)0 by ξ˜′ = (1, τ1, ξ2, . . . , ξn) and put ξ̂′ = ωR(ξ˜′) ∈ C∗nσ
and w0 = πσ(ξ̂
′) ∈ C∗n. Put w0 = x0 + iy0. (Recall that πσ : Cnσ → Cn is
the projection of the toric modification in this chart.) Then as g∆,σ(ξ̂
′) =
g∆,σ(ξ˜
′) = 0, we have
rank
(
∂(g∆,σ,h∆,σ)
∂(t1,x′σ,y
′
σ)
(ξ˜)
)
= rank
(
∂(g∆,σ,h∆,σ)
∂(t1,x′σ,y
′
σ)
(ξ˜′)
)
= rank
(
∂(g∆,σ ,h∆,σ)
∂(x˜1, t1,x′σ,y
′
σ)
(ξ˜′)
)
Now we consider the hypersurface
V ∗∆ :={z ∈ C∗n | f∆(z) = 0}
={x+ iy ∈ C∗n | g∆(x,y) = h∆(x,y) = 0}
where zj = xj + i yj , j = 1, . . . , n and x = (x1, . . . , xn), y = (y1, . . . , yn).
Note that w0 ∈ V ∗∆. As f∆(w0) = 0 and Φ = π̂ ◦ ωR : Φ−1(C∗n)→ C∗n is a
diffeomorphism, we see that
rank
(
∂(g∆,σ ,h∆,σ)
∂(x˜1, t1,x′σ,y
′
σ)
(ξ˜′)
)
= rank
(
∂(x˜
d(P1)
1 g∆,σ, x˜
d(P1)
1 h∆,σ)
∂(x˜1, t1,x′σ,y
′
σ)
(ξ˜′)
)
= rank
(
∂(g∆,h∆)
∂(x,y)
(x0,y0)
)
= 2
where w0 = x0+ iy0. The first equality is the result of g∆σ(ξ˜
′) = h∆σ(ξ˜
′) =
0. The last equality follows from the non-degeneracy condition which as-
sumes that f∆ : C
∗n → C has 0 as a regular value. 
We can also use the normal polar blowing-up ωp : PX → X along
Ê(P ), P ∈ V+ and the composite Φp : PX → Cn. Put E˜(P ) := Φ−1p (Ê(P )),
P ∈ V+.
Theorem 25. Under the same assumption as in Theorem 24, Φp : PX → X
gives a good resolution of a polar type of f(z, z¯) where Φp is the composite
Φp : PX ωp−→X bπ−→Cn.
The multiplicity of E˜(P ) of the function Φ∗pf along E˜(P ) is d(P ; f). There is
a canonical factorization η : PX →RX so that ωp = ωR ◦η and Φp = Φ◦η.
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Proof. The proof is almost the same as that of Theorem 24. For an arbitrary
monomial zν z¯µ. Then we observe that
π∗σ(z
ν z¯µ) = u
P1(ν)
1 · · · uPn(ν)n × u¯P1(µ)1 · · · u¯Pn(µ)n and
ω∗pπ
∗
σ(z
ν z¯µ) = r
P1(ν+µ)
1 exp(P1(ν − µ)θ1 i)
n∏
j=2
u
Pj(ν)
j u¯
Pj(µ)
j .
Thus we simply replace (x˜1, t1,u
′
σ) by (r1, θ1,u
′
σ) with uσ1 = r1 exp(i θ1) =
x˜1(1+i t1) in the previous calculation. The factorization follows from §4.3.1.

Remark 26. The assertion of Theorem 24 and Theorem 25 says that the
strict transform V˜ is a “Cartier divisor” in the sense that it is locally defined
by a single complex-valued real analytic function in RX, although V̂ is not a
Cartier divisor in X. Note also that the pull-back of g and h are real-valued
functions which have the same multiplicity d(P ) along E˜(P ), P ∈ V+.
Example 27. We consider two modifications:
π̂1 : X1 → C2, π̂2 : X2 → C2
where π̂j : Xj → C2 is the toric modification associated with the regular fan
Σ∗j (j = 1, 2) which are defined by the vertices as follows.
Σ∗1 =
{
E1 =
(
1
0
)
, P =
(
1
1
)
, E2 =
(
0
1
)}
,
Σ∗2 =
{
E1, P =
(
1
1
)
, Q =
(
2
3
)
, R =
(
1
2
)
, E2
}
1. Let V1 = f(z, z¯) = z¯
2
1 − z22 = 0. This is a union of two smooth real planes
z2 ± z¯1 = 0. In the toric coordinate chart C2σ with σ = Cone(P,E2), the
strict transform V˜1 of V1 is defined in C
∗2
σ by
V̂1 : u¯
2
1 − u21u22 = 0.
We have seen that V̂1 ∩ Ê(P ) = {u1 = 0 | |u2| = 1}. Now take the normal
real blowing up along Ê(P ), ωR : RX → X. The strict transform is defined
in (C2σ)ε as
V̂1 = {(x˜1, t1, u2) ∈ R2 × C | (1− i t1)2 − (1 + i t1)2u22 = 0}
= {(y˜1, s1, u2) ∈ R2 × C | (s1 − i)2 − (s1 + i)2u22 = 0}
Note these equations give two smooth components Lε, ε = ±1 which are
disjoint:
{(x˜1, t1, u2) ∈ R2 × C | (1− i t1)± (1 + i t1)u2 = 0}.
This expression shows that the strict transform is embedded in the cylinder
|u2| = 1. Let us see this in a normal polar modification ωp : PX → X. Now
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PX is locally diffeomorphic to the product of S1 × R+ × C and the strict
transform is now defined in a simple equation
V˜1 = {(r1, exp(θ i), u2) |u2 = ∓ exp(−2 θ i)}
and it has two link components. This shows that the strict transform is a
product (it does not depend on r1) and for a fixed r1, they are parallel torus
knots in S1 × S1 = S1 × {|u2| = 1}. Observe that the direction of twisting
is opposite in the first and the second S1’s with respect to the canonical
orientation of S1.
2. Let us consider another mixed curve:
V2 : {z1z¯1 − z22 = 0}
Equivalently V2 is defined by
{(x1, y1, x2, y2) ∈ R4 |x21 + y21 = x22 − y22, x2y2 = 0}.
This can be defined as
V2 = {(x1, y1, x2, y2) ∈ R4 | y2 = 0, x22 = x21 + y21}.
This curve is real analytically (or real algebraically) irreducible at the origin
(see [2] for the definition) but we can see that V2 \ {O} has two connected
components z2 = |z1| and z2 = −|z1|. Thus for the geometrical study of
real analytic varieties, especially for the study of real analytic curves, it is
better to see the connected components of f−1(0)\{O}. We apply the same
toric modification π̂1 and we consider its strict transform on the toric chart
Cone(P,E2) where we use the same notation as in Example 27.
V̂2 : u¯1 − u1u22 = 0.
Again we see that V̂2 ∩ Ê(P ) = {(0, u2) | |u2| = 1}. Take the normal real
blowing up along Ê(P ). The strict transform is defined in (C2σ)ε as
V˜2 = {(x˜1, t1, u2) ∈ R2 × C | (1− i t1)− (1 + i t1)u22 = 0}
= {(y˜1, s1, u2) ∈ R2 × C | (s1 − i)− (s1 + i)u22 = 0}
which is non-singular. They have two real analytic components:
{(x˜1, t1, u2) ∈ R2 × C |u2 ± (1− i t1)/
√
1 + t21 = 0} or
{(y˜1, s1, u2) ∈ R2 × C |u2 ± (s1 − i)/
√
s21 + 1 = 0}
Note that
√
1 + t21 is a real analytic function, although
√
x21 + y
2
1 is not an
analytic function at O. The above expression says that V˜2 is a product{
(t1, u2)|
√
1 + t21 u2 ± (1− i t1) = 0
}
× R
where the second factor is the line with coordinate x˜1. Using the resolution
of a polar type, V˜2 is simply written as
V˜2 = {(r1, θ1, u2) ∈ R+ × S1 × C |u2 ± exp(− θ1 i) = 0}.
Again we observe that it is a product of torus knots and R+.
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3. Next we consider V3 = {z22 + z21 z¯1 = 0}. The Newton boundary is the
same with that of the cusp singularity z22 + z
3
1 = 0. Thus we use the toric
modification π̂2 : X2 → C2. Let (u1, u2) be the toric coordinate of the chart
σ = (Q,R) =
(
2 1
3 2
)
. Then the pull back of f is defined in this coordinate
chart as
f̂(u1, u2) = (u
3
1 u
2
2)
2 + (u21 u2)
2(u¯21 u¯2) = u
4
1u
2
2 (u
2
1u
2
2 + u¯
2
1 u¯2)
Thus the strict transform can be written as u21 u
2
2 + u¯
2
1 u¯2 = 0. Thus again
we see that V̂3 ∩ Ê(Q) = {(0, u2) | |u2| = 1} and S1 appears as the limit of
V̂3 ∩ Ê(Q) where Ê(Q) is the exceptional divisor corresponding to Q. We
take a normal polar modification ωp : PX2 → X2 and consider this in the
coordinate chart ω−1p (C
2
σ) with coordinates (r1, exp(θ1 i), r2, exp(θ2 i)) with
u1 = r1 exp(θ1 i), u2 = r2 exp(θ2 i). Then V˜3 is defined by
V˜3 = {r2 exp(3 θ2 i) + exp(−4 θ1 i) = 0}
which implies that r2 = 1 and 3θ2 ≡ −4θ1 mod 2π. We see that V˜3 ∩ E˜(Q)
is a torus knot but the orientations for θ1 and θ2 are reversed.
In the resolution of a real type, the equation is apparently a little compli-
cated. In the chart Cσ,0,0, V˜3∩E˜(Q) is given by g(t1, s2, x˜2) = h(t1, s2, x˜2) =
0 where
g(t1, s2, x˜2) = x˜2 − x˜2 s22 − 4 x˜2 t1 s2 − x˜2 t21 + x˜2 t21s22 + 1− 2 t1 s2 − t21
h(t1, s2, x˜2) = −2 x˜2 s2 − 2 x˜2 t1 + 2 x˜2 t1 s22 + 2 x˜2 t21s2 + s2 + 2 t1 − t21s2.
Taking the resultant of g(t1, s2, x˜2) and h(t1, s2, x˜2) in t1, we see that s
2
2x˜
2
2+
s22 = 1 which corresponds to r2 = 1 in the polar resolution.
4.5.1. Pseudo weighted homogeneous hypersurface. Suppose that f(z, z¯) is a
convenient non-degenerate mixed function, let π̂ : X → Cn be an admissible
toric modification and let ωR : RX → X be a real modification along the
exceptional divisors as in Theorem 24. Suppose that for a strictly positive
weight P , fP (z, z) is a pseudo weighted homogeneous polynomial. Write it
as fP (z, z¯) = Mh(z) where M is a mixed monomial and h(z) is a weighted
homogeneous polynomial with h−1(0) ∩ C∗n being smooth. Take a toric
coordinate chart σ = (P1, . . . , Pn) with P = P1. Put dM = rdegP M and
dh = rdegP h. Then rdegP f = dM + dh. Then the strict transform V̂ in the
toric coordinates Cnσ is already non-singular. Using the same notation as in
the proof of Theorem 24, we have
π̂∗fP (uσ, u¯σ) = π̂
∗(M) π̂∗h(uσ) =M
′udh1 h˜(u
′
σ)
where M ′ is a mixed monomial and h(u′) is a polynomial of uσ2, . . . , uσn.
Let E(P1) = {u′ ∈ Cn−1σ | h˜(u′σ) = 0} be the exceptional divisor. Then V̂
is diffeomorphic to the product C × E(P1). Now we take the normal real
modification. The defining equation of the strict transform V˜ in (Cσ)0 is
26 M. OKA
given as f̂σ(x˜1, tσ,u
′
σ) = 0 where
f̂σ(x˜1, tσ,u
′
σ) ≡ f̂P,σ(x˜1, tσ ,u′σ) modulo(x˜1)
Φ∗fP (x˜1, tσ,u
′
σ) = x˜
d(P1)
1 f̂P,σ(x˜1, tσ ,u
′
σ)
f̂P,σ(x˜1, tσ,u
′
σ) = (1 + t1 i)
a (1− t1 i)b h˜(uσ2, . . . , uσn).
Thus we see that V˜ is a product RC×E(P1). The modification ωp : PX →
X is simply the polar modification of the trivial factor C.
5. Milnor fibration
In this section, we study the Milnor fibration, assuming that f(z, z¯) is a
strongly non-degenerate convenient mixed function. We have seen in Theo-
rem 19 that there exists a positive number r0 such that V = f
−1(0) is mixed
non-singular except at the origin in the ball B2nr0 and the sphere S
2n−1
r in-
tersects transversely with V for any 0 < r ≤ r0. The following is a key
assertion for which we need the strong non-degeneracy.
Lemma 28. Assume that f(z, z¯) is a strongly non-degenerate convenient
mixed function. For any fixed positive number r1 with r1 ≤ r0, there exists
positive numbers δ0 ≪ r1 such that for any η 6= 0, |η| ≤ δ0 and r with
r1 ≤ r ≤ r0, (a) the fiber Vη := f−1(η) has no mixed singularity inside the
ball B2nr0 and (b) the intersection Vη ∩ S2n−1r is transverse and smooth.
Proof. As the assertion (b) follows from the compactness argument, we show
the assertion (a) by contradiction. We assume that (a) does not hold. Then
using the Curve Selection Lemma ([12, 7]), we can find an analytic path
z(t), 0 ≤ t ≤ 1 such that z(0) = O and f(z(t), z¯(t)) 6= 0 for t 6= 0 and z(t)
is a critical point of the function f : Cn → C. The proof is similar to that
of Theorem 19 as we will see below. Using Proposition 8, we can find a real
analytic family λ(t) in S1 ⊂ C such that
df(z(t), z¯(t)) = λ(t) d¯f(z(t), z¯(t)).(3)
Put I = {j | zj(t) 6≡ 0}. We may assume that I = {1, . . . ,m} and we consider
f I . As f(z(t), z¯(t)) = f I(z(t), z¯(t)) 6≡ 0, we see that f I 6= 0. Consider the
Taylor expansions of z(t) and λ(t):
zi(t) = bi t
ai + (higher terms), bi 6= 0 i = 1, . . . ,m
λ(t) = λ0 + λ1 t+ (higher terms), λ0 ∈ S1 ⊂ C.
Let A = (a1, . . . , am), b = (b1, . . . , bm) and we consider the face function f
I
A
of f I(z, z¯). Then we have
∂f
∂zj
(z(t), z¯(t)) =
∂f IA
∂zj
(b) td−aj + (higher terms),
∂f
∂z¯j
(z(t), z¯(t)) =
∂f IA
∂zj
(b¯) td−aj + (higher terms), d = d(A; f I).
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Observe that we have the following equality for any j by the equality (3):
ordt
∂f I
∂zj
(z(t), z¯(t)) = ordt
∂f I
∂z¯j
(z(t), z¯(t)).
Thus by (3), we get the equality: df IA(b, b¯) = λ0 d¯f
I
A(b, b¯) and b ∈ C∗n.
This implies that b is a critical point of f IA : C
∗I → C, which is a contradic-
tion to the strong non-degeneracy of f I(z, z¯). 
5.1. Milnor fibration, the second description. Put
D(δ0)
∗ = {η ∈ C | 0 < |η| ≤ δ0}, S1δ0 = ∂D(δ0)∗ = {η ∈ C | |η| = δ0}
E(r, δ0)
∗ = f−1(D(δ0)
∗) ∩B2nr , ∂E(r, δ0)∗ = f−1(S1δ0) ∩B2nr .
By Lemma 28 and the theorem of Ehresman ([24]), we obtain the following
description of the Milnor fibration of the second type ([8]).
Theorem 29. (The second description of the Milnor fibration) Assume
that f(z, z¯) is a convenient, strongly non-degenerate mixed function. Take
positive numbers r0, r1 and δ0 such that r ≤ r0 and δ0 ≪ r1 as in Lemma
28. Then f : E(r, δ0)
∗ → D(δ0)∗ and f : ∂E(r, δ0)∗ → S1δ0 are locally
trivial fibrations and the topological isomorphism class does not depend on
the choice of δ0 and r.
5.2. Milnor fibration, the first description. We consider now the orig-
inal Milnor fibration on the sphere, which is defined as follows:
ϕ : S2n−1r \Kr → S1, z 7→ ϕ(z) = f(z, z¯)/|f(z, z¯)|
where Kr = V ∩ S2n−1r . The fibrations of this type for mixed functions and
related topics have been studied by many authors ([20, 21, 5, 22, 19, 3]).
But most of the works treat rather special classes of functions. The mapping
ϕ can be identified with ϕ(z) = −ℜ(i log f(z)), taking the argument θ as a
local coordinate of the circle S1. We use the basis { ∂∂zj , ∂∂z¯j | j = 1, . . . , n}
of the tangent space TzC
n ⊗ C. For a mixed function g(z, z¯), we use two
complex “gradient vectors” defined by
dg = (
∂g
∂z1
, . . . ,
∂g
∂zn
), d¯g = (
∂g
∂z¯1
, . . . ,
∂g
∂z¯n
).
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Take a smooth path z(t), −1 ≤ t ≤ 1 with z(0) = w ∈ Cn \ V and put
v = dzdt (0) ∈ TwCn. Then we have
− d
dt
(ℜ(i log f(z(t), z¯(t)))t=0
= −ℜ
(
n∑
i=1
i
{
∂f
∂zj
(w, w¯)
dzj
dt
(0) +
∂f
∂z¯j
(w, w¯)
dz¯j
dt
(0)
}
/f(w, w¯)
)
= ℜ(v, i d log f(w, w¯)) + ℜ(v¯, i d¯ log f(w, w¯))
= ℜ(v, i d log f(w, w¯)) + ℜ(v,−i d¯ log f(w, w¯))
= ℜ(v, i (d log f − d¯ log f)(w, w¯)).
Namely we have
− d
dt
(ℜ(i log f(z(t), z¯(t)))t=0 = ℜ(v, i (d log f − d¯ log f)(w, w¯)).(4)
Thus by the same argument as in Milnor [12], we get
Lemma 30. A point z ∈ S2n−1r \ Kr is a critical point of ϕ if and only
if the two complex vectors i (d log f(z, z¯) − d¯ log f(z, z¯)) and z are linearly
dependent over R.
The key assertion is the following.
Lemma 31. Assume that f(z, z¯) is a strongly non-degenerate mixed func-
tion. Then there exists a positive number r0 such that the two complex vec-
tors i (d log f(z, z¯) − d¯ log f(z, z¯)) and z ∈ Sr \Kr are linearly independent
over R for any r with 0 < r ≤ r0.
Proof. We do not assume the convenience of f(z, z¯) for this lemma. We
proceed as the proof of Lemma 4.3 [12]. Assuming the contrary, we can find
an analytic path z(t), 0 ≤ t ≤ 1 such that
(a) z(0) = O and z(t) ∈ Cn \ V for t > 0.
(b) i (d log f − d¯ log f)(z(t), z¯(t)) = λ(t)z(t) for some λ(t) such that λ(t)
is a real number.
As d log f − d¯ log f does not vanish outside of f−1(0) near the origin by
Lemma 28 and Proposition 8, we see that λ(t) 6≡ 0. Consider the subset
I = {j|zj(t) 6≡ 0} ⊂ {1, . . . , n}. For simplicity, we may assume that I =
{1, . . . ,m}. Consider the Taylor expansions:
zj(t) = aj t
pj + (higher terms), aj 6= 0, pj > 0, j ∈ I.
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Put P = t(p1, . . . , pm), a = (a1, . . . , am) ∈ C∗I and d = d(P ; f I). Then we
consider the expansions:
f(z(t), z¯(t)) = f I(z(t), z¯(t)) = α tq + (higher terms), q ≥ d, α 6= 0
∂f I
∂zj
(z(t), z¯(t)) =
∂f IP
∂zj
(a, a¯) td−pj + (higher terms), 1 ≤ j ≤ m
∂f I
∂z¯j
(z(t), z¯(t))) =
∂f IP
∂z¯j
(a, a¯) td−pj + (higher terms), 1 ≤ j ≤ m
λ(t) = λ0 t
s + (higher terms), λ0 ∈ R∗.
The assumption (b) implies that for 1 ≤ j ≤ m,
i
(
∂f IP
∂zj
(a, a¯)/α¯ − ∂f
I
P
∂z¯j
(a, a¯)/α
)
=
{
0 d− pj − q < s+ pj
λ0 aj, d− pj − q = s+ pj.
Define J ⊂ {1, . . . ,m} by J := {j | d−pj−q = s+pj}. Assume that J = ∅.
Then we have the equality
df IP (a, a¯) =
α¯
α
× d¯f I(a, a¯), j ≤ m
which implies f IP : C
∗I → C has a critical point at z = a by Proposition 8.
This is a contradiction to the strong non-degeneracy. Thus we have shown
that J 6= ∅. We consider the differential:
d
dt
f I(z(t), z¯(t)) =
m∑
j=1
∂f I
∂zj
(z(t), z¯(t))
dzj(t)
dt
+
m∑
j=1
∂f I
∂z¯j
(z(t), z¯(t))
dz¯j(t)
dt
= qα tq−1 + (higher terms).
The two terms of the right side of the first row can be written as follows.(
dz(t)
dt
, df I(z(t), z¯(t))
)
=
(
Pa, df IP (a, a¯)
)
td−1 + (higher terms),(
dz¯(t)
dt
, d¯f I(z(t), z¯(t)
)
=
(
P a¯, d¯f IP (a, a¯)
)
td−1 + (higher terms)
where Pa = (p1a1, . . . , pmam) and P a¯ = (p1a¯1, . . . , pma¯m). Thus we get
qα tq−1 + (higher terms) =(
(Pa, df IP (a, a¯)) + (P a¯, d¯f
I
P (a, a¯))
)
td−1 + (higher terms).
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Observe that
ℜ
(
Pa, i
df IP (a, a¯)
α¯
)
+ℜ
(
P a¯, i
d¯f IP (a¯, a¯)
α¯
)
= ℜ
(
Pa, i
df IP (a, a¯)
α¯
− i d¯f
I
P (a¯, a¯)
α
)
= ℜ
∑
j∈J
λ0 |aj |2 pj
 = λ0∑
j∈J
|aj |2pj 6= 0
as J 6= ∅. Thus we see that(
Pa, df IP (a, a¯)
)
+
(
P a¯, d¯f IP (a, a¯)
)
=
α i
(
(Pa, i
df IP (a, a¯)
α¯
) + (P a¯, i
d¯f IP (P a¯, a¯)
α¯
)
)
6= 0.
This implies that q = d (namely f IP (a, a¯) 6= 0) and
q α = (Pa, df IP (a, a¯)) + (P a¯, d¯f
I
P (a, a¯)), or
qi =
(
Pa, i
d¯f IP (a, a¯)
α¯
)
+
(
P a¯, i
d¯f IP (a¯, a¯)
α¯
)
.
Taking the real part of the last equality, we get an obvious contradiction:
0 = ℜ(
∑
j∈J
λ0 |aj|2 pj) =
∑
j∈J
λ0 |aj |2 pj 6= 0.

Observation 32. Let w ∈ f−1(η), η 6= 0 be a smooth point. Then the tan-
gent space Twf
−1(η) is the real subspace of Cn whose vectors are orthogonal
in R2n to the two vectors
i (d log f − d¯ log f)(w, w¯), (d log f + d¯ log f)(w, w¯).
Proof. Assume that z(t), −ε ≤ t ≤ ε is a smooth curve in f−1(η) with
z(0) = w and V(w) = v ∈ Twf−1(η). The assertion follows from the next
calculation.
d
dt
log f(z(t), z¯(t)) =
ℜ log f(z(t), z¯(t))
dt
|t=0 − d
dt
(ℜ(i log f(z(t), z¯(t)))t=0
= ℜ(v, (d log f + d¯ log f)(w, w¯)) + ℜ(v, i (d log f − d¯ log f)(w, w¯)).

Now we are ready to prove the existence of the Milnor fibration of the
first description.
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Theorem 33. (Milnor fibration, the first description) Let f(z, z¯) be a strongly
non-degenerate convenient mixed function. There exists a positive number
r0 such that
ϕ = f/|f | : S2n−1r \Kr → S1
is a locally trivial fibration for any r with 0 < r ≤ r0.
Proof. Taking r0, r1, δ0 sufficiently small so that f
−1(η) and S2n−1r intersect
transversely for any η ∈ C∗ with |η| ≤ δ0 and r1 ≤ r ≤ r0 by Lemma 28.
Combining with Observation 32, the transversality implies that the three
vectors
z, i (d log f − d¯ log f)(z, z¯), (d log f + d¯ log f)(z, z¯)
are linearly independent over R on {z ∈ Sr | 0 < |f(z, z¯)| ≤ δ0}. Therefore
we can construct a horizontal vector field V for ϕ on S2n−1r \Kr so that
(1) ℜ(V(z), i (d log f − d¯ log f)(z, z¯)) = 1 and ℜ(V(z), z) = 0 for any
z ∈ S2n−1r −Kr, and moreover
(2) ℜ(V(z), (d log f + d¯ log f)(z, z¯)) = 0 for z ∈ Sr with | 0 < |f(z, z¯)| ≤
δ0.
We show that the integral curve of V does not approach to Kr. In fact,
assume that z(t), −ε ≤ t ≤ ε be an integral curve with z(0) = w, V(w) = v.
As we have seen in Observation 32,
d
dt
log |f(z(t), z¯(t))| = ℜ(v, (d log f + d¯ log f)(w, w¯)).(5)
Therefore the condition (2) guarantees that V(z) is tangent to the level real
hypersurface of real codimension 1, |f |z := {w ∈ Cn | |f(w)| = |f(z)|}.
Thus it is obvious that V is integrable for any finite time interval and we
get the local triviality by the integration of V. 
5.3. Equivalence of two Milnor fibrations. Take positive numbers r, δ0
with δ0 ≪ r as in Theorem 29. We compare the two fibrations
f : ∂E(r, δ0)→ S1δ0 , ϕ : S2n−1r \Kr → S1
and we will show that they are isomorphic. However the proof is much more
complicated compared with the case of holomorphic functions. The reason
is that we have to take care of the two vectors
i (d log f − d¯ log f), d log f + d¯ log f
which are not perpendicular. (In the holomorphic case, the proof is easy as
the two vectors reduce to the perpendicular vectors i d log f, d log f .) Con-
sider a smooth curve z(t), −1 ≤ t ≤ 1, with z(0) = w ∈ B2nr \ V and
v = dz(t)dt (0). Put v = (v1, . . . , vn). First from (4) and (5), we observe that
log f(z(t), z¯(t))
dt
|t=0 =
n∑
j=1
(
vj
∂ log f
∂zj
(w, w¯) + v¯j
∂ log f
∂z¯j
(w, w¯)
)
= ℜ(v, (d log f + d¯ log f)(w, w¯)) + iℜ(v, i (d log f − d¯ log f)(w, w¯)).
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Define two vectors on Cn − V :
v1(z, z¯) = d log f(z, z¯) + d¯ log f(z, z¯)
v2(z, z¯) = i (d log f(z, z¯)− d¯ log f(z, z¯))
The above equality is translated as
log f(z(t), z¯(t))
dt
|t=0 = ℜ(v,v1(w, w¯)) + iℜ(v,v2(w, w¯)).(6)
The following will play the key role for the equivalence of two fibrations:
Lemma 34. Under the same assumption as in Theorem 33, there exists a
positive number r0 so that for any z with ‖z‖ ≤ r0 and f(z, z¯) 6= 0, the three
vectors
z, v1(z, z¯), v2(z, z¯)
are either (i) linearly independent over R or (ii) they are linearly dependent
over R and the relation can be written as
z = av1(z, z¯) + bv2(z, z¯), a, b ∈ R.(7)
and the coefficient a is positive.
Proof. First observe that the pairs
P1 = {v1(z, z¯), v2(z, z¯)} , P2 = {z, v2(z, z¯)}
are respectively linearly independent over R by Lemma 28, Lemma 31 and
the above equality. Assume that the assertion does not hold. Consider the
real analytic variety W where the three vectors are linearly dependent over
R. Let us consider the open set U = Cn\V . ThenW ∩U has a finite number
of connected components. The sign of the coefficient a in (7) is constant on
each component, as long as they are near enough to the origin. This is the
result of the linear independence of z, v2(z, z¯). We will show that this sign
is positive. We use the Curve Selection Lemma ([12, 7]) to find an analytic
curve z(t), 0 ≤ t ≤ 1, such that z(0) = O and z(t) /∈ V for t 6= 0 and there
exist real valued functions λ(t), µ(t) so that
z(t) = λ(t)v1(z, z¯) + µ(t)v2(z, z¯).
Let I = {j | zj(t) 6≡ 0}. We may assume that I = {1, . . . ,m} and we do the
argument in CI . We consider the Taylor expansions of z(t) and f(z(t), z¯(t)),
and the Laurent expansions of λ(t) and µ(t):
zj(t) = aj t
pj + (higher terms), aj ∈ C∗, pj ∈ N, 1 ≤ j ≤ m,
f(z(t), z¯(t)) = α tℓ + (higher terms), α ∈ C∗, ℓ ∈ N
λ(t) = λ0 t
ν1 + (higher terms), λ0 ∈ R∗, ν1 ∈ Z
µ(t) = µ0 t
ν2 + (higher terms), µ0 ∈ R∗, ν2 ∈ Z.
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First we consider the equality:
zj(t) =λ(t) (
∂f
∂zj
/f¯ +
∂f
∂z¯j
/f)(z(t), z¯(t))
+ µ(t) i (
∂f
∂zj
/f¯ − ∂f
∂z¯j
/f)(z(t), z¯(t)), j = 1, . . . ,m.
(8)
Put P = (p1, . . . , pm), a = (a1, . . . , am) and d = d(P, f
I). Then we observe
that
∂f
∂zj
(z(t), z¯(t))/f¯ (z(t), z¯(t)) =
(
∂f IP
∂zj
(a, a¯)/α¯
)
td−pj−ℓ + (higher terms),
∂f
∂z¯j
(z(t), z¯(t)))/f(z(t), z¯(t)) =
(
∂f IP
∂z¯j
(a, a¯)/α
)
td−pj−ℓ + (higher terms)
Thus comparing the equality (8), we see that
pj ≥ min{ν1 + d− pj − ℓ, ν2 + d− pj − ℓ}.
To avoid the repetition of the similar argument and to treat the cases ν2 =
ν1, ν2 < ν1 and ν2 > ν1 simultaneously, we put ν0 = min(ν1, ν2) and we
rewrite the expansions as λ(t), µ(t) as
λ(t) = r0 t
ν0 + · · · , r0 ∈ R
µ(t) = m0 t
ν1 + · · · , m0 ∈ R.
Here we have r0 = 0 or r0 = λ0 (respectively m0 = 0 or m0 = µ0) according
to ν1 > ν0 or ν1 = ν0 (resp. ν2 > ν0 or ν2 = ν0). By (8), we get
λ0
(
∂f IP
∂zj
(a, a¯)/α¯ +
∂f IP
∂z¯j
(a, a¯)/α
)
+ im0
(
∂f IP
∂zj
(a, a¯)/α¯− ∂f
I
P
∂z¯j
(a, a¯)/α
)
=
{
aj pj = d− pj + ν0 − ℓ
0 pj > d− pj + ν0 − ℓ.
More precisely we assert
Assertion 35. Put pmin = min {pi | i ∈ I} and K = {i ∈ I | pi = pmin}.
Then we have
λ0
(
∂f IP
∂zj
(a, a¯)/α¯ +
∂f IP
∂z¯j
(a, a¯)/α
)
+
m0 i
(
∂f IP
∂zj
(a, a¯)/α¯ − ∂f
I
P
∂z¯j
(a, a¯)/α
)
=
{
aj j ∈ K
0 j /∈ K.
(9)
Proof. We examine the equality (8). The order of ‖z(t)‖ is pmin. On the
other hand, the order of j-th component of the right side of (8) is greater
than or equal to d − pj + ν0 − ℓ and the coefficient of td−pj+ν0−ℓ is given
by the left side of (9). If there is an index j /∈ K such that this coefficient
is non-zero, then the order of the right side of (8) is strictly smaller than
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d− pmin+ ν0− ℓ and the limit of the normalized vector of the right side has
0 coefficient on any j ∈ K and we have the contradiction to (8). 
Thus we have proved (9). Now we examine the next equality more care-
fully:
df(z(t), z¯(t))
dt
=
n∑
j=1
(
∂f(z(t), z¯(t))
∂zj
dzj(t)
dt
+
∂f(z(t), z¯(t))
∂z¯j
dz¯j(t)
dt
)
.
(10)
The left hand side is simply
df(z(t), z¯(t))
dt
= α ℓ tℓ−1 + (higher terms).
We introduce the complex vectors:{
v = (v1, . . . , vm), , vj =
√
pj fj,
w = (w1, . . . , wm), wj =
√
pj fj¯
where fj =
∂f IP
∂zj
(a, a¯), fj¯ =
∂f IP
∂z¯j
(a, a¯), 1 ≤ j ≤ m.
The order of the right hand side of (10) is greater than or equal to d − 1.
Let R be the coefficient of td−1 of the right side. By an easy calculation, we
have
R =
m∑
j=1
ajpj fj +
m∑
j=1
a¯jpj fj¯
=
m∑
j=1
pjfj
{
λ0
(
fj
α¯
+
fj¯
α
)
+ im0
(
fj
α¯
− fj¯
α
)}
+
m∑
j=1
pjfj¯
{
λ0
(
fj
α
+
fj¯
α¯
)
− im0
(
fj
α
− fj¯
α¯
)}
= α
m∑
j=1
(
pj |fj|2 + pj|fj¯|2
)( λ0
|α|2 +
im0
|α|2
)
+ α
m∑
j=1
2pjfjfj¯
(
λ0
α2
− im0
α2
)
= α(‖v‖2 + ‖w‖2)
(
λ0
|α|2 +
im0
|α|2
)
+ 2α(w, v¯)
(
λ0
α2
− im0
α2
)
Consider two complex numbers:
β := (‖v¯‖2 + ‖w‖2)
(
λ0
|α|2 + i
m0
|α|2
)
, γ := 2(w, v¯)
(
λ0
α2
− im0
α2
)
Using the Schwartz inequality, we see that
|γ| = 2
√
λ20 +m0
2
|α|2 |(w, v¯)| ≤ 2
√
λ20 +m0
2
|α|2 ‖v¯‖ ‖w‖
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and by comparing with |β|, we get
|β| − |γ| ≥
√
λ20 +m0
2
|α|2 |(‖v¯‖ − ‖w‖)
2 ≥ 0.
For the equality |β| = |γ|, it is necessary that ‖v¯‖ = ‖w‖ and |(w, v¯)| =
‖v¯‖ × ‖w‖, or
w = uv¯, ∃u ∈ S1 ⊂ C.
Note that this is equivalent to (f1¯, . . . , fm¯) = u (f1, . . . , fm) which implies
d¯f(a, a¯) = u df(a, a¯). This is a contradiction to the non-degeneracy assump-
tion for f I(z, z¯). Thus we conclude that |β| > |γ| and R 6= 0.
Now the equality (10) says, ℓ− 1 = d− 1 and
ℓ α = αβ + αγ, or
ℓ = (‖v¯‖2 + ‖w‖2)
(
λ0
|α|2 + i
m0
|α|2
)
+ 2(w, v¯)
(
λ0
α2
− i m0
α2
)
We now assert that λ0 > 0. Assume λ0 ≤ 0. Then ℜ(β) ≤ 0 and to get the
equality ℓ = β + γ, we must have |γ| > |β|. This is impossible as we have
seen that |β| > |γ|. See Figure 2. 
β γ
ℓO
Figure 2. If λ0 ≤ 0, |β| < |γ|
Now we are ready to prove the isomorphism theorem:
Theorem 36. Under the same assumption as in Theorem 33, the two fi-
brations
f : ∂E(r, δ0)→ S1δ0 , ϕ : S2n−1r \Kr → S1
are topologically isomorphic.
Proof. The proof is done as in the case of Milnor fibrations of a holomorphic
function ([16]). We will construct a vector field V on
Ec(r, δ0) := Br \ Int(E(r, δ0)) = {z ∈ Br | |f(z, z¯)| ≥ δ0}
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so that 
ℜ(V(z),v2(z, z¯)) = 0,
ℜ(V(z),v1(z, z¯)) > 0,
ℜ(V(z), z) > 0.
(11)
Assume for a moment that we have constructed such a vector field. Along
the integral curve h(t,w) of V with h(0,w) = w, the argument of
f(h(t,w), h¯(t,w)) is constant and the absolute value |f(h(t,w))| and the
norm ‖h(t,w)‖ are monotone increasing. The integral curve is well-defined
as long as h(t,w) is inside Ec(r, δ0). For each w ∈ Ec(r, δ0), there exists a
unique τ(w) such that ‖h(τ(w))‖ = r. Thus this gives a topological isomor-
phism ψ : ∂E(r, δ0)→ S2n−1r \Nr which is defined by ψ(w) = h(τ(w),w)
∂E(r, δ0)
f−→ S1δ0yψ y1/δ0
S2n−1r \ IntNr
ϕ−→ S1
where Nr = S
2n−1
r ∩ {z | |f(z)| ≤ δ0}. As Nr ∼= D(δ0)∗ ×Kr with D(δ0)∗ =
{η ∈ C|0 < |η| ≤ δ}, the restriction ϕ : S2n−1r \ Nr → S1 is isomorphic to
the Milnor fibration ϕ : S2n−1r \Kr → S1.
For the construction of V, we use Lemma 34. Take a point w ∈ Ec(r, δ0).
If the three vectors v1(w, w¯), v2(w, w¯), w are linearly independent over R,
it is also linearly independent over a small open neighborhood U(w). It is
easy to construct locally V on U(w), satisfying the above property (11). If
the three vectors are linearly dependent over R, consider the expression:
w = av1(w, w¯) + bv2(w, w¯), a, b ∈ R,
with a > 0, we construct V on a neighborhood U(w) of w so that
ℜ(V(z),v2(z, z¯)) = 0, ℜ(V(z),v1(z, z¯)) > 0.
on U(w). Note that
ℜ(w,V(w)) = aℜ(v1(w, w¯),V(w)) > 0
If U(w) is sufficiently small, this inequality holds on U(w). Consider the
open covering U = {U(w) |w ∈ Ec(r, δ0)}. Taking a locally finite refinement
U ′ of this covering, we glue together vector fields constructed locally on each
open set in U ′ using a partition of unity as usual. 
5.4. Polar weighted homogeneous polynomial and its Milnor fi-
bration. Consider a mixed polynomial f(z, z¯) which is a radially weighted
homogeneous polynomial of type (q1, . . . , qn; dr) and a polar weighted ho-
mogeneous polynomial of type (p1, . . . , pn; dp). Put V = f
−1(0) as before.
Then f : Cn \ V → C∗ is a locally trivial fibration [17]. We call it the global
fibration. On the other hand, the Milnor fibration of the first type:
ϕ := f/|f | : Sr \Kr → S1, Kr = f−1(0) ∩ Sr
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always exists for any r > 0 and the isomorphism class does not depend on
the choice of r. This can be shown easily, using the polar action. We simply
use the polar action to show the local triviality:
ψ : ϕ−1(θ)× (θ − π, θ + π)→ ϕ−1((θ − π, θ + π))
ψ(z, θ + η) := (z1 exp(i p1η/dp), . . . , zn exp(i pnη/dp))
Now we have the following assertion which is a generalization of the same
assertion for weighted homogeneous polynomials.
Theorem 37. Let f(z, z¯) be a polar weighted polynomial as above. We
assume that the radial weight vector t(q1, . . . , qn) is strictly positive. Then
the two fibrations
f : f−1(S1δ )→ S1δ , ϕ = f/|f | : S2n−1r −Kr → S1,
are isomorphic for any r > 0 and δ > 0.
Proof. First, observe that the isomorphism class of the global fibration
f : f−1(S1δ )→ S1δ
does not depend on δ > 0. This follows from the commutative diagram:
f−1(1)
φδ−→ f−1(δ)yf yf
S1
δ−→ S1δ
, φδ : (z, z¯) 7→ d
√
δ ◦ (z, z¯)
where d = rdeg f and ◦ denotes the R∗ action by the radial weights. Now
the global fibration f : f−1(S1δ ) → S1δ is isomorphic to the second fibration
ϕ : S2n−1r \Kr → S1 as follows. For any z ∈ f−1(S1δ ), consider the orbit of
the radial action τ 7→ τ ◦z = (τ q1z1, . . . , τ qnzn), τ > 0. There exists a unique
positive real number τ = τ(z) so that ‖τ(z) ◦ z‖ = r by the strict positivity
assumption of Q. Put ψ : f−1(S1δ ) → S2n−1r \ Kr by ψ(z) = τ(z) ◦ z and
ξ : Sδ → S1 by ξ(η) = η/δ. Then we have a canonical commutative diagram
which gives an isomorphism of two fibrations.
f−1(S1δ )
f−→ S1δyψ yξ
S2n−1r \Kr ϕ−→ S1

The following is an important criterion for the connectivity of the Milnor
fiber of a polar weighted mixed polynomial.
Proposition 38. Let f(z, z¯) be a polar weighted mixed polynomial of n
variables z = (z1, . . . , zn). We assume that f
−1(0) has at least one mixed
smooth point. Then the fiber F := f−1(1) ⊂ Cn is connected.
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Proof. Put V = f−1(0). Take two points P,Q ∈ F . ConnectP,Q by a path
ℓ in Cn \ V . Then f♯(ℓ) is a closed path in C∗ based at 1 ∈ C∗ and let s be
the rotation number of f♯(ℓ) around the origin. Take a smooth point R in V
and take a small lasso ω around V in the normal plane at R. Connect ω to P
in Cn \V to get a closed path ω′ at P . The image of ω′ by f is a closed loop
with the rotation number 1 around the origin. Take a new path ℓ′ = ω′−s◦ℓ.
Then the image of ℓ′ has 0 rotation number around the origin and thus it is
homotopic to the constant loop at 1 ∈ C∗ by a homotopy kt : f ◦ ω′ ≃ c1,
where c1 is the constant path at 1. Now lift this homotopy by the radial
and the polar actions to get a path k˜1 from P to Q. Obviously f ◦ k˜1 is the
constant path c1. Thus k˜1 is a path in the fiber F which connects P and Q.
(For a holomorphic case, this assertion follows from the Kato-Matsumoto
theorem, [9]). 
6. Curves defined by mixed functions
In this section, we focus our study to mixed plane curves (n = 2).
6.1. Holomorphic plane curves. Assume that C is a germ of a com-
plex analytic curve defined by a convenient non-degenerate holomorphic
function f(z1, z2) and let ∆j, j = 1, . . . , r be the 1-dimensional faces and
M0,M1, . . . ,Mr−1,Mr be the vertices of Γ(f) such that ∆j =Mj−1Mj and
M0,Mr are on the coordinate axes. Then each face function f∆j can be
factorized as
f∆j(z1, z2) = cj z
aj
1 z
bj
2
νj∏
i=1
(z
pj
1 + αj,i z
qj
2 ), gcd(pj, qj) = 1
where αj,1, . . . , αj,νj are mutually distinct. Then any toric modification with
respect to a regular simplicial cone subdivision Σ∗ of the dual Newton di-
agram Γ∗(f) gives a good resolution of f : (C2, O) → (C, 0). Let Pj be
the weight vector of the face ∆j. Each vertex P of Σ
∗ gives an exceptional
divisor Ê(P ) and the strict transform C˜ intersects with Ê(P ) if and only if
P = Pj for some j = 1, . . . , r. In the case P = Pj , Ê(Pj) ∩ C˜ is νj point
which corresponds to irreducible components associated with f∆j . The ver-
tices M1, . . . ,Mr−1 do not contribute to the irreducible components. The
number of irreducible components of (C,O) is given by
∑r
i=1 νi. Note that
1 +
∑r
i=1 νi is the number of integral points on Γ(f) ([16]). The situation
for mixed polynomials is more complicated as we will see later.
6.2. Mixed curves. Now we consider curves defined by a mixed function
with the same Newton boundary as in the previous subsection. Let f(z, z¯) be
a non-degenerate convenient mixed function with two variables z = (z1, z2)
and let C = f−1(0). Let
ϕ : Y
ω−→X bπ−→C2
(Y = RX, ω = ωR or PX and ω = ωp) be the resolution map, described in
Theorem 24 and Theorem 25. Let E˜(P ) = ω−1(Ê(P )) for a vertex P of Σ∗.
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6.2.1. Simple vertices. A vertex M = (a, b) ∈ Γ(f) is called simple if fM
contains only a single monomial za11 z
b1
2 z¯
a2
1 z¯
b2
2 such that a = a1 + a2, b =
b1 + b2. Otherwise we say M is a multiple vertex of Γ(f).
Example 39. Let f(z, z¯) = z31 + t z
2
1 z¯1 + z
2
2 . Then Γ(f) has one face with
edge vertices M1 = (3, 0) and M2 = (0, 2). f(z, z¯) is a radially weighted
homogeneous polynomial of type (2, 3; 6). The vertexM1 is a multiple vertex
as fM1(z, z¯) = z
3
1 + t z
2
1 z¯1.
Lemma 40. Suppose M = (n, 0) and let fM(z1, z¯1) =
∑n
j=0 cj z
j
1z¯
n−j
1 . Con-
sider the factorization fM(z1, z¯1) = c
∏n
j=1(z1 − αj z¯1). Then V ∗ := {z1 ∈
C∗ | fM (z1, z¯1) = 0} is empty if and only if |αj | 6= 1 for any j = 1, . . . , n.
Proof. Let V ∗j := {z1 ∈ C∗ | z1 = αj z¯1}. Then V ∗ =
⋃n
j=1 V
∗
j . It is easy to
see that V ∗j is not empty if and only if |αj | = 1. 
Note that fM (z1, z¯1) is non-degenerate if and only if V
∗ = ∅. For an inside
vertex Mj (namely, Mj is not on the axis), the criterion for non-degeneracy
of the function fMj(z, z¯) is not so simple.
Example 41. Consider
C := {z ∈ C2 | fM (z, z¯) = t z1z2 + z1z¯2 + z¯1z2}.
We assert that
Assertion 42. f−1M (0) ⊂ C∗2 is non-empty if and only if |t| ≤ 2. fM is
non-degenerate if and only if |t| > 2 or 0 < |t| < 2.
Proof. Put
z1 = ρ1 exp(θ i), z2 = ρ2 exp(η i), t = ξ exp(α i).
Then we see that C is radially homogeneous and it is defined by
C : 2 cos (−θ + η) + ξ ei (a+θ+η) = 0.
For the existence of non-trivial solutions, we need to have:
ξ = |t| ≤ 2,
{
α+ θ + η = mπ, ∃m ∈ Z
2 cos(−θ + η) + ξ(−1)m = 0(12)
or ξ = 0, cos(−θ + η) = 0(13)
Assume that t 6= 0, |t| < 2. The equation (12) has 8 solutions with 0 ≤
θ, η < 2π for ξ < 2 and 4 solutions for ξ = 2 or 0. We can show that
V = f−1M (0) is non-singular for 0 6= ξ < 2, using Proposition 8. In fact,
assume that df(z) = λd¯f(z) with |λ| = 1. Then we have
t¯z¯2 + z2 = λz2, t¯z¯1 + z1 = λz1, tz1z2 + (z1z¯2 + z¯1z2) = 0
This implies that λ2 = ±1 and |t| = 0 or |t| = 2. 
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6.2.2. Link components. Let f(z, z¯) be a mixed function with two variables
z = (z1, z2) and let C = f
−1(0). The link components at the origin are the
components of S3ε ∩C for a sufficiently small ε. We are interested in finding
out how to compute the number of the link components of C at the origin.
Let us denote this number by lkn(C,O) and we call lkn(C,O) the link com-
ponent number. Let us denote the number of components which are not the
coordinate axes z1 = 0 or z2 = 0 by lkn
∗(C, 0). In the case of f being a
holomorphic function, lkn(C,O) is equal to the number of irreducible com-
ponents of (C,O), which is a combinatorial invariant, provided f is Newton
non-degenerate, as we have seen in the previous section §6.1. However for a
generic mixed function, lkn(C,O) might be strictly greater than the number
of irreducible components (see Example 27 for example).
Theorem 43. Assume that f(z, z¯) is a convenient non-degenerate mixed
polynomial of two variables z = (z1, z2) and let C = f
−1(0). Let F be the
set of 1-faces of Γ(f). Assume that the vertices of Γ(f) are simple. Then
the number of the link components lkn(C,O) is given be the formula:
lkn(C,O) =
∑
∆∈F
lkn∗(f−1∆ (0), O).
Proof. Let Φ : RX → C2 be the resolution of f by the composite of a toric
modification π̂ : X → C2 and the normal real blowing-up ω : RX → X.
The simplicity of the vertices implies that Φ−1(Ê(P )) ∩ C˜ = ∅ for any P
for which ∆(P ) a vertex of Γ(f). Thus by Theorem 24, it is immediate
that there is one link component of (C,O) for every connected component
of E˜(P ) = Φ−1(Ê(P )) ∩ C˜ with ∆(P ) ∈ F . The assertion follows from this
observation. 
Now our interest is finding out how we can compute lkn∗(f−1∆ (0), O). In
general, it is not so easy to compute this number but there is a class for
which the link number is easily computed.
6.2.3. Good Newton polar boundary. Suppose that f(z, z¯) is a mixed func-
tion of two variables and let ∆ be a face of the Newton boundary. Sup-
pose that f∆(z, z¯) is also a polar weighted homogeneous polynomial. Let
Q = t(q1, q2) and P =
t(p1, p2) be the radial and the polar weight vectors
and dr, dp be the respective degree. In general, the mixed face ∆̂(Q) is
two-dimensional as the possible monomial zν11 z
ν2
2 z¯
µ1
1 z¯
µ2
2 satisfies two linear
equations
(ν1 + µ1)q1 + (ν2 + µ2)q2 = dr, (ν1 − µ1)p1 + (ν2 − µ2)p2 = dp.
We say that f∆(z, z¯) is a good polar weighted polynomial if dim ∆̂ = 1 and
f∆(z, z¯) factors as
f∆(z, z¯) = c z
m z¯n
k∏
j=1
(za2 z¯
a′
2 − λj z1b z¯b
′
1 )
µj(14)
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with a 6= a′, b 6= b′ and gcd(a, a′, b, b′) = 1. Note that in this case, p1(b −
b′) = p2(a − a′) and non-zero. We say that f(z, z¯) has a good Newton
polar boundary if for every face ∆ of Γ(f), f∆(z, z¯) is a good polar weighted
polynomial.
Lemma 44. Assume that f∆(z, z¯) is a good polar weighted polynomial and
assume that a factorization of f∆(z, z¯) is given as (14). Then f∆(z, z¯) is
non-degenerate if and only if µ1 = · · · = µk = 1.
Proof. Assume that µj ≥ 2 for some j. Then it is easy to see that df(z, z¯) =
d¯f(z, z¯) = 0 on zb1z¯
b′
1 − λjza2 z¯a
′
2 = 0. Thus it is degenerate. Assume that
µj = 1 for any j. As f∆ is polar weighted, we only need to show that
f−1∆ (0) ∩ C∗2 is mixed non-singular. Take a point w ∈ f−1∆ (0) ∩ C∗2 such
that wa2w¯
a′
2 − λ1wb1w¯b
′
1 = 0 for example. Then we have
df(w, w¯) = cwνw¯µ
k∏
j=2
(wa2w¯
a′
2 − λj w1bw¯b
′
1 )×
(
−b λ1wb−11 w¯b
′
1 , aw
a−1
2 w¯
a′
2
)
d¯f(w, w¯) = cwνw¯µ
k∏
j=2
(wa2w¯
a′
2 − λj w1bw¯b
′
1 )×
(
−b′ λ1wb1w¯b
′−1
1 , a
′wa2w¯
a′−1
2
)
Suppose that df(w, w¯) = u d¯f(w, w¯) for some u with |u| = 1. This implies
that b = b′, a = a′. This does not happen as we have assumed that a 6=
a′, b 6= b′. 
Example 45. Let f(z, z¯) = z51 + z¯1z2(z
2
1 − z¯22) + z¯52 . Then Γ(f) has three
1-faces and the corresponding face functions are
z21 z¯1(z
3
1 z¯
−1
1 + z2), z¯1z2(z
2
1 − z¯22), z2z¯22(−z¯1 + z−12 z¯32).
Thus f has a good Newton polar boundary.
6.2.4. Good binomial polar weighted polynomial. A polynomial f(z, z¯) =
za2 z¯
a′
2 − λzb1z¯b
′
1 with a 6= a′, b 6= b′, λ 6= 0 and gcd(a, a′, b, b′) = 1 is called
an irreducible binomial polar weighted homogeneous polynomial. It is irre-
ducible as a mixed polynomial. By Lemma 44, this is a basic polar weighted
polynomial for our purpose. Put c1 = b − b′ and c2 = a − a′. Then the
associated Laurent polynomial in the sense of [17] is
g(z1, z2) = z
c2
2 − λzc11 .
Let C = {f = 0} and C ′ = {g = 0}. Note that c1, c2 6= 0 by the polar
weightedness.
Lemma 46. We have the equality:
lkn∗(C,O) = gcd(c1, c2) = ♯(C
′)
where ♯(C ′) is the number if irreducible components of C ′.
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Proof. It is easy to see that the number of irreducible components of C ′ in
C∗2 is gcd(c1, c2). We know that C ∩ C∗2 and C ′ ∩ C∗2 are homeomorphic
by the same argument as in [17]. We will show that lkn∗(C, 0) = gcd(c1, c2)
without using this isomorphism. We consider components of C in C∗2. For
this purpose, we use the polar modification. So we put z1 = r1 exp(θ1 i)
and z2 = r2 exp(θ2 i). Considering the conjugation diffeomorphism, we may
assume that c1, c2 > 0. For brevity we put r1 = s
c2
1 and λ = ρ
c2 exp(η i) for
some s1, ρ > 0. Thus
f(z, z¯) = rc22 exp(c2 θ2 i)− λ rc11 exp(c1 θ1 i)
= rc22 exp(c2 θ2 i)− ρc2(sc11 )c2 exp((c1 θ1 + η) i)
Thus we have r2 = ρs
c1
1 and
exp(c2 θ2 i)− exp((c1θ1 + η) i) = 0.
Put c0 = gcd(c1, c2) and write ci = c0 c
′
i for i = 1, 2. The above equation is
solved as follows.
r2 = s
c1
1 ρ, c2 θ2 ≡ c1θ1 + η modulo 2π.
The last equality can be solved so that the component Cj of C is given as
Cj := {(sc11 ρ exp(θ1 i), sc2c11 exp(θ2 i)) | θ2 = φk(θ1), 0 ≤ θ1 ≤ 2c′2π}
where φk(θ1) := c
′
1θ1/c
′
2− η/c2+2kπ/c2 for k = 0, 1, . . . , c2− 1. For k ≥ c0,
write k = c0k1 + k0, 0 ≤ k0 < c0. Then φk(θ1) = φk0(θ1 + 2k1π) and
Ck = Ck0 as we have
Ck = {(r1 exp(θ1 i), r2 exp(φk(θ1) i) | 0 ≤ θ1 ≤ 2c′2π}
= {(r1 exp(θ1 i), r2 exp(φk(θ1) i)) | 2k1π ≤ θ1 ≤ 2c′2π + 2k1π}
= {(r1 exp((θ1 + 2k0π) i), r2 exp(φk0(θ1 + 2k0π) i) | 0 ≤ θ2 ≤ 2c′2π}
= Ck0 .
Thus we get lkn∗(C,O) = c0. 
Corollary 47. Let f∆(z, z¯) be a good polar weighted polynomial which is
factored as
f∆(z, z¯) = c z
ν z¯µ
k∏
j=1
(za2 z¯
a′
2 − λj z1bz¯b
′
1 )
with gcd(a, a′, b, b′) = 1, a 6= a′, b 6= b′ as in Lemma 44 and let C = f−1∆ (0).
Then lkn∗(C) = k gcd(a− a′, b− b′).
6.2.5. Newton pseudo conjugate weighted homogeneous function. Assume
that f(z, z¯) is a non-degenerate Newton pseudo conjugate weighted homo-
geneous function. Then for any face ∆, we can write
f∆(z, z¯) = Mh(z, z¯)
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whereM is a mixed monomial and h is a J-conjugate weighted homogeneous
polynomial for some J ⊂ {1, 2}. Thus we can factorize h as
ι∗Jh(z, z¯) = c
k∏
j=1
(zp12 − λj zp21 ), c 6= 0
with gcd(p1, p2) = 1. In this case, it is easy to see that
lkn∗(f−1∆ (0)) = k.
Thus we obtain a similar formula:
Proposition 48. Assume that f(z, z¯) is a non-degenerate convenient New-
ton pseudo conjugate weighted homogeneous function. Then
lkn(f−1(0)) + 1 = number of integral points on Γ(f).
6.2.6. Example of a radially weighted homogeneous polynomial with a non-
simple vertex. The link number for a radially weighted homogeneous poly-
nomial with a non-simple vertex is more complicated, as is seen by the next
example. Consider the radially weighted homogeneous polynomial
f(z, z¯) = z31 + c z1z¯
2
1 − z32
and put C = f−1(0). Then Γ(f) consists of a single face with vertices
(3, 0), (0, 3). It is easy to see that f is non-degenerate if and only if |c| 6= 1.
The vertex (3,0) is not simple. For |c| < 1, we have
z2 = z1ω
j (1 + c exp(−4 θ i))1/3 , j = 0, 1, 2
where ω = exp(2π i/3), z1 = r exp(θ i) and lkn(C,O) = 3. The function
(1 + c exp(−4 θ i))1/3 is a well-defined single-valued function of c, z1 with
|c| < 1 so that it takes value 1 for c = 0. Considering the family f(z, z¯, t) =
z31 + c t z1z¯
2
1 − z32 for 0 ≤ t ≤ 1, we see that this curve is topologically the
same as z31 + z
3
2 = 0.
Assume that |c| > 1. Then (1 + c exp(−4 θ i))1/3 is not a single valued
function as a function of 0 ≤ θ ≤ 2π. However we have a better expression.
Put z1 = r exp(θ i) and c = s exp(η i).
z2 = s
1/3 r ωj exp(i
−θ + η
3
)
(
1 +
exp(4 θ i)
c
)1/3
, j = 1, 2, 3
where 0 ≤ θ ≤ 2π. Note that f−1(0)\{O} is a 3-sheeted covering over {z1 6=
0} and three points over θ = 0 are cyclically permuted by the monodromy
θ : 0 → 2π. Thus this expression shows that lkn(C,O) = 1. It is also easy
to see that this knot is topologically the same with z1|z1|2 − z32 = 0. Thus
we observe that the topology of a mixed singularities is not a combinatorial
invariant of Γ(f).
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7. Milnor fibration for mixed polynomials with non-isolated
singularities
We consider a true strongly non-degenerate mixed polynomial f(z, z¯)
which is not necessarily convenient. Take a positive weight vector P =
t(p1, . . . , pj) ∈ N+ which is not strictly positive and we put
I(P ) = {j | pj = 0}, J(P ) = {j | pj 6= 0}.
We consider the face function fP (z, z¯) as a mixed polynomial in variables
{zj |j ∈ J(P )} and we consider the other variables {zi|i ∈ I(P )} are fixed
non-zero complex numbers. Thus it defines a family of mixed polynomial
functions parameterized by zI(P ) = (zi)i∈I(P ):
fP : C
J(P )(wI(P ))→ C, zJ(P ) 7→ fP (z, z¯).
Here
C∗J(P )(wI(P )) = {z ∈ C∗n | zI(P ) = wI(P ) : fixed} ∼= C∗J(P ).
Thus we are considering fP as a family of mixed polynomials in zJ(P ) with
coefficients in C{zI(P ), z¯I(P )}. If d(P, f) = 0, then fP ∈ C{zI(P ), z¯I(P )}.
Definition 49. We say that f is super strongly non-degenerate if the fol-
lowing condition (SSND) is satisfied.
(SSND): for any subset P ∈ N+, either
(a) d(P, f) = 0 i.e., fP ∈ C{zI(P ), z¯I(P )} or
(b) d(P, f) > 0 and fP : C
∗J(P )(wI(P )) → C∗ has no critical points for
any wI(P ) ∈ C∗I(P ).
The following is an immediate consequence of the definition.
Proposition 50. (1) If f(z, z¯) is a convenient strongly non-degenerate
mixed function, then f(z, z¯) is super strongly non-degenerate.
(2) Assume that f(z, z¯) is super strongly non-degenerate and I ∈ NV(f).
Then f I is also super strongly non-degenerate.
The assertion (2) can be proved in the exact same way as the proof of
Proposition 7. 
The following key lemma is a mixed polynomial version of Lemma (2.1.4)
of Hamm-Leˆ [8].
Lemma 51. Assume that f(z, z¯) is a true super strongly non-degenerate
mixed function and consider the mixed hypersurface V and its open subset
V ♯. Take a positive number r0 so that V
♯ ∩ Br0 is mixed non-singular and
any sphere Sr intersects transversely with V
♯ for any 0 < r ≤ r0. Then for
any fixed 0 < r ≤ r0, there exists a sufficiently small positive number δ such
that for any η ∈ C with 0 < |η| ≤ δ, the fiber f−1(η) ∩ Br0 is smooth and
any sphere Ss intersects transversely with f
−1(η) for any r ≤ s ≤ r0 and η
with 0 < |η| ≤ δ.
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Proof. Assume that the assertion is not true. Using the Curve Selection
Lemma ([12, 7]), we can find a real analytic curve z(t), 0 ≤ t ≤ 1 such that
r ≤ ‖z(t)‖ ≤ r0, f(z(t), z¯(t)) 6≡ 0, z(0) ∈ f−1(0)
and the fiber f−1(α(t)) and the sphere of radius ‖z(t)‖ is not transverse
at z(t) where α(t) = f(z(t), z¯(t)). Recall that we have defined two special
vectors:
v1(z, z¯) = d log f(z, z¯) + d¯ log f(z, z¯)
v2(z, z¯) = i(d log f(z, z¯)− d¯ log f(z, z¯))
Recall that the tangent space of the fiber Tzf
−1(η) is spanned by the vectors
which are perpendicular to v1(z, z¯) and v2(z, z¯). Thus under the assumption
there exist real-valued analytic functions λ(t), µ(t) so that
z(t) = λ(t)v1(z, z¯)) + µ(t)v2(z, z¯)),
as in the proof of Lemma 34. Let I = {j | zj(t) 6≡ 0}. Then I ∈ NV(f).
We may assume that I = {1, . . . ,m} and we do the same argument in
CI as in the proof of Lemma 34. We consider the Taylor expansions of
z(t), f(z(t), z¯(t)) and the Laurent expansions of λ(t) and µ(t):
zj(t) = ajt
pj + (higher terms), aj ∈ C∗, pj ≥ 0, 1 ≤ j ≤ m,
f(z(t), z¯(t)) = α tℓ + (higher terms), α ∈ C∗, ℓ ∈ N
λ(t) = λ0t
ν1 + (higher terms), λ0 ∈ R∗, ν1 ∈ Z
µ(t) = µ0t
ν2 + (higher terms), µ0 ∈ R.
Here we understand ν1 =∞ or ν2 =∞ if λ(t) ≡ 0 or µ(t) ≡ 0 respectively.
We put ν0 = min{ν1, µ1} and we write for simplicity as follows.
λ(t) = λ̂0t
ν0 + (higher terms), λ0 ∈ R∗, ν1 ∈ Z
µ(t) = µ̂0t
ν0 + (higher terms), m0 ∈ R
where λ̂0 =
{
λ0 if ν1 = ν0
0 if ν1 > ν0
,
µ̂0 =
{
µ0 if ν2 = ν0
0 if ν2 > ν0
Note that ν0 <∞ and (λ̂0, µ̂0) 6= (0, 0) anyway. Consider the equality:
zj(t) =λ(t) (
∂f
∂zj
/f¯ +
∂f
∂z¯j
/f)(z(t), z¯(t))
+ µ(t) i (
∂f
∂zj
/f¯ − ∂f
∂z¯j
/f)(z(t), z¯(t)), j = 1, . . . ,m.
Put P = (p1, . . . , pm), I(P ) = {j | pj = 0}, J(P ) = {j | pj 6= 0}, a =
(a1, . . . , am) and d = d(P, f
I). Note that z(0) ∈ C∗I(P ). Assume that
I(P ) ∈ NV(f). Then z(0) ∈ V ♯ and it is a smooth point. Thus by the
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assumption, the sphere S‖z(0)‖ intersects transversely with V
♯. Thus the
same is true for S‖z(t)‖ and f
−1(α(t)) for any sufficiently small t which is a
contradiction to the assumption. Thus we may assume that z(0) ∈ V \ V ♯
and therefore I(P ) /∈ NV(f I) (⇐⇒ I(P ) ∪ I /∈ NV(f)). Then we observe
that
∂f
∂zj
(z(t), z¯(t))/f¯ (z(t), z¯(t)) =
(
∂f IP
∂zj
(a, a¯)/α¯
)
td−pj−ℓ + (higher terms),
∂f
∂z¯j
(z(t), z¯(t)))/f(z(t), z¯(t)) =
(
∂f IP
∂z¯j
(a, a¯)/α
)
td−pj−ℓ + (higher terms)
By Assertion 35, we have
λ̂0
(
∂f IP
∂zj
(a, a¯)/α¯ +
∂f IP
∂z¯j
(a, a¯)/α
)
+ µ̂0 i
(
∂f IP
∂zj
(a, a¯)/α¯− ∂f
I
P
∂z¯j
(a, a¯)/α
)
= 0, j ∈ J(P ).
This implies that aJ(P ) is a critical point of the mixed polynomial f
I
P :
C∗J(P )(aI(P )) → C and f IP (a, a¯) 6= 0 with zI(P ) = aI(P ) fixed. This is a
contradiction to the super strong non-degeneracy of f I . 
7.1. Milnor fibration for non-isolated singularities. Now, by Lemma
51 and Lemma 31, we have the following non-isolated version of the Milnor
fibration. Note that ϕ = f/|f | : S2n−1r \ Kr → S1 is a fibration using a
|f |-level preserving vector field near Kr by the transversality of f−1(η) and
Sr for η, |η| ≪ δ.
Theorem 52. Assume that f(z, z¯) is a super strongly non-degenerate mixed
function. Then there exists a stable radius r0 > 0 so that for any r with
0 < r ≤ r0 and a sufficiently small number δ (compared with r), we have
two equivalent fibrations:
f : ∂E(r, δ)∗ → S1δ
ϕ = f/|f | : S2n−1r \Kr → S1
where Kr = f
−1(0) ∩ S2n−1r . Moreover, if f is a polar weighted polynomial,
the global fibration f : f−1(S1δ )→ S1δ is also equivalent to the above fibration.
Example 53. I. A monomial zµ11 z¯
ν1
1 z
µ2
2 z¯
ν2
2 is called an inside monomial
if µ1 + ν1, µ2 + ν2 > 0. An inside monomial z
µ1
1 z¯
ν1
1 z
µ2
2 z¯
ν2
2 is called polar
admissible if µ1 6= ν1 and µ2 6= ν2. Let g(z, z¯) be a strongly non-degenerate
polar weighted mixed function of two variables z = (z1, z2) with two simple
end vertices A, B of Γ(g). We assume that
A = (m1, n1), B = (m2, n2), m1 < m2, n1 > n2
which come from the mixed monomials zµ11 z¯
ν1
1 z
µ2
2 z¯
ν2
2 and z
µ′1
1 z¯
ν′1
1 z
µ′2
2 z¯
ν′2
2 . Here
m1 = µ1 + ν1, n1 = µ2 + ν2, m2 = µ
′
1 + ν
′
1, n2 = µ
′
2 + ν
′
2.
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Consider P = t(1, 0) for example. Then gP (z, z¯) = cz
µz¯ν with some non-
zero constant c. Assume that m1 > 0. To check if gP : C
∗ → C∗ has a
critical point or not as a function of z1 variable, we can use log gP instead
of gP . Now we have
dz1 log gP (z, z¯) =
µ1
z¯1
, d¯z1 log gP (z, z¯) =
ν1
z¯1
.
If z1 ∈ C∗ is a critical point of gP for some fixed z2 ∈ C∗, we must have
u ∈ S1 such that µ1z¯1 = uν1z¯1 . This is only possible if ν1 = µ1. By a similar
discussion for Q = t(0, 1), we have shown the following.
Lemma 54. Assume that g(z, z¯) is a non-degenerate polar weighted mixed
polynomial whose two end monomials are zµ11 z¯
ν1
1 z
µ2
2 z¯
ν2
2 and z
µ′1
1 z¯
ν′1
1 z
µ′2
2 z¯
ν′2
2
with µ1 + ν1 < µ2 + ν2. Then g(z, z¯) is super strongly non-degenerate if
and only if the following conditions are satisfied.
(1) Either µ1 = ν1 = 0 or z
µ1
1 z¯
ν1
1 z
µ2
2 z¯
ν2
2 is polar admissible.
(2) Either µ′2 = ν
′
2 = 0 or z
µ′1
1 z¯
ν′1
1 z
µ′2
2 z¯
ν′2
2 is polar admissible.
II. Let f(z, z¯) = za11 z¯
b1
2 + z
a2
2 z¯
b2
3 + · · ·+ zann z¯bn1 be a simplicial polar weighted
homogeneous mixed polynomial. We assume that aj > bj−1 ≥ 1 for j =
1, . . . , n with b0 = bn. We assert that f is super strongly non-degenerate.
Proof. Consider f IP for some I ∈ NV(f) and P ∈ N+ and let I(P ), J(P )
be as in the proof of Lemma 51. We assume that d(P, f) > 0. Suppose that
za11 z¯
b1
2 is in f
I
P . Then {1, 2}∩J(P ) 6= ∅. Assume that 2 ∈ J(P ) for example.
Then ∂fP∂z¯2 6= 0. If f IP has a critical point as a mapping f IP : C∗J(P ) → C∗, we
need a non-zero
∂fIP
∂z2
by Proposition 7, which implies za22 z¯
b2
3 must be in f
I
P .
As a2 > b1 by the assumption and p1a1 + p2b1 = p2a2 + p3b2, this implies
that 1 ∈ J(P ) i.e., p1 6= 0. This implies again that ∂f
I
P
∂z¯1
6= 0 and therefore
zann z¯
bn
1 must be in f
I
P . By the same reasoning, a1 > bn implies that pn > 0
and n ∈ J(P ). Then we consider ∂fIP∂zn and we see that n − 1 ∈ J(P ) and
z
an−1
n−1 z¯
bn−1
n is in f IP . Continuing the same discussion, we conclude f
I
P = f
i.e., I = {1, . . . , n}. However, f(z, z¯) is polar weighted and it has no critical
point over C∗. Thus f is super strongly non-degenerate. 
8. Resolution of a polar type and the zeta function
In this section, we will study the relation between a resolution of a polar
type and the Milnor fibration of the second type. We expect a similar
formula like the formula of A’Campo ([1]) or the formula of Varchenko [23].
We will restrict ourselves to the case of mixed curves.
8.1. Polar weighted case. Let f(z, z¯) be a mixed polynomial of n variables
z1, . . . , zn and let (q1, . . . , qn; dr) and (p1, . . . , pn; dp) be the radial and polar
weight types. We assume that dp > 0. Then f : C
∗n − f−1(0) → C∗ is a
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fibration. Put F ∗s = f
−1(s) ∩ C∗n for s ∈ C∗. Then the monodromy map
h : F ∗s → F ∗s is given by the polar action as
h(z1, . . . , zn) = (z1ω
p1 , . . . , znω
pn), ω = exp(
2πi
dp
)
Put F ∗ = F ∗1 and let χ(F
∗) be the Euler characteristic of F ∗. Then the
monodromy has the period dp and the set of the fixed points of h
j : F ∗ → F ∗
is empty if j 6≡ 0 modulo dp, where hj = h◦ · · · ◦h (j-times). Thus using the
formula of the zeta function for a periodic mapping ([12]), we get
Lemma 55. Under the above assumption, the zeta-function of h : F ∗ → F ∗
is given as
ζ(t) = (1− tdp)−χ(F ∗)/dp .
The zeta function of the global fibration f : Cn \ f−1(0) → C∗ can be
obtained by patching the data for each torus stratum.
Let us do this for curves (n = 2). Let f(z) be a non-degenerate polar
weighted homogeneous polynomial of type (p1, p2; dp). The signs of p1, p2
are chosen so that dp > 0. Suppose that the two edge vertices of Γ(f) are
simple. Assume that the two end monomials are
zµ11 z¯
ν1
1 z
µ2
2 z¯
ν2
2 , z
µ′1
1 z¯
ν′1
1 z
µ′2
2 z¯
ν′2
2
with µ1 + ν1 < µ
′
1 + ν
′
1 and µ2 + ν2 > µ
′
2 + ν
′
2.
Assume that µ1 = ν1 = 0 and µ
′
2 = ν
′
2 = 0 i.e., f(z, z¯) is convenient.
In this case the two monomials reduces to zµ2−ν22 |z2|2ν2 , zµ
′
1−ν
′
1
1 |z1|2ν
′
1 . Let
F = f−1(1) ⊂ C2, Fz1 = F ∩ {z2 = 0} and Fz2 = F ∩ {z1 = 0}. Note that
Fz1 = {(z1, 0) | zµ
′
1−ν
′
1
1 = 1}, Fz2 = {(0, z2) | zµ2−ν22 = 1}.
The monodromy map is defined by
h : F → F, (z1, z2) 7→ (z1ωp1 , z2ωp2), ω = exp(2πi
dp
)
Note that p1(µ
′
1 − ν ′1) = p2(µ2 − ν2) = dp. Therefore the fixed points set
Fix(hj) of hj is non-empty only for j = |µ′1 − ν ′1|, |µ2 − ν2|, or dp and their
multiples. Thus using the calculation through exp ζ(t) as in [12], we get
Lemma 56. Let f(z, z¯) be a polar weighted convenient polynomial as above.
Let z
µ′1
1 z¯
ν′1
1 , z
µ2
2 z¯
ν2
2 be the end monomials and let dp be the polar degree. Then
the Euler-Poincare´ characteristic χ(F ) and the zeta function of the mon-
odromy h : F → F are given as
χ(F ) = χ(F ∗) + |µ′1 − ν ′1|+ |µ2 − ν2|, µ = 1− χ(F )
ζ(t) =
(1− tdp)−χ(F ∗)/dp
(1− t|µ′1−ν′1|) (1− t|µ2−ν2|)
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Remark 57. By a similar consideration, if f(z, z¯) is a polar weighted poly-
nomial which is not convenient, the assertion is true under the following
modification. Put ε1 = 1 or 0 according to µ
′
2 + ν
′
2 = 0 or µ
′
2 + ν
′
2 > 0.
Similarly ε2 = 1 or 0 according to µ1 + ν1 = 0 or µ1 + ν1 > 0. Then
χ(F ) = χ(F ∗) + ε1|µ′1 − ν ′1|+ ε2|µ2 − ν2|, µ = 1− χ(F )
ζ(t) =
(1− tdp)−χ(F ∗)/dp
(1− t|µ′1−ν′1|)ε1 (1− t|µ2−ν2|)ε2
8.1.1. Simplicial polar weighted polynomial. Let f(z, z¯) =
∑m
j=1 cj z
µj z¯νj .
The associated Laurent polynomial g(z) is defined by
g(z) =
m∑
j=1
cj z
µj−νj .
Recall that f(z, z¯) is called simplicial polar weighted homogeneous if m = n
and the two matrices have a non-zero determinant [17]:
M =
µ11 + ν11 . . . µ1n + ν1n... · · · ...
µn1 + νn1 . . . µnn + νnn
 , N =
µ11 − ν11 . . . µ1n − ν1n... · · · ...
µn1 − νn1 . . . µnn − νnn

where µj = (µj1, . . . , µjn) and νj = (νj1, . . . , νjn), j = 1, . . . , n respectively.
If f is a simplicial polar weighted homogeneous polynomial, we have shown
that the two fibrations defined by f(z, z¯) and g(w):
f : C∗n \ f−1(0)→ C∗, g : C∗n \ g−1(0)→ C∗
are equivalent ([17]). Thus the topology of the Milnor fibration is determined
by the mixed face ∆̂ where ∆ is the unique face of Γ(f). In particular, the
zeta function of h : F ∗ → F ∗ is given as ζ(t) = (1 − tdp)(−1)nd/dp where
d = |det(N)| ([17]). On the other hand, if f is not simplicial, the topology
is not even a combinatorial invariant of ∆̂ (§6.2.6). Therefore there does
not exist any direct connection with the topology of the associated Laurent
polynomial g(z). However here is a useful lemma.
Lemma 58. Suppose that ft(z, z¯), 0 ≤ t ≤ 1 is a family of convenient, non-
degenerate polar weighted homogeneous polynomials with the same radial
and the polar weights, and assume that Γ(ft) is constant. Then the Milnor
fibration ft : C
n \ f−1t (0) → C∗ and its restriction C∗n \ f−1t (0)) → C∗ are
homotopically equivalent to f0 : C
n\f−10 (0)→ C∗ and f0 : C∗n\f−10 (0)→ C∗
respectively.
Proof. Consider the unit sphere S2n−1 = S2n−11 . For each I ⊂ {1, . . . , n},
|I| 6= ∅, the intersection (f It )−1(0) ∩ SI is transverse and smooth for any t
where SI = {zI ∈ CI | ‖z‖ = 1}. Thus by the compactness argument, there
exists a common positive number δ such that the intersection (f It )
−1(η)∩SI ,
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is transverse and smooth for any t, 0 ≤ t ≤ 1 and η with |η| ≤ δ. This implies
by the Ehresmann fibration theorem ([24]) that the fibrations
f It : E
I
t (1, δ)
∗ → D(δ)∗
are equivalent for each t, where
EIt (1, δ) = (f
I
t )
−1(D(δ)∗) ∩BI , BI = {zI ∈ CI | ‖zI‖ ≤ 1}.
Thus we can construct characteristic diffeomorphisms
hθ : f
−1
t (δ) ∩B2n → f−1t (δ exp(θ i)) ∩B2n
for 0 ≤ θ ≤ 2π which preserve the stratification f−1(δ)∩BI , I ⊂ {1, . . . , n}.
Now the assertion follows from Theorem 37. 
Example 59. Consider the family of polar weighted mixed polynomials in
two variables:
ft(z, z¯) = −2z21 z¯1 + z22 z¯2 + t z21 z¯2, t ∈ C
and let Ct = f
−1
t (0). The radial and polar weight types are (1, 1; 3) and
(1, 1; 1) respectively. Thus the critical points of ft : C
2 → C are the solutions
of
|α| = 1,

−4z1 z¯1 + 2t¯ z¯1 z2 = −2α z21
2z2 z¯2 = α (z
2
2 + t z
2
1)
−2z21 z¯1 + z22 z¯2 + t z21 z¯2 = 0.
(15)
O
U1 U2
Ξ
Figure 3. Degeneration locus Ξ
First it is easy to see that for a solution (z, α) of (16), either z = (0, 0) or
z ∈ C∗2. Secondly the equations are homogeneous in z1, z2. Thus we may
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assume that |z2| = 1. By (15), we get 2z2 z¯22 = 2α z21 z¯1. Thus |z1| = 1. Put
z1/z2 = exp(θ i). Then we can solve as
t = − exp(−2θi) + 2 exp(−θi), z1 = z2 exp(θ i), α = 2
z22 + tz
2
1
.
Put Ξ := {− exp(−2θi)+ 2 exp(−θi)|0 ≤ θ ≤ 2π}. Ξ is the locus where ft is
degenerate. The complement C \Ξ has two components, U1, U2 where U1 is
the bounded region with boundary Ξ. See Figure 3. By further calculation,
we can see that lkn(Ct) = 1, χ(F ) = 1, χ(F
∗) = −1 for t ∈ U1 and lkn(Ct) =
3, χ(F ) = −1, χ(F ∗) = −3 for t ∈ U2. (See Appendix for the calculation.)
The associated Laurent polynomial is gt(z) = −2z1 + z2 + t z21z−12 which is
non-degenerate for t 6= 1, 0. Thus we see that χ(G∗t ) = −2 for t 6= 0, 1 where
G∗t = g
−1
t (1) ∩ C∗2 (see [16]). This example shows that Theorem 10 of [17]
does not hold for non-simplicial polar weighted polynomials.
8.2. Zeta function of non-degenerate mixed curves. Let f(z, z¯) be a
convenient non-degenerate mixed polynomial and let ∆1, . . . ,∆s be the faces
of Γ(f). Let Qj =
t(qj1, qj2) be the weight vector of ∆j for j = 1, . . . , s.
Assume that each face function f∆j is also polar weighted and the inside
monomials corresponding to the vertices Mj = ∆j ∩∆j+1, j = 1, . . . , s − 1
are polar admissible. Let (a1+2b1, 0), (0, a2+2b2) be the vertices of Γ(f) on
the coordinate axes which come from the monomials za11 |z1|2b1 and za22 |z2|2b2
respectively. We call a1, a2 the polar sections of Γ(f) on the respective
coordinate axes z2 = 0 and z1 = 0. Let f∆i(z, z¯) be the face function of
∆i and assume that (pi1, pi2;mi) is the polar weight type of f∆i(z, z¯). Let
F ∗i = {z ∈ C∗2 | f∆i(z, z¯) = 1}. Then we have the following.
Theorem 60. Assume that f(z, z¯) is a non-degenerate convenient mixed
polynomial such that its face functions f∆j(z, z¯), j = 1, . . . , s are polar
weighted polynomials. Then the Euler-Poincare´ characteristic of the Mil-
nor fiber F of f and the zeta function of the monodromy h : F → F are
given as follows.
χ(F ) =
s∑
i=1
χ(F ∗i ) + |a1|+ |a2|
ζ(t) =
∏s
i=1(1− tmi)−χ(F
∗
i )/mi
(1− t|a1|) (1− t|a2|)
where a1, a2 are the respective polar sections and mj is the polar degree of
the face function f∆i(z, z¯), j = 1, . . . , s as above (mj > 0).
Remark 61. The assertion is true for non-degenerate mixed polynomials
with polar weighted face functions in two variables which may not be conve-
nient. For example, if Γ(f)∩ {z2 = 0} = ∅, we eliminate |a1| and (1− t|a1|)
from the formula.
The proof occupies the rest of the section. For the proof, we use the
following multiplicative property of the zeta function. Consider an excision
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pair {A,B} in the Milnor fiber F . We say {A,B} is stable for the monodromy
map h if h(A) ⊂ A and h(B) ⊂ B.
Proposition 62. (Proposition 2.8, [16]) Suppose that F decomposes into
h stable excision couple A, B so that F = A ∪ B. Put C = A ∩ B. Then
let ζ(t), ζA(t), ζB(t) and ζC(t) be the zeta functions of h : F → F and
hA := h|A : A → A, hB := h|B : B → B and hC := h|C : C → C
respectively. Then
ζ(t) =
ζA(t) ζB(t)
ζC(t)
.
8.2.1. Resolution of a polar type and the Milnor fibration. Let us consider an
admissible toric modification π̂ : X → C2 with respect to the regular fan Σ∗
with vertices {P0, P1, . . . , Pℓ+1} and we assume that Qj = Pνj , j = 1, . . . , s
and P0 = E1 =
t(1, 0) and Pℓ+1 = E2 =
t(0, 1). Then we take the polar
modification ωp : PX → X along Ê(P1), . . . , Ê(Pℓ). Put Φp : PX → C2 be
the composite with π̂ : X → C2. Consider the second Milnor fibration
f ◦ Φp : Φ−1p (E(r, δ)∗)→ D(δ)∗
on the resolution space PX. Take Pj for 1 ≤ j ≤ ℓ. There are two toric
coordinate charts of X which contain the vertex Pj :
σj−1 = Cone(Pj−1,Pj) gives the coordinate chart (Uj−1, (uj−1, vj−1))
σj = Cone(Pj,Pj+1) gives the coordinate chart (Uj, (uj, vj)).
Put M = (Pj , Pj+1)
−1(Pj−1, Pj). It takes the form:
M =
(
γj 1
−1 0
)
.
Then the two coordinate systems are connected by the relation
uj = u
γj
j−1vj−1, vj = u
−1
j−1.(16)
Put Pj =
t(cj , dj), j = 1, . . . , ℓ. The inverse image U˜j := ω
−1
p (Uj) has
the polar coordinates (rj , θj, sj , ηj) which corresponds to (uj, vj) with uj =
rj exp(i θj) and vj = sj exp(i ηj). The relation (16) says that
sj = r
−1
j−1, ηj = −θj−1.(17)
We do not take a normal polar modification along the two non-compact
divisors u0 = 0 and vℓ = 0. Thus the coordinates of U˜0 and U˜ℓ are (u0, s0, η0)
and (rℓ, θℓ, vℓ) respectively. Recall that the exceptional divisor E˜(Pj) is
defined by rj = 0 in U˜j and by sj−1 = 0 in U˜j−1 for 1 ≤ j ≤ ℓ. Note that
u0 = 0 in U0 corresponds bijectively to the axis z1 = 0 in the base space C
2
and
(P0, P1) =
(
1 c1
0 1
)
, d1 = 1, z1 = u0v
c1
0 , z2 = v0.
Similarly on U˜ℓ, vℓ = 0 corresponds to z2 = 0 and
z1 = uℓ, z2 = u
dℓ
ℓ vℓ, cℓ = 1.
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O
E2
E1
Pj−1
Pj
Pj+1
σj−1
σj
Figure 4. Regular fan Σ∗
8.3. Decomposition of the fiber. Recall that
E(r, δ)∗ = {(z1, z2) | 0 < |f(z1, z2, z¯1, z¯2)| ≤ δ, ‖(z1, z2)‖ ≤ r}
φ(z) :=
√
|z1|2 + |z2|2, B˜r = φ−1(Br)
Fδ = {(z1, z2) | f(z1, z2, z¯1, z¯2) = δ, (z1, z2) ∈ Br} : Milnor fiber.
We denote the pull-back of a function h on C2 to PX by h˜ for simplicity.
On PX, we consider the subsets
Wj(r, ρ) = {x˜ = (rj , θj, sj , ηj) ∈ U˜j | 1/ρ ≥ sj ≥ ρ}
Tj−1(ρ) = {(rj−1, θj−1, sj−1, ηj−1) ∈ U˜j−1 | rj−1 ≤ ρ, sj−1 ≤ ρ}
WTj(ρ) = {(rj , θj , sj, ηj) ∈ U˜j | sj = ρ, rj ≤ ρ}
TWj(ρ) = {(rj−1, θj−1, sj−1, ηj−1) ∈ U˜j−1 | rj−1 = ρ, sj−1 ≤ ρ}
and
T0(ρ) := {(u0, s0, η0) ∈ U˜0 | |u0| ≤ ρ, s0 ≤ ρ}
W0(r, ρ) := {(u0, s0, η0) ∈ U˜0 | φ˜(u0, s0, η0) ≤ r, |u0| ≥ ρ, s0 ≥ ρ}
Tℓ(ρ) := {(rℓ, θℓ, vℓ) ∈ U˜ℓ | rℓ ≤ ρ, |vℓ| ≤ ρ}
Wℓ(r, ρ) := {(rℓ, θℓ, vℓ) ∈ U˜ℓ, | rℓ ≥ ρ, |vℓ| ≥ ρ, φ˜(rℓ, θℓ, vℓ) ≤ r}
Note that
φ˜(u0, s0, η0) = s0
√
1 + |u0|2s2c1−20 = s0 + o(s0)
φ˜(rℓ, θℓ, vℓ) = rℓ
√
1 + |vℓ|r2dℓ−2ℓ = rℓ + o(rℓ)
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{rj−1 = 0}
{sj−1 = 0} ∪ {rj = 0}
Wj(r, ρ)
Tj−1(ρ) {sj = 0}
Tj(ρ)
Figure 5. Decomposition of PX
Here o(s0) implies o(s0)/s0 → 0 when s0 → 0. Put
A(r, ρ) =
ℓ+1⋃
j=0
Wj(r, ρ) ∪
ℓ⋃
j=0
Tj(ρ).
Put E˜(r, δ)∗ = Φ−1p (E(r, δ)
∗) with δ ≪ r and A(r, ρ, δ)∗ = A(r, ρ)∩ f˜−1(D∗δ )
with δ ≪ r, ρ. It is easy to see that A(r, ρ, δ)∗ = E˜(r, δ)∗ as long as ρ≪ r and
δ ≪ ρ, r. We see that the choice of ρ does not give any effect on A(r, ρ, δ)∗,
as long as δ ≪ ρ ≪ r. Thus we can use A(r, ρ, δ)∗ as the total space of
the Milnor fibration: f˜ : A(r, ρ, δ)∗ → D∗δ . We decompose A(r, ρ, δ)∗ into
monodromy invariant subspaces as follows.
A(r, ρ, δ)∗ ∩Wj(r, ρ), A(r, ρ, δ)∗ ∩ Tj(ρ)
A(r, ρ, δ)∗ ∩ TWj(ρ), A(r, ρ, δ)∗ ∩WTj(ρ), j = 0, . . . , ℓ.
8.3.1. Transversality. Assume that ∆(Pj) = ∆t∩∆t+1 = {Mt} and thatMt
comes from the monomial zαt11 |z1|2βt1 zαt22 |z2|2βt2 . By the definition we can
write
f˜(rj , θj, sj , ηj) ≡ rd(Pj)j sd(Pj+1)j exp((αt1 cj + αt2 dj)θj i)
× exp((αt1 cj+1 + αt2 dj+1)ηj i) + O(rd(Pj)+1j ).
Thus it is easy to see that f˜−1(ξ), |ξ| = δ intersects transversely withWTj(ρ)
if δ is sufficiently small and δ ≪ r, ρ. Similarly f˜−1(ξ) intersects transversely
with TWj(ρ) under the same assumptions.
Fix such r, δ, ρ. Under the above decomposition of A(r, ρ, δ)∗, the Milnor
fiber F˜δ := f˜
−1(δ) ∩ B˜ decomposes into the following strata:
F˜δ ∩Wj(r, ρ), F˜δ ∩ Tj(ρ), F˜δ ∩WTj(ρ), F˜δ ∩ TWj(ρ), j = 0, . . . , ℓ.
By the above transversality, we see that (after choosing a suitable vector
field to define the characteristic diffeomorphisms) F˜δ ∩Wj(r, ρ), F˜δ ∩ Tj(ρ),
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F˜δ ∩TWj(ρ) and F˜δ ∩WTj(ρ) are invariant by the monodromy h : F˜δ → F˜δ.
Now the proof of Theorem 60 follows from the following observations.
(1) The zeta functions of h restricted on F˜δ ∩ Tj(ρ) are trivial for 1 ≤
j ≤ ℓ− 1.
(2) The zeta functions of h restricted on F˜δ∩Wj(r, ρ) with j 6= ν1, . . . , νs
are trivial.
(3) The zeta functions of h restricted on F˜δ ∩WTj(ρ) and F˜δ ∩ TWj(ρ)
are trivial.
(4) The zeta functions of h on F˜δ ∩T0(ρ) and F˜δ ∩Tℓ(ρ) are respectively
given by
1
(1− t|a2|) ,
1
(1− t|a1|) .
(5) (Face contribution) The zeta function of h : F˜δ ∩Wνj(ρ) is
(1 − tmj )−χ(F ∗j )/mj where F ∗j = f−1∆j (1) ∩ C∗2 and mj is the polar
degree of f∆j .
8.4. Outline of the proof of the assertions (1) to (5).
(1) Consider F˜δ ∩ Tj(ρ). Assume that ∆(Pj) = ∆t ∩ ∆t+1 = {Mj} and
that Mj comes from the monomial z
αt1
1 |z1|2βt1zαt22 |z2|2βt2 as above. Then
F˜δ ∩ Tj(ρ) = {(rj , θj , sj, ηj) | rj , sj ≤ ρ, f˜(rj , θj , sj, ηj) = δ}.
f˜(rj , θj, sj , ηj) takes the form
f˜(rj , θj , sj, ηj) ≡ cMt rd(Pj)j s
d(Pj+1)
j exp((αt1 cj + αt2 dj)θj i)
× exp((αt1 cj+1 + αt2 dj+1)ηj i) + O(rd(Pj)+1j sd(Pj+1)+1j )
(cMt is a non-zero constant) and the homotopy type of this part of the Milnor
fiber is given by
{(θj , ηj) ∈ S1 × S1 | cMt exp(((αt1cj + αt2dj)θj + (αt1cj+1αt2dj+1)ηj)i) = 1}
which is a finite union of copies of S1 by the following.
Observation 63. Let a, b be integers with (a, b) 6= (0, 0) and let
F = {(exp(θ i), exp(η i)) ∈ S1 × S1 | exp((aθ + bη) i) = 1}.
Then F is a disjoint union of copies of S1 and the number of S1 is gcd(a, b).
The monodromy acts as the permutation of the components and we see
that the characteristic polynomials on the 0-th homology and the 1-th ho-
mology is the same. Thus the zeta function is trivial. The assertion (3) can
be shown in the same way.
Let us see the assertion (2). By the same argument,
F˜δ ∩Wj(ρ) = {f˜(rj , θj, sj , ηj) = δ, 1/ρ ≥ sj ≥ ρ}
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and by throwing away higher terms, we may consider that f˜ is again homo-
topically defined by
cMt exp ((αt1cj + αt2dj)θj i+ (αt1cj+1 + αt2dj+1)ηj i)
Again we see that the Milnor fiber is fibered over the interval {ρ ≤ sj ≤
1/ρ} = [ρ, 1/ρ] with fiber being a finite union of S1’s. Thus the zeta function
is again trivial. (Recall that rj−1 = 1/sj .)
(4) Let us consider the fibration restricted on T0(ρ). The situation is different
from that of (3). Let M0 = Γ(f) ∩ {z1 = 0} and assume it comes from the
monomial za22 |z2|2b2 . The pull back function takes the form:
f˜(u0, s0, η0) = cM0 s
a2+2b2
0 exp(a2η0 i) +O(s
a2+2b2+1
0 )
and throwing away the higher term and putting cM0 = τ0 exp(ξ i), we see
that F˜δ ∩ T0(ρ) consists of a2-contractible components:
F˜δ ∩ T0(ρ) = {(u0, s0, η0) | τ0 sa2+2b20 = δ, ξ + a2η0 ≡ 0 modulo 2π}.
More precisely, ’throwing away’ implies the following standard discussion.
Consider the family of functions
f˜τ (u0, s0, η0) := cM0 s
a2+2b2
0 exp(a2η0 i) + τ O(s
a2+2b2+1
0 ), 0 ≤ τ ≤ 1.
In the level of the original function f , this corresponds to the family fτ =
cM0z
M0 + τ (f(z, z¯)− cM0zM0). Consider the strata of the respective Milnor
fibers restricted in this neighborhood T0(ρ) and their union:
F˜δ,τ = {(u0, s0, η0)|f˜τ (u0, s0, η0) = δ, (u0, s0, η0) ∈ T0(ρ)}
F˜δ = {(u0, s0, η0, τ)|f˜τ (u0, s0, η0) = δ, (u0, s0, η0, τ) ∈ T0(ρ)× [0, 1]}.
Taking δ sufficiently small, we may assume that F˜δ,τ is smooth and intersects
transversely with the boundary of T0(ρ) for any 0 ≤ τ ≤ 1. Now we apply
the Ehresmann fibering theorem ([24]) to the projection π : F˜δ → [0, 1] and
we conclude that the Milnor fibers F˜δ,τ , 0 ≤ τ ≤ 1 are diffeomorphic to F˜δ,0.
(We apply this argument to each case (1) to (5).)
Thus using the Milnor fiber F˜δ,0, we see that each component is homeo-
morphic to a disk {u0 | |u0| ≤ ρ}, as the above equation has a2 solutions for
η0. The monodromy is acting cyclically among these components. Thus the
zeta function of this restriction is 1/(1 − t|a2|).
We see also that F˜δ ∩W0(ρ) = ∅ if δ ≪ ρ.
The other edge Tℓ(ρ) gives the term 1/(1 − t|a1|).
(5) Now we consider the restriction of Wνj(ρ). Then the principal part
takes the form
f˜(rj, θj , sj , ηj) = f˜∆j(rj , θj , sj, ηj) +O(r
d(Pνj )+1)
where ordrj f∆j(rj , θj, sj , ηj) = d(Pνj ) and the Milnor fibering restricted on
this stratum Wνj(ρ) is determined by the principal part f˜∆j(rj , θj, sj , ηj).
The last work for us is to determine this contribution.
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Consider the curve Cj = {f∆j(z, z¯) = 0} and its polar type resolution by
the same mapping Φp : PX → C2. By the polar admissibility assumption of
the inside vertices, the Milnor fibration of the second description exists and
it is equivalent to the Milnor fibration of the first description by Theorem
52. Then combining the assertions (1) to (4) applied for Cj , we see that
the above contribution is nothing but the zeta function of the monodromy
of f∆j : C
∗2 \ f−1∆j (0) → C∗, which is given by (1 − tmj )
−χ(F ∗j )/mj as we
have seen in Lemma 55 and Theorem 52. Note that F˜δ ∩W0(ρ) = ∅ and
F˜δ ∩Wℓ+1(ρ) = ∅. This completes the proof of Theorem 60.
8.5. Topology of a polar weighted polynomial and Kouchnirenko
type formula. We consider a non-degenerate polar weighted mixed polyno-
mial f∆(z1, z2, z¯1, z¯2) with ∆ = AB where A,B are polar admissible simple
vertices. Let (p1, p2;m∆) be the polar weight type. Let F∆ = f
−1
∆ (1) be
the fiber of the global fibration, F ∗∆ = F∆ ∩ C∗2 and let K∆ = f−1∆ (0) ∩ S3.
Note that F∆ is diffeomorphic to the fiber of the Milnor fibration f∆/|f∆| :
S3\K∆ → S1 or f∆ : ∂E(r, δ)∗ → S1δ , as f∆ is super strongly non-degenerate
by Theorem 52. The Milnor fiber is connected by Proposition 38. Let Pi(t)
be the characteristic polynomial of the monodromy at the i-th homology for
i = 0, 1. Then P1(t) = ζ(t)(1− t) as P0(t) = (1− t). We consider the Wang
sequence of the Milnor fibration:
0→ H2(S3 −K∆)→ H1(F∆)h∗−id−→H1(F∆)→ H1(S3 −K∆)→ Z→ 0.
Put r∗∆ = lkn
∗(f−1∆ (0)). Thus H0(K∆) = Z
r∗
∆
+ε(∆) where ε(∆) is the num-
ber of coordinate axes which are a subset of f−1∆ (0). Thus ε(∆) = 0, 1, 2
according to the two vertices A, B are either on the axis or not. Let µ∆ and
µ′∆ be the multiplicities of the factor (t− 1) in P1(t) and ζ(t) respectively.
Then by the equality P1(t) = ζ(t)(1− t) and Lemma 56 and Remark 57,
µ∆ = µ
′
∆ + 1, µ
′
∆ = −χ(F ∗∆)/m∆ − 2 + ε(∆).
On the other hand by the Alexander duality, we have the isomorphism:
H2(S
3 −K∆) ∼= H1(S3,K∆) ∼= H˜0(K∆).
As the monodromy map h∗ is periodic, we have
r∗∆ + ε(∆)− 1 = dim Ker {h∗ − id : H1(F∆)→ H1(F∆)} = µ∆.
Thus we obtain
Lemma 64. The Euler-Poincare´ characteristic and the link component num-
ber satisfy the following equality:
r∗∆ = −χ(F ∗∆)/m∆.
Usually it is easier to compute r∗∆ and we can compute χ(F
∗
∆) by Lemma
64. Now we can state our Kouchnirenko type formula:
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Theorem 65. Let f(z, z¯) be a non-degenerate convenient mixed polynomial
as in Theorem 60. Let ∆1, . . . ,∆s be faces of Γ(f) and we assume that
f∆j(z, z¯) is a polar weighted homogeneous polynomial with polar degree mj .
Let rj = lkn
∗(f−1∆j (0)) for j = 1, . . . , s. Then the Milnor number µ(F ) =
b1(F ) is given by the formula:
µ(F ) =
s∑
j=1
rj mj − |a1| − |a2| + 1.
Here mj is the polar degree of f∆j and we assume that mj > 0. a1, a2 are
the polar sections of Γ(f) on the respective coordinate axes.
As a special case, the following is a formula for a good polar weighted
mixed polynomial (see §6.2.3 for the definition) which corresponds to the
Orlik-Milnor formula [13] for a weighted homogeneous isolated singularity.
Corollary 66. Assume that f(z, z¯) is a good polar weighted polynomial
which is factored as
f(z, z¯) = c
∏k
j=1(z
a
2 |z2|2a
′ − λj z1b |z1|2b′), c 6= 0(18)
with a 6= 0, b 6= 0. Let r = gcd(|a|, |b|). The polar weight is given by
P = t(p1ε1, p2ε2) where p1 = |a|/r, p2 = |b|/r, ε1 = b/|b|, ε2 = a/|a| and the
polar degree dp is given as dp = |a| |b| k/r, lkn(f−1(0)) = r k and
µ = |a| |b| k2 − k (|a|+ |b|) + 1 = (k |a| − 1) (k |b| − 1) and
ζ(t) =
(1− tdp)rk
(1− t|a|)(1 − t|b|) .
8.6. Appendix: Calculation of Example 8.1.2. We give the detail of
the calculation for Example 8.1.2. Let
ft(z, z¯) = −2z21 z¯1 + z22 z¯2 + t z21 z¯2, t ∈ C
V ∗t := {(z1, z2) ∈ C∗2 | ft(z, z¯) = 0}
F ∗t := {(z1, z2) ∈ C∗2 | ft(z, z¯) = 1}.
and we compute link components. As ft is radially weighted, we may assume
that |z2| = 1. Thus we compute the section with |z2| = 1. We put
z1 = x1 + y1 i, z2 = x2 + y2 i, x2 = cos(a), y2 = sin(θ),
Then ft(z, z¯) = 0 can be rewritten as f1 = f2 = 0 where
f1 = −2x13 − 2x1 y12 + (cos(a))3 + cos(a)(sin(a))2 + tx12 cos(a)
+ 2 tx1 y1 sin(a)− ty12 cos(a)
f2 = −2x12y1 − 2 y13 + (cos(a))2 sin(a) + (sin(a))3 − tx12 sin(a)
+ 2 tx1 y1 cos(a) + ty1
2 sin(a)
NON-DEGENERATE MIXED FUNCTIONS 59
The resultant R of f1 and f2 in y1 takes the form R = g1g2 where
g1 = 2x1
3 − (cos(a))3 − tx12 cos(a)
g2 = t
4x1
2 − t3(sin(a))2 − 2 cos(a)x1 t2 + (cos(a))2 + (sin(a))2
U1: Assume that t = 0. Then g2 ≡ 1. The equation g1 = 0, f1 = f2 = 0 has
a unique solution
x1 =
1
2 2
2/3 cos(a)
y1 =
1
2 2
2/3 sin(a)
x2 = cos(a), y2 = sin(a),
0 ≤ a ≤ 2π.
This can be also observed by [20].
U2: Consider the case t = 3 as a model of Vt, t ∈ U3. First, g1, g2 takes the
following form.
g1 = 2x1
3 − (cos(a))3 − 3 x1 2 cos(a)
g2 = 81x1
2 − 26 (sin(a))2 − 18 cos(a)x1 + (cos(a))2
Over g1 = 0, we have one component parametrized as
x1 = (
1
2
3
√
3 + 2
√
2 +
1
2
1
3
√
3 + 2
√
2
+
1
2
) cos(a)
y1 = − sin(a)
(3 + 2
√
2)2/3 − (3 + 2√2)2/3√2− 3
√
3 + 2
√
2 +
3
√
3 + 2
√
2
√
2
0 ≤ a ≤ 2π.
Over g2 = 0, we have two components parametrized as
x1 =
1
9
cos(a)± 1
9
√
26 sin(a)
y1 =
1
234
(
√
26 sin(a)± 26 cos(a))
√
26, 0 ≤ a ≤ 2π.
Thus we have shown that lkn(V0) = 1 and lkn(V3) = 3.
It is my pleasure to thank to the referee for the careful checking of the first
draft and a nice suggestion to make our paper more understandable.
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