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A natural extension of the descriptors used in the Spectral Neighbor Analysis Potential (SNAP) method is
derived to treat atomic interactions in chemically complex systems. Atomic environment descriptors within
SNAP are obtained from a basis function expansion of the weighted density of neighboring atoms. This new
formulation instead partitions the neighbor density into partial densities for each chemical element, thus leading
to explicit multi-element descriptors. For Nelem chemical elements, the number of descriptors increases as
O(N3elem), while the computational cost of the force calculation as implemented in LAMMPS is limited to
O(N2elem) and the favorable linear scaling in the number of atoms is retained. We demonstrate these chemically
aware descriptors by producing an interatomic potential for indium phosphide capable of capturing high-energy
defects that result from radiation damage cascades. This new explicit multi-element SNAP method reproduces
the relaxed defect formation energies with substantially greater accuracy than weighted-density SNAP, while
retaining accurate representation of the bulk indium phosphide properties.
I. INTRODUCTION
Interatomic potentials (IAP) are an essential part of any
classical molecular dynamics (MD) simulation, and are also
the leading approximation determining the physical accuracy
of this method. The approximations that are inherent to
all IAP (locality of forces, Born-Oppenheimer energy sur-
face) are tolerated because this results in a computational cost
that only scales linearly with the number of atoms, in con-
trast to cubic scaling of ab initio MD. Many IAP in usecap-
ture local interactions using functional forms that approxi-
mate known physical and chemical phenomena, such as co-
valent bonding,1,2 electrostatic screening,3 electron density-
mediated metallic bonding,4,5 to name a few. In terms of de-
veloping new IAP, a decades long trend shows that much of
the effort has focused on more accurate, but more computa-
tionally expensive potentials.6
A recent branch of this development incorporates advances
in the field of data-science wherein machine learning of IAP
can provide an alternative to the aforementioned physics in-
spired potentials. Machine learned IAP (ML-IAP) take an
alternate approach which is to forego a physically inspired
model form in favor of a highly flexible functional based upon
a generalized set of local atomic descriptors. These ML-IAP
have an added requirement during parameterization relative
to traditional IAP which is they need to be trained against
a database of energies and forces that usually come from a
higher fidelity simulation, e.g. Density Functional Theory
(DFT). The contributions from each of the chosen local de-
scriptors to the energy and forces are independently weighted
in order to match a database of higher fidelity results. A vari-
ety of different descriptors to describe the local environment
exist in the literature,7 such as symmetry functions8,9, bis-
pectrum components10, moment tensors11 and the Coulomb
matrix.12 At a minimum, a descriptor has to be invariant
under translation, rotation and permutation, of neighboring
atoms. As is the case in many machine learning applica-
tions beyond IAP, the development and selection of the de-
scriptor space used is of critical importance to the overall
model performance. Significant effort in recent years has fo-
cused on developing atomic descriptors that can be used in,
though not limited to, material property predictions,13–18 al-
loy design,19,20 and IAP used in MD.7,8,10–12,21 Drautz has re-
cently shown that many of these descriptors share a common
mathematical foundation in the atomic cluster expansion for
the Born-Oppenheimer potential energy function.22 A recent
study comparing families of ML-IAP trained on shared train-
ing databases using different descriptors and training tech-
niques showed broadly similar improvements in accuracy with
increasing number of descriptors.23 However, this compara-
tive work by Zou et al. was limited to parameterizations of
single element systems. In this work we focus on the perfor-
mance of the bispectrum components as atomic environment
descriptors for multi-element systems.
As is the case with all ML-IAP, SNAP reduction of regres-
sion errors (w.r.t. DFT training) can systematically be im-
proved by including more descriptors, but Wood et al. showed
there are diminishing returns in accuracy even though greater
computational cost is incurred in calculating these extra de-
scriptors. These diminishing returns in accuracy hint that the
underlying descriptor is incapable of capturing the full many-
body nature of the energies and forces in the training set. In
the original formulation of SNAP, the bispectrum descriptors
only distinguish between neighbor atoms of different chemi-
cal elements based on their weighted contribution to the total
atomic density.24,25 This is similar in spirit to the construction
of the density function within the embedded atom method for
metal alloys.26,27 For systems that show strong differences in
bonding characteristics depending on the chemical identity of
the atoms, this weighted-density (WD) approach is likely in-
sufficient.
In this work we propose an explicit multi-element (EME)
SNAP descriptor formulation. In EME-SNAP, the descrip-
tors are decomposed into separate contributions that depend
on the partial densities of each chemical element in order to
better express differences in the chemical makeup of the local
atomic environment. In addition to the physical motivation to
adapt these descriptors, the approach also adds more degrees
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2of freedom to the model allowing for greater flexibility to fit
the training data. A derivation of the EME descriptors and
a discussion of their implementation into the LAMMPS MD
software is provided in Sections II A and II B . An example
EME-SNAP potential and the associated training procedure is
described in Section II C and a quantitative comparison of the
accuracy of the WD-SNAP and EME-SNAP IAP is given in
Section III.
II. COMPUTATIONAL DETAILS
A. Explicit Multi-Element Bispectrum Descriptors
In the original weighted density (WD) SNAP formulation,
the total density of neighbor atoms around a central atom i
of element µi located at the origin is represented as a sum of
δ-functions in a three-dimensional space:
ρ(r) = wselfµi δ(0) +
∑
rik<R
µiµk
cut
fc(rik;R
µiµk
cut )wµkδ(rik) (1)
where rik is the position of the neighbor atom k of element
µk relative to the central atom i. The wµ coefficients are di-
mensionless weights that are chosen to distinguish atoms of
different chemical elements µ, while the central atom is as-
signed the weight wselfµi . The sum is over all atoms k within
some cutoff distance Rµiµkcut that depends on the chemical
identities of both the neighbor atom and the central atom. The
switching function fc(r;R
µiµk
cut ) ensures that the contribution
of each neighbor atom goes smoothly to zero at Rµiµkcut . Fol-
lowing Barto´k et al.,10 the radial distance rik is mapped to a
third polar angle θ0 defined by,
θ0 = θ
max
0
rik
Rµiµkcut
(2)
The additional angle θ0 allows the set of points rik in the 3D
ball of possible neighbor positions to be mapped on to the set
of points (θ, φ, θ0) on the unit 3-sphere. The neighbor density
function can be expanded in the basis of 4D hyperspherical
harmonic functions Uj
ρ(r) =
∞∑
j=0, 12 ,...
uj ·Uj(θ0, θ, φ) (3)
where uj and Uj are rank (2j + 1) complex square ma-
trices. The · symbol indicates the scalar product of the two
matrices. uj are Fourier expansion coefficients given by the
inner product of the neighbor density with the basis functions
Uj of degree j. Because the neighbor density is a weighted
sum of δ-functions, each expansion coefficient can be writ-
ten as a sum over discrete values of the corresponding basis
function,
uj = w
self
µi Uj(0) + (4)∑
rik<R
µiµk
cut
fc(rik;R
µiµk
cut )wµkUj(θ0, θ, φ)
The expansion coefficients uj are complex-valued and they
are not directly useful as descriptors because they are not in-
variant under rotation of the polar coordinate frame. However,
the following scalar triple products of expansion coefficients
are real-valued and invariant under rotation:10
Bj1j2j =
1
2j + 1
uj1 ⊗j1j2j uj2 · (uj)∗ (5)
The symbol ⊗j1j2j indicates a Clebsch-Gordan product of
matrices of degrees j1 and j2 that produces a matrix of degree
j, as defined in our original formulation of SNAP.21 The addi-
tional factor of 2j + 1 renders Bj1j2j invariant under permu-
tation of the indices, which simplifies the calculation of gra-
dients (see Section II B). These invariants are the components
of the bispectrum. They characterize the strength of density
correlations at three points on the 3-sphere. The lowest-order
components describe the coarsest features of the density func-
tion, while higher-order components reflect finer detail. The
bispectrum components defined here have been shown to be
closely related to the 4-body basis functions of the Atomic
Cluster Expansion introduced by Drautz.22
In the WD-SNAP method, the potential energy of each
atom is written as a linear or quadratic function of these ge-
ometric descriptors, as described below. This has proven to
be an accurate and efficient method for constructing inter-
atomic potentials for both single element and multi-element
systems. However, because neighbor atoms of different ele-
ments are distinguished solely by the magnitude of the fac-
tor fc(rik;R
µiµk
cut )wµk that defines the effective weight of
the contribution to uj , the WD-SNAP formulation does not
strongly distinguish the chemical identities of neighbor atoms.
In order to achieve a more explicit representation of differ-
ent chemical elements, a natural step is to partition the total
neighbor density into partial densities for each element
ρµ(r) = wselfµiµ δ(0) +
∑
rik<R
µiµk
cut
δµµkfc(rik;R
µiµ
cut )wµδ(rik) (6)
where δµµk indicates that only neighbor atoms of element
µ contribute to the partial density ρµ. The central atom of
element µi contributes a partial self-weight wselfµiµ to ρ
µ. By
requiring that the partial densities sum to the total density used
in the original WD-SNAP formulation
ρ(r) =
Nelem∑
µ=1
ρµ(r), (7)
it follows that wselfµi in Eq. (1) is equal to the sum of the
partial self-weights wselfµiµ . In analogy with the WD-SNAP
formulation, we set wselfµiµ = 1 for all µi and µ.
The partial expansion coefficients for each element follow
naturally from this definition
uµj = w
self
µiµ Uj(0) + (8)∑
rik<R
µiµk
cut
δµµkfc(rik;R
µiµk
cut )wµkUj(θ0, θ, φ)
3The explicit multi-element (EME) bispectrum can then be
formed from products of the partial expansion coefficients
Bκλµj1j2j =
1
2j + 1
uκj1 ⊗j1j2j uλj2 · (uµj )∗ (9)
The EME bispectrum components are indexed on ordered
triplets of elements. Hence, for a two element system, each
total bispectrum component is partitioned into eight EME bis-
pectrum components. In general, the bispectrum components
are not invariant under permutation of the ordered triplet of
elements. However, when two or all three of the bispectrum
indices are equal, then certain EME bispectrum components
will be equal to each other. These equivalences are expressed
by the following identity
B
σ(κλµ)
j1j2j
= Bκλµj1j2j , ⇐⇒ σ(j1, j2, j) = (j1, j2, j) (10)
where σ is an element of the permutation group S3. The
sum of the EME bispectrum components over all ordered
triplets of elements is exactly equal to the total bispectrum
component defined in the WD-SNAP formulation
Bj1j2j =
Nelem∑
κ,λ,µ=1
Bκλµj1j2j (11)
The EME bispectrum components defined in this way have
a similar mathematical structure to the descriptors proposed
by Drautz22 in the multicomponent version of the Atomic
Cluster Expansion (see Appendix A of Ref. 22).
In order to demonstrate the improved chemical sensitiv-
ity of the EME bispectrum components, we compare WD-
SNAP and EME-SNAP descriptors for a phosphorous atom in
two very different chemical environments. In the zincblende
ground state structure for bulk indium phosphide each phos-
phorous atom is covalently bonded to four indium neighbors.
In contrast to this, replacing an indium atom with a phospho-
rous atom creates an antisite defect in which the phospho-
rous atom has four phosphorous neighbors. We calculated
the EME bispectrum components for all 8 ordered triplets that
can be formed from In and P, and for all half-integer triples
(j1, j2, j) in the range 0 ≤ 2j2 ≤ 2j1 ≤ 2j ≤ 2Jmax = 6. To
simplify the comparison, we omitted the switching function
fc and included only the four nearest neighbors of the phos-
phorous atoms by settingRcut = 4.1 A˚. In Fig. 1 we show the
difference between each of the descriptors in the two atomic
environments. It can be seen that the EME bispectrum com-
ponents retain a large amount of extra information that is lost
when they are summed up to form the total bispectrum com-
ponents of WD-SNAP. In particular, the (In, In, In) and (P, P,
P) EME bispectrum components exhibit strong differences of
opposite sign, which largely cancel out in the total bispectrum
components. This behavior is most pronounced in the case of
the power spectrum components (left panel).
B. EME-SNAP Potential Energy Function
Given the EME bispectrum components as descriptors of
the neighborhood of each atom, it remains to express the po-
tential energy of a configuration of N atoms in terms of these
Figure 1. Difference in the bispectrum components between two
very distinct chemical environments: the bulk phosphorous site and
the phosphorous antisite defect. The left panel shows the power
spectrum components (j, 0, j), 0 ≤ 2j ≤ 2Jmax = 6. The right
panel shows the other bispectrum components (j1, j2, j), 0 < 2j2 ≤
2j1 ≤ 2j ≤ 2Jmax = 6. The weighted-density SNAP descriptors
are shown in the bottom row, while the upper rows show each of the
explicit multi-element SNAP descriptors involving In and P.
descriptors. As in our previous work, we decompose the en-
ergy of the system containing N atoms with positions rN into
a sum of local contributions that depend on the neighborhood
of each atom and an additional reference energy Eref
E(rN ) =
N∑
i=1
Ei + Eref (r
N ) (12)
The reference energy is a convenient way to impose certain
physical effects, such as long-range electrostatic interactions
and strong short-range repulsion, for which well-established
energy models exist. Including a reference potential is ad-
vantageous because it can correctly represent known limiting
cases of atomic interactions, leaving the many-body effects to
SNAP. The quality of the SNAP potential will somewhat de-
pend on the choice of reference potential. For example, since
the training set does not include highly compressed configura-
tions, the reference potential will need to provide a good phys-
ical description of Pauli repulsion which dominates the inter-
action at close separation. In the case of the indium phosphide
potential developed in this work, a previously described ZBL
potential was used as the reference potential.21,28 The local
SNAP contribution Ei must capture all the additional effects
that are not accounted for by the reference energy. We assume
that the local energy can be expressed as a linear function of
all the distinct bispectrum components up to some maximum
order Jmax. For a particular choice of Jmax, we can list the
NB total bispectrum components in some arbitrary order as
B1, . . . , BNB . We can further decompose each Bl into EME
bispectrum componentsBκλµl and express the energy as a lin-
ear function of these
Ei(Bi) =
∑
κ,λ,µ
NB∑
l=1
βκλµl,µi (B
κλµ
l,i −Bκλµl0,µi) (13)
where βκλµl,µi are the linear SNAP coefficients for atoms of
element µi. As a computational convenience, each EME bis-
pectrum component is shifted by the value for an isolated
4atom, Bκλµl0,µi , so that the local SNAP energy of an isolated
atom is zero by construction. The force on each atom k of
element µk is obtained by summing over all atoms of which it
is a neighbor and all EME bispectrum components involving
element µk
Fk = −
N∑
i=1
Nelem∑
κ,λ
NB∑
l=1
βµkκλl,µi
∂Bµkκλl,i
∂rk
+ (14)
βκµkλl,µi
∂Bκµkλl,i
∂rk
+ βκλµkl,µi
∂Bκλµkl,i
∂rk
The double sum over elements κ and λ in this expression
shows that the computational cost of evaluating forces in-
creases as N2elem. The three terms correspond to the three
different positions where element µk can appear in the chem-
ical labelings of the EME bispectrum components.
By formulating the SNAP potential energy as a linear func-
tion of the EME bispectrum components, the problem of gen-
erating the interatomic potential has been reduced to that of
choosing the best values for the linear SNAP coefficients. We
can achieve this by writing the SNAP contributions to the total
energy, the force on an atom, and the stress tensor as explicit
functions of the unknown SNAP coefficients βµ
E(rN ) =
Nelem∑
µ=1
βµ ·
∑
i∈µ
Bi (15)
where βµ is the (NB×N3elem)-vector of SNAP coefficients
for element µ and Bi is the (NB × N3elem)-vector of EME
bispectrum components for atom i. The contribution of the
SNAP energy to the force on atom k can be written in terms
of the derivatives of the EME bispectrum components w.r.t.
rk, the position of atom k
Fk = −
Nelem∑
µ=1
βµ ·
∑
i∈µ
∂Bi
∂rk
, (16)
where Fk is the force on atom k due to the SNAP energy.
Finally, we can write the contribution of the SNAP energy to
the stress tensor
W = −
Nelem∑
µ=1
βµ ·
∑
i∈µ
N∑
k=1
rk ⊗ ∂Bi
∂rk
(17)
where W is the contribution of the SNAP energy to the stress
tensor and ⊗ is the Cartesian outer product operator.
All three of these expressions consist of the vectors βµ of
SNAP coefficients for each element multiplying a vector of
quantities that are calculated from the EME bispectrum com-
ponents of atoms in a configuration. This linear structure
greatly simplifies the task of finding the best choice for βµ.
We can define a system of linear equations whose solution cor-
responds to an optimal choice for βµ, in that it minimizes the
sum of square differences between the above expressions and
the corresponding quantum results defined for a large number
of different atomic configurations. This is described in more
detail in the following section.
C. Fitting Procedure
The process of fitting a ML-IAP has two key components,
construction of a training set and optimization(i.e. learning)
of free parameters in the model form. Both of these compo-
nents will be detailed prior to the comparison of WD-SNAP
and EME-SNAP descriptors. In order to demonstrate the im-
provement over the WD-SNAP form of the EME-SNAP de-
scriptors, a training set has been constructed for InP that ex-
ercises not only chemically unique environment but also con-
tains high-energy defects which are challenging for all IAP
to capture correctly. Training for accurate defect properties is
critical when the intended use of the IAP is to study radiation
damage effects where collision cascades of sufficiently high
energy leave behind high formation energy point defects.
Since the training of energies and forces for a ML-IAP is
done against an electronic structure database, the training con-
figurations are necessarily small (Natoms / 102) to make
collecting a large number of them computationally tractable.
InP training configurations were generated using the Vienna
Ab Initio Simulation Package (VASP)29,30,31 using a LDA
exchange correlation functional32, PAW pseudopetential33,34
leaving out the outermost valence p- and d- orbitals of P
and In, respectively. K-point grids were generated using the
Monkhorst-Pack35 scheme with a spacing between 0.17 A˚−1
and 0.72 A˚−1 depending on system size, while a constant
plane wave cutoff of 500eV was used throughout.
In total, 1206 configurations were generated with atom
counts per configuration ranging from 8 to 216. Curating
training data for a SNAP potential involves grouping training
data based on similarities between the configurations which
limits the number of free parameters in the weighted least-
squares regression. Each defect type(interstitials, vacancies,
antisites and di-antisites) was assigned a unique group such
that these configurations could be weighted individually dur-
ing optimization. In addition to defect configurations, we also
included training groups to describe the properties of the bulk
zincblende structure. This includes configurations for uniform
expansion and compression (Equation of State), random cell
shape modifications (Shear group), and uniaxially strained
(Strain group) unit cells. Lastly, the ground state configuration
for bulk zincblende structure is left as a separate group. The
number of configurations(Nconfig) in each training data group
is summarized in Table I. Energies and forces are weighted
separately, resulting in ten fitting degrees of freedom from the
group weights. The weighting of different training groups is
applied during the regression step within our fitting software
FitSNAP36 by modifying the diagonal matrix w in the system
of equations:
min(||w(Axβ − T )||2 − γn ||xβ||n) (18)
Where A is a matrix of bispectrum components computed
from LAMMPS and T is a vector of energies and forces taken
from VASP. A regularization penalty, γn, can be used to aid
against overfitting the solution xβ, but to date has not yielded
better fits than use without.
In addition to weighting certain training data more/less
heavily as part of the optimization, the radial cutoffs(Rµiµkcut of
5Figure 2. Schematic of the WD-SNAP and EME-SNAP fitting pro-
cedure. The FitSNAP36 software package provides the overall work-
flow framework. LAMMPS38efficiently evaluates the WD-SNAP
and EME-SNAP descriptors, while DAKOTA39 performs the hyper-
parameter optimization.
Eq. 6) and per-element density weights(wβ of Eq. 6) are in-
cluded as free parameters but are considered hyperparameters
since they directly affect the calculation of the descriptors. All
of these parameters have been described in previous work21,24,
except for the atomic energy difference, which warrants fur-
ther explanation. The DFT energy is computed as a sum
of contributions from different terms in the full electron-ion
quantum system, most of which are non-zero for an isolated
atom. The SNAP potential, like most classical potentials, is
constructed so that each isolated In or P atom has zero energy.
To reconcile these two conventions, it is necessary to shift the
DFT energy data by an amount that depends only on the ele-
ment type of each atom, which we call the atomic energy. We
constrained the sum of the In and P atomic energies by fixing
the energy of the ground state structure at -3.48 eV/atom, en-
suring that the experimental cohesive energy37 of InP is repro-
duced. The difference between the In and P atomic energies
is an additional free parameter.
We automated the fitting process using the optimization
software DAKOTA39, the overall workflow is schematically
captured in Figure 2 and is the same when optimizing EME-
SNAP or WD-SNAP ML-IAP. The hyperparameters and
the group weights were optimized in two stages. First,
the group weights were held fixed and the hyperparameters
are optimized using a Single Objective Genetic Algorithm
(SOGA). These hyperparameter search spaces were necessar-
ily bounded, restricting the parameters to physical values and
to save computational time, these ranges and the optimal val-
ues for each hyperparameter are given in Supplemental Ta-
ble I. Once stable values for the hyperparameters were deter-
mined, a second SOGA optimization was performed on the
training group weights which are allowed to vary over a large
range(101 − 107).
For all DAKOTA driven optimizations, we have constructed
a set of equally weighted objective functions that will be used
to judge the quality of the fit. These objective functions are
the lattice parameter and cohesive energy of zincblende InP as
well as the difference between the DFT values and IAP pre-
dicted defect formation energies for the following stoichio-
metric pairs: In interstitial + In vacancy, P interstitial + P
vacancy, In interstitial + P interstitial, In vacancy + P va-
cancy, In antisite + P antisite. Referring back to the work-
flow shown in Fig. 2, one pass through the optimization loop
proceeds as follows. For each set of candidate hyperparame-
ters or group weights proposed by DAKOTA, linear regression
was used to solve for the SNAP coefficients using FitSNAP.40
With each new candidate potential, LAMMPS is used38,41 to
relax a full set of InP defect configurations as well as the bulk
InP zincblende structure. For each relaxation, the configura-
tion was first annealed at 10 K for 0.1 ps before performing the
minimization wherein the volume of the cell was also allowed
to relax. The absolute error in these seven stoichiometric de-
fect formation energies and the sum of the error in the co-
hesive energy and lattice parameter of zincblende formed the
eight distinct SOGA objective functions. A generation con-
sisted of 200 candidates after which hybridization and muta-
tion steps that adjust group weights are carried out, the global
fit was considered converged after 7600 generations.
III. RESULTS
To demonstrate the improvement provided by the EME-
SNAP descriptors optimized fits of either ML-IAP will be
compared to available experimental data for InP properties
near equilibrium as well as for high-energy point defects. For
a complete comparison, we will also include predictions from
a prior empirical IAP from Branicio et. al.42 The Branicio
potential for InP is a physics-motivated empirical model with
electrostatic, van der Waals, and three-body interactions that
take into account the covalent nature of the InP interaction.
To begin, Table I summarizes the errors for the reduced set
of training groups outlined in the previous section. For each
training group and IAP type the mean absolute error (MAE)
is reported for both the energy (EMAE) and forces(FMAE).
In all cases except for the training group corresponding to
sheared geometries, the EME-SNAP potential reproduces the
DFT values of energy and atomic force most accurately. The
average energy and force errors across the entire training set
for EME-SNAP are 3.3 meV/atom and 67 meV/A˚, respec-
tively, which are quite good for the training set size put forth
here. In contrast, the average energy and force errors for the
SNAP potential are 5.7 meV/atom and 75 meV/A˚, respec-
tively.
Our main focus was to test whether EME-SNAP could
reproduce the defect formation energies more effectively
than WD-SNAP model. Fig. 3 displays the defect for-
mation energies for EME-SNAP (blue) and DFT (pink
crosshatched). Subscripts in this Figure correspond to
vacancy(v), interstital(i) and anti-site(a) point defects. As
described previously, the defect formation energies are com-
6Branicio WD-SNAP EME-SNAP
Category Nconfig Nforces EMAE FMAE EMAE FMAE EMAE FMAE
Bulk 1 2.4 · 101 4.8 · 10−4 - 3.2 · 10−4 - 5.8 · 10−4 -
Defects 428 3.3 · 105 1.4 · 10−1 3.0 · 10−1 7.7 · 10−3 1.5 · 10−1 3.4 · 10−4 8.5 · 10−2
EOS 268 6.4 · 103 2.5 7.6 · 10−4 1.1 · 10−2 - 7.9 · 10−3 8.2 · 10−4
Shear 346 8.3 · 103 9.6 · 10−1 6.19 3.5 · 10−3 1.5 · 10−1 4.6 · 10−3 1.2 · 100
Strain 163 3.9 · 103 3.8 · 10−2 3.6 · 10−5 8.1 · 10−3 2.4 · 10−5 1.2 · 10−3 2.4 · 10−5
Table I. Mean absolute errors for energy and forces for the various groups of DFT training data for the Branicio,42 WD-SNAP, and EME-SNAP
potentials.
bined in stoichiometric combinations. Overall, EME-SNAP
well reproduces the formation energies with the largest devi-
ation from DFT being about 0.35 eV. With EME-SNAP, there
are now eight descriptors for each j, j1, and j2 triplet combi-
nation(see Fig. 1) and these descriptors can clearly distinguish
between local environments comprised of varying composi-
tions of multiple atomic species. This is especially useful for
high-energy defects of lowered local symmetry compared to
bulk InP. Importantly, the relative ordering of the seven for-
mation energies is almost identical for DFT and EME-SNAP.
The exception is that DFT predicts the combined Inv + Pv for-
mation energy to be about 0.06 eV higher than the combined
Ini + Pi defect, but EME-SNAP predicts the latter to be higher
by 0.04 eV. This small difference will likely not drastically
affect the defect population distributions obtained in radiation
damage molecular dynamics simulations. The largest discrep-
ancies between DFT and EME-SNAP are for the combined
Inv + Ini and the combined Pv + Inv , both are underpredicted
by about 0.35 and 0.30 eV, respectively. In general, the in-
terstitial configurations tend to be most difficult to accurately
reproduce. However, this level of disagreement is acceptable,
since the relative ordering of defects is accurately preserved.
This is the most important factor in predicting the correct de-
fect populations in collision cascade simulations and further
evolution of the cascade.
Fig. 3 also displays the relaxed defect formation energies
for an empirical potential by Branicio et al.42 (red) and the
WD-SNAP potential (blue). The Branicio IAP predicts de-
fect formation energies poorly match DFT values with an av-
erage error of 2.46 eV, making this potential unsuitable for
radiation damage studies. Regarding the ML-IAP fitted here,
the WD-SNAP potential improves upon the Branicio poten-
tial but some of the defect formation energies still differ from
DFT by as much as 1.4 eV. These discrepancies ultimately
indicate the defects that would form during a collision cas-
cade simulation using either the Branicio or WD-SNAP po-
tential will most likely not be consistent with DFT. In contrast,
the EME-SNAP defect formation energies are all within 0.35
eV of the DFT values and captures the overall trend of the
DFT values. Many of the issues with the WD-SNAP potential
stemmed from the configurations relaxing to a distinctly dif-
ferent structure during the minimization. In other words, the
defect configuration predicted by DFT was only a metastable
Figure 3. Relaxed defect formation energies for stoichiometric com-
binations of point defects in InP zincblende structure for classical
potentials compared to DFT. Orange, green, and blue represent the
Branicio, SNAP, and EME-SNAP potentials, respectively. The pink
hatched columns represent the relaxed DFT formation energies.
Branicio WD-SNAP EME-SNAP Expt. DFT
a0 (A˚) 5.83 5.83 5.83 5.83 5.84
C11 (GPa) 102.5 122.0 113.7 101.1 99.3
C12 (GPa) 57.3 90.6 70.9 56.1 55.4
C44 (GPa) 69.6 63.6 48.4 45.6 45.0
Bulk Mod.(GPa) 72.3 101.1 85.1 71.1 70.1
Shear Mod.(GPa) 22.6 15.7 21.4 22.5 21.9
Poisson Ratio 0.36 0.43 0.38 0.36 0.36
Table II. Structural and mechanical properties of the InP zincblende
structure, as predicted by the Branicio,42 WD-SNAP and EME-
SNAP potentials, as well as experimental43 and DFT values.
configuration for WD-SNAP. With EME-SNAP, the decrease
in energy during MD relaxation is quite small and the struc-
ture predicted by DFT is generally preserved.
In addition to defect formation energies, we also examined
the IAP predictions for other bulk InP properties. Table II lists
the zincblende structure elastic constants for each of the the
potentials. Given the simplicity of these equilibrium proper-
ties, it is unsurprising that the elastic constants are reasonably
7Figure 4. Energy versus volume for InP crystal structures calculated
using the EME-SNAP potential (lines) and DFT (crosses). Green and
orange represent zinc-blende and rock salt structures, respectively.
consistent with both experimental and DFT values for all po-
tentials. Still, there still are tradeoffs in accuracy among each.
The Poisson ratio, bulk and shear moduli of EME-SNAP dif-
fer from DFT predictions by 5.6%,21.4% and 2.3%, whereas
WD-SNAP and the Branicio potential predict (19.4%, 44.2%,
28.3%) and (0.0%, 3.1%, 3.2%), respectively in this triplet of
important properties. Overall, EME-SNAP does reasonably
well in reproducing the elastic constants predicted by both
experiments and DFT, but not to the level that the Branicio
potential could. However, these values could potentially be
improved upon by including stress tensor training data and
adding the DFT elastic constants as objective functions dur-
ing the fitting process.
Another important property is the relative stability of dif-
ferent low-energy crystal structures. Cold-curve equations of
state for the zincblende(ZB) and rocksalt(RS) InP structures
are compared with DFT and plotted in Fig. 4. EME-SNAP
correctly predicts ZB as the most stable structure and repro-
duces the experimental cohesive energy of -3.48 eV/atom at a
volume of 24.4A˚3/atom while the RS cohesive energy of -3.30
eV/atom matches exactly the DFT value. However, EME-
SNAP predicts a slightly higher volume of 22.2 A˚3 compared
to the DFT value of 19.69 A˚3. While not plotted in Fig. 4, the
wurtzite(WZ) ground state structure was also calculated. The
DFT prediction of the WZ cohesive energy was found to be
-3.47 eV/atom, slightly higher than the ZB structure. While
the EME-SNAP potential does predict the WZ to be higher in
energy than ZB, the predicted value is too high, being about
-2.27 eV/atom. The EME-SNAP representation of the RS and
WZ properties is sufficient, given that these phases were not
represented in the training data. Again, the accuracy of these
phases could be improved in future iterations of this poten-
tial by including them in the training data and by using the
RS, ZB and WZ cohesive energies as an objective functions
during fitting.
While the EME-SNAP InP potential significantly improves
the defect formation energies and reproduces some basic InP
properties, additional training data will be needed to further
improve the transferability of the potential for other target
applications. For instance, adding liquid phase training data
would be useful as a liquid will sample a wide variety of local
chemical environments. The overall fitting process could also
be improved by incorporating other properties as objective
functions. In this study, the defect formation energies were
the primary focus, since accurately reproducing these proper-
ties is essential for realistic simulations of radiation damage,
the focus of future work.
IV. CONCLUSIONS
We have developed a natural extension to the SNAP inter-
atomic potential form that improves the description of mul-
ticomponent systems. The new formulation, called EME-
SNAP, uses chemically-labeled descriptors that explicitly sep-
arate out contributions from different chemical elements in the
atomic environment. This new method was applied to InP
where previous potentials were unable to adequately repre-
sent defect formation energies that are essential for conduct-
ing molecular dynamics simulations of radiation damage ef-
fects. The new EME-SNAP potential reproduced relaxed de-
fect formation energies to within 0.35 eV compared to DFT,
whereas the original weighted density SNAP formulation ex-
hibited discrepancies of more than 1 eV. This improvement in-
dicates that EME-SNAP is better able to distinguish between
different chemical environments. Other properties including
volume dependence of energy in the zincblende and rocksalt
crystal structures are also well modeled by EME-SNAP. The
new EME-SNAP method shows promise in generating a po-
tential suitable for collision cascade simulations. The poten-
tial presented in this work was developed strictly for modeling
defect formation energies and configurations close to equilib-
rium. It has yet to be examined whether this new formula-
tion will perform well for radiation damage simulations. The
training set will need to be expanded to incorporate additional
configurations to create a more general use potential capable
of simulating the full cascade. Future work will focus on us-
ing the EME-SNAP form to develop a potential with a broader
training set and deploying it in radiation damage simulations.
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2Table I. Search ranges and final optimal values for EME-SNAP and WD-SNAP hyperparameters
wIn wP R
In
cut R
P
cut E
In
atom + E
P
atom E
In
atom − EPatom
(–) (–) (A˚) (A˚) (eV/atom) (eV/atom)
EME-SNAP Search Range – 0.0 –1.5 1.0 –5.0 1.0 –5.0 – -100.0 –100.0
EME-SNAP Final Value 1.0 0.93 3.81 3.83 2.72 -6.04
wIn wP R
In
cut R
P
cut E
In
shift E
P
shift
(–) (–) (A˚) (A˚) (eV/atom) (eV/atom)
WD-SNAP Search Range 0.5 –1.5 – 1.0 –10.0 1.0 –10.0 -100 –100 -100 –100.0
WD-SNAP Final Values 1.09 1.0 4.82 5.93 -1.19 1.09
