Over 25,000 graduating students from U.S. medical schools apply to residency training programs across the country each year. 1 Each application submitted to a residency program includes a medical student performance evaluation (MSPE), commonly referred to as the "dean's letter." The MSPE is a letter written by medical school faculty on behalf of the applicant, summarizing his or her academic performance. It typically contains data on the student's academic background as well as his or her performance in preclinical and clinical settings. In most cases, it includes a "key word" which encapsulates the student's rank or overall performance as a medical student. The MSPE is a critical component of a medical student's residency application, and the information it contains is often weighed heavily by residency program directors when ranking applicants. 2 Formal efforts to standardize and improve the MSPE have been considered since 1989, when the Association of American Medical Colleges (AAMC) convened a committee to issue guidelines addressing the "common, recurrent complaint of those who interpret deans' letters of evaluation … that too often it is impossible to estimate how a candidate performed in comparison to his or her peers." 3 In 2002, the AAMC revised its guidelines for MSPEs and recommended that medical schools include easily interpretable comparative data on core clerkship performance and overall academic performance. 3 Despite these efforts, the shortcomings of the MSPE persist. [4] [5] [6] A systematic, quantitative review examining MSPEs from 2005 demonstrated that only 45% of medical schools provided comparative data on overall student performance. 7 Other authors have highlighted additional difficulties with interpreting the MSPE, including variability in how key words (such as "good" or "excellent") are used by different schools, 8, 9 variability in core clerkship grading between schools, 10 and concerns regarding grade inflation. 11 For busy program directors, the lack of consistency in how key words are used and in grading policies can make it difficult to quickly and accurately evaluate hundreds or thousands of applicants.
In this study, we present a systematic analysis of MSPEs submitted to our residency program during the 2013-2014 application cycle. Our main objective was to investigate the transparency, interpretability, and consistency of grading and ranking systems used by medical schools in the United States. To achieve this goal, we examined two features of MSPEs: key words-which often, but not always, reflect medical student rank in the class-and core clerkship grades. We hypothesized that many medical schools fail to provide adequate data to allow for accurate interpretation of a student's overall
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Purpose
The medical student performance evaluation (MSPE), a letter summarizing academic performance, is included in each medical student's residency application. The extent to which medical schools follow Association of American Medical Colleges (AAMC) recommendations for comparative and transparent data is not known. This study's purpose was to describe the content, interpretability, and transparency of MSPEs.
Method
This cross-sectional study examined one randomly selected MSPE from every Liaison Committee on Medical Education-accredited U.S. medical school from which at least one student applied to the Stanford University internal medical residency program during the 2013-2014 application cycle. The authors described the number, distribution, and range of key words and clerkship grades used in the MSPEs and the proportions of schools with missing or incomplete data.
Results
The sample included MSPEs from 117 (89%) of 131 medical schools. Sixty schools (51%) provided complete information about clerkship grade and key word distributions. Ninety-six (82%) provided comparative data for clerkship grades, and 71 (61%) provided complete key word data. Key words describing overall performance were extremely heterogeneous, with a total of 72 used and great variation in the assignment of the top designation (median: 24% of students; range: 1%-60%). There was also great variation in the proportion of students awarded the top internal medicine clerkship grade (median: 29%; range: 2%-90%). performance, whether in isolation or in comparison with classmates. We also hypothesized that key word and clerkship grading distributions, when provided, are not standardized across institutions but, rather, vary considerably.
Conclusions
Method
Study design and data collection
This study was conducted at Stanford University School of Medicine during April-July 2014 and was deemed exempt from review by the Stanford University institutional review board as it did not qualify as human subjects research.
This study was a cross-sectional analysis of MSPEs designed to describe the completeness of information contained in MSPEs. Our unit of analysis was the MSPE. We used a sample of 117 MSPEs received by the Stanford University internal medicine residency training program during the 2013-2014 application cycle, analyzing one randomly selected MSPE from every Liaison Committee on Medical Education (LCME)-accredited U.S. medical school from which at least one student applied. Because the portions of the MSPE describing each school's grading and ranking schemes do not differ between MSPEs from a given medical school, it was not necessary to review more than one MSPE per school.
We abstracted data on clerkship grades and key words from the standardized appendix portions of the MSPE, which do not vary according to student or specialty choice. In accordance with the AAMC's MSPE guidelines, 3 Appendix B typically includes third-year core clinical clerkship grade distributions, and Appendix D typically includes key word distributions. We also examined the body text and summative comments section of the MSPE, where some schools include descriptions of the grading and key word systems used. Lastly, we examined the summative comments portion of the MSPE for use of a key word. When a possible key word appeared in the summative comments section but no list of key words was provided anywhere in the MSPE, we considered this to be incomplete data (because that possible key word may have been simply an adjective, and its significance was unclear). Likewise, when clerkship grades appeared in the text of the MSPE but no grade distribution was reported, we labeled this as incomplete data.
Each MSPE was reviewed by one author, except in cases where the author felt an MSPE was unclear. In those cases, a second author also reviewed the MSPE. The two authors then conferred and rigorously reexamined the MSPE in question before reaching an agreement and classifying and entering the data.
Data analysis
We characterized the number of key words used by medical schools and the distribution of medical students achieving the top key word. We also characterized the interpretability of the key words, noting the frequency with which no key words were used, no list of key words was provided, or no distribution data for key words were provided. For clerkship grades, we examined the total number of grades used by medical schools and the completeness of grade distribution data provided in the MSPE. We also examined the distribution of top grades in the internal medicine clerkship. For both the key word and clerkship grade analyses, we focused on the top designation because it could be compared most easily across institutions. All analyses were prespecified prior to starting the data extraction process.
We used descriptive statistics, including medians, 25th and 75th percentiles, ranges, and proportions to characterize the distribution and completeness of key word and clerkship grade data in the MSPEs. We compared proportions using the Fisher exact test using Stata version 10.0 (StataCorp; College Station, Texas). We considered two-tailed P values < .05 to be statistically significant. We also generated a key word "word cloud," using publicly available software that scales the size of the word proportionally to frequency of use. 12 
Results
Our study sample included MSPEs from 117 (89%) of 131 LCME-accredited U.S. medical schools. Of the schools in Figure 1 Key word use in 117 medical student performance evaluations (MSPEs) from Liaison Committee on Medical Education-accredited U.S. medical schools, 2013. The authors analyzed one randomly selected MSPE from every school from which at least one student applied to the Stanford University internal medicine residency training program during the 2013-2014 application cycle. Panel A depicts the distribution of the number of key words used by medical schools in the MSPEs, among the 83 medical schools that used key words. Medical schools that did not note the number of key words used are counted as "not specified." Panel B depicts the distribution of the top key word for medical schools (n = 78) that used at least one key word to describe students and both identified the top key word used and the percentage of students who received it. our sample, 14 (12%) did not use key words or any ranking system. Another 20 (17%) included descriptors in the summative comments that are often used as key words, such as "excellent" or "outstanding," but did not provide a complete list of key words or information about how to interpret possible key words. Of the 83 schools (71%) that provided a full list of key words used, 12 (10%) did not provide complete distribution data for the key words. The remaining 71 schools (61%) provided complete key word data, with both a full list and distribution data.
Most of the 83 medical schools that assigned key words used 4 (n = 36; 43%) or 5 (n = 29; 35%) key words to describe overall student performance ( Figure 1A ). There was tremendous variability in the key words used across schools. A total of 72 distinct key words were used across all categories of performance, and 27 key words were used to describe the top category of performers ( Figure 2 ). Figure 1B shows the distribution of the top key word among students at the 78 medical schools that used at least one key word to describe students and that identified both the top key word and the percentage of students who received it. The median percentage of medical students assigned the top key word was 24% (range: 1%-60%).
Data for clerkship grades were generally more complete than data for key words. Of the 117 medical schools in our sample, 116 (99%) provided at least some information on the grading scheme used for clerkships, and 96 (82%) provided complete distribution data for grades assigned in each clerkship. The total number of grades used ranged from 2 to 10, and two schools used a 0-100 numeric scale ( Figure 3A) . The most common grading scheme used 4 grades (n = 39; 33%). Figure 3B shows the distribution of the top clerkship grade in internal medicine among students at the 96 schools that provided complete distribution data. The median percentage of students receiving the top grade was 29% (interquartile range: 23%-39%; range: 2%-90%), though there was marked variability: 24 (25%) of the 96 schools awarded the top grade to ≥ 39% of students, and 10 (10%) awarded the top grade to ≥ 50% of students.
Lastly, we assessed the overall completeness of data provided in the MSPE by the 117 schools in our sample. Approximately half of the schools (n = 57; 49%) provided incomplete information about the distribution of key words, clerkship grades, or both (Table 1) .
Discussion
It has been a quarter of a century since the AAMC 3 put forth its initial guidelines recommending that MSPEs should uniformly include transparent and comprehensive comparative data on medical student performance in order to provide residency program directors and selection committees with the best possible information on which to base their selection of applicants. Some progress toward this recommendation has been made since then: Shea and colleagues 7 highlighted that between 1992 and 2005, medical schools had progressively higher rates of compliance with the AAMC recommendation to provide comparative data on overall student performance. Despite this, the 2005 compliance rate was only 45%. 7 Our study highlights that incomplete and difficult-to-interpret data still pervade MSPEs, although there has been some positive change in compliance since 2005, with a scant majority of schools now providing complete comparative data on clerkship and overall performance.
Although we are hopeful that positive changes will continue in the coming years, it is likely that some degree of incomplete and difficult-to-interpret data will persist, both because compliance with the AAMC recommendations 3 is voluntary and because there are continued pressures on medical schools to ensure good residency placements for their students. Moreover, such pressures may be increasing, as the number of U.S. medical school graduates and international applicants is expected to grow faster than the number of U.S. residency slots available. 13 Unfortunately, excluding comparative data from the MSPE comes at a high cost. Although this practice may help below-average students, it may also temper enthusiasm for above-average students, who may not be recognized for their achievements. There are also more subtle drawbacks to a noncomparative approach. A recent survey reported that residency directors heavily weigh the more "objective" components of the MSPE, including class rank and clerkship grades. 2 The descriptive comments, by contrast, were perceived by residency directors as less helpful. Given that program directors have stated their desire for comparative data on student performance but often find such data to be absent or lacking in the MSPE, when evaluating applicants they may by necessity attribute greater weight to other objective data, such as United States Medical Licensing Examination Step 1 scores, because the residency Match requires programs to rank applicants versus one another. 14 This raises the potential for students' future training opportunities to be unduly influenced by their performance on a single written test rather than by the totality of their medical school performance. Additionally, comparative data can help students understand their own performance among their peers and inform advisors' recommendations about where students should apply for residency.
From the vantage point of residency program selection committees, inconsistencies in grading policies and reporting among schools can cause confusion and difficulty in making informed decisions about the relative strengths and weaknesses of applicants. For example, how could our committee accurately assess the relative performance of applicants from schools that did not provide any information on clerkship grade distribution or key words? We were left to wonder: Did we receive applications only from the very top students? What did it mean to achieve "honors"? When Complete key word distribution data but incomplete clerkship grade distribution data 11 (9) Incomplete key word distribution data but complete clerkship grade distribution data
(31)
Incomplete key word distribution data and incomplete clerkship grade distribution data
The authors analyzed one randomly selected MSPE from every Liaison Committee on Medical Education-accredited U.S. medical school from which at least one student applied to the program during this application cycle.
a school does not include complete data on grading schemes and distributions in the MSPE, program directors and selection committees are left to intuit the idiosyncrasies and particularities of the institution, which may be difficult or impossible based on the information provided.
The situation for key words is similarly confusing. One school in our sample used the key word "excellent" to represent most students in the top tertile, whereas another school assigned this key word to the fifth-highest of seven groups of students in its ranking system (after "most outstanding," "outstanding," "most excellent to outstanding," and "most excellent"). Even seemingly well-defined mathematic terms are not immune to interpretation difficulties; one school included 33% of students in its "top quartile" but only 8% of students in its "bottom quartile."
To help address the confusion regarding key words, one group of physicians recently published a guide with recommendations on how to interpret key words from different schools' MSPEs based on their experience and a detailed analysis. 6 The fact that this guide was created and published highlights that MSPEs and their key words are far from easy to interpret. Further, using this resource to "decode" key words in MSPEs introduces a level of complexity that may not be sustainable when program directors and committees are reviewing large numbers of applications.
It is important to consider whether the current state of MSPEs effectively precludes certain deserving students from receiving limited interview slots at institutions where they may wish to train. We can envision scenarios in which program directors would give low priority to students from schools that do not provide comparative data in MSPEs because they are not willing to "take a chance" without having more objective data available. We can also envision scenarios in which program directors would give students too much or too little credit for their performance because of the lack of information, or even the frankly misleading information, provided in the MSPE. The residency application process and associated Match have high stakes for medical students, and the current system's variability and obfuscation likely reduce the overall efficiency and fairness of the process.
Our study has some important limitations. Our study sample consisted of MSPEs from medical schools from which at least one medical student applied to our internal medicine residency program. Therefore, we used a convenience sample rather than a random sample, which limits the generalizability of our results. That said, our sample captured MSPEs from 89% of LCME-accredited U.S. medical schools, with broad representation from public, private, higher-ranked, and lower-ranked schools. Thus, given that the great majority of medical schools were included, it is likely that our findings are broadly applicable. Importantly, the data included in MSPEs are standardized within each medical school; individual student characteristics and the student's chosen specialty do not influence the content of the portions of the MSPE involved in this study. Thus, the findings of this study are applicable for students applying to residency programs, regardless of specialty.
In conclusion, we are in an era in which transparency is increasingly emphasized in clinical trials, hospitalwide performance measures, and provider-specific outcomes. What about transparency with regard to medical student performance? Although progress has been made since the initial AAMC recommendations on deans' letters in 1989, our study shows that complete comparative data on medical student performance are still missing from the MSPEs of a substantial proportion of medical schools. Only approximately half of MD-granting U.S. medical schools are providing complete comparative data on both clerkship-specific and overall performance. More progress toward meeting the AAMC recommendations can certainly be made. Improving the level of transparency and completeness of data in MSPEs would likely yield substantial benefits to applicants and to residency programs alike. Funding/Support: This study received no external support.
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