ABSTRACT: The aim of single image super-resolution (SISR) is to find a non-linear mapping from the low to high resolution training image samples and reconstruct a high-resolution (HR) image from a low-resolution (LR) image using the prior knowledge. As a powerful tool in solving high-level computer vision problems, deep learning can also be used to solve the low-level vision problem, such as SISR. By exploring the architecture of convolutional neural network (CNN)， we put forward a robust SISR algorithm based on CNN. Comparison to the state-of-art SISR methods, the proposed SISR algorithm obtains the best SR performance.
INTRODUCTION
The single image super-resolution (SISR) is to predict a high-resolution (HR) image with more details from a given low-resolution (LR) image using the prior knowledge. In many cases, the desired HR images cannot be obtained for lack of high-precision image acquisition equipment or the limitations of physical conditions. Therefore, image super-resolution reconstruction has many important applications, such as remote sensing images [1] , medical images [2] , surveillance images [3] , military image, video communication, and so on. In the case of surveillance video, it is very vital to recognize the region of interest (ROI), such as license plate, human face or labels which often occupy a small part of a LR image in noisy video.
As an ill-posed and fundamental computer vision problem, image super-resolution reconstruction is still facing a lot of challenges. The traditional SR methods contain bilinear, cubic spline [4] and Lanzcos interpolations [5] estimate the HR pixels on the basis of the smoothness assumption which often produce distorted HR image. Many adaptive [6~7] or learning-based [8~11] image super-resolution and interpolation algorithms were proposed to try to preserve the original details in the LR image at the same time of improving resolution.
The rest part of this paper is organized as follows: Section 2 gives a brief introduction of learning-based SISR approach and deep learning. The proposed RSRCNN method is described in Section 3. Performance comparison with other state-of-art is shown in Section4, followed by summing-up in section 5.
THE RELATED WORK
The learning-based methods learn the non-linear mapping relation from the low to high resolution images pairs by means of a certain kind of machine learning. The learned non-linear mapping function is used to guide the reconstruction of HR images. The learning-based SISR methods contain neighbor embedding methods, exemplar-based methods, support the regression vector (SVR) methods, and sparse-codingbased methods.
In the exemplar-based method [12] , Markov random fields (MRF) is used to set up the probability transfer model by which the LR patches seek for the corresponding HR patches. The neighbor embedding methods [8~9] are based on the local geometry similarity between the small HR and LR image patches. In sparse coding methods, the LR and HR patches over-complete dictionaries are obtained by training the image patches.
Generally, the LR image is firstly decomposed into overlapping image patches of fixed size (such as 6 or 9) and then each LR path is up-scaled to a corresponding HR patch using the learned mapping function. The HR image is generated by aggregating all overlapping HR patches. Recently, JOR (Jointly Optimized Regressors) [13] adopts joint optimization strategy，which jointly learned a collection of regressors from high to low resolution image patches and tried to choose the optimal regressor for each LR patch using an approximate kNN method. SRF (Super-Resolution Forests) [14] used random forests to directly map the LR and HR patches rather than the LR and HR features. The deformable compositional model [15] is proposed aimed at improving reconstruction quality of the non-singular patches (e.g. a triplet of edges).
For the past few years, deep learning has won numerous contests in pattern recognition and achieved great success in solving high-level computer vision questions, such as image classification [16] , object detection [17] , human pose estimation [18] . Deep learning also can be used to solve some low-level vision problems, for instance image deblurring [19] , super-solution [20] . In this paper, on the basis of end-to-end learning framework using convolutional neural network [20] , we put forward a robust SISR algorithm by exploring the architecture of convolutional neural network (CNN) and combining different network architectures.
ROBUST IMAGE SUPER-SOLUTION USING CNN

SRCNN
SRCNN (super-resolution convolution networks) [20] used CNN to train the external exemplars. In SRCNN, it consists of three convolutional layers which respectively represent patch extraction and representation, non-linear mapping, and reconstruction. And this end-to-end learning framework can be seen as a process of joint optimization without any pre-processing and post-processing. The training process of SRCNN is described as following:
1) 91 train images are firstly downscaled and then up-sampled using the Bicubic interpolation method with the enlargement factor, and the output images are treated as LR images while the original images are treated HR images. The 91 HR and LR images are respectively decomposed into a large number of sub-images with a stride of 14. The size of HR and LR sub-images is 33*33.
2) The three convolutional layers in SRCNN are expressed in the following equations:
In the above equations, matrix X stands for LR sub-images and Yi (i=1, 2, 3) represents the output of three convolutional layers. Wi (i=1, 2, 3) and Bi (i=1, 2, 3) are filters and biases respectively of three convolutional layers. The ni (i=1, 2, 3) and fi (i=1, 2, 3) are the filter number and size of three convolutional layers. Rectified Linear Unit (ReLU) [21] [] is applied to the filter responses of the first and the second convolutional layer. The Mean Squared Error (MSE) between the output (Y3) of the third convolutional layer and the HR sub-images (Y) is used as the loss driver function. The Stochastic Gradient Descent (SGD) [22] with momentum is used to minimize the loss.
In test process of SRCNN, the input and output respectively are the pending LR image and the magnified HR image. The basic network setting of SRCNN is f1=9, f2=1, f3=5, n1=64, n2=32, n3 =1 and the padding of all convolutional layers are set zero.
RSRCNN
For deep learning, generally, the deeper of neural network means better performance, more parameters will help learn better and larger training dataset contribute to greater performance. For example, the VGG net [23] and Google Net [24] have more than ten layers. So we can improve SRCNN by building a network with larger number or size of convolution filters, more networks layers or adopting larger training dataset. Motived by this, on the basis of SRCNN framework, we conduct a large number of experiments to try making SRCNN robust by using the above-mentioned strategies. For 91 images training dataset, there is no doubt that the bigger training dataset (such as ImageNet [25] ) could make SRCNN achieve better performance [26] . In RSRCNN, we mainly increase filter number, filter size and convolution layers to enhance SRCNN.
For the application of CNN in SISR, three convolutional layers may not be the best choice. However, more network layers for RSRCNN existing convergence problem. Through the experiments it proves that the model of four network layers for SISR is feasible. In the four-layer network, we also increase the filter size and number of convolutional layers and the network setting is f1=9, f2=7, f3=7, f3=5, n1=64, n2=64, n3 =32, n4 =1 which is denoted as 9(64)-7(64)-7(32)-5(1). However, the improvement of 9(64)-7(64)-7(32)-5(1) for SISR is not big. In the process of training, for 33*33 LR gray sub-image, the output of the last convolutional layer is 9*9 sub-image, and the drive loss function is obtained by calculating MSE between the output 9*9 pixels and centermost 9*9 pixels of HR sub-images. The undersize output sub-image in training may be the reason why the model of 9(64)-7(64)-7(32)-5(1) only improves a little. During experiment, we set padding parameter nonzero number in convolutional layers and this strategy for improving the network of 9(64)-7(64)-7(32)-5(1) is very effective. The following experimental results part will prove this. Combining different network settings or architectures is also an effective strategy for improving SR performance. We combine the two network models of 9(64)-7(64)-7(32)-5(1) with padding (1-1-1-1) and (4-3-3-2) which is called SRCNN (robust super-solution using CNN). In train process, the two network models are respectively trained. In the Table 3 . PSNR comparison of different models with various network settings on the Set5 dataset (n=3). test model, we average the output of the two network models as the HR image.
EXPERIMENTAL RESULTS
Comparison with state-of-art SR methods
During experiments, 91 training images [8] are prepared as a large number of 33*33 LR and HR sub-images as SRCNN, and caffe framework is used to train model for SISIR. We compare RSRCNN with four SR methods: Bicubic interpolation, A+ [9] , JOR [13] and SRCNN [20] with the network setting of 9(64)-1(32)-5(1). Table 1 shows the PSNR of the five SR algorithms when magnification factor (n) is 3 on Set5 dataset. We can see that RSRCNN has the highest average PSNR among all methods, A+ and JOR obtain the considerable performance. Table 2 gives PSNR comparison of the five SR algorithms on the Set14 dataset when n=3. It can be seen that RSRCNN still perform the best for average PSNR, and the second and third place are A+ and JOR respectively. Figure 1 is the visual comparison of the five algorithms on butterfly (n=3) and Figure 2 gives the enlarged part of butterfly (n=3). It can be observed that RSRCNN achieves the best visual performance. 
Comparison of model with different network settings
We conduct a large number of experiments using different network settings of 9 (64) 
CONCLUSION
In this paper we firstly introduce the principle of SISR methods and some representative algorithms. Then the proposed RSRCNN method is described in detail which learns an end-to-end mapping. In the following, comparisons with other state-of-art approaches in both PNSR and visual quality are given, and RSRCNN achieves the best performance. Also comparison of model with different network settings and RSRCNN is shown.
