In this article, we consider the use of permutation tests for comparing multivariate parameters from two populations. First, the underlying properties of permutation tests when comparing parameter vectors from two distributions P and Q are developed. Although an exact level α test can be constructed by a permutation test when the fundamental assumption of identical underlying distributions holds, permutation tests have often been misused. Indeed, permutation tests have frequently been applied in cases where the underlying distributions need not be identical under the null hypothesis. In such cases, permutation tests fail to control the Type 1 error, even asymptotically. However, we provide valid procedures in the sense that even when the assumption of identical distributions fails, one can establish the asymptotic validity of permutation tests in general while retaining the exactness property when all the observations are i.i.d. In the multivariate testing problem for testing the global null hypothesis of equality of parameter vectors, a modified Hotelling's T 2 -statistic as well as tests based on the maximum of studentized absolute differences are considered. In the latter case, a bootstrap prepivoting test statistic is constructed, which leads to a bootstrapping after permuting algorithm. Then, these tests are applied as a basis for testing
Introduction
In many empirical applications in economics and pretty much any scientific study, testing of several null hypotheses simultaneously is frequently performed. One such example includes evaluating a treatment or a program that has several outcomes and assessing which outcomes yield significant results. We first consider tests for the multivariate problems, which will serve as a foundation for the permutation tests in multiple testing.
Suppose X 1 , . . . , X m are i.i.d. according to a probability distribution P , and independently, Y 1 , . . . , Y n are i.i.d. Q. The space where P and Q lie is quite general, but we are especially interested in the cases where the observations are multivariate (or vectors) . Let N = m + n, and by putting all the observations together, write the matrix Z = (Z 1 , . . . , Z N ) = (X 1 , . . . , X m , Y 1 , . . . , Y n ) .
A fundamental tool for learning about differences between population distributions P and Q is based on sample comparison. As simple of an idea as this is, statistical theory is needed to assess whether sample differences are real. As such a tool, it is well-known that permutation tests can be constructed so as to be exact level α, as long as the fundamental assumption of identical underlying distributions holds. Under the assumption of identical distributions, any permuted sample has the same joint distribution as the original sample. Thus, the permutation distribution, which is the empirical c.d.f. of a given test statistic recomputed over all permutations of the data, serves as a valid null distribution, and one can achieve exact control of the Type 1 error even in finite samples. However, researchers are oftentimes interested in testing a particular parameter of the underlying distributions, such as testing equality of means or medians (as opposed to testing equality of distributions). Under such null hypotheses, the underlying distributions need not be the same (as equality of distributions is a stronger assumption). As a result, the logic upon which a permutation test is constructed is no longer valid and thus the permutation test fails to control the Type 1 error, even asymptotically. This paper seeks to understand the underlying properties of permutation tests in multivariate cases and to provide appropriate procedures which possess valid error control. Based on such foundations, we further consider more complex settings where many tests need to be performed simultaneously. We apply multivariate permutation tests as a basis for testing multiple hypotheses by invoking the closure method to control the Familywise Error Rate. Lastly, Monte Carlo simulation studies and an empirical example are presented.
To first understand the basic setting for permutation tests, assume P = Q. Then, for any permutation (π(1), . . . , π(N )) of {1, . . . , N }, the joint distribution of Z π(1) , . . . , Z π(N ) is the same as that of the original data (Z 1 , . . . , Z N ). Thus, if P = Q holds under the null hypothesis of interest, then an exact level α test can be constructed by a permutation test. To be more specific, let G N denote the set of all permutations π of {1, ..., N }. Given any test statistic T m,n = T m,n (Z 1 , . . . , Z N ), recompute the test statistic T m,n for all N ! permutations π ∈ G N , and let
be the ordered values of T m,n (Z π(1) , ..., Z π(N ) ) as π varies in G N . In order to construct an exact level α test, fix a nominal level α, 0 < α < 1. Let k be defined by
where [a] denotes the largest integer less than or equal to a. To account for discreteness, let M + (z) and M 0 (z) be the numbers of values T (j) m,n (z)(j = 1, ..., N !) that are greater than T (k) m,n (z) and equal to T (k) m,n (z), respectively. Set
.
Let the permutation test function φ(z) be defined by
Then, under P = Q, E P,Q [φ(X 1 , . . . , X m , Y 1 , . . . , Y n )] = α .
In other words, the permutation test φ is exact level α as long as P = Q holds under the null hypothesis of interest.
However, if the null hypothesis of interest does not imply P = Q, the rejection probability need not be α even asymptotically. Unfortunately, permutation tests are widely used in many applications of academic research even when this fundamental assumption of identical distributions need not hold, as examined in great detail in the case of univariate problems in Romano (2011, 2013) . To be concrete, consider testing equality of means specified by H 0 : µ(P ) = µ(Q) .
(1)
In this case, P = Q need not be implied. When using a permutation test based on the unstudentized difference of sample means, the limiting probability of the Type 1 error need not be α, even asymptotically, and can even be near 1/2 in an one-sided test or near 1 in a two-sided test. While control of Type 1 error is of paramount importance, the implications regarding both Type 2 and Type 3 errors should also be emphasized as well. For if one negates the lack of Type 1 error control by declaring one is really testing P = Q, then such a permutation test would have no power against alternatives with respect to P = Q but µ(P ) = µ(Q), and so one should not use such a test statistic for that purpose. On the other hand, if the purpose is indeed to test H 0 defined in (1), then lack of Type 1 error control inevidently results in lack of Type 3 error, or directional error, control. Invariably, rejection of H 0 or even the stricter null hypothesis that P = Q is accompanied by an inference that µ(Q) > µ(P ) ifȲ n >X m . (A Type 3 or directional error occurs if one declares µ(Q) > µ(P ) when in fact µ(P ) > µ(Q).) But, having established that the probability of a Type 1 error is, say γ >> α under P and Q satisfying µ(P ) = µ(Q), it follows by continuity that there exist P and Q with µ(Q) < µ(P ) but the chance that the permutation test rejects H 0 with the added inference that µ(Q) > µ(P ) has a Type 3 error with probability near γ. Clearly, rejection of the null in favor of a positive difference, as in the case of a positive "treatment effect", when the actual effect is negative is worrisome.
In addressing this problem, Neuhas (1993) proposed a permutation test based on a studentized statistic in the context of a censoring model; by appropriately studentizing the test statistic, the permutation test can achieve asymptotic validity even when the underlying distributions are not identical. In other words, even if the underlying distributions are not the same under the null hypothesis, the asymptotic rejection probability of the test is the nominal level α. In addition, the test retains the exact control of the rejection probability α if the underlying distributions are the same. Janssen (1997) also applied this insightful idea to testing equality of univariate means (when the population distributions can have different variances) and showed that by proper studentization of the test statistic, i.e., dividing the sample mean difference by an appropriate standard error, the permutation test yields asymptotically valid inferences even if the underlying distributions are not the same. The same idea has been extended to other applications by Neuber and Brunner (2007) , Pauly (2010) , and Romano (2011, 2013) . Chung and Romano (2013) provide very general asymptotic arguments to handle general univariate testing problems. In all of these cases, the main idea is that if a test statistic is chosen (or modified) to be asymptotically pivotal, then the so-called permutation distribution asymptotically approximates the unconditional true sampling distribution of the test statistic. Indeed, the asymptotic arguments in this paper rely on the study of the permutation distribution, which is just the empirical distribution function of some test statistic recomputed over all permutations of the data. More formally, for a given (possibly multivariate) test statistic T m,n , define the multivariate permutation distribution asR
where G N denotes the N ! permutations of {1, 2, . . . , N } and t = (t 1 , . . . , t d ) ∈ R d . (Note that d need not be the same as the dimension of the data, e.g., d could be 1.) This paper generalizes this phenomenon to multivariate and multiple testing problems, where, unlike the univariate case, test statistics need not be asymptotically normal and so a simple studentization is not available. We provide a framework under which permutation tests can achieve asymptotic control of the Type 1 error in general. Of course, other resampling methods such as the bootstrap or subsampling are valid alternatives to obtain the asymptotic result. However, permutation tests have an additional desired property that other resampling methods do not have; namely, the test is exact level α in finite samples in the case of homogeneous populations. We demonstrate that by an appropriate choice of test statistic, permutation tests obtain both the asymptotic validity in general and the exactness property when P = Q. In addition, the key element of our results shows that the permutation distribution behaves like the unconditional true sampling distribution when all the observations are i.i.d. from the mixture distributionP = pP + (1 − p)Q, where p is the limit of m/N . Indeed, this may be distinct from the true unconditional distribution when m observations are from P and n from Q. But, this leads to the observation that one way for the permutation distribution and the true unconditional sampling distribution to be asymptotically the same is to choose a test statistic which is asymptotically pivotal (generalizing the idea of studentizing).
The plan of the paper is as follows. In Section 2, the multivariate problem is introduced and it illustrates how the permutation test can fail to control the rejection probability even asymptotically. When the underlying distributions P and Q need not be identical under the null hypothesis, the permutation distribution behaves differently from the unconditional true sampling distribution. In Subsection 2.1, we consider the multivariate nonparametric Behrens-Fisher problem where we are interested in testing equality of means for multivariate populations (with possibly different covariance matrices). We show that the permutation test based on an asymptotically pivotal modified Hotelling's T 2 statistic for testing equality of means results in the asymptotic rejection probability of α in general while retaining the exact control of the test level when P = Q. For testing equality of means, one might instead be interested in using the maximum value of the mean absolute differences over all the components as a test statistic. In this case, the test statistic is not asymptotically pivotal and one can deduce that the permutation test based on the maximum value will fail to control the rejection probability even asymptotically. To address this issue, in Subsection 2.2 we apply the "prepivoting" idea of Beran (1988a Beran ( , 1988b as an alternative way of rendering a test statistic asymptotically pivotal. A prepivoted statistic is a statistic transformed by a bootstrap estimate of its true sampling distribution and essentially converts a test statistic into a bootstrap p-value (or more precisely 1 minus a bootstrap p-value). By transforming the test statistic by its bootstrap c.d.f., the prepivoted test statistic converges in distribution to a uniform distribution. By using such an asymptotically pivotal statistic, the permutation test based on the prepivoted statistic achieves our desired results. Section 3 provides a generalization of Subsection 2.1 whereby the parameter of interest is not just a vector of means but a general vector parameter that depends on the underlying populations. Under weak assumptions that the parameters are asymptotically linear and that consistent covariance estimators are available, we provide a general framework whereby the permutation test can control the rejection probability while still retaining exact control of the level in the case P = Q.
In Section 4, a further extension to the multiple testing problem is considered. By applying the closure method in multivariate cases, the familywise error rate (FWER), which is the probability of one or more false rejections, can be controlled at level α (in finite samples or asymptotically). Monte Carlo simulations studies based on the modified Hotelling's T 2 statistic are performed in Section 5. Lastly, an empirical study based on Charness and Gneezy (2009) is presented in Section 6. Charness and Gneezy (2009) study the effects of exercise in terms of seven biometric measures. The main tool these authors use to assess differences between groups is the classical Wilcoxon test, which implicitly is valid only when the underlying distributions are the same under the null hypothesis. In addition, they do not consider multiple testing, resulting in an inflated Type 1 error rate when testing several hypotheses simultaneously. We illustrate the performance of the permutation test based both on the modified Hotelling's T 2 statistic and on the prepivoted statistic while controlling the familywise error rate. All proofs are reserved for the appendix.
Multivariate Permutation Test
Consider the behavior of multivariate two-sample permutation tests when the assumption of identical distributions need not hold. Suppose X 1 , . . . , X m are d-dimensional i.i.d. P , where X i = (X i,1 , . . . , X i,d ) for i = 1, . . . , m with mean vector µ 1 (P ), . . . , µ d (P ) and covariance matrix Σ P , and independently,
. . , n with mean vector µ 1 (Q), . . . , µ d (Q) and covariance matrix Σ Q . Let N = m + n, and write
Throughout this paper, assume that the dimension of the observations d is smaller than the numbers of observations m and n. In this section, permutation tests are studied when comparing means of multidimensional observations from two populations 1 (though generalized to general parameters in Section 3). Specifically, consider testing the null hypothesis
versus the alternative hypothesis
When P = Q, all the observations are i.i.d, and thus, an exact level α test can be constructed using a permutation test. However, if P = Q, the test may fail to control the probability of Type 1 error, even asymptotically. Our goal is to construct a procedure that allows for permutation tests to obtain asymptotic validity in general while retaining the exactness property in finite samples in the case of P = Q.
For now, attention focuses on the joint testing problem (3), but we will also treat the multiple testing problems based on the tests developed here in Section 4. Consider a permutation test based on the difference of the sample mean vectors . Specifically, in the case of comparing the means based on the multivariate statistic (4), the permutation distribution converges in probability to the d-variate normal distribution with mean 0 and variancē
Note that this holds even if H 0 is not true. The theorem below states this formally.
Theorem 2.1. Consider the above setup. Assume E(
Let m → ∞, n → ∞, with N = m + n, p m = m/N , and p m → p ∈ [0, 1) with
AssumeΣ is positive-definite. Consider the permutation distributionR T m,n defined in (2) based on the vector of sample mean difference T m,n given in (4). Then,
where G denotes the d-variate normal distribution with mean 0 and varianceΣ defined in (5).
Remark 2.1. Under H 0 , the true unconditional sampling distribution of T m,n is asymptotically normal with mean 0 and covariance matrix
which does not equal (5) in general unless Σ P = Σ Q or m/n → 1 holds.
Remark 2.2. The result holds even when p = 0, i.e., m N → 0. Observe that in this case, the permutation distribution has covariance matrixΣ = Σ Q while the unconditional sampling distribution has covariance matrix Σ P . By interchanging the roles of the Xs and the Y s, we can get a similar result for p = 1.
Remark 2.3. The scaling by m 1/2 in (4) in no way affects the inference based on permutation tests. In other words, the same inference would result if m were replaced by n or N . (However, the conditions for p changes: p ∈ (0, 1] when the scaling factor is n 1/2 , and p ∈ (0, 1) if N 1/2 is used instead.) It only serves an asymptotic purpose in order to get a nondegenerate limiting distribution.
From Theorem 2.1 together with Remark 2.1, one can deduce that any continuous function (for instance, either the usual Euclidean norm or the maximum value over all components) of the multivariate permutation distribution based on (4) is not asymptotically distribution-free. (This requires a continuous mapping theorem for a randomization distributions; see Lemma A.6.) Thus, the corresponding permutation tests fail to control the Type 1 error even asymptotically. In general, the permutation distribution does not approximate the true unconditional distribution. However, for test statistics that are asymptotically pivotal it is possible to control the asymptotic rejection probability even when the underlying distributions need not be identical under the null hypothesis while also achieving finite sample exactness when all the observations are i.i.d. The following subsections provide different methods to achieve the desired properties for different test statistics of interest.
Modified Hotelling's T 2 Statistic
The key element that will lead us to asymptotic validity of the permutation tests is using a test statistic that is asymptotically pivotal; that is, the limiting distribution of the test statistic does not depend on the underlying distributions. In this subsection, we consider a modified Hotelling's T 2 statistic defined in (14) below. We will show that this asymptotically pivotal statistic achieves the asymptotic rejection probability of α, while attaining the exact control when the underlying distributions are the same. First, the behavior of the multivariate (transformed) difference of means is studied.
Theorem 2.2. Assume the setup and conditions of Theorem 2.1. Further assumeΣ defined in (5) is positive definite. Define the test statistic
and the matricesΣ P andΣ Q are consistent estimators of Σ P and Σ Q , defined having
respectively. Then, the permutation distributionR S m,n of S m,n defined in (2) with T replaced by S satisfies sup
where Φ d denotes the standard d-variate normal distribution with mean 0 and variance
Remark 2.4. Although, in principle, there are N ! permutations available to construct the permutation distribution, the exactness property can still be achieved with identical underlying distributions even if we only consider a finite number of randomly sampled permutations B (< N !) such that for a given level α, (B + 1)α is an integer (one extra permutation is the original sample).
Next, consider the modified Hotelling's T 2 statistic defined bỹ
where S m,n is d-dimensional as defined in (10),Σ is defined in (11), and || · || denotes the usual Euclidean norm. On the other hand, the classical Hotelling's T 2 statistic is defined byT
Of course,T 2 is derived under normality of the underlying distributions and equality of covariance matrices. As such, a pooled estimator of covariance is used. In such a case, the limiting distribution ofT 2 is not distribution free and the approach fails. In the theorem below, we do not assume normality nor equal covariance matrices. Theorem 2.3. Assume the setup and conditions of Theorem 2.1 and Theorem 2.2. Consider the modified Hotelling's T 2 statistic defined in (14). Then, for t ∈ R, the permutation distributionRS m,n (t) ofS m,n defined in (2) with T replaced byS satisfies
where χ 2 k denotes the Chi-squared distribution with k degrees of freedom.
Remark 2.5. Since the test statistic (14) is based on a Euclidean norm, the resulting test is designed to test against multi-sided alternatives. Thus, for a given nominal level α, a test is rejected if the sample statistic based onS m,n lies in the upper 100α% of the permutation distribution.
Maximum Statistic
In this subsection, we consider the maximum of the sample mean absolute differences over all the components as an alternative test statistic to test the null hypothesis (3). By adopting the "prepivoting" method proposed by Beran (1988a Beran ( , 1988b , asymptotically pivotality will be achieved. 
where T m,n,k denotes the kth component of T m,n . Then, for t ∈ R, the permutation distributionR
where
Remark 2.6. This result is still true even ifΣ is singular as we only need non-zero marginal variances as assumed in (6).
The maximum statistic (15) is not asymptotically distribution-free, because its limiting distribution depends on the underlying covariance matrices throughΣ. The idea is to modify the test statistic so that the resulting statistic becomes asymptotically pivotal. Before applying the "prepivoting" method, we first consider dividing the test statistic by its marginal standard error for. By studenitizing each difference, the differences are placed on the same scale; also see Remark 2.7. Although marginal studentization does result in the asymptotic marginal distributions of the studentized differences to be distribution free, the entire joint distribution of the studentized differences depends on the underlying covariance matrices (as well as lim m n ).
Theorem 2.5. Assume the setup and conditions of Theorem 2.1. Consider the following statisticM
and matricesΣ P andΣ Q are consistent estimators of Σ P and Σ Q with (r, s) component defined in (12) and (13), respectively, andŜ m,n,k denotes the kth element of the diagonal matrix diag(Σ) 1/2 . Then, the permutation distribution RM m,n ofM m,n defined in (2) with T replaced byM satisfies
normal distribution with mean 0 and covariance matrixΣ given bỹ
The permutation test based on the maximum of the mean absolute difference M m,n , or even after being divided by its marginal standard errorM m,n , fails to control the TypeBefore showing how the prepivoting method works, let J m,n (P, Q) be the distribution ofM m,n under P and Q, and let J m,n (·, P, Q) be its corresponding c.d.f. defined by
whereŜ m,n,k is given in (16). The prepivoted statistic is then defined by J m,n (M m,n ,P m ,Q n ), whereP m andQ n are the empirical distributions of P and Q, respectively. In other words, the prepivoted statistic is a bootstrap estimate of J m,n (P, Q) evaluated atM m,n . Moreover, 1 -J m,n (M m,n ,P m ,Q n ) can be viewed as a bootstrap p-value for testing the joint null hypothesis of equality of means. The main idea here is that by transforming a given statistic by its bootstrap c.d.f., the prepivoted test statistic now becomes asymptotically pivotal. The prepivoting method involves bootstrapping for each permuted sample. An algorithm for the permutation test based on a prepivoted statistic ofM m,n is given by the following. 
. 3. Repeat step 2 B times, for b = 1, . . . , B.
Given the permuted sample

Define the prepivoted test statistic
5. In words, the permutation test rejects if J m,n (M m,n ,P m ,Q n ) exceeds the 1 − α quantile of the permutation distribution.
The following theorem shows that the prepivoted test statistic achieves asymptotic validity.
Theorem 2.6. Assume the same setup and conditions of Theorem 2.1 and Theorem 2.5. Define the prepivoted test statistic
where U (·) denotes the c.d.f. of the uniform distribution U (0, 1).
Remark 2.7. Note that the prepivoting method still holds even if J m,n is defined to be the distribution of M m,n (before divided by its marginal standard error) and the limiting distribution of J m,n M m,n ,P m ,Q n is uniform. However, usingM m,n is advantageous because it is better "balanced" (by Beran (1988a) ) in the sense that the limiting rejection probability due to the kth coordinate being the "largest" does not depend on k.; see Beran (1988a) and Romano and Wolf (2010) .
Generalization: Testing Equality of Parameters
Consider now that more general setting where the parameter of interest is not confined to be just a vector of means but a more general vector parameter that depends on the underlying distributions. The inference problem consists of comparing multivariate parameters of two populations. Specifically, we are interested in testing the null hypothesis
where θ k (·) is a real-valued parameter, defined on some space of distributions P. For example, we may be testing equality of mean vectors as before, or now median vectors. Alternatively, we may be testing equality of first and second moments, so that the form of θ k may depend on k in (22). Just like before, if P = Q, then the permutation test can be constructed to have exact level α. On the contrary, if P = Q, the test in general fails to control the rejection probability at α even asymptotically. The objective here is to provide a general theory under weak assumptions whereby the permutation test obtains its asymptotic validity under weak conditions while maintaining the exact control of the rejection probability if P = Q in this general setting.
Assume that available estimators are asymptotically linear. That is, under P , there exists an estimatorθ m = (θ m,1 , . . . ,θ m,d ) , where, for
Note that the influence function f P,· in (23) can depend on k. For example, one may compare means and variances simultaneously. Similarly, under Q, there exists an estimator
Further assume that the expansion (23) is assumed to hold not only for i.i.d observations from P and Q, but also when i.i.d. observations are sampled from the mixture distributionP = pP + (1 − p)Q, where m/N → p as min(m, n) → ∞. Typically,θ m,k takes the form of an empirical estimator θ k (P m,k ), whereP m,k is the empirical measure which assigns mass 1 m to each data point X i,k , i = 1, . . . , m. Note that the expansions above do not require us to assume some form of differentiability of the functional θ k (·), such as compact differentiability. Although such a strong assumption is sufficient for the expansion (23), it is not necessary for our results; the assumption of asymptotic linearity of the estimators is all that is required to derive the asymptotic behavior of the permutation distribution. Based on such weak assumptions, we now extend the results in earlier subsections to this more general setting. As before, we first consider the behavior of the multivariate statistic of sample differences.
Theorem 3.1. Assume the above setup. Let
where the d-dimensional estimatorsθ m andθ n satisfy (23) and (24). Further assume,
having its covariance ma-trix of Γ P and Γ Q , respectively. Let m → ∞, n → ∞, with N = m + n, p m = m/N , and p m → p ∈ [0, 1) with (7). Also, let
and assumeΓ is positive definite. Then, for t ∈ R d , the permutation distributionR
of W m,n defined in (2) with T replaced by W satisfies
whereL denotes the d-variate normal distribution with mean 0 and covariance matrixΓ defined in (27).
Remark 3.1. Under H 0 , the true unconditional sampling distribution of W m,n is asymptotically normal with mean 0 and covariance matrix
which does not equalΓ defined by (27) in general.
The permutation test based on any function of W m,n in general fails to achieve the asymptotic rejection probability of α as the limiting distribution of the statistic W m,n depends on the underlying distributions P and Q. By multiplying by the inverse of the squared root of the estimated covariance matrix, this modified Hotelling's T 2 statistic becomes asymptotically pivotal and one can achieve the asymptotic validity of the permutation tests even when the underlying distributions are not identical under the null hypothesis, while still retaining the finite sample exactness in the case of homogeneous underlying populations. 
whereΓ =Γ P + m nΓ Q and matricesΓ P andΓ Q are consistent estimators of Γ P and Γ Q . Then, the permutation distribution RW m,n ofW m,n defined in (2) with T replaced byW satisfies
where Φ d denotes the d-variate standard normal distribution. Now, we generalize the modified Hotelling's T 2 statistic in the case of means to general parameters by considering the squared Euclidean norm ofW m,n defined in (31) below.
Theorem 3.3. Assume the setup and conditions of Theorem 3.1 and Theorem 3.2. Let
whereW m,n is d-dimensional as defined in (29) and || · || denotes the usual Euclidean norm. Then, for t ∈ R, the permutation distributionR 
Denote by f k (·) the marginal density of X. Then, the variance-covariance matrix of the sample median vector m 1 (P ), . . . , m d (P ) is given (Babu and Rao 1988) by
assuming the marginal density f k m k (P ) at the medium value m k exists and is strictly positive, and
The unknown quantities f k m k (P ) and γ rs can be estimated as follows: The estimated marginal densityf k ·) can be obtained by the kernel estimator (Devroye and Wagner), bootstrap estimator (Efron), or the smoothed bootstrap (Hall, DiCiccio, and Romano) . Also,γ r,s , a consistent estimator of γ r,s , can be calculated using the empirical joint c.d.f.
where m 1 (P ), . . . ,m k (P ) is the sample median vector of m 1 (P ), . . . , m d (P ) .
Multiple Testing Using the Closure Method
Thus far, we have considered the joint testing problem when the problem of interest is to test the single hypothesis (22) that all θ k (P ) = θ k (Q) for k = 1, . . . , d. In this section, we will examine the multiple testing problem where we are now interested in testing which hypotheses among the d null hypotheses are false, rather than just testing whether any component of the d null hypotheses is false. In other words, we would like to establish which differences θ k (P ) − θ(Q) are nonzero. In doing so, it requires a careful assessment; unlike testing a single hypothesis, testing many multiple hypotheses simultaneously may cause problems due to the possibility of many Type 1 errors. If one ignores the multiplicity issue and tests each hypothesis at level α, the probability of one or more false rejections grows rapidly with the number of hypotheses d and may be much greater than α. In such a case, the claim that the procedure controls the probability of any false rejections at level α is untrue. We shall therefore restrict our attention to multiple testing methods that control the classical familywise error rate (FWER), which is the probability of one or more false rejections, at level α. That is, control of the FWER at level α requires that F W ER = P {reject at least one true null hypothesis} ≤ α for all P in the model P, in finite samples or at least asymptotically.
The most classical and simplest procedure that controls the FWER at level α is the Bonferroni procedure, whereby each hypothesis H i is rejected whenp i , the marginal pvalue for testing H i , is ≤ α/d. However, this Bonferroni procedure is highly conservative and lacks power, especially when several highly correlated tests are undertaken. An improved Bonferroni procedure was proposed by Holm (1979 
Although the Holm procedure rejects at least as many hypotheses as the classic Bonferroni procedure while satisfactorily controlling the FWER, the Holm procedure may still be quite conservative.
The closure method proposed by Marcus et al. (1976) reduces the problem of controlling the FWER to that of performing individual tests of single hypotheses which control the usual probability of the Type 1 error at level α. More formally, for a subset K ⊆ {1, . . . , d}, define the intersection (or joint) null hypothesis
The closure method rejects H i if and only if H K is rejected at level α for all subsets K for which i ∈ K. But we can test H K by, for example, the test statistic S m,n,K defined in (14) but only using the components i ∈ K. To carry out the closure method in multiple testing based on permutation tests, we can proceed in the following manner. 1. For each given K ⊆ {1, . . . , d}, test H K at level α using the permutation test based on an asymptotically pivotal statistic (either (14) or the prepivoted statistic defined in (20)). Reject H K , if the observed test statistic S m,n,K >ĉ m,n,K whereĉ m,n,K is the lower (1 − α) quantile of the permutation distribution.
2. By the closure method, for a given i ∈ {1, . . . , d}, reject H i if and only if H K is rejected at level α for all 2 d−1 subsets K for which i ∈ K.
For example, suppose there are d = 3 hypotheses to be tested, i.e., the problem of interest is to test H i : E(X i ) = E(Y i ) for i = 1, 2, and 3. Under the closure method described above, H 1 , for instance, is rejected if and only if all the four intersection hypotheses H K for which 1 ∈ K H {1} : E(X 1 ) = E(Y 1 ) , H {1,2} : E(X 1 ) = E(Y 1 ) and E(X 2 ) = E(Y 2 ) , H {1,3} : E(X 1 ) = E(Y 1 ) and E(X 3 ) = E(Y 3 ) , and H {1,2,3} : E(X 1 ) = E(Y 1 ), E(X 2 ) = E(Y 2 ), and E(X 3 ) = E(Y 3 ) are rejected at level α using the permutation tests based on an appropriate test statistic 2 .
Corollary 4.1. Algorithm 4.1 controls the FWER exactly if the underlying distributions are identical and controls the FWER asymptotically as long as second moments are finite andΣ defined in (5) is nonsingular.
Remark 4.1. Note that when calculating the exact permutation test, α ·N ! need not be an integer, in which case, the rejection probability may be slightly less than α. However, we can still achieve the finite sample exactness by randomization to make each individual test to be exact.
Simulation Results
Monte Carlo simulation studies based on the modified Hotelling's T 2 statistic are summarized in this section. Table 1 displays rejection probabilities of the multivariate permutation test based on the modified Hotelling's T 2 test statistic (14) for testing equality of means, where the nominal level considered is α = 0.05. We investigate several pairs of multivariate (d = 7) normal distributions as well as multivariate t-distributions with identical means but different covariance matrices, as displayed in the first column of Table 1 . The covariance matrices used in the studies include the 7 by 7 identity matrix 2 Although, in principle, one needs to execute as many as O(2 d ) tests to apply the closure method, this procedure only requires the individual tests to be of level α to control the FWER without any further assumptions. To illustrate this, let A be the event that any true hypothesis H i is rejected by the closure method, and let B be the event that the intersection of all true hypotheses is rejected at level α. Since A ⊆ B, F W ER = P {A} ≤ P {B} ≤ α .
I 7 , as well as Σ 1 and Σ 2 given by 
For each pair of distributions, 10,000 simulations were performed where, for any simulation, 9,999 permutations were randomly sampled to calculate the permutation distribution. 
Empirical Illustration
In this section, we illustrate empirical applications of multiple testing based on the multivariate permutation tests developed above to test the effects that exercise has on seven biometric measures. Charness and Gneezy (2009) conduct an experiment in which they randomly divide participants into three different groups. While there is no further requirement for the participants in the control group (C), the first treatment group members (T1) are asked to attend the gym once during the one-month intervention period, and the participants in the second treatment group (T2) are required to attend the gym eight times during the same period. Before, during, and after the seven-week experiment period, the 39 members of the control group, the 57 members of the first treatment group, and the 60 members of the second treatment group are measured on seven different heath level indicators (body fat %, pulse rate, weight, BMI, waist, systolic blood pressure, and diastolic blood pressure). See Charness and Gneezy (2009) for more details.
Based on the marginal p-values from the two-sample Wilcoxon test, Charness and Gneezy conclude that "with the exception of the blood-pressure measures, we see that the biometric measures of the eight-times group improved significantly relative to both the control group and (with the further exception of the pulse rate) the one-time group. Thus, it appears that there are real health benefits that accrue from paying people to go to the gym eight times in a month." However, their approach has two drawbacks. First, the two-sample Wilcoxon statistic is not a suitable test statistic for testing equality of means because it may fail to control the rejection probability at α unless a shift model is assumed. As argued in Chung and Romano (2011) in great detail, the Wilcoxon test is most suitable for testing P(X ≤ Y ) = P(Y ≤ X), when the Xs are i.i.d. P and independently, the Y s are i.i.d. Q. Even in this case, however, the Wilcoxon statistic has to be appropriately modified so that the test statistic becomes asymptotically pivotal. Moreover, testing seven measurements at the same time will cause the Familywise Error Rate to be greater than the nominal level α. In order to take into account the fact that seven individual tests are performed, a more careful assessment is required.
Our primary goal is to simultaneously test the effect of exercise based on mean differences of seven biometric measures while controlling the Familywise Error Rate. Instead of testing the effect of each biometric measure individually, we want to test whether there is an overall effect of exercise for each comparison group and to examine which hypotheses among the seven are to be rejected. To do so, we use the permutation tests based on the modified Hotelling's T 2 statistic defined in (14) as well as the prepivoted statistic defined in (20) and apply the closure method explained above to control the FWER. The adjusted p-value for H i is defined to be the smallest value α such that H i is rejected by the multiple testing procedure which controls the FWER at level α. Thus, when applying the closure method, the adjusted p-value for H i is defined to be the largest p-value among all the intersection hypotheses which contain i. The marginal p-values and the adjusted p-values for each comparison group are presented in Table 2 and Table  3 According to the Bonferroni or the Holm procedure, only Body Fat % is significant for both C-T2 and T1-T2 groups. As explained earlier, these procedures are quite conservative. If we apply the closure method based on Algorithm 4.1 using the prepivoted statistic (20), more hypotheses are rejected. Not only is Body Fat % for C-T2 and T1-T2 significant, but both Weight and BMI for T1-T2 show significant results.
We suggest to use the maximum statistic (prepivoted statistic) over the modified Hotelling's T 2 in the cases where we expect to see a few strong effects. On the other hand, when there are minor effects across all cases, the modified Hotelling's T 2 , which captures the overall effects together, would work better than the maximum statistic.
Overall, we conclude that exercise is beneficial as do the previous authors. However, the basis for such claims is more statistically sound when one accounts for doing many tests and by making sure each test is valid in some finite sample or asymptotic sense.
Remark 6.1. It may be surprising to see the cases where the Bonferroni procedure leads to a rejection but the closure method does not. In fact, neither dominates the other. Consider the simplified setting where for i = 1, . . . , d, X i ∼ N (θ i , 1) is independent of each other and H i : θ i = 0 for i = 1, . . . , d. For the intersection hypothesis H I : θ i = 0 i ∈ I, use the test statistic T I = i∈I X 2 i , which follows χ 2 |I| . For example, when s = 10 and θ 1 = 3, θ 2 = 1, θ 3 = 2, and θ i = 0 for i = 4, . . . , 10, the marginal p-value for θ 1 is 0.006046 while the adjusted p-value based on the closure method is 0.145849. On the other hand, if the test statistic for H I is the minimum p-value over i ∈ I, the closure method will reject at least as many hypotheses as the Bonferroni method.
Conclusion
Permutation tests has been quite popular among academic researchers due to their simplicity and the exact finite sample Type 1 error control property that other resampling methods such as bootstrap or subsampling lack. However, for testing parameters, conducting a permutation test requires a careful treatment as misuse can result in losing control of the rejection probability even asymptotically. The fundamental motivation behind the permutation tests hinges on the fact that when all the observations are i.i.d., any permuted sample has the same distribution as the original sample. If observations are sampled from heterogeneous populations, however, the justification of permutation tests no longer holds and permutation tests lose their asymptotic validity, even in the simple case of testing equality of means. We provide a framework whereby the permutation test can asymptotically attain the rejection probability at α even with heterogeneous populations while retaining their exactness property in finite samples in the case of homogeneous populations.
To summarize, if one is interested in testing equality of means of multivariate populations, permutation tests based on appropriate statistics, namely asymptotically pivotal statistics, can serve the purpose of error control. In addition, if the maximum value of the mean differences over all the components is of interest, one can transform a test statistic using the prepivoting method in order to achieve asymptotic validity in general, while maintaining the exactness property when P = Q. By studying the behavior of the permutation test, we learn that the permutation distribution behaves like the unconditional true sampling distribution when all the observations are sampled from the mixture distributionP = pP + (1 − p)Q, where p is the limit of the fraction of observations from P . If permutation tests are constructed based on a test statistic that is asymptotically distribution-free, asymptotic justification of the test can be achieved.
Moreover, in dealing with multivariate cases, a careful assessment is required as the rejection probability can be inflated by performing many tests simultaneously. By applying the closure method in the multiple testing setting, one can control the familywise error rate at the nominal level α in a systematic way. We show in the empirical illustration that the closure method tends to reject more hypotheses than Bonferroni or Holm when testing based on the maximum statistic. Thus, when we expect to have a few strong effects, we suggest to use the closure method based on the maximum statistic. On the other hand, when the test statistic is designed to capture the overall effects together, the modified Hotelling's T 2 statistic may perform better. Neither test dominates the other in terms of its ability to find true rejections. However, our analysis shows that both offer valid error control.
A Useful Lemmas for Multivariate Cases
Suppose data X n = (X 1 , . . . , X n ) has distribution P n in X n and let G n be a finite group of transformations of X n onto itself. For a given test statistic
Hoeffing (1952) gave a sufficient condition to derive the limiting behavior of the randomization distribution of a real-valued test statistic T n . We generalize this result to multivariate cases where we investigate the limiting behavior of the multivariate randomization distribution based on a test statistic T n that is a d-dimensional vector in R d . So, in (32), both T n and t are vectors in R d . Note thatR T n (·) takes values in R for any t.
Lemma A.1. Let G n and G n be independent and uniformly distributed over G n (and independent of X n ). Suppose, under P n ,
where T and T are independent d-variate distributions, each with common multivariate
Conversely, if (34) holds for some limiting c.d.f. R T whenever t is a continuity point of R T (·), then (33) holds.
Proof of Lemma A.1: For the sufficiency part, let t ∈ R d be a continuity point in R T (·). To show (34), it suffices to show
and
First observe
which converges to R T (t) by the condition (33). To show (36), notice that
which converges to R T (t) 2 again by the condition (33). Hence, the result for the sufficiency part follows. For the necessity party, assume s and t ∈ R d are continuity
is a bounded sequence of random variable, for which convergence in probability implies convergence of moments.
We extend Slutsky's theorem for the randomization distributions given in Subsection 3.2 of Chung and Romano (2011) to the multivariate case.
Lemma A.2. Suppose X n has distribution P n in X n , and G n is a finite group of transformations g of X n onto itself. Also, let G n be a random variable that is uniform on G n . Assume X n and G n are mutually independent. LetR B n denotes the randomization distributions of a d-dimensional random vector B n , defined bŷ
where δ c (·) denotes the distribution function corresponding to the point mass function at c ∈ R d .
Proof of Lemma A.2: Let G n have the same distribution as G n and be independent from G n and X n . Since B n (G n X n ) converges in probability to a constant b (i.e., each element of B n (G n X n ) converges in probability to its corresponding element of b) and
. Thus, the result follows from Lemma A.1. Lemma A.3. Let B n and T n be sequences of d-dimensional random variables satisfying (38) and
where T and T are independent, each with common d-variate c.d.f. R T (·). LetR T +B n (t) denote the randomization distribution of T n + B n , defined in (37) with B replaced by T + B. Then,R T +B n (t) converges to T + b in probability. In other words,
Proof of Lemma A.3: Without loss of generality, assume b k = 0 for k = 1, . . . , d. For any ε ∈ R d with each component ε k being positive for k = 1, . . . , d,
since it holds for each k-component of T n (gX n ), B n (gX n ), t, and ε. First, note that, by Lemma A.2, 1 |Gn| g∈Gn I{|B n (gX n )| > ε} converges in probability to 0 for any ε > 0. Also, by Lemma A.1, (33) implieŝ
if R T (·) is continuous at t ∈ R d . Thus, if both t − ε and t + ε are continuity points of R T (·), the first term of the first line and the first term of the third line converge in probability to R T (t − ε) and R T (t + ε), respectively. Therefore,
with probability tending to one, for continuity points t − ε and t + ε of R T (·). Now, let ε ↓ 0 through continuity points to deduce that
Lemma A.4. Let A n and T n , respectively, be a sequence of d × d nonsingular random matrices and a sequence of random variables satisfying the conditions
where C is a fixed d × d nonsingular matrix, and
where T and T are independent, each with common d-variate c.d.f. R T (·). Then, the randomization distribution of A −1 n T n converges to C −1 T in probability. In other words,
Proof of Lemma A.4: Write
Then, we can apply Lemma A.3 with B n = (A −1 n −C −1 )T n , if we can verify the condition
by the usual multivariate Slutsky's Theorem. Finally, the behavior of C −1 T n follows trivially from that of T n .
Lemma A.5. Let G n and G n be independent and uniformly distributed over G n (and independent of X n ). Assume a d-dimensional random vector T n satisfies (33). Also, assume A n (·) is a sequence of d × d nonsingular random matrices such that
for a fixed d×d nonsingular matrix C, i.e., each element of A n (·) converges in probability to the corresponding element of C. Further assume
where T is the limiting random variable assumed in (33). LetR
Then,R
Proof of Lemma A.5: The proof follows from Lemma A.3 and Lemma A.4.
The following lemma provides a generalization of the continuous mapping theorem for the randomization distributions in multivariate cases.
Lemma A.6. Suppose the randomization distribution of a test statistic T n converges to T in probability. In other words,
, where R T (·) denotes the corresponding c.d.f. of T. Let h be a measurable map from R d to R s . Let C be the set of points in R d for which h is continuous. If P(T ∈ C) = 1, then the randomization distribution of h(T n ) converges to h(T ) in probability.
Proof of Lamma A.6: Since the randomization distribution of the test statistic T n converges to T in probability, by Lemma A.1, under P n ,
holds, where G n and G n are independent and uniformly distributed over G n , and T and T are independent d-variate distributions, with a common c.d.f. R T (·). From the continuity assumption of h(·),
is satisfied, where h(T ) and h(T ) are independent s-variate distributions, and thus, the result follows again from Lemma A.1.
Lemma A.7. Let the metric d(P, P ) between P and Q be defined as
where F P (·) and F Q (·) denote the corresponding c.d.f.s of the probability distribution P and Q, respectively, and
Then, the distribution L m,n (P m , Q n ) of T m,n defined in (4) under P m and Q n converges weakly to L(P ,P ), where L(P ,P ) is the multivariate normal distribution with mean zero and covariance matrixΣ.
B Proofs
Proof of Theorem 2.1: Put all the N = m + n observations and write
Independent of the Zs, let (π(1), . . . , π(N )) and (π (1), . . . , π (N )) be independent random permutations of {1, . . . , N }. By Lemma A.1, it suffices to show
where T and T are independent d-vectors each having the multivariate normal distribution with 0 and covariance matrixΣ = p 1−p Σ P + Σ Q . However, by the Cramér-Wold device, a sufficient condition for (45) is that, for any choice of constants t 1 = (t 1,1 , . . . , t 1,d ) and
and W i is defined with π replaced by π . Then, conditioning on the W i and W i , the left side of (46) can be rewritten as
Note that conditional on W and W , (47) is an independent sum of a linear combination of independent variables. Define σ
If we can show that, for any subsequence m j , there exists a further subsequence m j k such that the random variablesX 1 , . . . ,X m j k under the conditional distribution given W m j k and W m j k satisfy the Lindeberg condition with probability one, so that conditionally on W m j k and W m j k ,
→ N (0, 1) with probability one then, unconditionally,
To verify the Lindeberg condition, observe that for each ε > 0, the (conditional) Lindeberg condition becomes
Thus, in order to show (49) → 0 with probability one, it suffices to show, conditional on
as m → ∞. The condition (50) follows by the assumption (6). Certainly,
Also, note further that for i = j, Hence, for i = j,
Based on these facts, it can be readily shown that
To do this, it suffices to show that
However, contiguity results between multinomial and multivariate hypergeometric distributions (see Lemma 3.3 of Chung and Romano (2011) ) guarantee both (52) and (53). Thus, we can use Theorem 2.1 and apply Lemma A.5 to conclude that the permutation distribution of the studentized test statistic S m,n behaves as in the stated result.
Proof of Theorem 2.3 and Theorem 2.4: Both results follow from the continuous mapping theorem for the randomization distribution in multivariate cases given in Lemma A.6.
Proof of Theorem 2.5: As in the proof of Theorem reftheorem:mvstuperm, we have already shown 52 and 53 hold. Thus, we can use Theorem 2.1 together with Lemma A.5 and Lemma A.6 to conclude that the permutation distribution of the test statistic M m,n behaves as in the stated result.
To investigate the permutation distribution of the prepivoted statistics, we shall define an appropriate metric on the space of probabilities. For probability distributions P, Q ∈ R d with finite covariance matrices Σ P and Σ Q , let the metric d(P, Q) between P and Q be defined as d(P, Q) = max sup
where F P (·) and F Q (·) denote the corresponding c.d.f.s of the probability distribution P and Q, respectively, and ||Σ P − Σ Q || = max i,j |σ i,j (P ) − σ i,j (Q)|.
Proof of Theorem 2.6: By definition, the permutation distributionR J m,n of J m,n (M m,n ,P m ,Q n ) is the empirical distribution of J m,n (M m,n (π(i)),P m (π(i)),Q n (π(i))), i.e., I J m,n M m,n (π(i)),P m (π(i)),Q n (π(i)) ≤ t .
We shall first show that 
and similarly for d(Q n (π(i)),P ). To show (55), it is sufficient to show that
or equivalently W n (Z π(1) , . . . , Z π(m) ) ≡ P d(P m (Π),P ) ≤ δ → 1 .
However, by the contiguity results in Subsection 4.4 of Chung and Romano (2013) , if, for V 1 , . . . , V m i.i.dP , one can show
then (56) P →Σ with probability one.
Thus, it follows that (56) holds and similarly, it can be shown that P d(Q n (Π),P ) ≤ δ → 1. For any ε > 0, it follows by Lemma A.8 that the first term on the right hand side is bounded as follows:
1 N ! i∈Î I J M m,n (π(i)),P ,P ≤ t − ε ≤ 1 N ! i∈Î I J m,n M m,n (π(i)),P m (π(i)),Q n (π(i)) ≤ t ≤ 1 N ! i∈Î I J M m,n (π(i)),P ,P ≤ t + ε with probability tending to one.
Note that we know from Theorem 2.4 that the permutation distribution ofM m,n converges in probability to F (·) = J(·,P ,P ), which is continuous and strictly increasing at J −1 (·,P ,P ). Applying the continuous mapping theorem, we obtain that 1 N ! i∈Î I J M m,n (π(i)),P ,P ≤ t − ε P → t − ε and similarly 1 N ! i∈Î I J M m,n (π(i)),P ,P ≤ t + ε P → t + ε , implying that for any ε > 0, t − ε ≤ 1 N ! i∈Î I J m,n M m,n (π(i)),P m (π(i)),Q n (π(i)) ≤ t ≤ t + ε .
Since ε > 0 was arbitrary, the result (21) Note that the last two terms converge in probability to zero by (58) and (59). Therefore, we can apply Slutsky's Theorem for multivariate randomization distributions Lemma A.3; that is, it suffices to determine the limit behavior of
Independent of the Zs, let (π(1), . . . , π(N )) and (π (1), . . . , π (N )) be independent random permutations of {1, . To do this, it suffices to show that Γ P Z π(1) , . . . , Z π(m)
andΓ Q Z π(m+1) , . . . , Z π(N )
However, contiguity results between multinomial and multivariate hypergeometric distributions (see Lemma 3.3 of Chung and Romano (2011) ) guarantee both (61) and (62). Thus, we can use Theorem 3.1 and Lemma A.5 to conclude that the permutation distribution of the test statisticW m,n satisfies the result.
