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a b s t r a c t
An association scheme is amorphous if it has as many fusion
schemes as possible. At the algebraic level, symmetric amorphous
schemes were classified by Ivanov (1985) [12] and commutative
amorphous schemes were classified by Ito et al. (1991) [11]. A
scheme is called skew-symmetric if the diagonal relation is the
only symmetric relation. We show the non-existence of skew-
symmetric amorphous schemes with at least four classes. We also
prove that non-symmetric amorphous schemes are commutative.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, all association schemes are assumed to be commutative except in Section 5. Let
X = (X,R = {R0, R1, . . . , Rd}) be a commutative association scheme with d classes. X is called
amorphous if every admissible partition of R gives rise to a fusion scheme [11]. An amorphous
association scheme has as many fusion schemes as possible.
Ivanov’s theorem [12,8] asserts that all basic graphs in a symmetric amorphous scheme with at
least three classes are strongly regular graphs of Latin square type, or they are all negative Latin square
type. Two-class schemes are trivially amorphous and there are many examples in which the basic
graphs are not either Latin square type. Ito et al. [11] classified commutative amorphous association
schemes with θ + φ ≥ 3 at the algebraic level, where θ is the number of pairs of non-symmetric
relations and φ is the number of non-diagonal symmetric relations. Namely, they determined the
eigenmatrices and intersection matrices for such schemes. They also constructed an infinite family of
non-symmetric amorphous schemes.
The main purpose of this paper is to extend the results about amorphous schemes in [11]: (1) the
classification in [11] does not include the case (θ, φ) = (2, 0), and we show that it can be extended
to this case (see Section 4); (2) the classification there does apply to the cases θ ≥ 3, φ = 0, but we
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show that no such amorphous schemes can exist. In short, we address the existence of amorphous
schemes with θ ≥ 2, φ = 0. An association schemewith φ = 0 will be referred to as skew-symmetric,
since it has no non-diagonal symmetric relations.
Theorem 1 (Main Theorem). There does not exist any skew-symmetric amorphous association scheme
with at least four classes.
This theorem answers a question of Bannai and Song [2, p. 395] regarding the existence of certain
amorphous schemes with (θ, φ) = (2, 0). The effort to solve this question has led to the research in
this paper.
We note that all association schemes in other cases of θ + φ < 3 are trivially amorphous. Let X
be an association scheme with θ + φ < 3. If (θ, φ) = (0, 1), X is equivalent to a complete graph.
If (θ, φ) = (1, 0), X is a doubly regular tournament [19]. If (θ, φ) = (0, 2), X is equivalent to a pair
of complementary strongly regular graphs. There is an extensive literature on strongly regular graphs
[3,4,20]. If (θ, φ) = (1, 1),X is a non-symmetric schemewith three classes, and examples of primitive
ones are not abundant [13] except the Liebler–Mena family [14] and some examples in [15].
This paper is organized as follows. In Section 2, we collect some basic facts about association
schemes. In Section 3we determine the eigenmatrices of 4-class skew-symmetric schemes, which fall
into three types. Section 4 is devoted to the proof of the main theorem. In Section 5, we first extend
the notion of amorphousness to non-commutative schemes. Thenwe show that such schemes cannot
exist. So every amorphous association schemewith least three classes is commutative and has at least
one non-diagonal symmetric relation. In Section 6, we conclude with some remarks.
The general references are [1,7] for association schemes and strongly regular graphs, and [8,6,11]
for amorphous association schemes.
2. Preliminaries
Let X be a finite set with cardinality n ≥ 2 and R = {R0, R1, . . . , Rd} be a set of binary relations on
X . X = (X,R) is called an association scheme with d classes (a d-class association scheme, or simply, a
scheme) if the following axioms are satisfied.
(i) R is a partition of X × X and R0 = {(x, x) | x ∈ X} is the diagonal relation.
(ii) For i = 0, 1, . . . , d, the inverse RTi = {(y, x)|(x, y) ∈ Ri} of Ri is also among the relations: RTi = Ri′
for some i′ (0 ≤ i′ ≤ d).
(iii) For any triple of i, j, k = 0, 1, . . . , d, there exists an integer pkij such that, for all (x, y) ∈ Rk,
|{z ∈ X | (x, z) ∈ Ri, (z, y) ∈ Rj}| = pkij.
The integers pkij are called the intersection numbers. The integer ki = p0ii′ is called the valency of Ri. In
fact, for any x ∈ X , ki = |{y ∈ X | (x, y) ∈ Ri}|.
If pkij = pkji for all i, j, k, X is called commutative. Distinct relations Ri and Ri′ are said to be paired. If
i = i′, then Ri is called symmetric or self-paired. Let
θ = |{{i, i′}|i 6= i′, 1 ≤ i ≤ d}|, φ = |{i|i = i′, 1 ≤ i ≤ d}|.
X is called symmetric if all relations Ri are symmetric: θ = 0. Otherwise,X is said to be non-symmetric.
We call X skew-symmetric if R0 is the only self-paired relation: φ = 0.
A partition Λ0,Λ1, . . . ,Λe of index set {0, 1, . . . , d} of R is called admissible [11] if Λ0 = {0},
Λi 6= ∅ andΛTi = Λj for some j (1 ≤ i, j ≤ e), whereΛT = {α′|α ∈ Λ}.
Let RΛi = ∪α∈Λi Rα . If = (X, {RΛi}ei=0) is an association scheme, it is called a fusion scheme of X,
andX is called a fission scheme of . In particular, (X, {R0, Ri∪RTi }di=1) becomes an association scheme,
called the symmetrization of X and denoted by Xsym. X is amorphous if every admissible partition
gives a fusion scheme. Note that, if X is symmetric, then every partition containing {0} is admissible
by definition. Amorphous schemes are extremal in the sense they have as many fusion schemes as
possible.
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Let us recall the (first) eigenmatrix of a commutative scheme X = (X, {Ri}di=0). Let Ai and Ei(0 ≤
i ≤ d) be the adjacency matrices and primitive idempotents of X. Then the eigenmatrix P = (Pij) is a
square matrix of order d+ 1 defined by
Aj =
d∑
i=0
PijEi for j = 0, 1, . . . , d.
P is characterized by AjEi = PijEi for all i, j = 0, 1, . . . d. Moreover, P0i = ki and Pi0 = 1(0 ≤ i ≤ d). Let
mi = rank Ei. Then Aj has eigenvalues P0j = kj, P1j, . . . , Pdj with multiplicities m0 = 1,m1, . . . ,md,
respectively. The rows and columns of P satisfy the orthogonality relations:
d∑
i=0
1
ki
PjiPki = nmj δjk,
d∑
i=0
miPijP ik = nkjδjk, (2.1)
where x is the complex conjugate of x and δ is the Kronecker symbol.
The numbersmj and p`ij can be calculated from P:
mj = n
/ d∑
i=0
1
ki
PjiP ji, p`ij =
1
nk`
d∑
h=0
mhPhiPhjPh`. (2.2)
In the rest of this paper, the following theorem, knownas the Bannai–Muzychuk criterion for fusion
schemes, will be used repeatedly (see [2,11]).
Theorem 2. Let X = (X, {Ri}di=0) be a commutative association scheme. Let {Λi}ei=0 be an admissible
partition of the index set {0, 1, . . . , d}. Then (X, {RΛi}ei=0) is a fusion scheme if and only if there exists a
dual partition {Λ∗i }ei=0 of {0, 1, . . . , d}withΛ∗0 = {0} such that each (Λ∗i ,Λj) block of the eigenmatrix P
has constant row sum. Moreover, this constant is the (i, j) entry of the eigenmatrix of this fusion scheme.
Nowwe consider 2-class association schemes. A 2-class skew-symmetric scheme on n vertices has
the following eigenmatrix:
P =

1 k k
1
−1+√−n
2
−1−√−n
2
1
−1−√−n
2
−1+√−n
2
 (n = 2k+ 1). (2.3)
Two-class symmetric schemes are equivalent to strongly regular graphs. A regular graph on n vertices
with valency k is called strongly regular if every adjacent (resp. non-adjacent) pair of vertices has λ
(resp. µ) common neighbors. This graph is denoted by srg(n, k, λ, µ).
A strongly regular graph srg(n, k, λ, µ) is (positive) Latin square type if
n = v2, k = g(v − 1), λ = (g − 1)(g − 2)+ v − 2, µ = g(g − 1),
and negative Latin square type if
n = v2, k = g(v + 1), λ = (g + 1)(g + 2)− v − 2, µ = g(g + 1).
They are denoted by Lg(v) and NLg(v), respectively. Graphs with Lg(v) parameters can be constructed
with g − 2 mutually orthogonal Latin squares of order v. An example of NL1(4) is the Clebsch graph.
For a symmetric amorphous schemeX = (X, {Ri}di=0), each graph (X, Ri) (i 6= 0) is strongly regular.
It was shown in [12,8] that, if d ≥ 3, all graphs (X, Ri) (i 6= 0) are strongly regular graphs of Latin
square type, or they are all negative Latin square type. The converse is also true ([5, Theorem 3]): if
(X, Ri), i = 1, . . . , d are strongly regular graphs of all Latin square type or all negative Latin square
type such that ∪di=0 Ri = X × X and Ri ∩ Rj = ∅ (i 6= j), then (X, {Ri}di=0) is an amorphous association
scheme.
1674 J. Ma / European Journal of Combinatorics 31 (2010) 1671–1679
If (X, R1) is a strongly regular graph srg(n, k1, λ, µ), the complement (X, R2) of (X, R1) is
also strongly regular. Furthermore, (X, {R0, R1, R2}) is a symmetric scheme with the following
eigenmatrix:
P =
[1 k1 k2
1 r t
1 s u
] 1
m1
m2,
(2.4)
where t = −r−1, u = −s−1. The numbers k1, r, s are the eigenvalues of the adjacency matrix A1 of
R1, and r, s can be expressed in terms of n, k1, λ and µ. Here, we write the multiplicities to the right
of P . Conversely, a 2-class symmetric scheme gives rise to a pair of complementary strongly regular
graphs.
Now we conclude this section with two lemmas that will be used later.
Lemma 3 ([17, Theorem 2.1]). Let Γ be a strongly regular graph srg(n, k, λ, µ) with eigenvalues k, r, s
(r ≥ 0 > s) and multiplicities 1,m1, m2.
(i) If m1 = m2, then n = 4µ+ 1, k = 2µ, λ = µ− 1.
(ii) If k = m1, Γ is Lg(v) with v = r − s, g = −s.
(iii) If k = m2, Γ is NLg(v) with v = r − s, g = r.
A graph in case (i) is called a conference graph, denoted by C(n). We note that, for v odd, L 1
2 (v+1)(v)
and NL 1
2 (v−1)(v) have the same parameters as C(v
2).
Lemma 4. Let X be a d-class commutative association scheme with adjacency matrices Ai and primitive
idempotents Eα .
(i) If ATi = Aj, then Pαi = Pαj (0 ≤ α ≤ d). So, if ATi = Ai, the Pαi are real for all α (0 ≤ α ≤ d), and if
ATi 6= Ai, Ai has at least one pair of non-real eigenvalues that are complex conjugates.
(ii) If ETα = Eβ , then Pαi = Pβi (0 ≤ i ≤ d). So, if ETα = Eα , then the Pαi are real for all i (0 ≤ i ≤ d), and
if ETα 6= Eα , there are distinct i, j such that Pαi and Pαj are non-real complex conjugates.
Proof. Assertion (i) is standard. So we prove (ii). Let Eβ := ETα = Eα . Taking the complex conjugate of
Ai =∑dα=0 PαiEα , we obtain
Ai =
d∑
α=0
PαiEα =
d∑
α=0
PαiEβ = Ai.
So Pαi = Pβi. The rest of (ii) follows easily. 
3. Eigenmatrices of 4-class skew-symmetric schemes
The goal of this section is to prove the next theorem, which classifies the eigenmatrices of 4-class
skew-symmetric schemes into three types.
Theorem 5. Let X = (X, {Ri}4i=0) be a skew-symmetric scheme with R1 = RT4, R2 = RT3 . Let P˜ be the
eigenmatrix of Xsym = (X, {R0, R1 ∪ R4, R2 ∪ R3}):
P˜ =
[1 k1 k2
1 r t
1 s u
] 1
m1
m2,
where r ≥ 0 > s. Then the eigenmatrix of X has the following form:
P =

1 k1/2 k2/2 k2/2 k1/2
1 ρ τ τ ρ
1 σ ω ω σ
1 σ ω ω σ
1 ρ τ τ ρ

1
m1/2
m2/2
m2/2
m1/2.
(3.1)
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The entries ρ, ω, τ and σ take values obtained from one of three cases, as follows:
(i) σ = s2 , τ = t2 , ρ = 12 (r +
√−nk1/m1), ω = 12 (u+
√−nk2/m2).
(ii) ρ = r2 , ω = u2 , σ = 12 (s+
√−nk1/m2), τ = 12 (t +
√−nk2/m1).
(iii) ρ = 12 (r +
√−y), τ = 12 (t +
√−z), σ = 12 (s +
√−b), ω = 12 (u −
√−c), where b, c, y and z
are all positive and satisfy the following equations:
y
k1
+ z
k2
= n
m1
,
b
k1
+ c
k2
= n
m2
,
√
by
k1
−
√
cz
k2
= 0.
In [21], Song gave the matrix P above, and also mentioned that the pair ρ, ω or the pair τ , σ are
non-real. The proof below does not need the assumption r > s; however, we need it to describe the
three types of fission scheme of Xsym in this theorem.
Proof. Denote by Ai the adjacency matrices and by Ei the primitive idempotents of X. Those of Xsym
will be provided with a tilde .˜
Nowwe prove Theorem 5 in two steps: first we show that P has the asserted form, and second we
show that the entries of P are given by one of three cases asserted.
Step one:We show that P has the asserted form.
X has four classes and is thus commutative [10]. Let P be the eigenmatrix of X:
P = [Pij]0≤i,j≤4.
Since A4 = AT1 , by Lemma 4(i), A1 has at least one pair of non-real eigenvalues. There are two cases
to consider.
(1) A1 has precisely one pair of non-real eigenvalues ρ, ρ. By Theorem 2, ρ + ρ = r or s.
Without loss of generality, let us assume that ρ + ρ = r . Arrange the primitive idempotents Ei of
X such that A1E1 = ρE1, A1E4 = ρE4. Hence E4 = ET1 by Lemma 4(ii). Consider the idempotents E2, E3.
Then we have either E3 = ET2 or Ei = ETi (i = 2, 3), and the latter cannot occur, as we will see.
Suppose that Ei = ETi (i = 2, 3). By Lemma 4(ii), P21, P24, P31 and P34 are all real, and by Lemma 4(i),
P21 = P24, P31 = P34, P22 = P23 and P32 = P33. Since A˜1 = A1 + A4, P21 + P24, P31 + P34 ∈ {r, s} by
Theorem 2. We must have P21 + P24 6= P31 + P34. Otherwise, P21 = P31 and thus P22 = P32. So the
second and third rows of P are identical, which contradicts that P is non-singular. We may assume
without loss of generality that P21 = P24 = r/2, P31 = P34 = s/2. Since A2 and A3 have a pair of
non-real eigenvalues τ , τ , P has the following form:
P =

1 n1 n2 n2 n1
1 ρ τ τ ρ
1 r/2 t/2 t/2 r/2
1 s/2 u/2 u/2 s/2
1 ρ τ τ ρ

1
f1
f2
f3
f1,
where ni are the valencies of X and 2ni = ki. Now we calculate the multiplicity f2 using (2.2):
f2 = n
/( 4∑
i=0
1
ni
P2iP2i
)
= n
/(
1+ 2
n1
( r
2
)2 + 2
n2
(
t
2
)2)
= n
/(
1+ r
2
k1
+ t
2
k2
)
,
which ism1 by (2.2). Similarly, we can obtain f3 = m2. So, f1 = 0, which is impossible.
Now we have E3 = ET2 . Since P21, P41 are real, by Lemma 4(ii), P22, P23 are non-real and P22 = P23.
Since AT2 = A3, P32 = P22 = P33, again by Lemma 4(i). Let ω = P22. So P has the following form:
P =

1 n1 n2 n2 n1
1 ρ τ τ ρ
1 s/2 ω ω s/2
1 s/2 ω ω s/2
1 ρ τ τ ρ
 , (3.2)
where ρ and ω are both non-real, ρ + ρ = r, ω + ω = u and τ + τ = t .
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(2)A1 has twopairs of non-real eigenvalues:ρ, ρ, andσ , σ .Without loss of generality,wemay assume
that ρ + ρ = r , σ + σ = s, and the first column of P is (n1, ρ, σ , σ , ρ)T. Since ρ and σ are non-real,
τ and ω cannot both be real, by Lemma 4(i). So P has the asserted form.
We know from the analyses given in (1) and (2) that P has the asserted form (3.1).
Step two:We determine the entries of P .
Set
ρ = 1
2
(r +√−y), τ = 1
2
(t +√−z), σ = 1
2
(s+√−b),
where y, z, b ≥ 0. So, the first row and column of P are fixed, and hence the fourth row and column
are also fixed, by Lemma 4.
Applying the first orthogonality relation to the first row of P , we obtain
1+ 2ρρ
n1
+ 2ττ
n2
= n
f1
.
Substituting ρ and τ into the above equation, we obtain
1+ 1
2n1
(r2 + y)+ 1
2n2
(t2 + z) = n
f1
. (3.3)
Applying the first orthogonality relation to the first row of P˜ , we obtain
1+ r
2
k1
+ t
2
k2
= n
m1
. (3.4)
Note that 2ni = ki and 2fi = mi. By (3.3) and (3.4), we have
y
k1
+ z
k2
= n
m1
. (3.5)
Similarly, we can obtain
b
k1
+ c
k2
= n
m2
. (3.6)
Applying the first orthogonality relation to the second and third rows of P and P˜ , we obtain
1+ 1
n1
(ρσ + ρσ)+ 1
n2
(τω + τω) = 0, 1+ rs
k1
+ tu
k2
= 0. (3.7)
Now we consider ω: ω = 12 (u±
√−c) for some c ≥ 0. There are two cases to consider.
(3) ω = 12 (u+
√−c). Substituting ρ, ω, τ , ω and the second equation in (3.7) into the first equation
in (3.7), we obtain
√
by
k1
+
√
cz
k2
= 0.
It follows that by = 0 and cz = 0. Since P is non-singular, we must have either (y, c) = (0, 0) or
(z, b) = (0, 0), but not both. Suppose that (z, b) = (0, 0). By Eqs. (3.5) and (3.6),
y = nk1
m1
, c = nk2
m2
. (3.8)
So we have (i). Suppose that (y, c) = (0, 0). By Eqs. (3.5) and (3.6),
z = nk2
m1
, b = nk1
m2
. (3.9)
So we have (ii). Note that, in each case above, P˜ determines P uniquely.
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(4) ω = 12 (u −
√−c). If c = 0, then y = 0, which has been treated in (3). Now, assume that c > 0.
Since ω is non-real, ρ is also non-real: y > 0.
Substituting ρ, ω, τ , ω and the second equation in (3.7) into the first equation in (3.7), we obtain
√
by
k1
−
√
cz
k2
= 0. (3.10)
If z = 0, then b = 0. This has been handled earlier. Now, assume that z > 0 and thus b > 0.
Therefore, ρ, ω, τ and σ are all non-real, and b, c, y and z satisfy Eqs. (3.5), (3.6) and (3.10). So we
have (iii). This completes the proof. 
4. Proof of the main theorem
In this section, we prove themain theorem. Since any skew-symmetric amorphous schemewith at
least four classes has a 4-class skew-symmetric fusion scheme, which is again amorphous, it suffices
to prove the non-existence of 4-class skew-symmetric amorphous schemes.
Let X = (X, {R0, R1, R2, R3, R4}) be a skew-symmetric amorphous scheme, whose eigenmatrix P
is given in Theorem 5.
Suppose that P is given by Theorem 5(i). Since X is amorphous, {R0, R1 ∪ R2, R3 ∪ R4} gives rise to
a skew-symmetric association scheme, which has eigenmatrix (2.3). By Theorem 2,
ρ + τ = 1
2
(
r + t +
√
−nk1
m1
)
= −1+
√−n
2
.
Som1 = k1. By Lemma 3(ii), (X, R1 ∪ R4) is Lg(v)with v = r − s, g = −s.
The i-th intersection matrix Bi has (j, `) entry p`ij. Using (2.2), we can obtain
B1 =

0 1 0 0 0
0
λ+ r
4
k1(k1 − λ− 1− t)
4k2
k1(k1 − λ− 1− t)
4k2
λ− 3r
4
0
k1 − λ− 1+ t
4
k1 − µ+ s
4
k1 − µ− s
4
k1 − λ− 1− t
4
0
k1 − λ− 1+ t
4
k1 − µ− s
4
k1 − µ+ s
4
k1 − λ− 1− t
4
k1
2
λ+ r
4
k1(k1 − λ− 1+ t)
4k2
k1(k1 − λ− 1+ t)
4k2
λ+ r
4

.
From p112 − p412 = 2t/4 and p212 − p312 = 2s/4, we readily deduce that t and s are even integers. Since
r + t + 1 = 0, r is odd. On the other hand, p111 = λ+r4 = s(s+2)+2r4 . So r is even because s(s + 2) is
divisible by 4, a contradiction.
Suppose that P is given by Theorem 5(ii). In a similar way, we can deduce that k1 = m2, and hence
(X, R1 ∪ R4) is NLg(v)with v = r − s, g = r . The first intersection matrix for this case can be obtained
from the above B1 by interchanging r and s, and t and u. We can deduce that r and u are even and s is
odd. Since p111 = λ+s4 = r(r+2)+2s4 , s is even, a contradiction.
Suppose that P is given by Theorem 5(iii). Since X is amorphous, {R0, R1 ∪ R2, R3 ∪ R4} gives a
non-symmetric scheme, which has eigenmatrix (2.3). So,
ρ + τ = 1
2
(r + t +√−y+√−z) = −1+
√−n
2
,
and hence
√−y+√−z = √−n. Similarly, (X, {R0, R1∪R3, R2∪R4}) is a non-symmetric scheme and
thus
√−y − √−z = ±√−n. These equations imply either y = 0 or z = 0, which contradicts that
ρ, ω are both non-real. This completes the proof of the main theorem. 
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5. Non-existence of non-commutative amorphous schemes
The notion of amorphousness can be extended to non-commutative schemes, again, by requiring
that each admissible partition produces a fusion scheme. It is natural to ask whether such schemes
exist. We show the non-existence of non-commutative amorphous schemes in this section.
Theorem 6. There does not exit any non-commutative amorphous association scheme.
Proof. By the main theorem, we may assume that φ ≥ 1. Since association schemes with at most
four classes are commutative, we may assume that 2θ + φ ≥ 5. We first treat the minimal cases
(θ, φ) = (1, 3) or (2, 1), and the general case will then follow. Suppose that X is a non-symmetric
amorphous scheme with (θ, φ) = (1, 3) or (2, 1). If X is non-commutative, then the adjacency
algebra generated by the adjacency matrices of X over the complex numbers C is non-commutative
of dimension 6. It is semisimple and thus is isomorphic to the direct sum of full matrix algebras of
degrees 1, 1 and 2:
C⊕ C⊕M2(C).
X has a 4-class fusion scheme whose adjacency algebra, of dimension 5, is a commutative
subalgebra of that ofX. On the other hand,M2(C) cannot have commutative subalgebras of dimension
3, and thus the adjacency algebra of X has no commutative subalgebras of dimension 5, which is a
contradiction. Therefore, X is commutative. (In fact, we have proved that a 5-class non-commutative
scheme cannot have a 4-class fusion scheme.)
Let X be an amorphous non-symmetric scheme with 2θ + φ > 5, θ ≥ 1. Any two adjacency
matrices ofX are among the adjacencymatrices of some fusion schemewith (θ, φ) = (1, 3) or (2, 1).
So the adjacency matrices of X commute pair-wisely, and thus X is commutative. 
We note that the minimal cases can also be handled by a careful analysis of intersection numbers,
which shows that the intersection numbers in each case coincide with those of certain commutative
amorphous scheme. In fact, using the notation in [11], amorphous schemes with (θ, φ) = (1, 3)
belong to Lg1;g2,g3,g4(v) or NLg1;g2,g3,g4(v), and amorphous schemes with (θ, φ) = (2, 1) belong to
Lg1,g2;g3(v) or NLg1,g2;g3(v).
6. Concluding remarks
We conclude with some comments.
(i) In a recent paper [6], van Dam and Muzychuk give an excellent survey of symmetric amorphous
association schemes. Among many results, they list known constructions and enumerate such
schemes on up to 49 vertices. However, there has not been much work done with the non-
symmetric counterpart except [11] and this work here.
(ii) In light of Theorem 5, it is interesting to study skew-symmetric schemes with four classes. We
have some results in [16].
(iii) In this comment, we adopt the terminology in [11]. Let X = (X, {Ri}di=0) be an amorphous
commutative scheme with (θ, φ). If θ + φ ≥ 3, Ivanov’s theorem implies that X belongs to
Lg1,...,gθ ;gθ+1,...,gθ+φ (n) or NLg1,...,gθ ;gθ+1,...,gθ+φ (n) for some gi (1 ≤ i ≤ θ + φ), n2 = |X |. See [11,
p. 516]. Let us write (N)L−;g1,g2(n) in place of (N)L;g1,g2(n) when θ = 0. If (θ, φ) = (2, 0), we
prove in Section 4 thatX still belongs to L−;g1,g2(n) orNL−;g1,g2 (n). This result does not follow from
Ivanov’s theorem, even though no association scheme in this case is realizable. If (θ, φ) = (1, 1),
X is amorphous by definition. We do not knowwhether all primitive schemes in this case belong
to Lg1;g2(n) or NLg1;g2(n). Bannai and Song [2] raised a question about the existence of certain
association schemes that belong to Lg1;g2(n). It is interesting to study association schemes that
belong to Lg1;g2(n) or NLg1;g2(n).
(iv) By the main theorem and the discussion following it, the next minimal case for non-symmetric
amorphous schemes is (θ, φ) = (1, 2). One wonderswhether there exist amorphous schemes for
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this case. The answer is positive, since every amorphous scheme with θ ≥ 1 and 2θ + φ ≥ 5 has
such a fusion scheme. See [11]. Hanaki and Miyamoto [9] have enumerated association schemes
on 38 and up to 34 vertices. There are 1883 4-class schemes with (θ, φ) = (1, 2), but none is
amorphous. It is still an interesting question to investigate which parameter sets are realized.
(v) In the literature [8,12,6], an association scheme is call amorphic if every partition of R containing
{R0} gives rise to a fusion scheme. The term amorphous was used in [11] for more restrictive
partitions. For symmetric schemes, these two notions are equivalent.
(vi) Ponomarenko and Barghi [18] recently introduced amorphic C-algebras by axiomatizing the
property that each partition of a standard basis leads to a subalgebra. Just like association
schemes, each amorphic C-algebra of dimension at least 4 is symmetric. They showed that
any amorphic C-algebra is determined up to isomorphism by its diagonal structural constants
(valencies in the case of association scheme) and an additional integer  = ±1 (reflecting
the positive or negative Latin square type). Since our focus here is non-symmetric association
schemes, our work has little overlap with that of [18].
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