In this article, an improved collocation method based on the Morgan-Voyce polynomials for the approximates solution of multi-pantograph equations is introduced. The method is based upon the improvement of Morgan-Voyce polynomial solutions with the aid of the residual error function. First, the Morgan-Voyce collocation method is applied to the multi-pantograph equations and then Morgan-Voyce polynomial solutions are obtained. Second, an error problem is constructed by means of the residual error function and this error problem is solved by using the Morgan-Voyce collocation method. By summing the Morgan-Voyce polynomial solutions of the original problem and the error problem, we have the improved Morgan-Voyce polynomial solutions. When the exact solution of problem is not known, the absolute error can then be approximately computed by the Morgan-Voyce polynomial solution of the error problem. Numerical examples that the pertinent features of the method are presented. We have applied all of the numerical computations on computer using a program written in MATLAB.
Introduction
Functional-differential equations with proportional delays are usually refered to as pantograph equations or generalized equations. The name pantograph came from the work of Ockendon and Tayler [1] on the collection of current by the pantograph head of an electric locomotive.
The purpose of this work is to apply Morgan-Voyce polynomials to the nonhomogenous and the homogenous multi-pantograph equations with variable coefficients, which is the extension of the pantograph equations given in [5, 16] .
In this study, we want to solve the pantograph equation given by
that is a multi-pantograph equations given in [5, [19] [20] [21] and its initial condition is
In here, y(t) is an unknown function, the known functions µ j (t) and g(t) are defined on interval a ≤ t ≤ b and λ and q j are real or complex constants.
In this paper, by improving the Morgan-Voyce collocation method with the aid of residual error function used in [24] [25] [26] , we obtain an approximate solution of (1) expressed in the truncated Morgan-Voyce series form
y N,M (t) = y N (t) + e N,M (t)
where
is the Morgan-Voyce solution and is the Morgan-Voyce polynomial solution of the error problem obtained with the aid of the residual error function. Here a n , a * n , n = 0, 1, 2, ..., N are the unknown Morgan-Voyce coefficients; N and M are any chosen positive integers such that M ≥ N ≥ 2; and B n (t), n = 0, 1, 2, ..., N are the Morgan-Voyce polynomials defined by
Fundamental matrix relations
Firstly, we can write the Morgan-Voyce polynomials B n (t) in the matrix form as
and
. 
On the other hand, the relation between the matrix T(t) and its derivative is T (1) (t) is
If we follow from (6) and (7), we derive
Similarly, the matrix relations are as follows,
Method of solution
Now, we are ready to construct the fundamental matrix equation for Eq. (1). For this aim, by substituting the matrix relation (6), (8) and (9) into Eq. (1), we obtain the matrix equation
In Eq. (10) we substitute collocation points defined by
and we obtain the system of the matrix equations as,
or briefly the fundamental matrix equation
So, we can write the fundamental matrix equation (11) corresponding to Eq.(1) in the form
Here, Eq. (12) corresponds to a system of N + 1 linear algebraic equations with N + 1 unknown Morgan-Voyce coefficients a 0 , a 1 , ..., a N . For the conditions (2), we can obtain the matrix form as,
On the other hand, the matrix form for the condition can be written as
Under the condition (2) , to obtain the solution of Eq. (1), we replace the row matrice (13) by the last one row of the matrix (12) , so have the new augmented matrix [15, 16, 17 ]
If 
Residual correction and error estimation
In this section, we will give an error estimation for the Morgan-Voyce polynomial solution (4) with the residual error function [23] [24] [25] [26] and will improve the Morgan-Voyce polynomial solution (4) with the help of the residual error function. For this purpose, we get the residual function of the Morgan-Voyce collocation method as
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Here y N (t) is the Morgan-Voyce polynomial solution given by (4) of problem (1) and (2). Thus, y N (t) satisfies the problem
Also, the error function e N (t)
such that y(t) is the exact solution of problem (1) and (2). By using Eqs. (1), (2), (15) and (16) we can get the error differential equation
with the condition e N (0) = 0 or clearly, the error problem is
e N (0) = 0.
Here, we note that the nonhomogeneous condition y(0) = γ and y N (0) = γ has been reduced to the homogeneous condition e N (0) = 0.
By solving problem (17)- (18) with the method introduced section (2) and (3), we get the approximation
Consequently, by means of the polynomials y N (t) and e N,M (t), (M ≥ N), we get the correct Morgan-Voyce polynomial solution y N,M (t) = y N (t)+ e N,M (t). Also, we construct the error function e N (t) = y(t)− y N (t), the correct error function E N,M (t) = e N (t)− e N,M (t) = y(t) − y N,M (t) and the estimated error function e N,M (t).
If the exact solution of Eq. (1) is unknown, then the absolute errors |e
However the absolute errors can be approximately computed with the aid of the estimated absolute error function |e N,M (t)| .
Numerical examples
In this section, to show the accuracy and effeciency properties of the present method we give several numerical examples. We have performed all the calculations with MATLAB. The values of the exact solution y(t), the polynomial approximate solution y N (t), the corrected Morgan-Voyce polynomial solution y N,M (t), the absolute error function e N (t) = |y(t) − y N (t)|, the corrected absolute error function |E N,M (t)| and the estimated absolute error function e N,M (t) have been illustrated in Tables and Figures at 
And approximate the solution by the truncated Morgan-Voyce series
where N = 3, µ 1 (t) = cos(
From Section 3, for N = 3, the set of collocation points is,
and from Eq. (10), the fundamental matrix equation of the problem is So, for N = 3, the approximate solution of the problem yields
Now, let us find the improved Morgan-Voyce polynomial solution for M = 5. For this purpose, let us first consider the error problem
where the residual error function is
By solving the error problem (20)- (21) for M = 5 with the method introduced in Section 2 and 3, the Morgan-Voyce error function approximation . Table 1 shows some numerical values of the exact solution, the Morgan-Voyce polynomial solution and the improved Morgan-Voyce polynomial solutions. In Table 2 , the actual absolute errors are compared with the absolute errors estimated by the presented method for N = 3, 6 and M = 5, 8, 10, 12 and also the absolute error functions are compared in Figure 1 and 2. We see from these comparisons that the estimated absolute errors are quite close to the actual absolute errors. Table  3 denotes the absolute errors of the improved Morgan-Voyce polynomial solutions for N = 3, 6 and M = 5, 8, 10, 12. The improved absolute error functions are given in Figure 3 and 4. It is seen from Tables 2 and 3 and Figure 1 that the errors decrease when N and M are increased. Comparison of improved absolute error functions 
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Comparison of improved absolute error functions 
where µ 1 (t) = −e −0.5t sin(0.5t), µ 2 (t) = −2e −0.75t cos(0.5t) sin(0.25t). From Eq. (13), the fundamental matrix equation of the problem is
According to the procedure in Section 2,3 and 4, we find the aproximate solutions of the problem for different values of N and M. In Table 4 , we compare the absolute errors obtained by the present method, the Morgan-Voyce collocation method and Taylor method. The absolute error functions are compared in Figure 5 . 
Conclusion
In this article, we have improved the Morgan-Voyce collocation method, based on Morgan-Voyce polynomials, for Multi-pantograph equations. This improvement is based on the residual error function. In addition, an error estimation is given with the residual error function. Morever, if the exact solution of the problem is unknown, then the absolute errors |e N (t i )| = |y(t i ) − y N (t i )| , (0 ≤ t i ≤ b ) can be estimated by the approximation |e N,M (t)|. It is seen from Tables 1-3 that the estimated absolute errors |e N,M (t i )| are quite close to the actual absolute errors |e N (t i )| = |y(t i ) − y N (t i )| . We see from tables and figures that the errors decrease when N and M are increased. The comparisons of the present method by the other methods show that our method is very effective. A consirable advantage of the method is that the approximate solutions are computed very easily by using a well-known symbolic software such as Matlab, Maple and Mathematica.
