Dissémination dans les réseaux de capteurs avec puits mobiles by Ben Hamida, Elyes et al.
HAL Id: inria-00176965
https://hal.inria.fr/inria-00176965
Submitted on 5 Oct 2007
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Dissémination dans les réseaux de capteurs avec puits
mobiles
Elyes Ben Hamida, Artur Ziviani, Marcelo Dias de Amorim
To cite this version:
Elyes Ben Hamida, Artur Ziviani, Marcelo Dias de Amorim. Dissémination dans les réseaux de
capteurs avec puits mobiles. 9ème Rencontres Francophones sur les Aspects Algorithmiques des Télé-
communications, May 2007, Ile d’Oléron, France. pp.85-88. ￿inria-00176965￿
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Dans cet article, nous proposons une nouvelle structure virtuelle permettant une dissémination efficace dans les résaux
de capteurs avec puits mobiles. Nous étudions analytiquement le coût de communication dans le pire cas. Ensuite, nous
simulons et comparons notre proposition à d’autres techniques proposées dans la littérature.
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1 Introduction
Les réseaux de capteurs sont des réseaux radio multisautscomposés d’une multitude de noeuds, ou
capteurs, déployés aléatoirement sur une zone d’intérêt. Ces capteurs présentent des ressources matérielles
limitées en termes de calcul, de stockage et d’énergie. Leparadigme de communication dans ce type de
réseau est du typeN-vers-1, où les capteurs collectent des données de l’environnemet qui les entoure (i.e.,
température, pression, ...), et les disséminent vers un point central, appelé également puits. Ce puits a pour
principal objectif la collecte des différentes données g´ nérées par les capteurs. Plusieurs études supposent
que ce puits est statique ou immobile. Cependant, cette hypot èse n’est pas toujours réalisable notamment
pour des raisons de sécurité ou de déploiement. De plus, la mobilité du puits permet d’augmenter la durée de
vie du réseau en évitant de surcharger les noeuds présents da s le voisinage du puits. Plusieurs applications
peuvent tirer profit de la mobilité du puits comme letarget-trackingou le habitat-monitoring. Dans un
premier temps, nous présentons un état de l’art. Ensuite,nous décrivons notre proposition. Enfin, nous
terminons par une étude analytique et les résultats de simulation.
2 État de l’art
Plusieurs protocoles de dissémination des données dans les réseaux de capteurs ont été proposés dans la
littérature. GHT [RKS+02] introduit le concept deData-centric storage. Grâce à une fonction de hachage,
GHT détermine à partir des méta-données (i.e., type desdonnées à disséminer) les coordonnées d’un point
appartenant à la zone d’intérêt. Le noeud, ouh me-node, le plus proche de cette coordonnée aura la charge
de stocker les données générées par la source. Ainsi à chaque type de données correspond unhome-node
différent. Afin d’éviter que ce home-node soit un point de congestion, les auteurs proposent de dupliquer
ce noeud à travers la surface grâce à SR (structured-replication) [RKS+02]. Shim et al [SP06] proposent
un protocole de dissémination utilisant des noeuds appel´eslocators, et qui sont déterminés grâce à GHT et
répliqués sur la surface grâce à SR. Ceslocatorssont utilisés par le puits afin de mettre à jour sa position,
et sont consultés par les sources afin de localiser le puits.Dans TTDD [LYC+03], chaque noeud source
crée une grille virtuelle sur le réseau. Cette grille est par la suite utilisée par le protocole de routage pour
acheminer les requêtes et les données entre la source et lepuits mobile. Enfin, Railroad [SKPP05] permet la
création d’une structure virtuelle sous la forme d’un anneau, ourail , placée au milieu de la zone d’intérêt.
Cet anneau joue alors le rôle d’un point de rendez-vous pourles requêtes du puits mobile et le stockage des
données. Le tableau 1 présente une classification des diff´ rentes approches présentées, en fonction du type
des informations que l’on dissémine, de l’emplacement pour le stockage ainsi que de la technique utilisée.
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TAB . 1: Classification des protocoles de dissémination et de collecte de données.
Protocole Qu’est ce qu’on disśemine ? Où ? Comment ?
GHT [RKS +02] données 1 noeud GHT
GHT+SR [RKS+02] données 1 noeud parmi N GHT
TTDD [LYC +03] données 1 noeud grille
Railroad [SKPP05] méta-données 1 noeud parmi N Rail
Locators [SP06] position du puits 1 noeud parmi N GHT
3 Contributions
Nous proposons dans cet article le protocole LBDD (Line-Based Data Dissemination protocol). LBDD
définit une structure virtuelle sous la forme d’une bande, de largeurw, placée au milieu de la surface
d’intérêt. Cette bande est également divisée en groupes de tailleg. Les paramètresw et g permettent de
limiter la congestion et d’assurer le passage à l’échelle. Les noeuds positionnés à l’intérieur de la bande
sont appelésinline-nodes. Cette bande représente une zone de rendez-vous pour les requêtes et le stockage
des données. Nous supposons que chaque noeud connaı̂t sa position géographique (en utilisant par exemple
le GPS) ainsi que les coordonnées de la zone. Grâce à ces informations, l’élection desinline-nodesse fait
donc facilement. Enfin, l’acheminement des messages se faitgrâce à un routage géographique.
Comme présenté sur la figure de droite, le fonctionnement dLBDD se
décompose en deux principales étapes : (i)Disśemination : dès qu’un
noeud détecte un stimulus, une donnée est générée et est nvoyée vers le
plus procheinline-node; et (ii) Collecte : afin de collecter les différentes
données, le puits envoie une requête perpendiculairement à la bande. Le
premierinline-nodequi reçoit la requête, la fait propager dans les deux di-
rections de la bande jusqu’à atteindre le ou les noeud(s) pos édant la donnée












Pour faciliter la recherche d’une donnée, deux solutions de tockage à l’intérieur de la bande sont pos-
sibles : (i) la donnée est inondée au sein d’un groupe ; ou (ii) la donnée est stockée au niveau du leader d’un
groupe. La première solution peut présenter un problèmede congestion, tandis que la deuxième nécessite
une élection périodique du leader afin d’éviter de surcharger un noeud particulier. Enfin, pour gérer la mo-
bilité du puits, celui-ci élit parmi ses voisins unhome-nodequi va se charger d’émettre les requêtes vers la
bande et de la retransmission des données reçues vers le puits. Cette élection est périodique et dépend de la
vitesse du puits. Si le puits s’éloigne de sonhome-node, un chemin est alors construit grâce auprogressive-
footprint-chaining[SKPP05].
4 Analyse de performances
Nous considérons un réseau multisaut dans lequelN noeuds sont déployés aléatoirement et uniformément
sur un carré de surface 1× 1 et suivant une intensitéλ. Nous notonsr la portée de communication des
noeuds, et nous définissonsHλ,r(d(x,y)) = ζ
d(x,y)
r la fonction permettant de déterminer le nombre moyen
de sauts entre deux noeudsx et y [BCF05]. Cette fonction dépend de la portée de communication r, de la
densité de noeudsλ, ainsi que de la distance euclidienned(x,y) entre les noeudsx ety. Nous supposons que
ζ = 1. Similairement à l’étude effectuée dans [SKPP05], nous admettons 4 types de messages : messages
de notification, requête, donnée et messages de contrôle, de tailles respectivespe, pq, pd, et pc. Nous sup-
posons quepe = pc = pq et pd = 2× pq. Nous considéronsmpuits se déplaçant aléatoirement à l’intérieur
de la surface, ainsi quen noeuds source. Le nombre moyen de requêtes et de données peuvent ˆ tre notés,
respectivement,mq̄ et nē. Enfin, nous négligeons la largeurw de la ligne afin de permettre une analyse
du coût de communication dans le pire cas. Ce coût représent l nombre total de messages échangés du-
rant la procédure de collecte et de dissémination, et est défini comme suit :Cprotocol= CDD +CDL +CDT,
où CDD, CDL , CDT représentent, respectivement, le coût de la dissémination, de la recherche et du trans-
fert de la donnée.LBDD. Pour le cas de LBDD, dès qu’un noeud détecte un stimulus, unmessage est
généré et est transmis vers le plus procheinline-node. Dans le pire cas, ce message traverse environHλ,r(
1
2)




nē pd. Afin de récupérer une donnée, le



















































(a) q̄ = 50 etē variable. (b) ¯e= 50 etq̄ variable.
FIG . 1: Coût de communication dans le pire cas (m= 5 puits,n = 10 noeuds source,N = 10000,r = 0.1, α = 0.3).
puits mobile envoie une requête en direction de la bande. Cemessage est alors propagé le long de la
bande jusqu’à arriver auinline-nodecorrespondant. Dans le pire cas, le coût de la recherche estcalculé





mq̄ pq + Hλ,r (1) mq̄ pq. Vu que la distance, dans le pire
cas, entre uninline-nodeet un puits est de
√
5
2 (longueur de la diagonale d’un demi carré), le coût de





nē pd. Afin d’éviter de
transférer des données dupliquées, nous considérons dans ce qui précède que le nombre de transferts n’est
pas proportionnel au nombre de requêtes. En d’autres termes, un puits ne recevra une réponse à sa requête
que si leinline-nodepossède une nouvelle donnée à transmettre. Le coût total de LBDD, dans le pire


















2)nēpd, où v̄ est le nombre moyen de fois que
le puits change de cellules, etd est la profondeur de la hiérarchie géographique [RKS+02].
GHT, Railroad, et TTDD. Les coûts de communication de GHT, Railroad, et TTDD sont d´efinis comme
suit (pour plus de détails, se référer à [SKPP05]) :
CGHT = (2nē pd +mq̄ pq)Hλ,r(
√
2);























oùα est la taille d’une cellule de TTDD, etNL est le nombre de noeuds présents à l’intérieur d’une cellule,
e.g. NL = Nα
2
Area.
Afin de comparer le coût de communication des différentes approches, nous considérons deux scénarios
différents : (i) le premier, représenté sur la figure 1(a), avecq̄ requêtes par puits et un nombre variable de
données générées par source ( ¯e) ; et (ii) un deuxième scénario représenté sur la figure 1(b), avec un nombre
de requêtes variable et ¯données générées par noeud source. Il est à noter que Locators n’est pas évalué
sur le dernier scénario puisque c’est un protocole orient´e-´ vénements où le puits n’émet pas de requêtes.
Nous remarquons dans les deux scénarios que TTDD présenteun coût de communication assez élevé. Ceci
est dû à la création d’une grille par noeud source. De plus, nous remarquons que les scénarios avec un
nombre de données élevé par rapport aux requêtes sont plus adaptés à des protocoles mettant en oeuvre une
structure virtuelle comme Railroad et LBDD. Enfin, les scénarios avec un nombre de requêtes élevé par
rapport aux données sont favorables aux protocoles GHT et LBDD. Dans les deux cas LBDD s’avère le
meilleur compromis avec un coût de communication assez faible par rapport aux autres approches.
5 Simulation
Afin de valider notre étude analytique nous avons effectuépl sieurs simulations. Par soucis d’équité
nous avons implémenté LBDD ainsi que GHT sous le frameworkWorldSens/wsnet†. Nous considérons un
† http ://worldsens.citi.insa-lyon.fr

































































(a) Consommation d’énergie. (b) Délai moyen. (c) Nbr. moyen de sauts.
FIG . 2: Résultats de simulation. (Surface=500m× 500m, λ = 0.005, r = 35m, MAC : 802.11, Modulation :BPSK,
Interférence :Orthogonal, routage géographique classique, ¯q = 10, ē= 22, vitesse moyenne du puits=10m/s)
scénario où chaque source génère une donnée toutes les0.5set où chaque puits émet une requête toutes les
1s. Les paramètres de simulation sont présentés sur la légende de la figure 2. A travers ces simulations, nous
mesurons les métriques suivantes : (i)Énergie : consommation moyenne d’énergie ; (ii)Délai : délai moyen
entre le moment où la donnée est générée par une source et le moment où elle est récupérée par le puits ;
(iii) Nbr. sauts : nombre moyen de sauts de la source vers le point de rendez-vous et entre ce dernier et le
puits. Enfin, nous faisons varier le nombre de paires{source, puits} et nous effectuons une moyenne sur 10
scénarios différents. La figure 2 présente les résultats ob enus. Nous remarquons que LBDD présente une
faible consommation d’énergie par rapport à GHT, ainsi qu’un délai et un nombre moyen de sauts inférieur
à ceux de GHT. Ces résultats confirment bien ceux obtenus par l’étude analytique (figure 1 (a)).
6 Conclusion et perspectives
Dans cet article, nous avons étudié le problème de la dissémination et de la collecte de données dans
les réseaux de capteurs avec puits mobiles. Après avoir classifié quelques approches proposées dans la
littérature, nous avons proposé le protocole LBDD qui permet de mettre en oeuvre une structure virtuelle
facilitant le processus de dissémination. Ensuite, nous avons calculé le coût de communication dans le pire
cas de LBDD et nous l’avons comparé aux autres approches. Les résultats analytiques ont montré l’efficacité
de LBDD par rapport aux autres protocoles. Dans le but de confirmer les résultats théoriques, nous avons
simulé et comparé GHT et LBDD.́Etant donné la limitation pour le nombre de pages, seuls quelques
résultats de simulation ont été présentés. Ceux-ci montrent l’efficacité de notre approche par rapport à GHT
en terme de consommation d’énergie, de délai moyen et enfinterme de nombre moyen de sauts.
Cependant, la mise en oeuvre d’une structure virtuelle peutinfl er la durée de vie du réseau. Ainsi, si le
nombre de données générées par un noeud source est trèsélev´ , la zone centrale pourrait être surchargée.
Il est donc intéressant d’étudier ce problème et notamment le dimensionnement des paramètresw et g. De
plus, en fonction des scénarios, il serait plus efficace de disséminer des méta-données que les données elles-
mêmes. Actuellement, nous travaillons activement sur cette problématique et nous essayons également de
voir s’il existe d’autres structures plus efficaces que celles proposées dans cet article.
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