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Abstract
Intelligente Bauteile sind zunehmend in der Forschung und Industrie von Interesse,
aufgrund ihrer vielfa¨ltigen Einsatzmo¨glichkeiten. Ein Beispiel dafu¨r ist ein aktuelles
Projekt des Bundesexzellenzclusters MERGE, welches sich mit der Entwicklung ei-
ner Mittelkonsole befasst, die als Bedienelement in einem Kraftfahrzeug dienen und
durch Beru¨hrungen Aktionen ausfu¨hren soll. Um diese Funktionalita¨t zu ermo¨gli-
chen, ist es notwendig, die mittels piezokeramischer Sensoren erzeugten elektrischen
Signale hinsichtlich der Lokalisation des Einschlags auszuwerten. Diesbezu¨glich wer-
den verschiedene Signaleigenschaften auf ihre Eignung unter Verwendung einer sup-
port vector machine untersucht. Die Ergebnisse zeigen, dass durch die energeti-
sche Betrachtung der Signale eine Einschlagslokalisation realisierbar ist, aber Ein-
schra¨nkungen in der praktischen Verwendbarkeit aufweist.
Keywords: piezokeramischer Sensoren, Einschlagslokalisation, Mittelkon-
sole, MERGE, support vector machine
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1 Einleitung
Die Erkennung und Lokalisierung von Einschla¨gen spielt besonders in der Luft-
und Raumfahrtbranche eine große Rolle. Zum Beispiel kann ein Hagelsturm kaum
oder gar keine visuell erkennbaren Scha¨den auf der Oberfla¨che eines Flugzeugs hin-
terlassen, aber zu Delamination von Zwischenschichten oder Bescha¨digungen von
darunter liegenden Systemen fu¨hren [1]. Als Folge ko¨nnen Bauteile versagen und im
schlimmsten Fall das Flugzeug zum Absturz bringen. Um dem vorzubeugen werden
multifunktionale Leichtbauteile entwickelt, die in der Lage sind den Zustand des
Systems zu u¨berwachen [1]. Auch die Automobilbranche zeigt immer mehr Interesse
an solchen Leichtbauteilen, die verschiedene Funktionalita¨ten erfu¨llen und zugleich
durch ein geringes Gewicht den Kraftstoffverbrauch und die dadurch entstehenden
Emissionen senken [2]. Durch die zunehmende Bedeutung von Leichtbaustrukturen
sind die effiziente Herstellung von diesen und die Entwicklung weiterer Funktiona-
lita¨ten große Themengebiete in der Forschung.
Das Bundesexzellenzcluster MERGE verfolgt das Ziel einer effizienten Massen-
produktion von intelligenten Leichtbauteilen [3]. Um dies zu erreichen wurde ein
Herstellungsprozess entwickelt, in dem ein hybrides Laminat zusammen mit einem
Aluminiumblech und Kupferelektroden zu einem Halbzeug zusammengefu¨gt werden,
dass anschließend zu einem Bauteil umgeformt wird [3]. Das hybride Laminat be-
steht unter anderem aus piezokeramischen Partikeln und Carbon Nanotubes, welche
einen sensorischen Effekt erzeugen [3]. Dies ermo¨glicht im Zusammenspiel mit einem
Signalverarbeitungssystem die Realisierung verschiedener Funktionalita¨ten, wie zum
Beispiel die Einschlagserkennung auf der Materialoberfla¨che oder die Zustandsu¨ber-
wachung des Systems [3,4]. Die Entwicklung von echtzeitfa¨higen und energieeffizien-
ten eingebetteten Signalverarbeitungssystemen ist ebenfalls ein Forschungsschwer-
punkt des Bundesexzellenzclusters MERGE [3,5]. Durch die Herstellung von Leicht-
bauteilen mit integrierten Sensoren und intelligenten Evaluierungssystem wird ein
weitreichendes Einsatzgebiet ermo¨glicht, welches sich von der Mensch-Maschinen-
Interaktion bis hin zum structural health monitoring erstreckt [3].
Ein aktuelles Projekt des Bundesexzellenzclusters MERGE ist die Entwicklung ei-
nes intelligenten Eingabesystems in Form einer Mittelkonsole fu¨r ein Kraftfahrzeug
[4]. Dieses Bediensystem soll a¨hnlich wie ein Touchdisplay funktionieren und durch
die Beru¨hrung des menschlichen Fingers anwendungsspezifisches Verhalten aktivie-
ren ko¨nnen, wie zum Beispiel das O¨ffnen und Schließen von Fenstern oder Koffer-
raum [4]. Fu¨r die Umsetzung wird ein Signalverarbeitungssystem beno¨tigt, dass in
der Lage ist u¨ber Einschlagslokalisationsverfahren den Beru¨hrungspunkt zwischen
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Finger und Bedienoberfla¨che zu ermitteln. Mit dieser Problematik hat sich Frank
Ullmann bereits bescha¨ftigt. Fu¨r seine Untersuchungen wurde ein U-fo¨rmiger De-
monstrator verwendet, welcher mit drei longitudinal angeordneten Piezokeramischen
Sensoren ausgestattet war [4]. Die Lokalisierung der Einschla¨ge erfolgt u¨ber die Ver-
wendung von maschinellen Lernalgorithmen, da sie den Vorteil besitzen, dass die
konkrete Struktur des Objektes fu¨r die Berechnungen nicht bekannt sein muss [4].
Um herauszufinden welcher maschinelle Lernalgorithmus sich in diesem Fall am bes-
ten eignet evaluierte Herr Ullmann Neuronale Netze, support vector machines und
extreme learning machines [4]. Mit Hilfe einer Pendelapparatur wurden an 42 ver-
schiedenen Punkten die Messwerte fu¨r die Evaluierung aufgenommen [4]. Aus diesen
erfolgt die Erstellung der Datensets, die sich in Trainingsdaten zum Anlernen und
Testdaten zum Testen der Genauigkeit des maschinellen Lernalgorithmus unterglie-
dern [4]. Durch das verwendete Pendel wird gewa¨hrleistet immer wieder dieselbe
Stelle mit der gleichen Kraft zu treffen [4]. Als Eingaben fu¨r die Algorithmen dienen
Signaleigenschaften, welche sich abha¨ngig von der Einschlagsposition a¨ndern. Dafu¨r
werden zum einen Frequenzbereiche der Fourier transformierten Spannungskurve
und zum anderen die Zeitdifferenzen der Einschlagserkennung an den verschiedenen
Sensoren genutzt [4]. Das beste Ergebnis wurde durch die Kombination von der sup-
port vector machine mit nicht linearem Kernel und den Zeitdifferenzen, als Eingabe,
erreicht [4]. Jedoch konnten auch bei den anderen Algorithmen nur die Zeitdifferen-
zen ein zufriedenstellendes Resultat erzielen [4]. Es wird sichtlich, dass das Ergebnis
nicht sonderlich von dem verwendeten Algorithmus abha¨ngt, sondern viel mehr von
der Signaleigenschaft, auf welche der Algorithmus angelernt wird [4].
Der Lo¨sungsansatz von Frank Ullmann zeigt, dass es mo¨glich ist Einschla¨ge mittels
maschinellen Lernens zu lokalisieren. Jedoch ist dieser Ansatz nur unter starken Ein-
schra¨nkungen nutzbar, da die Mittelkonsole u¨ber die Beru¨hrung des menschlichen
Fingers gesteuert werden soll. Das Bedeutet im Vergleich zum Pendel, dass die Treff-
genauigkeit abnimmt und die Kraft des Einschlags variiert. Außerdem unterscheidet
sich das Material des Pendels mit dem menschlichen Finger, was in unterschiedlichen
Schwingungen resultiert. All diese Aspekte haben Einfluss auf die Berechnungen des
maschinellen Lernalgorithmus und es ist nicht mehr sichergestellt, dass dieser dann
immer noch mit ausreichender Genauigkeit die Einschla¨ge lokalisieren kann. Ein wei-
teres Problem ist die Anordnung der Sensoren auf dem U-fo¨rmigen Demonstrator,
die zur Folge hat, dass keine transversale Einschlagslokalisation mo¨glich ist.
Anknu¨pfend an den Lo¨sungsansatz von Frank Ullmann geht Rene´ Schmidt auf
die gerade beschriebenen Probleme ein. In seinen Untersuchungen wird eine neue-
re Mittelkonsole verwendet, die sich in der Form, sowie Anzahl und Anordnung
der Sensoren von der vom Herrn Ullmann genutzten Mittelkonsole unterscheidet.
Neben den drei longitudinal angeordneten Piezokeramischen Sensoren besitzt diese
noch einen vierten seitlichen, dezentralen Sensor [5]. Dadurch wird die longitudinale
genauso wie die transversale Einschlagslokalisation ermo¨glicht. Basierend auf den
Ergebnissen von Herrn Ullmann evaluierte Herr Schmidt nur die support vector ma-
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chine bezu¨glich verschiedener Kernel -Typen [5]. Um eine bessere Vergleichbarkeit zu
erhalten wurden ebenfalls die Zeitdifferenzen als Eingabe des maschinellen Lernalgo-
rithmus verwendet [5]. Die Erzeugung der Messdaten zum Trainieren und Testen der
support vector machine erfolgte u¨ber die Beru¨hrung des Fingers auf der Oberfla¨che
der Mittelkonsole [5]. Um die Einschla¨ge lokalisieren zu ko¨nnen fand eine Unter-
teilung der Mittelkonsole in 20 Felder statt, mit dem Ziel immer das Zentrum des
jeweiligen Feldes zu treffen [5]. Die Signalverarbeitungskette wurde von Herrn Ull-
mann u¨bernommen und auf Performance und Effizienz optimiert, indem die UART
Schnittstellen mit AXI Interfaces ersetzt wurden [5]. Das AXI Interface ermo¨glicht
eine schnelle Kommunikation mit einem hohen Datendurchsatz, wa¨hrend bei dem
UART Interface Buffer beno¨tigt werden um alle Daten bei einer hohen Samplera-
te zu erfassen [5]. In der Evaluierung der maschinellen Lernverfahren schnitt der
polynomial Kernel am besten ab, mit einer Genauigkeit von 94% im Trainings-Set
und 84% im Test-Set, gefolgt vom linear Kernel mit einer Genauigkeit von 84%
im Trainings-Set und 78% im Test-Set [5]. Der radial basis Kernel und der sigmoid
Kernel konnten mit ihrer geringen Genauigkeit im Test-Set nicht u¨berzeugen [5].
Wa¨hrend der Lo¨sungsansatz von Frank Ullmann eine solide Basis fu¨r die Daten-
erfassung und Evaluierung darstellt, zeigt Rene´ Schmidt, dass unter realistischen
Bedingungen und der Verwendung einer support vector machine, angelernt auf Zeit-
differenzen, eine ausreichend gute Einschlagslokalisierung erzielt werden kann. Je-
doch hat die Verwendung von Zeitdifferenzen den entscheidenden Nachteil, dass diese
Intensita¨tsabha¨ngig sind. Die Ermittlung der Zeit des Einschlags erfolgt durch die
U¨berschreitung eines festgelegten Schwellenwertes. Zum Beispiel kann es bei einer
schwachen Beru¨hrung der Bedienoberfla¨che der Mittelkonsole sein, dass der Schwel-
lenwert nicht mehr u¨berschritten wird. Im Gegensatz dazu kann ein zu starker Ein-
schlag Fehler in den Berechnungen hervorrufen. Beides kann dazu fu¨hren, dass keine
Aktion ausgefu¨hrt wird oder im schlimmsten Fall ein fehlerhaftes Verhalten auftritt.
Diese Arbeit fu¨hrt die Untersuchungen fort mit dem Ziel weitere Signaleigenschaf-
ten fu¨r die Einschlagslokalisation mit Piezokeramischen Sensoren zu finden, die eine
hohe Wiederholgenauigkeit und Intensita¨tsunabha¨ngigkeit gewa¨hrleisten.
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2 Stand der Technik
In diesem Kapitel werden die Funktionsweisen von Faseroptischen und Piezokerami-
schen Sensoren, sowie verschiedene Verfahren fu¨r die Einschlagslokalisation bespro-
chen.
2.1 Faseroptische Sensoren
Ein Faseroptischer Sensor ist eine Single Mode Faser bestehend aus einem lichtfu¨hren-
den Glaskern und einem Glasmantel, welcher den Glaskern umgibt [6]. Der Kern und
der Mantel besitzen einen unterschiedlichen Brechungsindex, sodass das Licht immer
an der Grenzfla¨che totalreflektiert und sich somit entlang der Faser ausbreitet [8].
Mittels eines Lasers aus UV-Licht wird unter Verwendung einer optischen Maske
ein Faser Bragg Gitter in den Faserkern geschrieben [6,9]. Durch das Hinzufu¨gen
solch eines Faser Bragg Gitters, welches ein Reflexionsgitter ist, werden sensorische
Eigenschaften erzeugt. Das Gitter transmittiert den gro¨ßten Teil des einkommenden
Lichts, wa¨hrend ein kleiner Teil des einkommenden Lichts reflektiert wird, wie in
Abbildung 2.1 zu sehen ist [6]. Außerdem zeigt die Abbildung 2.1, dass das transmit-
Abbildung 2.1: Funktionsweise eines Faser Bragg Gitters [6]
tierte Spektrum nicht das reflektierte Spektrum entha¨lt. Der reflektierte Lichtanteil
ist genaustens u¨ber die Bragg-Wellenla¨nge definiert, die sich aus dem Brechungsin-
dex des Kernes und der Gitterperiode des Bragg Gitters zusammensetzt [6]. Kommt
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es nun zu einer mechanischen Krafteinwirkung und zur Dehnung der Faser, so folgt
eine A¨nderung der Gitterperiode, was zu einer Vera¨nderung der Bragg-Wellenla¨nge
fu¨hrt. Dadurch wird das vom Bragg Gitter reflektierte Lichtspektrum verschoben,
wie in Abbildung 2.2 zu sehen ist [6]. Neben der Reaktion auf mechanische Deh-
Abbildung 2.2: A¨nderung des reflektierten Lichtspektrums eines belasteten Faser
Bragg Gitters [6]
nungen reagiert das Bragg Gitter empfindlich gegenu¨ber Temperatureinflu¨ssen, die
sich ebenfalls auf die Bragg-Wellenla¨nge auswirken [9]. Aufgrund der Dehnungs- und
Temperaturabha¨ngigkeit von Bragg Gittern ko¨nnen verschiedene Sensoren realisiert
werden, wie zum Beispiel Beschleunigungs-, Temperatur- oder Dehnungssensoren.
Es besteht die Mo¨glichkeit innerhalb einer Faser verschiedene Funktionalita¨ten zu
vereinigen, in dem mehrere aus Bragg Gitter bestehende Sensoren in dieser kombi-
niert werden [7,9]. Die Kombination von verschiedenen Bragg Gittern funktioniert
nur, da die Bragg Gitter auf einem sehr kleinen Wellenbereich arbeiten [9]. Kommt
es jedoch zur U¨berlagerung der reflektierten Wellenla¨ngen, dann sind die Funktiona-
lita¨ten der einzelnen Sensoren nicht mehr gewa¨hrleistet. Um die Sensoreigenschaften
praktisch nutzen zu ko¨nnen wird ein optisches Messgera¨t, wie das Spektrometer oder
der Interrogator, beno¨tigt [9,10]. Diese Messgera¨te ermo¨glichen die Umwandlung ei-
nes optischen Signals in ein elektrisches Signal, dass anschließend ausgewertet und
weiterverarbeitet werden kann [9,10].
Die Faseroptischen Sensoren haben ein weitreichendes Einsatzgebiet. Ein Beispiel
dafu¨r ist ihre große Bedeutung fu¨r die Raumfahrtbranche, denn sie werden dazu
genutzt um Einschla¨ge von Mikrometeoriten und Weltraumtru¨mmer auf der Schutz-
schicht von Raumschiffen zu detektieren und auszuwerten [7]. Mittels einer von der
NASA entwickelten Technologie ko¨nnen Zeitpunkt, Ort und Sta¨rke des Einschlags
bestimmt werden [7]. Kommt es zum Einschlag, so sorgt die entstehende Druckwelle
dafu¨r, dass sich die Fasern fu¨r einen kurzen Moment dehnen [7]. Wie bereits be-
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schrieben a¨ndert sich aufgrund der Dehnung die Bragg-Wellenla¨nge und somit auch
das Reflexionsspektrum. Anhand der Wellenla¨ngena¨nderung wird erkannt, dass ein
Einschlag stattgefunden hat [7]. Zu dem wird sich die Eigenschaft zu Nutze gemacht,
dass die Wellenla¨ngena¨nderung direkt proportional zu der Dehnung ist [9]. U¨ber die
Dehnungsberechnungen von mehreren Sensoren kann anschließend auf die Position
des Einschlags geschlossen werden [7].
Neben den Faseroptischen Sensoren gibt es die Piezokeramischen Sensoren, die
sich ebenfalls fu¨r die Einschlagslokalisation eignen. Die Funktionsweise der Piezoke-
ramischen Sensoren wird im na¨chsten Kapitel betrachtet.
2.2 Piezokeramische Sensoren
Die Piezokeramischen Sensoren basieren auf der Grundlage des Piezokeramischen
Effekts, welcher im Jahr 1880 von Jacques und Pierre Curie entdeckt wurde [11].
Die Bru¨der Curie stellten fest, dass durch mechanischen Druck auf einen Kristall
Oberfla¨chenladungen erzeugt wurden, die sich an der gegenu¨berliegenden Seite an-
sammeln [11]. Nur ein Jahr spa¨ter besta¨tigten sie in einem Experiment auch den
inversen Piezokeramischen Effekt [11]. Aufgrund dieser Entdeckung ist es mit Hil-
fe der sogenannten Piezokristallen mo¨glich mechanische in elektrische Energie um-
zuwandeln und umgekehrt. Detailliert betrachtet wird durch das Einwirken einer
mechanischen Kraft die Gitterstruktur des Kristalls verformt [12]. Durch diese De-
formation verlagern sich die Ladungsschwerpunkte der Elementarzellen und bilden
einen Dipol aus, wie in Abbildung 2.3 zu sehen ist [12]. Aufgrund der entstandenen
(a) Kristallstruktur im Ursprungszustand (b) Kristallstruktur wa¨hrend Krafteinwirkung
Abbildung 2.3: Piezokeramischer Effekt [28]
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Dipole sammeln sich an den Kristallra¨ndern Ladungen und erzeugen ein elektrisches
Feld [12]. Die dazugeho¨rige Spannung kann mit Hilfe einer Elektrode gemessen und
in Form eines elektrischen Signals mit einem Signalverarbeitungssystem weiterver-
arbeitet werden.
Die meisten piezoelektrischen Materialien werden auf der Basis des Kristalls Blei-
Zirkonat-Titanat (PZT) gefertigt [11]. Fu¨r die Herstellung einer Keramik werden
Polykristalle, Gebilde bestehend aus vielen Einzelkristallen, verwendet [11]. Die am
ha¨ufigsten eingesetzten Verfahren sind das Foliengießverfahren und das Pressverfah-
ren [11]. Bei dem Foliengießverfahren wird das Piezomaterial auf eine Folie gegossen
und gestanzt, wa¨hrend es bei dem Pressverfahren unter hohem Druck zu einem
Block geformt wird [11]. Zum Schluss muss bei beiden Verfahren das Material ge-
brannt werden [11]. Durch das Brennen nehmen die Elementarzellen eine willku¨rliche
Ausrichtung an, weshalb es eine Polarisation beno¨tigt, um die piezoelektrischen Ei-
genschaften zu gewa¨hrleisten, bevor die Keramik zur Weiterverarbeitung bereitsteht
[11].
Aus den Piezokeramiken stellt man Scheiben, Platten, Ringe, Streifen und diverse
andere Formen her [11]. Diese Formteile werden genutzt, um piezokeramische Sen-
soren und Aktoren zu fertigen [11]. Deren Einsatzgebiete reichen von Robotik und
Automatisierungstechnik u¨ber Medizintechnik bis hin zu vielen weiteren Bereichen
in der Industrie [11]. Des Weiteren finden die Piezosensoren Einsatz als Bestandteile
von komplexen Systemen, wie zum Beispiel in den intelligenten Leichtbauteilen vom
Bundesexzellenzcluster MERGE [3,4].
Das Bundesexzellenzcluster MERGE stellt seine eigenen Piezokeramischen Sen-
soren her, die aus einem du¨nnen Aluminiumblech, einem funktionalen Film und
einem Kupferblech bestehen [3,4]. Das Aluminiumblech hat eine Sta¨rke von 0,5 mm
und fungiert als Tra¨ger der funktionalen Komponente und zugleich als geerdete
Elektrode [3]. Eine A¨tzung mit Natriumhydroxid sorgt fu¨r eine mikrostrukturierte
Oberfla¨che des Bleches, was eine bessere Haftung des Sensorfilms zur Folge hat [4].
Der funktionale Film besteht aus einer piezokeramischen, thermoplastischen Masse
und bildet mit einer Sta¨rke von 250 µm die aktive Komponente des hybriden La-
minats [4]. Der Hauptbestandteil des funktionalen Films ist Blei-Zirkonat-Titanat,
welches gemischt mit Kohlenstoffnanoro¨hren die Sensoreigenschaften erzeugt [3,4].
Das Kupferblech mit einer Sta¨rke von 35 µm ist die letzte Komponente des piezo-
keramischen Sensors [3]. Diese hat die Aufgabe das elektrische Signal zu empfangen
und an das Evaluierungssystem weiterzuleiten [3]. Mittels des Evaluierungssystem
ko¨nnen dann verschiedene Funktionen, wie zum Beispiel die Einschlagserkennung
und -lokalisation realisiert werden. Im na¨chsten Kapitel wird betrachtet, wie mittels
des erzeugten elektrischen Signals die Position von Einschla¨gen bestimmt wird.
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2.3 Verfahren zur Einschlagslokalisation
Heutzutage ist die ga¨ngigste Methode die Position von Einschla¨gen durch die Ver-
wendung von maschinelle Lernalgorithmen und Neuronalen Netzen zu ermitteln
[4,13]. Diese bieten den Vorteil, dass die konkrete Struktur des Objektes nicht be-
kannt sein muss [4]. Falls es zu A¨nderungen in der Struktur kommt muss der Al-
gorithmus einfach nur neu angelernt werden. Alternativ besteht die Mo¨glichkeit ein
Modell des Objektes zu nutzen, mit dem die potentielle Position des Einschlags, ba-
sierend auf verschiedenen Eingabemustern, berechnet werden kann [14]. Unabha¨ngig
davon, welche der beiden Methoden Einsatz findet, nutzen diese Signaleigenschaf-
ten fu¨r ihre Berechnungen. Im Folgenden werden verschiedene Signaleigenschaften
betrachtet, welche als Eingaben fu¨r die Algorithmen dienen ko¨nnen.
2.3.1 Phasenverschiebung und Gangunterschied
Eine davon ist die Phasenverschiebung, die auch als Phasendifferenz oder Phasenla-
ge bezeichnet wird [15]. Als Phase versteht man den Winkel einer Kreisbewegung,
auf die eine Schwingung oder Welle abgebildet werden kann [15]. Eine Phasenver-
schiebung tritt im Zusammenhang mit periodischen Vorga¨ngen auf, wenn deren Fre-
quenzen und Periodendauern u¨bereinstimmen, aber diese sich in den Zeitpunkten,
an denen die Nulldurchga¨nge oder Extrema auftreten unterscheiden [15]. Kurzgesagt
ist die Phasenverschiebung eine physikalische Gro¨ße, die im Grad- oder Bogenmaß
angibt um wieviel zwei Wellen zueinander verschoben sind. Fu¨r das Auftreten einer
Phasenverschiebung mu¨ssen die Periodendauern nicht zwangsla¨ufig gleich sein, da
es genu¨gt, wenn diese ein ganzzahliges Vielfaches voneinander sind [15].
Abbildung 2.4: Phasenverschiebung [29]
In der Abbildung 2.4 ist die Phasendifferenz, gekennzeichnet mit Delta ϕ, veran-
schaulicht. Im rechten Teil des Bildes sind eine rote und eine blaue Schwingung zu
erkennen, die die gleiche Periodendauer von 2pi, aber verschiedene Nulldurchga¨nge
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besitzen. Somit sind die obigen Kriterien erfu¨llt und es liegt ein Phasenversatz vor,
der sich u¨ber die Subtraktion der Winkel, an denen sich die Nulldurchga¨nge befin-
den, berechnen la¨sst. Die zwei Schwingungen ko¨nnen, wie im linken Teil des Bildes
zu sehen ist, auf ein Zeigermodell u¨bertragen werden. Darin stehen die Zeiger, wel-
che um den Koordinatenursprung rotieren, repra¨sentativ fu¨r die Schwingungen. So
wie sich die Amplitude der Schwingung u¨ber die Zeit a¨ndert, so a¨ndert sich auch
die Position der Zeiger u¨ber die Zeit [15]. Dabei entspricht eine volle Umdrehung
der Zeiger genau einer Periode. Die Periodendauer ist abha¨ngig von der Winkelge-
schwindigkeit ω, die angibt wie schnell die Zeiger ihre Position a¨ndern [15]. Aufgrund
dieser Abha¨ngigkeit folgt, dass die Winkelgeschwindigkeit konstant bleiben muss, da
sonst die Periodizita¨t nicht mehr gegeben ist. Ein weiterer Zusammenhang besteht
zwischen der Winkelgeschwindigkeit ω und der Zeit t, die miteinander multipliziert
den Winkel zu der Zeit t ergeben. Dadurch kann im Liniendiagramm die Phasen-
verschiebung als Abstand zwischen den Nulldurchga¨ngen gekennzeichnet werden.
Im Zeigerdiagramm ist die Phasenverschiebung der Winkel zwischen den beiden
Zeigern, welcher aufgrund der konstanten Winkelgeschwindigkeit ebenfalls konstant
ist. Zu dem wird sichtlich, dass die Phasenverschiebung nicht von der Amplitude der
Schwingungen abha¨ngt.
Fu¨r die Einschlagslokalisation u¨ber die Phasenverschiebung sind mehrere Senso-
ren no¨tig, die an verschiedenen Stellen des Objektes angebracht sein mu¨ssen. Eine
schlechte Positionierung dieser hat zur Folge, dass die Einschlagslokalisation nur
noch in transversaler oder longitudinaler Richtung mo¨glich ist. Kommt es zum
Einschlag, so breitet sich eine Welle kreisfo¨rmig u¨ber die Oberfla¨che des Objek-
tes aus. Die Welle erreicht die Sensoren zu unterschiedlichen Zeitpunkten, was im
Umkehrschluss bedeutet, dass die Sensoren zur selben Zeit unterschiedliche Werte
messen. Die dadurch erzeugten Signale sind a¨hnlich und verschoben zueinander, da
unter realen Bedingungen Da¨mpfung und mo¨gliche Interferenzen auftreten. Wer-
den diese Signale in einem Liniendiagramm u¨bereinandergelegt, so ist eine Pha-
senverschiebung deutlich erkennbar. Je nachdem wie groß der Abstand zwischen
Einschlagsort und Sensor ist, a¨ndert sich die Phasenverschiebung zwischen den Si-
gnalen. Aufgrund dieser Abha¨ngigkeit ko¨nnen Cluster gebildet und Ru¨ckschlu¨sse
auf die Position des Einschlags gezogen werden. Mit Hilfe der entstandenen Cluster
werden die maschinellen Lernalgorithmen und Neuronalen Netze angelernt, um an-
schließend Einschla¨ge lokalisieren zu ko¨nnen.
Im engen Zusammenhang mit der Phasenverschiebung steht der Gangunterschied
Delta s, der die Wegdifferenz zweier Wellen beschreibt [16]. Zwischen diesen beiden
Gro¨ßen gilt folgende Beziehung ∆ϕ = ∆s
λ
· 2pi, die zeigt, dass der Gangunterschied
zu einer Phasenverschiebung fu¨hren kann [16]. Mit Hilfe der Abbildung 2.5 soll ver-
anschaulicht werden, wie der Gangunterschied zustande kommt und wie dieser mit
der Phasenverschiebung zusammenha¨ngt. Es wird angenommen, dass ein Einschlag
rechts im Bild erfolgte und von diesem eine Welle ausgeht, welche sich kreisfo¨rmig
ausbreitet. Die gru¨ne und die rote Schwingung zeigen die Amplitude und die Ausbrei-
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Abbildung 2.5: Gangunterschied [30]
tungsrichtung der Welle. Des Weiteren sind mit S1 und S2 Sensoren gekennzeichnet,
die senkrecht zueinander verschoben sind, wodurch die sich ausbreitende Welle un-
terschiedliche Wege zuru¨cklegen muss, um die Sensoren zu erreichen. Die dadurch
zustande kommende Wegdifferenz wird als Gangunterschied Delta s bezeichnet und
la¨sst sich u¨ber die Subtraktion der Strecken vom Einschlagsort zum Sensor S1 und
S2 berechnen. In diesem Fall betra¨gt der Gangunterschied genau die Wellenla¨nge λ,
was zur Folge hat, dass die Welle genau um eine Periode verschoben, aber in der
gleichen Phasenlage beim Sensor S2 ankommt. Nimmt Delta s einen anderen Wert
an, der nicht der Wellenla¨nge λ oder ein Vielfaches dieser entspricht, so entsteht
eine Phasenverschiebung, da die Welle den zweiten Sensor erreicht bevor sie wieder
eine vollsta¨ndige Periode durchlaufen hat. Aus diesem Zusammenhang ergibt sich
die obig genannte Beziehung, welche es auch ermo¨glicht den Gangunterschied zu
ermittelt.
Fu¨r die Einschlagslokalisation ist offensichtlich, dass aufgrund des unbekannten
Einschlagsortes die Berechnung des Gangunterschieds nicht u¨ber die Subtraktion der
von der Welle zuru¨ckgelegten Wege erfolgen kann. Deshalb wird sich die Beziehung
zwischen Phasenverschiebung und Gangunterschied zunutze gemacht. Jedoch gibt es
bei dieser einen Spezialfall zu beachten. Weist die entstandene Welle eine Koha¨renz
mit konstant bleibenden Amplituden auf und erreicht diese die Sensoren mit einem
Gangunterschied von λ oder einem Vielfachen davon, so messen die Sensoren die
gleiche Schwingung, wie in der Abbildung 2.5 zu erkennen ist. Aufgrund der glei-
chen Phasenlage tritt keine Phasenverschiebung auf. Außerdem kann nicht ermittelt
werden, um wie viele Perioden die Schwingungen zueinander verschoben sind, da
sich die Auslenkungen zeitlich gleich bis zu einem konstanten Maximalwert a¨ndern.
Das fu¨hrt dazu, dass es nicht mo¨glich ist in diesem Fall den Gangunterschied zu
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berechnen. Bei einem Einschlag ist zwar die Koha¨renz gegeben, aber die Amplitude
der Welle bleibt durch ein einmaliges Anregen des Systems nicht konstant, sondern
klingt durch das Auftreten von Da¨mpfung ab. Dadurch kann der Gangunterschied
trotz einer mo¨glichen gleichbleibenden Phasenlage u¨ber den Abstand der Maxima
bestimmt werden. Daraus folgt, dass die Formel ∆s = ∆ϕ
2pi
· λ ohne Probleme fu¨r die
Einschlagslokalisation genutzt werden kann.
Aufgrund der direkten Abha¨ngigkeit zwischen Gangunterschied und Phasenver-
schiebung entsteht eine Analogie bezu¨glich der Einschlagslokalisation. Durch die
Verwendung eines Sensorsystem werden bei der Berechnung des Gangunterschieds,
genau wie bei der Phasenverschiebung, Cluster erzeugt. Die Ursache liegt darin,
dass die durch den Einschlag entstandene Welle zu jedem Sensor des Sensorsystems
einen anderen Weg zuru¨cklegen muss. Dabei a¨ndert sich der Gangunterschied fu¨r
jeden Sensor abha¨ngig vom Einschlagsort, was die Cluster bildet. Auch hier werden
mittels der entstandenen Cluster maschinelle Lernalgorithmen und Neuronale Netze
angelernt, welche auf Basis dieser die Einschlagsposition vorhersagen und bestim-
men ko¨nnen. Die Positionierung der Sensoren spielt, wie bei der Phasenverschiebung,
eine maßgebende Rolle fu¨r die Einschlagslokalisation. So fu¨hrt eine schlechte Anord-
nung dieser dazu, dass die Einschlagslokalisation in eine Richtung nicht mo¨glich ist.
Zum Beispiel wa¨re in der Abbildung 2.5 die transversale Lokalisation nicht realisier-
bar, da der Gangunterschied gleich groß ist, wenn die Einschla¨ge gespiegelt an der
Senkrechten, auf der die Sensoren liegen, erfolgen. Dadurch wu¨rden zwei deckungs-
gleiche Cluster erzeugt werden, die zur Folge haben, dass ausgehend von diesen der
Ort des Einschlags nicht eindeutig bestimmbar ist. Abhilfe kann durch die Verwen-
dung von zusa¨tzlichen Sensoren und einer nicht geradlinigen Positionierung dieser
geschaffen werden. Damit bietet der Gangunterschied neben der Phasenverschie-
bung die Mo¨glichkeit mittels maschinellen Lernalgorithmen und Neuronalen Netzen
Einschla¨ge zu lokalisieren.
2.3.2 Korrelationsverfahren
Ein weiteres Verfahren, um Informationen aus einem Signal zu gewinnen ist die
Korrelation. Korrelationstechniken geben ein Maß fu¨r die A¨hnlichkeit zweier Signale
an [17]. Handelt es sich dabei um zwei verschiedene Signale, so wird die Korrelation
als Kreuzkorrelation bezeichnet [17]. Wird jedoch nur ein Signal mit einer Kopie
seiner selbst korreliert, dann heißt dies Autokorrelation [17]. Die Berechnungen fu¨r
die Autokorrelation und die Kreuzkorrelation sind sehr a¨hnlich, denn bei beiden wird
eines der Signale um die Zeit τ verschoben, mit dem anderen Signal multipliziert
und anschließend das entstandene Ergebnis integriert [18]. Daraus ergibt sich die
Formel 2.1
K(τ) =
∞∫
−∞
x(t)x(t+ τ) dt (2.1)
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fu¨r die Autokorrelation [17] und die Formel 2.2
K(τ) =
∞∫
−∞
x(t)y(t+ τ) dt (2.2)
fu¨r die Kreuzkorrelation [18].
Zu dem gilt, dass je ho¨her der Korrelationswert K ist, desto a¨hnlicher sind sich
die beiden Signale [17]. In der Abbildung 2.6 wird die Funktionsweise der Verfah-
ren veranschaulicht. Mit X und Y sind zwei Signale bzw. Funktionen gegeben, auf
die die Kreuz- und Autokorrelation angewandt werden. Die Korrelation ist salopp
Abbildung 2.6: Korrelationsverfahren [31]
gesagt nichts anderes als das Festhalten der einen Funktion, wa¨hrend die andere
Funktion, um die Zeit τ verschoben, daru¨bergelegt wird. Das Integral beschreibt die
von beiden Funktionen eingeschlossene Fla¨che, die den Korrelationswert bildet. Die
A¨nderung des Wertes τ hat auch eine A¨nderung des Korrelationswertes zur Folge, da
die Funktion dementsprechend weiter verschoben wird. Diese Abha¨ngigkeit wird als
Korrelationsfunktion bezeichnet und erzeugt die schwarze Kurve in der Grafik. Mit
Hilfe der Korrelationsfunktion kann berechnet werden wie sehr sich zwei Funktionen
a¨hneln und wie viel diese zueinander verschoben sind. Zur Veranschaulichung soll
die Kreuzkorrelation als Beispiel dienen.
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Hierbei gibt es zwei Mo¨glichkeiten zum weiteren Verfahren. Zuerst wird der Fall
betrachtet, dass das Rechtecksignal X festgehalten und das Dreiecksignal Y ver-
schoben wird. Solang keine Schnittfla¨che zwischen den Signalen auftritt, nimmt die
Korrelationsfunktion den Wert Null an. Kommt es jedoch zu U¨berschneidungen,
so entspricht der Fla¨cheninhalt dieser dem Korrelationswert. In der Abbildung 2.6
ist gut zu erkennen, dass je gro¨ßer die von den Signalen eingeschlossene Fla¨che ist,
desto gro¨ßer auch der Korrelationswert wird. Durch die zeitliche Verschiebung des
Dreiecksignals wa¨chst die Schnittfla¨che an, bis das Dreiecksignal komplett im Vier-
ecksignal enthalten und somit das Maximum erreicht ist. In diesem Moment sind
sich die beiden Signale X und Y am A¨hnlichsten. Wird das Dreieckssignal weiter
verschoben, so nimmt die Schnittfla¨che und auch der Korrelationswert wieder ab.
Der zweite Fall, der eintreten kann, ist die Verschiebung des Signals X u¨ber das
festgehaltene Signal Y. Der Vorgang ist dabei analog zum ersten Fall und liefert
auch denselben Maximalwert, wie bei diesem. Jedoch unterscheiden sich die beiden
Fa¨lle in den, durch die Verschiebung entstehenden, Schnittfla¨chen, bis und nachdem
der Maximalwert erreicht wurde. Dies fu¨hrt dazu, dass die Kreuzkorrelation nicht
kommutativ ist, da sich die Anstiege der Kreuzkorrelationsfunktionen bis zum Er-
reichen der Maxima unterscheiden.
Die Autokorrelation kann als spezieller Fall der Kreuzkorrelation aufgefasst wer-
den. Sie funktioniert analog zur Kreuzkorrelation, nur das anstelle zwei verschiedener
Signale dasselbe Signal betrachtet wird [17]. Die daraus resultierende Autokorrela-
tionsfunktion hat die Besonderheit, dass sich ihr Maximum immer an der Stelle τ
= 0 befindet und sie spiegelsymmetrische zu dieser Stelle ist [17]. In der Abbildung
2.6 ist neben den Eigenschaften der Autokorrelationsfunktion auch noch gut zu er-
kennen, wie sich der Maximalwert dieser, in Abha¨ngigkeit von der Schnittfla¨che
der beiden Signale, a¨ndert. Das Dreiecksignal Y hat eine viel kleinere Fla¨che als
das Vierecksignal X und erreicht demzufolge auch einen kleineren Maximalwert in
der Korrelationsfunktion. Die Abha¨ngigkeit zur Schnittfla¨chengro¨ße gilt nicht nur
fu¨r die Autokorrelation, sondern auch fu¨r die Kreuzkorrelation. Zu beginn wurde
erwa¨hnt, dass je ho¨her der Korrelationswert ist, desto a¨hnlicher die Signale sind. So-
mit ko¨nnen Aussagen daru¨ber getroffen werden, ob und wann sich Signale a¨hnlich
sind. Jedoch kann nichts u¨ber die Sta¨rke der A¨hnlichkeit ausgesagt werden, aufgrund
von fehlenden Vergleichswerten. Daher wird in den meisten Fa¨llen das Ergebnis der
Korrelation mit dem Effektivwert der einzelnen Signale normiert [18]. Aufgrund der
Normierung nimmt die Korrelationsfunktion nur noch Werte zwischen minus eins
und eins an und es ist nun mo¨glich pra¨zisere Aussagen u¨ber die A¨hnlichkeit der
Signale zu treffen. Entspricht der Korrelationswert fu¨r ein beliebiges τ eins, so sind
die Signale gleich, entspricht er minus eins, so sind die Signale gegenphasig. Falls
fu¨r alle τ der Korrelationswert null ist, dann werden die Signale als unkorreliert
bezeichnet, wodurch ausgesagt wird, dass keine A¨hnlichkeit zwischen diesen besteht
[18]. Die Korrelation von realen Signalen liefert nur selten Werte, die nahe der eins
bzw. minus eins liegen. Da jedoch der Wertebereich der Korrelationsfunktion durch
die Normierung beschra¨nkt ist, sind auch schon Korrelationswerte von 0.7 oder 0.8
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sehr aussagekra¨ftig [18].
In der Praxis liegen zeit- und wertdiskrete Signale vor, wodurch das Integral,
in den Formeln zur Berechnung der Korrelation, zu einer Summe umgeschrieben
werden kann. Dadurch ergibt sich die Formel 2.3
K(τ) =
N∑
t=1
x[t] · x[t+ τ ] (2.3)
fu¨r die Autokorrelation und die Formel 2.4
K(τ) =
N∑
t=1
x[t] · y[t+ τ ] (2.4)
fu¨r die Kreuzkorrelation [18]. Diese Vereinfachung ist essentiell fu¨r die Korrelations-
berechnungen mittels eines digitalen Signalverarbeitungssystems, da diesbezu¨glich
keine weitere Funktionsbeschreibung existiert, um ein Integral exakt berechnen zu
ko¨nnen. Das Ziel ist es, a¨hnlich wie bei der Phasenverschiebung und den Gangun-
terschied, die Korrelation fu¨r die Einschlagslokalisation zu nutzen. So wird auch hier
von einer durch einen Einschlag erzeugten Welle ausgegangen, die an den Sensoren
in ein digitales Signal umgewandelt wird. Aufgrund von physikalischen Effekten, wie
Da¨mpfung und Interferenzen, unterscheiden sich die von den verschiedenen Sensoren
gemessenen Schwingungen. Dies hat zur Folge, dass die erzeugten Signale nicht mehr
gleich sind, weswegen die Kreuzkorrelation anstelle der Autokorrelation verwendet
wird. Anhand der Kreuzkorrelationsfunktion wird die zeitliche Verschiebung zwei-
er Signale berechnet, die der Laufzeit zwischen den beiden Sensoren entspricht. Je
nach Position der Sensoren a¨ndert sich die Laufzeit zwischen diesen, in Abha¨ngig-
keit vom Einschlagsort. Daraus ko¨nnen Cluster gebildet werden, die analog zu denen
von Phasenverschiebung und Gangunterschied, fu¨r die Einschlagslokalisation mittels
maschineller Lernalgorithmen und Neuronaler Netze genutzt werden.
2.3.3 Energiedichte
Die Untersuchung der Kurzzeitenergie bietet ebenfalls die Mo¨glichkeit Einschla¨ge zu
erkennen und zu lokalisieren. Dabei wird sich zunutze gemacht, dass die durch den
Einschlag zum System hinzugefu¨hrte Energie von der entstehenden Welle zu den Sen-
soren transportiert wird. Die Amplitude des erzeugten Signals spiegelt diese Energie
wieder. Im Allgemeinen gilt, dass je mehr Energie dem System hinzugefu¨gt wurde,
desto gro¨ßer ist die Amplitude des Signals. Sei mit x(t) ein Signal im Zeitbereich
und mit X(f) im Frequenzbereich bezeichnet, so wird mit dem Ausdruck |x(t)|2 die
zeitliche Energiedichte und mit dem Ausdruck |X(f)|2 die spektrale Energiedichte
beschrieben [19]. Die gesamte Signalenergie la¨sst sich im Zeitbereich mit der Formel
E =
∞∫
−∞
|x(t)|2 dt (2.5)
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und im Frequenzbereich mit der Formel 2.6
E =
∞∫
−∞
|X(f)|2 df (2.6)
berechnen [19]. Da es sich auch hier bei den betrachteten Signalen um zeit- und
wertdiskrete Signale handelt, kann, wie bei der Korrelation, das Integral zu einer
Summe umgeformt werden. Danach ergibt sich fu¨r den Zeitbereich die Formel 2.7
E =
N∑
i=1
|x(i)|2 (2.7)
und fu¨r den Frequenzbereich die Formel 2.8 [20].
E =
N∑
j=1
|X(j)|2 (2.8)
Eine Variante fu¨r die Einschlagslokalisation funktioniert durch das U¨berschreiten ei-
nes Schwellenwertes der Energiedichte [21]. Angenommen ein System befindet sich in
Ruhe, so betra¨gt die Energiedichte den Wert null. Sobald ein Einschlag erfolgt a¨ndert
sich jedoch diese und es kann im Umkehrschluss auf den Einschlag geschlossen wer-
den. Ganz so einfach ist es nicht mehr, wenn das System eine Eigenschwingung voll-
richtet, wodurch es Energie besitzt. In diesem Fall muss ein Schwellenwert festgelegt
werden, der dem Maximum der Energiedichte entspricht oder daru¨ber liegt. Kommt
es nun zum Einschlag, dann summieren sich die Schwingungen und damit verbun-
denen Energien auf. Das daraus resultierende Signal la¨sst mit der U¨berschreitung
des Schwellenwertes auf den Einschlag schließen. Durch die A¨nderung der Ener-
giedichte und die U¨berschreitung des Schwellenwertes dieser, ist es mo¨glich einen
Einschlag zu erkennen, jedoch nicht seine Position zu ermitteln [21]. Daher wird die
Zeit gemessen, wann ein Sensor das erste Mal den Schwellenwert u¨berschreitet [21].
Anschließend werden aus allen Zeiten die Differenzwerte gebildet. Diese a¨ndern sich
durch die verschiedenen Positionen der Sensoren und aufgrund der Abha¨ngigkeit
zum Einschlagsort, wodurch Cluster entstehen. Die Cluster werden zum Anlernen
von maschinellen Lernalgorithmen und Neuronalen Netzen genutzt, um anhand die-
ser die Position von Einschla¨gen zu bestimmen [4].
Eine weitere Mo¨glichkeit der Einschlagslokalisation bietet die Verwendung der
Cluster der mittleren Zeit und Frequenz. Die mittlere Zeit wird u¨ber das Integral
des Produktes der zeitlichen Energiedichte mit der Zeit t berechnet und liefert ein
Maß, um welche Zeit die Signalenergie konzentriert ist [19]. Analog zu dieser wird
die mittlere Frequenz durch das Integral des Produktes der spektralen Energiedichte
mit der Frequenz f bestimmt und gibt an, bei welcher Frequenz die Signalenergie
konzentriert ist [19]. Fu¨r beide Berechnungen ist eine Normierung mit der Energie
des Signals notwendig [19]. Daraus ergibt sich die Formel 2.9
t =
1
E
∞∫
−∞
t |x(t)|2 dt (2.9)
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fu¨r die mittlere Zeit und die Formel 2.10
f =
1
E
∞∫
−∞
f |X(f)|2 df (2.10)
fu¨r die mittlere Frequenz [19]. Die mittlere Zeit und Frequenz sind ebenso, wie die
Zeitdifferenzen, abha¨ngig von dem Einschlagsort und eignen sich deswegen fu¨r die
Einschlagslokalisation mittels maschinellen Lernalgorithmen und Neuronalen Net-
zen.
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In diesem Kapitel werden die soeben betrachteten Signaleigenschaften bezu¨glich
ihrer Eignung fu¨r die Einschlagslokalisation, in Hinsicht auf die Verwendung als
Eingabesystem der vom Bundesexzellenzclusters MERGE entwickelten Mittelkon-
sole, untersucht. Die Signale, die es zu betrachten gilt, werden u¨ber die Beru¨hrung
des menschlichen Fingers auf der Oberfla¨che der Mittelkonsole erzeugt. Durch den
Einschlag breitet sich eine Welle aus, welche an den Sensoren in ein analoges elektri-
sches Signal umgewandelt und anschließend mittels einem Analog-Digital-Konverter
(ADC) digitalisiert wird. Diese Digitalsignale, dargestellt in Abbildung 3.1(a), besit-
zen den gleichen Ursprungsort und die gleiche Entstehungsursache, aber wurden an
unterschiedlichen Positionen auf der Mittelkonsole gemessen. Sie bilden die Grund-
lage, um mit der Untersuchung ihrer Eigenschaften auf den Einschlagsort schließen
zu ko¨nnen. Ausgehend von den soeben beschriebenen Digitalsignalen wird die Eig-
nung der im zweiten Kapitel vorgestellten Signaleigenschaften ermittelt.
Die Phasendifferenz liefert ein Maß fu¨r die Verschiebung zweier Signale zueinan-
der. Ausgehend von einer fixen Positionierung der Sensoren a¨ndert sich die Pha-
sendifferenz in Abha¨ngigkeit des Einschlagsortes, was ermo¨glicht Ru¨ckschlu¨sse auf
diesen zu ziehen. Jedoch gibt es fu¨r die Lokalisierung u¨ber die Phasenverschiebung
folgende Einschra¨nkungen zu beachten. Die erste ha¨ngt mit der Positionierung der
Sensoren zusammen, denn sind diese in einer Reihe angeordnet, so kann nicht mehr
unterschieden werden, ob der Einschlag links oder rechts von der Reihe erfolgte, da
die Phasendifferenzen fu¨r die an der Sensorreihe gespiegelten Einschla¨ge gleich sind.
Das Problem wird bei der hier verwendeten Mittelkonsole ausgeschlossen, aufgrund
der Verwendung eines seitlichen, neben der Sensorreihe platzierten, Sensors. Ein wei-
teres Problem tritt auf, wenn sich der Abstand zwischen Einschlagsort und Sensor
fu¨r alle Sensoren um ein Vielfaches der Wellenla¨nge unterscheidet. Dies hat zur Fol-
ge, dass die Signale dieselbe Phasenlage besitzen, da die Phasendifferenzen konstant
null betragen. In diesem Fall hilft es zusa¨tzlich die Intensita¨ten der Signale zu be-
trachten, um weitere Aussagen u¨ber deren Verschiebung treffen zu ko¨nnen. Abgese-
hen von denen, der zuletzt genannten Einschra¨nkung, kann jeder Einschlagsposition
genau ein Tupel von Phasendifferenzen zugeordnet und mithilfe dieser identifiziert
werden. Erfolgt diesbezu¨glich eine Untersuchung mehrerer Signale fu¨r dieselben Ein-
schlagsorte, so ko¨nnen die entstehenden Cluster aus Tupeln der Phasendifferenzen
fu¨r die Einschlagslokalisation genutzt werden.
Als na¨chste Signaleigenschaft wird der Gangunterschied betrachtet, der der Weg-
differenz entspricht, welche die durch einen Einschlag erzeugte Welle bis zum Er-
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reichen der Sensoren mehr zuru¨cklegen muss. Fu¨r die Berechnung des Gangunter-
schieds gibt es zwei Mo¨glichkeiten. Die erste Variante ist die Subtraktion der Strecken
zwischen dem Einschlagsort und den Sensoren, wobei von jeder Strecke immer die
Ku¨rzeste aller Strecken subtrahiert wird. Diese Variante ist jedoch praktisch nicht
umsetzbar, da es den Einschlagsort zu bestimmen gilt und dieser damit fu¨r die Be-
rechnung nicht zur Verfu¨gung steht. Die zweite Variante macht sich die Beziehung
zur Phasenverschiebung zunutze und la¨sst sich mit der Formel 3.1 beschreiben.
∆s =
∆ϕ
2pi
· λ (3.1)
Die Phasenverschiebung kommt, wie bereits beschrieben, dadurch zustande, dass die
Welle die Sensoren zu unterschiedlichen Zeitpunkten erreicht. Damit einhergehend
unterscheiden sich die Phasen der Signale zu diesem Zeitpunkt, woraus die Pha-
senverschiebung resultiert. Des Weiteren muss fu¨r die Gu¨ltigkeit der Gleichung 3.1
ein konstantes Lambda existieren. Da sich die Frequenz innerhalb der Signale nicht
a¨ndert, erfa¨hrt die Wellenla¨nge ebenfalls keine A¨nderung, wodurch ein konstantes
Lambda gegeben ist und somit die Bedingung der Gleichung erfu¨llt. Jedoch gibt
es bei der Berechnung des Gangunterschieds nach der Formel 3.1 einen speziellen
Fall zu betrachten, der Eintritt, wenn die Phasendifferenz den Wert null annimmt.
Dadurch kann der Gangunterschied nicht ermittelt werden, da die Gleichung fu¨r
dessen Berechnung den Ergebniswert null liefert. Wie bereits im Abschnitt der Pha-
sendifferenz beschrieben, tritt dieser Fall auf, wenn sich die Absta¨nde zwischen dem
Einschlagsort und den Sensoren genau um ein Vielfaches der Wellenla¨nge unter-
scheiden. Daraus folgt, dass alle Einschlagspositionen, die dieses Kriterium erfu¨llen,
nicht mithilfe des Gangunterschieds bestimmt werden ko¨nnen. Dahingegen kann al-
len anderen Einschlagspositionen, analog zur Phasenverschiebung, ein Tupel von
Gangunterschieden der jeweiligen Signale zugeordnet werden. Die Einschlagslokali-
sation basiert auf der Verwendung von Clustern, die diverse Tupel bezu¨glich ihres
Einschlagsortes zusammenfassen.
Die Korrelation gibt ein Maß fu¨r die A¨hnlichkeit zweier Signale an und ist eine wei-
tere Signaleigenschaft, die auf ihre Eignung fu¨r die Einschlagslokalisation bezu¨glich
der Mittelkonsole untersucht wird. Im zweiten Kapitel wurde bereits beschrieben,
dass sich die Korrelation in Autokorrelation und Kreuzkorrelation unterscheiden
la¨sst. Ebenso wurde angemerkt, dass die Autokorrelation fu¨r die Signale der Mittel-
konsole nicht verwendet werden kann, da diese zwar a¨hnlich, aber nicht gleich sind,
wie in Abbildung 3.1(a) zu erkennen ist. Daher wird im Folgenden nur die Kreuz-
korrelation betrachtet. Ausgehend von der Formel 2.4 ko¨nnen Aussagen daru¨ber
getroffen werden, wie sehr sich die Signale a¨hneln und wie sie zeitlich zueinander
verschoben sind. Das Besondere an der Formel ist, dass sie ohne Einschra¨nkung fu¨r
zwei beliebige Signale gilt. Dadurch wird ermo¨glicht Informationen u¨ber die Signale
zu erhalten, ohne ihre Form und Beschaffenheit zu kennen. Fu¨r die Einschlagslokali-
sation wird die zeitliche Verschiebung der Signale verwendet. Je nach Einschlagsort
beno¨tigt die Welle unterschiedliche Zeiten, um die Sensoren zu erreichen, wodurch
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die Signale zeitliche Verschiebungen erfahren, die eindeutig einem Einschlagsort zu-
geordnet werden ko¨nnen. Die Zeitverschiebung wird mittels der Korrelationsfunktion
bestimmt, da diese der Position des Maximums entspricht. Zudem gibt der Korre-
lationswert des Maximums ein Maß fu¨r die Gro¨ßte A¨hnlichkeit der Signale an. Mit
der Normierung der Korrelationsfunktion ko¨nnen noch weitere Aussagen u¨ber die
A¨hnlichkeit der Signale getroffen werden, wie im zweiten Kapitel erla¨utert wurde.
Außerdem hat diese keinen Einfluss auf die Einschlagslokalisation, da die zeitliche
Verschiebung bei beiden Funktionen gleichbleibt. Unter der Vorrausetzung, dass die
Signale eine genu¨gend große A¨hnlichkeit zueinander besitzen, eignet sich die Kreuz-
korrelation besonders gut fu¨r die Einschlagslokalisation bezu¨glich der Mittelkonsole,
aufgrund ihrer allgemeinen Gu¨ltigkeit und den zusa¨tzlichen Informationen, die sie
bietet.
Die Energie ist die letzte Signaleigenschaft, welche bezu¨glich ihrer Eignung fu¨r die
Einschlagslokalisation untersucht wird. Jedes Signal besitzt Energie, die sich in der
Amplitude wiederspiegelt und mittels des Betragsquadrats dieser berechnen la¨sst.
Daraus folgt, dass je gro¨ßer die Amplitude des Signals ist, desto mehr Energie besitzt
dieses. Die Signale der Mittelkonsole, dargestellt in Abbildung 3, vollrichten eine Ei-
genschwingung, wodurch sie Energie aufweisen. Jedoch erfa¨hrt die Amplitude mit
dem Einschlag eine starke A¨nderung, welche zu einer deutlichen Erho¨hung der Ener-
gie des Signals fu¨hrt. Dieser Unterschied in der Energiedichte des Signals kann fu¨r die
Einschlagslokalisation genutzt werden, wie bereits im zweiten Kapitel erkla¨rt wurde.
Dafu¨r wird ein Schwellenwert festgelegt, der u¨ber der Energie der Eigenschwingung
liegen und von der Energie, die aus dem Einschlag resultiert, u¨berschritten wer-
den muss. Dabei wird die Zeit gemessen, wann die Energiedichte das erste Mal den
Schwellenwert u¨berschreitet. Da sich die Zeit bei jedem Signal, in Abha¨ngigkeit vom
Einschlagsort a¨ndert, wird ermo¨glicht Ru¨ckschlu¨sse auf diesen zu ziehen. Diese Me-
thode der Einschlagslokalisation hat den entscheidenden Nachteil, dass sie abha¨ngig
von der Intensita¨t des Einschlags ist. So kann eine leichte Beru¨hrung der Mittel-
konsole dazu fu¨hren, dass der Schwellenwert nicht u¨berschritten wird. Anderseits
besteht die Mo¨glichkeit bei einem zu niedrig gewa¨hlten Schwellenwert, dass einzelne
Peaks der Eigenschwingung in der Lage sind, diesen zu u¨berschreiten. Beide Fa¨lle
wu¨rden zum Fehlverhalten des Systems fu¨hren, weswegen sich diese Methode der
Einschlagslokalisation nicht fu¨r die Mittelkonsole eignet.
Eine weitere Mo¨glichkeit der Einschlagslokalisation erfolgt u¨ber die Bestimmung
der mittleren Zeit und Frequenz, die angeben zu welcher Zeit bzw. bei welcher Fre-
quenz die meiste Signalenergie konzentriert ist. Fu¨r die Berechnungen werden die
im zweiten Kapitel vorgestellten Funktionen 2.9 und 2.10 verwendet. Da es sich bei
den Signalen der Mittelkonsole um endliche und diskrete Signale handelt, ko¨nnen
die Integrale der beiden Formeln zu Summen umgeschrieben werden, was erlaubt
diese Gleichungen ohne Einschra¨nkungen zu nutzen. Die in den Formeln enthaltene
Normierung bringt den Vorteil, dass eine Intensita¨tsunabha¨ngigkeit erlangt wird. Zu
dem wirkt auch die Fla¨che der Sensoren keinen Einfluss auf die Berechnungen aus.
Der Hintergrund davon ist, dass die sich auf der Mittelkonsole befindenden Sensoren
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per Hand zugeschnitten wurden und somit in ihrer Fla¨che unterscheiden. Dadurch
existieren Abweichungen zwischen den Signalenergien, die aber aufgrund der Nor-
mierung nicht weiter betrachtet werden mu¨ssen. Die mittlere Zeit und Frequenz
a¨ndern sich in Abha¨ngigkeit des Einschlagsortes, weshalb sie im Umkehrschluss zu
diesem zugeordnet und fu¨r die Einschlagslokalisation verwendet werden ko¨nnen. Dar-
aus ergibt sich, dass insbesondere die Untersuchung der normierten Energiedichte fu¨r
die Einschlagslokalisation bezu¨glich der Mittelkonsole geeignet ist, da die Formeln
keine Einschra¨nkungen bei der Verwendung der Signale der Mittelkonsole aufwei-
sen und ein intensita¨tsunabha¨ngiges Ergebnis gewa¨hrleisten. Zudem ko¨nnen noch
weitere Betrachtungen durchgefu¨hrt werden, wie zum Beispiel die Untersuchung der
A¨nderung oder der Verha¨ltnisse der normierten Energiedichte, die zusa¨tzliche Infor-
mationen bezu¨glich des Auftretens eines Einschlags liefern.
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(a) Signale der vier Chanel im Zeitbereich
(b) Ausschnitt aus dem Spektrum der vier Signale
Abbildung 3.1: Signale der Mittelkonsole
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Die Untersuchung der verschiedenen Signaleigenschaften beruht auf derselben Mess-
vorrichtung, die Herr Schmidt genutzt hat [5]. Dabei handelt es sich um ein Digi-
lent Zybo Board, welches eine Zynq-7000 System-on-Chip-Architektur besitzt, die
einen ARM Prozessor mit einem FPGA kombiniert [22]. Diese Kombination hat
den Vorteil, dass der Prozessor komplexe Algorithmen bei geringer Ressourcennut-
zung berechnen kann, wa¨hrend das FPGA mehr Ressourcen beansprucht, je kom-
plexer die Berechnungen werden, aber ein Ergebnis zuverla¨ssig in einer bestimmten
Zeit liefert. Daher ist ein Trade off zwischen diesen beiden Komponenten wichtig,
um Energieeffizienz und Echtzeitfa¨higkeit zu gewa¨hrleisten. Die Datenu¨bertragung
zwischen FPGA und Prozessor erfolgt u¨ber ein AXI Interface, welches schnelle und
flexible Kommunikationsmethoden bereitstellt, die mit einem hohen Datendurchsatz
einhergehen.
(a) Mittelkonsole (b) U-Profil
Abbildung 4.1: Versuchsobjekte
Als Versuchsobjekt dient die vom Bundesexzellenzcluster MERGE gefertigte Mit-
telkonsole, dargestellt in der Abbildung 4.1(a). Diese besitzt im Vergleich zu ihrem
Vorga¨ngermodell (siehe Abbildung 4.1(b)) vier anstatt drei piezokeramische Sen-
soren. Drei davon sind zentral in einer senkrechten Reihe angeordnet, mit einem
ungefa¨hr gleichen Abstand zueinander. Der vierte Sensor ist dezentral und seitlich
der Sensorreihe angebracht. Durch diese Anordnung ist es mo¨glich die Signaleigen-
schaften bezu¨glich aller Richtungen auszuwerten, wie im zweiten Kapitel erkla¨rt
wurde. Die Mittelkonsole wird durch die Beru¨hrung des menschlichen Fingers zum
Schwingen angeregt, da sich eine Welle mit dem Auftreffen des Fingers u¨ber die
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Oberfla¨che ausbreitet. Sobald die Welle einen Sensor erreicht, erfahren die Piezokris-
talle in diesem eine Strukturvera¨nderung und erzeugen dadurch eine Spannung. Das
daraus resultierende elektrische Analogsignal wird unter Verwendung eines Analog-
Digital-Konverters (ADC) in ein Digitalsignal umgewandelt. Dies wird mit Hilfe
des von XILINX bereits integrierten XADC erreicht, welcher das anliegende Signal
sampelt und anschließend digitalisiert. Bei dem XADC handelt es sich um einen
multichannel ADC mit einer maximalen theoretischen Samplerate von 1 Msps [23].
Dieser besteht aus zwei miteinander verknu¨pften ADC und einen konfigurierbaren
Multiplexer, durch den die Channel ausgewa¨hlt und zwischen diesen gewechselt wer-
den ko¨nnen [23]. Die vier Sensoren der Mittelkonsole beno¨tigen vier Channel, wovon
zwei Channel dem ADC1 und die anderen zwei Channel dem ADC2 zugeordnet sind.
Die Digitalisierung der anliegenden Signale erfolgt in zwei Stufen. Zuerst nimmt der
ADC in der Acquisition Phase ein Sample des analogen Signals auf, welches anschlie-
ßend in der Conversion Phase quantisiert wird [23]. Diese beiden Phasen ko¨nnen
zeitgleich ablaufen, d.h. wenn sich der erste Channel des ADC1 in der Conversion
Phase befindet, so kann der zweite Channel des ADC1 in die Acquisition Phase
wechseln und ein neues Sample aufnehmen [23]. Dasselbe gilt analog fu¨r den ADC2.
Daraus ergibt sich eine Samplerate von 500 ksps, aufgrund der Abha¨ngigkeit von der
Anzahl der verwendeten Channel. Durch diese wird die Gro¨ße des Buffers bestimmt,
in welchen die Werte nach der Digitalisierung zwischengespeichert werden. Bei dem
Buffer handelt es sich um ein AXI Data FIFO, dass die anliegenden Werte in Blo¨cke
zusammenfast, wobei die Gro¨ße der Blo¨cke und die La¨nge der Daten konfigurierbar
sind [24]. Anschließend werden die Blo¨cke in den on-chip memory (ocm) geschrie-
ben, auf den der Prozessor nach Abschluss der Messwertaufnahme zugreift und aus
den dort gespeicherten Digitalwerten eine CSV-Datei erstellt. Die Daten der CSV-
Datei werden mit Hilfe von Matlab weiterverarbeitet und bilden die Grundlage fu¨r
die Untersuchung der Signaleigenschaften zur Bestimmung der Einschlagsposition.
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In diesem Kapitel werden die Signaleigenschaften, bezu¨glich ihrer Wiederholgenau-
igkeit und der Bildung von Clustern untersucht. Diese Merkmale bilden die Vorrau-
setzung fu¨r die Einschlagslokalisation, da mit Hilfe der Cluster, durch das Anlernen
einer support vector machine (SVM), die Einschlagsposition ermittelt wird und die
Wiederholgenauigkeit essentiell fu¨r eine zuverla¨ssige Lokalisation ist.
Bevor es zur Betrachtung der Signaleigenschaften kommt, soll jedoch die Aus-
gangsbasis fu¨r die Untersuchung beleuchtet werden. Als Versuchsobjekt dient die
vom Bundesexzellenzcluster MERGE entwickelte Mittelkonsole, die als Steuerele-
ment in einem Kraftfahrzeug Verwendung finden soll. Die Oberfla¨che dieser wurde
in 20 Felder unterteilt, wobei jeweils vier Felder in einer Reihe angeordnet sind. Mit
der Beru¨hrung der Felder sollen spa¨ter Aktionen ausgelo¨st werden, weshalb es wich-
tig ist die jeweilige Beru¨hrung eindeutig einem Feld zuordnen zu ko¨nnen. Durch die
vier piezokeramischen Sensoren, die auf der Ru¨ckseite der Mittelkonsole angebracht
sind, werden mit dem Einschlag des Fingers auf der Oberfla¨che Signale erzeugt. Bei
den Signalen handelt es sich zu Beginn um Analogsignale, welche durch die vorher
beschriebene Verarbeitungskette in Digitalsignale umgewandelt und anschließend in
CSV-Dateien abgespeichert werden. Ausgehend von den aufgenommenen Signalen
wird das Ziel verfolgt, Signaleigenschaften zu finden, die eine eindeutige und wieder-
holgenaue Zuordnung auf die einzelnen Felder der Mittelkonsole ermo¨glichen. Um
eine hinreichend große Datenbasis fu¨r die Untersuchung zu erhalten, wurden fu¨r
jedes Feld 30 Messwerte aufgenommen. Die Messwertaufnahme erfolgte durch die
Beru¨hrung der Zentren der einzelnen Felder, wobei versucht wurde anna¨hernd die-
selbe Stelle zu treffen, um den Bereich, in dem die Einschla¨ge erfolgten, mo¨glichst
klein zu halten. Die, aufgrund der ha¨ndischen Erzeugung der Messwerte, entstehende
Varianz bezu¨glich des Einschlagsortes und der Einschlagsintensita¨t entspricht dem
spa¨teren Verwendungszweck der Mittelkonsole als Bedienelement. Mit den dadurch
erzeugten Signalen ist der Ausgangspunkt fu¨r die Untersuchung deren Eigenschaften
gegeben.
Die Untersuchung der Signaleigenschaften findet unter Verwendung von Matlab
statt. Matlab ist eine Programmierumgebung der Firma Mathworks, die speziell auf
die Verarbeitung, Auswertung und grafische Darstellung numerischer Daten aus-
gelegt ist [25]. Mit einer Vielzahl mathematischer Funktionen, die bereit gestellt
werden, sowie einer hohen Performance und die Mo¨glichkeit einzelne Befehle u¨ber
die Kommandozeile zu testen, bietet Matlab optimale Voraussetzungen fu¨r die Un-
tersuchungen.
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5.1 Phasendifferenz
5.1.1 Implementierung
Die Phasendifferenz ist die erste Signaleigenschaft, welche betrachtet wird. Fu¨r die
Berechnung dieser werden die Phasen von jeweils zwei Signalen miteinander sub-
trahiert, wobei das Signal des Sensor 1 immer als Minuend dient. Dadurch wird
das Signal des Sensor 1 als Bezugspunkt festgelegt und die Phasenverschiebung, die
die anderen Signale aufweisen, zu diesem angegeben. Da die Phasen der Signale im
Zeit- und Frequenzbereich a¨quivalent zueinander sind, werden sie im Frequenzbe-
reich betrachtet, da dieser eine einfache Darstellungsmo¨glichkeit bietet. Mittels der
Schnellen Fouriertransformation (FFT) erfolgt die U¨berfu¨hrung der Signale von dem
Zeit- in den Frequenzbereich, wodurch die reellen Werte, die die Signale repra¨sen-
tieren, in komplexe Werte umgeformt werden. Durch die komplexe Darstellung ist
es mo¨glich die Signale auf komplexe Zeiger abzubilden und die Phase, als Winkel
zwischen Imagina¨rteil und Realteil, zu bestimmen.
Die FFT setzt voraus, dass ein Signal sich periodisch fortsetzen la¨sst, weshalb
das Signal mit einer Fensterfunktion gewichtet werden muss, falls keine Periodizita¨t
vorliegt, da sonst ein zu breites Frequenzspektrum die Folge ist. Der Grund dafu¨r
ergibt sich aus dem Frequenzspektrum, in dem Frequenzanteile enthalten sind, die
bei Signalen von einem unendlich langen Beobachtungszeitraum nicht vorka¨men.
Durch die Fensterfunktion wird das Signal in Abschnitte, sogenannte Fenster, un-
tergliedert und ku¨nstlich periodisiert, sodass bei der Zerlegung des Signals in seine
Frequenzanteile mittels der FFT nur schwache Seiteneffekte auftreten.
Da die hier betrachteten Signale keine Periodizita¨t aufweisen, muss eine Fenste-
rung erfolgen. In Matlab wird die Fensterung mit der Funktion enframe realisiert,
die als Parameter das Signal, die Art des Fensters, die Fensterbreite und die U¨ber-
lappung u¨bergeben bekommt. In diesem Fall sind die Parameter so gewa¨hlt, dass
Rechteckfenster mit einer La¨nge von 32768 Samples und einer U¨berlappung von 50
% erzeugt werden. Dabei gibt die U¨berlappung an, um wie viel das Fenster der Fens-
terfunktion verschoben wird und bestimmt die Auflo¨sung des gefensterten Signals
im Zeit- und Frequenzbereich. Bei einer U¨berlappung von 50 % erfolgt die Verschie-
bung des Fensters um die Ha¨lfte der Fensterbreite. Diese gilt als Standardwert und
bietet die beste Auflo¨sung fu¨r beide Bereiche. Anschließend wird auf die gefensterten
Signale die FFT angewendet. Daraufhin erfolgt mit der von Matlab bereitgestellten
Funktion angle die Berechnung der Phasen der Signale, welche subtrahiert werden,
um die Phasendifferenzen zu bestimmen.
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5.1.2 Auswertung
Die Ergebnisse der Phasendifferenzberechnung sind fu¨r das linke obere Feld und
ein zentrales Feld der Mittelkonsole in den Abbildungen 5.1 und 5.2 dargestellt.
(a) Ausschnitt der Phasendifferenzen der Signa-
le von Sensor 1 und Sensor 2
(b) Ausschnitt der Phasendifferenzen der Signa-
le von Sensor 1 und Sensor 3
(c) Ausschnitt der Phasendifferenzen der Signale
von Sensor 1 und Sensor 4
Abbildung 5.1: Phasendifferenzen des linken oberen Feldes der Mittelkonsole
Gegen die Erwartung entsprechend ist eine starke A¨nderung in den Phasendifferen-
zen erkennbar. Die Phasendifferenza¨nderung innerhalb des Signalverlaufs la¨sst sich
dadurch beschreiben, dass nach einem globalen/lokalen Minima direkt ein globales/-
lokales Maxima folgt. Die Abbildungen 5.1 und 5.2 zeigen das Phasenversatzmuster
exemplarisch fu¨r einen Versuch von den zwei spezifischen Feldern, jedoch tritt dieses
Phasenversatzmuster, zwar unterschiedlich stark ausgepra¨gt, aber dennoch vorhan-
den, in allen Versuchen bei allen Feldern auf. Dies widerspricht der urspru¨nglichen
Annahme, dass die Phase sich innerhalb eines Signals zeitlich auf die gleiche Weise
a¨ndert, woraus eine konstante Phasendifferenz zwischen je zwei Signalen resultieren
wu¨rde. Da die Phase nur von der zeitlichen A¨nderung der Kreisfrequenz abha¨ngt,
26
5 Evaluierung
(a) Ausschnitt der Phasendifferenzen der Signa-
le von Sensor 1 und Sensor 2
(b) Ausschnitt der Phasendifferenzen der Signa-
le von Sensor 1 und Sensor 3
(c) Ausschnitt der Phasendifferenzen der Signale
von Sensor 1 und Sensor 4
Abbildung 5.2: Phasendifferenzen des zentralen Feldes der Mittelkonsole
a¨ndert sich anscheinend die Frequenz der Welle mit ihrer Ausbreitung. Dies la¨sst auf
die Ausbreitung von Wellen in dispersiven Medien schließen, welche die Eigenschaft
besitzen, dass sich Wellen mit unterschiedlichen Frequenzen mit unterschiedlichen
Phasengeschwindigkeiten ausbreiten. Aufgrund, dass die Welle des Einschlags eine
Summe diverser monochromatischer Wellen ist, breiten sich die einzelnen Kompo-
nenten der Welle des Einschlags mit unterschiedlichen Phasengeschwindigkeiten aus.
Dies fu¨hrt dazu, dass die Welle zerfließt und sich die Frequenz und Phase der dadurch
entstehenden Signale a¨ndert. Bezu¨glich des Herstellungsprozesses der Mittelkonsole
kann davon ausgegangen werden, dass es sich bei dieser um ein dispersives Medium
handelt, wodurch das Phasenversatzmuster zustande kommt.
Mit den A¨nderungen in den Phasendifferenzen ist es nicht mehr mo¨glich, diese ei-
nem Einschlagsort zuordnen zu ko¨nnen, weshalb eine Einschlagslokalisation mittels
der Phasendifferenzen nicht realisierbar ist. Jedoch befindet sich das Phasenversatz-
muster immer in den Fenstern des Signals, in denen die Informationen bezu¨glich des
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Einschlags enthalten sind. Damit ist es mo¨glich die Untersuchung des Signals auf die
aussagekra¨ftigen Fenster zu beschra¨nken. Um festzustellen, welche Fenster die Infor-
mationen bezu¨glich des Einschlags beinhalten, wird anhand der Phasendifferenzen
ein Trigger berechnet. Dafu¨r wird zuerst der Gradient der Phasendifferenz gebil-
det, da dieser der A¨nderung der Phasendifferenzen entspricht. Anschließend erfolgt
die Bildung des Mittelwerts der Gradienten je Fenster, um von diesen erneut den
Gradienten zu bestimmen. Dadurch wird die A¨nderung der Phasendifferenza¨nderung
erhalten, wobei die Stelle, an der das Minimum auftritt, dem Indexwert des Fensters
mit den meisten Informationen bezu¨glich des Einschlags entspricht. Da die Fenster
mit einer Fensterbreite von 32768 Samples relativ groß sind, genu¨gt es ein Fenster
zu betrachten, dass den Großteil der Informationen des Einschlags entha¨lt. Auch
wenn die Phasendifferenz fu¨r die Einschlagslokalisation nicht geeignet ist, kann sie
fu¨r die Untersuchung der folgenden Signaleigenschaften verwendet werden, indem
die Anzahl der zu betrachtenden Fenster eingeschra¨nkt wird.
5.2 Kreuzkorrelation
5.2.1 Implementierung
Die Kreuzkorrelation ist die na¨chste Signaleigenschaft, die hinsichtlich der Cluster-
bildung fu¨r die Einschlagslokalisation untersucht wird. Mit Hilfe dieser erfolgt die
Bestimmung des Zeitpunkts, zu dem sich zwei Signale am a¨hnlichsten sind. Ana-
log zu der Phasendifferenz wird auch an dieser Stelle das Signal des Sensor 1 als
Bezugspunkt gewa¨hlt und die Korrelation zwischen diesem und den anderen drei Si-
gnalen berechnet. Fu¨r die Berechnung stellt Matlab eine Funktion namens xcorr zur
Verfu¨gung, der als Parameter zwei Signale zu u¨bergeben sind und die als Ergebnis
die Korrelationswerte dieser liefert.
5.2.2 Auswertung
In der Abbildung 5.3 sind die Ergebnisse der Kreuzkorrelation bezu¨glich des linken
oberen Feldes und eines zentralen Feldes der Mittelkonsole fu¨r eine Messwertauf-
nahme dargestellt. Auch hier gilt, dass die Ergebnisse fu¨r alle anderen Versuche,
sowie alle anderen Felder a¨hnlich aussehen. Die Positionen der Maxima der in der
Abbildung 5.3 dargestellten Korrelationsfunktionen entsprechen dem Zeitpunkt, zu
dem sich die Signale am A¨hnlichsten sind. Mit der Betrachtung der Abbildung 5.3
fa¨llt bereits auf, dass die Maxima der Korrelationsfunktion sich allesamt am Zeit-
punkt null befinden, was die U¨berpru¨fung durch die Berechnung deren Position
besta¨tigte. Des Weiteren zeigen die Abbildungen 5.3 (c) und 5.3 (d), dass die Ver-
wendung von anderen Signalen, anstelle des Signals des Sensor 1 als Bezugspunkt,
keinen Einfluss auf die Ergebnisse der Kreuzkorrelation auswirkt. Da die Korrela-
tionsfunktionen den gro¨ßten Wert zum Zeitpunkt null annehmen, ist eine Bildung
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(a) Kreuzkorrelationsfunktion des linken oberen
Feldes der Mittelkonsole mit dem Bezug zum Si-
gnal des Sensor 1
(b) Kreuzkorrelationsfunktion des zentralen Fel-
des der Mittelkonsole mit dem Bezug zum Signal
des Sensor 1
(c) Kreuzkorrelationsfunktion des linken oberen
Feldes der Mittelkonsole mit dem Bezug zum Si-
gnal des Sensor 2
(d) Kreuzkorrelationsfunktion des linken oberen
Feldes der Mittelkonsole mit dem Bezug zum Si-
gnal des Sensor 3
Abbildung 5.3: Kreuzkorrelationsfunktionen
von Clustern nicht mo¨glich und die Einschlagslokalisation u¨ber die Berechnung der
zeitlichen Verschiebung der Signale zueinander nicht realisierbar. Zu dem besagt
das Ergebnis der Kreuzkorrelation, dass die Signale die gro¨ßte A¨hnlichkeit besitzen,
wenn sie nicht zeitlich zueinander verschoben sind. Diese Aussage steht jedoch im
Widerspruch zur Realita¨t, da die durch einen Einschlag erzeugte, sich ausbreiten-
de Welle unterschiedliche Wege zu den Sensoren zuru¨cklegen muss und somit diese
zu verschiedenen Zeitpunkten erreicht, wodurch ein zeitlicher Versatz entsteht, der
sich in den Signalen widerspiegelt. Daraus schließt sich, dass die Signale der Mit-
telkonsole nicht dem A¨hnlichkeitskriterium der Kreuzkorrelation genu¨gen, was den
Widerspruch erkla¨ren wu¨rde. Das heißt auch wenn die Signale keine A¨hnlichkeit
aufweisen, berechnet die Kreuzkorrelation dennoch das Maß ihrer A¨hnlichkeit. Aus
der entstehenden Korrelationsfunktion kann anschließend der Zeitpunkt abgelesen
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werden, wann sich die Signale am A¨hnlichsten sind, jedoch wird keine Aussage u¨ber
die Sta¨rke ihrer A¨hnlichkeit getroffen. Daher ist es notwendig mittels der normier-
ten Kreuzkorrelation Aussagen daru¨ber zu treffen, wie stark die Signale miteinander
korrelieren. Die Berechnung dieser erfolgt in Matlab mit der Funktion normxcorr2,
die analog zu der bereits beschriebenen Funktion fu¨r die Kreuzkorrelation funktio-
niert.
Abbildung 5.4: normierte Kreuzkorrelationsfunktion des linken oberen Feldes der
Mittelkonsole
Das in der Abbildung 5.4 dargestellte Ergebnis der normierten Kreuzkorrelation
basiert auf demselben Feld und denselben Messwerten, die auch fu¨r die Kreuzkorre-
lationsberechnung der Abbildung 5.3 (a) verwendet wurden. Dieses Ergebnis steht
stellvertretend fu¨r die anderen Felder und Messwerte, die diesbezu¨glich untersucht
wurden und a¨hnliche Ergebnisse lieferten. Die Maxima der Korrelationsfunktion der
normierten Kreuzkorrelation befinden sich analog zu denen der Kreuzkorrelation
an dem Zeitpunkt null. Zu dem kann anhand der Abbildung 5.4 erkannt werden,
dass sich alle anderen Korrelationswerte in dem Intervall von -0.1 bis 0.1 befinden.
Daraus folgt, dass die Signale unkorreliert zueinander sind und keine A¨hnlichkeit
besitzen. Der Grund dafu¨r la¨sst sich u¨ber die Ausbreitung von Wellen in dispersiven
Medien erkla¨ren. Wie bereits bei der Phasendifferenz festgestellt, breiten sich die
Frequenzen der Welle des Einschlags mit unterschiedlichen Phasengeschwindigkei-
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ten aus, wodurch die Welle zerfließt. Dies hat zur Folge, dass die A¨hnlichkeit der
Signale nicht mehr gegeben ist. Dadurch liefert die Kreuzkorrelation keine verwert-
baren Werte bezu¨glich der Einschlagslokalisation und ist somit fu¨r diese ungeeignet.
5.3 Gangunterschied
Der Gangunterschied, der die Wegdifferenz zweier Wellen beschreibt, ist die na¨chste
Signaleigenschaft, welche untersucht wird. Ausgehend von der Mittelkonsole kann
mit Sicherheit behauptet werden, dass ein Gangunterschied vorliegt, da die Welle
des Einschlags verschiedene Wege zuru¨cklegen muss, um die Sensoren zu erreichen.
Jedoch stellt sich dessen Berechnung als problematisch heraus, weil die einzige Be-
rechnungsmo¨glichkeit in diesem Fall, durch die im Kapitel 3 vorgestellte Gleichung
3.1 geboten wird. Die Formel 3.1 setzt voraus, dass es sich bei den Signalen um
koha¨rente Signale handelt. Mit der Koha¨renzbedingung wird ausgesagt, dass sich
die Signale zeitlich auf die gleiche Weise, bis auf eine Phasenverschiebung, a¨ndern.
Dadurch muss fu¨r die Gu¨ltigkeit der Formel 3.1 eine konstante Phasendifferenz gege-
ben sein. Aus der vorherigen Untersuchung der Phasendifferenz ist jedoch bekannt,
dass die Signale der Mittelkonsole A¨nderungen in ihren Phasendifferenzen erfahren,
aufgrund der verschiedenen Phasengeschwindigkeiten, mit denen sich die Frequen-
zen ausbreiten. Als Folge ist die Gleichung 3.1 nicht einsetzbar, wodurch in Hinsicht
auf die Signale der Mittelkonsole keine Mo¨glichkeit existiert, den Gangunterschied
dieser zu bestimmen. Daraus resultiert, dass der Gangunterschied fu¨r die Einschlags-
lokalisation nicht verwendet werden kann.
5.4 Energie
Zuletzt erfolgt die energetische Untersuchung der Signale. Die Signalenergie spie-
gelt sich im Betragsquadrat der Amplitude wieder und a¨ndert sich in Abha¨ngigkeit
von der Intensita¨t, mit welcher der Einschlag erfolgte. Da diese Arbeit das Ziel der
Findung von intensita¨tsunabha¨ngigen Mo¨glichkeiten fu¨r die Einschlagslokalisation
verfolgt, wird die U¨berschreitung von Schwellenwerten der Energiedichte nicht un-
tersucht. Zudem werden im Folgenden fu¨r die Energieberechnungen Normierungen
durchgefu¨hrt oder das Verha¨ltnis der Ergebnisse betrachtet, um eine Intensita¨tsun-
abha¨ngigkeit zu gewa¨hrleisten.
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5.4.1 mittlere Zeit
Implementierung
Zuerst wird die mittlere Zeit betrachtet, die als Ergebnis den Zeitpunkt liefert, zu
welchem die Signalenergie konzentriert ist. Die Berechnung dieser erfolgt mit der
im zweiten Kapitel eingefu¨hrten Gleichung 2.9. Da es sich bei den Signalen der
Mittelkonsole um diskrete Signale handelt, kann das Integral der Gleichung 2.9 in
eine Summe umgeschrieben werden, wodurch sich die Formel 5.1 ergibt.
t =
1
E
N∑
i=1
t |x(i)|2 (5.1)
Mit Hilfe der Gleichung 5.1 wird in Matlab fu¨r jedes Signal der Mittelkonsole die
mittlere Zeit berechnet. Im Grunde genu¨gen die vier entstandenen Ergebnisse fu¨r
jeden Versuch und fu¨r alle Felder, um daraus ein Datenset zum Anlernen der SVM
zu erzeugen und die mittlere Zeit auf ihre Eignung fu¨r die Einschlagslokalisation zu
u¨berpru¨fen. Jedoch wird an dieser Stelle das Verha¨ltnis der mittleren Zeiten der an-
deren drei Signale zu Signal 1 gebildet, um eine bessere Vergleichbarkeit zu erzielen.
Zu dem erfolgt die Abbildung von den jeweils drei Verha¨ltniswerten auf einen Punkt
im kartesischen Koordinatensystem, um die Ergebnisse grafisch zu veranschaulichen.
(a) fu¨r vier Felder der Mittelkonsole (b) fu¨r alle Felder der Mittelkonsole
Abbildung 5.5: Verha¨ltnisse der mittleren Zeiten
Auswertung
Die Abbildung 5.5 (a) zeigt das Resultat der Berechnung der Verha¨ltnisse der mitt-
leren Zeiten fu¨r vier Felder der Mittelkonsole, wa¨hrend die Abbildung 5.5 (b) das
Ergebnis derselben Berechnung fu¨r alle Felder zeigt. In der Abbildung 5.5 (a) werden
die vier Felder der ersten Reihe der Mittelkonsole dargestellt und es ist zu erken-
nen, dass die Verha¨ltnisse der mittleren Zeiten Cluster bilden, welche sich nur wenig
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u¨berschneiden und eine relativ geringe Streuung aufweisen. Bei der Abbildung 5.5
(b) dahingegen sind die Cluster nicht mehr eindeutig zu erkennen und einige dieser
nehmen die Form einer Geraden an. Zu dem existiert ein Bereich, in dem sich die
Cluster stark u¨berschneiden, was Auswirkungen auf die Genauigkeit bezu¨glich der
Einschlagslokalisation zur Folge haben wird. Dennoch ist mit den Verha¨ltnissen der
mittleren Zeit die erste Signaleigenschaft gefunden, die sich aufgrund ihrer Wieder-
holgenauigkeit und Zuordenbarkeit, fu¨r die Einschlagslokalisation eignet.
5.4.2 mittlere Frequenz
Implementierung
Als na¨chste Signaleigenschaft wird die mittlere Frequenz betrachtet, die ein Maß
angibt, um welche Frequenz die Signalenergie konzentriert ist. Fu¨r deren Berechnung
wird, die im zweiten Kapitel vorgestellte Gleichung 2.10 verwendet. Analog zu der
Gleichung fu¨r die Berechnung der mittleren Zeit, muss auch in diesem Fall das
Integral zu einer Summe umgeschrieben werden, wodurch die Formel 5.2 entsteht.
f =
1
E
N∑
j=1
f |X(j)|2 (5.2)
Bei der Verwendung der Gleichung 5.2, gilt es zu beachten, dass die Signale vor
der Berechnung der mittleren Frequenz in den Frequenzbereich zu u¨berfu¨hren sind.
Dafu¨r erfolgt eine Fensterung der Signale mit einer anschließenden FFT. Da dieselbe
Berechnung bereits fu¨r die Phasendifferenz durchgefu¨hrt wurde, ko¨nnen die dabei
entstandenen Frequenzspektren auch fu¨r die Berechnung der mittleren Frequenz ge-
nutzt werden. Um eine bessere Vergleichbarkeit der einzelnen Signaleigenschaften zu
erhalten, wird im Folgenden jeweils das Ergebnis fu¨r die erste Reihe der Felder der
Mittelkonsole und fu¨r alle Felder dieser betrachtet. Mit der Gleichung 5.2, welche in
Matlab realisiert wurde, werden die mittleren Frequenzen der gefensterten Signale
berechnet, von denen wiederum das Verha¨ltnis gebildet wird, um eine grafische Dar-
stellung zu erzeugen. Analog zum Verha¨ltnis der mittleren Zeit, dient auch an dieser
Stelle das Signal des Sensor 1 als Bezugspunkt fu¨r die Bildung der Verha¨ltnisse der
mittleren Frequenzen.
Auswertung
Das Resultat der Verha¨ltnisberechnung ist in der Abbildung 5.6 zu sehen, wobei die
Abbildung 5.6 (a) das Ergebnis fu¨r vier Felder und die Abbildung 5.6 (b) das Ergeb-
nis fu¨r alle Felder der Mittelkonsole zeigt. Aus der Abbildung 5.6 (a) ist zu erken-
nen, dass die Verha¨ltnisse der mittleren Frequenzen fu¨r die einzelnen Felder Cluster
bilden, was von einer Wiederholgenauigkeit und Zuordenbarkeit dieser Signaleigen-
schaft zeugt. Jedoch nehmen die Cluster die Form einer Geraden an, wodurch im
Vergleich zu den Clustern der mittleren Zeit eine gro¨ßere Streuung vorhanden ist.
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(a) fu¨r vier Felder der Mittelkonsole (b) fu¨r alle Felder der Mittelkonsole
Abbildung 5.6: Verha¨ltnisse der mittleren Frequenzen der gefensterten Signale
Genauso ist der Bereich, in dem sich die Cluster u¨berlagern sta¨rker ausgepra¨gt.
Dies fu¨hrt zu der Vermutung, dass die Einschlagslokalisation aufgrund der Streuung
und U¨berlagerung eine geringe Genauigkeit bei der Zuordnung der Verha¨ltnisse der
mittleren Frequenzen zu den Feldern der Mittelkonsole erzielt. Mit den Clustern,
die in der Abbildung 5.6 (b) dargestellt sind, wird die Vermutung besta¨rkt, da diese
eng nebeneinander liegen und zusammen einen wesentlich gro¨ßeren u¨berlagerungs-
bereich ausbilden. Jedoch ist mit den Verha¨ltnissen der mittleren Frequenzen eine
weitere Signaleigenschaft gefunden, die den Anspru¨chen der Einschlagslokalisation
genu¨gt.
5.4.3 mittlere Zeit der gefensterten Signale
Implementierung
Die Untersuchung der mittleren Zeit basiert auf der Betrachtung der urspru¨nglichen
Signale. Mit der Fensterung erfahren diese eine A¨nderung, aufgrund der Erzeugung
einer ku¨nstlichen Periodizita¨t und der Unterteilung in sich u¨berlappende Blo¨cke.
Dies hat zur Folge, dass die erneute Berechnung der mittleren Zeit nicht dieselben
Ergebnisse liefern wird. Da die Chance auf eine Verbesserung der Ergebnisse be-
steht, erfolgt die nochmalige Berechnung der mittleren Zeit nach der Gleichung 5.1
mit dem einzigen Unterschied, dass anstelle der Ursprungssignale die gefensterten
Signale verwendet werden.
Auswertung
In der Abbildung 5.7 (a) ist das Resultat der Berechnung fu¨r vier Felder und in
der Abbildung 5.7 (b) fu¨r alle Felder der Mittelkonsole dargestellt. Bei den in der
34
5 Evaluierung
(a) fu¨r vier Felder der Mittelkonsole (b) fu¨r alle Felder der Mittelkonsole
Abbildung 5.7: Verha¨ltnisse der mittleren Zeiten der gefensterten Signale
Abbildung 5.7 gezeigten Werten handelt es sich wieder um das Verha¨ltnis der mitt-
leren Zeiten mit dem Signal des Sensor 1 als Bezugspunkt. Mit der Betrachtung der
Cluster in der Abbildung 5.7 ist eine große A¨hnlichkeit zu denen der Verha¨ltnisse
der mittleren Frequenzen zu erkennen. So sind die Formen der Cluster, die Gera-
den a¨hneln, die Anordnung und der Bereich, in dem sie sich u¨berschneiden, nahezu
identisch. Die A¨hnlichkeit der Ergebnisse sind auf die in beiden Fa¨llen verwende-
ten gefensterten Signale zuru¨ckzufu¨hren, wodurch die Auswirkungen der Fensterung
bezu¨glich der Bildung von Clustern deutlich werden. Daraus resultiert, dass auch
die Verha¨ltnisse der mittleren Zeit der gefensterten Signale fu¨r die Einschlagsloka-
lisation in Erwa¨gung gezogen werden ko¨nnen, aber diese keine Verbesserungen im
Vergleich zu den Clustern der Verha¨ltnisse der mittleren Zeiten der urspru¨nglichen
Signale liefern.
5.4.4 mittlere Zeit und Frequenz spezieller Fenster der Signale
Implementierung
Die Berechnungen fu¨r die mittlere Zeit und Frequenz geben jeweils ein Maß an,
um welches sich die Signalenergie konzentriert. Ausgehend von den Ergebnissen der
Verha¨ltnisse von mittlerer Zeit und Frequenz der gefensterten Signale besteht die
Mo¨glichkeit die Streuung in den Clustern zu verringern, indem nur die Fenster der
Signale betrachtet werden, in denen sich der Einschlag widerspiegelt. Da in diesen
Fenstern der gro¨ßte Anteil der Signalenergie enthalten ist, la¨sst sich ebenso die mitt-
lere Zeit und Frequenz von diesen ermitteln.
Dafu¨r wird mit Hilfe der Phasendifferenz, wie zu Beginn dieses Kapitels beschrie-
ben, der Index des Fensters, welches die meisten Informationen u¨ber den Einschlag
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entha¨lt, bestimmt. Mit den Gleichungen 5.1 und 5.2 erfolgt die Berechnung der
mittleren Zeit und Frequenz des Index-Fensters und anschließend, analog zu den
vorherigen Berechnungen, die Bildung der Verha¨ltnisse zu dem Signal des Sensor 1.
Auswertung
(a) fu¨r vier Felder der Mittelkonsole (b) fu¨r alle Felder der Mittelkonsole
Abbildung 5.8: Verha¨ltnisse der mittleren Zeiten der Index-Fenster
(a) fu¨r vier Felder der Mittelkonsole (b) fu¨r alle Felder der Mittelkonsole
Abbildung 5.9: Verha¨ltnisse der mittleren Frequenzen der Index-Fenster
In den Abbildungen 5.8 und 5.9 sind die Verha¨ltnisse der mittleren Zeit und
Frequenz des Index-Fensters fu¨r vier Felder, sowie fu¨r alle Felder der Mittelkonso-
le dargestellt. Dabei ist in allen vier Abbildungen zu erkennen, dass keine Cluster
entstanden sind. Zu dem ist auch keine Besserung hinsichtlich der Streuung und
U¨berschneidungen der Ergebniswerte bezu¨glich der einzelnen Felder sichtbar. Das
entstandene Resultat entspricht nicht den anfa¨nglichen Erwartungen, aber zeigt,
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dass die Untersuchungen der Verha¨ltnisse der mittleren Zeit und Frequenz fu¨r ein
spezifisches Fenster der Signale keine Informationen fu¨r die Einschlagslokalisation
bieten.
5.4.5 Verha¨ltnisse der Signalenergien
Da die Berechnung der mittleren Zeit und Frequenz der Index-Fenster keine aussage-
kra¨ftigen Resultate hervorbrachte, soll an dieser Stelle das Verha¨ltnis der Signalener-
gie der Index-Fenster betrachtet werden. Der Grund dafu¨r ist, dass das Index-Fenster
die Energie des Einschlags repra¨sentiert. Diese a¨ndert sich mit dem Weg, den die
durch den Einschlag entstandene Welle zuru¨cklegen muss, da wa¨hrend der Ausbrei-
tung der Welle ein Teil ihrer Energie in andere Energieformen umgewandelt wird.
Dadurch besitzt die Welle mit dem Erreichen der Sensoren unterschiedliche Ener-
gie, die sich in der Amplitude des Signals des jeweiligen Sensors widerspiegelt. Mit
der Bildung der Verha¨ltnisse der Signalenergien wird eine intensita¨tsunabha¨ngige
Betrachtung dieser ermo¨glicht.
Implementierung (Zeitbereich)
Zuna¨chst erfolgt die Untersuchung der Signalenergie des u¨ber die Phasendifferenz
ermittelten Index-Fensters im Zeitbereich. Fu¨r deren Berechnung wird, die im zwei-
ten Kapitel aufgefu¨hrte Formel 2.7 verwendet und anschließend von den ermittelten
Energien das Verha¨ltnis zu der Signalenergie des Sensor 1 gebildet.
(a) fu¨r vier Felder der Mittelkonsole (b) fu¨r alle Felder der Mittelkonsole
Abbildung 5.10: Verha¨ltnisse der Energien der Index Fenster
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Auswertung I
Das entstandene Resultat ist in der Abbildung 5.10 veranschaulicht. Dabei zeigt die
Abbildung 5.10 (a) das Ergebnis der Verha¨ltnisberechnung der Signalenergien der
Index-Fenster fu¨r vier Felder der Mittelkonsole, wa¨hrend die Abbildung 5.10 (b) das
Ergebnis fu¨r alle Felder darstellt. Aus der Abbildung 5.10 (a) ist zu entnehmen,
dass die Verha¨ltniswerte Cluster bilden, die teilweise ineinander verlaufen. Unter
Einbezug der Abbildung 5.10 (b) sind die U¨berschneidungen der einzelnen Cluster
jedoch verha¨ltnisma¨ßig gering. Zu dem ist in der Abbildung 5.10 (b) eine struktu-
rierte Anordnung der Cluster und eine geringe Streuung innerhalb dieser erkennbar.
Daraus la¨sst sich schließen, dass die Verha¨ltnisse der Signalenergien der durch die
Phasendifferenz berechneten Index-Fenster sich fu¨r die Einschlagslokalisation eignen.
Implementierung (Frequenzbereich)
Zuletzt erfolgt die Untersuchung der spektralen Signalenergie der Index-Fenster. Fu¨r
diese werden die Index-Fenster der Fourier-transformierten Signale betrachtet, wobei
der Indexwert derselbe ist, wie bei der vorherigen Untersuchung im Zeitbereich und
auf dieselbe Weise ermittelt wird. Die Berechnung der spektralen Signalenergie er-
folgt u¨ber die Formel 2.8, welche im zweiten Kapitel eingefu¨hrt wurde. Anschließend
werden die Verha¨ltnisse der spektralen Signalenergien zu der spektralen Signalener-
gie des Sensor 1 gebildet.
(a) fu¨r vier Felder der Mittelkonsole (b) fu¨r alle Felder der Mittelkonsole
Abbildung 5.11: Verha¨ltnisse der spektralen Energien der Index Fenster
Auswertung II
In der Abbildung 5.11 (a) sind die Verha¨ltnisse der spektralen Signalenergien fu¨r vier
Felder und in der Abbildung 5.11 (b) fu¨r alle Felder der Mittelkonsole dargestellt.
Die Abbildung 5.11 (a) zeigt, dass als Ergebnis der Berechnung Cluster entstehen,
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die nahezu identisch mit denen der Abbildung 5.10 (a) sind. Die Analogie zu den
Verha¨ltnissen der Signalenergie im Zeitbereich spiegelt sich ebenso in der Abbildung
5.11 (b) wieder. Die Cluster aller Felder der Mittelkonsole in der Abbildung 5.11 (b)
weisen eine starke A¨hnlichkeit in Form, Gro¨ße und Anordnung zu den Clustern
der Abbildung 5.10 (b) auf. Der Grund der A¨hnlichkeit liegt in der A¨quivalenz der
Signalenergien im Zeit- und Frequenzbereich, was in den Analogien der Ergebnisse
der Verha¨ltnisberechnungen zu erkennen ist. Somit sind auch die Verha¨ltnisse der
spektralen Signalenergien der Index-Fenster fu¨r die Einschlagslokalisation geeignet.
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der support vector machine
In diesem Kapitel erfolgt die Evaluierung der Cluster bildenden Signaleigenschaften
anhand ihrer Genauigkeit bei der Einschlagslokalisation unter der Verwendung einer
support vector machine (SVM). Bevor zu den Ergebnissen der SVM u¨bergegangen
wird, findet eine kurze Erkla¨rung der Funktionsweise dieser statt.
Die SVM ist ein Klassifizierungsverfahren aus dem Bereich des maschinellen Ler-
nens. Diese unterteilt eine Menge von Objekten durch Hyperebenen in verschiede-
ne Klassen [26]. Dabei sind die Hyperebenen so platziert, dass sie einen mo¨glichst
großen Abstand zwischen den sich der Ebenen am na¨chsten befindenden Objek-
ten aufweisen, wodurch ein leerer Bereich um die Hyperebene entsteht [26]. Dieser
Bereich dient dazu Testdaten, die nicht den Trainingsdaten entsprechen, Klassen
zuordnen zu ko¨nnen. Die Objekte in der SVM werden als Vektoren dargestellt und
die der Hyperebene am na¨chsten liegenden fu¨r die mathematische Beschreibung
dieser verwendet [26]. Da die Hyperebene nur als eine lineare Funktion dargestellt
werden kann, muss im Fall einer nichtlinearen Trennung der Objekte der Vektor-
raum in eine ho¨here Dimension u¨berfu¨hrt werden [26]. Dafu¨r existieren verschiedene
Kernel -Algorithmen, die die Hyperebene in einem ho¨herdimensionalen Raum be-
rechnen [26]. Anschließend erfolgt eine Ru¨cktransformation in den Ursprungsraum,
wodurch die Hyperebene eine nichtlineare Form erha¨lt. Eine Auswahl der verschie-
denen Kernel -Funktionen und den draus resultierenden Klassen ist in der folgenden
Abbildung 6.1 veranschaulicht. Die Ausgangbasis fu¨r die Verwendung der SVM sind
(a) polynomial Kernel (b) radial Kernel (c) sigmoid Kernel
Abbildung 6.1: Kernel -Typen der SVM
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Trainingsdaten, von denen bekannt ist, zu welcher Klasse sie geho¨ren. Mit Hilfe
der Trainingsdaten werden die Hyperebenen ermittelt. Daher ist es wichtig, dass
die Trainingsdaten Cluster ausbilden, um mo¨glichst exakte Trennung der einzelnen
Klassen zu erhalten. Kommt es zu U¨berschneidungen der Cluster der Trainingsda-
ten, so besteht die Schwierigkeit die Hyperebene optimal einzupassen. Dies hat zur
Folge, dass einige Werte der Trainingsdaten nach der Unterteilung durch die Hy-
perebenen nicht mehr ihren urspru¨nglichen Klassen entsprechen. Abha¨ngig davon,
wie stark sich die Cluster der Trainingsdaten u¨berlagern, kann die Genauigkeit, mit
der ein Set von Testdaten den einzelnen Klassen zugeordnet wird, bestimmt werden.
Fu¨r die folgenden Untersuchungen der Signaleigenschaften wurde die SVM aus der
Bibliothek LIBSVM [27] verwendet.
Zuna¨chst wird die Verwendung der Signaleigenschaften fu¨r verschiedene Kernel -
Typen der SVM untersucht. Dabei handelt es sich um den polynomial Kernel, den
radial Kernel und den sigmoid Kernel. Außerdem bietet die Bibliothek LIBSVM eine
Skalierungsfunktion, die erlaubt die Trainings- und Testdaten auf einen beliebigen
Wertebereich zu skalieren. In diesem Fall findet eine Normierung auf den Werte-
bereich von -1 bis 1 statt. Um den Einfluss der Skalierung beurteilen zu ko¨nnen,
erfolgt fu¨r jede Signaleigenschaft eine Betrachtung mit und eine ohne Skalierung.
Als Testdaten zum Anlernen der SVM dienen die Ergebnisse der Berechnungen fu¨r
die jeweiligen Signaleigenschaften aller Versuche fu¨r alle Felder der Mittelkonsole.
Dieselben Daten werden zugleich als Testdaten verwendet, um die Auswirkung der
sich u¨berschneidenden Cluster zu verdeutlichen. Die damit erzielten Ergebnisse sind
in der folgenden Tabelle 1 dargestellt.
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6 Auswertung von den Ergebnissen der support vector machine
In der Tabelle 1 ist zu erkennen, dass der sigmoid Kernel mit Abstand am schlech-
testen abschneidet und bezu¨glich aller getesteten Signaleigenschaften die geringste
Genauigkeit liefert. Dahingegen sind die erzeugten Genauigkeiten des polynomial
Kernels und des radial Kernels anna¨hernd gleich, wobei der radial Kernel immer
die ho¨here Genauigkeit von beiden besitzt. Die Skalierung der Daten hat eine Ver-
schlechterung um 5 % bis 10 % der Genauigkeit aller Signaleigenschaften, bis auf
das Verha¨ltnis der mittleren Zeit des Ursprungssignals, fu¨r den polynomial Kernel
und den radial Kernel zur Folge. Der sigmoid Kernel profitiert mit einer deutlichen
Verbesserung der Genauigkeit von allen Signaleigenschaften von der Skalierung der
Werte, jedoch ist dessen erzeugte Genauigkeit nach wie vor wesentlich niedriger als
die der anderen beiden Kernel. Die besten Ergebnisse mit einer Genauigkeit von ca.
70 % liefern die Verha¨ltnisse der Energien der Index-Fenster im Zeit- und Frequenz-
bereich. Gefolgt von den Verha¨ltnissen der mittleren Zeit des Ursprungssignals unter
Verwendung der Skalierung und des radial Kernels mit einer Genauigkeit von 63 %.
Diese drei Signaleigenschaften erzeugten bei ihrer Analyse unterscheidbare Cluster
mit einer geringen Streuung und erzielten damit, den Erwartungen entsprechend,
die ho¨chsten Genauigkeiten. Fu¨r die Berechnungen der mittleren Zeiten und Fre-
quenzen u¨ber die gefensterten Signale, stellt sich heraus, dass diese sich mit einer
Genauigkeit von nur 20 % nicht fu¨r die Einschlagslokalisation eignen. Dies entspricht
der im vierten Kapitel gea¨ußerten Vermutung, dass deren Cluster sich zu stark u¨ber-
schneiden, wodurch bei der Unterteilung der Daten in der SVM, Teile der Cluster
zu anderen Klassen zugeordnet wurden.
Im Allgemeinen sind die Ergebnisse jedoch nicht zufriedenstellend. Ausgehend von
dem Verwendungszweck der Mittelkonsole als Steuereinheit in einem Kraftfahrzeug,
ist diese als sicherheitskritisches System anzusehen, weshalb eine Erfolgswahrschein-
lichkeit von 70 % nicht den Anspru¨chen genu¨gt. Um der Verwendung der Mittel-
konsole gerecht zu werden, sind Genauigkeiten von u¨ber 90 % erstrebenswert. Eine
Verbesserung kann durch die Betrachtung einer kleineren Anzahl von Feldern der
Mittelkonsole erreicht werden.
Mit der folgenden Untersuchung wird die Verwendung der Signaleigenschaften von
vier Feldern und allen Feldern der Mittelkonsole verglichen. Bei den vier betrachteten
Feldern handelt es sich um die Felder der ersten Reihe der Mittelkonsole. Fu¨r die
Berechnung erfolgt die Verwendung der SVM mit dem radial Kernel, da dieser die
besten Ergebnisse liefert und als Trainings- und Testdaten dienen die berechneten
Signaleigenschaften aller Versuche. Das Resultat ist in der Tabelle 2 dargestellt.
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6 Auswertung von den Ergebnissen der support vector machine
Der anfa¨nglichen Behauptung entsprechend, ist in der Tabelle 2 zu erkennen, dass
die Genauigkeit der Signaleigenschaften bei nur vier betrachteten Feldern signifikant
ho¨her ist, als bei der Betrachtung aller Felder. Zu dem erreichen die Verha¨ltnisse
der Energien der Index-Fenster, sowie das Verha¨ltnis der mittleren Zeit des Ur-
sprungssignals eine Genauigkeit von u¨ber 90 %. Dies zeigt zum einen, dass die drei
Signaleigenschaften sich fu¨r die Einschlagslokalisation eignen, aber deren Genauig-
keiten stark von der Anzahl der betrachteten Felder abha¨ngen und zum anderen,
dass eine transversale Einschlagslokalisation mo¨glich ist, da sich die vier untersuch-
ten Felder horizontal in einer Reihe befinden und die Sensorreihe senkrecht zu diesen
steht. In diesem Fall hat sogar die Skalierung dieser drei Signaleigenschaften eine
geringfu¨gige Verbesserung der Genauigkeit zur Folge.
Mit den Untersuchungen wird gezeigt, dass eine Einschlagslokalisation mit den
Verha¨ltnissen der Energien der Index-Fenster und dem Verha¨ltnis der mittleren Zeit
der urspru¨nglichen Signale mo¨glich ist, aber ihr praktischer Nutzen stark von der
Anzahl der verwendeten Felder abha¨ngt.
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7 Zusammenfassung
Das Ziel dieser Bachelorarbeit war es Signaleigenschaften fu¨r die Einschlagslokali-
sation bezu¨glich der Verwendung von piezokeramischen Sensoren zu evaluieren. Als
Ausgangspunkt fu¨r die Untersuchung dient die vom Bundesexzellenzcluster MER-
GE entwickelte Mittelkonsole, die als eine Art Touchdisplay fungieren und spa¨ter
Verwendung in einem Kraftfahrzeug finden soll, um durch die Beru¨hrung der Ober-
fla¨che Aktionen zu starten. Daher ist eine zuverla¨ssige und eindeutige Bestimmung
des Beru¨hrungspunktes notwendig. Mit der Beru¨hrung der Oberfla¨che werden durch
vier piezokeramische Sensoren elektrische Analogsignale erzeugt, welcher nach ihrer
Umwandlung in Digitalsignale die Basis fu¨r die Untersuchung bilden. Die anschlie-
ßende Analyse dieser Signale zeigte, dass aufgrund der Dispersion der Mittelkonsole
die Kreuzkorrelation, der Gangunterschied und die Phasendifferenz nicht berech-
net werden konnten oder keine verwertbaren Ergebnisse lieferten. Jedoch hat sich
dadurch ein Phasenversatzmuster in den Phasendifferenzen gebildet, das Informa-
tionen liefert, an welcher Stelle sich der Einschlag in den Signalen widerspiegelt.
Dahingegen wies die energetische Betrachtung der Signale gute Voraussetzungen fu¨r
die Einschlagslokalisation auf, da als Ergebnisse Cluster erzeugt wurden, wodurch
auf eine Zuordenbarkeit und Wiederholgenauigkeit geschlossen werden kann. Die
Einschlagslokalisation wird mittels einer SVM realisiert, fu¨r deren Verwendung die
entstandenen Cluster essentiell sind. Auf Grundlage der Cluster werden durch die
SVM Klassen erstellt, die die einzelnen Einschlagsbereiche repra¨sentieren und dazu
dienen die Daten weiterer Einschla¨ge zu diesen zu zuordnen und somit den Bereich,
in dem sich die Einschla¨ge ereigneten, zu bestimmen. Die Genauigkeit, mit der die
Zuordnung der Daten erfolgt, gibt ein Maß an, wie gut sich die jeweilige Signaleigen-
schaft fu¨r die Einschlagslokalisation eignet. Bei den diesbezu¨glichen Untersuchungen
stellte sich heraus, dass die Verha¨ltnisse der Energien der Index-Fenster, die sich
aus dem Phasenversatzmuster ergeben, und die Verha¨ltnisse der mittleren Zeit der
Ursprungssignale mit einer Genauigkeit von 70 % die besten Ergebnisse fu¨r die Be-
trachtung aller Feldern der Mittelkonsole lieferten. Eine weitere Untersuchung ergab,
dass dieselben Signaleigenschaften unter der Betrachtung von lediglich vier Feldern
der Mittelkonsole eine Genauigkeit von u¨ber 90 % erzielten. Diese Resultate zeigen,
dass sich die Verha¨ltnisse der Energien der Index-Fenster, sowie die Verha¨ltnisse der
mittleren Zeit der Ursprungssignale fu¨r die Einschlagslokalisation bezu¨glich piezo-
keramischer Sensoren eignen, aber deren praktischer Nutzen stark von der Anzahl
der verwendeten Felder der Mittelkonsole abha¨ngt.
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8 Ausblick
Die Ergebnisse der Untersuchungen zeigen, dass es mo¨glich ist u¨ber die energeti-
sche Betrachtung der Signale die Einschla¨ge fu¨r eine geringe Anzahl von Feldern
der Mittelkonsole mit einer hohen Wahrscheinlichkeit lokalisieren zu ko¨nnen. Je-
doch nimmt die Genauigkeit ab, umso mehr Felder in die Berechnungen einbezogen
werden. Diesbezu¨glich ko¨nnte, um eine Verbesserung der Ergebnisse zu erhalten, ei-
ne Einschlagslokalisation in mehreren Stufen erfolgen. Dafu¨r werden mehrere Felder
der Mittelkonsole zu einem neuen, gro¨ßeren Feld zusammengefasst. Anschließend
wird zuerst der Einschlag einem großen Feld zugeordnet und danach dient eine
weitere Berechnung, die die Teilfelder des großen Feldes betrachtet, fu¨r die Zuwei-
sung des Einschlags zu dem originalen Feld. Dies bietet den Vorteil, dass fu¨r die
jeweiligen Berechnungen weniger Cluster verwendet werden, wodurch nicht so viele
U¨berschneidungen dieser auftreten. Jedoch geht damit ein Trade-off zwischen Nut-
zen und Ressourcenauslastung einher, da je nach Anzahl der Stufen mindestens zwei
SVM’s hinsichtlich verschiedener Datensa¨tze angelernt werden mu¨ssen.
Mit einer Genauigkeit von 70 % bieten die Verha¨ltnisse der Energien der Index-
Fenster bereits eine gute Basis fu¨r die Einschlagslokalisation. Diese Genauigkeit wur-
de mittels einer SVM berechnet, welche auf die Daten von 30 Einschla¨gen je Feld der
Mittelkonsole angelernt war. Wie im sechsten Kapitel beschrieben ist die Gro¨ße des
Datensets maßgebend fu¨r die Erzeugung der Klassen, denen die Testdaten zugeord-
net werden. Da es sich bei den Trainingsdaten um eine relativ kleine Datenmenge
handelt, sollten dieselben Untersuchungen mit einem gro¨ßeren Datenset wiederholt
werden, um genauere Aussagen u¨ber die Detektionsrate geben zu ko¨nnen.
Zuletzt wird eine Mo¨glichkeit der Einschlagslokalisation vorgestellt, die von der
Verwendung einer SVM absieht. Besonders an den Clustern der Verha¨ltnisse der
mittleren Zeiten und Frequenzen der gefensterten Signale ist zu erkennen, dass die-
se die Form einer Geraden annehmen. So kann in jedes Cluster eine Gerade einge-
passt werden, wobei jede Gerade ein Feld der Mittelkonsole repra¨sentiert. Außerdem
ko¨nnen die Signaleigenschaften jeweils als Punkt in einem Raum aufgefasst werden.
Die Berechnung des minimalen Abstandes zwischen Punkt und Gerade entspricht
der Zuordnung eines Einschlags zu einem Feld der Mittelkonsole, wodurch die Ein-
schlagslokalisation realisiert wird.
Mit den aufgefu¨hrten Ergebnissen ist eine Basis fu¨r die Einschlagslokalisation
bezu¨glich der Mittelkonsole geschaffen, jedoch ist auch Raum fu¨r weitere Untersu-
chungen geboten, was anhand der soeben dargestellten Mo¨glichkeiten verdeutlicht
wurde.
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