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Bakalářská práce se zabývá problematikou využití systému OpenCPU v oblasti zpracování dat. 
Práce je rozdělena na teoretický úvod obsahující popis zpracovani dat v informační a 
komunikační technologie, úkol a cíl práce, možnosti a prakticke využiti OpenCPU, prakticke 
využiti a modely programovaciho jazyku R, dale je HTTP protokol a virtualizačni systemy. 
Dále se práce zabývá realizace senzoru ve prostředí OpenCPU pomoci použiti jazyka PHP, 
dále pak HTML a Javascriptu. Poslední částí práce je samotná tvorba testovací aplikace 
v jazyku R. 
 
KLÍČOVÁ SLOVA 
OpenCPU, zpracování dat, hlavičky HTTP, programovací jazyk R. 
 
ABSTRACT 
Bachelor thesis deals with the OpenCPU system usage in data processing. The work is divided 
into theoretical introduction which contains a description of data processing in information and 
communication technologies, task and purpose of data processing, possibilities and practical 
usage of OpenCPU, practical usage and models of R, then the HTTP protocol and virtualization 
systems. Furthermore, the work deals with the realization of a sensor in OpenCPU environment 
through the PHP, HTML and Javascript. The last part is the actual creation of the testing 
application in R. 
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Často se stává, že vědci a odborníci v oblasti zpracování dat se musí uchýlit k složitým 
algoritmům a matematickým metodám pro analýzu určitých dat. Počítačová analýza dat je 
nejčastější, protože množství dat ke zpracování je velké množství. Často se stává, že tuto 
analýzu musí provést biologové, kteří nemusí mít odpovídající přípravu. 
Vzniká tedy potřeba jednoduchého nástroje pro analýzu v oblasti zpracování dat. 
Nicméně, pouze tento nástroj nestačí k analyzování: existuje potřeba rychlého sdílení výsledků 
svého výzkumu (analýzy) s dalšími vědci a odborníky z konkrétní oblasti a také schopnost tyto 
výsledky reprodukovat. V této chvíli neexistuje řešení, které by v sobě spojilo všechny tyto 
vlastnosti. Vývoj takového nástroje je hlavním cílem této práce. 
Aplikační software se obvykle spouští na na počítačích s různými množinami vstupních 
parametrů tak, aby bylo nalezeno řešení zkoumaných problémů (systémů). Složité modely 
vyžadují rozsáhlé množství náročných výpočtů (obvykle jde o numerické výpočty v pohyblivé 
řádové čárce). Proto jsou vědecké výpočty často prováděny na superpočítačích nebo pomocí 
distribuovaných výpočtů v počítačových sítích anebo na samostatných „vzdálených“ 
výpočetních platformách. 
Současná věda je charakterizována enormním nárůstem schopností měřit a sbírat data 
v tak rozsáhlých objemech, které dříve nebyly myslitelné. To ovšem vede k požadavkům na 
vývoj a nasazení nových metod a ICT schopných tato data ukládat, přenášet a dále analyzovat, 
případně využívat je jako vstupní informace pro matematické modelování. 
Významnou oblastí využití ICT, ve které je potřeba zpracovat obrovské množství dat a 
ve které je největší potenciál pro využití superpočítačů, grid i cloud computingu, je, například, 
výzkum lidského genomu v bioinformatice. V tomto oboru se provádějí především operace nad 
velkými databázemi. Proto se pracuje s největšími databázovými systémy využívajícími 
paralelní architektury postavené na nejmodernějších procesorech. 
Tato situace se zpracováním dat při analýze genomu v bioinformatice se opakuje i v 
dalších vědních, pro něž bude třeba vyvinout nové algoritmy i prostředky ICT. 
Ve vědeckých výpočtech se často modelují proměnlivé podmínky a situace reálného 
světa. Jde například o modelování vývoje počasí, šíření znečištění v ovzduší nebo v oceánech, 
šíření vln tsunami, deformace kloubů kostry člověka při dlouhodobém zatížení, deformace 
karosérie automobilu při nárazu, deformace různých jiných zařízení, pohyb hvězd ve vesmíru, 
šíření karcinomů v tkáni apod. 
10 
 
Vzniká tedy potřeba jednoduchého nástroje pro analýzu v oblasti zpracování dat. 
Nicméně, pouze tento nástroj nestačí k analyzování: existuje potřeba rychlého sdílení výsledků 
svého výzkumu (analýzy) s dalšími vědci a odborníky z konkrétní oblasti a také schopnost tyto 
výsledky reprodukovat. Jedním z možných řešení tohoto problému je použití systému 
OpenCPU pro programovací jazyk R. Cílem práce je seznámit se s prostředím pro vědecké 





1. ÚKOL A CÍL PRÁCE 
 
1.1. Cíl práce 
 
Cílem této práce je seznámení se s prostředím pro vědecké výpočty OpenCPU, najít 
vhodný příklad a demonstrovat využití v oblasti zpracování dat. 
 Téma práce – využití systému OpecCPU v oblasti zpracování dat. 
 Cílem, vědeckých výpočtů respektive výpočetní vědy je řešení problémů reálného světa 
s využitím informačních a komunikačních technologií (ICT), respektive výpočetní architektury 
(software, hardware a komunikací). Využití ICT je nezbytné, protože současné vědecké 
problémy jsou často pro teoretické nebo experimentální řešení příliš složité nebo časově velmi 
náročné. Člověk sice nemůže být nahrazen „počítačem“, avšak lidský intelekt může (při 
korektně vedených krocích) počítač řídit tak, že lze zkoumat i takové vědecké problémy, které 
by jinak nebylo možné ani analyzovat, ani řešit.  
Pro vědecké výpočty vývoj prostředků ICT, jako jsou aplikační, komunikační a systémový 
software, výkonný hardware včetně výkonných clusterů, komunikačních technologií pro cloud 
a grid computing, pokračuje vysokým tempem. Možnost modelovat, počítat a numericky 
simulovat studované problémy (systémy) proniká do nejrůznějších oborů vědy a techniky.  
 
1.2. Metodika práce 
 
Často se stává, že vědci a odborníci v oblasti zpracování dat se musí uchýlit k složitým 
algoritmům a matematickým metodám pro analýzu určitých dat. Počítačová analýza dat je 
nejčastější, protože množství dat ke zpracování je velké množství. Často se stává, že tuto 
analýzu musí provést biologové, kteří nemusí mít odpovídající přípravu. 
Vzniká tedy potřeba jednoduchého nástroje pro vykonání informatické analýzy. 
Nicméně, pouze tento nástroj nestačí k analyzování: existuje potřeba rychlého sdílení výsledků 
svého výzkumu (analýzy) s dalšími vědci a odborníky z konkrétní oblasti a také schopnost tyto 
výsledky reprodukovat. V této chvíli neexistuje řešení, které by v sobě spojilo všechny tyto 






2.1. Dějiny OpenCPU 
  
OpenCPU – je produkt pro M2M použití, který představuje programový nástroj, který 
umožní vložení vlastních aplikací a AT příkazy. Hlavní výhody této technologie spočívají 
ve snížení nákladů na vývoj hardwaru, testování softwaru a varifikaci. Také se značně 
zjednodušuje elementární báze a spojovací zařízení svatebních bloků finálního zařízení. S tím 
vzniká možnost zvýšení úrovně integrace a zbavení se nadbytečných subsystémů. To vše 
umožňuje vytvářet nové inovativní aplikace.   
Projekt vznikl jako součást (post) doktoranského výzkumu Jeroena Oomse na katedře 
statistiky na University of California v Los Angeles, USA. Verze 1.0 byla představena v srpnu 
2013 a od té doby bylo vydáno několik aktualizací. V současné době (březen 2016) poslední 
aktualizace na blogu autora pojektu uvádí verzi OpenCPU 1.5.4.  
OpenCPU slouží pro podporu on-line zabudovaných vědeckých výpočtů a 
reprodukovaných vědeckých výzkumů. OpenCPU server poskytuje spolehlivé a spolupráce 
schopné HTTP API pro analýzu dat postavenou na jazyce a prostředí R. Uživatelé mohou 
využít vlastní server, nebo server tímto projektem veřejně poskytovaný. Ten díky použití 
webhook obsahuje vždy nejaktuálnější verzi našeho balíčku. OpenCPU poskytuje také 
klientskou knihovnu JavaScriptu postavenou na jQuery, která umožňuje volat funkce R za 
použití AJAXu.  
Velmi diskutovaný je rozdíl mezi projektem Shiny a OpenCPU systémem. Hlavním 
rozdílem je účel, ke kterému tyto projekty slouží. Shiny je framework pro tvorbu interaktivních 
webových demonstrací v R, naproti tomu OpenCPU je API, tedy tvoří pouze most, který 
spojuje webovou část s částí analytickou obsahující volané funkce R.  
Pro integraci statistického softwaru R do webové aplikace je v této bakalářské práci 
použit OpenCPU systém a to hned z několika důvodů. Tento projekt nabízí HTTP API pro 
použítí jazyka R ve webové aplikaci. Jde o čisté spojení R a webu. OpenCPU je kompatibilní 
s jakýmkoliv jazykem nebo frameworkem, který umožňuje komunikaci pomocí protokolu 
HTTP. Zároveň se uživatel nemusí učit žádný složitý nový jazyk, či systém, pouze propojuje 




OpenCPU projekt nový a stále se rozšiřuje. Web projektu nám nabízí kompletní, 
ucelenou a přehlednou dokumentaci a online běžící vzorové aplikace včetně možnosti stažení 
jejich zdrojových kódů. V OpenCPU aplikaci můžeme použít jakékoliv funkce a balíčky R, 
můžeme použít funkce ostatních uživatelů OpenCPU, nebo si napsat vlastní. OpenCPU 
aplikace je vlastně balíček R, je tedy možné ho použít lokálně v R, můžeme ho rozběhnout na 
vlastním serveru, nebo použít jeden z veřejných serverů, které OpenCPU poskytuje. Další 
nezanedbatelnou výhodou tohoto systému je, že je pro všechny uživatele zcela zdarma a je také 
využitelný pro komerční účely. 
 
2.2. Možnosti OpenCPU 
  
OpenCPU poskytuje svým uživatelům následující sady tohoto softwarového prostředí: 
- OpenCPU APIs (rozhraní pro programování) 
- Binární soubor jádra systému (firmware)  
- Celá sada technické dokumentace 
- Ukázkové aplikace 
- Prostředky zpracování OpenCPU pro PC 
OpenCPU je kompatibilní s jakýmkoliv jazykem nebo frameworkem, který umožňuje 
komunikaci pomocí protokolu HTTP. Uživatel není omezen sadou dostupných panelů nebo 
widgetů. OpenCPU spravuje příchozí požadavky, bezpečnost, přidělování zdrojů, vstup a 
výstup dat a další technické náležitosti. Nic víc, nic míň. Rozdíl se systémem Shiny je také v 
tom, jak klient udržuje spojení se serverem. V Shiny podobně jako v terminálu R jde o klasický 
stavový protokol, tedy klient se serverem udržují neustálé spojení, relaci, a tak server pozná, 
že po sobě jdoucí požadavky spolu souvisí, tedy že pocházejí od stejného klienta. OpenCPU je 
ale čisté HTTP, tedy protokol bezestavový, a tak ačkoliv poskytuje funkce pro relační objekty, 
funguje trochu jinak, než jsme u stavových aplikací zvyklí. Po každém volání funkce, 
OpenCPU ukončí (případně zabije) R proces, který byl použit ke zpracování požadavku. 
Nicméně, všechny výstupy každého volání funkce, jako návratové hodnoty, grafika nebo 
soubory v pracovním adresáři, jsou uloženy na serveru a ID relace je vrácena klientovi. To 
může být poté použito v budoucích HTTP požadavcích. Například může klient získat výstupy 
v různých formátech, sdílet je s ostatními, nebo použít uložené R objekty jako argumenty v 
následujících voláních funkcí. Objekty nejsou nijak přiřazeny globálnímu prostředí a to má 
hned několik výhod: všechno je asynchronní, a tak GUI nebude blokováno během čekání na 
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výstup z R; další výhodou je, že pokud se volání R zasekne, chybuje nebo havaruje, aplikace 
nespadne; aplikace díky tomuto provedení počítají už z principu paralelně, klienti tedy mohou 
provádět požadavky současně a spojit jejich výstupy později.  
Způsob, jakým jsou odděleny GUI a funkce R poskytují základy pro tý- movou 
spolupráci na projektu. Je tak umožněno, že weboví vývojáři mohou použít jejich oblíbený 
jazyk pro volání R funkcí přes HTTP. OpenCPU poskytuje most mezi těmito dvěma systémy, 
a tak se analytik, který vytváří funkce pro datovou analýzu v R nemusí vůbec zabývat vývojem 
webu a zároveň se webový vývojář vůbec nemusí dostat do styku s jazykem R. Tyto dvě vrstvy 
jsou v aplikaci naprosto odděleny. Všechny části OpenCPU jsou zveřejněny pod licencí 
Apache2, může tak být šířen a upravován jako open source, nebo použit pro komerční účely. 
 
2.3. Praktické využití OpenCPU 
 
OpenCPU má objemnou API pro práci s objekty a funkcemi jazyka R, proto OpenCPU 
je nejúspěšnější způsob, jak propojit náš hlavní webový server a RBlock. 
Hlavní web-server nebude pracovat s objekty jazyka R – s nimi bude komunikovat 
OpenCPU server. Hlavní web-server bude pouze přemísťovat požadavky klientů. OpenCPU 
server bude vyvolávat metody jazyka R, které jsou popsány v RBlock a vracet objekty jazyka 
R, které byly vytvořeny v tomto procesu. Hlavní web-server a OpenCPU server budou mezi 
sebou komunikovat prostřednictvím OpenCPU API[2].  
Má-li uživatel již vlastní běžící webovou aplikaci, do nichž bude výpočty R integrovat, 
nebo s tvorbou celé aplikace teprve začíná, každopádně bude muset zjistit, jaké funkce R k jeho 
záměrům bude potřebovat. Není vždy nutné tvořit hned vlastní, je možné použít jakékoliv 
funkce z veřejně dostupných balíčků. Pokud chce tvořit OpenCPU aplikaci, tedy balíček, který 
zároveň obsahuje webové stránky aplikace, vyžaduje OpenCPU k udržení přehlednosti, aby 
byly v této aplikaci použity pouze funkce z tohoto balíčku. Pro použití funkcí z jiných balíčků 
je nutné použít obalovací funkce a správně deklarovat závislosti na těchto balíčcích. Princip 
obalovací funkce spočívá v tom, že vlastně sama žádný výpočet nedělá, pouze volá funkci, 
případně funkce, které výpočet provádějí. Deklarovat závislosti je nutné v souboru 
NAMESPACE, jenž je povinnou součástí každého R balíčku a dostaneme se k němu později. 
Seznam dostupných balíčků na veřejném serveru OpenCPU je k dispozici zde: 
https://demo.ocpu.io/. Informace o daném balíčku umístěném na tomto serveru je možné najít 
na adrese: https://demo.ocpu.io/{název_balíčku}/info. 
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Tato stránka s popisem obsahuje informace obsažené v souboru DESCRIPTION, který 
je jednou z povinných součástí každého R balíčku. Najdeme zde název, verzi, jméno autora, 
licenci, pod kterou je balíček zveřejněn, slovní popis funkcionalit, datum vydání a další 
nepovinné atributy. Pod základními charakteristikami balíčku je zobrazen výpis funkcí, které 
balíček obsahuje a u každé popis této funkce z její manuálové stránky. 
Pokud chce uživatel použít funkci, která není v některém z těchto balíčků, je nutné 
sestavit vlastní R balíček, a tam funkci umístit. Zdrojové kódy balíčku se skládají z podadresáře 
obsahujícího soubory DESCRIPTION (popis) a NAMESPACE (jmenný prostor) a 
podadresářů R: data, demo, exec, inst, man, po, src, tests, tools a vignettes (některé z nich 
mohou chybět, ale žádný by neměl být prázdný). Podadresář balíčku může také obsahovat 
soubory INDEX, configure, cleanup, LICENSE, LICENCE a NEWS. Ostatní soubory jako je 
INSTALL (pro instrukce k nestandartní instalaci), README, nebo ChangeLog bude R 
ignorovat, ale mohou být užitečné pro koncového uživatele. V hlavní složce balíčku by se 
neměly vyskytovat skryté soubory (začínající tečkou). Volitelné soubory configure a cleanup 
jsou (Bourne shell) skripty, které jsou spuštěny před a (za předpokladu, že byla volána volba –
clean) po instalaci na operačních systémech založených na bázi linuxu, analogicky na systému 






3. JAZYK PROGRAMOVÁNÍ R 
 
3.1. Historie vzniku 
  
R – je programovací jazyk pro statistické zpracování dat a práce s grafikou, také to je 
výpočetní systém s otevřeným zdrojovým kódem v rámci projektu GNU. Tento jazyk byl 
vytvářen jako analogie k jazyku S, který byl vyvinut v Bell Labs a je alternativní realizací 
jazyku R, i přesto že mezi jazyky existují značné rozdíly, ale z větší části kód jazyku S pracuje 
v prostředí R. Zpočátku jazyk R byl vyvinut na fakultě statistiky v University of Auckland 
pracovníkem Rossem Ihaka a Robertem Gentlemanem (je to první písmeno jejich jmem – R) 
okolo roku 2011 se jazyk a prostředí rozvíjejí a podporují organizací R Foundation.   
Programovací jazyk R se požívá jako statistické programové zabezpečení pro analýzu 
dat a stal se de facto standardem pro statistické programy[3]. 
R je k dispozici pod GNU GPL. Distribuuje se v podobě zdrojových kódu a 
kompilovaných aplikací v rámci několika operačních systému: FreeBSD, Solaris a jiných 
distribucí Unix a Linux, Microsoft Windows, Mac OS X. 
R používá rozhraní příkazového řádku, je k dispozici v několika grafických 
uživatelských rozhraních, jako například v paketu R Commander, RKWard, RStudio, Weka, 
Rapid Miner, KNIME, stejně jako nástroje pro integraci do kancelářských balíků. 
V roce 2010 R vstoupil do seznamu vítězů soutěže časopisu InfoWorld s nominací za 
nejlepší opensource software pro vývoj aplikací[4]. 
Specifičnosti   
R podporuje širokou škálu statistických a numerických metod a má dobrou 
rozšiřitelnost pomocí balíčků. Balíčky jsou jako knihovny pro práci se specifickými funkcemi 
nebo konkrétními aplikacemi. Do základní dodávky R je zahrnuta základní sada balíčků, ale 
pouze od roku 2013 je k dispozici více než 4000 balíčků[5]. 
Dalším rysem R jsou grafické funkce, které jsou schopní vytvořit vysoce kvalitní 
grafiku, která může zahrnovat matematické symboly. 
Pro pohodlnější práci s R byla vyvinuta řada grafických rozhraní, včetně: JGR, 
RKWard, SciViews-R, Statistická Lab, R Commander, Rattle, RStudio 
Kromě toho, mezi textovými a kódovými editory jsou zajišťěny speciální režimy pro 
práci s R, a to zejména: ConTEXT, Emacs (Emacs Speaks Statistics), jEdit, Kate, Syn, 
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TextMate, Tinn-R, Vim, Bluefish, R-plugin pro prostředí Eclipse, WinEdt s balíčkem 
RWinEdt, Gretl. 
Přístup k funkcím a prostředí výkonu R je možný z Python s použitím RPy balíčku. 
 
3.2. Praktické využití R 
 
R prostředí si nečiní nárok na název programovacího jazyka jako takového, R je spíše 
interaktivním nástrojem pro analýzu datových souborů. Můžete uložit pro pozdější použití 
vytvořené grafiky a posloupnosti příkazů, které byli vytvořeny v průběhu práce, což je 
obzvláště užitečné, protože umožňuje obnovit pracovní prostředí projektu po skončení práce. 
Po ukončení příkazy R jsou uloženy v historii příkazu, ale je zde také možnost exportu 
obzvláště důležitých instrukčních sekvencí do souboru s příponou .R, tím že provedeme příkaz 
sousce () během práce.  
Vývojáři popisují účely vytvoření R: 
Doporučuje se používat pro různé projekty v R pro samostatné pracovní katalogy. 
Poměrně často v průběhu práce se vytvářejí objety s názvy typu x nebo y. Taková jména mají 
smysl v kontextu určitého projektu, ale bude obtížné určit, co se mělo na mysli, když soubory 
z několika projektu se uložili v jednom adresáři. 
V každém adresáři se vytvářejí skryté soubory, které v binární podobě obsahují popisy 
pracovních objektů. To umožňuje restartovat práci se všemi předchozími proměnnými.  
Programovací jazyk R, který je šířen pomocí licence GPL, má dva rodiče: komerční 
jazyk programování S/S-PLUS, ze kterého byla přijata velká část syntaxe, a jazyk 
programování Scheme, který poskytl (nejlepší) sémantické struktury. Dřívější realizace S jsou 
datovány rokem 1984; pozdější verze (včetně S-PLUS) přidali mnoho nových možností. 
Scheme (stejně jako Lips) se samozřejmě objevil ještě dříve. R vznikl jako volná realizace 
rozšířené verze S/S-frPLUS v roce 1997 a okamžitě se stal úspěšným mezi uživateli a vývojáři. 
Nepochybujte o užitečnosti R. Cameron Laird představil řadu materiálů a odkazů, které se 
týkají R ve stati na developerWorks R handy for crunching data[6].  
Prostředí R je k dispozici v binární formě pro mnoho počítačových základem: Linux, 
Windows, Mac OS X a Mac OS Classic. Také je samozřejmě k dispozici zdrojový kód pro 
kompilaci na jiných základnách (například spoluautor tohoto článku Brad snadno sestavil R na 
FreeBSD). Práce R není vždy správná na základnách jako například okna grafiky, které 
používají Quartz, na počítači David pod Mac OS X se seká; navíc na počítači Brade 
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(FreeBSD/AMD Athlon) východ z R může vyvolat restart (nejspíše se to stává kvůli 
nesprávným možnostem SSE jádra, ale takové chování je stejně nepříjemné). I přes to, R je 
stabilní, rychlý a má docela překapující řadu statistickým a matematických funkcí. Kromě 
rozsáhle kolekce standardních balíčku a funkcí existují další balíčky.  
 
3.3. Modely jazyku R pro vědecké výpočty 
  
Základním objektem dat v R je vektor. Růžné typy vektorů umožňují takové funkce 
jako práce s mohutnými celky, datovými strukturami, seznamy a maticemi. Stejně tak jako 
v NumPy/NumArray nebo Matlav, operace s vektory a homogenními prvky se provádějí 
postupně. Několik jednoduchých příkladů práce v R umožní pochopit jeho syntax. 
Dále jsou uvedeny další příklady indexování, rozdělení, pojmenovaných a volitelných 
argumentů a jiných elementu syntaxe R. Příkazový obal R, obzvláště pokud je ustanoven GNU 
readline, - je skvělé rozhraní pro trénink. Zkuste si zvyknout na použití příkazu help(function), 
abyste se učili v průběhu práce (také je možné použit příkaz ?function). Uživatelé obalu Python 
najdou v obalu R hodně známého a užitečného.  
V této části prozkoumáme vyvinutý formát pro zařízení kódu na R, který umožňuje 
udržovat potřebnou funkčnost. Představíme abstrakce Dataset a Presentation.  
Abstrakce Dataset uchovává data a umožňuje s nimi provádět operace pomocí určitých 
metod. Abstrakce Presentation – to je Dataset v určitém formátu. Abstrakce Presetation také 
chrání data pro prezentaci, ale neumožňuje s nimi vykonávat operace.  
Jelikož API OpenCPU neumožňuje spuštění metody objektu, je tedy nutné spuštění 
vnější funkce. Formálně struktura vnější funkce požaduje příjem objektu třídy Dataset, a poté 
argumenty z desktopu, takže vnější funkce musí vracet Dataset nebo Presentation. V tomto 
ohledu můžeme vidět dva přístupy v napsání funkce v RBlock:  
a) psát metody uvnitř třídy Dataset a psát vnější funkci, který vyvolává metody třídy; 
b) nepsat funkce uvnitř třídy Dataset a psát vnější funkce, které obsahují funkciolán. 
Oba přístupy jsou ekvivalentní, jelikož v budoucnu pro použití operací k objektům třídy 
Dataset budeme vyvolávat zejména vnější funkce.  
Takovým způsobem funkce methods z desktopu Dataset obsahuje všechny potřebné 
informace pro použití metod a jejich zobrazení ze strany klienta. Patrná na první pohled 
těžkopádnost je nezbytná pro dostatečnou práci v RBlocku bez nutnosti měnit kód webového 
serveru a kód frontend. 
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Funkce constructor vrací informace o třídě Dataset; to je ten návrh, který může využít 
klient, na rozdíl od initialize – konstrukce jazyka R třídy. 
Presentation – zjednodušená verse Dataset, v sobě uchovává pouze výsledek, který se 
získá při použití metody, a předpokládá se, že není možné použít jiné metody. Vše, co 
potřebujete od Prezentace je rozhraní třídy.  
Na sestavené struktuře, je možné jednoduše popsat mechanismus interakce: 
a) získat všechny dostupné datové sady deskriptorů; 
b) pro každou datovou sadu deskriptora získat deskriptor konstruktora;  
c) sestavit objekt datové sady; 
d) získat deskriptor metodu k určitému objektu datové sady; 
e) aplikovat metody, je-li to nutné. 
Tedy například na adrese https://demo.ocpu.io/AIM/info jsou informace o balíčku 
AIM. Struktura tohoto výpisu je vidět na obrázku 1.1 . 
 
Obr. 1 Ukázka popisu balíčku R 
 
Název podadresáře balíčku by se měl jmenovat stejně jako samotný balíček. Protože 
některé systémy nejsou citlivé na velká a malá písmena je k udržení přenositelnosti silně 
doporučeno neužívat velikost písmen k odlišení názvů balíčků. Například máme-li vytvořen 
balíček package, není vhodné vytvářet nový balíček pojmenovaný Package. Také soubory ve 
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stejném podadresáři není vhodné odlišovat pouze rozdílnou velikostí písmen. Z důvodu 
přenositelnosti mezi systémy musí také názvy balíčků obsahovat pouze ASCII znaky a znaky 
z anglické abecedy, není ale povoleno v názvech používat speciální znaky a mezery. Zároveň 
není povoleno použít několik speciálních vyhrazených názvů. Balíčky jsou obvykle 
distribuovány jako tarball (archiv s koncovkou .tar) a ty mají limit na délku cesty 100 bytů. 
Zdrojový balíček by, je-li to možné, neměl obsahovat spustitelné soubory.  
Soubor DESCRIPTION obsahuje popis balíčku. Povinnými údaji jsou Package - název 
balíčku, Version - verze, License - druh licence, Description - popis funkcionality, Title - titul, 
Author - autor a Maintainer - udržovatel, to by mělo obsahovat jméno a jeho kontaktní 
emailovou adresu, všechny ostatní atributy jsou volitelné[7]. 
Podadresář R obsahuje pouze soubory s kódem R. Ty bývají nejčasteji zakončeny 
koncovkou .R, ale mohou být také .S, .q, .r, nebo .s. Podadresář man obsahuje pouze 
dokumentaci ve formátu Rd (koncovka .Rd nebo .rd). Všechny funkce a objekty by měli mít 
svojí dokumentaci. Zdrojové a hlavičkové soubory pro zkompilovaný kód jsou v podadresáři 
src. Podadresář demo je pro R skripty (běžící přes demo()), které demonstrují některou z 
funkcionalit balíčku. V podadresáři tests najdeme pro balíček specifické dodatečné testy. exec 
může obsahovat další spustitelné skripty, které balíček potřebuje, typicky pro interprety jako 
je shell, Perl nebo Tlc. Podadresář po se používá pro soubory určené pro překlad chybových a 
varovných hlášení do různých jazyků. Podadresář tools je místo pro pomocné soubory potřebné 
při konfiguraci. Obsah podadresáře inst bude rekurzivně zkopírován do instalačního adresáře. 
Podadresáře tohoto adresáře by neměly zasahovat do těch podadresářů, které jsou užívány R 
(tedy R, data, demo, exec, man). Obvykle se do tohoto podadresáře vkládají soubory jako 
například CITATION (užívá funkce pro citování), AUTHORS, COPYRIGHTS nebo NEWS. 
Vytváří-li uživatel OpenCPU aplikaci, z konvence se webové stránky umisťují do složky 
inst/www/.  
Při vytváření balíčku stačí složky R, man a soubory DESCRIPTION a NAMESPACE. 
R má systém řízení jmenných prostorů pro kód v balíčcích. Tento systém umožňuje autorovi 
balíčku specifikovat, které proměnné mají být exportovány, a tak zpřístupněny uživatelům 




4. LINUX - SYSTÉM A VÝBĚR VHODNÉ 
DISTRIBUCE 
 
4.1. Historie Linuxu 
 
Tři desetiletí předtím, než dnes již světově známý finský student Linus Torvalds 
představil v roce 1991 svůj první operační systém Linux, stáli inženýři laboratoří společnosti 
Bell (divize AT&T) před úkolem vytvořit nový kvalitní operační systém.  
Na počátku 70. let 20. století tak vznikl projekt Unics (Unary Information and Computing 
Service), později přejmenovaný na Unix. Jeden z hlavních autorů nového systému Dennis 
Ritchie sestavil v té době nový programovací jazyk C, do kterého byl také Unix vzápětí 
z assembleru přepsán. Později přišla firma AT&T v rámci antimonopolního řízení o svou 
počítačovou divizi a převedla za velmi výhodných podmínek licenci na některé americké 
univerzity. To byl počátek vzniku různých verzí Unixu, z nichž nejznámější jsou v současné 
době BSD (Berkeley System Distribution), Irix a Solaris. 
Dalším důležitým milníkem je rok 1983. V té době byl založen projekt GNU, jehož 
snahou bylo vytvořit nový operační systém unixového typu, který by byl na rozdíl  
od Unixu složen výhradně ze svobodného software. Zakladatelem projektu GNU  
je programátor Richard Stallman, který za tímto účelem sepsal novou licenci GNU GPL (GNU 
General Public License), pod kterou je dodnes šířen svobodný software.  
V roce 1991 se mladý student Linus Torvalds ve škole setkal s unixovým operačním 
systémem Minix. Unixový model ho velmi zaujal a rozhodl se pořídit si ho domů. Po čase 
zjistil, že Minix je až příliš jednoduchý a navíc k němu nebylo možné sehnat zdrojové kódy. 
Velké unixové verze byly zase příliš drahé a jako student si je nemohl dovolit. Rozhodl se tedy, 
že si naprogramuje vlastní operační systém, který by byl podobný Minixu, a bylo by ho možné 
provozovat na běžném PC. 
První verze nového operačního systému spatřila světlo světa v září roku 1991  
a Torvalds jej pojmenoval přesmyčkou ze svého křestního jména - Linux. Linux je napsán 
v programovacím jazyce C a z unixových systémů si přinesl například organizaci systému 
souborů a správu uživatelských účtů a oprávnění[9].  
Jako každý mladý projekt nebylo ani linuxové jádro od počátku dokonalé, ale během 
relativně krátké doby si získalo množství příznivců, kteří na jeho vývoji spolupracovali  
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a přispívali vlastními myšlenkami a postupy. Vývoj systému se brzy rozrostl natolik, že se 
Torvalds rozhodl zcela uvolnit zdrojové kódy a šířit Linux pod svobodnou licencí GNU GPL. 
Jelikož byl vývoj Linuxu mnohem rychlejší a úspěšnější než vývoj původního 
operačního systému GNU nazvaného Hurd, došlo vzápětí ke spojení obou projektů  
a operační systém GNU se začal používat společně s jádrem Linux. [9]  
Tímto spojením vznikl jeden projekt GNU/Linux, který je velkou částí uživatelů  
a především v médiích běžně označován poněkud nesprávně zkráceným pojmenováním Linux. 
Spojením Linuxu, GNU a dalších projektů vznikají takzvané distribuce, které tak tvoří 
skutečný komplexní operační systém. 
 
4.2. Přehled linuxových distribucí 
 
Distribuce jsou jednou z odlišností Linuxu od jiných operačních systémů. Jsou přímým 
důsledkem šíření systému pod svobodnou licencí GNU GPL. Každý má právo vzít jádro 
Linuxu, základní přidružené programy a postavit si kolem nich vlastní systém – distribuci. Pro 
základní standardizaci a kompatibilitu operačních systémů založených  
na Linuxu vznikl projekt Linux Standard Base, který se snaží, aby nedošlo k úplnému 
rozdrobení a vzájemnému odcizení jednotlivých distribucí.  
Mezi ty nejznámější a hojně používané linuxové distribuce patří Red Hat Linux. V roce 
2001 byl dokonce nejrozšířenější distribucí v České republice. Systém má uživatelsky velmi 
příjemnou instalaci a díky prostředí X-Window i grafické uživatelské prostředí. Jeho instalační 
systém je založen na bázi tzv.  RPM balíčků (Red Hat Package Manager) a obsahuje velké 
množství softwarových aplikací, z nichž značná část  
je  (na rozdíl od distribuce samotné) také komerčních. Na balíčkovacím systému RPM jsou 
založeny i některé novější distribuce jako například Mandriva Linux, dříve označovaná jako 
Linux Mandrake. 
Slackware Linux je pojmenování jedné z nejstarších distribucí a v minulosti byl také 
velmi rozšířen. Jeho výhodou je především velmi rychlá instalace a množství dostupných 
softwarových balíků. Slackware klade velký důraz na stabilitu a bezpečnost. Obsahuje tak 
pouze stabilní a prověřené verze programů. 
Oficiální pobočku v České republice otevřela před několika lety distribuce zvaná SuSE 
Linux. Jedná se o komerční placenou distribuci, která zahrnuje rozsáhlou českou dokumentaci 
a instalační a technickou podporu. SuSE používá pro správu softwarových balíků již uvedený 
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systém RPM a poskytuje komfortní konfigurační nástroje YaST (Yet Another Setup Tool) pro 
správu systému, nastavení hardwaru a konfiguraci grafického prostředí. V nedávné době SuSE 
Linux zaujal svým spojením s dřívějším předním hráčem na poli firemních serverů společností 
Novell. Měl jsem možnost instalovat a nějaký čas spravovat server se systémem Open 
Enterprise Server 2, který vznikl spojením stabilního linuxového jádra SuSE 10 s původními 
kvalitními službami firmy Novell NetWare, tedy službami, jako je například eDirectory (dříve 
NDS). Takto vzniklý hybridní systém v sobě spojuje to nejlepší z obou systémů a bude 
zajímavé sledovat, zda se jemu nebo jeho nástupcům podaří ve firemním prostředí konkurovat 
Microsoft Windows Serveru s jeho Active Directory anebo zcela zanikne jako mnoho jiných 
podobných projektů. 
Další ze známých a donedávna také nejpoužívanější distribucí zejména pro serverové 
nasazení je Debian GNU/Linux. Tato distribuce není vyvíjena jednou firmou nebo skupinou 
lidí, ale na vývoji jednotlivých balíků této distribuce se podílejí lidé na celém světě. Debian je 
jednou z mála zcela nekomerčních distribucí. Největší zajímavostí této distribuce je její systém 
pro instalaci a údržbu softwarových balíků – DPKG (Debian Package Management System) a 
jeho nadstavba APT (Advanced Packaging Tool). Tento systém dovede automaticky stáhnout 
a nainstalovat požadovanou aplikaci nebo program  
i se všemi dalšími potřebnými balíčky, na kterých daná aplikace závisí a jsou nutné k její 
správné funkci. Uživatel se tak nesetkává s tzv. závislostmi a dalšími nepříjemnými problémy, 
které bylo třeba řešit na starších linuxových distribucích. I díky tomuto systému je Debian stále 
oblíbenou a žádanou distribucí. Robustní organizace a politika komunity vývojářů kolem 
systému Debian GNU/Linux má však za důsledek, že Debian je vyvíjen jen velmi pomalu a na 
novou verzi uživatelé čekají i několik let. Také kvůli tomu  
se objevily nové distribuce, které jsou založeny na kvalitním balíčkovacím systému Debianu, 
ale dále jdou už svojí cestou vývoje.  
Nejznámějším představitelem nových distribucí založených na Debianu je Ubuntu 
Linux[13]. Tato poměrně mladá linuxová distribuce má v posledních několika letech  
na svědomí malou revoluci v historii používání operačního systému Linux. 
 
4.3. Jádro a systémové programy 
 
Operační systém typu Unix se skládá z jádra systému a systémových programů. 
Uživatel systému potom pracuje s aplikačními programy. Jádro je srdcem operačního systému. 
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Udržuje záznamy souborů na disku, spouští programy, řídí jejich současný běh, přiděluje 
paměť a další technické prostředky různým procesům, přijímá a odesílá pakety z a do 
počítačové sítě. Jádro systému samotné toho dělá velmi málo, ale poskytuje základní služby 
různým nástrojům, pomocí kterých mohou být realizovány všechny ostatní služby. Jádro 
rovněž hlídá, aby nikdo nemohl přistupovat k zařízením přímo. Když chtějí uživatelé a procesy 
používat technické prostředky, musí používat nástroje, které nabízí jádro systému. Tímto 
způsobem je zabezpečena i vzájemná ochrana uživatelů. Nástroje jádra systému, o nichž byla 
řeč, lze využívat prostřednictvím volání systému (system calls).  
Systémové programy realizují služby, které se vyžadují od operačního systému. 
Využívají při tom nástroje, které nabízí jádro systému. Systémové i všechny ostatní programy 
běží jakoby na povrchu jádra. To se označuje jako uživatelský režim (user mode). Rozdíl mezi 
systémovými a aplikačními programy je v jejich určení. Pomocí aplikačních programů mohou 
uživatelé pracovat např. v kancelářských programech, systémové programy jsou pak potřebné 
k tomu, aby systém vůbec fungoval. Hranice mezi aplikačními a systémovými programy je 
často dost neostrá[10]. 
Jádro Linuxu sestává z několika důležitých subsystémů. Jsou to části řízení procesů, 
správy paměti, ovladačů technických prostředků, ovladačů souborových systémů, správy sítě 
a další. Nejdůležitějšími subsystémy, bez nichž by systém nemohl fungovat, jsou správa paměti 
a správa procesů. Subsystém správy paměti zajišťuje přidělování paměťových oblastí a 
odkládacího prostoru (swap space) jednotlivým procesům, částem jádra a vyrovnávací paměti 
(buffer cache). Subsystém správy procesů vytváří procesy a přepínáním mezi aktivními 





Obr. 2 Nejdůležitější části jádra systému Linux 
Jádro systému na nejnižší úrovni obsahuje ovladače pro všechny druhy technických 
zařízení, které operační systém podporuje. Vzhledem k tomu, že existuje celá řada různých 
typů hardwaru, je počet ovladačů zařízení velký. Je ale mnoho jinak podobných zařízení, které 
se často liší pouze v tom, jak spolupracují s programy. Takovéto podobnosti umožňují 
definovat obecné třídy ovladačů, jež podporují podobné operace.  
 
4.4. Souborový systém 
 
Soubor je v unixových systémech jedním z nejzákladnějších stavebních kamenů. 
Téměř vše, co v Linuxu existuje, je souborem. Každý soubor se potom skládá ze tří částí: jméno 
souboru, administrativní informace a obsah souboru. První dvě složky se souhrnně nazývají 
metadata a jsou povinné. Administrativní informace jsou například délka souboru, informace 
o vlastníkovi, práva k souboru, údaje o datu a čase vzniku, modifikaci apod.  
Systém Linux dnes podporuje více než 20 souborových systémů (FAT, NTFS, HPFS, 
EXT a řadu dalších). Právě vzhledem k velkému množství různých systémů bylo nutné oddělit 
implementaci reálných souborových systémů od systémových služeb abstraktní vrstvou. 
Vznikl tak nový souborový systém VFS (Virtual File System). Programátorům  
se potom jeví všechny souborové systémy stejné, protože při manipulaci se souborovým 
systémem využívají pouze služeb VFS. Hlavní předností VFS je možnost snadno pracovat 
s různými druhy souborových systémů zároveň[11]. 
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Unix používá stromovou strukturu souborů. Tzv. nelistové soubory ve stromu  
se nazývají adresáře. Adresář je jeden ze speciálních druhů souborů a jeho úkolem je nést 
informace o potomcích. Potomek je v tomto případě soubor, jehož předchůdce je právě daný 
adresář, neboli leží v hierarchii stromu o úroveň níže. Adresář může obsahovat libovolné 
soubory nebo další adresáře (podadresáře). Kořenový adresář se nazývá kořen (root) a značí se 
"/". 
Každý soubor je ve stromu jednoznačně určen absolutní cestou. Absolutní cesta  
je dostatečným nástrojem k rozlišení souborů, i když mají stejné jméno. Absolutní cesta  
je například: /home/matousek/nazev_souboru. Relativní cesta neboli určení polohy souboru 
vzhledem k aktuálnímu adresáři se používá, abychom nemuseli neustále zdlouhavě zadávat 
absolutní cestu. Každý (i prázdný) adresář v sobě má odkazy na tzv. logické adresáře: 
. (tečka)  odkaz na pracovní adresář (tedy na sebe sama) 
.. (dvě tečky) odkaz na rodičovský adresář 
V systému existuje ještě další významný logický adresář, na který se lze odkazovat,  
a to pomocí symbolu "~" nebo "~jmeno". Tímto se lze odkazovat na domovský adresář 
aktuálního uživatele nebo uživatele, jehož jméno je uvedeno za vlnkou. 
Kořenový svazek root by obecně neměl obsahovat žádné soubory. Všechny soubory by 
měly být uloženy v podadresářích kořenového adresáře. Standardně obsahuje kořenový adresář 
root následující podadresáře: 
/bin Příkazy potřebné pro zavedení systému a práci běžných uživatelů po jeho 
zavedení. 
/sbin Podobný jako adresář bin, ovšem soubory v tomto podadresáři nejsou určeny 
běžným uživatelům. 
/etc Konfigurační soubory – pro tuto práci bude tento adresář nejdůležitějším, neboť 
většina nastavení serverových služeb a přidružených programů se provádí právě v tomto 
adresáři a jeho podadresářích. 
/root Domovský adresář superuživatele 
/home V tomto adresáři jsou umístěny domovské adresáře běžných uživatelů systému. 
/lib Sdílené knihovny pro programy v kořenovém souborovém systému. 
/dev Speciální soubory. 
/tmp Dočasné soubory. Slouží programům a aplikacím pro dočasné ukládání dat 
nutných pro vykonání určité činnosti. 
/boot Soubory, které používá zavaděč operačního systému (bootstrap loader).  
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/mnt Přípojné místo pro dočasná připojení dalších systémů souborů správcem 
systému. Slouží pro připojení např. optických mechanik nebo usb disků. 
/usr Prostor pro ukládání dat jednotlivých aplikací. Do adresáře /usr/share/ se 
standardně instalují aplikace, podobně jako v prostředí Windows do umístění C:\Program 
Files\. 
/var Systém /var obsahuje data, která se při běžném provozu systému mění. V tomto 







5. HTTP PROTOKOL 
 
Hypertext Transfer Protocol (HTTP) je aplikační komunikační protokol pro přenos 
informací na Internetu. Používá se k přístupu na WWW stránky a související data (např. 
obrázky). Je to tedy zejména protokol pro komunikaci WWW prohlížeče, který stránky stahuje 
a zobrazuje uživateli, s WWW serverem, který stránky poskytuje. HTTP verze 1.1, kterou 
budeme používat, je definována v RFC 2616 . V této kapitole jsou uvedeny základní informace 
o tomto protokolu v rozsahu, který je potřeba k implementaci dalších testů[15]. 
 
5.1. Hlavičky HTTP 
 
Obvyklé použití protokolu HTTP spočívá v tom, že uživatel zadá ve svém prohlížeči 
do adresního řádku URL adresu stránky, která ho zajímá. WWW prohlížeč si z této URL adresy 
vezme název serveru, který přeloží na IP adresu. Prohlížeč pak otevře spojení s daným 
serverem, který na svém vstupu očekává požadavek. Klient zašle serveru svůj požadavek a 
server na něj odpoví. To vše je samozřejmě běžnému uživateli skryto a ten ani nemusí tušit, že 
nějaké DNS a HTTP existuje. Komunikace probíhá nad protokolem TCP většinou na 
standardním portu 80. Požadavek klienta vypadá obecně následujícím způsobem: 
<metoda> <cesta> HTTP/1.1 
<hlavičky> 
<data POST> 
Obsah protokolu je tedy „textový“, tj. nikoliv množství binárních kódů, ale pro člověka 
snadno čitelná komunikace. Tím se vyznačuje mnoho internetových protokolů (výjimkou je 
DNS, které musí být maximálně komunikačně úsporné). 
Na prvním řádku požadavku se uvádí metoda (požadovaná operace), cesta (URL 
adresa) a označení použitého protokolu. Metoda říká, jaká operace se má na serveru provést. 
Metod, které definuje HTTP/1.1 je mnoho, ale nejvíce používanými metody jsou: 
 GET – získání objektu (souboru) s danou URL 
 POST – odeslání dat z formuláře a získání objektu s danou URL  




Následuje cesta, resp. část URL adresy, udávající cestu k objekt na WWW serveru, 
který nás zajímá. Za názvem objektu (souboru) mohou být uvedeny URL parametry. 
Na dalších řádcích, kterých může být libovolné množství, se uvádějí další hlavičky, 
tedy dodatečné informace, které ovlivňují zpracování požadavku nebo formát odpovědi. 
Hlavičky jsou ve formátu „klíč: hodnota“. Některé nejpoužívanější a zajímavé hlavičky 
požadavku: 
 Accept – MIME typy dat, které WWW prohlížeč akceptuje a je schopen je 
interpretovat uživateli Referer – URL adresa, ze které uživatel přišel na tuto stránku (na které 
byl na požadovanou stránku odkaz) 
 Accept-Language – seznam jazyků, které prohlížeč akceptuje nebo spíše preferuje 
(závisí na nastavení jazyka uživatele) 
 Accept-Encoding – podporované metody komprese dat odpovědi (např. gzip, 
deflate), umožňuje to výrazně snížit objem přenášených dat 
 User-Agent – řetězec, identifikující prohlížeč (software, verze, operační systém a 
další informace). Podle toho může server přizpůsobit stránku prohlížeči podle jeho schopností 
a podporovaných rozšíření. 
 Host – jediný povinný parametr, obsahující doménové jméno z URL adresy a 
identifikující web, který nás na WWW serveru zajímá. Je povinný z toho důvodu, že WWW 
servery většinou provozují na jedné IP adrese a jednom portu WWW stránky pro více různých 
domén (virtualhostů) a je nutné mezi nimi rozlišit. 
 Connection – způsob ukončení spojení či provedení více HTTP požadavků v jednom 
TCP spojení 
 Close - server po odeslání celé odpovědi ukončí TCP spojení, pro získání dalšího 
objektu ze stejného serveru je nutno navázat spojení nové 
 Keep-Alive – spojení není po odeslání odpovědi uzavřeno, server očekává (v 
nějakém časovém limitu) další požadavek. To šetří režii komunikace, protože v typické situaci 
mimo samotné stránky je potřeba ihned stáhnout související obrázky, kaskádové styly (CSS) a 
další objekty, které se na stránce vyskytují. 
 Cookie – klient posílá serveru data cookie, uložená na počítači uživatele 
 If-Modified-Since – klient zasílá datum a čas posledního stažení stejného objektu, 
server mu tento objekt pošle pouze pokud se od té doby změnil (jinak ho má klient stále u sebe 
v cache a není potřeba jej znovu přenášet po síti). 
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Pokud se požadavek provádí metodou POST, následuje jeden prázdný řádek, POST 
data (data pocházející z odeslaného formuláře) a opět prázdný řádek, označující konec 
požadavku. 
Zadáme-li v prohlížeči např. URL adresu http://www.seznam.cz/firma/info.php, náš 
WWW prohlížeč přeloží název „www.seznam.cz“ na IP adresu, na server s danou IP adresou 
naváže TCP spojení na port 80 a odešle přibližně následující požadavek a čeká na odpověď: 
GET /firma/info.php HTTP/1.1 
Host : www.seznam.cz 
 
5.2. HTTP 2.0 
 
Kdyby někdo před pár lety ukázal vývojářům webové stránky, které běžně navště- 
vujeme dnes, asi by se podivili. Nikdo netušil, že vývoj půjde takovou rychlostí. Protokol 
HTTP 1.1 nám již slouží pěknou řádku let a můžeme s upřímností prohlá- sit, že princip a 
struktura protokolu zůstala od prvního vypuštění až do dnes skoro stejná. Protokol pracuje 
velmi slušně, ale bohužel už dnešní době nepostačuje. Je načase, aby přišel nový, kvalitní, 
rychlý a bezpečný protokol, který bude uživatelům šetřit drahocenný čas, nebude tolik 
zatěžovat síť a prodlouží (i když nepatrně) baterii u přenosných zařízení.  
Již jsem v předchozí kapitole naznačil, že se pomalu, ale jistě dostává na povrch 
protokol s názvem SPDY. Přesněji řečeno protokol, který bude implementován do protokolu 
HTTP (jádro zůstane zachovalé) a vznikne nový binární protokol s názvem HTTP 2.0.  
Protokol SPDY je již v testování nějaký čas, ale běžní uživatelé, myslím si, to ani 
nezaznamenali. Pomalu, ale jistě organizace International Engineering Task Force dokončuje 
specifikaci nového protokolu HTTP 2.0 a bude připravený k implementaci. Dalo by se tedy 






Virtualizace má za následek vytvoření několika virtuálních strojů na jednom fyzickém 
zařízení. Ta se pak chová, jako by to bylo několik fyzických zařízení. Tento systém umožňuje 
provozovat více operačních systémů zároveň pomocí jednoho hardwaru. Můžeme si to 
představit jako vložení několika počítačů do jednoho. Také se tím vyřeší izolování systémů, 
protože většinou daný systém neví, že je virtualizován. Výkon procesorů je přidělován 
dynamicky a dochází k jeho efektivnějšímu využití. 
Virtualizaci lze rozdělit podle typů na paravirtualizaci, plnou virtualizaci (full 
virtualization), softwarovou virtualizaci a Virtual Private Server. 
Paravirtualizace. Nevytváří se kompletní virtuální hardware, ale mezi virtuální stroj a 
hardware se vloží vrstva – hypervisor. Ta všechny požadavky od virtuálního stroje 
přesměrovává na skutečný hardware. Tento způsob vyžaduje speciálně upravený operační 
systém, který je v současné době dostupný pro většinu linuxových distribucí. V tu chvíli 
virtuální stroj ví, že je virtualizován. Z důvodu použití vrstvy hypervisoru dochází k degradaci 
výkonu, který se pohybuje kolem zanedbatelných 3 – 5%. Úbytek výkonu se nejvíce projevuje 
při diskových operací, kdy hypervisor musí přesměrovat veškerou I/O komunikaci. Nevýhodou 
je, že toto řešení nelze použít u komerčních systémů, protože nezveřejňují zdrojový kód. 
Plná virtualizace. Plná virtualizace (full virtualization) vytváří kompletní virtuální 
hardware. Umožňuje spouštět neupravené operační systémy, které nevědí, že jsou 
virtualizovány. Komunikují s hypervisorem v domnění, že se jedná o skutečný hardware. Ten 
veškeré požadavky zpracuje a předá fyzickému zařízení. Pro tento druh virtualizace je nutná 
podpora hardwaru, která je v dnešní době implementovaná do všech nových počítačů. Podle 
výrobce procesoru se tyto technologie nazývají Intel Vanderpool nebo AMD Pacifica. Díky 
kompletní emulaci hardwaru dochází k nepatrně větší degradaci výkonu než u paravirtualizace. 
Softwarová virtualizace. Princip softwarové virtualizace spočívá v emulaci celého 
hardwaru. Výhoda tohoto řešení přináší možnosti emulovat i jiné architektury, než je vlastní 
hardware. Toho se velmi využívá při vývoji aplikací pro různé systémy. Nevýhodou je velmi 
výrazná degradace výkonu. 
Virtual Private Server (VPS). VPS je někdy také nazývána jako kontejnerová 
virtualizace. U tohoto typu dochází k virtualizaci až v operačním systému. Virtuální stroje mají 
společný operační systém a odděleny jsou pouze vlastní procesy. Také u nich není nutné 
modifikovat celý systém, ale jen některé aplikace. Díky kombinaci principu izolace a sdílení 
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dosahují téměř stejnou efektivitu jako nevirtuální systémy. Nevýhodou je, že systém není úplně 
izolován. 
 
6.1. Virtualizační systémy 
 
Existuje několik virtualizačních systémů podporující různé druhy virtualizace ať už 
komerční, či nekomerční. V této bakalářské práci se budeme věnovat pouze nejznámějším z 
nich. Pro lepší pochopení si vysvětlíme základní pojmy, které se používají a jsou mnohdy 
špatně interpretovány. 
HOST = host, neboli hostitelský systém. Je to systém, na kterém běží virtuální stroje.  
GUEST = jsou přímo jednotlivé virtuální stroje, které běží na hostitelském systému. 
 KVM 
KVM, neboli Kernel Virtual Machine, je zástupcem plné virtualizace založeného na 
Qemu. Zvláštností tohoto balíčku je, že je vyvíjen přímo komunitou, která se zabývá vývojem 
jádra systému. To má za následek, že KVM je přímo začleněn do jádra. Proto se můžeme setkat 
s moduly kvm-amd a kvm-intel. Pro KVM existuje také balíček xenner, který lze použít jako 
utilitu pro spuštění paravirtualizovaného Guest OS vytvořeného pro běh pod XENem pomocí 
KVM. 
 VirtualBox 
Firma InnoTek uvedla na trh virtualizační nástroj VirtualBox, který by mohl nahradit 
emulátory Bochs, Qemu či VMWare. Velkou výhodou tohoto řešení je uvedení pod licencí 
GNU GPL 2, až na některé funkce, které jsou zahrnuty v komerční verzi. Pro obyčejné 
uživatele se i tato verze dá zdarma získat z oficiálních stránek. Převážná většina zdrojového 
kódu je převzata z emulátoru Qemu. VirtualBox je zaměřen na uživatele, tedy snadnou obsluhu 
v grafickém režimu, a na rychlost emulace. Lze jej provozovat na více operačních systémech, 
včetně Mac OS X či Solaris. 
 VMware 
Asi nejznámějším virtualizačním nástrojem je VMware. Tento komerční software lze 
provozovat s různými operačními systémy, tedy nejen s Linuxem, ale i pod Microsoft Windows 
nebo Mac OS X. Produkty od firmy VMware se dělí na produkty pro stolní počítače a pro 
servery. Nejrozšířenější řešením pro stolní počítače je VMware Workstation. Tato aplikace 
umožňuje ve virtuálním stroji používat různé operační systémy založené na architektuře x86. 
Další produkt nese název VMware Player. 
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Dá se říci, že to je pouze přehrávač virtuálních strojů s velmi omezenou konfigurací. 
VMware Player je nabízen zdarma a částečně jako opensource. Z oblasti serverových řešení je 
velmi známý VMware Server, který je poskytován zdarma. Jeho hlavním účelem je 
„vyzkoušet“ si virtualizaci v praxi, v případě vážného zájmu nalákat na zakoupení komerčního 
VMware Infrastructure. 
 Ostatní 
Existuje mnoho dalších nástrojů pro virtualizaci, jen namátkou uvedu jména dalších 
řešení. V textu jsem se již zmiňoval o emulátoru Bochs a Qemu. Pokud jde o virtualizaci na 
úrovni jádra operačního systému, můžeme jmenovat například FreeBSD Jails, Solaris 
Containers, Virtuozzo, OpenVZ a Linux-VServer a XEN.  
Tento poslední nástroj bude rozebrán v samostatné kapitole dále, přesto jen několik 
základních údajů. Xen je opensource řešení vyvíjené převážně firmou XenSource (nyní Citrix). 
Výhoda tohoto softwaru spočívá v možnosti využití paravirtualizace i plné virtualizace. 
Nevýhodou naopak je, že jeho kód nebyl začleněn do jádra a při použití nových verzí kernelu 





7. REALIZACE SEZORU VE PROSTŘEDÍ 
OpenCPU 
 
7.1 Metody realizace 
 
K tvorbě testovací webové aplikace bylo použito převážně jazyka PHP, dále pak HTML 
a Javascriptu. Aplikace také využívá jednoduchou MySQL databázi. Vzhled aplikace byl 
upraven pomocí CSS a některé navigační prvky byly použity z projektu Bootstrap. Jazyk PHP, 
který je nyní nejrozšířenějším jazykem webových aplikací, a databázový systém MySQL byly 
zvoleny hlavně kvůli jejich velkému rozšíření a dostupnosti na serverech. Tento jazyk mohl 
být zvolen také díky tomu, že jeho použití nijak nebrání integraci R, za pomocí OpenCPU API, 
do webové aplikace. Pro implementaci samotných statistických výpočtů byl použit jazyk R. K 
jeho integraci do webové aplikace bylo použito API poskytované službou OpenCPU. V analýze 
jedné veličiny je proveden bodový odhad základních charakteristik, jako je výběrový průměr, 
výběrový rozptyl, výběrová smerodatná odchylka a medián. Dále jsou zde vykresleny grafy - 
histogram, graf empirické distribuční funkce a Q-Q plot. Do grafu je poté vykreslena křivka 
vybraného rozdělení. V případě Q-Q plotu uživatel také volí teoretické rozdělení, s nímž jsou 
zadaná data porovnávána. Ve všech případech jsou parametry teoretického rozdělení 
odhadnuty metodou maximální věrohodnosti (MLE). Aplikace umožňuje porovnávat data 
pouze se základními spojitými rozděleními - normálním, exponenciálním a rovnoměrným. 
Dále může uživatel provádět oboustranný t-test o střední hodnotě µ, u něhož může zvolit 
hladinu významnosti α tohoto testu. 
Databáze aplikace obsahuje pouze jednu tabulku files, jejímž obsahem jsou informace 
o jednotlivých projektech a nahraných souborech. Další tabulky jsou tvořeny dynamicky za 
běhu aplikace. Ty pak obsahují informace o konkrétních proměnných ze souboru. Aplikace 
byla navržena tak, že jsou potřebná data uložena v CSV souborech a jednotlivá rozhraní mají 
k dispozici proměnnou obsahující cestu k příslušnému souboru, či souborům. Soubor nahraný 
uživatelem je čten pouze při jeho nahrávání na server. V tu chvíli jsou také do databázové 
tabulky files uloženy informace o nově vzniklém projektu a vytvořena nová tabulka pro 
informace o jednotlivých proměnných v souboru. Při načtení je soubor rozparsován na 
jednotlivé sloupce, které obsahují vždy jednu veličinu. Každý sloupec je pak uložen do 
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zvláštního pomocného souboru. Cesty právě k těmto pomocným souborům jsou pak posílány 
jako pamaretry funkcím. 
Vzhledem k předešlé analýze bylo k integraci R do webové aplikace použito služby 
OpenCPU a jeho veřejně dostupný server. Dále bylo zjištěno, že je nutné vytvořit balíček R se 
všemi potřebnými funkcemi pro výpočty a umístit tento balíček do veřejného repozitáře na 
GitHub.com. Vzhledem k tomu, že je OpenCPU kompatibilní s jakýmkoliv jazykem nebo 
frameworkem, který umožňuje komunikaci pomocí protokolu HTTP, nebylo třeba v tomto 
ohledu nijak přizpůsobovat použitý jazyk aplikace. Protože OpenCPU je pouze spojení webu 
se statickým prostředím R, bylo nutné všechny interaktivní prvky a zpracovávání vstupů 
uživatele zajistit v jazyce PHP nebo Javascript. V analýze bylo dále zjištěno, že OpenCPU 
aplikace počítají ze své podstaty paralelně, funkce R proto byly navrženy tak, aby vždy řešili 
jeden dílčí problém aplikace a ze stránky pak byly požadavky na jejich volání odesílány 
současně. Ukázalo se také, že prostředí R poskytuje ve svých standartních balíčcích všechny 
funkce potřebné k implementaci výpočtů v testovací aplikaci a nebylo tak nutné používat žádné 
další. 
Samotná integrace funkcí R do webové aplikace proběhla v několika krocích: 
1. Na základě analýzy byla vytvořena jednoduchá struktura balíčku R obsahující složky 
R, man a soubory DESCRIPTION a NAMESPACE. Do složky R pak byly vloženy potřebné 
funkce R a do složky man jejich manuálové stránky. Základní charakteristiky balíčku byly 
definovány v souboru DESCRIPTION a do souboru NAMESPACE byly vepsány potřebné 
exporty ke každé funkci použité ve webové aplikaci. 
2. Balíček byl poté umístěn do veřejného repozitáře na GitHub.com. 
3. Poté proběhlo samotné volání funkcí R pomocí HTTP požadavku POST. Protože je 
aplikace postavena na jazyce PHP, bylo volání funkcí R provedeno pomocí knihovny PHP 
cURL (client URL Library). Ta umožňuje spojení s mnoha servery za použití různých 
protokolů, včetně protokolu HTTP a HTTPS. Volání funkce R pak proběhlo následovně: 
$ch = curl_init(); 
curl_setopt($ch, 
CURLOPT_URL,$cesta_k_funkci); 
curl_setopt($ch, CURLOPT_POST, $pocet_parametru); 
curl_setopt($ch,CURLOPT_POSTFIELDS,"parametry_funkce_R"); 
curl_setopt($ch, CURLOPT_RETURNTRANSFER, true); 
curl_setopt($ch, CURLOPT_SSL_VERIFYPEER, false); 
$vystup = curl_exec($ch); curl_close($ch); 
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Nejprve byla funkcí curl_init inicializována relace a manipulátor relace byl uložen do 
proměnné $ch. Poté byla provedena nastavení této relace, určena cílová URL, bylo 
specifikováno, že jde o metodu POST a také počet a obsah jednotlivých parametrů. Poté byl 
povolen RETURNTRANSFER, díky čemuž je výstup volání funkce curl_exec návratová 
hodnota požadavku a protože jde o zabezpečený protokol HTTPS, bylo zakázáno ověřování 
SSL certifikátu. Po spuštění dílčích připojení byl výstup relace uložen do proměnné $vystup a 
nakonec bylo spojení ukon- čeno. 
4. Ke zpracování výstupu pak bylo použito id relace, které, kromě jiného, proměnná 
$vystup obsahuje. To bylo poté použito dvěma způsoby. Buď jako parametr volání jiné funkce 
R, nebo k zobrazení výsledných grafů či výpočtů v hledaném formátu. 
Samotná integrace funkcí R do webové aplikace proběhla v několika krocích: 
1. Na základě analýzy byla vytvořena jednoduchá struktura balíčku R obsahující složky 
R, man a soubory DESCRIPTION a NAMESPACE. Do složky R pak byly vloženy potřebné 
funkce R a do složky man jejich manuálové stránky. Základní charakteristiky balíčku byly 
definovány v souboru DESCRIPTION a do souboru NAMESPACE byly vepsány potřebné 
exporty ke každé funkci použité ve webové aplikaci. 
2. Balíček byl poté umístěn do veřejného repozitáře na GitHub.com. 
3. Poté proběhlo samotné volání funkcí R pomocí HTTP požadavku POST. Protože je 
aplikace postavena na jazyce PHP, bylo volání funkcí R provedeno pomocí knihovny PHP 
cURL (client URL Library). Ta umožňuje spojení s mnoha servery za použití různých 
protokolů, včetně protokolu HTTP a HTTPS. Volání funkce R pak proběhlo následovně: 
$ch = curl_init(); curl_setopt($ch, 
CURLOPT_URL,$cesta_k_funkci); 
curl_setopt($ch, CURLOPT_POST, $pocet_parametru); 
curl_setopt($ch,CURLOPT_POSTFIELDS,"parametry_funkce_R"); 
curl_setopt($ch, CURLOPT_RETURNTRANSFER, true); 
curl_setopt($ch, CURLOPT_SSL_VERIFYPEER, false); 
$vystup = curl_exec($ch); curl_close($ch); 
Nejprve byla funkcí curl_init inicializována relace a manipulátor relace byl uložen do 
proměnné $ch. Poté byla provedena nastavení této relace, určena cílová URL, bylo 
specifikováno, že jde o metodu POST a také počet a obsah jednotlivých parametrů. Poté byl 
povolen RETURNTRANSFER, díky čemuž je výstup volání funkce curl_exec návratová 
hodnota požadavku a protože jde o zabezpečený protokol HTTPS, bylo zakázáno ověřování 
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SSL certifikátu. Po spuštění dílčích připojení byl výstup relace uložen do proměnné $vystup a 
nakonec bylo spojení ukončeno. 
4. Ke zpracování výstupu pak bylo použito id relace, které, kromě jiného, proměnná 
$vystup obsahuje. To bylo poté použito dvěma způsoby. Buď jako parametr volání jiné funkce 




8. TVORBA TESTOVACÍ APLIKACE V R 
 
V praktické části prozkoumáme regularizaci lineární regrese na R. Toto téma je 
důležité, aspoň proto, že algoritmů regrese obecně není příliš mnoho, a lineární regrese 
nevyhnutelně zůstává jedním z nejpopulárnějších. Ne vždy můžeme popsat lineární závislosti 
pomoci údajů, ale vždy můžeme ručně přidat nelineární členy. Pro příklad použijeme 
syntetické daty. Údaje: 
"gen" <- function(x){return(3*x^2 + 2*x + 2 + 
rnorm(length(x))*0.5)} 
#Generujeme testovací data 
X <- runif(6) 
Y <- gen(X) 
#Data pro cross-validace 
Xcv <- runif(50) 
Ycv <- gen(Xcv) 
Údaje jsou rozděleny podle nějakému vymyšlenému vzorci 3*x2+2*x+2 plus nějaký 
prohřešek, distribuce je náhodná. 
Bylo převzato málo testovacích dat pro přehlednost. (v reálných úkolech stále, jako 
pravidlo, je není dost, takže to nebrání zobecnění výsledků). 
Řekněme, že nevíme, jak vlastně distribuovány naše údaje, ale chceme postavit nějaký 
model. Nejjednodušší lineární regrese pro proměnnou x se nám nesvědčí, protože lineární 
regrese předpokládá pouze lineární závislosti. Takže, budeme se snažit vybudovat 
polynomiální model. Přidáme k datům všechny možné mocniny x od 1 do 5. 
 
#Lineární regrese podle polynomiální sadě dat 
train <- data.frame(Y, X, X^2, X^3, X^4, X^5) 
colnames(train) <- c('Y', 'X', 'X2', 'X3', 'X4', 'X5') 
simple <- lm(Y ~ X+X2+X3+X4+X5, train) 
error <- sum((predict(simple, train)-Y)^2)/length(Y) 
cat("Train error: ",error,"\n") 
 
cv <- data.frame(Xcv, Xcv^2, Xcv^3, Xcv^4, Xcv^5) 
colnames(cv) <- c('X', 'X2', 'X3', 'X4', 'X5') 
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error <- sum((predict(simple, cv)-Ycv)^2)/length(Ycv) 
cat("Cross-validation error: ",error,"\n") 
 
#Nakreslíme křivku, která popisuje naše řešení 
x <- (1:100)/100 
test = data.frame(x, x^2, x^3, x^4, x^5) 
names(test) <- c('X', 'X2', 'X3', 'X4', 'X5') 
y0 <- predict(simple, test) 
 
plot(X, Y, ylim=range(y0), xlim=c(0,1)) 
lines(x,y0, col='red') 
Výsledkem je téměř nulová chyba na testovacích datech, zatímco pro daty cross-
validace je velmi velká. 
Train error:  4.951098e-13  
Cross-validation error:  6.751967  
To je tzv. overfitting. Je naprosto očekávaný, protože přes 6 bodů v rovině je vždy 
možné strávit polynom 5-tého stupně. 
 
Obr. 3 Graf s polynomem 5 stupně 
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V tomto případě byl použit polynom 5-tého stupně. (viz. obr. 3) Při tomto množství 
bodů je rozumnější by bylo použít méně stupňů. Teoreticky je to tak, ale podobný problém 
nastává v případě multi-dimenzionálních dat. Například při zpracování textů, kde proměnná X 
se může být vektorem s 10 000 prvky. 
Pro řešení tohoto problému podíváme na vzorec kterým se snažíme popsat naše údaje: 
yt = a0 + a1*x + a2*x + a3*x + a4*x + a5*x   (1.1) 
Je nutné vybrat koeficienty ai tak, aby se minimalizovala chyba, tj. minimalizovat 
výraz: 
L = Σ(yt-y)2       (1.2) 
Také můžeme do tohoto výrazu přidat ještě nějaký člen, aby zmenšit hodnoty 
koeficientu ai. Například, místo L by se dalo minimalizovat výraz: 
L1 = Σ(yt-y)2 + λ*Σ|ai|     (1.3) 
nebo další možnost 
L2 = Σ(yt-y)2 + λ*Σ(ai)2     (1.4) 
Přidali jsme do výrazu pokutu za velké hodnoty ai. Velikost teto pokuty je úměrná 
největšímu parametru λ, pomocí kterého jsme nyní schopni nastavovat algoritmus. 
První varianta má název L1-regularizace (v anglické literatuře LASSO regression), 
druhá variant je L2-regularizace (v anglické literatuře ridge regression) 
Obě možnosti jsou realizovány v R. Bohužel, realizace trochu nekonzistentní v 
použitých vstupních parametrech a v návratových hodnotách. Nicméně, můžeme ukázat jeho 
použití porovnat výsledek práce. 
L1-regularizace nebo Lasso regression 
#Lasso regression 




train <- cbind(X, X^2, X^3, X^4, X^5) 
colnames(train) <- c('X', 'X2', 'X3', 'X4', 'X5') 
lasso <- lars(train, Y, type='lasso') 
 
cv <- cbind(Xcv, Xcv^2, Xcv^3, Xcv^4, Xcv^5) 




x <- (1:100)*(max(X)*1.1)/100 
test <- cbind(x, x^2, x^3, x^4, x^5) 
colnames(test) <- c('X', 'X2', 'X3', 'X4', 'X5') 
 
stats <- NULL 
lambda <- 0 
plot(X, Y, ylim=c(-5, 10), pch=20, col='red') 
points(Xcv, Ycv, pch=20, col='blue') 
ls <- NULL 
cs <- NULL 
for(i in 1:15){ 
Yp <- predict(lasso, train, s=lambda, type='fit', 
mode='lambda') 
trainError <- sum((Yp$fit-Y)^2)/length(Y) 
Yp <- predict(lasso, cv, s=lambda, type='fit', 
mode='lambda') 
cvError <- sum((Yp$fit-Ycv)^2)/length(Ycv) 
stats <- rbind(stats, c(lambda, trainError, cvError)) 
if (i%%5==1){ 
#Nakreslíme křivku, která popisuje naše řešení 
y0 <-  predict(lasso, test, lambda, type='fit', 
mode='lambda') 
lines(x,y0$fit, col=i) 
ls <- c(ls, paste("lambda=",lambda,sep='')) 
cs <- c(cs, i) 
    } 
lambda <- ifelse(lambda==0,0.00000001, lambda*10) 
} 
legend("topleft", c("Train", "Cross-validation"), pch=20, 
col=c('red', 'blue')) 
legend("bottomright",inset=0.05, legend=ls, pch=20, 




plot(stats[,2], ylim=range(stats[,2:3]), type='l', 
col='red', ylab="error", xlab="log(lambda)") 
lines(stats[,3], col='blue') 
 
#Optimální hodnota lamda=1 
coef(lasso, s=1, mode='lambda') 
 
Obr. 4 Graf řešení pro různé λ 
 Na grafu je znázorněno několik řešení, pro různé hodnoty λ. Při λ=0 se máme obyčejnou  
lineární regresi, kterou je popsána výše. Při velmi velkých hodnotách λ je získána vodorovná 
čára, tj. řešení, při kterém koeficienty ai=0 pro všechna i>0. Oba případy zřejmě nejsou 




Obr. 5 Graf chyby №1 
Zde na grafu je červeně označena chyba pro testovací mmnožinu, modra je chyba pro 
cross-validation množinu. (viz. obr. 5) 
Ridge regression 
Tento algoritmus je implementován v balíčku MASS. Bohužel realizace není úplně 
standardní, například, balíček MASS neposkytuje funkci predict. Nicméně, nepředstavuje 





train <- data.frame(Y, X, X^2, X^3, X^4, X^5) 
colnames(train) <- c('Y', 'X', 'X2', 'X3', 'X4', 'X5') 
 
stats <- NULL 
lambda <- 0 
x <- (1:100)/100 
test <- as.matrix(cbind(1, x, x^2, x^3, x^4, x^5)) 
 
plot(X, Y, ylim=c(-5,15), pch=20, col='red') 
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points(Xcv, Ycv, pch=20, col='blue') 
ls <- NULL 
cs <- NULL 
for(i in (1:15)) { 
 
ridge <- lm.ridge(Y ~ X+X2+X3+X4+X5, train, lambda=lambda) 
Yp <- as.matrix(cbind(1, X, X^2, X^3, X^4, X^5)) %*% 
as.matrix(coef(ridge)) 
trainError <- sum((Yp - Y)^2)/length(Y) 
 
cv <- as.matrix(cbind(1, Xcv, Xcv^2, Xcv^3, Xcv^4, Xcv^5)) 
Yp <- cv %*% as.matrix(coef(ridge)) 
cvError <- sum((Yp-Ycv)^2)/lentgh(Ycv) 
 
stats <- rbind(stats, c(lambda, trainError, cvError)) 
if (i%%5==1){ 
#Nakreslíme křivku, která popisuje naše řešení 
y0 <- test %*% as.matrix(coef(ridge)) 
lines(x,y0, col=i) 
ls <- c(ls, paste("lambda=",lambda,sep='')) 
cs <- c(cs, i) 
    } 
lambda <- ifelse(lambda==0,0.00000001, lambda*10) 
 
} 
legend("topleft", c("Train", "Cross-validation"), pch=20, 
col=c('red', 'blue')) 
legend("bottomright",inset=0.05, legend=ls, pch=20, 
col=cs, text.col=cs, bty="n") 
 
#Nakreslíme změnu chyby CV 
plot(stats[,2], ylim=range(stats[,2:3]), type='l', 




#Optimální hodnota lamda=10 
ridge <- lm.ridge(Y ~ X+X2+X3+X4+X5, train, lambda=10) 
coef(ridge) 
 
Obr. 6 Optimální hodnoty parametru λ 





Obr. 7 Graf chyby №2 







Hlavním cílem práce bylo prozkoumat možnosti integrace volně dostupného 
matematického systému R a OpenCPU. Prvním cílem analytické části práce bylo seznámení a 
analýza možností statistického software R. Prozkoumání jeho modelů pro vědecké výpočty. 
Dalším cílem analytické části pak bylo prohlédnout základy Linuxu, historii jeho vzniku, 
distribuci a seznámit se s principy zařízení jádra. Také byla provedena studie protokolu HTTP. 
Cílem praktické části práce bylo navrhnout a prozkoumat jednoduchý matematický příklad 
v jazyce R. Na závěr pak bylo cílem toto řešení vylepšit především z hlediska praktické 
použitelnosti, efektivity a jednoduchosti integrace. 
V první části práce byl rozebrán systém OpenCPU a popsány možnosti, které tento 
projekt nabízí. Poté byl rozebrán jazyk R, jeho praktické využití a jeho modely. V další části 
byly pak obdobně rozebrány linuxové operační systémy, jejich jadro a souborový systém. Pak 
byl prozkoumán protokol HTTP a pojem virtualizace, její funkce a význam. Bylo zjištěno, že 
systém OpenCPU není příliš závislý, protože je kompatibilní s jakýmkoliv frameworkem nebo 
jazykem, který umožňuje komunikaci pomocí protokolu HTTP. 
Aby předkládané metody a teoretické poznatky nezůstaly bez praktického využití, je 
zároveň předkládán návrh na vytvoření vhodné technologické infrastruktury a zázemí 
vhodného k realizaci stanovených cílů. Návrh infrastruktury sestává z výzkumu 
matematického problému, vytvoření kódu a jeho analýza. V neposlední řadě jsou společně s 
textem práce poskytnuty programové komponenty pro realizaci aplikace včetně zdrojových 
kódů. 
Práce na projektech, které inspirovaly vznik této práce, pro mne osobně byla velkou 
příležitostí k osobnímu rozvoji. Při jejich realizaci bylo nutné proniknout nad rámec 
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK 
ICT    Information and communications technology 
M2M    Machine-to-machine 
API    Application programming interface 
GNU GPL   GNU General Public License 
GUI    Graphical User Interface 
ASCII    American Standard Code For Information Interchange 
DPKG   Debian Package Management System 
VFS    Virtual File System 
MIME   Multipurpose Internet Mail Extensions 
CSS    Cascading Style Sheets 
MLE    Maximum-Likelihood Estimation  









OBSAH PŘILOŽENÉHO CD 
- PDF verze bakalářské práce 
- Soubor zaloha.zip se zdrojovými kódy pro programové prostředí: 
 code.RData 
 code.Rhistory 
 lastsave 
