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Abstract
In this paper, coordination control is investigated for multi-robots to manip-
ulate an object with a common desired trajectory. Both trajectory tracking
and control input minimization are considered for each individual robot ma-
nipulator, such that possible disagreement between different manipulators
can be handled. Reinforcement learning is employed to cope with the prob-
lem of unknown dynamics of both robots and the manipulated object. It
is rigorously proven that the proposed method guarantees the coordination
control of the multi-robots system under study. The validity of the proposed
method is verified through simulation studies.
Keywords: multi-robots coordination, reinforcement learning, robot control
1. Introduction
Coordinated manipulation of multi-robots has attracted researchers’ at-
tention as it provides better rigidity and feasibility compared to manipulation
of a single robot, yet it brings along challenging control problems [1]. Dif-
ferent from control of a single robot manipulator, a coordination scheme is
needed to avoid possible disagreement between multi-robots, which will lead
to undesired results, e.g., large internal forces [2]. Typical coordination con-
trol schemes include hybrid position/force control and leader-follower control
[3]. Hybrid position/force control considers the position of the manipulated
object to be in a certain workspace, and the internal force to be within a
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small range around the origin. In comparison, the leader-follower method
introduces a leader individual, which is followed by other manipulators. Re-
grading these two coordination control schemes, while the former requires the
separation of directions for position and force controls [4], the latter needs
multi-robots to communicate with each other through different interfaces.
Enlightened by the idea of optimal control, i.e., to achieve the trajectory
tracking and simultaneously to penalize the control effort, we propose a co-
ordination scheme in this paper to avoid limitations in existing methods. In
particular, when manipulating a common object by multi-robots, each in-
dividual aims to track a prescribed trajectory while it complies to others
by penalizing its own control effort. This will lead to an optimization-like
problem which cannot be handled by conventional optimal control, e.g., lin-
ear quadratic regulator (LQR) [5], due to uncertain and nonlinear system
dynamics. In the literature, reinforcement learning, also known as adaptive
dynamic programming, has been extensively studied in the control commu-
nity to address this issue [6, 7].
The idea of reinforcement learning is inspired by the phenomena that hu-
man beings and other animals always learn from experience through reward
and punishment results for survival and growth [8, 9, 10, 11]. In particular,
biological experiments show that the dopamine neurotransmitter acts as a
reinforcement signal which favors learning at the neuron level [12]. Based
on reinforcement learning, a control signal can be generated for an agent to
interact with unknown environments. Typically, a cost function or a reward
function is defined to describe the control objective, and a control scheme
is developed to minimize/maximize the defined cost/reward function [13].
Therefore, a reinforcement learning control can be developed in the form of a
composition of two parts: a critic network and an actor network. A critic net-
work is developed to approximate the cost function, while an actor network
plays a role to minimize the cost function. Reinforcement learning control has
been developed in both continuous-time and discrete-time domains. In [14],
a reinforcement learning control has been proposed for systems in continuous
time and space. In [15], a state observer is introduced to estimate the future
state for the design of adaptive dynamic programming for unknown nonlin-
ear continuous-time systems. In [16], a discrete-time reinforcement learning
control is proposed with Lyapunov stability analysis. In [17], optimal control
is proposed for unknown nonaffine discrete-time systems by employing adap-
tive dynamic programming. Reinforcement learning control has also been
investigated in control of robots. In [18], a natural actor-critic algorithm is
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adopted for the learning of proper impedance for robots in interacting with
unknown environments. In [19], the algorithm of policy improvement with
path integrals is integrated with reinforcement learning to achieve variable
impedance control. In [20], impedance adaptation for robot control is devel-
oped based on adaptive dynamic programming proposed in [21]. Literature
reviews of reinforcement learning can be found in [22, 23], which introduce
the use of reinforcement learning in feedback control and state open chal-
lenges of developing a reinforcement learning control.
Based on the above discussions, in this paper, we will introduce a re-
inforcement learning control for coordinated manipulation of multi-robots.
First, a cost function is defined to describe the tracking objective of each
individual robot manipulator and its compliance to others. Then, the coor-
dination problem of multi-robots will be transformed to an optimization-like
problem. A reinforcement learning control will be designed to minimize the
defined cost function, in the presence of unknown system dynamics. Eventu-
ally, through Lyapunov stability analysis, the performance of the proposed
method will be discussed in details.
The contributions of this paper are highlighted as follows:
(i) the problem of multi-robots coordination is formulated such that both
the tracking objective of each individual robot manipulator and its
compliance to others are described, with neither the separation of task
spaces nor extra communication interfaces;
(ii) system dynamics are transformed to a general model similar to that of
a single robot manipulator for the feasibility of control design; and
(iii) a reinforcement learning control is developed subject to unknown dy-
namics of robot manipulators and object, which guarantee the coordi-
nation control of multi-robots.
The rest of the paper is organized as follows. In Section 2, the problem
of coordination control under study is formulated. In Section 3, transfor-
mation of system dynamics and design of a reinforcement learning control
are detailed, followed by the rigorous performance analysis. In Section 4,
the validity of the proposed method is verified through simulation studies.
Section 5 concludes this paper.
3
2. Problem Formulation
2.1. System Description
The system under study includes n individual robot manipulators and a
rigid object, where the object is tightly grasped by the end-effector of each
robot manipulator. It is assumed that there is no relative motion between
the robot manipulators and object.
The dynamics of the object in the task space are described as
mop¨−mog = fo
Ioω˙ + ω × Ioω = τo (1)
where mo and Io are the mass and inertia matrix of the manipulated object,
p and ω are the position and angular velocity of the object, fo and τo are
the force and torque applied to the mass center of the object, and g is the
gravitational acceleration.
Define xo = [p
T , θT ]T where θ˙ = ω, and we have x˙o = [p˙
T , ωT ]T . Then,
the dynamics of the object can be rewritten in the following form [24]:
Mox¨o + Co(x˙o)x˙o +Go = Fo (2)
where Mo =
[
moI 0
0 Io
]
∈ Rm×m, Co(x˙o)x˙o =
[
0
ω × Ioω
]
∈ Rm, Go =[
−mog
0
]
∈ Rm, and Fo(t) =
[
fo
τo
]
∈ Rm.
Property 1. The matrix Co(x˙o) is skew-symmetric, i.e., ̺
TCo(x˙o)̺ = 0, for
∀̺ ∈ Rm.
The forward kinematics of the i-th robot manipulator is described by
xi = ϕi(qi), where xi(t) ∈ R
mi and qi ∈ R
mi are positions/oritations in the
Cartesian space and joint coordinates in the joint space, respectively. Dif-
ferentiating xi = φ(qi) with respect to time results in x˙i = Jr,i(qi)q˙i, where
Jr,i(qi) ∈ R
mi×mi is the Jacobian matrix for the i-th robot manipulator.
Besides, Ji(xo) is the Jacobian matrix which describes the kinematic rela-
tionship between the mass center of the object and the end-effector of the
i-th robot manipulator.
Assumption 1. The Jacobian matrices Jr,i(qi) and Ji(xo) are nonsingular
in a finite workspace.
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The dynamics of the i-th robot manipulator in the joint space are
Mr,i(qi)q¨i + Cr,i(qi, q˙i)q˙i +Gr,i(qi) + J
T
r,i(qi)Fi = ur,i, i = 1, 2, 3..., n (3)
where Mr,i(qi) ∈ R
mi×mi is the inertia matrix, Cr,i(qi, q˙i)q˙i ∈ R
mi denotes the
Coriolis and Centrifugal force, Gr,i(qi) ∈ R
mi is the gravitational force, Fi
denotes the force exerted on the object by the end-effector of the i-th robot
manipulator at the interaction point, and ur,i ∈ R
mi is the control input.
By considering the Jacobian matrix Jr,i(qi), the dynamics of the i-th robot
manipulator can be described in the Cartesian space as below
Mi(qi)x¨i + Ci(qi, q˙i)x˙i +Gi(qi) + Fi = ui, i = 1, 2, 3..., n (4)
where
Mi(qi) = J
−T
r,i (qi)Mr,i(qi)J
−1
r,i (qi)
Ci(qi, q˙i) = J
−T
r,i (qi)(Cr,i(qi, q˙i)−Mr,i(qi, q˙i)J
−1
r,i (qi)J˙r,i(qi))J
−1
r,i (qi)
Gi(qi) = J
−T
r,i (qi)Gr,i(qi), ui = J
−T
r,i (qi)ur,i (5)
Property 2. [25] The matrix Mi(qi) is symmetric and positive definite.
Property 3. [25] The matrix M˙i(qi)−2Ci(qi, q˙i) is skew-symmetric if Ci(qi, q˙i)
is in Christoffel form, i.e. ̺T (M˙i(qi)− 2Ci(qi, q˙i))̺ = 0, for ∀̺ ∈ R
mi.
The control objective of this work is to let the object move along a desired
trajectory xd while minimizing the control efforts of all robot manipulators.
In particular, we define the following cost function
Υ(t) =
∫ ∞
t
c(s)ds (6)
where c(t) is an instant cost function defined as
c(t) = (xo − xd)
TQ1(xo − xd) + x˙
T
oQ2x˙o +
n∑
i=1
uTr,iRiur,i (7)
where Q1 ≥ 0, Q2 ≥ 0, and Ri > 0.
Remark 1. The rule of thumb to choose Q1 and Ri are as follows: a larger
value for Q1 indicates that a more accurate tracking performance is expected,
a larger value for Q2 indicates that a smoother motion is desirable, and a
larger value for Ri indicates that the load of the i-th robot manipulator is
expected to be smaller. For example, it is usually to allocate a larger load to
a “stronger” robot manipulator (with larger mass and inertia of moment), so
Ri should be given a smaller value for this robot manipulator.
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2.2. Preliminary
For the approximation of a continuous function h(Z) : Rr → R, the
following Radial Function Basis (RBF) Neural Networks (NN) are used [26]:
h(Z) = W ∗TS(Z) + ǫ (8)
where Z ∈ Rr is the NN input vector, W ∗ is the ideal NN weight, and ǫ is
the approximation error under the ideal NN weight. S(Z) = [s1(Z), ...sl(Z)]
is a vector where si(Z) is chosen as the Gaussian function for i = 1, 2, ...l,
which is expressed as
si(Z) = exp[
−(Z − µi)
T (Z − µi)
η2i
] (9)
where µi is the designed center for the i-th input element of the NN, and ηi
the width of the Gaussian function.
Lemma 1. [27] Consider a positive function given by
V (t) =
1
2
eT (t)Λ(t)e(t) +
1
2
W˜ T (t)Γ−1(t)W˜ (t) (10)
where e(t) = ξ(t) − ξ∗(t) and W˜ (t) = Wˆ (t) −W ∗, and Λ(t) = ΛT (t) > 0
and Γ(t) = ΓT (t) > 0 are dimensionally compatible matrices. If the following
inequality holds:
V˙ (t) ≤ ρV (t) + κ (11)
where ρ and κ are positive constants, then, given any initial compact set
defined by
Ω0 = {ξ(0), ξ
∗(0), Wˆ (0)|ξ(0), Wˆ (0) finite, ξ∗(0) ∈ Ω∗} (12)
we can conclude that the states and weights will eventually converge to the
compact sets defined by
Ωs = {ξ(t), Wˆ (t)| lim
t→∞
‖e(t)‖ = µ∗e, lim
t→∞
‖W˜‖ = µ∗
W˜
} (13)
where constants
µ∗e =
√
2κ
ρλΛmin
µ∗
W˜
=
√
2κ
ρλΓmin
(14)
with λΛmin = minv∈[0,t]λmin(Λ(v)), and λΓmin = minv∈[0,t]λmin(Γ
−1(v)).
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3. Control Design
3.1. System Transformation
By applying the virtual work principle, we can obtain the relationship
between the end-effector forces Fi with the force applied to the mass center
of the object Fo. In particular, we have
(−F1)
T δx1 + (−F2)
T δx2 + ...+ (−Fn)
T δxn + F
T
o δxo = 0 (15)
Since δxi = Ji(xo)δxo, we obtain
Fo =
n∑
i=1
JTi (xo)Fi (16)
Since x¨i = J˙i(xo)x˙o + Ji(xo)x¨o, the dynamics of the i-th robot can be re-
described as
Mi(qi)Ji(xo)x¨o +
(
Mi(qi)J˙i(xo) + Ci(qi, q˙i)Ji(xo)
)
x˙o +Gi(qi) + Fi = ui (17)
Multiplying both sides of the above equation by JTi (xo), we have
JTi (xo)Mi(qi)Ji(xo)x¨o + J
T
i (xo)
(
Mi(qi)J˙i(xo) + Ci(qi, q˙i)Ji(xo)
)
x˙o
+JTi (xo)Gi(qi) + J
T
i (xo)Fi = J
T
i (xo)ui (18)
By adding the above dynamics of all the robot manipulators together, we
obtain the following combined dynamics
n∑
i=1
JTi (xo)Mi(qi)Ji(xo)x¨o +
n∑
i=1
JTi (xo)
(
Mi(qi)J˙i(xo) + Ci(qi, q˙i)Ji(xo)
)
x˙o
+
n∑
i=1
JTi (xo)Gi(qi) +
n∑
i=1
JTi (xo)Fi =
n∑
i=1
JTi (xo)ui (19)
Considering Eq. (16) and substituting the dynamics of the object, i.e., Eq.
(2), into Eq. (19), we obtain the model of the overall system as below
( n∑
i=1
JTi (xo)Mi(qi)Ji(xo) +Mo
)
x¨o +
( n∑
i=1
JTi (xo)
(
Mi(qi)J˙i(xo)
+Ci(qi, q˙i)Ji(xo)
)
+ Co(x˙o)
)
x˙o +
( n∑
i=1
JTi (xo)Gi(qi) +Go
)
=
n∑
i=1
JTi (xo)ui (20)
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By defining
M(qi, xo) =
n∑
i=1
JTi (xo)Mi(qi)Ji(xo) +Mo
C(qi, q˙i, xo, x˙o) =
n∑
i=1
JTi (xo)
(
Mi(qi)J˙i(xo) + Ci(qi, q˙i)Ji(xo)
)
+ Co(x˙o)
G(qi, xo) =
n∑
i=1
JTi (xo)Gi(qi) +Go
u =
n∑
i=1
JTi (xo)ui (21)
the above system model can be rewritten as
M(qi, xo)x¨o + C(qi, q˙i, xo, x˙o)x˙o +G(qi, xo, x˙o) = u (22)
According to Properties 1, 2 and 3, we immediately obtain the following
properties for the combined system (22).
Property 4. The matrix M(qi, xo) is symmetric and positive definite.
Property 5. The matrix M˙(qi, xo)−2C(qi, q˙i, xo, x˙o) is skew-symmetric, i.e.
̺T (M˙(qi, xo)− 2C(qi, q˙i, xo, x˙o))̺ = 0, for ∀̺ ∈ R
m.
Proof 1.
M˙(qi, xo)− 2C(qi, q˙i, xo, x˙o)
=
n∑
i=1
(2JTi (xo)Mi(qi)J˙i(xo) + J
T
i (xo)M˙i(qi)Ji(xo)) + M˙o
−
n∑
i=1
2JTi (xo)(Mi(qi)J˙i(xo) + Ci(qi, q˙i)Ji(xo))− 2Co(x˙o)
=
n∑
i=1
JTi (xo)(M˙i(qi)− 2Ci(qi, q˙i))Ji(xo)− 2Co(x˙o) (23)
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Recalling Properties 3 and 1 of robot manipulators and object dynamics, we
can obtain
xTo (M˙(qi, xo)− 2C(qi, q˙i, xo, x˙o))xo
=
n∑
i=1
(Ji(xo)xo)
T (M˙i(qi)− 2Ci(qi, q˙i))Ji(xo)xo + x
T
o (M˙o − 2Co(x˙o))xo
=
n∑
i=1
xTi (M˙i(qi)− 2Ci(qi, q˙i))xi − 2x
T
o Co(x˙o)xo = 0 (24)
for ∀xo ∈ R
m. Replacing xo by ̺ completes the proof.
Similarly as in [20], we consider the desired trajectory generated by the
following system:
{
z˙ = Uz
xd = Y z
where z ∈ Rm is an auxiliary variable, U ∈ Rm×m and Y ∈ Rm×m are known
matrices, and (U, Y ) is observable. Then, the instant cost function defined
in (7) becomes
c(t) =
[
xTo x
T
d
] [ Q1 −Q1
−Q1 Q1
] [
xo
xd
]
+ x˙ToQ2x˙o +
n∑
i=1
uTr,iRiur,i
=
[
xTo z
T
] [ Q1 −Q1Y
−Y TQ1 Y
TQ1Y
] [
xo
z
]
+ x˙ToQ2x˙o
+
n∑
i=1
uTr,iRiur,i (25)
Denote ξ = [xTo , z
T , x˙To ]
T , u′ = [uT1 , u
T
2 , ...u
T
n ]
T , R′ = diag[(Jr,i(qi)RiJ
T
r,i(qi))]
for i = 1, 2, ...n, and
Q =

 Q1 −Q1Y 0−Y TQ1 Y TQ1Y 0
0 0 Q2

 (26)
Then, we obtain
c(t) = ξTQξ + u′TR′u′ (27)
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Denote J ′ = [JT1 , J
T
2 , ...J
T
n ]
T . From the definition of u in (21), we know that
u = J ′Tu′. Therefore, the above instant cost function is finally written as
c(t) = ξTQξ + uTRu (28)
where R = J ′†R′J ′†T with J ′† as the pseudoinverse of J ′.
Following the transformation in this subsection, the coupled dynamics of
multi robot manipulators and object are described in a unified form, i.e., Eq.
(22). Then, it becomes straightforward to design a control for such a general
system to minimize the cost function (6). Since M(qi, xo), C(qi, q˙i, xo, x˙o),
and G(qi, xo) are unknown and typically nonlinear due to the involvement of
robot and object dynamics, we develop reinforcement learning for the control
design of system (22), as detailed in the following subsection.
3.2. Reinforcement Learning
First, a critic network is used to approximate the cost function at current
state, i.e.,
Υ(t) = W ∗Tc Sc(Zc) + ǫc
Υˆ(t) = Wˆ Tc Sc(Zc) (29)
where Zc = ξ, and other denotations follow NN denotations in Section 2.2.
An ideal approximation is achieved if the following error is eliminated:
Ec ,
1
2
(c− Wˆ Tc S˙c)
2 (30)
Therefore, the updating law for the critic network is designed using the gra-
dient descent method, as below
˙ˆ
Wc = −σc
∂Ec
∂Wˆc
= σc(c− Wˆ
T
c S˙c)S˙c (31)
where σc > 0 is the learning rate for the critic network.
Second, we introduce an action network to achieve the control objective
discussed in Section 2.1. Define e = xo − xd as the tracking error, and the
corresponding Lyapunov function candidate is V1 =
1
2
eT e. Its time derivative
is
V˙1 = e
T e˙
= eT (x˙o − x˙d −K1e +K1e) (32)
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where K1 is a positive definite matrix. By defining x˙r = x˙d − K1e and
ev = x˙o − x˙r, we have
V˙1 = −e
TK1e+ e
T ev (33)
Considering the system dynamics (22) and another Lyapunov function can-
didate V2 =
1
2
eTvMev, we have
V˙2 =
1
2
eTv M˙ev + e
T
vMe˙v
=
1
2
eTv M˙ev + e
T
v (−Cx˙o −G+ u−Mx¨r)
= eTv (−Mx¨r − Cx˙r −G+ u) (34)
where Property 5 is applied. It is trivial to design an ideal control u∗ = Mx¨r+
Cx˙r +G− e−K2ev, where K2 is a positive definite matrix. However, since
M , C and G are unknown, an action network is introduced to approximate
the unknown parts of control input, as follows
Mx¨r + Cx˙r +G = W
∗T
a Sa(Za) + ǫa (35)
where Za = [qi, q˙i, xo, x˙o, x˙r, x¨r]. Then, the ideal control input becomes
u∗ = W ∗Ta Sa(Za) + ǫa − e−K2ev (36)
and the actual control is designed as
u = Wˆ Ta Sa(Za)− e−K2ev (37)
Considering a Lyapunov function candidate for both e and ev, i.e. V =
V1 + V2, we have
V˙ = V˙1 + V˙2 = −e
TK1e− e
T
vK2ev + e
T
v (W˜
T
a Sa(Za)− ǫa) (38)
where W˜a = Wˆa − W
∗
a is the approximation error of NN weights. Since
the objective of updating law of W˜a is to minimize the approximation error
W˜a itself and the estimated cost function Υˆ, we define an error variable
ea =
∑m
i=1 W˜
T
a,iSa + kΥΥˆ, where W˜a,i is the i-th column of W˜a and kΥ is
a positive scalar. Again, using the gradient descent method, we obtain the
updating law of action network as below
˙ˆ
Wa,i = −σa(Wˆ
T
a,iSa + kΥΥˆ)Sa (39)
where σa is a designed learning rate for the action network.
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3.3. Stability Analysis
Consider a Lyapunov function candidate as below
V = V1 + V2 + Vc + Va (40)
where Vc =
1
2
W˜ Tc W˜c and Va =
1
2
eTa ea. Its time derivative is
V˙ = V˙1 + V˙2 + V˙c + V˙a
= −eTK1e− e
T
vK2ev + e
T
v (W˜
T
a Sa − ǫa) + W˜
T
c
˙˜
Wc + e
T
a e˙a
= −eTK1e− e
T
vK2ev + e
T
v (W˜
T
a Sa − ǫa)
+W˜ Tc
˙˜
Wc + e
T
a (
m∑
i=1
˙ˆ
W Ta,i
∂ea
∂Wˆa,i
)
= −eTK1e− e
T
vK2ev + e
T
v (W˜
T
a Sa − ǫa)
+W˜ Tc
˙˜
Wc + ea(
m∑
i=1
˙ˆ
W Ta,i)Sa (41)
Considering the updating law for the action network, i.e., Eq. (39), we have
V˙ = −eTK1e− e
T
vK2ev + e
T
v (W˜
T
a Sa − ǫa) + W˜
T
c
˙˜
Wc
−σaS
T
a Saea
m∑
i=1
(Wˆ Ta,iSa + kΥΥˆ)
= −eTK1e− e
T
vK2ev + e
T
v W˜
T
a Sa − e
T
v ǫa + W˜
T
c
˙ˆ
Wc
−σaS
T
a Saea
m∑
i=1
(W ∗Ta,i Sa + ea)
= −eTK1e− e
T
vK2ev + e
T
v W˜
T
a Sa − e
T
v ǫa + W˜
T
c
˙ˆ
Wc − σaS
T
a Sae
2
a
−σaS
T
a Saea
m∑
i=1
W ∗Ta,i Sa (42)
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Considering the updating law for the critic network, i.e., Eq. (31), we have
V˙ = −eTK1e− e
T
vK2ev + e
T
v W˜
T
a Sa − e
T
v ǫa + σcW˜
T
c (c− Wˆ
T
c S˙c)S˙c
−σaS
T
a Sae
2
a − σaS
T
a Saea
m∑
i=1
W ∗Ta,i Sa
= −eTK1e− e
T
vK2ev + e
T
v W˜
T
a Sa − e
T
v ǫa + σcW˜
T
c (W
∗T
c S˙c + ǫ˙c − Wˆ
T
c S˙c)S˙c
−σaS
T
a Sae
2
a − σaS
T
a Saea
m∑
i=1
W ∗Ta,i Sa
= −eTK1e− e
T
vK2ev + e
T
v W˜
T
a Sa − e
T
v ǫa − σcW˜
T
c (W˜
T
c S˙c + ǫ˙c)S˙c
−σaS
T
a Sae
2
a − σaS
T
a Saea
m∑
i=1
W ∗Ta,i Sa
≤ −eTK1e− e
T
vK2ev + e
T
v W˜
T
a Sa − e
T
v ǫa −
1
2
σcS˙
T
c S˙cW˜
T
c W˜c +
σcǫ˙
2
c
2
−σaS
T
a Sae
2
a − σaS
T
a Saea
m∑
i=1
W ∗Ta,i Sa (43)
Substituting inequalities
−eTv ǫa ≤
‖ev‖
2
2
+
ǫ2a
2
−STa Saea
m∑
i=1
W ∗Ta,i Sa ≤
STa Sae
2
a
2
+
‖
∑m
i=1W
∗T
a,i Sa‖
2
2
≤
e2a
2
+ ‖W ∗a ‖
2
eTv W˜
T
a Sa ≤
‖ev‖
2
2
+
‖W˜ Ta Sa‖
2
2
≤
‖ev‖
2
2
+ e2a + k
2
ΥΥˆ
2
≤
‖ev‖
2
2
+ e2a +
k2Υ‖W
∗
c ‖
2
2
+
k2Υ‖W˜c‖
2
2
(44)
13
to the above inequality leads to
V˙ ≤ −eT1K1e− e
T
vK2ev +
‖ev‖
2
2
+ e2a +
k2Υ‖W
∗
c ‖
2
2
+
k2Υ‖W˜c‖
2
2
+
‖ev‖
2
2
+
ǫ2a
2
−
1
2
σcS˙
T
c S˙cW˜
T
c W˜c +
σcǫ˙
2
c
2
−σaS
T
a Sae
2
a +
σae
2
a
2
+ σa‖W
∗
a ‖
2
≤ −eT1K1e− e
T
v (K2 − I)ev −
σcS˙
T
c S˙c − k
2
Υ
2
W˜ Tc W˜c
−(σaS
T
a Sa −
σa + 2
2
)e2a +
k2Υ‖W
∗
c ‖
2
2
+
ǫ2a
2
+
σcǫ˙
2
c
2
+ σa‖W
∗
a ‖
2 (45)
In accordance with the definition of V = V1 + V2 + Vc + Va with V1 =
1
2
eT e,
V2 =
1
2
eTvMev, Vc =
1
2
W˜ Tc W˜c and Va =
1
2
eTa ea, we have
V˙ ≤ −ρV + κ (46)
where
ρ = min{2K1, 2λMmin(K2 − I), σcβSc − k
2
Υ, 2(σaβSa −
σa + 2
2
)}
κ =
k2Υβ
2
c
2
+
ε2a
2
+
σcε
2
c
2
+ σaβ
2
a (47)
where εa, εc, βc, and βa denote the upper bounds of ǫa, ǫ˙c, W
∗
c , and W
∗
a ,
respectively. In addition, βSc ≤ S˙
T
c S˙c and βSa ≤ S
T
a Sa, which are assured by
introducing a noise into the control input such that the persistence excitation
condition is satisfied [28].
According to Lemma 1, if the following conditions are satisfied
K2 − I > 0
σcβSc − k
2
Υ > 0
σaβSa −
σa + 2
2
> 0 (48)
then, all the closed-loop signals, including e, ev, W˜c and ea, will remain
semi-globally uniformly ultimately bounded. For completeness, multiplying
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V˙ = −ρV + κ by eρt, we can obtain
d
dt
(eρtV ) ≤ κeρt (49)
By integrating it, we can obtain
V ≤ (V (0)−
κ
ρ
)κe−ρt +
κ
ρ
≤ V (0) +
κ
ρ
(50)
Therefore, signals e, ev, W˜c and ea remain in the compact set Ω1 := {χ| ‖χ‖ ≤
µr} and finally they will converge to the convergence compact set Ω2 :=
{χ| ‖χ‖ ≤ µc}, where
µr =
√
2(V (0) +
κ
ρ
), µc =
√
2κ
ρ
(51)
From definitions of ρ and κ in Eq. (47), we find that sizes of Ω1 and Ω2
can be adjusted by choosing different values of design parameters, e.g., K1,
K2, σa, and σc. They can be made very small but other effects of improper
selection of design parameters should also be considered.
4. Simulation Study
In this section, simulation study is conducted to verify the validity of the
proposed method. In particular, two 2-degrees-of-freedom (2-DoF) planar
manipulators coordinate to move an object together along a desired tra-
jectory. These two manipulators have same parameters, which are given in
Table 1, where mi, li, and Izi, i = 1, 2, represent mass, length, and moment of
inertia about the axis that comes out of the page passing through the center
of mass, respectively. The object under consideration is a square with length
l = 0.1m, massmo = 0.1kg, and moment of inertia Io = 0.1kgm
2. The desired
trajectory of the mass center of the object is xd = [0.1 cos(t) 0.1 sin(t) 0]
T ,
which indicates that no rotation is expected while the translation motion is
a circle. It is generated by Eq. (25) with
U =

 0 −1 01 0 0
0 0 0

 , Y = 0.1I (52)
The initial position and velocity of the object are xo(0) = [0 0 0]
T and
x˙o(0) = [0 0 0]
T .
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Table 1: Parameters of Each Robot Manipulator
Parameter Description Value
m1 Mass of link 1 2.00kg
m2 Mass of link 2 0.85kg
l1 Length of link 1 0.30m
l2 Length of link 2 0.30m
Iz1 Moment of inertia of link 1 0.05kgm
2
Iz2 Moment of inertia of link 2 0.02kgm
2
Denote joint angles of the first and second robot manipulators as q1 and
q2, and q3 and q4, respectively. Correspondingly, positions of end-effectors
of the first and second robot manipulators are x1 and x2, and x3 and x4,
respectively. Then, we have the kinematic relationship from the joint space
of each robot manipulator to its corresponding Cartesian space, as below:
x1 = d1 + l1 cos q1 + l2 cos(q1 + q2)
x2 = l1 sin q1 + l2 sin(q1 + q2)
x3 = d2 + l1 cos q3 + l2 cos(q3 + q4)
x4 = l1 sin q3 + l2 sin(q3 + q4) (53)
where [d1, 0]
T and [d2, 0]
T are positions of bases of two robot manipulators.
For the kinematic relationship from the end-effector of each robot manipu-
lator to the mass center of the object, we have
xo,1 =
l
2
cos θ + x1
xo,2 =
l
2
sin θ + x2
xo,1 = −
l
2
cos θ + x3
xo,2 = −
l
2
sin θ + x4 (54)
Therefore, the Jacobian matrices from the joint space of each robot manip-
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ulator to its corresponding Cartesian space are
Jr,1(q) =
[
−l1 sin q1 − l2 sin(q1 + q2) −l2 sin(q1 + q2)
l1 cos q1 + l2 cos(q1 + q2) l2 cos(q1 + q2)
]
Jr,2(q) =
[
−l1 sin q3 − l2 sin(q3 + q4) −l2 sin(q3 + q4)
l1 cos q3 + l2 cos(q3 + q4) l2 cos(q3 + q4)
]
(55)
The Jacobian matrices from the end-effector of each robot manipulator to
the mass center of the object are
J1(xo) =
[
1 0 l
2
sin θ
0 1 − l
2
cos θ
]
J2(xo) =
[
1 0 − l
2
sin θ
0 1 l
2
cos θ
]
(56)
For detailed dynamic models of robot manipulators, readers may refer
to [25]. For the critic network, centers are evenly distributed in [−1, 1], the
variance is 50, and the corresponding number of NN nodes is 210. For the
actor network, centers are also evenly distributed in [−1, 1], the variance is
100, and the number of NN nodes is 216. The initial NN weights are all set as
zeros. Other parameters are set as: σa = σc = 0.1, K1 = 10I, K2 = 5I, and
kΥ = 0.2. A white Gaussian noise of power 0dBW is added into the control
input.
Simulation results are shown in Figs. 1 to 4. Fig. 1 demonstrates that
the trajectory of the mass center of the object tracks the desired trajectory.
Fig. 2 illustrates that the control input is guaranteed to be bounded and
it becomes very small when the trajectory tracking in Fig. 1 is achieved.
As discussed in the Introduction, since the control input is penalized in the
proposed method, it leads to compliance of each robot manipulator with
others when there exists disagreement. Besides, norms of estimates of NN
weights for critic and actor networks are shown in Fig. 3, which are found to
be bounded and eventually converge to certain constants. Correspondingly,
from Fig. 4, it is found that the instant cost function defined in Eq. (7)
reduces significantly with respect to time. These results well demonstrate
that the proposed control achieves the tracking performance of the object
manipulated by multi-robots, while the compliance of each individual robot
manipulator is also guaranteed.
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Figure 1: Trajectories of the mass center of the object (top and middle: translation;
bottom: rotation)
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Figure 2: Three components of control input
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Figure 3: Norms of estimates of NN weights
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5. Conclusion
In this paper, we have investigated the control problem for multi-robots
coordinated manipulation. By considering both the dynamics of the object
and robot manipulators, we have obtained a combined system model which
is feasible for the control design. To address the issue of unknown dynamics,
we have employed reinforcement learning and developed two neural networks
for the control design. Lyapunov’s direct method has been used for the
performance analysis of the closed-loop system under the proposed control.
Two-robots co-manipulation has been considered in simulation to verify the
effectiveness of the proposed control in that trajectory tracking of the object
is achieved and the control effort of each manipulator is minimized.
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