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Con el lanzamiento del primer sistema de redes inalámbricas personales a 
finales de los años noventa se dio inicio a una nueva era en la computación 
donde casi cualquier dispositivo puede comunicarse e interactuar con otro de 
manera remota, estas nuevas tecnologías abrieron nuevos campos de 
investigación, entre estos el uso de estas nuevas redes para la transmisión de 
audio y video en vivo con fines recreativos y educativos. 
 
 
Con el propósito de lograr lo anterior se hace necesario conocer si los 
protocolos y las tecnologías de datos inalámbricas podrían soportar, la 
transmisión de este tráfico y bajo qué condiciones, con este fin se realizo el 
análisis de una serie de datos reales recopilados por el instituto Bellcore 
Morristown Research and Engineering facility, usando un programa llamado 
AWK que permite procesar de manera ágil grandes cantidades de datos para 
su estudio, se pudo determinar los tamaños promedio de los paquetes 
enviados, los tiempos de llegada y el tipo de distribución que seguían. 
 
 
Para cumplir con los requerimientos y modelar el comportamiento encontrado 
en los datos reales se utilizó una herramienta de simulación de redes llamada 
Network Simulator 2 la cual permitió diseñar un generador de tráfico que 
funciona de acuerdo al comportamiento que se observó en  los datos  reales, y 
adicionalmente crear redes  inalámbricas y cableadas, donde simular la 
transmisión de los datos arrojados por el generador. Como paso final se 
realizaron una serie de simulaciones según los diferentes tipos de redes y se 
analizaron los resultados de las mismas para definir la viabilidad de utilizar las 
redes inalámbricas como medio de difusión de  audio y video streaming. 
 
 
Adicionalmente usar simuladores de red permite en teoría llevar al límite una 
topología y verificar cual puede llegar a ser su respuesta en condiciones 
extremas, lo que en este caso dio como resultado lineamientos de 
implementación para la plataforma de educación  que evitaran posibles 
traumatismos futuros al momento de su implementación, pues permitió conocer 
de manera anticipada algunos posibles puntos críticos en la implementación de 
















1.1 OBJETIVOS GENERALES 
 
 
Realizar una evaluación comparativa teórica del desempeño de redes 
inalámbricas bajo diferentes tecnologías con diferentes tipos de tráfico (audio, 
video y datos) tomando como punto de  referencia una red cableada para 
determinar su posible utilización en aplicaciones con este tipo de tráfico  
 
 
1.2 OBJETIVOS ESPECÍFICOS 
 
 
• Definir una topología de red de área local inalámbrica y simularla con 




• Implementar sobre la topología los estándares 802.11b 802.11g  
 
 
• Evaluar sobre las dos tecnologías implementadas el desempeño con 


























2 REFERENTES CONCEPTUALES 
 
 
2.1 REDES INALÁMBRICAS DE COMPUTADORES 
 
La Tecnología de las redes inalámbricas que usamos en la actualidad ha 
venido evolucionando de una manera constante desde sus inicios y cambia 
continuamente para adaptarse a los requerimientos de los sistemas actuales, 
por tal razón es importante conocer la manera como se han producido dichos 
cambios, para entender hacia donde se dirige esta tecnología 
 
 
2.1.1 HISTORIA1  
 
 
En 1970 la Universidad de Hawai, bajo la dirección de Norman Abramson, 
desarrolló la primera red de comunicación de computadores de bajo costo 
usando radios HAM-LIKE, llamadas ALOHAnet. La topología bi-direccional en 
estrella estaba formada por siete ordenadores desplegados en cuatro islas que 




En 1979, FR Gfeller y U. Bapst publicaron un documento en la revista IEEE 
Proceedings, reportando una red de área local inalámbrica experimental 
usando comunicación difusa por infrarrojos. Poco después en 1980 P. Ferret 
reportó sobre una aplicación experimental de un código único para una terminal 
de comunicación inalámbrica usando radios de amplio espectro  durante la 
conferencia nacional  de telecomunicación realizada por la IEEE en 1984.  
 
 
La primera generación de módems inalámbricos fue desarrollada en los inicios 
de 1980 por radio operadores aficionados, que añadían a una banda de voz 
módems de comunicación con velocidades por debajo de 9600bits/s 
conectados a un sistema de radio de corto alcance. La segunda generación de 
módems inalámbricos fue desarrollada justo después  de que la comisión 
federal de comunicaciones (FCC) anunciara bandas de amplio espectro para 
experimentación no militar. Estos módems  proveían una taza de datos del 
orden de los cientos de Kbits/s. La tercera generación de modems inalámbricos 
buscaba compatibilidad con las redes inalámbricas existentes y  acercarse a 
tazas de transmisión del orden de los Mbit/s.  
 
                                                 
1
 Colaboradores de Wikipedia  Wireless network. [en línea]. Wikipedia, La enciclopedia libre, 2008 [fecha de consulta: 
19 de junio del 2008 Disponible en  http://en.wikipedia.org/w/index.php?title=Wireless_network&oldid=217741432 
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El protocolo IEEE 802.11 o Wi
comunicaciones del
uso de los dos niveles inferiores de la arquitectura OSI (capas física y de 
enlace de datos), especificando sus normas de funcionamiento en una 
WLAN. En general, los protocolos de la rama 8
de redes de área local.
 
 
La familia 802.11 actualmente incluye seis técnicas de transmisión por 
modulación 
original de este protocolo data de 1997, era el I
velocidades entre
frecuencia de 2,4 GHz.
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Ilustración 1Apple iPort2 
 
 
 802.113  
-Fi es un estándar de protocolo de 
 organismo de estandarización 
02.x definen la tecnología 
  
las cuales utilizan los mismos protocolos. El estándar 
 1 Mbps y 2 Mbps y trabajaba en la banda de 
  
         
 
—Telecommunications and information exchange 
— Specific requirements Part 11: Wireless LAN Medium 
 
 el 




IEEE que define el 
EEE 802.11, tenía 
10 
 
El término IEEE 802.11 se utiliza también para referirse a este protocolo, 
conocido también como "802.11legacy." La siguiente modificación 
apareció en 1999 y es designada como IEEE 802.11b, esta 
especificación  tiene velocidades entre 5 Mbps y 11 Mbps, y trabaja 
también en la frecuencia de 2,4 GHz. Luego de esto, se realizó una 
especificación sobre una frecuencia de 5 Ghz que alcanza los 54 Mbps, 
correspondiente al estándar 802.11a el cual resultaba incompatible con 
los productos desarrollados para el estándar 802.11b.  Además por 
motivos técnicos casi no se desarrollaron muchos productos. 
Posteriormente se incorporó un estándar a esa velocidad y compatible 
con el 802.11b que recibiría el nombre de 802.11g. La versión final del 
estándar se publicó en Junio de 2007 y recoge las modificaciones más 
importantes sobre la definición original; es decir, incluye: 802.11a, b, d, 
e, g, h, i, j. 
 
 
En la actualidad la mayoría de productos son de la especificación 
802.11b y 802.11g. El siguiente paso se dará con la norma 802.11n que 
sube el límite teórico hasta los 600 Mbps. Actualmente, ya existen varios 
productos que cumplen un primer borrador del estándar N con un 
máximo de 300 Mbps (80-100 estables) 4. 
 
 
La seguridad forma parte del protocolo desde el principio y fue mejorada 
en la revisión 802.11i. Otros estándares de esta familia (c–f, h–j, n) son 
mejoras de servicio y extensiones o correcciones a especificaciones 
anteriores. El primer estándar de esta familia que tuvo una amplia 
aceptación fue el 802.11b. En 2005, la mayoría de los productos que se 
comercializan operaban con base en el estándar 802.11g con 
compatibilidad con el estándar  802.11b.  
 
 
Los estándares 802.11b y 802.11g utilizan bandas de 2,4 Ghz que no 
necesitan licencias para su uso. El estándar 802.1a utiliza la banda de 5 
GHz. El estándar 802.11n hará uso de ambas bandas, 2,4 GHz y 5 GHz. 
Las redes que trabajan bajo los estándares 802.11b y 802.11g pueden 
sufrir interferencias por parte de hornos microondas, teléfonos 
inalámbricos y otros equipos que utilicen la misma banda de 2,4 Ghz [1] 
 
                                                 
4
 Ethernet. (2008, November 1). In Wikipedia, The Free Encyclopedia. Retrieved 14:17, November 3, 











El alcance de este
(MAC) (MEDIUM ACCESS CONTROL
medio físico, 






La finalidad de este estándar es proporcionar conectividad inalámbrica a 
maquinaria automática, equipo, o STAs que requieren un despliegue 
rápido, que pueden ser portátiles o de mano, o que puedan estar 
montados en vehículos en movimiento dentro de un área
estándar también ofrece los órganos reguladores de un medio de 
estandarización 
propósito de comunicarse en 
 
 
En concreto, esta norma:
 
 
• Describe las funciones y servicios 
que cum
dentro de redes ad hoc, así como los aspectos de movilidad STA 
(transición) en dichas redes. 









Ámbito de aplicación  
 estándar es definir un medio de control de acceso 
) y varias técnicas de uso del 
(PHY)( PHYSICAL LAYER) que incluyen 
) dentro de un área local.  
Propósito  
de acceso a una o más bandas de frecuencia con el 
redes de área local.  
 
requeridos por un dispositivo 
pla con el estándar IEEE 802.11
 




 local. Este 
™ para operar  
12 
 
• Define los procedimientos MAC para soportar  las unidades de 
datos del servicio MAC asincrónico (MSDU).   
• Define varias técnicas de señalización y funciones de interfaz 
PHY que son controladas por la MAC IEEE 802.11.  
• Permite la operación de dispositivos con el estándar IEEE 802.11 
dentro de una red de área local inalámbrica (WLAN) que  puede 
coexistir con múltiples redes IEEE 802.11 WLAN sobrepuestas. 
• Describe los requisitos y procedimientos para proporcionar 
confidencialidad a la información de los usuarios que está siendo  
transferida a través de un medio inalámbrico (WM) y para la 
autenticación de dispositivos con el estándar IEEE 802.11.  
 
 
Define los mecanismos de selección dinámica de frecuencias (DFS) y 
del control de la potencia de transmisión  los cuales pueden  utilizarse 
para satisfacer  los requerimientos reglamentarios para la operación  en 
la banda de 5 Ghz.  
 
 
• Servicios  
 
 
Hay muchos servicios especificados por el estándar IEEE 802.11, seis de los 
servicios se utilizan para apoyar medios de control de acceso (MAC), unidades 
de servicio de datos (MSDU), y entrega entre STAs. Tres de los servicios se 
utilizan para el control de acceso y confidencialidad en IEEE 802.11 LAN. Dos 
de los servicios se utilizan para proporcionar la  gestión de espectro. Y uno de 
los servicios presta apoyo a las aplicaciones LAN con QoS. 
 
 
2.1.2.1  PROTOCOLO 802.11b6 
 
 
El estándar 802.11b fue diseñado a partir del estándar original 802.11 legacy y 
ratificada en 1999, posee una velocidad de transmisión que alcanza los 
11Mbit/s y utiliza como método de acceso CSMA/CA definido en el estándar 
original y funciona a una frecuencia de transmisión de 2.4GHz, Debido al 
espacio necesario para usar el  protocolo de codificación CSMA/CA, en la vida 




                                                 
6 Colaboradores de Wikipedia. IEEE 802.11 [en línea]. Wikipedia, La enciclopedia libre, 2009 [fecha de consulta: 17 de julio 




Pero para mejor su velocidad usa una técnica dbasada en DSSS, 802.11b 
utiliza CCK (Complementary Code Keying) para alcanzar los 11Mbps(tasa 
física de bit), de igual manera todos los dispositivos 802.11b  están 
dsieñados de tal manera que peudan mantener compatibilidad con equipos 
previos que operan a velocidades 1 y 2Mbps  
 
2.1.2.2   PROTOCOLO 802.11g7 
 
Fue el tercer estándar de modulación 802.11, fue ratificado en el mes de junio 
del 2003, se considera una evolución del estándar 802.11b.Este de igual 
manera funciona el banda de 2.4Ghz pero con una velocidad teórica mucho 
más alta de 54Mbit/s que en la práctica se convierten  en 22.0Mbit/s de 
velocidad de transferencia, similar a la velocidad del estándar 802.11ª.Igual 
mente es compatible con el estándar b ya que funcionan en la misma 
frecuencia. Proceso que consumió gran parte de la etapa del desarrollo para 
este nuevo estándar. A pesar de esto cuando se poseen redes funcionando 
con el estándar g pero se le adicionan equipos bajo el estándar b la velocidad 
de los nodos se reduce de manera significativa 
 
 
Actualmente se venden equipos con esta especificación, con potencias de 
hasta medio vatio, que permiten hacer comunicaciones de hasta 50 km con 
antenas parabólicas apropiadas 
Ilustración 3 Red inalámbrica8 
 
    
 
                                                 
7 Ibid. 
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2.2 REDES  CABLEADAS 
 
 
2.2.1 IEEE 802.3 ETHERNET9 
 
 
Ethernet es una familia de redes de computación basadas en tramas  para 
redes locales. Su nombre proviene del concepto físico del Éter. Este define 
un estándar  en el cableado y las señales para la capa física del modelo de 
redes OSI (Open System Interconnection), usando medios de acceso a la 
red a través de la MAC (Media Access Control)  y de un formato de 
direccionamiento común, En la actualidad sigue siendo uno de los 
estándares más usados debido a que ofrece velocidades de transmisión 




2.2.1.1   DESCRIPCIÓN GENERAL  
 
 
Ethernet fue basado originalmente en la idea de computadores 
comunicándose sobre un cable coaxial compartido actuando como un medio 
de  transmisión broadcast. Los métodos usados muestran alguna similitud 
con los sistemas de radio, sin embargo hay diferencias fundamentales, como 
el hecho de que es mucho más fácil detectar colisiones de datos en un 
sistema cableado de broadcast que en uno de radio. 
 
 
El cable usado comúnmente como canal de comunicación estaba vinculado 
al Éter  y es de allí que se derivo el nombre Ethernet 
 
 
Desde este simple concepto comparativo, Ethernet fue evolucionando hacia 
una tecnología de redes que hoy en día soporta la mayor parte de las LANs. 
El cable coaxial fue reemplazado con enlaces punto a punto conectado con 
hubs o switches para reducir el costo de instalación y incrementar la 
confiabilidad, y habilitar la administración punto a punto y a su vez la 
resolución de problemas    
 
 
Las redes en estrella fueron el primer paso en la evolución del Ethernet 
desde el cable coaxial con arquitectura de bus  hacia un hub administrable,  
                                                 
9
 Ethernet. (2008, November 1). In Wikipedia, The Free Encyclopedia. Retrieved 14:17, November 3, 
2008, from http://en.wikipedia.org/w/index.php?title=Ethernet&oldid=249029943 
 
 utilizando cable de par trenzado que ofrecía como ventaja frente a sus 
antiguos competidores una re
 
 
Sobre la capa física las estaciones  Ethernet se comunican unas a otras 
enviando y recibiendo paquetes de datos.  Como con otros estándares  LAN 
IEEE 802 cada estación Ethernet se le asigna una dirección 




A pesar de los significativos cambios de Ethernet desde un cable coaxial que 
trasmitía a 10Mbit/s punto a punto a enlaces
1Gbit/s, todas las generaciones de Ethernet sin contar las experimentales 
comparten el mismo  formato de tramas y se pueden interconectar entre si
 
 
Ilustración 4 Trama Ethernet
 






El Moving Picture Experts Group (Grupo de Expertos de Imágenes en 
Movimiento) referido comúnmente como MPEG, es
desarrolla estándares de codificación de audio y video. 




                                        
10 Trama Ethernet  http://en.wikipedia.org/wiki/Image:Ethernet_Type_II_Frame_format.svg
11
 Colaboradores de Wikipedia. 
2008 [fecha de consulta: 20 de abril del 2008]. 
=Moving_Picture_Experts _Group&oldid=172 12537>.
15 
ducción dramática de los costos de instalación
manera para especificar  el origen y el destino de un 




 un grupo de trabajo  que 
ramos de 
es ISO/IEC JTC1/SC29 WG11. 
         




mac de 48 bits, 








MPEG ha normalizado formatos de compresión y normas auxiliares como: 
  
• MPEG-1: estándar para compresión de audio y vídeo. Donde se 
describe el formado para compresión de audio de capa 3 
conocido popularmente como MP3. 
• MPEG-2: estándar de calidad para audio y video por televisión. 
Ampliamente usado para televisión satelital y por cable, después 
fue modificado para adaptarlo al uso en DVD. 
• MPEG-3: Fue pensado inicialmente para la implementación de 
televisión de alta definición pero tiempo después se olvido y se 
siguió usando MPEG-2 como estándar para este servicio. 
• MPEG-4: Es una adicción al estándar MPEG-1 con el fin de 
brindarle soporte a contenidos en 3D, y permitir la codificación de 
video para la transmisión a baja velocidad, este tipo de 
codificación es muy comúnmente usada para la difusión de audio 
y video por internet 
• MPEG-7: Es un estándar para la descripción de los contenidos 
multimedia. 
• MPEG-21: Esta norma aun no está implementada pero se planea 
usar como un “marco multimedia”. 
 
 CÓMO FUNCIONA MPEG  
 
 
El MPEG utiliza códecs (codificadores-descodificadores) de compresión con 
bajas pérdidas de datos usando códecs de transformación. 
 
El funcionamiento de los códecs de transformación consiste en tomar partes 
de la imagen y dividirla en trozos más pequeños, después mediante 
algoritmos matemáticos pasan estos trozos en espacio y frecuencia, para 
luego codificarlos entrópicamente. 
 
La codificación de video o imágenes en movimiento desarrolladas por MPEG 
usan un paso adicional donde se comparan reconstrucciones de las 
imágenes ya transmitidas con las que se van a transmitir y solo envían la 
diferencia existentes entre estas junto con otra información adicional, lo que 
permite una transmisión mucho más rápida. 
 
Actualmente MPEG solamente a normalizado el decodificador y el flujo 
binario, para los codificadores no existe ningún estándar, pero existen 
implementaciones que sirven de referencia para generar flujos binarios que 





 DESCRIPCIÓN GENERAL  
 
 
MPEG-4 es un estándar ISO/IEC desarrollado por (Moving Picture Experts 
Group) el comité que también desarrolló el estándar ganador del ECMA 
conocido como MPEG-1 y MPEG-2. 




MPEG-4 es el resultado de otro esfuerzo internacional involucrando a 
cientos de ingenieros de todo el mundo. 
 
 
MPEG-4 de manera formal como ISO/TEC fue terminado en octubre de 1998 
con la designación 'ISO/IEC 14496' y se convirtió en un estándar 
internacional  en los primeros cinco meses de 1999. 
 
 
El respaldo completo de las extensiones compatibles nombradas bajo el 
titulo de MPEG-4 Versión 2  fueron congelados al final de 1999 para adquirir 
formalmente el estatus de estándar internacional a inicios del 2000. Muchas 
extensiones han sido adicionadas desde entonces y algunos ítems se siguen 
trabajando actualmente. 
 
MPEG-4  se basa en el éxito demostrado de tres campos: 
 
• La televisión digital. 
 
• Aplicaciones gráficas interactivas (contenido sintético). 
 
• Multimedia interactiva (World Wide Web, la distribución y el acceso al 
contenido). 
 





Estándar MPEG-4 proporciona un conjunto de tecnologías para satisfacer 
las necesidades de los autores, los proveedores de servicios y los usuarios 
finales por igual. 
 
• Para los autores, MPEG-4 permite la producción de contenidos 
que tienen mucha mayor reutilización, tienen mayor flexibilidad de 
la que hoy es posible con tecnologías individuales como la 
televisión digital, gráficos animados, páginas  World Wide Web 
(WWW) y sus extensiones. Además, ahora es posible manejar 
mejor los derechos de autor de los contenidos. 
• Para los proveedores de servicios de red MPEG-4 ofrece 
información transparente, que puede ser interpretada y traducida 
en los mensajes nativos de señalización de cada red con la ayuda 
de los estándares necesarios. Lo anterior, sin embargo, excluye 
las consideraciones de calidad de servicio, por lo cual MPEG-4 
ofrece un descriptor genérico QoS para  los diferentes medios de 
MPEG-4. La traducción exacta de la QoS establecida para cada 
uno los medios de comunicación a la red están fuera del alcance 
de MPEG-4 y se dejan a los proveedores de red. La señalización 
de  los medios MPEG-4 y los descriptores QoS, permiten la 
optimización del transporte en redes heterogéneas de extremo a 
extremo. 
• Para los usuarios finales, MPEG-4 ofrece niveles más altos de 
interacción con los contenidos, dentro de los límites establecidos 
por el autor. También trae multimedia a las nuevas redes, 
incluidas las que emplean relativamente baja rata de bit, y 
móviles. 
• Para todas las partes implicadas, MPEG trata de evitar una 
multitud de formatos y reproductores propietarios que  no sean  
interoperables. 
MPEG-4 alcanza esta meta proveyendo métodos estandarizados para:  
1. Representar las unidades auditiva, visual o audiovisual de 
contenidos, llamados "objetos multimedia". Estos objetos 
multimedia pueden ser de origen natural o sintético, lo que 
significa que podría ser grabado con una cámara o micrófono, 
o generados con una computadora. 
2. Describir la composición de estos objetos para crear objetos 
compuestos de medios audiovisuales que forman escenas. 
3. Multiplexar y sincronizar los datos asociados con los objetos, a 
fin de que puedan ser transportados a través de los canales de 
la red proporcionando una QoS adecuada para la naturaleza 
del objeto específico. 
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EL transporte de MPEG-4 sobre redes ip esta desarrollado por el grupo de 
trabajo IEFT AVT. Este incluye un Framework y varias especificaciones de 
formato RTP de carga útil,  para este propósito usa DMIF el cual es un 
protocolo de sección para la administración del streaming de multimedia sobre 
tecnologías de transmisión. 
 
 
En esencia es similar al FTP. La única diferencia es que el FTP retorna datos, 
DMIF retorna punteros hacia donde la información va a ser transmitida. 
Cuando el Ftp está en funcionamiento, la primera acción que realiza es 
configurar la sesión con el cliente remoto, se seleccionan los archivos y FTP 




De manera similar cuando DMIF está en funcionamiento la primera acción que 
realiza es configurar la sesión con el lado remoto, después se seleccionan los 
streams y DMIF envía  una solicitud para que sean transmitidos. El servidor  
retorna el puntero a las conexiones donde los streams serán trasmitidos y 
después inicia la conexión de los mismos. 
 
 
La calidad de servicios está también considerada en el diseño de DMIF, y el 
DAI (DMIF-Application Interface) permite a los usuarios especificar los 
requerimientos para el stream deseado. y es función de la implementación de 
DMIF que estos requerimientos se cumplan. 
 
 
La arquitectura de DMIF está implementada de tal manera que una 
comunicación realizada sobre ésta no tiene que preocuparse por el método de 
comunicación que la soporta, la implementación de DMIF se hace cargo de los 




Una aplicación que solicita información a través de  la interfaz de aplicación de 
DMIF, sin importar los datos  o la fuente de transmisión, ya sea de 
almacenamiento local o un servidor remoto. En cualquiera de estos escenarios 
la aplicación local sólo interactúa usando una interfaz uniforme (DAI). 
Diferentes instancias de DMIF traducirán las solicitudes de las aplicaciones 
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locales en mensajes específicos que serán entregados a la aplicación remota, 
de igual manera los datos que entran a una terminal (Desde servidores 
remotos, Broadcast, o archivos locales) son entregados de manera uniforme a 
las aplicaciones locales a través del DAI. 
 
 
Conceptualmente una aplicación remota “real” a la que se accede a través de 
una red  por ejemplo IP o ATM no es diferente a una emulación de una 
aplicación productora remota accediendo a contenido desde una fuente de 
Broadcast o desde un disco, sin embargo el intercambio de mensajes entre las 
dos entidades debe ser estandarizado para garantizar la interoperabilidad 
(Estos mensajes de señalización son los de DMIF).   
 
2.3.2 User Datagram Protocol (UDP)  
 
 
Es un protocolo mínimo de nivel de transporte, orientado a mensajes, que 
permite el envío de datagramas a través de la red sin que se haya establecido 
previamente una conexión, ya que el propio datagrama incorpora suficiente 
información de direccionamiento en su cabecera. Tampoco tiene confirmación, 
ni control de flujo, por lo que los paquetes pueden adelantarse unos a otros; y 
tampoco se sabe si ha llegado correctamente, ya que no hay confirmación de 
entrega o de recepción. Su uso principal es para protocolos como DHCP, 
BOOTP, DNS y demás protocolos en los que el intercambio de paquetes de la    
conexión/desconexión son mayores, o no son rentables con respecto a la 
información transmitida, así como para la transmisión de audio y vídeo en 
tiempo real, donde no es posible realizar retransmisiones por los estrictos 
requisitos de retardo que se tiene en estos casos. En la familia de protocolos 
de Internet UDP proporciona una sencilla interfaz entre la capa de red y la capa 
de aplicación. UDP no otorga garantías para la entrega de sus mensajes y el 
origen UDP no retiene estados de los mensajes UDP que han sido enviados a 
la red. UDP sólo añade multiplexado de aplicación y suma de verificación de la 
cabecera y la carga útil. Cualquier tipo de garantías para la transmisión de la 
información, deben ser implementadas en capas superiores. 
 
 
+ Bits 0 – 15 16 – 31 
0 Puerto origen Puerto destino 










La cabecera UDP consta de 4 campos de los cuales 2 son opcionales Los 
campos de los puertos fuente y destino son campos de 16 bits que identifican 
el proceso de origen y recepción. Ya que UDP carece de un servidor de estado 
y el origen UDP no solicita respuestas, el puerto origen es opcional. En caso de 
no ser utilizado, el puerto origen debe ser puesto a cero. Al campo del puerto 
origen le sigue un campo obligatorio que indica el tamaño en bytes del 
datagrama UDP incluidos los datos. El valor mínimo es de 8 bits. El campo de 
la cabecera restante es un checksum de 16 bit que abarca la cabecera, los 
datos y una pseudo-cabecera con las IP origen y destino, el protocolo, la 
longitud del datagrama y ceros hasta completar un múltiplo de 16. pero no los 
datos. El checksum también es opcional, aunque generalmente se utiliza. 
Se utiliza cuando se necesita transmitir voz o vídeo y resulta más importante 
transmitir con velocidad que garantizar el hecho de que lleguen absolutamente 
todos los bytes. 
 
2.3.3 CBR (Constant Bit Rate), o Bitrate Constante. 
 
 
Es un tipo de codificación de audio o video donde la tasa de bits no fluctúa, es 
comúnmente usa para la codificación de audio como en los CDs estándar e 
inclusive en muchos archivos mp3, El uso en video es menos común. Su uso 
más común es en codificación basada en hardware donde la mayoría de los 
codificadores están limitados a el paso de datos en tiempo real a diferencia de 
los software de codificación de doble pasada donde el software puede tomar la 
decisión  de la tasa de bits basándose en la información completa del video 
obteniendo así una mejor calidad  
 
 
2.3.4 VBR (Variable bit rate), o Bit rate variable13 
 
 
VBR  es un método de codificación diseñado para alcanzar una calidad de 
sonido mayor en relación al tamaño que usando CBR como método de 
codificación. Esto se logra cambiando continuamente la velocidad de los bits 
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En los videos hay escenas en las que la cámara está fija, hay poca luz, y poco 
movimiento. Y hay otras escenas donde la cámara se mueve, hay disparos, 
explosiones, etc. Lo que haría el VBR en este caso es ahorrar bitrate de la 
escena lenta para aplicarlo después a la escena rápida y conseguir así que 






Por ejemplo, si en una canción hay un fragmento en el que hay silencio, de 
poco sirve otorgar una cantidad grande de bits. Lo que se estaría haciendo es 
aumentar innecesariamente el tamaño del archivo final. Por otra parte, en 
fragmentos de una canción donde la complejidad del sonido sea elevada, se 
otorga un bitrate mayor, porque de lo contrario puede que el bitrate no llegue a 
ser suficiente para que se produzca una audición correcta. 
 
 
2.3.5 STREAMING DE VIDEO14 
 
 
El streaming  de video es una secuencia de “imágenes en movimiento” que son 
enviadas de manera comprimida a través del Internet y mostradas al 
espectador a medida que van siendo recibidas. Streaming media es lo mismo 
que streaming de video con la inclusión de sonido. Con el streaming de video o 
el streaming  media, un usuario Web no debe esperar a descargar grandes 
archivos para iniciar a ver y oír el sonido. En vez de eso las imágenes y el 
sonido son enviados en flujos continuos y reproducidos a medida que se 
reciben. El reproductor del usuario debe ser un programa especial con la 
capacidad de descomprimir los datos y enviarlos a la pantalla y los parlantes a 
medida que los datos van llegando, el reproductor puede estar incluido en el 
navegador o puede ser externo. 
 
 
Para los streaming de video usualmente se usaban videos pregrabados pero 
con el avance de las tecnologías de red y el aumento en los anchos de banda 
ahora son mucho más frecuente las transmisiones en vivo, que funcionan 
basadas en una arquitectura donde un servidor Web especial se encarga de 
comprimir digitalmente la señal y transmitirla realizando multicast y enviándole 
el mismo archivo a diferentes usuarios al mismo tiempo.  
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El uso de ancho de banda se puede calcular de manera aproximada 
basándose en la siguiente fórmula (Para un solo usuario y un solo archivo). 
 
 
Velocidad de transmisión en kbit/s * Numero de usuarios =  ancho de banda en 
kbits/s 
 
Para el streaming de video  existen  varios tipos de protocolos  métodos de 
distribución que se pueden implementar según sea la necesidad y la capacidad 




• User Datagram Protocol (UDP),  envía los datos en una serie de 
paquetes pequeños. Este método es simple y eficiente sin embargo no 
existe un mecanismo en el protocolo que me garantice la entrega de los 
mismos. Es trabajo de la aplicación receptora detectar pérdida o 
corrupción y recuperar los datos mediante técnicas de corrección, si de 




• Protocolo de streaming en tiempo real (RTSP),El protocolo de 
transporte en tiempo real (RTP) y el Protocolo de control de transporte 
en tiempo real(RTCP) fueron diseñados específicamente para la 
transmisión de multimedia sobre redes 
 
 
Protocolos  confiables  como el (TCP) garantizan la entrega correcta de 
cada bit de la transmisión sin embargo ellos logran ésto con un sistema 
de reintentos y tiempos de espera, lo que hace más compleja su 
implementación, adicionalmente representa que cuando se pierden 
datos en la red el flujo de datos se detiene mientras se detecta la 
pérdida y se retransmiten los datos perdidos. Los clientes pueden 
minimizar usando un buffer de datos, lo cual es aceptable en video por 
demanda pero en aplicaciones interactivas como videoconferencias este 
retraso se verá como pérdida de la fidelidad 
 
METODOS DE DISTRIBUCIÓN  
 
• Unicast: Este es un método donde los protocolos envían copias 
separadas del flujo de datos a cada uno de los clientes, Unicast es el 
método usado en la mayoría de las conexiones realizadas a través de 
internet, pero tiene problemas de escalabilidad cuando muchos usuarios 





• Multicast: La misma copia de multimedia es enviada a través de toda la 
red a un grupo de clientes. Los protocolos multicast fueron desarrollados 
para reducir la replicación de datos y reducir la carga de los servidores y 
las redes que ocurren cuando muchos clientes reciben contenido 
multimedia mediante Unicast, estos protocolos envían un solo flujo 
desde la fuente hacia los receptores, dependiendo de la infraestructura y 
el tipo de la red las transmisiones multicast pueden o no ser factibles. 
Una desventaja potencial de usar multicasting es la pérdida de la 
funcionalidad del video por demanda, sin embargo este problema se 
puede mitigar con elementos como caching servers, digital set-top 
boxes, y  reproductores multimedia con buffer. 
 
Es importante tener en cuenta las implicaciones que tiene el tipo de tráfico en el 
diseño final de una red, para el caso del audio y video streaming hay que tener 
en cuenta que dependiendo del protocolo que se use para transmitirlo va a 
tener repercusiones ya sea en la parte del servidor o en los dispositivos 
intermedios que se usen para su transmisión, si se usa unicast  lo más 
recomendable es contar con servidor de transmisión robusto ya que por la 
naturaleza de este protocolo es el servidor  quien debe realizar todo el manejo 
de los paquetes, y cuando se pretenda utilizar el servicio a una gran escala es 
muy posible que se presenten fallos al nivel del servidor. 
 
 
Si por el contrario se usa el protocolo multicast para prestar el servicio, la carga 
del servidor se reduce considerablemente ya que de esta manera sólo necesita 
crear un paquete con un encabezado que lo identifique como multicast, lo cual 
traslada el problema de la distribución de los paquetes a los dispositivos 
intermedios, ellos deben reconocer estos paquetes especiales y generar las 
copias para cada uno de los clientes conectados en la red, este proceso puede 
ser muy exigente según la cantidad de usuarios que se tengan, por tal motivo 
es vital elegir equipos que garanticen QoS para evitar fallos en algún segmento 






Según R.E. Shannon es: "La simulación es el proceso de diseñar un modelo de 
un sistema real y llevar a término experiencias con él, con la finalidad de 
comprender el comportamiento del sistema o evaluar nuevas estrategias dentro 
de los límites impuestos por un cierto criterio o un conjunto de ellos para el 
funcionamiento del sistema"15. 
 
 
                                                 
15 Shannon, Robert;Johannes, James D. (1976). «Systems simulation: the art and science». IEEE Transactions on 
Systems, Man and Cybernetics 6(10). pp. 723-724. 
25 
 
2.4.1 SIMULADOR  DE SISTEMAS CONTINUOS16 
 
 
Esta clase de herramientas resuelve ecuaciones diferenciales que describen la 
evolución de un sistema usando ecuaciones continuas. Este tipo de 
simuladores son los más apropiados si el material o la información  que está 
siendo simulada se puede describir como que evoluciona o cambia muy 
sutilmente y de manera continua, por ejemplo la simulación del desplazamiento 
del agua a través de reservorios y tuberías puede ser representada mas 
apropiadamente usando un simulador continuo. Adicionalmente los 
simuladores continuos pueden ser usados para simular sistemas formados por 
entidades discretas si el número de estas es lo suficientemente grande para 
que el movimiento pueda ser interpretado como un flujo continuo. Una clase 
común de simuladores continuos son las herramientas de sistemas dinámicos, 
las cuales están basadas en el desarrollo del profesor Jay W. Forrester a 
inicios de los años sesentas. 
  
2.4.2 SIMULADOR DE EVENTOS DISCRETOS17 
 
 
En la simulación de eventos discretos la operación de un sistema se representa 
como una secuencia cronológica de eventos. Cada evento tiene lugar en un 
instante en el tiempo y marca un cambio de estado en el sistema. Por ejemplo, 
si se simula un ascensor, un caso podría ser "Piso 6  botón presionado", con el 
siguiente estado del sistema "ascensor en movimiento" y, eventualmente, (a 




Un número de mecanismos se han propuesto para llevar a cabo las 
simulaciones de eventos discretos, entre ellos están los basados en eventos , 
basados en actividades, basados en procesos y las aproximaciones de tres 
fases, El método de tres fases es usado por un gran número de paquetes de 
simulación comerciales.  
 
Cuando se usa el mecanismo orientado a eventos se necesita identificar todos 
los posibles eventos que pueden afectar el sistema y determinar que 
implicaciones tienen estos eventos sobre este, ya que los eventos son 
considerados de una duración instantánea. Por otro lado las simulaciones 
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orientadas a procesos se definen como una secuencia de pasos o eventos 
interrelacionados separados en el tiempo que describen una transición del 
sistema. Por último el método de las tres fases, propuesto inicialmente por 
Tocher, combina los enfoques de la exploración de actividades, con la 
programación de sucesos. Es un planteamiento que había sido olvidado 
durante mucho tiempo, debido a la  dificultad de implantación, pero que para 
modelar  ciclos de actividades se ha  retomado con éxito. 
 
Este mecanismo considera que en la mayor parte de sistemas hay dos tipos de 
actividades: 
• Actividades para las que se puede predecir en que instante han de comenzar 
por lo que su ocurrencia puede ser programada. 
• Actividades cuya realización depende de las condiciones de la simulación en 
cada instante, que suelen ser actividades de tipo cooperativo. 
 
 
Componentes de una simulación de eventos discretos 
 
 
Adicionalmente a la representación del  estado de las variables del sistema y la 
lógica de lo que ocurre cuando se presenta un evento en el sistema, la 






El simulador debe conservar  la relación  del tiempo real de la simulación según 
la unidad de tiempo que se ajuste al sistema que se esté modelando. En 
simulaciones de eventos discretos de manera opuesta  a las simulaciones de 
tiempo real,  los intervalos de tiempo no existen porque los eventos son 




Lista de eventos 
 
 
La simulación mantiene al menos una lista de los eventos a simular. Un evento 
está compuesto por el tiempo en el que ocurre y el tipo, indicando el código de 
evento que será usado para simularlo, es común que los códigos sean 
parametrizables en  tal caso la descripción del evento también contiene los 
parámetros del  mismo. 
 
 
Cuando el simulador solo maneja eventos instantáneos, actividades que 
impliquen eventos que se extiendan en el tiempo estos procesos se modelan 
mediante una secuencia de eventos. Algunos simuladores permiten que el 
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tiempo de los eventos se especifique como un intervalo suministrando tiempo 
de inicio y tiempo de finalización para cada evento.   
 
 
Generador de números aleatorios 
 
 
Las simulaciones necesitan generar variables aleatorias de varios tipos 
dependiendo del sistema que se desee representar, esto se logra usando uno o 
más generadores de números Pseudoaleatorios. El uso de números 
Pseudoaleatorios en vez de números realmente aleatorios es un beneficio  
cuando se necesita repetir una simulación con exactamente el mismo 






Las simulaciones comúnmente llevan estadísticas que cuantifican los aspectos 
de interés del modelo que se está estudiando. Por ejemplo en 
telecomunicaciones: 
• Calcular el porcentaje de tramas Ethernet enviadas durante una 
transmisión. 
• Niveles de pérdida. 
• Tiempos de retardo. 
• Determinar cuellos de botella mediante el análisis de las colas. 
• Tiempo de permanencia por paquetes en cola. 
 
 
Condición de finalización 
 
 
Debido a que los eventos son secuenciales, teóricamente una simulación de 
eventos discretos podría continuar por siempre. Así que es labor del diseñador 
de la simulación cuando terminarla, usualmente se elige un tiempo específico o 
después que la simulación haya alcanzado un número de eventos 
determinados  
 
2.4.3 HERRAMIENTAS DE SIMULACIÓN 
 




AutoMod18: El software de simulación de flujo AutoMod de APPLIED 
MATERIALS permite desarrollar modelos de simulación realistas muy 
fácilmente. AutoMod permite simular operaciones manuales así como 
sistemas automatizados de cualquier tamaño y con cualquier nivel de detalles. 




OMNeT++19: Es un simulador de redes discreto basado en componentes 
modulares y con una arquitectura abierta, su uso más común es para la 
simulación de redes de computadores, pero también es usado para simular el 
manejo de colas en redes. 
 
• Lenguajes de simulación continuos.  
 
Simgua20: Es una  herramienta poderosa que puede resolver problemas 
complejos de simulación con gran facilidad, un ejemplo de los sistemas que 
pueden ser modelados con Simgua son:  
 
 Modelos Ambientales 
 Desarrollo sostenible 
 Modelos Ecológicos 
 Modelos de epidemias y salud pública 
 
Simapp21: Es un software de simulación dinámica para el moldeamiento de 
sistemas en tiempo y en frecuencia. SimApp ofrece una potencia de simulación 
razonable con un tiempo de aprendizaje corto. Una vez se entiende el 
comportamiento dinámico  se pueden realizar cambios al sistema o manipular 
el mismo para que se comporte de la manera deseada, Las simulaciones son 
ideales para ingenieros de control además de que tiene aplicación en otros 
campos físicos y de modelamiento matemático 
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 SimApp Dinamic solution made easy, SimApp [En linea]. fecha de consulta: 30 de abril del 2009]. 





2.4.4 NETWORK SIMULATOR 2 (NS2)22 
 
 
NS es un simulador de eventos discretos orientado a la investigación en redes. 
NS provee un soporte sustancial en la simulación de enrutamiento TCP y 
protocolos multicast sobre redes cableadas y inalámbricas (locales y 
satelitales).  NS comenzó como una variante del simulador REAL en 1989 y ha 
ido evolucionando sustancialmente en los últimos años. El desarrollo de NS fue 
realizado por DARPA en 1995 a través del proyecto VINT en LBL, Xerox 
PARC, UCV y USC/ISC. 
 
 
Actualmente NS está siendo desarrollado por DARPA (Defense Advanced 
Research Projects Agency) y por SAMAN y a través de la NSF (National 
Science Foundation) por CONSER ambos en colaboración con otros  
investigadores incluidos ACIRI. NS ha recibido contribuciones sustanciales por 
parte de otros investigadores incluido el código del wireless de los proyectos 
Daedelus de UCB, Monarca de CMU y de Sun Microsystems en 1995. 
 
 
NS2 posee en su interior un simulador de eventos discretos cuya función es la 
de modelar los sistemas a medida que éstos progresan a través del tiempo, lo 
cual es particularmente útil para  el análisis de sistemas que generan colas de 
paquetes. Estos sistemas son muy comunes en el ambiente de las 
comunicaciones, sobre todo en redes que manejan un tráfico muy alto y 
dispositivos de enrutamiento muy lentos. La mayor fortaleza de los simuladores 
de eventos discretos es la habilidad de modelar eventos aleatorios y  predecir 
los efectos de las complejas interacciones entre estos eventos.  
 
 
Para hacer esta representación el simulador de eventos cuenta con unos 
elementos básicos como son: 
 
 
• Una lista de eventos: donde se mantiene el tiempo de inicio de cada 
evento,  un código que describe la manera en que funciona el evento 
y un tiempo posible de finalización. En algunas implementaciones 
hay una lista con los eventos actuales y los eventos futuros. 
• Generador de números aleatorios: La simulación  necesita generar 
varios tipos de variables aleatorias dependiendo del modelo del 
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sistema. Esto se logra usando uno o más pseudo generadores de 
números aleatorios. El uso de números pseudo aleatorios en vez de 
números aleatorios reales es un beneficio que permite repetir una 
simulación con exactamente el mismo comportamiento.  
• Estadística: Generalmente las simulaciones necesitan llevar un 




Internamente la estructura de NS2 usa dos lenguajes de programación: OTcl 
scripting como interfaz y C++ como soporte. Se usa el lenguaje OTcl scripting 
para generar el escenario de simulación, que incluye los nodos, routers, y el 
ancho de banda de la conexión. Después  se usa C++ para habilitar las 
capacidades de los nodos según lo que se desee simular, por ejemplo si se 
desea simular un nodo móvil IP se usa este lenguaje para definir los patrones 
de movimiento de los mismos.23  
 
 
Cuando se ejecuta  la simulación, el código OTcl se vincula con los archivos de 
C++ así estos realizan las llamadas relevantes para ejecutar las tareas 
descritas en C++. Los resultados de las simulaciones se muestran en forma de 
tablas en unos archivos de registro que genera NS2, cada paquete enviado 
durante la simulación genera una línea en el archivo de registro donde se 
describen todos los parámetros del paquete como tamaño, tiempo de inicio, 
tipo, tiempo de vida, nodo de partida, y nodo de llegada. 
 
 
Debido a que NS2  tiene una capacidad limitada  para presentar de manera 
gráfica las simulaciones viene vinculado con un programa hermano diseñado 
para este propósito llamado Network Animador (NAM) que realiza esta función. 
NAM  también permite grabar las simulaciones en forma de gráficos a medida 
que la simulación progresa, los cuales posteriormente pueden ser convertidos a 
formato GIF o AVI para verlos de manera posterior. NAM también posee varias 
opciones para visualizar las simulaciones como ajustar la velocidad de 
transición de la misma o detener la animación según se desee.  
 
 
Por este motivo NS2 está siendo utilizado como herramienta de investigación y 
educativa para la construcción de tutoriales desarrollo y prueba de diferentes 
protocolos, funcionalidades entre capas del sistema OSI y ampliar el 
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Las simulaciones están conformadas por tres ítems básicos que son 
necesarios para llevar
representan los equipos
se pueden encontrar en una red
tráfico (UDP) o simuladores de aplicaciones (TCP) los cuales tienen la función 
de crear los paquetes que se van a enviar entre los
de simular el tráfico
tienen la función de rastrear todo lo que sucede en 
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 diferentes
 normal de una red y por último los monitores los cuales 
la red para poder realizar un 
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2.4.4.1.1  TCL/TK  
 
 
 TCL/TK ("Tool Command Language) es un lenguaje para la creación de scripts 
creado por John Ousterhout que originalmente “nació de la frustración” según 
el autor de ver a los programadores diseñando sus propios lenguajes de baja 
calidad para intentar embeberlos en sus aplicaciones, Tcl rápidamente ganó 
amplia aceptación por si mismo debido a que es fácil de aprender y muy 
poderoso en manos expertas,  comúnmente se usa para prototipado rápido, de 
aplicaciones basadas en scripts y pruebas. Tcl es extensamente usado en 
plataformas de sistemas embebidos en su presentación completa o en una de 
sus otras presentaciones reducidas.  
 
 
2.4.4.1.2  OTCL 
 
 
Son las siglas para MIT Object Tcl, es una extensión de Tcl/Tk para 
programación orientada a objetos. Fue creado por David Wetherall como parte 
del proyecto  VUsystem en MIT. Desde 1997, OTcl ha sido mantenido como 
parte del proyecto MISH y VINT  debido a los esfuerzos de VINT.  
 
 
Algunas de las ventajas de OTcl frente a desarrollos similares son:  
• Está diseñado para ser dinámicamente extensible como Tcl desde 
sus bases. 
• Esta construido con los conceptos y la sintaxis de Tcl en vez de 
su usar los de otros lenguajes. 






Nam es una herramienta de animación basada en Tcl/TK para la 
visualización de simulaciones de redes. Soporta topología de capas, 
animación a nivel de paquetes y varios tipos de herramientas para la 
inspección de datos.  
 
 
EL animador de redes NAM inició en 1990 como una simple herramienta 
para animar trazas de paquetes de datos. Estas trazas generalmente se 
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obtenían como la salida de simuladores de redes como NS o de mediciones 
en redes reales. Steven McCanne escribió la versión original como miembro 
del grupo de investigación de redes en el laboratorio nacional Lawrence 
Berkely y ocasionalmente mejoraba su diseño a medida que lo requería su 
investigación. Marylou Orayani le hizo una mejora tiempo después y lo usó 
para la investigación de su Máster en el  verano de 1995. El esfuerzo para 
el desarrollo de NAM  fue luego retomado con el proyecto VINT y 
actualmente está siendo desarrollado en ISI como parte de los proyectos 
SAMAN y CONSER.  
 
 







Es un lenguaje de programación diseñado para procesar datos basados en 
texto, ya sean ficheros o flujos de datos. El nombre AWK deriva de los 
apellidos de los autores: Alfred Aho, Peter Weinberger, y Brian Kernighan. 
awk, cuando está escrito todo en minúsculas, hace referencia al programa 
de Unix o Plan 9 que interpreta programas escritos en el lenguaje de 
programación AWK. 
 
AWK es ejemplo de un lenguaje de programación que usa ampliamente el 
tipo de datos de listas asociativas (es decir, listas indexadas por cadenas 
clave), y expresiones regulares. El poder, brevedad y limitaciones de los 
programas de AWK y los guiones de SED inspiraron a Larry Wall a escribir 
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Perl. Debido a su densa notación, todos estos lenguajes son 
frecuentemente usados para escribir programas de una línea. 
 
 
AWK fue una de las primeras herramientas en aparecer en Unix (en la 
versión 3) y ganó popularidad como una manera de añadir funcionalidad a 
las tuberías de Unix. La implementación de alguna versión del lenguaje 
AWK es estándar en casi todo sistema operativo tipo unix moderno. AWK 
es mencionado en las Single UNIX Specification (especificaciones básicas 
de unix) como una de las utilidades necesarias de todo sistema operativo 
Unix. Se pueden instalar implementaciones de AWK en casi todos los 
demás sistemas operativos 
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3 ALCANCE SIMULACIONES 
 
 
El propósito general de las simulaciones es realizar un análisis a las redes 
inalámbricas usando como punto de referencia la red cableada para 
determinar la viabilidad acerca del uso de redes inalámbricas en la 
implementación de una plataforma de educación virtual que utilice video 
streaming y audio streaming la cual haría  posible ampliar la cobertura de 
estudiantes sin tener que ampliar la planta física. Y podría mejorar la 
calidad de la educación debido a que se permitiría la utilización de nuevas 
herramientas tecnológicas más avanzadas y pedagógicas. 
 
 
Las redes que se pretenden simular constarán de un servidor donde se 
genera el tráfico, en otras palabras, sería la estación de trabajo del docente 
y  35 clientes, los cuales equivalen a la cantidad de estudiantes que asisten 
a un aula de clase adicionalmente las simulaciones tendrán duración de 
una hora para de esta manera recrear las condiciones que se podrían 
presentar durante una clase.  
 
 
Por otra parte los resultados de este proyecto abrirán las puertas para 
nuevos campos de investigación donde se necesite utilizar las redes 
inalámbricas para la trasmisión de grandes cantidades de datos  o  dar 
soporte a aplicativos multimedia y permitirán dar acceso a mercados que 
actualmente no son explotados, por ejemplo en la actualidad muchos 
establecimientos brindan el servicio de Internet inalámbrico a sus usuarios 
pero cuando éstos hacen uso de este servicio no hay ningún aspecto que 
vincule al usuario con el sitio que le está facilitando el acceso al Internet, si 
se encuentra que este proyecto es viable se podría implementar alguna 
tecnología que envié publicidad en forma de video streaming o audio 
streaming a todos los clientes que se encuentren conectados a la red 
donde se ofrezcan productos o servicios para de esta manera aprovechar 
la infraestructura de las redes inalámbricas presentes en sitios públicos y 











Se define topología de red a la cadena de comunicación que los nodos 
pertenecientes a una red usan para comunicarse, un ejemplo de ésto es la 
topología de árbol, que recibe este nombre porque su apariencia física 
asemeja a la de un árbol. 
 
 
La topología de red la determina únicamente la configuración de las 
conexiones entre nodos. La distancia entre los nodos, las interconexiones 
físicas, las tasas de transmisión y/o los tipos de señales no pertenecen a la 
topología de la red, aunque pueden verse afectados por la misma. 
 
 
Para las simulaciones que se pretenden realizar al interior del proyecto se 
planea realizar una topología de red en forma de árbol para la red cableada, 
al interior de está se conectarán un máximo de 35 nodos, número que fue 
determinado basado en la cantidad de estudiantes que se permiten en 
clases presenciales en la Universidad Tecnológica de Pereira,  los 
diferentes nodos se encontrarán divididos por toda la red e interconectados 
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4.2.1.1 Red Cableada 
 




10 Nodos receptores 
 
La infraestructura de la red está formada así: la conexión entre el router y el 
Servidor es de un ancho de banda de 100Mbps, y entre el router y los 
diferentes equipos se tiene un ancho de banda 10Mbps  con diferentes retardos 








De esta primera simulación se pretende obtener datos sobre la cantidad de 
paquetes recibidos, cantidad de paquetes perdidos, uso del ancho de banda y 
el funcionamiento de la cola en el router. 
 
 
Con este propósito se diseñó un script donde se especifica la cantidad de 
nodos que se desean el tipo de protocolo usado para este caso es UDP y el 
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generador de tráfico CBR los cuales ofrecen una aproximación muy exacta a lo 
que sería un streaming de video o audio sobre una red. 
 
 
Lo primero que se hace es definir el protocolo de transmisión que se va a usar 
en este caso es UDP, luego se vincula el generador de tráfico CBR 
seguidamente se crea el receptor y se vincula a un nodo específico por último 
se une el generador al receptor y se inicia la simulación. A continuación se 
presenta el código correspondiente a lo expresado: 
 
 
set udp0 [new Agent/UDP] 
$ns attach-agent $n0 $udp0 
$udp0 set fid_ 1 
 
set null0 [new Agent/Null] 
$ns attach-agent $n2 $null0 
set cbr0 [new Application/Traffic/CBR] 
$cbr0 set packetSize_ 1500 
$cbr0 set interval_ 0.033 
$cbr0 attach-agent $udp0 
$ns connect $udp0 $null0 
 
 
Para esta primera simulación se tenían diez generadores vinculados al servidor 




De esta simulación se pudo obtener una traza en la cual mediante un filtrado 
utilizando AWK se obtuvieron los siguientes datos: 
 
 
Total packets recv: 135300 
Total bytes recv: 101475000 
Bytes por Segundo:  81180 
Average BandWidth: 750.0 bytes 
 
 
El ancho de banda promedio se calcula dividiendo la cantidad de bytes 
recibidos sobre la cantidad de paquetes recibidos. 
 
 
Se generó una gráfica en el tiempo de la cantidad de paquetes recibidos con 
éxito la cual  presenta un crecimiento constante debido a que el tráfico utilizado 




    
La cantidad de paquetes que permanecen en la cola del router antes de ser 
enviados a su respectivo destino asciende hasta 17  













9 Gráfico Paquetes Recibidos red cableada preliminar
 
por tal razón no se 
límite de ésta es de 50 paquetes









4.2.1.2 Red Inalámbrica 
 
 




1 Nodo base (Router inalámbrico) 
12 Nodos receptores 
 
 
La infraestructura de la red está formada así: la conexión entre el Router y el 
Servidor es de un ancho de banda de 100Mbps, y entre el Router y los equipos  
finales la conexión se realiza basándose en el estándar 802.11b, lo que ofrece 
un ancho de banda hasta de 11Mbps, sujeto a la distancia entre el nodo base y 
el nodo receptor. 
 
 





De esta primera simulación se pretende obtener datos sobre la cantidad de 
paquetes recibidos cantidad de paquetes perdidos uso del ancho de banda y el 
funcionamiento de la cola en el Router. 
 
 
Con este propósito se creó un script en el cual se especifica la cantidad de 
nodos que se desean, se definió UDP como el protocolo para este caso y el 
generador de tráfico CBR, características que ofrecen una aproximación muy 





Lo primero que se hace es definir el tipo de protocolo de transmisión que se va 
a usar en este caso UDP, después se vincula el generador de trafico CBR, 
luego se crea el receptor y se vincula a un nodo especifico, por último se une el 
generador al receptor y se inicia la simulación. A continuación se presenta el 
código correspondiente a lo expresado: 
 
 
set udp0 [new Agent/UDP] 
$ns attach-agent $n0 $udp0 
$udp0 set fid_ 1 
 
set null0 [new Agent/Null] 
$ns attach-agent $n2 $null0 
set cbr0 [new Application/Traffic/CBR] 
$cbr0 set packetSize_ 1500 
$cbr0 set interval_ 0.033 
$cbr0 attach-agent $udp0 
$ns connect $udp0 $null0 
 
 
Para esta primera simulación se tenían doce generadores vinculados al 
servidor que enviaban tráfico a los diferentes nodos conectados a la red por un 
tiempo de 1800. 
 
 
De esta simulación se pudo obtener una traza en la cual mediante un filtrado 
utilizando AWK se obtuvieron los siguientes datos: 
 
 
Total packets recv:  125070  
Total bytes recv:  94181500  
Bytes por Segundo: 753452 
Average BandWidth: 753.03 bytes 
 
 
El ancho de banda promedio se calcula dividiendo la cantidad de bytes 
recibidos sobre la cantidad de paquetes recibidos. 
 
 
Se generó una gráfica en el tiempo de la cantidad de paquetes recibidos con 
éxito la cual  presenta un crecimiento constante debido a que el tráfico utilizado 





Ilustración 12Grafico Paquetes Recibidos red inalámbrica preliminar 
 
 
Al igual que en la red cableada la cantidad de paquetes que permanecen en la 
cola del Router antes de ser enviados a su respectivo destino asciende hasta 
17  por tal razón no se presentan pérdidas pues el límite de ésta es de 50 
paquetes el cual se define de la siguiente manera: 
 
 
$ns queue-limit $n(1) $n(0) 50 
 
 





4.3 SIMULACION GENERAL 
 
 
Para la simulación de cada una de las redes se va a contar con 37 nodos en 
total distribuidos de la siguiente manera: 
 
 
1 Nodo Servidor. 
1 Nodo Switch o Router inalámbrico según sea necesario. 
35 Nodos clientes. 
 
 
Todas las simulaciones tendrán la misma duración iniciando la transmisión de 
datos a los 0.001s segundos y finalizando toda transmisión a los 3600s, en cada 
uno de los servidores se va a asignar un agente de transmisión de tráfico por 
cada nodo cliente vinculado a la red. 
 
 
set udp1 [new Agent/UDP] 
$ns attach-agent $n(0) $udp1 
set sink1 [new Agent/Null] 
#se asigna el comportamiento a un nodo especifico 
$ns attach-agent $n(2) $sink1 
#se conectan directamente la fuente con su destino 
$ns connect $udp1 $sink1 
 
 
Para cada uno de los clientes se debe crear un agente transmisor “udp1” el 
cual se vincula mediante la función “$ns attach-agent $n(0) $udp1” al servidor , de 
igual manera se crea un agente receptor “sink1” que se vincula del mismo 
modo al nodo receptor y que su función además de recibir es la de guardar 
todos los datos de cada paquete que se recibe para su análisis, por último se 
crea un vinculo entre ambos agentes lo cual le indica al simulador cual es el 
destino de todo el tráfico proveniente de cada uno de los agentes transmisores. 
 
 
#Open the Trace files 
set file1 [open salida_sim1.tr w] 
$ns trace-all $file1 
 
#Open the NAM trace file 
set file2 [open out_sim1.nam w] 
#$ns namtrace-all $file2 
 
 
Para cada una de las simulaciones se generan dos archivos de rastreo donde 
se albergan todos los datos producidos durante el tiempo de simulación como 
son paquetes creados, recibidos, perdidos, los comportamientos de la cola en 
cada uno de los nodos y un archivo especial que contiene los datos en el 





4.3.1 GENERACION DE TRÁFICO  
 
 
Para determinar el comportamiento del tráfico que se debía enviar para simular 
una red donde se transmite audio y video streaming se analizó una traza de 
datos que fue tomada en Bellcore Morristown Research and Engineering 
facility y que se encuentra disponible al público para su utilización y estudio. 
 
 
La traza constaba de un millón de datos expresados en dos columnas (tiempo 
de llegada, tamaño) lo primero que se realizó fue determinar los intervalos de 
llegadas para entender con qué frecuencia llegaban los paquetes de datos, con 
éstos se analizaron posteriormente y se graficaron según intervalos de tiempo 
de llegada, lo cual dio como resultado una distribución exponencial, 
adicionalmente se  analizó con qué frecuencia y de qué tamaños eran los 
paquetes recibidos, de este procedimiento se obtuvieron los  siguientes rangos 
de datos, los cuales se eligieron basándose en  los lineamiento para la 
realización de análisis de simulaciones donde se propone analizar las trazas 
reales y determinar un valor medio para ser usado en los modelos simulados 
como valor de referencia, a pesar de esto se opto por la utilización de valores 
que fluctúan al interior de los rangos determinados pues se considero que de 
esta manera se producía una aproximación más precisa de los sucesos reales. 
 
 
Tabla 1 Tipos de Datos* aproximado 






Al conocer la distribución con la cual llegaban los datos a su destino, un 
estimado de los rangos de tamaños que  se presentan en este tipo de 
transmisiones y una frecuencia con la cual se presentan cada tamaño de dato 
se pudo alimentar estos resultados al simulador NS2 y así obtener un 




Lo primero que se debía hacer era que la generación de paquetes cumpliera 
con una distribución normal, para este propósito se utilizó una función propia 




set lamda 5.5 
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set rng [new RNG] 
$rng seed 2.2345345 
 
set expo1 [new RandomVariable/Exponential] 
$expo1 set avg_ [expr 1/$lamda] 
$expo1 use-rng $rng 
 
 
Esta función  permitía garantizar que los paquetes en los tiempos utilizados 
para su envió correspondiera a la distribución exponencial, una vez garantizado 
ésto se debía hacer los envíos de cada uno de los paquetes a los diferentes 
nodos al interior de la red, además de garantizar que la frecuencia de los 
paquetes correspondiera  a los porcentajes presentes en la traza real, para 
cumplir este propósito se usó otra de las funciones aleatorias disponibles en 
NS2 que permitía obtener números en una distribución uniforme del rango de 
cero a uno. 
 
 
set alea [new RandomVariable/Uniform] 
$alea use-rng $rng  
$alea set min_ 0 
$alea set max_ 1 
 
 
Con estas dos herramientas ya se garantizaba que los tiempos y los tamaños 
de los paquetes se ajustarían a los datos encontrados en la traza real, el único 
factor restante era realizar los envíos de los paquetes a cada uno de los nodos 
,  para poder realizar ésto se aprovechó que el lenguaje del simulador funciona 
basado en scripts y eventos, lo cual permitió generar una serie de funciones 
que se llaman así mismas recursivamente permitiendo que el generador de 
tráfico funcione de manera continua durante toda la simulación. 
La primera de ellas es: 
 
 
proc aleto {} { 
 
 global ns  udp1 udp2 udp3 alea rando tamadc 
 set rando [$alea value]  
 set tamadc [expr $rando*100] 
 set then [$ns now] 




Esta función tiene como objetivo, usando las funciones aleatorias anteriores,  
determinar un número entre cero y uno, el cual posteriormente es comparado 
con los datos de ocurrencia por tamaño obtenidos de la traza real, y de esta 
manera se determina el tipo de paquete que se envía en cada ocasión. 
Adicionalmente este valor se usa para determinar un valor adicional que se 
suma al tamaño de cada paquete, pues en la realidad estos son variables, para 
este propósito se usa este valor multiplicado por cien lo que permite darle 
mayor realismo a la simulación y obtener resultados más validos, por ultimo 
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esta función hace un llamado a la función “sendpacket” que es la encargada de 
enviar los paquetes a cada nodo. 
 
 
proc sendpacket {} { 
 
   global ns  udp1 udp2 udp3 alea rando tamadc 
   set then [$ns now]    
   $ns at [expr $then +0.0001] "sendpacket2" 
 
 if { $rando < 0.48485 } { 
      set bytes [expr 90+$tamadc] 
   
  $udp1 set fid_ 1 
$udp1 set packetSize_ 90 
   
 } 
  
 if { $rando > 0.48485 && $rando < 0.93418 } { 
  set bytes [expr 480+$tamadc] 
   
  $udp1 set fid_ 2 
  $udp1 set packetSize_ 480 
 } 
 
 if { $rando > 0.93418 } { 
  set bytes [expr 1414+$tamadc] 
  $udp1 set fid_ 3 
  $udp1 set packetSize_ 1514 
   
 } 
 $udp1 send $bytes 
 
 if { $rando < 0.48485 } { 
  set bytes [expr 90+$tamadc] 
  $udp2 set fid_ 1 
  $udp2 set packetSize_ 90 
 } 
  
 if { $rando > 0.48485 && $rando < 0.93418 } { 
  set bytes [expr 480+$tamadc] 
  $udp2 set fid_ 2 
  $udp2 set packetSize_ 480 
 } 
 
 if { $rando > 0.93418 } { 
  set bytes [expr 1414+$tamadc] 
  $udp2 set fid_ 3 
  $udp2 set packetSize_ 1514 
 } 
 
 $udp2 send $bytes 
 
 if { $rando < 0.48485 } { 
  set bytes [expr 90+$tamadc] 
  $udp3 set fid_ 1 





 if { $rando > 0.48485 && $rando < 0.93418 } { 
  set bytes [expr 480+$tamadc] 
  $udp3 set fid_ 2 
  $udp3 set packetSize_ 480 
 } 
 
 if { $rando > 0.93418 } { 
  set bytes [expr 1414+$tamadc] 
  $udp3 set fid_ 3 
  $udp3 set packetSize_ 1514 
 } 
 




El generador está compuesto por doce funciones similares a estas, las cuales 
se llaman entre ellas mismas de manera secuencial, y la ultima llama de nuevo 
la función “aleto” para de esta manera reiniciar el ciclo, al iniciarse cada una de 
estas funciones lo primero que se logra es obtener del programador de eventos 
discretos el tiempo de simulación, y generar el llamado para la próxima función 
de envió de paquetes,  posteriormente se compara el valor  generado 
aleatoriamente con los porcentajes de ocurrencia obtenidos para cada rango de 
paquetes  y se guarda en una variable el tamaño del paquete de datos que va a 
enviar, se le asigna un identificador,  se determina un tamaño máximo de 
paquete según sea el paquete que se pretende enviar y por último se le dice a 
la fuente de tráfico vinculada a cada nodo de la red que envíe la cantidad de 
bytes que se había determinado previamente. 
 
 
4.3.2 SIMULACION  RED CABLEADA  
 
 
Para la red cableada se diseñó una topología que consiste en un enlace 
Gibabit Ethernet (1000Mbps) entre el nodo servidor y el switch con un retraso 
de 5 milisegundos, adicionalmente para la conexión entre los  nodos y el switch 
se simuló un enlace Ethernet con una capacidad de 100Mbps y un retraso de 
20 ms. Es de gran importancia tener en cuenta que para esta simulación se 
asume que todos los enlaces están en funcionamiento y no se contemplan 
errores por problemas físicos que puedan tener los adaptadores de red o los 
cables entre los mismos. 
 
 
Se realizaron diez simulaciones para esta red con el fin de poder tener 
suficientes datos para analizar, cada uno  de los grupos de datos se procesó de 
tal manera de que se pudiera obtener los tiempos de llegada de cada paquete 
con el fin de determinar que sí cumplieran con la distribución exponencial  
encontrada en la traza real, para ésto se dividieron los tiempos de llegada en 
veinte subgrupos en intervalos de 0.0795s los cuales se obtuvieron  tomando la 
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la diferencia entre el tiempo más corto de llegada y el más largo y dividiéndola 
en un numero de intervalos arbitrario, este procedimiento se realizó a todas las 































Posteriormente se graficaron estos datos demostrando así que el 
comportamiento de los tiempos de llegada encajaba, con el patrón descrito por 
la traza real. 
49 
 




Para todas las simulaciones se realizó el cálculo del consumo del ancho de 



















Para obtener estos datos se usó el  lenguaje AWK  para realizar el análisis de 
todas las trazas y obtener un promedio de los resultados:: 
 
 
Tabla 3 Promedio resultados simulación Ethernet 
Datos Resultado 
Promedio total paquetes recibidos 2281976 
Promedio total bytes recibidos 499185836bytes 
 Ancho de banda 138662,73bps 
 
 
Posteriormente se utilizó un algoritmo en AWK para determinar los tiempos de 
creación de todos los paquetes así como los tiempos de llegada. Con los 
resultados obtenidos con el AWK se generó una gráfica que permitió observar 
un comportamiento constante entre el tiempo de creación y el tiempo de 
llegada, cabe resaltar que debido a que los tiempos de llegada son inferiores al 
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Ilustración 15 Paquetes creados y recibidos (Red Ethernet)
 
 
Por último es importante resaltar que en la simulación de la red cableada no se 
presentaron pérdidas de paquetes, ya que se asumió que los enlaces entre 
todos los nodos permanecían activos durante toda la ejecución, adicionalmente 
se asumió que no existía ningún problema físico con la red como (Cables 
defectuosos, Enlaces mal conectados) o problema
generar algún tipo de pérdida de datos, y los enlaces tenían la suficiente 
capacidad para trasmitir sin contratiempos  el trá
 
 
4.3.3 SIMULACION  RED INALAMBRICA 802.11
 
 
Para la red inalámbrica
Gibabit Ethernet (1000Mbps) entre el nodo servidor y un nodo base inalámbrico 
que cumple la función de Router, a este enlace se le adicion
milisegundos para conservar las condiciones utilizadas en 
la conexión entre los  nodos y el Router se usó
un ancho de banda máximo de 11Mbps que es controlado directamente por el 
simulador, el cual se encarga d
capacidades según el estándar
que se deseen simular en el caso del estándar 802.11b.
 
 
Mac/802_11 set dataRate_ 11Mb
Mac/802_11 set basicRate 2Mb
Phy/WirelessPhy set CPThresh_ 10.0
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Phy/WirelessPhy set CSThresh_ 5.011872e-12 
Phy/WirelessPhy set RXThresh_ 1.02054e-10 
Phy/WirelessPhy set Rb_ 11*1e6 
Phy/WirelessPhy set Pt_ 0.031622777 
Phy/WirelessPhy set freq_ 2.472e9 
Phy/WirelessPhy set L_ 1.0 
 
 
Teniendo configurado el protocolo 802.11b se realizaron diez simulaciones de 
manera semejante al proceso realizado para la red cableada para de esta 
manera, tener una cantidad similar de datos que comparar y analizar, al 
terminar se tomó cada uno  de los grupos de datos  y se procesó usando AWK 
para  obtener los tiempos de llegada de cada paquete con el fin de determinar 
que aun con el cambio de estándar sí se cumplieran con la distribución 
exponencial  encontrada en la traza real, al igual que en la red cableada se 
dividió los tiempos de llegada en veinte subgrupos en intervalos de 0.0795s por 
simulación, y se realizó un promedio con los resultados de cada simulación. 
 
    
























Posteriormente se graficaron estos datos demostrando así que el 
comportamiento de los tiempos de llegada encajaba con el patrón descrito por 









Para todas las simulaciones se realizó el cálculo del consumo del ancho de 




















Para obtener estos datos se usó el  lenguaje AWK  para realizar el análisis de 
todas las trazas y obtener un promedio de los resultados: 
 
 
Tabla 5 Promedio simulación red 802.11b 
Datos Resultado 
Promedio total paquetes recibidos 2115173 
Promedio total bytes recibidos 464157915 bytes 
Ancho de banda 128932,7 bps 
 
 
De igual manera  se utilizó un algoritmo en AWK para determinar los tiempos 
de creación de todos los paquetes así como los tiempos de llegada, con los 
resultados obtenidos se generó una gráfica que permitió observar un 
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Promedios de los datos por segmentos red 
802.11b
 similar al que al que se encontró en la red cableada
que los tiempos de llegada son inferiores al segundo se debió tomar  fracciones 






A diferencia de la red cableada en está sí se produjo pé
inicialmente la cantidad de paquetes perdido
de los datos enviados, realizando un análisis más a fondo se encontró que 
estas pérdidas se presentaban debido a 
veces de Router, no tenía la capacidad para soportar los 35
enrutamiento de manera eficiente, 
paquetes se perdieran durante la transmisión, en vista de 
distribuir la carga a tres nodos base




, cabe resaltar que debido a 
 
17 Paquetes creados y recibidos (802.11b)
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 Ilustración 18 Paquetes recibidos Vs. Paquetes perdidos
 
 
4.3.4 SIMULACION  RED INALAMBRICA 802.11g
 
 
De igual manera que para la red 802.11b
en un enlace Gibabit Ethernet (1000Mbps) entre el nodo servidor y un nodo 
base inalámbrico que cumple la función de Rout
un  retraso de 5 milisegundos para conservar las condiciones utilizadas 
todas las demás redes
estableció usando el estándar 802.11g
de 54Mbps el cual será administrado por el simulador
manipular los tiempos de en




Phy/WirelessPhy set CPThresh_ 10.0
Phy/WirelessPhy set CSThresh_ 5.011872e
Phy/WirelessPhy set RXThresh_ 1.02054e
Phy/WirelessPhy set Rb_ 11*1e6
Phy/WirelessPhy set Pt_ 0.031622777
Phy/WirelessPhy set freq_ 2.472e9
Phy/WirelessPhy set L_ 1.0
Mac/802_11 set dataRate_ 54Mb
Mac/802_11 set basicRate 6Mb
#define DSSS_CWMin            15
#define DSSS_CWMax            1023
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#define DSSS_CCATime         0.000003 
#define DSSS_RxTxTurnaroundTime    0.000002 
#define DSSS_SIFSTime        0.000016 
#define DSSS_PreambleLength     96 
#define DSSS_PLCPHeaderLength    40 
#define DSSS_PLCPDataRate        6.0e6    // 6Mbps 
#define DSSS_MaxPropagationDelay     0.0000005    // 0.5us 
 
 
Al igual que para las redes anteriores se realizaron diez simulaciones con el fin 
de obtener una cantidad similar de datos que comparar y analizar, de igual 
manera que en los procesos anteriores al terminar se tomó cada uno de los 
grupos de datos y se procesó usando AWK para obtener los tiempos de llegada 
de cada paquete con el fin de determinar que, a pesar del cambio de estándar, 
se continúe cumpliendo con la distribución exponencial encontrada en la traza 
real y que ha sido constante en las simulaciones anteriores, al igual que en los 
procesos de análisis previos se dividieron los tiempos de llegada en veinte 
subgrupos en intervalos de 0.0795s por simulación, y se realizó un promedio 
con los resultados de cada simulación 
 
    






















Con los datos de los intervalos se creó una gráfica para corroborar que éstos 
respondían a una distribución exponencial, y eran congruentes con la traza real 










Al igual que con las simulaciones anteriores se procesaron los datos para 




















Para obtener estos datos se uso el  lenguaje AWK  para realizar el análisis de 
todas las trazas y obtener un promedio de los resultados: 
 
 
Tabla 7 Promedio simulación red 802.11g 
Datos Resultados 
Promedio total paquetes recibidos 2128372 
Promedio total bytes recibidos 466811736bytes 
Promedio Ancho de banda 129669,92bps 
 
De la misma manera como se realizó para las simulaciones anteriores se 
determinaron los tiempos de creación de todos los paquetes así como los 
tiempos de llegada, con los resultados obtenidos se generó una gráfica que 
permitió observar un comportamiento constante entre el tiempo de creación y el 
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Al igual que en la red con el estándar 802.11b
paquetes, partiendo de
paquetes se perdía debido 
nodos base  para prevenir 
pérdidas pero en cantidades muy reducidas.
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4.4 PRUEBAS DE DESEMPEÑO LÍMITE 
 
 
Para poder tener un punto de referencia que indicara cual sería una cantidad 
máxima de equipos que se podrían manejar en un momento determinado con 
un tráfico de video y audio streaming se inicio un proceso en el cual se 
planeaba ir aumentando paulatinamente la cantidad de clientes en la red para 
tratar de determinar el punto máximo que podría llegar a soportar, en este 
proceso se descubrió que con la implementación del generador de trafico que 
se diseñó  para simular el tráfico de video y audio streaming el simulador 
empezó a presentar problemas de funcionamiento cuando se alcanzaron  los 
45 clientes, y  alcanzó un tamaño de simulación máximo de 48 clientes. 
 
 
Cuando se alcanzó este punto, el comportamiento de la red era totalmente 
normal y no se observa algún tipo de saturación en los canales de 
comunicación,  aunque si se presentaba un aumento en la cantidad de datos 
transmitida, tomando ésto como base  y los datos sobre la cantidad de datos 
que se envían durante una transmisión, teóricamente se puede esperar que en 
una  infraestructura como la utilizada para las simulaciones se puedan alcanzar 
a tener conectados de manera simultánea alrededor de 1000 equipos. 
 
 
Esto sería posible usando multicast o unicast para la transmisión de los datos  
pero de igual manera hay que tener en cuenta que la mayor limitación para 
alcanzar estos niveles de transmisión se encuentra en el servidor y en los 
equipos intermedios de la red , pues en el caso de unicast es el servidor el que 
se encargaría de generar los 1000 paquetes para enviarlos individualmente a 
cada equipo de la red, así que este debe tener la capacidad no solo para 
grabar, codificar y empaquetar los datos sino que debe poder tener suficiente 




En el caso de multicast el equipo servidor no tiene tanto trabajo pues su tarea 
consiste en crear un paquete de datos con un encabezado especial y son los 
dispositivos intermedios de la red los que se deben encargar de realizar las 
copias de los paquetes y enviarlas a cada uno de los equipos involucrados en 
el multicast, por tal motivo se requiere que equipos intermedios como switches 
y Router estén en capacidad de soportar este tipo de tráfico ya que es en éstos 
















Al momento de comparar las redes inalámbricas con la cableada se encontró 
que no existe una diferencia considerable debido a que  el ancho de banda es 
suficiente para que se realice la transmisión sin ningún problema en cualquiera 
de la redes, adicionalmente se pudo detectar que aunque la red cableada 
posee una velocidad de transmisión mayor entre los dispositivos intermedios y 
los clientes, que las redes inalámbricas, hay ciertos procesos que se deben 
llevar a cabo en el servidor  como son la creación de paquetes los cuales están 
regidos por los protocolos de transmisión, donde se especifica entre otras 
cosas el tamaño máximo de los paquetes y el encabezado lo cual limita la 
cantidad de datos que se pueden trasmitir  sin importar el ancho de banda que 
se tenga disponible. 
 
 
Otro de los parámetros que se deben tener en cuenta para el diseño exitoso de 
una red que transmita exitosamente video y audio streaming  son los 
dispositivos intermedios pues cuando se utiliza multicast como protocolo de 
transmisión es en éstos donde se realizan las copias de los paquetes que se 
envían a cada usuario final, lo cual puede llegar a provocar que estos 
dispositivos se saturen provocando la pérdida de datos y generando retrasos 
en las transmisiones, este tipo de situaciones tienden a ser mucho más 
delicadas en los dispositivos inalámbricos pues debido a su naturaleza no 
tienen una limitación física de cuántos equipos se pueden vincular y puede 
fácilmente superar las capacidades de estos dispositivos, es por este motivo 
que es de gran importancia limitar la cantidad de equipos que pueden 
conectarse de manera simultánea según sean las capacidades de cada equipo 
disponible en la red 
 
 
Teniendo en cuenta los resultados que arrojaron las simulaciones de las redes 
inalámbricas en comparación con la red cableada donde en términos de uso de 
ancho de banda se demostró que las redes inalámbricas poseen la suficiente 
capacidad para soportar todo tipo de tráfico, y teniendo en cuenta las  
limitaciones que pueden presentar los dispositivos intermedios, se puede 
deducir con certeza que es viable la realización del proyecto de una plataforma 
educativa virtual donde se use como componente principal la transmisión de 
video y audio streaming, ya que los resultados demuestran que la transmisión 
de este tipo de datos no consume la totalidad de los recursos ofrecidos por los 






6 CONCLUSIONES Y RECOMENDACIONES 
 
 
• Uno de los aspectos más interesantes del proyecto fue que requirió de 
un proceso de aprendizaje del funcionamiento del simulador como del 
lenguaje en el que opera, además del estudio de las tecnologías 
involucradas en la transmisión de video y audio streaming como del 
funcionamiento de los estándares 802.11 para redes inalámbricas y del 
estándar 802.3 para redes Ethernet. 
 
 
• Es importante recalcar el papel que cumplen las simulaciones como un 
medio para abordar de manera  más segura proyectos donde se 
requieren implementaciones muy grandes y costosas donde no se 
puede correr el riesgo de realizar una inversión en una infraestructura 
sin algún tipo de certeza de que ésta puede cumplir con los 
requerimientos necesarios, Adicionalmente nos permite ahorrar tiempo 
pues brinda la posibilidad de predecir las posibles respuestas de 
aplicaciones o servicios al ser utilizados en una red determinada. 
 
 
• De los procesos de simulación realizados cabe resaltar que mostraron 
una posibilidad de fallo para las aplicaciones basadas en audio y video 
streaming  en los dispositivos intermedios ,de borde y según la 
implementación en el servidor de transmisión y no debido a limitaciones 
del ancho de banda 
 
 
• Es importante para la realización del proyecto de la plataforma educativa 
un análisis completo de los requerimientos del servidor y de la aplicación 
servidor que se vaya a usar para garantizar que no se presenten 
bloqueos ajenos a los que se podrían presentar por limitaciones de 
ancho de banda. 
 
 
•  La utilización de simuladores como lo es NS2 aumenta la capacidad 
investigativa teórica de grupos de investigaciones interesados en el 
estudio de redes, tráfico y protocolos de enrutamiento como areas para 
la expansión del conocimiento 
 
 
• Sería de gran avance realizar unos trabajos adicionales sobre el 
simulador aprovechando que éste se puede modificar con relativa 
facilidad, p.ej. una mejora en torno al manejo de las redes mixtas ya que 
su implementación no es tan transparente como con las redes sencillas. 
 
• Del diseño de NS2 es muy importante tener en cuenta que es un código 
abierto lo cual permitió que se pudiera modificar para poder generar el 
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algoritmo que permitiera simular el tráfico del video y audio streaming lo 
cual lo convierte en una herramienta muy versátil al momento de 
implementar y probar nuevos protocolos o estándares, convirtiéndose en 




• Entre las posibles investigaciones futuras que se puedan realizar con 
NS2 se encuentran la implementación del protocolo de ipV6, o el diseño 
de un nuevo protocolo que permita la transmisión segura de paquetes de 
datos  más grandes  para, de esta manera, agilizar el funcionamiento de 
las redes actuales. Otro campo de estudio que se podría abordar es el 
comportamiento de redes bajo el sistema multicast con diferentes tipos 
de tráfico para determinar qué otras posibles aplicaciones se podrían ver 
beneficiadas con el uso de esta tecnología. 
 
 
• Con el uso de redes inalámbricas como plataforma para el desarrollo de 
un proyecto de educación virtual no sólo se podría ofrecer la transmisión 
en vivo de audio y video sino que el sistema estaría en capacidad de 
ofrecer funciones como: un chat donde los estudiantes podrían 
intervenir, el envío de archivos, realizar presentaciones e interactuar con 
estas mediante el uso de tablas digitalizadoras de manera simultánea a 
la transmisión de audio y video, igualmente podría permitir a los 
estudiantes o docentes grabar las clases para su uso posterior, aspectos 





























802.11: El estándar IEEE 802.11 o Wi-Fi de IEEE que define el uso de los dos 
niveles inferiores de la arquitectura OSI (capas física y de enlace de datos), 
especificando sus normas de funcionamiento en una WLAN. Los protocolos de 
la rama 802.x definen la tecnología de redes de área local y redes de área 
metropolitana. 
 
Ad Hoc: hace referencia a una red (especialmente inalámbrica) en la que no 
hay un nodo central, sino que todos los ordenadores están en igualdad de 
condiciones. Ad hoc es el modo más sencillo para el armado de una red. 
 
ALOHAnet: (o simplemente ALOHA) fue un sistema de redes de ordenadores 
pionero desarrollado en la Universidad de Hawái. Fue desplegado por primera 
vez en 1970, y aunque la propia red ya no se usa, uno de los conceptos 
esenciales de esta red es la base para la cuasi-universal Ethernet. 
 
ATM: Asynchronous Transfer Mode (ATM) Modo de Transferencia Asíncrona 
es el corazón de los servicios digitales integrados que ofrecerán las nuevas 
redes digitales de servicios integrados de Banda Ancha. 
 
AWK: Es un lenguaje de programación diseñado para procesar datos basados 
en texto, ya sean ficheros o flujos de datos. El nombre AWK deriva de los 
apellidos de los autores: Alfred Aho, Peter Weinberger, y Brian Kernighan. awk, 
cuando está escrito todo en minúsculas, hace referencia al programa de Unix o 
Plan 9 que interpreta programas escritos en el lenguaje de programación AWK. 
 
BITRATE: En telecomunicación e informática, el término tasa de bits (en 
inglés bit rate) define el número de bits que se transmiten por unidad de tiempo 
a través de un sistema de transmisión digital o entre dos dispositivos digitales 
 
BOOTP: son las siglas de Bootstrap Protocol. Es un protocolo de red UDP 
utilizado por los clientes de red para obtener su dirección IP automáticamente. 
Normalmente se realiza en el proceso de arranque de los ordenadores o del 
sistema operativo 
 
BROADCAST: en castellano difusión, es un modo de transmisión de 
información donde un nodo emisor envía información a una multitud de nodos 
receptores de manera simultánea, sin necesidad de reproducir la misma 
transmisión nodo por nodo. 
 
CBR o Bitrate Constante: Cuando hablamos de códecs, la codificación con 





CHECKSUM: Una suma de verificación o checksum es una forma de control 
de redundancia, una medida muy simple para proteger la integridad de datos, 
verificando que no hayan sido corruptos. Es empleado para comunicaciones 
(internet, comunicación de dispositivos, etc.) tanto como para datos 
almacenados (archivos compresos, discos portátiles, etc.). 
 
CMU: Carnegie Mellon University. 
 
CÓDEC: es una abreviatura de Codificador-Decodificador. Describe una 
especificación desarrollada en software, hardware o una combinación de 
ambos, capaz de transformar un archivo con un flujo de datos (stream) o una 
señal.  
 
CSMA/CD: es el acrónimo de Carrier Sense Multiple Acces/Collision Detect. 
Esto quiere decir que Ethernet censa el medio para saber cuando puede 
acceder, e igualmente detecta cuando sucede una colisión en una red (p.e. 
cuando dos equipos trasmiten al mismo tiempo). 
 
DARPA: Agencia de Investigación de Proyectos Avanzados de Defensa 
(DARPA por sus siglas en inglés) es una agencia del Departamento de 
Defensa de los Estados Unidos responsable del desarrollo de nuevas 
tecnologías para uso militar 
 
DHCP (sigla en inglés de Dynamic Host Configuration Protocol - Protocolo 
Configuración Dinámica de Servidor) es un protocolo de red que permite a los 
nodos de una red IP obtener sus parámetros de configuración 
automáticamente. 
 
DMIF: Delivery Multimedia Integration Framework. 
 
DNS: Domain name system. 
 
FTP: File Transfer protocol. 
 
Hub: concentrador es un equipo de redes que permite conectar entre sí otros 
equipos y retransmite los paquetes que recibe desde cualquiera de ellos a 
todos los demás. 
 
IEC: International Electrotechnical Commission es una organización de 
normalización en los campos eléctrico, electrónico y tecnologías relacionadas. 
Numerosas normas se desarrollan conjuntamente con la ISO (normas 
ISO/IEC). 
 
IEEE: corresponde a las siglas de The Institute of Electrical and Electronics 
Engineers, el Instituto de Ingenieros Eléctricos y Electrónicos, una asociación 
técnico-profesional mundial dedicada a la estandarización, entre otras cosas. 
Es la mayor asociación internacional sin fines de lucro formada por 
profesionales de las nuevas tecnologías, como ingenieros eléctricos, ingenieros 
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en electrónica, científicos de la computación, ingenieros en informática e 
ingenieros en telecomunicación. 
 
 
ISO: La Organización Internacional para la Normalización o ISO (del griego ισο, 
'igual', y cuyo nombre en inglés es International Organization for 
Standardization). 
 
LAN: Una red de área local, red local o LAN (del inglés Local Area Network) es 
la interconexión de varios ordenadores y periféricos. Su extensión esta limitada 
físicamente a un edificio o a un entorno de 200 metros o con repetidores 
podríamos llegar a la distancia de un campo de 1 kilómetro. 
 
MAC: Media Access Control address o dirección de control de acceso al 
medio) es un identificador de 48 bits (6 bytes) que corresponde de forma única 
a una ethernet de red. Es individual, cada dispositivo tiene su propia dirección 
MAC determinada y configurada por el IEEE (los últimos 24 bits) y el fabricante 
(los primeros 24 bits). 
 
MPEG: El Moving Picture Experts Group (Grupo de Expertos en Imagenes 
en Movimiento) referido comúnmente como MPEG, es un grupo de trabajo del 
ISO/IEC encargado de desarrollar estándares de codificación de audio y vídeo. 
 
MULTICAST: multidifusión  es el envío de la información en una red a múltiples 
destinos simultáneamente, usando la estrategia más eficiente para el envío de 
los mensajes sobre cada enlace de la red sólo una vez y creando copias 
cuando los enlaces en los destinos se dividen. 
 
NAM: Network Animator. 
 
NS2: Network Simulator 2 
 
NSF: National Science Foundation es una agencia del gobierno de Estados 
Unidos independiente que impulsa investigación y educación fundamental en 
todos los campos no médicos de la Ciencia y la Ingeniería. 
 
OSI: El modelo de referencia de Interconexión de Sistemas Abiertos (OSI, 
Open System Interconnection) fue el modelo de red descriptivo creado por la 
Organización Internacional para la Estandarización lanzado en 1984. 
QoS: Calidad de Servicio (Quality of Service, en inglés) son las tecnologías 
que garantizan la transmisión de cierta cantidad de datos en un tiempo dado 
(throughput). Calidad de servicio es la capacidad de dar un buen servicio. Es 
especialmente importante para ciertas aplicaciones tales como la transmisión 
de video o voz. 
RTSP: El protocolo de flujo de datos en tiempo real (del inglés Real Time 
Streaming Protocol) establece y controla uno o muchos flujos sincronizados de 
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datos, ya sean de audio o de video. El RTSP actúa como un mando a distancia 
mediante la red para servidores multimedia.   
 
SED: Es un editor de flujo, una potente herramienta de tratamiento de texto 
para el sistema operativo Unix que acepta como entrada un archivo, lo lee y 
modifica línea a línea mostrando el resultado en pantalla. 
 
Streaming: es un término que se refiere a ver u oír un archivo directamente en 




UCB: Universidad de California, Berkeley. 
 
UDP: User Datagram Protocol. 
 
UNICAST: Es el envío de información desde un único emisor a un único 
receptor. 
 
VBR: Variable BitRate. 
 
WLAN: Wireless Local Area Network es un sistema de comunicación de datos 
inalámbrico flexible, muy utilizado como alternativa a las redes LAN cableadas 
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