We will prove certain general relations in Matrix Product Ansatz for one dimensional stochastic systems, which are true in both random and sequential updates. We will derive general MPA expressions for the currents and current correlators and find the conditions in the MPA formalism, under which the correlators are site-independent or completely vanishing. We will also introduce an associative algebra which on the one hand,-pecies generalization of the Derrida-Evans-Hakim-Pasquier (DEHP) algebra, and on the other hand, provides a unified framework for the study of multi-species Asymmetric Simple Exclusion Process (ASEP) in both random and ordered sequential updates.
Introduction
The asymmetric simple exclusion process (ASEP) [ [1] - [4] ], refers to a model which describes a collection of random walkers moving on a one dimensional lattice and interacting with each other through simple exclusion. As a simple interacting many particle system with stochastic dynamics, it has found wide applications in different contexts, including biopolymerization [5] , traffic [[6] - [8] ], and surface growth [ [9] - [10] ].
This model is the simplest non-equilibrium system for which many exact results have been obtained in recent years. (For a review see [[11] - [12] ] and references therein). Among the various techniques for attacking this problem, the most fruitful one is the matrix product ansatz (MPA) [13] , which is a generalization of the simple product measure, where the steady state probabilities are represented by matrix elements of product of operators. This ansatz was first used in [14] , as an abstraction of some recursion relations on system size for the ASEP on open systems. However it was in [15] , where the ansatz was shown to be true for any one dimensional stochastic system with random sequential update (RS), governed by a Hamiltonian with nearest neighbour interactions (see the introductory paragraph of section 6 for an elaboration of this statement). Later MPA was formulated and applied [16] to the ASEP with deterministic bulk dynamics (p ≡ hopping probability =1) for sub-parallel update [17] . The case of stochastic bulk dynamics (general p) was solved in [18] for subparallel update. Finally in [19] , [20] , the case of general p was solved for three updates in discrete time, namely Backward Sequential (BS), Forward Sequential (FS), and sublattice parrallel updates. In particular, in the case of ASEP, the MPA algebras for different updates were mapped to each other and certain relations were proved to hold between physical quantities in different updates. Moreover it was shown in [21] that the currents of a general class of processes in BS and FS updates are equal. The aim of this paper is two-fold and accordingly the paper can be divided into two parts. In the first part, which comes after a review of MPA in section 2, and contains sections 3, 4, and 5, we rewrite the matrix product ansatz for different updates in a form in which the interrelations between the algebras is as simple as possible, such that general relations and statements can be derived and made for all the updates. We will then derive general constraints on the MPA algebras. Furthermore we will show that the well known MPA expression for the currents of the ASEP, namely J := <W |C N−1 |V > <W |C N |V > is quite generic and prove that an appropriate generalization of this relation is true for a large class of stochastic processes. We will also derive general MPA expressions for the equal time correlators of currents. We will then generalize the relation between densities and currents in the forward and backward sequential updates to processes with arbitrary rates in the bulk and in the boundaries, that is, we will show that for a large class of processes we always have:
where < n i > (k) is the density of particles of type i at site k, and the arrow indicates the type of update. The equality of the currents for BS and FS updates have first been proved in [21] , using a Fock space construction of the MPA generators. Here we will generalize this to include the relation with densities. Our proof is independent of any particular construction of the MPA generators and is more general than that of [21] . In fact we will show that the construction of [21] puts severe physical restrictions on the steady state (see section 4.1).
In the second part which contains section 6, we show that there is a natural p-species generalization of the one-species algebra (now known as DEHP algebra), which describes in a unified way, a solvable multi-species process in all the above-mentioned updates. The theme of the paper is to stress this uniformity and algebraic coherence and to show how certain results of the different updates can be related to each other. In particular we show that the well known map between the MPA algebras for the ASEP in random and ordered sequential updates can be generalized to the multi-species case. We will also show how the previously known results of the one-species ASEP, can be obtained as special cases.
2 The general structure of MPA for different updates
In this section we present a comparative study of the general structure of MPA for different updates. We do this in a manner which makes the mapping between the resulting algebras and consequently the relation between physical quantities as simple as possible. We consider a one dimensional lattice of N sites, where each site k can accomodate a random variable τ k , taking p + 1 different values, namely τ k = 0, 1, · · · , p. Although MPA is rather general, here we have a particular class of processes in mind. Thus in the following τ = 0 corresponds to a vacant site and τ = i corresponds to a particle of type i being present at that site. Later we will mention more general processes. Each configuration of the lattice is denoted by the values of the set of random variables (τ 1 , τ 2 , · · · τ N ). In the operator formalism for Markov processes, the state of the system at any time t, is denoted by an abstract vector |P (t) > defined in the Hilbert space of configuration states (here the states
> is the probability of finding at time t, the system with the configuration (τ 1 , τ 2 , · · · τ N ). We denote the Hilbert space of one site by h := C p+1 with basis vectors
The Hilbert space of the lattice is then H := h ⊗N . We now turn to the MPA ansatz in different updates.
MPA for random sequential (RS) update
In this kind of update, the master equation can be written as a Schrodinger-like equation
where H is called the Hamiltonian, and for nearest neighbour interactions has the following form
Here h 1 and h N are the boundary terms and h B k,k+1 acts in the bulk on two adjacent sites k and k + 1. According to MPA, the steady state of the process (or the ground state of (4), can be written as
where Z N is a normalization constant and A is a column matrix with operator entries acting on some auxiliary space F , that is
and < W | and |V > are two vectors in F * and F respectively. Note that we use the same symbol | > for a vector in h and F , with the hope that no confusion will arise. The conditions for stationarity of (5) are the following [15] 
where X is a suitably chosen vector with in general operator entries
MPA for backward sequential (BS) update
This update is defined for discrete time (for definition see [20] ). Equation (3) is now replaced by
where t is an integer parameter. The updating operator T is the product of local operators
where T 1 and T N are the boundary terms and the rest of operators implement the bulk dynamics. The steady state |P > is written in the same form as in (5) , but the MPA realtions (7) (8) (9) are replaced by [[16] , [19] ]
whereÂ is a new operator-valued vector in h.
MPA for forward sequential (FS) update
The evolution equation is the same as in (11) , but the updating operator is now
The MPA ansatz is now given by:
The conditions for stationarity are identical in form to those for the BS update (13-15).
General relations in MPA algebras
In order to deal with all the different updates in a uniform manner we define the following objects
and define the vector
in the BS and FS updates. With these defintions, the MPA relations for the different updates take the following form, where for the sake of comparison, we have repeated eqs. (7-9) here.
1) For RS update:
2) For BS and FS updates:
Note the similarity between the equations for different updates. In fact (22) and (25) are exactly the same. This rewriting allows one to immediately write down the MPA relations for any of these updates, once they are known for one of them. Furthermore, in those situations where a map may exist between the MPA algebras for different updates, such rewriting facilitates the search for such a map. We will see an example of this later on. Before proceeding further we fix some notations and conventions. In the Hilbert space h we define a reference state < s| as
The reference state for the space h ⊗ h is defined as < ss| :=< s|⊗ < s| and similarly for tensor products having more factors. This state is used to write the sum of entries in a column of a vector or a matrix in closed form. The following operators acting on the Hilbert space F are also useful:
Note that the normalization constant Z N is given by Z N =< W |C N |V >. Conservation of probabilities imply that we should have in all three updates
Actually in ordered sequential updates, conservation of probability need not hold in every single update, but only in one complete update. Therefore one should only have < S|T =< S|. In writing (29) we are assuming conservation of probability at each single update, i.e. < ss|T B =< ss|. The known sequential updating procedures for the ASEP fall within this class.
Multiplying both sides of the MPA relations (21 and 22) or (24 and 25) (from the left by < ss| or < s| where appropriate and using (28) and (29) we obtain the following relations which are valid in all kinds of updates
This relation has been obtained first in [21] . We now restrict our attention to those processes in which the number of particles in each species is conserved locally. As an example think about processes with hopping and exchange of particles with arbitrary rates on neighbouring sites. In this case the local operator h B k,k+1 does not change the number of particles in each species on the couple of sites k and k + 1. Thus we have
whereτ i is the number operator of particles of type i, i.e.τ i |j >= δ ij |j >. Applying the
on both sides of (21 or 24) and using (28 and 29) we obtain:
This is a new constraint on the MPA algebra which results from the local conservation of each species of particles. Suppose now that in continous (discrete) time, particles of type i are injected from the left with the rate (probability) α i and extracted at the right with the rate (probability) β i . Then the operators that implement these boundary processes in all updates are:
Using these explicit forms and also eqs. (22 and 23) and (25 and 26) we find the following boundary MPA relations in the different updates: 1) RS update:
2) BS and FS updates:
where in all three updates we have:
thats, α is the total injection rate of the particles. We also find
Note that (38) is consistent with (30). The above relations may be helpful in constructing matrix representations of the algebra and in building solvable models by algebraic methods [ [22] , [23] ].
The MPA expression for the currents
The average density of particles of type i at site k is defined as < τ i k > (t) :=< S|τ i k |P (t) > where < S| is the reference state of the whole lattice. We will now obtain general MPA expressions for currents of different species of particles. At least in the RS update, the MPA expressions for the currents of each species can be derived simply by calculating the currents at one of the boundary links, say the rightmost link. This current is the product of density at the rightmost site and the extraction rate of that species. However we prefer to follow a different approch and calculate the currents directly in the bulk, in order to calculate also the current correlators (see section 4.1). 1) The RS update: According to eq. (3) we have
Due to the form of H this can be rewritten as
Combination of (31) and (40) now yields
which can be written as a continuity equation:
with the current of particles of type i into site k being
To find the MPA relation for the steady state currents we rewrite (43) as
whereĴ i k is the following operator acting on F
Note that here we are looking at |A ⊗ A ⊗ · · · A > as an operator valued vector in H. Using (28), we findĴ
The operator M i is calculated as follows:
where in the second line we have used (21 and 29) and in the third we have used (6) , (10) and (28). Thus using (30), we find:
We can now use (32) and rewrite CX i = X i C + KA i − A i K and move the two K ′ s to the left and right where their action on the vectors < W | and |W > vanish. In this way we can move X i completely to the left and obtain:
It is important to note that the above relation is independent of the exchange rates in the bulk Hamiltonian. This relation then means via (38) that all the currents are functionally proportional to one single current, that is, < J i >= (
, where the constants of proportionality is seen from (38) to be given by the injection rate of each species. The physical explanation of this proportionality is that in the totally asymmetric case where particles hop to the right only, if we want to have steady state, i.e. no accumulation of any species, then the currents should be proportional to the injection rates. The total current is J =
and carries all the dependence on the transition rates in the bulk.
2) The BS and FS updates: In the BS update we have:
Using the property < S|T =< S| , we can write (50 ) in the form:
Taking the structure of T into account (see (12)), using the notation
( with T B N,N +1 := T N ) and the property < S|T B k,l =< S|, we can rewrite eq.(51) as:
where in the last line we have used < ss|T B k−1,k =< ss|. Using the local conservation law
Equation (52) can be written in the form of a continuity equation
Where J i k is the number of i-particles which, in the interval between t and t + 1, leave site k − 1 and enter into site k, and is given by
The MPA relation for the current < J i k > is now obtained along the same lines as in the RS update, namely
Using (13) and (28) we obtain
The operator M i is calculated by expanding the commutator and using (13) and < ss|T B =< ss|, with the result
Using the fact thatĈ = C − K,Â i = A i − X i , we rewrite M i as CX i − KA i . Using the same argument as we did in the RS case we find
Similar manipulation shows that in the FS update the current is given by the same general form as in (60), with C replaced withĈ. WritingĈ = C + K, expanding (C + K)
and using K|V >= 0, we find that the currents in these two updates are equal for arbitrary hopping and exchange probabilities. i.e.
We have proved this relation under a more general condition as in [21] , thats we do not assmue C =Ĉ or equivalently K = 0. As we will see in the next subsection K = 0 puts physical restrictions on the steady state, namely in this case all the current correlators become distance-indepdent. Moreover we find the following relation between density profiles and currents in the two updates, which is valid regardless of the bulk and boundary transition rates:
the proof of which is easy to see, once we note that
This is the generalization of a similar relation for for 1-ASEP [20] , which is now valid for each species seperately and for arbitrary transition probabilities.
A note on equal time current correlators
In this section we consider only the RS update and find the MPA expressions for the current correlators < J i k J j l > of two kinds of particles i and j at sites k and l. For l > k + 1 (i.e. disjoint links) we obtain a simple relation. Starting from the definition
and proceeding exactly along the lines which led to (48) we find
The proof of this relation is detailed in the appendix. For l = k + 1 (i.e. consecutive links) no simple relation is obtained. Several remarks are in order now. Remarks: 1: In the special case K = 0, the two point correlator (and in fact all the n-point current correlators (see the appendix)), become site-independent, since in this case the operators X i commute with C and the two point correlator can be written as
2: For number-valued X this relation implies
This is of course a finite-size effect and in the thermodynamic limit, the currents at disjoint links are not correlated. However this is true only for number-valued X . In this way we have shown that the nature of X , controlls the current correlators in a very definite way, namely for general X , but with K := X i = 0, the correlators are site independent and for number valued X , there is no correlation in the thermodynamic limit.
3:
No such simple relations can be obtained for the FS and BS updates even for disjoint links. This is due to that fact in these updates, no matter how far are the links, the current operators for these links contain a common string of local operators (see (55)). Thus although the currents of the two ordered updates are equal, their correlators may not be related to each other in any simple way. In this sence the steady state of the two updates may not be physically equivalent.
4: For the current-density correlator, by a similar proof, we obtain for l > k (disjoint link and site),
The previous remarks apply also to this result.
Further Generalizations
In this section we consider two generalizations of the above considerations. The first concerns models in which more than one particle can occupy a site of the lattice. The second, concerns models in which the Hamiltonian of the stochastic process contains terms beyond nearest neighbour interactions.
Models with more than one particle at a site
Up to now we have considered models in which only one kind of particle,if any, can occupy a site of the lattice. We now consider more general models and allow each site to accomodate more than one particle. These class of models then include coagulation decoagulation models as well. One should however distinguish between two different subclasses. In the first subclass, we assume that the particles in each lattice site can somehow be ordered and each site can be occupied by at most m particles at any time. This situation is appropriate when one consideres models of traffic flow on an m-lane traffic highway. In this case the local Hilbert space of one site is defined to be:
where we use the symbol | · · ·) to denote a state of one site. One can now repeat the analysis of section 4 with little modifications and obtain general expressions for the currents. The formulas (6) and (10) change as follows:
The number operators now act as:
Equation (39 -47) however remain intact. Performing the same kind of calculations as in section 4, one concludes that the MPA relation for the currents are still given by (48), however the expression of X (i) is now given by:
In the second class of models we consider, the particles at each site are not ordered and only the number of each kind of species of particles can be determined. Thus the local Hilbert space is defined to be:
where ν i is the number of particles of type i. Again the analysis of section 4 can be repeated with little modifications. In this case we have:
where ′ means a restricted sum obeying the condition in (73). The number operators now act as:
Equations (39 -48) are still true with X i given by:
Beyond nearest neighbour interactions
The matrix product ansatz as formulated in [15] , can be generalized to models with more general Hamiltonians.
2 . In the following we consider a Hamiltonian with nearest and nextnearest neighbor interactions, although our analysis can be generalized to more non-local Hamiltonians. Consider a Hamiltonian of the form:
2 The possibility of extending MPA to include more non-local interactions has also been recently noted in [26] where h B k,k+2 acts on the three sites k, k + 1 and k + 2 and h 12 and h N −1,N are boundary terms. Writing the steady state as in (5) one finds the following conditions for stationarity:
where X is in general an operator valued tensor in h ⊗ h, i.e.
and |α > and |β > stand for the states of one site. Denoting as before C :=< s|A > and K :=< ss|X > one finds again that equation (30) is true also in this case. To find the MPA expressions for the currents we proceed as in section 4 and find:
Local conservation of particles, now implies
Acting on (78) by < sss|τ
k and using (28,29) we find that
where
Inserting (83) in (82), we find again a continuity equation as in (42) with the currents
The MPA expression for this current is obtained along the same line as in section 4. After similar manipulations we find
Expanding the commutators and using (28) , (29) and (78) we find
(88) which finally yields
The generalization of these results to Hamiltonians with more non-local interactions is obvious.
A canonical multi-species algebra
Although from the work of Kreb and Sandow [15] one may get the impression that MPA is really not an ansatz as is sometimes said [21] , to my knowledge, such relations as in (7 -9) by no means guarantee that the algebra is even consistent as an abstract algebra. One need only remember the very notion of Yang-Baxter relations, and the whole activity in quantum algebras [24] , which state that among the algebras defined by relations of a similar type namely (i.e. RT 1 T 2 = T 2 T 1 R) only a very limited class are consistent, those for which R is a solution of the Yang-Baxter relation. In the present context this means that from among the stochastic processes only a very limited class of them may be solvable by MPA and in this sence MPA is really an ansatz and in a very deep sence. In the light of this it is advisable to start from consistent algebras and search for stochastic processes which yield those algebras through (7-9) or (13) (14) (15) . With these considerations in mind, we consider in this section, an associative algebra, which naturally leads to a multi-species generalization of the ordinary one-species ASEP, in all three updates. This algebra and its physical consequences has first been introduced and studied in [22] . Here we reconsider it in order to study different updates in a uniform manner. We will then generalize the mapping between MPA algebras of the one-species ASEP, and reformulate this map so that the emphasis is on one canonical algebra which is isomorphic to the MPA algebras of all the updates. What we are seeking is a p-species generalization of the DEHP algebra, which reduces to the DEHP algebra, when we set p = 1. Thus we start with p+1 generators E and D i , i = 1, · · · p, subject to the following relations :
Demanding associativity uniquely determines the coefficients [22] and we end up with
here the parameters λ i are non-zero real numbers. (For the derivation and the details of the representations see [22] , where it is also shown that the parameters λ i need not all be different, at least in a large class of representations). We denote this algebra by B {λ} . The physical process expressed by this algebra is one in which each particle of type i hops with rate (probability) v j := 1 λ j if its right neighbouring site is empty, and if this site is filled with a particle of type i it overtakes it with a rate determined by a function of v i and v j . The type of function depends on the kind of update. It turns out that this rate is v j − v i in the RS update and
in both the ordered updates [?] . To elaborate these statements consider the following bulk Hamiltonian
where in the RS (BS or FS) updates, the parameters v i and v ji are respectively the hopping and the exchange rates (probabilities).
Up to now we have taken the the vector X as operator valued. Hereafter we take X to be c-numbers valued.
As we will see, with the above bulk Hamiltonian and with X being c-numbers both the MPA algebras (21-23) or (24-26) turn out to be of the same form as in (93) and (94), i.e. we will find
where ≈ means that we have suppressed the numerical coefficients. However the numerical coefficients of this type of algebra has been fixed once and for all by the freedom of rescaling the generators and by demand of associativity. This then means that all the MPA algebras thus found, must be isomorphic to the algebra B {λ} for some specific set {λ}. In this way one finds certain specific relations between the exchange rates v i and v ij . Fortunately these relations are not too restrictive and are quite sound on physical grounds. This study then means, that to go beyond these specific exchange rates one must use operator valued X .
1-RS update:
Inserting the bulk Hamitonian (95) into (21) we find:
First we find that consistency of (99) with the boundary relations (36) yields:
Comparison of (93)- (94) and (98)- (99) gives:
is the average hopping rate and the factors of have been introduced for convenience. The two expressions for v ji namely (100) and (102) are equal provided one sets β i = v i + c , which upon reparameterizing the constant becomes
It is seen that β :=
, hence β is the average extraction rate of particles. Combining (104) and (35) we find
Furthermore from (35) we find that α i = v ī v α p
. Thus each particle is injected with a rate proportional to its hopping rate, a physically expectable result for a model describing for example a segment of a highway. The condition for the existence of one-dimensional representations is obtained from calculating < W |D i E|V >=< W |ED i |V > and using (105) and (93) . One finds this condition to be
All the above results turn into the corresponding results for the one-species ASEP, if we set p = 1.
Note that in general the phase structure of this model is controlled not only by the boundary rates α and β, but also by the distribution of hopping rates. The richness of the phase structure can already be seen along the mean field line (see [[22] , [23] ]).
2-BS and FS updates:
The algebraic structure of MPA for multi-species ASEP in ordered sequential updates and its physical consequences along the mean field line has been studied in [25] . Here we rederive the results of [25] by starting from our canonical algebra, whereby we will be able to relate the results of multispecies ASEP in random and ordered updates. Inserting the bulk Hamiltonian (95) into (24), we find the following MPA relations
In this case consistency of (108) with the boundary relations (36) yields:
With the same identification as in (101) we find that the MPA relations (107) and (108) are consistent (i.e. isomorphic to B {λ} ), provided that
Again the two different expressions for v ji are equal if we set:
where c is a constant. We reparametrize this constant as c =
, and find
With this reparametrization, β is seen to be the average extraction probability. That is β :=
. Combination of (112) and (36) yields
One finds also from (38) that
. The condition for the existence of the onedimensional representations is obtained by calculating < W |D i E|V >=< W |ED i |V > and using (113) and (93) with λ i =v(
which is the obvious generalization of the corresponding condition for the one-species ASEP [20] .
Note that since A −Â = X we find 
These relations suggest that by a mapping between the transition rates and probabilities, both in the bulk and at the boundaries, one may be able to map these MPA algebras onto each other, namely:
where the right hand probabilities (α ′ , β ′ , {w i }) have a definite relation with the left hand rates (α, β, {v i }). Note that the former quantities are all dimensionless, while the latter quantities all have dimension of [time] −1 . We will see that this is indeed the case and in this way we generalize and reformulate the mapping between these two updating procedures in the 1-species case.
Denoting the algebra generators of the RS scheme by D i and E, and those of the OS scheme by D ′ i and E ′ , the first relation of the bulk algebras and the boundary relations of the RS scheme are written as
and those of the OS scheme are written as
Note that we have not written the second relation of the algebras, since they are fixed by associativity in each algebra seperately and are not necessary for the mapping. It is now straightforward to check that the following equations map the relations (120 -121) exactly onto relations (122 -123).
and
wherev :
Therefore all the physical quantities, i.e. density profiles, currents, and correlation functions of OS scheme can be obained from those of the RS scheme. We would conclude this section with a few remarks: 1-Given a set of transition probabilites α ′ , β ′ and {w i } in the OS scheme, from equations (124-126), one can only determine the ratios of the corresponding transition rates in the RS scheme and not their absolute values. This reflects the fact the absolute values of these rates can be changed by a rescaling of time.
2-Under the above mapping the mean field line α + β =v in the RS update is mapped onto the mean field line in the OS update (1 − α ′ )(1 − β ′ ) = (1 −w).
3-In the one-species case,v = v andw = w. By setting the scale of time so thatv =w, we obtain
This is indeed the mapping between the algebra of the OS update and the DEHP algebra [20] . (To see this it is sufficient to set the parameter λ in equations (A-4) and (A-5) of ref. [20] equal to w).
Discussion
We have discussed the general structure of MPA states in stochastic systems and have proved certain general relations for particle-conserving stochastic processes in random and ordered updates. We have tried to be as general as possible, our results in sections 3-5 are independent of the bulk and boundary transition rates and are also independent of the asymmetry caused by driving. We have found general MPA expressions for the currents and current correlators and have shown that when in the MPA formalism one uses a numerical vector X , one restricts the steady state to one in which there is no correlation between currents at different disjoint links, and with general operator-valued X but with i X i = 0, the current correlators while non-vanishing, become site independent.
We have argued in section 6 that MPA is really an ansatz and only certain stochastic processes can be solved by MPA and in this regard one should start from algebras and to search for processes which yeild those algebras via MPA. We have then considered MPA with number-valued X and have constucted a canonical quadratic algebra consistent with MPA relations. This algebra gives a process in which different particles hop with different rates and fast particles overtake slow particles. As far as we restrict ourselves to number-valued X , and consider totally asymmetric processes, we beleive that this algebra is the natural multi-species generalization of DEHP algebra which can be used in MPA for defining and solving stochastic processes.
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Appendix
In this appendix we present the proof of (65). In the same spirit that we have derived the expressions for the currents we write 
where in the last line we have used two equivalent expressions for M, in order to move the two K's to the left and right respectively and act by them on < W | and |V > to obtain
This result is true for the two point correlators, since in higher correlators one can not eliminate all the K's in (131). When K = 0, this further simplifies to (66). Furthermore in this case formula (66) trivialy generalizes to n-point functions.
