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The present work addresses two central questions in the analysis
of time series. The first part deals with methods to test for non-
linear structure in measured signals. Only a positive outcome of
such a test justifies the application of the advanced techniques of
nonlinear time series analysis. We will discuss some limitations
and caveats of the popular method of surrogate data for nonlinea-
rity tests. Further we present a new way to generate surrogate
data that overcomes these caveats and features an extraordinary
flexibility. This flexibility for the first time allows e.g. to test for
nonlinearity in unevenly sampled time series. Further examples
and applications of the new method are studied.
The second part of the present work deals with the analysis of de-
pendencies between time series. This is motivated by the recently
rising interest in synchronization phenomena of coupled chaotic
systems. The central practical question is, whether one can tell
the dominant direction of the coupling between two systems. Stan-
dard measures of interdependencies are not optimized to answer
this question. To address this problem, two new concepts will be
developed and discussed. The first measure is motivated by in-
formation theory and is called transfer entropy, while the second
is oriented closer to synchronization itself. We shall demonstrate
that we are indeed able to tell the direction of coupling by the
asymmetry of the measures. Further investigations on unidirec-
tionally coupled map lattices reveal further interesting properties.
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Einleitung
Die nichtlineare Zeitreihenanalyse bildet das Bindeglied zwischen der Theorie der nicht-
linearen, dynamischen Systeme einerseits und der Analyse von Daten andererseits. Die
grundlegende Theorie der chaotischen, dynamischen Systeme wurde dabei im Wesentli-
chen von Mathematikern, wie z. B. Poincare´ und Birkhoff, in der ersten Ha¨lfte des 20.
Jahrhunderts entwickelt und spa¨ter von Kolmogorov, Smale, Sinai, Arnold und Ruelle —
um nur einige zu nennen — ausgebaut. Ihr Ziel war die theoretische Beschreibung und
die Bestimmung von Eigenschaften von Systemen, deren Dynamik als bekannt vorausge-
setzt wurde. Auf der anderen Seite standen Experimentatoren mit Daten, die an Systemen
aufgenommen wurden, deren zugrunde liegende Dynamik ha¨ufig nicht bekannt war. Beob-
achtete Irregularita¨ten in den Daten wurden dabei zuna¨chst als das Ergebnis von externen
Sto¨rungen, Messrauschen oder einer hohen Komplexita¨t des Systems angesehen. Erst in
den Achtzigerjahren gelangte eine weitere alternative Erkla¨rung ins o¨ffentliche Bewusst-
sein: Die Idee des deterministischen Chaos, welches sich durch eine sensitive Abha¨ngigkeit
von den Anfangsbedingungen auszeichnet. Die Tatsache, dass selbst einfachste Systeme,
wie z. B. Doppelpendel oder nichtlineare, elektrische Schaltkreise irregula¨res, chaotisches
Verhalten zeigen ko¨nnen, faszinierte besonders die Physiker. Fu¨r sie war und ist stets auch
die Einfachheit der zugrunde liegenden Mechanismen ein Kriterium fu¨r die Attraktivita¨t
eines neuen Modells.
Es zeigte sich schnell, dass die Theorien nicht direkt auf die experimentellen Daten
anwendbar waren und erst ada¨quate Werkzeuge, na¨mlich die Methoden der nichtlinea-
ren Zeitreihenanalyse, entwickelt werden mussten. Die rasante Geschwindigkeit dieser
Entwicklung war nicht zuletzt auf die parallele Entwicklung von immer leistungsfa¨hige-
ren und preiswerteren Computern zuru¨ckzufu¨hren. Durch sie wurde es erstmals mo¨glich,
nicht nur große Datenmengen aufzunehmen und statistisch zu analysieren, sondern auch
Gleichungen numerisch zu lo¨sen, die analytisch nicht zuga¨nglich waren. In der ersten
Euphorie wurde vielerorts u¨berschnell behauptet, in den unterschiedlichsten (nichtphy-
sikalischen) Systemen ”Chaos“ gefunden zu haben. Einen entscheidenden Vorsprung im
Umgang mit Daten hatten hier die Physiker, welche gewohnt sind, vorurteilsfrei an ein
gegebenes Problem heranzugehen und zuna¨chst einfachere Alternativen auszuschließen.
Erste gewonnene Ergebnisse wurden kritisch hinterfragt und die statistische Signifikanz
angezweifelt. Ein statistischer Test fu¨r die Existenz von Chaos sollte Klarheit schaffen.
Dabei ist das theoretische Kriterium fu¨r das Auftreten von Chaos denkbar einfach:
Ist der maximale Lyapunov–Exponent des Systems, welcher ein Maß fu¨r die exponentielle
Divergenz einer infinitesimalen Abweichung darstellt, positiv und endlich, ist das System
chaotisch. Leider ist der maximale Lyapunov–Exponent nur schwer aus einem Datensatz
zu scha¨tzen, was gleichfalls fu¨r die Angabe des Fehlers der Scha¨tzung gilt. Zudem weist
Rauschen theoretisch einen unendlichen Lyapunov–Exponenten auf, wa¨hrend Scha¨tzer
selbstversta¨ndlich nur endliche Werte liefern ko¨nnen. Eine Unterscheidung zwischen Rau-
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schen und Chaos wa¨re also ebenfalls nicht leicht. Auch hier ist also die direkte Umsetzung
der Theorie nicht die praktikabelste.
Eine Voraussetzung fu¨r das Auftreten von Chaos ist die Nichtlinearita¨t des Systems.
Darunter ist die Nichtlinearita¨t der zugrunde liegenden, dynamischen Gleichungen des




als Differentialgleichungen oder in der zeitlich diskretisierten Form
~xn+1 =M(~xn)
als Abbildung geschrieben werden ko¨nnen. Ko¨nnen in einem Datensatz keine Nichtli-
nearita¨ten nachgewiesen werden, kann die Existenz von Chaos zwar nicht ausgeschlossen
werden, eine sinnvolle Anwendung der Methoden der nichtlinearen Zeitreihenanalyse la¨sst
sich dann aber nicht mehr rechtfertigen. Andersherum ist aber natu¨rlich der Nachweis von
Nichtlinearita¨t kein Beweis fu¨r das Auftreten von chaotischem Verhalten, sodass in die-
sem Fall weitere Untersuchungen notwendig sind. Die lineare Form der oben angegebenen
Differentialgleichung kann leicht geschlossen gelo¨st werden und es stellt sich heraus, dass
unter der Voraussetzung der Endlichkeit fu¨r lange Zeiten lediglich konstante oder peri-
odische Lo¨sungen auftreten. Diese ko¨nnen normalerweise leicht von chaotischen Lo¨sungen
unterschieden werden. Anders sieht dies aus, wenn das System hochdimensional ist oder
in M stochastische Terme, d. h. Rauschanteile, erlaubt werden.
In Kapitel 1 werden zuna¨chst die etablierten Standardmethoden fu¨r Nichtlinearita¨tstest
vorgestellt und diskutiert. Implementationen dieser Methoden lassen sich in frei verfu¨gba-
ren Programmpaketen wie z. B. TISEAN [HKS99] finden und sind in vielen Fa¨llen ausrei-
chend. Im folgenden Kapitel gehe ich dann auf einige Probleme der Standardmethoden ein
und stelle daraufhin einen vo¨llig neuen Ansatz fu¨r einen statistischen Test vor. Diese neue
Methode lo¨st nicht nur die Probleme der Standardmethoden, sondern zeichnet sich auch
durch eine außergewo¨hnliche Flexibilita¨t aus. Diese Flexibilita¨t erlaubt es z. B., erstmals
auch Zeitreihen mit variierenden Zeitabsta¨nden auf ihre Nichtlinearita¨t hin zu testen. Wei-
tere Beispiele und Anwendungen auf experimentelle Zeitreihen beschließen diesen ersten
Teil meiner Arbeit.
Der zweite Teil dieser Arbeit bescha¨ftigt sich mit der Abha¨ngigkeit zwischen Zeitreihen.
Das versta¨rkte Auftreten von multivariaten Zeitreihen, also mehreren gleichzeitig aufge-
nommenen Zeitreihen, ist ebenfalls auf die schnelle Entwicklung der Computer zuru¨ck-
zufu¨hren, mit denen immer gro¨ßere Datenmengen verwaltet werden ko¨nnen. Der Grund
fu¨r diesen zusa¨tzlichen Messaufwand ist selbstversta¨ndlich die Hoffnung der Experimen-
tatoren, zu einem besseren Versta¨ndnis des beobachteten Systems zu gelangen. Dabei
stellt sich in vielen Fa¨llen als erstes die Frage nach den Zusammenha¨ngen, Gemeinsam-
keiten und Abha¨ngigkeiten zwischen den gemessenen Gro¨ßen. In diese Richtung zielende
Bestrebungen in der nichtlinearen Zeitreihenanalyse sind also naheliegend.
Die vielfa¨ltigen Mo¨glichkeiten und Schwierigkeiten dieser Aufgabenstellung sollen im
Folgenden an einem einfachen, allgemein versta¨ndlichen Beispiel illustriert werden. Ange-
nommen wir ko¨nnten z. B. per Telemetrie die Geschwindigkeit zweier Fahrzeuge messen.
Ko¨nnen wir anhand dieser Daten herausfinden, ob eines der beiden Fahrzeuge das ande-
re abschleppt? Zuna¨chst ist es sicherlich notwendig, einen hinreichend langen Datensatz
zu besitzen, der Situationen wie Beschleunigungen, Abbremsungen und auch Stillsta¨nde
entha¨lt. Sind die Geschwindigkeiten von beiden Fahrzeugen stets gleich, wu¨rde dies auf die
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Existenz einer Abschleppstange zwischen den Fahrzeugen hindeuten. Was aber, wenn es
sich um ein Abschleppseil handelt und nur das vordere Fahrzeug beschleunigt und stets nur
das hintere Fahrzeug bremst? Obwohl in beiden Fa¨llen die gleiche Beobachtung gemacht
wu¨rde, wa¨ren die Abha¨ngigkeiten zwischen den Fahrzeugen grundverschieden. Einen Auf-
schluss daru¨ber, um welchen der beiden Fa¨lle es sich handelt, ko¨nnte nur eine zusa¨tzliche
Observable, wie z. B. die Stellung der Bremspedale in beiden Fahrzeugen, liefern. Weitere,
kompliziertere Situationen sind vorstellbar. So ko¨nnten die beiden Fahrzeuge durch eine
Feder mit linearer Ru¨ckstellkraft oder einem Gummi miteinander verbunden sein. Ko¨nnte
dies von einer Situation im za¨hflu¨ssigen Autobahnverkehr unterschieden werden?
Die hier interessierenden Systeme seien zudem chaotisch oder zumindest nichtlinear,
sodass naheliegende, lineare Maße keine hinreichende Beschreibung der Abha¨ngigkeiten
liefern ko¨nnen. Ein motivierendes Moment war dabei das zunehmende Interesse an Syn-
chronisationspha¨nomenen von gekoppelten, chaotischen Systemen, deren Untersuchung
unter Umsta¨nden relevante Fragen in vielen wissenschaftlichen Bereichen beantworten
kann. So wird z. B. in der Gehirnforschung vermutet, dass die Synchronisation im Gehirn
von großer Bedeutung fu¨r das ”Bindungsproblem“ ist. Weiter wird aber auch vermutet,
dass epileptische Anfa¨lle mit einem erho¨htenMaß an Synchronisation zwischen verschiede-
nen Bereichen im Gehirn verbunden sind. Diese Anfa¨lle gehen meist von einem bestimmten
Bereich, dem Fokus, aus und breiten sich dann u¨ber das ganze Gehirn aus. Dabei stellt sich
natu¨rlicherweise die Frage, ob bei einer beidseitigen Kopplung, die dominante Richtung
dieser Kopplung durch Messungen an den einzelnen Systemen bestimmt werden kann. Die
in Kapitel 4 vorgestellten Standardmaße zur Abha¨ngigkeitsanalyse sind allerdings nicht
auf diesen Fall optimiert und neue Ansa¨tze notwendig.
Zwei vo¨llige neue Methoden zur Bestimmung von Abha¨ngigkeiten zwischen Zeitreihen
werden in Kapitel 5 entwickelt. Sie basieren dabei auf zwei unterschiedlichen Grundideen.
Wa¨hrend das eine Maß, die Transfer–Entropie, durch die Informationstheorie motiviert
wurde, ist die andere Klasse von Abha¨ngigkeitsmaßen eher an der Idee der Synchronisation
orientiert. Beide Maße beschreiben die Abha¨ngigkeit zwischen zwei Systemen und weisen
eine fundamentale Asymmetrie unter Vertauschung der Systeme auf. Sie sind damit viel
versprechende Kandidaten bei der Suche nach der Richtung einer eventuellen Kopplung. In
Kapitel 6 werden zuna¨chst die ersten Eigenschaften und die Funktionstu¨chtigkeit der neuen
Methoden an einfachen Modellsystemen verifiziert und deren Leistungsfa¨higkeit mit den
Standardmaßen verglichen. Eine anschließende Anwendung auf gekoppelte Abbildungen
auf dem Gitter offenbart weitere Eigenschaften der neuen Abha¨ngigkeitsmaße. Schließlich
werden sie auf erste experimentelle Zeitreihen angewendet, wobei diese aus verschiedenen









In nahezu allen Bereichen der Wissenschaft ko¨nnen zeitlich variierende Prozesse beobach-
tet werden. Um zu einem Versta¨ndnis der Vorga¨nge in solchen Systemen zu gelangen,
werden Daten in Form von Zeitreihen aufgenommen. U¨ber den Erzeugungsprozess der zu
analysierenden Daten ist dabei oft nichts oder nur wenig bekannt. Lineare Ansa¨tze sollten
in solchen Fa¨llen der erste Schritt sein, denn sie ko¨nnen oft schon zu einem Versta¨ndnis
der Prozessnatur fu¨hren. Hilfreich ist dabei die Vielzahl an allgemeiner und spezialisierter
Literatur und ausgereiften, fertigen Programmpaketen fu¨r die lineare Zeitreihenanalyse.
Die Anwendung der Methoden der nicht linearen Zeitreihenanalyse auf Daten ist meist
dadurch motiviert, dass viele Prozesse in der Natur nur schwerlich als linear angenommen
werden ko¨nnen. In diese Kategorie fallen nicht nur viele physikalische Systeme, sondern
auch die große Klasse der physiologischen Daten. In solchen Fa¨llen stellt sich allerdings
stets die Frage, ob die Anwendung der nichtlinearen Zeitreihenanalyse auch durch die
Daten allein gerechtfertigt werden kann. Dabei spielt natu¨rlich auch die Qualita¨t der
Daten bezu¨glich Aufnahmerate, La¨nge und Rauschniveau eine entscheidende Rolle.
In jedem Fall ist es wu¨nschenswert, einen objektiven Test zu besitzen, der aussagt, ob
sichtbare Nichtlinearita¨ten in den Daten vorhanden sind. Der Einsatz von nichtlinearen
Techniken kann nur dann sinnvoll sein, wenn ein solcher Test erfolgreich Nichtlinearita¨t
findet. Dabei hat sich die Surrogatmethode von Theiler et al. [TEL+92] als erfolgreicher
Ansatz erwiesen, der auch in dieser Arbeit als Grundlage dient und in Abschnitt 1.4
beschrieben wird.
Gemessene Zeitreihen sind aber selten ein Produkt eines rein linearen oder nichtli-
nearen, niedrigdimensionalen Systems. Sie sind vielmehr oft eine Mischung aus mehreren
linearen, nichtlinearen und stochastischen Anteilen. Die in den Daten vorhandenen Nichtli-
nearita¨ten ko¨nnen also z. B. durch viele Freiheitsgrade oder starken Rauschanteil verwischt
und deshalb nur sehr schwach ausgepra¨gt sein. Hinzu kommt, dass Nichtlinearita¨ten in
unterschiedlichsten, auch nichtdynamischen Formen auftreten ko¨nnen, was nicht immer
auf eine nichtlineare, deterministische Dynamik schließen la¨sst.
In diesem Kapitel werden zuna¨chst die Standardmethoden fu¨r Tests auf Nichtlinearita¨t
vorgestellt, wobei bereits auf Vor- und Nachteile der einzelnen Methoden eingegangen
wird. Im darauf folgenden Kapitel werden bestimmte Probleme der Standardmethoden
konkretisiert. Es wird eine verallgemeinerte und flexiblere Methode entwickelt, die einige
Probleme lo¨st und den bisher engen Rahmen an mo¨glichen Alternativen, auf die getestet
werden kann, sprengt.
7
8 Kapitel 1. Tests auf Nichtlinearita¨t
1.2 Statistische Tests
Tests ko¨nnen sowohl die Verifikation von angenommenen Eigenschaften als auch die Suche
nach weiteren, neuen Eigenschaften zum Ziel haben. Die Untersuchung der Eigenschaften
kann mit der Formulierung einer Frage beginnen, auf die ein Test eine Antwort geben soll.
Typische Fragen sind z. B.:
(a) Sind die Werte korreliert?
(b) Welcher Verteilung unterliegen die Werte der Zeitreihe?
(c) Zeigt die Zeitreihe chaotisches Verhalten?
(d) Was ist die zugrunde liegende Dynamik?
Insbesondere ko¨nnen Entscheidungsfragen formuliert werden, auf die nur mit ”ja“ oder
”nein“ geantwortet werden kann. Jede Entscheidungsfrage filtert eine bestimmte Eigen-
schaft der Zeitreihe heraus. Komplexere Fragen ko¨nnen im Prinzip aus mehreren Ent-
scheidungsfragen kombiniert werden, was aber in solch allgemeinen Fragen wie in Beispiel
(d) wenig praktikabel ist.
Zu jeder Entscheidungsfrage wird eine Nullhypothese aufgestellt. Die Nullhypothese
besagt, dass die Antwort auf die Frage ”nein“ ist. Der Test soll diese Hypothese u¨ber-
pru¨fen. Fu¨r das obige Beispiel (a) lautet die Nullhypothese: ”Die Werte der Zeitreihe sind
unkorreliert.“ Ein Test kann aber nie die Nullhypothese wirklich beweisen oder widerle-
gen. Der Test kann immer nur mit einer bestimmten Wahrscheinlichkeit die Nullhypothese
fu¨r die betrachteten Daten verwerfen. Die Nullhypothese muss pra¨zise formuliert werden,
damit der Test eine eindeutige Aussage liefert. Außerdem muss sichergestellt werden, dass
der Test auch wirklich genau auf die Nullhypothese testet bzw. dass die Nullhypothese
fu¨r einen gegebenen Test korrekt formuliert ist.
Um Entscheidungen u¨ber eine bestimmte Eigenschaft treffen zu ko¨nnen, braucht man
ein quantitatives Maß fu¨r die betreffende Eigenschaft. Dieses Maß ist in der Regel eine
Observable T = T ({sn}), die die Zeitreihe {sn}, n = 1 . . . N , auf eine reelle Zahl abbildet.
Fu¨r Tests wird T auch Teststatistik genannt. Im einfachsten Fall besteht ein Test aus
einer Berechnung von T und einer Kontrolle, ob T in einer fu¨r die Nullhypothese charak-
teristischen Teilmenge von R liegt. Diese Teilmenge kann z. B. ein bestimmtes Intervall
[Tmin, Tmax] oder ein Punkt T0 sein.
Soll z. B. auf die Korrelation der Werte der Zeitreihe getestet werden, kann als Test-






(sn − s¯)(sn+τ − s¯) (1.1)
mit einer festen zeitlichen Verzo¨gerung τ dienen.1 Die Nullhypothese wu¨rde dann z. B.
fu¨r γ(τ = 1) 6= 0 verworfen und anderenfalls akzeptiert. Fu¨r endliche Zeitreihen unterliegt
aber der Wert der Autokovarianz statistischen Fluktuationen, sodass in der Praxis auch
fu¨r unkorrelierte Daten γ(τ) von 0 abweicht. So liefert z. B. die Varianz des Scha¨tzers der
Autokovarianz (1.1) fu¨r weißes Rauschen 1/N +O(1/N2) fu¨r alle τ 6= 0 [SS87]. Der obige
Test wa¨re also nur im Limes fu¨r N →∞ korrekt und wu¨rde fu¨r endliche Zeitreihen falsche
Aussagen liefern.
1Der Ausdruck x¯ kennzeichnet dabei hier und im Folgenden den zeitlichen Mittelwert der Werte {xn}.
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Die Autokovarianz ist eine sehr einfache Teststatistik, fu¨r die Erwartungswert und
Varianz auch fu¨r allgemeine endliche Zeitreihen berechnet werden ko¨nnen. D. h. die
Verteilung der Werte T fu¨r verschiedene Zeitreihen, die die Nullhypothese erfu¨llen, ist
anna¨hernd bekannt. Ist diese Verteilung z. B. eine Gaußverteilung, so kann einfach an-
hand des Abstands vom Mittelwert von T ({sn}) die Wahrscheinlichkeit fu¨r die Richtigkeit
der Nullhypothese angegeben werden. Im Allgemeinen kann aber u¨ber die Verteilung der
T keine Aussage gemacht werden. Nur in wenigen Fa¨llen kann sie unter speziellen Be-
dingungen analytisch berechnet werden. In Abschnitt 1.4 wird gezeigt, wie die Verteilung
anhand von vielen Datensa¨tzen, die die Nullhypothese erfu¨llen, numerisch approximiert
werden kann.
1.2.1 Maße fu¨r die Gu¨te eines Tests:
Size und Trennscha¨rfe
Die Leistungsfa¨higkeit und Qualita¨t von statistischen Tests wird durch zwei wichtige Pa-
rameter beschrieben. Diese sind bestimmt durch die zwei Arten von Fehlern, die bei einem
Test mit einem zu untersuchenden Datensatz auftreten ko¨nnen.
Zuna¨chst besteht die Mo¨glichkeit, dass der Test die Nullhypothese verwirft, obwohl sie
in Wirklichkeit wahr ist. Dies wird ”Fehler vom Typ I“ genannt. Die Wahrscheinlichkeit
fu¨r einen solchen Fehler ist die Size α des Tests. Wird ein Signifikanzniveau von 1 − p
vorgegeben, sollte die Size p nicht u¨berschreiten. Fu¨r gewo¨hnlich wird p, die nominelle
Size, vorher festgesetzt und der Test entsprechend realisiert. Es muss gewa¨hrleistet werden,
dass die wirkliche, empirische Size α des Tests mit der nominellen u¨bereinstimmt. Ist die
Size zu groß, verliert der Test seine Aussagefa¨higkeit. Formell ist eine Size kleiner als
p zwar zula¨ssig, kann aber zu einer unerwu¨nschten Senkung der Leistungsfa¨higkeit des
Tests fu¨hren. Es sollte also vor jeder Durchfu¨hrung eines Tests die Size ermittelt werden.
Dies geschieht indem mo¨glichst viele Tests mit Daten, die die Nullhypothese erfu¨llen,
durchgefu¨hrt werden. Der Quotient aus der Anzahl der Verwerfungen der Nullhypothese
und der Anzahl der Tests ist die ermittelte Size des Tests. Stimmt sie nicht mit der
nominellen u¨berein, la¨sst dies auf eine unzureichende Konstruktion des Tests schließen.
Ein ”Fehler vom Typ II“ ist das Akzeptieren einer Nullhypothese, die in Wirklich-
keit falsch ist. Die Wahrscheinlichkeit dafu¨r wird mit β bezeichnet und 1 − β ist die
Trennscha¨rfe oder Power des Tests. Die Trennscha¨rfe gibt an, wie stark bzw. wie wahr-
scheinlich die Nullhypothese fu¨r die zu untersuchende Zeitreihe mit einem bestimmten
Test abgelehnt werden kann. Eine mo¨glichst hohe Trennscha¨rfe ist also wu¨nschenswert.
Verschiedene Realisierungen eines Tests ko¨nnen unterschiedliche Trennscha¨rfen aufweisen
und die Trennscha¨rfe kann als Maß fu¨r die Gu¨te der einzelnen Realisierungen betrach-
tet werden. Ein wichtiger Punkt bei der Konstruktion eines Test ist dabei die Wahl der
Teststatistik. Wird sie ungu¨nstig gewa¨hlt, kann dies zu einer unerwu¨nschten Senkung der
Trennscha¨rfe fu¨hren.
1.3 Maße fu¨r Nichtlinearita¨t
Fu¨r einen Test auf Nichtlinearita¨t ist es no¨tig eine Teststatistik zu besitzen, die den Grad
der vorhandenen Nichtlinearita¨ten misst. Dazu lassen sich in der Literatur viele unter-
schiedliche Ansa¨tze finden. Im Folgenden werden die Teststatistiken vorgestellt, die in den
weiteren Untersuchungen verwendet werden. Die hier getroffene Auswahl beruht dabei im
Wesentlichen auf dem repra¨sentativen Vergleich in [SS97b] bezu¨glich ihrer Trennscha¨rfe.
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Diese Teststatistiken zeichnen sich durch ihre Sensitivita¨t auch auf schwa¨chste Nichtlinea-
rita¨ten aus. Weitere Alternativen werden in [SS97b] und den darin enthaltenen Referenzen
diskutiert.
Traditionelle Maße fu¨r Nichtlinearita¨t basieren auf Verallgemeinerungen der Autoko-
varianz (1.1) auf ho¨here Ordnungen. Da alle Momente mit einer Ordnung gro¨ßer als zwei
fu¨r lineare Prozesse verschwinden, ko¨nnen sie als Teststatistiken fu¨r einen Test auf Nicht-
linearita¨t dienen, indem auf einen signifikanten Unterschied von Null getestet wird. Ein
Moment dritter Ordnung ist z. B. die 3-Punkt-Autokovarianz
T 3P(τ1, τ2) =
1
N − τ2 − 1
N−τ2∑
n=1
(sn − s¯)(sn+τ1 − s¯)(sn+τ2 − s¯) , (1.2)
wobei ohne Verletzungen der Allgemeinheit τ1 < τ2 angenommen wurde. Ha¨ufig wird
τ2 = 2τ1 verwendet. Eine weitere sehr nu¨tzliche Gro¨ße dritter Ordnung ist
T rev(τ) =
∑N−τ
n=1 (sn − sn+τ )3∑N−τ
n=1 (sn − sn+τ )2
, (1.3)
welche als Maß fu¨r die Zeitumkehrinvarianz einer Zeitreihe dienen kann. Fu¨r die zeit-
umgekehrte Zeitreihe {sN−n+1} a¨ndert sich lediglich das Vorzeichen von T rev, sodass fu¨r
zeitumkehrinvariante Prozesse T rev = 0 gelten muss. Da lineare Prozesse komplett u¨ber
ihre Autokovarianzen beschrieben werden ko¨nnen und diese invariant unter Zeitumkehr
sind, liefern lineare Prozesse T rev = 0. Prozesse mit nichtlinearer Dynamik zeigen da-
gegen ha¨ufig sehr starke Asymmetrie unter Zeitumkehr, wodurch sich T rev neben seiner
Einfachheit und Robustheit sehr gut als Teststatistik eignet [DvHTD95, TEL+92, RG84].
Obwohl nicht verschwindende Momente ho¨herer Ordnung ein starkes Indiz fu¨r Nicht-
linearita¨t sind, sagen sie nichts u¨ber die Art der gefundenen Nichtlinearita¨t aus. Ha¨ufig
steht hinter einem Test aber die Vermutung auf eine nichtlineare, zugrunde liegende, deter-
ministische Dynamik, sodass als Teststatistiken Gro¨ßen aus der Theorie nichtlinearer, de-
terministischer Systeme naheliegen. Um diese Gro¨ßen auch fu¨r skalare Zeitreihen scha¨tzen
zu ko¨nnen, mu¨ssen die unter Umsta¨nden mehrdimensionalen Phasenraumzusta¨nde aus der
Zeitreihe rekonstruiert werden. Eine sehr nu¨tzliche und weitverbreitete Methode, dies zu
bewerkstelligen ist die Zeitverzo¨gerungeinbettung
~sn = (sn−(m−1)τ , sn−(m−2)τ , . . . , sn−τ , sn) . (1.4)
Dabei ist m die Einbettungsdimension und τ die Zeitverzo¨gerung bzw. das Lag. Eine
skalare Zeitreihe mit N Werten liefert NE = N − (m − 1)τ Einbettungsvektoren. Der
besseren Lesbarkeit wegen, wird im Folgenden auch fu¨r NE die Bezeichnung N verwendet.
Aus dem jeweiligen Kontext heraus ist die Bedeutung stets eindeutig erkennbar. Auf die
Eigenschaften und die Wahl der Parameter der Phasenraumrekonstruktion (1.4) mo¨chte
ich hier nicht na¨her eingehen und auf die existierende Literatur [KS97, Aba96] verweisen.
Eine Klasse sehr robuster Phasenraumobservablen fu¨r Nichtlinearita¨tstests sind Vor-
hersagefehler. Ein Vorhersagefehler kann z. B. u¨ber die Standardabweichung zwischen







[sn+1 − F (~sn)]2
)1/2
(1.5)
definiert werden. Dabei kann die nichtlineare Vorhersage F (~sn) fu¨r den Wert sn+1 der
Zeitreihe auf verschiedene Art und Weise realisiert werden. Ich werde in dieser Arbeit die
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lokal konstante Vorhersage verwenden, die im Folgenden beschrieben wird. Zuna¨chst wird
fu¨r jeden Punkt ~sn im Einbettungsraum die r–Umgebung
Un(r) = {~si| ‖~sn − ~si‖ < r} (1.6)
bestimmt, die aus allen Nachbarpunkten besteht, deren Abstand zum Punkt ~sn geringer
als der Radius r ist und deren zeitlicher Abstand gro¨ßer als tmin ist. Der Vorhersagewert ist







wobei mit ‖Un(r)‖ die Anzahl der Punkte in der r–Umgebung bezeichnet wird. Bei der
Bestimmung von F (~sn) werden sowohl vergangene als auch zuku¨nftige Nachbarn aus der
r–Umgebung verwendet. Um aussagekra¨ftige, tatsa¨chliche Vorhersagen zu erhalten, wa¨re
ein solches Vorgehen nicht korrekt. Hier dient der Vorhersagefehler aber lediglich als
Teststatistik und nicht als Qualita¨tsmaß fu¨r Vorhersagen. Zu (1.7) sind natu¨rlich viele
Alternativen denkbar. Neben Variationen, wie z. B. verschiedenen Wichtungen und lokal
linearen Vorhersagen, sind auch Anpassungen unterschiedlichster Modelle an die Daten
mo¨glich, u¨ber die dann Vorhersagen erzielt werden ko¨nnen.
Allen in diesem Abschnitt aufgefu¨hrten Gro¨ßen ist gemeinsam, dass ihre Verteilung
fu¨r ein generisches Ensemble von Zeitreihen nicht bekannt ist. Nur unter sehr speziellen
und meist unrealistischen Voraussetzungen an die Zeitreihen und weiteren Vereinfachun-
gen kann ihre Verteilung analytisch bestimmt werden. Im na¨chsten Abschnitt wird eine
Methode zur numerischen Approximation dieser Verteilungen vorgestellt.
1.4 Die Surrogatmethode
Monte-Carlo-Methoden werden in der Physik ha¨ufig eingesetzt. Mit ihnen ko¨nnen nume-
rische Ergebnisse erzielt werden, die analytisch nur schwer oder gar nicht zu erhalten sind.
Ihnen gemeinsam ist die zufa¨llige, einer wohldefinierten Wahrscheinlichkeitsverteilung un-
terliegende Auswahl von Konfigurationen oder Prozessen. An diesen Konfigurationen
ko¨nnen Observablen numerisch gemessen werden. Bei einer endlichen, aber sehr großen
Anzahl von Konfigurationen kann so ein ”typisches“, kleineres Ensemble herausgegriffen
werden und nur anhand dieser die Erwartungswerte der Observablen ermittelt werden.
Die Approximation der Verteilung der Teststatistik T fu¨r Datensa¨tze, die die Nullhy-
pothese erfu¨llen, geschieht ebenfalls unter Zuhilfenahme einer Monte-Carlo-Methode. Es
ist dafu¨r notwendig, mo¨glichst viele zufa¨llige Zeitreihen zu erzeugen, die die Nullhypothese
erfu¨llen. Diese ”ku¨nstlichen“ Ersatz–Zeitreihen werden auch Surrogate genannt [TEL
+92].
Die gewu¨nschten Eigenschaften der Surrogate und damit ihre Erzeugung ha¨ngen natu¨rlich
von der Nullhypothese ab, auf die getestet werden soll. Das Generieren von Surrogaten
ist daher oft nicht trivial, nur schwer oder bislang gar nicht zu bewerkstelligen. Die Sur-
rogate du¨rfen die Eigenschaft, auf die hin der Originaldatensatz untersucht werden soll,
nicht aufweisen. Alle anderen Eigenschaften der Originaldaten sollten aber auch in den
Surrogaten zu finden sein, was bei der Erzeugung von Surrogaten beru¨cksichtigt werden
muss. Dabei unterscheidet man zwei verschiedene Ansa¨tze, die im Folgenden beschrieben
werden.
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1.4.1 Typische Realisierung
Wird die Nullhypothese direkt u¨ber eine Klasse von Modellen definiert, liegt es nahe, die
Surrogate einfach durch Realisierungen eines Modell zu generieren. Durch unterschiedli-
che Anfangsbedingungen la¨sst sich so eine beliebig große Anzahl an Surrogaten erzeugen.
Die offenen Parameter des Modells mu¨ssen durch Anpassung aus der Originalzeitreihe
bestimmt werden. Hier zeigt sich auch schon ein erster Nachteil dieser typischen Reali-
sierung. So ist es oft nicht einfach aus einer einzelnen, unter Umsta¨nden auch kurzen
Zeitreihe die Parameter mit genu¨gend hoher Genauigkeit zu bestimmen. Hinzu kommt
ha¨ufig das Problem, dass die Ordnung des Modells eine weitere Freiheit darstellt, deren
Wahl aber von entscheidender Bedeutung sein kann.
Fu¨r das in Abschnitt 1.2 erwa¨hnte Beispiel fu¨r einen Test auf Korrelationen in einer
Zeitreihe, ko¨nnte die typische Realisierung wie folgt aussehen. Die Surrogate werden
u¨ber eine Folge von Zufallszahlen erzeugt, deren Wahrscheinlichkeitsverteilung mit der
angepassten Verteilung der Werte der Originalzeitreihe u¨bereinstimmt. Die Verteilung
dieser Zufallszahlen wird dabei aber nicht exakt, sondern nur anna¨hernd u¨bereinstimmen.
Werden signifikante Unterschiede in der Autokovarianz (1.1) der Originalzeitreihe und den
Surrogaten gefunden, kann die Nullhypothese der Unkorreliertheit verworfen werden.
Um die Methode der typische Realisierung in einem Test auf Nichtlinearita¨t zu ver-
wenden, mu¨sste ein Modell herangezogen werden, das die Klasse der linearen Prozesse
abdeckt. In der Tat existiert in der linearen Zeitreihenanalyse ein solches allgemeines








Dabei sind ap und bq reelle Koeffizienten und die {ηn} gaußverteilte, unabha¨ngige Zufalls-
zahlen mit γ(η)(τ) = 0. Die erste Summe beschreibt den autoregressiven (AR) Aspekt des
Prozesses, d. h. die Abha¨ngigkeit von der eigenen Vergangenheit. Ist Q = 0, so handelt
es sich um ein autoregressives Modell der Ordnung P , kurz AR(P ). Der zweite Term
ist rein stochastisch und fu¨r P = 0 spricht man von einem moving–average–Modell Q–ter
Ordnung, MA(Q). Die zweite Summe ist eine mit bq gewichtete Mittelung der treibenden
Zufallsfolge ηn, wobei jeweils nur u¨ber ein verschobenes Fenster der Breite Q+1 gemittelt
wird.
Zur Anpassung der Parameter des ARMA–Modells wurden unterschiedlichste Ansa¨tze
entwickelt, wobei der einfachste auf einer einfachen Korrespondenz zwischen der Auto-
kovarianz (1.1) und den Koeffizienten des AR–Prozesses basiert [SS87]. Entsprechende
Surrogate sind dann wieder einfach Realisierungen des angepassten AR-Prozesses.
Bis jetzt sind wir davon ausgegangen, dass die einzigen Freiheiten in dem anzupas-
senden Modell durch einen endlichen Satz reeller Zahlen beschrieben werden kann. Die
Mo¨glichkeit einer unbekannten Funktion im Modell wurde z. B. nicht betrachtet. Eine
erwu¨nschte Erweiterung in diese Richtung zeigt die Grenzen der Methode der typischen
Realisierung, da dann eine sinnvolle Modellanpassung nur sehr schwierig wa¨re. In der
Praxis tauchen solche Funktionen aber in Form von z. B. Messfunktionen
sn = m(xn) (1.9)
sehr ha¨ufig auf. Die gemessenen Gro¨ßen in Form von Zeitreihen {sn} zeigen dabei oft
auch nichtlineare Abha¨ngigkeit von den interessierenden, intrinsischen Gro¨ßen {xn} des
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Systems, deren Verhalten unter Umsta¨nden durch ein bekanntes, lineares Modell beschrie-
ben werden kann.
1.4.2 Bedingte Realisierung
Im Gegensatz zum vorherigen Abschnitt werden bei der bedingten Realisierung bestimmte
Eigenschaften der Originaldaten exakt auf den Surrogaten reproduziert. So ko¨nnen z. B.
einfache Eigenschaften wie Mittelwert oder Varianz durch Umskalierung der Surrogate mit
der Originalzeitreihe in U¨bereinstimmung gebracht werden. In [TP96] wird anhand einiger
Beispiele sehr deutlich gezeigt, dass die bedingte Realisierung stets vorzuziehen ist, da sie
im Gegensatz zur typischen Realisierung korrekte Size und ho¨here Trennscha¨rfe liefert.
In dem oben erwa¨hnten Beispiel eines Tests auf Korrelation ist auch die Erzeugung
von Surrogaten als bedingte Realisierungen relativ einfach. Ein Surrogat kann hier durch
mehrfache, zufa¨llige Vertauschung der Werte der Zeitreihe erzeugt werden. Dies zersto¨rt
jegliche, eventuell im Originaldatensatz vorhandene Korrelationen. Andere Eigenschaf-
ten, wie z. B. die Verteilung der Werte, bleiben dabei aber im Gegensatz zur typischen
Realisierung exakt erhalten.
Bei einem Test auf Nichtlinearita¨t ist die entscheidende, zu erhaltende Eigenschaft der
Surrogate die Autokovarianz (1.1), die, wie bereits erwa¨hnt, in Beziehung zu den Koeffizi-
enten des ARMA–Modells (1.8) steht. Diese direkte Korrespondenz zwischen Modellklasse
und Eigenschaften ist aber eher die Ausnahme und nicht als Regelfall anzusehen. Da in-
teressierende Nullhypothesen aber ha¨ufig u¨ber Modellklassen formuliert werden, ist das
Formulieren entsprechender Eigenschaften oft schwierig oder gar unmo¨glich. Auch wenn
die Eigenschaften bekannt sind, kann ihre gleichzeitige Realisierung problematisch sein.
Oft ko¨nnen sie nur na¨herungsweise in den Surrogaten reproduziert werden. Ziel dieser
Arbeit ist es, eine mo¨glichst allgemeine Methode zur Implementierung mehrerer unter-
schiedlicher Eigenschaften zu entwickeln, welche in Kapitel 2 vorgestellt wird.
1.4.3 Tests mit Surrogaten
Ist die Methode zur Generierung der Surrogate in Einklang mit der zu untersuchenden
Nullhypothese, wird der Test folgendermaßen durchgefu¨hrt. Zuna¨chst werden B Surrogate
erzeugt und auf allen Surrogaten die Teststatistik Tb, b = 1, . . . , B berechnet. Die Vertei-
lung der {Tb} folgt bei korrekter Erzeugung der Surrogate anna¨hernd der Verteilungsfunk-
tion von T . Die gleiche Teststatistik wird auf der Originalzeitreihe T0 = T ({sn}) berech-
net. Liegt T0 nun im oberen oder unteren Bereich der Werte {Tb}, d. h. im ”Schwanz“
der empirischen Verteilung, so wird die Nullhypothese verworfen. Solch ein Vorgehen
wird zweiseitiger Test genannt, da die Nullhypothese sowohl fu¨r große als auch fu¨r klei-
ne T0 verworfen wird. Eine solche mo¨gliche Abweichung in beide Richtungen ist z. B.
fu¨r 3-Punkt-Autokovarianz (1.2) oder die Zeitumkehrasymmetrie (1.3) als Teststatistik zu
erwarten, sodass in diesen Fa¨llen ein zweiseitiger Test no¨tig wa¨re.
In einem Surrogattest wird die Nullhypothese verworfen, wenn T0 in der nach Gro¨ße
sortierten Liste {Tb, b = 0, . . . , B} zu den (B + 1)α/2 kleinsten oder zu den (B + 1)α/2
gro¨ßten Werten geho¨rt. Dieses Verfahren ist so konstruiert, dass die Wahrscheinlichkeit
fu¨r einen ”Fehler vom Typ I“ wie erwu¨nscht durch die Size α gegeben ist. Minimal werden
fu¨r einen zweiseitigen Test B = 2/α − 1 Surrogate beno¨tigt. In diesem Fall wird die
Nullhypothese verworfen, wenn T0 der kleinste oder der gro¨ßte der Liste {Tb} ist. Soll der
Test eine kleinere Size α und damit ein ho¨heres Signifikanzniveau aufweisen, werden mehr
Surrogate beno¨tigt.
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Wird erwartet, dass die Teststatistik fu¨r Daten, die die Nullhypothese nicht erfu¨llen,
stets im unteren oder stets im oberen Bereich der {Tb} liegt, spricht man von einem einsei-
tigen Test. In diesem Fall reichen B = 1/α− 1 Surrogate fu¨r einen Test aus. Ein Beispiel
fu¨r eine Teststatistik, fu¨r die nur ein einseitiger Test durchgefu¨hrt werden muss, ist der
Vorhersagefehler (1.5), welcher zum Verwerfen der Nullhypothese auf der Originalzeitreihe
signifikant kleiner sein sollte als fu¨r die Surrogate.
Fu¨r gewo¨hnlich wird die Anzahl der Surrogate zu B = 2n/α− 1 fu¨r einen zweiseitigen
Test und zu B = n/α− 1 fu¨r einen einseitigen Test gewa¨hlt, wobei n ∈ N ist. Der Grund,
mehr Surrogate als minimal no¨tig (n = 1) fu¨r einen Test zu verwenden, ist eine leichte
Erho¨hung der Trennscha¨rfe fu¨r große B [Mar78]. Die Size α hingegen ist unabha¨ngig von
der Anzahl der Surrogate.
In einigen Fa¨llen wird bei einem Surrogattest eine etwas andere Vorgehensweise ge-
wa¨hlt. So ko¨nnen fu¨r die Werte {Tb} der Surrogate Mittelwert, Varianz und andere Para-
meter berechnet werden. Liegt T0 dann z. B. zwei Standardabweichungen vom Mittelwert
entfernt, kann die Nullhypothese mit 95% abgelehnt werden. Dieses Verfahren hat aber
zwei Nachteile. Zum einen werden relativ viele Surrogate beno¨tigt, um die Parameter
genu¨gend genau abscha¨tzen zu ko¨nnen. Gravierender ist aber die Tatsache, dass die Ver-
teilungsfunktion vorher bekannt sein muss. Die Aussage des obigen Beispiels ist nur kor-
rekt, wenn die Teststatistik fu¨r die Nullhypothese gaußverteilt ist. Falsche Annahmen u¨ber
die Verteilungsfunktion fu¨hren aber sehr wahrscheinlich zu einem falschen Testergebnis.
Fu¨r einige der Teststatistiken aus Abschnitt 1.3 sieht die Wahrscheinlichkeitsverteilung auf
den ersten Blick tatsa¨chlich wie eine Gaußverteilung aus. Ein Kolmogorov–Smirnov–Test
ergab aber nur eine 10%-Wahrscheinlichkeit fu¨r Gaußverteilung der Werte. Um mo¨glichst
wenige Annahmen u¨ber die Verteilung der Teststatistik zu machen, werde ich im Folgenden
ausschließlich das nichtparametrische Verfahren verwenden.
1.5 Methoden im Frequenzraum
Bei der Erzeugung von Surrogaten fu¨r Tests auf Nichtlinearita¨t ist zu beachten, dass
ihre linearen Eigenschaften mit denen des Originaldatensatzes u¨bereinstimmen. Bei einer
bedingten Realisierung sollten die Surrogate also exakt die gleichen Autokovarianzen γ(τ)
wie die Originaldaten aufweisen. Da dies aber auf einem Surrogat nicht offensichtlich







2piikn/N , k = −N/2, . . . , N/2 (1.10)
in der Frequenzraum, welche ich im Folgenden kurz als {s˜k} = F{sn} schreibe. Die Nor-
mierung in Gleichung (1.10) ist so gewa¨hlt, dass die inverse Transformation F−1 durch
einen einfachen Vorzeichenwechsel im Exponenten aus F hervorgeht. Die komplexen s˜k
lassen sich durch ihre Amplituden Ak = |s˜k| und Phasen φk = arctan(Im(s˜k)/Re(s˜k))
darstellen. Fu¨r die Generierung von Surrogaten ist wichtig, dass die quadrierten Fou-
rieramplituden A2k einen Scha¨tzer fu¨r das Frequenzspektrum darstellen, welches u¨ber das
Wiener–Khinchin–Theorem
F{%(n)} = {A2k} (1.11)
mit den Autokorrelationen %(τ) = γ(τ)/γ(0) ≡ γ(τ)/σ2 verknu¨pft ist. Zwei Zeitreihen mit
gleichem Frequenzspektrum besitzen also die gleiche Autokovarianz. Diese Tatsache wird
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bei der im folgenden Abschnitt beschriebenen Methode zur Erzeugung von Surrogaten
ausgenutzt.
1.5.1 FT–Surrogate
Fu¨r einen einfachen Nichtlinearita¨tstests genu¨gt es demzufolge, Surrogate zu generieren,
die in den Fourieramplituden mit den Originaldaten u¨bereinstimmen. Die verbleibenden
Freiheiten (im Frequenzraum) liegen in der Wahl der Phasen. Das folgende, einfache
Schema erzeugt entsprechende Surrogate:
1. Die Zeitreihe {sn} wird mit der diskreten Fouriertransformation (1.10) in den Fre-
quenzbereich transformiert.
2. Die Phasen {φk} werden durch gleichverteilte Zufallszahlen zwischen 0 und 2pi er-
setzt.
3. Die inverse Fouriertransformation wird durchgefu¨hrt und man erha¨lt das Surrogat
{s′n}.
Diese Surrogate besitzen per Konstruktion die gleichen Fourieramplituden wie der Ori-
ginaldatensatz und werden auch phasenrandomisierte Surrogate genannt. Wie bereits
erwa¨hnt, sind diese Amplituden aber lediglich ein Scha¨tzer fu¨r das Frequenzspektrum,
das u¨ber Gleichung (1.11) mit der Autokovarianz verknu¨pft ist. Eine bessere Scha¨tzung
des Frequenzspektrums ist also wu¨nschenwert und es existieren dazu eine Reihe weiterer
Methoden [PTVF92]. Fu¨r die Surrogaterzeugung ist aber auch die Ru¨cktransformation in
Schritt 3 von entscheidender Bedeutung.
Ein Test mit den nach obigem Schema konstruierten Surrogaten testet auf die Null-
hypothese eines gaußschen, linearen Prozesses. Wurden die Daten allerdings u¨ber eine
nichtlineare Messfunktion (1.9) gewonnen, sodass die Verteilung der Originalzeitreihe von
der Gaußverteilung abweicht, wu¨rde der Test die Nullhypothese korrekterweise verwer-
fen. Will man eine solche instantane, nichtlineare Messfunktion in die Nullhypothese
aufnehmen, mu¨ssen die entsprechenden Surrogate neben der Autokovarianz auch die Ver-
teilungsfunktion mit den Originaldaten teilen.
1.5.2 AAFT–Surrogate
Im Sinne der bedingten Realisierung bedeutet ein exaktes Reproduzieren der Verteilung,
dass die Surrogate dieselben Werte annehmen wie die Originalzeitreihe. Die verbleibende
Freiheit liegt in ihrer Reihenfolge. Diese Freiheit wird aber dadurch eingeschra¨nkt, dass
auch die Fourieramplituden bzw. die Autokovarianzen u¨bereinstimmen sollen. Wie beide
Bedingungen gleichzeitig exakt erfu¨llt werden ko¨nnen, ist nicht offensichtlich.
Die im Folgenden beschriebene Methode der Amplitude Adjusted Fourier Transforma-
tion (AAFT) von Theiler et al. [TEL+92] kann die Fourieramplituden aber anna¨hernd in
U¨bereinstimmung bringen, wa¨hrend die Verteilung exakt reproduziert wird. Dabei wer-
den die Daten zuna¨chst in die Gaußverteilung u¨berfu¨hrt, fouriertransformiert und danach
wieder auf die Ausgangsverteilung gebracht. Im Detail sieht das wie folgt aus:
1. Es werden N gaußverteilte Zufallszahlen {ηn} erzeugt.
2. Die Originaldaten {sn} werden jetzt auf die gaußverteilten Werte umskaliert. Dabei
wird der kleinste Wert der {sn} durch den kleinsten Wert der {ηn} ersetzt. An die
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Stelle des zweitkleinsten der {sn} tritt der zweitkleinste der {ηn}, usw. Bis am Ende
der gro¨ßte Wert der {sn} durch den gro¨ßten der {ηn} ersetzt wird. Diese Prozedur
heißt Reskalierung u¨ber die Rangordnung. Die so entstandenen Daten {gn} sind
gaußverteilt und folgen der zeitlichen Entwicklung der Originaldaten.
3. Die {gn} werden fouriertransformiert, die resultierenden Phasen durch gleichverteilte
Zufallszahlen ersetzt und zuru¨cktransformiert. Man erha¨lt die ebenfalls gaußverteil-
ten {g′n}.
4. Die {g′n} werden u¨ber die Rangordnung auf die Verteilung der Originaldaten {sn}
zuru¨ckskaliert. Das resultierende Surrogat {s′n} hat per Konstruktion die gleiche
Verteilungsfunktion und anna¨hernd das gleiche Frequenzspektrum wie die Original-
daten.
Ko¨nnen Surrogate mit gleicher Autokovarianz und Verteilungsfunktion wie die zu un-
tersuchende Zeitreihe konstruiert werden, lautet die entsprechende Nullhypothese: ”Die
Daten {sn} sind das Ergebnis eines gaußschen, linearen Prozesses xn, der mit einer mo-
notonen Messfunktion m(xn) = sn gemessen wurde.“ Die Monotonie der Messfunktion
ist Bestandteil der Nullhypothese, da wir im letzten Schritt des Schemas stillschweigend
die Invertierbarkeit der Messfunktion vorausgesetzt haben. Dies ist die einzige bekannte
Verallgemeinerung der Nullhypothese fu¨r einen Test auf Nichtlinearita¨t in der Sprache der
Modellklasse. Weitere Verallgemeinerungen ko¨nnen nur u¨ber die Festlegung von weiteren
Eigenschaften erreicht werden. Eine sehr flexible und allgemeine Methode, um dies zu
erreichen, wird im na¨chsten Kapitel entwickelt.
Wie erwa¨hnt, wird das Spektrum der Originalzeitreihe nicht exakt auf den Surroga-
ten reproduziert. In [SS96] wird deutlich gezeigt, dass die Abweichungen des Spektrums
speziell fu¨r kurze, stark korrelierte Zeitreihen signifikant sind. Das Spektrum der AAFT-
Surrogate tendiert dazu, flacher als das Originalspektrum zu sein. Die Reskalierung in
den Schritten 2 und 4 ist lediglich eine Approximation der unbekannten Messfunktion, die
fu¨r endliche Zeitreihen nicht exakt ist. Die Residuen zwischen den durch approximierter
und wirklicher Messfunktion gemessenen Werten sind aber zeitlich unabha¨ngig und haben
daher ein weißes, flaches Spektrum. Dies fu¨hrt zu einem additiven, flachen Untergrund
und damit einem Abflachen des Spektrums.
1.5.3 Iteratives Verfahren
Die folgende Methode [SS96] erreicht eine wesentlich bessere Anna¨herung des Spektrums
der Surrogate an das Originalspektrum als die AAFT. Der Algorithmus besteht aus einem
einfachen Iterationsschema mit zwei abwechselnden Schritten.
1. Zuna¨chst wird eine in ansteigender Reihenfolge sortierte Version {s¯n} der Zeitreihe
{sn} erzeugt. Außerdem werden einmalig die Frequenzamplituden {Ak = |s˜k|} der
Zeitreihe berechnet.
2. Die folgende Iteration wird mit einer zufa¨llig permutierten Zeitreihe {s(0)n } gestartet.
3. Im ersten Schritt der Iteration i wird {s(i)n } fouriertransformiert. Die resultierenden
Amplituden werden verworfen und durch die Amplituden {Ak} der Originalzeitreihe
ersetzt. Die Phasen {φk} bleiben unvera¨ndert. Nach der inversen Transformation
erha¨lt man die Sequenz {sˆ(i)n }.
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4. Im zweiten Schritt der Iteration wird die Verteilung angepasst. Dies geschieht wie-
der u¨ber eine Reskalierung u¨ber die Rangordnung. Dabei nutzt man die sortierte
Zeitreihe {s¯n} und erha¨lt {s(i+1)n }.
Die beiden Iterationsschritte 3 und 4 werden abwechselnd wiederholt. Das Spektrum
des Surrogates {s(i)n } passt sich dabei immer mehr dem Spektrum der Originaldaten an,
wa¨hrend die Verteilung stets exakt u¨bereinstimmt. In [SS96] wird gezeigt, dass die ver-
bleibende Diskrepanz zuna¨chst mit bei steigender Anzahl der Iterationen i sinkt und dann
einen konstanten Wert annimmt, der von der La¨nge der Zeitreihe N abha¨ngt. Dabei ist fu¨r
gro¨ßere N die verbleibende Diskrepanz kleiner. Das Erreichen dieses Plateaus in der Spek-
trumsdiskrepanz ko¨nnte als Abbruchkriterium dienen. Nach weiteren Iterationen la¨uft das
Schema allerdings in einen Fixpunkt {s(i+1)n } = {s(i)n }, was ein wesentlich einfacheres Ab-
bruchkriterium darstellt. Dieser Fixpunkt wird dann erreicht, wenn die A¨nderung im
ersten Iterationsschritt zu klein ist, um im zweiten Schritt eine Umordnung der Werte zu
bewirken. Ist man an Surrogaten interessiert, die eine gro¨ßtmo¨gliche U¨bereinstimmung
in den Korrelationen zeigen, kann auch nach Schritt 3 abgebrochen und {sˆ(i)n } verwendet
werden. Eine eventuell starke Abweichung in der Verteilung sollte vor dem Test jedoch
ausgeschlossen werden.




2.1 Probleme der Standardmethoden
Die im vorangegangenen Kapitel besprochenen Standardmethoden zur Erzeugung von
Surrogaten fu¨r Nichtlinearita¨tstests weisen einige Nachteile auf. Als erstes ist sicherlich
ihre Starrheit zu nennen. Wie ich bereits erwa¨hnt habe, ist bislang keine Erweiterung der
Nullhypothese in Bezug auf die Modellklasse bekannt. Aber auch eine Verallgemeinerung
unter Einbezug weiterer Eigenschaften ist nicht offensichtlich. In diesem Kapitel werde
ich eine Methode entwickeln, mit der beliebige Eigenschaften der Surrogate fixiert werden
ko¨nnen. Neben dem Mangel an Flexibilita¨t gibt es aber auch weitere Schwierigkeiten, die
bei unzureichender Vorsicht zu falschen Testaussagen fu¨hren ko¨nnen. In den folgenden
Abschnitten gebe ich zwei Beispiele.
2.1.1 Periodizita¨t
Die bisher diskutierten Methoden zur Surrogaterzeugung basieren alle auf dem Wiener–
Khinchin–Theorem (1.11), welches Autokorrelation und Spektrum einer Zeitreihe in Be-
ziehung bringt. Dem entsprechend versuchen diese Methoden die Fourieramplituden der
Originaldaten exakt auf den Surrogaten zu reproduzieren, um ihre Autokorrelationen in
U¨bereinstimmung zu bringen. Ein Blick auf Gleichung (1.10) zeigt aber, dass die Fourier-
amplituden periodisch in k mit der Periode N sind, d. h. s˜k+jN = s˜k, j ∈ Z, gilt. Die
gleiche Periodizita¨t zeigt auch das Ergebnis der inversen Fouriertransformationen, na¨mlich







(sn − s¯)(smod(n+τ−1,N)+1 − s¯) (2.1)
realisiert, wobei die Modulo–Funktion mod(a, b), der Rest bei Division von a und b, die
Periodizita¨t widerspiegelt. Nur in den seltensten Fa¨llen kann man aber tatsa¨chlich an-
nehmen, dass der zu untersuchende Datensatz eine Periode einer unendlich fortgesetzten,
periodischen Zeitreihe ist. Zudem ist diese Annahme auch nicht mit der formulierten
Nullhypothese zu vereinbaren.
Neben diesen eher ”formalen“ Problemen, kann der scheinbar unbedeutende Unter-
schied zwischen γ(τ) und γp(τ) aber zu deutlichen Artefakten in den Surrogaten fu¨hren.
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Abbildung 2.1: Auswirkung einer Abweichung zwischen Anfangs– und Endwert einer Zeitreihe auf
ein Surrogat. Oben ist eine Realisation des AR(2)–Prozesses mit den Koeffizienten aus Gleichung
(2.2) dargestellt. Unten ein Surrogat nach der Methode aus Abschnitt 1.5.3, welches exakt dieselben
Fourieramplituden aufweist, aber dennoch deutliche Unterschiede zeigt.
Damit verbunden ist die Gefahr, dass die angewandte Teststatistik empfindlich auf diese
Artefakte reagiert und der Test eine falsche Aussage liefert. Insbesondere treten sol-
che Probleme bei einer Abweichung zwischen Anfangs– und Endwert der Zeitreihe auf
[TLR93]. Ist man lediglich an einem guten Scha¨tzer fu¨r das Spektrum interessiert, ko¨nnen
diese Randeffekte z. B. durch Fenstertechniken oder das Anha¨ngen von Nullen minimiert
werden. Fu¨r die Erzeugung von Surrogaten sind diese Methoden aber nicht anwendbar,
da sie nicht invertierbar sind.
Die Auswirkungen einer Abweichung zwischen Anfangs– und Endwert sollen im Fol-
genden an einem Beispiel demonstriert werden. Dazu betrachte ich eine Realisation des
AR(2)–Prozesses
xn = 1.929xn−1 − 0.93xn−2 + ηn (2.2)
mit trivialer Messfunktion, d. h. sn = xn. Die Koeffizienten wurden dabei so gewa¨hlt, dass
der Prozess nahezu instabil ist und langreichweitige Korrelationen aufweist. In Abbildung
2.1 (oben) ist gut zu erkennen, dass die Zeitreihe relativ glatt ist und ein große Differenz
zwischen Anfangs– und Endwert zeigt. Wu¨rde die Zeitreihe periodisch fortgesetzt, ent-
spra¨che diese Differenz einem Sprung, der wesentlich gro¨ßer ist als typische Differenzen
innerhalb der Zeitreihe. Ein solcher Sprung liefert, a¨hnlich einer Rechteckwelle, in allen
Frequenzen Beitra¨ge zum Spektrum. Die entsprechenden Phasen sind dabei so aufeinan-
der abgestimmt, dass der Sprung zeitlich lokalisiert auftritt. In einem Surrogat, das die
Amplituden erha¨lt, aber die Phasen durch zufa¨llige ersetzt, werden die Frequenzanteile
des Sprungs zeitlich verschmiert. In dem in Abbildung 2.1 unten gezeigten Surrogat ist
dies am deutlichsten an dem Spektralanteil in den hohen Frequenzen zu erkennen. Das
Surrogat weist nicht die Glattheit der Originalzeitreihe auf. Hingegen zeigt das Surrogat
eine nahezu perfekte U¨bereinstimmung zwischen Anfangs– und Endwert und es existiert
kein zeitlich lokaler Sprung mehr.
Die Autokorrelationen %(τ) = γ(τ)/γ(0) und die periodischen Autokorrelationen
%p(τ) = γp(τ)/ γp(0) der Originalzeitreihe und eines Surrogates sind in Abbildung 2.2




















Abbildung 2.2: Diskrepanz zwischen den Autokorrelationen des AR(2)–Prozesses (2.2) (oben) und
eines Surrogates (unten). Auch die periodischen Autokorrelationen %p (gestrichelt) weichen von der
gewu¨nschten Autokorrelationen ab, stimmen aber zwischen Original und Surrogat u¨berein.
aufgetragen. Die Autokorrelationen %(τ) des Surrogates weichen dabei zum Teil stark
von denen des AR–Prozesses ab, welche fu¨r eine bedingte Realisierung aber exakt repro-
duziert werden sollten. Die periodischen Autokorrelationen der Originaldaten und des
Surrogates stimmen wie erwartet u¨berein. Verbleibende kleine Abweichungen zwischen
ihnen ergeben sich aus dem Iterationschritt, in dem die Verteilung angepasst wird. Wu¨rde
die Iteration nach der Anpassung der Fourieramplituden abgebrochen, wu¨rden die peri-
odischen Autokorrelationen zwar exakt u¨bereinstimmen, aber die gleichen Abweichungen
von der gewu¨nschten Autokorrelation %(τ) zeigen.
Wie fatal diese Abweichungen zwischen den Autokorrelationen sein ko¨nnen, zeigt das
Ergebnis des folgenden Tests, in dem ein nichtlinearer Vorhersagefehler als Teststatistik
dient. Zuna¨chst werden mithilfe der Iterationsmethode 19 Surrogate fu¨r die Zeitreihe aus
Abbildung 2.1 erzeugt. Um die Vorhersagen (1.7) zu berechnen, werden die Zeitreihen
in m = 2 Dimensionen eingebettet. Die Zeitverzo¨gerung der Einbettung wird τ = 120
gewa¨hlt, was ungefa¨hr der ersten Nullstelle der Autokorrelation entspricht. Der Nachbar-
schaftsradius r wird auf ein Viertel der Standardabweichung gesetzt. Es sei betont, dass
diese Wahl der Parameter nicht außergewo¨hnlich ist und ga¨ngiger Praxis entspricht. Der
sich daraus ergebende Vorhersagefehler (1.5) der Originalzeitreihe ist dabei deutlich klei-
ner als die Vorhersagefehler fu¨r die 19 Surrogate, was einem Verwerfen der Nullhypothese
mit einem Signifikanzniveau von 95% entspricht. Der Test ”erkennt“, dass der Sprung nur
sehr unwahrscheinlich das Resultat eines linearen Prozesses sein kann.
Natu¨rlich ha¨tte in diesem Fall eine visuelle Inspektion der Surrogate gereicht, um eine
deutliche Abweichung von der Originalzeitreihe zu erkennen. Es wurde auch bewusst eine
Zeitreihe gewa¨hlt, deren Differenz zwischen Anfangs– und Endwert so groß ist, dass die
zusa¨tzlichen Frequenzanteile im Surrogat leicht zu erkennen sind. Wa¨re die Abweichung
zwischen Anfangs– und Endwert kleiner, ko¨nnten aber unter Umsta¨nden keine Unter-
schiede mehr zwischen Daten und Surrogaten zu sehen sein. Eine Teststatistik wie der
Vorhersagefehler, der empfindlich auf Abweichungen in den Autokorrelationen reagiert,
ko¨nnte aber dennoch die Unterschiede aufspu¨ren und ein Verwerfen der Nullhypothese
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bewirken.
Eine einfache Mo¨glichkeit, Effekte auszuschließen, die aus einer Abweichungen zwi-
schen Anfangs– und Endpunkt resultieren, besteht darin, Werte an den Enden abzu-
schneiden. Die Anzahl der verworfenen Werte am Anfang und Ende der Zeitreihe sollten
dabei so gewa¨hlt werden, dass eine mo¨glichst lange Teilsequenz entsteht, deren Endwerte
na¨herungsweise u¨bereinstimmen. Dadurch werden Artefakte in den Surrogaten, die aus
einem untypisch großen Sprung in der Originalzeitreihe resultieren, minimiert. Die unter
Umsta¨nden verbleibende Diskrepanz zwischen den Steigungen am Anfang und Ende der
Teilsequenz spielt meist eine wesentlich geringere Rolle. Ist die Zeitreihe aber relativ glatt
und der periodische U¨bergang vom Ende zum Anfang untypisch spitz, sollten auch die
Steigungen an den Enden in U¨bereinstimmung gebracht werden.
Das Anpassen der Enden ist eine sehr einfache, aber wichtige Vorsichtsmaßnahme,
die in vielen Fa¨llen ausreicht, falsche Aussagen eines Nichtlinearita¨tstests zu vermeiden.
Nichtsdestotrotz werden auf den Surrogaten aber weiterhin die periodischen Autokorrela-
tionen realisiert, die auch bei einem U¨bereinstimmen der Enden starke Abweichungen von
den gewu¨nschten Autokorrelationen aufweisen ko¨nnen. Eine neue Methode, die tatsa¨chlich
die Autokorrelationen %(τ) auf den Surrogaten realisiert, wird in Abschnitt 2.2 entwickelt.
Allerdings stellt diese Methode wesentlich ho¨here Anspru¨che an die Computerleistung und
braucht fu¨r gewo¨hnlich mehr Zeit zum Erzeugen einzelner Surrogate. Die Wahl der Me-
thode ha¨ngt also vom jeweiligen Fall ab. Sind die Daten mit einem großen zeitlichen oder
finanziellen Aufwand aufgenommen worden oder gar nur einmal messbar (wie z. B. in der
Geologie), wird der zusa¨tzliche zeitliche Aufwand bei der Auswertung der Daten kaum ins
Gewicht fallen.
2.1.2 Nichtstationarita¨t
Ein wesentlicher Bestandteil der Nullhypothese, der bisher nicht erwa¨hnt wurde, ist die
Stationarita¨t. Die Surrogate, die auf den Methoden aus Kapitel 1 basieren, sind stets sta-
tiona¨r. Dies la¨sst sich am leichtesten daran erkennen, dass stets nur die Fourieramplituden
erhalten bleiben, wa¨hrend die Phasen durch zufa¨llige ersetzt werden. Die Fourieramplitu-
den sind aber ein Bestandteil der Repra¨sentation der Daten im Frequenzraum und enthal-
ten allein keine zeitliche Information. Nach der inversen Fouriertransformation erhalten
wir eine Linearkombination aus unabha¨ngigen, periodischen und stationa¨ren Funktionen,
die damit ebenfalls stationa¨r ist.
Die Tatsache, dass die Nullhypothese also die Stationarita¨t beinhaltet, la¨sst vermuten,
dass jegliche Form von Nichtstationarita¨t in der zu untersuchenden Zeitreihe zu einem
Verwerfen der Nullhypothese fu¨hrt. Dies trifft aber nicht immer zu und ha¨ngt in star-
kem Maße von der verwendeten Teststatistik ab. Die Gro¨ßen, die als Teststatistik fu¨r
Nichtlinearita¨tstests dienen ko¨nnen, setzen in nahezu allen Fa¨llen Stationarita¨t voraus
und liefern fu¨r nichtstationa¨re Zeitreihen meist keine sinnvollen Werte. So ko¨nnen z. B.
fu¨r ein dynamisches System, dessen Parameter sich zeitlich stark a¨ndern, keine sinnvollen
Vorhersagen u¨ber die lokal konstante Vorhersage (1.7) getroffen werden. Die im Phasen-
raum zu unterschiedlichen Zeiten wiederkehrende Trajektorie wu¨rde zu jedem Zeitpunkt
einer Dynamik mit anderen Parametern folgen und sinnvolle Vorhersagen unmo¨glich ma-
chen. Die Nichtstationarita¨t sorgt also in einem solchen Fall fu¨r gro¨ßere Vorhersagefehler
und senkt damit die Wahrscheinlichkeit fu¨r ein Verwerfen der Nullhypothese. In [SS99a]
haben wir das Beispiel eines AR(1)–Prozesses betrachtet, dessen Parameter linear mit
der Zeit variieren. In 1000 Test mit unterschiedlichen Realisierungen dieses Prozesses war
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in 350 Fa¨llen der Vorhersagefehler (1.5) gro¨ßer als die Vorhersagefehler der jeweils neun
Surrogate. Nur in 2.3% der Tests wurde die Nullhypothese verworfen. Diese Senkung der
Verwerfwahrscheinlichkeit ko¨nnte allerdings auch bei einem nichtstationa¨ren, nichtlinearen
Prozess dazu fu¨hren, dass die Nullhypothese fa¨lschlicherweise akzeptiert wird.
Anders sieht es bei der Verwendung von Scha¨tzern fu¨r die Dimension als Teststatistik
aus. Fu¨r gaußsche, lineare Prozesse erwartet man im Einbettungsraum eine Punktwolke,
die sich in alle Raumrichtungen ausdehnt. Die Dimensionsscha¨tzer liefern fu¨r die Surro-
gate also schlicht die Einbettungsdimension. Die Einbettungsdimension ist aber natu¨rlich
auch die obere Schranke fu¨r den Wert, den ein Scha¨tzer fu¨r die Dimension liefern kann. Di-
mensionsscha¨tzer ko¨nnen also im Gegensatz zum Vorhersagefehler fu¨r die Originalzeitreihe
nicht gro¨ßer sein als fu¨r die Surrogate. Verschiedene Beispiele mit nichtstationa¨ren, linea-
ren Prozessen zeigten, dass bei Verwendung von Dimensionsscha¨tzern als Teststatistik, die
Nullhypothese mit hoher Wahrscheinlichkeit verworfen wurde [Tim98, SS99a].
Diese Beispiele zeigen, wie schwierig der Umgang mit nichtstationa¨ren Zeitreihen spe-
ziell im Hinblick auf Nichtlinearita¨tstests ist. Es wa¨re wu¨nschenswert, eventuelle Nicht-
stationarita¨t mo¨glichst vor einem Test auf Nichtlinearita¨t ausschließen zu ko¨nnen. Dies
ist aber aufgrund der vielfa¨ltigen Quellen und Formen von Nichtstationarita¨ten nahezu
unmo¨glich. Grundlegende Vorsichtsmaßnahmen sollten aber in jedem Falle getroffen wer-
den. Dabei erweist sich als erster Ansatz oft schon die visuelle Inspektion der Zeitreihe
und ihrer Repra¨sentationen in ho¨here Dimensionen als sehr hilfreich. Zur quantitativen
Analyse von Nichtstationarita¨t existieren zahlreiche Methoden wie z. B. Rekurrenzplots
[EKR87], [MS96], usw. Ist die Zeitreihe hinreichend lang, kann sie unterteilt werden und
die charakterisierenden Gro¨ßen auf den einzelnen Segmenten gemessen und verglichen
werden. Starke Schwankungen zwischen den Segmenten lassen dann Nichtstationarita¨t
vermuten. Gibt es Anhaltspunkte dafu¨r, dass die Dynamik sich innerhalb einer langen
Zeitreihe oder zwischen verschiedenen Datensatz nicht wesentlich a¨ndert, kann der Test auf
Nichtlinearita¨t auch lediglich auf einem Segment durchgefu¨hrt werden, welches anna¨hernd
stationa¨r ist. Ein Verwerfen der Nullhypothese auf diesem Segment wu¨rde den Einsatz
von nichtlinearen Methoden auf dem gesamten Datensatz rechtfertigen.
Steht allerdings nur eine einzelne kurze Zeitreihe zur Verfu¨gung, fu¨r die Nichtstationa-
rita¨t nicht ausgeschlossen werden kann, ist die Herausnahme eines Segmentes aber nicht
mehr praktikabel. Eine sinnvolle Berechnung der Teststatistik auf einem einzelnen kurzen
Segment ist dann nicht mehr mo¨glich. In diesen Fa¨llen kann sich aber unter Umsta¨nden
die Anwendung der Methode aus [SS99a] lohnen, mit der nichtstationa¨re Surrogate erzeugt
werden ko¨nnen. Dabei wird die zu untersuchende Zeitreihe in Segmente unterteilt und fu¨r
jedes Segment individuell ein Surrogat nach den Standardmethoden erzeugt. Die Teilsur-
rogate werden anschließend durch einfaches Aneinanderreihen zu einem langen Surrogat
zusammengefu¨gt. Da das resultierende Surrogate auf der Zeitskala der Segmentla¨nge die
gleiche Nichtstationarita¨t wie die Originalzeitreihe zeigt, kann die Teststatistik auf der
ganzen La¨nge der Zeitreihe berechnet werden. Eventuelle Abweichungen der Teststatistik
aufgrund von Nichtstationarita¨ten wa¨ren dann auf der Originalzeitreihe und den Surro-
gaten gleich. Auch bei dieser Methode sollte aber die Segmentla¨nge vorsichtig gewa¨hlt
werden. Sie sollte einerseits ku¨rzer als die typische Zeitskala der Nichtstationarita¨t sein.
Andererseits gehen zwischen den Segmenten jegliche Korrelationen verloren, sodass bei
einer Einteilung in viele kurze Segmente die Korrelationen des zusammengefu¨gten Surro-
gates stark von denen der Originalzeitreihe abweichen ko¨nnen. Dies ko¨nnte sich wiederrum
in den Werten fu¨r die Teststatistik widerspiegeln. In [SS99a] gebe ich einige Beispiele, in
denen diese Methode bei geeigneter Wahl der Segmentla¨nge zum Erfolg fu¨hrt.
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Mit der im na¨chsten Abschnitt vorgestellten Methode ko¨nnen beliebige Eigenschaf-
ten der Originalzeitreihe auch auf den Surrogaten reproduziert werden. Sind die Formen
der Nichtstationarita¨ten des zu untersuchenden Datensatz bekannt, ko¨nnen dadurch auch
a¨hnlich nichtstationa¨re Surrogate erzeugt werden. Obwohl die sinnvolle Berechnung von
Teststatistiken auf nichtstationa¨ren Zeitreihen fraglich ist, bleibt der Test so immerhin aus-
gewogen und besitzt die korrekte nominelle Size. Die Nullhypothese muss dann natu¨rlich
im Sinne der implementierten Nichtstationarita¨t modifiziert werden.
2.2 Simulated Annealing Methode
Die Standardmethoden des vorangegangen Kapitels sind in den meisten Fa¨llen, in denen
Daten auf Nichtlinearita¨t getestet werden sollen, ausreichend. Allerdings weisen sie ei-
nige Probleme auf, von denen einige bereits diskutiert wurden. Der gro¨ßte Nachteil ist
aber sicherlich die stark eingeschra¨nkte Klasse an mo¨glichen Nullhypothesen, fu¨r die ein
Test durchgefu¨hrt werden kann. Die Fourieramplituden und eine eventuell vorhandene,
monotone Messfunktion sind sie einzigen bekannten, interessanten Eigenschaften, fu¨r die
entsprechende inverse Transformationen existieren. Nur dadurch ist es mo¨glich, diese Ei-
genschaften auf ansonsten zufa¨lligen Surrogaten zu realisieren. Eine allgemeine Methode,
die nicht auf der Invertierbarkeit der Eigenschaften beruht, wa¨re also wu¨nschenswert.
Fu¨r einen Surrogattest auf eine einzelne interessierende Eigenschaft mu¨ssten idealer-
weise Surrogate erzeugt werden, in denen lediglich diese eine zu untersuchende Eigenschaft
zersto¨rt ist. Alle anderen Eigenschaften sollten mo¨glichst erhalten bleiben. Diese Heran-
gehensweise ist aber nur fu¨r a¨ußerst einfache Eigenschaften durchfu¨hrbar und kaum fu¨r
abstrakte Eigenschaften wie z. B. Nichtlinearita¨t oder Stationarita¨t zu realisieren. Ein-
facher ist es, auf einem zuna¨chst zufa¨lligen Surrogat Schritt fu¨r Schritt Eigenschaften zu
implementieren, die bereits bekannt oder fu¨r die Analyse uninteressant sind. Dabei sollte
mit den einfachsten Eigenschaften begonnen werden, um einfache Modelle auszuschließen,
bevor komplizierte Alternativen in Erwa¨gung gezogen werden. Diese Vorgehensweise ist
auch als Occam’s Razor bekannt. Eine Methode [Sch98], mit der dies mo¨glich ist, wird im
Folgenden beschrieben.
Die interessierenden Eigenschaften mu¨ssen zuna¨chst quantifiziert werden und als end-
liche Menge von Observablen {Oj}, die auf einer Zeitreihe gemessen werden ko¨nnen, for-
muliert werden. Diese Gro¨ßen lassen sich meist leicht als Bedingungen der Art
Bj({s′n}) = 0, j = 1, . . . , J (2.3)
an das Surrogat {s′n} umschreiben. In vielen Fa¨llen ko¨nnen diese Bedingungen einfach
u¨ber die Differenz der Gro¨ßen zwischen Surrogat und Originalzeitreihe {sn}
Bj({s′n}) = Oj({s′n})−Oj({sn}) (2.4)
definiert werden. Wenn die Observable Oj eine zu untersuchende Eigenschaft charakte-
risiert, dann stimmt diese Eigenschaft auf Surrogat und Originalzeitreihe u¨berein, wenn
Bj verschwindet. Die Erfu¨llung von Bj = 0 fu¨r alle j ist also eine direkte Umsetzung
der bedingten Realisierung, die in Abschnitt 1.4.2 beschrieben wurde. Diese meist große
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gebracht werden, welche ein globales Minimum annimmt, wenn alle Bedingungen erfu¨llt
sind. Dies ist unabha¨ngig von der Wahl der Gewichte wi 6= 0 und der Ordnung q der Mit-
telwertbildung bzw. der Normierung des Abstandsvektors ~B. Durch die Einstellung von q
kann die verwendete Norm gewa¨hlt werden. So erha¨lt man fu¨r q = 2 den Euklidischen Ab-
stand oder die L2–Norm, fu¨r q = 1 die L1– bzw. Manhattan–Norm und im Limes q →∞
tra¨gt nur noch die gro¨ßte Komponente von ~B bei und man erha¨lt die Maximumsnorm.
Formell ist auch das geometrische Mittel im Limes q → 0 mo¨glich. U¨ber die Wichtung
lassen sich die relativen Gro¨ßenverha¨ltnisse der Komponenten Bj ausgleichen oder Prio-
rita¨ten auf bestimmte Bedingungen setzen, die unter Umsta¨nden schwerer zu realisieren
sind. Eine pauschal geeignete Wahl dieser Parameter la¨sst sich aber nicht angeben und
muss von Fall zu Fall entschieden werden. Eines der wichtigsten Kriterien wird dabei der
beno¨tigte Rechenaufwand sein.
Sollen zum Beispiel die Autokovarianzen (1.1) zwischen Surrogat und Originalzeitreihe





lauten. Dabei wurden hier die Gewichte wτ = 1 gleichverteilt und q = 1 gewa¨hlt. Au-
ßerdem ist man diesem Fall nur an einer Realisierung der Autokovarianzen bis zu einer
Zeitverzo¨gerung von τ = τmax interessiert. Dies ko¨nnte z. B. durch vernachla¨ssigbare,
langreichweitige Korrelationen begru¨ndet sein.
Das gesuchte, globale Minimum der Kostenfunktion E in Gleichung (2.5) muss im
Prinzip durch eine Minimierung u¨ber alle mo¨glichen Surrogate {s′n} gefunden werden.
Eine Suche in diesem unendlichen und hochdimensionalen Raum ist selbst mit geschickte-
sten Minimierungsmethoden nahezu hoffnungslos. Eine zusa¨tzliche Bedingung kann dieses
Problem aber lo¨sen. In vielen Fa¨llen sollen die Surrogate der gleichen Verteilung folgen
wie die Originalzeitreihe, d. h. sie sollen beide gleichwahrscheinlich das Resultat einer
unbekannten, zugrunde liegenden Wahrscheinlichkeitsverteilung sein. Dies gilt, wie im
vorangegangen Kapitel erwa¨hnt, auch im Falle von Tests auf Nichtlinearita¨t. Dort wa-
ren somit im Sinne der bedingten Realisierung alle Surrogate schlicht Permutationen der
Originalzeitreihe. Es wurde also lediglich die zeitliche Reihenfolge der N Zeitreihenwerte
vertauscht. Die Anzahl der mo¨glichen Permutation N ! ist zwar immer noch sehr groß, aber
endlich. Dieser Wechsel von einem unendlichen zu einem endlichen Konfigurationsraum
erleichtert die Minimierung erheblich.
Durch die Einfu¨hrung einer Kostenfunktion wurde das Problem (2.3), die Nullstellen
einer nichtlinearen, hochdimensionalen Funktion zu finden, in ein Minimierungsproblem
(2.5) umgewandelt. Im Allgemeinen ist dieser Weg fu¨r die Nullstellensuche von Funktionen
mit kontinuierlichen Argumenten nicht empfehlenswert. Die resultierende Kostenfunktion
besitzt viele lokale Minima, an denen man ha¨ufig nicht interessiert ist und die die Suche
nach dem globalen Minimum erschweren. Fu¨r diskrete und beschra¨nkte Argumente, wie
im vorliegenden Fall, existieren aber ada¨quate Algorithmen, mit denen sich Minimierungs-
probleme, auch mit einer großen Anzahl von lokalen Minima, behandeln lassen.
2.2.1 Minimierung der Kostenfunktion
Zur Minimierung von Funktionen existiert eine Fu¨lle von Methoden, welche recht um-
fassend in [PTVF92] behandelt werden. Die Wahl der Methode ha¨ngt stark von dem
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individuellen Problem ab, wobei Kriterien wie z. B. die Verfu¨gbarkeit der ersten Ablei-
tung oder die Dimension des Argumentenraums die Entscheidung maßgeblich beeinflussen.
Einige Methoden basieren auf einem vorgegebenem Startpunkt, von dem ausgehend sie
schnellstmo¨glich das na¨chstliegende, lokale Minimum finden. Eine solche Vorgehensweise
ist im vorliegenden Fall natu¨rlich nicht anwendbar, da wir das globale Minimum einer
Funktion suchen, die viele lokale Minima aufweist. Zwei bekannte Methoden, mit denen
sich solche Funktionen behandeln lassen, sind die genetischen Algorithmen und die Metho-
de des Simulated Annealing [KJV83, Vid93]. Wa¨hrend die erste auf einem Modell fu¨r die
biologische Evolution mit Mutationen und Reproduktionen basiert, hat das Simulated An-
nealing einen langsamen Abku¨hlungprozess zur Grundlage. Im Labor ko¨nnen u¨ber einen
solchen Prozess reine Einkristalle erzeugt werden, deren Ausdehnung u¨bliche Kristalle um
Gro¨ßenordnungen u¨bersteigt. Solche Einkristalle stellen einen energetisch sehr niedrigen
Zustand dar, woraus sich der Name dieser Methode ableitet.
Um die Methode des Simulated Annealing anzuwenden, wird das Problem als ther-
modynamisches System betrachtet, wobei die Kostenfunktion die Rolle der Energie u¨ber-
nimmt. Durch langsames Senken der Temperatur T gelangt das System in seinen Grund-
zustand, d. h. in den Zustand minimaler Energie. Der aktuelle Zustand des Systems
entspricht dem Argument der Kostenfunktion (2.5), was im vorliegenden Fall ein Surro-
gat ist. Das gesuchte Surrogat, das die gewu¨nschten Bedingungen erfu¨llt, entspricht dem
Grundzustand. Die Minimierungsmethode besteht nun darin, dass man von einem Zu-
stand ausgehend neue Konfigurationen des Systems erzeugt und deren Energie mit der
des Ausgangszustandes vergleicht. Im Falle der Zeitreihen ko¨nnen neue Surrogate einfach
dadurch erzeugt werden, indem ein oder mehrere zufa¨llige Wertepaare vertauscht werden.
Ein solcher Wertetausch a¨ndert den Wert der Kostenfunktion um ∆E, wa¨hrend die Ver-
teilung des Surrogates davon unberu¨hrt bleibt. Die Wahrscheinlichkeit p dafu¨r, dass die
neue Konfiguration akzeptiert wird und als Ausgangspunkt fu¨r weitere A¨nderungen dient,
ha¨ngt natu¨rlicherweise von der Energiea¨nderung ∆E und der Temperatur T ab. Befindet
sich ein System im thermodynamischen Gleichgewicht, werden die Zusta¨nde mit der Wahr-
scheinlichkeit besucht, die durch die Boltzmann–Verteilung e−E/T gegeben ist. Dies kann
in einer Simulation dadurch erreicht werden, dass A¨nderungen mit der Wahrscheinlichkeit
p(∆E, T ) =
{
e−∆E/T fu¨r ∆E > 0
1 fu¨r ∆E ≤ 0 (2.7)
akzeptiert werden. Diese Idee geht auf Metropolis et al. [MRR+53] zuru¨ck und wird
ha¨ufig auch Metropolis–Algorithmus genannt. Dabei ist von entscheidender Bedeutung,
dass auch Konfigurationen mit ho¨herer Energie (∆E > 0) akzeptiert werden ko¨nnen. Nur
dadurch ist es mo¨glich aus einem lokalen Minimum herauszukommen. Eine weitere wichti-
ge Eigenschaft des Algorithmus ist die Ergodizita¨t, die unabha¨ngig von der Temperatur T
garantiert, dass jeder Zustand von jedem anderen Zustand aus erreicht werden kann. Wird
die Temperatur nun genu¨gend langsam gesenkt, sodass sich das System immer nahe dem
thermodynamischen Gleichgewicht befindet, endet das System fu¨r T = 0 im Grundzustand
bzw. im globalen Minimum der Kostenfunktion.
Zusammenfassend lassen sich Surrogate mit dieser Methode wie folgt erzeugen. Man
beginnt zuna¨chst mit einer zufa¨lligen Permutation der Originalzeitreihe, was einer ”heißen“
Konfiguration mit hoher Temperatur T und Energie E entspricht. Die Kostenfunktion
einer neuen Konfigurationen, die u¨ber den Tausch von Werten des Surrogates erreicht
werden, werden mit dem jeweils alten Wert der Kostenfunktion verglichen, d. h. ∆E
berechnet. Die neue Konfiguration wird anschließend in Abha¨ngigkeit von ∆E mit der
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Wahrscheinlichkeit p (2.7) akzeptiert. Die Temperatur wird langsam gesenkt und die
Kostenfunktion des Surrogates nimmt kontinuierlich kleinere Werte an. Der Vorgang wird
abgebrochen, wenn die Kostenfunktion E unter eine vorher festgelegte Schwelle gesunken
ist. Die genaue Vorgehensweise wird im Folgenden erla¨utert.
2.2.2 Wahl der Parameter
Die im vorangegengen Abschnitt beschriebene Methode des Simulated Annealing zur Mi-
nimierung beinhaltet einige Parameter und Freiheiten, die hier erla¨utert werden sollen.
Dazu za¨hlen z. B. die Wahl der Anfangstemperatur und das Schema zur Senkung der
Temperatur. Aber auch auf eine geeignete Wahl der Updates, d. h. der Erzeugung von
neuen Konfigurationen, wurde bis jetzt nicht na¨her eingegangen. Zu diesen offenen Fragen
existieren keine allgemein gu¨ltigen Antworten. Ich werde deshalb im Folgenden speziell
auf das Problem der Surrogaterzeugung eingehen und die aus Erfahrung gewonnenen Er-
gebnisse diskutieren.
Relativ einfach la¨sst sich ein guter Richtwert fu¨r die Anfangstemperatur T0 bestim-
men. Wird sie zu niedrig gewa¨hlt, la¨uft das System schnell in ein lokales Minima. Sie
sollte also zu Beginn so gewa¨hlt werden, dass sich das System leicht u¨ber den ganzen Kon-
figurationsraum bewegen kann. Um entsprechend hohe Akzeptanzwahrscheinlichkeiten p
zu erreichen, sollte T0 nach Gleichung (2.7) gro¨ßer sein als die maximal mo¨gliche Ener-
giedifferenz ∆E. Diese Energiedifferenz kann bestimmt werden, indem mehrere zufa¨llige,
unabha¨ngige Konfigurationen erzeugt und deren Energiedifferenzen berechnet werden. Als
Richtwert fu¨r T0 kann dann der maximale Wert dieser Energiedifferenzen oder deren Mit-
telwert dienen. Die spa¨tere Anwendung dieser Idee zeigte, dass die durch diese Methode
bestimmte Anfangstemperatur in allen Fa¨llen zu hoch war und eine erste wesentliche
A¨nderung der Kostenfunktion erst nach starkem Absenken der Temperatur zu erkennen
war. Da fu¨r gewo¨hnlich mehrere Surrogate erzeugt werden sollen, kann man die Tempera-
tur, ab der die Kostenfunktion sinkt, bei der Erzeugung des ersten Surrogates ablesen und
fu¨r die weiteren Surrogate verwenden. Dadurch lassen sich unno¨tige Annealingschritte
vermeiden.
Ein weitaus schwieriger Punkt ist die Wahl des genauen Verlaufs der Abku¨hlung. Wird
die Temperatur zu schnell gesenkt, kann das System in einem lokalen Minimum ha¨ngen-
bleiben. Je langsamer das Abku¨hlen vonstatten geht, um so niedriger ist fu¨r gewo¨hnlich
der am Ende erreichte Wert der Kostenfunktion. Es ist sinnvoll, eine Schranke Estop fu¨r
die Kostenfunktion vorzugeben, bei deren Unterschreiten der Prozess beendet wird. Ei-
ne solche Schranke ist im Fall der Surrogate durch die Genauigkeit gegeben, mit der die
gewu¨nschten Eigenschaften der Originalzeitreihe auf den Surrogaten reproduziert werden
sollen. Das Abku¨hlen sollte dann so eingestellt werden, dass Estop in mo¨glichst wenigen
Annealingschritten erreicht wird. Ich verwende im Folgenden das in [PTVF92] vorgeschla-
gene, exponentielle Schema zur Abku¨hlung. Dabei wird die Temperatur entweder nach
Stotal Metropolisschritten oder nach Sak akzeptierten Updates um einen Faktor α < 1 auf
T ′ = αT gesenkt. Wa¨hrend α im Wesentlichen den Abfall der Temperatur bestimmt und
frei gewa¨hlt werden kann, sollten Stotal und Sak proportional zur Systemgro¨ße N und zur
Anzahl der Bedingungen J gewa¨hlt werden. Wa¨hrend ein großes Stotal dafu¨r sorgt, dass
das System fu¨r jede Temperatur in ein thermodynamisches Gleichgewicht laufen kann,
wird durch ein Sak < Stotal ein unno¨tiger Aufenthalt bei hohen Temperaturen verhindert.
Die genaue Wahl dieser Parameter werde ich im jeweiligen Fall angeben. Im weiteren
dient der Wert von Sak auch als Abbruchkriterium. Werden keine Updates mehr akzep-
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tiert (Sak = 0), ha¨ngt das System in einem Minimum. Ist der entsprechende Wert der
Kostenfunktion aber noch zu hoch, muss das System wieder ”geschmolzen“ werden oder
die Prozedur mit einer langsameren Abku¨hlung wiederholt werden.
2.2.3 Optimierung des Verfahrens
Wird das im vorangegangen beschriebene Verfahren zur Surrogaterzeugung naiv imple-
mentiert, bemerkt man bald seinen wesentlich Nachteil. Die Methode beno¨tigt erheblich
mehr Rechenzeit als die Standardmethoden aus Kapitel 1. Es sind aber einige A¨nderungen
mo¨glich, die die Rechenzeit zum Teil um Gro¨ßenordnungen reduzieren.
Wie bereits erwa¨hnt, ko¨nnen neue Konfigurationen einfach durch den Austausch zweier
zufa¨lliger Werte der Zeitreihe erzeugt werden. Um zu entscheiden, ob die neue Konfigu-
ration akzeptiert werden kann, muss die Energiedifferenz ∆E bestimmt werden. Dafu¨r
ist es aber in vielen Fa¨llen nicht no¨tig die Kostenfunktion sowohl vor als auch nach dem
Update zu berechnen und miteinander zu vergleichen. Vielmehr kann die Kostenfunktion
fu¨r die neue Konfiguration oft aus dem alten Wert ermittelt werden. Dies gilt zum Bei-
spiel fu¨r die Autokovarianz γ(τ). Werden beim Update die Werte mit den Zeitindizes i
und j getauscht, a¨ndern sich in der Summe (1.1) der Autokovarianz fu¨r ein bestimmtes
τ nur vier Terme, na¨mlich die fu¨r n = i, j, i − τ und j − τ . Anstelle der N − τ Terme
mu¨ssen also nur vier Terme neu berechnet werden, wodurch speziell fu¨r lange Zeitreihen
eine immense Geschwindigkeitssteigerung erzielt werden kann. Bei der Implementierung
dieser Direktberechnung der Kostenfunktion sollte man allerdings Vorsicht walten lassen.
Zum einen mu¨ssen Fa¨lle wie i, j ≤ τ und |i − j| = τ gesondert behandelt werden. Zum
anderen ko¨nnten sich Rundungsfehler in der Berechnung der Energiedifferenzen u¨ber meh-
rere Updates hinweg fortpflanzen. Um dies auszuschließen, kann die Kostenfunktion von
Zeit zu Zeit, z. B. nach Stotal Schritten, komplett neu berechnet werden.
Eine weitere Rechenzeitersparnis kann durch eine weitere U¨berlegung erzielt werden,
die in vielen Fa¨llen die Berechnung von einigen Summanden in der Kostenfunktion (2.5)
u¨berflu¨ssig macht. Dabei nutzt man aus, dass fu¨r die Entscheidung u¨ber das Akzeptieren
eines Updates eine gleichverteilte Zufallszahl R ∈ [0, 1] gewu¨rfelt wird, die selbstversta¨nd-
lich auch vor der Berechnung von ∆E ermittelt werden kann. Eine neue Konfiguration wird
nach Gleichung (2.7) akzeptiert, wenn exp(−∆E/T ) ≥ R gilt. Setzt man ∆E = Eneu−Ealt
ein, lo¨st nach Eneu auf und potenziert mit q, ergibt sich:
Eqneu ≤ (Ealt − T lnR)q . (2.8)
Ein Vergleich mit der Gleichung der Kostenfunktion (2.5) zeigt, dass der linke Term in
(2.8) nun lediglich eine Summe u¨ber positive Summanden ist. Vergleicht man wa¨hrend
des Aufsummierens den jeweiligen Wert der Summe mit der rechten Seite von Gleichung
(2.8), kann die Summation abgebrochen werden, sobald die Ungleichung verletzt wird. In
diesem Fall wird die neue Konfiguration fru¨hzeitig verworfen.
Bisher bestand ein Update aus einem Tausch zweier Werte der Zeitreihe. Ein solches
Update resultiert zu Beginn der Abku¨hlung bei hoher Temperatur in einer kleinen relati-
ven A¨nderung der Kostenfunktion und wird mit hoher Wahrscheinlichkeit akzeptiert. Am
Ende der Prozedur bedeutet ein Tausch zweier zufa¨lliger Werte aber eine relative große
A¨nderung der Kostenfunktion und wird bei kleinen Temperaturen ha¨ufig abgelehnt. Die
Akzeptanzrate A, der Quotient aus der Anzahl akzeptierter und vorgeschlagener Updates,
sinkt also mit der Temperatur T im Laufe des Abku¨hlvorgangs. Wu¨nschenswert ist aber
eine konstante Akzeptanzrate von A ≈ 50% [Bha88], was einen Kompromiss zwischen zu
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kleinen und zu großen A¨nderungen darstellt. Ist die aktuelle Akzeptanzrate zu hoch, kann
sie gesenkt werden, indem zur Erzeugung neuer Konfigurationen mehrere Wertepaare der
Zeitreihe getauscht werden. Auch im entgegengesetzten Fall einer zu kleinen Akzeptanz-
rate gibt es eine Ausgleichsmo¨glichkeit. Dafu¨r werden die beiden Werte der Zeitreihe, die
getauscht werden sollen, mit einer Wahrscheinlichkeit gewu¨rfelt, die von ihrer Gro¨ßendif-
ferenz bzw. von ihrem Unterschied im Rang abha¨ngt. Der Rang r(sn) eines Wertes sn der
Zeitreihe ist seine Position bzw. sein Index in der entsprechenden, sortierten Zeitreihe.
Der kleinste Wert hat also Rang r = 1 und der gro¨ßte Rang r = N . Der Tausch zweier
Werte mit großem Rangunterschied resultiert im Allgemeinen in einer gro¨ßeren A¨nderung
der Kostenfunktion als der Tausch zweier Werte mit anna¨hernd gleichem Rang. Dies gilt
z. B. auch fu¨r die Autokovarianz, die in nahezu allen folgenden Anwendungen Bestandteil
der Kostenfunktion sein wird. Um also die Akzeptanzrate zu erho¨hen, ko¨nnen Wertepaare
{si, sj}(i 6= j) mit einer Wahrscheinlichkeit pij(d, µ) gewa¨hlt werden, wobei
d = |r(si)− r(sj)| − 1 (2.9)
der Rangunterschied ist. Die Wahrscheinlichkeitsverteilung pij sollte dabei so gewa¨hlt
werden, dass sie fu¨r d = 0 ein Maximum aufweist und mit steigendem d abfa¨llt. Der
Parameter µ charakterisiert die ”Breite“ dieser Verteilung und sollte proportional zu N/T
variiert werden. Die Implementierung dieser von d abha¨ngenden Verteilung pij brachte in
allen betrachteten Fa¨llen eine erhebliche Geschwindigkeitssteigerung, sodass tiefere Mini-
ma mit gleichem Rechenaufwand erreicht werden ko¨nnen. Allerdings scheint die exakte
Form der Wahrscheinlichkeitsverteilung pij dabei keine entscheidenende Rolle zu spielen.
So habe ich z. B. keinen Geschwindigkeitsunterschied zwischen einer exponentiellen und
einer Gaußverteilung feststellen ko¨nnen.
Schließlich ist auch bei der Durchfu¨hrung des Tests selbst, eine relativ einfache Re-
chenzeitersparnis mo¨glich. Beno¨tigt man fu¨r einen Test mit einem bestimmten Signifi-
kanzniveau z. B. B Surrogate, so erho¨ht sich auch der Rechenaufwand um das B–fache.
Die Rechenzeit zur Berechnung der Teststatistik fa¨llt normalerweise im Vergleich zur Er-
zeugung der Surrogate kaum ins Gewicht. Im einseitigen Test wird die Nullhypothese
verworfen, wenn der Wert der Teststatistik fu¨r alle Surrogate gro¨ßer (oder kleiner) ist
als der der Originalzeitreihe. Liegt aber schon fu¨r das erste Surrogat des Wert der Test-
statistik unter (u¨ber) dem der Originalzeitreihe, kann die Nullhypothese nicht verworfen
werden. Die zeitaufwendige Erzeugung weiterer Surrogate ist dann natu¨rlich nicht mehr
no¨tig. A¨hnlich verha¨lt es sich bei einem zweiseitigen Test, bei dem unter Umsta¨nden schon
zwei Surrogate ausreichen, um die Nullhypothese zu akzeptieren.
2.2.4 Einfaches Beispiel
Die Funktionsweise der Simulated Annealing Methode und die Wahl der Parameter soll
im Folgenden an einem Beispiel illustriert werden. Als Datensatz dient der monatlich be-
stimmte Southern Oscillation Index (SOI) von 1876 bis 1999, was 1483 Werten entspricht.
Dieser Index berechnet sich aus Luftdruckdifferenzen u¨ber dem Pazifik und spielt bei der
Analyse des Klimapha¨nomens El Nin˜o eine wichtige Rolle [GMB87a, GMB87b]. Diese
Zeitreihe ist ein Beispiel fu¨r einen Datensatz, dessen zugrunde liegender Prozess zwar als
nichtlinear angenommen werden kann, statistische Tests auf Nichtlinearita¨t dafu¨r aber
keine Besta¨tigung finden [SS00]. Eine solche eine skalare Zeitreihe, die u¨ber ein System
mit vielen Freiheitsgraden mittelt, ist in der Analyse unter Umsta¨nden nicht von einem
linearen, stochastischen Prozess unterscheidbar. In Abbildung 2.3 ist zu sehen, dass der











Abbildung 2.3: Zeitreihe des Southern Oscillation Index (SOI) und ein Surrogat (unten), das die
gleichen Autokorrelationen besitzt.
SOI keine außergewo¨hnlichen Merkmale zeigt und nichts dagegen spricht einen Surrogat-
test mit den Standardmethoden durchzufu¨hren. Der Datensatz dient hier lediglich als
einfaches Beispiel, um erste Eigenschaften der neuen Methode zu illustrieren.
Um Surrogate fu¨r einen Test auf Nichtlinearita¨t zu erzeugen, mu¨ssen lediglich die
Autokovarianzen γ(τ) reproduziert werden, sodass als Kostenfunktion die Gleichung (2.6)
gewa¨hlt werden kann. Wie bereits erwa¨hnt, entspricht dies der Wahl wτ = 1 und q =
1. Die Autokorrelation der Zeitreihe fa¨llt relativ rasch mit τ ab und hat bereits bei
ungefa¨hr τ0 = 12 seine erste Nullstelle. In diesem Fall ha¨tte man die Gewichte also
auch proportional zu wτ ∼ 1/τ oder wτ ∼ e−τ wa¨hlen ko¨nnen, um den kurzreichweitigen
Autokorrelation mehr Gewicht zu verleihen. Dies kann aber auch durch eine gezielte
Wahl von τmax erreichen werden, indem man z. B. τmax = τ0 setzt. Um bei einem Test
die gro¨ßtmo¨gliche Sicherheit auf die Korrektheit der Testaussage zu bekommen, sollten
aber alle Autokorrelationen beru¨cksichtigt und τmax = N − 1 gewa¨hlt werden. Allerdings
sind Autokorrelationen mit einer Zeitverzo¨gerung τ im Gro¨ßenordnungsbereich von N nur
schwer zu scha¨tzen und zeigen große statistische Fluktuationen. Im folgenden Beispiel
habe ich deshalb eine obere Grenze von τmax = 500 gewa¨hlt, was ungefa¨hr N/3 entspricht.
Die na¨chste U¨berlegung betrifft die gewu¨nschte Genauigkeit, mit der die Eigenschaften
zwischen Originaldaten und Surrogaten u¨bereinstimmen sollen. Dementsprechend sollte
die Schranke Estop gewa¨hlt werden, bei der der Abku¨hlungsprozess abbricht. Ich wa¨hle hier
Estop = 25.0, sodass die Autokorrelationen %(τ) ∈ [−1, 1] im Mittel eine Abweichung von
0.0005 zeigen. Um die Abweichungen nicht nur im Mittel, sondern absolut zu beschra¨nken,
kann die Maximumsnorm (q → ∞) verwendet werden. Fu¨r die Abku¨hlungsprozedur
wurde der Temperaturfaktor auf α = 0.98 und die Schranken fu¨r die Metropolisschritte
auf Sak = N und Stotal = 10N gesetzt. Sie wurden so gewa¨hlt, dass ein Erreichen der
vorgegebenen Grenze Estop sichergestellt ist.
In Abbildung 2.4 ist zu sehen, wie sich der Wert der Kostenfunktion mit sinkender
Temperatur (von rechts nach links) vera¨ndert. Zuna¨chst zeigt sich bei hohen Temperatu-
ren (T > 10) ein Plateau mit E ≈ 2600. Da mit einer zufa¨lligen Permutation gestartet
wird, sind die Autokovarianzen des Surrogates γ′τ ≈ 0 und die Kostenfunktion nimmt den















Abbildung 2.4: Die Kostenfunktion E sinkt wa¨hrend des Simulated Annealings mit der Temperatur.
Wa¨hrend fu¨r die durchgezogene Linie beliebige Paare getauscht werden, werden bei der gestrichelten
Linie Paare mit a¨hnlicher Gro¨ßenordnung bevorzugt. Dadurch wird das Ziel (Estop = 25.0) fu¨nfmal so
schnell erreicht.
Wert der summierten Betra¨ge der Autokovarianzen der Originalzeitreihe an. Das Plateau
ist ein Zeichen dafu¨r, dass mit einer zu hohen Temperatur gestartet wurde. Weitere Sur-
rogate ko¨nnten mit einer Anfangstemperatur von T0 ≈ 20 erzeugt werden. Fu¨r weiter
sinkende Temperaturen folgt ein starkes Absinken der Kostenfunktion, wobei in diesem
Fall anna¨hernd E ∼ T 0.8 gilt. Bei tiefen Temperaturen la¨uft das System in ein Minimum
und der Wert der Kostenfunktion wird konstant (E ≈ 17.8). Die gewu¨nschte Genauigkeit
(E = 25.0) wird fu¨r T ≈ 0.02 erreicht. Die beno¨tigte Rechenzeit auf einem Standard–PC
mit 450 MHz betra¨gt dabei ca. 500 Sekunden. Werden aber zusa¨tzlich die Tauschpaare
mit der in Abschnitt 2.2.3 beschriebenen Wahrscheinlichkeit pij gewa¨hlt, reduziert sich
die Rechenzeit auf ca. 100 Sekunden. Als Wahrscheinlichkeitsverteilung wurde dabei eine
Gaußverteilung gewa¨hlt, deren Standardabweichung proportional zu T verkleinert wurde.
Ein weiterer Vorteil dieser Methode ist — wie ebenfalls in Abbildung 2.4 zu sehen — das
Erreichen eines deutlich tieferen Minimums E ≈ 8.9, wodurch die Genauigkeit ungefa¨hr
verdoppelt wurde. Weitere Versuche bei der Implementierung dieser Methode zeigten
einen Geschwindigkeitsfaktor im Bereich 2–10.
Wie bereits erwa¨hnt, resultiert der Geschwindigkeitsgewinn aus dem Versuch die Ak-
zeptanzrate A wa¨hrend des Abku¨hlens auf einem konstanten Niveau von 50% zu halten.
In Abbildung 2.5 ist aufgetragen, wie sich die Akzeptanzrate in Abha¨ngigkeit von der
Temperatur a¨ndert. Werden die Tauschpaare fu¨r die Updates beliebig gewa¨hlt, sinkt A
rasch ab und schon ab T ≈ 0.4 wird nur noch jedes zehnte Update akzeptiert. Dies resul-
tiert in unno¨tig ha¨ufigen Berechnungen der Kostenfunktion und ist deshalb sehr langsam.
Werden aber die Tauschpaare {i, j} mit der Wahrscheinlichkeit pij gewa¨hlt, deren Breite
entsprechend angepasst wird, sinkt die Akzeptanzrate nicht unter 40% bis das System sich
in einem Minimum niederla¨sst. Erst wenn die Breite der Verteilung µ = 1 erreicht ist,
d. h. nur noch Werte getauscht werden, die Nachbarn in der sortierten Zeitreihe sind,
sinkt auch hier die Akzeptanzrate.
An dieser Stelle sei darauf hingewiesen, dass diese Methode bei diskreten Zeitreihen-
werten, wie z. B. bei digital gemessenen Daten, zu Problemen fu¨hren kann. In solchen

















Abbildung 2.5: Die Akzeptanzrate A fa¨llt stark mit der Temperatur T ab, falls jeweils beliebige Paare
getauscht werden (untere Kurve). Durch Auswahl der Tauschpaare u¨ber eine angepasste Wahrschein-
lichkeitsverteilung kann die Akzeptanzrate auf einem Niveau u¨ber 40% gehalten werden.
Zeitreihen tauchen meist viele gleiche Werte auf, deren Tausch die Kostenfunktion nicht
a¨ndert. Da in diesem Fall ∆E = 0 gilt, wird ein solcher Tausch auf jeden Fall akzeptiert.
Werden, wie hier, hauptsa¨chlich Paare mit a¨hnlichem Rang getauscht, werden viele Upda-
tes akzeptiert, ohne dass die Kostenfunktion sinkt. Die Bedingung Sak = 0 kann in einem
solchen Fall nicht mehr als Abbruchkriterium dienen. Durch die Addition von schwachem
Rauschen, dessen Amplitude unter dem Diskretisationsabstand der Zeitreihenwerte liegt,
kann dieses Problem gelo¨st werden.
2.3 Eigenschaften
Bevor im na¨chsten Abschnitt die Flexibilita¨t und die Mo¨glichkeiten der neuen Methode an
einigen Anwendungen demonstriert werden, sollen zuna¨chst einige wesentliche Eigenschaf-
ten des Verfahrens untersucht werden. Dazu wird es mit den Standard–Fouriermethoden
verglichen und die Konvergenz– und Genauigkeitseigenschaften analysiert.
2.3.1 Periodizita¨t
In Abschnitt 2.1.1 wurde gezeigt, dass die Standardmethoden zur Surrogaterzeugung fu¨r
Zeitreihen mit großer Differenz zwischen Anfangs– und Endwert falsche Testaussagen lie-
fern ko¨nnen. Dies liegt daran, dass sie aufgrund der Periodizita¨tsannahme der Fourier-
transformation die periodischen Autokovarianzen (2.1) auf den Surrogaten reproduzieren,
und nicht wie erwu¨nscht die Autokovarianzen γ(τ) aus Gleichung (1.1). Da diese aber
mit der neuen Methode u¨ber die Kostenfunktion direkt auf den Surrogaten implementiert
werden ko¨nnen, sollten die in Abbildung 2.1 zu sehenden Artefakte mit dem neuen Verfah-
ren nicht mehr auftreten. Fu¨r die folgende Untersuchung wird die gleiche Zeitreihe wie in
Abschnitt 2.1.1 verwendet, welche das Ergebnis eines stark korrelierten AR(2)–Prozesses
war.
Zuna¨chst muss wieder eine Kostenfunktion E aufgestellt werden, fu¨r die die Surro-
gate einen mo¨glichst kleinen Wert liefern sollen. Diesmal wa¨hle ich zur Quantifizierung
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der Diskrepanz zwischen den Autokorrelationen der Originaldaten und der Surrogate die
Maximumsnorm (q =∞) der Differenzen:
E({s′n}) = max
τ=0..τmax
|%′(τ)− %(τ)| . (2.10)
Dadurch ist garantiert, dass die Autokorrelationen fu¨r alle τ gleich schnell konvergieren
und keine Ausreißer existieren, deren starke Abweichung an anderer Stelle ausgeglichen
werden. Die starken langreichweitigen Korrelationen machen die Surrogaterzeugung u¨ber
die Minimierung der Kostenfunktion besonders schwierig. Werden alle τmax = N−1 Auto-
korrelationen in die Kostenfunktion mit einbezogen, konvergiert die Minimierungsprozedur
nur sehr langsam. So lieferte ein Programmlauf auf einem Rechner mit 450 MHz selbst
nach vier Tagen Rechenzeit kein zufriedenstellendes Endergebnis und es blieben sichtbare
hochfrequente Anteile. Eine wesentlich gu¨nstigere Methode die langreichweitigen Korre-
lationen zu fixieren, besteht in dem Ausschluss des Anfangs– und Endpunktes aus dem
Permutationsschema. Durch diese Fixierung der Endpunkte wird die Autokovarianz mit
der gro¨ßtmo¨glichen Zeitverzo¨gerung, γ(τ = N − 1) = s1sN , exakt auf den Surrogaten re-
produziert. Weiter wird dadurch die unerwu¨nschte U¨bereinstimmung zwischen Anfangs–
und Endwert in den Surrogaten aufgehoben, welche bei den Fourier–basierten Methoden
stets gegeben war. Es sei betont, dass es sich hierbei nicht um einen ”faulen Trick“ han-
delt. Es wird schlichtweg die Flexibilita¨t der neuen Methode ausgenutzt. Im U¨brigen stellt
die Fixierung der Endpunkte keine große Einschra¨nkung des Spielraumes der mo¨glichen
Permutationen dar und eine große Vielfalt an Surrogaten ist nach wie vor mo¨glich.
Da durch die Fixierung der Endpunkte indirekt fu¨r die Implementierung der langreich-
weitigen Korrelationen gesorgt ist, kann nun ein wesentlich kleineres τmax gewa¨hlt werden.
Im Folgenden verwende ich τmax = 130, was ungefa¨hr der ersten Nullstelle der Autokorre-
lationsfunktion entspricht. Fu¨r die Minimierung der Kostenfunktion werden die Parameter
α = 0.9995, Sak = 10N und Stotal = 100N gewa¨hlt. Durch diese langsame Abku¨hlung ist
es mo¨glich sehr tiefe Minima zu erreichen. In Abbildung 2.6 sind einige Stationen eines
Surrogates wa¨hrend der Minimierungsprozedur dargestellt. Die beim Start der Prozedur
erzeugte zufa¨llige Permutation ist vo¨llig unkorreliert und weist bis auf Fluktuationen ver-
schwindende Autokorrelationen auf. Die maximale Abweichung tritt dabei fu¨r kleine τ
auf und die Kostenfunktion (2.10) liefert E ≈ 1. Da durch die Maximumsnorm in der
Kostenfunktion bei der Minimierung die gro¨ßten Abweichungen zuerst abgebaut werden,
finden die sta¨rksten A¨nderungen in der Autokorrelationsfunktion zuna¨chst bei kleinen
Zeitverzo¨gerungen τ statt. Dies ist deutlich in den Autokorrelationen der dritten Zeitrei-
he von oben in Abbildung 2.6 zu sehen. Das na¨chste Surrogat liefert mit E ≈ 0.11 den
gleichen Wert fu¨r die Kostenfunktion, den auch das in Abbildung 2.1 dargestellte Surrogat
liefern wu¨rde. Da hier die gro¨ßte Abweichung aber fu¨r kleine τ auftritt, und nicht wie in
Abbildung 2.2 bei τ ≈ 60, zeigen die beiden Surrogate deutliche Unterschiede. Im weite-
ren Verlauf der Abku¨hlung passen sich die Autokorrelationen der Surrogate immer mehr
den Autokorrelationen der Originalzeitreihe an, bis schließlich keine Abweichungen mehr
zu erkennen sind. Nach circa neun Stunden Rechenzeit la¨uft das System in ein Minimum
und das abschließende Surrogat wird ausgegeben, welches in Abbildung 2.6 unten gezeigt
ist. Es hat per Konstruktion die gleichen Endpunkte wie die Originalzeitreihe und weist
im Gegensatz zu Fourier–basierten Surrogaten auch die gleiche Glattheit auf. Der zeitliche
Verlauf ist aber zufa¨llig und vo¨llig anders als in den Originaldaten.
Der Preis fu¨r die Vermeidung von Periodizita¨tseffekten ist hier der relativ hohe Re-
chenaufwand. Dies liegt in diesem Beispiel an den starken Korrelationen, die im Laufe
der Minimierung im Surrogat aufgebaut werden mu¨ssen. So war das vorletzte Surrogat



















































Abbildung 2.6: Interimssurrogate (links) und deren Autokorrelationen (rechts) wa¨hrend der Minimie-
rung der Kostenfunktion (2.10). Die Werte der Kostenfunktion E von oben nach unten sind E = 0.0
(Originaldaten), E = 1.0 (zufa¨llige Permutation), E = 0.5, E = 0.11 (vergleiche Surrogat aus Abbil-
dung 2.1) und E = 0.05, 0.01, 0.001, 0.0000036.
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in Abbildung 2.6 schon nach der Ha¨lfte der Rechenzeit erreicht und erst nach weiterer,
rechenintensiver Minimierung der Kostenfunktion wurde ein Surrogat mit der gewu¨nsch-
ten Glattheit gefunden. Zur Reproduktion der Glattheit mu¨ssen die kurzreichweitigen
Autokorrelationen also sehr genau u¨bereinstimmen.
Fu¨r einen Nichtlinearita¨tstest mit einem Signifikanzniveau von 95% wa¨ren im Prinzip
19 Surrogate no¨tig, was im vorliegenden Fall den unangemessen hohen Rechenaufwand
von ungefa¨hr einer Woche bedeuten wu¨rde. Im Einzelfall muss, wie in Abschnitt 2.1.1
erla¨utert, abgewogen werden, ob die neue, rechenintensive Methode einem Abschneiden
von Daten an den Enden vorzuziehen ist, um Periodizita¨tseffekte zu vermeiden. Hier
kann der Test allerdings schon nach einem Surrogat mit einem Ergebnis abgebrochen
werden. Schon das erste Surrogat liefert na¨mlich einen kleineren Vorhersagefehler1 als die
Originalzeitreihe, sodass auch mit weiteren Surrogaten die Nullhypothese eines gaußschen,
linearen Prozesses nicht verworfen werden kann. Die Auflo¨sung der Endpunktartefakte in
den Surrogaten liefert also das erwartete Testergebnis.
2.3.2 Genauigkeit
Im Prinzip kann durch das Simulated Annealing ein beliebig tiefes Minimum der Ko-
stenfunktion erreicht werden, solange die Temperatur genu¨gend langsam gesenkt wird.
Die einzige praktische Begrenzung liegt in der zur Verfu¨gung stehenden Rechenzeit. Im
Gegensatz zu u¨blichen Minimierungsproblemen sind wir hier aber nicht am exakten, glo-
balen Minimum mit E = 0 interessiert. Die Surrogate, die dies erfu¨llen, sind mit großer
Wahrscheinlichkeit die Originalzeitreihe selbst oder einfache Transformationen davon. Im
Falle der Autokovarianz als Bedingung ko¨nnte dies z. B. die zeitumgekehrte Zeitreihe
sein. Aber auch zyklische Permutationen der Originalzeitreihe haben, bis auf Endpunkt-
effekte, nahezu gleiche Autokovarianzen und erfu¨llen E ≈ 0 recht gut. Allerdings ist es
unwahrscheinlich, dass eine dieser wenigen Transformationen aus der großen Menge der
N ! Permutationen jemals erreicht wird, solange N groß ist. Ist die Zeitreihe aber sehr kurz
und die Anzahl der Bedingungen I so groß, dass das Problem u¨berspezifiziert ist, ko¨nnen
diese unerwu¨nschten Surrogate auftreten. Eine sinnvolle Analyse von Zeitreihen mit der-
art wenigen Datenpunkten ist allerdings ohnehin fraglich. Es sei darauf hingewiesen, dass
a¨hnliche Probleme selbstversta¨ndlich auch bei der Verwendung der Standardmethoden
auftreten ko¨nnen. Die Flexibilita¨t der neuen Methode erlaubt es aber, bestimmte un-
erwu¨nschte Surrogate zu vermeiden. So ko¨nnten zusa¨tzliche Terme in die Kostenfunktion
eingebaut werden, die A¨hnlichkeiten mit bekannten Transformationen unterdru¨cken. Im
U¨brigen zersto¨ren A¨hnlichkeiten zwischen der Originalzeitreihe und den Surrogaten nicht
die Gu¨ltigkeit des Tests, da die Size dadurch schlimmstenfalls erho¨ht wird. Allerdings
senkt eine solche A¨hnlichkeit die Trennscha¨rfe und damit die Leistungsfa¨higkeit des Tests.
Die Tatsache, dass die Surrogate mo¨glichst kleine Werte der Kostenfunktion liefern
sollen, ohne E = 0 exakt zu erfu¨llen, wirft die Frage auf, ob genu¨gend viele lokale Minima
mit E ≈ 0 existieren. Eine allgemeine Antwort auf diese Frage la¨sst sich nur schwer geben,
da sie in starkem Maße von der verwendeten Kostenfunktion abha¨ngt. Allerdings lassen
sich plausible Argumente finden, dass fu¨r große N auch fu¨r sehr kleine Werte der Kosten-
funktion noch sehr viele Konfigurationen existieren. Sei p(E) die Verteilung der Werte, die
die Kostenfunktion E unter den N ! mo¨glichen Permutationen annehmen kann. Diese hat
fu¨r gewo¨hnlich ein Maximum bei einem Wert der Kostenfunktion, der typischerweise von
zufa¨lligen Permutationen angenommen wird. In den vorangegangen Beispielen hatte dieses
1Dabei wurden die gleichen Parameter wie in Abschnitt 2.1.1 verwendet.











Abbildung 2.7: Stark korrelierter AR(3)–Prozess (2.11), der mit sn = xn|xn| gemessen wurde.
Maximum einen Abstand von ungefa¨hr 40 (SOI) bzw. 76 (AR2) Standardabweichungen
von E = 0. Dabei wurde im ersten Fall q = 1 und im zweiten Fall die Maximumsnorm
(q = ∞) verwendet. Weiter sei P (E¯) = ∫ E¯0 p(E)dE die kumulative Wahrscheinlichkeits-
verteilung, die angibt wie wahrscheinlich Konfigurationen mit einer Kostenfunktion E ≤ E¯
sind. Natu¨rlich nimmt P (E¯) fu¨r E¯ nahe bei Null sehr kleine Werte an, ist aber fu¨r positive
E¯ stets von Null verschieden. Dies gilt fu¨r einen Großteil an Kostenfunktionen und ist
im Beispiel der Autokovarianzen offensichtlich gegeben. Die Anzahl der mo¨glichen Kon-
figurationen mit E < E¯ ist proportional zu P (E¯)N !. Die Fakulta¨t N ! ∼ NN wa¨chst
dabei schneller als exponentiell an. Und obwohl in den erwa¨hnten Beispielen P (E¯) extrem
klein ist und Gro¨ßenordnungen von 10−350 bzw. 10−1250 annimmt, ergeben sich aufgrund
der immensen Anzahl an Konfigurationen noch 103712 bzw. 104480 Konfigurationen mit
E < E¯. Dabei wurde fu¨r p(E) die Gaußverteilung angenommen, welche mit exp(−E2)
abfa¨llt. Aber auch schneller abfallende Verteilungen ko¨nnen die Anzahl der mo¨glichen
Konfigurationen nur dann unterdru¨cken, wenn N klein ist.
Das Konzept der bedingten Realisierung verlangt im Grunde genommen ein exaktes
U¨bereinstimmen der Eigenschaften zwischen Surrogaten und Originalzeitreihe. Fu¨r end-
liche Zeitreihen wird diese Bedingung aber nur von einigen trivialen Transformationen
exakt erfu¨llt, an denen man als Surrogat nicht interessiert ist. In der Praxis kann man
nur versuchen, die Eigenschaften so genau wie mo¨glich auf den Surrogaten zu reproduzie-
ren. Diesem Ziel kommt man von der AAFT u¨ber das iterative Verfahren bis nur neuen
Simulated Annealing Methode immer na¨her. Eine Senkung der Diskrepanz zwischen Sur-
rogaten und Originaldaten verkleinert eine mo¨gliche Abweichung der empirischen von der
nominellen Size. Da viele der verwendeten Teststatistiken fu¨r Nichtlinearita¨t, wie z. B. der
nichtlineare Vorhersagefehler, auch von den linearen Eigenschaften der Zeitreihe abha¨ngen,
senkt sich natu¨rlich auch deren Varianz. Dadurch erho¨ht sich die Trennscha¨rfe des Tests,
wodurch das Auffinden von kleinsten Anzeichen von Nichtlinearita¨t mo¨glich wird. Ande-
rerseits kann diese Senkung der Varianz der Teststatistik entgegen den Erwartungen auch
zu falschen Verwerfungen der Nullhypothese fu¨hren. Solche Fa¨lle wurden von Kugiumt-
zis [Kug99] aufgezeigt, wobei die Surrogate u¨ber das iterative Verfahren erzeugt wurden.


























Abbildung 2.8: Mittelwert und Standardabweichung der periodischen Autokorrelation %p(1) fu¨r 200
Surrogate in Abha¨ngigkeit von den Iterationschritten (links) und der Kostenfunktion (rechts). Die
horizontale Linie entspricht dem Wert des Original–AR(3)–Prozesses. Wa¨hrend das iterative Verfahren
den Sollwert nicht erreicht, kommt man mit der neuen Methode diesem Wert beliebig nahe.
Als Zeitreihe dient diesmal ein stark korrelierter AR(3)–Prozess
xn = 0.99xn−1 − 0.8xn−2 + 0.65xn−2 + ηn , (2.11)
der zusa¨tzlich mit der nichtlinearen Messfunktion
sn = xn|xn| (2.12)
gemessen wird. Eine Realisierung dieses Prozesses, die im Folgenden als Grundlage dient,
ist in Abbildung 2.7 dargestellt. Die Kombination aus der starker Korreliertheit und der
relativ starken Nichtlinearita¨t in der Messfunktion macht es fu¨r diesen Datensatz sehr
schwierig Surrogate zu erzeugen. Die iterative Methode konvergiert nur sehr langsam und
beno¨tigt ungefa¨hr 130 Iterationen, um den Fixpunkt zu erreichen. In Abbildung 2.8 ist
im Vergleich zwischen iterativem und Simulated Annealing Verfahren dargestellt, wie sich
eine lineare Teststatistik mit steigender Genauigkeit verha¨lt. Als Observable dient dabei
die periodische Autokorrelation %p(τ = 1), welche auf jeweils 200 Surrogaten gemessen
wurde. Fu¨r die iterative Methode na¨hert sich der Mittelwert der Autokorrelation mit stei-
gender Anzahl der Iterationschritte einem konstanten Wert. Aber obwohl Fourier–basierte
Surrogate die periodischen Autokorrelationen zu implementieren versuchen, erreichen sie
nicht den Wert der Originalzeitreihe. Der Abstand betra¨gt am Ende ungefa¨hr drei Stan-
dardabweichungen. Offensichtlich gelingt es mit dem iterativen Verfahren nicht, sowohl
Verteilung als auch Spektrum gleichzeitig zu realisieren. In einem solchen Fall ko¨nnten
nichtlineare Teststatistiken, die auch von den linearen Korrelationen abha¨ngen, zu falschen
Verwerfungen der Nullhypothese fu¨hren. Fu¨r die rechte Seite von Abbildung 2.8 wurden
Surrogate erzeugt, die die Kostenfunktion E = max100τ=1 |γ′p(τ)− γp(τ)| minimieren. Da in
diesem Fall die Korrelationen direkt implementiert werden, ist es nicht verwunderlich, dass
der Mittelwert sich im Laufe der Minimierung dem Sollwert der Originalzeitreihe na¨hert.
Fu¨r E < 0.01 ist der Abstand kleiner als eine Standardabweichung und ab E ≈ 0.001 ver-
teilen sich die Werte der Surrogate symmetrisch um den Sollwert. Die Standardabweichung
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σ wird dabei mit der Kostenfunktion immer kleiner und ist anna¨hernd proportional zu E.
Im Gegensatz zur iterativen Methode existieren also in diesem Fall keine verbleibenden
Diskrepanzen zwischen Surrogaten und Originalzeitreihe.
Um beschriebene Probleme fu¨r iterative Surrogate zu vermeiden, schla¨gt Kugiumtzis
[Kug99] vor, die Verwendbarkeit der Surrogate durch einen Test mit einer linearen Test-
statistik zu verifizieren. Im oben genannten Fall wa¨re dadurch die Diskrepanz zwischen
Surrogaten und Originalzeitreihe sofort aufgefallen. Fu¨r Simulated Annealing Surroga-
te habe ich eine solche Diskrepanz bisher in keinem Fall beobachtet. Es ist aber nicht
auszuschließen, dass z. B. bei ungeschickter Wahl der Kostenfunktion unerwu¨nschte syste-
matische Abweichungen auftreten ko¨nnen. Die Flexibilita¨t der neuen Methode erlaubt im
Prinzip auch die Vermeidung dieses Problems. So ist es z. B. mo¨glich, eine Kostenfunktion













aufzustellen, die alle M Surrogate beru¨cksichtigt und explizit deren summierte Abwei-
chung minimiert. Die Surrogate S′1, . . . , S′M werden dabei in einem Minimierungsprozess
gleichzeitig erzeugt. Durch die innere Summe u¨ber die Surrogate gehen systematische Ab-
weichungen dabei sta¨rker in die Kostenfunktion ein als statistische und werden somit bei
der Minimierung sta¨rker unterdru¨ckt. Dieses Vorgehen bedeutet allerdings einen a¨ußerst
großen Rechenaufwand und der Sinn einer Umsetzung dieser Idee ist daher mehr als frag-
lich.
2.4 Anwendungen
Bisher war stets die Autokovarianz die einzige Eigenschaft, die auf den Surrogaten repro-
duziert werden sollte. Das Motiv dafu¨r war, dass in einem Test auf Nichtlinearita¨t die
linearen Eigenschaften der Originalzeitreihe in den Surrogaten erhalten werden sollten. In
vielen Fa¨llen reicht dafu¨r aber die Verwendung der Fourier–basierten Standardmethoden
aus. Nur wenn Periodizita¨tsprobleme zu erwarten sind oder das iterative Verfahren nur
unzula¨nglich konvergiert, sollte in diesem einfachen Fall auf Simulated Annealing Surro-
gate zuru¨ckgegriffen werden.
Im Folgenden soll gezeigt werden, wie durch die Flexibilita¨t der neuen Methode die ein-
fache Nullhypothese eines linearen Prozesses mit einer eventuellen nichtlinearen Messfunk-
tion sinnvoll erweitert werden kann. Bekannte, bereits verstandene oder uninteressante Ei-
genschaften ko¨nnen u¨ber die Kostenfunktion in die Surrogate eingebaut werden. Daru¨ber
hinaus lassen sich Surrogate fu¨r Datensa¨tze erzeugen, deren Behandlung sich den Stan-
dardmethoden entzieht.
2.4.1 Nichtstationarita¨t
In Abschnitt 2.1.2 wurde auf die Problematik von Nichtstationarita¨t in der zu untersu-
chenden Zeitreihe eingegangen. Die Tatsache, dass die Stationarita¨t impliziter Bestandteil
der Nullhypothese ist, fu¨hrt dazu, dass jegliche Form von Nichtstationarita¨t in den Daten
eine (korrekte) Verwerfung der Nullhypothese nach sich ziehen kann. In einigen Situatio-
nen kann eine unerwu¨nschte, aber unvermeidbare Nichtstationarita¨t in den Daten bereits
vor der nichtlinearen Analyse bekannt sein. Dies ist z. B. der Fall, wenn die Messung









Abbildung 2.9: Unabha¨ngige, gaußverteilte Zufallszahlen mit einer addierten periodischen Schwankung
(oben) und deren laufender Mittelwert (unten).
wird. Eine solche nichtstationa¨re Zeitreihe sollte nicht direkt in einem Test verwendet
werden, da bei einem eventuellen Verwerfen der Nullhypothese die Ursache dafu¨r nicht
bestimmt werden kann. Eine Mo¨glichkeit, die Auswirkungen der bekannten Nichtstatio-
narita¨ten zu unterbinden, ist die ”Subtraktion“ bzw. ein De–Trending der vermuteten
Nichtstationarita¨t. Dafu¨r muss die Form bzw. der Verlauf der Nichtstationarita¨t ent-
weder durch Anpassung an die Daten modelliert oder durch zusa¨tzliche, parallele und
unabha¨ngige Messungen gewonnen werden. Dies ist aber in vielen Fa¨llen sehr schwierig
und nicht praktikabel. Die Alternative ist die Implementierung der Nichtstationarita¨t in
die Surrogate.
Um mit einem einfachen Beispiel zu beginnen, betrachten wir die Zeitreihe aus Abbil-
dung 2.9, welche aus unabha¨ngigen, gaußverteilten Zufallszahlen besteht. Zusa¨tzlich wur-
de eine Sinuswelle A sin(2pit/T ) mit einer Amplitude A = 0.2 und einer Periode T = 256
addiert, welche in diesem Fall den nichtstationa¨ren Untergrund darstellen soll. Soll der
Datensatz auf mo¨gliche Korrelationen hin untersucht werden, la¨sst sich ein Test mit Sur-
rogaten durchfu¨hren, die lediglich zufa¨llige Permutationen der Originalzeitreihe sind. Als
Teststatistik kann die Autokorrelation %(1) dienen. Fu¨hrt man einen solchen Test mit der
oben genannten Zeitreihe und 39 Surrogaten durch, so wird die Nullhypothese der Unkor-
reliertheit der Werte mit einem Signifikanzniveau von 95% verworfen. Dies ist dadurch zu
erkla¨ren, dass der langsam variierende Untergrund natu¨rlich selbst Korrelationen aufweist.
Ist aber die Existenz und Ursache des nichtstationa¨ren Untergrundes bekannt und fu¨r die
Analyse uninteressant, mu¨ssen fu¨r einen Test entsprechende Surrogate erzeugt werden. Im
Falle eines additiven Untergrunds, der lediglich den zeitlich lokalen Mittelwert vera¨ndert,
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Abbildung 2.10: Tagesdifferenzen der BUND Future Notierung (oben) und deren laufende Mittelwerte
und Standardabweichungen. Das Surrogat (unten) hat die gleichen Autokorrelationen und die gleichen
laufenden Mittelwerte und Standardabweichungen.








aufgestellt werden, welche die Abweichungen des laufenden Mittelwertes zwischen Origi-
nalzeitreihe und Surrogat in J um N/J versetzten Fenstern misst. In Abbildung 2.9 sind
unten die laufenden Mittelwerte u¨ber Fenster der Breite b = 100, welche jeweils um 25
Punkte versetzt sind, aufgetragen. Die periodische Struktur des addierten Untergrundes
ist schwach zu erkennen. Weiter wurden 39 Surrogate erzeugt, die die Kostenfunktion
aus Gleichung (2.15) minimieren, und wieder deren Autokorrelation mit den zu untersu-
chenden Daten verglichen. Die erweiterte Nullhypothese einer unkorrelierten Zeitreihe mit
langsam variierendem Mittelwert konnte diesmal korrekterweise nicht verworfen werden.
Das vorangegangene Beispiel war sowohl in Hinblick auf die Nullhypothese als auch
auf die auftretende Nichtstationarita¨t besonders einfach. Im Folgenden soll eine Finanz-
zeitreihe auf Nichtlinearita¨t hin untersucht werden. Dabei handelt es sich um den ta¨glich
notierten BUND Future, welcher freundlicherweise von Thomas Schu¨rmann von der WGZ–
Bank in Du¨sseldorf zur Verfu¨gung gestellt wurde. In Abbildung 2.10 (oben) sind 1600
Tagesdifferenzen von Dezember 1990 bis Februar 1997 darstellt. Es ist deutlich zu sehen,
dass die Varianz und in kleinerem Maße auch der Mittelwert auf einer gro¨ßeren Zeitskala
variieren als die A¨nderungen der Zeitreihe selbst. Die Nichtstationarita¨t ist wesentlich
sta¨rker ausgepra¨gt als im vorangegangen, konstruierten Beispiel und die laufende Stan-
dardabweichung variiert bis zu einem Faktor drei. Diese Nichtstationarita¨ten ko¨nnten
leicht zu einem Verwerfen der Nullhypothese eines linearen Prozesses fu¨hren, was formell
zwar richtig, in vielen Fa¨llen aber unerwu¨nscht ist. Im Folgenden sollen Surrogate fu¨r einen
Nichtlinearita¨tstest erzeugt werden, die die gleichen laufenden Mittelwerte und Standard-
abweichungen besitzen wie der Originaldatensatz. Dafu¨r werden diese Gro¨ßen in Fenstern
von 100 Tagen bestimmt, die jeweils um 50 Tage u¨berlappen. Die entsprechenden Werte
sind in der Mitte von Abbildung 2.10 aufgetragen. Weiterhin mu¨ssen wir fu¨r einen Test
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auf Nichtlinearita¨t auch die Autokovarianzen γ(τ) der Surrogate in U¨bereinstimmung mit
der Originalzeitreihe bringen. Da die Werte nur schwach korreliert sind, beru¨cksichtige ich
in der Kostenfunktion nur Autokovarianzen bis zu einer Zeitverzo¨gerung von τmax = 5. In
die Kostenfunktion fließen damit drei unterschiedliche Eigenschaften (Mittelwerte, Stan-
dardabweichungen und Autokovarianzen) ein, welche sich in ihrer Gro¨ßenordnung unter-
scheiden. In einem solchen Fall ko¨nnen die Gro¨ßenverha¨ltnisse durch geeignete Wahl der
Gewichte wj in der Kostenfunktion (2.5) aufeinander angepasst werden. Hier skaliere ich
die drei Eigenschaften so, dass sie im Intervall [−1, 1] liegen. Als Norm wa¨hle ich die Eu-
klidische Norm mit q = 2. Durch Minimierung der resultierenden Kostenfunktion erha¨lt
man Surrogate, von denen eines unten in Abbildung 2.10 dargestellt ist. Wird das Maß
fu¨r die Zeitasymmetrie (1.3) fu¨r die Originalzeitreihe und 19 Surrogate berechnet und ver-
glichen, kann die Nullhypothese eines linearen Prozesses mit zeitabha¨ngigen Mittelwerten
und Varianzen nicht verworfen werden.
Neben den in diesem Abschnitt implementierten Erweiterungen der Nullhypothese
sind beliebige, weitere Formen von Nichtstationarita¨ten vorstellbar. Sie mu¨ssen lediglich
in Form einer Observablen formulierbar sein und in die Kostenfunktion eingebaut wer-
den. Eine mo¨gliche Erweiterung fu¨r Nichtlinearita¨tstests mit nichtstationa¨ren Zeitreihen
wa¨re die Implementierung von laufenden Autokovarianzen. Aber auch die lokale Wahr-
scheinlichkeitsverteilung der Zeitreihenwerte ko¨nnte zeitlich angepasst werden, indem das
Permutationsschema gea¨ndert wird und sich die Werte sn nur um maximal ∆nmax ver-
schieben lassen. Durch Kombination dieser beiden Ansa¨tze ko¨nnten Surrogate fu¨r einen
Nichtlinearita¨tstest erzeugt werden, dessen Nullhypothese ein ARMA–Prozess mit lang-
sam variierenden Parametern und vera¨nderbarer Messfunktion ist.
2.4.2 Multivariate Daten
Ha¨ufig werden von einem zu untersuchenden System mehrere Zeitreihen gleichzeitig auf-
genommen. Dabei sind z. B. an verschiedenen Orten gemessene, gleiche Gro¨ßen oder
auch physikalisch unterschiedliche Gro¨ßen vorstellbar. Obwohl multivariate Daten sehr
ha¨ufig auftreten, lassen sich in der Literatur relativ wenig nichtlineare Methoden finden,
die ihre Analyse erlauben. Fu¨r einen Test auf Nichtlinearita¨t ist es im Prinzip legitim
die Zeitreihen einzeln zu untersuchen. Durch ein Auffinden von Nichtlinearita¨t in einem
Anteil der Zeitreihen, der signifikant ho¨her ist als die Size des Tests, la¨sst sich die Anwen-
dung von nichtlinearen Methoden rechtfertigen. Dabei werden die Zeitreihen allerdings als
unabha¨ngig von einander angenommen. Eine natu¨rliche Erweiterung der Nullhypothese
des ARMA–Prozesses ist ein multivariater, gaußscher, linearer Prozess. Neben den Auto-
kovarianzen und Verteilungsfunktionen der individuellen Zeitreihen mu¨ssen in diesem Fall






(xn − x¯)(yn+τ − y¯) (fu¨r τ ≥ 0)2 (2.16)
zwischen den jeweiligen Zeitreihen {xn} und {yn} fixiert werden. Das Korrelationstheo-
rem, eine Verallgemeinerung des Wiener–Khinchin–Theorems (1.11), erlaubt auch hier
eine Realisierung im Frequenzraum. Eine entsprechende Verallgemeinerung der iterativen
Methode aus Abschnitt 1.5.3 wird in [SS00] beschrieben, indem die Einzelspektren und
2Fu¨r τ < 0 mu¨ssen die Grenzen der Summe und die Normierung entsprechend angepaßt werden.
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das Kreuzspektrum angepasst werden. Dabei werden sowohl eventuell vorhandene Nichtli-
nearita¨ten in den Zeitreihen als auch nichtlineare Abha¨ngigkeiten zwischen den Zeitreihen
in den Surrogaten zersto¨rt. In einigen Fa¨llen kann dies aber unerwu¨nscht sein.
In [Sch98] und [SS00] wird das Beispiel einer gleichzeitigen Aufnahme von Atmung und
Herzschlagrate einer Versuchsperson im Schlaf betrachtet. Diese Zeitreihen sind Bestand-
teil des Datensatzes B, der vom Santa Fe Institute anla¨sslich eines Zeitreihenwettbewerbs
vero¨ffentlicht wurde [WG93]. Werden Atem– und Herzrate einzeln betrachtet, lassen sich
in beiden leicht Nichtlinearita¨ten finden. Dies macht sich unter anderem durch eine starke
Asymmetrie unter Zeitumkehr bemerkbar. Da erfahrungsgema¨ß eine Abha¨ngigkeit zwi-
schen Atem– und Herzrate besteht, stellt sich die interessante Frage, ob die Nichtlinearita¨t
einer der beiden Komponenten aus der Abha¨ngigkeit von der anderen erkla¨ren la¨sst. Bei
einem entsprechenden Test wird eine Zeitreihe fixiert, wa¨hrend fu¨r die andere ein Surrogat
erzeugt wird. Sollen lediglich lineare Abha¨ngigkeiten zwischen den Zeitreihen untersucht
werden, reicht auch hier wieder die Fixierung der Kreuzkorrelationen aus. Werden aber
sowohl alle Kreuzkorrelationen zu einer unvera¨nderlichen Zeitreihe als auch alle Autokorre-
lationen fixiert, wie es bei Methoden im Frequenzraum der Fall ist, bleiben keine Freiheiten
fu¨r ein zufa¨lliges Surrogat. Im Gegensatz dazu erlaubt die Simulated Annealing Methode
die Implementierung von Kovarianzen auf bestimmten, interessierenden Teil–Intervallen
des τ–Bereichs. So gewonnene Surrogate wurden in [Sch98] fu¨r die Herzrate erzeugt. Es
zeigte sich, dass speziell die Zeitumkehrasymmetrie der Herzrate nicht allein mit einer
linearen Abha¨ngigkeit von der Atemrate erkla¨rt werden kann.
Ich mo¨chte hier die grundlegende Idee dieser Vorgehensweise an einem konstruierten
Modell illustrieren. Dazu betrachte ich als erste Zeitreihe die x–Komponente der chaoti-
schen He´non–Abbildung
xn = 1.4− x2n−1 + 0.3yn−1
yn = xn−1
. (2.17)
Diese sei in der folgenden Art mit einem AR(1)–Prozess gekoppelt
zn = 0.9zn−1 + Cxn−1 + ηn , n = 1, . . . , N = 1000 , (2.18)
wobei u¨ber C die Sta¨rke der Koppelung variiert werden kann. Fu¨r C = 0 ist die Zeit-
reihe {zn} ein linearer AR(1)–Prozess, aber mit steigendem C wird der Prozess u¨ber die
Koppelung mit der He´non–Abbildung nichtlinear. Wird fu¨r z. B. C = 1 ein Nichtli-
nearita¨tstest mit 39 Fourier–basierten Surrogaten durchgefu¨hrt, wird die Nullhypothese
eines gaußschen, linearen Prozesses mit einer Wahrscheinlichkeit von 95% verworfen. Wer-
den Mittelwert und Standardabweichung der Zeitumkehrstatistik (1.3) mit τ = 1 fu¨r 500
Surrogate berechnet, so zeigt sich, dass der Wert fu¨r die Originalzeitreihe ungefa¨hr drei
Standardabweichungen vom Mittelwert (T rev(1) ≈ 0) entfernt ist. Um zu untersuchen,
ob die gefundene Nichtlinearita¨t ihre Ursache lediglich in der linearen Koppelung mit der
nichtlinearen Zeitreihe {xn} hat, mu¨ssen Surrogate erzeugt werden, die die gleichen Kreuz-
korrelationen aufweisen. Wie in Abbildung 2.11 zu sehen, fallen die Kreuzkorrelationen
mit steigendem |τ | rasch ab und ich beziehe im Folgenden nur die Kreuzkorrelationen im
Bereich τ = −100, . . . , 100 in die Kostenfunktion ein. Weiter werden in der Kostenfunktion
die Autokovarianzen γ(τ) bis τmax = 200 beru¨cksichtigt. Da beide Zeitreihen auf gleiche
Varianz normiert wurden, sind Kreuz– und Autokovarianzen von gleicher Gro¨ßenordnung
und die Gewichte in der Kostenfunktion (2.5) ko¨nnen konstant wj = 1 gewa¨hlt werden.

























Abbildung 2.11: Kreuzkorrelationen zwischen der x–Komponente der He´non–Abbildung und einem
damit gekoppelten AR(1)–Prozess (2.18).
Temperatur nach Sak = 5N bzw. Stotal = 50N Updates um den Faktor α = 0.995 gesenkt
wird. Bei einem erneuten Test mit der Zeitumkehrstatistik und 39 Annealing–Surrogaten
liegt der Wert der Originalzeitreihe nun nicht außerhalb des durch die Surrogate definier-
ten Bereichs, sondern ungefa¨hr in der Mitte. Die Nullhypothese eines linearen Prozesses,
der linear an ein nichtlineares System gekoppelt ist, kann also korrekterweise nicht ver-
worfen werden. Ein Verwerfen dieser Nullhypothese ko¨nnte verschiedene Ursachen haben.
Zum einen ko¨nnte die untersuchte Zeitreihe tatsa¨chlich das Produkt eines nichtlinearen
zugrunde liegenden Prozesses sein. Aber auch die Koppelung ko¨nnte nichtlinearer Natur
sein und damit nicht ausreichend durch die Kreuzkorrelationen beschrieben werden.
Die Analyse von multivariaten Daten ist damit bei weitem nicht erscho¨pft und der
zweite Teil dieser Arbeit bescha¨ftigt sich eingehend mit der Analyse von Abha¨ngigkeiten
zwischen Zeitreihen.
2.4.3 Zeitreihen mit unterschiedlichen Zeitintervallen
Die große Mehrheit der Arbeiten in der Zeitreihenanalyse bescha¨ftigen sich mit Zeitreihen,
deren Werte in festen Zeitabsta¨nden aufgenommen wurden. Unregelma¨ßig aufgenommene
Zeitreihen werden meist nicht beru¨cksichtigt, obwohl sie in vielen Gebieten der Wissen-
schaft auftreten, wenn Messungen durch praktische Bedingungen beschra¨nkt sind. Bei-
spiele dafu¨r sind astronomische Beobachtungen, die oft nur nachts und bei klarem Wetter
stattfinden ko¨nnen, oder Finanzmarktdaten, die an Wochenenden und Feiertagen Lu¨cken
aufweisen. Der Ausschluss solcher Zeitreihen ist dabei hauptsa¨chlich durch technische
Aspekte begru¨ndet und damit zu erkla¨ren, dass viele Methoden nicht auf den Fall der
unregelma¨ßig aufgenommenen Zeitreihen verallgemeinert werden ko¨nnen. Dies gilt sowohl
fu¨r einfachste, lineare Observablen wie die Autokovarianz als auch fu¨r die Methoden der
nichtlinearen Zeitreihenanalyse.
Eine erste Idee Zeitreihen mit variierenden Zeitintervallen zu behandeln besteht dar-
in, die Werte der Zeitreihe auf Zeitpunkte mit gleichem Abstand zu interpolieren. Dies
ist aber fu¨r einen Test auf Nichtlinearita¨t nicht zu empfehlen, da die Interpolation un-
erwu¨nschte Nichtlinearita¨ten nach sich ziehen ko¨nnte, die nachher nicht von wirklicher
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nichtlinearer Struktur in den Daten unterschieden werden kann. In dem speziellen Fall,
in dem die Daten zwar in regelma¨ßigen Zeitabsta¨nden aufgenommen wurden, aber an ei-
nigen Stellen Lu¨cken aufweisen, ist es mo¨glich diese Lu¨cken mit Nullen aufzufu¨llen. Das
Permutationsschema fu¨r die Surrogate sollte diese Lu¨cken unberu¨cksichtigt lassen, sodass
sie an der gleichen Stelle bleiben. Der resultierende Fehler im Scha¨tzer der Autokovarianz
ist dann fu¨r Originalzeitreihe und Surrogate gleich und der Test beha¨lt seine Gu¨ltigkeit.
Ist die Anzahl der Lu¨cken aber sehr hoch oder sind die Lu¨cken sehr lang, ist dieser Ansatz
aber nicht mehr praktikabel.
Im Falle von Zeitreihen, die keine Regelma¨ßigkeit in den Zeitabsta¨nden aufweisen,
beno¨tigen wir andere Gro¨ßen bzw. Scha¨tzer, die die linearen Eigenschaften der Daten
beschreiben. Sobald wir ein solches Maß fu¨r die linearen Korrelationen einer unregelma¨ßig
aufgenommenen Zeitreihe gefunden haben, ko¨nnen wir sie in die Form einer Kostenfunk-
tion bringen und entsprechend Surrogate erzeugen. Auch hier sind — wie im Falle von
herko¨mmlichen Zeitreihen — zwei Ansa¨tze mo¨glich, wobei der eine im Frequenzbereich
und der andere im Zeitbereich angesiedelt ist.
Zuna¨chst ist es mo¨glich, auch das Frequenzspektrum einer Zeitreihe {sn}, n = 1, . . . , N ,
mit beliebigen, aber chronologisch sortierten Zeitpunkten {tn} zu scha¨tzen. Ein solcher
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definiert ist. Diese Gleichung ist das Resultat einer least–squares Anpassung des Modells
s(t) = a cosωt+ b sinωt an die Daten fu¨r eine feste Frequenz ω. Aus diesem Grund wird
das Lomb–Periodogramm auch ha¨ufig least–squares– oder LS–Periodogramm3 genannt.
Fu¨r Zeitreihen mit konstanten Zeitintervallen ∆t = tn− tn−1 (fu¨r alle n) reproduziert das
Lomb–Periodogramm P (2pin/N∆t) die quadrierten Amplituden der Fouriertransformati-
on. Abgesehen von diesem speziellen Fall, existiert keine inverse Transformation fu¨r das
Lomb–Periodogramm. Daher ist es nicht mo¨glich, den Lomb–Scha¨tzer fu¨r das Spektrum
in einer der Standardmethoden zur Surrogaterzeugung aus Abschnitt 1.5 zu verwenden,
da diese alle auch eine Ru¨cktransformation beno¨tigen.
Das Einbinden in die neue Methode ist im Gegensatz dazu leicht mo¨glich, da hier die
inverse Transformation nicht verwendet wird. Das Lomb–Periodogramm kann wie u¨blich




|P (ωj)− P ′(ωj)| (2.21)
eingebaut werden [SS99b]. Dabei wurden konstante Gewichte und q = 1 gewa¨hlt. Schwie-
riger gestaltet sich die Wahl der Frequenzen ωj , an denen das Spektrum von Surrogat
3Die Abku¨rzung LS kann dabei sowohl fu¨r least–squares als auch fu¨r Lomb–Scargle, den Entwicklern
dieser Methode, stehen.
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und Originalzeitreihe in U¨bereinstimmung gebracht werden sollen. Wa¨hrend bei der Fou-
riertransformation sowohl die Anzahl der Frequenzen Nf als auch die Frequenzen selbst
natu¨rlicherweise festgelegt sind, gibt es fu¨r unregelma¨ßig aufgenommene Zeitreihen kei-
ne kanonische Wahl. Es ist in jedem Fall sinnvoll, sich das Lomb–Periodogramm der
zu untersuchenden Zeitreihe anzuschauen, um Anhaltspunkte dafu¨r zu bekommen, wel-
che Frequenzen vernu¨nftigerweise gewa¨hlt werden sollten. Dabei sollten z. B. Spitzen im
Spektrum auf jeden Fall beru¨cksichtigt werden. Naheliegend und vorurteilsfrei ist die Wahl
von Nf = N/2 a¨quidistanten Frequenzen ωj = jω1, wobei ω1 so gewa¨hlt werden sollte,
dass der interessierende Frequenzbereich abgedeckt wird. Orientieren kann man sich auch
an den Werten der kleinsten und gro¨ßten mo¨glichen Frequenz, welche zum einen u¨ber
der Gesamtzeitraum ∆max = tN − t1 der Zeitreihe und zum anderen u¨ber den kleinsten
Zeitabstand ∆min = minn(tn − tn−1) gewonnen werden ko¨nnen.
Bei der Implementierung des Lomb–Periodogramms im Annealing–Prozess sind wie im
Falle der Autokovarianz einige Optimierungen mo¨glich, die unno¨tige verbrauchte Rechen-
zeit vermeiden. Zuna¨chst ist die beno¨tigte Rechenzeit fu¨r die Berechnung des kompletten
Lomb–Periodogramms von der Ordnung O(NNf ). Da aber lediglich die Zeitreihenwer-
te {sn} permutiert werden, wa¨hrend die Zeitpunkte {tn} unvera¨ndert bleiben, mu¨ssen
nicht bei jedem Wertetausch alle Summen in Gleichung (2.19) komplett neu berechnet
werden. So ko¨nnen die Werte fu¨r t˜ und die Summen im Nenner bereits zu Beginn des
Annealings fu¨r jede Frequenz ωj berechnet und abgespeichert werden. In den Summen im
Za¨hler a¨ndern sich bei einem Wertetausch auch nur zwei Terme, die neu berechnet werden
mu¨ssen. Dadurch reduziert sich die Ordnung der beno¨tigten Rechenzeit fu¨r ein Update
auf O(Nf ).
Alternativ ko¨nnen die linearen Eigenschaften einer Zeitreihe mit unterschiedlichen Zei-
tintervallen auch direkt im Zeitbereich beschrieben werden. Da der Scha¨tzer (1.1) der Au-
tokovarianz aber unmittelbar auf dem mehrfachen Vorkommen von Zeitreihenwerten mit
Zeitabstand τ basiert, ist dieser nicht direkt umsetzbar. Um die no¨tige Statistik fu¨r den
Scha¨tzer zu erhalten, ist es vielmehr no¨tig, den Bereich der mo¨glichen Zeitabsta¨nde τ in
kleine Intervalle der La¨nge δτ zu unterteilen und die Wertepaare {si, sj}, deren Zeitabstand
in diese Intervalle fallen, zu za¨hlen. Konkret sei
Bij(τ, δτ ) = {(i, j) : τ < ti − tj ≤ τ + δτ} (2.22)
die Menge der Indexpaare (i, j), deren zugeho¨rige Zeitabsta¨nde im Intervall [τ, τ + δτ ]









(si − s¯)(sj − s¯) (2.23)
konstruieren, welcher die Autokovarianz mit der Zeitverzo¨gerung τ + δτ/2 in der Mitte
des Intervalls [τ, τ + δτ ] scha¨tzt. Der Ausdruck ||Bij(·)|| steht dabei fu¨r die Anzahl der
Elemente der Menge Bij(·). Fu¨r Zeitreihen mit konstantem Zeitabstand ∆t stimmt der
Scha¨tzer γ∆t(τ) mit den u¨blichen Autokovarianzen γ(τ) u¨berein.
Die Wahl des Parameters δτ muss hier allerdings mit Vorsicht getroffen werden. Wird
δτ zu klein gewa¨hlt, kann die Einteilung zu fein sein, sodass bestimmte Bereiche keine
Wertepaare enthalten (||Bij(·)|| = 0) und damit der Scha¨tzer (2.23) der Autokovarianz fu¨r
die entsprechende Zeitverzo¨gerung nicht definiert ist. Fu¨r eine vernu¨nftige Scha¨tzung der
Autokovarianz sollte jedes Intervall genu¨gend Elemente enthalten, um numerische Fluk-
tuationen herauszumitteln. Dies gilt insbesondere fu¨r die vorliegende Anwendung, in der
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Surrogate erzeugt werden sollen, die in ihren Autokovarianzen mit der Originalzeitrei-
he u¨bereinstimmen sollen. Wird die Autokovarianz nur u¨ber einige wenige Wertepaare
gescha¨tzt, und versucht, dies exakt auf den Surrogaten zu reproduzieren, kann der Spiel-
raum der mo¨glichen Permutationen stark eingeengt sein. Das Problem ist also bei zu feiner
Einteilung u¨berspezifiziert und es werden nicht die gewu¨nschten, zufa¨lligen Surrogate pro-
duziert. Im Gegensatz dazu wird bei zu grober Einteilung die Autokorrelationsfunktion
gegla¨ttet, sodass unter Umsta¨nden wesentliche Struktur verloren gehen kann.
Auch hier ko¨nnen wieder Optimierungen genutzt werden, die die beno¨tigte Rechen-
zeit fu¨r ein Update reduzieren. Zuna¨chst ist Berechnung aller Autokovarianzen von der
Ordnung O(N2), da die Zugeho¨rigkeit aller Paare (i, j) in die Zeitintervalle ermittelt wer-
den muss. Da diese Zugeho¨rigkeiten aber nur von den unvera¨nderlichen Zeitpunkten tn
abha¨ngen, bleiben diese von der Permutation unberu¨hrt. Beim Tausch eines Wertepaares
mu¨ssen also wieder nur wenige Terme in den Summen neu berechnet werden.
Welche der beiden vorgestellten Alternativen in einem Nichtlinearita¨tstest mit einer
unregelma¨ßig aufgenommenen Zeitreihe verwendet werden sollte, ha¨ngt vom individuel-
len Fall ab. Sind Periodizita¨ten in der Zeitreihe vorhanden, ist sicherlich das Lomb–
Periodogramm die natu¨rlichere Wahl. In anderen Fa¨llen ist unter Umsta¨nden die Im-
plementierung der Autokovarianzen vorzuziehen. Es ist in jedem Fall ratsam, vor einer
Entscheidung sowohl das Frequenzspektrum als auch die Autokovarianzfunktion zu inspi-
zieren und aus der gewonnenen Information eine ada¨quate Kostenfunktion aufzustellen.
Die folgenden Resultate wurden alle u¨ber die Reproduktion des Lomb–Periodogramms in
den Surrogaten gewonnen. Ein Beispiel mit einer Umsetzung der Autokovarianzen aus
Gleichung (2.23) la¨sst sich in [SS00] finden.
Um die Funktionstu¨chtigkeit der Methode fu¨r Zeitreihen mit unterschiedlichen Zeitab-
sta¨nden zu demonstrieren, soll zuna¨chst ein einfaches Beispiel untersucht werden. Bevor
aber ein Surrogattest auf Nichtlinearita¨t tatsa¨chlich durchgefu¨hrt werden kann, beno¨tigen
wir noch eine Teststatistik, mit der die Nichtlinearita¨ten in unregelma¨ßig aufgenommenen
Zeitreihen gemessen werden ko¨nnen. Die fu¨r herko¨mmliche Zeitreihen bewa¨hrten Test-
statistiken [SS97b] sind allerdings meist nicht ohne weiteres auf den vorliegenden Fall
verallgemeinerbar. Die naheliegende Idee der Interpolation der Zeitreihe auf Zeitpunk-
te mit gleichen Abstand, um so die u¨blichen Gro¨ßen berechnen zu ko¨nnen, war fu¨r die
Realisierung der linearen Eigenschaften in den Surrogaten, wie bereits argumentiert, nicht
empfehlenswert. Im Gegensatz dazu ist dieser Ansatz fu¨r die Berechnung von Teststatisti-
ken durchaus erlaubt, da die Teststatistik lediglich als Vergleichsgro¨ße dient. Eine gleiche
systematische Abweichung der Teststatistik fu¨r Surrogate und Originaldatensatz kann die
Gu¨ltigkeit des Tests nicht verletzen.
Im Folgenden verwende ich aber nicht den ”Umweg“ u¨ber die Interpolation, sondern
eine Verallgemeinerung des Maßes (1.3) fu¨r die Zeitumkehrinvarianz. Dieses ist aufgrund
seiner einfachen Struktur leicht auf den Fall der variierenden Zeitabsta¨nde erweiterbar.











was einfach den Mittelwert der Steigungen zur dritten Potenz misst. Fu¨r Zeitreihen mit
konstantem Zeitabstand tn+1 − tn ≡ 1 stimmt dies, abgesehen von der unterschiedlichen
Normierung, mit dem Maß aus Gleichung (1.3) mit τ = 1 u¨berein. Es sei darauf hingewie-

















Abbildung 2.12: Zeitlich aufeinander folgende Werte einer unregelma¨ßig aufgenommenen He´non–
Zeitreihe (links) und eines Surrogates (rechts). Der Test findet signifikante Unterschiede in der Zeita-
symmetrie zwischen Originalzeitreihe und Surrogaten.
ist, aber nicht viel Ausschluss daru¨ber gibt, welcher Natur diese Nichtlinearita¨t ist. Hier
wurde diese Teststatistik lediglich aufgrund ihrer Einfachheit und Robustheit gewa¨hlt.
Im ersten Beispiel soll die Funktionstu¨chtigkeit eines Tests mit Surrogaten, deren
Lomb–Periodogrammmit der Originalzeitreihe u¨bereinstimmt, verifiziert werden. Um eine
nichtlineare Zeitreihe mit unterschiedlichen Zeitabsta¨nden zu bekommen, werden zuna¨chst
10000 x–Werte der He´non–Abbildung aus Gleichung (2.17) erzeugt. Aus diesen Daten wer-
den anschließend N = 1000 Werte zufa¨llig herausgenommen und nach ihren Zeitindizes
sortiert. Die Zeitpunkte tn sind dabei einfach durch den Index der Werte in der langen
Ursprungszeitreihe gegeben. Die resultierenden Zeitabsta¨nde tn − tn−1 liegen im Bereich
von eins bis 80 und sind exponentialverteilt. In Abbildung 2.12 sind links die zeitlich
aufeinanderfolgenden Werte dieser Zeitreihe gegeneinander aufgetragen. Dabei ist ansatz-
weise die bekannte Form des He´non–Attraktors zu erahnen, welcher aus Wertepaaren mit
Zeitabstand eins aufgebaut ist.
Fu¨r den Test auf Nichtlinearita¨t werden Surrogate erzeugt, die das Lomb–
Periodogramm der He´non–Zeitreihe reproduzieren. Die zu minimierende Kostenfunktion
2.21 beru¨cksichtigt dabei Nf = N/2 = 500 gleichverteilte Frequenzen. Als Maximalfre-
quenz wurde νmax = ωmax/2pi = 1/2 gewa¨hlt, was der Nyquist–Frequenz einer Zeitreihe
mit Zeitabstand eins entspricht und die maximal auflo¨sbare Frequenz darstellt. Durch
Minimierung der Kostenfunktion werden 19 Surrogate erzeugt, was einem Signifikanzni-
veau von 90% entspricht, da fu¨r die verwendete Teststatistik (2.24) ein zweiseitiger Test
durchgefu¨hrt werden muss. Die anschließende Berechnung der Teststatistik ergibt fu¨r die
Surrogate den Bereich −0.30 < T rev < 0.18 und fu¨r die He´non–Zeitreihe T rev = −0.58. Da
der Wert der Originalzeitreihe außerhalb des durch die Surrogate aufgespannten Intervalls
liegt, wird die Nullhypothese eines linearen Prozesses verworfen. In diesem einfachen Fall
liefert der Test also in der Tat das korrekte Ergebnis.
Als weitere Verifikation fu¨r die korrekte Funktionsweise soll im Folgenden ein Test mit
einer linearen Zeitreihe durchgefu¨hrt werden. Als Basis diente dabei ein AR(1)–Prozess
xn = 0.95xn−1 + ηn, welcher zusa¨tzlich mit der nichtlinearen Messfunktion sn = m(xn) =
xn
√|xn| aufgenommen wurde. Aus der so gewonnenen Zeitreihe mit 10000 Werten wurden
wieder 1000 zufa¨llig herausgenommen, um eine Zeitreihe mit unterschiedlichen Zeitabsta¨n-









Abbildung 2.13: Das Lomb–Periodogramm von Datensatz E zeigt sowohl um ν ≈ 0.002 als auch bei
kleinen Frequenzen einen hohen spektralen Anteil.
den zu konstruieren. Der anschließende Test mit 19 Surrogaten war diesmal korrekterweise
nicht in der Lage die Nullhypothese zu verwerfen. Fu¨r eine zuverla¨ssige U¨berpru¨fung der
Brauchbarkeit der Lomb–Surrogate mu¨sste die Size des Tests mo¨glichst genau ermittelt
werden. Dafu¨r wa¨re allerdings die Durchfu¨hrung von vielen unabha¨ngigen Tests mit li-
nearen Zeitreihen no¨tig. Der damit verbundene Rechenaufwand wa¨re aber immens und
ließe sich kaum mit der Relevanz der Frage rechtfertigen.
Als letztes Beispiel soll der Surrogattest auf experimentelle Daten aus der Astronomie
angewendet werden. Als Basis dient dabei Datensatz E, welcher vom Santa Fe Institute
anla¨sslich eines Zeitreihenwettbewerbs vero¨ffentlicht wurde [WG93]. Er beinhaltet mehre-
re Messreihen der (u¨ber kurze Zeiten integrierten) Lichtintensita¨t eines variablen, weißen
Zwerges, welche vom Whole Earth Telescope [NWC+90] aufgenommen wurden. Die Zeit-
reihe besteht aus 17 Teilen unterschiedlicher Gro¨ße und umspannt insgesamt ungefa¨hr
3.5 Tage. Wa¨hrend einige der Teile sich zeitlich u¨berlappen, existieren zwischen anderen
Teile relativ große Zeitabsta¨nde, welche eine sinnvolle Interpolation unmo¨glich machen.
Innerhalb der Blo¨cke sind die Zeitabsta¨nde der Messwerte mit ∆t = 10s konstant. Ein be-
sonderes Interesse an Langzeitentwicklungen und damit niedrigfrequenten Anteilen macht
die Untersuchung der Daten als Ganzes wu¨nschenswert. Das in Abbildung 2.13 darge-
stellte Lomb–Periodogramm der kompletten Zeitreihe zeigt auch in der Tat einen hohen
spektralen Anteil bei niedrigen Frequenzen.
Um den zeitlichen Aufwand des Surrogattests im Rahmen zu halten, habe ich die Daten
weiter reduziert und u¨ber jeweils zwo¨lf aufeinander folgende Messwerte integriert. Die re-
sultierende Zeitreihe umfasst N = 2260 Werte und ist in Abbildung 2.14 oben dargestellt.
Innerhalb der teilweise u¨berlappenden Blo¨cke weisen die Daten nun einen Zeitabstand von
∆t = 120 s auf, wa¨hrend dazwischen Lu¨cken von bis zu 10000 s auftreten. Bei der Erzeu-
gung der Surrogate fließt in die Kostenfunktion das Lomb–Periodogramm an Nf = 1130
gleichverteilten Frequenzen bis νmax = 1/240 Hz ein. Dies entspricht wieder der Nyquist–
Frequenz einer Zeitreihe mit konstantem Zeitabstand ∆t = 120 s, sodass alle hochfrequen-
ten Effekte, die auf dem U¨berlappen der Teile beruhen, unberu¨cksichtigt bleiben. Ein















Abbildung 2.14: Der u¨ber zwo¨lf Messwerte integrierte Datensatz E (oben) weist Lu¨cken von bis
zu 10000 s auf, welche eine sinnvolle Interpolation unmo¨glich machen. Das Surrogat (unten) stimmt
in seinem Lomb–Periodogramm und seiner Verteilung mit dem Originaldatensatz u¨berein und besitzt
damit gleiche lineare Eigenschaften.
falls in Abbildung 2.14 dargestellt. Wird anschließend die Zeitumkehr–Teststatistik auf 19
Surrogaten berechnet, so liegt diese im Bereich −13× 10−7s−3 < T rev < 29× 10−7s−3. Im
Vergleich dazu liefern die Originaldaten den Wert T rev = −0.6×10−7s−3, welcher ziemlich
genau in der Mitte des Intervalls liegt. Die Nullhypothese eines linearen, zeitumkehrinva-
rianten Prozesses kann also nicht verworfen werden.
Weitere Untersuchungen des Datensatzes zeigen, dass die Autokorrelationen in den
einzelnen Blo¨cken teilweise erheblich voneinander abweichen. Die Zeitreihe kann damit
bezu¨glich ihrer linearen Eigenschaften nicht als stationa¨r angesehen werden. Passende
Surrogate fu¨r den kompletten Datensatz mu¨ssten also u¨ber den in Abschnitt 2.1.2 be-
schriebenen Ansatz erzeugt werden. Da in diesem speziellen Fall die Zeitreihe aus Blo¨cken
mit konstanter Aufnahmerate besteht, ist es hier mo¨glich, auf den individuellen Blo¨cken
Nichtlinearita¨tstests mit den Standardmethoden durchzufu¨hren. Auch diese finden aber
keine signifikanten Nichtlinearita¨ten und ko¨nnen die Nullhypothese nicht verwerfen.
Die in diesem Abschnitt beschriebene Methode macht es erstmals mo¨glich, Zeitreihen
mit unterschiedlichen Zeitintervallen auf Nichtlinearita¨ten hin zu testen. Dies wurde durch
die neue, flexible Methode zur Erzeugung von Surrogaten ermo¨glicht, worauf hier auch der
Schwerpunkt gelegt wurde. Den Aspekt der Verallgemeinerung der Teststatistiken auf die-
sen Fall habe ich hier nur kurz angesprochen. Weitere Untersuchungen auf diesem Gebiet
sind aber sicherlich erforderlich, um unregelma¨ßig aufgenommene Zeitreihen zuverla¨ssig
auf Nichtlinearita¨ten hin testen zu ko¨nnen.
50 Kapitel 2. Flexible Methode zur Surrogaterzeugung
Kapitel 3
Zusammenfassung und Ausblick
Im ersten Teil dieser Arbeit wurde eine neue Methode entwickelt, um Zeitreihen auf even-
tuelle nichtlineare Strukturen hin zu testen. Mit einem solchen Nichtlinearita¨tstest soll
entschieden werden, ob die Irregularita¨ten in einer Zeitreihe stochastischer Natur sind
oder zum Teil auf nichtlinearen, zugrunde liegenden Mechanismen beruhen. Neben dieser
wesentlichen Charakterisierung der Zeitreihen, sagt ein solcher Test auch aus, ob sich die
Anwendung der Methoden der nichtlinearen Zeitreihenanalyse auf die zu untersuchenden
Daten lohnt. Als eines der leistungsfa¨higsten Konzepte hat sich dabei ein Monte–Carlo–
Test mit zufa¨lligen Ersatz–Zeitreihen, sogenannten Surrogaten, durchgesetzt.
Die ga¨ngigen Standardmethoden zur Erzeugung von Surrogaten implementieren die
notwendigen linearen Eigenschaften auf den Surrogaten u¨ber eine mo¨glichst exakte Reali-
sierung des Frequenzspektrums. Damit verbunden sind einige Probleme, wie z. B. die
Periodizita¨tsannahme der Fourier–Transformation und die schwierige Behandlung von
nichtstationa¨ren Zeitreihen. Außerdem wa¨re es wu¨nschenswert, die linearen Eigenschaf-
ten direkt in der Form von Autokorrelationen auf den Surrogaten zu realisieren. All diese
Probleme existieren nicht fu¨r die hier vorgestellte, neue Methode. Sie implementiert die
Autokorrelationen u¨ber eine Kostenfunktion, die zur Erzeugung von Surrogaten minimiert
werden muss. Dafu¨r wird hier das Verfahren des Simulated Annealing verwendet, mit dem
es im Prinzip mo¨glich ist, beliebig tiefe Minima der Kostenfunktion und damit beliebige
Genauigkeit fu¨r die Eigenschaften der Surrogate zu erreichen.
Der wesentliche Vorteil der neuen Methode gegenu¨ber den Standardmethoden ist aber
ihre Flexibilita¨t. So lassen sich nahezu beliebige Eigenschaften auf den Surrogaten realisie-
ren. Dadurch ist es erstmals mo¨glich, auch Zeitreihen mit variierenden Zeitintervallen auf
Nichtlinearita¨t hin zu testen. Weiter ist die Behandlung von nichtstationa¨ren Zeitreihen
mo¨glich, indem bekannte Nichtstationarita¨ten der Originalzeitreihe auf den Surrogaten
reproduziert werden. Schließlich wurde in dieser Arbeit auch ein Beispiel gezeigt, das die
Flexibilita¨t der neuen Methode ausnutzte, um eine feste Beziehung der Surrogate zu einer
zweiten Zeitreihe zu fixieren. Die demonstrierte Flexibilita¨t hat aber auch ihren Preis: Die
neue Methode beno¨tigt wesentlich mehr Rechenzeit als die Standardmethoden, welche auf
die Fast–Fourier–Transformation zuru¨ckgreifen ko¨nnen. Dieser Nachteil ist aber natu¨rlich
nur bei großen Datenmengen und besonders langen Zeitreihen von entscheidender Bedeu-
tung.
Auch wenn die neue Methode urspru¨nglich einen genaueren und flexibleren Nichtlinea-
rita¨tstest zum Ziel hatte, sind andere Tests z. B. auf Stationarita¨t oder auf die Existenz
ho¨herer Momente vorstellbar. Die einfache Implementierung von beliebigen Eigenschaften
auf den Surrogaten sorgt fu¨r eine Vielfalt an Mo¨glichkeiten, denen keine Grenzen gesetzt
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sind. Weitere Anwendungen der neuen Methode sind also zu erwarten. Eine sinnvolle,
zuku¨nftige Aufgabe wa¨re sicherlich noch die Optimierung des Minimierungsverfahrens,
welche den wesentlichen Teil der Rechenzeit beno¨tigt. Durch eine solche Entwicklung










Die Frage nach Abha¨ngigkeiten zwischen gemessenen Signalen stellt sich in vielen Berei-
chen. Dies gilt im Speziellen fu¨r gleichzeitig gemessene Zeitreihen. Die Aufnahme von
mehreren Zeitreihen in einem Experiment geht immer mit der Hoffnung auf ein besse-
res Versta¨ndnis des untersuchten Systems einher. Dabei stellt sich nach der Messung als
erstes die Frage, welche zusa¨tzliche Information u¨ber das System durch den zusa¨tzlichen
Messaufwand gewonnen werden konnte. Die Analyse von Abha¨ngigkeiten zwischen den
Zeitreihen kann bei der Beantwortung dieser Frage sehr hilfreich sein, wobei der Nachweis
einer Abha¨ngigkeit oft von entscheidender Bedeutung ist. Werden beispielsweise an einem
System physikalisch unterschiedliche Gro¨ßen gemessen, kann eine Abha¨ngigkeit zwischen
ihnen auf einen physikalischen Zusammenhang dieser Gro¨ßen hindeuten.
Aber auch die Abha¨ngigkeiten von physikalisch gleichen Gro¨ßen, die an einem System
gemessen wurden, ko¨nnen von Interesse sein. Dies ist z. B. der Fall, wenn das System
aus Teilsystemen aufgebaut ist, deren Beziehung zueinander untersucht werden soll. Die
Analyse von Abha¨ngigkeiten zwischen diesen Teilsystemen kann offenbaren, ob sie isoliert
sind und damit getrennt betrachtet werden ko¨nnen oder eine Kopplung zwischen ihnen
existiert. Weiter ko¨nnte dann die Sta¨rke, Richtung und zeitliche Variation einer solchen
Kopplung mit geeigneten Abha¨ngigkeitsmaßen untersucht werden. Ein System, fu¨r das
diese Fragen im Moment auf großes Interesse stoßen, ist das menschliche Gehirn. Bei der
Messung eines Elektroenzephalogramms (EEG) messen die einzelnen Elektroden die Ak-
tivita¨t von verschiedenen Teilbereichen des Gehirns. Die Untersuchung deren Beziehung
untereinander ko¨nnte weitere Aufschlu¨sse u¨ber die Funktionsweise des Gehirns geben. Ein
Pha¨nomen, welches in diesem Zusammenhang ha¨ufig zur Sprache kommt, ist die Synchro-
nisation, welche genauer in Abschnitt 5.2.1 behandelt wird. Dabei verhalten sich anfangs
autonome Teilsysteme bei genu¨gend starker Kopplung in fester Beziehung zueinander.
Die naive Vorstellung von einer Abha¨ngigkeit zwischen zwei Systemen ist meist durch
eine sehr starke Asymmetrie gepra¨gt. Auf der einen Seite existiert ein Aktor oder Trei-
ber, der das aktive der beiden Systeme darstellt. Auf der anderen Seite steht das passive
Antwortsystem, welches lediglich auf den Aktor reagiert. Dieser Fall der unidirektiona-
len Kopplung ist aber nur eine spezielle Form von mo¨glichen Abha¨ngigkeiten. In der
Natur wirkt eine bestehende Kopplung ha¨ufig in beide Richtungen, sodass eine gegensei-
tige Abha¨ngigkeit besteht. Einfache, mechanische Beispiele dafu¨r sind das Doppelpendel
(ein Pendel an einem Pendel) oder zwei durch eine Feder verbundene Pendel. In beiden
Fa¨llen existiert eine beidseitige Abha¨ngigkeit zwischen den Systemen, wobei bei den u¨ber
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eine Feder gekoppelten Pendeln diese Abha¨ngigkeit in beide Richtungen gleich und damit
symmetrisch ist.
Weitere Szenarien sind vorstellbar. So ko¨nnten sich z. B. beide Systeme anna¨hernd
autonom bewegen und lediglich ein System das andere u¨ber eine kleine Kopplung sto¨ren.
Ein Beispiel dafu¨r wa¨ren zwei elektrische Schwingkreise, von denen einer durch Abstrah-
lung den anderen leicht beeinflusst. Die Analyse von Abha¨ngigkeiten zwischen gemessenen
Zeitreihen ko¨nnte in einem solchen Fall unter Umsta¨nden die Richtung der Sto¨rung be-
stimmen. Weiter wa¨re es auch mo¨glich, dass beide Systeme mit einem unbekannten und
unsichtbaren, dritten System in Verbindung stehen. Dieses dritte System ko¨nnte dabei
sowohl als ”Vermittler“ fu¨r die Kopplung als auch als autonomer Treiber fu¨r beide Systeme
fungieren. Im letzteren Fall wu¨rden beide Systeme vom gleichen, dritten System abha¨ngen
und so unter Umsta¨nden Gemeinsamkeiten aufweisen. Es wa¨re wu¨nschenswert ein Maß zu
besitzen, mit dem zwischen Gemeinsamkeiten einerseits und Abha¨ngigkeiten andererseits
unterschieden werden ko¨nnte. Zwei nahezu identische oder durch einfache Transforma-
tion auseinander hervorgehende Zeitreihen weisen große Gemeinsamkeiten auf. U¨ber die
Abha¨ngigkeit zwischen ihnen la¨sst sich hingegen nur schwer eine Aussage machen.
Schließlich soll noch erwa¨hnt werden, dass die Analyse von Gemeinsamkeiten und
Abha¨ngigkeiten auch rein praktischer Natur sein kann. Dies ist z. B. der Fall, wenn es
darum geht, große Datenmengen zu reduzieren und so die Analyse redundanter Informa-
tionen zu verhindern.
4.1.1 Eigenschaften von Abha¨ngigkeitsmaßen
So vielfa¨ltig wie die verschiedenen Formen an mo¨glichen Abha¨ngigkeiten zwischen Syste-
men sind auch die Methoden und Maße, mit denen sie quantifiziert und gemessen werden
ko¨nnen. Hier sollen einige grundlegende Eigenschaften und Klassen dieser Maße disku-
tiert werden. Sei A(X,Y ) ein solches skalares Maß, welches die Abha¨ngigkeit zwischen
den Systemen X und Y beschreibe. Eine erste wichtige Klassifikation teilt die mo¨glichen
Maße danach ein, ob sie unter der Vertauschung von X und Y symmetrisch sind, d. h. ob
A(X,Y ) = A(Y,X) gilt. Will man an A die Richtung einer Kopplung ablesen, ist dies nur
bei einem asymmetrischen Maß mo¨glich, indem man A(X,Y ) und A(Y,X) vergleicht. Al-
lerdings existieren auch Maße mit trivialen Asymmetrien, wie z. B. A(X,Y ) = −A(Y,X),
welche ha¨ufig ebenfalls nicht viel Aufschluss u¨ber die Richtung der Kopplung geben.
Weiter lassen sich die Abha¨ngigkeitsmaße in ”statische“ und ”dynamische“ unterteilen.
Unter statischen Maßen will ich dabei Gro¨ßen verstehen, die nicht die Dynamik der einzel-
nen Systeme oder der Kopplung mit einbeziehen und allein auf der (zeitlich gemittelten)
Verteilung der Zustandsvektoren beruhen. Viele Maße verwenden natu¨rlich u¨ber Glei-
chung (1.4) rekonstruierte Zustandsvektoren, welche Zeitreihenwerte zu unterschiedlichen
Zeiten beinhalten. Diese Zeitverzo¨gerungsvektoren beinhalten damit bereits fu¨r sich gese-
hen Information u¨ber die Dynamik, sodass in diesem Fall eine Unterscheidung fragwu¨rdig
ist. Wa¨hrend u¨ber statische Maße bereits Sta¨rke und Richtung einer Kopplung ermittelt
werden ko¨nnen, haben dynamische Maße den Vorteil unter Umsta¨nden auch Aufschluss
u¨ber die Dynamik der Kopplung geben zu ko¨nnen.
In den na¨chsten Abschnitten werden zuna¨chst einige ga¨ngige Standardmaße fu¨r Ab-
ha¨ngigkeiten zwischen Zeitreihen beschrieben und diskutiert. Im na¨chsten Kapitel werden
dann zwei neue, viel versprechende Ansa¨tze entwickelt, die als ein entscheidendes Merk-
mal die Asymmetrie aufweisen. Dadurch kann es, wie bereits erwa¨hnt, unter Umsta¨nden
mo¨glich sein, auch die Richtung einer Kopplung zwischen zwei Systemen aus den Daten
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zu extrahieren.
Die in den folgenden Abschnitten diskutierten Gro¨ßen, beschreiben stets die Bezie-
hung zwischen zwei Zeitreihen. Diese werden durchga¨ngig mit X = {xn} und Y = {yn}




Eine erste Gro¨ße zur Quantifizierung von Abha¨ngigkeiten ist uns bereits in Abschnitt 2.4.2






(xn − x¯)(yn+τ − y¯) (fu¨r τ ≥ 0) (4.1)
beschreibt die Korrelationen zwischen den zwei Zeitreihen X und Y und damit die lineare
Abha¨ngigkeit zwischen den zugrunde liegenden Systemen. Fu¨r τ < 0 mu¨ssen die Grenzen
der Summe auf n = |τ |, . . . , N angepasst werden und bei der Normierung durch (N − |τ |)
dividiert werden. Es kann leicht gezeigt werden, dass
ΓXY (−τ) = ΓY X(τ) (4.2)
gilt. An Gleichung (4.2) ko¨nnen zwei wesentliche Eigenschaften der Kreuzkovarianz ab-
gelesen werden. Zum einen ist die Autokovarianz γX(τ) = ΓXX(τ) (im Gegensatz zur
Kreuzkovarianz) eine gerade Funktion mit γX(−τ) = γX(τ). Aus diesem Grund genu¨gt
es, lediglich die Autokovarianzen mit positiven Zeitverzo¨gerungen τ zu betrachten. Zwei-
tens ist die Kreuzkovarianz mit τ = 0 symmetrisch unter Vertauschung der Zeitreihen X
und Y , d. h. ΓXY (0) = ΓY X(0). Diese Symmetrie macht es unmo¨glich, z. B. die Richtung
einer Kopplung zwischen zwei Systemen an der Kreuzkovarianz abzulesen.
Fu¨r die Analyse von Abha¨ngigkeiten zwischen zwei Zeitreihen ist zu beachten, dass aus
einer signifikant nicht verschwindenden Kreuzkovarianz ΓXY 6= 0 lediglich die Existenz
einer linearen Abha¨ngigkeit gefolgert werden kann. Da hier unter Abha¨ngigkeit aber stets
jegliche Abha¨ngigkeit, also inklusive nichtlinearer Abha¨ngigkeit, zu verstehen ist, ist der
Umkehrschluss nicht zula¨ssig. D. h. aus einer Abha¨ngigkeit folgt nicht unbedingt eine von
Null verschiedene Kreuzkovarianz.
Weitere Gro¨ßen, die im Zusammenhang mit der Untersuchung von Abha¨ngigkeiten
in der linearen Zeitreihenanalyse auftauchen, sollen im Folgenden kurz skizziert werden.





welche lediglich eine auf die Einzelvarianzen ΓXX(0) = σ2X bzw. ΓY Y (0) = σ
2
Y nor-
mierte Kreuzkovarianz darstellt. Sie hat den Vorteil, dass ihr Wert auf das Intervall
[−1, 1] beschra¨nkt ist und so leicht als Maß fu¨r die Sta¨rke der Korrelation dienen kann.
Wa¨hrend unabha¨ngige Systeme ρXY (τ) ≈ 0 zeigen, weisen identische Systeme einen Wert
von ρXX(τ) = 1 auf. Es ist zu beachten, dass diese Normierung im Gegensatz zur Au-
tokorrelation fu¨r die Kreuzkorrelation ρXY mit τ = 0 natu¨rlich nicht zwangsla¨ufig eins
liefert.
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Weiterhin ist auch hier wieder eine Analyse im Frequenzbereich mo¨glich. Analog zum
Wiener–Khinchin–Theorem (1.11), welches Autokorrelation und Spektrum verknu¨pft, exi-
stiert das Korrelationtheorem. Es setzt die Kreuzkorrelation ρXY (τ) mit dem Kreuzspek-
trum s˜XY (k) = F{ρXY (n)} in Beziehung. Die auf die Einzelspektren normierte Variante
des Kreuzspektrums ist die Koha¨renz
C˜XY (k) =
|s˜XY (k)|2√|s˜X(k)|2|s˜Y (k)|2 , (4.4)
welche sehr ha¨ufig in der Literatur zu finden ist. Wa¨hrend die Kreuzkorrelation also
die linearen Abha¨ngigkeiten zur Zeitverzo¨gerung τ misst, gibt die Koha¨renz die linearen
Abha¨ngigkeiten der beiden Zeitreihen zur Frequenz fk an.
4.2.2 Nichtlineare Verallgemeinerung
In Abschnitt 1.3 wurden ho¨here Ordnungen der Autokorrelation herangezogen, um als
Maße fu¨r Nichtlinearita¨t in Zeitreihen zu dienen. Eine entsprechende Verallgemeinerung
der Kreuzkorrelation wu¨rde es ermo¨glichen, dass auch nichtlineare Abha¨ngigkeiten gemes-






(xn − x¯)r(yn+τ − y¯)s , r, s = 1, 2, . . . (4.5)
und Variation von r uns s beliebige, statistische Abha¨ngigkeiten zwischen den Zeitreihen
X und Y ermittelt werden. Als statistisch unabha¨ngig wu¨rden die Zeitreihen nur gelten,
wenn Γ(rs)XY (τ) fu¨r alle r, s und τ verschwindet. Die große Anzahl der zu untersuchenden
Mo¨glichkeiten der freien Parameter macht dieses Maß allerdings sowohl sehr recheninten-
siv als auch sehr unhandlich. Praktischere Gro¨ßen zur Untersuchung von nichtlinearen
Abha¨ngigkeiten werden im folgenden Abschnitt beschrieben.
4.3 Nichtlineare Abha¨ngigkeitsmaße
Lineare Korrelationen sind nur eine mo¨gliche Form, in der Abha¨ngigkeiten zwischen Sy-
stemen auftreten ko¨nnen. Wurden in den zu untersuchenden Zeitreihen mit einem statisti-
schen Test bereits Nichtlinearita¨ten gefunden, ist die Analyse von nichtlinearen Abha¨ngig-
keitsmaßen naheliegend. Die Betrachtung von ausschließlich linearen Korrelationen wa¨re
in diesen Fa¨llen unbefriedigend und unter Umsta¨nden auch nicht ausreichend. Sie ist aber
in jedem Fall ratsam, da lineare Korrelationen selbstversta¨ndlich auch zwischen nichtli-
nearen Systemen auftreten ko¨nnen.
Die Vielfalt an Methoden, nichtlineare Abha¨ngigkeiten zwischen System zu messen,
ist natu¨rlicherweise wesentlich gro¨ßer als die Anzahl an mo¨glichen Ansa¨tzen in der linea-
ren Zeitreihenanalyse. Diesbezu¨glich unterscheidet sich dieses Gebiet nicht von anderen
Bereichen der Zeitreihenanalyse, wie z. B. der Modellierung. Im Folgenden sollen eini-
ge ga¨ngige Standardmethoden zur Analyse von nichtlinearen Abha¨ngigkeiten diskutiert
werden. Sie dienen zum Teil als Basis aber auch als Vergleichswerte fu¨r die im na¨chsten
Kapitel vorgestellten, neuen Methoden.
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4.3.1 Kreuzkorrelationssumme
Eines der interessantesten Pha¨nomene, die man bei nichtlinearen Systemen beobachten
kann, ist das Auftreten von seltsamen Attraktoren. Ein Attraktor ist die Menge der vom
System angenommenen Punkte im Phasenraum, die sich unter der Dynamik auf sich
selbst abbildet. Im Falle von nichtlinearen, dynamischen Systemen ko¨nnen diese von
nicht ganzzahliger (d. h. fraktaler) Dimension sein. Eines der wichtigsten Werkzeuge zur
numerischen Ermittlung der Dimension aus einer Zeitreihe ist die Korrelationsumme
C(r) =
2





Θ(r − ‖~xn − ~xm‖) , (4.6)
welche den Anteil an Punktepaaren (~xn, ~xm) za¨hlt, die im Phasenraum nicht weiter als
r voneinander entfernt sind. Im Falle von skalaren Zeitreihen muss diese zuna¨chst nach
Gleichung (1.4) in einen genu¨gend hochdimensionalen Raum eingebettet werden, um die
Vektoren ~xn zu erhalten. Θ(·) ist die Heaviside–Stufenfunktion mit Θ(z > 0) = 1 und
Θ(z ≤ 0) = 0. Bei einer Wahl tmin > 1 werden zeitlich benachbarte Paare von der Summa-
tion ausgeschlossen und so der Einfluss von zeitlichen Korrelationen unterbunden [The86].
Der eigentliche Aufwand bei der Berechnung von C(r) besteht in der Suche von Nach-
barn im Einbettungsraum, wofu¨r eine Reihe schneller Algorithmen, wie z. B. [Gra90a],






zu kleinen Radien r die Korrelationsdimension D2 bestimmen. Im Falle von Zeitreihen ist
dieser Grenzwert aber aufgrund der endlichen La¨nge und eventuellem Rauschanteil nicht
sinnvoll bildbar. Ist aber bereits fu¨r endliche Absta¨nde r ein Bereich sichtbar, in dem
logC(r) und log r proportional zueinander sind, kann aus der Steigung d logC(r)/d log r
die Korrelationsdimension D2 gescha¨tzt werden.







Θ(r − ‖~xn − ~ym‖) , (4.8)
welche fu¨r identische Zeitreihen X = Y wie die univariate Korrelationsumme C(r) ska-
liert. Sie ist symmetrisch unter der Vertauschung von X und Y . Im Grenzwert zu un-
endlichen Zeitreihen gilt fu¨r hinreichend kleine Absta¨nde r die Ungleichung CXY (r) ≤
1
2(CXX(r) + CY Y (r)). Ist die Kreuzkorrelationssumme CXY identisch mit den individu-
ellen Korrelationssummen CXX und CY Y kann auf identische Verteilungen bzw. fraktale
Maße geschlossen werden [Kan94]. Die Kreuzkorrelationssumme kann also als A¨hnlich-
keitsmaß zwischen Attraktoren angesehen werden. Damit fand sie erfolgreiche Anwendung
bei der Untersuchung von Symmetrien von Attraktoren [SG97] und der Klassifikation von
Zeitreihen [SS97a]. Weiter kann sie auch bei der Frage nach der Nichtstationarita¨t einer
Zeitreihe hilfreich sein [MS96]. Sind die zu untersuchenden Zeitreihen X und Y aber von
unterschiedlicher Natur, d. h. z. B. an unterschiedlichen Orten oder Systemen gemessen
worden, ist eine geeignete Interpretation der Kreuzkorrelationssumme schwierig und damit
ihre sinnvolle Anwendung als Abha¨ngigkeitsmaß fraglich.
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4.3.2 Informationstheoretische Maße
Die Informationstheorie geht im Wesentlichen auf die Arbeit von Shannon zur mathe-
matischen Theorie der Kommunikation zuru¨ck [SW49]. In ihr werden Zufallsvariablen
und Zufallsprozesse betrachtet, deren Output die Symbole eines bestimmten Alphabets
A = {A1, A2, . . .} annehmen kann. Wird jedem Element des Alphabets eine Wahrschein-




p(i) log2 p(i) (4.9)
bestimmt werden, welche eine der zentralen Gro¨ßen der Informationstheorie darstellt. Sie
gibt die mittlere Information an, die aus der Beobachtung eines Output–Symbols der
Zufallsvariable X gewonnen werden kann. In der Sprache der Kodierungstheorie gibt sie
die mittlere Anzahl der beno¨tigten Bits an, um unabha¨ngige Outputs der Zufallsvariablen
optimal zu kodieren. Die Basis des Logarithmus bestimmt dabei lediglich, in welcher
Einheit die Information I gemessen wird, wobei der Logarithmus zur Basis zwei einem
Informationsmaß in Bits entspricht.
Im Falle von skalaren Zeitreihen besteht das Alphabet aus einem Teilintervall der re-
ellen Zahlen bzw. bei einer m–dimensionalen Einbettung (1.4) eine Teilmenge des Rm.
Eine sinnvolle Quantifizierung der Entropie ist in diesem Fall nur durch eine Vergro¨be-
rung des Zustandsraumes und anschließender Scha¨tzung der Wahrscheinlichkeitsverteilung
p(i) mo¨glich. Eine Mo¨glichkeit, dies zu bewerkstelligen, besteht in der Einfu¨hrung einer
Unterteilung bzw. Partition des Intervalls der angenommenen Zeitreihenwerte in B gleich-
große Boxen. Die entsprechenden Box–Wahrscheinlichkeiten p(i) ko¨nnen z. B. einfach u¨ber
p(i) ≈ Ni/N gescha¨tzt werden, wobei Ni die Anzahl der Zeitreihenwerte ist, die in Box
i = 1, . . . , B fallen. Im Falle von eingebetteten Zeitreihen entsprechen die Boxen natu¨rlich
m–dimensionalen Wu¨rfeln, die den Phasenraum disjunkt abdecken. Ein freier Parameter
bei der Wahl der Partition ist die Boxgro¨ße δ und es stellt sich heraus, dass die Entropie






ist die Informationsdimension des Systems, welche eine wichtige Gro¨ße im Spektrum der
verallgemeinerten Dimensionen Dq darstellt. Ihre Beziehung zu den verallgemeinerten
Korrelationssummen und Entropien wird am Ende dieses Abschnitts diskutiert, wenn es
darum geht, schnellere Scha¨tzer fu¨r die Entropien zu finden.
Bisher wurde die Entropie lediglich als univariate Gro¨ße, die auf einer Zeitreihe berech-
net wird, behandelt, die selbstversta¨ndlich nicht zur Analyse von Abha¨ngigkeiten zweier
Zeitreihen dienen ko¨nnen. Eine einfache Verallgemeinerung der Entropie (4.9) auf zwei
Zufallsvariablen ist die zusammengesetze Entropie





p(i, j) log p(i, j) . (4.11)
Dabei ist p(i, j) die Wahrscheinlichkeit, dass sich zu einem festen Zeitpunkt das System X
in Box i und das System Y in Box j aufha¨lt. Entsprechend gelten fu¨r die zusammengesetz-
ten Wahrscheinlichkeiten p(i, j) bei Summierung u¨ber einen Index
∑
i p(i, j) = py(j) bzw.∑
j p(i, j) = px(i). Die Verallgemeinerung von Gleichung (4.11) auf mehrere Zeitreihen ist
offensichtlich.
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Zur Ableitung eines Maßes fu¨r die Abha¨ngigkeit vonX und Y ist entscheidend, dass die
zusammengesetzte Wahrscheinlichkeit faktorisiert, p(i, j) = px(i)py(j), wenn die Systeme
vo¨llig unabha¨ngig sind. Setzt man dies in Gleichung (4.11) ein, kann die zusammengesetzte
Entropie in die zwei Einzelentropien, I(X,Y ) = I(X)+I(Y ), aufgespaltet werden. Daraus
la¨sst sich leicht ein Maß fu¨r die Abha¨ngigkeit von X und Y bilden. Ein solche Gro¨ße ist
z. B. die gegenseitige Information
M(X,Y ) = I(X) + I(Y )− I(X,Y ) , (4.12)
welche ein Maß fu¨r die Information ist, die man u¨ber einen Wert der Zeitreihe Y gewinnt,
wenn man den entsprechenden Wert von X (innerhalb der Genauigkeit der Boxgro¨ße
δ) kennt. Fu¨r unabha¨ngige Zeitreihen liefert Gleichung (4.12) den Wert Null, und falls
Y komplett von X abha¨ngt, ist M(X,Y ) = I(Y ). Im Falle von identischen Systemen
(Y = X) liefert die zusammengesetzte Entropie I(X,X) = I(X) und ist damit in diesem
Fall identisch mit der gegenseitigen InformationM(X,X) = I(X). Außerdem sind sowohl
I(X,Y ) als auch M(X,Y ) symmetrisch unter Vertauschung von X und Y . Sie ko¨nnen
also nicht dazu dienen z. B. die Richtung einer Kopplung zwischen zwei Systemen zu
untersuchen. Die Verallgemeinerung von M auf mehrere Systeme Zd mit d = 1, . . . , D
M(Z1, . . . , ZD) =
D∑
d=1
I(Zd)− I(Z1, . . . , ZD) (4.13)
wird Redundanz genannt.
Das Skalenverhalten der gegenseitigen Information M(X,Y ) fu¨r kleine Boxgro¨ßen δ
ist etwas komplizierter als das der Shannon–Entropie. Fu¨r rauschfreie, deterministische
Systeme mit deterministischer Kopplung ha¨ngt M wie die Shannon–Entropie von δ ab
und es ist analog zu Gleichung (4.10) mo¨glich, eine ”gegenseitige Informationsdimension“
zu definieren. Im Gegensatz dazu konvergiert M fu¨r Systeme mit Rauschanteil im Limes
δ → 0 auf einen konstanten, endlichen Wert und ist unabha¨ngig von der Partition.
Eine alternative Herleitung der gegenseitigen Information basiert auf der Kullback–
Leibler–Entropie, welche fu¨r ein neues Maß aus Kapitel 5 eine entscheidende Rolle spielt
und deshalb hier diskutiert wird. Ist die Wahrscheinlichkeitsverteilung p(i) einer Zufallsva-
riablen X bekannt, kann aus ihr die optimale Kodierung konstruiert werden, die im Mittel
die durch die Entropie I(X) bestimmte Anzahl Bits beno¨tigt. Wird statt dessen eine an-
dere Wahrscheinlichkeitsverteilung q(i) zur Kodierung herangezogen, ist die u¨berschu¨ssige








welche in der Literatur auch unter den Namen Divergenz oder relative Entropie zu fin-
den ist. Es kann gezeigt werden, dass K ≥ 0 gilt (siehe z. B. [Gra90b]), wobei K = 0
genau dann gilt, wenn die Wahrscheinlichkeitsverteilungen q(i) und p(i) identisch sind.
Auch die gegenseitige Information M(X,Y ) kann als eine Kullback–Leibler–Entropie ver-
standen werden. Sie gibt die u¨berschu¨ssige Information wieder, die sich ergibt, wenn die
zwei Zufallsvariablen X und Y unter der Annahme der Unabha¨ngigkeit durch die Wahr-
scheinlichkeitsverteilung q(i, j) = px(i)py(j) anstelle der zusammengesetzten Wahrschein-
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was nach Umformen des Logarithmus mit dem Ausdruck (4.12) fu¨r die gegenseitige Infor-
mation u¨bereinstimmt. Damit gilt auch M(X,Y ) ≥ 0, wobei in diesem Fall die Identita¨t
nur bei einer Unabha¨ngigkeit von X und Y gilt.
Der naheliegendste und einfachste Weg, die in den Entropien auftauchenden Wahr-
scheinlichkeiten zu scha¨tzen, besteht in dem bereits angesprochenen Box–Verfahren. Da-
bei wurde der Phasen– bzw. Einbettungsraum in gleichgroße Boxen der Gro¨ße δ unterteilt
und dann die Aufenthaltswahrscheinlichkeit durch einfaches Ausza¨hlen der Punkte in den
Boxen ermittelt. Ist N die Anzahl der Punkte insgesamt und Ni die Anzahl der Punk-
te in der i–ten Box, dann ist p(i) ≈ Ni/N . Dabei ko¨nnen die Wahrscheinlichkeiten in
Phasenraumgebieten mit niedriger, lokaler Dichte (also kleinem Ni) nicht so gut gescha¨tzt
werden wie in Phasenraumgebieten mit hoher Dichte. Entsprechend wurden verfeinerte
Box–Verfahren mit variierenden Boxgro¨ßen, die von der lokalen Dichte abha¨ngen, ent-
wickelt [FS86, PAD93]. Weiterhin ko¨nnen fu¨r kleine Ni Korrekturterme fu¨r die Entropie
verwendet werden [Gra88].
Alternativ kann die Entropie auch u¨ber die Korrelationssumme berechnet werden. An-
stelle der Aufenthaltswahrscheinlichkeiten in Boxen werden dabei Aufenthaltswahrschein-
lichkeiten in den Umgebungen von Punkten mit Radius r verwendet. Dadurch ko¨nnen die
verallgemeinerten Entropien mit den verallgemeinerten Korrelationssummen in Beziehung
gebracht werden. Fu¨r Details der Herleitung dieser Beziehungen sei auf die Referenzen
[PS87, GSS91] und [PT95] verwiesen. Ich fasse hier nur die wichtigsten Resultate zusam-
men, die fu¨r die praktischen Berechnungen beno¨tigt werden und fu¨r das na¨chste Kapitel
von Bedeutung sind.







[p(i)]q , q ∈ R , (4.16)
welches im Limes q → 1 die Shannon–Entropie liefert (d. h. I1 ≡ I). Diese stehen mit
den verallgemeinerten Korrelationsummen Cq(r) [PS87] gema¨ß
Iq(δ) ≈ − logCq(r = δ/2) (4.17)
in Beziehung. Die in Abschnitt 4.3.1 angegebene Korrelationssumme (4.6) entspricht
der verallgemeinerten Korrelationssumme mit q = 2. In Verbindung mit der Shannon–












Θ(r − ‖~xn − ~xm‖)
]
(4.18)
gegeben ist. A¨hnlich wie bei der Korrelationssumme C2 (Gleichung 4.6) sollten auch
hier bei der Berechnung von C1 die Paare mit kleinem, zeitlichen Abstand von der Sum-
me ausgeschlossen werden, um den Einfluss von zeitlichen Korrelationen zu vermeiden.
Schließlich sei noch auf die Verallgemeinerung der Gleichungen (4.7) und (4.10) hingewie-
sen. Die Korrelationsdimension D2 und die Informationsdimension D1 sind zwei Elemente










mit den verallgemeinerten Korrelationssummen und Entropien verknu¨pft ist.
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Welchen Vorteil hat es nun, dass wir alle Entropien durch Korrelationssummen aus-
dru¨cken ko¨nnen? Dazu beachte man, dass die Summen in den Korrelationssummen
einen Kern–Scha¨tzer [Sil86] darstellen, wobei in der angegebenen Form der einfache Kern
K(‖~xn − ~xm‖/r) = Θ(r − ‖~xn − ~xm‖) verwendet wurde. Kernscha¨tzer sind im Allgemei-
nen den naiven Scha¨tzern von mehrdimensionalen Histogrammen, wie z. B. dem Box–
Verfahren, in ihrer Genauigkeit u¨berlegen. Fu¨r ho¨here Einbettungsdimensionen la¨sst sich
zudem auch ein Geschwindigkeitsvorteil erwarten.
Die natu¨rliche Wahl fu¨r den Parameters q bei der Bestimmung von Entropien ist q = 1.
Zum einen liefert die Verwendung von C1 die urspru¨ngliche Form der Shannon–Entropie
I1. Zum anderen ist I1 die einzige der verallgemeinerten Entropien Iq, welche Additivita¨t
ausweist. Aber auch die Wahl von q = 2 und damit C2 hat ihre Vorteile. Aufgrund
der Symmetrie von C2 (Gleichung 4.6) kann sie von allen Korrelationssummen Cq mit
Abstand am schnellsten berechnet werden. Weiter ist sie die einzige der verallgemeinerten
Korrelationsummen, welche keine finite–sample–Korrektur beno¨tigt [Gra88] und damit
u¨ber einen gro¨ßeren r–Bereich sinnvolle Resultate liefern kann.
Im Falle von endlichen und eventuell verrauschten Zeitreihen ist der Limes zu klei-
nen Skalen, also kleinen Boxgro¨ßen δ bzw. Nachbarschaftsradien r, nicht sinnvoll bildbar.
Um Gro¨ßen, wie z. B. Entropien, aber trotzdem zu charakteristischen und vergleichba-
ren Maßen zu machen, muss der Grenzwert geeignet ersetzt werden. Zuna¨chst ist es
empfehlenswert sich die Skalenabha¨ngigkeit der betreffenden, zu untersuchenden Gro¨ßen
anzuschauen. Daraus la¨sst sich meist schon ein sinnvoller Skalenbereich ablesen und unter
Umsta¨nden ein geeignetes δ oder r finden. Um mehrere informationstheoretische Gro¨ßen
miteinander vergleichen zu ko¨nnen, sollte aber in allen Maßen die gleiche, einmal gewa¨hlte
Auflo¨sung verwendet werden.




5.1.1 Zeitverzo¨gerte, gegenseitige Information
Die gegenseitige Information M(X,Y ) (4.12) ist eines der attraktivsten Konzepte bei der
Untersuchung von Abha¨ngigkeiten zwischen Zeitreihen. Dies liegt zum einen an dem re-
lativ geringen Aufwand, mit dem sie implementiert werden kann, und der es ermo¨glicht,
relativ schnell erste Ergebnisse zu gewinnen. Zum zweiten erlauben die gewonnenen Resul-
tate eine sehr anschauliche Interpretation, da M(X,Y ) die Information (in Bits) angibt,
die die Systeme u¨ber das jeweils andere System beinhalten. Leider ko¨nnen aus der gegen-
seitigen Information — wie der Name schon sagt — keine Aussagen u¨ber eine eventuelle
Richtung der Kopplung der Systeme gemacht werden. Sie ist ein Maß fu¨r eine Gro¨ße,
die sich beide Systeme ”teilen“ und damit symmetrisch unter Vertauschung von X und
Y . Im na¨chsten Abschnitt soll eine neue informationstheoretische Gro¨ße motiviert und
hergeleitet werden, die auf [Sch00b] zuru¨ckgeht und eine entsprechende Asymmetrie auf-
weist, und die es erlaubt, die Richtung der Informationsu¨bertragung zwischen Systemen
zu untersuchen.
Eine erste Idee die gegenseitige Information zu desymmetrisieren, besteht in der Ein-











gebildet, welche fu¨r τ = 0 mit der gegenseitigen Information aus Gleichung (4.15) u¨ber-
einstimmt. Die Zeitindizes n bzw. n+τ sollen dabei die relative Zeitverzo¨gerung zwischen
den Zeitreihen verdeutlichen. Zur besseren Lesbarkeit wurden außerdem die Systemindi-
zes weggelassen, also z. B. px(i) durch p(i) ersetzt. Hier und im Folgenden wird der Index
i stets zum System X und der Index j zum System Y geho¨ren. Bei Vertauschung von X
und Y erfu¨llt die zeitverzo¨gerte, gegenseitige Information die gleiche Beziehung (Gleichung
(4.2)) wie die Kreuzkovarianz: MXY (−τ) = MY X(τ). Diese Eigenschaft ist allen Gro¨ßen
gemein, deren Asymmetrie allein aus einer zeitlichen Verzo¨gerung zwischen den beiden
Systemen herru¨hrt.
Die Betrachtung von zeitverzo¨gerten Gro¨ßen bei der Untersuchung von Abha¨ngigkeiten
zwischen zwei Zeitreihen kann sich aus zwei Gru¨nden lohnen. Zum einen ist es mo¨glich,
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dass die vermutete Kopplung zwischen den Systemen nicht augenblicklich erfolgt, sondern
eine gewisse Zeit braucht. Die Information ”fließt“ also mit einer endlichen Geschwindig-
keit von einem System zum anderen. Damit ein solcher Effekt beobachtet werden kann,
muss das Zeitintervall zwischen aufeinander folgenden Zeitreihenwerten natu¨rlich kleiner
sein als die Zeitskala, auf der die Kopplung stattfindet. Aber auch eine instantane Kopp-
lung zwischen zwei Systemen ist unter Umsta¨nden an zeitverzo¨gerten Gro¨ßen erkennbar.
Dies ist mo¨glich, wenn die durch die Kopplung u¨bertragene Information durch die zeitli-
che Dynamik der Systeme nicht verloren geht, sondern wenigstens zum Teil weitergetragen
wird. Die instantane Kopplung wa¨re damit indirekt auch u¨ber ein zeitverzo¨gertes Maß
untersuchbar. Es ist natu¨rlich wu¨nschenswert, die durch die Kopplung u¨bertragene Infor-
mation von der durch die (chaotische) Dynamik erzeugten Information unterscheiden zu
ko¨nnen.
In der nichtlinearen Zeitreihenanalyse findet die zeitverzo¨gerte, gegenseitige Informa-
tion z. B. bei der Suche nach passenden Einbettungsparametern (1.4) ihre Anwendung.
Eine sinnvolle Wahl fu¨r die Zeitverzo¨gerung bei der Einbettung ist das τ , bei demMXX(τ)
sein erstes Minimum zeigt [FS86]. Dadurch ko¨nnen redundante Informationen in einem
Einbettungsvektor vermieden werden. In dieser Arbeit wirdMXY (τ) als Vergleichwert fu¨r
die im na¨chsten Abschnitt vorgestellten, informationstheoretischen Gro¨ßen dienen.
5.1.2 Bedingte Entropie
Die Informationstheorie hat ihren Ursprung in der Entwicklung einer Theorie fu¨r die Kom-
munikation zwischen zwei Systemen. Da es sich dabei um eine Informationsu¨bermittlung
von einem Sender zu einem Empfa¨nger handelt, ist diese per Definition asymmetrisch. Ei-
ne wichtige Rolle bei der verrauschten bzw. gesto¨rten Kommunikation spielt die bedingte
Wahrscheinlichkeit
p(i|j) = p(i, j)
p(j)
. (5.2)
Sie gibt die Wahrscheinlichkeit dafu¨r an, dass das Symbol Xi empfangen wird, wenn das
Symbol Yj gesendet wurde. Von der Interpretation innerhalb der Kommunikationstheorie
losgelo¨st, ist p(i|j) die Wahrscheinlichkeit im System X den Zustand i zu beobachten,
wenn sich System Y im Zustand j befindet. Entsprechend la¨sst sich die bedingte Entropie





p(i, j) log p(i|j) (5.3)
bilden, welche u¨ber I(X|Y ) = I(X,Y )−I(Y ) mit der zusammengesetzten Entropie (4.11)
in Beziehung steht. Die bedingte Entropie I(X|Y ) gibt also den mittleren Mangel an
Information u¨ber das System X wieder, wenn wir den Zustand von System Y kennen.
Folglich steht sie mit der gegenseitigen Information u¨ber
M(X,Y ) = I(X)− I(X|Y ) (5.4)
in Beziehung. Obwohl die bedingte Entropie eine Asymmetrie unter Vertauschung der
Systeme X und Y aufweist, ist sie bei der Untersuchung von gerichteten Abha¨ngigkeiten
zwischen Zeitreihen nicht hilfreich. Ihre Asymmetrie I(X|Y ) − I(Y |X) = I(X) − I(Y )
beruht na¨mlich einzig auf dem Unterschied in den individuellen Entropien I(X) und I(Y )
der Systeme. Wu¨rden zwei gekoppelte Systeme mit gleichen individuellen Entropien be-
trachtet, wa¨re die bedingte Entropie in beide Richtungen gleich. Sie kann also nicht
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herangezogen werden, um eine Aussage u¨ber die Richtung einer Kopplung zu machen,
außer — und dies ist in einem sehr begrenzten Umfang der Fall — die Ungleichheit von
I(X) und I(Y ) erlaubt bereits eine solche Aussage.
Analog zu Gleichung (4.14) kann auch fu¨r bedingte Wahrscheinlichkeiten die Kullback–
Leibler–Entropie gebildet werden. Da die im na¨chsten Abschnitt beschriebene Gro¨ße eine
Kullback–Entropie dieser Art ist, soll hier kurz darauf eingegangen werden. Fu¨r einen






Sie gibt die u¨berschu¨ssige Information an, die kodiert wird, wenn anstelle der wahren
bedingten Wahrscheinlichkeiten p(i|j) die Wahrscheinlichkeiten q(i|j) fu¨r die Zusta¨nde i
angenommen werden. Nach einer Mittelung u¨ber alle Zusta¨nde j mit entsprechenden










Innerhalb eines Systems ko¨nnen die bedingten Wahrscheinlichkeiten p(in+1|in) von einem
Zeitpunkt n zum Zeitpunkt n+ 1 auch als U¨bergangswahrscheinlichkeiten von einem Zu-
stand in zum Zustand i′ = in+1 angesehen werden. Die Dynamik eines Prozesses kann
also approximativ durch ein Modell beschrieben werden, welches ausschließlich die U¨ber-
gangswahrscheinlichkeiten einbezieht. Ein solches Modell ist ein Markov–Prozess k–ter
Ordnung. Er geht davon aus, dass ein Zustand nur von den k vorangegangenen Zusta¨nden
des Systems abha¨ngt. Diese Eigenschaft la¨sst sich als
p(in+1|in, . . . , in−k+1) = p(in+1|in, . . . , in−k+1, in−k, . . .) (5.7)
schreiben und macht deutlich, dass die Wahrscheinlichkeit das System zum Zeitpunkt
n+1 im Zustand in+1 zu finden nicht von den Zusta¨nden zu Zeitpunkten kleiner n−k+1
abha¨ngt. Im Falle von Zeitreihen ko¨nnen diese U¨bergangswahrscheinlichkeiten wieder
na¨herungsweise durch das Box–Verfahren oder u¨ber Korrelationssummen bestimmt wer-
den. Die so gescha¨tzten U¨bergangswahrscheinlichkeiten ko¨nnen dann wiederum z. B. fu¨r
Vorhersagen innerhalb der Genauigkeit der Boxgro¨ße dienen.
Sind die k vorangegangenen Zusta¨nde bekannt, wird zur Kodierung des folgenden
Zustands im Mittel die Information beno¨tigt, die durch die Entropie–Rate
G(k)(X) = −
∑
p(in+1, in, . . . , in−k+1) log p(in+1|in, . . . , in−k+1) (5.8)
= I(Xn+1|Xn, . . . , Xn−k+1)
= I(Xn+1, . . . , Xn−k+1)− I(Xn, . . . , Xn−k+1)
gegeben ist. Dabei wird in der Summe der ersten Zeile u¨ber alle Zusta¨nde von X zu den
Zeitpunkten n + 1, . . . , n − k + 1 summiert. In der Form der letzten Zeile wird deutlich,
dass die Entropierate G lediglich eine Differenz zwischen zusammengesetzten Entropien
darstellt, welche sich nur durch die Einbeziehung eines weiteren Zustands unterscheiden.
Im Falle von eingebetteten Zeitreihen (1.4) ist dies die Differenz aus den Entropien der
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m = k + 1 und m = k dimensionalen Zeitverzo¨gerungsvektoren.1 Das Verhalten der
Entropierate G bei kleinen Skalen r ist gerade umgekehrt zum Skalenverhalten der gegen-
seitigen Information. Wa¨hrend fu¨r verrauschte Systeme die Entropierate im Limes r → 0
divergiert, existiert der Grenzwert fu¨r deterministische Systeme und ist die Kolmogorov–
Sinai–Entropie des Systems [Kol93].
Bislang wurde die EntropierateG(X) lediglich als univariate Gro¨ße diskutiert. Sie spie-
gelt im Gegensatz zur Shannon–Entropie die Dynamik des Systems wider. Eine sinnvolle
Verallgemeinerung der Entropierate auf mehrere Systeme kann also unter Umsta¨nden die
Dynamik der Abha¨ngigkeiten zwischen den Systemen widerspiegeln. Eine naheliegende
Verallgemeinerung auf zwei Systeme wa¨re die zusammengesetzte Entropierate
G(k)(X,Y ) = I(Xn+1, Yn+1|Xn, . . . , Xn−k+1, Yn, . . . , Yn−k+1) , (5.9)
welche analog zur zusammengesetzten Entropie I(X,Y ) gebildet wurde. Daraus ko¨nnte
a¨hnlich zu Gleichung (4.12) eine ”gegenseitige Informationsrate“ konstruiert werden. Da
aber auch G(X,Y ) symmetrisch unter Vertauschung von X und Y ist, wa¨re nicht viel
gegenu¨ber der gegenseitigen Information M(X,Y ) gewonnen.
Eine andere Mo¨glichkeit besteht darin, die Markov–Eigenschaft (5.7) zu verallgemei-
nern. Auf der rechten Seite von Gleichung (5.7) ko¨nnen beliebige Zusta¨nde, von denen
der Zustand in+1 unabha¨ngig ist, eingefu¨gt werden, ohne die Gu¨ltigkeit der Gleichung zu
verletzen. D. h., dass im Falle der Unabha¨ngigkeit von X und Y auch Zusta¨nde j des
Systems Y eingefu¨gt werden ko¨nnen, und man
p(in+1|in, . . . , in−k+1) = p(in+1|in, . . . , in−k+1, jn, . . . , jn−l+1) (5.10)
erha¨lt. Ist hingegen der Zustand in+1 von einem oder mehreren der l Zusta¨nde jn, . . . ,
jn−l+1 abha¨ngig, verliert Gleichung (5.10) ihre Gu¨ltigkeit. Sie gilt also nur unter der An-
nahme der Unabha¨ngigkeit. Der u¨berschu¨ssige Informationsgehalt infolge der Ungu¨ltigkeit
dieser Annahme la¨sst sich als Kullback–Leibler–Entropie (5.6) der Form
T (Y→X) =
∑
p(in+1, ... , in−k+1, jn, ... , jn−l+1) log
p(in+1|in, ... , in−k+1, jn, ... , jn−l+1)
p(in+1|in, ... , in−k+1)
(5.11)
ausdru¨cken und wurde in [Sch00b] Transfer–Entropie genannt. Da diese den Informati-
onsu¨bertrag von einem System in das andere misst, ist sie per Konstruktion asymmetrisch
unter Vertauschung von X und Y . Sie stellt damit einen viel versprechenden Kandidaten
fu¨r die Analyse der Richtung von Kopplungen dar. Es sei betont, dass l nicht unbedingt
der Ordnung des Markov–Prozesses entsprechen muss, durch den das System Y model-
liert werden kann. Vielmehr kann u¨ber l bestimmt werden, wie weit in der Vergangenheit
von Y nach Einflu¨ssen auf X gesucht werden soll. Bei a¨hnlichen Systemen ist l = k eine
naheliegende Wahl, wa¨hrend aus Ru¨cksicht auf die Rechenzeit auch l = 1 gewa¨hlt werden
kann.
Werden die bedingten Wahrscheinlichkeiten in Gleichung (5.11) u¨ber die Beziehung
(5.2) in Quotienten aus zusammengesetzten Wahrscheinlichkeiten umgeformt, la¨sst sich
die Transfer–Entropie auch als Summe aus gegenseitigen Informationen (4.12) und Re-
dundanzen (4.13) schreiben,
T (Y→X) = I(Xn+1|Xn)− I(Xn+1|Xn, Yn) (5.12)
= M(Xn+1, Xn, Yn)−M(Xn+1, Xn)−M(Xn, Yn) , (5.13)




























































































































Abbildung 5.1: Anschauliche Darstellung der Beziehungen zwischen den einzelnen Entropien (Kreise)
und den entsprechenden gegenseitigen Informationen (Schnittmengen). Die Transfer–Entropie (5.11)
entspricht der Menge, die durch den Buchstaben T gekennzeichnet ist.
wobei hier der Einfachheit halber k = l = 1 angenommen wurde. Sind die Systeme X und
Y unabha¨ngig, verschwindet der letzte Term in Gleichung (5.13) und die beiden ersten
Terme heben sich gegeneinander auf. Der wesentliche Unterschied zwischen T (Y →X)
und der zeitverzo¨gerten, gegenseitigen Information MY X(τ = 1) kann anschaulich an-
hand von Abbildung 5.1 verstanden werden. In ihr sollen die Kreise die Entropien der
Systeme Xn,Yn und des zeitverschobenen Systems Xn+1 symbolisieren. Die gegenseiti-
gen Informationen entsprechen den Schnittmengen der Kreise, sodass z. B. M(X,Y ) der
Vereinigungsmenge B∪C entspricht. Die Transfer–Entropie T (Y→X) ist im Diagramm
mit dem Buchstaben T gekennzeichnet und die zeitverzo¨gerte, gegenseitige Information
MY X(1) la¨sst sich mit der Menge B∪T identifizieren. Wa¨hrend alsoMY X(1) zum Teil auf
den Abha¨ngigkeiten zwischen X und Y zu gleichen Zeiten n beruht, misst die Transfer–
Entropie den reinen Abha¨ngigkeitsanteil zwischen Xn+1 und Yn. Man beachte, dass die
Analogie des Diagramms aber nicht so weit geht, dass daraus Gro¨ßenverha¨ltnisse abge-
lesen werden ko¨nnen. So gilt im Allgemeinen nicht MY X(1) ≥ T (Y →X), da B nicht
zwangsla¨ufig positiv sein muss.
Eine weitere Gro¨ße, die fu¨r die Untersuchung der Abha¨ngigkeit zwischen X und Y
vorstellbar wa¨re, ist
U(Y→X) = M(Xn+1, Xn, Yn)−M(Xn+1, Xn) (5.14)
=
∑
p(in+1, ... , in−k+1, jn, ... , jn−l+1) log
p(in+1, ... , in−k+1, jn, ... , jn−l+1)
p(in+1, ... , in−k+1)p(jn, ... , jn−l+1)
=ˆ C ∪ B ∪ T ,
welche sich von der Transfer–Entropie (5.13) nur durch den ohnehin symmetrischen Term
M(Xn, Yn) unterscheidet. In der Form der zweiten Zeile ist erkennbar, dass es sich hierbei
wieder um eine Kullback–Leibler–Entropie handelt. Sie misst jegliche gegenseitige Infor-
mation zwischen dem System Yn einerseits und den Systemen Xn und Xn+1 andererseits
und stellt damit eine weitere mo¨gliche Verallgemeinerung der gegenseitigen Information
dar. U(Y →X) weist unter Vertauschung von X und Y die gleiche Differenz wie die
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Transfer–Entropie auf, U(Y →X) − U(X→Y ) = T (Y →X) − T (X→Y ), ist aber vom
Betrag stets gro¨ßer: U(Y→X) ≥ T (Y→X). A¨hnlich wie die zeitverzo¨gerte, gegenseitige
Information beruht U zum Teil auf den Abha¨ngigkeiten zwischen den Systemen X und Y
zu gleichen Zeiten n. In diesem Sinne weist die Transfer–Entropie von allen drei Gro¨ßen
die ”sta¨rkste“ Asymmetrie auf.
5.2 Interdependenzen
5.2.1 Motivation: Synchronisation
Eines der ersten beobachteten Synchronisationspha¨nomene beschrieb Huygens in seinem
Buch Horologium Oscillatorium [Huy73]. Er beobachtete, dass die Pendel zweier Pendel-
uhren, die an entgegengesetzten Seiten einer Wand hingen, sich nach einer gewissen Zeit
synchronisierten und mit festem Phasenunterschied bewegten. Die beiden periodischen Sy-
steme wurden dabei u¨ber die Wand, die die Uhren trennte, schwach gekoppelt. Spa¨ter wur-
de Synchronisation auch bei gekoppelten, chaotischen Systemen gefunden [FY83, PC90],
wobei zuna¨chst lediglich die identische Synchronisation betrachtet wurde und erst spa¨ter
eine Verallgemeinerung formuliert wurde.
Seien X und Y zwei gekoppelte, deterministische Systeme, deren zeitliche Entwicklung
durch die Gleichungen
~xn+1 = F (~xn) (5.15)
~yn+1 = G(~yn, ~xn) (5.16)
beschrieben werden kann. Dabei ist das System X ein autonomer Treiber und Y das Ant-
wortsystem, das von X abha¨ngt. Sind die Systeme abgesehen von der Kopplung identisch,
G(·, 0) = F (·) ist es mo¨glich, dass nach einer transienten Dynamik die beiden Systeme sich
unabha¨ngig von den Anfangszusta¨nden exakt synchron bewegen und ~yn = ~xn erfu¨llen. In
diesem Fall spricht man von identischer Synchronisation, welche natu¨rlicherweise relativ
leicht nachzuweisen ist. Vor einigen Jahren wurde der Begriff der Synchronisation von Rul-
kov et al. [RSTA95] auf Systeme mit unterschiedlicher Dynamik erweitert. Man spricht
von verallgemeinerter Synchronisation, wenn
~yn = ψ(~xn) (5.17)
erfu¨llt wird, also der Zustandsvektor ~yn des Antwortsystems allein von dem Zustandsvektor
~xn des treibenden Systems abha¨ngt. Eine weitere Fallunterscheidung wurde von Pyragas
[Pyr96] eingefu¨hrt. Er nannte eine Synchronisation mit glatter Transformation ψ stark
und sprach im anderen Fall von schwacher Synchronisation. Letztere tritt bei schwa¨cheren
Kopplungen auf, ist aber natu¨rlicherweise schwerer nachzuweisen.
Es ist zu beachten, dass die umgekehrte Beziehung zu Gleichung (5.17), ~xn = φ(~yn),
nicht als Kriterium fu¨r Synchronisation herangezogen werden kann. Vielmehr kann gezeigt
werden, dass sie fu¨r Systeme der Art (5.15) unter sehr allgemeinen Annahmen stets erfu¨llt
ist. Dies ist unabha¨ngig von einer eventuellen Synchronisation der Systeme. Weiter ist
zu beachten, dass ein Nachweis von Gleichung (5.17) keine Aussage u¨ber die Richtung der
Kopplung erlaubt. Dies ist offensichtlich, wenn ψ bijektiv ist und eine eindeutige Umkehr-
funktion φ = ψ−1 existiert. Trotzdem wurde die Mo¨glichkeit eine Treiber/Antwortsystem–
Beziehung aus Daten abzuleiten in den letzten Jahren kontrovers in den Vero¨ffentlichungen
zu diesem Thema diskutiert. Wa¨hrend die Autoren von [QMAV99] und [SSC+96] behaup-
teten, dass dies in der Tat mo¨glich sei, wurde in [AGLE99, QAG00] argumentiert, dass
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lediglich das ”aktivere“ der beiden Systeme, d. h. das System mit mehr angeregten Frei-
heitsgraden, ermittelt werden kann. Auf diese Fragestellung werde ich im Laufe dieser
Arbeit noch zuru¨ckkommen.
Neben der Bestimmung der Richtung der Kopplung ist auch der Nachweis von verall-
gemeinerter Synchronisation im Allgemeinen nicht einfach. In besonders einfachen Fa¨llen
ist es unter Umsta¨nden mo¨glich, die Funktion ψ direkt anna¨hernd anzupassen. Da aber
diese Anpassung niemals exakt sein kann, ist es schwer zu entscheiden, ob kleine Ab-
weichungen von ihr auf ein Fehlen jeglicher Synchronisation hindeuten. Ist die Dynamik
der Systeme bekannt, sodass beliebig lange Realisierungen mit unterschiedlichen Anfangs-
bedingungen betrachtet werden ko¨nnen, kann verallgemeinerte Synchronisation auf zwei
verschiedene Arten nachgewiesen werden. Die erste Methode beruht auf der Scha¨tzung
der d + r Lyapunov–Exponenten des Gesamtsystems. Dabei entsprechen die ersten d
Lyapunov–Exponenten denen des autonomen, treibenden Systems X. Die restlichen r
Lyapunov–Exponenten sind die des Antwortsystems Y , welches als nicht–autonomes Sy-
stem mit einem a¨ußeren Treiber betrachtet wird. Verallgemeinerte Synchronisation liegt
dann und genau dann vor, wenn alle r Lyapunov–Exponenten des Antwortsystems negativ
sind. Infinitesimale Abweichungen in den Anfangsbedingungen werden also exponentiell
unterdru¨ckt. Daru¨ber hinaus verliert das Antwortsystem Y im Falle der Synchronisation
sogar jegliche Abha¨ngigkeit vom eigenen Anfangszustand und ha¨ngt nur noch vom Treiber
X ab. Dies war ja gerade die Aussage von Gleichung (5.17). Auf diesem Kriterium ba-
siert die zweite Methode zum Nachweis von Synchronisation. Dabei betrachtet man zwei
identische Antwortsysteme mit unterschiedlichen Anfangsbedingungen, die von demselben
Treiber X angetrieben werden. Liegt verallgemeinerte Synchronisation zwischen X und Y
vor, dann synchronisieren die beiden Antwortsysteme identisch, was wieder relativ leicht
z. B. durch Auftragen der Differenzen nachgewiesen werden kann.
Letztere Methode ist natu¨rlich im Falle von einzelnen, gemessenen Zeitreihen nicht
realisierbar. Aber auch die Methode der Lyapunov–Exponenten ist nicht empfehlenswert,
da diese im Allgemeinen aus Zeitreihen nur schwer gescha¨tzt werden ko¨nnen. Praxisorien-
tiertere Methoden werden im na¨chsten Abschnitt diskutiert, wobei ein viel versprechendes,
neues Maß im Detail beschrieben wird.
Zum Schluss mo¨chte ich noch kurz den Stellenwert der Analyse von Synchronisation
hervorheben. Sie tritt nicht nur in einer Reihe von physikalischen Systemen, wie z. B.
Lasern und elektrischen Schaltkreisen auf, sondern auch in vielen anderen Bereichen der
Wissenschaft. Speziell in der Biologie besitzen Synchronisationspha¨nomene eine heraus-
ragende Bedeutung. Von einfachen Beispielen, wie z. B. der Koordination von Armen und
Beinen beim Gehen, bis zu komplizierteren Abha¨ngigkeiten zwischen z. B. Herzschlag und
Atmung spielt die Synchronisation der einzelnen Vorga¨nge eine wesentliche Rolle. Eines
der interessantesten Pha¨nomene ist dabei auf dem Gebiet der Hirnforschung zu finden.
Dort wird vermutet, dass epileptische Anfa¨lle mit einer u¨berma¨ßig starken Synchronisa-
tion von Neuronen oder Gruppen von Neuronen im Gehirn einher geht. Die eventuelle
Mo¨glichkeit, aus der Analyse von Gehirn–Signalen den Ursprungsort (Fokus) des Anfalls
zu bestimmen oder gar den Zeitpunkt von epileptischen Anfa¨llen vorherzusagen, macht
dies zu einem Gebiet, in dem im Moment intensiv geforscht wird. In diesem Zusammen-
hang ist es nicht verwunderlich, dass viele Papiere zum Thema Synchronisation auch die
Anwendung auf EEG–Signale behandeln [AGLE99, QMAV99, SSC+96].
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5.2.2 Interdependenzmaße S und H
Im vorangegangenen Abschnitt wurde die Analyse von verallgemeinerter Synchronisation
unter dem theoretischen Gesichtspunkt betrachtet. Es wurden Nachweismo¨glichkeiten
fu¨r den Fall ero¨rtert, in dem die exakte Dynamik der beteiligten Systeme bekannt ist.
Im Gegensatz dazu hat man es in der Praxis meist mit nur einer einzelnen Realisierung
eines unbekannten, zugrunde liegenden Prozesses zu tun. Dazu kommt immer noch ein
mehr oder weniger starker Rauschanteil, dessen Gro¨ßenordnung meist auch nicht bekannt
ist. Ein direkter Nachweis der Synchronisation u¨ber Gleichung (5.17) ist also nahezu
ausgeschlossen. Unabha¨ngig von einer eventuellen Synchronisation, wa¨re es aber auch
wu¨nschenswert zwischen dem Treiber und Antwortsystem unterscheiden zu ko¨nnen, falls
eine solche Beziehung zwischen den beiden beobachteten Systemen tatsa¨chlich existiert.
Im Folgenden wird diskutiert, welche Ansa¨tze bei Zeitreihen diesbezu¨glich zum Erfolg
fu¨hren ko¨nnen.
Die wesentliche Aussage des funktionalen Zusammenhangs in Gleichung (5.17) besagt,
dass jedem Zustand im System X genau ein Zustand im System Y zugeordnet ist. Wenn
also das System X nach einer Zeit t zu einem Zustand ~xn exakt zuru¨ckkehrt, dann kehrt
auch der Zustand von Y exakt zum gleichen Zustand ~yn zuru¨ck. Diese exakte Wiederkehr
hat fu¨r chaotische Systeme mit zufa¨lliger Anfangsbedingung allerdings verschwindende
Wahrscheinlichkeit. Noch weniger ist sie fu¨r endliche, verrauscht gemessene Zeitreihen
zu erwarten. Allerdings kann als abgeschwa¨chtes Kriterium dienen, dass zu zwei a¨hnli-
chen Zusta¨nden im System X gleichzeitig zwei ebenfalls a¨hnliche Zusta¨nde im System Y
geho¨ren. Auf diesem Kriterium basierte bereits die Originalarbeit zur verallgemeinerten
Synchronisation von Rulkov et al. [RSTA95], in der ein Maß verwendet wurde, welches
auf gegenseitigen, falschen na¨chsten Nachbarn beruht. In [SSC+96, QMAV99] wurde die-
se Idee in Form von Vorhersagefehlern implementiert, wobei a¨hnlich zu Gleichung (1.7)
na¨chste Nachbarn in X zur Vorhersage verwendet wurden. Dies wird dann mit dem Vor-
hersagefehler verglichen, bei dem in der Vorhersage die zeitgleichen Werte aus dem System
Y verwendet werden. Schließlich wurde von Arnhold et al. [AGLE99] ein Verfahren vor-
geschlagen, welches nicht den ”Umweg“ u¨ber die Vorhersagen geht, sondern ausschließlich
auf Verha¨ltnissen von Nachbarschaftsradien beruht. Dieses Verfahren wird im Folgenden
im Detail beschrieben.
Die Zeitreihen X und Y seien als Zustandsvektoren {~xn} bzw. {~yn} mit n = 1, . . . , N
gegeben, welche aus skalaren Zeitreihen wie u¨blich durch Zeitverzo¨gerungseinbettung (1.4)
gewonnen werden ko¨nnen. Fu¨r jeden Punkt ~xn werden zuna¨chst die k na¨chsten Nachbarn
gesucht, d. h. die Punkte, die zu ~xn die kleinsten Absta¨nde aufweisen. Als Abstandsnorm
kann dabei z. B. der Euklidische Abstand oder die Maximumsnorm verwendet werden. Die
Indizes dieser k Nachbarspunkte werden mit rn(i), i = 1, . . . , k, bezeichnet. Der mittlere






(~xn − ~xrn(i))2 (5.18)


















wobei D1 die Informationsdimension (4.10) des Wahrscheinlichkeitsmaßes von X ist. Die
entsprechende Methode D1 zu scha¨tzen, heißt Fixed–Mass–Verfahren [BP85]. Die Zwei
im Exponent der rechten Seite von Gleichung (5.19) tra¨gt der Tatsache Rechnung, dass es
sich bei den Gro¨ßen auf der linken Seite um quadrierte Radien handelt.
Analog zu Gleichung (5.18) la¨sst sich auch fu¨r die Zeitreihe Y der mittlere quadrierte
Abstand von einem Punkt ~yn zu seinen k na¨chsten Nachbarn





(~yn − ~ysn(i))2 (5.20)
definieren, wobei hier die Indizes der k Nachbarn mit sn(i) bezeichnet wurden. Eine
erste Gro¨ße, die die beiden Systeme in Beziehung stellt, ist der bedingte Abstand, welcher
die na¨chsten Nachbarn des jeweils anderen Systems beru¨cksichtigt. Der auf X bedingte
mittlere quadrierte Abstand vom Punkt ~yn ist durch





(~yn − ~yrn(i))2 , (5.21)
definiert, wobei im Gegensatz zu Gleichung (5.20) die Indizes der k na¨chsten Nachbarn von
~xn verwendet wurden. Ha¨ngt das System Y in starkem Maße von X ab, dann impliziert
eine Nachbarschaft in X auch eine Nachbarschaft in Y . Demzufolge ist R(k)n (Y |X) in
diesem Fall von der gleichen Gro¨ßenordnung wie R(k)n (Y ) und der Quotient








ist von der Ordnung O(1). Sind die Systeme hingegen vo¨llig unabha¨ngig, ist R(k)n (Y |X)
eher von der Gro¨ßenordnung von R(N−1)n (Y ) und damit wesentlich gro¨ßer als R
(k)
n (Y ),
sodass S(k)n (Y |X) ¿ 1 ist. Der Ausdruck (5.22) kann also als lokales Abha¨ngigkeits-
maß angesehen werden. Durch Mittelung u¨ber alle n Zusta¨nde erha¨lt man das globale
Abha¨ngigkeitsmaß











Da fu¨r die mittleren Absta¨nde per Konstruktion R(k)n (Y |X) ≥ R(k)n (Y ) > 0 gilt, liegt
S(k)(Y |X) im Intervall (0, 1]. Fu¨r unabha¨ngige Systeme nimmt S(k)(Y |X) einen kleinen,
aber endlichen Wert an, der u¨ber Gleichung (5.19) mit der Dimension von Y verknu¨pft ist.
Fu¨r abha¨ngige Systeme steigt S(k)(Y |X) mit steigendem Abha¨ngigkeitsgrad der Systeme
und fu¨r identische Systeme (X = Y ), also z. B. bei identischer Synchronisation, gilt
S(k)(Y |X) = S(k)(Y |Y ) = 1. Es sei betont, dass (5.23) lediglich ein Abha¨ngigkeitsmaß ist
und keine Aussage u¨ber die kausalen Zusammenha¨nge zwischen den Systemen X und Y
erlaubt.
Die Gro¨ßen R(k)n (X|Y ) und S(k)(X|Y ), welche auf Absta¨nden in X basieren, lassen
sich vo¨llig analog zu Gleichungen (5.21) und (5.23) bilden und spiegeln die Abha¨ngigkeit
des Systems X von dem System Y wider. S(k)(X|Y ) ist damit im Allgemeinen asym-
metrisch unter Vertauschung von X und Y , S(k)(X|Y ) 6= S(k)(Y |X), und ko¨nnte somit
Informationen u¨ber die Richtung einer Kopplung liefern. Ha¨ngt z. B. das SystemX sta¨rker
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von Y ab als umgekehrt, dann erwartet man die Beziehung S(k)(X|Y ) > S(k)(Y |X). Ei-
ne kausale Beziehung zwischen den Systemen la¨sst sich daraus aber nicht ableiten. In
[AGLE99, QAG00] wird argumentiert, dass in einem solchen Fall Y lediglich als das ”ak-
tivere“ der beiden Systeme angesehen werden kann. Dabei steht hohe Aktivita¨t mit einer
gro¨ßeren Zahl an angeregten Freiheitsgraden und damit gro¨ßerer Dimension in Verbin-
dung.
In [AGLE99] werden viele mo¨gliche Alternativen zu Gleichung (5.23) diskutiert, die
gegenu¨ber S(X|Y ) bezu¨glich ihrer Abha¨ngigkeitssensitivita¨t eine Steigerung bringen ko¨nn-
ten. Eine dieser Alternativen, welche auch in [QAG00] untersucht wurde, wird im Folgen-
den beschrieben. Der Quotient (5.22) stellt den bedingten Abstand R(k)n (Y |X) mit dem
Abstand zu den na¨chsten Nachbarn R(k)n (Y ) in Relation. Eine andere Mo¨glichkeit besteht
darin, den bedingten Abstand mit dem Abstand zu zufa¨lligen oder allen anderen Punkten
zu vergleichen, also den Quotienten R(N−1)n (Y )/R
(k)
n (Y |X) zu bilden. Durch Mitteln kann
daraus wieder ein globales Abha¨ngigkeitsmaß der Art












gewonnen werden. Die Verwendung des geometrischen Mittels ist dabei durch die Ergo-
dentheorie motiviert, in der geometrische Mittel meist robuster und einfacher zu interpre-
tieren sind. Da H(Y |X) lokale und globale Absta¨nde vergleicht und damit vom Radius
der gesamten Punktmenge {~yn} abha¨ngt, ist es im Gegensatz zu S(Y |X) nicht normiert
und nach oben beschra¨nkt. Fu¨r unabha¨ngige Systeme sind die Radien in Gleichung (5.24)
anna¨hernd gleich und H(Y |X) verschwindet. Dies ist ein weiterer Unterschied zu S, wel-
ches fu¨r unabha¨ngige Systeme einen endlichen Wert (5.19) in Abha¨ngigkeit von k liefert.
Weiter ist zu beachten, dass H(Y |X) im Gegensatz zu S auch negative Werte liefern kann.
Dies gilt fu¨r den unwahrscheinlichen Fall, dass aus einer Nachbarschaft in X tendenziell
große Absta¨nde in Y folgen, und damit der Quotient in Gleichung (5.24) kleiner als 1 ist.
Dementsprechend wird H(Y |X) = 0 nicht nur fu¨r unabha¨ngige Systeme angenommen,
sondern ko¨nnte auch das unwahrscheinliche Resultat eines exakten gegenseitigen Aufhe-
bens von positiven und negativen Termen sein. Diese Tatsache ist neben der Asymmetrie




Im vorangegangenen Kapitel wurden zwei neue Ansa¨tze fu¨r Abha¨ngigkeitsmaße vorgestellt.
Im Folgenden sollen zuna¨chst deren grundlegende Eigenschaften anhand einiger einfacher
Beispiele illustriert werden. Dabei wird ihre Leistungsfa¨higkeit sowohl untereinander als
auch mit den Standardmethoden aus Kapitel 4 verglichen. Nachdem die Funktionstu¨chtig-
keit und die Vorteile gegenu¨ber den Standardmethoden herausgearbeitet sind, wende ich
mich komplizierteren Systemen zu. Diese sind zum einen so konstruiert, dass aus ihnen
weitere wichtige Eigenschaften der neuen Maße extrahieren werden ko¨nnen. Zum ande-
ren ko¨nnen diese Systeme die Grenzen des Mo¨glichen aufzeigen und damit als lehrreiche
Beispiele fu¨r die Untersuchung von gemessenen Zeitreihen angesehen werden. Schließ-
lich sollen einige erste interessante Anwendungen auf Daten aus den Gebieten O¨konomie,
Medizin und Klimaforschung vorgestellt werden.
6.1 Einfache, gekoppelte Systeme
6.1.1 Identische Synchronisation
In diesem Abschnitt sollen die Eigenschaften der verschiedenen Abha¨ngigkeitsmaße aus den
vorangegangenen Kapiteln an jeweils zwei gekoppelten, chaotischen Systemen illustriert
werden. Dazu werden zuna¨chst zwei identische Systeme betrachtet, sodass identische
Synchronisation auftreten kann. Bei den betrachteten Systemen handelt es sich dabei um
He´non–Abbildungen, welche bereits in Abschnitt 2.4.2 verwendet wurden. Das treibende
System X sei vo¨llig autonom und gehorche der Dynamik
x1
′ = 1.4− x21 + bxx2
x2
′ = x1 , (6.1)
was bei der u¨blichen Wahl von bx = 0.3 mit Gleichung (2.17) u¨bereinstimmt. Die ungestri-
chenen Gro¨ßen xi entsprechen dabei den Werten zur Zeit n und die gestrichenen Gro¨ßen
xi
′ den Werten zur Zeit n+1. Daran gekoppelt sei das Antwortsystem Y mit der Dynamik
y1
′ = 1.4− ((1−K)y1 +Kx1)y1 + byy2
y2
′ = y1 , (6.2)
wobei u¨ber den Parameter K die Sta¨rke der Kopplung variiert werden kann. Fu¨r K = 0
sind die Systeme unabha¨ngig und auch das Antwortsystem Y zeigt eine autonome Dyna-
mik, welche fu¨r by = 0.3 mit der von System X identisch ist. In diesem Fall wu¨rden bei
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Abbildung 6.1: Kreuzkorrelationen zwischen zwei gekoppelten He´non–Abbildungen (6.1) und (6.2)
in Abha¨ngigkeit von K fu¨r verschiedene τ . Die zeitverzo¨gerten Kreuzkorrelationen (τ ± 1) weichen
systematisch voneinander ab.
exakt u¨bereinstimmenden Anfangsbedingungen beide Systeme dieselbe Trajektorie auf-
weisen. Bei unterschiedlichen Anfangsbedingungen hingegen bewegen sich beide Systeme
vo¨llig unabha¨ngig voneinander. Das Synchronisationsverhalten dieser gekoppelten Sy-
steme fu¨r K > 0 wurde in [QAG00] anhand des maximalen Lyapunov–Exponenten des
Antwortsystems untersucht. Dieser ist fu¨r K > 0.7 negativ und die Systeme synchroni-
sieren identisch. Zusa¨tzlich tritt im Bereich 0.47 < K < 0.52 schwache, verallgemeinerte
Synchronisation auf. Im Folgenden sollen anhand dieses Systems die Eigenschaften der
Abha¨ngigkeitsmaße verglichen werden.
Die zur Untersuchung herangezogenen Zeitreihen bestehen jeweils aus den ersten Kom-
ponenten x1 bzw. y1 der Systeme X und Y . Die Anfangsbedingungen werden in beiden
Systemen stets unterschiedlich gewa¨hlt. Um den Einfluss von transientem Verhalten auszu-
schließen, werden die ersten 106 Iterationen verworfen, bevor die Zeitreihen mit N = 10000
Werten aufgenommen werden. Außerdem wurde in jedem Fall verifiziert, dass die Ergeb-
nisse nicht von den Anfangsbedingungen abha¨ngen.
Zuna¨chst sollen die linearen Korrelationen zwischen den Systemen X und Y in Ab-
ha¨ngigkeit von der Kopplungssta¨rke untersucht werden. Dazu wurden die Kreuzkorrela-
tionen aus Gleichung (4.3) fu¨r τ = −1, 0, 1 berechnet und in Abbildung 6.1 aufgetragen.
Die Kreuzkorrelation ρXY (τ = 0) ist fu¨r Kopplungssta¨rken bis ungefa¨hr K ≈ 0.4 mit
Null vertra¨glich und steigt dann monoton bis K ≈ 0.7 an. Daru¨ber synchronisieren die
Systeme identisch (Y = X) und die Kreuzkorrelation nimmt den Wert der Autokorre-
lation des Treibersystems X an, welche fu¨r τ = 0 aufgrund der Normierung 1 ist. An
der Kreuzkorrelation ρXY (0) ist also deutlich das Einsetzen der identischen Synchronisa-
tion zu erkennen. Aber auch fu¨r Kopplungssta¨rken im Bereich 0.4 < K < 0.7 ist eine
lineare Abha¨ngigkeit zwischen den Systemen vorhanden. Weiterhin sind in Abbildung 6.1
die zeitverzo¨gerten Kreuzkorrelationen mit τ = ±1 aufgetragen. Auch an ihnen ist das
Eintreten der identischen Synchronisation zu erkennen, da auch sie fu¨r K > 0.7 beide ex-
akt mit der Autokorrelation %X(|τ | = 1) ≈ −0.29 der He´non–Abbildung u¨bereinstimmen.
Wesentlich interessanter ist aber die Tatsache, dass die Kreuzkorrelation ρXY (1) fu¨r Kopp-


























Abbildung 6.2: Kreuzkorrelationssumme von zwei gekoppelten He´non–Abbildungen in Abha¨ngigkeit
von der Kopplungsta¨rke K. Sowohl fu¨r unabha¨ngige als auch fu¨r identisch synchronisierte Systeme
wird der Maximalwert erreicht.
lungssta¨rken K < 0.7 systematisch kleiner als die Kreuzkorrelation ρXY (−1) = ρY X(1)
ist. Vom Betrag her ist also die Korrelation zwischen x und y′ gro¨ßer als die Korrelation
zwischen y und x′, welche fu¨r K < 0.45 sogar anna¨hernd verschwindet. Betrachtet man
die Gleichungen (6.1) und (6.2), ist dieses Verhalten aber nicht verwunderlich. Wa¨hrend
y1
′ explizit von x1 abha¨ngt, ist das System X autonom und vo¨llig unabha¨ngig von Y .
Erst bei Einsetzen der schwachen, verallgemeinerten Synchronisation bei K > 0.47 ist
auch deren Korrelation von Null verschieden. Abgesehen von dieser Tatsache, sind aber
keine weiteren Anzeichen fu¨r die schwache Synchronisation in den Kreuzkorrelationen zu
erkennen. Sie ist im Gegensatz zur identischen Synchronisation offensichtlich wesentlich
schwieriger nachzuweisen. Es sei bemerkt, dass eine Betrachtung der Kreuzkorrelationen
mit |τ | > 1 keine zusa¨tzlichen Erkenntnisse an den Tag bringt. Fu¨r τ = 2 ist die gleiche
Asymmetrie wie fu¨r τ = 1 beobachtbar. Diese verschwindet aber fu¨r |τ | ≥ 3, was damit
zusammenha¨ngt, dass auch die Autokorrelation der He´non–Abbildung mit steigender Zeit-
verzo¨gerung τ rasch abfa¨llt. Zusammenfassend la¨sst sich sagen, dass in diesem einfachen
Fall u¨ber die Kreuzkorrelation bereits wesentliche Erkenntnisse u¨ber die Abha¨ngigkeit der
Systeme gewonnen werden ko¨nnen.
Als erste Gro¨ße, die die nichtlinearen Beziehungen zwischen den Systemen beschreibt,
soll die Kreuzkorrelationssumme aus Abschnitt 4.3.1 betrachtet werden. Dafu¨r mu¨ssen
die Zeitreihen zuna¨chst in einen genu¨gend hochdimensionalen Raum u¨ber Gleichung (1.4)
eingebettet werden. Wie an Gleichung (6.1) zu sehen, reicht bei der He´non–Abbildung
eine Einbettungsdimension von m = 2 aus, um den Attraktor eindeutig abzubilden. Eine
Dimensionsanalyse des Antwortsystems Y zeigt aber, dass die Dimension dessen Attrak-
tors gro¨ßer als zwei sein kann. Im Folgenden habe ich daher stets Einbettungen mit m = 3
verwendet. Weiter muss eine Wahl fu¨r den Nachbarschaftsradius r gewa¨hlt werden. Da es
sich hier um rauschfreie und relativ lange Zeitreihen handelt, existiert ein relativ großer
r–Bereich, in dem log r und logCXY (r) proportional zueinander sind. Im Folgenden ha-
be ich r = 0.1 gewa¨hlt, welches in diesem Skalenbereich liegt. Eine andere Wahl wu¨rde
qualitativ aber dieselben Resultate liefern. Anschließend wurde in Abha¨ngigkeit von der
Kopplungssta¨rke K die normierten Kreuzkorrelationssummen C ′XY = CXY /
√
CXXCY Y











Abbildung 6.3: S(X|Y ) und S(Y |X) fu¨r zwei identische, gekoppelte He´non–Abbildungen in Abha¨ngig-
keit von K. Der Anstieg bei K ≈ 0.7 geht u¨ber zwei Zehnerpotenzen.
zwischen den Systemen X und Y berechnet. Das Resultat ist in Abbildung 6.2 aufgetra-
gen. Der Maximalwert von C ′XY = 1 wird dabei sowohl fu¨r K > 0.7 als auch fu¨r K = 0
angenommen. In diesen beiden Fa¨llen weisen die Systeme X und Y exakt die gleichen
Attraktoren auf. Es ist aber anhand der Kreuzkorrelationssumme nicht mo¨glich, zu ent-
scheiden, ob die Trajektorien der beiden Systeme unabha¨ngig (wie bei K = 0) oder vo¨llig
identisch (wie bei K > 0.7) sind. Dies besta¨tigt die Aussage aus Abschnitt 4.3.1, dass
die Kreuzkorrelationssumme ein Maß fu¨r die A¨hnlichkeit von Attraktoren ist und nicht
unbedingt eine Aussage u¨ber mo¨gliche Abha¨ngigkeiten macht. Ein weiterer Nachteil der
Kreuzkorrelationssumme ist deren Symmetrie unter Vertauschung von X und Y . Es ist
hier auch nicht mo¨glich, eine Asymmetrie durch das Einfu¨hren einer Zeitverzo¨gerung zwi-
schen den Systemen herbeizufu¨hren, wie dies fu¨r die Kreuzkovarianz oder die gegenseitige
Information der Fall ist. Da in Gleichung (4.8) fu¨r beide Systeme u¨ber die Zeit summiert
wird, wu¨rde eine Ersetzung von z. B. ~ym durch ~ym+τ keinen anderen Wert fu¨r CXY liefern.
Als na¨chstes sollen die Eigenschaften der in Abschnitt 5.2.2 vorgestellten Abha¨ngig-
keitsmaße S und H untersucht werden. Wie im Fall der Kreuzkorrelationssumme wurde
fu¨r beide Systeme die Einbettungsdimension m = 3 gewa¨hlt. Weiter muss eine sinnvolle
Wahl fu¨r die Anzahl der na¨chsten Nachbarn k getroffen werden. Um die mittleren Radien
zu den na¨chsten Nachbarn sinnvoll scha¨tzen zu ko¨nnen, sollte k nicht zu klein gewa¨hlt wer-
den. Andererseits sollte k wesentlich kleiner als die La¨nge N der Zeitreihe sein. Ich habe
in U¨bereinstimmung mit [QAG00] festgestellt, dass die Wahl von k keinen wesentlichen
Einfluss auf die qualitativen Resultate hat. Im Folgenden habe ich jeweils k = 20 verwen-
det. Bei der Bestimmung von Absta¨nden im Einbettungsraum wurde die Maximumsnorm
verwendet.
Das Verhalten der Abha¨ngigkeitsmaße S(X|Y ) und S(Y |X) aus Gleichung (5.23) ist
in Abha¨ngigkeit von der Kopplungssta¨rke K in Abbildung 6.3 dargestellt. Die S–Achse
wurde dabei logarithmisch gewa¨hlt, um das Verhalten bei schwacher Kopplung besser
hervorzuheben. Auch hier ist wieder ein deutlicher Anstieg bei Eintreten der identischen
Synchronisation bei K = 0.7 sichtbar. Allerdings ist dieser Anstieg wesentlich sta¨rker
als z. B. bei der Kreuzkorrelation ausgepra¨gt und betra¨gt mehr als zwei Zehnerpotenzen.












Abbildung 6.4: H(X|Y ) und H(Y |X) fu¨r zwei identische, gekoppelte He´non–Abbildungen in
Abha¨ngigkeit von K. Unabha¨ngig von K wird H(X|Y ) ≥ H(Y |X) erfu¨llt, wobei die Identita¨t nur fu¨r
die vo¨llige Unabha¨ngigkeit und die identische Synchronisation gilt.
Dass es sich um identische Synchronisation handelt, ist an der Tatsache abzulesen, dass
S(X|Y ) und S(Y |X) identisch sind und den Wert S = 1 liefern. Das Verhalten fu¨r
K < 0.7 muss differenzierter diskutiert werden. Fu¨r unabha¨ngige Systeme liefert S(X|Y )
nach Gleichung (5.19) einen endlichen Wert, der proportional zu k2/DX ist. Hat also das
System Y eine Dimension DY > DX , so erhalten wir bereits fu¨r unabha¨ngige Systeme
die Asymmetrie S(Y |X) > S(X|Y ). Da hier die Systeme identisch sind, findet man
fu¨r K = 0 die Identita¨t S(Y |X) = S(X|Y ). Werden die Systeme schwach gekoppelt,
steigt die Dimension des Antwortsystems Y , wa¨hrend DX konstant bleibt. Entsprechend
zeigt Abbildung 6.3 fu¨r K < 0.3 die Beziehung S(Y |X) > S(X|Y ). Fu¨r Kopplungssta¨rken
K > 0.3 kehrt sich diese Ungleichung um, woraus abzulesen ist, dass das System X sta¨rker
von Y abha¨ngt als umgekehrt. Dieses Resultat wurde u¨bereinstimmend in [QAG00] und
[SSC+96] gefunden, wobei in letzterem gezeigt wurde, dass der Treiber besser durch das
Antwortsystem vorhergesagt werden kann als umgekehrt. Dies stimmt auch mit dem Bild
u¨berein, dass das Antwortsystem eine gro¨ßere Anzahl an ”aktiven“ Freiheitsgraden besitzt.
Kurz vor dem Einsetzen der identischen Synchronisation ist die Asymmetrie S(X|Y ) >
S(Y |X) am sta¨rksten ausgepra¨gt. Wa¨hrend aber S(X|Y ) im Bereich 0.6 < K < 0.7
kontinuierlich ansteigt, la¨sst sich das Verhalten von S(Y |X) eher als ein sprunghafter
Anstieg beschreiben. Das Verhalten von S ha¨ngt also insgesamt nicht–trivial von der
Kopplungsta¨rke K ab und es existiert selbst in diesem einfachen Fall keine allgemein
gu¨ltige Beziehung zwischen S(X|Y ) und S(Y |X).
Anders sieht das im Fall des Abha¨ngigkeitsmaßes H aus, dessen Verhalten in Abbil-
dung 6.4 dargestellt ist. Unabha¨ngig von der Kopplungssta¨rke gilt vor dem Eintreten der
identischen Synchronisation stets
H(X|Y ) > H(Y |X) . (6.3)
Wa¨hrend H(X|Y ) schon bei kleinen K kontinuierlich mit der Kopplungssta¨rke ansteigt,
ist H(Y |X) nahezu unabha¨ngig von K und liefert sehr kleine Werte. Fu¨r unabha¨ngige
Systeme (K = 0) gilt, wie erwartet, H(X|Y ) = H(Y |X) = 0. Im Gegensatz zu S



















Abbildung 6.5: Entropie des treibenden Systems I(X) und des Antwortsystems I(Y ) in Abha¨ngigkeit
von der Kopplungssta¨rke K. Die gegenseitige Information M(X,Y ) steigt monoton mit K.
la¨sst sich bereits fu¨r schwache Kopplungen an der Asymmetrie (6.3) ablesen, dass X
sta¨rker von Y abha¨ngt als umgekehrt. Erst ab ungefa¨hr K ≈ 0.5 wird auch H(Y |X)
signifikant von Null verschieden. Dies stimmt in etwa mit dem Punkt u¨berein, an dem
die schwache, verallgemeinerte Synchronisation auftritt. Bis K = 0.7 steigen dann sowohl
H(X|Y ) als auch H(Y |X) auf den Maximalwert an. Die Tatsache, dass daru¨ber beide
Gro¨ßen exakt u¨bereinstimmen, ist wieder ein Indiz fu¨r die identische Synchronisation.
Zusammenfassend la¨sst sich sagen, dass in diesem Fall das Abha¨ngigkeitsmaß H aufgrund
seiner eindeutigen Asymmetrie dem Maß S vorzuziehen ist. Die Vorteile gegenu¨ber der
zeitverzo¨gerten Kreuzkorrelation sind zum einen die Beru¨cksichtigung von nichtlinearen
Abha¨ngigkeiten und zum anderen die sta¨rkere Auspra¨gung der Asymmetrie.
Zuletzt sollen die informationstheoretischen Gro¨ßen, welche in den Abschnitten 4.3.2
und 5.1 eingefu¨hrt wurden, auf die gekoppelten He´non–Abbildungen (6.1) angewendet
werden. Sie alle basieren auf Entropien, die im Folgenden nach Gleichung (4.17) u¨ber die
Korrelationsumme C1(r) gescha¨tzt werden. Auch hier ist es zuna¨chst empfehlenswert, das
Skalenverhalten, d. h. die Abha¨ngigkeit vom Nachbarschaftsradius r, zu betrachten. Wie
schon bei der Kreuzkorrelationssumme CXY sind auch hier die Skalenbereiche aufgrund
der reinen Dynamik und La¨nge der verwendeten Zeitreihen relativ groß. Im Folgenden
wurde der Nachbarschaftsradius auf r = 0.05 fixiert, um alle Entropien sinnvoll vergleichen
zu ko¨nnen.
Als erste informationstheoretische Gro¨ße soll die gegenseitige Information (4.12) zwi-
schen dem treibenden und dem Antwortsystem bestimmt werden. Auch hier werden die
Zeitreihen zuna¨chst wieder in einen m = 3 dimensionalen Raum eingebettet und anschlie-
ßend die Korrelationssummen berechnet. In Abbildung 6.5 sind die Einzelentropien und
die gegenseitige Information M(X,Y ) in Abha¨ngigkeit von der Kopplungssta¨rke aufge-
tragen. Da das treibende System X autonom ist und nicht von K abha¨ngt, ist auch
seine Entropie I(X) konstant und unabha¨ngig von der Kopplungsta¨rke. Anders sieht das
fu¨r die Entropie des Antwortsystems Y aus. Sie ist fu¨r K = 0 mit der Entropie I(X)
identisch und steigt dann mit sta¨rker werdender Kopplung an. Sobald ab K ≈ 0.7 die
identische Synchronisation einsetzt, gilt selbstversta¨ndlich wieder I(Y ) = I(X). An der


























Abbildung 6.6: Zeitverzo¨gerte, gegenseitige Information mit τ = ±3 zwischen den gekoppelten He´non–
Abbildungen (6.1) und (6.2).
Tatsache I(Y ) ≥ I(X) wird deutlich, dass das Antwortsystem zusa¨tzliche Information
tra¨gt, die es u¨ber die Kopplung aus dem treibenden System gewinnt. Dies la¨sst sich auch
am Verlauf der gegenseitigen InformationM(X,Y ) in Abha¨ngigkeit von K ablesen. Diese
steigt monoton mit der Kopplungssta¨rke an, wobei der Anstieg vor dem Eintreten der
identischen Synchronisation deutlich steiler wird. Fu¨r K > 0.7 ist die gegenseitige Infor-
mation M(X,Y = X) identisch mit den Einzelentropien M(X,X) = I(X) = I(Y ). Die
K–Abha¨ngigkeit von M(X,Y ) ist mit der von H(X|Y ) in Abbildung 6.4 vergleichbar.
Da die gegenseitige Information symmetrisch unter Vertauschung von X und Y ist,
kann sie keine Aussage u¨ber die unterschiedlichen Rollen der beiden Systeme treffen. Wie
in Abschnitt 5.1.1 beschrieben, kann eine Asymmetrie aber u¨ber eine Zeitverzo¨gerung er-
reicht werden. Abbildung 6.6 zeigt die zeitverzo¨gerten, gegenseitigen InformationMXY (τ)
mit τ = ±3. Andere Werte fu¨r |τ | liefern qualitativ das gleiche Verhalten. Wie an Glei-
chung (5.1) zu sehen, bildet MXY (τ) die gegenseitige Information des Systems X zum
Zeitpunkt n und dem System Y zum Zeitpunkt n + τ . Da zuku¨nftige Werte von Y von
vergangenen Werten von X und Y abha¨ngen, erwartet man positives MXY (τ > 0) so-
bald K > 0 ist. Dies wird in Abbildung 6.6 auch besta¨tigt. Allerdings ist aber auch
MXY (τ < 0) gro¨ßer als Null, obwohl X nicht von Y abha¨ngt. Dies ha¨ngt damit zu-
sammen, dass aufgrund der Dynamik des Systems X natu¨rlich x1′′ (u¨ber x1′) von x1
abha¨ngt. Andererseits ha¨ngt aber auch y1′ von x1 ab. Da also sowohl y1′ als auch x1′′
von x1 abha¨ngen, tragen beide gemeinsame Information, die von MXY (τ = −1) gemessen
wird. Fu¨r die hier verwendeten Einbettungsvektoren mit m = 3 ist dieser Effekt natu¨rlich
sta¨rker ausgepra¨gt als bei Verwendung von skalaren Zeitreihen. Er ist aber auch beim = 1
vorhanden. Diese ”indirekte“ Abha¨ngigkeit u¨ber einen gemeinsamen Vergangenheitswert
ist selbstversta¨ndlich nicht so stark ausgepra¨gt wie der Zusammenhang zwischen y1′ von
x1, was zu der Asymmetrie MXY (τ > 0) > MXY (τ < 0) fu¨hrt, die in Abbildung 6.6
zu sehen ist. Fu¨r identische Systeme (K > 0.7) ist diese Asymmetrie selbstversta¨ndlich
wieder aufgehoben.
Zu guter letzt soll die Transfer–Entropie (5.11) auf das System der gekoppelten He´non–
Abbildungen angewendet werden. Dazu muss zuna¨chst eine Wahl fu¨r den Parameter k, die























Abbildung 6.7: Transfer–Entropien zwischen TreiberX und Antwortsystem Y der gekoppelten He´non–
Abbildungen. Wa¨hrend T (Y→X) ≈ 0 ist, zeigt T (X→Y ) einen starken Anstieg fu¨r K > 0.
Ordnung des angenommenen Markov–Modells in dem einen System, und den Parameter
l, die Gro¨ße des Vergangenheitsfensters im anderen System, getroffen werden. Ich habe
hier k = 2 gewa¨hlt, was durch den zweidimensionalen Phasenraum des Treibers (6.1)
motiviert ist, und l = 1 gesetzt. Auch hier gilt, dass diese Wahl nicht entscheidend fu¨r die
qualitative Aussage ist und eine andere Wahl lediglich kleine Unterschiede bewirken wu¨rde.
Die entsprechenden Transfer–Entropien T (Y→X) und T (X→Y ) sind in Abbildung 6.7
aufgetragen. Es fa¨llt sofort die starke Asymmetrie ins Auge, wobei T (Y→X) unabha¨ngig
von K mit Null vertra¨gliche Werte liefert. Dies stimmt mit der Vorstellung u¨berein,
dass das Antwortsystem Y keinen Einfluss auf das treibende System X ausu¨bt. Auf
der anderen Seite steigt T (X→Y ) kontinuierlich mit der Kopplungssta¨rke bis ungefa¨hr
K ≈ 0.58 an, um dann bei Einsetzen der identischen Synchronisation auf Null abzufallen.
Fu¨r Y = X liefert die Transfer–Entropie T (X→X) = 0, da dann beide Systeme gleichzeitig
die gesamte Information u¨ber das System enthalten und somit kein Informationsu¨bertrag
mehr stattfindet. Die Tatsache, dass T (Y →X) = 0 sowohl fu¨r unabha¨ngige als auch
fu¨r identisch synchronisierte Systeme gilt, ist nicht weiter beunruhigend, da diese Fa¨lle
ohnehin sehr leicht u¨ber andere Maße unterschieden werden ko¨nnen. Alternativ ko¨nnte
U(Y→X) = T (Y→X) +M(X,Y ) aus Gleichung (5.14) verwendet werden, welches fu¨r
Y = X die Entropie U(X→X) =M(X,X) = I(X) liefert.
Zusammenfassend la¨sst sich sagen, dass die Richtung der Kopplung von mehreren der
untersuchten Abha¨ngigkeitsmaße korrekt erkannt wurde. Dazu geho¨ren die zeitverzo¨gerten
Kreuzkorrelationen und gegenseitigen Informationen einerseits und die Abha¨ngigkeitsma-
ße H(X|Y ) und T (X→Y ) andererseits. Dabei wird in diesem Fall die Unidirektionalita¨t
der Kopplung am eindrucksvollsten durch die Asymmetrie der Transfer–Entropie widerge-
spiegelt. Das Eintreten der Synchronisation ist dagegen am leichtesten durch den starken
Anstieg von H zu erkennen. In den folgenden Abschnitten werden weitere Systeme be-
trachtet, um weitere Eigenschaften der verschiedenen Maße vergleichen zu ko¨nnen.
6.1. Einfache, gekoppelte Systeme 83
6.1.2 Einfluss von Rauschen
Der hier betrachtete Fall der identischen Systeme (6.1) und (6.2) ist besonders einfach.
Dies bedeutet aber nicht, dass er keinen Bezug zu physikalisch existierenden Systemen be-
sitzt. In vielen Fa¨llen ko¨nnen Teilsysteme als wenigstens anna¨hernd identisch angesehen
werden. Ein wesentlicher Unterschied zur Praxis ist allerdings die Reinheit der Zeitreihen,
die hier betrachtet wurden, wohingegen bei gemessenen Zeitreihen immer ein mehr oder
wenig starker Rauschanteil existiert. Im Folgenden soll deshalb der Einfluss von Messrau-
schen auf die untersuchten Abha¨ngigkeitsmaße diskutiert werden. Dabei sollen aber nicht
alle Abbildungen mit verrauschten Zeitreihen erneut wiedergegeben, sondern vielmehr die
qualitativen Unterschiede zum rauschfreien Fall ero¨rtert werden.
In [QAG00] wurde bereits der Einfluss von Messrauschen auf die Abha¨ngigkeitsma-
ße S und H untersucht. Dabei wurden die beiden Fa¨lle betrachtet, dass entweder das
treibende oder das Antwortsystem verrauscht gemessen wurde. Ich will hier den etwas
praxisorientierteren Fall diskutieren, in dem beide Zeitreihen X und Y gleichermaßen
durch Rauschen verunreinigt sind. Der addierte Rauschanteil besteht dabei aus gaußver-
teilten Zufallszahlen mit einer Standardabweichung von σ = 0.1, was ungefa¨hr 10% der
Standardabweichung der betrachteten Zeitreihen entspricht.
Die geringsten Auswirkungen des addierten Rauschens machen sich bei den linearen
Kreuzkorrelationen bemerkbar, welche in Abbildung 6.1 dargestellt sind. Dies spricht
fu¨r die Robustheit dieser Observablen. Der einzige sichtbare Unterschied liegt in dem
Verhalten fu¨r K > 0.7, wo die zeitverzo¨gerten Kreuzkorrelationen ρXY (τ = +1) und
ρXY (τ = −1) nicht mehr exakt u¨bereinstimmen, sondern kleine Abweichungen voneinan-
der zeigen. Diese offensichtliche Auswirkung des Rauschens ist aber selbstversta¨ndlich in
allen besprochenen Abha¨ngigkeitsmaßen zu finden, da die Zeitreihen X und Y fu¨r K > 0.7
nun nicht mehr exakt u¨bereinstimmen.
Um das Verhalten der Abha¨ngigkeitsmaße S und H zu verstehen, muss der Einfluss des
Rauschens auf die einzelnen verwendeten Radien diskutiert werden. Die u¨ber alle Punkte
gemittelten Absta¨nde R(N−1)(·) im Za¨hler von H (5.24) werden nur leicht gro¨ßer, solange,
wie hier der Fall, das Rauschniveau klein im Vergleich zur Standardabweichung der Zeitrei-
hen ist. Sind die Systeme X und Y nur schwach abha¨ngig voneinander, sind R(k)(Y |X)
und R(k)(X|Y ) von der gleichen Gro¨ßenordnung wie die entsprechenden R(N−1)(·), sodass
sich auch ihr Wert nur leicht erho¨ht. Fu¨r Systeme mit starker Abha¨ngigkeit hingegen,
steigen die Absta¨nde R(k)(·|·) bei Hinzufu¨gen von Rauschen stark an, da dadurch die
Abha¨ngigkeit zersto¨rt wird. H(X|Y ) und H(Y |X) liefern also bei verrauschten Zeitrei-
hen durchgehend kleinere Werte, wobei dieser Effekt mit steigendem Abha¨ngigkeitsgrad
zunimmt. Im vorliegenden Beispiel nimmt H fu¨r K > 0.7 ungefa¨hr den Wert H ≈ 4.2
an, was mit H ≈ 9.8 in Abbildung 6.4 verglichen werden muss. Abgesehen von einer
allgemeinen Senkung zeigt der Verlauf von H aber keine wesentlichen Unterschiede und
auch die Asymmetrie H(X|Y ) > H(Y |X) bleibt fu¨r alle K erhalten. Wird allerdings, wie
in [QAG00] gezeigt, nur eines der Systeme mit Rauschen verunreinigt, kann diese Asym-
metrie aber durchaus invertiert werden. Dies ist aber nicht weiter verwunderlich, da dort
auch das Rauschen sehr asymmetrisch addiert wurde.
Fu¨r das Verhalten von S ist die Auswirkung von Rauschen auf R(k)(·) entscheidend.
Da das Rauschen unkorreliert ist und sich damit bei der Einbettung in alle m Richtungen
gleich verteilt, tendiert die Dimension fu¨r kleine Skalen gegen D = m. Sind beide Zeitrei-
hen gleich eingebettet, bedeutet dies, dass nach Gleichung (5.19) R(k)(X) und R(k)(Y )
gleich stark ansteigen. Da sich fu¨r unabha¨ngige Systeme, wie oben erwa¨hnt, R(k)(·|·)
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kaum a¨ndert, ist damit auch ein Anstieg von S(k)(·|·) verbunden. Im vorliegenden Bei-
spiel wurde fu¨r K = 0 der Wert S(X|Y ) ≈ S(Y |X) ≈ 0.002 gefunden, was deutlich u¨ber
dem Wert aus Abbildung 6.3 liegt. Interessant ist das Verhalten mit steigender Kopp-
lungsta¨rke. Schon fu¨r kleine K steigt S(X|Y ) schneller als S(Y |X), sodass unabha¨ngig
von K die erwartete Asymmetrie S(X|Y ) > S(Y |X) gilt. Der ”Dimensionseffekt“ bei
schwacher Kopplung wird also offensichtlich durch das Rauschen unterdru¨ckt. Bei star-
ker Abha¨ngigkeit der Systeme steigt R(k)(·|·) unter dem Einfluss von Rauschen sta¨rker
an als R(k)(·), was zu einer Senkung von S fu¨hrt. Im vorliegenden Fall liegt das Plateau
ab K = 0.7 bei ungefa¨hr S ≈ 0.1. Beide Effekte zusammengenommen bewirken eine
wesentliche Abschwa¨chung des Anstiegs bei Eintreten der identischen Synchronisation.
Der Einfluss von Rauschen auf die informationstheoretischen Gro¨ßen ha¨ngt stark von
dem Verha¨ltnis der Rauschamplitude und der Gro¨ße des Nachbarschaftsradius r ab. Da im
vorliegenden Beispiel das Rauschen eine Standardabweichung von σ = 0.1 aufweist, liegt
der oben verwendete Nachbarschaftsradius r = 0.05 nicht mehr im Skalenbereich. Demzu-
folge messen die Einzelentropien I(X) und I(Y ) die Shannon–Entropie des Rauschens, wel-
che deutlich u¨ber der der reinen Zeitreihe liegt. Da ich hier nur an den qualitativen Auswir-
kungen und nicht den Betra¨gen der Gro¨ßen interessiert bin, wurde im Folgenden r = 0.15
gesetzt, um eine sinnvolle Betrachtung zu ermo¨glichen. Außerdem wurden der Einfach-
heit halber die Zeitreihen nicht eingebettet und auch fu¨r die Transfer–Entropie k = l = 1
gewa¨hlt. Die so gewonnene, gegenseitige Information zeigt die gleicheK–Abha¨ngigkeit wie
in Abbildung 6.5 und auch die zeitverzo¨gerten, gegenseitigen Informationen weisen die in
Abbildung 6.6 dargestellte Asymmetrie auf. Diese ist nun fu¨r kleine Zeitverzo¨gerungen τ
am sta¨rksten ausgepra¨gt, da die durch die Dynamik resultierenden Abha¨ngigkeiten durch
das Rauschen stark gesenkt werden. Auch die Asymmetrie T (X→Y ) ≥ T (X→Y ) der
Transfer-Entropie bleibt fu¨r verrauschte Zeitreihen erhalten. Der wesentliche Unterschied
besteht darin, dass im Fall der identischen Synchronisation bei K > 0.7 ein kleiner, aber
endlicher Wert erreicht wird. Da der Determinismus durch das Rauschen zersto¨rt wird,
”verschmieren“ die U¨bergangswahrscheinlichkeiten p(in+1|in, ... , in−k+1) im Nenner von
Gleichung (5.11) und die bedingte Entropie I(Xn+1|Xn) in Gleichung (5.12) wird gro¨ßer.
Das gleiche gilt auch fu¨r die bedingte Entropie I(Xn+1|Xn, Yn). Allerdings geschieht dies
in geringerem Maße, da I(Xn+1|Xn, Yn) die Zusta¨nde beider Systeme zum Zeitpunkt n
einbezieht, welche sich nur durch einen geringen Rauschanteil unterscheiden. Diese Re-
dundanz bewirkt, dass I(Xn+1|Xn, Yn) < I(Xn+1|Xn) gilt und die Transfer–Entropie T
gro¨ßer als Null wird.
6.1.3 Schwache Synchronisation
Das im vorangegangenen Abschnitt diskutierte System bestand aus zwei identischen Teil-
systemen, die bei genu¨gend starker Kopplung identisch synchronisieren. Die Tatsache,
dass die Systeme bereits bei K ≈ 0.5 schwach synchronisierten, ließ sich an keinem der
vorgestellten Abha¨ngigkeitsmaße eindeutig ablesen. Im Folgenden soll deshalb ein Bei-
spiel studiert werden, das lediglich schwache, verallgemeinerte Synchronisation aufweist.
Es soll untersucht werden, ob auch in diesem Fall das Eintreten der Synchronisation und
die Richtung der Kopplung von den Maßen erkannt werden kann.
Das im Folgenden betrachtete System besteht aus zwei unidirektional gekoppelten,
unterschiedlichen System und wurde bezu¨glich der Gro¨ßen S und H bereits ausfu¨hrlich in
[QAG00] analysiert. Der autonome Treiber ist ein Ro¨ssler–System, das den Differential-



























Abbildung 6.8: Kreuzkorrelationen zwischen dem Ro¨ssler–System (6.4) und dem daran gekoppel-
ten Lorenz–System (6.5) in Abha¨ngigkeit von K. Ein Vergleich mit Abbildung 6.1 zeigt wesentliche
Unterschiede.
gleichungen
x˙1 = −α [x2 + x3 ]
x˙2 = α [x1 + 0.2x2 ]
x˙3 = α [ 0.2 + x3(x1 − 5.7) ]
(6.4)
gehorcht. Dieses sei u¨ber seine x2–Komponente an ein Lorenz–System mit den Gleichungen
y˙1 = σ(y2 − y1)
y˙2 = r y1 − y2 − y1y3 +Kx22 (6.5)
y˙3 = y1y2 − b y3
gekoppelt. Dabei wurde y˙2 um einen Term proportional zu x22 erweitert, dessen Einfluss
wieder u¨ber den Parameter K variiert werden kann. Fu¨r das Lorenz–System werden die
u¨blichen Parameterwerte σ = 10, r = 28, b = 8/3 gewa¨hlt, fu¨r die sich das System
chaotisch verha¨lt. U¨ber den Parameter α kann das Verha¨ltnis der mittleren Perioden
der beiden Systeme variiert werden. Ich verwende im Folgenden α = 10, sodass beide
Perioden ungefa¨hr u¨bereinstimmen. Die resultierenden Systeme synchronisieren sowohl
im Bereich 2.1 < K < 2.7 als auch fu¨r Kopplungssta¨rken K > 2.9. Der maximale
Lyapunov–Exponent des Antwortsystems ist dabei stets gro¨ßer als der kleinste Lyapunov–
Exponent des Treibers, sodass es sich in beiden Fa¨llen um schwache, verallgemeinerte
Synchronisation handelt.
Die zu untersuchenden Zeitreihen wurden gewonnen, indem die Differentialgleichungen
(6.4) und (6.5) mit einem Runge–Kutta–Verfahren vierter Ordnung integriert wurden. Die
Integrationsschrittweite wurde dabei ∆t = 0.003 gewa¨hlt. Alle 100 Schritte werden die
Komponenten x1 und y1 der Systeme rausgeschrieben, wodurch ihr zeitlicher Abstand un-
gefa¨hr einem Viertel der mittleren Periode der Systeme betra¨gt. Das transiente Verhalten
wurde abgeschnitten und die Unabha¨ngigkeit der Ergebnisse von den Anfangsbedingungen
verifiziert. Die so gewonnenen Zeitreihen umfassen jeweils N = 10000 Werte.
Wie im vorangegangenen Abschnitt soll nun das Verhalten der einzelnen Abha¨ngig-
keitsmaße fu¨r den vorliegenden Fall untersucht werden. Dabei betrachte ich zuna¨chst













Abbildung 6.9: Abha¨ngigkeitsmaße S(X|Y ) und S(Y |X) fu¨r ein Lorenz–System Y , welches an ein
autonomes Ro¨ssler–System X gekoppelt ist.
wieder die linearen Korrelationen in Abha¨ngigkeit von der Kopplungssta¨rke. Die Kreuz-
korrelationen (4.3) sind in Abbildung 6.8 fu¨r Zeitverzo¨gerungen τ = −3, 0, 3 aufgetragen.
Eine erste interessante Beobachtung ist, dass ρXY (τ = 0) nicht wie in Abbildung 6.1 mo-
noton mit der Kopplungssta¨rke steigt, sondern fu¨r K ≈ 3.7 ein Maximum erreicht und
danach wieder abfa¨llt. Die Kreuzkorrelation kann in diesem Fall also nicht als Maß fu¨r
die Sta¨rke der Kopplung herangezogen werden. Ein weiteres lokales Maximum existiert
bei K ≈ 2.4, also in dem Fenster, in dem die Systeme zum ersten Mal synchronisieren.
Der zweite auffa¨llige Unterschied zu Abbildung 6.1 liegt in der Tatsache, dass die zeit-
verzo¨gerten Kreuzkorrelationen ρXY (τ = ±3) hier keine von K unabha¨ngige Asymmetrie
aufweisen. Ein a¨hnliches Verhalten zeigen die Kreuzkorrelationen mit anderen τ–Werten.
Die Richtung der Kopplung kann also nicht eindeutig an den zeitverzo¨gerten Kreuzkorre-
lationen abgelesen werden. Im vorliegenden Fall scheint also offensichtlich eine Analyse
der linearen Korrelationen allein nicht auszureichen, um die Natur der Kopplung zwischen
den Systemen zu verstehen.
Im Gegensatz zu den linearen Korrelationen stimmt das Verhalten der Abha¨ngigkeits-
maße S und H im vorliegenden Beispiel weitgehend mit dem aus Abschnitt 6.1.1 u¨berein.
Zur Berechnung wurden die Zeitreihen in einen m = 5 dimensionalen Raum eingebettet
und die Absta¨nde zu den jeweils k = 20 na¨chsten Nachbar gemessen. Wie in Abbildung 6.9
zu sehen, muss auch hier das Verhalten von S fu¨r kleine und große Kopplungssta¨rken diffe-
renziert betrachtet werden. Fu¨r schwache Kopplung gilt aufgrund der ho¨heren Dimension
des Antwortsystems S(Y |X) > S(X|Y ). Da die beiden beteiligten Systeme nun aber im
Gegensatz zu den identischen He´non–Abbildungen, bereits fu¨r K = 0 leicht unterschied-
liche Dimension besitzen, gilt diese Ungleichung auch bei vo¨lliger Unabha¨ngigkeit. Diese
Tatsache macht die Interpretation der Asymmetrie von S als Hinweis auf die Richtung der
Kopplung mehr als fraglich. Das erwartete Verha¨ltnis zwischen S(Y |X) und S(X|Y ) wird
auch in diesem Beispiel nur bei starken Kopplungen ab ungefa¨hr K ≈ 3 angenommen.
Das Eintreten der Synchronisation hingegen wird in beiden Fa¨llen (K ≈ 2.4 und K > 2.9)
deutlich durch erho¨hte Werte von S in beide Richtungen angezeigt.
Wesentlich einheitlicher als das Verhalten von S sieht das Verhalten von H in Ab-











Abbildung 6.10: Abha¨ngigkeitsmaße H(X|Y ) und H(Y |X) fu¨r ein Lorenz–System Y , welches an ein
autonomes Ro¨ssler–System X gekoppelt ist. Unabha¨ngig von der Kopplungssta¨rke K gilt H(X|Y ) >
H(Y |X).
bildung 6.10 aus. Wa¨hrend fu¨r unabha¨ngige Systeme H(X|Y ) ≈ H(Y |X) ≈ 0 gilt, ist
fu¨r alle K > 0 stets die Asymmetrie aus Gleichung (6.3) zu beobachten. Daneben ist
auch hier wieder deutlich das Eintreten der Synchronisation zu erkennen. Im ersten Be-
reich 2.1 < K < 2.7, in dem schwache Synchronisation auftritt, haben sowohl H(X|Y )
als auch H(Y |X) ein lokales Maximum und fallen danach deutlich ab. Ab K ≈ 2.9 stei-
gen dann wieder beide an, was das erneute Eintreten der Synchronisation anzeigt. An
dem Abha¨ngigkeitsmaß H la¨sst sich in den bisher untersuchten Beispielen also sowohl die
Richtung der Kopplung als auch der Grad der Abha¨ngigkeit ablesen.
Zur Anwendung der informationstheoretischen Abha¨ngigkeitsmaße auf das vorliegende
Beispiel werden die Zeitreihen nicht eingebettet, d. h. m = 1 gesetzt. Die Tatsache, dass
dann die Werte x1 und y1 die Zusta¨nde nicht eindeutig festlegen, ist fu¨r das Folgende nicht
von Bedeutung. Der Nachbarschaftsradius wird zu r = 0.5 gewa¨hlt, was ungefa¨hr 7% der
Standardabweichung der Zeitreihen entspricht. Die so gewonnenen gegenseitigen Informa-
tionenMXY (τ) sind fu¨r τ = 0,±2 in Abbildung 6.11 aufgetragen. Alle drei Kurven zeigen
ungefa¨hr den gleichen Verlauf und lassen den Bereich der schwachen Synchronisation um
K ≈ 2.4 erkennen. Außerdem spiegelt die Asymmetrie der zeitverzo¨gerten, gegenseiti-
gen Informationen mit τ = ±2 die Richtung der Kopplung wider. Die Auspra¨gung der
Asymmetrie wa¨re fu¨r τ = ±1 allerdings nicht so stark und die Kurven wu¨rden im Bereich
3 < K < 4 sogar aufeinander fallen. Die Entscheidung u¨ber die Richtung der Kopplung
anhand der zeitverzo¨gerten, gegenseitigen Informationen ist hier also nicht mehr so einfach
wie im Beispiel der gekoppelten He´non–Abbildungen, wo die Asymmetrie unabha¨ngig von
τ war.
In Abbildung 6.12 sind die Transfer–Entropien zwischen dem Lorenz– und dem Ro¨ss-
ler–System aufgetragen, wobei die Gro¨ßen der Vergangenheitsfenster k = l = 1 gewa¨hlt
wurden. Das Verhalten ist dabei dem von H in Abbildung 6.10 sehr a¨hnlich. Die Richtung
der Kopplung kann auch hier an der deutlichen Asymmetrie T (X→ Y ) > T (Y →X)
abgelesen werden. Sie zeigt allerdings eine sta¨rke Auspra¨gung als bei der zeitverzo¨gerten,
gegenseitigen Information in Abbildung 6.11. Weiter ist der Verlauf der Kurven im Bereich






























Abbildung 6.11: Gegenseitige Informationen zwischen einem autonomen Ro¨ssler–System X und ei-
nem daran gekoppeltem Lorenz–System Y fu¨r Zeitverzo¨gerungen τ = 0,±2. Unabha¨ngig von der





















Abbildung 6.12: Transfer–Entropien T (X→Y ) und T (Y→X) zwischen einem autonomen Ro¨ssler–
System X und einem daran gekoppeltem Lorenz–System Y . Unabha¨ngig von der Kopplungssta¨rke K
gilt T (X→Y ) > T (Y→X).
































Abbildung 6.13: Veranschaulichung der Transfer–Entropien T (X→Y ) (links) und T (Y→X) (rechts)
zwischen Treiber X und Antwortsystem Y . Die umrandeten Zahlen kennzeichnen die bei k = l = 1
einbezogenen Zusta¨nde.
2 < K < 3 dem Verhalten der anderen Abha¨ngigkeitsmaße sehr a¨hnlich. Das Eintreten
der schwachen Synchronisation kann also auch u¨ber das Verhalten von Transfer–Entropie
erkannt werden.
Ein wesentlicher Unterschied zu dem Beispiel der gekoppelten He´non–Abbildungen ist
die Tatsache, dass die Transfer–Entropie T (Y→X) vom Antwortsystem zum treibenden
System hier nicht verschwindet. Dies ha¨ngt wieder mit der gemeinsamen Vergangenheit
der Systeme X und Y zusammen, was bereits im Zusammenhang mit der zeitverzo¨gerten,
gegenseitigen Information in Abschnitt 6.1.1 diskutiert wurde. Der Sachverhalt ist in Ab-
bildung 6.13 illustriert, in der die Zahlen die zeitlich aufeinander folgenden Zusta¨nde der
beiden Systeme widerspiegeln. Links ist der Fall T (X→Y ) und rechts T (Y→X) dargestellt,
wobei die jeweils einbezogenen Zusta¨nde umrandet sind. Der durch die Transfer–Entropie
gemessene Einfluss ist durch einen mit einem Fragezeichen gekennzeichneten Pfeil verdeut-
licht. Auf der linken Seite stimmt dieser Pfeil mit der Richtung der Kopplung u¨berein,
sodass die Transfer–Entropie T (X→Y ) groß ist. Die Transfer–Entropie T (Y→X) auf der
rechten Seite misst den Einfluss des Zustandes Y2 auf X3. Direkt ist ein solcher Einfluss
nicht vorhanden, da die Kopplung nicht in diese Richtung wirkt. Allerdings ha¨ngen sowohl
X3 (u¨ber die Dynamik) als auch Y2 (u¨ber die Kopplung) vom Zustand X1 ab. Da der Ein-
fluss von X1 auf X3 von der Transfer–Entropie mit k = 1 nicht beru¨cksichtigt wird, fu¨hrt
der indirekte Einfluss u¨ber Y2 zu einem nicht verschwindenden T (Y→X) > 0. Bei den
gekoppelten He´non–Abbildungen verschwand dieser Effekt, wenn dort ein Vergangenheits-
fenster der Gro¨ße k = 2 verwendet wurde. Dies lag an der kurzen Autokorrelationsla¨nge
der He´non–Abbildung. Im aktuellen Beispiel reichen die Korrelationen aber wesentlich
weiter und durch eine Wahl von k > 1 kann der Effekt zwar abgeschwa¨cht, aber nicht
vo¨llig abgeschaltet werden. Die sinnvolle Wahl von k ist ohnehin nach oben beschra¨nkt.
Dies liegt daran, dass bei einer La¨nge k des Vergangenheitsfensters eine m = k+1 dimen-
sionale Einbettung der Zeitreihe X no¨tig ist. Da aber in ho¨heren Dimensionen aufgrund
der endlichen La¨nge der Zeitreihe die Dichte sehr gering wird, ko¨nnen Wahrscheinlich-
keiten nur sehr schwer (u¨ber große Nachbarschaftsradien r) gescha¨tzt werden. Ist man
allerdings lediglich an der Asymmetrie der Transfer–Entropie interessiert, genu¨gt in vielen
Fa¨llen k = 1. Neben einer Erho¨hung der Robustheit hat diese Wahl auch zur Folge, dass
die beno¨tigte Rechenzeit gesenkt wird.
Werden die Resultate der beiden diskutierten Beispiele zusammengefasst, la¨sst sich sa-
gen, dass das Abha¨ngigkeitsmaß H, die Transfer–Entropie T und mit AbstrichenMXY (τ)
die gewu¨nschte Information u¨ber die Kopplung liefern. An ihnen kann in beiden Fa¨llen
sowohl die Sta¨rke als auch die Richtung der Kopplung korrekt abgelesen werden. In
[QAG00] werden weitere Beispiele mit gekoppelten Systemen untersucht, die ebenfalls die

























Abbildung 6.14: Geschlossener Ring aus einseitig gekoppelten Teilsystemen. Sind alle Teilsysteme
identisch, besitzen sie trotz asymmetrischer Kopplung gleiche individuelle Eigenschaften.
Asymmetrie von H aus Gleichung (6.3) besta¨tigen.
6.2 Gekoppelte Abbildungen auf dem Gitter
Die vorangegangenen Abschnitte haben gezeigt, dass die Kapitel 5 eingefu¨hrten neue Maße
zur Abha¨ngigkeitsanalyse sehr nu¨tzliche Informationen u¨ber die Natur der Kopplung zwi-
schen Systemen geben ko¨nnen. Speziell erkannten sie die in der unidirektionalen Kopp-
lung innewohnende Asymmetrie des Gesamtsystems. Es wurde aber auch betont, dass das
Antwortsystem bei eingeschalteter Kopplung als das ”aktivere“ der beiden Systeme ange-
sehen werden kann. Nach [AGLE99, QAG00] ist diese ho¨here Aktivita¨t auf eine gro¨ßere
Anzahl angeregter Freiheitsgrade und damit gro¨ßere Dimension zuru¨ckzufu¨hren. Trei-
ber und Antwortsystem unterscheiden sich also auch in ihren individuellen Eigenschaften.
Dies gilt auch fu¨r die in Abschnitt 6.1.1 untersuchten, identischen Systeme, die nach Ein-
schalten der Kopplung eben nicht mehr gleiche Dimension aufweisen. In den Beispielen
wurde bereits deutlich, dass das Abha¨ngigkeitsmaß S bei schwacher Kopplung auf einen
solchen Unterschied in der Dimension sensitiv reagiert. Ein a¨hnlicher Einfluss von indi-
viduellen Eigenschaften der Systeme kann auch fu¨r die anderen Abha¨ngigkeitsmaße nicht
ausgeschlossen werden. Es stellt sich also die Frage, welche Aussagekraft der Asymmetrie
H(X|Y ) > H(Y |X) von H zukommt, wenn gleichzeitig auch stets z. B. I(Y ) > I(X) fu¨r
die Einzelentropien gilt.
Um den Einfluss von individuellen Eigenschaften ausschließen zu ko¨nnen, mu¨ssten
identische Systeme betrachtet werden, die auch bei Einschalten der Kopplung identisch
bleiben. Die Kopplung sollte aber nach wie vor asymmetrisch sein. Um dies zu bewerk-
stelligen, muss zuna¨chst die Autonomie des Treibers aufgehoben werden und auch dieser
an ein zusa¨tzliches System W gekoppelt werden. Dies allein macht aber die Systeme X
und Y noch nicht identisch, da beide von unterschiedlichen Systemen, na¨mlich W und X,
getrieben werden. Die vo¨llige Identita¨t der Systeme ist erst gewa¨hrleistet, wenn zusa¨tzlich
das System Y das System W treibt. In diesem Fall haben wir es mit einem ”Ring“ von
Systemen zu tun, die in eine Richtung miteinander gekoppelt sind. Dieser Sachverhalt ist
schematisch in Abbildung 6.14 dargestellt. Wa¨hrend X immer noch der Treiber von Y ist,
weisen nun beide Systeme die gleichen individuellen Eigenschaften auf. Die Asymmetrie
zwischen ihnen ist in einem solchen Ring aber nicht mehr perfekt, da Y u¨ber das SystemW
auch auf X einen Einfluss ausu¨bt. Dieser Einfluss kann allerdings gesenkt werden, indem
ein Ring aus mehr als drei Systemen betrachtet wird. Im Folgenden soll das Verhalten der
verschiedenen Abha¨ngigkeitsmaße an einem solchen Ring–System untersucht werden.














Abbildung 6.15: Abha¨ngigkeitsmaß H zwischen zwei benachbarten Abbildungen l und l + 1 auf dem
Gitter. (Diskussion im Text)
6.2.1 Einseitig gekoppelte Abbildungen
Eine der einfachsten Formen den beschriebenen Ring aus Systemen zu realisieren, sind
einseitig gekoppelte Abbildungen auf einem Gitter mit periodischen Randbedingungen.
Ist L die Anzahl der Abbildungen und xln der Zustand der Abbildung l = 1, . . . , L zum
Zeitpunkt n, nimmt die einseitige Kopplung die Form
xln+1 = (1− ε)f(xln) + εf(xl−1n ) (6.6)
an. Dabei spiegelt f(·) die Dynamik der einzelnen Systeme wider, was im einfachsten Fall
eindimensionale Abbildungen sind. Dies wird im Folgenden die Zelt–Abbildung
f(x) = 1− | 2x− 1| (6.7)
auf dem Intervall [0, 1] sein. U¨ber den Parameter ε kann, a¨hnlich dem Parameter K
in den obigen Beispielen, die Sta¨rke der Kopplung variiert werden. Die im Folgenden
betrachteten Zeitreihen umfassen jeweils N = 10000 aufeinander folgende Werte von zwei
benachbarten Gitterpla¨tzen l und l + 1. Die Gro¨ße des Gitters wurde L = 50 gewa¨hlt,
sodass der indirekte Einfluss von Abbildung l + 1 auf Abbildung l vernachla¨ssigbar klein
ist.
Zuna¨chst soll wie in [Sch00a] das Verhalten des Abha¨ngigkeitsmaßes H auf diesem Sy-
stem betrachtet werden. Dazu wurden die Zeitreihen im m = 2 Dimensionen eingebettet
und die Absta¨nde zu den jeweils k = 20 na¨chsten Nachbarn bestimmt. Die Abha¨ngigkeits-
maßeH(l|l+1) undH(l+1|l) zwischen zwei Gitterpla¨tzen l und l+1 sind in Abbildung 6.15
in Abha¨ngigkeit von der Kopplungssta¨rke ε aufgetragen. Drei interessante Eigenschaften
sind zu beobachten:
1. Es gilt H(l|l + 1) 6= H(l + 1|l), sodass die gefundene Asymmetrie (6.3) von H
nicht allein auf Unterschieden in den individuellen Eigenschaften der beteiligten
Systeme beruhen kann. Das Maß H vergleicht also nicht einfach die Eigenschaften
der Systeme, welche hier ja gleich sind, sondern misst in der Tat die Beziehung
zwischen den Systemen.













Abbildung 6.16: Abha¨ngigkeitsmaß H zwischen zwei benachbarten Abbildungen l und l + 1 auf dem
Gitter. Im Gegensatz zu Abbildung 6.15 wurden die Zeitreihen diesmal nicht eingebettet.
2. Fu¨r ε = 1 istH(l+1|l) > 0, obwohl die Abbildungen in diesem Fall vo¨llig unabha¨ngig
voneinander sind. Wie in Gleichung (6.6) zu sehen, werden bei ε = 1 die Abbildun-
gen lediglich iteriert und um einen Gitterplatz verschoben, ohne sich gegenseitig zu
beeinflussen.
3. Die erwartete Asymmetrie H(l|l+1) > H(l+1|l) gilt nur bis ungefa¨hr ε ≈ 0.55 und
wird danach invertiert. Dies ko¨nnte eine direkte Folge von Punkt 2 sein.
Das in Punkt 2 beschriebene Verhalten bei ε = 1 ist dadurch zu verstehen, dass bei der
Berechnung von H zwei–dimensionale Einbettungsvektoren (m = 2) verwendet wurden.










untersucht. Fu¨r ε = 1 besteht die einzige Beziehung zwischen ihnen aus der durch den
Pfeil gekennzeichneten funktionalen Abha¨ngigkeit xl+1n+1 = f(x
l
n). Dies beschreibt gera-
de die angesprochene Iteration der Abbildung und die Verschiebung um einen Gitter-
platz. Die anderen Komponenten der Vektoren sind unabha¨ngig voneinander, sodass das
Verhalten von H ausschließlich auf der Anwendung der Zelt–Abbildung (6.7) beruhen
muss. Aufgrund der Stetigkeit der Abbildung xl+1 = f(xl), werden benachbarte Werte
in xl auf benachbarte Werte in xl+1 abgebildet. Die entsprechenden bedingten Absta¨nde
R
(k)
n (l+1|l) sind also klein und damit ist H(l+1|l) groß. Da die Zelt–Abbildung aber nicht
eindeutig invertierbar ist, kann fu¨r H(l|l+ 1) nicht die gleiche Argumentation angewandt
werden. Zu jedem xl+1–Wert existieren zwei xl–Werte, deren Abstand von der gleichen
Gro¨ßenordnung wie die Ausdehnung des Gesamtsystems ist. Da also der Quotient aus
R
(k)
n (l|l+1) und R(N−1)n (l) von der Ordnung eins ist, verschwindet H(l|l+1). Dies erkla¨rt
das Verhalten von H in Abbildung 6.15 bei ε = 1. Dieser Effekt sollte verschwinden,
wenn H direkt auf den skalaren Zeitreihen, d. h. ohne Einbettung, berechnet wird. In
Abbildung 6.16 sind H(l|l + 1) und H(l + 1|l) mit m = 1 in Abha¨ngigkeit von der Kopp-
lungssta¨rke aufgetragen. Im Gegensatz zu Abbildung 6.15 wurde hier zusa¨tzlich u¨ber die

















Abbildung 6.17: Realisierungen der einseitig gekoppelten Abbildungen aus Gleichung (6.6) (links)
und den nach Gleichung (6.10) gemischten Zufallszahlen (rechts). In beiden Fa¨llen wurde ε = 0.2
gewa¨hlt. Die Dichte der Punkte ist ein Maß fu¨r die zusammengesetzte Wahrscheinlichkeit p(xl, xl+1)
bzw. p(u,w).
L = 50 Gitterpla¨tze gemittelt. Wie erwartet verschwindet bei ε = 1 nun sowohl H(l|l+1)
als auch H(l + 1|l).
In U¨bereinstimmung mit dem Fall mit m = 2 ist allerdings weiterhin die erwartete
AsymmetrieH(l|l+1) > H(l+1|l) verletzt. Fu¨r ε > 0.5 wird diese offensichtlich invertiert.
Daru¨ber hinaus legt die Form der Kurven in Abbildung 6.16 den Verdacht nahe, dass nun
eine Beziehung der Art
Hε(l|l + 1) = H1−ε(l + 1|l) (6.9)
gilt. Um dies zu verstehen, muss man sich vor Augen halten, dass sowohl xln+1 als auch
xl+1n+1 von dem Wert x
l
n und einem weiteren benachbarten Gitterplatz beeinflusst wer-
den. Der Parameter ε bestimmt dabei die Sta¨rke des Einflusses und spielt damit die
Rolle eines Wichtungsfaktors fu¨r den Einfluss xln. Wird die Wirkung der Abbildung f(·)
vernachla¨ssigt, kann dieser Sachverhalt durch eine einfache Mischung der Form
un = ε z
(1)
n + (1− ε) z(2)n
wn = (1− ε) z(3)n + ε z(2)n
(6.10)
modelliert werden. Dabei seien {z(l)n }, l = 1, 2, 3, unabha¨ngige Zufallszahlen, die der
gleichen Wahrscheinlichkeitsverteilung unterliegen. Wird fu¨r diese die Gleichverteilung
p(z) = 1 im Intervall [0, 1] gewa¨hlt, zeigt H fu¨r dieses einfache Modell in der Tat das
gleiche ε–Verhalten wie fu¨r die gekoppelten Abbildungen. Wu¨rden also H(U |W ) und
H(W |U) in Abha¨ngigkeit von ε aufgetragen, wu¨rde sich das gleiche Bild wie fu¨r H(l|l+1)
und H(l + 1|l) in Abbildung 6.16 ergeben. Auch die in Abbildung 6.17 dargestellten
Realisierungen der gekoppelten Abbildungen (xln, x
l+1
n ) und der gemischten Zufallszahlen
(un, wn) sehen sich a¨hnlich. In beiden Fa¨llen existieren Bereiche, in denen die zusammen-
gesetzte Wahrscheinlichkeit, d.h. die Dichte der Punkte, Null ist.
Um die ε–Abha¨ngigkeit von H zu verstehen, soll im Folgenden das Verhalten der
einzelnen beteiligten Absta¨nde diskutiert werden. Der Einfachheit halber konzentriert sich




















Abbildung 6.18: Der logarithmierte Quotient H
(k)
n (U |W ) = log[R(N−1)n (U)/R(k)n (U |W )] in
Abha¨ngigkeit von wn. Fu¨r wn < ε und wn > 1 − ε sind die Werte deutlich gro¨ßer als Null. Die
durchgezogene, horizontale Linie ist der Mittelwert H(k)(U |W ).
diese Diskussion auf die in Abbildung 6.17 rechts dargestellte Realisierung der gemischten
Zufallszahlen. Die Argumentation la¨sst sich aber analog auch fu¨r die einseitig gekoppelten
Abbildungen fu¨hren. In H(U |W ) fließen die mittleren quadrierten Absta¨nde R(N−1)n (U)
und R(k)n (U |W ) ein. Sie messen Absta¨nde vom Punkt (un, wn) in der horizontalen, d. h.
der u–Richtung. Wa¨hrend aber R(N−1)n (U) den Mittelwert u¨ber alle Punkte bildet, mittelt
R
(k)
n (U |W ) lediglich u¨ber k Punkte, die auf der w–Achse die na¨chsten Nachbarn von wn
sind und damit in einem du¨nnen horizontalen Band um wn liegen. Liegt wn im Intervall
[ε, 1 − ε] u¨berspannt dieses Band das gesamte u–Intervall [0, 1], sodass R(k)n (U |W ) und
R
(N−1)
n (U) anna¨hernd gleich sind. Anders sieht dies aus, wenn wn < ε oder wn > 1 − ε
gilt. In diesem Fall sind die Punkte im horizontalen Band auf ein kleineres u–Intervall
beschra¨nkt und der bedingte Abstand R(k)n (U |W ) ist kleiner als R(N−1)n (U). Da der in
H(U |W ) verwendete Quotient damit zu Werten gro¨ßer als Eins tendiert, erha¨lt man im
Mittel ein H(U |W ) > 0. Zur Verdeutlichung dieses Sachverhalts ist in Abbildung 6.18 der
logarithmierte Quotient H(k)n (U |W ) gegen wn aufgetragen. Wa¨hrend dieser im Intervall
[ε, 1− ε] um Null streut, weist er außerhalb dieses Intervall deutlich gro¨ßere Werte auf.
Vo¨llig analog kann das Verhalten von H(W |U) diskutiert werden. Die darin enthal-
tenen Gro¨ßen R(N−1)n (W ) und R
(k)
n (W |U) messen allerdings die Absta¨nde vom Punkt
(un, wn) in der vertikalen, d. h. der w–Richtung. Der mittlere quadrierte Abstand
R
(N−1)
n (W ) zu allen Punkten ist dabei im Mittel von der gleichen Gro¨ßenordnung wie
R
(N−1)
n (U). Dies ist leicht einzusehen, wenn man sich vor Augen ha¨lt, dass beide Gro¨ßen
lediglich von der jeweiligen Wahrscheinlichkeitsverteilung p(w) bzw. p(u) abha¨ngen. Auf-
grund der symmetrischen Form der Mischung in Gleichung (6.10) sind diese aber offen-
sichtlich identisch, d. h. es gilt p(w) = p(u). Das Gleiche gilt selbstversta¨ndlich auch fu¨r
die Wahrscheinlichkeitsverteilungen p(xl) und p(xl+1) der gekoppelten Abbildungen, da
diese sich aufgrund der periodischen Randbedingungen nicht unterscheiden.
Der bedingte Abstand R(k)n (W |U), welcher u¨ber k Punkte in einem du¨nnen vertikalen
Band um un mittelt, ist wie oben von der Gro¨ßenordnung von R
(N−1)
n (W ) solange un
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im Intervall [ε, 1 − ε] liegt. Wie in Abbildung 6.17 rechts zu sehen, wird R(k)n (W |U)
außerhalb dieses Intervall auch hier wieder kleiner, wobei dieser Effekt im Vergleich zu
R
(k)
n (U |W ) wesentlich kleiner ist. Wa¨hrend R(k)n (U |W ) von R(N−1)n (U) fu¨r kleine ε in
fu¨hrender Ordnung um O(ε) abweicht, ist die analoge Abweichung von R(k)n (W |U) und
R
(N−1)
n (W ) von der Ordnung O(ε2). Daher gilt fu¨r kleine ε die Asymmetrie H(U |W ) >
H(W |U) bzw. H(l|l + 1) > H(l + 1|l), welche in Abbildung 6.16 zu sehen war.
Die obige Argumentation basiert auf der in Abbildung 6.17 dargestellten Realisierung
mit ε = 0.2. Sie gilt also nur fu¨r kleine ε und verliert fu¨r ε ≥ 0.5 ihre Gu¨ltigkeit. Die
beobachtete Beziehung (6.9) und damit die Umkehrung der Asymmetrie ist aber leicht
u¨ber die Mischungsgleichung (6.10) zu verstehen. Da die Zufallszahlen z(1) und z(3) der
gleichen Wahrscheinlichkeitsverteilung unterliegen, entspricht dort eine Ersetzung von ε
durch 1 − ε einer Vertauschung von u und w. Die Beziehung zwischen H(U |W ) und
H(W |U) ist also fu¨r ε nahe bei Eins gerade umgekehrt zum Fall kleiner ε.
Das betrachtete Beispiel der einseitig gekoppelten Abbildungen hat einige neue Eigen-
schaften des Abha¨ngigkeitsmaßes H offenbart. Zum einen wurde zufriedenstellenderweise
gefunden, dass seine Asymmetrie (6.3) nicht allein auf einem Unterschied in den individu-
ellen Eigenschaften der untersuchten Systeme beruht. Es beschreibt damit tatsa¨chlich die
Asymmetrie der wechselseitigen Abha¨ngigkeiten zwischen den Systemen. Die Schlussfolge-
rung, dass es sich damit um eine Treiber–Antwortsystem–Beziehung zwischen den Syste-
men handelt, erlaubt diese Asymmetrie aber natu¨rlich nicht. Im Beispiel der gemischten
Zufallszahlen (6.10) war die gefundene Asymmetrie von H(U |W ) lediglich auf den unter-
schiedlichen Gehalt der Variablen z(2) in u und w zuru¨ckzufu¨hren.
Weiter ist zu beachten, dass der Fall m = 1 hier nur der Einfachheit halber diskutiert
wurde. Das System der gekoppelten Abbildungen weist dagegen eine sehr hohe Dimension
auf. Das System wird also in einem niedrigdimensionalen Einbettungsraum nicht hinrei-
chend beschrieben. Wie bei vielen anderen Gro¨ßen in der nichtlinearen Zeitreihenanalyse,
sollte auch bei H das Verhalten unter Variation der Einbettungsdimension m betrachtet
werden, um aussagekra¨ftige Resultate zu erhalten. Bei schwacher Kopplung kann im vor-
liegenden Beispiel allerdings bereits bei kleinem m die korrekte Richtung der Kopplung
an der Asymmetrie von H abgelesen werden.
Nachdem das Verhalten des Abha¨ngigkeitsmaßes H im Falle der einseitig gekoppelten
Abbildungen ausgiebig studiert wurde, sollen im Folgenden die Eigenschaften der informa-
tionstheoretischen Gro¨ßen an diesem Beispiel untersucht werden. Das Verhalten fu¨r kleine
ε wurde fu¨r diesen Fall bereits in [Sch00b] analysiert. Bei einer groben Partition von nur
zwei Boxen, konnte dort sowohl analytisch als auch numerisch eine ε2–Abha¨ngigkeit der
Transfer–Entropie T (l→ l + 1) von Gitterplatz l zu Gitterplatz l + 1 gefunden werden.
Die entgegengesetzte Transfer–Entropie T (l + 1→ l) und die zeitverzo¨gerten, gegenseiti-
gen Informationen in beide Richtungen verschwanden in diesem Fall. In Abbildung 6.19
ist das Verhalten der informationstheoretischen Gro¨ßen fu¨r das gesamte ε–Intervall [0, 1]
aufgetragen. Dabei wurde fu¨r die Transfer–Entropien k = l = 1 und bei den gegenseitigen
Informationen m = 1 gewa¨hlt. Als Nachbarschaftsradius in der Korrelationssumme wurde
r = 0.05 verwendet. Sowohl die Transfer–Entropie als auch die zeitverzo¨gerten, gegen-
seitigen Informationen zeigen eine starke Asymmetrie. Wa¨hrend die Transfer–Entropie
in der Richtung l + 1 → l und die gegenseitige Information M(τ = −1) mit Null ver-
tra¨glich sind, zeigen T (l → l + 1) und M(τ = +1) einen monotonen Anstieg mit der
Kopplungssta¨rke ε. Dabei steigt die Transfer–Entropie fu¨r kleine ε deutlich sta¨rker an
als M(τ = +1). Fu¨r ε = 1 ergibt sich wieder die in Gleichung (6.8) dargestellte Situa-
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Abbildung 6.19: Transfer–Entropien T und gegenseitige Informationen M mit τ = 0,±1 zwischen
zwei benachbarten Gitterpla¨tzen l und l + 1 der einseitig gekoppelten Abbildungen (6.6).
tion, in der X(l+1)n sowohl von X
(l)
n als auch von X
(l+1)
n+1 unabha¨ngig ist und damit de-
ren gegenseitige Informationen verschwinden. Die Transfer–Entropie (5.13) liefert damit
T (l→ l + 1) = M(X(l+1)n+1 , X(l+1)n , X(l)n ) = M(X(l+1)n+1 , X(l)n ), sodass sie, wie in Abbildung
6.19 zu sehen, fu¨r ε = 1 mit der gegenseitigen Information M(τ = +1) u¨bereinstimmt.
Die gegenseitige Information M(τ = 0) ohne Zeitverzo¨gerung ist symmetrisch um ε = 0.5
und verschwindet fu¨r ε = 0 und ε = 1, wo die benachbarten Gitterpla¨tze unabha¨ngig
voneinander sind. Ihr Verlauf sieht damit dem Verlauf von H mit m = 1 in Abbildung
6.16 sehr a¨hnlich.
Die Analogie zu dem System der gemischten Zufallszahlen (6.10) ha¨lt im Gegen-
satz zum Abha¨ngigkeitsmaß H nicht fu¨r die hier verwendeten informationstheoretischen
Gro¨ßen. Dies liegt daran, dass sie im Sinne von Abschnitt 4.1.1 dynamische Maße sind,
welche im Gegensatz zu statischen Maßen nicht allein von der zusammengesetzten Wahr-
scheinlichkeit p(xn, yn) zu gleichen Zeiten n abha¨ngen. Da die Zufallszahlen z
(l)
n und
damit die Variabeln un bzw. wn unabha¨ngig sind und damit keine Dynamik aufweisen,
verschwinden dynamische Maße wie die Transfer–Entropie und die zeitverzo¨gerte, gegen-
seitige Information fu¨r das System (6.10). Statische Maße wie H oder die gegenseitige
Information ohne Zeitverzo¨gerung liefern dagegen positive Werte. In der Tat stimmt der
Verlauf der gegenseitigen Information MUW (τ = 0) mit dem in Abbildung 6.19 gezeigten
u¨berein.
Natu¨rlich la¨sst sich auch bei dem Abha¨ngigkeitsmaßH eine Zeitverzo¨gerung τ zwischen
den beiden Zeitreihen einfu¨hren. Dadurch gewinnt man im Gegensatz zu der gegenseiti-
gen Information eine zusa¨tzliche Asymmetrie, welche im Folgenden mit Zeit asymmetrie
bezeichnet wird. Zu einem festen |τ | existieren damit vier verschiedene Maße. Fu¨r das Bei-
spiel der einseitig gekoppelten Abbildungen sind diese in Abbildung 6.20 in Abha¨ngigkeit
von ε aufgetragen, wobei m = 1 verwendet wurde. Sowohl H(l|l + 1) als auch H(l + 1|l)
zeigen die erwartete Zeitasymmetrie und liefern unabha¨ngig von ε fu¨r τ = 1 gro¨ßere Werte
als fu¨r τ = −1. Dies stimmt mit der Asymmetrie der informationstheoretischen Gro¨ßen
in Abbildung 6.19 u¨berein. Die H–Achse wurde logarithmisch gewa¨hlt, da H(l+ 1|l) mit
τ = 1 fu¨r ε → 1 sehr große Werte liefert. Dies liegt wie im Fall der zweidimensionalen













Abbildung 6.20: Zeitverzo¨gerte Abha¨ngigkeitsmaße H(l|l + 1) (links) und H(l + 1|l) (rechts) mit
τ = ±1 zwischen benachbarten Abbildungen auf dem Gitter. Die Zeitasymmetrie stimmt in beiden
Fa¨llen mit der der informationstheoretischen Gro¨ßen in Abbildung 6.19 u¨berein.
Einbettung (6.8) an der Beziehung xl+1 = f(xl) fu¨r ε = 1 und der Nichtinvertierbarkeit
der Abbildung f(·). Ein gemeinsames Auftragen von H(l|l+1) und H(l+1|l) bei τ = +1
wu¨rde dementsprechend eine Karikatur der Situation in Abbildung 6.15 liefern, in welcher
m = 2 verwendet wurde.
6.3 Anwendung auf gemessene Zeitreihen
Nachdem in den vorangegangenen Abschnitten die Funktionstu¨chtigkeit und Leistungs-
fa¨higkeit der neuen Abha¨ngigkeitsmaße an unterschiedlichsten Modellsystemen untersucht
wurde, sollen sie im Folgenden auf gemessene Zeitreihen angewendet werden. Der wesent-
liche Unterschied besteht dabei darin, dass bei gemessenen Daten a priori ha¨ufig keine
Information u¨ber die zugrunde liegende Dynamik oder die Art der Kopplung vorhanden
ist. Weiter ist es in vielen Fa¨llen auch nicht mo¨glich, das beobachtete System kontrol-
liert zu beeinflussen. Es fehlt also ein Kontrollparameter, dessen Variation Aufschluss
u¨ber die Natur des zugrunde liegenden Prozesses geben ko¨nnte. Die Herangehensweise an
einen Messdatensatz muss diesen Bedingungen angepasst sein und wird in vielen Fa¨llen
neue Probleme aufwerfen. Bei den folgenden Analysen von gemessenen Zeitreihen werden
einige dieser Probleme aufgezeigt und diskutiert. Die untersuchten Daten sind dabei unter-
schiedlichsten, wissenschaftlichen Bereichen wie O¨konomie, Medizin und Klimaforschung
entliehen. Eine Anwendung des Abha¨ngigkeitsmaßes S (5.23) auf EEG–Daten la¨sst sich
in [AGLE99] finden.
6.3.1 Finanzdaten
Die Betrachtung von Daten aus der O¨konomie zeichnet sich in der Zeitreihenanalyse durch
anhaltende Popularita¨t aus und bekam mit dem Aufkommen der nichtlinearen Zeitreihen-
analyse neuen Auftrieb. Dies liegt daran, dass neue Erkenntnisse auf diesem Gebiet unter
Umsta¨nden gewinnbringend ausgenutzt werden ko¨nnten. Dies gilt im Speziellen fu¨r die












Abbildung 6.21: Zeitverzo¨gertes Abha¨ngigkeitsmaß H zwischen Dow Jones und DAX–Zeitreihe.
Wa¨hrend fu¨r die beiden oberen Kurven die gesamten Zeitreihen verwendet wurden, wurden fu¨r die
unteren Kurven Ausnahmeereignisse wie Crashs und Rallyes aus den Zeitreihen entfernt.
Entwicklungen auf demWertpapiermarkt. Neben dem offensichtlichen Nutzen von Vorher-
sagen von Kursen kann das Auffinden jeglicher Struktur einen Vorteil im Handel bringen.
Dazu za¨hlen natu¨rlicherweise auch Abha¨ngigkeiten zwischen verschiedenen Kursen.
Die wohl wichtigsten Indikatoren fu¨r die Entwicklung an den verschiedenen Bo¨rsen-
pla¨tzen sind Aktienindizes, in welchen die Werte von mehreren Aktien zusammengefasst
sind. Fu¨r die USA ist dies der Dow Jones Index und fu¨r Deutschland der Deutsche
Aktien Index DAX. Im Folgenden soll die Abha¨ngigkeit zwischen ihnen analysiert wer-
den. Die verwendeten Zeitreihen bestehen dabei aus ta¨glichen Notierungen der Indizes
von Mai 1985 bis Mai 1998 und enthalten damit etwas mehr als 3000 Werte. Die Daten
wurden freundlicherweise von Thomas Schu¨rmann von der WGZ–Bank in Du¨sseldorf zur
Verfu¨gung gestellt. Da das Verhalten beider Indizes auf langen Zeitskalen als exponen-
tieller Anstieg beschrieben werden kann, werden fu¨r gewo¨hnlich die Tagesdifferenzen der
logarithmierten Notierungen betrachtet. Aus den resultierenden Zeitreihen wurden an-
schließend alle Feiertage herausgenommen. Diese sind sehr einfach mit den Nullen in den
Tagesdifferenzen zu identifizieren und ko¨nnten eine Abha¨ngigkeitsanalyse verfa¨lschen, da
viele Feiertage in den USA und Deutschland aufeinanderfallen.
Die einfache Berechnung von H(DAX|Dow) und H(Dow|DAX) allein wu¨rde fu¨r die
Untersuchung der Abha¨ngigkeit zwischen den beiden Indizes wenig Aufschluss geben. Die
Signifikanz der Differenz und Gro¨ße der beiden gewonnenen Werte bliebe unklar. Dasselbe
wu¨rde selbstversta¨ndlich auch bei einem Modellsystem gelten, bei dem z. B.H nur fu¨r eine
feste Kopplungssta¨rke gemessen wu¨rde. Erst die Variation der Kopplungssta¨rke erlaubte
einen Vergleich und eine Interpretation der Resultate. Im vorliegenden Fall existiert eine
solche Freiheit nicht. Bei den Indizes handelt es sich um ”Messungen“ an Systemen, auf
die wir keinen Einfluss haben. Zusa¨tzlich ist hier auch keine Wiederholung der Messung
mo¨glich, sodass auch daru¨ber keine Vergleichsmo¨glichkeiten bestehen.
Als Alternative ko¨nnen in einem solchen Fall die Parameter des Abha¨ngigkeitsmaßes
selbst variiert werden. Sinnvoll ist z. B. die Betrachtung der zeitverzo¨gerten Versionen
der Maße in Abha¨ngigkeit von der relativen Zeitverschiebung τ . In den meisten Fa¨llen er-
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wartet man fu¨r große τ eine Unabha¨ngigkeit zwischen den Systemen, sodass der Wert des
Abha¨ngigkeitsmaßes bei großen τ als Vergleichwert dienen kann. Dementsprechend sind in
Abbildung 6.21 das zeitverzo¨gerte Maß H zwischen DAX und Dow Jones in Abha¨ngigkeit
von der Zeitverschiebung τ aufgetragen. Es ist deutlich zu sehen, dass H fu¨r große |τ |
einen (abgesehen von Fluktuationen) konstanten Wert annimmt. Bei der Berechnung von
H wurden dabei die Absta¨nde zu den jeweils k = 15 na¨chsten Nachbarn bestimmt. Die
qualitativen Ergebnisse hingen dabei nicht von der Wahl von k oder der Einbettungsdi-
mension m ab und in Abbildung 6.21 wurde m = 1 verwendet. Betrachtet man zuna¨chst
nur die beiden oberen Kurven, kann zweierlei beobachtet werden. Zum einen heben sich
nur die Werte fu¨r τ = 0 und τ = −1 vom konstanten Untergrund ab und zum ande-
ren gilt unabha¨ngig von τ die Ungleichung H(Dow|DAX) > H(DAX|Dow). Letzteres ist
die Beziehung, welche man erwarten wu¨rde, wenn der Dow Jones der Treiber des DAX
wa¨re. Eine solche Interpretation wa¨re aber voreilig. So gilt die gefundene Ungleichung
auch fu¨r große |τ |, obwohl in diesem Bereich die Zeitreihen unabha¨ngig voneinander sein
sollten und damit auch keine Asymmetrie mehr aufweisen sollten. Die systematische Ab-
weichung deutet auf einen grundlegenden Unterschied zwischen den beiden Zeitreihen hin.
Tatsa¨chlich fallen bei der Betrachtung der Tagesdifferenzen in beiden Zeitreihen starke
Ausreißer auf. Diese entsprechen den Tagen, an denen es zu Bo¨rsen–Crashs oder beson-
ders starken Anstiegen kam. Weiter fa¨llt auf, dass diese Ausreißer im Dow Jones teilweise
wesentlich sta¨rker ausgepra¨gt sind und einmal sogar u¨ber 20 Standardabweichungen vom
Mittelwert abweichen. Da in das Maß H (5.24) der mittlere quadrierte Abstand zu allen
Punkten einfließt, reagiert es sensitiv auf solche Ausreißer und liefert gro¨ßere Werte. Um
diese Abha¨ngigkeit zu verifizieren wurden in beiden Zeitreihen die Tage entfernt, an de-
nen mindestens in einem Index die Tagesdifferenzen mehr als fu¨nf Standardabweichungen
vom Mittelwert abweichen. Aufgrund dieses Kriteriums wurden insgesamt lediglich 13 von
ungefa¨hr 3000 Tagen herausgenommen. Die anschließend berechneten H(Dow|DAX) und
H(DAX|Dow) sind die beiden unteren Kurven in Abbildung 6.21. Sie weisen nun keine
von der Zeitverschiebung τ unabha¨ngige Asymmetrie mehr auf und liefern fu¨r große τ wie
erwartet vergleichbare Werte. Es sei betont, dass dieses Resultat nicht bedeutet, dass die
DAX–Crashs von den Crashs des Dow Jones abha¨ngen. Die mit Crashs gefundene Asym-
metrie war lediglich eine Auswirkung der unterschiedlichen Auspra¨gung der Crashs in den
Zeitreihen. Dies zeigt, dass die Stationarita¨t der betrachteten Zeitreihen eine wichtige
Voraussetzung fu¨r die Anwendung des Abha¨ngigkeitsmaßes H ist.
Nachdem also H in diesem Fall keine Aussage u¨ber die Asymmetrie einer eventuel-
len Kopplung machen kann, bleibt als einzige signifikante Beobachtung das Verhalten bei
τ = 0 und τ = −1. Dabei spiegelt der erho¨hte Wert bei τ = 0 natu¨rlich nur die Tatsache
wider, dass die beiden Aktienma¨rkte im Laufe eines Tages sich gegenseitig beobachten und
damit auch voneinander abha¨ngen. Die Differenz der beiden Werte bei τ = 0 kann kaum
als eine signifikante Abweichung betrachtet werden, da sie von der gleichen Gro¨ßenord-
nung wie Differenzen bei großen τ ist. Auch das Verhalten bei τ = −1 kann relativ leicht
verstanden werden. Aufgrund der Zeitverschiebung zwischen Deutschland und den USA,
la¨uft die Bo¨rse in New York noch einige Stunden weiter, wenn sie in Frankfurt am Abend
schließt. Der erho¨hte Wert bei τ = −1 sagt aus, dass die Entwicklung des Dow Jones am
folgenden Tag vom DAX nachvollzogen wird und insofern eine Abha¨ngigkeit existiert. Die
Betrachtung des Abha¨ngigkeitsmaßes H besta¨tigt also lediglich die erwarteten Beziehun-
gen, die z. B. auch an den linearen Kreuzkorrelationen beobachtet werden ko¨nnen, und es
konnten keine grundlegend neuen Erkenntnisse gewonnen werden.
Abschließend soll die Anwendung der Transfer–Entropie auf dieses Beispiel studiert
















Abbildung 6.22: Transfer–Entropie T zwischen Dow Jones und DAX–Zeitreihe in Abha¨ngigkeit vom
Nachbarschaftsradius r. Im gezeigten Bereich gilt T (Dow→DAX) > T (DAX→Dow) unabha¨ngig von
r. Außerhalb dieses Bereiches zeigen sie keine signifikanten Abweichungen voneinander.
werden. Wie im Fall des Abha¨ngigkeitmaßes H muss auch hier wieder ein Parameter va-
riiert werden, um einen Anhaltspunkt fu¨r die Signifikanz der Resultate zu erhalten. Eine
naheliegende Wahl ist hier die Betrachtung unter Variation des Nachbarschaftsradius r in
der Korrelationssumme, wa¨hrend k = l = 1 fixiert werden. In Abbildung 6.22 sind die
Transfer–Entropien T (DAX→Dow) und T (Dow→DAX) in Abha¨ngigkeit von r aufgetra-
gen. Beide Zeitreihen wurden vorher auf eine Standardabweichung von σ = 1 umskaliert,
sodass das Skalenverhalten der beiden Transfer–Entropien direkt miteinander verglichen
werden kann. Im gezeigten Bereich zeigen sie eine systematische, von r unabha¨ngige Ab-
weichung. Dies deutet darauf hin, dass der Informationsfluss vom Dow Jones zum DAX
sta¨rker ist als umgekehrt. Dies stimmt mit dem beobachteten Verhalten von H u¨berein,
wo die Abha¨ngigkeit bei τ = −1 gro¨ßer war als bei τ = 1. Die in Abbildung 6.22 gefundene
Asymmetrie allein bringt also keine neue Information u¨ber das Abha¨ngigkeitsverha¨ltnis
der Indizes. Weitere Untersuchungen mit gro¨ßerem Vergangenheitsbereich k und l in der
Transfer–Entropie oder relative Zeitverschiebungen zwischen den Zeitreihen zeigten keine
eindeutigen Asymmetrien und brachten damit ebenfalls keine neuen Erkenntnisse.
Zusammenfassend la¨sst sich sagen, dass sowohl die Transfer–Entropie als auch das
Abha¨ngigkeitsmaß H lediglich die erwarteten Resultate besta¨tigt haben. Daru¨ber hinaus
konnten keine neuen Erkenntnisse gewonnen werden. Dies ist nicht weiter verwunder-
lich, da es sich bei den betrachteten Indizes um eine extreme Reduktion der komplizierten
Entwicklungen an den Finanzma¨rkten auf einzelne Zahlen handelt. Da selbst Autokorrela-
tionen innerhalb der Zeitreihen nicht signifikant nachgewiesen werden ko¨nnen, ist es nicht
erstaunlich, dass auf Zeitverzo¨gerung basierende Abha¨ngigkeitsmaße keine entscheidenden
Resultate liefern.
6.3.2 Physiologische Daten
Auch in der medizinischen Forschung werden in zunehmendem Maße Methoden der nicht-
linearen Zeitreihenanalyse angewendet. Damit ist die Hoffnung verbunden, die komplexen
Vorga¨nge, die z. B. im menschlichen Ko¨rper stattfinden, besser verstehen zu ko¨nnen. Im






Abbildung 6.23: Im Schlaf aufgenommene Herzrate (oben), Atmung (Mitte) und Blut–Sauerstoff–
Konzentration (unten) einer Versuchsperson zu zwei unterschiedlichen Zeitpunkten. Wa¨hrend die Per-
son im rechts dargestellten Zeitraum wach ist, befindet sie sich im linken Zeitraum in Schlafphase
zwei.
Folgenden sollen physiologische Daten betrachtet werden, die als Datensatz B im Rah-
men eines Zeitreihenwettbewerbs des Santa Fe Institutes vero¨ffentlicht wurden [WG93].
Es handelt sich dabei um gleichzeitig aufgenommene Herz–, Atem– und Blutwert–Daten
einer Versuchsperson im Schlaf und umspannt insgesamt einen Zeitraum von fast fu¨nf
Stunden. Bereits ein erster Blick auf die Zeitreihen offenbart, dass sie nicht als stationa¨r
angenommen werden ko¨nnen. Dies liegt zum einen an den experimentellen Bedingun-
gen. Durch zwischenzeitliches Lo¨sen der Sensoren und langsamen Drifts in den Zeitreihen
mussten in regelma¨ßigen Absta¨nden Rekalibrierung durchgefu¨hrt werden. Zum anderen
zeigen die Zeitreihen zu unterschiedlichen Zeiten vo¨llig unterschiedliche Strukturen, die
schon mit dem Auge unterschieden werden ko¨nnen. Zur folgenden Untersuchung wur-
den ausschließlich Teilstu¨cke herangezogen, die visuell als anna¨hernd stationa¨r angesehen
werden ko¨nnen und keine Drifts oder Spru¨nge aufweisen. Zusa¨tzlich wurde darauf geach-
tet, dass im Verlauf der Teilstu¨cke kein Schlafphasenwechsel stattfindet. Die jeweiligen
Schlafphasen wurden anhand eines gleichzeitig aufgenommenen EEGs von einem Neuro-
logen bestimmt und notiert. Es wurden dabei die vier Zusta¨nde wach, Schlafphase eins,
Schlafphase zwei und REM–Schlaf unterschieden. Die REM–Schlafphase ist nur relativ
kurz und die entsprechenden Signale nicht stationa¨r, sodass dieser Teil im Folgenden nicht
betrachtet wurde. Die resultierenden acht Zeitreihen umspannen zwischen 1000 und 3000
Werte.
In Abbildung 6.23 sind zwei, 250 Sekunden lange Teilstu¨cke der Daten zu unterschied-
lichen Zeitpunkten aufgetragen. Bei der oberen Kurve handelt es sich um die Herzrate,
welche u¨ber Inversion der Absta¨nde zwischen den Herzschla¨gen und anschließender Inter-
polation auf gleichma¨ßige Zeitabsta¨nde von 0.5 Sekunden gewonnen wurde. Die mittlere
Zeitreihe spiegelt das Lungenvolumen und damit die Atmung der Versuchsperson wider
und wurde mit 2 Hz aufgenommen. Schließlich gibt die untere Kurve die Sauerstoff–
Konzentration im Blut des Patienten wieder. Da die einzelnen Zeitreihen von unterschied-
lichster Natur sind und mit verschieden Methoden aufgenommen wurden, sind sie zur
besseren Vergleichbarkeit fu¨r die Abbildung umskaliert worden.















Abbildung 6.24: Transfer–Entropie T zwischen Herzrate und Atmung eines Schlafapnoikers in
Abha¨ngigkeit vom Nachbarschaftsradius r. Die systematische Abweichung deutet auf einen sta¨rke-
ren Informationsfluss von der Atmungszeitreihe zur Herzrate als umgekehrt hin.
Wie in Abbildung 6.23 rechts sehr deutlich zu erkennen ist, leidet die Versuchsperson
unter Schlafapnoe. Diese Krankheit zeichnet sich durch ha¨ufige Atemstillsta¨nde von bis
zu 45 Sekunden aus. Diese Schlafsto¨rung kann unterschiedlichste, ernsthafte Erkrankun-
gen nach sich ziehen und sogar zum Tode fu¨hren. Die Tatsache, dass ungefa¨hr 5% der
Erwachsenen unter dieser Schlafsto¨rung leiden und die Ursache bis jetzt noch unklar ist,
unterstreicht die Relevanz der Forschung auf diesem Gebiet.
Zuna¨chst sollen die fu¨nf Zeitreihen betrachtet werden, in denen es zu eindeutigen Atem-
stillsta¨nden wie in Abbildung 6.23 rechts kommt, und die Beziehung zwischen Herzrate und
Atmung untersucht werden. Wa¨hrend dieser Zeitra¨ume ist die Versuchsperson unbewusst
wach. Dies liegt daran, dass bei Ausbleiben der Atmung das Gehirn eine U¨berlebensre-
aktion auslo¨st, der Schlafapnoiker erwacht, mit einem lauten Schnarchen Luft holt und
wieder zu atmen beginnt. Ein gesunder, erholsamer Schlaf ist unter diesen Bedingungen
selbstversta¨ndlich nicht mo¨glich, woraus sich eine Reihe von Folgeerscheinungen, wie z. B.
Tagesmu¨digkeit erkla¨ren lassen.
Aufgrund der unterschiedlichen Strukturen in Herzrate und Atmungszeitreihe wurden
sie vor der Anwendung der Abha¨ngigkeitsmaße umskaliert. Dabei wurden jeweils zwei
verschiedene Praktiken angewendet und die Resultate verglichen. Bei der ersten Methode
handelt es sich um eine einfache lineare Umskalierung auf Mittelwert Null und Varianz
σ2 = 1. Dies hat keinen Einfluss auf die Verteilung der Zeitreihen und Ausreißer bleiben
Ausreißer. Um deren mo¨gliche Auswirkung zu untersuchen, werden bei der zweiten Ums-
kalierungsmethode beide Zeitreihen auf eine Gleichverteilung im Intervall [0, 1] gebracht.
Unabha¨ngig von der Wahl der Umskalierung sind die Resultate der Transfer–Entropie
fu¨r die fu¨nf Zeitreihen mit Atemstillsta¨nden. Ein Beispiel dafu¨r ist in Abbildung 6.24
dargestellt, wobei hier die Parameter k = l = 1 und die Umskalierung auf Gleichverteilung
verwendet wurde. In allen Fa¨llen wird u¨ber einen großen Skalenbereich r hinweg die
Beziehung T (Atmung→Herz) > T (Herz→Atmung) gefunden, was auf einen sta¨rkeren
Informationsfluss von der Atmung zur Herzrate als in die andere Richtung hindeutet.
Dies stimmt mit der Erwartung u¨berein, wenn der Atemstillstand durch eine Fehlfunktion















Abbildung 6.25: Abha¨ngigkeitsmaß H zwischen Herzrate und Atmung in Abha¨ngigkeit von der Zeit-
verschiebung τ zwischen den Zeitreihen. Die gefundene Asymmetrie weist darauf hin, dass die Herzrate
sta¨rker von der Atmung abha¨ngt als umgekehrt.
des Gehirns oder durch einen Verschluss im Schlundbereich erkla¨rt werden kann und sich
daraus resultierend die Herzrate a¨ndert. Ansatzweise la¨sst sich dies auch in Abbildung
6.23 rechts erkennen, wo zu Zeiten mit Atemstillstand die Herzrate tendenziell niedriger
ist.
Weiter soll die Beziehung zwischen Atmung und Herzrate anhand des Abha¨ngigkeits-
maßes H untersucht werden. Im Gegensatz zu der Transfer–Entropie zeigt sich nun aber
eine sta¨rke Abha¨ngigkeit der Resultate von der Wahl des Umskalierungsschemas. Werden
die Zeitreihen lediglich auf gleichen Mittelwert und Varianz skaliert, ko¨nnen keine si-
gnifikanten, eindeutigen Abweichungen zwischen H(Herz|Atmung) und H(Atmung|Herz)
beobachtet werden. Dies a¨ndert sich aber, wenn beide Zeitreihen jeweils auf Gleichver-
teilung gebracht werden. Die resultierenden Werte von H sind in Abbildung 6.25 wieder
in Abha¨ngigkeit von der zeitlichen Verschiebung τ aufgetragen. Wa¨hrend außerhalb des
gezeigten τ–Bereiches die Werte von H(Herz|Atmung) und H(Atmung|Herz) anna¨hernd
u¨bereinstimmen, zeigen sie fu¨r kleine τ eine deutliche Asymmetrie. Dabei la¨sst sich deren
Richtung so deuten, dass die Herzrate sta¨rker von der Atmung abha¨ngt als umgekehrt. Das
Abha¨ngigkeitsmaß H besta¨tigt also die u¨ber die Transfer–Entropie gefundenen Resultate.
Allerdings zeigt H hier, wie im Beispiel der Aktienindizes, eine sensitive Abha¨ngigkeit von
der Verteilung der Zeitreihen.
In zwei der acht stationa¨ren Teilstu¨cke der Gesamtzeitreihe zeigt sich das in Abbil-
dung 6.23 links dargestellte Verhalten, das sich durch eine regelma¨ßige Atmung auszeich-
net. Diese beiden Zeitra¨ume liegen zeitlich vor den oben betrachteten Daten, in denen
es zu zwischenzeitlichen Atemstillsta¨nden kam. Dabei befindet sich die Versuchsperson in
dem einen Zeitraum im Schlafstadium zwei und in dem anderen im Schlafstadium eins.
Werden fu¨r diese Zeitreihen die Transfer–Entropien berechnet, zeigt sich nun keine von
r unabha¨ngige Abweichung mehr zwischen den beiden Richtungen. Vielmehr wird die
oben gefundene Asymmetrie lediglich bei großen Skalen beobachtet und zu kleinen Nach-
barschaftsradien r gerade umgekehrt. Dieser ”Umkehrpunkt“ liegt bei den auf σ = 1
umskalierten Zeitreihen bei r ≈ 0.1 und bei den auf Gleichverteilung gebrachten Daten
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bei r ≈ 0.03. Da dieser U¨bergang damit ungefa¨hr in der Mitte des relevanten Skalen-
bereiches liegt, fa¨llt es in diesem Fall schwer, allein anhand der Transfer–Entropien ein
eindeutiges Urteil zu fa¨llen. Allerdings zeigt in diesem Fall auch das Abha¨ngigkeitsmaß H
kein eindeutiges Verhalten. Fu¨r die eine Zeitreihe (Schlafphase zwei) gilt unabha¨ngig von
der Wahl der Umskalierung im Bereich −5 s < τ < 5 s die oben gefundene Asymmetrie
H(Herz|Atmung) > H(Atmung|Herz), wa¨hrend in der anderen Zeitreihe keine eindeutigen
Abweichungen der beiden Richtungen voneinander beobachtet werden ko¨nnen. Von einer
eindeutig sta¨rkeren Abha¨ngigkeit in eine Richtung kann also in dem hier betrachteten
Fall der regelma¨ßigen Atmung nicht gesprochen werden. Zur Kla¨rung dieses Sachverhalts
wa¨ren also weitere Daten no¨tig, die idealerweise an einem gesunden Menschen aufgenom-
men worden sind.
Die verbleibende Teilzeitreihe (Schlafstadium zwei) unterscheidet sich in ihrer Struktur
noch einmal wesentlich von den anderen, bereits diskutierten Zeitreihen. In ihr wech-
seln sich Phasen mit relativ gleichma¨ßiger Atmung und Phasen mit schwacher, unre-
gelma¨ßiger Atmung ab, wobei die Periode ungefa¨hr 40 Sekunden betra¨gt. Ein halb so
langer, zehn Minuten umfassender Teil dieser Zeitreihe wurde bereits in [Sch00b] auf seine
Transfer–Entropien hin untersucht. Das dort gefundene Resultat, T (Herz→Atmung) >
T (Atmung→Herz), kann ich hier unabha¨ngig von der Wahl der Umskalierung besta¨tigen.
Man beachte, dass diese Beziehung von der Richtung abweicht, die fu¨r die fu¨nf Zeitreihen
mit Atemstillsta¨nden gefunden wurde. Im Gegensatz dazu findet man mit dem Abha¨ngig-
keitsmaß H in U¨bereinstimmung mit den anderen Fa¨llen, dass die Herzrate sta¨rker von
der Atmung abha¨ngt als umgekehrt. Die Resultate der beiden Maße scheinen sich also
zu widersprechen und auch in diesem Fall wa¨ren weitere Daten wu¨nschenswert. Daru¨ber
hinaus wa¨re es interessant zu erfahren, welche Vorga¨nge nach Meinung von Medizinern
dem Atmungsverhalten in dieser Phase zugrunde liegen.
Schließlich soll noch die Rolle der Sauerstoffkonzentration im Blut untersucht werden.
Wa¨hrend die Beziehung zwischen Atmung und Herzrate lediglich im Fall der Apnoen–
Zeitreihen eindeutige Resultate aufweist, zeigt sich hier ein anderes Bild. Fu¨r alle acht
Zeitreihen werden die Beziehungen T (O2→Herz) > T (Herz→O2) und T (O2→Atmung) >
T (Atmung→O2) unabha¨ngig vom Nachbarschaftsradius r und dem Umskalierungssche-
ma gefunden. Mit der Interpretation dieser Ergebnisse sollte man allerdings vorsichtig
sein. Die Sauerstoffkonzentration variiert auf wesentlich la¨ngeren Zeitskalen als die bei-
den anderen Observablen und ist deshalb nicht so leicht vergleichbar. Dies schla¨gt sich
z. B. auch in den individuellen Entropien nieder. Wa¨hrend Atmung und Herzrate noch
anna¨hernd gleiche Entropien aufweisen, zeigt die Sauerstoff–Zeitreihe in allen Fa¨llen eine
deutlich niedrigere Entropie. Diese Unterschiede in den individuellen Entropien ko¨nnen,
wie bereits in [Sch00b] erwa¨hnt, zu einer Asymmetrie der Transfer–Entropie fu¨hren.
Im Falle der Beziehung zwischen Atmung und Sauerstoffgehalt des Blutes ist eine wech-
selseitige Beeinflussung offensichtlich. Einerseits wird die Atmung forciert, wenn die Sauer-
stoffkonzentration zu niedrig ist, und andererseits erho¨ht eine schnellere Atmung den Sau-
erstoffgehalt des Blutes. Weiter ist es offensichtlich, dass in beiden Vorga¨ngen eine zeitliche
Verzo¨gerung auftritt. Die gefundene Asymmetrie, T (O2→Atmung) > T (Atmung→O2),
wu¨rde darauf hindeuten, dass in einem kurzen Zeitrahmen von 0.5 Sekunden der Informa-
tionsfluss in der Richtung Sauerstoffkonzentration zu Atmung gro¨ßer ist als umgekehrt.
Auch das Abha¨ngigkeitsmaß H liefert fu¨r alle acht Zeitreihen u¨bereinstimmend ein Ergeb-
nis. In einem endlichen τ–Bereich um τ = 0 gilt stets die Beziehung H(O2|Atmung) >
H(Atmung|O2). In Abbildung 6.26 ist H fu¨r eine Zeitreihe mit Atemstillsta¨nden auf-
getragen, von der ein Ausschnitt bereits in Abbildung 6.23 rechts zu sehen war. Die
















Abbildung 6.26: Abha¨ngigkeitsmaß H zwischen Atmung und Sauerstoffkonzentration im Blut. Die ge-
fundene Asymmetrie weist darauf hin, dass die Sauerstoffkonzentration sta¨rker von der Atmung abha¨ngt
als umgekehrt, wobei dieser Effekt in beide Richtungen am sta¨rksten bei τ ≈ −18 s ausgepra¨gt ist.
mo¨gliche Interpretation, dass es sich bei Sauerstoffkonzentration und Atmung um Ob-
servablen zweier gekoppelter Systeme handelt, wobei die Atmung das getriebene System
darstellt, ist auch hier wieder mit a¨ußerster Vorsicht zu genießen. Naheliegender ist die
Interpretation, dass H in der Atmung lediglich das aktivere der beiden Systeme erkennt,
was bereits durch einen Blick auf die einzelnen Zeitreihen zu erkennen ist. Die gro¨ßten
Werte von H sind in Abbildung 6.26 in beide Richtungen fu¨r τ ≈ −18 s zu finden, wobei
H(Atmung|O2) an dieser Stelle das einzige deutliche Maximum zeigt. Bei dieser Zeit-
verschiebung zwischen den Zeitreihen treffen die Minima der Sauerstoffkonzentration mit
dem Wiedereinsetzen der Atmung zusammen. Es ist gut mo¨glich, dass es sich dabei um
eine versta¨rkte Wechselwirkung beim Auslo¨sen der oben erwa¨hnten U¨berlebensreaktion
des Ko¨rpers handelt.












Abbildung 6.27: Abha¨ngigkeitsmaße H(TADI|SOI) (oben, durchgezogen), H(SOI|TADI) (oben,
gestrichelt) und Kreuzkorrelationen (unten) zwischen SOI und TADI in Abha¨ngigkeit von der Zeitver-
schiebung τ in Jahren.
6.3.3 Klimadaten
Als abschließendes Beispiel sollen die Abha¨ngigkeiten zwischen zwei bekannten Klimain-
dizes untersucht werden. Bei dem ersten handelt es sich um den Southern Oscillation
Index (SOI), der bereits in Abschnitt 2.2.4 als Beispiel herangezogen wurde und in Ab-
bildung 2.3 oben gezeigt ist. Die zweite Zeitreihe ist der Tropical Atlantic Sea Surface
Temperature Dipole Index (kurz TADI), welcher aus Temperaturdifferenzen des Ober-
fla¨chenwassers im tropischen Atlantik abgeleitet wird. Die Daten wurden freundlicher-
weise von Norbert Marwan von der Universita¨t Potsdam zur Verfu¨gung gestellt. Beide
Indizes werden monatlich berechnet und umspannen den Zeitraum von 1884 bis 1990, was
1284 Werten entspricht. Beide Zeitreihen zeigen anna¨hernd eine Gaußverteilung und keine
außergewo¨hnlichen Ausreißer, sodass sie fu¨r die folgenden Untersuchungen lediglich auf die
gleiche Varianz umskaliert wurden.
In Abbildung 6.27 ist das Abha¨ngigkeitsmaß H zwischen den beiden Indizes in Ab-
ha¨ngigkeit von der Zeitverschiebung τ dargestellt, wobei die Parameter m = 1 und k = 15
verwendet wurden. Versuche mit anderen Einbettungsdimensionen m und unterschiedli-
cher Anzahl von na¨chsten Nachbarn k zeigten keine nennenswerten Abweichungen von dem
hier gezeigten Ergebnis. Sowohl H(TADI|SOI) als auch H(SOI|TADI) sind auf niedrigem
Niveau nahezu unabha¨ngig von τ und liefern bis auf Fluktuationen gleiche Werte. Eine
eindeutige Abha¨ngigkeit zwischen den beiden Zeitreihen kann also u¨ber das Maß H nicht
gefunden werden. Die ansatzweise realisierte Asymmetrie in den Bereichen um τ = ±2
Jahre, an denen die Kreuzkorrelation Maxima aufweist, kann ebenfalls kaum als signifi-
kant bezeichnet werden. A¨hnlich sieht das Bild bei den Transfer–Entropien aus, welche
in Abbildung 6.28 in Abha¨ngigkeit vom Nachbarschaftsradius r aufgetragen ist. Dabei
liefern die Transfer–Entropien in beide Richtungen anna¨hernd gleiche Werte und zeigen
keine signifikanten Abweichungen voneinander. Man vergleiche dieses Resultat mit den in
Abbildung 6.22 und Abbildung 6.24 gezeigten Ergebnissen.
Zusammenfassend la¨sst sich sagen, dass in diesem Fall weder das Abha¨ngigkeitsmaß H
noch die Transfer–Entropie eine eindeutige Abha¨ngigkeit zwischen den Zeitreihen nachwei-














Abbildung 6.28: Die Transfer–Entropien zwischen SOI und TADI zeigen keine eindeutige, von r
unabha¨ngige Asymmetrie und ko¨nnen bis auf Fluktuationen als gleich angesehen werden.
sen ko¨nnen. A¨hnlich wie im Fall der Aktienindizes haben wir es hier mit einer extremen
Reduktion der komplizierten, klimatischen Vorga¨nge auf einzelne Zahlen zu tun, sodass
eventuell vorhandene Beziehungen nur schwer in den Zeitreihen gefunden werden ko¨nnen.
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Kapitel 7
Zusammenfassung und Ausblick
Der zweite Teil der vorliegenden Arbeit bescha¨ftigte sich mit der Analyse von Abha¨ngigkei-
ten zwischen Zeitreihen. Dabei wurden im Hinblick auf gekoppelte Systeme Methoden an-
gestrebt, u¨ber die sich sowohl der Grad als auch die dominierende Richtung der Abha¨ngig-
keit bestimmen lassen. Es zeigte sich, dass die Frage nach der Sta¨rke der Abha¨ngigkeit
in vielen Fa¨llen bereits mit ga¨ngigen Standardmaßen beantwortet werden kann. Auf die
Bestimmung einer eventuell dominierenden Kopplungsrichtung zwischen den Systemen
sind diese Maße aber nicht optimiert. Dadurch motiviert wurden zwei neue, von ihren
Grundideen vo¨llig unterschiedliche Methoden entwickelt und diskutiert.
Die erste Gro¨ße, die Transfer–Entropie, war dabei durch die Informationstheorie mo-
tiviert, welche einen Rahmen zur Beschreibung von sowohl stochastischen als auch nicht-
linearen Systemen liefert. Eines der attraktivsten Konzepte bei der Untersuchung von
Abha¨ngigkeiten ist dabei die gegenseitige Information, welche den gemeinsamen Infor-
mationsgehalt zweier Systeme angibt und damit per Konstruktion symmetrisch ist. Im
Gegensatz dazu, kann u¨ber die Transfer–Entropie der direkte Informationsfluss zwischen
zwei Systemen bestimmt und daru¨ber die Richtung einer Kopplung ermittelt werden. Die
zweite neue Klasse von Abha¨ngigkeitsmaßen basiert urspru¨nglich auf der Analyse von Syn-
chronisationspha¨nomenen von einseitig gekoppelten, chaotischen Systemen. Aus der dabei
auftretenden festen Beziehung zwischen den Systemen folgt unter anderem, dass a¨hnliche
Zusta¨nde in dem einen System zu gleichen Zeiten a¨hnliche Zusta¨nde im anderen System
implizieren. U¨ber die Idee des bedingten Abstands werden so zwei neue Abha¨ngigkeits-
maße S und H konstruiert, welche ebenfalls asymmetrisch sind.
Zur Untersuchung der ersten Eigenschaften der neuen Maße und dem Vergleich zu
den Standardmethoden wurden zuna¨chst einfache gekoppelte Modellsysteme betrachtet.
Dabei zeichneten sich sowohl die Transfer–Entropie als auch das Abha¨ngigkeitsmaß H in
allen betrachteten Fa¨llen durch eine deutliche Asymmetrie aus, an der bereits bei schwa-
cher Abha¨ngigkeit die Richtung der Kopplung abgelesen werden konnte. Die gleichzeitige
Beobachtung von Unterschieden in den individuellen Eigenschaften der beteiligten Systeme
motivierte die Betrachtung eines Ringes aus mehreren Systemen. So weisen Abbildungen
auf einem Gitter mit periodischen Randbedingungen trotz der einseitigen Kopplung iden-
tische individuelle Eigenschaften auf. Die Anwendung der neuen Maße auf ein solches
Ring–System zeigte, dass sie auch in diesem Fall die gewu¨nschte Asymmetrie aufweisen
und die Richtung der Kopplung korrekt wiedergeben.
Von der Funktionstu¨chtigkeit und Leistungsfa¨higkeit der neuen Abha¨ngigkeitsmaße
u¨berzeugt, wurden sie schließlich auf erste gemessene Zeitreihen aus unterschiedlichen
wissenschaftlichen Bereichen angewendet. Die betrachteten Daten deckten dabei drei ver-
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schiedene Fa¨lle ab. Zum einen konnte im Fall der Klimadaten, wo die Beziehung von zwei
globalen Indizes untersucht wurde, keine signifikante Abha¨ngigkeit nachgewiesen werden.
Im Gegensatz dazu konnte im zweiten Fall der Aktienindizes mit beiden Maßen eine eindeu-
tige Abha¨ngigkeit zwischen DAX und Dow Jones gefunden werden. Sie besta¨tigen damit
bekannte Resultate, die bereits u¨ber lineare Korrelationen gewonnen werden ko¨nnen, ge-
hen u¨ber diese Erkenntnisse aber nicht hinaus. Schließlich wurden bei den physiologischen
Daten Beziehungen gefunden, die die Standardmaße bisher nicht offenbarten. So wurde
eine Abha¨ngigkeit zwischen Atmung und Herzrate eines Schlafapnoikers nachgewiesen, de-
ren dominante Richtung in U¨bereinstimmung sowohl von der Transfer–Entropie als auch
von dem Abha¨ngigkeitsmaß H gefunden wurde.
Weitere, zuku¨nftige Anwendungen der neuen Abha¨ngigkeitsmaße auf experimentelle
Daten werden zeigen, inwieweit durch sie neue, u¨ber die Standardmaße hinausreichen-
de Ergebnisse gefunden werden ko¨nnen. Parallel sollten die Methoden auf Modellsyste-
men optimiert werden. Im Falle der Abha¨ngigkeitsmaße S und H wurde deutlich, dass
relativ kleine konzeptionelle A¨nderungen teilweise erhebliche Auswirkungen auf die Lei-
stungsfa¨higkeit der Methode haben ko¨nnen. Eine systematische Untersuchung von al-
ternativen Implementationen la¨sst also durchaus eine weitere Leistungssteigerung erwar-
ten. Auch bei der Transfer–Entropie ist die Entwicklung noch nicht abgeschlossen. Der
wu¨nschenswerte U¨bergang zu gro¨ßeren Vergangenheitsfenstern ist bislang stark durch die
La¨nge der betroffenen Zeitreihen eingeschra¨nkt. Eine ada¨quate Lo¨sung dieses Problems
ko¨nnte die Asymmetrie der Transfer–Entropie auch bei relativ kurzen Zeitreihen deutlicher
auspra¨gen.
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