Over the last ten years a community on context has emerged. Brézillon (1999) proposed a survey of the literature about context in artificial intelligence. There is a now series of conference on context, a web site and a mailing list. The number of web pages with the word "context" has been multiply by ten in the last five years. Being among the instigators of the use of context in real-world applications, we present in this paper the evolution of our thoughts over the last years and the result that is obtained as a representation formalism based on contextual graphs and used in a real-world application called SART. We present how procedures, practices and context are intertwined, as identified in the SART application and in different domains. We root our view of context in the artificial intelligence area and give a general presentation of our view of context under the three aspects of external knowledge, contextual knowledge and proceduralized context, with the implementation of this view in contextual graphs. We discuss the representation of a reasoning, based on procedure and practices, in the formalism of contextual graphs and present how incremental acquisition of practices is integrated in this formalism.
INTRODUCTION
Context plays an important role since a long time in such domains where reasoning intervenes as in understanding, interpretation, diagnosis, etc. The reason is that these activities of reasoning rely heavily on a background or experience that is generally not make explicit but gives a contextual dimension to knowledge. Indeed, everybody uses context in his daily life as Mr. Jourdain used prose for speaking without being aware of it (Molière, 1670). However, there is a lack of a clear definition of this word. In this paper, we present the evolution of our thoughts over the last years from our work in the SART application.
The SART project (French acronym for support system for traffic control) aims to develop an intelligent decision support system to help the operators who control a subway line to react to incidents that occur on the line Pasquier, 2000 ; http://www.lip6.fr/SART). The operational knowledge used by operators is stored in an adapted structure, which will be easily understood by operators and efficiently used by the computer. As an Intelligent Assistant System, SART has to accomplish several functions such as acquiring knowledge from operators; simulating train traffic on the line, possibly with incidents; changing the model of the line on operator's request for helping the operator to test alternative issues; proposing alternatives for an incident solving; training a new operator not familiar with a given line; etc. A presentation of SART can be found in (Pasquier, 2002 , Brezillon et al., 2003 ).
Operators solve an incident by choosing a scenario, which is a sequence of actions conditional on possible events. The choice of a scenario greatly relies on contextual knowledge. One operator said us: "When an incident is announced, I first look at the context in which the incident occurs." The reason is that operators want to have a clear idea of future events; the purpose of this lookahead reasoning (Pomerol, 1997) is to reduce, as far as possible, the uncertainty in the scenario. The problem for operators is that many scenarios are similar at the beginning and then diverge according to the context. Thus, a scenario is a sequence of actions intertwined with events that does not depend on the decision makers but that result in a limitation of their actions.
The contextual elements may intervene in several scenarios (e.g., traffic activity, position of the next train), operators prefer to take them into account as soon as possible to get a general picture of the best path to choose. At this step, contextual knowledge is proceduralized and in the meantime operators postpone actions as sequences. By grouping together a set of actions in a sequence, operators hope to make the following step easier.
Hereafter, we present in Section 2 how procedures, practices and context are intertwined, as identified in the SART application and in different domains. We root our view of context in the artificial intelligence area in Section 3. Section 4 gives a general presentation of our view of context under the three aspects of external knowledge, contextual knowledge and proceduralized context, and the implementation of this view in a context-based formalism called contextual graphs. Section 5 focuses on the representation of reasoning based on procedure and practices in the formalism of contextual graphs and presents how incremental acquisition of practices is integrated in this formalism.
CONTEXT, PROCEDURES AND PRACTICES
Since 1900, the subway company in Paris (RATP) faces incidents and its agents solve them. These practices reflect the construction of operational knowledge, step by step, by the operators. Security sake and the willing of incident solving uniformization pushed the head of the company to compare the practices and to establish secure procedures for each encountered incident. In this sense, procedures are collections of safety action sequences allowing to solve a given incident in any case. These procedures are based on practices, but eliminate most of contextual information and particularities of each incident. Trying to promote sufficiently general procedures results often in sub-optimal solutions for incident solving. In this sense, procedures are useful guidelines for operators, but they have to be adapted for each new incident situation.
At RATP, most of the incidents have been well known for a long time (object on the track, lack of power supply, suicide, etc.). Thus, the company has established procedures for incident solving on the basis of their experience. However, each operator develops his own practice to solve an incident, and one observes almost as many practices as operators for a given procedure because each operator tailors the procedure in order to take into account the current proceduralized context, which is particular and specific. In many working processes human beings can be observed to develop genuine procedures to reach the efficiency that decision makers intended when designing the task. Some parts of this practice are not coded (Hatchuel and Weil, 1992) . Such know-how is generally built up case by case and is complemented by "makeshift repairs" (or non-written rules) that allow the operational agents to reach the required efficiency. This is a way of getting the result whatever the path followed. The validation of those unwritten rules is linked more to the result than to the procedure to reach it. De Terssac (1992) spoke of logic of efficiency.
In parallel, operators prefer to plan again their action in real time rather than to rely on these procedures based on company's experience, this is due to two main reasons. Firstly, the selected procedure is not always perfectly adapted to the situation at hand and can lead to improper actions or sub-optimal incident resolution strategies. Secondly, if the operator relies on a procedure, he can miss some important facts and notice them too late to adequately solve the incident. Operators prefer generally to plan again their action continuously according to the situation. Procedures are then used as frames to construct a genuine strategy tailored to the specificity of a given situation. Such practices are based on operational knowledge and are shared by operators. Leplat (1985) studied this well-known phenomenon that distinguished between the prescribed and the effective tasks. The former is the task conceived by the "method office" of the company, and the latter is the effective task that is executed by the employee. The effective task corresponds to the goals and conditions effectively taken into account during the activity.
The modeling of operators' reasoning is a difficult task because operators use a number of contextual elements, and by the fact that procedures for solving complex incidents have some degree of freedom. Their reasoning stems from some chunks of implicit knowledge, which are imposed on the driver because they correspond to mandatory procedures. Procedures are established from operator's experience during similar incidents and fixed by the company. As such, practices are what we call hereafter proceduralized contexts. In Figure 2 , an implicit piece of knowledge is that travelers are safer in a station than in a tunnel. At a deeper level, the driver has to avoid stopping the train a long time in a tunnel. The reason is that some travelers may have behavioral troubles such as claustrophobia and could leave the train to wander about on the railway (and thus may generate another type of incident such as "Traveler on the railway"). These pieces of knowledge, which are not necessarily expressed, result in more or less proceduralized actions that are compiled as a proceduralized context in comprehensive knowledge about actions. Degani and Wiener (1997) distinguish procedures, practices and techniques. Procedures are specified beforehand by developers to save time during critical situations. Practices encompass what the users do with procedures. Ideally, procedures and practices should be the same, but the users either conform to procedure or deviate from it, even if the procedure is mandatory. Techniques are defined as personal methods for carrying out specific tasks without violating procedural constraints. Users develop techniques over years of experience (Brézillon, 1996 (Brézillon, , 1999 . Knowledge acquisition focuses on procedures and, eventually, practices, but rarely on techniques. Moreover, in most of real-world applications, a decision maker faces ill-defined situations where the form of the argumentation rather than the explicit decision proposal is crucial (Forslund, 1995) . This implies that it would be better to store advantages and disadvantages according to the current context of use of the practices rather than the complete decisions.
Medicine is also a domain where the distinction between procedure and practice in the one hand, and the notion of context in the other hand is very important. A practice can be considered as a kind of causal explanation for an incident solving in the spirit of the graphs in ABEL system described in Patil et al. (1981) called patient-specific model. In the ABEL system, a causal explanation is represented as a five-layered graph containing the particular findings, disorders, and their causal or subtype relations that are believed to be present in the particular patient being diagnosed. Such specific models are causal arguments having the structure of a proof (in our case, the effective solving of the incident). Bouaud et al. (1999) describe also in medicine this type of operationalization of the knowledge from procedures to practices when a physician can make different therapeutical choices for a diagnosis according to the instantiation of the clinical context built from his perception of his understanding of the patient. Strauss et al. (1985) give the example of the unravelling plan for an osteoarthritis patient that might state that an X-ray image of the hip is necessary. But when applying the plan to Mr. Jones, who doesn't have any problems with his hips, this part of the plan may be skipped -and other examinations, like a blood test, might be added to Mr. Jones' unravelling plan. Thus, for the last authors, a protocol in medicine is a standard operating procedure (Strauss et al., 1985) . Here, practices appear as a contextualized expression of procedures.
In high technical and heavily dynamic process regulation domains, operators who are responsible for the process control have to rapidly react. If an incident occurs, they have only few minutes to forge a representation of the issue, gather information on the situation, analyze the incident and undertake the correcting actions. To ease their job, many companies have established fixed procedures. Initially, general procedures have been designed to provide operators with a secure reference for incident solving. However, these general procedures forget the contextual dimension of the case at hand. Nowadays, companies are diversifying these procedures by introducing increasingly contextual considerations. This operation increases by specialization the available procedures for each type of incident type.
This discussion points out that if it is relatively easy to model procedures, the modeling of the corresponding practices is not an easy task because they are as many practices as contexts of occurrence. For complex incident solving, it is not possible to establish a global procedure, but only a set of sub-procedures for solving parts of the complex incidents. Moreover, procedures cannot catch the high interaction between the solving of the incident itself and the number of related tasks that are generated by the complex incident. As a consequence, there are as many strategies for solving an incident as operators. Cases that are similar in one context may be totally dissimilar in others as already quoted by Tversky (1977) .
CONTEXT IN AI

3.a Introduction
AI moved from the view of KBSs replacing people towards two complementary approaches, namely the Situated Cognition approach (Clancey, 1991) and the Joint Cognitive systems (JCSs) approach (Woods et al., 1990) . Situated cognition insists on the need in problem solving to account for the environment (through our interaction with it) and the on-going context in organizing behavior. All processes of behaving, as problem solving, are generated on the spot, not by mechanical application of scripts or rules previously stored in the brain. JCS approach puts the emphasis on the competence complementarity of users and systems that leads to a symbiosis. It also emphasizes, more or less explicitly, the role of context for such a symbiosis.
In artificial intelligence, researchers use context since a long time as de Kleer (1987) in ATMS, McDermott (1982) in X1/RCON, Laird and col. (1987) in SOAR, Hendrix (1975) for the partition of semantic networks, Guha (1991) in the CYC project. However, the lack of explicit representation of context is one of the reasons of the failures of many Knowledge-Based Systems (KBSs). Brézillon and Pomerol (1996) note that:
(1) Exclusion of the user from the problem solving. KBSs were assimilated to oracles and users as novices. However, unexpected problems to solve are the norm rather than the exception. KBSs cannot solve such unexpected problems when users, with their practical experience, are not given the opportunity. What is required is a cooperation between the user and the system and the consideration of the context in which a problem has to be solved. (2) KBSs do not use correctly their knowledge. Knowledge, which is acquired from human experts, has a high contextual component that is generally not acquired with the knowledge because knowledge engineers asked what experts' solution is, not how they reach it. (3) KBSs cannot initially have all the needed knowledge. Any KBS has limited resources for problem solving and limited influence: One can never anticipate or "design away" all the misunderstandings and problems that might arise during the use of such systems (Fischer, 1990) . This implies that knowledge must be acquired incrementally when needed, i.e., with its given context of use. (4) KBSs cannot generate relevant explanations for users because they do not know the context in which the user asks a question. The unique way to generate a relevant explanation is by the explanation generation by the KBS and the user jointly (Karsenty and Brézillon, 1995) .
In this section, we give an overview on context in rule-based representation, with incremental knowledge acquisition and explanation generation. We discuss after how context is considered in AI, the dynamic dimension of context, and conclude with some answers that emerged.
3.b Rule-based representation
In an expert system-like representation, knowledge is gathered as production rules. These rules are pieces of knowledge of the form "if conditions then conclusions." They are recorded in large rule bases difficult to update. The rules are structured pieces of knowledge, which are easily understood by the domain experts. However, the lack of structure of the rule-base impedes the comprehension (even for the experts of the domain) and the maintenance of the knowledge.
In a rule-based representation, context may be expressed on the basis of either the knowledge structures (if explicitly represented) or the particularities of the chosen representation formalism. Knowledge structures are rule packets represented either at the level of the rules or at the level of the knowledge base. The former is managed by screening clauses, which are controlled by special rules (meta-rules) (Clancey, 1983) . The latter organizes the knowledge base in a set of distinct small knowledge bases managed either directly by rules that call rule packets in the THEN part (Brézillon, 1990) or by interaction among rule packets for exchanging information in a multiagent spirit.
For a representation at the rule level, a well-known example of screening clause is in the following rule in MYCIN (Clancey, 1983 Rule packets can also be represented explicitly in the knowledge base. The diagnostic expert system SEPT dealt with pieces of equipment as circuit breakers and protective relays (Brézillon, 1990) . Checking the internal behavior of a circuit breaker implies an expertise (described in a rule packet) that is independent of the expertise on the internal behavior of a protective relay (described in another rule packet). Thus, the reasoning is local and needs not to tackle the overall expertise. A rule of the SEPT expert system is:
! check_cb "Checking a circuit breaker of the protection system $name" > if failure freeze check_pw, check_teac IF equipment_piece (cos) := (cb) , nature (cb) := circuit_breaker . THEN call the rule packet 'Circuit-Breaker_Diagnosis(cos, cb)' .
The rule entitled check_cb (written here in pseudo natural language) is used to trigger the diagnosis of a circuit breaker cb in a cut-off system cos ($name, cb and cos are variables). The rule belongs to a rule packet that checks all the equipment pieces in a cut-off system. The rule packet represents the diagnostic expertise at the level of the cut-off system, and local diagnostic expertise on pieces of equipment are in other rule packets as Circuit-Breaker_Diagnosis in the THEN part of the rule. Firing the rule check_cb, the inference engine will enter the rule packet Circuit-Breaker_Diagnosis with the instances fixed for the variables cos and cb in the IF part, when the rule packet may be applied to all the circuit breakers in the substation (around 20 circuit breakers in an EHV substation).
In such a rule, context is expressed at two levels:
(1) by a specialization of the circuit-breaker expertise for the given instances of the variables; and (2) by a management of the expertise at the cut-off system level by the meta-knowledge if failure, freeze choice-pw, choice_teac that says that if a failure is found on the circuit breaker it is not necessary to check the equipment pieces pw and teac of the cut-off system.
3.c Context and incremental acquisition
An example of IA system design (Brézillon and Cases, 1995) convinced us of the prominent importance of two issues in cooperation, namely explanation generation and incremental knowledge acquisition. The necessity of incremental knowledge acquisition is obvious to the extent that in real cases, the burden of data introduction is very heavy. Another less obvious reason is that automatic knowledge acquisition is the best way to acquire the context of use and avoid misuse of the system, as we will show. In early AI system design, the knowledge engineer acquired expert knowledge as a pair (problem, solution), when the expert restricted the use of a solution to the given problem for a given context and thus provided the triple (problem, context, solution).
Thus, for developing AI systems, three aspects are particularly important:
(1) Explanations that must be considered as an intrinsic part of any cooperative problem solving (Karsenty and Brézillon, 1995) . This implies that the system and the user must provide and understand explanations in order to cooperate, and cooperate to co-build explanations. Here, context is essential to the communication. (2) Incremental knowledge acquisition by the system from users to relieve them after with the same type of problems. Thus knowledge is acquired during the problem solving with its context of use. In some way, this is a kind of explanation from the user to the system. (3) Context of the user-system cooperation that must be made explicit to provide relevant explanation and acquire incrementally knowledge (Brézillon and Abu-Hakima, 1995) .
Thus, making context explicit, acquiring knowledge incrementally and explaining in context must be considered as intrinsic aspects of any problem solving in which the user has a crucial role to play. An efficient cooperation between a human and a machine implies the consideration of the three related aspects: explanation, incremental knowledge acquisition and context.
There are two situations where incremental knowledge acquisition plays an important role in AI systems: -When the knowledge is missing in the current context, the user adds new knowledge through explanations. Here, explanations enable the contextual knowledge to be proceduralized. -A chunk of knowledge may be known by the system but incorrectly used, i.e. a link to the current context is missing. This link could be added in the form of a consequence of the current context. Here, incremental knowledge acquisition will focus on the refinement of the proceduralized context (as introduced hereafter), and explanation will support that refinement. Thus, gathering and using knowledge in the context of use greatly simplifies knowledge acquisition because the knowledge provided by experts is always in a specific context and is essentially a justification of the expert's judgment in that context.
Several approaches have been proposed to acquire knowledge in context. We give here two examples. Compton and Jansen (1988) attempt to capture the context by entering the expert's new rule only when necessary. More precisely, when a rule fails, the expert is requested to give some extra knowledge or rule. This new rule is directly related to the rule, which failed, and this latter is recalled to the expert because it gives the context for writing the new rule. Gruber (1991) considers a justification-based knowledge acquisition. The machine provides the computational medium, including the knowledge representation and the context of use, such that everything that is acquired from the user can be assimilated into the computational model. The machine that can provide thus a frame to fill, allowing some kind of syntactic checking and ensures that all required parameters are given directs the dialogue.
The main idea of all these approaches is that experts provide their knowledge in a specific context and that knowledge can only be relied upon with in this context. Thus, knowledge cannot be generalized when it is acquired, and it is fundamental to record the context in which the knowledge is acquired and can be used. Nevertheless, acquiring knowledge in context is still a challenge.
3.d Context and explanation
Most of researchers focused on explanations considering them as a transfer of knowledge from the system to the user. Feedbacks are used by the system to tailor its explanation to user's needs. Thus, users rarely might intervene in the generation of explanations. Conversely, the approach taken in SEPT (Brézillon, 1990) lets the user build alone his explanation. This was not a better solution than the previous one: users must tackle complex commands that are not always compatible with their work and temporal constraints. The lesson learned is that the user and the system must cooperate to solve jointly the problem and to co-construct an explanation for the solution, explanation generation being an intrinsic part of the task at hand.
Another approach for explanation is to accept that the reasoning of the system is often different from that of the user as in the case of SEPT. Thus, the user and the system may have different interpretations on the current state of the problem solving. The differing interpretations will be compatible if the user and the system make proposals, explain their viewpoints and spontaneously produce information (Karsenty and Brézillon 1995) . In order to align the system's reasoning with that of the user and vice versa, the user and the system must co-construct the explanation in the current context of the problem solving. People who are trying to understand something often may offer an explanation that embodies their current understanding, expecting to have it corrected (Mark, 1988) . Thus, explanations become an intrinsic part of the problem solving and the line of reasoning of the system may be modified by explanation (Brézillon and Abu-Hakima, 1995) . This leads to cooperative problem solving. Again, context here is an extended version of the context in the previous approach because it also integrates direct information from users, mainly on the basis of their actions on the system and on the real-world process. Leake (1992) considers the relationships between explanation and context in the framework of case-based reasoning. An explanation is required when there is a conflict between an event and a model that we have of the place where occurs the event. Leake argues that such a conflict is a property of the interaction between events and context: Any particular fact can be anomalous or non-anomalous, depending on the situation and on the processing we are doing. To be relevant to an anomaly, explanations must resolve the belief conflict underlying the anomaly. To resolve an anomaly, the information in an explanation must account for why prior reasoning led to false expectations or beliefs. Any anomaly vocabulary would allow retrieval of explanation for identical anomalies, provided that the same anomaly was always described the same way and that distinct anomalies always received distinct characterization. Turney (1996) distinguishes three types of features: primary, contextual and irrelevant. Primary features are useful for classification even when they are considered in isolation , without regard for the other features. Contextual features are useful for classification only when they are considered in combination with other features. Irrelevant features are not useful. For example, when classifying spoken vowels, the primary features are based on the sound spectrum. The accent of the speaker is a contextual feature. The color of the speaker's hair is irrelevant. The three types of context of Turney are close to our distinction between external knowledge, contextual knowledge and proceduralized context. Karsenty (1994) argues that communication implies the sharing of a linguistic code and a context. The context is a set of information pieces that are accessed or built to give a meaning at a message. Thus, explanation is a means to share the context that is needed for the actor understanding. Its aim is to differentiate between an initial context, in which an information is not understood or misunderstood, and a target-context, in which the information becomes comprehensible. It is a way to make explicit the implicit knowledge in a procedure and interpret a new information. Explanation generation acts as a contextualization process (Karsenty and Brezillon, 1995) , and manages the interaction context. Explanations are a type of validation of the context. Conversely, the explicit use of context permits explanations to be tailored to a specific request. It is the context that supplies any explanation needed to validate suggestions (Karsenty and Falzon, 1992) .
Explanation and context are strongly intertwined. Making context explicit permits the tailoring of explanations to a precise need, to decrease the amount of knowledge required for the exchange between the user and the KBS, to show the coherence of an explanation and rapidly reach an agreement between the user and the system. Explanations permit the context to be explicit in order to understand a step of the reasoning and shared knowledge and experience. They are a means to point out the links between the problem at hand and shared knowledge on its current state.
3.e The two sides of context
The notion of context is dependent in its interpretation on a cognitive science versus an engineering (or system building) point of view, the practice viewpoint versus the theory one (Brézillon and Abu-Hakima, 1995) . The cognitive science view is that context is used to model interactions and situations, and context modeling must be human centered (Brézillon, 2003) . The engineering view is that context is useful in representing and reasoning about a restricted state space within which a problem can be solved. The identification of these two viewpoints allows to understand the contrasted views found in the literature (e.g. see Brézillon, 1999) .
All works in knowledge representation consider a set of discrete contexts, and the effort relies on the crossing of contexts. Creating a context from existing contexts, as proposed by McCarthy (1993) , it is possible to establish a hierarchy of contexts where a formula relating two contexts involving contextual assumptions is itself in a context. The interest of a context hierarchy is that, working on an object in one context, something may be derived about that object in another context. The two contexts may use different vocabularies, and the treatment of the object may be easier in one context than another. Conversely, in Cognitive Science, researchers without reject the possibility of discrete contexts, consider that the context of interest is the context of the interaction because it is the unique context that may be perceived. The interaction context evolves continuously according to knowledge pieces introduced by an agent.
According to the engineering viewpoint, the context is static and considered at the level of the knowledge representation. As a consequence, there is a static view on contexts and the interest is on context management. Static contextual knowledge is attached to the domain knowledge, and thus may be described in knowledge bases. The static part of the context is what may be coded at the design time. Along its dynamic aspect, part of the problem is linked to the changing nature of context in time, by elaboration and shift (Clancey, 1991) . If it is (relatively) easy to represent the static aspect of context, the dynamic aspects of context must be considered during its use, say a problem solving. Thus, one must account for both the static aspect (knowledge that remains constant throughout the interaction) and the dynamic aspect (knowledge that changes throughout interaction) of context.
Context is considered as a shared knowledge space that is explored and exploited by participants in the interaction. Contextual knowledge acts as a filter that defines, at a given time, what knowledge pieces must be taken into account (explicit knowledge) from those that are not necessary or already shared (implicit knowledge). A context is a structure, a frame of reference that allows to do not say all the things in a story. For example, "At his birthday's party, Paul blew up the candles." It is not said here there was a birthday cake because it is clear for everybody. Such an implicit piece of knowledge is supposed to be a part of our social inheritance. Implicit knowledge is often assimilated to shared knowledge. For example, there is a French movie call 'Le Chat' (the cat) presenting the life a husband with his wife living together since 40 years. Knowing very well the other, they had highly limited their communication. For instance, with a light movement of the chin toward the cupboard, the husband means "Can you please darling give me the salt that is in the cupboard." With a computer system, however there is a compromise to find between the need to store a large number of information pieces and a tailored presentation of the answer to the user's question, i.e. to distinguish between contextual knowledge and the knowledge that stays external to the answer. We will see that often such a distinction can be made only a posteriori.
3.f Dynamic dimension of context
Beyond the two contrasted views discussed in the previous section, context possesses a dynamic dimension that poses some problems in modeling. This dynamic dimension of context arises from the interactions among agents. That is, without interacting agents, there would be no context. In communication, the context is considered as the history of all that occurred over a period of time, the overall state of knowledge of the participating agents at a given moment, and the small set of things they are expecting at that particular moment. However, each entity involved in an interaction has its own context, which may or may not be consistent with some parts of the contexts of the others. Mittal and Paris (1993) point out that communication, including explanations, and context interacts with each other: the context of the situation triggers some actions, and this in turn modifies the context of the situation.
The dynamic dimension of context appears also at the level of the reasoning task (such as problem solving and diagnosis). The dynamic dimension of the process is very important in diagnosis as well as control of complex systems (Hoc, 1996 ; Hoc, and Amalberti, 1995) . We think that it is not only important to understand the dynamic dimension of planning and action but also the dynamic dimension of knowledge management. This is a twofold phenomenon that consists of focusing on some stimuli and, on moving contextual information from back-stage to front-stage.
Interaction between agents appears to be a good way for moving a contextual knowledge into and out of the front-stage knowledge that we call proceduralized context hereafter.
3.g Lessons learned in AI
We cannot speak of context out of its context. Context is something surroundings an item (e.g., the task at hand or the interaction) and giving meaning to this item. Giving meaning to an item, context acts then more on the relationships between items than on items themselves, modifies their extension and surface. Contextual knowledge concerns the future and consequences of actions, and intervenes in decision maker's look ahead reasoning. Context is considered as a shared knowledge space that is explored and exploited by participants in the interaction. Such shared knowledge includes elements from the domain (e.g., instantiated objects and constraints), the users (e.g., their goals), their environment (e.g., organizational knowledge), their interaction with a system (e.g., transaction history).
There are different types of context with respect to what we consider (knowledge, reasoning, interaction, and each agent in its socio-organizational environment) and the domain in which we is. All these contexts are interdependent; e.g. the interaction context is constrained by the knowledge context through, and says the model chosen to represent knowledge.
There are different representations of the context depending if context is considered either as knowledge or as a process of contextualization (Edmondson and Meech, 1993) . Context as knowledge implies that we must distinguish between the knowledge effectively used at a given step of a problem solving (what is called the proceduralized context in the next section) and the contextual knowledge (the knowledge constraining the proceduralized context at that step). Considering context as a process--a viewpoint close from the previous one-supposes a distinction between knowledge, information and data. Data become information through the contextualization process on the basis of the available knowledge at the time of the observation.
The context permits to guide the focus of attention, i.e., the subset of common ground that is pertinent to the current task. The focus of attention is defined as the immediate context, whilst the common ground (or common context) was seen as being the mutual context that already exists between the agents (Maskery and Meads, 1992) . The relationships between context and focus of attention are at the center of the concerns of the community on "context-aware applications".
MODELING CONTEXT
4.a Introduction
The understanding of context is somewhat better now than ten years ago. We know that context must be always considered in reference to its use, that there are different types of context according to what we consider, context representation is strongly dependent of knowledge and reasoning representation. However, in most of the studies on context, the dynamic dimension of context is not considered, and thus the use of context in real-world applications is very limited.
It is difficult to define the concept of context without considering the people involved in a situation because, at first glance, context involves knowledge that is not explicit. This explicitness depends on the actors. Some common knowledge is implicit but well-known, for example the fact that it is easier to organize emergency operations in a station than in a tunnel. When the reasoning yields this type of knowledge, it is easily proceduralized and becomes an implicit part of the reasoning that can be elicited by knowledge engineers and finally included in the operation model. The second fact is that each person involved uses a large amount of knowledge, different from one person to another, to picture the situation. We can define the contextual knowledge as all the knowledge that is relevant and can be mobilized to understand a given situated decision problem. By "situated" we mean in given, dated, and well-specified circumstances. Clancey (1991) introduced the word "situated" into artificial intelligence. In its artificial intelligence sense, "situated cognition" emphasizes the role of interaction and context in human behavior. This weak situated cognition hypothesis (Menzies, 1996) , which links knowledge, interaction and context, provides a good background for our views.
In this section, we present our view on context. First, we describe three parts in the context and discuss the interest of such a distinction in the SART application. Second, we give another example of movement from contextual knowledge to proceduralized context. Finally, we contrast our view on context with related works of the literature.
4.b The three parts of context
At a given decision making step, Brézillon and Pomerol (1999) consider three types of knowledge, context being considered as the sum of all the knowledge possessed by the operators on the whole task. At a given step of a decision making process, we separate the part of the context that is relevant at this step of the decision making, and the part that is not relevant. The latter part is called external knowledge. The former part is called contextual knowledge, and obviously depends on the agent and on the decision at hand. A part of the contextual knowledge will, as explained below, be proceduralized. We call it the proceduralized context. Figure 1 illustrates the three types of context. The proceduralized context is a part of the contextual knowledge that is invoked, structured and situated according to a given focus and is common to the various people involved in decision making. The proceduralized context may be compiled but can generally be elicited with the usual techniques of knowledge acquisition; it is limited and should be a part of the operation model. For the model to be usable, people have to define a finite number of situations, and diagnosis consists mainly of trying to determine in which situation those involved find themselves.
Contextual knowledge is more or less similar to what people generally have in mind about the term 'context'. Contextual knowledge is personal to an agent and it has no clear limit (McCarthy, 1993) . Contextual knowledge is evoked by situations and events, and loosely tied to a task or a goal. When the task becomes more precise, a large part of this contextual knowledge can be proceduralized according to the current focus of the decision making. Although the contextual knowledge exists in theory, it is actually implicit and latent, and is not usable unless a goal (or an intention) emerges. When an event occurs, the attention of the actor is focused and a part of the contextual knowledge will be proceduralized. In our definition, the contextual knowledge is dependent on the situation (date, location, and participants).
Contextual knowledge intervenes implicitly by constraining problem solving. For example, operators that ensure the monitoring of the distribution of water in Paris had noted that there was a peak in the water consumption late each evening. The peak was reproducible every day but not predictable because not exactly at the same time. After an inquiry, they discovered that persons use water for domestic needs (drink a glass of water, wash dishes, pour water on flowers, go to the toilets, etc.) during the advertisements introduced in the TV movie. The introduction of advertisements in the movie depends on the organization of the movie scenario. Such knowledge (the link between the peak of consumption and the advertisements at the TV) has a contextual nature for the water distribution. Contextual knowledge constrains a given step of the problem solving (water distribution at advertisements time in the example) without intervening in it explicitly.
Contextual knowledge appears back-stage, whereas the proceduralized context is front-stage in the spotlights. It is noteworthy that, as far as engineering is concerned, only the proceduralized context matters, but contextual knowledge is necessary because this is the raw material from which proceduralized context is made. In a sense, the proceduralized context is the contextual knowledge activated and structured to make diagnoses, decisions and actions.
In the SART application, the goal was to support the operator who is responsible of a subway line when an incident occurs. The Figure 2 gives a very partial view of the solving of the incident "Ill traveler in a train." Ovals represent incidents and rectangular boxes represent steps of the incident solving (e.g., "Alarm signal"). Consider the step "Stop at the next station." This step--proceduralized context--is imposed on the driver because, for example, this corresponds to procedures. Procedures arise from operators' experience with similar incidents. For example, travelers' security is better ensured in station than in a tunnel. At a deeper level, the driver has to avoid stopping the train a long time in a tunnel because some travelers may have behavior's trouble as claustrophobia and leave the train to go on the railway (and thus may generate another type of incident).
All the pieces of contextual knowledge are not at the same distance from the proceduralized context "Stop at the next station." For instance, "Procedures" is a contextual knowledge that is close to the incident-solving step, when "Avoid stopping in a tunnel" is another piece of contextual knowledge that is far from the same step. However, both of them make this step necessary. Such a kind of distance permits us to order pieces of contextual knowledge in layers around the step like skins of an onion. We call this the onion metaphor. Stippled circles in Figure 2 represent layers of contextual knowledge. Agabra et al. (1997) obtain a quite similar result in Enology. Tichener (cited in Jansen, 1995) also considered the notion of a situation surrounding the organism as one of the roots of context. Tichener's definition implies that context (i.e. our contextual knowledge) is not part of the actual chunk of knowledge (i.e. our proceduralized context) but forms a layer, or a set of layers, around the knowledge.
Contextual knowledge also ensures a link between the different steps of a given incident solving and across different incident solvings. Thus, if contexts at the level of the problem-solving steps constitute a discrete set of contexts, there is a unique context at the level of the problem solving itself that evolves continuously along the solving.
Our context modeling along the onion metaphor reveals several interesting results:
(1) A step takes a meaning in a given context. Contextual knowledge does not intervene directly at this step but constrains it. For the step "Stop at the next station," the contextual knowledge "Easy help" is not the main reason for stopping the train at the station. However, it intervenes in its realization. (2) Pieces of contextual knowledge may be partially ordered. If we consider the step "Stop at the next station," we observe that some knowledge pieces of its context (e.g., "Easy help") are closer to the step than other (e.g., "Do not touch an injured traveler") because the constraints applied on the step are more direct. 
4.c Movement between contextual knowledge and proceduralized context
In the SART application, the control operator faces the following concern in a normal situation:
F0: the normal focus of attention is to see that schedules and intervals between trains are respected.
In this task, the word normal has different meanings according to the context. The task can be regarded as routine and does not require special attention. Nevertheless, contextual knowledge about control is involved such as:
the normal context associated with F0 involves: k1: type of day (e.g., working day, Saturday, Sunday, Holidays), k2: period of the day (morning, afternoon, evening), k3: traffic state (rush hours, off-peak hours), k4: the section load (very busy, few people), All these pieces of knowledge are some of the elements defining the contextual knowledge describing the environment of the problem with which other pieces of knowledge such as: k5: the interval between trains according to the situation, k6: the stopping time in stations, etc.
Contextual knowledge is therefore quite large and not focused. Many "normal" contexts are contained in this contextual knowledge. Assume now that an incident occurs on the subway line; the pieces of knowledge k1 to k4 are (or should be) immediately invoked. This results in k5 and k6 being invoked. They become a part of the proceduralized context in which the incident is resolved.
At the announcement of an incident on the subway line, the piece k5 of contextual knowledge "incident-elimination know-how" enters the focus of attention and becomes a piece of the proceduralized context. Some pieces of external knowledge as the position of the incident on the line also enter the focus of attention. The context also evolves to integrate some externalknowledge pieces as maintenance activity on the line, the number of trains on the line and available helps. Thus, the context of the diagnosis evolves from one step of the diagnosis to the next one.
The operators' reasoning during a problem solving is the following. When an incident is announced, they first look at the context in which that incident occurs. This means that they consider, at a first step, the process under their control (e.g., the line control) as a set of contextual elements. They extract a subset of contextual knowledge pieces that become proceduralized context (entering the focus of attention). On the basis of this subset of proceduralized context pieces, they try to have a clear idea of all the alternatives, and make their decision that is concretized by a sequence of actions.
Proceduralized context building from interaction between 1 and 2
Contextual Knowledge 1
Contextual Knowledge 2
Part shared by 1 and 2 Private part 1 Private part 2 Figure 3 : A representation of the interaction context Figure 3 represents how the proceduralized context is built from contextual knowledge during an interaction between two agents. The interaction context contains proceduralized context pieces in the focus of attention of the two agents. These pieces of knowledge are extracted from the contextual knowledge of each agent; they are organized and structured jointly by both agents and result in a shared knowledge. Generally, the first utterance of an agent gives a rule such as "Stop at the next station" if the alarm signal is triggered. Then on the request of the second agent, the first agent may add some pieces of knowledge related to his first utterance. If this knowledge chunk belongs to the common part of the contextual knowledge of the two agents, the pieces are integrated into a mutually acceptable knowledge structure, and the knowledge structure may then be moved to the shared part of the contextual knowledge of each agent. Thus, the proceduralized context contains all the pieces of knowledge that have been discussed and accepted (at least made compatible as quoted in Karsenty and Brézillon, 1995) by all the agents. These pieces of proceduralized context then become part of the shared contextual knowledge of each agent, even if they do not remain within the focus of the proceduralized context.
The dynamic dimension of the context is essentially a movement between contextual knowledge and proceduralized context along a problem solving or decision making. From one step to the next one, a piece of contextual knowledge either enters the proceduralized context or become external knowledge. Conversely, a piece of proceduralized context may become either contextual knowledge or external knowledge. The proceduralized context may also evolve to integrate some knowledge that, up to now, has neither been proceduralized nor is contextual (i.e. external knowledge). Our view of context combine the two views in the literature (see the section on the two sides of context) and accounts also for the dynamic dimension of context.
3.d Related works on context-based approaches
Saint Amant and Cohen (1994) address in their system Igor how scripts should be triggered, in which order they should run, and how results may be shared between different threads of exploration. An explicit representation of context, and two mechanisms that depend on context, namely monitoring and focusing obtain this. A script matches a goal not in isolation but in an environment containing the goals and scripts that have been expanded beforehand. The environment is made explicit in a context structure associated with each plan. A context structure is simply the sequence of intermediate and end results produced by execution of a script. Because other scripts may satisfy script sub-goals, a hierarchy of contexts is built up during exploration. This hierarchy provides contextual information to monitoring and focusing mechanisms. As intermediate and final results are generated, they become available in the context of the script that produced them. When a script matches a goal, posts its sub-goals, and eventually runs to completion, its results propagate to the context of the higher level script that posted its goal. Results propagate from low levels up to the more abstract levels, where they can be evaluated for their relevance to other areas of exploration. However, their approach does not integrate the dynamic dimension of context. Gonzalez and Ahlers (1993 describe the development of a knowledge representation paradigm that used to model the intelligent behavior of simulated agents in a simulator-based tactical trainer. Their hypothesis is that tactical knowledge is highly dependent upon the context (i.e., the situation being faced). Thus, a combination of script-like structures and pattern-matching rules in an object-oriented environment could serve as a concise means of representing the knowledge involved, as well as an efficient means of reasoning with that knowledge. This hypothesis was tested through the development of a prototype system that implemented the knowledge of a submarine tactical officer on a patrol mission. The results of the prototype show that the combination of scripts and rules in object-oriented environment meets the requirements described above. Their concise means of representing the knowledge involved, as well as an efficient means of reasoning with that knowledge, is called context-based reasoning (CxBR). CxBR encapsulates knowledge about appropriate actions and/or procedures, as well as possible new situations, into contexts. Applying context-based reasoning presents a highly effective and efficient methodology for imparting sufficient intelligence to agents so as to achieve their objective in a training simulator. The context would also contain a set of rules together with its own "mini" inference engine consisting of a pattern matcher, a Rete net as an agenda, as well as the capability to assert and retract facts from the local fact base, to call procedures, and to change contexts.
The representation paradigm proposed is based on the idea that the applicable tactical knowledge is highly dependent upon the situation being faced by the decision maker (i.e., the context). A combination of script-like structures and pattern-matching rules in an object-oriented environment could serve to hold all knowledge pertinent to the context present at a specific time. This paradigm has been preliminary tested in a prototype system that incorporates the knowledge of a submarine tactical officer on a patrol mission. Evaluation of the prototype shows that the context-based paradigm promises to meet the desired levels of conciseness and effectiveness required for the task.
Tactical knowledge is required in order to endow autonomous intelligent agents with the ability to act, not only intelligently, but also realistically, in light of a trainee's action. In general, tactical knowledge can be said to address rime-stressed tasks, which require (1) assessment of the situation at hand, (2) selection of a plan to most properly address the present situation, and (3) execution of that plan. The work described by Gonzalez and Ahlers is based on the idea that by associating the possible situations and corresponding actions to specific contexts, the identification of a situation is simplified because only a subset of all possible situations are applicable under the active context.
In CxBR, contexts are the most important representational item. Much knowledge about how an agent should behave, as well as what other contexts it can transition is stored in the context objects themselves. There are three levels of contexts that can be represented, and they are ordered hierarchically: (1) the mission context, the major contexts, and the sub-contexts. Active contexts change in response to external events but also as a result of actions taken by the decision maker. A context can be likened to a situation that has bee recognized, and which has a prescribed set of procedures that must be carried out, sequentially, methodically, or arbitrarily. This work is quite close to our view on context, but contextual graphs go one step further as a unified formalism for representing knowledge, reasoning and context (see next section). Turner (1993 Turner ( , 1997 Turner ( , 1998 has developed a system--an adaptive reasoner--to make context explicit for autonomous underwater vehicles to tackle unanticipated events in complex environments. Contextual information helps the agent to focus its attention on appropriate goals to achieve in the current situation. Thus, context intervenes in at least five different ways: (1) make predictions about the situation; (2) modulate agent's behavior; (3) focus agent's attention; (4) influence an agent's choice of actions; (5) determine how an agent should handle unanticipated events. An agent should be able to recognize its current context as an instance of a class of contexts it knows about. It should be able to reason about its context, bringing to bear knowledge that is explicitly known to be contextual in nature.
Contextual knowledge is represented as a set of contextual schemas (c-schemas), then retrieving the most appropriate of those and using them to help the reasoner behave appropriately for its current context. Thus, c-schemas contain information not only describing the context they represent, but also information prescribing how to behave in situations that are instances of that context. Schemas provide a natural way to represent contexts, which should facilitate knowledge acquisition and potentially provide a tie to established machine learning approaches such as casebased reasoning.
An agent's context manager retrieves the best c-schemas from its memory based on features of its current situation, then merges them to form a view of the current context, the current cschema. Thus, relatively few contexts are represented as c-schemas, but they are combining as needed to adequately represent a particular situation. The major difference with case-based reasoning is how c-schemas are used: generalized cases are usually used as indexing structures, while c-schemas are problem-solving structures in addition to their role in memory organization. Context is mainly considered as a way to cluster knowledge for search efficiency, for representing counter-factual or hypothetical situations, for circumscribing the effects of particular actions to particular situations, and for directing an agent's focus of attention to salient features of a situation.
In this framework, Turner describes context-mediated behavior (CMB), an approach to context-sensitive behavior developed over the past few years for intelligent autonomous agents. Context-mediated behavior (CMB) is based on the idea that an agent have explicit knowledge about contexts in which it may find itself, then use that knowledge when in those contexts. CMB is automatic once a context is recognized. In CMB, contexts are represented explicitly as contextual schemas (c-schemas). An agent recognizes its context by finding the c-schemas that match it, then it merges these to form a coherent representation of the current context. This includes not only a description of the context, but also information about how to behave in it. From that point until the next context change, knowledge for context-sensitive behavior is available with no additional effort. This is used to influence perception, make predictions about the world, handle unanticipated events, determine the context-dependent meaning of concepts, focus attention, and select actions. CMB is being implemented in the Orca program, an intelligent controller for autonomous underwater vehicles.
In case-based reasoning, it is assumed that similar problems have similar solutions. Retrieving relevant cases is a crucial component of case-based reasoning systems. A main problem is that what is considered similar in one situation may not be similar in another one. Jurisica (1994) proposes a context-based similarity as a basis for flexible retrieval. Case similarity is assessed with respect to a given context that defines constraints for matching. Context allows to specify what parts of information representation to compare and what kind of matching criteria to use. Context can thus be used as a basis of relevance measure, i.e. items are considered relevant if they are similar with respect to the current context. This allows, for instance, for excluding similar but irrelevant items. Jurisica (1994) defines context-based similarity, where context is a set of attributes with associated constraints on the attribute values. The tasks that can be addressed by a context-based similarity are comparing items, retrieving items, finding a context, and knowledge mining. Similarity is thus considered as a relation with three parameters: a set of relevant items, a context and an information base. Context-based similarity has two levels. The first level is an equivalence of items and is called a surface similarity. The second level deals with similarity between contexts and is called deep similarity. Context specifies how close retrieved items are, i.e. it can be perceived as a measure of usefulness. Thus, context in context-based similarity is useful during the process of judging how relevant the returned answer is to the current goal. Jurisica and Glascow (1997, 1998) proposed an algorithm that is based on a notion of relevance assessment and on a modified nearest-neighbor matching. Its modifications include: (1) Grouping attribute into categories of different priorities so that different preferences and constraints can be used for individual categories during query relaxation; (2) Using an explicit context, a form a bias represented as a set of constraints, during similarity assessment; and (3) Using an efficient query relaxation algorithm based on incremental context modifications. The goal is to retrieve not only exact matches, but partial matches (similar cases) as well. In short, context is a parameter of a relevance relation, which maps a case base onto a set of relevant (in terms of context) cases. There are several factors affecting performance of the algorithm (Jurisica and Glascow, 1997) : the size of a case base (measured in terms of the number of cases in the case base); the size of a case (measured in terms of an average number of attributes used to describe cases); and context (measured in terms of the number of attributes defined and constraints specified); the query complexity (measured in terms of the size of a query and the complexity of the operations required); and the relaxation/restriction strategy used.
REASONING REPRESENTATION BY CONTEXTUAL GRAPHS
5.a Introduction
This part of the work has been realized with L. Pasquier (Pasquier, 2002; Brézillon et al., 2003) in the framework of the SART application and extensions are given in (Brézillon, 2003) . Initially, we have used a rule-based representation to describe incident solving. This representation was not adapted to operators, and we have then chosen a tree representation. Decision tree was not the right language for operators, but this allows us to point out some particular points of the representation and the role of context. This operation has several main consequences on the structure of the representation and on the meaning of the model. 1.
The contextual graphs are oriented without circuits, with exactly one root and one goal (because operators have only one goal and branches express only different strategies, depending on the context, to achieve this goal). 2.
The size of the structure is easily controlled and the consideration of a new contextual element will add some elements in the graph, but not increase drastically its size as in a tree representation. 3.
The structure introduces a dynamics comparable to the dynamics of the change between the proceduralized context and contextual knowledge. Indeed, when two branches are merged, it means that the undertaken actions led to a common situation from different contexts. The contextual elements attached to the different branches are proceduralized at the diverging node. They stay in this state for the different action sequences, because they intervene in the branch decisions. Finally, they are deproceduralized when the branches are merged. By this way we explicitly express the life duration of the contextual elements (see Figure 4 ). Contextual graphs give a unified representation of procedures and practices. Moreover, they allows a learning process for integrating new situations by assimilation and accommodation. This learning process looks for the most similar incident solving known and recombines the known elements to express the new incident solving. 5.
The sub-graphs are similar to schemes identified by the cognitive ergonomists as discussed later. These structures may evolve respecting two rules. First, one structure can be duplicated and adapted to another action. The second possible evolution of the structures is the update of the acting rules by combination with a new action sequence achieving this goal. We thus obtain a set of contextual graphs that interact one each other according to a given context for an incident solving.
Moreover, even in a part of a subgraph it may happens that the actions are only partially ordered.
For representing this issue, we introduced the parallel action grouping symbols to represent action sequences that can be done in different order or in parallel. This symbol is made of two parts: a divergent branching and a convergent branching; the parallel branches wear the temporally independent decision blocs.
Finally we obtain the following structure ( Figure 5 ) that we call contextual graph. (The explanation of the symbols used in the Figure are given in the Annex 1.) This structure is called contextual graph to recall that it makes explicit the context and its dynamics for decision-making. This representation is more compact than trees and seems to be well accepted by the operators. As our initial trees were not decision trees, these directed acyclic graphs are not influence diagrams. They simply represent the succession of actions to do to solve an incident; the different possible paths express the possible strategies according to the situation. 
5.b Contextual graph representation of the reasoning
A contextual graph is a directed acyclic graph that represents the actions to undertake according to the context. The action nodes represent actions to undertake to achieve a goal while the event nodes become as explained above, contextual nodes describing the possible contextual issues of a given.
The proceduralization of the contextual knowledge is a process that makes explicit the links, especially the causal and consequential links, between contextual knowledge chunks and as such the links become a part of the proceduralized context. Thus, the proceduralized context appears as a kind of compiled knowledge that the system will have to decompile to explain its reasoning. Consequently, one can regard the above contextual graph ( Figure 5 ) as representing the proceduralized context of actions, because for each context represented by a sequence of contextual nodes the implicit reasoning about causes and consequences implies that the action to undertake is defined without ambiguity.
The slashed square in Figure 5 shows a parallel action grouping structure. Both branches are composed of a contextual sub-graph. The upper one tells how to empty the damaged train, the lower one shows how to empty the helping train. The actions of both sequences are locally and independently carried out. This structure can be thought of as an independent plan named "assistance to a damaged train." This plan has a goal (to push a damaged train with another train up to the end-station) and an explanation about the way to carry it out. This is a general structure that can be found in different incident solvings.
For example, the block "train aid" in Figure 6 is found in the solving of different incidents. Such a block corresponds to the right level of operator's interpretation of events and the type of utterance between the operator and drivers of the concerned trains because all of them use the same language (i.e. they are all able to decompile the action "train aid" in elementary actions). This contextual graph recalls that the structure makes explicit the context and its dynamics for decision-making. This representation is more compact than trees and seems to be well accepted by the operators. Figure 7A : The contextual graph at the initial phase of the learning process
5.c Incremental acquisition of practices in the contextual graphs
Consider the sequence of actions 3-7-4-2 used by the operator for solving the incident (see Figure  7A) . First, the system begins by identifying the path in the contextual graph that is concerned by the entered action sequence. Second, the system tries to fit together the entered sequence and the sequence of actions on the path by associating the actions 3, 7 and 4 (see Figures 7A) . Then, the matching stops here because the system expects an action 5 when the operator specifies an action 2. Asking the operator for his reason, the system learns that a contextual element (C7 in Figure 7B ) was not important until now because its instantiation (currently C7.1) did not matter. However, in the context of the current incident solving, the contextual element C7 must be instantiated with C7.2. Thus, the system acquire the contextual element to take into account (C7, and the previous value C7.1 and the specific value C7.2) to distinguish later the two situations corresponding to actions 5 and 2. 
5.d Related notions
A more detailed presentation of this part is given in (Brézillon, 2002) .
Scripts, frames and relatives provide a static description of the world. In such representations, the dynamics is given by at the assembling stage, i.e. before the use of these items. In the same way, these representations do not deal correctly with context, only through an implicit coding. By abstracting specific details and representing only stereotypical items, scripts are very close of the representation of the procedures established by companies, procedures in which contextual considerations are not retained. Conversely, contextual graphs permit to represent procedures, but also all the variants of the procedures that deal with contextual cues (our practices). As a limit case, an elementary contextual graph can be compared to a script. A scene could be compared to a more complex contextual graph (i.e. composed of elementary sub-graph), except that a scene gives a static organization of sub-graphs in a contextual graph, but does not represent a dynamic organization of the sub-graphs. Moreover, there is no possibility to add new paths in scenes as in contextual graphs.
The use of scenario is a natural and efficient way to capture end users' needs in their context (Karat, 1995) . By using a narrative it is possible to capture more information about the user's goals, and the context the user is operating in. The context might include details about the work place or social situation, and information about resource constraints. This provides some more help in understanding why users do what they do. In much current design work the users goals and context are often assumed implicitly, or may not be taken into account. As such, it is a description of a context, which contains information about users, tasks, and environment. The scenario is described from the user point of view and may include social background, resource (e.g. disk space, time) constraints and background information. Scenarios seek to be concrete; they focus on describing particular instances of use, and on a user's view of what happens, how it happens, and why (Carroll, 1995) . When stories are concrete accounts of particular people and events, in particular situations, scenarios are often more abstract --they are scripts of events that may leave out detail of history, motivation, and personality (Erickson, 1995) . Each scenario can be expanded into a set of causal relations between elements of the design and specific consequences for the user's activity and experience (Carroll, 1995) .
In design, patterns contain the result of years of experience, collaboration and refinement (Schmidt et al., 1996) , not just abstract principles or strategies. A design pattern is a description of a problem and its solution. A pattern should document the problem, its solution and the consequences of using it. This permits to compare alternative solutions with full awareness of the consequences of each alternative. Design patterns capture the static and dynamic structures and collaborations of successful solutions to problems that arise when building applications in a particular domain. Design patterns are similar, at least in the spirit, with our notion of context when we consider a 3-uple (problem, context, solution) as represented by contextual graphs. A pattern is a proven solution to a problem in a context. Here, context refers to a set of recurring situations in which patterns are applied. Alexander et al. (1996) quoted that every pattern is formulated as a rule which establishes a relationship between a context, a system of forces which arises in that context, and a configuration that allows these forces to resolve themselves in that context. Thus, patterns are a way to contextualize knowledge. A strong parallel can be lead between contextual graphs and patterns, although that what is made explicit in contextual graphs seems to be rather implicit or informal in the pattern paradigm. First, both of them capture experience. This point is particularly important when we refer to our discussion about procedures and practices. There is a clear need to express the different ways to reach a given solution. Second, both of them try to make explicit static aspects as well as dynamic aspects of a problem solving. However, in contextual graphs we try to use the dynamic aspects when patterns only give a representation of them with weak means to use it. Third, both of them possess an organization in items/sub-items that appears as a kind of language. In contextual graphs the organization present the same organization that permits a reuse of some sub-items, but contextual graphs permit also the generation of explanation at different levels of detail. Both of them give a description above programming language. With respect to the notion of context, contextual graphs use it explicitly when patterns and frameworks introduce it implicitly. Globally, patterns help designer to develop a computer system, when the contextual-graph formalism is to permit the computer system itself to reuse the experience.
The Unified Modeling Language (UML2000, Eriksson and Penker, 1998) possesses some notions, as activity graph, use case and scenario that are quite similar with our approach based on contextual graphs. Notions as activity graph, use case and scenario that are quite similar with our approach based on contextual graphs. A first similarity relies on a structured description of a problem solving. Activities are organized in sub-activities when possible, and in contextual graphs, some sub-graphs are found in different tasks of higher levels. An advantage of this approach in contextual graphs is to provide naturally learning and explanation capabilities in the system. Both of them, also authorize a representation of temporal branching. Beyond these shared properties, contextual graphs also have learning capabilities and possibilities of reorganization of the memory that are not considered in UML in which the description of the problem stays static. Again, the notion of context that is made explicit in contextual graphs stays implicit in UML.
The concept of place plays an important role in the affordance approach. People give meaning to places based on their interactions with them (Jordan et al., 1998) . Places provide a context for everyday action and a means for identification with the surrounding environment. Affordances are what objects or things offer people to do with them (Gibson, 1977 (Gibson, , 1979 . The theory of affordances states that all the information necessary for correct perception is already present in the environment. Norman (1988) proposed the notion of perceived affordance as "tells the user what actions can be performed on the object and, to some extent, how to do them." When a user sees a printer icon, s/he immediately thinks of the function of a printer -to print out a hard copy of whatever the user is intending. The icon becomes a perceived affordance by associating the function of the printer with the printer icon. The concept of perceived affordance encompasses not only physical objects, but certain types of text that "offer" or "afford" clicking to jump from one place to another. For example, the convention used is that links are underlined and in blue, visited links are underlined and purple, and active links are underlined and in red. This convention is very well known in the Internet culture and a designer who deviates from this concept risks users being frustrated and annoyed. The perceived affordance is, in our interpretation, the contextual knowledge and the proceduralized context considered jointly. When we want to print a document, the printer icon is similar to the proceduralized context, and its associated function the contextual knowledge.
The notion of scheme was proposed first by Kant around 1800, with an emphasis on its temporal dimension (Eco, 1997) . This notion plays an important role for structuring operators' activity: Béguin (1994) for drawers, Galinier (1996) for truck drivers and Duvenci-Langa (1997) for workers on tool machine, have all identify schemes of activity. A scheme is composed of a structure of actions, but also other things as the means used to accomplish the actions. Contextual graphs seem to us a computer expression of schemes, some for solving problems, others for completing sub-goals. Each scheme has a name, a goal and a contextual graph representing the decision-making that permits to achieve its goal depending on the context. Each scheme organizes the activity around an object and can call other schemes to complete specific sub-goals. A contextual graph, as a scheme, permits: -to represent and organize clearly operators' activity and all its variant (procedures and practices), -to include automatic learning and adaptation capabilities in a system, and -to make context explicit in the representation of operators' reasoning. The notions of scheme (mainly scheme of action) and our contextual graphs are quite similar. The SART decision support system uses the contextual-graph representation in association with case-based reasoning, respecting three main modes. The first mode updates the databases used by SART according to a new incident declaration and description. The two other modes are mainly databases interrogations, but differ in their principle. One of these two last modes helps the operator when a new incident occurs. This mode must gather a maximum of information automatically and propose well-adapted solutions. The third mode is a support system for experiencing and training. The two later modes are based on the following reasoning. Given a scheme base, an incident and its context description, the system proposes several possible solutions to this problem. First it selects the scheme corresponding to the resolution of this type of incident. Then, for each contextual element encountered in the associated contextual graph, it determines if this element is known or not for the current incident. If so, it selects only the corresponding branch. Otherwise several policies are acceptable: either it selects all the branches (this presents to the operator all possible strategies in this situation), or it selects the most often followed path, or it follows the path closer to the official procedure. It continues the path selection up to the end of the contextual graph and return the path(s) found. It presents the possible sequences of action, representing the integrated schemes as expandable actions.
CONCLUSION
The two questions of contextual knowledge and knowledge sharing have received wide consideration in recent years. In this paper we have addressed these two topics through Intelligent Assistant Systems and, more specifically, by using our experience in the development of intelligent assistant systems for process control. As a result of our analyses, we stress the dynamic aspect of the contextual knowledge. We propose to define contextual knowledge as a possibly unlimited, personal and situated set of relevant knowledge involved in problem solving. Part of this contextual knowledge is proceduralized to enable cooperation and this results in a shared, limited proceduralized context that can be elicited, and therefore made explicit by the usual methods of knowledge engineering. There are a finite number of pieces of knowledge in the proceduralized context, each of them being related to a situation, date, locations, participants, problem, etc. One difficult question, which can be the main question in diagnosis, is to identify the relevant situation. The second question that we can address through case-based reasoning (Brézillon and Pomerol, 1998) is to use proceduralized context for situations, which are close or similar to a reference situation (i.e., a kind of context-based reasoning). Using our definition we show how contextual knowledge is partially proceduralized in cooperative settings. The proceduralization process being itself a cooperative process we show how the proceduralized context is incrementally enriched and we examine the role of explanation in this process.
Our opinion is that contextual issues cannot be addressed in a static framework only and that eliciting and sharing contextual knowledge in a dynamic way is a key process in addressing and understanding context problems. The parallel to the AI community reinforces this; there is now another community, which concerns by context-aware applications, interested by context in a more hardware way than in IA. Each community tackle ambitious challenges. However, it is clear that none of the two communities is totally right. It is necessary to find a generalization based on the advantages of both communities, but avoiding their respective weaknesses. This supposes the ability to manage: Information that evolves with time (e.g. time schedule for visiting a castle); Information coming from heterogeneous sources (e.g. weather, hotels, press, etc.); Knowledge about users (including their preferences and profiles as perceived by the system through users' actions); Software with a centralized part and mobile parts attached to a user or group of users; and Hardware and interaction among pieces of hardware.
From the observation of operator's actions accomplishing a task (e.g. using shortcuts or not), the system can accompany the user (attentive wake state) in the accomplishment of his task by using anticipation means (e.g. forecast). For example, when a tourist is in a street, the system can warn and propose alternatives, by recall of memo with respect to the location (buy bread before to go home), in a foreign country by automatic changes for currency or translation. Moreover, having support the operator in the accomplishment of a task may help the system to support the user in the accomplishment of other tasks. Here a system will have to make compatible the context of the task (as context-aware applications) and the context of the user (as in artificial intelligence).
Beyond the support that the system can bring to a user by managing his personal context in relationship to the working context, a system can also reuse its experience with a user when it interacts with other users taken individually or in a collaborative work. The former case is similar to the case in which an agent interacting with a user can require a support from other agents with other users to help it to solve a particular problem. The latter case is more general and concerns different aspects of cooperation as negotiation. However, it seems to us that an important point by making context explicit is the adjustment of all users' contexts to make compatible their interpretations and understandings on a given problem (Karsenty and Brezillon, 1995) , even with radically different viewpoints as specialists in the building of a spacecraft or a family of tourists in a city with different objectives.
The context granularity is a kind of density measure that can be used as a function of the distance to the focus of attention. Such a view allows a person to address local questions like, "Where is the closest mail box?", but also more global questions like "How many planets are between Sun and Earth?" Fisheye views (Pook et al., 2000) are one way of integrating the context and focus into a single view. Some of the information surrounding the focus is shown following the rule: the greater the distance of the information from the focus, the more interesting it must be for it to be shown. Thus, it is possible to view local details and global context simultaneously. Note that a general transformation would allow global information about the graph to affect a view. However, we are yet far from such a granularity representation that varies continuously with the distance to the focus of attention. Now, one finds the management of a local context in reference to a global context. The literature on context-aware systems distinguishes two types of context: (1) the "local" context that is close of the focus of attention and highly detailed, and (2) the "distant" context that is general (with less details). This approach is also found in other domains. For example, van Dijk (1998) presents a similar position on political discourses with: -A local or micro context (often called situation), defined by a specific setting and specific participants, and -A global or macro context, informally defined in terms of higher level societal structures, involving, e.g., groups, group relations (such as power and inequality), organizations, institutions or even whole states and nations.
We extend this notion of granularity in situation of collaborative work where we distinguish different types of context at different levels. Movement from one context to another one is ensure by a proceduralization of a part of the knowledge from the first context to the second context. It is a way to manage different users' context (far or global context) and the collaborative work context (the local context). There is a link too with our context-based representation of the knowledge based on the onion metaphor where contextual-knowledge pieces are ordered in layers around the current focus of attention.
