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ON THE GAPS BETWEEN CONSECUTIVE PRIMES
YU-CHEN SUN AND HAO PAN
Abstract. Let pn denote the n-th prime. For any m ≥ 1, there exist infinitely many
n such that pn − pn−m ≤ Cm for some large constant Cm > 0, and
pn+1 − pn ≥ cm logn log logn log log log logn
log log logn
,
for some small constant cm > 0. Furthermore, we also obtain a related result concern-
ing the least primes in arithmetic progressions.
1. Introduction
In recent years, two breakthroughs have been made on the gaps between consecutive
primes. The first one is concerning the small gaps between primes. In 2012, with help
of a refinement of the Bombieri-Vinogradov theorem for smooth moduli, Zhang proved
that
lim inf
n→∞
(pn+1 − pn) ≤ 7× 107, (1.1)
where pn denotes the n-th prime. In 2013, using the multi-dimensional sieve method,
Maynard improved the bound for pn+1 − pn to 600. Furthermore, Maynard and Tao
independently proved that for any m ≥ 1,
lim inf
n→∞
(pn+m − pn) ≤ Cm, (1.2)
where Cm > 0 is a constant only depending on m.
The other breakthrough is concerning the large gaps between consecutive primes. In
[10, 16, 9], Ford, Green, Konyagin, Maynard and Tao proved that there exist infinitely
many n such that
pn+1 − pn ≥ c logn log2 n log4 n
log3 n
, (1.3)
where c > 0 is an absolute constant and logk denotes the k-th iteration of the logarithum
function. This improves the former Erdo˝s-Rankin bound
pn+1 − pn ≥ c logn log2 n log4 n
log23 n
. (1.4)
In [21], Pintz considered the combination of the large and small gaps between primes.
He proved that for any m ≥ 1, there exist infinitely many n such that
pn − pn−m ≤ Cm (1.5)
and
pn+1 − pn ≥ cm logn log2 n log4 n
log23 n
, (1.6)
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where Cm, cm > 0 are two constants only depending on m. However, (1.6) still belongs
to the Erdo˝s-Rankin type bound, which is weaker than (1.3). In this paper, we shall
improve Pintz’s bound for the large gaps between primes.
Theorem 1.1. For any m ≥ 1, there exist infinitely many n such that
pn − pn−m ≤ Cm (1.7)
and
pn+1 − pn ≥ cm logn log2 n log4 n
log3 n
, (1.8)
where Cm, cm > 0 are two constants only depending on m.
Let us introduce some necessary notations which will be used frequently later.
• For two quantities X and Y , let X = O(Y ) or X ≪ Y mean that |X| ≤ C|Y |
for some constant C > 0. In particular, write X ≍ Y provided that X = O(Y )
and Y = O(X) simultaneously.
• Suppose that X and Y be two quantities depending on x. Write X = o(Y )
provided that X/Y tends to 0 as x → ∞. In particular, X ∼ Y means that
X = Y + o(Y ) as x→∞.
• For an event A, let P[A] denote the probability that A happens. And for another
event B, define the conditional probability
P[A|B] := P[A ∧B]
P[B]
.
• For a random variable X , let E[X ] the expectation with respect to X , i.e.,
E[X ] =
∑
x
x · P [X = x].
Furthermore, for an event B, define the conditional expectation
E[X|B] :=
∑
x
x · P [(X = x) ∧ B].
• For an assertion A, let 1A = 1 or 0 according to whether A is true or not.
This paper will be organized as follows. First, in the second section, we need to
construct a suitable admissible set in order to apply a modified Maynard-Tao theorem.
In Section 3, with help of the sieve method, we shall reduce the existence of large
gap to the existence of some random vectors. And in the subsequent two sections, we
shall complete the proof of Theorem 1.1 via some probabilistic arguments. Finally, in
the last section, using the similar way, we shall prove a result concerning the lower
bound of p(k, l), where p(k, l) denotes the least prime in the arithmetic progression
{kn+ l : n ≥ 1}.
2. Construction of the admissible set
The following modified Landau-Page theorem is due to Bank, Freiberg and Maynard.
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Lemma 2.1 ([1, Lemma 4.1]). Suppose that T ≥ 3 and P ≥ T 1log2 T . Among all q ≤ T
with P+(q) ≤ P and all primitive characters χ modulo q, there exist at most one q0 and
one χ modulo q0 such that L(s, χ) has a zero in the region
ℜ(s) > 1− c0
logP
, |ℑ(s)| ≤ exp
(
logP√
log T
)
, (2.1)
where c0 > 0 is an absolute constant. If such a zero of L(s, χ) in the region (2.1) exists,
then the zero must be unique, real and simple. Furthermore, the character χ is real and
P+(q0)≫ log q0 ≫ log2 T. (2.2)
Fixed an absolute constant c as in Lemma 2.1 and define
ZT = P+(q0) (2.3)
if such a exceptional modulus q0 exists, and ZT = 1 if no such modulus exists.
For some integers h1, . . . , hk, we say that H = {h1, . . . , hk} is admissable, provided
that for any prime p, there exists 1 ≤ a ≤ p such that
h1, . . . , hk 6≡ a (mod p).
Lemma 2.2. Let m be a positive integer. There is a large integer km and a small
constant ǫm > 0 satisfying the following requirements. For any sufficiently large N , let
w = ǫm logN and
W =
∏
p≤w
p∤Z
N4ǫ
p
Let H = {h1, . . . , hkm} be an admissible km-tuple such that 0 ≤ h1, . . . , hkm ≤ N and
hj − hi has no prime factor greater than w for any 1 ≤ i < j ≤ km. Then for any
1 ≤ b ≤W with (b+h1) · · · (b+hkm) and W are co-prime, there exists n ∈ [N, 2N ] with
n ≡ b (mod W ) such that {n + h1, . . . , n+ hkm} contains at least m primes.
Proof. This is an immediate corollary of [1, Theorem 4.2]. 
Suppose that m ≥ 1 and N is sufficiently large. Let km and ǫm be the ones described
in Lemma 2.2. Let
R := ǫm logN (2.4)
and
M =
∏
p≤R
p∤Z
N4ǫ
p. (2.5)
Let
x =
R
C0
(2.6)
and
y = c0x · log x log3 x
log2 x
, (2.7)
where C0 > 2 is a sufficiently large constant and c0 > 0 is a sufficiently small constant
to be chosen later.
According to the Maynard-Tao theorem, we may choose a large integer gm (only
depending on km) such that for any admissible H = {h1, . . . , hgm} with hi = Om(1),
there exists n ∈ [x, 2x] such that {n + h1, . . . , n + hgm} contains at least km primes,
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where Om means that the implied constant by O only depends on m. Now suppose that
h′1, . . . , h
′
km
are distinct primes lying in {n + h1, . . . , n+ hgm}. It is easy to see that
H′ = {h′1, . . . , h′km}
forms an admissible set.
Proposition 2.1. There exists 1 ≤ b ≤M such that(
(b+ h′1) · · · (b+ h′m),M
)
= 1
and
(b+ ν,M) > 1
for any ν ∈ (x, y] \ H′.
Let us explain why Proposition 2.1 implies Theorem. Now
x ≤ h′1, . . . , h′km ≤ 2x ≤ R.
So for any 1 ≤ i < j ≤ km, h′j − h′i has no prime factor greater than R. By Lemma 2.2,
there exists n ∈ [N, 2N ] with
n ≡ b (mod M)
such that
{n + h′1, . . . , n+ h′km}
contains at least m primes. Without loss of generality, we may assume that q1, . . . , qm′
with q1 < · · · < qm′ are all primes lying in {n+h′1, . . . , n+h′km}, where m′ ≥ m. Clearly
qm′ − q1 ≤ h′km − h′1 = Om(1).
On the other hand, according to Proposition 2.1, for any ν ∈ (x, y] \ H′, evidently
n + ν can’t be a prime since it isn’t prime to M . Let qm′+1 be the least prime greater
than n + y. Thus q1, . . . , qm′ , qm′+1 are consecutive primes such that q1, . . . , qm′ lie in a
bounded interval, and
qm′+1 − qm′ ≥ y − 2x≫ logN log2N log4N
log3N
.
3. The application of sieve method
Let
α := x
log3 x
4 log2 x . (3.1)
Let
S := {s prime : log20 x < s ≤ α}\{ZN4ǫ}, (3.2)
P := {p prime :x/2 < p ≤ x}\{ZN4ǫ}, (3.3)
and
Q := {q prime :x < q ≤ y}. (3.4)
For a prime p, let
Ep := {n ∈ Z : n 6≡ h′i (mod p) for all 1 ≤ i ≤ km}
and
E¯p := {a mod p : a 6≡ h′i (mod p) for all 1 ≤ i ≤ km}.
For residue class ~a = (as ∈ E¯s)s∈S and ~b = (bp ∈ E¯p)p∈P , define
S(~a) := {n ∈ Z : n 6≡ as (mod s) for all s ∈ S}
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and
S(~b) := {n ∈ Z : n 6≡ bp (mod p) for all p ∈ P}.
Proposition 3.1. There are vector ~a = (as ∈ E¯s)s∈S and ~b = (bp ∈ E¯p)p∈P such that∣∣Q ∩ S(~a) ∩ S(~b)∣∣≪ x
log x
. (3.5)
Let us explain why Proposition 3.1 implies Theorem 1.1. Let ~a and ~b be as in
Proposition 3.1. We extend the tuple ~a = (as)s∈S to (ap)p∈[1,x]\{Z
N4ǫ}
, by setting ap := bp
for p ∈ P, ap := 0 for p ∈ [1, x] \ (S ∪ P ∪ {ZN4ǫ}). Let
T := {n ∈ (x, y] : n 6≡ ap (mod p) for all p ∈ [1, x] \ {ZN4ǫ}}.
For any prime q ∈ Q ∩ S(~a) ∩ S(~b), since q > x, clearly
q 6≡ 0 = ap (mod p)
for each p ∈ [1, x] \ (S ∪ P ∪ {ZN4ǫ}). It follows that
Q ∩ S(~a) ∩ S(~b) ⊆ T .
Suppose that n ∈ T \ (Q∩ S(~a)∩ S(~b)). Then n is composite and no prime factor of n
lies in ([1, log20 x] ∪ (α, x/2]) \ {ZN4ǫ}. Also, since y/x = o(log x) and recalling that
ZN4ǫ ≫ log logN ≫ log x,
we obtain that n is not divisible by any prime lying in (x/2, y]. It follows that all prime
factors of n all lie in (log20 x, α]. Let R be the set of α-smooth numbers, i.e., a number
with all prime factors at most α. By the well-known de Brujin’s theorem [2] and (2.7),
we have ∣∣R ∩ [1, y]∣∣ = e−u log u+O(u log log(u+2)) = y
log4+o(1) x
= o
(
x
log x
)
,
where
u :=
log y
logα
∼ 4 log2 x
log3 x
by (2.7) and (3.1). Hence
∣∣T \ (Q ∩ S(~a) ∩ S(~b))∣∣ = o
(
x
log x
)
,
i.e.,
|T | = O
(
x
log x
)
by (3.5).
Now let C0 in (2.6) be a sufficiently large constant such that
|T | ≤ (C0 − 1)x
3 log x
,
i.e., 2|T | is less than the number of primes in (x, C0x]. Assume that T \H′ = {t1, . . . , th}.
Note that for any 1 ≤ i ≤ h and 1 ≤ j ≤ km, ti− h′j has at most one prime factor lying
in (x, C0x], since ti ≤ y < x2. Choose distinct primes p1, . . . , ph in (x, C0x] such that
ti 6≡ h′j (mod pi) for any 1 ≤ i ≤ h and 1 ≤ j ≤ km. Set api = ti for each 1 ≤ i ≤ h.
Then api ∈ E¯pi. Also, for each p ∈ (x, C0x] \ {p1, . . . , ph}, we may arbitrarily choose
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ap ∈ E¯p. Recall that C0x = R and M is the product of all primes in [1, R] \ {ZN4ǫ}. By
the Chinese remainder theorem, there exists 1 ≤ b ≤M such that
b ≡ −ap (mod p)
for each prime p ∈ [1, C0x] \ {ZN4ǫ}. We claim that b satisfies the requirements of
Theorem 1.1. It is easy to see that ap ∈ E¯p for any p ∈ [1, C0x] \ {ZN4ǫ}. So we have
(b+ h′1) · · · (b+ h′km) is prime to M . Also, suppose that ν ∈ (x, y] \ H′. If ν 6∈ T , then
ν ≡ ap (mod p) for some p ∈ [1, x] \ {ZN4ǫ}, i.e., both b + ν and M are divisible by p.
If ν ∈ T \ H′, then we also have ν = ti = api for some 1 ≤ i ≤ h. So we always have
(b+ ν,M) > 1 for any ν ∈ (x, y] \ H′. Thus Theorem 1.1 is concluded.
In fact, according to the discussions of [9], Proposition3.1 can be deduced from the
following weaker random construction.
Proposition 3.2. Suppose that x is sufficiently large and y is the one in (2.7). Then
there is a quantity C with C ≍ c−10 , a tuple of positive integers (v1, . . . , vr) with
r ≤ √log x and some way to choose random vector ~a = (as 6≡ h′i mod s)s∈S and
~n = (np ∈ Ep)p∈P of congruence classes as mod s and integers np respectively, satis-
fying the following requirements:
(I) For every ~a in the essential range of ~a, we have
P
[
q ∈ ep(~a)
∣∣~a = ~a] ≤ x− 12− 110 (3.6)
for each p ∈ P, where ep(~a) := {np + vip : 1 ≤ i ≤ r} ∩ Q ∩ S(~a).
(II) With probability 1− o(1), we have
#
(Q ∩ S(~a)) ∼ 80c · x log2 x
log x
. (3.7)
(III) Suppose that ~a lies in the essential range of ~a. We call ~a good, provided that for
all but at most x/(log x log2 x) elements q ∈ Q ∩ S(~a),∑
p∈P
P
[
q ∈ ep(~a)
∣∣~a = ~a] = C +O≤
(
1
(log2 x)
2
)
, (3.8)
where O≤ means that the implied constant by O is just 1. Then with probability 1−o(1),
~a is good.
The proof of Proposition 3.2 will be given in the next section, via a number of auxiliary
lemmas.
4. Proofs of (I) and (II) of Proposition 3.2
Lemma 4.1. Let x and y be the sufficiently large real numbers defined by (2.6) and
(2.7). Let P,Q be defined by (3.3), (3.4). Let r be a positive integer with
r0 ≤ r ≤ logη0 x (4.1)
for some sufficiently large absolute constant r0 and sufficiently small η0 > 0, let (v1, . . . , vr)
be an admissible r-tuple contained in [2r2]. Then one can find a positive integer quantity
τ ≥ x−o(1) (4.2)
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and a positive quantity u = u(r) depending only on r with
u ≍ log r (4.3)
and a non-negative w : P × Z → R+ supported on P × [−y, y] with the following
properties:
• Uniformly for every p ∈ P, one has
∑
n∈Z
w(p, n) = (1 +O(
1
log102 x
))τ
x
logr x
(4.4)
• Uniformly for every q ∈ Q and i = 1, . . . , r one has
∑
p∈P
w(p, q − vip) = (1 +O( 1
log102 x
))τ
u
r
x
2 logr x
(4.5)
• Uniformly for every v = O(y/x) that is not equal to any of the vi, one has∑
q∈Q
∑
p∈P
w(p, q − vp) = O( 1
log102 x
τ
x
logr x
y
log x
) (4.6)
• Uniformly for all p ∈ P, n ∈ Z
w(p, n) = O(x1/3+o(1)) (4.7)
Proof. See [9, Theorem 6]. 
Let x, y, c,S,P and Q be as in Proposition 3.2. Set
r := ⌊logη0 x⌋, (4.8)
where η0 is the small constant in Lemma 4.1. Let w : P×Z→ R+ be a weight satisfying
all stated properties in Lemma 4.1.
For each p ∈ P, let n˜p denote the random integer with probability density
P[n˜p = n] :=
w(p, n)∑
n′∈Zw(p, n
′)
.
It follows that
P[n˜p = q − vip] := w(p, q − vip)∑
n′∈Zw(p, n
′)
.
In view of (4.4) and (4.5), we have
∑
p∈P
P[q = n˜p + vip] =
(
1 +O
(
1
log102 x
))
· u
r
· x
2y
(4.9)
for any q ∈ Q and 1 ≤ i ≤ r. Also, by (4.4), (4.7), (4.2) and (2.7), we get that
P[n˜p = n]≪ x− 12− 16+o(1) (4.10)
for each p ∈ P and n ∈ Z.
Let the random vector ~a := (as)s∈S be chosen by selecting each as ∈ Zs uniformly
at random from Zs\{h′i mod s : i = 1, . . . , m}, independently in s and independently
of the n˜p. Let h(s) denote the number of residue classes h
′
i mod s, 1 ≤ i ≤ m. Since
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{h′1, . . . , h′km} is admissible, we always have h(s) < s. Then S(~a) is a random periodic
subset of Z with density ∏
s∈S
(
1− 1
s− h(s)
)
∼ σ,
where
σ :=
∏
s∈S
(
1− 1
s
)
.
According to (3.1), (3.2) and the prime number theorem (with a sufficiently strong error
term), we have
σ =
(
1 +O
(
1
log102 x
))
· log(log
20 x)
logα
=
(
1 +O
(
1
log102 x
))
· 80(log2 x)
2
log x log3 x
In particular, by (2.7),
σy =
(
1 +O
(
1
log102 x
))
· 80cx log2 x (4.11)
We also obtain from (4.8) that
σr = xo(1). (4.12)
For each p ∈ P, let
Xp(~a) := P
[
n˜p ∈ Ep and n˜p + vip ∈ S(~a) for any 1 ≤ i ≤ r
]
(4.13)
and let P(~a) denote the set of all the primes p ∈ P such that
Xp(~a) =
(
1 +O≤(log
−3 x)
) · σr. (4.14)
For each p ∈ P, define the random variables np as follows. Suppose that the event ~a = ~a
happens for some ~a in the range of ~a. Set np = 0 if p ∈ P\P(~a). If p ∈ P(~a), let np to
be the random integer with conditional probability distribution
P[np = n|~a = ~a] := Zp(~a;n)
Xp(~a)
, (4.15)
where
Zp(~a;n) = 1n+vip∈S(~a)
n∈Ep
· P[n˜p = n].
Note that here those random variables np for all p ∈ P(~a) are jointly independent and
conditionally on the event ~a = ~a. From (4.13) we see that these random variables are
well defined.
Clearly the first assertion of Proposition 3.2 easily follows from (4.10), (4.15) and
(4.13).
Lemma 4.2. Let t ≤ log x be a natural number with |n1|, . . . , |nt| ≤ y. Then
P
[
n1, . . . , nt ∈ S(~a)
]
=
(
1 +O(log−16 x)
) · σt.
Proof. Clearly
P[as 6≡ n1, . . . , nt mod s] ≥ s− h(s)− t
s− h(s) .
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For each s ∈ S, clearly the integers n1, . . . , nt will occupy t distinct residue classes
modulo s, unless s divides ni − nj for some 1 ≤ i < j ≤ t. Since s ≥ log20 x and
|ni − nj| ≤ 2x2, we have∣∣{s ∈ S : ni ≡ nj (mod s) for some 1 ≤ i < j ≤ t}∣∣ = O(t2 log x) = O(log3 x).
Similarly,∣∣{s ∈ S : ni ≡ h′j (mod s) for some 1 ≤ i ≤ t and 1 ≤ j ≤ m}∣∣ = O(m log2 x).
Thus except for O(log3 x) values of s,
P[as 6≡ n1, . . . , nt mod s] = s− h(s)− t
s− h(s) .
Since the choice for those components as are independent, we have
P
[
n1, . . . , nt ∈ S(~a)
]
=
(
1 +O
(
t
s
))O(log3 x)∏
s∈S
(
1− t
s− h(s)
)
.
Note that
∏
s∈S
(
1− t
s− h(s)
)(
1− 1
s
)−t
=
∏
s∈S
exp
(
O
(
t2 +mt
s2
))
=1 +O
(∑
s∈S
t2 +mt
s2
)
= 1 +O
(
1
log18 x
)
.
It follows that
P
[
n1, . . . , nt ∈ S(~a)
]
=
(
1 +O
(
t log3 x
s
))
·
(
1 +O
(
1
log18 x
))∏
s∈S
(
1− 1
s
)t
=
(
1 +O(log−16 x)
) · σt.

Let us introduce some basic inequalities in Probability Theory
• Markov’s inequality
P[X ≥ λ] ≤ µ
λ
, X > 0, µ = E[X ], λ > 0 (4.16)
• Chebyshev’s inequality
P[|X > µ| ≥ λ
√
E|X − µ|2] ≤ 1
λ2
, λ > 0, µ = EX ∈ R, E|X − µ|2 > 0 (4.17)
Lemma 4.3 (modified Chebyshev’s inequality). Suppose that for some A > 0 and
0 < ǫ < 1 we have
µ = E[X ] = A(1 +O≤(ǫ)), EX
2 = A2(1 +O≤(ǫ)).
Then, for any δ > ǫ we have
P[|X −A| ≥ δA] ≤ 4ǫ
(δ − ǫ)2
Proof. See [9, Lemma 2.1]. 
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Lemma 4.4. With the probability 1− o(1), we have
∣∣Q∩ S(~a)∣∣ = (1 +O(log−102 x)) · σylog x. (4.18)
Proof. Applying Lemma 4.2 with t = 1 and 2, we can respectively get that
E
[|Q ∩ S(~a)|] = (1 +O(log−16 x))σ · |Q|
and
E
[|Q ∩ S(~a)|2] = (1 +O(log−16 x)) · (σ · |Q|+ σ2 · |Q|(|Q| − 1)).
By Lemma 4.3, we have
P
[∣∣|Q ∩ S(~a)| − σ|Q|∣∣ ≥ log−102 xσ|Q|] = o( log−16 x).
And |Q| ∼ y log−1 x by the prime number theorem. Thus the proof of Lemma 4.4 is
complete. 
Thus (II) of Proposition 3.2 is an immediate consequence of (2.7) and (4.18).
5. Proof of (III) of Proposition 3.2
Lemma 5.1. With the probability 1−O(log−3 x), P(~a) contains all but O(x log−4 x) of
the primes p ∈ P. In particular,
E
[|P(~a)|] = |P| · (1 +O(log−3 x)).
Proof. By Lemma 4.2, we have
E
[
Xp(~a)
]
=
∑
np
E
[
Xp(~a)| n˜p = np
] · P[n˜p = np]
=
(
1 +O(log−16 x)
) · σr ∑
np∈Ep
P[n˜p = np].
And according to (4.10),
∑
np∈Ep
P[n˜p = np] = 1− O
(
y
p
)
· x− 12− 16+o(1) = 1− O(x− 12− 16+o(1)).
Hence we get that
E
[
Xp(~a)
]
= P[n˜p + vip ∈ S(~a) for each 1 ≤ i ≤ r] =
(
1 +O(log−16 x)
) · σr. (5.1)
Similarly, by Lemma 4.2, we also have
E
[
Xp(~a)
2
]
=
(
1 +O(log−16 x)
) ∑
n
(1)
p ,n
(2)
p ∈Ep
σ
|R
n
(1)
p ,n
(2)
p
|
P[n˜(1)p = n
(1)
p and n˜
(2)
p = n
(2)
p ],
where n˜
(1)
p , n˜
(2)
p are independent copies of np that are also independent of ~a, and
R
n
(1)
p ,n
(2)
p
= {n(l)p + vip : 1 ≤ i ≤ r, l = 1, 2}.
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Evidently |R
n
(1)
p ,n
(2)
p
| 6= 2r if and only if n(1)p − n(2)p = (vi − vj)p for some 1 ≤ i, j ≤ r.
By (4.10), ∑
n
(1)
p ,n
(2)
p ∈Ep
|R
n
(1)
p ,n
(2)
p
|6=2r
P[n˜(1)p = n
(1)
p and n˜
(2)
p = n
(2)
p ]
=
∑
n
(1)
p ,n
(2)
p ∈Ep
1≤j,k≤r
P[n˜(1)p = n
(1)
p ]P
[
n˜(2)p = n
(1) + (vj − vk)p
]
=O(x−
1
2
− 1
6
+o(1)).
While ∑
n
(1)
p ,n
(2)
p ∈Ep
P[n˜(1)p = n
(1)
p and n˜
(2)
p = n
(2)
p ]
=
( ∑
np∈Ep
P[n˜p = np]
)2
= 1−O(x− 12− 16+o(1)).
Since σr = xo(1), we get
E
[
X2p (~a)
]
=
(
1 +O(log−16 x)
) · σ2r. (5.2)
For each p ∈ P, from the (4.13), we know that
p ∈ P(~a)⇐⇒ |Xp(~a)− σr| ≤ O≤
(
log−3 x
) · σr,
Thus by Lemma 4.3, we have
P
[|Xp(~a)− σr| ≤ O≤(log−3 x) · σr)] = 1−O( log−6 x).
That is, p belongs to P(~a) with probability 1 − O(log−6 x) for each p ∈ P. Then with
help of the linearity of expectation, we have
E
[|P(~a)|] = E
[∑
p∈P
1p∈P(~a)
]
=
∑
p∈P
E
[
1p∈P(~a)
]
= |P| · (1 +O(log−6 x)).
Since P(~a) ⊆ P and |P| ≍ x/ log x, by Markov’s inequality
P
[
|P| − |P(~a)| ≥ x
log4 x
]
≤ E(|P| − |P(~a)|
x log−4 x
= O
(
1
log3 x
)
.

Lemma 5.2. For each 1 ≤ i ≤ r,
E
[∑
n
σ−r
∑
p∈P\P(~a)
Zp(~a;n)
]
= o
(
u
σ
· x
2y
· 1
r log32 x log
2
2 x
)
. (5.3)
Proof. First, it follows from Lemma 4.2 that
E
[∑
n
σ−r
∑
p∈P
Zp(~a;n)
]
=σ−r
∑
p∈P
∑
n∈Ep
P[n˜p = n]P
[
n + vip ∈ S(~a)
]
=
(
1 +O(log−16 x)
) · |P|.
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Next, by (4.13) and Lemma 5.1, we have
E
[∑
n
σ−r
∑
p∈P(~a)
Zp(~a;n)
]
= σ−r
∑
~a
P[~a = ~a]
∑
p∈P(~a)
Xp(~a)
=
(
1 +O(log−3 x)
) · E[|P(~a)|] = (1 +O(log−3 x)) · |P|.
So we conclude that the left-hand side of (5.3) is
O
(|P| · log−3 x) = O(x log−4 x).
Then (5.3) immediately follows form (2.7) and (4.1). 
Lemma 5.3. With the probability 1− o(1),
r∑
i=1
∑
p∈P
Zp(~a; q − vip) =
(
1 +O≤(log
−3
2 x)
) · σr−1u · x
2y
, (5.4)
for all but at most x/(2 log x log2 x) primes q ∈ Q ∩ S(~a).
Proof. Call a prime q ∈ Q bad, if q ∈ Q∩ S(~a) but (5.4) fails. With help of Lemma 4.2
and (4.9), we have
E
[ ∑
q∈Q∩S(~a)
r∑
i=1
∑
p∈P
Zp(~a; q − vip)
]
=
∑
q,i,p
q−vip∈Ep
P
[
q + (vj − vi)p ∈ S(~a) for all j = 1, . . . , r
]
P[n˜p = q − vip]
=
(
1 +O(log−16 x)
)
σr
r∑
i=1
∑
q,p
P[n˜p = q − vip]1q−vip∈Ep.
Fix i ∈ {1, . . . , r}. For any 1 ≤ j ≤ km and q ∈ Q, assume that q − vip1 ≡ hj (mod p1)
and q − vip2 ≡ hj (mod p2) for two distinct primes p1, p2 ∈ P. Then we have q − h′j is
divisible by p1p2. It is impossible since q = O(x log x) and p1, p2 > x/2. Hence∣∣{p ∈ P : q − vip 6∈ Ep}∣∣ ≤ km.
It follows from (4.9) and (4.10) that∑
q,p
P[n˜p = q − vip)]1q−vip∈Ep =
∑
q,p
P[n˜p = q − vip] +Om
(|Q| · x− 23+o(1))
=
(
1 +O
(
1
log102 x
))
· u
r
· x
2y
· |Q|, (5.5)
i.e.,
E
[ ∑
q∈Q∩S(~a)
r∑
i=1
∑
p∈P
Zp(~a; q − vip)
]
=
(
1 +O(log−102 x)
)
σrr · u
r
· x
2y
· y
log x
=
(
1 +O(log−102 x)
) · σrux
2 log x
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by the prime number theorem. Similarly,
E
[ ∑
q∈Q∩S(~a)
( r∑
i=1
∑
p∈P(~a)
Zp(~a; q − vip)
)2]
=
∑
i1,i2,q
p1 6=p2
q−vi1p1∈Ep1
q−vi2p2∈Ep2
P
[
q + (vj − vil)pl ∈ S(~a) for 1 ≤ j ≤ r, l = 1, 2
] ∏
l=1,2
P[n˜(l)pl = q − vilpl]
+
∑
p,q,i1,i2
q−vi1p∈Ep
q−vi2p∈Ep
P
[
q + (vj − vi)p ∈ S(~a)
] ∏
l=1,2
P[n˜(l)p = q − vilp]
=
(
1 +O(log−102 x)
)(
σ2r−1
∑
p1 6=p2
∑
q,i1,i2
∏
l=1,2
P[n˜(l)pl = q − vilpl]1q−vilpl∈Ep +O(x−
2
3
+o(1))
σrux
2 log x
)
,
by noting that∑
p
∑
q,i1,i2
∏
l=1,2
P[n˜(l)p = q − vilp]1q−vilp∈Ep = O(x−
2
3
+o(1))
∑
i
∑
q,p
P[n˜p = q − vip]1q−vip∈Ep
by (4.10). It follows from (5.5) that∑
p1 6=p2
∑
q,i1,i2
∏
l=1,2
P[n˜(l)pl = q − vilpl]1q−vilpl∈Ep
=
(∑
i
∑
q,p
P[n˜p = q − vip]1q−vip∈Ep +O(x−
2
3
+o(1))
)2
=
(
1 +O(log−102 x)
) · u2x2
4 log2 x
Let E~a (resp. P~a) denote the expectation (resp. probability) with respect to ~a. In
view of (4.18), with the probability of 1− o(1), we have
O(log−102 x) ·
(
u
σ
· x
2y
)2
=E~a
[
1
|Q ∩ S(~a)|
∑
q∈Q∩S(~a)
(
σ−r
∑
p∈P
Zp(~a; q − vip)− u
σ
· x
2y
)2]
=E~a,q
[(
σ−r
∑
p∈P
Zp(~a; q − vip)− u
σ
· x
2y
)2]
=E~a
[
Eq
[(
σ−r
∑
p∈P
Zp(~a; q − vip)− u
σ
· x
2y
)2]]
,
where q is chosen uniformly at random from Q ∩ S(~a). By the Markov inequality,
P~a
[
Eq
[(
σ−r
∑
p∈P
Zp(~a; q − vip)− u
σ
· x
2y
)2]
≥ log−92 x ·
(
ux
2σy
)2]
= o
(
1
log3 x
)
,
i.e.,
Eq
[(
σ−r
∑
p∈P
Zp(~a; q − vip)− u
σ
· x
2y
)2]
≤ log−92 x ·
(
ux
2σy
)2
(5.6)
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with the probability 1 − o(1) of ~a. Applying Markov’s inequality again, for almost all
~a, we obtain that
Pq
[∣∣∣∣σ−r
∑
p∈P
Zp(~a; q − vip)− u
σ
· x
2y
∣∣∣∣ ≥ log−32 x · ux2σy
]
= O
(
log−32 x
)
.
Since the choice of q is chosen uniformly random, the number of bad q is at most
O
(
σy
log x
· 1
log32 x
)
with the probability 1− o(1) of ~a. 
Lemma 5.4. With the probability 1− o(1), we have
σ−r
r∑
i=1
∑
p∈P(~a)
Zp(~a; q − vip) =
(
1 +O(log−32 x)
) · u
σ
· x
2y
(5.7)
for all but at most x/(2 log x log2 x) of the prime q ∈ Q ∩ S(~a).
Proof. Fix i and substitute n = q − vip. By Lemma 4.4 and (5.3), with the probability
1− o(1), we have
o
(
u
σ
· x
2y
· 1
r log32 x log
2
2 x
)
=E~a
[
1
|Q ∩ S(~a)|
∑
q∈Q∩S(~a)
σ−r
∑
p∈P\P(~a)
Zp(~a; q − vip)
]
=E~a
[
Eq
[
σ−r
∑
p∈P\P(~a)
Zp(~a;q− vip)
]]
,
where we choose those q ∈ Q ∩ S(~a) uniformly randomly. Using Markov’s inequality,
we get
E
[
σ−r
∑
p∈P\P(~a)
Zp(~a;q− vip)
]
≤ u
σ
· x
2y
· 1
r log32 x log
2
2 x
with the probability 1− o(1) of ~a. Using the Markov inequality again, we have
P
[
σ−r
∑
p∈P\P(~a)
Zp(~a;q− vip) ≥ u
σ
· x
2y
· 1
r log32 x
]
= O
(
1
log22 x
)
.
Hence the number of those q ∈ Q ∩ S(~a) such that
σ−r
∑
p∈P\P(~a)
Zp(~a;q− vip) ≥ u
σ
· x
2y
· 1
r log32 x
is at most
|Q ∩ S(~a)| ·O
(
1
log22 x
)
= O
(
x
log x log2 x
)
.
Thus by Lemma 5.3, (5.7) is concluded. 
Now we are ready to complete the proof of Proposition 3.2. Suppose that ~a is good
(the definition from Proposition 3.2) and q ∈ Q ∩ S(~a). Clearly q = np + vip only if
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p ∈ P(~a), since np = 0 for p ∈ P \ P(~a). Substituting (4.15) into the left hand side of
of (5.7) and applying (4.14), we find that
σ−r
r∑
i=1
∑
p∈P(~a)
Zp(~a; q − vip) =σ−r
r∑
i=1
∑
p∈P(~a)
Xp(~a)P
[
np = q − vip
∣∣~a = ~a]
=
(
1 +O(log−3 x)
) · σ−r
r∑
i=1
∑
p∈P(~a)
P
[
np = q − vip
∣∣~a = ~a]
=
(
1 +O(log−3 x)
) · σ−r∑
p∈P
P
[
q ∈ ep(~a)
∣∣~a = ~a],
where
ep(~a) = {np + vip : 1 ≤ i ≤ r} ∩ Q ∩ S(~a)
is the one defined in Proposition 3.2. Thus in view of (4.8), (4.2) and (4.11), (III) holds
with the probability 1− o(1), by setting
C :=
u
σ
· x
2y
≍ 1
c0
.
6. The least prime in an arithmetic progression
For two positive integers k, l with (k, l) = 1 and k ≥ l, let p(k, l) denote the least
prime in the arithmetic progression {kn + l : n ≥ 1}. In [18] (see also [25]), with help
of the Erdo¨s-Rankin method, Prachar proved that for any given l ≥ 1, there exists
infinitely many k such that
p(k, l) ≥ ck · log k log2 k log4 k
log23 k
, (6.1)
where c > 0 is a absolute constant.
Here, we may improve the result of Prachar as follows.
Theorem 6.2. For any given l ≥ 1, there exists infinitely many k such that
p(k, l) ≥ ck · log k log2 k log4 k
log23 k
, (6.2)
where c > 0 is a absolute constant.
Suppose that x is a sufficiently large integer. Let y, α,S,P,Q and S(~a) are likewise
defined in Sections 2 and 3. The only difference is that here we need to set
E¯∗p := {a mod p : a 6≡ x (mod p)}
for any prime p. Similarly, we can prove that
Proposition 6.1. There are two vectors ~a = (as ∈ E¯∗s )s∈S and ~b = (bp ∈ E¯∗p )p∈P, such
that ∣∣Q ∩ S(~a) ∩ S(~b)∣∣≪ x
log x
. (6.3)
Let us show how to deduce Theorem 6.2 from Proposition 6.1. Let ~a and ~b be as in
Proposition 6.1. Extend the tuple (as ∈ E¯∗s )s∈S to (as ∈ E¯∗s )p≤x by setting ap := bp for
p ∈ P and ap := 0 for those p 6∈ S ∪ P. Let
T := {n ∈ (x, y] : n 6≡ ap (mod p) for all p ≤ x}
16 YU-CHEN SUN AND HAO PAN
According to Proposition 6.1 and the discussions in Section 3, we also can get that
|T | ≪ x/ log x. Choose a sufficiently large constant C0 such that |T | is less than the
number of primes in (x, C0x].
It is not difficult to see that for any n ∈ (x, y], n − x has at most one prime factor
lying in (x, C0x]. So assuming that T = {t1, . . . , th}, we may choose distinct primes
p1, . . . , ph ∈ (x, C0x] such that ti − x 6≡ 0 (mod pi) for each 1 ≤ i ≤ h. Let api = ti for
1 ≤ i ≤ h and arbitrarily choose ap ∈ E∗p for those p ∈ (x, C0x] \ {p1, . . . , ph}. Thus for
each n ∈ (x, y], there exists p ≤ C0x such that n ≡ ap (mod p).
Now let x = lβ where β is an arbitrary sufficiently large integer. Let
M :=
∏
p≤C0x
p.
By the Chinese remainder theorem, there exists k ∈ (C0x− l,M + C0x− l] such that
k(ap − x) ≡ −l (mod p)
for each p ≤ C0x with p ∤ l, and k ≡ 1 (mod p) if p | l. Clearly
k + l > C0x
and
log k ≪ logM ≪ x
by the prime number theorem. For any 1 ≤ n ≤ y − x, there exists p ≤ C0x such that
n+ x ≡ ap (mod p). If p ∤ l, then
kn+ l ≡ k(ap − x) + l ≡ 0 (mod p).
Suppose that p | l. Recall that ap = 0 since l < log20 x. Since l divides x, we also have
kn + l ≡ −kx+ l ≡ 0 (mod p).
So the elements of {kn+ l : 1 ≤ n ≤ y− x} are all composite. Thus we get the desired
result by recalling that
y − x≫ x · log x log3 x
log2 x
.

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