We compute the asymptotics of the fourth moment of the Riemann zeta function times an arbitrary Dirichlet polynomial of length T 1 11 Àe .
Introduction
The study of the moments of the Riemann zeta function has a long and distinguished history, starting with the work of Hardy and Littlewood in 1918 and continuing to the present day. One motivation for understanding moments is that they yield information about the maximum size of the zeta function (the Lindelö f Hypothesis); another application is to zero density estimates which in turn have consequences for primes in short intervals. However they have become an interesting topic in their own right. Very few rigorous results are known, just the second and fourth power moments. Indeed, it is only recently that a believable conjecture for higher powers has been made.
The twisted moments (that is, moments of the Riemann zeta function times an arbitrary Dirichlet polynomial) are important too, for example Levinson's method of detecting zeros of the zeta function lying on the critical line requires knowing the asymptotics of the mollified second moment. In a series of papers, Duke, Friedlander, and Iwaniec used estimates for amplified moments of a family of L-functions in order to deduce a subconvexity bound for an individual member of the family. Of course, there are far easier methods to give a subconvexity bound for zeta, but there are close analogies between di¤erent families and it is desirable to understand the structure of these amplified moments in general.
In this paper, we prove an asymptotic formula for the twisted fourth moment of the Riemann zeta function, where we may take a Dirichlet polynomial of length up to T 1 11 Àe .
1.1. Previous results. The first result concerning an asymptotic expansion for the second moment of the Riemann zeta function is due to Hardy and Littlewood in 1918 [HL] where they showed that
In 1926 Ingham [I] improved this by calculating the lower order terms via finding the asymptotics of the shifted second moment. He showed that if j<ðaÞj e 1=2 À e and j<ðbÞj e 1=2 À e for any fixed e > 0 then
ÀaÀb zð1 À a À bÞ ! dt þ OðT 1=2À<ðaþbÞ=2 log TÞ;
with the error term uniform in a and b. From this he deduced that
The final result concerning the second moment we wish to highlight is due to Balasubramanian, Conrey and Heath-Brown [BCH-B] . They show that for y ¼ 1=2 À e, if where ðh; kÞ denotes the greatest common divisor of h and k. Conrey [C2] increased the length of the polynomial to T 4=7Àe in the case when the coe‰cients AðsÞ had a specific form similar to the Mö bius function. This allowed him to use Levinson's method [Lev] to show that more than 40% of the zeros of the zeta function lie on the critical line, improving on Levinson's original estimate of at least 33% of zeros satisfy the Riemann Hypothesis.
The fourth moment of the Riemann zeta function is much more complicated. The first asymptotic result is due to Ingham [I] who showed that
Though published in 1926, the result was first announced in 1923. During the interceding time Titchmarsh [T1] discovered a similar result using completely di¤erent methods from which Ingham's result follows via a Tauberian theorem. Titchmarsh's paper was published in the same journal as Ingham's paper. He showed that Ð y 0 z 1 2 þ it 4 e Àt=T dt @ 1 2p 2 Tðlog TÞ 4 :
Atkinson [A] found the lower order terms (as a degree four polynomial in log T) for the fourth moment in Titchmarsh's smoothed form, but this could not be shown to imply anything for the lower order terms in the unsmoothed case. It was not until 1979 that Heath-Brown [H-B] managed to calculate the lower order terms as a degree four polynomial in log T for the unsmoothed fourth moment of zeta. His result, when written out in full, is very lengthy. Conrey [C1] simplified the answer slightly, by showing that the polynomial is the residue of a certain function at s ¼ 1.
Upper bounds on the twisted fourth moment of zeta
were considered by Deshouillers and Iwaniec [DI] in the case when the Dirichlet polynomial had length T 1=5Àe . This result was later improved by Watt [W] to polynomials of length up to T 1=4Àe . Both of these results used the spectral theory of automorphic forms. In his PhD thesis, Jose Gaggero Jara [GJ] calculated an asymptotic result for the twisted fourth moment of zeta when the length of the Dirichlet polynomial is T 4=589Àe . His result however does not yield all the lower order terms (for example, it does not recover Heath-Brown's result mentioned above).
The shifted fourth moment with no twisting has been studied by Motohashi [M2] who proved an exact result when a smoothed average was taken. Motivated by the structure of the answer he found, and previous work of Keating and Snaith [KS] , Conrey, Farmer, Keating, Rubinstein and Snaith [CFKRS] found a heuristic argument (a recipe) to calculate the shifted 2l th moment for any positive integer l. From such all lower order terms can be calculated, at least conjecturally. At the end of this paper, we will show how the recipe can be modified to cope with shifted twisted 2l th moments.
Independently of us, Motohashi has recently extended his method to handle the twisted case [M1] . His method is quite di¤erent than ours here because he uses spectral theory to handle the binary divisor problem, whereas we lifted the result of [DFI] , which uses the Weil bound for Kloosterman sums. Furthermore, our primary goal here is to understand the main terms, while Motohashi devotes his attention to the development of the sum of Kloosterman sums (which do not contribute to the main terms, at least with variables in the ranges of summation restricted by an appropriate approximate functional equation).
Results. Let
MðsÞ be an arbitrary Dirichlet polynomimal of length T y given by
The primary purpose of this paper is to compute the asymptotic behavior of
as well as similar integrals with derivatives of z taking the place of z. Since the integrand is nonnegative we can bound the above expression from above and below by a smoothed integral. By expanding out the Dirichlet polynomial MðsÞ, the problem reduces to the study of the ''twisted'' fourth moment of z
where a, b, g, d are su‰ciently small complex numbers and w is a nice smooth function.
Since MðsÞ is arbitrary, nearly all the coe‰cients aðhÞ could be zero so studying an individual term is an inherent part of the problem. One can obtain derivatives of z by di¤erentiating the formulas with respect to the shift parameters. These shifts also allow for a structural viewpoint of the main terms.
The main term is written in terms of shifted products of the Riemann zeta function as well as some finite Euler products. Let
and set s a; b ðnÞ ¼ P n 1 n 2 ¼n n Àa 1 n Àb 2 ¼ n ÀaÀb P n 1 n 2 ¼n n a 1 n b 2 : ð13Þ Note s a; b ðnÞ ¼ n Àa s aÀb ðnÞ, where s l ðnÞ ¼ P 
where wðtÞ is a smooth, nonnegative function with support contained in ½T=2; 4T, satisfying w ð jÞ ðtÞ f j T Àj 0 for all j ¼ 0; 1; 2; . . . , where T Á :
Remarks. . The general problem of estimating (10) can be deduced from Theorem 1.1 simply by summing over h and k, and taking w to be a smooth approximation to the characteristic function w ½T=2; T of the interval ½T=2; T, vanishing OðT 1Àe Þ away from the endpoints (actually we take two di¤erent such functions, one bounded from above by w ½T=2; T , and one bounded from below).
Here the size of the error term is entirely dependent upon [DFI] , Theorem 1. Any improvement upon their result (using extra averaging or perhaps by using spectral methods, e.g.) would immediately improve our Theorem 1.1. Our focus has been on development of the main terms; we have made no attempt to optimize the error terms.
In case T 0 ¼ T 1Àe then the main term (of sizeA ðhkÞ À 1 2 T) is larger than the error term provided hk e T 2 11 Àe . The estimate of (17) continues to hold for any coprime h and k (so e.g. we have I ðh; kÞ ¼ OðT 1Àe Þ provided hk e T 2 7 Àe ).
give an asymptotic formula for the fourth moment of the zeta function with an error of size OðT 12=13þe Þ. Here the error term depends on the exponent 9=4 of the ðT=T 0 Þ 9=4 term in the error term above; [DFI] remark that this exponent can likely be reduced (see their remark following Theorem 1). This error term is not strong; we simply mention it to illustrate the flexibility of the result.
It is not obvious from inspection that the main term of (17) is holomorphic in terms of the shift parameters (for example, Z a; b; g; d ð0Þ has poles at a ¼ Àg, a ¼ Àd, b ¼ Àg, and b ¼ Àd), but the symmetries of the expression imply that the poles cancel to form a holo-morphic function. [CFKRS] , Lemma 2.5.1 exhibits an integral representation for the permutation sum that proves the holomorphy.
1.3. Structure of the proof. The starting point of the proof is to use an approximate functional equation to express I ðh; kÞ as a divisor sum (see (37)). The divisor sum splits naturally into diagonal terms and o¤-diagonal terms. The diagonal terms are (easily) treated in Section 3. To treat the o¤-diagonal terms we use the results of [DFI] , which are reproduced in Section 5. In order to apply their results, we need to first simplify our formulas so that our test functions satisfy the conditions of their theorem; we perform these manipulations in Section 4. The estimations up to this point determine the size of the error terms in Theorem 1.1 (and hence the range of uniformity of h and k with respect to T).
The rest of this paper is for the purpose of simplifying the main terms given by Proposition 5.2. It turns out that there is a series of rather surprising identities which allows for considerable simplification of the main terms. The delta method gives a main term that involves an arithmetical factor that is expressed as a certain sum of Ramanujan sums. It is remarkable that this arithmetical factor satisfies a functional equation relating s and Às; this formula is given by Theorem 6.4. This functional equation plays a key role in simplifying the main terms.
1.4. Conventions. We use the common practice in analytic number theory to let e denote an arbitrarily small positive constant which may vary from line to line. We also assume that the ''shift parameters'' a, b, g, d are small, i.e. f ðlog TÞ À1 , and that T is su‰ciently large with respect to e (so that we may say that zð1 þ a þ g þ 2sÞ is holomorphic for ReðsÞ > e, for example). Furthermore, in our notation we occasionally drop the dependence of various quantities on the shift parameters.
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Setup
2.1. The approximate functional equation. We require an approximate functional equation for the product of zeta functions, motivated by a version used by [H-B] . Recall that the functional equation for the Riemann zeta function is given in its symmetric form by
Thus
where
We have Proposition 2.1 (Approximate functional equation). Let GðsÞ be an even, entire function of rapid decay as jsj ! y in any fixed strip jReðsÞj e C satisfying Gð0Þ ¼ 1, and let
GðsÞ s g a; b; g; d ðs; tÞx Às ds; ð21Þ
Then if all of a, b, g, d have real part less than 1=2, we have m n Àit Â V Àg; Àd; Àa; Àb; t ðp 2 mnÞ þ O À ð1 þ jtjÞ À2007 Á :
Remarks. It will simplify later computations to prescribe certain zeros of GðsÞ near s ¼ 1=2; it is not essential. Precisely, we assume G is divisible by an even polynomial Q a; b; g; d ðsÞ which is symmetric in the parameters a, b, g, d, invariant under a ! Àa, or b ! Àb, etc. and zero at s ¼ 1 2 À a þ g 2 and s ¼ 1 2 À a (as well as other nearby points by symmetry), and that GðsÞ=Q a; b; g; d ðsÞ is independent of a, b, g, d. An admissible choice for GðsÞ is Q a; b; g; d ðsÞ expðs 2 Þ, but it is not necessary to specify a particular function G.
Proof. Let
and consider
Move the line of integration to ðÀ1Þ, passing the pole at s ¼ 0 and the various poles of the zeta functions at 1 2 À a À it, etc. Let I 2 be the new integral. The residue at s ¼ 0 is
The other residues give O À ð1 þ jtjÞ À2007 Á due to the rapid decay of G in the imaginary direction (supposing that t is large compared to the shifts).
After the change of variables s ! Às and the application of the functional equation L a; b; g; d; t ðÀsÞ ¼ L Àg; Àd; Àa; Àb; t ðsÞ; ð28Þ we obtain
L Àg; Àd; Àa; Àb; t ðsÞ GðsÞ s ds: ð29Þ
Then we have
GðsÞ s ds ð33Þ
z Àg; Àd; Àa; Àb; t ðsÞ G Àg; Àd; Àa; Àb; t ðsÞ G a; b; g; d; t ð0Þ
GðsÞ s ds:
An easy computation shows
and G Àg; Àd; Àa; Àb; t ðsÞ G a; b; g; d; t ð0Þ ¼ p À2s X a; b; g; d; t g Àg; Àd; Àa; Àb ðs; tÞ; ð35Þ since G Àg; Àd; Àa; Àb; t ð0Þ G a; b; g; d; t ð0Þ ¼ X a; b; g; d; t :
Expanding z Ã; Ã; Ã; Ã; t ðsÞ into absolutely convergent Dirichlet series and reversing the order of summation and integration completes the proof. r 2.2. A formula for the twisted fourth moment. We require an expression for the twisted integral I ðh; kÞ. An exercise with Stirling's approximation gives
and g a; b; g; d ðs;
for t ! þy. In the approximation for gðs; tÞ the dependence on s in the error term is at most polynomial in s. Note that the leading order gðs; tÞ does not depend on the shift parameters. The formulas for I ð1Þ and I ð2Þ are similar enough that we can study I ð1Þ and then deduce an analogous formula for I ð2Þ by changing the shift parameters via a $ Àg, b $ Àd, and multiplying by ðt=2pÞ ÀaÀbÀgÀd .
Diagonal terms
It is easy to see the contribution to I ð1Þ of the diagonal terms I 
The other three poles are obtained by permuting the shifts.
These developments are summarized with the following 
Remarks. . Since G can be chosen from a wide class of functions, the terms of the form J ð1Þ and J ð2Þ should not contribute to I ðh; kÞ. Indeed, we show that the o¤-diagonal terms consist of other main terms minus the sum of J ð1Þ and J ð2Þ 's, and thus these terms do not persist in the final formula for I ðh; kÞ, as expected.
Note that J ð1Þ a; b; g; d (and J ð2Þ of course) are not holomorphic in terms of the shift parameters because there are various poles, but of course the poles must cancel when the J's and the term involving Z are summed.
O¤-diagonal terms: initial cleaning
Now we begin to treat the contribution to I ð1Þ ðh; kÞ of the o¤-diagonal terms I . First note that we may truncate the sum over m and n so that mn e T 2þe by moving ReðsÞ to the right, using (41).
The goal of the rest of this paper is to prove the following 
Our goal is to apply the result of [DFI] to this sum. Now apply a dyadic partition of unity to the sums over m and n. That is, suppose W 0 ðxÞ is a smooth, nonnegative function with support in ½1; 2 such that
where M runs over a sequence of real numbers, with KfM j M e X g f log X . Let
Note that we may assume MN e T 2þe . Then 
It is not di‰cult to see that f Ã ðx; yÞ is small unless x and y are close to each other, due to cancellation in the integral arising from the factor ðx=yÞ Àit . Precisely, by repeated integration by parts with respect to t, we obtain 
Applying the delta method
The expression (69) is well-suited for application of the main result of [DFI] , which we reproduce here for completeness.
Theorem 5.1 (Duke, Friedlander, Iwaniec) . Let f be a smooth function on R þ Â R þ satisfying x i y j f ði; jÞ ðx; yÞ f 1 þ
for some P; X ; Y f 1 and all i; j f 0 with the implied constant depending on i and j alone. 
where gðx; yÞ ¼ f ðx; yÞL hkr ðx; yÞ and L is a certain explicitly given infinite series. The implied constant depends on e only.
We chose not to explicitly write the main term because we require a modified expression due to the fact that we require sums involving s a; b ðmÞs g; d ðnÞ rather than dðmÞ dðnÞ. Introducing these shift parameters slightly perturbs the main term but does not alter the error terms (since the shifts are small). Following the arguments of [DFI] (74) is holomorphic because the poles cancel by symmetry. In the forthcoming development of the main terms we shall concentrate on the contribution of one of the four such terms and obtain the others by a simple symmetry argument. A slight logical issue arises due to the lack of holomorphy of N a; b; g; d so that the uniformity of the error terms with respect to the shift parameters becomes compromised. Fortunately, it is not difficult to see that the uniformity must be regained after summing the four terms, and we shall leave some of these simple arguments implicit in this work. Now we apply this result to f given by (70), which satisfies the necessary conditions with
Note X Y ffiffiffiffiffiffiffiffiffiffiffiffiffiffi hkMN p . Hence we obtain, using Proposition 4.2,
Á :
Summing over r gives 
If jrj f T À1 0 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi hkMN p T e then the usual integration by parts argument shows that N a; b; g; d ðh; k; rÞ is small, so we may freely extend the summation to all r 3 0. In summary, the delta method then gives the following 
Here the main terms are of rough size ðhkÞ À 1 2 T 0 , so if T 0 g T 1Àe then this expression has power savings in the error term provided hk f T 2 11 Àe . Now our main task is to develop simpler formulas for the main terms, which we carry out in the following section.
6. Computing the main terms 6.1. Integral manipulations. In this section we compute I ð1Þ a; b; g; d which is given by x Àit ð1 þ xÞ it gðs; tÞwðtÞ dt ds dx:
Thus we obtain 
Thus rearranging the orders of integration gives 
By Stirling's approximation,
We conclude that I At this point we shall work with the arithmetical sum over l and r. We first move the s-line of integration to 1 so that the sums converge absolutely. 
The desired sum in (95) is F ð1 À a þ b; 1 À g þ d; a þ g þ 2sÞ. We have Lemma 6.1. Suppose Reða þ bÞ > 1 and ReðcÞ > 0. Then
À p Àb Þð1 À p ÀaÀbÀc Þ þ p Àb ð1 À p Àa Þð1 À p Àc Þp h p ðÀbÀcÞ ð1 À p ÀbÀc Þð1 À p ÀaÀb Þ Â Q p kp k k ð1 À p Àa Þð1 À p ÀaÀbÀc Þ þ p Àa ð1 À p Àb Þð1 À p Àc Þp k p ðÀaÀcÞ ð1 À p ÀaÀc Þð1 À p ÀaÀb Þ :
A brief computation gives Corollary 6.2. P y r¼1 P y l¼1 c l ðrÞðh; lÞ 1Àaþb ðk; lÞ 1Àgþd l 2ÀaþbÀgþd r aþgþ2s ; and where
C ð1Þ ðsÞ ¼ ðp gÀd þ p aÀb p ÀaÀdÀ2s Þð1 À p ðÀaÀdÀ2sÞh p Þ; ð102Þ C ð2Þ ðsÞ ¼ p aÀbþgÀd ðp ÀaÀdÀ2s À p ðÀaÀdÀ2sÞh p Þ: ð103Þ
Here we write C ðiÞ ðsÞ as shorthand for C 
by applying the change of variables r ! dr, summing over r and applying the change of variables d ! l=d. Now we express F in terms of its Euler product; we shall focus on each prime separately. Precisely, we study the Euler product of F ða; b; 1 þ cÞ=zð1 þ cÞ. Note that if p F hk then the local factor is
Similarly, if p h p k h, then we have that the local factor of F ða; b; 1 þ cÞ=zð1 þ cÞ is 1 þ ð1 À p c Þ P y j¼1 ðp h p ; p j Þ a ðp j Þ aþbþc : ð109Þ
¼ p ÀbÀc 1 À p h p ðÀbÀcÞ 1 À p ÀbÀc þ p ÀaÀbÀc p h p ðÀbÀcÞ 1 À p ÀaÀbÀc ¼ p ÀbÀc ð1 À p h p ðÀbÀcÞ Þð1 À p ÀaÀbÀc Þ þ p Àa p h p ðÀbÀcÞ ð1 À p ÀbÀc Þ ð1 À p ÀbÀc Þð1 À p ÀaÀbÀc Þ ð111Þ ¼ p ÀbÀc 1 À p ÀaÀbÀc À p h p ðÀbÀcÞ þ p Àa p h p ðÀbÀcÞ ð1 À p ÀbÀc Þð1 À p ÀaÀbÀc Þ :
Thus the numerator of the local factor is ð1 À p ÀbÀc Þð1 À p ÀaÀbÀc Þ þ p ÀbÀc ð1 À p c Þ ð113Þ Â ð1 À p ÀaÀbÀc À p h p ðÀbÀcÞ þ p Àa p h p ðÀbÀcÞ Þ ¼ 1 À p ÀaÀbÀc þ p ÀbÀc ½À1 þ p ÀaÀbÀc þ ð1 À p c Þ ð114Þ Â ð1 À p ÀaÀbÀc À p h p ðÀbÀcÞ þ p Àa p h p ðÀbÀcÞ Þ;
which simplifies further as 1 À p ÀaÀbÀc þ p ÀbÀc ½ p ÀaÀb À p c þ ð1 À p c Þp h p ðÀbÀcÞ ðÀ1 þ p Àa Þ ð115Þ ¼ 1 À p Àb ð1 þ p ÀaÀc À p ÀaÀbÀc Þ þ p Àb ð1 À p Àa Þð1 À p Àc Þp h p ðÀbÀcÞ ð116Þ ¼ ð1 À p Àb Þð1 À p ÀaÀbÀc Þ þ p Àb ð1 À p Àa Þð1 À p Àc Þp h p ðÀbÀcÞ : r Applying Corollary 6.2 to (95), we obtain 
Moving the line of integration back to e and recalling the properties of w stated in Theorem 1.1 gives 
¼ p aþg 2 aþgþ2s zð1 À a À g À 2sÞ:
Using (119) The estimate holds uniformly in terms of the shift parameters.
The uniformity follows because the sum of the M's is holomorphic in terms of the shift parameters, and thus the error term must have the same property.
A functional equation for C(s).
It is a remarkable fact that C a; b; g; d; h ðsÞ satisfies a functional equation relating s and Às.
Theorem 6.4. We have h Àsþa C a; b; g; d; h ðÀsÞ ¼ h sÀd C Àd; Àg; Àb; Àa; h ðsÞ: ð123Þ
We instantly deduce Corollary 6.5. We have ðhkÞ Às h a k g C a; b; g; d; h; k ðÀsÞ ¼ ðhkÞ s h Àd k Àb C Àd; Àg; Àb; Àa; h; k ðsÞ:
Proof. It su‰ces to check the formula at each prime dividing h. Note that the functional equation above is equivalent to C a; b; g; d; h ðÀsÞ ¼ h ÀaÀdþ2s C Àd; Àg; Àb; Àa ðsÞ. It su‰ces to show that C ðiÞ a; b; g; d; h ðÀsÞ 1 À p ÀaÀdþ2s ¼ p ðÀaÀdþ2sÞh p C ðiÞ Àd; Àg; Àb; Àa; h ðsÞ 1 À p aþdÀ2s ; ð125Þ for i ¼ 0; 1; 2. Letting x ¼ p ÀaÀdþ2s , and h ¼ h p , the three desired identities are
each of which is easily checked by inspection. r 6.4. Combining terms. It turns out that M ð1Þ a; b; g; d is considerably simplified when it is added to a corresponding term from the other part of the approximate functional equation. It is easy to see that an analog of Proposition 6.3 holds for I Proof. We begin by developing M ð1Þ by moving its line of integration to Àe, passing poles at s ¼ 0, 2s ¼ Àa À g, and 2s ¼ Àb À d. The pole at s ¼ 0 gives which is precisely (132) (recall A a; b; g; d ðsÞ was given by (12)). The pole at 2s ¼ Àa À g gives P ð1Þ and the pole at 2s ¼ Àb À d gives P ð2Þ .
On the new line apply the change of variable s ! Às. The functional equation for CðsÞ as stated in Corollary 6.5 shows that the new integral cancels M This proposition will complete the proof of Proposition 4.1, by summing over the four permutations of the shift parameters. We shall prove Proposition 6.8 at the end of Section 6.5. We need to exhibit a relation between C a; b; g; d; h; k ðsÞ and Z a; b; g; d; h; k ðsÞ. ðp Àð jþ1Þa À p Àð jþ1Þb Þðp Àð jþh p þ1Þg À p Àð jþh p þ1Þd Þ ðp Àa À p Àb Þðp Àg À p Àd Þ p Àjðsþ1Þ ; ð148Þ which upon multiplying out is the sum of four terms. One of them is P y j¼0 ðp Àð jþ1Þa Þðp Àð jþh p þ1Þg Þ ðp Àa À p Àb Þðp Àg À p Àd Þ p Àjðsþ1Þ ¼ p ÀaÀgð1þh p Þ ðp Àa À p Àb Þðp Àg À p Àd Þ P y j¼0 1 p jð1þsþaþgÞ ð149Þ ¼ p ÀaÀgð1þh p Þ ðp Àa À p Àb Þðp Àg À p Àd Þð1 À p À1ÀsÀaÀg Þ :
The other three terms are gotten by switching a and b or g and d, and so appropriately summing them gives P y j¼0 s a; b ðp j Þs g; d ðp jþh p Þp Àjðsþ1Þ ð151Þ
; which simplifies to 1 p Àg À p Àd p Àgð1þh p Þ ð1 À p À1ÀsÀaÀg Þð1 À p À1ÀsÀbÀg Þ ð152Þ À p Àdð1þh p Þ ð1 À p À1ÀsÀaÀd Þð1 À p À1ÀsÀbÀd Þ ; and expands further into B ð0Þ ðsÞ À p À1 B ð1Þ ðsÞ þ p À2 B ð2Þ ðsÞ ðp Àg À p Àd Þð1 À p À1ÀsÀaÀg Þð1 À p À1ÀsÀbÀg Þð1 À p À1ÀsÀaÀd Þð1 À p À1ÀsÀbÀd Þ :
We conclude that Proof of Proposition 6.8. Using Lemma 6.10 gives (136), and Lemmas 6.11 and 6.12 give (137) for i ¼ 1 and 2, respectively. r
Twisted moment conjectures
The recent five author paper [CFKRS] has produced a recipe that can conjecture the asymptotics for the integral moments of a family of L-functions. Their recipe does not directly apply to twisted moments of the form considered in this paper, so it is perhaps not clear how to guess what the answer should be. In fact, we predict that a rather simple modification of their recipe can be used to conjecture the form of the asymptotics. For simplicity, we consider the twisted 2l-th moment of the Riemann zeta function, that is
where w is a nice function with support in ½T=2; 4T and ðh; kÞ ¼ 1. Following the derivation of the moment conjecture of [CFKRS] , Section 2.2 (that is, the case h ¼ k ¼ 1), for each occurence of z we write z 1 2 þ s ¼ P n À 1 2 Às þ w 1 2 þ s P n À 1 2 þs ð178Þ and multiply out the various sums, obtaining 2 2l terms. Now we throw away the terms where the product of w-factors is oscillatory, which amounts to keeping the terms with an equal number of w 1 2 þ a i þ it and w 1 2 þ b j À it terms. Note that by Stirling's approximation,
Now consider the term where we take the first part of the approximate functional equation for each occurence of z, namely 
In the averaging we only retain the diagonal term hm 1 . . . m l ¼ kn 1 . . . n l , which is 1 ffiffiffiffiffi ffi hk p Ð 
whereÃ A a; b ðsÞ is given by an Euler product that is absolutely convergent in some half plane ReðsÞ > Àd for some d > 0 (depending on l). Thus we obtain the meromorphic continuation of Z a; b ðsÞ to s ¼ 0 via
We are left with a term generalizing the Z a; b; g; d; h; k ð0Þ term appearing in Theorem 1.1 (in case l ¼ 2 it is precisely the same). The final conjecture is obtained by summing over the 2l l permutations gotten by swapping an equal number of a i 's and Àb j 's, and for each such swap, multiplying by ðt=2pÞ Àa i Àb j . This procedure is an obvious generalization of the way to write the main term of our Theorem 1.1. Explicitly, we write Conjecture 7.1. Let wðtÞ be as in Theorem 1.1 with T 0 T, and suppose a 1 ; . . . ; b l are small, i.e. f ðlog TÞ À1 . Let F j be the set of subsets of fa 1 ; . . . ; a l g of cardinality j, for j ¼ 0; . . . ; l, and similarly let C j be the set of subsets of fb 1 ; . . . ; b l g of cardinality j. If S A F j and T A C j then write S ¼ fa i 1 ; . . . ; a i j g and T ¼ fb l 1 ; . . . ; b l j g where i 1 < i 2 < Á Á Á < i j and l 1 < l 2 < Á Á Á < l j . Let ða S ; b T Þ be the tuple obtained from ða 1 ; . . . ; a l ; b 1 ; . . . ; b l Þ by replacing a i r with Àb i r and replacing b i r with Àa i r for 1 e r e j. We then conjecture that
provided hk e T 1 2 Àe , where we have written ðt=2pÞ ÀSÀT for ðt=2pÞ À T Although we have only described the modified recipe for the zeta function in t-aspect, we also predict that an analogous modification of the recipe of [CFKRS] can be used to obtain conjectures for a general twisted moment for any family of L-functions (here twisting should be construed to mean multiplying by an appropriate harmonic).
