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Abstract— In this work, we tackle the problem of modeling
the vehicle environment as dynamic occupancy grid map in
complex urban scenarios using recurrent neural networks.
Dynamic occupancy grid maps represent the scene in a bird’s
eye view, where each grid cell contains the occupancy prob-
ability and the two dimensional velocity. As input data, our
approach relies on measurement grid maps, which contain
occupancy probabilities, generated with lidar measurements.
Given this configuration, we propose a recurrent neural net-
work architecture to predict a dynamic occupancy grid map,
i.e. filtered occupancy and velocity of each cell, by using a
sequence of measurement grid maps. Our network architecture
contains convolutional long-short term memories in order to
sequentially process the input, makes use of spatial context, and
captures motion. In the evaluation, we quantify improvements
in estimating the velocity of braking and turning vehicles
compared to the state-of-the-art. Additionally, we demonstrate
that our approach provides more consistent velocity estimates
for dynamic objects, as well as, less erroneous velocity estimates
in static area.
I. INTRODUCTION
Modeling and understanding the environment is essential
for autonomous agents, such as self-driving vehicles. A
widely adopted environment representation is the occupancy
grid map, where the vehicle’s surrounding is divided into
cells. Every cell is associated with a physical location and
contains the occupancy probability, i.e. the probability to
be occupied by an object. In early works, grid maps had
been mainly applied to robotic mapping due to the necessary
assumption of a static environment [1].
More recently, several works [2], [3], [4], [5] have ex-
tended the static grid map to dynamic environments, where
the velocity has been introduced to the cell state. The
advantage of dynamic occupancy grid maps is the ability to
represent arbitrary shaped objects, while there is no need
for an explicit object detection and data association. The
aforementioned works use particle-based approaches, where
particles in a cell represent the velocity distribution and the
occupancy. The particle-based dynamic occupancy grid maps
have delivered good performance but they also come with
some drawbacks. The assumption of independent cells, in the
update step of the particle filter, results in different velocity
estimates in neighboring cells, even though they represent
the same object. Furthermore, a constant velocity model is
usually assumed in the prediction step [2], [3], [4], [5], which
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Fig. 1: Illustration of our approach. Based on a sequence of
measurement grid maps a) the network predicts occupancy
and velocity, i.e. a dynamic occupancy grid map b). Our
network is a combination of feedforward (red) and recurrent
(blue) network layers. The Encoder-LSTM, outlined in c),
uses information of a sequence of measurement grid maps
to update the internal states and estimates occupancy and
velocity. The recurrent skip architecture d) ensures dense
predictions at the output. The two upscaling paths use the
same skip connections, indicated by the stars.
leads to decreased performance in dynamic driving scenarios,
e.g. brake and turn maneuvers.
In this work, we present a learning-based approach for
estimating the environment around the self-driving vehicle as
a dynamic occupancy grid map. A recurrent neural network
is introduced for predicting the occupancy probability PO
and the motion of the occupied cells, i.e. the two velocity
components directed to east and north vE , vN . The input
data of our approach are occupancy grid maps based on
lidar measurements of a single time step, hereinafter referred
as measurement grid maps. Our network architecture (see
Fig. 1) combines feedforward with recurrent modules to fuse
information of past measurement grid maps with the current
time step. For the recurrent network part, convolutional long
short-term memories (ConvLSTMs) [6] are used to capture
spatio-temporal information in a sequence of measurement
grid maps. Unlike filtering approaches, the recurrent neural
network (RNN) has the advantage of directly learning the
motion from the data. It does not rely on motion assumptions
such as the constant velocity model of the particle filter.
In addition, the utilization of convolution operations on the
cells allows to use spatial context and consequently model
their dependencies. Although the complete model is trained
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with supervision, we propose a pipeline for automatic label
generation. To that end, we collect large amount of laser
measurements that are pre-processed and then labeled with
the support of existing algorithms [5], [7], [8].
Our evaluation shows that our approach delivers rigid
object motion estimates, as well as, robust velocity estimates
in dynamic and static areas. Finally, we compare our results
quantitatively with the related work in three different driving
scenarios to show that our learning-based approach is advan-
tageous compared to filtering approaches. In summary, our
work makes the following contributions:
• A combination of feedforward with recurrent neural
network modules to predict dynamic occupancy grid
maps.
• A data-driven approach that does not rely on motion
assumptions.
• Promising performance compared to prior work on rigid
motion prediction in dynamic driving scenarios such as
vehicle brake and turn maneuvers.
II. RELATED WORK
Occupancy grid maps are a common data representation in
robotics for robust environment perception [1], [9]. In earlier
works, a binary Bayes filter has been usually employed to
combine the measurements of subsequent time steps to a cell
estimate, where the cell state is defined as occupied or free
under the assumption of a static environment [1]. Occupancy
grid maps have been also made popular in autonomous
driving for environment representation, free space detection
or collision avoidance [10]. However, the static environment
assumption does not hold due to moving road users, such as
pedestrians, vehicles and cyclists. Several works [2], [3], [4],
[5] have proposed to extend static occupancy grid maps to
dynamic occupancy grid maps, mainly based on particle filter
approaches. Danescu et al. [2] suggest to estimate position
and velocity as continuous distribution using particles that
can freely move between cells. This idea has been further
explored by Tanzmeister et al. [4] and Ne`gre et al. [3] by
representing only the dynamic environment with particles.
More recently, Nuss et al. [5] defined the dynamic state
estimation as a random finite set problem and implemented
particles in the Dempster-Shafer domain. Unlike the prior
work, we aim to estimate the occupancy and the velocity,
based on recurrent neural networks. The closest approach to
our environment representation is [5], where we share the
same measurement grid maps as input. Thus, the algorithm
of Nuss et al.[5] is used as baseline to evaluate our approach
and in our preprocessing algorithm to automatically generate
labels.
Deep learning approaches, applied on grid maps have
showed promising results due to the image-like data struc-
ture, which allows to rely on standard convolutional neural
network architectures [11]. Dynamic occupancy grid maps
are utilized in [12] and [13] to address the task of object
detection; and in [14] to refine the separation of dynamic
and static cells. Wirges et al. [15] propose a multi-layer
grid to encode several features of lidar point clouds for
object detection. The publications [16] and [17] propose a
self-supervised flow estimation in grid maps to solve the
task of future prediction, respectively odometry estimation.
The task of predicting future grid maps, as presented in
[7], is closely related to the estimation of dynamics. The
grid prediction approaches in [7] and [18] rely on dynamic
occupancy grid maps input, which simplifies the prediction
task by providing velocity estimates of each cell. In contrast,
we aim to estimate dynamic occupancy grid maps using
only measurement grid maps as input in this work. Recently,
Hoyer et al. [19] proposed an architecture to generate a
semantic grid representation using camera data and perform
a short-term prediction.
In [20] an end-to-end trainable framework is proposed to
predict un-occluded occupancy grid maps in an unsupervised
manner, based on recurrent neural networks. The basic idea is
to capture the dynamic evolution of the scene in a sequence
of occupancy grid maps with a recurrent neural network.
We differentiate our work by not only providing a filtered
occupancy grid map, but also velocity estimates for the
occupied cells. Furthermore, the data in [20] is represented
as grid maps with a size of 100× 100, which is significant
smaller than our data representation.
III. METHODS
In this section, we present our approach to motion es-
timation in occupancy grid maps. We rely on a sequence
of measurement grid maps as input to predict the dynamic
occupancy grid map, i.e. occupancy probabilities and veloc-
ities. To learn this mapping, we propose a recurrent neural
network architecture, which we present in this section. In
addition, we discuss the input and output data representation,
the label generation and our objective function.
A. Measurement Grid Maps
A grid map divides the vehicle environment into individual
cells, where every cell contains information about the space
located at its position. In occupancy grid maps, every cell is
described by the state ok that indicates whether the cell is
free or occupied at the discrete time k [1], [9]. We define
the measurement grid map as the occupancy grid map based
on the sensor measurements of a single time step.
In our setup, the occupancy probability of a cell in the
measurement grid map is estimated from laser measurements
zk = z1:n,k = z1,k . . . zn,k with n lidar beams of the
single time step k, by applying the inverse sensor model
[9]. The inverse sensor model assigns each grid cell c an
individual occupancy probability p(c)zi,k(ok|zi,k), based on the
laser measurement zi,k. Thus, grid cells c near lidar beam
reflections are detected as occupied with p(c)zi,k(ok|zi,k) > 0.5,
while the cells c between the reflection and sensor are free
space with p(c)zi,k(ok|zi,k) < 0.5. The occluded space outside
the field of view are assigned with p(c)zi,k(ok|zi,k) = 0.5. The
measurement grid map of time step k combines in each cell
c information of n individual laser beams using the binary
Bayes filter
p(c)zk (ok|zk) = ηp(c)zn,k(ok|zn,k)p(c)z1:n−1,k(ok|z1:n−1,k). (1)
Eq. 1 is used to recursively calculate the joint occu-
pancy probability p(c)zk (ok|zk), with the joint probability
p
(c)
z1:n−1,k(ok|z1:n−1,k) based on lidar beams up to n − 1,
the n-th measurement-based estimate p(c)zn,k(ok|zn,k) and the
normalization constant η [9]. The first processed lidar beam
is used as initial prior
p(c)z1:1,k(ok|z1:1,k) = p(c)z1,k(ok|z1,k). (2)
An example of a measurement grid map is depicted in Fig. 2.
The generation of measurement grid maps compared to
working directly on lidar point clouds has several advantages.
The data becomes structured, their dimensions are reduced
and thus the processing by neural networks can be very
efficient.
B. Dynamic Occupancy Grid Maps
The measurement grid map relies on the laser measure-
ments of a single time step to represent the environment. In
dynamic occupancy grid maps (DOGMs), the measurement
grid map forms the input to the particle filter’s update
step. Thus, information of several time steps are used to
obtain a reliable estimation of occupied and free area; and
the dynamics in the grid maps. An example of a DOGM
is illustrated in Fig. 2. The DOGM in [5] employs a
Dempster-Shafer [21] representation, thus the channels C =
{MO,MF , vE , vN , σ2vE , σ2vN , σ2vE ,vN } contain the mass of
occupied MO ∈ [0, 1] and the mass of free MF ∈ [0, 1].
Furthermore, the velocities to the east vE and north vN ,
as well as their variances and covariance are stored. The
corresponding occupancy probability PO is defined as PO =
MO + 0.5(1−MO −MF ).
C. Recurrent Network Architecture
Our network architecture is a combination of feedforward
and recurrent modules similar to the architecture in [18], as
depicted in Fig. 1. During training, it takes a sequence of
measurement grid maps as input (Fig. 1 a) and predicts a
dynamic occupancy grid map (Fig. 1 b), i.e. the occupancy
PO and the velocity components vE , vN for each cell of the
current time step.
The size of the input data provided in R901×901×4 is
reduced to R34×34×128 in three steps using convolutional
layers with a stride of three, before feeding it in the LSTM-
layer. The Encoder-LSTM is depicted in Fig. 1 c) with the
unrolled structure during training and consists of a two-
layer ConvLSTM [6] with kernels of the size 3 × 3, and
internal states h, c with the same size as the input. During
training, the Encoder-LSTM uses information of a sequence
of measurement grid maps to sequentially update its internal
states. The output of the current time k is then scaled up
using several transposed convolutional layers to generate the
network output layer with the channels c = {PO, vE , vN}
and the same spatial size as the measurement grid maps.
Here, separate upscaling layers are used for the occupancy
PO and the velocities vE , vN . So, the recurrent layers have to
combine occupancy information of several single measure-
ment grid maps to estimate a filtered occupancy probability,
as produced by the particle filter approach. Furthermore,
the network detects groups of occupied cells and captures
their motion in a sequence of measurement grid maps. The
estimation of two velocity components vE , vN directed to the
east and north is feasible, because the grid map is always
aligned to these directions and so are the convolutional
kernels. Skip connections, as proposed in [22] and [23], are
also used to provide lower feature maps as additional input to
the transposed convolutional layers to get dense predictions.
Instead of standard skip connections, we included ConvL-
STMs in every skip connection, as depicted in Fig. 1 d). This
recurrent skip architecture provides a sequential filtering of
high resolution features that is needed for modeling areas,
that are temporary occluded in the measurement grid maps.
D. Label Generation Process
We propose to automatize the labeling process by em-
ploying a number of algorithms. We compute the ground
truth DOGM with the algorithm of [5] and additional data
processing based on [7] and [8].
From [5], we only make use of the occupancy probability
PO of the DOGM, as occupancy label. To obtain the velocity
ground truth, we generate two binary masks for each time
step, one for the static and one for the dynamic environment.
The classification of static cells is based on the algorithm
described in [7], which relies on the occupancy probabilities
of the DOGM. Here, the main idea is to observe the
occupancy probability of a single cell for a longer period
of time and classify this cell, based on the variation of the
occupancy value. The static mask is then used to set the
velocity of the cells in the static environment to zero.
Finally, we use the label algorithm of Stumper et al.[8] to
automatically extract bounding boxes in grid map sequences.
This method firstly detects possible dynamic cells and gen-
erates object hypotheses, i.e. bounding boxes. These boxes
are then tracked forward and backward in time to verify the
assumption of a dynamic object and to correct the shape,
orientation and position of the box. We use these bounding
boxes to classify cells inside bounding boxes, that contain
an occupancy probability PO > 0.55 as dynamic cells. We
further use the displacement of these bounding boxes to get
the values of our velocity label vE , vN for the dynamic cells.
Our generated velocity labels have uniform velocity values
per object. This helps to learn predicting rigid motion in
contrast to the particle filter estimates from [5]. We show this
in the evaluation part by comparing the velocity estimates of
our approach with the estimates of the particle filter.
To sum up, the velocity estimates are obtained in two
steps: firstly, the velocity values are set to zero in the static
environment; secondly, the velocity label of dynamic cells is
corrected to a uniform motion per object. Note that we make
use of cells for updating the neural network parameters only
if they are certainly classified as either static or dynamic, as
further described in the following section.
E. Loss Function
The prediction of occupancy and both velocity compo-
nents are the input to our loss functions. The occupancy loss
LPO is defined as:
LPO =
1
W ·H
W ·H∑
i=1
λPO,c(i)LPO,c(i). (3)
where W is the width and H the height of the processed
grid map. The actual loss per cell LPO,c(i) is the Huber loss,
given by
LPO,c(i) ={
0.5(yPO(i)− yˆPO(i))2 if |yPO(i)− yˆPO(i)| ≤ δ
δ|yPO(i)− yˆPO(i)| − 0.5δ2 otherwise,
(4)
where yPO(i) is the occupancy label and yˆPO(i) the occupancy
prediction of cell i. We empirically set the hyperparameter
δ to 0.02. Finally, the cell-wise weighting term λPO,c(i) is
defined as
λPO,c(i) =

yPO(i)λp if yPO(i) > 0.5
(1− yPO(i))λp if yPO(i) < 0.5
1 if yPO(i) = 0.5,
(5)
where we also empirically set λp to 4. The weighting term
ensures that the occupancy labels closer to 0 or 1 have a
higher impact on the optimization.
Next, the velocity loss Lv is defined as
Lv =
1
W ·H
W ·H∑
i=1
0.5λv,c(i)(yv(i)− yˆv(i))2, (6)
where yv(i) corresponds to the velocity label and yˆv(i) to the
velocity prediction of cell i. The weighting factor λv,c(i) is
set to the value λs = 5 and λd = 20 for cells belonging to the
static mask, respectively to the dynamic mask. For occupied
cells, which are neither dynamic or static, as well as, for
free or unobserved cells, the weighting term λv,c(i) is set to
zero and thus these areas do not contribute to the parameter
update of our model. Therefore, the network is not explicitly
trained to predict zero velocity in free space, since we can
easily correct this by considering only velocity estimates for
occupied cells. During deployment, we generate a binary
mask using the occupancy prediction with a threshold PO >
0.55 and perform an element-wise multiplication of this mask
with the velocity predictions. The velocity loss Lv is used
for the losses of both velocity components with the same
weighting masks.
The complete loss function is a sum of the occupancy loss
LPO and the velocity loss in east Lv,E and the velocity loss
in north Lv,N
Lo = αpLPO + αv(Lv,E + Lv,N), (7)
where the weight factors αp and αv determine the bal-
ance between the loss terms, i.e. occupancy and velocity
prediction. We choose factors of αp = 10, αv = 0.5 to
encounter the small values of the Huber-Loss with δ = 0.02
in the occupancy loss. We train our neural network based on
Fig. 2: Illustration of the two intersections used for training.
Left: measurement grid map, right: dynamic occupancy grid
map. The occupancy probability PO is encoded in gray-scale,
where occupied cells are depicted in black, free space is
white and the unobserved area is gray. Note that our ego-
vehicle is the black rectangle in the center. In the dynamic
occupancy grid map, moving cells are illustrated with colors,
according to the orientation of the velocity.
the loss term specified in Eq. 7 with back-propagation and
stochastic gradient descent.
IV. EXPERIMENTAL SETUP
Our work is focused on stationary settings where the
vehicle has zero ego-motion. To examine this scenario, we
rely on our own dataset due to the lack of standard public
benchmarks. Next, we present our dataset and also the
implementation details of our model.
A. Dataset
We recorded training data of about 2 h of two busy
urban intersections, depicted in Fig. 2, with the presence of
pedestrians, cyclists and vehicles, from a stationary vehicle.
Our experimental vehicle was equipped with an IBEO LUX
long-range lidar scanner in the front of the vehicle and
four spinning Velodyne VLP-16 laser scanners, providing
360◦ perception with a frequency of 10 Hz. Based on the
lidar measurements, we generated for every time step two
measurement grid maps, one for each sensor type, and the
dynamic occupancy grid map. The dynamic occupancy grid
map is used to generate our training labels as described in
Section III-D. The input and output resolution of the grid
maps cover 901 × 901 cells where a cell has 0.15 m width,
leading to a total perception area of 135.15 m×135.15 m. In
addition, we made recordings of three different urban inter-
sections, one for validation and two for testing. The scenes
of the two test sequences are depicted in Fig. 6 and are used
to examine the generalization capability of our approach and
a qualitative evaluation. Since we only obtain automatically
generated labels in these test scenarios, we have additionally
recorded three sequences in which a second experimental
vehicle equipped with a differential global positioning system
(DGPS) provides precise ground truth motion data. With
these sequences, we evaluate the performance in different
driving situations: driving straight with constant velocity,
stop and go, and driving circles. Due to the applied constant
velocity model, the particle-based approach has advantages
in the scenario with constant velocity. However, we also
evaluate the performance in more dynamic situations, since
these situations occur in the application of our system, i.e.
dynamic environment representation on urban intersections.
B. Implementation
For network parameter learning, we rely on the ADAM
[24] solver with exponential decay rates β1 = 0.9 and
β2 = 0.999, with a learning rate lr = 1e−4. In addition,
we normalize the velocity values vE, vN with a factor of
15, to squash the velocity label in the same range as our
occupancy labels. We choose this factor based on the max-
imum expected velocity in our urban setting. Our recurrent
network is trained with sequences of nin = 10 measurement
grid maps. We use data augmentation, i.e. we rotate the grid
maps randomly in 1◦ steps, which gives us the opportunity
to cover all possible motion directions in our training data.
With this augmentation, the use of only two intersections for
training turned out to be sufficient to gain good performance
in various environments. In addition to data augmentation,
we apply dropout on the non-recurrent connections of the
Encoder-LSTM as proposed in [25] to avoid overfitting. The
developed recurrent network architecture contains 3.7 million
parameters and achieves an inference time of about 53 ms
on a Nvidia GeForce GTX 1080 Ti, which is sufficient for
real-time application.
V. EVALUATION
In our experiments, we consider the three test driving
sequences: driving straight with constant velocity, stop and
go, and driving circles. In the quantitative evaluations, we
calculate the mean velocity magnitude and the mean ori-
entation of the cells belonging to one object, to compare
these estimates with the ground truth data of the reference
vehicle. In addition to the object velocity and orientation, we
compute the standard deviations of the velocity magnitude
and orientation. These standard deviations serve as a measure
of the extent to which the estimates of the cells belonging to
one object differ. To give a summary of the performance on
a whole sequence, we calculated mean values of the absolute
errors in velocity magnitude MAEvel and orientation MAEori.
Finally, we take the average of the standard deviations for
velocity magnitude σ¯vel and orientation σ¯ori. We compare our
approach to a state-of-the-art particle filter approach from
literature [5]. In the evaluation, we denote the results of the
algorithm in [5] as Nuss et al., our approach is stated as
ours and the ground truth as reference. After the quantitative
evaluation, the main differences between the estimates of
the particle filter approach and our work are qualitatively
discussed in Section V-D.
A. Driving Straight with Constant Velocity
First, we compare the results in a scenario where a test
vehicle drives straight with a nearly constant velocity of
approximately 5 m/s. The mean metrics in Table I show that
TABLE I: Evaluation Summary
approach scenario duration MAEvel MAEori σ¯vel σ¯ori
[s] [m/s] [◦] [m/s] [◦]
ours straight 11 0.746 3.635 0.629 4.282
Nuss et al. straight 11 0.661 2.885 1.005 13.682
ours stop & go 15 0.742 8.447 0.264 8.248
Nuss et al. stop & go 15 1.268 10.515 0.683 23.230
ours circles 24 0.687 6.205 0.554 9.006
Nuss et al. circles 24 1.850 21.084 1.286 16.645
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Fig. 3: Velocity magnitudes in the stop and go scenario.
the particle filter approach yields slightly better predictions
for the velocity magnitude and orientation in this scenario.
Although, our approach provides lower mean standard devia-
tions, i.e. the estimates are more uniform. This result supports
the observations in the qualitative evaluations, depicted in
Fig. 6. The enhanced performance of the particle filter
approach can be explained with the setting of this scenario:
the vehicle drives with constant speed straight ahead and
therefore exactly matches the constant velocity motion model
that is applied in [5].
B. Stop and Go
In this scenario, a reference vehicle accelerates, and stops
several times, as illustrated in Fig. 3 (blue line). The results
show, that our approach (red line) has the ability to capture
braking and accelerating more accurate and with less delay
than the particle-based algorithm. However, the prediction
accuracy of the orientation decreases for both approaches,
compared to the previous scenario (see Table I). We ex-
plain this behavior with the output representation, where
the two velocity components vE , vN are estimated. Thus,
in a scenario with changing speed, there occur errors in the
orientation estimates, even when the vehicle drives straight
ahead, induced by inaccurate speed estimates. Although,
our approach shows lower mean standard deviations, which
verify the ability to predict velocities more uniformly.
C. Driving Circles
Here, we evaluate the velocity estimates in a scenario,
where the reference vehicle drives circles around our ego-
vehicle. The scenario is illustrated in Fig. 5 with the ground
truth trajectory of the reference vehicle as blue line. The
orientation of the reference vehicle is depicted in blue in
Fig. 4. The curves, as well as the mean orientation in Table I
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Fig. 4: Velocity orientation in the driving circles scenario.
(a) Nuss et al. (b) ours
Fig. 5: Illustration of velocity estimates with red arrows
drawn on top of the ground truth trajectory of the reference
vehicle as blue dashed line.
show, that our approach is able to estimate the continuous
changing orientation much better than the particle filter. In
addition, σ¯ori is significant smaller, which is also recogniz-
able in Fig. 5 with the velocities depicted as red arrows. The
left image shows that parts of the estimates of the particle
filter approach point outward, while the network predictions
point tangent to the curve. Our approach outperforms the
particle filter in this scenario in all metrics (see Table I).
D. Qualitative Evaluation
We provide a qualitatively comparison of our approach
with the particle-filter approach [5] from scenes of our test
set. Thereby, our test set comprises recordings of intersec-
tions, that differ from those of our train set (see Fig. 2). The
two left images in Fig. 6 show dynamic occupancy grid maps
predicted with (a) the algorithm in [5] and (b) the predictions
of our RNN. In the top images, the velocity estimates
are illustrated as colors according to their orientation. This
result demonstrates the strong generalization capability and
robustness of our approach, since the predicted occupancy
and velocity estimates of our RNN are very close to the ones
of the particle filter approach. Furthermore, it can be seen,
that our approach produces less wrong velocity estimates in
the static environment, i.e. there are less colors at contours
of static obstacles. In the two bottom grid maps in Fig. 6,
the velocity estimates are visualized as red arrows. The
arrows of the marked object show, that the orientation of the
velocity estimates are much more uniform in the prediction
of the RNN. This result is also quantified in the evaluations
above with the lower mean standard deviations in Table I of
(a) Nuss et al. (b) ours
Fig. 6: Comparison of (a) particle filter based estimates and
(b) our approach on the test set. In the illustration at the top,
the orientation of the velocity estimates is depicted in colors
according the colored circle, for velocities > 0.7 m/s. In the
bottom images the velocity estimates are visualized with red
arrows for velocities > 0.7 m/s.
our approach. The illustration also depicts, that the particle
filter approach produces significant more false positives, i.e.
predicting velocity in static area, than our approach.
In summary, our qualitative evaluations demonstrated the
benefits of our training strategy, with the ability of our
model to predict object motion more uniformly and produce
less wrong velocity estimates in static area. In addition, we
compared our approach quantitatively with the algorithm
in [5] using three different driving scenarios. The particle
filter approach provided slightly better results in a setting
with constant velocity and orientation. However, in more
complex driving scenarios with acceleration, brake and turn
maneuvers our approach outperforms the particle filter.
VI. CONCLUSIONS
In this work, we have presented a learning-based approach
for predicting dynamic occupancy grid maps in stationary
settings. Our recurrent neural network processes past mea-
surement grid maps to predict the dynamic occupancy grid
map at the current time step. The training of our network
architecture takes place with automatically generated labels.
In the evaluation, we show that our approach is applicable in
different urban environments. Moreover, it provides promis-
ing results in dynamic driving situations, such as in brake
and turn maneuvers, compared to the related work. As future
work, we aim to refine our approach for the application on
a driving ego-vehicle.
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