Autoregressive Integrated Moving Average (ARIMA) processes of various orders are presented to identify an optimal model from a class of models. Parameters of the models are estimated using an Ordinary Least Square (OLS) approach. ARIMA (p, d, q) is formulated for maximum daily temperature data in Ondo and Zaira from January 1995 to November 2005. The choice of ARIMA models of orders p and q is intended to retain persistence in a natural process. To determine the performance of models, Normalized Bayesian Information Criterion is adopted. The ARIMA (1, 1, 1) is adequate for modeling maximum daily temperature in Ondo and Zaira; model parameters are estimated and redundant variables are removed. Causality and the invertibility behavior of some optimal models are also presented.
Introduction A time series of T successive observations is regarded as a sample from an infinite population of a time-series that could have been generated by the stochastic process under study. A powerful way to extract useful information on the underlying process -solely on the basis of the past behavior of the time series itself -is the univariate Box-Jenkins approach. Although originally developed for forecasting purposes (Box & Jenkins, 1976; Nelson, 1976) , BoxJenkins models are useful tools for describing the time dependent structure of stationary and non-stationary time series. Box-Jenkins models for stationary time series, or ARIMA models, have been applied in many areas of research, for example in tree-ring chronologies (Meko, 1981) , in the evolution of the unemployment rate (Dobre & Alexandru, 2008) , and in the analysis of UK Pounds/US Dollar exchange rate (Shittu and Yaya, 2009 Models are initialized using observed data. As proposed by Lorenz (1963) , long range forecasts -those made at a range of two weeks or more -are impossible to definitively predict the state of the atmosphere owing to the chaotic nature of the mechanism involved. Forecast models are used to determine future conditions. However, in real life research and practice, patterns of data are unclear and individual observations involve considerable error; thus, it is necessary to not only uncover the hidden patterns in the data but also to forecast. The ARIMA methodology (Box & Jenkins, 1976) provides a method to accomplish these tasks.
Considering estimates of times series model parameters, Pham-Dinh (1978) computed the exact log likelihood of a time series model and also proposed and justified an asymptotic approximation of the model. Bobba, et al (2006) formulated a stochastic model simulating trends in hydrological and meteorological variables: Their choice of ARIMA model of orders p and q was intended to retain any persistence in the natural processes and they claimed that an ARIMA (1, 0, 1) model was adequate for modeling three variables of temperature, precipitation and stream flow on a seasonal basis in the North East Pond River Watershed. Ojo (2009) compared subsets of autoregressive integrated moving average models to full autoregressive integrated moving average models. The parameters of these models were estimated and the statistical properties of the derived estimates were investigated. In his study, he showed that subset autoregressive integrated moving average models performed better than full autoregressive integrated moving average models. Makinde (2011) (Hamilton, 1994) . In short, if a time series is stationary, its mean, variance, and autocovariance (at various lags) remain the same regardless of the point at which they are measured; that is, they are time invariant. There are several tests of stationarity; which include: (1) graphical analysis, (2) a correlogram, and (3) unit root test, e.t.c. For a stationary time series, a correlogram tapers quickly; whereas for non-stationary time series it dies off gradually. If autocorrelations start high and decline slowly, then the series is nonstationary and should be differenced. Similarly, an ARIMA process is said to be stationary if spikes decay to zero after a few lags. In this study, correlogram use was adopted to test for stationarity of temperature data.
Test for Model Adequacy
To test the adequacy of the model, the Ljung-Box (1978) statistic will be used; this is a statistical test for determining whether any of a group of autocorrelations of a time series is different from zero. As opposed to testing randomness at each distinct lag, it tests the overall randomness based on a number of lags, and is therefore a portmanteau test. The LjungBox Statistic is:
.
Specification of ARIMA in Terms of A Lag Operator When the models are specified in terms of the lag operator L, the AR (p) model is given by
and the MA(q) model is given by ( )
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The ARIMA process is stationary if (1, 0, 1) process,
,
this holds only if
φ ≠
For an ARIMA (1, 0, 2) process, 
, ( 1) , 1,2,3,
( 1) [ ( 1) ]
1 , ( 1) [
] . . 
T T T t t t t t t t T T T t t t t t t t T t t T t t t T t t t n
, − − = = = − − − − = = = − − − − = = = ∇ =          T T T t t t t t t
T T T t t t t t t t t T T T t t t t t
− = = − − − = = = − − − − = = = ∇ =         T T t t t t
T T T t t t t t t t T T T t t t t t t
− − − − = = − − − − = ∇ = − −   − − −        T T t t( ( )( )− − − − − = = − − − − − − − = = ∇ = − − − − − − − −    − − − − − = = − − − = − − − − = ∇ = − − −   − −     −   − −         T T t1 − − − − − − − = = = = − − − − − − − = = = = − = − =                                   =                          y− = − =                    T t
t t T t t p t y y y y
The expression for each parameter , 1, 2, , = … i i p φ can thus be determined using Crammer's rule or the Gauss-Schidel method. ). Also, the residual terms (white noise process or innovation series (Bobba, et al., 2006) ) are independently and identically distributed because the autocorrelation function at various lags hover around zero (see Figure 1) (Gujarati, 2004) . Similarly, Figures 3a and 3b show that residuals are normally distributed, thus, 2 (0, ). Table  2 ). Table 5 ). Also, in testing for significance of the parameter estimates, Table 3 shows the t-statistics for the parameter estimates of the model. It is shown that a c with 0.052 = t and a p-value = 0.959 is not significantly different from zero; thus, c is redundant.
To improve the model result, c was removed because it is redundant. This removal had no effect on the estimates of other parameters or on the Ljung-Box value of the model; rather it results in a smaller normalized BIC value (=0.912). Hence, the optimal model for maximum temperature of Ondo is: Table 3 ). Also, in testing for significance of the estimates of parameters, results show that a c with 0.055 = t and a pvalue = 0.956 is not significantly different from zero (see Table 3 ). Hence, c is redundant.
To improve the model result, c was removed; this had no effect on the estimates of other parameters or on the Ljung-Box value of the model, instead, it results in a smaller normalized BIC value (=0.512). Hence, the optimal model for the maximum temperature of Ondo is: 1, 1 ) is optimal and adequate for modeling the daily maximum temperatures because it has the least normalized BIC, parameters of the model are estimated and the redundant variable is removed. The behavioral pattern of the optimal model for each of the cities is reported.
