Current research on the task of automatic music genre classification has been focusing on new classification approaches based on combining information from other sources than the music signal. The reason for this is that the use of contentbased approaches, i.e. using features extracted directly from the audio signal, seems to have reached a glass ceiling. In this work we show that by using different types of contentbased features together it is possible to substantially improve the classification accuracy. This is an interesting result as different types of content-based features aim, at a conceptual level, to capture the same type of information. In order to identify which types of content-based features are responsible for the predictive accuracy gain, we also used a feature selection (FS) approach based on a genetic algorithm (GA). The analysis of the results in two databases shows that the use of the GA for FS succeeds in selecting a representative subset without significant loss in accuracy. It also shows that all the different types of content-based features employed are important for the improvement of the accuracy in classifying music genres.
INTRODUCTION
The task of automatic music genre classification is a popular task within the Music Information Retrieval (MIR) community [17] . This is due to the fact that the music genre in one of the most frequent items used in search queries, as pointed by several authors [5, 13, 21] . Over the past decade this task has received growing attention every year which lead to the development of different types of feature descriptors [9, 14, 26] and classifications approaches [1, 15, 16, 18, 24] . Current research on automatic music genre classification suggests that the use of content-based approaches have reached a glass ceiling [15] . In order to overcome this situation, several authors have proposed the use of different types of information related to the music pieces in combination with the content-based features [1, 15, 16, 18, 27] .
The main limitation of the approaches that are not contentbased (in a MIR scenario) is that they are often not applicable for songs which are not sung in English, as the use of additional sources of information depends on natural language processing tools, which for languages other than English might not be available (e.g. for ethnic music). Therefore, although it has been claimed that content-based approaches have reached a glass ceiling, they are still important in many MIR applications. Previous works have shown that, by using different content-based features together, it is possible to improve the classification accuracy for the tasks of music genre classification [8, 26, 20] and artist identification [6] . Therefore, it seems worth verifying if by using state-of-art content-based features vectors it is possible to improve the classification accuracy of the task of automatic music genre classification. In order to evaluate which features and from which feature sets are important, we also apply a feature selection procedure based on a genetic algorithm.
The main contributions of this paper are as follows. We verify that the performance of an "ALL" (i.e. with all features descriptors available) content-based hybrid feature vector using all the information available is (statistically significantly) better than using any of the individual feature sets alone. We verify that a genetic-based feature selection algorithm is capable of automatically creating a hybrid feature vector which achieves the same accuracy (without statistical significance difference) as the "ALL"-features hybrid feature vector.
The remainder of this paper is organized as follows: Section 2 presents an overview of the proposed approach. Section 3 briefly presents the different feature sets used in this work. Section 4 presents the details about the feature se-lection algorithm used in this work. Section 5 presents the experimental results. Section 6 presents some discussion and related work. Conclusions and some perspectives about future work are stated in Section 7.
SYSTEM OVERVIEW
In this paper we use the time-decomposition approach [22, 24] with an "ALL"-features hybrid vector that encompasses 298 features, where: 40 from Inset-Onset Interval Histogram Coefficient descriptors [9] , 30 from MARSYAS [26] , 60 from Rhythm Histograms [14] and 168 from Statistical Spectrum Descriptors [14] ). Therefore, for each music piece all these features are extracted from 30-second segments chosen from the beginning (B), middle (M) and end (E) parts of the music signal.
For each segment, SVM classifiers that use the SMO algorithm are trained using an 1x1 approach. Music genre classification is carried out considering each classifier isolated as well as the combination of their outputs through combination rules such as majority voting of the class labels (MAJ), summation (SUM) or multiplication (PROD) of the posterior probabilities of each class [12] . Given the "ALL"-features hybrid vector, a feature selection procedure based on Genetic-Algorithm (GA) is applied [24] . We refer to the resulting feature vector as the GA-selected feature vector. The feature selection procedure is applied to the feature vectors extracted from each segment (B, M, E).
FEATURE SETS
In this section we briefly describe the different types of features used to create the "ALL"-features hybrid vector.
Inset-Onset Interval Histogram Coefficients (IOIHC)
In the Inset-Onset Interval Histogram Coefficients (IOIHC), the features are related to rhythmic properties of music signals [9, 10] . The feature set is computed starting from a particular rhythm periodicity function (IOIH). It represents normalized salience with respect to period of inter-onset intervals which are present in the signal. Then feature values are parameterized according to the following steps: (1) projection of the IOIH period axis from linear scale to the Mel scale, which has lower dimensionality, by means of a filter; (2) computation of the IOIH magnitude logarithm; and (3) computation of the Inverse Fourier Transform, keeping the first 40 coefficients. These steps produce a feature set that is analogous to the MFCC coefficients, but in the domain of rhythmic periods rather than in signal frequencies. A more detailed description of these features can be found in [9] .
MARSYAS features
This feature set was originally proposed by Tzanetakis and Cook [26] . The original feature set can be split into three subsets: features for the rhythmic content (BEAT), features describing the timbral texture (STFT and MFCC), and features related to pitch content (PITCH). Rhythmrelated features aim at representing the regularity of the rhythm and the relative saliences and periods of diverse levels of the metrical hierarchy. They are based on the so-called "Beat Histogram", which is a particular rhythm periodicity function that represents beat strength. The final features are computed from some statistic measures obtained from the histogram (relative amplitudes, periods, ratios of salient peaks, as well as the overall sum of the histogram as an indication of beat strength). The features for timbral texture are obtained from the short-time Fourier Transform (STFT) of the music signal, and include the mean and variance of framewise spectral centroid, rolloff, flux, the time domain zero crossings, low energy and the first five Mel-frequency cepstral coefficients (MFCCs). Finally, the pitch related features include the maximum periods of the pitch peak in the pitch Histograms. The complete feature set can be directly obtained from the MARSYAS framework, that implements all the necessary procedures. The final feature vector is 30-dimensional (BEAT: 6, STFT: 9, MFCC: 10, PITCH: 5).
Rhythm Histograms (RH)
The Rhythm Histograms (RH) feature set is based on psycho-acoustical models that capture rhythmics and other fluctuations on frequency bands critical to the human auditory system [14, 15] . The feature set is obtained as follows:
(1) the specific loudness sensation on 24 critical frequency bands are calculated by means of a Short Time Fast Fourier Transform (STFT); (2) the resulting frequency bands are clustered in the Bark scale, applying spreading functions to take into account masking effects; successive transformations into the Decibel, Phon and Sone scales are applied; the Bark scale is a perceptual scale that clusters frequencies to critical bands according to perceptive pitch regions [28] ; these step produces a psycho-acoustically modified Sonogram representation that reflects human loudness sensation; (3) a discrete Fourier transform is applied to the Sonogram, resulting in a time-invariant spectrum of loudness amplitude modulation per modulation frequency for each individual critical band; (4) a dimensional reduction procedure is applied: the modulation amplitude values are grouped in 24 individual critical bands, exhibiting the magnitude for 60 modulation frequencies from 0.17 to 10 Hz. The complete procedure is successively applied to several audio frames, in such a way that the final Rhythm Histogram feature vector is computed as the median of the values for each audio segment. The final feature vector is 60-dimensional.
Statistical Spectrum Descriptors (SSD)
The Statistical Spectrum Descriptors (SSD) [14] feature set is obtained from some specific loudness sensation of the music. The loudness sensation is computed on 24 Barkscale bands, as for the RH feature set. Statistical measures that include the mean, the median, the variance, the skewness, the kurtosis, and the minimum and maximum values are computed for each band. The obtained SSD feature set represents the fluctuations on the critical bands, and also captures additional timbral information that is not covered by the previous feature sets. The SSD final feature vector is 168-dimensional.
FEATURE SELECTION
In several problems it is difficult to find an adequate set of features. Feature selection (FS) procedures attempt to find a subset of the original feature set aiming to reduce and simplify the preprocessing and classification steps, but conserving or increasing the final classification accuracy [2] . In general this problem can be modeled as an heuristic search, where the points in the search space are all the possible subsets of the original feature set, and the heuristics that eval-uate the solutions are the performance of the classification algorithm.
FS procedures can act according two main ideas [19] : (1) in the filter approach the feature selection process is executed as an independent preprocessing step, before the application of any classification algorithm; (2) in the wrapper approach the classification algorithm is employed as a subroutine by the feature selection procedure, working specifically to evaluate the generated solutions.
It is important to note that in our proposal, that employs several feature vectors -extracted from different segments of the music signal (B, M, E) -the feature selection procedure is applied independently in each one of these parts. Therefore, it is possible to analyze the relative importance of the features according to their origin.
We use a classical Genetic Algorithm (GA) paradigm to carry out the search, since it is recognized as an efficient search procedure for complex problems. In our framework the individuals (chromosomes) are associated to n-dimensional binary vectors, according to the max feature vector size n. Each individual acts like a binary mask for an associated feature vector, that is, a value 1 indicates that the corresponding dimension must be used, and a value 0 indicates that it must be discarded. The fitness of the individuals are directly calculated from the classification accuracy of the respective classifier, according to the wrapper approach by using a percentage of the training set as a validation set.
We outline the employed feature selection algorithm as follows:
1. Generate an initial population at random; 2. UNTIL the evolution process converges (no significant change in the population in two successive generations OR the maximum number of generations is achieved) DO:
(a) FOR each individual in the population DO:
i. Train a classifier using the selected features (according to the bit mask); ii. Apply the obtained classification structure to a validation set in order to compute the accuracy, which is assigned to individual's fitness;
(b) Proceed elitism to conserve the top ranked individuals AND apply crossover and mutation operators in order to obtain the next generation.
3. The top ranked individual determines the final selected feature set.
We employ 50 individuals in each generation, to execute our FS procedure.
EXPERIMENTS

Databases
All the experiments reported in this section were evaluated on two databases. The first database is the Latin Music Database (LMD) [23] [4] . Therefore we consider that the results obtained on these databases are meaningful.
Evaluation
All the experiments reported in this section used a stratified ten-fold cross-validation procedure. Table 1 presents the results on the Latin Music Database (LMD) considering the different feature sets evaluated in this work. The accuracies are reported for individual classifiers for the beginning segment (B), middle segment (M), and end segment (E) as well as for the combination of the individual classifiers by using the majority vote (MAJ), summation (SUM) and product (PROD) rules. In Table 1 , ALL-Features represents the results for using all the feature sets (IOIHC + MARSYAS + RH + SSD) concatenated into a single feature vector, and GA-Selected Features represents the results for the hybrid features selected by the genetic algorithm (GA). Statistical significance was measured by the paired two-tailed Student's t-test, using a confidence level of 95% in order to verify if the results obtained by using "ALL-Features" were significantly better than the other approaches within the same Table column. In the cases where the difference is statistically significant, the symbol " * " is introduced.
The analysis of the results of Table 1 shows that for the LMD the use of the "ALL" feature vector is significantly better than using any of the individual feature sets in all cases (individual segments and ensemble-based rules). When compared to the GA Hybrid vector, the "ALL" feature vector has significantly better results in 2 (out of 6 cases). Table 2 presents the results for the ISMIR Genre 2004 database. An analysis of the results of Table 2 indicates that that the use of the "ALL" feature vector provides significantly better accuracy than using any of the individual feature sets in all cases. The GA Hybrid features have a higher accuracy than the "ALL" features in 5 (being 1 statistically significant) out of 6 cases.
Analysis of the Selected Features
Since we are using a feature selection algorithm, besides the classification accuracy, there are other aspects which are worth of analysis. First, if the genetic algorithm was able to select a small subset of features. Secondly, we want to know from all the available features, which features were selected? Was there a particular feature type set that was not used at all? These are the issues that will be discussed in this section. Table 3 shows the number of features for each representation for each segment for both the LMD and ISMIR databases. The analysis of Table 3 reveals that the GA-based procedure selects up to 62.40% of the features present in the ALL feature vector. Table 4 presents the number of features selected from each particular feature representation to compose the GA Hybrid features. The analysis of this table shows that features were selected from all the different representations. This result implies that the hybrid-content based vector benefits from having all these different feature representations even though that at the conceptual level the different feature representations attempts to capture the same kind of information, 
DISCUSSION AND RELATED WORK
Some studies have augmented the task of music genre classification by using information from other sources beyond the music audio signal. The additional sources of information that has been used to augment the content-based approaches are: Cultural information by using web-mining techniques [27] ; Boolean meta-data tags representing the music context [1] ; Lyrics [16] ; Symbolic representation by using a transcription system [15] ; and the combination of cultural information and symbolic representation features [18] . In all these approaches the use of additional sources of information has improved the classification accuracy when compared to using only the audio content-based features. The approaches that use cultural information or lyrics are usually dependent on natural language processing tools and techniques, that might not be available (or even exist) for languages other than English. Although in [15] the authors experimented with different combinations of different content-based and symbolic-based features, it seems that the possibility of combining only the content-based features was overlooked.
The idea of using different types of content-based features in one feature vector is not necessarily new, as the MARSYAS [26] framework can be considered as the first system to use a hybrid content-based feature vector. Other authors also used the combination of spectral and rhythm features [8] , Mel-frequency cepstral coefficients and chrome features [6] or fluctuation patterns with spectral similarity features [20] .
Our contribution lies in the fact that we have used four (IOIHC, MARSYAS, RH and SSD) different types of contentbased features (referred to as the "ALL"-features vector) and that this combination leads to a substantially better classification accuracy than using any of the individual feature vectors. This is an interesting result, as the focus of current research is on the development of new multi-modal approaches to the task of music genre classification and in a MIR scenario most of these approaches might not be applicable to songs sung in languages other than English, e.g. Ethnic music. Moreover, the gain in accuracy by using the hybrid contentbased approaches for music genre classification is on par with the accuracy gain presented in some of the related work using multi-modalities. For example, the best individual feature set used in this work is the SSD feature set. In [15] the authors have also used (among other features) the SSD on the ISMIR database achieving an accuracy of 71.4%. By combining SSD and Symbolic features they achieved an accuracy of 74.5%, an improvement of 3.1% in the classification accuracy. On a different database, but compatible in size with the LMD, [16] has achieved an accuracy of 66.32% with SSD features alone and an accuracy of 68.72%, an improvement of 2.40%, when combining SSD with features extracted from the song Lyrics. If we compare the best results obtained in the ISMIR genre database, we will see that by using only SSD we have an accuracy of 76.12%. By using the "All"-features vector we have an accuracy of 78.74%, an improvement of 2.62%. By considering the use of the GA we have an accuracy of 80.27%, an improvement of 4.15%. And finally, by considering the best result (which uses the GA and the Time-Decomposition ensemble) we have an accuracy of 82.43% which is an improvement of 6.21% against using the best individual segment with SSD. Therefore, it seems that the use of hybrid-content based approaches can offer at least the same (or greater) benefit of using one extra modality.
Previous work on feature selection and music genre classification has focused on using different techniques to reducing the dimensionality space [11] or verifying if it was possible to improve the classification accuracy [7, 25] . In this work, we present an original analysis in order to better understand why the "ALL"-features vector provided such good results. For this reason we employed a GA-based feature selection algorithm to understand which features and from which feature sets were being used. It turned out that all the four types of feature representation play an important role in the improved classification accuracy. This is an interesting result as the different types of content-based features can efficiently complement each other, even though on a theoretic level some of them aim to capture the same kind of information. Note that the main reason to use a GA-based feature selection algorithm, instead of a feature transformation one (e.g. Principal Component Analysis), is to be able to analyze the importance of the different types of feature sets used by the "ALL"-features vector. As pointed out by [17] this would not be possible otherwise.
CONCLUDING REMARKS
Current research on automatic music genre classification suggests that the use of content-based approaches have reached a glass-ceiling [15] . For this reason many authors have proposed different feature descriptors and/or ways of combining these descriptors with information from other sources (E.g. Lyrics, Cultural Information, Symbolic Features, etc.). However, the use of additional sources of information usually depends on natural language processing tools, which for languages other than English might not be available (e.g. for ethnic music).
In this work we verify that it is possible to improve the classification accuracy by using different types of contentbased features together. The gain in classification accuracy by using this approach is better than using any of the individual types of feature vectors. We have also used a geneticbased algorithm for feature selection in order to create a reduced hybrid feature vector which provides the same accuracy as the feature vector containing all the different types of feature but with a more compact representation. We also analyzed which features from which feature sets were selected and concluded that all the different types of features play an important role in the gain in classification accuracy, as the GA always selected features from all the four types of features used in this work.
As future work we intend to do controlled experiments in order to verify the real impact of additional sources of information against the hybrid content-based features studied in this work. We also plan to use other types of content-based features.
