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ABSTRACT
In this thesis, an integrated waveform-agile multi-modal tracking-before-
detect sensing system is investigated and the performance is evaluated using an
experimental platform. The sensing system of adapting asymmetric multi-modal
sensing operation platforms using radio frequency (RF) radar and electro-optical
(EO) sensors allows for integration of complementary information from different
sensors. However, there are many challenges to overcome, including tracking
low signal-to-noise ratio (SNR) targets, adapting to different waveform configu-
rations to optimize tracking performance, and processing statistically dependent
measurements. In order to address some of these challenges, a particle filter
(PF) based recursive waveform-agile track-before-detect (TBD) algorithm is de-
veloped to avoid information loss caused by conventional detection under low
SNR environments. Furthermore, a waveform-agile selection technique is inte-
grated into the PF-TBD to allow for varing waveform configurations. The embed-
ded exponential family (EEF) approach is used to approximate distributions of
parameters of dependent RF and EO measurements and to further improve tar-
get detection rate and tracking performance. The performance of the integrated
algorithm is evaluated using real data from three experimental scenarios.
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Chapter 1
INTRODUCTION
1.1 Motivation
Target tracking plays a prominent role in today’s world. In the past decades,
tracking has been used in a wide area of applications, both in commercial and
military systems, such as fire control system, flight navigation, Global Position
System (GPS), missile guidance, maritime surveillance, satellite orbit determi-
nation and underwater target tracking systems. Target tracking involves the
estimation of dynamic state parameters of targets based on available sensor
observations [7]. Therefore, two factors play a significant impact on the per-
formance of a tracking system: availability of observations and the validity of
measurement models that relate observations to quantities of interest.
Traditional tracking sensors, including sonar, radar and cameras, suffer
either the limitations of surveillance region or disabilities of tracking agile targets.
As a result, they are unable to provide comprehensive information. In order to
achieve better observations, it is attractive to associate complimentary target in-
formation from respective sensors and thus a more complete description of tar-
gets can be obtained in a multi-modal sensing system. An highly-advantageous
multi-modal combination is radio frequency (RF) and electro-optical (EO) sen-
sors jointly sensing. This is because RF radar can be used to detect a moving
target’s kinematic information, including location and velocity while EO sensors
provide highly accurate physical features, such as azimuth and elevation angle
information, to localize stationary targets. When combined together, estimation
error and misclassification rate are expected to reduce and improved tracking
and identification performance can be obtained. For example, in [33], informa-
tion fusion from RF and EO sensors was performed in a pedestrian surveillance
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application. As a consequence, an enhanced classification capability and a
reduced number of false alarms per unit of time were observed when measure-
ments from both sensors were fused in an asymmetric manner. More recently,
RF and EO sensor information was associated for tracking and characterizing
human motion by measuring the walking pattern over a period of time [7]. Mis-
classification and high estimation accuracy was also noted among the benefits.
Furthermore, in [37], the multi-modal framework was exploited by adaptively
configuring waveform parameters and EO angle resolution to reduce estimation
error and resource consumption.
Although the RF-EO joint sensing system is expected to increase surveil-
lance coverage and visibility, the detection and estimation of moving targets in
a low signal-to-noise ratio (SNR) environments is still challenging. In a con-
ventional target target tracking process, detectors first perform matched filtering
and then threshold the sensor measurements at each time step, which is usu-
ally known as general likelihood ratio test detector (GLRT). The thresholding
simplifies computational complexity by reducing information flow and discard-
ing redundant information. Due to the redundancy of sensor measurements,
the disadvantage of GRLT is of little concern when tracking a high SNR tar-
get. However, when tracking low observable targets, environmental conditions,
such as weather, interference and light intensities can greatly affect radar sig-
nal returns and imaging retrieving. As a result, thresholding based detection
and estimation, losing potential valuable information, could lead to high false
alarm rates. For low observable targets, therefore, it is important to implement
an a detector that does not depend on thresholding as is the case with the
track-before-detect (TBD) approach. The TBD algorithm considers all possible
potential useful information on the whole measurements plane. Previous ap-
proaches to TBD algorithms, such as dynamic programming [5, 2], maximum
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likelihood estimation [35] or Hough transform [9] generally require large com-
putational resources. Recently, an efficient realization of the TBD tracker was
proposed using the sequential Monte Carlo method in [26]. The key idea is to
represent the posterior probability density by particles, together with associated
weights and target presence variables [8], and then obtain quantities of objects
by either maximum likelihood estimation or the statistical expectation of poste-
rior probability. The particle filter based track-before-detect (PF-TBD) algorithm
is computationally efficient and can be used to track targets of interests under
non-linear, non-Gausain scenarios. In most PF-TBD with single sensor imple-
mentations, sensor measurements were assumed as independent from cell to
cell and frame to frame for mathematical simplification. However, in multi-modal
sensing systems, multiple sensors are observing the same scan at the same
time and we need to take the dependence between them into considerations. In
this thesis, we integrate the PF-TBD algorithm with the embedded exponential
families (EEF) technique to approximate unknown correlation parameters be-
tween RF-EOmeasurements and increase the validity of measurements models
accordingly [16, 21].
The PF-TBD algorithm is expected to improve sensing performance in
low SNR scenarios. However, as a tradeoff, the volume of data gathered by
sensors often places an overwhelming demand on signal processing and re-
sults in redundant resource consumptions, especially when incorporated with
EEF. On the other hand, adapting the transmit waveform can contribute to more
accurate state estimates. Therefore, the ability to intelligently direct sensor con-
figurations have a significant impact on the performance of a sensing system
[30]. Dynamic waveform adaptation provides a sensing methodology to design
the next transmitted waveform to optimize the tracker’s requirements. Early at-
tempts regarded tracker and sensor as separate subsystems [4, 22, 11]. In
3
those early works, the emphasis was to improve the matched filter response
to maximize the resolution, or to minimize the effects of mismatched filtering.
With the advent of modern waveform-agile techniques, it is now possible to in-
tegrate sensors and algorithms to improve tracking performance. The system
level optimization yields better tracking performance than optimizing the sen-
sors and tracker independently [29, 37]. In this thesis, an agile-waveform design
scheme has been integrated into the PF-TBD algorithm, which can configure the
transmitted waveform on a pulse-to-pulse basis to obtain the information that
optimally improves the tracker’s performance according to requirements. The
performance criteria in the thesis is the predicted mean-squared error, which is
approximately evaluated by Cramér-Rao lower bound (CRLB) iteratively at each
time step [21]. In order to prove and evaluate the advantages of the proposed
PF-TBD algorithm with waveform design and EEF, a set of field experiments
has been performed using a designed platform. Specifically, we are able to
track a target using measurements from both RF and EO sensors, while select-
ing waveform parameters at each time step to achieve minimum predicted MSE.
The theoretic and experimental collaborative research proves the efficiency and
advantages of combining PF-TBD with waveform design and embedded expo-
nential families technique.
1.2 Thesis Organization
The rest of the thesis is ordered as follows. Chapter 2 covers the basic princi-
ples of multi-modal sensing with emphasis on the application of particle filtering
to this problem. It also discusses the conceptual solution to the tracking prob-
lem using the recursive Bayesian framework and an implementation via particle
filtering; this includes a description of state model, measurements model as well
as conventional detection method for RF and EO sensors. Chapter 3 starts with
severe target false detection phenomenon under low SNR environment and in-
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troduces a solution using the particle filter based track-before-detect algorithm
(PF-TBD). In Chapter 3, we develop the TBD algorithm using complete mea-
surements, whose benefits are verified via simulations. Chapter 4 covers the
principles of the embedded exponential families method and the application of
the EEF technique in the multi-modal PF-TBD algorithm. There is also a perfor-
mance comparison between PF-TBD with EEF versus assuming independent
measurements through simulations. Chapter 5 discusses the waveform-agile
design procedures, and its integration into PF-TBD. We also compared the per-
formance of PF-TBD with waveform deign versus PF-TBD with fixed waveforms
configuration in Chapter 5. Chapter 6 introduces the experimental scenario, in-
cluding platform specifications, filed views and trajectory generations. It also
provides the experimental performance evaluations, which are consistent with
the results of the simulations from previous chapters.
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Chapter 2
MULTI-MODAL TRACKING FORMULATION
Tracking is the estimation of unknown dynamic target’s parameters using ob-
served data from sensors. In most tracking applications, the targets are moving
in a pattern which can be modeled mathematically. For example, vehicles are
driven along the roads, while satellites move around the earth according to pro-
posed trajectories. In a more general case, the moving pattern is the physical
model that relates position with velocity and acceleration. Therefore, it is pos-
sible to apply statistical methods in order to optimally estimate quantities. The
process of extracting information from the dynamics of a system can be resolved
through a recursive Bayesian framework [24]. There are well studied recursive
Bayesian solutions, such as the Kalman filter, in the case of linear and Gaussian
models. For non-linear and/or non-Gaussian models, sequential Monte Carlo
methods, such as particle filtering, can be used. A particle filter represents the
required posterior density function by a set of random samples and associated
weights. As the number of samples becomes very large, this Monte Carlo char-
acterization becomes an equivalent representation to the usual description of
the posterior probability density function (PDF).
To estimate parameters of the target of interest, the performance is also
affected by the availability of comprehensive observations. Using a single track-
ing system, such as radar or camera, may not be able to resolve different pa-
rameters with high resolution. For example, an electro-optical (EO) sensor in a
starting imaging model uses a narrow field of view (FOV) to identify stationary
targets and a radio-frequency (RF) radar sensor in a non-imaging model uses a
wide FOV to track moving targets. In this chapter, we investigate an RF-EO joint
sensing system, which is expected to provide a more complete description of
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targets in interest and then resolve the tracking tracking problem in a recursive
Bayesian framework.
2.1 Radio Frequency Sensor Measurement
Radio frequency (RF) sensors or pulse-Doppler radar sensors can transmit fre-
quency modulated chirps and capture returned signals to estimate a target’s
kinematic parameters, such as range and velocity. In this section, we discuss
estimating the target state using RF sensor measurements under high SNR con-
ditions. The theory will be incorporated into an alternative estimation approach
to eliminate the high SNR restriction in Chapter 3. In the RF radar sensing
subsystem, the transmitted pulse from the sensor is given by
s(t) =
p
Etg(t)e
j2fct
where fc is the carrier frequency, Et is the normalized energy of the transmit-
ted pulse, and g(t) is the envelope function. The total round trip delay r and
Doppler frequency shift d are given by
r =
2
c
p
x2 + y2 (2.1a)
d =  2fc
c
x _x+ y _yp
x2 + y2
(2.1b)
where (x; y) and ( _x; _y) are the two-dimensional (2-D) Cartesian coordinates for
position and velocity respectively and c is the propagation speed of electro-
magnetic wave in the air. If we assume a narrow band environment, the noisy
received signal is given by
r(t) =
p
Etg(t  r)ej2dtej2fct + n(t) (2.2)
where n(t) is noise and without any loss of generality, the signal energy is as-
sumed normalized to one.
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Then at the receiver, the received waveform is demodulated to produce
the received waveform complex envelope as
~r(t) = g(t  r)ej2dt + ~n(t)
The next step is to perform maximum likelihood estimation to obtain the time
delay and Doppler frequency shift. The likelihood function is the Fourier trans-
form of the time correlation between the transmitted signal and the received de-
modulated signal; this corresponds to the ambiguity function (AF) [10]. In most
tracking systems, only the magnitude information is implemented and given as
jAF(; )j =
Z ~r(t)g(t  )e j2t dt
=
Z g(t  r)g(t  )ej2(d )t dt (2.3)
According to the Cauchy-Schwartz inequality, the noiseless jAF (; )j is maxi-
mized when  = r and  = d. In practice, the ambiguity function is obtained
by passing the received signal through a matched filter bank and evaluating
outputs at particular points to extract  and . If the maximum output likelihood
value is above some threshold, a target is classified as present. Then the values
(r; d) are considered as the measurements that are provided to the tracker.
It is important to note that the noise present in the receive waveform
manifests itself as sidelobes in the AF plane. For high SNR, there is a clear
separation between noise and the main peak corresponding to the target. How-
ever, for low SNR, he AF sidelobes are more prominent and could result in high
false alarm rates.
2.2 Electro-Optical Sensor Measurement
Electro-optical (EO) sensors are able to capture static images of targets at each
sample time. Those images are used to extract elevation and angle information,
which are always expected with high accuracy. The estimation of static features
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from EO sensors is based on the geometric relationship between target of in-
terest and markers through image signal processing techniques. Therefore,
the EO sensors suffer the limitation of surveillance region and the incapacity to
track fast moving targets. If we consider a tracking problem in a 2-D plane, the
elevation is always 0 and therefore we are only interested in angle information
extraction. The first step of the image processing is to convert EO data into a
binary image. Then the target and markers can be detected using a segmenta-
tion algorithm such as intensity thresholding or connected-component labeling
[28]. Using geometry analysis can help extract the target’s angle information.
A example is given in Figure 2.1, where a sample picture is captured
as shown in Figure 2.1a and converted into a binary image as shown in Figure
2.1b. In the example, the white intensities on each column are obtained from
Figure 2.1b for detecting markers and targets. The white intensities shown in
Figure 2.1c, in which there are clear thresholds for target and markers detection
can be used to extract angle of the target using geometry analysis. The angle
measurement is also obtained as
 = tan 1
y
x

where (x; y) is the two-dimensional (2-D) Cartesian coordinates for position.
2.3 Tracking Problem
Considering a target moving in a 2-D plane, the target state vector is x =
[x; _x; y; _y]T , where (x; y) and ( _x; _y) denote target location and velocity in the
2-D plane, respectively. If the system measures the target of interest with a
sampling interval of ts, target states and measurements are discrete-time de-
pendent denoted as xk and zk respectively. In this thesis, k is assigned to a
continuous time tk as sampling time index and ts = tk   tk 1. The target state
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evolves according to the following discrete-time stochastic model:
xk = fk 1(xk 1;vk 1) (2.4)
where fk 1 is a known state propagation function and vk 1 is a random process
representing the state model error. In Equation (2.4), the tracking problem is
modeled as a Markov process of order one. The sensors measurements are
related to the target state via the measurements equation:
zk = hk(xk;wk) (2.5)
where hk is a known function and wk is also a measurement noise sequence.
The object is to recursive estimate xk from measurement sequences Zk , fzi :
i = 1; 2; : : : ; kg. The recursive Bayesian solution includes two procedures: pre-
diction and updating. Assuming that the required PDF p(xk 1jZk 1) at time k 1
is available, the prediction stage uses the state evolution model in Equation (2.4)
to obtain the prior density of the state at time k as
p(xkjZk 1) =
Z
p(xkjxk 1)p(xk 1jZk 1) dxk 1 (2.6)
The probabilistic model of the state propagation model p(xkjxk 1) has been
defined by Equation (2.4). At time step k, once a measurement zk is available,
the update of the PDF is calculated via Bayes’ rule:
p(xkjZk) = p(xkjzk;Zk 1)
=
p(zkjxk;Zk 1)p(xkjZk 1)
p(zkjZk 1)
=
p(zkjxk)p(xkjZk 1)
p(zkjZk 1)
(2.7)
where the normalizing constant
p(zkjZk 1) =
Z
p(zkjxk)p(xkjZk 1) dxk
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depends on the likelihood function in (2.5). In the update stage equation (2.7),
observation zk is used to modify the prior density function and obtain the PDF
at the current state. The recurrence relations in Equations (2.6) and (2.7) form
the basis for the optimal Bayesian solution. The estimated state vector is
x^k , EfxkjZkg =
Z
xkp(xkjZk) dxk
where E is the statistical expectation operation.
2.4 Use of Particle Filtering for Target Tracking
In the case of linear Gaussian noise, an optimal solution is the Kalman filter [24].
When the state space models use non-linear functions and/or non-Gaussian
processes, then the sequential Monte Carlo methods, such as particle filtering,
can be used [12]. The key idea of particle filtering is to represent the required
posterior PDF by a set of random particles with associated weights and to com-
pute expectations using particles and weights. As the number of particle be-
comes large enough, the weighted sum of particles approximates required PDF
and a sub-optimal estimation is achievable.
If all previous state vectors collected up to time k are denoted asXk, the
joint posterior density at time k can be approximated by
p(XkjZk) 
NX
i=1
w
(i)
k (Xk  X(i)k )
where the fX(i)k ; w(i)k g denotes the set of particles and associated weights with
constraint
P
k
w
(i)
k = 1. Using the Monte Carlo methods, if X
i
k were drawn from
a pre-determined importance density q(XkjZk), the associated weights can be
computed as
w
(i)
k /
p(X
(i)
k jZk)
q(X
(i)
k jZk)
:
By factoring the importance density
q(XkjZk) = q(xkjXk 1;Zk)q(Xk 1jZk 1)
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then a new sample Xk is sampled by augmenting each of the existing sample
Xk 1 with the new state xk  q(xkjXk 1;Zk). Furthermore, Equation (2.4)
models the state model as the Markov process of order one, therefore xk 
q(xkjxk 1;Zk).
If the particle weight evaluation is substituted into (2.7), the weights up-
date equation becomes
w
(i)
k /
p(zkjx(i)k )p(x(i)k jx(i)k 1)p(X(i)k 1jZk 1)
q(x
(i)
k jX(i)k 1;Zk)q(X(i)k 1jZk 1)
/ w(i)k 1
p(zkjx(i)k )p(x(i)k jx(i)k 1)
q(x
(i)
k jX(i)k 1;Zk)
(2.8)
A proper design of importance density, for example q(x(i)k jX(i)k 1;Zk) = p(x(i)k jx(i)k 1),
can simplify the weights evaluation as wik / wik 1p(zkjx(i)k ). Then the required
posterior PDF is approximated as
p(xkjZk) 
NX
k=1
w
(i)
k (xk   x(i)k )
where the weights are defined in Equation (2.8).
Now we return to the tracking problem. Consider a target with constant
velocity moving in a 2-D plane, with xk = [xk; _xk; yk; _yk], then Equation (2.4) is
rewritten as
xk = Fxk 1 + vk =
266666664
1 ts 0 0
0 1 0 0
0 0 1 ts
0 0 0 1
377777775
266666664
xk
_xk
yk
_yk
377777775
+ vk (2.9)
where vk is the random process model error assumed to be Gaussian with
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covariance matrix [23]
Qk = qk
266666664
t3s=3 t
2
s=2 0 0
t2s=2 ts 0 0
0 0 t3s=3 t
2
s=2
0 0 t2s=2 ts
377777775
(2.10)
and qk is the noise intensity in at time step k.
As in a real scenario, the object of interest may accelerate, brake or turn,
there are more sophisticated maneuvering target state models in [20] that can
be used if needed, such as acceleration model, polynomial model. An accurate
state propagation model, providing more accurate moving pattern information, is
expected to result in better tracking performances. However, those constraints
restrict the scope of this research, therefore we only discuss a nearly constant
velocity case as Equation (2.9) in this thesis. In fact, comprehensive observa-
tions and measurements models are expected to compensate for the absence
of accurate state model. The simulations in the following chapters also present
satisfying performance using nearly constant velocity model to track targets with
acceleration and direction change.
In the RF-EO joint sensing system, the EO sensor is able to provide
angle information () while time delay ( ) and Doppler frequency shift () are
extracted from RF measurements. The measurement model is thus shown as
h(xk) =
266664
k
k
k
377775 =
266664
2
c
p
x2k + y
2
k
 2fc
c
x _x+y _yp
x2+y2
tan 1

yk
xk

377775 (2.11)
If we assume that the measurement noise is zero-mean additive white
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Gaussian with covariance, then posterior PDF in Equation (2.8) is
p(zkjx(i)k ) =
 
  1
(2)( 
n
2 )jwkj(  12)
!
exp
 
 (zk   h(x
(i)
k ))
T 1wk(zk   h(x(i)k ))
2
!
(2.12)
Note that using particle filtering for tracking is not strictly restricted in
Gaussian noise environment since equation (2.8) is adaptive to other noise sce-
narios. Considering the widespread existence of Gaussian noise, we only dis-
cussed non-linear Gaussian environment in the remainder of this thesis. Now
with state model equation (2.9) and measurement model in equation (2.11), a
pseudo code is provided as Algorithm 1 for the particle filter tracker.
A practical problem for the PF implementation is that, as particles propa-
gate according to the state model, all but one particle will have negligible weights
after a few iterations [12]. The phenomenon, referred as degeneracy, implies
that a large computational effect is devoted to updating particles whose con-
tribution to the estimation is almost zero. On the other hand, the degeneracy
deteriorates the ability of the particle filter, as the reduced number of “important”
particles is unable to form a PDF equivalent to the posterior density function.
A suitable solution to avoiding degeneracy is to re-sample particles after each
iteration. The resampling is to eliminate particles with small weights and con-
centrate on particles with large weights, as is shown in Algorithm 2 [24].
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Algorithm 1 Tracking by Particle Filters
fx(i)k ; wk(i)gNi=1 = PF[fx(i)k 1; w(i)k 1gNi=1; zk]
for n = 1 : N do
Draw x(i)k  p(xkjx(i)k 1) % Predication stage
Calculate ~w(i)k = w
(i)
k 1  p(zkjx(i)k ) % Update stage
end for
% Normalized weights
Calculate total weight t =
PN
i=1 ~w
(i)
k
for i = 1 : N do
w
(i)
k = ~w
(i)
k =t
end for
RESAMPLING
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Algorithm 2 Resampling
[x
(j)
k ; w
(j)
k ]
N
j=1=Resampling[x
(i)
k ; w
(i)
k ]
N
i=1
c1 = w
(1)
k
for i = 2 : N do
ci = c1 + w
(i)
k
end for
u1  U[0; N 1] % Uniform distribution
i = 1
for j = 1 : N do
uj = u1 + (j   1)=N
while uj > ci do
i = i+ 1
end while
x
(j)
k =x
(i)
k
w
(j)
k = 1=N
end for
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(a) Original Image
(b) Segmentation
(c) Intensities
Figure 2.1: Electro-optical sensor measurement
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Chapter 3
TRACK-BEFORE-DETECT USING PARTICLE FILTER
In the conventional approach to target detection, one or a small number of kine-
matic features are extracted using the GLRT detector and available measure-
ments are then passed to the tracking algorithm. In a high SNR scenario, the
primary advantage of threshold-based detection is to reduce data flow and sim-
plify tracking algorithm. As it is in the case of Figure 3.1a, the global peak serves
as a reasonable estimate of time delay and Doppler. However, when tracking
a low observable target, discarding potential valuable information can be prob-
lematic, so that an accepted probability of detection cannot be achieved while
maintaining a low probability of false alarm. For example, in Figure 3.1b, strong
noise components hide the target’s AF peak at the true time and Doppler shifts,
making it impossible to estimate kinematic features using the GLRT detector. In
this case, it is better to perform estimation using all available data without an
explicit detection procedure; the procedure is called track-before-detect (TBD).
TBD is a technique that tracks a signal before declaring it a target. Using this
approach, the sensor data about a tentative target are integrated over time and
may yield a detection when it would normally not detect due to the high noise
level. In this chapter, we will discuss a realization of the TBD algorithm using
the particle filter discussed in Chapter 2.
3.1 Track-before-Detect Algorithm
In TBD implementation, we first consider a target moving in x-y plane with dy-
namic state model x = [x; _x; y; _y]. In the PF-TBD framework, there is one more
dimension Ek in state vector to indicate the existence of target, which is defined
as Ek = 1 for target’s presence and Ek = 0 for target’s absence. Therefore the
target state vector in TBD implementation is denoted as [xk; Ek], where xk is
18
(a) Ambiguity function in high SNR scenario
(b) Ambiguity function in low SNR scenario
Figure 3.1: The matched filter outputs of an RF sensor at different SNR values
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the 41 dynamic state defined earlier. The state propagation for Ek is modeled
as a two-state Markov chain with a transition matrix
 =
264 1  Pb Pb
Pd 1  Pd
375
where Pb , E(Ek = 1jEk 1 = 0), Pd , E(Ek = 0jEk 1 = 1) are target
“birth” and “death” rates, represent the probability of the target appearing and
the target disappearing, respectively.
Using the target presence variable Ek, the objective of the TBD using the
Bayesian technique is to construct the joint posterior PDF at time k p(xk; EkjZk),
given the posterior probability density function of the target state vector at time
k   1 denoted as p(xk 1; Ek 1jZk 1) and the latest complete measurement zk.
Just like for the particle filter, a Bayesian solution consists of prediction
and an update step. The prediction step is to form a prior density function
p(xk; Ek = 1jZk 1) using the state model. Considering the target existence
variable Ek, the prediction procedure using the TBD is expressed as
p(xk; Ek = 1jZk 1) =Z
p(xk; Ek = 1jxk 1; Ek 1 = 1;Zk 1)p(xk 1; Ek 1 = 1jZk 1) dxk 1
+
Z
p(xk; Ek = 1jxk 1; Ek 1 = 0;Zk 1)p(xk 1; Ek 1 = 0jZk 1) dxk 1
(3.1)
where
p(xk; Ek = 1jxk 1; Ek 1 = 1;Zk 1) = p(xjxk 1; Ek = 1; Ek 1 = 1)p(EK = 1jEk 1 = 1)
= p(xjxk 1; Ek = 1; Ek 1 = 1)(1  Pd)
(3.2)
and
p(xk; Ek = 1jxk 1; Ek 1 = 0;Zk 1) = p(xjxk 1; Ek = 1; Ek 1 = 0)p(EK = 1jEk 1 = 0)
= pb(xk)Pb
(3.3)
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Equation (3.2) is defined by the target dynamic state model (2.4) while the pb(xk)
in Equation (3.3) denotes a known initial target density, which is sometimes
assumed as a uniform distribution in the surveillance region.
Conceptually, the update equation procedure is given as
p(xk; Ek = 1jZk) = p(zkjxk; Ek = 1)p(xk; Ek = 1jZk 1)
p(zkjZk 1) (3.4)
where the prediction density p(xk; Ek = 1jZk 1) has been given in equation
(3.1). Then we need to calculate p(zkjxk; Ek) using measurement models.
Assume that sensors provide a sequence of frames of the surveillance
region, which are divided intom n resolution cells. Each resolution cell corre-
sponds to a rectangular region of size xy, so that the center of cell (i; j)
is (ix; jy) for i = 1; 2; : : : ;m and j = 1; 2; : : : ; n.
The intensity obtained at cell (i; j) is denoted as z(i;j)k and modeled as
z
(i;j)
k =
8>><>>:
h
(i;j)
k (xk) + w
(i;j)
k ; if Ek = 1
w
(i;j)
k ; if Ek = 0
where h(i;j)k () is the target’s contribution to the intensity level, w(i;j)k is the mea-
surement noise at cell (i; j), which is assumed to be independent from cell to
cell and from frame and frame in this chapter. The target intensity contribu-
tion function h(i;j)k () corresponds to the AF for RF sensors or to the Gaussian
function for EO sensors.
The whole measurement at time k is available by completing intensities
from each resolution cell and denoted as zk = fz(i;j)k : i = 1; 2; : : : ;m; j =
1; 2; : : : ; ng, while the set of complete measurements collected up to time k is
denoted as Zk = fzt : t = 1; 2; : : : ; kg. Then the likelihood function is given as
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[26]
p(zkjxk; Ek) =
8>>><>>>:
m;nQ
i=1;j=1
pS+N(z
(i;j)
k jxk); if Ek = 1
m;nQ
i=1;j=1
pN(z
(i;j)
k ); if Ek = 0
(3.5)
Here pN(z
(i;j)
k ) is the PDF of the noise at cell (i; j) while pS+N(z
(i;j)
k jxk) is the
probability density function of target intensity plus noise at cell (i; j) given target
kinematic state xk.
The recursive Bayesian solution of the TBD discussed previously then
can be implemented using particle filtering [26, 25]. As it is introduced in previ-
ous chapters, if a particle x(n)k is detected at time k, the dynamic state model is
described as
x
(n)
k =
8>><>>:
Fx
(n)
k 1 + vk 1; if Ek 1 = 1
(x); if Ek 1 = 0
where (x) is the target initialization distribution, which is usually assumed uni-
form within the surveillance region. Since the noise between measurement cells
is assumed to be independent, the associated weight according to Equation is
given by (3.4),
~w
(n)
k =
8>><>>:
m;nQ
i=1;j=1
(z
(i;j)
k jx(n)k ); if E(n)k = 1
1; if E(n)k = 0:
(3.6)
where the likelihood ratio is given by
(z
(i;j)
k jx(n)k ) ,
pS+N(z
(i;j)
k jxnk)
pN(z
(i;j)
k )
In fact, since the target will only affect finite cells in the vicinity of its location,
it is unnecessary to calculate every measurement cells to get particle weights.
Therefore, if Cij denotes the subscripts set of the target influence region, Equa-
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tion (3.7) can be approximated practically as
~w
(n)
k =
8>>><>>>:
Q
(i;j)2Cij
(z
(i;j)
k jxnk); if E(n)k = 1
1; if E(n)k = 0:
(3.7)
3.2 Multi-Modal Track-before-Detection Using Particle Filter
In the proposed multi-modal sensing system, there are two kinds of sensors,
whose measurements are assumed as independent in this chapter. On the EO
measurement plane, the target contribution to the intensity level at cell c, for
c = 1; : : : ; C, is a Gaussian function given by
h
(c)
k (xk) = IEO exp

 (c   k)
2
22EO

(3.8)
where IEO is the intensity factor on the EO plane, EO is the EO sensor resolution
and k = tan 1(xk=yk).
If we further assume that the measurement noise at cell c is w(c)k 
N (w; 0; 2EO), then the likelihood ratio is
(z
(c)
k )jxk) =
pS+N(z
(c)
k jxk)
pN(z
(c)
k )
= exp
 
 h
(c)
k (xk)(h
(c)
k (xk)  2z(c)k )
22EO
!
As we discussed in the previous section, to optimize the linear filter for
maximizing the SNR at the receiver, the radar returns are always examined by
a matched filter bank. The sensor measurement h(a;b)(xk) is the output of the
matched filter at cell (a; b), which is obtained by the ambiguity function (AF) of
transmitted signal [10]. Therefore, on the RF plane, the target contribution to
the intensity is the scaled magnitude of the ambiguity function AF(; ) of the
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transmitted signal with respect to the range and range-rate of the target defined
as,
jAFx(; )j =
Z x(t)x(t  )e j2t dt (3.9)
and
h
(a;b)
k (xk) = IRF
AFra   rk2c ; 2fc( _rb   _rk)c
 (3.10)
where IRF is the intensity constant, c is light speed and fc denotes carrier
frequency of the transmitted signal. In Equation (3.10), rk =
p
x2k + y
2
k and
_rk = ( _xkxk + _ykyk)=rk are the range and range-rate of the target at time step
k, respectively. Similarly, on the RF plane, we assume that the noise on the
range-Doppler plane is white Gaussian noise w(a;b)k  N (w; 0; 2RF ). Then the
likelihood function is given by
(y
(a;b)
k jxk) =
pS+N(y
(a;b)
k jxk)
pN(y
(a;b)
k )
= exp
 
 h
(a;b)
k (xk)(h
(a;b)
k (xk)  2y(a;b)k )
22RF
!
a = 1; : : : ; A and b = 1; : : : ; B
It is intuitive to assume the independence between individual measure-
ment cells on both the RF and EO planes, thus the likelihood ratios are defined
as the product of the likelihood ratio of each individual cells in the influential re-
gion. We will discuss the case of dependent measurements in Chapter 4. The
likelihood ratios are calculated as
RF(ykjx(n)k ) =
8>>><>>>:
Q
(a;b)2Cab
(y
(a;b)
k jx(n)k ); if E(n)k = 1
1; if E(n)k = 0:
(3.11a)
EO(zkjx(n)k ) =
8>><>>:
Q
c2Cc
(z
(c)
k jx(n)k ); if E(n)k = 1
1; if E(n)k = 0:
(3.11b)
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Here Cab and Cc represent the subscripts sets in the target influential region.
The target influential region is the 3 area center at (rk; _rk) and c, respectively.
The value of  is related to the sensor configuration, which we will discuss in
Chapter 5.
A pseudo code provided in Algorithm 3 demonstrates the implementation
of the particle filter based track-before-detect algorithm.
3.3 Track-Before-Detect Using Ambiguity Function
In Equation 3.10, the magnitude to the ambiguity function is used in order to
reduce computational complexity and the requirement of signal receiver array.
However, it is clear that discarding the phase term is a waste of potential valu-
able information, which is also expected to contribute to Doppler shift and time
delay estimation. The introduction of the phase term doubles the dimension of
the RF measurements. Here, we are implementing the AF (and not just the
magnitude) in the TBD algorithm by expanding the size of the RF measure-
ments to 2A 2B to include both the real and imaginary parts of the ambiguity
function. Specifically, if the transmitted signal is a linear frequency modulated
chirp s(t), the complex ambiguity function is
AFs(; ) =
Z
s(t)ss(t  )e jt dt (3.12)
Then Equation (3.10) is expanded
h
(a;b)
k (xk) = <

IRFAF

ra   rk
2c
;
2fc( _rb   _rk)
c

(3.13a)
h
(a+A;b+B)
k (xk) = =

IRFAF

ra   rk
2c
;
2fc( _rb   _rk)
c

(3.13b)
Accordingly, the likelihood ratios in real measurement cell and auxiliary imagi-
nary measurements cell are


y
(a;b)
k jxk

= exp
 
 h
(a;b)
k (xk)(h
(a;b)
k (xk)  2y(a;b)k )
22re
!
(3.14a)
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

y
(a+A;b+B)
k jxk

= exp
 
 h
(a+A;b+B)
k (xk)(h
(a;b)
k (xk)  2y(a;b)k )
22im
!
(3.14b)
where a = 1; : : : ; A and b = 1; : : : ; B and 2re and 
2
im are the noise variances
on the real and imaginary RF planes, respectively, which are also the real and
imaginary parts of 2RF.
The noise on the complex RF plane is complex Gaussian, which follows
a circular symmetric complex normal distribution. Therefore, the noise in the real
measurements cell (a; b) w(a;b)n is independent from the noise of the auxiliary
imaginary measurement cell w(a+A;b+B)n . Furthermore, we combine likelihood
ratios in both real and auxiliary imaginary cells to form the RF(ykjx(n)k ), so that
Equation (3.11a) is rewritten by
RF(ykjx(n)k ) =
8>>><>>>:
Q
(i;j)2Cij
(y
(i;j)
k jx(n)k )(y(i+A;j+B)k jx(n)k ); if E(n)k = 1
1; if E(n)k = 0:
(3.15)
Algorithm 3 Particle Filter based TBD (PF-TBD)
% PARTICLE INITIALIZATION
for i = 1 : N do
Generate E(i)0
if E(i)0 = 1 then
Generate x(i)0 =
h
x
(i)
0 ; _x
(i)
0 ; y
(i)
0 ; _y
(i)
0
iT
% particle initialization
end if
end for
% PARTICLE PROPAGATION
for k = 1 : K do
CALL [x(i)k ; w
(i)
k ; E
(i)
k ]
N
i=1 = TBD([x
(i)
k 1; w
(i)
k 1; E
(i)
k 1]
N
i=1) % Algorithm 4
x^k =
NP
i=1
w
(i)
k x
(i)
k
end for
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Algorithm 4 Track before Detect
[x
(i)
k ; w
(i)
k ; E
(i)
k ]
N
i=1 = TBD([x
(i)
k 1; w
(i)
k 1; E
(i)
k 1]
N
i=1)
for n = 1 : N do
E
(i)
k  ;E(i)k 1
if E(i)k = 1 and E
(i)
k 1= 0 then
x
(i)
k  (x) % target presence distribution
else if E(i)k = 1 and E
(i)
k 1= 1 then
x
(i)
k  p

xkjx(i)k 1

else
x
(i)
k = ;
end if
% PARTICLE WEIGHT EVALUATION
~w
(i)
k = RF(ykjx(i)k ; E(i)k )EO(zkjx(i)k ; E(i)k )
% Using Equation (3.11a) or (3.15) and (3.11b)
w
(i)
k = ~w
(i)
k =
NP
n=1
~w
(i)
k
Particle Resampling % Algorithm 2
end for
Using Algorithm 3 with Equation (3.11a) or (3.15) and (3.11b), several
results are simulated to demonstrate the benefits of the PF-TBD algorithm. We
consider simulations using three trajectories: a straight line, a parabola and a
random trajectory; these same trajectories will be used throughout the thesis
for comparison. The transmitted signal of RF sensors is a linear frequency
modulated chirp with constant envelop as
s(t) =
p
1=T exp(j2fc) exp(jkt
2); jtj < T=2
with T = 80 s, fc = 4 THz and k = 6 THz
2. The corresponding ambiguity
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function is
AFs(; ) ==
T   j j
T
sin (   k)(T   j j)
(   k)(T   j j) e
 j(+2fc); j j < T
The first simulation trajectory is generated with an initial position (x1; y1) =
( 13; 36) ft with constant velocity ( _x; _y) = (2:38; 2:70) ft/s, which is shown as a
blue line that exactly in Figure 3.2a. The straight line is a common walk trajec-
tory of vehicles follows the nearly constant velocity dynamic model. Therefore,
the results present the efficiency of the proposed algorithm in a model-matched
scenario. The 20 simulations are implemented using a particle filter made up of
1000 particles under 8 dB SNR condition. The average mean-squared position
error is shown in Figure 3.2b.
The second set of simulations is to verify the ability of the PF-TBD algo-
rithm when tracking a turning target. The initial state is x1 = [ 14; 0; 52; 5]
with moving pattern xk+1 = Fxk with
F =
266666664
1:0000  0:9836 0 0:1558
0 0:9511 0  0:3090
0  0:1558 1:0000  0:9836
0 0:3090 0 0:9511
377777775
which is a parabola shown as the blue line in Figure 3.3a. Although the velocity
of the target is not a constant, the PF-TBD is still able to estimate the dynamic
features of the target with only a small error. We run 20 simulations using 1000
particles and SNR=8 dB. The mean squared-error of position is shown in Figure
3.3b.
The third simulation trajectory is a random line that starts at ( 13; 39:98)
ft with initial velocity (1:1891; 2:3266) ft/s. The moving pattern of the target fol-
lows xk+1 = Fxk + V , where F and V are defined in Equation (2.9) and (2.10)
with q = 15, respectively. Although the third trajectory is designed randomly,
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(a) Tracking Result
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Figure 3.2: Estimation results tracking a straight trajectory using PF-TBD
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(a) Tracking Result
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Figure 3.3: Estimation results tracking a parabola trajectory using PF-TBD
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the “random” trajectory remains the same to keep consistency through the the-
sis, specifically as the blue line shown in Figure 3.4a. The target following this
trajectory moves with both turning and acceleration, which is difficult to track
without the appropriate measurement model. In order to estimate the kinematic
features of the target in the third set of 20 simulations, the SNR remains as 8 dB
while the number of particles is 1500. The performance is presented in Figure
3.4b.
The tracking performance, measured as position and velocity mean-
squared errors, show that the track-before-detect is able to track moving targets
under low SNR scenarios.
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(a) Tracking Result
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Figure 3.4: Estimation results tracking a random trajectory using PF-TBD
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Chapter 4
EMBEDDED EXPONENTIAL FAMILIES
One common approach to multi-modal PF-TBD in Algorithm 3 is to assume that
the PDFs of the sensor outputs are independent, and hence the joint PDF is
the product of the marginal PDFs. However, this assumption may not be sat-
isfied since the sensor measurements could be dependent due to the common
source and the relative sensor locations [14, 31]. As we discussed earlier in
this thesis, the TBD algorithm uses all available RF and EO measurements,
which are observing the same scene at the same time. Therefore, we need to
take into consideration that the measurements noise processes in the range-
Doppler plane and angle plane are dependent. In this thesis, we approximate
the joint PDFs by the embedded exponential families (EEFs) technique in the
sense that it asymptotically minimizes the Kullback-Leibler (KL) divergence be-
tween the true PDF and the estimated one. The KL divergence is a measure of
the asymptotic performance of binary hypothesis. For two PDFs p1 and p0, the
KL divergence is defined as
D(p1kp0) =
Z
p1(x) ln
p1(x)
p0(x)
dx (4.1)
It is always nonnegative and equals zero if and only if p1 = p0 almost every-
where.
The term “embedded exponential families” [15] is usually used for model
order estimation, indicating that the embedded PDFs is of an exponential family
indexed by one or more parameters.
4.1 Definition of Embedded Exponential Families
Assume that there are two distinct PDFs p1(x) and p0(x), who are expected
to be modeled under a general hypothesis H1 and a reference hypothesis H0,
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respectively. The desired PDFs will be embedded into a larger set of PDFs
denoted as p(x; ), where  is the embedding parameter and that takes on
values 0    1. The given PDFs are assigned to the boundary as p1(x) =
p(x; 1) and p0(x) = p(x; 0). There are many possible embedding methods,
such as the mixture embedding defined as
p(x; ) = p1(x) + (1  )p0(x)
The p(x; ) with respect to x is the domain of its embedded PDFs. However,
it is more fruitful to use an exponentially embedding method [15] for the nice
properties of exponential function.
p(x; ) =
p1(x)p
1 
0 (x)R
p1(x)p
1 
0 (x) dx
(4.2)
whose parameter  2 [0; 1]. The denominator is denoted as
M0() =
Z
p1(x)p
1 
0 (x) dx <1 (4.3)
It can be shown by Holder’s inequality that M0() is a convex function of 
[16] and 0  M0()  maxfM0(1);M0(0)g = 1. Then Equation (4.2) can be
rewritten as
p(x; ) = exp[T (x) K0() + ln p0(x)] (4.4)
where K0() = lnM0() and
T (x) = ln
p1(x)
p0(x)
(4.5)
SinceM0() is a termed generating function and
M0() =
Z
exp[ ln
p1(x)
p0(x)
]p0(x) dx
= E0[exp(T (x))]
(4.6)
T (x) is a minimal sufficient statistics and Equation (4.2) is a one-parameter ex-
ponential family with embedding parameter . The log-likelihood of probabilities
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using EEF is,
ln p(x; ) =  ln p1(x) + (1  ) ln p0(x) K0() (4.7)
This is a convex combination of the given log-likelihoods and the factorK0() is
for normalization. The log-likelihood can be interpreted as a smooth curve from
ln p0 to ln p1, which is a geodesic in the log-likelihood space. The difference is
measured by the KL divergence defined in Equation (4.1).
Now we discuss the properties of the EEF curves. Considering the a
specific curve composed by all PDFs with a specific embedded parameter ,
then
D(p(x; )kp0(x)) D(p(x; )kp1(x))
=
Z
p0(x) ln
p(x; )
p0(x)
dx 
Z
p1(x) ln
p(x; )
p1(x)
dx
=
Z
p0(x)[ln p(x; )  ln p0(x)] dx 
Z
p1(x)[ln p(x; )  ln p1(x)] dx
=
Z
p0(x)[ ln p1(x) + (1  ) ln p0(x)  k0()  ln p0(x)] dx
 
Z
p1(x)[ ln p1(x) + (1  ) ln p0(x)  k0()  ln p1(x)] dx
=
Z
p0(x) ln
p1(x)
p0(x)
dx K0()  (1  )
Z
p1(x) ln
p0(x)
p1(x)
dx+ k0()
=D(p0(x)kp1(x))  (1  )D(p0(x)kp1(x)) = g()
(4.8)
The difference of KL divergence between all ln p(x; ) to the end points ln p0(x)
and ln p1(x) is only a  dependent constant. Therefore, the curve is actually
drawn as a hyperbola, which will serve as a constraint for an optimization prob-
lem in the latter section. The one-parameter binary EEF can be extended to a
multi-parameter multi-sensor EEF as
p(x;) =
MQ
i=1
pii (x)R MQ
i=1
pii (x)
(4.9)
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where 0  i  1 and
P
i = 1. The multi-parameter EEF will be investigated
to approximate multi-modal PF-TBD later.
4.2 Exponentially Embedded Families for Multi-Modal Sensing
Now we assume a source procedures underlying sample x which is unobserv-
able and the RF and EO sensors are with statistics TRF(x) and TEO(x). Con-
sidering the binary hypothesis testing problem, the hypothesis H1 is assigned
as target is present. Specifically, the marginal PDFs of both RF and EO out-
puts, which are pRF(x;H1), pEO(x;H1), pRF(x;H0), pEO(x;H0) respectively, are
known. Furthermore, we assume the noise on RF and EO are independent
here and denote the joint PDF as pN(x). Then the unknown joint PDF under
hypothesis H1 is embedded as
p(x;) =
pRF(x;H1)pRF(x;H0)1 pEO(x;H1)pEO(x;H0)1 R
pRF(x;H1)pRF(x;H0)1 pEO(x;H1)pEO(x;H0)1  dx
=
pS+N(yjx)pN(y)1 pS+N(zjx)pN(z)1 R
pS+N(yjx)pN(y)1 pS+N(zjx)pN(z)1  dx
=

pS+N (yjx)
pN (y)
 
pS+N (zjx)
pN (z)

pN(x)R pS+N (yjx)
pN (y)
 
pS+N (zjx)
pN (z)

pN(x) dx
(4.10)
where  = (; ) are the embedding parameters for RF and EO sensors with
the constraints
(; ) 2 f : 0  ;   1g
According to the definition of EEF, the constraints of optimization problem are
D(pRF(x; )kpN(y)) D(pRF(x)kpS+N(yjx)) = g1()
D(pEO(x; )kpN(z)) D(pEO(x)kpS+N(zjx)) = g2()
where pRF(x; ) and pEO(x; ) are the unknown joint PDFs of RF and EO sen-
sors corresponding to p(x).
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In a binary hypothesis testing, a target will be declared as present if
max

ln
p(x;)
p(x;H0) > 
where  is a threshold. Therefore we need to maximize
O(jx) = ln p(x;)
p(x;H0) =  ln
pS+N(yjx)
pN(y)
+  ln
pS+N(zjx)
pN(z)
 K()
where
K() = ln
Z 
pS+N(yjx)
pN(y)
 
pS+N(zjx)
pN(z)

pN(x) dx
=
(2   )h2RF(x)
22RF
+
(2   )h2EO(x)
22EO
and hRF(x), hEO(x) are sensor measurements when a target presents [16].
Now we extend the conclusion to approximate the PDFs in a PF-TBD
application. First, we concatenate the measurements from the range-Doppler
cell at time k to form a measurement stack denoted as yk = [yk;1; yk;2; : : : ; yk;L]
where L = A B is the number of cells on range-Doppler plane. Similarly, we
get zk = [zk;1; zk;2; : : : ; zk;C ] and C denotes the number of cells on EO plane.
In order to consider the dependence between measurement cells, we introduce
embedding variables l, m for l = 1; 2; : : : ; L, m = 1; 2; : : : ; C and form a
embedded parameter vector  = [1; 2; : : : ; L; 1; 2; : : : ; C ]. Then we form
an optimization problem as
maximize
P
l(2lyk;lyk;l   ly2k;l)
22RF
+
P
m(2mzk;mzk;m   mz2k;m)
22EO
(4.11)
with constraints
D(p(x; l)kp(x; 0)) D(p(x; l)kp(x; 1)) = gl(l); l = 1; : : : ; L
D(p(x; m)kp(x; 0)) D(p(x; m)kp(x; 1)) = gm(m);m = 1; : : : ; C
(4.12)
where
k() =
P
l(
2
l   l)yk;l
22RF
+
P
m(
2
m   m)zk;m
22EO
(4.13)
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and yk;l = h
(l)
RF(x
(n)
k ), zk;m = h
(m)
EO (x
(n)
k ) are intensity contribution of x
(n)
k to RF
measurement cell l and EO measurement cell m, respectively [37].
With the optimum  and , the likelihood ratios are revised as
RF(jx(n)k ) =
P
l(2lyk;lyk;l   2l y2k;l)
22RF
(4.14a)
EO(jx(n)k ) =
P
m(2mzk;mzk;m   2mz2k;m)
22EO
(4.14b)
Algorithm 5 Embedded Exponential Families
[x
(i)
k ; w
(i)
k ; E
(i)
k ]
N
i=1 = EEF([x
(i)
k 1; w
(i)
k 1; E
(i)
k 1]
N
i=1)
for n = 1 : N do
E
(i)
k  ;E(i)k 1
if E(i)k = 1 and E
(i)
k 1= 0 then
x
(i)
k  (x)% target presence distribution
else if E(i)k = 1 and E
(i)
k 1= 1 then
x
(i)
k  p

xkjx(i)k 1

else
x
(i)
k = ;
end if
% PARTICLE WEIGHT EVALUATION
Optimize  and 
% According to equation (4.11) and (4.12)
~w
(i)
k = RF(ykjx(i)k ; E(i)k )EO(zkjx(i)k ; E(i)k )
% Using equation (4.14a) and (4.14b)
w
(i)
k = ~w
(i)
k =
NP
n=1
~w
(i)
k
Particle Resampling % Algorithm 2
end for
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Integrating the PF-TBD algorithm with Algorithm 5 improves the track-
ing ability by reducing the estimation position error. The simulation results in
Figure 4.1 and 4.2 and 4.3 verify the conclusion by comparing the tracking per-
formance of PF-TBD with EEF and PF-TBD with independent measurements
assumption. The simulation scenarios are the same as it is stated in Chap-
ter 3. The mean-squared position error of PF-TBD using EEF is smaller than
conventional position error.
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Figure 4.1: Simulation results of tracking a straight trajectory using PF-TBD with
EEF (red) and without EEF (blue)
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(a) True trajectory and estimated trajectory
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Figure 4.2: Simulation results of tracking a parabola trajectory using PF-TBD
with EEF (red) and without EEF (blue)
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(a) True trajectory and estimated trajectory
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Figure 4.3: Simulation results of tracking a “random” trajectory using PF-TBD
with EEF (red) and without EEF (blue)
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Chapter 5
WAVEFORM-AGILE DESIGN
Waveform-agile sensing is motivated by the improvements in performance that
can result when the transmitted waveform is dynamically tailored to match the
sensing objective and the environment. As the TBD algorithm, making use of
all potential useful information, it increases data flow exponentially, and the pro-
cessing ability can bottleneck severely. Thus, it becomes imperative to only
collect data that is matched to the sensing objective. As a consequence, an
intelligent direction to sensor configurations is required to gather the most perti-
nent data [29].
In radar signal processing, two main approaches have been considered
to minimize data flow and maximize tracking performance. From a theoreti-
cal control perspective, the work focused on the selection of waveform to sat-
isfy constraints such as power limitation or averaged power of transmitted sig-
nal [3, 27]. More recent approaches [13, 18, 19] have exploited the idea of
minimizing or optimizing a waveform dependent cost function such as mean-
squared error by configuring the transmitted signal to update a waveform con-
figuration at the next step. The control theoretic approach results in a feedback
loop, in which the selected waveform has an impact on the observations at the
next step and thus the estimation performance. Another perspective solution is
to maximize mutual information between targets and waveform-dependent ob-
servations through an information theoretic aspect, which has been discussed
in [6] and [32]. The information approach was first introduced by Woodward
in [36] to form a multi-input multi-output (MIMO) radar system that transmit-
ted independent chirps from separate sensors. In the aforementioned works
[13, 18, 19, 6, 32], the application of the algorithms to tracking scenarios with
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nonlinear observations models is of little concern and no systematic utilization of
waveforms with varying time-frequency signatures was exploited. In this chap-
ter, we present a waveform configuration algorithm for waveform-agile sensors
using linear frequency modulated (LFM) chirp in non-linear scenarios. Specif-
ically, we use a waveform library that is made up of a number of LFM signals
with different parameter combinations. The proposed configuration algorithm
selects optimal waveforms to minimize predicted mean-squared error (MSE) in
the tracker’s estimate of the target state.
5.1 Cramér-Rao Lower Bounds
The optimal waveform is achieved through selecting sensors configurations that
minimize the predicted MSE. However, the MSE cannot be obtained in all practi-
cal applications. A comprehensive review of early attempts is presented in [17].
Fortunately, since the posterior density is Gaussian, and the x^k is a unbiased
estimator of x, the estimation error can be measured by the second order er-
ror, which is obtained from the covariance matrix of the target state estimation
defined as
Pk , E[(x^k   xk)(x^k   xk)T ] (5.1)
where E denotes statistical expectation operation. Then the predicted MSE is
the weighted sum of the diagonal coefficients as
k = !
T tr(Pk) (5.2)
where ! is the vector of weights for range and range-rate. Despite the absence
of a closed form solution, the best achievable error performance has been for-
mulated in the form a posterior Cramér-Rao lower bound (CRLB), which is a
lower bound of the second error (MSE). Strictly speaking, the covariance of the
predicted error is not equivalent to the CRLB. The key modern reference for re-
cursive calculation of the information matrix (defined as the inverse of the CRLB)
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is in [34] and an exploit to a larger class of nonlinear models presented in [1].
The criteria in [34, 1] was referred as posterior Cramér-Rao bound (PCRLB),
to emphasize that they are applicable to the cases with a stochastic dynamic
state models. where J is the fisher information matrix [34], whose inverse is the
CRLB.
In [34], Tichavsky provides an elegant method to calculate information
matrix recursively:
Jk+1 = D
22
k  D21k (Jk +D11k ) 1D12k (5.3)
where
D11k =  Efrxk [rxk log p(xk+1jxk)T ]g (5.4a)
D21k =  Efrxk [rxk+1 log p(xk+1jxk)T ]g (5.4b)
D12k =  Efrxk+1 [rxk log p(xk+1jxk)T ]g = [D21k ]T (5.4c)
D22k =  Efrxk+1 [rxk+1 log p(xk+1jxk)T ]g
  Efrxk [rxk+1 log p(zk+1jxk+1)T ]g
(5.4d)
and the initial information matrix
J0 = Ef[rx0p(x0)][rx0p(x0)]Tg
In a linear tracking application defined in Equation (2.9),D11k andD
12
k are deter-
ministic [24] as
D11k = F
T
kQ
 1
k Fk (5.5a)
D12k =  FTkQ 1k (5.5b)
D22k = Q
 1
k + Ef ~HTk+1R 1k+1 ~Hk+1g (5.5c)
where F and Q are defined in Equation (2.9) with values in Equation (2.9) and
(2.10). ~Hk+1 is the Jacobian of hk+1(xk+1) andR is the covariance of measure-
ments error, which is dependent on sensor configurations. Substitute Equation
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(5.5) into Equation (5.3), the CRLB is
Jk+1 = Q
 1 + Ef ~HTk+1R 1k+1 ~Hk+1g  Q 1F(Jk + FTQ 1F) 1FTQ 1
In a tracking application using particle filter, the covariance of predicted error is
approximated by CRLB as
Jk+1 = Q
 1
k +
NP
n=1
w
(n)
k (
~H
n
k+1)
TR 1k+1 ~H
n
k+1
 Q 1k F (Jk + F TQ 1k F ) 1FQ 1k (5.6)
where w(n)k is the weight of nth particles and x
(n)
k+1 is the nth predicted particle.
~H
n
k+1 is the Jacobian of hk+1(x
(n)
k+1). Then the predicted MSE is given by the
linear combination of weighted diagonal elements of ~P k+1, which is a approxi-
mation of true P k+1 and is the inverse of Jk+1. Specifically, if ! = [x; y;  _x;  _y]
is a pre-determined interest vector, then the predicted MSE is !T tr( ~P k+1).
5.2 Waveform Structure and Sensor Configuration
In the RF radar sensing subsystem, the sensor transmits a pulse given by
s(t) =
p
Etg(t) exp(j2fct)
where fc is the carrier frequency, Et is the normalized energy of the transmitted
pulse and g(t) is the envelope function. For a LFM with rectangular envelope
(CLFM), s(t) is
s(t) =
r
1
T
exp(j2kt2); t <
jT j
2
where k is chirp rate and T is signal duration. The ambiguity of rectangular LFM
is
AFs(; ) =
T   j j
T
sin (   k)(T   j j)
(   k)(T   j j) e
 j(+2fc); j j < T (5.7)
The Doppler frequency resolution  is a measurement of the influence region
of the ambiguity function, defined as the width of main lobe of sinc function for
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CLFM chirps. The AF of CLFM on the  axis is
jAF (0; )j = sin[T ]
T
then
 _r =
c
2fcT
(5.8)
Similarly
jAF (; 0)j = sin[b(T   j j)]
Tb
and
r =
c
4kT
(5.9)
The size of influential area has a impact on the number of resolution cells on
range and range-rate axis, and then on the estimation performance of range
and range-rate. Similar relationship between waveform parameter and sensor
configurations is available in [23] and [30] for more reference.
5.3 Waveform Design for Track-before-Detect Using Particle Filter
Equations (5.8) and (5.9) show that the parameters of waveform is related to
sensor resolutions. Therefore, adaptive waveform design is expected to opti-
mize tracking performance by configuring sensor resolutions. The advantage
of this procedure is to reduce the information flow and improve tracking perfor-
mance. In the proposed algorithm, a waveform dictionary is made up of LFM
chirps with different chirp rates. At each time step, the waveform design sub-
system is to calculate the predicted MSE by enumerating each waveform and
the optimal waveform is selected by minimizing predicted MSE. The algorithm 6
presents a pseudo code of waveform design for PF-TBD.
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Algorithm 6 Particle Filter based TBD (PF-TBD) with Waveform-Agile Design
(WAS-TBD)
PF-TBD
% PARTICLE INITIALIZATION
for n = 1 : N do
Generate E(n)0
if E(n)0 = 1 then
Generate x(n)0 =
h
x
(n)
0 ; _x
(n)
0 ; y
(n)
0 ; _y
(n)
0
iT
(particle initialize)
end if
end for
for k=1:K do
CALL [xk; wk; Ek]Ni=1 = TBD([xk 1; wk 1; Ek 1]
N
i=1) (algorithm (5))
x^k =
NP
n=1
wnkx
n
k
% WAVEFORM DESIGN
for ` = 1 : L do
Calculate ~P (`)k+1 using equation (5.6)
Calculate the predicted MSE as (`)k+1 = !
Tdiagf ~P k+1g
end for
`opt = argmax` 
(`)
k+1
Set Radar waveform parameters to `opt
end for
where L is the size of waveform dictionary.
The following is the simulation results using the platform with specifica-
tion shown in Table 5.1. The simulation trajectories are the same as it is in
Chapter 3 using 1000, 1000 and 1500 particles, respectively. The SNR scenario
is 8dB and the size of waveform dictionary is 25. The simulated sensor config-
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Table 5.1: Specification of simulation platform
Parameter Value
CPU Intel Q720 @1.60 GHz
RAM 8 Gb @1033 MHz
Software Windows 7 Pro (64 bit)
Version MATLAB R2011b (64 bit)
Dictionary size 25
urations are from 0:5 to 2 ft for range resolution while 0:5 to 2 ft/s for range-rate
resolution, as it is shown in Table 5.2.
Table 5.2: Parameters of waveform dictionary
Sensor Config. 0.50001 0.7071 1.0000 1.4142 2.0000
0.50002
0.16403 0.1160 0.0820 0.0580 0.0410
6.28324 8.8858 12.5664 17.7715 25.1327
0.7071
0.1640 0.1160 0.0820 0.0580 0.0410
4.4429 6.2832 8.8858 12.5664 17.7715
1.0000
0.1640 0.1160 0.0820 0.0580 0.0410
3.1416 4.4429 6.2832 8.8858 12.5664
1.4142
0.1640 0.1160 0.0820 0.0580 0.0410
2.2214 3.1416 4.4429 6.2832 8.8858
2.0000
0.1640 0.1160 0.0820 0.0580 0.0410
1.5708 2.2214 3.1416 4.4429 6.2832
1 Range-rate resolution in unit of ft/s
3 Range resolution in unit of ft
3 Time duration in unit of ms
4 Chirp rate in unit of 1012 Hz2
Coarse resolution does not always result in worse performance as it is
shown in the simulations. In fact, the estimation error is related to noise intensity,
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(a) Estimation Error, weight = (1,1,0,0)
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(c) Estimation Error, weight = (0,0,1,1)
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Figure 5.1: Simulation results of tracking a straight trajectory using PF-TBD with
waveform selection and fixed waveform
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(a) Estimation Error, weight = (1,1,0,0)
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(b) Estimation Error, weight = (1,1,1,1)
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(c) Estimation Error, weight = (0,0,1,1)
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Figure 5.2: Simulation results of tracking a parabola trajectory using PF-TBD
with waveform selection and fixed waveform
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(a) Estimation Position Error, weight = (1,1,0,0)
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(b) Estimation Position Error, weight = (1,1,1,1)
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(c) Estimation Position Error, weight = (0,0,1,1)
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Figure 5.3: Simulation results of tracking a “random” trajectory using PF-TBD
with waveform selection and fixed waveform
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target state and sensor configurations. The waveform design algorithm is able to
contribution to better performance than PF-TBD with fixed sensor resolutions, as
well as adaptively configuring emphasis on each dynamic features. On the other
hand, by setting sensors to work in relatively coarse resolution, waveform design
reduces computation complexity and results in less resource consumption.
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Chapter 6
PLATFORM SETUP AND FIELD EXPERIMENTS
In order to prove the performance improvement of the proposed multi-modal
joint sensing system with waveform design, we set up a platform and carry out
a series of field experiments. The platform is made up of Tektronix AWG710
waveform generator, Agilent MSO8104A Mixed signal oscilloscope and Sony
cybershot DSC-W30 6 Mpixels. The arbitrary waveform generator (AWG) en-
ables generation of chirp waveforms of different bandwidths. The AWG operates
at a maximum rate of 4 GSa/sec, making it possible to generate waveforms of
frequencies up to 2 GHz. The test-bed radar also includes amplifiers, transmit-
ting and receiving antennas, and a high-speed oscilloscope for recording the
received signal. The equipment is shown in Figure 6.1. The power amplifier
has a gain of around 30 dB and the maximum power output is 28 dBm. The
low noise amplifier has a typical gain of 25 dB and noise figure of 1:5 dB at 1
GHz. The mixer has a conversion loss of 6:5 dB at operating conditions. The
frequency spectrum of the transmitted signal lies within the 1000 to 1640 MHz
band. Frequency translation is performed to down convert the received signal
from the 1000 to 1640 MHz band to the 300 to 940 MHz range. The oscilloscope
samples and records the return signal at 4 GSa/sec. The return is processed by
software which decides whether further processing is required and what band-
width waveform must be used for the next pass, if any. A workstation with a
GPIB controller makes it possible for the software to control the AWG and the
oscilloscope. Hence, the radar is capable of automatically making decisions
about additional processing and required bandwidth. The radar system param-
eters are as shown in Table 6.1. Tektronix ArbExpress is used to generate LFM
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Figure 6.1: RF-EO joint sensing platform
Table 6.1: Radar system parameters
Parameter Value
Radar Waveform LFM pulse
Radar Bandwidth 40-640 MHz
Pulse Width 16s
Transmit Power Approx. 0.5W
Maximum Radar Range Approx. 25m
chirps rectangular envelope, given in 6.1.
s(t) = A cos 2(fct+ kt
2); 0  t  T (6.1)
where fc = 1 GHz is carrier frequency, k is chirp rate and T is signal duration.
The parameters of waveform dictionary is shown in Table 6.2.
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Table 6.2: Parameters of waveform dictionary
Amplitude1 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
Duration2 16 16 16 16 16 16 16 16 16 16
Chirp rate3 3.75 7.5 11.25 15 18.75 22.5 26.25 30 33.75 37.5
Range Res.3 8.5870 4.2935 2.8623 2.1468 1.7174 1.4312 1.2267 1.0734 0.9541 0.8587
1 In unit of V
2 In unit of ms
3 In unit of 1012Hz2
The vertical view is captured by the camera at each time step for angle
information extraction.
The field is a trapezoid shown in Figure 6.3a, which also indicts the loca-
tion of platform and calibrations. The location calibrations are used to measure
angle information from pictures.
(a) Left view of platform (b) Right view of platform
Figure 6.2: Experiment field view
In the field experiments, the proposed algorithm is used to track a single
target moving in parabola, straight line and a random trajectory as it is shown
as blue lines with bricks in Figure 6.4a, 6.5a and 6.6a. The target of interest is
an trihedral corner reflector with 2 2 ft.
In Table 6.3, we compare the estimation position error of PF-TBD with
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(a) Vertical view
(b) Horizontal view
Figure 6.3: Experiment field layout
EEF and PF-TBD. The average position error is defined as the mean of position
error at 10 time step, which evaluates the overall tracking ability. It is clearly
that the incorporation with EEF reduces the estimation error especially when
tracking without accurate dynamic models.
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Table 6.3: Average estimation position error
Straight Parabola Random
EEF 2 Non-EEF 3 EEF Non-EEF EEF Non-EEF
3.75 1 4.67894 5.4823 5.1688 6.4457 1.2800 1.4329
7.5 1.4964 1.5468 1.8547 2.4004 1.1305 1.8670
11.25 4.1630 4.5540 1.7825 1.8862 1.0180 1.9886
15 4.0690 4.5163 2.8505 2.2442 2.2931 2.6085
18.75 2.5664 3.7662 1.9081 2.2012 1.7790 1.8209
22.5 2.2326 3.0268 1.6994 2.2600 2.7283 2.5668
26.25 2.8042 3.5726 2.5234 2.3269 2.0054 2.9563
30 2.2906 2.9318 1.9068 2.3626 3.2648 3.3555
33.75 1.3772 1.7480 1.1127 1.9175 3.6767 4.2208
37.5 0.9590 1.2629 1.0818 1.1123 3.2913 3.5422
1 Chirp rate (1012 Hz2)
2 Using exponentially embedded families to approximate dependent measurements
3 Assuming independent measurements
4 Average estimation error ( ft2/step)
In the following figures, we present the advantage of waveform design
that reduces computation complexity without performance deterioration. Figure
6.4a, 6.5a and 6.6a show that the proposed algorithm successfully track the
moving target with estimation error. In Figure 6.4b, 6.5b and 6.6b, the platform
adaptively configure sensor resolutions to minimize estimation position error. In
most sampling time steps, the tracking performance of PF-TBD with WD is bet-
ter than with fixed sensor configurations. However, in Figure 6.4c, 6.5c and 6.6c,
the benefits of waveform design is not persuasive compared with the simulation
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in Chapter 5 for the following reasons. Firstly, in the experiment scenario, the
noise intensity is low and not Gaussian white noise, which the assumptions in
waveform design is not strictly held. Secondly, due to the constraint of equip-
ments, only range resolution can be configured.
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1 2 3 4 5 6 7 8 9 10 11
10−2
10−1
100
101
102
Time Step
Es
t. 
Er
ro
r
 
 
WD
RS = 8.587 ft
RS = 0.8587 ft
Figure 6.4: Experimental results of tracking a straight trajectory
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(a) True trajectory and estimated trajectory
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(c) Estimation position mean square error
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Figure 6.5: Experimental results of tracking a parabola trajectory
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(a) True trajectory and estimated trajectory
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(b) Optimal sensor configurations
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(c) Estimation position mean square error
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Figure 6.6: Experimental results of tracking a random trajectory
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Chapter 7
CONCLUSIONS
In this thesis, a particle filter based track before detect algorithm is developed
to handle the low noise constraint for conventional detection and tracking prob-
lems. The proposed PF-TBD algorithm is able to track low observable stationary
targets by associating complimentary data from both electro-optical and radar
sensors. The multi-modal tracking framework improves the region of surveil-
lance and tracking capacities compared with tracking algorithm with measure-
ments from separate sensors. In order to take the measurements dependence
between multiply sensors, a technology named embedded exponential families
is incorporated into multi-modal PF-TBD algorithm by embedded the unknown
joint likelihood as a family of known probability density function exponentially.
The mathematical advantages of EEF contributes to simplifying computation
and forming a well-researched optimization problem. The EEF is expected to
reduce estimation error by dealing dependent measurements, which is the situ-
ation in the real applications.
In Chapter 5, a waveform design procedure is investigated to adaptively
configuring sensor resolutions. The data gathered by the TBD algorithm de-
mands a high computation requirement on the tracking algorithm, which is a
bottleneck of the processing ability. The coarse resolution does not always re-
sult in deteriorate performance. On the other hand, the estimation resolution,
dependent on sensor configurations, changes in different applications accord-
ing to the emphasis on each individual dynamic features. The waveform design
tailors the waveform parameters by adaptively configuring platform by selecting
optimal waveform each time step to achieve the minimal estimation error and
reducing computation complexity at the same time.
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In Chapter 6, a real platform with radar and camera is set up to exe-
cute field experiments, inconsistent with simulated trajectories. The theoretical
and experimental collaborative results further demonstrates the benefits of the
proposed multi-modal PF-TBD algorithm with waveform-agility.
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