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Abstract 
 Donoho is the first who put forward wavelet transform based image denoising in year 1994 and the craze of wavelet based image 
denoising algorithm is observed till today. Now a days some researchers move ahead with advanced wavelet transforms like 
Curvelet, Contourlet etc. for image denoising algorithms due to superiority of these transforms w.r.t. directional selectivity, ability 
to give  sparse representations for curves, singularities and geometric features in an image  compared to  wavelet transform. But 
popularity of some wavelet based algorithms is still observed. In this paper, author proposed technique using Rotated wavelet filter 
(RWF) to improve the performance of wavelet based denoising algorithms.  The proposed methodology tested for general and 
medical (Ultrasound and X-Ray) images and proved significant improvements in quality measures PSNR and SSIM compared with 
the regular wavelet based approaches. The advantage of this proposed work is computational complexity which is same as discrete 
wavelet transform based algorithms in 2-D frequency domain platform and less execution time compare to BM3D algorithm. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICCCV 2016. 
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1. Introduction 
Ideally systems are designed to process input and give desired form of output. But sometimes systems may result 
into undesired signal along with the output. This unwanted signal is known as noise. For example in the area of  image 
processing, camera ,X-ray machines or ultrasound  equipment’s are systems and photographs, X-ray images and 
sonography images are desired output from systems respectively but we may get image noise along with  desired 
output .In image processing  this noise  is defined as unwanted change in pixel intensity. The process of removing 
noise from images is known as image denoising. Image denoising is a vital requirement in any image processing 
  e thors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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application. Additive noise and multiplicative noise are two broad categories of noise. Noise type is decided based on 
its nature. Additive noise modifies signal according to mathematical model given in equation (1) as- 
ݕሺݐሻ ൌ ݔሺݐሻ ൅ ݊ሺݐሻ                                                                                        (1) 
where, y (t) = noisy image, x (t) = original image and n(t) = image noise. Examples of additive noise are Uniform 
noise and Gaussian noise. Similarly, model for multiplicative image noise is define in equation (2) as- 
ݕሺݐሻ ൌ ݔሺݐሻ כ ݊ሺݐሻ                    (2) 
where, y (t) ,x(t) and n (t) are same as above. 
Examples of multiplicative noise are Speckle noise, Rayleigh noise etc. In the decade of 1990, concept of wavelet 
based image denoising was introduced by Donoho1. Researchers 2,3and 4  suggested improvements in wavelet based 
image denoising algorithms   like  circular shifts  , extension of circular shift to Multiwavelets etc. Some authors5 -7 
contributed for denoising algorithm based on considering neighborhood of wavelet coefficient and similarly some 
authors worked hard for finding optimum value of threshold e.g. adaptive wavelet  thresholding 8  using Bays threshold 
is proposed in 2000. Authors 9 proposed algorithm based on bivariate shrinkage function in which concept of parent 
–child relation is highlighted. Authors 18 introduced a threshold which is based on Stein’s Unbiased Risk Estimator 
and is further modified 10. Nam-Deuk Kim and Satish Udpa11 introduced RWF which are capable to separate the mixed 
diagonal information available in discrete wavelet transform. They used this filter for texture classification. Authors 
12 -13 extended use of RWF for texture based applications. Reference 11 stated that RWF could be useful for image 
denoising. References 12&13 proved that application of RWF improved the performance of texture based applications. 
Their results specify that combination of DWT and RWF  could give more directional information than discrete 
wavelet filters and directional information is prime important in  the field of image denoising , texture retrial etc19 .   
RWF are not yet used for Image denoising application. This scenario is strong inspiration for us to use RWF for image 
denoising application successfully. 
In literature 1 -10 we observe effective use of wavelet transform in image denoising but DWT suffers from limitations 
viz. oscillations, shift variance and less directional selectivity.  
Out of this directional selectivity is important from image denoising point of view. Above mentioned drawbacks are 
overcome with the Dual tree discrete wavelet transform (DTDWT) 14. DTDWT gives ±15, ±45 and ±75degree 
orientation. Authors16 proposed DTDWT and Curvelet transform based MRI and X-ray image denoising. 
This survey proves effective use of DTDWT for image denoising and this encourages us to extend use of RWF Filter 
for DTDWT for effective image denoising.  
Blind use of RWF for performance improvement of image denoising algorithms will not promise always better results. 
This situation give rise to our contribution which suggests the suitability test of RWF for performance improvement 
of   image denoising algorithm based on Energy analysis of RWF explained detailed in section 4. 
This paper is organized as follows. In the section 2, we described the theory of discrete time wavelet and bring out the 
concept of RWF briefly along with Dual tree DWT and Rotated Dual Tree DWT. In Section 3 we illustrate proposed 
work. Section 4 represents the experimental verification and discussion on proposed work.  Section 5 presents the 
conclusion   along with future scope for this work. 
2. Theory of DWT, RDWT, DTDWT and RDTDWT 
2.1. Discrete Wavelet Transform (DWT) 
Morlet and Grossman introduced ‘Wavelet’ word first time and designed Morlet wavelet In 1984. The DWT 
equations are given as 
ݓఝሺ݆Ͳǡ ݇ሻ ൌ ଵξெσ ݂ሺ݊ሻ߮௝଴ǡ௞௡ ሺ݊ሻ                  (3) 
ݓటሺ݆ǡ ݇ሻ ൌ ଵξெ σ ݂ሺ݊ሻ߰௝ǡ௞௡ ሺ݊ሻ݂݋ݎ݆ ൒ ݆Ͳ                 (4) 
Equation (3) represents approximation coefficients and detailed coefficients are given by equation (4). DWT can be 
implemented by filter bank approach suggested by Ingrid Deubechies and Mallat. In this analysis and synthesis filter 
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banks are used for wavelet decomposition and reconstruction. For 2-D signal, said approach is used by successive 
application of 1-D filter along row and columns of an image which is regularly used. The 2-D filters can be used to 





Fig.1. (a) DWT decomposition using 2-D filter bank Fig.1(b) Angle  references fx, fy, Fx and Fy used 
  
The 2-D filters shown in above figure-1, HLL, HLH, HHL and HHH are designed using following equations (5 to 8) – 
HLL = [LPF] T *[LPF]                                     …(5) HLH = [LPF]T*[HPF]                                                   …  (6) 
HHL = [HPF]T*[LPF]                                       …(7) HHH = [HPF]T*[HPF]                                                  …   (8) 
   where [LPF] = 1-D Low pass filter, [HPF] = 1-D High pass filter. 
2.2. Rotated Wavelet Filter (RWF /RDWT) 
Kim and Udpa 11 put forward design of RWF. They used haar wavelet to design the filter and applied for 
texture classification. In the previous section we described the 2D discrete wavelet filters which are shift variant and 
give mixed information for diagonal band. Directional selectivity is important in applications like texture analysis and 
image denoising. Mixed diagonal information in DWT can be separated using non separable wavelet transforms such 
as the hexagonal wavelet transforms 16 and the steerable wavelet filters 17. Hexadecimal wavelet filter have 
implementation difficulty and steerable filters are over complete 11. Compared with this 16 and 17 RWF are simple and 
easy to implement. Rotation of 45 ͼ to 2-D DWT filter results in RWF. figure 1(b) depicts change in the decomposition 
fx and fy along new axis (directions) Fx and Fy respectively. The size of rotated filter is calculated using equation-
(9), 
(2S-1) x (2S-1)                        (9) 
where S = the 1-D filter size. 
2-D Frequency domain implementation of RWF and Discrete Wavelet Frame transform results in the same 
computational complexity14. The frequency domain, frequency partition obtained from one level DWT is shown in 
figure 2.  
  
Fig.2. Frequency partition of single-level DWT for (a) HLL (b) HLH(c) HHL (d) HHH 
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Fig.3. Frequency partition of single -level RWF for (a) HLL (b) HLH(c) HHL (d) HHH 
This partition will get changed due to rotation for the rotated wavelet filters as shown in above figure 3.This 
indicates RWF filter gives separate decomposition for 45 ͼ [refer figure 3 (c)] and 135 ͼ [refer figure 3 (b)]. This 
feature of RWF represents necessary complementary information than that of standard DWT filter set 14. A set of 
RWF satisfy following condition given by equation (10) .RWF set is inherently orthogonal.  
ଵ
ଶగ ׬ ݏ௟ሺ߱ሻݏ௞ሺ߱ሻ݀߱ ൌ Ͳሺ݈ ് ݇ሻ                 (10) 
where Sl (ω) = Fourier transform of the 2-D Filters Hl and l represents LL, LH, HL or HH. 
 RWF are self-inverting filters. The 2-D synthesis filters can be generated using quadrature mirror filters.  
2.3 DTDWT and Rotated Dual Tree Discrete Wavelet Transform (RDTDWT) 
Ivan W. Selesnick et al 14 proposed DTDWT. In DT DWT transform two trees of DWT are used in parallel. 
orientations in six different directions (±15, ±45, ±75) are obtained by sum and difference of each sub band in two 
trees. Here author used two different set of filters (db5) for each tree in parallel. To get perfect reconstruction, two set 
of filters must be Hilbert pairs of the each other.  
Here we use term 2-D RDTDWT for 2 Dimensional Rotated Dual Tree Discrete Wavelet Transform. We get 
complementary information than DT DWT. We have designed 2-D RDTDWT filters as per our earlier work19, In 
proposed work db5 filters are used therefore according to equation (9), size of 2D RDTDWT filters becomes [19X19]. 
3. Existing and Proposed Methodology: 
In this section we will discuss existing wavelet based denoising algorithms which are used in this paper for comparison 
of results along with proposed methodology. 
3.1Briefly about existing Algorithms:  
Noise removal is possible with the help of wavelet thresholding. Wavelet thresholding is done by 
decomposing an image into wavelet domain and comparing detail bands with a threshold value and modify the 
coefficients. Threshold can be calculated using any shrinkage technique. Then image is reconstructed from the 
modified coefficients. Threshold plays important role in image denoising and is calculated using image statistics. 
Threshold value is responsible for smoothing either loss of important fine details of an image. Typically used methods 
are Visu Shrink, Sure Shrink, Bayes Shrink and Neigh Shrink etc. These methods decides the threshold value but how 
to apply this threshold value is decided by two general category of thresholding which was introduced by Donoho 
named as hard and soft thresholding. Shrinkage technique known as Visu Shrink1 has hard thresholding approach. In 
this paper, we have compared our work with Visu Shrink, Sure Shrink and Bayes shrink techniques. These three 
techniques are discussed below. 
Visu Shrink : This is also known as Universal threshold. In this type of shrinkage technique, hard thresholding 
approach is used as mentioned in following equation (11). 
ݐ݄ ൌ ൜ ݔ݂݋ݎȁݔȁ ൒ ܶݑͲ݅݊݈݈ܽ݋ݐ݄݁ݎݎ݁݃݅݋݊ݏ                (11) 
Here wavelet coefficients are updated to new value as per equation (11). For Visu Shrink, threshold value (Tu) is 
calculated using known or estimated standard deviation of the noise. In some applications unknown noise variance is 
calculated by applying the robust median estimator on the diagonal sub band1 as given in equation (12)- 
ߪଶ ൌ ௠௘ௗ௜௔௡ሺுுሻ଴Ǥ଺଻ସହ                    (12) 
 
where HH = detailed coefficients of diagonal sub band. Threshold for Visu Shrink is now given by equation (13)- 
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௨ܶ ൌ ߪଶ כ ඥʹሺ݊ሻ                 (13) 
where n= size of noisy image i.e. [row X columns]. 
From above equation (13), it is clear that the threshold value is not taking care of Mean Square Error. This is limitation 
of Visu Shrink. 
Sure Shrink: X.P. Zhang and M. D. Desai 15 proposed adaptive denoising based on SURE risk in 1998. In 2002, F. 
Lousier, T. Biu 10 proposed a new sub band adaptive approach to image denoising .This approach is based on Stein’s 
Unbiased Risk Estimator (SURE). It is evaluated using the universal and the SURE threshold. The advantage of this 
Sure Shrink is reduction in the mean squared error which is not considered in Visu shrink. The Sure Shrink threshold 
is given by following equation (14) 
௦ܶ ൌ ሺݐǡ ߪଶ כ ඥʹሺ݊ሻ                (14) 
where t = Stein’s Unbiased Risk Estimator minimize, σ2= noise variance. 
Combination of Sure threshold with soft thresholding is more suitable for image denoising. Soft thresholding 
is defined as below in equation (15) 
ݐݏ ൌ ൜ݏ݅݃݊ሺݔሻሺȁݔȁ െ ݐሻ݂݋ݎȁݔȁ ൒ ݐͲ݅݊݈݈ܽ݋ݐ݄݁ݎݎ݁݃݅݋݊ݏ                (15) 
 Where t is threshold calculated from any shrinkage technique. 
Bays Shrink: Chang, Yu and Vetterli 8  proposed Bayes Shrink. In this shrinkage main principle is to minimize the 
Bayesian risk. Therefore this shrinkage is titled as Bayes Shrink. The Bayes Shrink method is effective for images 
contaminated by Poisson noise or Gaussian noise. The Bayes threshold is defined by equation (16) mentioned below- 
ݐ஻ ൌ ఙ
మ
ఙೞ                    (16) 
Whereߪଶ = noise variance calculated using equation (12) andߪ௦is calculated using equation (17). It is the signal 
variance without noise.  
ߪ௦ ൌ ඥሺߪௐଶ െ ߪଶǡ Ͳሻ                (17) 
Where     ߪௐଶ can be computed as shown below in equation (18) 
ߪௐଶ ൌ  ଵ௡మ σ ܹଶሺݔǡ ݕሻ௡௫ǡ௬ିଵ                                   (18) 
Bayes shrink performs better than Visu Shrink and SURE Shrink. 
 
3.2 Proposed Methodology: 
Our proposed work is based on use of Rotated wavelet filters for performance improvement of wavelet based 
image denoising by considering Energy analysis. In this proposed work, we suggest replacement of DWT by RDWT 
and DTDWT by RDTDWT if energy test of an image is passed and this will assure performance improvement. Energy 
improvement check is mandatory for proposed transform replacement.We have performed energy analysis for three 
types of image database using following procedure.  
i. Take noisy input image.             
ii. Take Transform (DWT or DTDWT). 
iii. Calculate Energy using equation-(27) of each sub band.   
iv. Take Rotated Transform (RDWT or RDTDWT). 
v. Again calculate Energy of each sub band.  
ܧ݊݁ݎ݃ݕ ൌ ܧ ൌ σ ȁݓሺ݅ǡ ݆ሻȁ̰ʹ௟௜ǡ௝ୀଵ                    (19)  
Where w(i.j)= wavelet sub band coefficients. 
ܱݒ݁ݎ݈݈ܽܧ݊݁ݎ݃ݕ ൌ σܧ݊݁ݎ݃ݕ݋݂ܣ݌݌ݎ݋ݔ݅݉ܽݐ݁ܾܽ݊݀ ൅ ܧ݊݁ݎ݃ݕ݋݂ܦ݁ݐ݈ܽ݅ݏݑܾܾܽ݊݀ݏ          (20) 
vi. Calculate percentage improvement/decrement in Energy using following equation (21)- 
Ψܧ݊݁ݎ݃ݕ ൌ ሺை௩௘௥௔௟௟ாವೈ೅ିை௩௘௥௔௟௟ாೃವೈ೅ሻሺை௩௘௥௔௟௟ாವೈ೅ሻ כ ͳͲͲ               (21) 
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vii. Observe Energy results and take decision about replacement. 
The suitability of proposed   methodology is decided by considering energy results. This is shown in figure 4.    
 
Fig.4. Suitability check of proposed work 
 
Fig.5. Block diagram for proposed methodology 
Once the above test is passed then apply methodology as shown in above figure 5, i.e. apply rotated wavelet 
filter on noisy input to decompose input image into sub bands. Apply suitable denoising algorithm and images are 
reconstructed by applying inverse rotated transform, and then quality metrics are calculated from original and denoised 
image. 
 
4. Experimental Verification and Discussion:  
Here experimentation is done in MATLAB R2013a environment with grey scale images. The first 
observation table-1 indicates performance of proposed work (Rotated Wavelet Filter) w.r. t. discrete wavelet transform 
on Ultrasound Database. Main intention of table -1 is to represent performance of Haar wavelet w. r. t. db8 which will 
justify use of Db8 wavelet. 
In this paper, test databases used are i) Ultrasound database from Internet source ii) X-ray database shared 
by Thomas Deserno from Germany iii) General standard images from Matlab. 
 Noise type used: i) Gaussian noise with 0.01variance for general matlab images. ii) Speckle noise with 0.01 variance 
for Ultrasound images iii) Poisson noise is added in X-ray images. 
Algorithms verified: 
 i) Wavelet based Visu shrink with hard thresholding ii) Wavelet based SURE shrink with soft thresholding 
 iii) Wavelet based Bayes shrink with soft thresholding iv) BM3D algorithm20 
Quality Metrics Used :  
i) Peak Signal To Noise Ratio(PSNR) - calculated using equation (22)- 
PSNR=20כ ଵ଴ ሺଶ
౤ିଵሻ
୑ୗ୉                                       (22) 
where n= no. of bits and MSE is Mean Square Error and calculated by equation (23) 
MSE = ଵ୑כ୒σ σ ሺ୨ǡ୩ െ ୨ǡ୩ǡሻଶ୒୩ୀଵ୑୨ୀଵ                 (23) 
ii) The Structural Similarity Index (SSIM) - calculated using equation (24)- 
ሺǡ ሻ ൌ  ൫૛ࣆ࢞ࣆ࢟ାࢉ૚൯ሺ૛࣌࢞࢟ାࢉ૛ሻ൫ࣆ࢞૛ ାࣆ࢟૛ାࢉ૚൯ሺ࣌࢞૛ା࣌࢟૛ାࢉ૛ሻ                     (24) 
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Whereߤ࢞ =   average value of original (x) image, ߤ௬= average value of denoised (y) image, ࣌࢞૛= Original image 
variance,࣌࢟૛  = Denoised image variance,࣌࢞࢟ = Covariance of original and denoised image. 
ଵ ൌ ሺଵሻଶǡ ଶ ൌ ሺଶሻଶ 
  L= Image Range or dynamic range ݇ଵ ൌ ͲǤͲͳܽ݊݀݇ଶ ൌ ͲǤͲ͵ 
 
Energy test is conducted on above mentioned database images. It is found that significant amount of energy 
is increased using RDWT/RDTDWT which results into improvement in the performance measures. Energy analysis 
of DWT and RDWT proves that general images, Ultrasound images and X-ray images have strong directional 
information at 0ͼ,45ͼ, 90ͼ, 135ͼ.  Hence energy is increased (refer observation table-3).Similarly for DTDWT and 
RDTDWT, Energy analysis indicates fall in energy (refer observation table -3) for most of the images. We would like 
to comment that if energy is increased using RDWT/RDTDWT that means entropy is increased i.e.  average 
information is increases or in simple words, test image has most dominant directional information at 
RDWT/RDTDWT orientations and hence PSNR, SSIM or any other quality metric will also surely improve for this 
transform replacement (RDWT/RDTDWT based methodology (Kindly refer observation table-2). From this we 
observed that Rotated wavelet filtering based denoising algorithm will surely improve performance of denoising 
algorithm over DWT and they are suitable for general images, Ultrasound images and X-ray image denoising. But 
same is not true for RDTDWT case. Hence suitability test comes into picture and proves its importance. Energy of 
the test images used here depicted improvement using rotated wavelet filter for all three types of databases. It may 
happen that energy of some  general, ultrasound and X-ray images may decrease . It is totally dependent on  individual 
image  enrgy features  at particular orientations.  This situation is well illustrated using DTDWT reading in observation 
table 2.  




We have done experimentation on 75 Ultrasound images and but here sample results are mentioned in above table. 
Following table -2 is prepared to indicate importance of our proposed replacement by testing DWT /DTDWT based 
algorithms and second intention is to compare proposed work with current state of art method BM3D20. We have 
compared proposed work with references1, 8, 14 and 20.  





















Barbara 28.0910 0.77496 28.4138 0.789331 33.3832 0.9711 32.6057 0.9676 30.71  0.89 
Lena 27.6855 0.72288 29.7569 0.789294 32.8144 0.9724 32.3133 0.9703 32.05  0.86 
Boat 27.9879 0.74326 28.6879 0.781616 31.6219 0.9773 31.3094 0.9715 29.90  0.80 
House 27.8362 0.63919 29.2775 0.695233 30.7243 0.9775 30.9438 0.9721 32.86 0.86 
Image 
no. 





Proposed RDWT- db8 
(PSNR) 
 01 30.079 30.556 30.790 
02 34.995 35.775 36.064 
03 33.963 35.179 35.528 
04 34.279 35.540 36.061 
05 34.156 35.187 35.491 
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Ultrasound 
s1.png 31.5605 0.89931 31.8272 0.905666 32.3425 0.9167 31.4904 0.9016 31.61  
0.91 
s2.png 30.3334 0.8627 30.6793 0.876762 32.6679 0.8807 31.3947 0.8419 29.355  
0.88 
s3.png 27.8331 0.71500 29.5135 0.768121 29.7611 0.9014 28.5546 0.8505 25.29  
0.67 
X-ray 
1.tif 29.7681 0.76608 30.5303 0.764739 32.6818 0.9469 31.1616 0.8794 35.20  
0.92 
2.tif 29.6429 0.76298 29.9993 0.751368 31.3368 0.9241 29.9845 0.8451 34.85  
0.92 
3.tif 29.1896 0.78495 31.1805 0.823257 30.9744 0.9635 30.6719 0.9304 34.76  
0.91 
 









 General Energy Energy %Energy  Energy Energy %Energy Execution 
time in sec. 
Barbara 6141.84748 20630.7507 ↑235.24 8476.53091 8043.34284 ↓5.38 15.3 
Lena 6129.84708 17044.4728 ↑178.03 9010.12617 7179.18247 ↓20.06 15.5 
Boat 6734.27745 20522.469 ↑204.74 12066.7468 7994.71 ↓33.14 16.2(max) 
House 7155.9741 24084.9622 ↑236.57 9032.71517 12366.5279 ↑27.96 3.9 
 
Ultrasound 
s1.png 2290.9980 6607.3872 ↑188.40 2836.71415 2836.71415 ↓26.83 3.1(min) 
s2.png 3404.4236 10140.3672 ↑197.85 5103.37621 5103.37621 ↓31.07 3.5 




1.tif 8035.7217 19770.5398 ↑146.03 9655.64902 4091.70225 ↓57.62 14.3 
2.tif 8659.7951 23290.1684 ↑168.94 9637.72898 4865.10137 ↓49.52 15.1 
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Following table 4 shows visible results of proposed work for general, ultrasound and X-ray images. 
Table – 4: Some sample visible result images denoised with DWT and Rotated DWT/RDTDWT 

























5. Conclusions and Future Scope: We conclude that propose work is genuine try to give a simple but most effective 
solution for improving the performance of existing wavelet based denoising algorithm. We also claim that by 
introducing simple energy test will not hamper execution time of original denoising algorithm. We compared our 
technique with current state of art technique BM3D and found that our method needs maximum 3 seconds to processes 
our test image whereas BM3D needs at least 3.1 sec and maximum 16.2 sec processing time for our test images. 
Average execution time for our technique is 1.871 sec. Replacement of DWT by RDWT and DTDWT by RDTDWT 
will definitely improve performance of denoising algorithm only if Energy test satisfied for that image. Finally, our 
technique is most suitable for applications in which execution time is of prime important and will prove stepping stone 
in the field of image denoising in future. 
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Future scope for our proposed work is to develop noise dependent denoising algorithm and take advantage 
of Rotated wavelet filter for performance improvement of proposed algorithm. We are also interested to find out 
another parameter which will decide suitability of this proposed work. 
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