Abstract. We present a new and simple proof of a theorem due to Kaplansky which unifies theorems of Kolchin and Levitzki on triangularizability of semigroups of matrices. We also give two different extensions of the theorem. As a consequence, we prove the counterpart of Kolchin's Theorem for finite groups of unipotent matrices over division rings. We also show that the counterpart of Kolchin's Theorem over division rings of characteristic zero implies that of Kaplansky's Theorem over such division rings.
Introduction
The purpose of this short note is three-fold. We give a simple proof of Kaplansky's Theorem on the (simultaneous) triangularizability of semigroups whose members all have singleton spectra. Our proof, although not independent of Kaplansky's, avoids the deeper group theoretical aspects present in it and in other existing proofs we are aware of. Also, this proof can be adjusted to give an affirmative answer to Kolchin's Problem for finite groups of unipotent matrices over division rings. In particular, it follows from this proof that the counterpart of Kolchin's Theorem over division rings of characteristic zero implies that of Kaplansky's Theorem over such division rings. We also present extensions of Kaplansky's Theorem in two different directions.
Let us fix some notation. Let ∆ be a division ring and M n (∆) the algebra of all n × n matrices over ∆. The division ring ∆ could in particular be a field. By a semigroup S ⊆ M n (∆), we mean a set of matrices closed under multiplication. An ideal J of S is defined to be a subset of S with the property that SJ ∈ J and JS ∈ J for all S ∈ S and J ∈ J . We view the members of M n (∆) as linear transformations acting on the left of ∆ n , where ∆ n is the right vector space of all n × 1 column vectors. A semigroup S is called irreducible if the orbit of any nonzero x ∈ D n under S spans ∆ n . When n > 1, this is equivalent to the members of S, viewed as linear transformations on ∆ n , having no common invariant subspace other than the trivial subspaces, namely, {0} and ∆ n . On the opposite of irreducibility is triangularizability, when the common invariant subspaces of the members of S include a maximal subspace chain in ∆ n , i.e., there are subspaces
where V j is a j-dimensional subspace invariant under every S ∈ S. It is known, and easy to prove, that if S is irreducible, so is every nonzero ideal J of S (see [6, Lemma 2.1.10]). Another useful fact we shall use is the continuity of spectrum for linear operators on C n or R n ; in particular, if A is in the norm limit of a sequence (A k ) ∞ k=1 of operators, then every λ in the spectrum, σ(A), of A is the limit of a sequence (λ k ) ∞ k=1 with λ k ∈ σ(A k ) for each k (see [6, [4] , or [10, Theorem 1.3] for a simple proof), and that of Kolchin deducing the same conclusion for a semigroup of unipotent matrices, i.e., those of the form I + N, where I is the identity matrix and N is nilpotent (see [2] or [1, Theorem C on p. 100]). For a detailed account of Kolchin's Theorem and Kolchin's Problem, see Appendix 15B and the exercises pertaining to it on pages 60 and 171 of [8] .
Main Results
Theorem 2.1. (Kaplansky) Let n > 1 and let F be a field and S a semigroup in M n (F ) consisting of matrices with singleton spectra. Then the semigroup S is triangularizable.
Proof. Without loss of generality, say by [9, Corollary 1.3], we may assume that the field F is algebraically closed. Now there are two cases to consider.
(i) ch(F ) = 0. We give two proofs for the assertion in this case. First proof. In view of Lemma 3.1.1 of [6] , we may assume that F = C, the field of complex numbers. If necessary, by passing to the closure of the semigroup CS, by the continuity of spectrum, we may assume that S is a closed semigroup which is closed under scalar multiplications by complex numbers. Note that 0 ∈ S and that the set of nilpotent elements of S forms a semigroup ideal of S. Recall that a semigroup of matrices or linear transformations is reducible iff a nonzero semigroup ideal of it is reducible. Also recall that, by Levitzki's Theorem, every semigroup of nilpotent matrices is triangularizable, and hence reducible. Now, by passing to quotients, we only need to show that S is reducible. Reducibility of the semigroup is proved as soon as we show that the semigroup ideal consisting of the nilpotent elements of S is nonzero. To this end, if S consists of scalars, the assertion trivially holds. If not, as S is closed under scalar multiplication by complex numbers, choose I + N ∈ S with N k = 0 but N k+1 = 0, where
for all n ∈ N with n > k. This clearly gives
showing that the semigroup ideal of nilpotent elements of S is nonzero, as desired. Second proof. By passing to F * S, where F * = F \ {0}, we may assume that S is closed under scalar multiplications by the nonzero elements of F . Again, we only need to show that S is reducible. If the semigroup S contains a nilpotent element, then reducibility of S follows from that of the nonzero semigroup ideal of all nilpotent elements of S. So it remains to prove the assertion when S contains no nonzero nilpotent element. It is then plain that S is reducible iff the set of all unipotent elements of S is reducible. Thus, in view of Kolchin's Theorem, we will be done as soon as we prove that the set of all unipotent elements of S forms a semigroup. To this end, let I + N 1 , I + N 2 ∈ S be arbitrary unipotent elements. We can write (I + N 1 )(I + N 2 ) = cI + N ′ ∈ S, where c ∈ F * and N ′ is a nilpotent matrix. We need to show that c = 1. If N 2 = 0, we have nothing to prove. Suppose
for all m ∈ N. Recall that (ii) ch(F ) = 0. Let p = ch(F ). Again, if necessary, by passing to F * S, where F * = F \ {0}, we may assume that S is closed under scalar multiplications by the nonzero elements of F . Again, we only need to show that S is reducible. To this end, as the set of nilpotent elements of S forms a semigroup ideal of S, the assertion follows from Levitzki's Theorem as soon as S contains a nonzero nilpotent. However, if S does not contain any nonzero nilpotent, set
Clearly, S is reducible if and only if S 1 is reducible. By way of contradiction, suppose on the contrary that S 1 is irreducible. Note that S 1 is a subsemigroup of S. In fact S 1 forms a group of matrices. To see this, let cI + N ∈ S 1 with c n = 1 be arbitrary. Choose r ∈ N such that p r > n and note that (cI + N) p r = c p r I. This clearly yields
Thus (cI + N) −1 ∈ S 1 . Now, let S = cI + N ∈ S 1 be arbitrary. It follows that det S = c n = 1, and hence c ∈ Ω, where Ω = {ω 1 , . . . , ω n } denotes the set of nth roots of unity in the algebraically closed field F . It thus follows that tr(S) ∈ nΩ for all S ∈ S 1 . Since nΩ is a finite set and S 1 is irreducible, it follows from Theorem B on page 99 of [1] (or from [7, Theorem 1] ) that S 1 is a finite group. We now see that
, where Z(S 1 ) = F I ∩ S 1 denotes the center of S 1 , is a finite p-group.
Note that the center of S 1 is a subset of F I because S 1 is irreducible. It is a well-known fact that the center of any finite p-group is nontrivial. Thus, there exists an A = cI + N ∈ S 1 \ F I with the property that for all B ∈ S 1 we can find a c B ∈ F such that AB = c B BA. Let N = ker(A −
Remark. In fact, in view of the Gordon-Motzkin Theorem ([3, Theorem 16.4]), our second proof of Kaplansky's Theorem in the case of ch(F ) = 0 shows that the counterpart of Kolchin's Theorem over division rings of characteristic zero implies that of Kaplansky's Theorem over such division rings. In other words, if every semigroup of unipotent matrices over a division ring ∆ of characteristic zero is triangularizable, then so is every semigroup of matrices of the form cI +N, where c comes from the center of ∆ and N is a nilpotent matrix with entries from ∆.
In fact the proof of the theorem establishes the following counterpart of Kaplansky's Theorem for finite semigroups of matrices over division rings. In particular, the following proves the counterpart of Kolchin's Theorem for finite groups of unipotent matrices over division rings (see page 62 of [8] ). It is worth mentioning that the corresponding statement is known to be true for arbitrary groups of unipotent matrices over division rings if the characteristic is zero or large enough (see [5] ). Theorem 2.2. Let n > 1 and let ∆ be a division ring and S a finite semigroup in M n (∆) consisting of matrices of the form cI + N, where c is in the center of ∆ and N is nilpotent. Then the semigroup S is triangularizable.
Proof. By passing to quotients, we only need to prove reducibility. If S contains a nonzero nilpotent matrix, the reducibility of S follows from that of its nonzero semigroup ideal of its nilpotent elements. So we may without loss of generality assume that the finite semigroup S consists of invertible matrices. This clearly implies that S is indeed a group of matrices. Now the assertion is easy if the characteristic of ∆ is zero. That is because every element cI + N of the finite group S has finite order. This easily implies that N = 0, from which reducibility of S follows. Next suppose ∆ has a nonzero characteristic p. We now see that
, where Z(S) ⊂ F I ∩ S denotes the center of S, is a finite p-group. That is because (cI + N) p r = c p r I for all A = cI + N ∈ S, where r ∈ N is chosen such that p r > n. Note that the center of S is a subset of F I because S is irreducible. Again the center of S is nontrivial because it is a finite p-group. Thus, there exists an A = cI +N ∈ S \F I with the property that for all B ∈ S a c B ∈ F can be found such that AB = c B BA. Let N = ker(A−cI). Clearly, N is a nontrivial subspace of ∆ n . We obtain a contradiction by showing that N remains invariant under S. To this end, let B ∈ S and x ∈ N be arbitrary. If Bx = 0, then Bx ∈ N . If Bx = 0, then we can write Theorem 2.3. Let n > 1 and let S be a semigroup in M n (C) with the property that σ(S) ⊂ r S T for all S ∈ S, where r S ≥ 0 and T denotes the unit circle in the complex plane. Then the semigroup S is simultaneously similar to a block triangular semigroup in which each diagonal block of size greater than 1 is an irreducible semigroup of the form R ≥0 S u , where R ≥0 = [0, +∞) and S u is an irreducible semigroup of unitaries.
Proof. If necessary, replacing S by R + S, we may assume that S = R + S. Applying a simultaneous similarity, we can assume that the number k of the diagonal blocks is maximal so that each diagonal block is irreducible. Let S 0 denote an arbitrary diagonal block of size n 0 > 1. Clearly S 0 is an irreducible semigroup in M n 0 (C) and for all S ∈ S 0 , there is an r S ≥ 0 such that σ(S) ⊂ r S T. If there is a nonzero nilpotent in N ∈ S 0 , then S 0 NS 0 is a nonzero semigroup ideal of nilpotents, which is triangularizable by Levitzki's Theorem, and hence reducible, a contradiction. Thus, S 0 contains no nonzero nilpotents. Hence S 0 \ {0} is a semigroup of invertibles. Now let
It is now clear that S 1 is irreducible, that σ(S) ⊆ T for all S ∈ S 1 , and that S 0 ⊆ R ≥0 S 1 . Consequently, the spectrum, and hence the trace functional, is bounded on S 1 . It thus follows from [7, Theorem 4 ] that the semigroup S 1 is bounded. Now, in view of [6, Theorem 3.1.5], if necessary, by passing to the closure of S 1 , which is a bounded group of matrices, we see that S 1 is simultaneously similar to a semigroup of unitaries. This completes the proof because S 0 was an arbitrary diagonal block of size greater than 1.
Corollary 2.4. Let n > 1 and let U be a group of unitary matrices in M n (C). Let S be a semigroup each of whose members is of the form cU + N, where U ∈ U, c ∈ C, and N is a nilpotent matrix such that {U, N} is triangularizable. Then the conclusion of Theorem 2.3 holds.
Proof. Note that for every member S = c S U S + N S ∈ S with U S ∈ U, c S ∈ C, and N S nilpotent, we have {U S , N S } is triangularizable. Thus, the semigroup S has the property that σ(S) ⊂ r S T for all S ∈ S, where r S = |c S | ≥ 0 and T denotes the unit circle in the complex plane. Therefore, the assertion follows from the preceding theorem.
Remark. It is now clear why Theorem 2.3 is an extension of Kaplansky's Theorem. Let S be a Kaplansky semigroup in M n (F ), namely a semigroup in M n (F ) consisting of matrices of the form cI + N, where c ∈ F and N is nilpotent, or equivalently S is a semigroup with U = {I} in the preceding corollary. We only need to show that S is reducible. If not, then by the preceding corollary S is similar to an irreducible semigroup of the form R + S u , where S u is an irreducible semigroup of unitary matrices. That is, we have S = r S U S for all S ∈ S \ {0} with r S = |c S | > 0 and U S unitary. Since σ(S) = {c S }, we see that U S is a scalar matrix for all S ∈ S \ {0} because it is diagonalizable and has singleton spectrum. Consequently, S is reducible, contradicting the contradiction hypothesis. This proves Kaplansly's Theorem.
For a collection C in M n (F ), by the commutant of C, denoted by C ′ , we mean
Theorem 2.5. Let n ∈ N and let F be a field, A a commutating set of triangularizable matrices in M n (F ), N the set of all nilpotents in M n (F ), and S a semigroup in M n (F ) consisting of matrices of the form A + N, where A ∈ A and N ∈ A ′ ∩ N . Then the semigroup S is triangularizable.
Proof. We view the elements of M n (F ) as linear transformations on F n and proceed by induction on n, the dimension of the underlying space. The assertion trivially holds for n = 1. Assume n > 1 and that the assertion holds for such semigroups of linear transformations acting on spaces of dimension less than n. If A consists of matrices with sinlgeton spectra, then every S ∈ S is of the form S = A + N, where A = cI + N 1 and N ∈ A ′ ∩ N . Thus, N commutes with A, and hence with N 1 , and thus N 1 + N is nilpotent as well. Consequently, every S ∈ S has singleton spectrum. So the assertion follows from Kaplansky's Theorem in this case. If not, choose S 0 = B + M ∈ S, where B ∈ A has more than one point in its spectrum and M ∈ A ′ ∩ N . Therefore, there exists a nontrivial direct sum decomposition
For each S ∈ S, with respect to the decomposition
and let N j denote the set of all nilpotent linear transformations on V j . Note that for j = 1, 2, S j is a semigroup of linear transformations on V j and A| V j is commutative and consists of triangularizable linear transformations. Let A j + N j ∈ S j with j ∈ {1, 2} be an arbitrary element so that S = A S + N S = (A 1 + N 1 ) ⊕ (A 2 + N 2 ) for some S ∈ S. It follows that N 1 ⊕ N 2 ∈ A ′ ∩ N , and hence N j ∈ (A| V j ) ′ ∩ N j for j = 1, 2. Consequently, every element of S j is of the form A j + N j , where A j ∈ A| V j and N j ∈ (A| V j ) ′ ∩ N j for each j = 1, 2. So by the induction hypothesis S 1 and S 2 , and hence S, are triangularizable. This completes the proof. Corollary 2.6. Let n > 1 and let F be a field, A a diagonalizable set of matrices in M n (F ) and S a semigroup in M n (F ) consisting of matrices of the form A + N, where A ∈ A and N is in the commutant of A and is nilpotent. Then the semigroup S is triangularizable.
Proof. Just note that every diagonalizable set of matrices is commutative and triangularizable. Thus the assertion is a quick consequence of Theorem 2.5.
We conclude with the following question which we have not been able to resolve.
Question. Let n > 1 and let F be a field and T a triangularizable set of matrices in M n (F ) and S a semigroup in M n (F ) consisting of matrices of the form T + N, where T ∈ T and N is in the commutant of T and is nilpotent. Is the semigroup S necessarily triangularizable? 
