MATHEMATICS: M. ROSENBLATT 3-P, either F(nh) = 0 or (h(nh) = 0. Thus the sum on the right-hand side of equation (3) is identically zero. Combining equation (3) with equation (2), we have the desired result.
Introduction.-This paper presents a central limit theorem for a sequence of dependent random variables X1, X2.
The assumptions required are the usual assumptions on second and 2 + 6 order moments and a strong mixing condition. The theorem is of interest for two reasons. All general central limit theorems for dependent random variables formalize in some sense a heuristic notion bf A. Markoff to the effect that one expects a central limit theorem to hold for Xi, X2, . . . , if the random variables behave more like independent random variables the farther they are separated (assuming that appropriate moments exist). An interesting discussion of this intuitive notion is given in S. Bernstein's paper on the central limit theorem.' The strong mixing condition used in this paper seems to be a more intuitively appealing formalization of this notion than most others. The condition is also of interest because it is a strong version of the mixing condition encountered in ergodic theory (see Hopf The probability contributed by all the sets fl A (r, n, Mr, a) for which max UI\kh(p,)| I> tk is at most E. Consider the sets n A (r, n, mr, 6) for which
max Ur/V/kh(pn) < tk. By repeated application of condition (2) , one can see that P n A(r, n, Mr, )) -II P(A(r, n, mri, 6)) < kf(qn).
Since there are (2tk/a)k sets of this form, we obtain the desired inequality. 
clearly condition (6) will be satisfied. is asymptotically normally distributed.
Remarks.-The result obtained includes the result of Hoffding and Robbins.3 It would be of very great interest to see how much stronger the notion of a strong mixing condition is than that of an ordinary mixing condition in the case of a strictly stationary process.
