We describe a quantum algorithm to prepare an arbitrary pure state of a register of a quantum computer with fidelity arbitrarily close to 1. Our algorithm is based on Grover's quantum search algorithm. For sequences of states with suitably bounded amplitudes, the algorithm requires resources that are polynomial in the number of qubits. Such sequences of states occur naturally in the problem of encoding a classical probability distribution in a quantum register.
The standard model of a quantum computer consists of a quantum register, composed of a fixed number of qubits, to which a sequence of quantum gate operations and measurements are applied. In this paper, we consider the task of preparing a quantum register in an arbitrary pure state. Among the potential applications of this task is the problem of simulating the dynamics of a physical system on a quantum computer [1, 2, 3] . It is often appropriate to separate the solution to a simulation problem into three parts: initial state preparation, simulation of the dynamics, and readout. This paper is concerned with the initial state preparation.
Let N be a positive integer. We will describe a quantum algorithm for preparing a ⌈log 2 N⌉-qubit quantum register in an approximation to the state
for arbitrary probabilities p(x) and arbitrary phases φ(x). Here and throughout the paper, |0 , |1 , . . . denote computational basis states. More precisely, given any small positive numbers λ and ν, our quantum algorithm prepares the quantum register in a state |Ψ such that, with probability greater than 1 − ν, the fidelity obeys the bound
To define the algorithm and to assess its efficiency for large N, we need to specify in which form the coefficients p(x) and φ(x) are given. We assume that we are given classical algorithms to compute the functions p(x) and φ(x) for any x. These classical algorithms are used to construct a set of quantum oracles. We will quantify the resources needed by our state preparation algorithm in terms of (i) the number of oracle calls, (ii) the number of additional gate operations, and (iii) the number of auxiliary qubits needed in addition to the ⌈log 2 N⌉ register qubits.
To analyze the asymptotic, large N, behavior of our algorithm, we consider a sequence of probability functions p N : {0, . . . , N − 1} → [0, 1], x p N (x) = 1, and a sequence of phase functions φ N : {0, . . . , N − 1} → [0, 1], where N = 1, 2, . . .. For any N, the algorithm prepares the quantum register in a state |Ψ such that, with probability greater than 1 − ν, the fidelity obeys the bound (2) , where in the definition (1) of |Ψ the functions p and φ are replaced by p N and φ N , respectively. Under the assumption that there exists a real number η, 0 < η < 1, such that
we have shown [4] that the resources needed by our state preparation algorithm are polynomial in the number of qubits, log 2 N, and the inverse parameters η −1 , λ −1 and ν −1 .
An obvious example of a sequence of functions that do not satisfy the bound (3) and for which the resources required for state preparation scale exponentially with the number of qubits is given by p N (x) = δ xy for some integer y = y(N). In this case, it follows from the optimality of Grover's algorithm [5, 6] that the number of oracle calls needed is proportional to √ N .
Sequences that do satisfy the bound (3) arise naturally in the problem of encoding a bounded probability density function f : [0, 1] → [0, f max ] in a state of the form
where N is a normalization factor. Recently, Grover and Rudolph have given an efficient algorithm for this problem if the function f is efficiently integrable [7] . Essentially the same algorithm was found independently by Kaye and Mosca [8] , who also mention that phase factors can be introduced using the methods discussed in Ref. [9] . The class of problems for which our state-preparation algorithm is efficient is different from, and defined more sharply than, the class of problems for which the algorithm of Refs. [7, 8] is efficient.
For general sequences of states satisfying the bound (3) our algorithm is exponentially more efficient than the algorithm proposed by Ventura and Martinez [10] and later related proposals [11, 12] , for which the resources needed grow like N log 2 N. The use of Grover's algorithm for state preparation has been suggested by Zeng and Kuang for a special class of coherent states in the context of ion-trap quantum computers [13] .
We proceed in two main stages. In the first stage, the algorithm prepares the register in an approximation to the state
which differs from |Ψ only in the phases φ(x). More precisely, let ǫ be the largest small parameter such that ǫ < λη/3 (6) and 1/ǫ is an integer. The first stage of the algorithm prepares the register in a state
such that, with probability greater than 1 − ν, we have that
We will describe the details of the first stage below.
The second stage of the algorithm adds the phases φ(x) to the state |Ψp resulting from the first stage. The implementation is straightforward. We start by choosing a small parameter ǫ ′ such that 1/ǫ ′ is a positive integer. We then define a list of unitary operations, U 1 , . . . , U 1/ǫ ′ , on our quantum register by
The operators U k are conditional phase shifts that can be realized as quantum gate sequences using the classical algorithm for computing the function φ(x) [9] . If we apply the operators U k sequentially to the result of the first stage, we obtain
where the functionφ(x) satisfies the inequality
for all x. It can be shown [4] that together with Eq. (8) this implies the bound
where
Notice the slight abuse of notation identifying the parameter λ in the inequality (2) with the sum λ + λ ′ in the inequality (12) .
We now proceed to a more detailed description of the first stage of the algorithm. From now on we assume that N is an integer power of 2. This can always be achieved by padding the function p(x) with zeros. Given our choice of the parameter ǫ, we define a list of oracles, o 1 , . . . , o 1/ǫ , by
We extend this definition beyond the domain of the function p by setting o k (x) = 0 for x ≥ N. Using the classical algorithm to compute p(x), one can construct quantum circuits implementing the unitary oraclesô
p(x) 
where o 0 (x) = 0 by convention. The situation is illustrated in Fig. 1 , where the x values have been permuted for clarity. Knowledge of this permutation is not required for our algorithm.
The essence of the first stage of the algorithm consists in using a number of Grover iterations based on the oraclesô k to prepare the register in an approximation to the state
where the normalization factor N ′ reflects the fact that p ′ (x) may not be normalized. To find the number of required Grover iterations for each oracleô k , we need an estimate of the number of solutions, n k , for each oracle, defined by
This estimate can be obtained from running the quantum counting algorithm [6] for each oracleô k . We denote the estimates obtained in this way byñ k . As a result of quantum counting, we can ascertain that, with probability greater than 1 − ν, we have
where η c is a suitably chosen small parameter, 0 < η c < 1/2. See Eq. (34) for a possible choice of this parameter.
The analysis of the algorithm is simplified if we concentrate on a subset of oracles,
where T and the indices f 1 , . . . , f T are determined by the construction below. We introduce a new parameter η g (see Eq. (34) below) such that η c < η g < 1/2. The index f 1 is defined to be the smallest integer such that
and, for k ≥ 2, the index f k is the smallest integer such that
The number T is the largest value of k for which these inequalities can be satisfied. The effect of Eq. (20) is to neglect narrow peaks (corresponding to small values of Π(x) in Fig. 1 ). Equation (21) makes sure that the numbersñ f k form an increasing sequence even if, due to counting errors, the estimatesñ k do not (see Fig. 1 ).
where we define f T +1 = 1/ǫ. For every oracle O k , the value ofÑ k is an approximation to the number of solutions, N k , satisfying the bound
In what follows it will be convenient to introduce the notation
The oracles O k define a new function p ′′ (x) via
where O 0 (x) = 0 by convention. The function p ′′ (Π −1 (x)) is a decreasing step function, with step sizes δ 1 , . . . , δ T which are multiples of ǫ/ √ ηN. The widths of the steps are given by the numbers N k which are determined by the oracles (see Fig. 1 ).
The algorithm can now be completely described as follows. Choose a suitable (small) number, a, of auxiliary qubits (see Eq. (34) below), and define L = log 2 N + a. For k = 1, . . . , T , find the quantities
and
For k = 1, . . . , T , define the Grover operator
whereÎ is the L-qubit identity operator,
|x , and where the domain of the oracles O k is extended to the range 0
Prepare a register of L qubits in the state
then apply the Grover operators successively to create the state
Now measure the a auxiliary qubits in the computational basis. If one of the outcomes is 1, this stage of the algorithm has failed, and one has to start again by preparing the register in the state |Ψ 0 as in Eq. (32). Assuming the choice of parameters in Eq. (34), the probability, p fail , that the algorithm fails in this way satisfies the bound p fail < 10λ [4] . If all a outcomes are 0, the resulting state of the remaining L−a qubits is of the form |Ψp [Eq. (7)], where the function p(x) is close to the function p ′′ (x) defined in Eq. (26). The (permuted) function p(Π −1 (x)) is a step function with widths N k and steps h k , which are approximations to the target steps δ k . The step h k is developed by applying the operatorĜ(O k , t k ) in Eq. (33). Due to a remarkable property of Grover's algorithm [14] , applying this operator does not alter the already developed features h 1 , . . . , h k−1 .
In the above description of the algorithm, we have not specified how to choose the parameters η c , η g and a as a function of ǫ (or, alternatively, of the initially given parameters λ and η). The optimal choice for these parameters depends on the estimatesñ 1 , . . . ,ñ 1/ǫ obtained in the quantum counting step. A rather generous worst case analysis shows [4] that the choice
guarantees, with probability greater than 1 − ν, the fidelity bound
This bound is valid for arbitrary values of theñ k . In most actual applications, much larger values of the accuracy parameters ǫ, η g and η c will be sufficient to guarantee this fidelity bound.
The choices (34) imply corresponding worst-case bounds on the required computational resources [4] . The following preparing |Ψp
Depending on the nature of the function p(x) and the prior information about p(x), the algorithm we have described in this paper can be optimized in a number of ways. For instance, the counting stage is the most expensive in terms of both oracle calls and additional qubits. If for some reason the numbers n k characterizing the oracles are known in advance, the counting stage can be omitted, leading to considerable savings. Furthermore, in this case the fidelity bound can be guaranteed with probability 1, i.e., we can set ν = 0.
In some cases the algorithm can be simplified if, instead of using the oracles defined in Eq. (13), one uses oracles that return the k-th bit of the expression p(x)/ηN. The general conclusions of the paper continue to hold for this variant of the algorithm, which we will analyze in detail in a future publication.
Finally, by using generalizations of Grover's algorithm in which the oracles and the inversion about the mean introduce complex phase factors [15, 16] it is possible to reduce the number of auxiliary qubits needed in the preparation stage of the algorithm. This leads to a reduction in the number of required oracles calls, and could also be important in implementations where the number of qubits is the main limiting factor.
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