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ON Lp-IMPROVING FOR AVERAGES ASSOCIATED TO MIXED
HOMOGENEOUS POLYNOMIAL HYPERSURFACES IN R3
SPYRIDON DENDRINOS AND EUGEN ZIMMERMANN
Abstract. We establish Lp−Lq estimates for averaging operators associated
to mixed homogeneous polynomial hypersurfaces in R3. These are described in
terms of the mixed homogeneity and the order of vanishing of the polynomial
hypersurface and its Gaussian curvature transversally to their zero sets.
1. Introduction
This article deals with the fundamental problem of determining the precise
amount of Lp-improving under convolution with surface measure supported on hy-
persurfaces in R3, given by graphs of mixed homogeneous polynomials.
This problem has been studied in various forms over a number of years going
back to Littman [11], Stein [14] and Strichartz [16]. More closely related results
to the present work are found in the work of Ferreyra, Godoy and Urciuolo who
give necessary and sufficient conditions for Lp − Lq boundedness of convolution
operators associated to homogeneous polynomials [7, 17] and specific cases of mixed
homogeneous polynomials [4, 5, 6], and Iosevich, Sawyer and Seeger [10] who give
sufficient conditions for Lp − Lq boundedness of convolution operators associated
to convex functions. Our aim is to look beyond convex functions. To this end the
consideration of mixed homogeneous polynomials is a first step which should lead
to further results for general polynomials and real analytic functions. Our results
do also improve the known results of [10] for cases where the mixed homogeneous
polynomial happens to be convex.
In parallel to the aforementioned work, there has been work on weighted ver-
sions of the problem, where instead of considering the Riemannian surface measure
of the hypersurface, one considers the so-called affine invariant surface measure,
introducing a weight which is a power of the Gaussian curvature, and one tries
to obtain the same Lp − Lq boundedness as for the most well-curved case corre-
sponding to nowhere vanishing Gaussian curvature. This was done by Oberlin [12],
who proved restricted weak type endpoint estimates, and Gressman [8], who proved
strong type endpoint estimates. These weighted estimates might be expected to be
in some sense stronger and to imply the unweighted ones, as is the case when the
underlying manifold is a curve, in both the Fourier restriction and the convolution
problems (see e.g. [1, 3]). However, even though these weighted estimates prove to
be extremely useful in our proof, in the case of hypersurfaces they do not contain
all the information. This may indeed be expected by making the simple observation
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that in the homogeneous case there are nontrivial Lp−Lq bounds for operators as-
sociated to hypersurfaces whose Gaussian curvature even vanishes identically, hence
for which the corresponding weighted operator is the zero operator.
2. Statements of results
Let κ = (κ1, κ2), κ1, κ2 > 0. A function g on R
2 is called κ-homogeneous of
degree a if g(rκ1 ·, rκ2 ·) = rag for all r > 0. Such functions are also called mixed
homogeneous. The exponent a is called the κ-degree of g. The function g is called
homogeneous if κ1 = κ2. The convolution operator under consideration is defined,
initially for f ∈ S(R3), by
Af(x) =
∫
R2
f(x− Φ(y))ψ(y)dy, (2.1)
where ψ ∈ C∞0 (R
2) satisfies
0 ≤ ψ ≤ 1, suppψ ⊆ [−1, 1]2, ψ = 1 on [−1/2, 1/2]2.
The function Φ parametrises the associated hypersurface in R3 and has the form
Φ(y) = (y1, y2, ϕ(y1, y2)), where ϕ is a mixed homogeneous polynomial. We will
exclude from our analysis the cases where ϕ is a homogeneous polynomial (in par-
ticular when it is a pure monomial of the form ϕ(y1, y2) = cy
A
1 y
B
2 ) since these
cases have been dealt with in [7, 17] and they are somewhat special (see the dis-
cussion directly after Theorem 2.3). Hence, from this point onwards, whenever we
use the term mixed homogeneous, we will assume without loss of generality that
κ1 < κ2. In addition, if ∇ϕ(0, 0) 6= (0, 0), then after a linear transfomation in the
ambient space which does not change the Lp → Lq norm of A (cf. Lemma 2.4),
ϕ becomes a monomial and can be treated as in [7]. Therefore in Theorem 2.3 we
only consider the cases with ∇ϕ(0, 0) = (0, 0). Note that with this definition, it
is not possible that the Hessian determinant of a mixed homogeneous polynomial
vanishes identically (as will be shown later in Corollary 8.2).
We first quote parts of a proposition and its corollary from [9] (Proposition 2.2
and Corollary 2.3 in that article) which give us further information on the structure
of mixed homogeneous polynomials and will aid us in formulating our theorem. Here
gcd stands for the greatest common divisor.
Proposition 2.1 (Ikromov and Mu¨ller). Let ϕ : R2 → R be a κ-homogeneous
polynomial of degree one. Assume that ϕ is not of the form ϕ(y1, y2) = cy
A
1 y
B
2 ,
c ∈ R, A,B ∈ N0. Then κ is uniquely determined by the polynomial ϕ and we have
κ1, κ2 ∈ Q. Furthermore,
κ = (κ1, κ2) =
( s
m
,
r
m
)
, gcd(r, s) = 1.
The polynomial ϕ can be factorised as
ϕ(y1, y2) = Cy
ν1
1 y
ν2
2
M∏
j=1
(ys2 − λjy
r
1)
nj , (2.2)
with M ∈ N, ν1, ν2 ∈ N0, distinct λj ∈ C \ {0} with multiplicities nj ∈ N, j ∈
{1, . . . ,M}, and C ∈ R \ {0}. If we put n :=
∑M
j=1 nj, we also have
1
κ1 + κ2
=
ν1s+ ν2r + nrs
r + s
.
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For the rest of this article we fix the notation introduced in Proposition 2.1 and
denote the Hessian determinant detϕ′′ by w. Without loss of generality (cf. Lemma
2.4), we may assume that C = 1. We define, for any polynomial ϕ as in Proposition
2.1, its homogeneous distance
dh(ϕ) :=
1
κ1 + κ2
.
The quantity dh(ϕ) will be written as dh when no confusion arises. We also define
the height of ϕ by
h(ϕ) := max{dh(ϕ), ν1, ν2, max
λj∈R,1≤j≤M
nj},
in the case where ϕ is not a monomial and by
h(ϕ) := max{ν1, ν2},
in the case that it is. This definition of the height will be sufficient for our purposes.
There is a well-known link with the Newton polyhedron of ϕ in terms of which the
height is usually defined, for which we refer the interested reader to [9] (in particular
Corollary 3.4 in that article).
Corollary 2.2 (Ikromov and Mu¨ller). Let ϕ be a (κ1, κ2)-homogeneous poly-
nomial of degree one as in Proposition 2.1 and consider the representation (2.2) of
ϕ.
(a) If κ2/κ1 6∈ N, i.e. if s ≥ 2, then n < dh(ϕ). In particular, every real root
x2 = λ
1/s
j x
r/s
1 of ϕ has multiplicity nj < dh(ϕ).
(b) If κ2/κ1 ∈ N, i.e. if s = 1, then there exists at most one real root of ϕ
on the unit circle S1 of multiplicity greater than dh(ϕ). More precisely, if
we put n0 := ν1, nM+1 := ν2, choose j0 ∈ {0, . . . ,M + 1} so that nj0 =
max{n0, . . . , nM+1} and assume that nj0 > dh(ϕ), then nj < dh(ϕ) for
every j 6= j0.
In light of the above proposition and its corollary, our main theorem is as follows.
Theorem 2.3. Let ϕ be a (κ1, κ2)-homogeneous polynomial of degree one, not of
the form ϕ(y1, y2) = cy
A
1 y
B
2 , c ∈ R, A,B ∈ N0, and with
κ1 6= κ2, ∇ϕ(0, 0) = (0, 0).
Let N be the highest multiplicity of any real root of ϕ that is not along one of
the coordinate axes and T be the highest multiplicity of any real root of the Hessian
determinant detϕ′′. Then the operator A, defined by (2.1), is bounded from Lp(R3)
to Lq(R3) for p and q satisfying the conditions below (here dh = dh(ϕ)):
1
q
≤
1
p
, (2.3)
1
q
≥
3
p
− 2, (2.4)
1
q
≥
1
3p
, (2.5)
1
q
>
1
p
−
1
dh + 1
, (2.6)
and
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(a) if N ≥ dh + 1/2,
1
q
>
1
p
−
1
N
, (2.7)
1
q
>
N + 2
N + 1
1
p
−
2
N + 1
, (2.8)
1
q
>
N + 1
N + 2
1
p
−
1
N + 2
, (2.9)
(b) if N < dh + 1/2 and max{ν1, ν2} ≥ dh,
1
q
>
1
p
−
1
max{ν1, ν2}+ 1
, (2.10)
(c) if N < dh + 1/2, max{ν1, ν2} < dh and the real root of detϕ
′′ with the
highest multiplicity is either along one of the axes or coincides with a real
root of ϕ,
1
q
>
2T + 5
T + 3
1
p
− 1, (2.11)
1
q
>
T + 3
2T + 5
1
p
−
1
2T + 5
, (2.12)
(d) if N < dh + 1/2, max{ν1, ν2} < dh and the real root of detϕ
′′ with the
highest multiplicity is not along the axes and does not coincide with a real
root of ϕ,
1
q
>
5
3
1
p
−
2T + 12
3T + 12
, (2.13)
1
q
>
3
5
1
p
−
4
T + 4
. (2.14)
Note that the conditions (2.5), (2.9), (2.12), (2.14) are “dual” to (2.4), (2.8),
(2.11), (2.13), respectively. Also conditions (2.11), (2.12), (2.13) and (2.14) are
redundant in parts (c) and (d) of Theorem 2.3 if T ≤ 2dh(ϕ) − 2. This is the case
for instance if the real root of detϕ′′ with the highest multiplicity is along one of
the axes and ϕ vanishes along that axis as well or if the real root of detϕ′′ with
the highest multiplicity is not along the axes and it coincides with a real root of ϕ
with multiplicity greater or equal to 2.
Comparing this theorem with the results of Ferreyra, Godoy and Urciuolo [7, 17]
for the homogeneous case, one observes that the Lp − Lq boundedness regions
corresponding to homogeneous polynomials are not obtained simply by substituting
κ1 = κ2 in the mixed homogeneous case. The latter regions are in general larger
than the former.
In the case where the hypersurface is also convex, Iosevich, Sawyer and Seeger
[10] have made a conjecture (they have actually made a more general conjecture
for Sobolev spaces) that describes the Lp − Lq boundedness region in terms of the
“multitype”, which they define. Comparing the examples ϕ(y1, y2) = y
4
2 + y
12
1 and
ϕ(y1, y2) = y
4
2 + y
2
2y
6
1 − y2y
9
1 + y
12
1 one may observe that they are both convex and
have the same multitype, hence those authors obtain the same Lp−Lq boundedness
region for both. However, using the notation of Theorem 2.3, we have dh = 3 in
both examples, T = 10 for the first example and T = 4 for the second, hence we
obtain a larger region for the second example than the conjectured one in [10]. The
Lp − Lq bounedness region for the first example, dictated by Theorem 2.3, is the
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same one as in [6, 10] and it is sharp. These examples show that, at least for Lp−Lq
boundedness, the Iosevich, Sawyer and Seeger [10] conjecture is not appropriate.
In Section 3 we provide necessary conditions for parts (a), (b) and (c) (in certain
cases, see Lemma 3.4). The sharpness of the conditions in the remaining cases of
parts (c) and (d) is not known, nor are any examples, that show that the conditions
in (c) and (d) are not sharp, known to the authors at this stage.
We organise our proof in three parts: N ≥ dh + 1, dh + 1 > N ≥ dh + 1/2,
and N < dh+1/2; the last part splitting further. In each part, we exploit the root
structure of w = detϕ′′. After performing dyadic decompositions and rescaling, the
key step is to identify two Lp → Lp
′
estimates (p′ is the dual exponent to p) on the
dyadic pieces after which the rest of the proof follows naturally by interpolation on
the pieces and summation. One of these two estimates is an L4/3 → L4 estimate,
which is in fact a direct consequence of the weighted L4/3 → L4 estimate for
convolution with hypersurfaces of Gressman [8]. The other key estimate is mostly
an L3/2 → L3 estimate, except in the last case where an L8/5 → L8/3 estimate is
used, which we obtain using decay estimates for certain oscillatory integrals and
which depends on the root structure of ϕ itself.
Weighted boundedness estimates from L3/2 to L3 for the operators in question
also appear in Gressman [8] as a consequence of Theorem 6 in that article. However,
that theorem seems to be insufficient for our purposes and therefore not to be
optimal in the way that the weighted L4/3 → L4 estimates are. This can be
demonstrated by looking at the simple example ϕ(y1, y2) = (y2−y
2
1)
2. The required
estimate in this case amounts to satisfying the condition of Theorem 6 in [8] with
the weight w(x, y) = |x2−y2−(x1−y1)
2|ǫ−1, for all ǫ > 0. In turn, if that condition
were satisfied, it would imply that, for all ǫ > 0 and some a, b, α ∈ R,
∞ > sup
λ∈R
|λ|
∫
0≤y1≤ 12
∫
y21≤y2≤ 12+y21
dy
(y2 + y21)
1−ǫ[1 + |λ(2a+ 4by1)(y2 − y21)|α]
& sup
λ∈R
|λ|
∫
0≤y1≤ 12
∫
y21≤y2≤ 12+y21
1
(y2 + y21)
1−ǫ[1 + |λ(y2 − y21)|α]
dy
= sup
λ∈R
|λ|1−ǫ
∫ 1
2
0
∫ |λ|
2
0
1
(y2 + 2(|λ|
1
2 y1)2)1−ǫ(1 + yα2 )
dy
≥ sup
λ>4
λ1−ǫ
∫ 1
λ1/2
0
∫ 1
1
2
1
(y2 + 2(λ
1
2 y1)2)1−ǫ(1 + yα2 )
dy
& sup
λ>4
λ
1
2−ǫ,
which is not true for ǫ < 1/2.
In addition to the notation introduced above, we need the following. For a mixed
homogeneous polynomial
ϕ(x1, x2) =
J∑
j=0
K∑
k=0
ajkx
j
1x
k
2 ,
we denote by
T (ϕ) =
{
(j, k) ∈ N20 : ajk 6= 0
}
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the Taylor support of ϕ at the origin. Finally, if A and B are two nonnegative
quantities, we write A . B if A ≤ cB for some constant c, which will be allowed
to change from line to line. By A ∼ B we mean A . B . A.
We will also need the following lemma. The proof is very easy and is therefore
omitted.
Lemma 2.4. Let S be a linear operator mapping from the space of Schwartz func-
tions to the space of all measurable functions and let A ∈ GL(n;R). For f ∈ S and
x ∈ Rn, let SAf(x) = S(f ◦A)(A
−1x). Then
‖SA‖Lp→Lq = | detA|
1
q− 1p ‖S‖Lp→Lq .
We start in Section 3 with some necessary conditions for Lp−Lq boundedness and
we continue in Section 4 with a simple interpolation argument that gives estimates
on the line 1/q = 3/p − 2. Sections 5 and 6 deal with part (a) of Theorem 2.3,
Section 7 deals with part (b), Sections 8 and 9 deal with parts (c) and (d) for the
cases where s ≥ 2 and s = 1, respectively. As mentioned above, the proofs in all
sections follow the pattern of performing a bidyadic decomposition, using oscillatory
integral estimates and the weighted estimate for convolution with hypersurfaces of
Gressman [8] on each piece, interpolation on each piece and summing up the pieces.
We conclude in the final section with a proof of a lemma that is used in Sections 5
and 6 and a discussion of the relation between the height of the mixed homogeneous
polynomial ϕ and the height of its Hessian determinant w.
3. Necessary conditions
We give here some necessary conditions.
Lemma 3.1. Suppose A is bounded from Lp(R3) to Lq(R3). Then (2.3), (2.4),
(2.5) hold.
Proof. To show (2.3), let fN = 1[−2N,2N ]3 for large N . If x ∈ [−N,N ]3, then
x−Φ(y) ∈ [−2N, 2N ]3 for any y ∈ [−1/2, 1/2]2 and so TfN(x) & 1 for any such x.
Hence
N
3
q . ‖AfN‖Lq(R3) . ‖fN‖Lp(R3) ∼ N
3
p ,
which in turn implies (2.3).
To show (2.4) we consider for δ small the set
X = {x ∈ R3 : (x1, x2) ∈ [−1/4, 1/4]
2, |x3 − ϕ(x1, x2)| ≤ δ/2}
and fδ = 1[−δ,δ]3 . Clearly |X | ∼ δ. For any x ∈ X , let
Yx =
{
y ∈ [−1/2, 1/2]2 : |y − (x1, x2)| ≤
δ
2 + 2‖∇ϕ‖L∞([−1,1]2)
}
.
Then for any sufficiently small δ, any x ∈ X and y ∈ Yx we have x−Φ(y) ∈ [−δ, δ]
3
and so Tfδ(x) & δ
2. Thus
δ
1
q δ2 . ‖Afδ‖Lq(R3) . ‖fδ‖Lp(R3) ∼ δ
3
p ,
implying (2.4). Inequality (2.5) follows by duality, since A is essentially self-adjoint.

Lemma 3.2. Suppose A is bounded from Lp(R3) to Lq(R3). Then
1
q
≥
1
p
−
1
max{ν1, ν2, dh}+ 1
. (3.1)
ON Lp-IMPROVING FOR AVERAGES ASSOCIATED TO HYPERSURFACES 7
Proof. We first show that 1q ≥
1
p−
1
ν2+1
assuming ν2 ≥ 1, otherwise there is nothing
to prove. The condition 1q ≥
1
p −
1
ν1+1
can be shown in a very similar way. We
factorise ϕ(y) = yν22 P (y) and let
fδ = 1
[−2,2]×[−2δ
1
ν2 ,2δ
1
ν2 ]×[−Kδ,Kδ]
,
where K = 1+ ‖P‖L∞([−1,1]2). Then any sufficiently small δ, for any x ∈ [−1, 1]×
[−δ1/ν2 , δ1/ν2 ]× [−δ, δ] and any y ∈ [−1/2, 1/2]× [−δ1/ν2, δ1/ν2 ] we have x−Φ(y) ∈
supp fδ. Thus
(δ
1+ 1ν2 )
1
q δ
1
ν2 . ‖Afδ‖Lq(R3) . ‖fδ‖Lp(R3) ∼ (δ
1+ 1ν2 )
1
p ,
which gives the desired result.
To show that 1q ≥
1
p −
1
dh+1
we let
fδ = 1[−2δκ1 ,2δκ1 ]×[−2δκ2 ,2δκ2 ]×[−(M+1)δ,(M+1)δ],
whereM =
∑
α,β
|aαβ| and aαβ are the coefficients in the Taylor expansion of ϕ around
0. Then any sufficiently small δ, for any x ∈ [−δκ1 , δκ1 ]× [−δκ2 , δκ2 ]× [−δ, δ] and
any y ∈ [−δκ1 , δκ1 ]× [−δκ2 , δκ2 ] we have x− Φ(y) ∈ supp fδ. Hence
(δ1+κ1+κ2)
1
q δκ1+κ2 . ‖Afδ‖Lq(R3) . ‖fδ‖Lp(R3) ∼ (δ
1+κ1+κ2)
1
p ,
which gives
1
q
≥
1
p
−
κ1 + κ2
κ1 + κ2 + 1
=
1
p
−
1
dh + 1
,
concluding the proof of the lemma. 
Condition (3.1) reduces to conditions (2.6), (2.10) and partly (2.7) in the various
cases of Theorem 2.3, with strict inequalities replacing the inequality in (3.1).
Lemma 3.3. Suppose ϕ(y1, y2) = (y2 − λy
r
1)
NP (y1, y2) for some λ ∈ R \ {0},
N ∈ N and some polynomial P , and A is bounded from Lp(R3) to Lq(R3). Then
1
q
≥
1
p
−
1
N
, (3.2)
1
q
≥
N + 2
N + 1
1
p
−
2
N + 1
. (3.3)
1
q
≥
N + 1
N + 2
1
p
−
1
N + 2
, (3.4)
Proof. Let M = ‖P‖L∞([−2,2]2). To show (3.2) we let
fδ = 1[−2,2]2×[−(M+1)δN ,(M+1)δN ]
and
Y = {y ∈ [−1/2, 1/2]2 : y1 ∈ [0, (|λ|+ 1)
− 1r ], |y2 − λyr1 | ≤ δ}.
For any (x1, x2, x3) ∈ [−1, 1]
2 × [−δN , δN ] and y ∈ Y we have x− Φ(y) ∈ supp fδ.
Thus
δ
N
q δ . ‖Afδ‖Lq(R3) . ‖fδ‖Lp(R3) ∼ δ
N
p ,
for all sufficiently small δ, implying (3.2).
To show (3.3), let
fδ = 1{z∈R3: |z1|≤δ, |z2|≤2(1+|λ|r)δ, |z3|≤(M+1)δN}.
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For x ∈ R3 with |x1| ≤ 1, |x2 − λx
r
1| ≤ δ, |x3| ≤ δ
N consider
Yx = {y ∈ [−1/2, 1/2]
2 : y1 ∈ [x1 − δ, x1], |y2 − λy
r
1 | ≤ δ}.
Observe that for all sufficiently small δ and y ∈ Yx, we have x−Φ(y) ∈ supp fδ and
hence
δ
N+1
q δ2 . ‖Afδ‖Lq(R3) . ‖fδ‖Lp(R3) ∼ δ
N+2
p
proving (3.3). Condition (3.4) follows by duality. 
The last lemma in this section shows that the conditions of part (c) of Theorem
2.3 are necessary in certain cases, namely those dealt with in Section 8 and part of
Section 9, where the root of the Hessian determinant with the highest multiplicity
is the y2-axis.
Lemma 3.4. Let (A,B) ∈ T (ϕ) be such that if (α, β) ∈ T (ϕ) and α < A, then
α = 0. If A is bounded from Lp(R3) to Lq(R3), then
1
q
≥
2A+ 1
A+ 1
1
p
− 1 (3.5)
and
1
q
≥
A+ 1
2A+ 1
1
p
−
1
2A+ 1
. (3.6)
Proof. To show (3.5), let
fδ = 1[−2δ1/A,2δ1/A]×[−δ,δ]×[−Kδ,Kδ],
for some sufficiently large K. For x ∈ R3 with |x1| ≤ δ
1/A, x2 ∈ [0, 1/4], |x3 −
ϕ(x1, x2)| ≤ δ consider
Yx = {y ∈ [−1/2, 1/2]
2 : y1 ∈ [−δ
1/A, δ1/A], |y2 − x2| ≤ δ}.
Observe that |Yx| ∼ δ
A+1
A and for all sufficiently small δ and y ∈ Yx, we have
|x3 − ϕ(y1, y2)| ≤ |x3 − ϕ(x1, x2)|+ |ϕ(x1, x2)− ϕ(y1, y2)|
≤ δ + |a0F ||x
F
2 − y
F
2 |+
∑
(α,β)∈T (ϕ),α≥A
aαβ(|x
α
1 x
β
2 |+ |y
α
1 y
β
2 |)
. δ,
where a0F 6= 0 if (0, F ) ∈ T (ϕ). Hence for this choice of x, y, we have x − Φ(y) ∈
supp fδ and thus
δ
A+1
Aq δ
A+1
A . ‖Afδ‖Lq(R3) . ‖fδ‖Lp(R3) ∼ δ
2A+1
Ap
proving (3.5). Condition (3.6) follows by duality. 
4. A preliminary estimate
Let H be the height of the mixed homogeneous polynomial w. We show here
that A is bounded from Lp(R3) to Lq(R3) for all ( 1p ,
1
q ) satisfying
1
q =
3
p − 2 and
H+3
H+4 <
1
p . For ε > 0 let
Aεf(x) =
∫
R2
f(x− Φ(y))ψ(y)|w(y)|−
1
H+εγdy,
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where γ = 1H+
1
4 . Using the strong type endpoint estimate of Gressman (Theorem 3
in [8]) we obtain ‖A1f‖L4(R3) . ‖f‖L
4
3 (R3)
. On the other hand, changing variables
and using the mixed homogeneity of w, we see that∫
R2
ψ(y)|w(y)|−
1
H+εγdy <∞ (4.1)
for every ε > 0, which clearly implies that ‖Aεf‖L1(R3) . ‖f‖L1(R3) ((4.1) also
generalises to real-analytic functions, see Pramanik [13]). By analytic interpolation
(see e.g. [15]) we conclude that Aε(1−θ)+θ is bounded from Lpθ (R3) to Lqθ (R3) for
1
pθ
= 1− θ +
3
4
θ,
1
qθ
= 1− θ +
θ
4
.
Observe that for θ = 4−ε(4+H)(4+H)(1−ε) we have A
ε(1−θ)+θ = A, i.e. A is bounded
from Lp(ε)(R3) to Lq(ε)(R3), where 1p(ε) = 1 −
1
(4+H)(1−ε) +
ε
4(1−ε) and
1
q(ε) =
1− 3(4+H)(1−ε) +
3
4
ε
1−ε . Note that (
1
p(ε) ,
1
q(ε) ) −→ (
H+3
H+4 ,
H+1
H+4 ) as ε −→ 0.
5. N ≥ dh(ϕ) + 1
Here by Corollary 2.2 s = 1, N = nl, for some 1 ≤ l ≤ M , and this is the only
multiplicity of a real root greater than dh(ϕ) hence h(ϕ) = N . We write λ = λl.
We observe that dh ≥ 2. This is seen as follows. Since ∇ϕ(0, 0) = (0, 0) implies
dh ≥ 1, we first observe that
dh = 1 =⇒ ϕ(y1, y2) = ay1y2 + by
r+1
1 , a 6= 0, b ∈ R,
for which N ≤ 1, which is a contradiction. On the other hand, dh > 1 =⇒ N ≥ 3,
since N is an integer. We obtain a contradiction by
2 > dh =
ν1 + rν2 + rn
r + 1
≥
rn
r + 1
≥
3r
r + 1
≥
3 · 2
2 + 1
= 2.
Therefore dh ≥ 2 and N ≥ 3. Lemma 10.1 shows that w(y) = (y2−λy
r
1)
2N−3Q˜(y),
where Q˜(y1, λy
r
1) 6= 0 for y1 6= 0.
Since w is
(
κ1
2(1−κ1−κ2) ,
κ2
2(1−κ1−κ2)
)
-homogeneous of degree one and
N > dh + 1/2⇐⇒ 2N − 3 > dh(w),
we can conclude that the multiplicity of any other real root of w is bounded by
dh(w) = 2dh − 2. In particular, this implies that the height of w is H = 2N − 3.
Let η ∈ C∞(R) with
supp η ⊆ [−2, 2], 0 ≤ η ≤ 1, η = 1 on [−1, 1],
and let ε > 0 be small. Let
ACλf(x) =
∫
R2
f(x− Φ(y))ψ(y)η
(y2 − λyr1
εyr1
)
dy,
where λ = λl. Let
ACλcf(x) =
∫
R2
f(x− Φ(y))ψ(y)
(
1− η
(y2 − λyr1
εyr1
))
dy.
The operator ACλc is bounded on a bigger region than ACλ . In fact, it is bounded
on the trapezium given by the lines 1p ≤
1
q ,
1
q ≥
3
p − 2,
1
q ≥
1
3p and
1
q >
1
p −
1
dh+1
.
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This is seen as follows. If ε > 0 is chosen sufficiently small, then for any δ > 0 we
have ∫
R2
|w(y)|
− 12dh−2+δψ(y)
(
1− η
(y2 − λyr1
εyr1
))
dy <∞.
The operator
f 7−→
∫
R2
f(· − Φ(y))|w(y)|
1
4ψ(y)
(
1− η
(y2 − λyr1
εyr1
))
dy
is bounded as an operator from L
4
3 (R3) to L4(R3). A simple interpolation argument
as in Section 4 yields the desired result. Next, we turn our attention toACλ . Change
of variables gives
ACλf(x) =
∫
R2
f(x− Φ(y1, y2 + λy
r
1))ψ(y1, y2 + λy
r
1)η
( y2
εyr1
)
dy,
In this case we decompose bidyadically. For this purpose consider a dyadic partition
of unity
∞∑
k=L
χk(s) = 1, for s ∈ [−2
−L, 0) ∪ (0, 2−L], L ∈ Z.
The function χ is a smooth positive function supported in [−2,− 12 ] ∪ [
1
2 , 2] and we
set χk = χ(2
k·). Then for some L = L(λ, r) we obtain
ACλf(x) ≤
∞∑
k=L
∞∑
j=0
∫
R2
f(x− Φ(y1, y2 + λy
r
1))η
( y2
εyr1
)
χj(y1)χk(y2)dy
=
∞∑
k=L
∞∑
j=0
2−j−k
∫
R2
f(x− Φ(2−jy1, 2−ky2 + λ2−jryr1))η
( 2−ky2
ε2−jryr1
)
χ⊗ χ(y)dy
≤
∞∑
k=L
∑
0≤j≪k/r
2−j−k
∫
R2
f(x− Φ(2−jy1, 2−ky2 + λ2−jryr1))χ⊗ χ(y)dy,
where χ ⊗ χ(y) = χ(y1)χ(y2). We remark that j is indeed much smaller than k/r
and this can be achieved assuming ε to be sufficiently small. Observe that
suppχ⊗ χ ⊆ {y1 : 2
−1 ≤ |y1| ≤ 2} × {y2 : 2−1 ≤ |y2| ≤ 2}.
We have
Φ(2−jy1, 2−ky2 + λ2−jyr1) =
 2−jy12−ky2 + λ2−jryr1
2−jν1−knl−jrν2−jr(n−nl)ϕlj,k(y))
tr ,
where
ϕlj,k(y) = y
ν1
1 y
nl
2 (2
−k+jry2 + λlyr1)
ν2
M∏
i=1
i6=l
(2−k+jry2 − (λi − λl)yr1)
ni .
Recall that nl = N . We conclude
ACλf(x) ≤
∞∑
k=L
∑
0≤j≪k/r
2−j−kAlj,k(f ◦Dj,k)(D
−1
j,kx)︸ ︷︷ ︸
A˜lj,kf(x)
,
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where
Alj,kf(x) =
∫
R2
f(x− Φlj,k(y))χ⊗ χ(y)dy =: f ∗ µ
l
j,k(x)
and
Φlj,k(y) = (y1, 2
−k+jry2 + λlyr1 , ϕ
l
j,k(y)),
Dj,k(z1, z2, z3) = (2
−jz1, 2−jrz2, 2−jν1−jr(ν2+n−N)2−kN ).
Lemma 5.1. We have
|µ̂lj,k(ξ)| . (1 + |ξ|)
− 12 . (5.1)
Proof. Let δj,k = 2
−k+jr . Clearly,
µ̂lj,k(ξ1, ξ2, ξ3) =
∫
R2
e−i(ξ1y1+ξ2(δj,ky2+λly
r
1)+ξ3ϕ
l
j,k(y))χ⊗ χ(y)dy.
We can clearly assume that |ξ| ≥ 2. If |ξ1| ≫ |ξ2| + |ξ3|, then |ξ1| ∼ |ξ|.
Integration by parts in the y1 variable then gives even a better estimate
|µ̂lj,k(ξ)| .
1
|ξ1|
∼
1
1 + |ξ|
.
We can therefore assume that |ξ1| . |ξ2|+ |ξ3|.
Case 1: |ξ2| ≫ |ξ3|. In this case 0 6= |ξ2| ∼ |ξ| and
|ξ3|
|ξ2|ϕ
l
j,k(y) is small on suppχ⊗χ
in any CK -norm in (y1, y2). Since r ≥ 2, we have
|∂2y1λly
r
1 | & 1.
Therefore we can apply van der Corput’s Lemma in the y1 variable and obtain
|µ̂lj,k(ξ)| .
1
|ξ2|
1
2
∼
1
(1 + |ξ|)
1
2
.
Case 2: |ξ3| & |ξ2|. This gives 0 6= |ξ3| ∼ |ξ|. If δj,k is sufficiently small, then
|∂2y2ϕ
l
j,k(y)| & 1, since N ≥ 2 (recall that N ≥ 3). If we apply van der Corput’s
Lemma in y2 we obtain
|µ̂lj,k(ξ)| .
1
|ξ3|
1
2
∼
1
(1 + |ξ|)
1
2
.
This concludes the proof of (5.1). 
It is well-known (see [11, 16]) that if we convolve with a measure whose Fourier
transform decays to the order (1 + |ξ|)−ρ, then the corresponding operator is
bounded from Lp to Lp
′
for
1
p
=
1
2
(
1 +
ρ
ρ+ 1
)
.
Hence estimate (5.1) gives
‖Alj,k‖L
3
2 (R3)→L3(R3) . 1.
Together with Lemma 2.4, this implies that
‖A˜lj,k‖L
3
2 (R3)→L3(R3) . 2
j( r+13 )+j(
ν1+rν2+r(n−N)
3 )+
kN
3 .
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Estimate ‖A˜lj,k‖L1(R3)→L1(R3) . 1 and complex interpolation then give
‖A˜lj,k‖Lpθ (R3)→Lqθ (R3) . 2
kN
3 θ2j(
r+1
3 +
ν1+rν2+r(n−N)
3 )θ,
where
1
pθ
= 1− θ +
2
3
θ and
1
qθ
= 1− θ +
1
3
θ.
We conclude that
‖ACλ‖Lpθ (R3)→Lqθ (R3) .
∞∑
k=L
2−k+
kN
3 θ
∑
j≤ kr
2−j+j(
r+1
3 +
ν1+rν2+r(n−N)
3 )θ.
It is enough to show that
∞∑
k=0
2−k+
kN
3 θ
∑
j≤ kr
2−j+j(
r+1
3 +
ν1+rν2+r(n−N)
3 )θ <∞ (5.2)
for any θ ∈ (0, 3N ). Recall that since N ≥ 3, we have indeed (0,
3
N ) ⊆ (0, 1). Then
for each θ ∈ (0, 3N ) ⊆ (0, 1) we have
−1 + θ( r+1+ν1+rν2+r(n−N)3 ) < −1 +
3
N (
r+1+ν1+rν2+r(n−N)
3 )
= −1 + r+1+(r+1)dh−rNN .
The last expression is lower or equal to zero if and only if N ≥ dh + 1. Therefore
we have for the inner sum∑
j≤ kr
2−j+j(
r+1
3 +
ν1+rν2+r(n−N)
3 )θ . 1 for any θ ∈
(
0,
3
N
)
,
and so
∞∑
k=0
2−k+
kN
3 θ
∑
j≤ kr
2−j+j(
r+1
3 +
ν1+rν2+r(n−N)
3 ) .
∞∑
k=0
2−k+
kN
3 θ <∞.
This shows that the sum in (5.2) converges for every θ ∈ (0, 3N ).
Observe that, as θ → 3N , (
1
pθ
, 1qθ ) → (1 −
1
N , 1 −
2
N ), which is the point of
intersection of the lines 1q =
1
p −
1
N and
1
q =
N+2
N+1
1
p −
2
N+1 . The rest of the proof of
part (a) of Theorem 2.3 in the case N ≥ dh(ϕ) + 1 then follows by the argument of
Section 4, using that the height of w is 2N − 3, duality and interpolation.
6. dh(ϕ) + 1/2 ≤ N < dh(ϕ) + 1
Although this case might look quite specific, it turns that there are ‘many’ mixed-
homogeneous polynomials satisfying this condition. To see this first observe that
dh + 1/2 ≤ N < dh + 1
⇐⇒ ν1+rν2+rnr+1 + 1/2 ≤ N <
ν1+rν2+rn
r+1 + 1
⇐⇒ N ∈
[
ν1 + rν2 + r(n−N) +
r+1
2 , ν1 + rν2 + r(n−N) + r + 1
)
.
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If we let without loss of generality n1 = N , then for any given numbers ν1, ν2, r,
n2, . . . , nM ∈ N with
ν1 + rν2 + r
M∑
i=2
ni + r + 1 > N ≥ ν1 + rν2 + r
M∑
i=2
ni +
r + 1
2
and λi ∈ R \ {0} the polynomial ϕ(y1, y2) = y
ν1
1 y
ν2
2
M∏
i=1
(y2 − λiy
r
1)
ni satisfies the
assumption dh + 1 > N ≥ dh + 1/2.
We present here a lemma that characterises the mixed homogeneous polynomials
with dh ∈ [1, 2) and s = 1. This will also be used later in Section 9.
Lemma 6.1. Let ϕ be given by (2.2) with s = 1 and 1 ≤ dh(ϕ) < 2. Then one of
the following three holds:
(a) n = 1, ν2 = 0 and 1 ≤ ν1 ≤ r + 1,
(b) n = 1, ν2 = 1 and ν1 ∈ {0, 1},
(c) n = 2, ν2 = 0 and ν1 ∈ {0, 1}.
Proof. We have 2(r + 1) > dh(r + 1) = ν1 + rν2 + rn which implies that ν2 + n <
2 + 2/r ≤ 3, i.e. ν2 + n ≤ 2. This leaves us with three choices for the pair n, ν2,
since n = 0 would mean that ϕ is a monomial.
(a) If n = 1 and ν2 = 0, then 2r+ 2 > ν1 + r ≥ r + 1 and thus 1 ≤ ν1 ≤ r + 1.
(b) If n = 1 and ν2 = 1, then 2r + 2 > ν1 + 2r ≥ r + 1 and thus ν1 ∈ {0, 1}.
(c) If n = 2 and ν2 = 0, then ν1 ∈ {0, 1} as above.

The only polynomials that are under consideration in this section and have
dh ∈ [1, 2) are contained in part (c) of Lemma 6.1 for ν1 = 0. This is because, first
of all, dh < 2 implies 3 > N ≥ 3/2 and therefore N = 2 = n. Then, if ν1 = 1,
dh =
2r+1
r+1 ≥
5
3 and so do not satisy the inequality N ≥ dh + 1/2. This leaves us
with n = 2, ν1 = ν2 = 0. In that case
dh +
1
2
=
2r
r + 1
+
1
2
≤ 2⇐⇒ r ∈ {2, 3}.
Simple computations show that if ϕ(y1, y2) = (y2 − λy
r
1)
2, then
w(y) = −4λr(r − 1)y2y
r−2
1 + 4λ
2r(r − 1)y2r−21 .
This implies that w(y) = −8λ(y2 − λy
2
1) for r = 2 and w(y) = −24λy1(y2 − λy
3
1)
for r = 3.
The Lp − Lq estimates on the line segment((
2N
2N + 1
,
2N − 2
2N + 1
)
, (1, 1)
]
(i.e. all points on the line segment joining ( 2N2N+1 ,
2N−2
2N+1 ) to (1, 1), including (1, 1),
but not including ( 2N2N+1 ,
2N−2
2N+1 )) follow by the argument of Section 4. Therefore
we are only left with establishing estimates on the line segment((
2dh + 1−N
dh + 1
,
2dh −N
dh + 1
)
, (1, 1)
]
, (6.1)
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since the lines 1q =
1
p −
1
dh+1
and 1q =
N+2
N+1
1
p −
2
N+1 intersect at the point
(2dh+1−Ndh+1 ,
2dh−N
dh+1
). The proof of the full region described in part (a) of Theorem
2.3 then follows by duality.
The proof is again based on an appropriate decomposition of the domain of
integration. We focus on the analysis of the case, where w vanishes along the curve
Cλ = {(y1, λy
r
1) ∈ R
2 : y1 ∈ R}, λ = λl ∈ R \ {0}, with nl = N, l ∈ {1, . . . ,M}.
We know that w vanishes to the order T = 2N − 3 along the curve Cλ. We need to
show that the operator
ACλf(x) =
∫
R2
f(x− Φ(y))ψ(y)η
(y2 − λyr1
εyr1
)
dy
is bounded on the line (6.1) provided ε > 0 is chosen to be sufficiently small. That
this is sufficient to conclude that A is also bounded on this line is seen as in the
first case, namely A = ACλ +ACλc , where
ACλcf(x) =
∫
R2
f(x− Φ(y))ψ(y)
(
1− η
(y2 − λyr1
εyr1
))
dy.
The operator ACλc is even bounded on the trapezium given by the lines
1
p ≤
1
q ,
1
q ≥
3
p − 2,
1
q ≥
1
3p and
1
q >
1
p −
1
dh+1
, which is a larger region, since for any δ > 0,
we have ∫
R2
|w(y)|
− 12dh−2+δ ψ(y)
(
1− η
(y2 − λyr1
εyr1
))
dy <∞.
Thus we only need to focus our analysis on ACλ . A change of variables gives
ACλf(x) =
∫
R2
f(x− Φ(y1, y2 + λy
r
1))ψ(y1, y2 + λy
r
1)η
( y2
εyr1
)
dy.
Observe that
Φ(y1, y2 + λy
r
1) =
y1, y2 + λyr1 , yν11 yN2 (y2 + λyr1)ν2 M∏
i=1
i6=l
(y2 − λ˜iy
r
1)
ni
 ,
where λ˜i = λi − λ ∈ C \ {0}. Then decomposing bidyadically we have, for some
integer L = L(λ, p),
ACλf(x) ≤
∞∑
k=L
∞∑
j=0
∫
R2
f(x− Φ(y1, y2 + λy
r
1))η
( y2
εyr1
)
χj(y1)χk(y2)dy
≤
∞∑
k=L
∑
j≪ kr
2−j−k
∫
R2
f(x− Φ(2−jy1, 2−ky2 + λ2−jryr1))χ⊗ χ(y)dy.
We also have∫
R2
f(x− Φ(2−jy1, 2−ky2 + λ2−jryr1))χ⊗ χ(y)dy = Aj,k(f ◦Dj,k)(D
−1
j,kx)︸ ︷︷ ︸
A˜j,kf(x)
,
where
Aj,kf(x) =
∫
R2
f(x− (y1, δj,ky2 + λy
r
1, ϕj,k(y)))χ ⊗ χ(y)dy =: f ∗ µj,k(x),
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ϕj,k(y) = y
ν1
1 y
N
2 (δj,ky2 + λy
r
1)
ν2
M∏
i=1
i6=l
(δj,ky2 − λ˜iy
r
1)
ni , δj,k = 2
−k+jr ≪ 1,
Dj,k(z1, z2, z3) = (2
−jz1, 2−jrz2, 2−jν1−jrν2−jr(n−nl)−knlz3).
In order to see the boundedness along the line (6.1) first recall that nl = N .
Since min{r,N} ≥ 2, taking second derivatives in the y1 and the y2 variables and
using van der Corput estimates for oscillatory integrals as in the case N ≥ dh + 1
(similar oscillatory integrals have also been considered in [18]), we have |µ̂j,k(ξ)| .
(1 + |ξ|)−1/2 which implies
‖Aj,k‖
L
3
2 (R3)→L3(R3) . 1.
Using the weighted strong type L4/3 → L4 estimate of Gressman [8] for the hyper-
surface given by
Φ˜ =
 1 0 00 1 0
0 0 δ−Nj,k
Φ
and using the reparametrisation invariance of the Gaussian curvature, we have
‖Aj,k‖
L
4
3 (R3)→L4(R3) . δ
− 14
j,k .
Interpolation then gives
‖Aj,k‖
L
2(N−dh)+1
N−dh+1 (R3)→L
2(N−dh)+1
N−dh (R3)
. δ
N−dh−1
2(N−dh)+1
j,k .
Remark 6.2. We observe that indeed we have
2
3
<
N − dh + 1
2(N − dh) + 1
≤
3
4
,
since it is equivalent to the assumption dh + 1/2 ≤ N < dh + 1.
By Lemma 2.4 we have
‖A˜j,k‖
L
2(N−dh)+1
N−dh+1 (R3)→L
2(N−dh)+1
N−dh (R3)
. δ
N−dh−1
2(N−dh)+1
j,k (detDj,k)
− 1
2(N−dh)+1
= δ
N−dh−1
2(N−dh)+1
j,k 2
j(r+1)+jrν2+jν1+jr(n−N)+kN
2(N−dh)+1
= δ
N−dh−1
2(N−dh)+1
j,k 2
j((r+1)(dh+1)−rN)+kN
2(N−dh)+1
= 2
−k N−dh−12(N−dh)+1 2jr
N−dh−1
2(N−dh)+1 2
j((r+1)(dh+1)−rN)+kN
2(N−dh)+1 .
Since,
‖A˜j,k‖L1(R3)→L1(R3) . 1,
it suffices to see that the sum
∞∑
k=0
∑
0≤j≤ kr
2
−k
[
1−θ dh+1
2(N−dh)+1
]
2
−jr
[
1−θ dh+1
2(N−dh)+1
]
,
converges for any θ < 2(N−dh)+1dh+1 , which is clear.
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Remark 6.3. We observe that indeed 2(N−dh)+1dh+1 ∈ [0, 1]. Because of the assumption
N ≥ dh + 1/2 we have clearly
2(N−dh)+1
dh+1
≥ 0.
On the other hand,
2(N − dh) + 1
dh + 1
≤ 1⇐⇒ N ≤
3dh
2
.
That N ≤ 3dh2 is true, if dh + 1/2 ≤ N < dh + 1 is seen as follows. First, observe
that dh ≥ 2 implies
3dh
2 ≥ dh + 1, and therefore N ≤
3dh
2 . On the other hand, if
dh < 2, then by the discussion directly after Lemma 6.1, we have dh ≥ 4/3. Thus
3dh/2 ≥ 2 = N , giving
2(N−dh)+1
dh+1
∈ [0, 1].
7. max{ν1, ν2} ≥ dh(ϕ)
In this case we have h(ϕ) = max{ν1, ν2} and in this section we will drop the
assumption that κ1 < κ2. This allows us to assume without loss of generality that
ν1 ≥ ν2.
Lemma 7.1. Suppose that ϕ(y) = yn1Q(y1, y2), n ≥ 1, where
Q(y1, y2) = cy
m
2 +O(y1), c 6= 0, m ≥ 1.
Then w(y) = y2n−21 Q˜(y), where
Q˜(y) = c2nm(1− n−m)y2m−22 +O(y1).
Proof. Case n = 1 is easy to see, so we may and shall assume that n ≥ 2. Simple
computations show
∂21ϕ(y1, y2) = y
n−2
1
(
n(n− 1)Q(y) + 2ny1∂1Q(y) + y
2
1∂
2
1Q(y)
)
,
∂1∂2ϕ(y1, y2) = y
n−1
1 (n∂2Q(y) + y1∂1∂2Q(y)) ,
∂22ϕ(y1, y2) = y
n
1 ∂
2
2Q(y),
and
w(y) = ∂21ϕ(y)∂
2
2ϕ(y)− (∂1∂2ϕ(y))
2
= y2n−21
(
n(n− 1)Q(y)∂22Q(y) +O(y1)
)
− y2n−21 (n∂2Q(y) +O(y1))
2
= y2n−21
(
n(n− 1)Q(y)∂22Q(y)− n
2(∂2Q(y))
2 +O(y1)
)
.
Furthermore, we have
n(n− 1)Q(y)∂22Q(y)− n
2(∂2Q(y))
2 = c2mn(1− n−m)y2m−22 +O(y1),
which gives w(y) = y2n−21 Q˜(y). 
By assumption we have ϕ(y) = yν11
(
yν2+sn2 +O(y1)
)
and ν1 ≥ max{1, dh}.
Lemma 7.1 gives
w(y) = y2ν1−21
[
ν1(ν2 + sn)(1− ν1 − ν2 − sn)y
2ν2+2sn−2
2 +O(y1)
]
.
Obviously ν1(ν2+ sn)(1− ν1− ν2− sn) 6= 0, which gives that w has a zero of order
2ν1 − 2 along the axis y1 = 0. If w is not a monomial, then dh(w) = 2dh(ϕ) − 2 ≤
2ν1−2. If w happens to be a monomial, say w(y) = cy
2ν1−2
1 y
B
2 , then by considering
the mixed homogeneity of derivatives of mixed homogeneous polynomials, we should
have
(2ν1 − 2)κ1 +Bκ2
2(1− κ1 − κ2)
= 1,
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which is equivalent to ν1κ1 + (1 + B/2)κ2 = 1. Since we have also assumed that
ν1 ≥ dh(ϕ) ⇔ ν1κ1 ≥ 1 − ν1κ2, we have 1 − (1 + B/2)κ2 ≥ 1 − ν1κ2 which is
equivalent to B ≤ 2ν1−2. Hence, whether w is a monomial or not, h(w) = 2ν1−2.
By the argument of Section 4, we obtain the boundedness of A on the line segment((
2ν1 + 1
2ν1 + 2
,
2ν1 − 1
2ν1 + 2
)
, (1, 1)
]
.
The point
(
2ν1+1
2ν1+2
, 2ν1−12ν1+2
)
is the intersection of the lines 1q =
1
p−
1
ν1+1
and 1q =
3
p−2.
The boundedness on the rest of the region described in part (b) of Theorem 2.3,
follows by interpolation.
8. N < dh(ϕ) + 1/2, max{ν1, ν2} < dh(ϕ), s ≥ 2
We split our analysis in several subcases starting from the simpler ones. Here,
by Corollary 2.2, we have n < dh(ϕ). We will require the following lemma.
Lemma 8.1. Suppose that ϕ(y1, y2) = y
M
2 +y
A
1 Q(y1, y2), A,M ∈ N, min{A,M} ≥
2 and Q(y1, y2) = cy
B
2 +O(y1), c 6= 0, B ∈ N0. Then
w(y) = yA−21
(
cA(A − 1)M(M − 1)yB+M−22 +O(y1)
)
.
In particular, w vanishes to the order A− 2 transversally to the line y1 = 0.
Proof. Computations show
∂21ϕ(y1, y2) = A(A− 1)y
A−2
1 Q(y) + 2Ay
A−1
1 ∂1Q(y) + y
A
1 ∂
2
1Q(y),
∂1∂2ϕ(y1, y2) = Ay
A−1
1 ∂2Q(y) + y
A
1 ∂1∂2Q(y),
∂22ϕ(y1, y2) = M(M − 1)y
M−2
2 + y
A
1 ∂
2
2Q(y).
This gives
w(y) = ∂21ϕ(y)∂
2
2ϕ(y)− (∂1∂2ϕ(y))
2
= yA−21
(
A(A− 1)Q(y) +O(y1)
)(
M(M − 1)yM−22 +O(y1)
)
− y2A−21
(
A∂2Q(y) +O(y1)
)2
.
Clearly, 2A− 2 > A− 2 and(
A(A− 1)Q(y) +O(y1)
)(
M(M − 1)yM−22 +O(y1)
)
= A(A− 1)M(M − 1)Q(y)yM−22 +O(y1)
= cA(A− 1)M(M − 1)yB+M−22 +O(y1).
We conclude that
w(y) = yA−21
(
cA(A − 1)M(M − 1)yB+M−22 +O(y1)
)
.
Since min{A,M} ≥ 2, we have cA(A − 1)M(M − 1) 6= 0 and this shows that w
vanishes to the order A− 2 transversally to the line y1 = 0. 
Before continuing with the analysis in this section, we note a corollary of Lemmas
7.1 and 8.1 which was mentioned in the introduction.
Corollary 8.2. Let ϕ be a mixed homogeneous polynomial. Then w 6≡ 0.
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Proof. We only need to consider the case ν1 = ν2 = 0 otherwise Lemma 7.1 would
apply and give us a form for w which clearly cannot satisfy w ≡ 0. Given that
ν1 = ν2 = 0, and because ϕ being mixed homogeneous implies that A ≥ 2 in
Lemma 8.1, this lemma applies and gives a form for w which again cannot satisfy
w ≡ 0. 
8.1. Case min{ν1, ν2} ≥ 1. Here we first observe that Lemma 7.1 shows that w
vanishes to the order 2νi − 2 transversally to the line yi = 0, i = 1, 2. If w were a
monomial, then w(y) = cy2ν1−21 y
2ν2−2
2 and
(2ν1 − 2)κ1
2(1− κ1 − κ2)
+
(2ν2 − 2)κ2
2(1− κ1 − κ2)
=
ν1κ1 + ν2κ2 − κ1 − κ2
1− κ1 − κ2
= 1,
implying ν1κ1+ν2κ2 = 1. However that contradicts the assumption max{ν1, ν2} <
dh(ϕ), so w cannot be a monomial. In addition, max{ν1, ν2} < dh(ϕ) = h(ϕ),
implies
max{2ν1 − 2, 2ν2 − 2} ≤ 2dh − 2 = dh(w).
Since s ≥ 2, we know that the multiplicity of any other root of w which does not lie
on a coordinate axis is bounded by the homogeneous distance of w, which is equal
to 2dh(ϕ) − 2. We conclude that the multiplicity of any root of w is bounded by
its homogeneous distance. This clearly shows that A is bounded on the trapezium
given by 1q ≤
1
p ,
1
q ≥
3
p − 2,
1
q ≥
1
3p and
1
q >
1
p −
1
dh+1
.
8.2. Case min{ν1, ν2} = 0. We split this case into two subcases. We first discuss
the simpler subcase.
8.2.1. Subcase ν1 ≥ 1, ν2 = 0. In this subcase we have (ν1+rn, 0) ∈ T (ϕ). Since the
Taylor support T (ϕ) consists of at least two points, we find a point (A,B) ∈ T (ϕ)
with 1 ≤ B ≤ β for all (α, β) ∈ T (ϕ)\{(ν1+rn, 0)}. Since r/s /∈ N, we have B ≥ 2.
Lemma 8.1 then shows that w vanishes to the order B − 2 transversally to the line
y2 = 0. We will need to show that B − 2 ≤ 2dh − 2, i.e. B ≤ 2dh. This is seen as
follows. Observe first that clearly B ≤ sn and 2dh = 2
sν1+rsn
r+s . Furthermore,
2dh ≥ sn⇐⇒ 2sν1 + 2rsn ≥ rsn+ s
2n⇐⇒ 2ν1 + rn ≥ sn,
and the last statement is true, since r > s. Hence 2dh ≥ sn ≥ B. Here w is not a
monomial because, if it were, then
(2ν1 − 2)κ1
2(1− κ1 − κ2)
+
(B − 2)κ2
2(1− κ1 − κ2)
= 1,
implying 1 = ν1κ1 + Bκ2/2 < (κ1 + κ2)/dh = 1. Therefore h(w) = 2dh − 2 and A
is bounded on the trapezium given by 1q ≤
1
p ,
1
q ≥
3
p − 2,
1
q ≥
1
3p and
1
q >
1
p −
1
dh+1
.
8.2.2. Subcase ν1 = 0, ν2 ≥ 0. Then (0, ν2 + sn) ∈ T (ϕ) and there is a point
(A,B) ∈ T (ϕ) with 1 ≤ A ≤ α for any (α, β) ∈ T (ϕ) \ {(0, ν2 + sn)}. Since r > s
we have A ≥ 2. We conclude using Lemma 8.1 that w vanishes to the order A− 2
transversally to the line y1 = 0. The method of proof resembles the proof in Sections
5 and 6, but we will need the following lemma that characterises polynomials under
consideration here with dh < 2.
Lemma 8.3. Let ϕ be given by (2.2) with s ≥ 2, ν1 = 0 and 1 ≤ dh(ϕ) < 2. Then
one of the following three holds:
(a) n = 1, ν2 = 0, s = 2 and r is odd,
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(b) n = 1, ν2 = 0, s = 3 and r ∈ {4, 5},
(c) n = 1, ν2 = 1, s = 2 and r = 3.
Proof. First observe that we have
2 > dh =
rν2 + rsn
r + s
≥
rsn
r + s
≥
n
1
r +
1
s
≥
n
1
2 +
1
3
=
6
5
n.
This gives n = 1, which in turn gives
dh =
ν2r + rs
r + s
.
We have ν2 ∈ {0, 1}, since if ν2 ≥ 2, we have a contradiction by
2 > dh =
rν2 + rs
r + s
≥
2r + rs
r + s
≥
2s+ 2r
r + s
= 2.
If ν2 = 0, then
2 >
rs
r + s
=
1
1
s +
1
r
⇒
4
s
> 1⇒ s ≤ 3.
If s = 2, r has to be odd since gcd(s, r) = 1. If s = 3, then
2 >
3r
r + 3
⇒ s < r ≤ 5.
If ν2 = 1, then
2 >
r + rs
r + s
⇒
1
s
+
2
r
> 1⇒ s ≤ 2⇒ s < r ≤ 3.

8.2.2.1. A ≤ 2dh. In this case we observe, as in the previous subcase, that A ≤ 2dh
implies that w is not a monomial and A is bounded on the trapezium given by
1
q ≤
1
p ,
1
q ≥
3
p − 2,
1
q ≥
1
3p and
1
q >
1
p −
1
dh+1
.
8.2.2.2. A > 2dh. Here the region is then determined by
1
q ≤
1
p ,
1
q ≥
3
p − 2,
1
q ≥
1
3p ,
1
q >
1
p −
1
dh+1
, 1q >
2A+1
A+1
1
p −1 and
1
q >
A+1
2A+1
1
p −
1
2A+1 . This is contained in part (c)
of Theorem 2.3 for T = A− 2 (cf. Lemma 8.1). We need to show the boundedness
of the operator A along the line segment((
(A+ 1)dh
A(dh + 1)
,
dh(A+ 1)−A
A(dh + 1)
)
, (1, 1)
]
, (8.1)
the point
(
(A+1)dh
A(dh+1)
, dh(A+1)−AA(dh+1)
)
being the intersection of the lines 1q =
1
p −
1
dh+1
and 1q =
2A+1
(A+1)p − 1. The rest of the proof then follows by the argument of Section
4 and interpolation. Observe that line (8.1) is parametrised by 1q =
2A−dh
A−dh
1
p −
A
A−dh
and intersects the off-diagonal at the point(
2A− dh
3A− 2dh
,
A− dh
3A− 2dh
)
.
It suffices to show that for ε > 0 sufficiently small the operator
AC1f(x) =
∫
R2
f(x− Φ(y))ψ(y)η
(
yr1
εys2
)
dy
is bounded as an operator from Lp(R3) to Lq(R3) for every ( 1p ,
1
q ) on the line in
(8.1). The “remainder part” A −AC1 of the operator A is bounded on the larger
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trapezium given by 1q ≤
1
p ,
1
q ≥
3
p − 2,
1
q ≥
1
3p and
1
q >
1
p −
1
dh+1
. Bidyadic
decomposition and change of variables gives
AC1f(x) ≤
∞∑
j=0
∞∑
k=0
∫
R2
f(x− Φ(y))η
(
yr1
εys2
)
χj(y1)χk(y2)dy
≤
∞∑
j=0
∑
k≪ jrs
2−j−k
∫
R2
f(x− Φ(2−jy1, 2−ky2))χ⊗ χ(y)dy
=
∞∑
j=0
∑
k≪ jrs
2−j−kAj,k(f ◦Dj,k)(D−1j,kx)︸ ︷︷ ︸
A˜j,kf(x)
,
where
Aj,kf(x) =
∫
R2
f(x− (y, ϕj,k(y)))χ⊗ χ(y)dy,
ϕj,k(y) = y
ν2
2
M∏
i=1
(ys2 − λi(δj,ky1)
r)ni , δj,k = 2
ks
r −j ,
Dj,k(z1, z2, z3) = (2
−jz1, 2−kz2, 2−kν2−ksnz3).
Observe that ϕj,k(y1, y2) = ϕ(δj,ky1, y2) and that δj,k ≪ 1. This gives
detϕ′′j,k(y1, y2) = δ
2
j,kw(δj,ky1, y2) ∼ δ
2+A−2
j,k = δ
A
j,k on suppχ⊗ χ.
This implies ‖Aj,k‖
L
4
3 (R3)→L4(R3) . δ
−A4
j,k . Because ν2 + sn ≥ 2, taking two deriva-
tives in the y2 variable we obtain, using van der Corput estimates in the same
manner as in Sections 5 and 6, that
‖Aj,k‖
L
3
2 (R3)→L3(R3) . 1.
Interpolation then gives
‖Aj,k‖
L
3A−2dh
2A−dh (R3)→L
3A−2dh
A−dh (R3)
.
(
δ
−A4
j,k
) 4dh
3A−2dh
= δ
− Adh3A−2dh
j,k .
Remark 8.4. We observe that indeed the point
(
2A−dh
3A−2dh ,
A−dh
3A−2dh
)
lies on the open
line segment joining the points
(
2
3 ,
1
3
)
and
(
3
4 ,
1
4
)
, since
2
3
<
2A− dh
3A− 2dh
<
3
4
⇐⇒ 0 < dh <
A
2
.
Applying Lemma 2.4, we have
‖A˜j,k‖
L
3A−2dh
2A−dh (R3)→L
3A−2dh
A−dh (R3)
. δ
− Adh3A−2dh
j,k |detDj,k|
− A3A−2dh
= δ
− Adh3A−2dh
j,k (2
j+k+k(ν2+sn))
A
3A−2dh
= 2
j
Adh+A
3A−2dh 2
k
3A−2dh
(A+A(ν2+sn)−Adh sr )
= 2
j
A(dh+1)
3A−2dh 2
kA
3A−2dh
(1+ r+sr dh−dh sr )
= 2
j
A(dh+1)
3A−2dh 2
k
A(dh+1)
3A−2dh .
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Clearly ‖A˜j,k‖L1(R3)→L1(R3) . 1. Simple computations show that for θ = 3A−2dhA(dh+1)
we have
1− θ + θ
2A− dh
3A− 2dh
=
A+ 1
A
dh
dh + 1
and
1− θ + θ
A− dh
3A− 2dh
=
dh(A+ 1)−A
A(dh + 1)
.
Therefore, we only need to show that
∞∑
j=0
2
−j
[
1−Aθ (dh+1)3A−2dh
] ∑
0≤k≤ jrs
2
−k
[
1−Aθ (1+dh)3A−2dh
]
converges for every θ < 3A−2dhA(dh+1) , which is obvious.
Remark 8.5. We notice that 3A−2dhA(dh+1) ∈ [0, 1]. Because of the assumption A > 2dh,
we clearly have 3A−2dhA(dh+1) > 0. Furthermore,
3A− 2dh
A(dh + 1)
≤ 1⇐⇒
2A
A+ 2
≤ dh,
and the last inequality is obviously true if dh ≥ 2. On the other hand, if dh < 2,
we use Lemma 8.3. Observe that then in all cases A = r. In the case where
ϕ(y1, y2) = y2(y
2
2 + λy
3
1), the assumption A > 2dh is not satisfied, because
A = r = 3 <
18
5
= 2dh.
In the other cases we always have for any r > s ≥ 2
2A
A+ 2
=
2r
r + 2
≤
rs
r + s
= dh.
This gives 3A−2dhA(dh+1) ≤ 1.
9. N < dh(ϕ) + 1/2, max{ν1, ν2} < dh(ϕ), s = 1
We first focus on the case where w vanishes on the y1-axis or the y2-axis to the
order T . This puts us within part (c) of Theorem 2.3. By a similar argument to
the one in Section 8.2 we see that if w were a monomial then T ≥ 2dh− 2. Hence if
T ≤ 2dh − 2, then h(w) = 2dh − 2 and the proof is simply the argument of Section
4 and interpolation. Note that for T ≤ 2dh−2, the line
1
q =
2T+5
T+3
1
p −1 for instance
is redundant since it lies below the line 1q =
1
p −
1
dh+1
.
For T > 2dh − 2, clearly ν1 = 0 or ν2 = 0 if the vanishing is along the y2-
axis or the y1-axis, respectively. An example of this is the polynomial ϕ(y1, y2) =
y51 + y2y
3
1 +
9
40y
2
2y1, for which T = 2 and dh = 5/3. The proof is almost identical to
the previous section and we therefore omit the details. The only difference is that
for the last step we require the corresponding double sum to be convergent for all
0 ≤ θ < 3T−2dh+6(T+2)(dh+1) and we should check that
3T−2dh+6
(T+2)(dh+1)
≤ 1. This is equivalent
to
0 ≤ T (dh − 2) + 4dh − 4, (9.1)
which is easy to see if dh ≥ 2. For dh < 2, we use Lemma 6.1. The polynomials
that fall under part (a) of Lemma 6.1 have dh =
ν1+r
r+1 ≤ ν1 and therefore are not
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among those considered in this section. For the polynomials that fall under parts
(b) and (c) of Lemma 6.1 with ν1 = 0, we have T = r − 2 and dh =
2r
r+1 and (9.1)
can be verified directly. Also, a direct computation shows that the polynomials
that fall under part (b) with ν1 = 1 do not have Hessian determinants that vanish
along the axes. Finally, the polynomials that fall under part (c) with ν1 = 1 have
T ≤ 2 and dh ≥ 5/3 and so also satisfy (9.1).
We next focus on the analysis of the case, where w vanishes along some curve
Cλ = {(y1, λy
r
1) ∈ R
2 : y1 ∈ R}, λ ∈ R \ {0}, to some order T > 2dh − 2 (if
T ≤ 2dh − 2, the estimates follow by the usual interpolation arguments). We need
to show that the operator
ACλf(x) =
∫
R2
f(x− Φ(y))ψ(y)η
(y2 − λyr1
εyr1
)
dy
is bounded, for sufficiently small ε > 0, on the line segments((
(T + 3)dh
(T + 2)(dh + 1)
,
T (dh − 1) + 3dh − 2
(T + 2)(dh + 1)
)
, (1, 1)
]
,
if λ = λl for some l ∈ {1, . . . ,M}, in which case nl = 1, or((
T (2dh − 1) + 6dh
2(T + 4)(dh + 1)
,
T (2dh − 3) + 12dh − 8
2(T + 4)(dh + 1)
)
, (1, 1)
]
,
if λ 6= λl for any l ∈ {1, . . . ,M}. The point
(
(T+3)dh
(T+2)(dh+1)
, T (dh−1)+3dh−2(T+2)(dh+1)
)
is the
intersection of the lines 1q =
2T+5
(T+3)p − 1 and
1
q =
1
p −
1
dh(ϕ)+1
, whereas the point(
T (2dh−1)+6dh
2(T+4)(dh+1)
, T (2dh−3)+12dh−82(T+4)(dh+1)
)
is the intersection of the lines 1q =
5
3p−
2T+12
3T+12 and
1
q =
1
p −
1
dh(ϕ)+1
. Changing variables we obtain
ACλf(x) =
∫
R2
f(x− Φ(y1, y2 + λy
r
1))ψ(y1, y2 + λy
r
1)η
( y2
εyr1
)
dy.
Note that
Φ(y1, y2 + λy
r
1) =
(
y1, y2 + λy
r
1 , y
ν1
1 (y2 + λy
r
1)
ν2
M∏
i=1
(y2 − λ˜iy
r
1)
ni
)
,
where λ˜i = λi − λ ∈ C. Then, for some integer L = L(λ, r), we obtain using a
bidyadic decomposition
ACλf(x) ≤
∞∑
k=L
∞∑
j=0
∫
R2
f(x− Φ(y1, y2 + λy
r
1))η
( y2
εyr1
)
χj(y1)χk(y2)dy
≤
∞∑
k=L
∑
j≪ kr
2−j−k
∫
R2
f(x− Φ(2−jy1, 2−ky2 + λ2−jryr1))χ⊗ χ(y)dy.
We treat the two cases separately.
Case 1: λ˜l = 0 for some l ∈ {1, . . . ,M}. This case is equivalent to λ = λl for some
l ∈ {1, . . . ,M}, and clearly nl = 1. We then have∫
R2
f(x− Φ(2−jy1, 2−ky2 + λ2−jryr1))χ⊗ χ(y)dy = Aj,k(f ◦Dj,k)(D
−1
j,kx)︸ ︷︷ ︸
=:A˜j,kf(x)
,
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where
Aj,kf(x) =
∫
R2
f(x− (y1, δj,ky2 + λy
r
1 , ϕj,k(y)))χ⊗ χ(y)dy,
ϕj,k(y) = y
ν1
1 y2(δj,ky2 + λy
r
1)
ν2
M∏
i=1
i6=l
(δj,ky2 − λ˜iy
r
1)
ni , δj,k = 2
−k+jr ≪ 1,
and
Dj,k(z1, z2, z3) = (2
−jz1, 2−jrz2, 2−jν1−jrν2−jr(n−1)−kz3).
Using van der Corput estimates for oscillatory integrals as in Lemma 5.1 (the only
difference being the use of a mixed second derivative at the last step instead of a
second derivative in the y2 variable) it can be seen that
‖Aj,k‖
L
3
2 (R3)→L3(R3) . 1.
Using the weighted L4/3 → L4 convolution estimate of Gressman [8] and arguing
as in Section 6 we have
‖Aj,k‖
L
4
3 (R3)→L4(R3) . δ
−T+24
j,k .
Interpolating between the last two estimates gives
‖Aj,k‖
L
3T−2dh+6
2(T+2)−dh (R3)→L
3T−2dh+6
T+2−dh (R3)
.
(
δ
−T+24
j,k
) 4dh
3T−2dh+6
= δ
− (T+2)dh3T−2dh+6
j,k .
Using Lemma 2.4 we have
‖A˜j,k‖
L
3T−2dh+6
2(T+2)−dh (R3)→L
3T−2dh+6
T+2−dh (R3)
. δ
− (T+2)dh3T−2dh+6
j,k (detDj,k)
− T+23T−2dh+6
= δ
− (T+2)dh3T−2dh+6
j,k 2
(T+2)(j(r+1)+jrν2+jν1+jr(n−1)+k)
3T−2dh+6
= δ
− (T+2)dh3T−2dh+6
j,k 2
(j(dhr+dh+1)+k)(T+2)
3T−2dh+6
= 2
k
(T+2)(dh+1)
3T−2dh+6 2
j
(T+2)(dh+1)
3T−2dh+6 .
Clearly ‖A˜j,k‖L1(R3)→L1(R3) . 1. In order to have the desired result we observe
that
∞∑
k=0
∑
0≤j≤ kr
2
−k
[
1−θ (T+2)(dh+1)3T−2dh+6
]
2
−j
[
1−θ (T+2)(dh+1)3T−2dh+6
]
<∞
for any 0 ≤ θ < 3T−2dh+6(T+2)(dh+1) ≤ 1. Note that the last inequality is the same as (9.1)
which again is clear when dh ≥ 2. For dh < 2, we use Lemma 6.1 and observe that
the only part of that lemma that contains polynomials under consideration in this
case is part (b) for ν1 = 1. In this case, considering the degree of the y2 variable,
one can see that T ≤ 2, dh ≥ 5/3 and (9.1) can then be verified directly.
Case 2: λ˜l 6= 0 for any l ∈ {1, . . . ,M}. In this case we have λ 6= λl for all
l ∈ {1, . . . ,M}. An example where this occurs is ϕ(y1, y2) = y1(y2 + y
3
1)(y2 + ay
3
1),
where a = 5+
√
21
2 . Then w(y) = −4(y2 − by
3
2)
2, where b = 7+
√
21
2 . In this example
dh = 7/4 and 2dh − 2 < 2 = T .
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We have∫
R2
f(x− Φ(2−jy1, 2−ky2 + λ2−jryr1))χ⊗ χ(y)dy = Aj,k(f ◦Dj,k)(D
−1
j,kx)︸ ︷︷ ︸
A˜j,kf(x)
where
Aj,kf(x) =
∫
R2
f(x− (y1, δj,ky2 + λy
r
1, ϕj,k(y)))χ ⊗ χ(y)dy =: f ∗ µj,k(x),
ϕj,k(y) = y
ν1
1 (δj,ky2 + λy
r
1)
ν2
M∏
i=1
(δj,ky2 − λ˜iy
r
1)
ni , δj,k = 2
−k+jr ≪ 1,
Dj,k(z1, z2, z3) = (2
−jz1, 2−jrz2, 2−jν1−jrν2−jrnz3).
Considering the sum of the absolute values of the second and third derivative in
the y1 variable and using van der Corput estimates of Bjo¨rk type (see Lemma 1.6
in [2]) for oscillatory integrals it is easily seen that
|µ̂j,k(ξ)| . (1 + |ξ|)
− 13 ,
which implies that
‖Aj,k‖
L
8
5 (R3)→L 83 (R3) . 1.
Using the weighted L4/3 → L4 convolution estimate of Gressman [8] and arguing
as in Section 6 we have
‖Aj,k‖
L
4
3 (R3)→L4(R3) . δ
−T+44
j,k .
Interpolation between the last two estimates gives
‖Aj,k‖
L
8(T−2dh+3)
5T−4dh+16 (R3)→L
8(T−2dh+3)
3T−4dh+8 (R3)
. δ
− (T+4)(dh+1)
4(T−dh+3)
j,k .
Then, using Lemma 2.4, we have
‖A˜j,k‖
L
8(T−2dh+3)
5T−4dh+16 (R3)→L
8(T−2dh+3)
3T−4dh+8 (R3)
. δ
− (T+4)(dh+1)
4(T−dh+3)
j,k (detDj,k)
− T+4
4(T−dh+3)
= δ
− (T+4)(dh+1)
4(T−dh+3)
j,k 2
j(dh+1)(r+1)
T+4
4(T−dh+3)
= 2
k
(T+4)(dh+1)
4(T−dh+3) 2
j
(dh+1)(T+4)
4(T−dh+3) .
Clearly ‖A˜j,k‖L1(R3)→L1(R3) . 1. In order to have the desired result it is sufficient
to observe that
∞∑
k=0
∑
0≤j≤ kr
2
−k
[
1−θ (T+4)(dh+1)
4(T−dh+3)
]
2
−j
[
1−θ (dh+1)(T+4)
4(T−dh+3)
]
<∞
for any 0 ≤ θ < 4(T−dh+3)(T+4)(dh+1) ≤ 1. Note that
4(T − dh + 3)
(T + 4)(dh + 1)
≤ 1⇐⇒ T (dh − 3) + 8(dh − 1) ≥ 0,
which is clearly true if dh ≥ 3. For dh < 3, assume for a contradiction that
T > 8(dh−1)3−dh . Then, since here w cannot be a monomial,
2dh − 2 = dh(w) ≥
rT
r + 1
>
8r(dh − 1)
(r + 1)(3− dh)
≥
16(dh − 1)
3(3− dh)
.
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Thus
1 >
8
3(3− dh)
,
i.e. 1 > 3dh, which is false.
10. A relation between the heights of a mixed-homogeneous
polynomial and its Hessian determinant
Lemma 10.1. Assume that ϕ(y) = (y2−λy
r
1)
NQ(y), λ ∈ R\{0}, r ≥ 2, N ≥ 2 and
Q(y1, λy
r
1) 6= 0 for y1 6= 0. Then w(y) = (y2−λy
r
1)
2N−3Q˜(y), where Q˜(y1, λyr1) 6= 0
for y1 6= 0.
Proof. Simple computations show that
∂21 [(y2 − λy
r
1)
NQ(y)] = (y2 − λy
r
1)
N−2[N(N − 1)λ2r2y2r−21 Q(y)
−Nλr(r − 1)(y2 − λy
r
1)y
r−2
1 Q(y)
−2Nλr(y2 − λy
r
1)y
r−1
1 ∂1Q(y)
+(y2 − λy
r
1)
2∂21Q(y)],
∂1∂2[(y2 − λy
r
1)
NQ(y)] = (y2 − λy
r
1)
N−2[−N(N − 1)λryr−11 Q(y)
+N(y2 − λy
r
1)∂1Q(y)
−Nλr(y2 − λy
r
1)y
r−1
1 ∂2Q(y)
+(y2 − λy
r
1)
2∂1∂2Q(y)],
and
∂22 [(y2 − λy
r
1)
NQ(y)] = (y2 − λy
r
1)
N−2[N(N − 1)Q(y)
+2N(y2 − λy
r
1)∂2Q(y)
+(y2 − λy
r
1)
2∂22Q(y)].
Wemay clearly factor out (y2−λy
r
1)
2N−4 from the determinant defining w, therefore
it has to be shown that exactly one more factor (y2 − λy
r
1) can be factored out of
the remaining determinant. Using the multilinearity of the remaining determinant,
we observe that the term which is constant in the factor (y2 − λy
r
1) is∣∣∣∣ N(N − 1)λ2r2y2r−21 Q(y) −N(N − 1)λryr−11 Q(y)−N(N − 1)λryr−11 Q(y) N(N − 1)Q(y)
∣∣∣∣ ,
which is equal to 0. We next consider the terms which contain a single factor in
(y2 − λy
r
1). These are
(y2 − λy
r
1)
∣∣∣∣ −Nλr(r − 1)Q(y)− 2Nλryr−11 ∂1Q(y) −N(N − 1)λryr−11 Q(y)N∂1Q(y)−Nλryr−11 ∂2Q(y) N(N − 1)Q(y)
∣∣∣∣
+ (y2 − λy
r
1)
∣∣∣∣ N(N − 1)λ2r2y2r−21 Q(y) N∂1Q(y)−Nλryr−11 ∂2Q(y)−N(N − 1)λryr−11 Q(y) 2N∂2Q(y)
∣∣∣∣
= N2(y2 − λy
r
1)[−λr(r − 1)(N − 1)y
r−2
1 Q(y)
2 − 2λr(N − 1)yr−11 ∂1Q(y)Q(y)
+ (N − 1)λryr−11 ∂1Q(y)Q(y)− λ
2r2(N − 1)y2r−21 ∂2Q(y)Q(y)
+ 2(N − 1)λ2r2y2r−21 ∂2Q(y)Q(y) + λr(N − 1)y
r−1
1 ∂1Q(y)Q(y)
− λ2r2(N − 1)y2r−21 ∂2Q(y)Q(y)]
= −N2(N − 1)λr(r − 1)(y2 − λy
r
1)y
r−2
1 Q(y)
2.
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Under the assumptions of the lemma, the last expression is a nonzero multiple of
(y2 − λy
r
1). Note that in the homogeneous case r = 1, the expression is equal to
zero and one may factor out an additional power of (y2 − λy
r
1) as in [7]. The rest
of the terms are of higher order in (y2 − λy
r
1) and so the proof of Lemma 10.1 is
complete. 
The above lemma, together with Lemma 7.1 and the discussion in Section 8,
allows us to deduce a relation between the height of w in terms of the height of ϕ
or in terms of the Taylor support of ϕ in certain cases. For ϕ a mixed homogenous
(and in particular not a homogeneous) polynomial, if N ≥ dh(ϕ)+1/2, then h(w) =
2N − 3 = 2h(ϕ)− 3. If N < dh(ϕ) + 1/2 and max{ν1, ν2} ≥ dh(ϕ), then h(ϕ) = νi
for i ∈ {1, 2} and h(w) = 2νi − 2 = 2h(ϕ) − 2. If N < dh(ϕ) + 1/2, s ≥ 2 and
max{ν1, ν2} < dh(ϕ), then h(w) = 2dh(ϕ) − 2 = 2h(ϕ) − 2, unless the conditions
of 8.2.2.2 hold in which case h(w) = A− 2.
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