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ABSTRACT 
Se presenta una adaptación de algoritmos clásicos de re-
construcción 3D en escenarios multi-cámara a un entorno 
multiprocesador que permita aprovechar la enorme capaci-
dad de cálculo de los nuevos procesadores gráficos (GPUs), 
con el objetivo de lograr frame	rates adecuados para aplica-
ciones en tiempo real.
El caso de estudio recoge el proceso que va desde la cap-
tura de imágenes de las diversas cámaras hasta la recons-
trucción 3D de los objetos de interés en la escena, mediante 
algoritmos de foreground	 segmentation, shape	 from	 sil-
houette y space	carving.
La adaptación de dichos algoritmos a la tecnología CUDA 
permite lograr unos tiempos de ejecución muy inferiores a 
los que se obtienen en una CPU tradicional, tal y como re-
flejan los experimentos realizados.
I. INTRODUCCIÓN
Las exigencias actuales de videojuegos y entornos de dise-
ño gráfico han llevado a los fabricantes de tarjetas gráficas 
a aumentar drásticamente su capacidad de cálculo. Al verse 
limitados por la ley de Moore en la velocidad de los proce-
sadores y dado que el tratamiento gráfico en general no está 
ligado a demasiadas exigencias de procesado secuencial, los 
fabricantes han evolucionado hacia la paralelización de su 
hardware, diseñando dispositivos con un número cada vez 
más elevado de procesadores.
Esta tendencia ha llevado a convertir las tarjetas gráficas 
de última generación en verdaderos supercomputadores a 
un precio razonablemente asequible, cosa que no ha pasa-
do desapercibida para los fabricantes. Aprovechando esta 
ventaja de sus dispositivos, Nvidia ha creado un conjunto 
de herramientas de desarrollo y una arquitectura basada en 
lenguaje C, denominada CUDA (Compute Unified Device 
Architecture), con el propósito de facilitar la programa-
ción de carácter paralelo para sus GPUs, sin la necesidad 
de aprender un lenguaje completamente nuevo desde cero. 
Por otro lado, la similitud que presenta con el estándar de 
computación paralela OpenCL1 en desarrollo, convierten a 
CUDA en un paso intermedio muy cómodo para quienes 
pretenden llegar a esta última tecnología de software libre.
A.	Entendiendo	la	paralelización
Para hacernos una idea de las mejoras que implica trabajar 
sobre estos dispositivos, debemos pensar que, mientras una 
CPU típica Intel Core 2 Duo logra entre 15 y 25 Gflops/s, 
una GPU actual de gama alta como la GeForce GTX 295 
ofrece cerca de 1788 Gflops/s. Es decir, estamos hablando 
de una capacidad de cálculo 70 veces superior a la de una 
CPU, y por cierto, sólo unas 10 veces inferior al sistema que 
ocupa el último puesto en la lista de los 500 supercomputa-
dores más potentes del mundo2.
Con la tecnología CUDA se pretende aprovechar la ar-
quitectura multiprocesador de estas tarjetas para realizar de 
forma masivamente paralela cálculos idénticos que hasta el 
momento se han realizado de forma serializada. Para ilus-
trar el tipo de cálculos que son susceptibles de aprovechar 
esta arquitectura, podemos pensar en un procesado de ima-
gen elemental a nivel de píxel, como pueda ser la inversión 
de colores o negativo. Pongamos por caso que queremos in-
vertir una imagen de 1200x800 píxeles. El procedimiento 
consiste en reemplazar el valor de cada píxel por la resta de 
éste al máximo. Es decir, en RGB con 8 bits por píxel nece-
sitaríamos calcular para cada píxel:pixelnew = (255,255,255) - pixelold
 1 Open Computing Language: propuesta de estándar abierto para la 
programación paralela en sistemas heterogéneos.
  2 Listado Junio 2009 de Top500.org (Financial Services, Blade Cen-
ter HS21 Cluster: 17.080 Gflops/s)
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La diferencia entre el caso serializado y el paralelo radi-
ca en que mientras el primero realizaría 960.000 veces el 
mismo cálculo en un único procesador (para simplificar), 
el segundo podría realizar, por ejemplo, el mismo cálculo 
sólo 2000 veces por procesador pero en 480 procesadores 
a la vez (GTX 295). No es difícil imaginar que cuando el 
volumen de los datos aumenta, la computación paralela se 
perfila como una solución mucho más rápida que su análogo 
serializado.
B.	Programar	en	CUDA
A continuación veremos las diferencias fundamentales 
entre programar en CUDA y en C:
• En CUDA hay 2 entornos diferenciados de ejecu-
ción. Por un lado está el device, que se corresponde con el 
lado de la GPU y por tanto es donde se realizan los cálculos 
complejos de forma paralela en el seno de una función que 
denominaremos kernel; mientras que por el otro está el host, 
que se corresponde con el lado de la CPU, desde donde se 
accede a ficheros de datos y se llama a los distintos kernels.
• La ejecución de un kernel se lleva a cabo por un 
conjunto numerado de threads. Al lanzar el kernel se in-
dican los tamaños de un array de dimensión 1 o 2 (grid) 
que contiene a su vez arrays (bloques) de hasta dimensión 3 
de threads. De esta manera, habitualmente se sustituyen los 
clásicos bucles en C para cálculos repetitivos (con índices 
representados por nuestras variables) por un cálculo repe-
titivo (kernel) ejecutado por varios threads (con índices re-
presentados por las variables threadIdx.x, threadIdx.y, etc. 
que nos proporciona CUDA).
• Los threads de cada bloque, se ejecutan en grupos 
de 32, denominados warp, trabajando primero con la mitad 
inferior y luego con la superior (half-warp). En general, si 
un half-warp accede a memoria global de forma alineada y 
ordenada, bastará con una lectura conjunta del espacio de 
memoria, en vez de necesitarse 16 lecturas separadas, una 
por thread.
• Al haber dos entornos de ejecución, se necesita du-
plicar estructuras de datos, de forma que generalmente ten-
dremos un equivalente al contenido de la memoria del host 
en la memoria del device.
• La memoria del device es un recurso muy preciado 
y variado. Cuanto más escaso es el tipo de memoria (empe-
zando por los registros) más rápido es el acceso a ésta. La alta 
latencia que implica la memoria más abundante de la GPU 
(denominada global), suele orientar el estilo de programación 
y es el punto más importante a optimizar ya que es un factor 
determinante en el tiempo de ejecución del código.
• Cuando un thread se queda bloqueado por un acce-
so a memoria, otro thread ocupa su lugar en el procesador, 
de manera que la latencia de los accesos a memoria se puede 
ocultar parcialmente en kernels con un alto contenido com-
putacional, así como con un número elevado de threads.
Debemos entender que parte de estas limitaciones de me-
moria se deben precisamente a la naturaleza del dispositivo. 
Mientras que en una CPU el propósito general es poder eje-
cutar muchas aplicaciones al mismo tiempo y acceder a un 
gran volumen de datos, en la tarjeta gráfica lo que prima es 
la velocidad con la que se procesan los datos, siendo prefe-
rible un streaming ligero de datos y varias ejecuciones sobre 
estos datos.
C.	Caso	de	estudio
Una vez determinada la naturaleza y los beneficios de la 
tecnología que proponemos utilizar, veamos cómo puede 
ayudar en la situación que se estudia. El escenario en el que 
pretendemos aplicar esta tecnología es el de una sala equi-
pada con múltiples cámaras y micrófonos, cuyo objetivo es 
el análisis, por parte de un sistema cognitivo, de las accio-
nes que se desarrollan en la sala. La parte de este sistema 
en la que trabajaremos es la encargada de procesar los datos 
visuales capturados por las cámaras previamente calibra-
das. Existen dos metodologías para trabajar con datos mul-
ti-cámara: por un lado, existe la posibilidad de  analizar el 
contenido de la escena sobre cada una de las imágenes y 
validar los resultados a partir de las redundancias presentes 
entre vistas. La alternativa, con la que trabajaremos, es la 
fusión de los datos multi-cámara en un soporte común, ob-
tenida mediante la reconstrucción 3D a partir del contenido 
de las imágenes de cada cámara.
Dado que el objetivo es analizar las interacciones entre 
personas y objetos utilizados por éstas en el entorno con-
trolado de la sala, nuestro sistema se divide en dos etapas: 
la primera dedicada a la detección de personas y objetos 
utilizados mediante la segmentación de primer plano ( fore-
ground	segmentation) y la segunda encargada de obtener la 
reconstrucción de estos elementos de primer plano. 
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Foreground	segmentation
En primer lugar, determinaremos las zonas de interés en 
cada imagen, es decir, aquellas zonas en las que la cámara 
ve un objeto que se quiere representar. Para ello, haremos 
una extracción de elementos de primer plano, o foreground	
segmentation. Considerando un modelo de fondo de la es-
cena, obtenido a partir de una secuencia de imágenes de 
entrenamiento sin objetos en la sala, se detectan objetos de 
primer plano en aquellas áreas de la imagen que no se ajus-
tan a dicho modelo. Este proceso, de manera muy simplifi-
cada, se reduce a restar, píxel a píxel, la imagen actual de 
cada cámara con una imagen conocida del fondo, de manera 
que aquellos píxeles que no hayan sufrido variación alguna 
quedarán con valor cero. De esta manera, es fácil ver que 
los píxeles de la imagen que se correspondan con algún ob-
jeto a representar en la sala, tendrán valor diferente de cero. 
Como se puede ver, igual que en el ejemplo comentado an-
teriormente, este algoritmo puede sacar mucho provecho de 
CUDA, realizando la misma operación con varios píxeles 
de forma simultánea.
Shape	from	Silhouette
A continuación, podemos estimar la ocupación volumétri-
ca del espacio de la sala a partir de los datos disponibles en 
cada vista, que son las siluetas obtenidas en la etapa anterior. 
Así, obtenemos una fusión de los datos de partida (siluetas 
de cada cámara) a un marco común (ocupación volumétrica) 
que nos proporciona una información más completa que la 
ofrecida por las siluetas. Partiendo de las siluetas obtenidas 
con anterioridad y el conocimiento de los datos de calibra-
ción de las cámaras, determinaremos el máximo volumen 
posible contenido en la intersección de las proyecciones de 
las siluetas, también denominado Visual	Hull [3]. 
Para lograr este objetivo aplicamos un algoritmo de Shape	
from	Silhouette [4] voxelizado. La idea básica de este algo-
ritmo consiste en dividir el espacio 3D a representar en una 
matriz tridimensional de pequeños cubos (vóxeles). Consi-
deramos que un vóxel está ocupado cuando visto desde la 
perspectiva de cada cámara se corresponde con píxeles de 
primer plano. Llegado este punto, ya somos capaces de re-
presentar una primera aproximación al volumen de interés 
en nuestra escena representado por un conjunto de vóxeles 
ocupados, aunque, en general, el volumen obtenido será ma-
yor que el que ocupan realmente los objetos. No obstante, 
podemos asegurar que los objetos reales están contenidos en 
su interior: esto se debe a que al encerrar un volumen a par-
tir de la intersección de la proyección de siluetas, si existen 
espacios vacios ocultos entre éstas también los incluiremos. 
Además, el desconocimiento previo de la distancia entre cá-
mara y objetos nos lleva muchas veces a incluir un espacio 
mayor, como se puede ver en la Figura 1. Es por esto que la 
cantidad de falsos positivos vendrá altamente determinada 
por el número de cámaras que se hayan empleado. La idea 
que esconde este proceso se aprecia de forma simplificada 
en la visión aérea que observamos en la Figura 1 , donde el 
cuadrado verde representa la figura real, la zona verde en 
los rectángulos blancos es la zona de la imagen donde hay 
silueta y de la intersección  de líneas verdes, obtenemos el 
Visual Hull. En su interior, la parte anaranjada representa 
los falsos positivos que encontramos en este caso.
De nuevo, podemos ver como la repetición de un mismo 
proceso sobre todos y cada uno de los vóxeles en los que 
dividimos el espacio, nos conduce a pensar que la paraleli-
zación de este proceso será realmente eficiente.
Figura	1.	Visual	Hull	voxelizado	de	un	cubo,		a	partir	de	2	cámaras
Space	Carving
Un método más costoso, pero que nos permite mejorar 
en precisión la ocupación de los vóxeles es el análisis de 
fotoconsistencia (Space Carving [5]), que se puede aplicar 
sobre la estimación del Visual Hull obtenida anteriormente. 
A grandes rasgos, este algoritmo tiene un funcionamiento 
muy similar al anterior, con la diferencia de que ahora para 
cada vóxel de la escena se comprueba si el color con que se 
ve desde cada una de las cámaras es similar. En caso de que 
los colores no coincidan, se considera que ese vóxel está en 
realidad vacío. Así mismo, se aprovecha para determinar el 
color final de representación de cada vóxel ocupado, obte-
niendo lo que denominamos Photo	Hull. Podemos ver como 
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funcionaría el proceso sobre el ejemplo anterior en la Figura 
2, donde hemos añadido un cambio de color al objeto y po-
demos ver como los vóxeles en amarillo se han descartado 
y para el vóxel en negro se está analizando la fotoconsisten-
cia, que también dará como resultado el descarte del vóxel.
De nuevo, el análisis sistemático de todos los vóxeles del 





En la introducción hemos explicado que hacía falta co-
nocer el fondo para poder determinar los píxeles que no le 
pertenecen y que forman parte, por tanto, de la silueta del 
objeto a representar. Los cambios de intensidad de la luz a 
lo largo del tiempo, la proyección de sombras, etc. impli-
can variaciones en el color de las imágenes captadas por 
las cámaras que hay que tener en cuenta para identificar 
correctamente el fondo, por lo que, basándonos en la pro-
puesta de Stauffer & Grimson [2], modelamos el fondo que 
ve cada cámara como un conjunto de Gaussianas tridimen-
sionales en el espacio RGB,  una por píxel, con una cierta 
varianza. Inicialmente, durante unos cuantos segundos de 
entrenamiento con la sala vacía, se determina dicho mode-
lo calculando los valores RGB de cada píxel como el valor 
medio de la secuencia así como la varianza de ésta. Al final 
del proceso, lo que obtenemos es una matriz que contiene el 
valor medio del color de cada píxel –en adelante la media– y 
su varianza a lo largo de la secuencia de entrenamiento.
Una vez tenemos la media y la varianza, lo que haremos 
es comprobar para cada nueva imagen, si los colores de sus 
píxeles tienen un valor cercano al de la media o no. En caso 
de que su distancia supere un cierto umbral, se decide que 
no forman parte del fondo y por tanto se marcarán como 
primer plano, en color blanco, en la imagen de salida, como 
vemos en la Figura 3. Para los píxeles que sí se considere 
que forman parte del fondo, se tomará su valor para actuali-
zar las imágenes de media y varianza de éste.
Figura	3.	Imagen	original	y	segmentación	de	siluetas
El acceso ordenado a memoria en la GPU nos proporcio-
na grandes beneficios, por lo que siempre que sea posible 
se intentará leer y escribir en memoria de forma ordenada 
(para threads consecutivos). En este caso, la idea es crear un 
grid de ejecución bidimensional, de forma que la estructura 
en threads sea equivalente a las dimensiones de la imagen 
y podamos acceder a ésta ordenadamente, fila por fila. No 
obstante, para obtener un alto rendimiento del código en 
CUDA, debemos hacer dos optimizaciones en este punto. 
En primer lugar, y esto será una pauta común para todos 
los accesos ordenados a memoria, los bloques de threads se 
definen con un ancho múltiple del tamaño de medio warp 
(16 threads). Con esto logramos que, a la hora de acceder 
a memoria de forma ordenada en el bloque, se haga línea 
por línea, sin tener saltos de línea en un mismo half-warp. 
Debemos recordar que se necesitarán varios bloques para 
completar la imagen, por lo que dicho salto, significaría 
introducir un offset de tamaño equivalente al ancho de 
la imagen entre dos espacios de memoria de dicho half-
warp. La Figura 4 ilustra la diferencia entre ambos casos.
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Figura	4.	Offset	en	accesos	en	1	mismo	half-warp	
debido	a	un	ancho	arbitrario	de	bloque
En segundo lugar, al reservar memoria para la imagen, no 
lo haremos con las dimensiones justas de ésta, sino que alar-
garemos su anchura para que sea también múltiplo de 16, de 
modo que el ancho de la imagen en memoria sea un número 
entero de half-warps. De no hacerlo, un ancho arbitrario de 
la imagen podría provocar la falta de alineación que quere-
mos evitar. Nos ayuda a comprender este funcionamiento 
la Figura 5 .
Figura	5.	Asignación	alineada	de	memoria
B.	Visual	Hull	-	Shape	from	silhouette
Una vez se tienen las siluetas de las distintas cámaras, 
procedemos a la reconstrucción 3D.
Para ello, dividimos el espacio a representar en un conjunto 
ordenado de cubos (vóxeles), con la idea de repetir el mismo 
procedimiento para cada vóxel y con cada una de las cámaras. 
A partir de las coordenadas 3D del vóxel y los datos de cali-
bración de la cámara, obtenidos mediante [1], se determina a 
qué píxel de la imagen corresponde mediante su proyección.
De forma similar al primer algoritmo, ejecutaremos es-
tas operaciones con kernels numerados y ordenados ahora 
en las tres dimensiones del espacio, para poder acceder a 
la memoria donde guardaremos los datos del volumen de 
forma óptima. Como en el caso anterior, deberemos modi-
ficar el ancho de la memoria a reservar para coincidir con 
un múltiplo del half-warp y evitar así perdidas de alinea-
miento. Al ejecutarse cada thread, obtenemos de forma casi 
inmediata las coordenadas 3D del vóxel correspondiente y 
lo proyectamos para obtener las coordenadas en la imagen. 
Llegado este punto, sencillamente se comprueba si dicho 
píxel corresponde o no a una silueta. Este paso requiere for-
zosamente una lectura desalineada de la imagen, ya que la 
correspondencia entre coordenadas 3D consecutivas en ge-
neral no se mantiene al proyectar sobre la imagen 2D, aun-
que una cantidad elevada de threads ocultará parcialmente 
la demora introducida por estas lecturas.
Tras repetir el proceso para todas las cámaras, en una nueva 
iteración parecida a la anterior se contabiliza el número de cá-
maras que ven la proyección de cada vóxel como pertenecien-
te a silueta y en caso de que sean todas, se decide, finalmente, 
que el vóxel pertenece a un objeto, pintándolo de blanco. Un 
ejemplo de los resultados obtenidos con éste método, para 
vóxeles de 2 cm de lado, se puede ver en la Figura 6. Es im-
portante fijarse en el detalle de falsos positivos bajo la mano 
de la figura de la derecha, debido a que la configuración de 
cámaras utilizada permite que todas ellas vean la proyección 
de dichos vóxeles como pertenecientes a una silueta (en todas 
las imágenes quedan ocultos por un objeto).
Figura	6.	Reconstrucción	basada	en	Shape	from	Silhouette
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C.	Photo	Hull	–	Space	Carving
Finalmente, proponemos eliminar falsos positivos compro-
bando la consistencia de color de cada vóxel mediante la 
distancia euclídea entre los colores de los píxeles en que se 
proyecta. Este algoritmo, a pesar de ser similar al anterior, 
es el más costoso de todos, dado que se necesitan varias ite-
raciones en las que solamente se determina la consistencia 
de color para aquellos vóxeles que se encuentran en la su-
perficie del volumen y son, por tanto, visibles desde las cá-
maras. Además, también requiere de más memoria dado que 
necesitamos 3 nuevos canales de salida para poder extraer 
los colores RGB correspondientes a cada vóxel ocupado del 
volumen, así como una imagen en escala de grises con la 
profundidad vista por cada cámara, útil para determinar la 
visibilidad de cada vóxel.
En primer lugar, necesitamos obtener el Visual Hull con el al-
goritmo anterior. A continuación necesitamos conocer el mapa 
de profundidad observado por cada cámara para poder deter-
minar qué vóxeles son visibles para una determinada cáma-
ra, y cuales se encuentran tapados por otros vóxeles. Con este 
propósito reservamos espacio alineado para tantas imágenes 
como cámaras haya, de la misma manera que en el algoritmo 
de segmentación de primer plano. Se inicializa cada píxel con 
un valor de distancia máxima arbitrariamente elevado.
A continuación, se ejecuta un kernel que recorrerá todo el 
volumen y comparará la distancia de cada vóxel a la cámara 
con la distancia almacenada en la imagen. En caso de ser 
menor, la actualizará al valor actual. Al acabar el proceso 
tendremos una imagen representando la distancia mínima 
del volumen observado a cada píxel. Una vez se dispone de 
las distancias mínimas a cada cámara, se recorre de nuevo 
todo el espacio 3D, como en el Shape	 from	 Silhouette, y 
para aquellos vóxeles que se encuentren a distancia mínima 
de todas las cámaras en las que forma parte de su campo 
de visión, se comprueba que la distancia euclídea entre las 
componentes RGB de sus respectivas proyecciones no su-
pere un cierto umbral. En caso de superarlo, se considera 
el vóxel como no fotoconsistente y se descartará como par-
te del objeto a representar, dando lugar a la visibilidad de 
vóxeles previamente ocluidos por éste.
Tras esta criba, es necesario recalcular los mapas de distan-
cias mínimas antes de poder repetir la operación hasta en-
contrar que el volumen reconstruido es fotoconsistente para 
todos los vóxeles que lo componen.
Después de las iteraciones necesarias, el grueso de falsos 
positivos se habrá descartado y el volumen que tendremos 
será más ajustado a la realidad que en el caso de Shape	from	
Silhouette. Llegado este punto, realizaremos una última 
iteración, en la que sencillamente se determinará el color 
de cada vóxel de superficie que aún pertenezca al objeto a 
representar, eligiendo como criterio el de mayor saturación. 
Por otro lado, cabe comentar que todos aquellos vóxeles que 
son visibles desde una sola cámara se clasificarán directa-
mente como fotoconsistentes y se tomará el color de su píxel 
correspondiente. Podemos ver un ejemplo del resultado de 
Space	Carving con vóxeles de 2 cm de lado en la Figura 7.
Figura	7.	Reconstrucción	basada	en	space	carving
III. RESULTADOS
La tarjeta gráfica con la que se ha trabajado es una Nvi-
dia Quadro FX 3700 (112 procesadores a 1.3GHz, 512 MB). 
Pese a no ser una de las tarjetas más indicadas para super-
computación, ni por procesadores ni por memoria debido a 
un tiempo de existencia relativamente largo en el mercado, 
los resultados son suficientemente reveladores como para 
entender el beneficio de esta tecnología. Las comparacio-
nes con CPU han sido ejecutadas sobre un procesador Intel 
Core 2 Duo E7300 (2.66 GHz).
Respecto al escenario multi-cámara, se trata de una sala 
rectangular equipada con un total de cinco cámaras: una en 
cada esquina y una quinta cámara en posición cenital. 
Antes de empezar a detallar los resultados, hay que consi-
derar que las funciones para controlar el tiempo de ejecución 
en C y en CUDA son distintas, teniendo la primera una reso-
lución de aproximadamente 10 ms, mientras que la segunda 
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tiene una resolución inferior a 1 ms. Es por eso que en deter-
minados momentos puede parecer que el algoritmo en CPU 
no varía entre dos ejecuciones donde se ha incrementado el 
volumen de datos ligeramente, mientras que en GPU incre-
menta su tiempo de ejecución. Esto se debe sencillamente a 
una limitación en la resolución de la medida en CPU.
A.	Comparativa	foreground	segmentation
Para comparar la rapidez de ambas opciones con el algo-
ritmo de segmentación de primer plano, se propone trabajar 
con una secuencia de 300 imágenes, donde las 10 primeras 
son de entrenamiento para generación del modelo del fon-
do. Se determinará el tiempo total que se tarda en proce-
sar cada una de las imágenes y se dividirá por el número 
total de imágenes para obtener un promediado del tiempo 
de ejecución por imagen. El mismo proceso se repetirá con 
imágenes de proporciones diferentes para ver como varía el 
tiempo de ejecución en función del volumen de datos. Los 
resultados los podemos observar en la Figura 8.
Figura	8.	Comparativa	CPU-GPU	de	ejecución	
de	Foreground	Segmentation
Podemos apreciar en el gráfico una enorme diferencia en-
tre ambas opciones, especialmente cuando se trabaja con 
un gran volumen de datos. Como se verá en los siguientes 
apartados, es con este algoritmo donde se determina más 
claramente la diferencia que llega a existir entre ambas so-
luciones y donde se demuestra la importancia de los accesos 
a memoria en GPU de la que hablábamos anteriormente. En 
este algoritmo, el 100% de los accesos se realizan de forma 
alineada y ordenada, consiguiendo en todos los casos lectu-
ras conjuntas para cada half-warp de threads. La ventaja que 
obtenemos con este diseño, junto con un número elevado de 
operaciones por thread, esconden prácticamente por com-
pleto la latencia que se deriva de los accesos a memoria.
B.	Comparativa	shape	from	silhouette
Para comparar los tiempos de ejecución al realizar el algo-
ritmo de Shape from Silhouette se ha propuesto un conjunto 
de ejecuciones donde se reduzca progresivamente el tamaño 
del vóxel desde 4 cm de lado, a 0.5 cm de lado, a intervalos 
de 0.1 cm. El escenario a analizar se ha reducido a un cubo 
de 2 metros por lado (8 m3).  
Hay que recordar que un decremento de X en el lado del 
cubo, en realidad representa un incremento de X3 en el nú-
mero total de vóxeles con el que trabajamos. Del experi-
mento realizado se puede constatar cómo el algoritmo sobre 
CPU se distancia del de GPU de forma incremental, confor-
me se aumenta el número de vóxeles de trabajo.
No obstante, antes de entrar en comparaciones es bueno co-
mentar que en el caso de CPU, previamente al procesado en 
streaming, se crea una Look-Up-Table con la correspondencia 
de la proyección de cada vóxel sobre cada una de las cámaras. 
Este cálculo, bastante costoso, no se tiene en cuenta a la hora 
de medir los tiempos, puesto que sólo se realiza una vez y lo 
que pretendemos demostrar aquí es que el algoritmo sobre 
GPU es más eficiente de cara al procesado en streaming. En 
el caso de GPU no se realiza este cálculo previo debido a las 
restricciones de memoria de las que hemos hablado, por lo 
que se debe en cuenta el tiempo que se tarda en calcular las 
proyecciones. Aun así, el algoritmo sobre GPU sigue siendo 
más rápido, como se ve en la Figura 9.
C.	Comparativa	space	carving
Para comparar los tiempos de ejecución al realizar el algo-
ritmo de space carving (con Shape From Silhouette previo 
incluido), se ha propuesto un conjunto de ejecuciones donde 
se reduzca progresivamente el tamaño del vóxel desde 4 cm 
de lado a 0.6 cm de lado, a intervalos de 0.2 cm, mientras 
que se aumenta progresivamente el número de iteraciones 
a realizar. El escenario a analizar se ha reducido, de nuevo, 
a un cubo de 2 metros por lado.  Pese a ver cómo realmen-
te el algoritmo sobre GPU es mucho más rápido, también 
podemos observar las limitaciones a las que está sometido, 
siendo imposible ejecutarlo para vóxeles de 0.6 cm de lado 
debido a no disponer de suficiente memoria.
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Figura	9.	Comparativa	ejecución	Shape	from	Silhouette	CPU-GPU
Como podemos ver en la Figura 10, la diferencia entre 
ambos procedimientos se dispara de forma exponencial 
conforme aumenta el volumen de datos. Pese a que los pro-
cesadores de la CPU son más rápidos que los de la GPU, 
cuando el volumen de datos es suficientemente grande, el 
limitado número de procesadores en la CPU se convierte en 
un cuello de botella, cosa que no pasa en el otro caso.
No obstante, el beneficio no se limita sólo a volúmenes 
realmente grandes de datos, como podría interpretarse a 
partir de la gráfica anterior. Como podemos observar en el 
zoom de dicha gráfica en la Figura 11, los beneficios se ob-
tienen también con menores volúmenes, haciendo posible el 
uso de Space Carving orientado a tiempo real con tamaños 
de vóxel que permitan apreciar detalles de la imagen. 
Podemos ver como con vóxeles de 1,8 cm por lado (5,832 
cm3/vóxel) lograríamos el mismo frame	 rate (4 frames/s 
aprox.) en GPU que con vóxeles de 3,2 cm por lado (32,768 
cm3/vóxel) en CPU. O lo que es lo mismo, con un mismo 
frame rate, en GPU estaríamos trabajando con aproximada-
mente 1,367 millones de vóxeles, mientras que en CPU sólo 
llegaríamos a trabajar con 238 mil.
Figura	10.	comparativa	CPU-GPU	con	Space	Carving
Figura	11.	Detalle	de	comparativa	CPU-GPU
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IV. CONCLUSIONES
En el caso que se estudia, podemos observar como con la 
computación sobre GPU realmente obtenemos tiempos de 
ejecución menores para un mismo coste computacional, de 
modo que nos permite extrapolar el algoritmo de recons-
trucción a una situación de tiempo real con un frame	rate	
muy superior al que nos ofrecería una CPU, o a mismo fra-
me	rate, con un nivel de detalle muy superior.
A la vista de los resultados obtenidos y especialmente, te-
niendo en cuenta que el equipo utilizado no es el que saca un 
mayor rendimiento a las capacidades de supercomputación 
que ofrece CUDA, podemos afirmar que la paralelización 
de algoritmos sobre GPU tiene un gran potencial y ofrece 
una solución económicamente viable para aquellos que re-
quieren mejorar la velocidad de ejecución de aplicaciones 
no secuenciales con un alto volumen de datos.
Aunque la tecnología aún se encuentra en fase de expan-
sión, gracias a su gran capacidad de cómputo y su facilidad 
de aprendizaje por su similitud con C, es probable que se 
acabe consolidando como una alternativa adecuada para ne-
cesidades de pequeños supercomputadores en el ámbito uni-
versitario y profesional. Por otro lado, podríamos decir que 
Nvidia ha abierto la brecha del potencial que supone la com-
putación paralela de datos y es probable que en adelante se 
inicie una tendencia mucho más extrema que la actual hacia 
el hardware multiprocesador, como método para aumentar la 
capacidad total de cómputo del equipo, con iniciativas como 
el ya mencionado OpenCL y soluciones como los procesado-
res de 8 y 12 núcleos que propone AMD para el 20103  o algo 
más llamativo aún, como el  procesador de 100 núcleos para 
entornos profesionales del fabricante Tilera4 .
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