Abstract. The structures of the enveloping semigroups of certain elementary finite-and infinite-dimensional distal dynamical systems are given, answering open problems posed by Namioka in 1982. The universal minimal system with (topological) quasi-discrete spectrum is obtained from the infinite-dimensional case. It is proved that, on one hand, a minimal system is a factor of this universal system if and only if its enveloping semigroup has quasi-discrete spectrum and that, on the other hand, such a factor need not have quasidiscrete spectrum in itself. This leads to a natural generalisation of the property of having quasi-discrete spectrum, which is named the W-property.
Introduction
The starting point of this work is the problem of describing the enveloping semigroups (or Ellis groups) of a particular class of distal dynamical systems. Although enveloping semigroups play an important part in the abstract theory of topological dynamics, concrete examples are relatively scarce, as Glasner points out in his survey [10] . The most prominent feature of the systems we are interested in is that they have quasi-discrete spectrum. This notion was first defined by Abramov in [1] in the setting of measure-preserving transformations, and the topological counterpart was introduced by Hahn and Parry in [12] . (We use the term 'quasi-discrete spectrum' in the topological sense unless specified otherwise.) A simple example of a system with quasi-discrete spectrum is the skew product on the 2-torus T 2 , T being the unit circle in C, defined by the mapping (x, y) → (ax, xy) :
for some fixed constant a ∈ T. The system is minimal if and only if a = e i2πα for some irrational α ∈ R. The problem of finding the enveloping semigroup of this system, at least in the minimal case, goes back to articles of Furstenberg ([8] )
and Namioka ([20] ), the latter correcting the description given in the former. We can define analogous systems on T m for any m ≥ 3 or even m = N, and finding their enveloping semigroups was left as an open problem in [20] . Some attempts and advances were made by Milnes in [19] and by Jabbari and Namioka in [16] .
Ultimately, the problem was left unsolved, but the topological centres were found in the latter work. The finite-dimensional case has been studied recently by Pikuła ([22] ), who showed that the Ellis groups are nilpotent on the basis of a partially explicit description of said groups. We present the structures of these groups in all the elementary cases in Theorems 3.8 and 3.9. The Ellis groups of a class of distal systems containing those with quasi-discrete spectrum is given in quotient form in x 0 ∈ T being some constant. The techniques used in the proof of Lemma 3.5 originate in [20] . Namely, we use Weyl's theorem on the distribution of polynomial sequences together with the Weyl criterion of uniform distribution in a compact abelian group.
We exploit the structure of H to study systems with quasi-discrete spectrum,
obtaining new results and clarifying and generalising some old ones. As Theorem 4.7, we prove that H can be seen as the spectrum of the so called Weyl algebra W, which is the closed subspace of l ∞ (Z) generated by all functions of the form space, which we call the phase space of the system, and s : X → X is a homeomorphism. The enveloping semigroup of a system (X, s) is the closure of the group {s n } n∈Z of iterates of s under composition in the product space X X , and it is denoted by E(X, s). It is a compact right topological semigroup (under composition) with {s n } n∈Z ⊆ Λ(E(X, s)). Note that, if (X, s) is a dynamical system, so is (E(X, s), λ s ). Given a collection {(X i , s i )} i∈I of dynamical systems, their product system is (X, s) where X = i∈I X i and s(x) i = s i (x i ), x ∈ X, i ∈ I. If (X, s) is a dynamical system, we say that a set Y ⊆ X is invariant if s(Y ) = Y .
If Y ⊆ X is a non-empty, closed, invariant set, then the pair (Y, s| Y ) is a subsystem of (X, s), and we tend to use the notation (Y, s) for it. The orbit of a point x ∈ X is the invariant set O(x) = { s n x | n ∈ Z }, and the positive semi-orbit of x is { s n x | n ∈ Z + }. The orbit closure of x ∈ X is the closure of its orbit in X. A transitive point is a point x ∈ X for which O(x) = X, and if such a point exists, then the system (X, s) is said to be point transitive. Note that the identity mapping
is always a transitive point in (E(X, s), λ s ), and the latter can be seen as a subsystem of products of (X, s). We say that (X, s) is minimal if X contains no
proper, non-empty, closed, invariant sets. This property is equivalent to all points being transitive. It can also be shown that a system is minimal if and only if all positive semi-orbits are dense.
Consider two systems (X, s) and (Y, t). We say that a function π : X → Y is a homomorphism if it is continuous, surjective and satisfies π•s = t•π. If such a mapping exists, we say that (Y, t) is a factor of (X, s). An injective homomorphism is an isomorphism. A homomorphism π : X → Y induces a continuous, surjective semigroup homomorphism π : E(X, s) → E(Y, t) that satisfies (and is defined uniquely by) π(a)(x) = π(ax) for all a ∈ E(X, s) and x ∈ X. We call it the induced homomorphism. If π is an isomorphism of flows, then π is an isomorphism of semigroups. The induced homomorphism is, of course, also a homomorphism from (E(X, s), λ s )
to (E(Y, t), λ t ). Note that the mapping a → λ a : E(X, s) → E(E(X, s), λ s ) is an isomorphism of semigroups and of flows.
A system (X, s) is distal if the members of E(X, s) are injective, i.e., taking any distinct points x, y ∈ X, the set of all pairs (s n (x), s n (y)), n ∈ Z, has no cluster points on the diagonal of X. A well-known characterisation of distality states that a system (X, s) is distal if and only if E(X, s) is a group with id X as its identity element, so the elements of E(X, s) are bijections in this case. The enveloping semigroup of a distal system is often called its Ellis group, and although this term has another meaning in the study of minimal flows (see 4.9, chapter 5,
[5]), we shall use it from this point onwards. A second characterisation of distality is the following: a system (X, s) is distal if and only if (E(X, s), λ s ) is minimal or, equivalently, distal.
Suppose that E is a compact, right topological group with an element g ∈ Λ(E)
such that {g n } n∈Z is dense in E. Let T = λ g . Then, (E, T ) is a minimal distal system, and it is isomorphic to (E(E, T ), λ T ). Consequently, we can define an action of E on any phase space of a factor of (E, T ) via the induced homomorphism: if (X, s) is a dynamical system and π : E → X a homomorphism and π : E(E, T ) → E(X, s) the induced homomorphism, we define ax = π(λ a )x for all a ∈ E and x ∈ X. (The mapping (a, x) → ax : E × X → X does not depend on the choice of π, provided that some homomorphism π exists.) It is clear that (ab)x = a(bx) for all a, b ∈ E and x ∈ X. If e ∈ E denotes the identity element, then for any x ∈ X, ex = x, and the mapping a → ax : E → X is continuous. The factors of (E, T ) are in one-to-one correspondence with certain subgroups of E. To clarify this, suppose first that (X, s) is a factor of (E, T ). If π : E → X is a homomorphism and if x 0 = π(e), we can define
It is easy to check that G is a closed subgroup of E. Note also that
since, for any a ∈ E, we have ax 0 = π(λ a )π(e) = π(a). In addition, π −1 (ax 0 ) = aG for any a ∈ E. Hence, the quotient space E/G is canonically homeomorphic to X:
if a, b ∈ E, then aG = bG if and only if π(a) = π(b). In particular, the quotient relation on E induced by G is closed. (This can be seen alternatively by evoking the τ -topology on E; see [2] or [5] for more information on this topic.) If another factor of (E, T ) produces the same group G under this process, then it is easy to check that this factor is isomorphic to (X, s). For the converse construction, suppose that we are given a subgroup G ′ of E for which the quotient space
Hausdorff or, equivalently, the quotient relation is closed. Then, letting π ′ : E → X ′ be the quotient map and defining a function s
is a dynamical system and π ′ is a homomorphism. Let
Similarly, there is a one-to-one correspondence between the Ellis groups of factors of (E, T ) (which are again factors of (E, T )) and those normal subgroups N of E inducing a Hausdorff quotient space E/N , a compact right topological group.
Point transitive systems can be represented as certain kinds of subalgebras of
is a dynamical system and x ∈ X, we define a bounded linear op-
that ω x preserves complex conjugation, it maps constant functions to constant sequences, and
containing the constants. If the point x is transitive, then ω x is an isometry.
Conversely, given a translation invariant C * -subalgebra A ⊆ l ∞ that contains the constants, one can construct a related dynamical system (X, s) with a transitive point x ∈ X so that ω x C(X) = A, see section 5 of chapter 4 of [5] . Proposition 5.12 from this source, adapted to dynamical systems, states that, if (X, s) and (Y, t) are systems with transitive points x ∈ X and y ∈ Y , respectively, then there exists a homomorphism π : X → Y with π(x) = y if and only if ω y C(Y ) ⊆ ω x C(X). The homomorphism π is an isomorphism if and only if ω y C(Y ) = ω x C(X). This theory can be seen as an extension of the theory of semigroup compactifications as outlined in [3] ; m-admissible subalgebras of l ∞ correspond to enveloping semigroup systems.
Let (X, s) be a dynamical system. By an invariant measure on X we mean a regular probability measure µ defined on the Borel σ-algebra B(X) so that
for every B ∈ B(X). The system (X, s) is uniquely ergodic if there exists only one such µ. The unique ergodicity of a system whose phase space contains a dense positive semi-orbit can be determined by examining the functions in the associated subalgebra of l ∞ : Theorem 2.1. Let (X, s) be a dynamical system with a point x ∈ X whose positive semi-orbit is dense in X. The system (X, s) is uniquely ergodic if and only if there exists a family F ⊆ C(X) such that span F is dense in C(X) and, for every f ∈ ω x F , there is some A(f ) ∈ C so that the average (1/N )
The proof is based on the well-known characterisation of unique ergodicity in terms of the convergence of the time averages (10.6.8 in [5] ). This theorem implies that all factors of minimal uniquely ergodic systems are uniquely ergodic.
We quote a key theorem on distributions of sequences on T arising from polynomials.
uniformly in k ∈ Z + . We have c = 0 in the following cases:
(ii) m = 1 and θ 1 / ∈ Z.
Case (i) says that the sequence (p(n)) in R is well distributed modulo 1 if at least one of the coefficients θ k , k = 0, is irrational (Theorem 2 in [18] ), and the sequence (e i2πp(n) ) is uniformly distributed in T (see [17] for definitions). If the
for some t ∈ N, and the
This average is 0 if m = 1 and θ 1 / ∈ Z. Next, we give an overview of the necessary ideas and constructions relating to abelian topological groups. Most of the facts covered here can be found in [14] in one form or another.
If G is an abelian group, we define a group homomorphism n × : G → G for each
We define H(G) to be the set of group homomorphisms from G to T. It is a closed subspace of the product space T G , so it is compact, and we define a group operation on H(G) by (φψ)(x) = φ(x)ψ(x) for all φ, ψ ∈ H(G) and x ∈ G. In other words, H(G) is the character group of the discretised G. As such, H(G) is a compact, abelian topological group.
We are interested in H(T), the endomorphism group of T. Obviously, the character group T = {n × } n∈Z is contained in H(T), and in fact the homomorphism n → n × : Z → H(T) realises the universal topological group compactification of Z.
In particular, the character group of T is dense in H(T), but there is an abundance of non-continuous functions in H(T). To get a glimpse of this, observe that, for any
x, y ∈ T with y = e i2πθ for some θ ∈ R \ Q, there exists a function φ ∈ H(T) such that φ(y) = x. This follows from the fact that the rotation of the circle by angle θ defines a minimal system (T, λ y ) (Proposition 1.4 in chapter 3 of [5] ), so the orbit of 1 is dense, and there is a net (n λ ) in Z for which y n λ λ −→ x. Any cluster point of the net (n × λ ) can serve as the desired φ, and if x is not in the cyclic group generated by y, the function φ is not continuous.
We define the following subgroups of T:
The group T Q is the union of the finite cyclic groups T k , and it is the torsion subgroup of T. Hence, T is isomorphic to the direct product T/T Q × T Q as a group.
To construct an isomorphism between these two, pick a Hamel basis B 1 for R viewed as a vector space over Q so that 1 ∈ B 1 . Then, define B = B 1 \ {1}, and let F 1 : R → Q be the linear mapping that picks the scalar multiplier of 1 in the representation of a vector as a linear combination of elements from B 1 , i.e.,
We can now define group homomorphisms
for all x ∈ T, θ ∈ R. The mapping Φ is an isomorphism. This structure allows us to find a sufficiently explicit description of H(T). To be precise, the latter is topologically isomorphic to the direct product H(T/T Q ) × H(T Q ): we define a continuous isomorphism Ψ :
The inverse of Ψ has coordinate functions
We need to understand the structure of H(T/T Q ). To this end, we define the a-adic solenoid Σ a for a = (2, 3, 4, . . .) as
This is a closed subgroup of the product group T N , so it is a compact, abelian topological group. The group H(T/T Q ) is topologically isomorphic to the product group Σ B a . Indeed, we can define a continuous isomorphism Θ :
The character group of Σ a is algebraically isomorphic to Q. The mapping J : Q → Σ a , defined by J(n/m!)(x) = x n m for all n ∈ Z, m ∈ N and x ∈ Σ a , is a well-defined group isomorphism.
Note that, for all k ∈ N and φ ∈ H(T), we have φ(T k ) ⊆ T k . In fact, there is some n ∈ Z depending on φ and k so that φ(
This means that H(T Q ) is a semigroup under composition. Moreover, the mapping
is continuous for any x ∈ T Q , as the reader can verify, and composition is jointly continuous and commutative on H(T Q ). This is not the case for H(T), which is only a compact right topological semigroup under composition.
We conclude the preliminary section by recalling some basic facts concerning binomial coefficients. For each n ∈ Z and k ∈ N, we define
This is a generalisation of the usual formula with 0 ≤ k ≤ n, and the case of negative n reduces to the non-negative case by the formula
The numbers n k are integers, and the mapping n → n k : Z → Z is a polynomial of degree k for any k ∈ Z + . We may write
where the integers s(k, j) are called the Stirling numbers of the first kind. Note that
Lastly, the generalised binomial coefficients satisfy some of the same classical identities as the usual ones:
(i) Pascal's rule:
k+1 for all n ∈ Z and k ∈ Z + ; (ii) Vandermonde's identity:
for all m, n ∈ Z and k ∈ Z + .
Ellis groups
This section is devoted to finding the Ellis groups of the dynamical systems described below.
Definitions 3.1. Let m ∈ N and x 0 ∈ T. By the (m, x 0 )-system we mean the dynamical system (T m , r) where the homeomorphism r :
When we wish to refer to an (m, x 0 )-system without specifying the parameters m and x 0 , we speak of a basic system. Notations 3.2. If G is a compact abelian group, we define a continuous group automorphism
. We put t = A T and T = A H(T) . We also define 0 ∈ H(T)
and we put n = T n 0 for all n ∈ Z.
Variants of our next proposition appear in many articles dealing with basic systems, e.g. [12] and [22] , but only for positive iterates, and explicit proofs tend to be omitted.
Proposition 3.3. Let G be a compact abelian group. For every n ∈ Z, k ∈ Z + and
(3.1)
In particular,
Proof. We use the notation A = A G , and g ∈ G
Z+
is arbitrary. First, we prove the formula (3.1) for n ∈ Z + by induction. For n = 0, we have 0 k−j = 0 whenever j < k and 0 0 = 1, so (3.1) produces the identity map in this case. Suppose then that (3.1) holds for some n ∈ Z + . Clearly,
and for k ≥ 1, using Pascal's rule (P.r.) we get
Thus, the non-negative iterates are of the form (3.1).
Next, we show that the inverse of A is also given by (3.1). Now,
and for k ≥ 1,
We repeat the inductive argument for negative values of n. Suppose that (3.1)
is true for some n ≤ −1. Obviously,
and for k ≥ 1, with Vandermonde's identity (V.i.) we get
as required.
The statement concerning the elements n follows directly from (3.1).
The formula (3.1) can be used to show that (G Z+ , A G ) is distal for any compact abelian group G: simply pick distinct points g, h ∈ G Z+ , choose k ∈ Z + as the smallest integer for which g k = h k , and compare the kth coordinates of A n G (g) and A n G (h) for any n ∈ Z. As a corollary, the basic systems are distal as they can be obtained from (T Z+ , t) by taking subsystems and factors, both of which preserve distality. Moreover, given m ∈ N ∪ {∞} and x 0 ∈ T, the (m, x 0 )-system is minimal if and only if x 0 ∈ T \ T Q . The necessity is easy: if the (m, x 0 )-system is minimal, so is its factor the (1, x 0 )-system, and we know that latter is minimal if and only if x 0 ∈ T \ T Q . In the finite-dimensional case, sufficiency can be proved by degree arguments, an approach used by Furstenberg in [7] and generalised by Parry in [21] , or by combining the Weyl criterion for the uniform distribution of sequences in compact abelian groups with Theorem 2.2 to conclude that all positive semi-orbits are uniformly distributed, as is done by Hahn in [11] . The infinite-dimensional case follows once we see the (∞, x 0 )-system with x 0 ∈ T \ T Q as an inverse limit of minimal systems (see Proposition 1.5 in chapter 4 of [5] ). Alternatively, we can use the distribution arguments with virtually no modifications to achieve the same result.
Next, we define the spaces H and H m , m ∈ N, which we shall use throughout the work to describe various Ellis groups and study systems with quasi-discrete spectrum.
Notations 3.4. For any φ ∈ H(T) and n ∈ N, let φ 
is a Stirling number of the first kind.) Let H be the set of all
Z+ that satisfy (H.0) and also the condition 
The following lemma takes care of the technicalities encountered in describing the Ellis groups of the basic systems.
Lemma 3.5.
(ii) The function ρ m : H → H m is surjective for every m ∈ N.
(iii) For any m ∈ N, (φ k ) m k=0 ∈ H m and x 0 ∈ T \ T Q , we have
Proof. Define K = { n | n ∈ N }. This set coincides with the orbit closure of 0 in the distal system (H(T) Z+ , T ). Observe that n ∈ H for any n ∈ Z: the condition (H.0) clearly holds, and for k ≥ 1,
for any x ∈ T and, in particular, for any x ∈ T Q . This proves that K ⊆ H.
To prove the converse, we begin by defining a direct product group
It is compact and abelian. We wish to find a homeomorphism from H to this group and then show that the sequence in G corresponding to ( n) ∞ n=1 is uniformly distributed and, a fortiori, dense. Recall that, by the Weyl criterion (Corollary 1.2 in chapter 4 of [17] ), sequence (x n ) in a compact abelian group X is uniformly distributed if and only if
for every non-trivial character χ of X.
Let π k : H → H(T) denote the projection to the kth coordinate for each k ∈ N.
We define functions Γ k : H → G k for k ∈ N as follows:
(The mappings Θ and (Ψ −1 ) 1 were defined in the previous section.) These functions are continuous. Note also that, for any φ ∈ H, j ≥ 2 and b ∈ B,
We claim that it is a homeomorphism.
To show that Γ is injective, pick φ, ψ ∈ H and assume that Γ(φ) = Γ(ψ). Then,
, n ∈ N and every k ∈ N.
Since the elements e i2π(b/n!)
To prove that Γ is surjective, take arbitrary τ ∈ H(T) and
2)
x ∈ T Q . Note that this condition does indeed define a function on T Q because this group is divisible. Moreover, the function γ k is well-defined for any k ∈ N. To see
and y = e i2π(p2/q) for some p 1 , p 2 ∈ Z and q ∈ N. Then, there must be some n ∈ Z such that
and the second product inside the square brackets can be calculated as follows:
We use these functions to define φ ∈ E(T) Z+ in the following manner:
showing that φ ∈ H. Obviously, Γ(φ) = (τ, σ 2 , σ 3 , . . .), so Γ is surjective. We conclude that Γ is a homeomorphism.
We can now apply the Weyl criterion to the sequence (Γ( n))
for 2 ≤ j ≤ k, and at least one of the characters is non-trivial. We can find z ∈ T with χ 1 (τ ) = τ (z) for all τ ∈ H(T). Pick ζ ∈ R so that z = e 
that we may indeed assume L to be independent of j and m to be independent of both j and l by adjusting the numbers n(j, l) appropriately and choosing new numbers b(j, l) if necessary together with corresponding values n(j, l) = 0. We may also assume that, for any 2 ≤ j ≤ k, the numbers b(j, l) are distinct for different values of l, and we put
If at least one of the characters χ j , 2 ≤ j ≤ k, is non-trivial, we may assume that χ k is non-trivial. This means that at least one of the characters J(n(k, l)/m!),
is irrational, and
Suppose, then, that χ j = 1 for all 2 ≤ j ≤ k. In this case, we must have
that is, z = 1, and
We now prove the second claim. Suppose that m ∈ N and φ ∈ H m . Let τ = φ 1 ,
) for all b ∈ B and n ∈ N. These identities
The third statement follows by modifying the arguments above. Let m ∈ N,
∈ H m and x 0 ∈ T \ T Q be given. For simplicity, we may assume that x 0 = e i2πb0 for some b 0 ∈ B. Let y ∈ T be arbitrary, and let θ ∈ R be such that y = e i2πθ . Again, we choose τ ∈ H(T) and σ k ∈ Σ B a for k ∈ N as above with the exception that
k=0 ∈ H m+1 , and φ m+1 (x 0 ) = y. Since y ∈ T was chosen arbitrarily, the claim follows.
We can now describe the Ellis group of the system (T Z+ , t).
Theorem 3.6. The group E(T Z+ , t) is topologically isomorphic to (H, ⋆) where the
for all φ, ψ ∈ H. In addition, the system (E(T Z+ , t), λ t ) is isomorphic to (H, T ).
The members of E(T Z+ , t) are functions of the form
Proof. We define a mapping E :
for every φ ∈ H and x ∈ T Z+ , that is,
for all k ∈ Z + . This is to be the desired group isomorphism from H to E(T Z+ , t). By Proposition 3.3, E( n) = t n ∈ E(T Z+ , t) for every n ∈ Z, and E is evidently continuous.
To check that E is injective, suppose that E(φ) = E(ψ) for some φ, ψ ∈ H. This entails that
for every k ∈ N and x j ∈ T, 0 ≤ j ≤ k. For k = 0, the identity (3.3) reduces to
We proceed by induction. Suppose that φ j = ψ j for
3) and dividing away the terms
for all x 0 ∈ T. Therefore, φ k+1 = ψ k+1 , and φ = ψ.
By the compactness of H, the mapping E is a homeomorphism from H to E(H).
Observe that, since (T Z+ , t) is distal, the positive semi-orbits of (E(T Z+ ), λ t ) are dense, so E(T Z+ ) is the closure of the set { t n | n ∈ N }. Since H is the closure of the set { n | n ∈ N } (Lemma 3.5), we must have E(H) = E(T Z+ , t). We can bring the group structure from E(T Z+ , t) to H via E. That is, we may define a group operation ⋆ :
This is the unique right topological group operation on H for which E is a topological isomorphism. We must find an explicit formula for ⋆. Let φ, ψ ∈ H. We compute
To make sure that φ ⋆ ψ = ξ, we only need to check that ξ ∈ H. Suppose that φ = lim λ m λ and ψ = lim λ n λ for some nets (m λ ) and (n λ ) in Z. Clearly, ξ 0 = 1
For any k ∈ N and x ∈ T Q , the joint continuity of composition in H(T Q ) and Vandermonde's identity (V.i.) yield
If δ ∈ H is some cluster point of the net ( m λ + n λ ), then ξ k (x) = δ k (x) for every k ∈ Z + and x ∈ T Q . Hence, ξ satisfies (H.∞), and ξ ∈ H. Lastly, the mapping E is also an isomorphism of dynamical systems since E(ta) =
Next, we find the topological centre of E(T Z+ , t). The reader should remember that topological centres of various Ellis groups were already studied in [16] , but our approach is less arduous thanks to the explicit description of H.
Proof. We must show that
for every k ∈ Z + and x ∈ T. For k = 0, both sides are equal to x for all λ by (H.0).
which is true whenever
) for all x ∈ T and whenever ψ λ λ −→ ψ in H. This condition is strong enough to guarantee that φ 1 is continuous. We argue by contradiction. Suppose that φ 1 is not continuous, and take a net (x λ ) in T converging to some x ∈ T such that φ 1 (x λ )
does not converge to φ 1 (x). By compactness, we may assume that
According to Lemma 3.5, we can find ψ λ ∈ H so that (ψ λ ) 1 = ψ ′ λ for every λ. Passing to a subnet if necessary, we may assume that (ψ λ ) converges to some ψ ∈ H. Then, (ψ λ ) 1 (y) = x λ for every λ, but
contradicting the fact that φ 1 (x λ ) converges to z = φ 1 (x). Hence, φ 1 is continuous.
This means that φ
We can show that φ = m by induction. The identities φ 0 = m 0 and φ 1 = m 1 have already been established. Suppose that φ j = m j for 0 ≤ j ≤ k for some k ∈ N.
We claim that φ k+1 = m k+1 × . By replacing k with k + 2 in (3.4) and dividing away the terms φ k+2 (x) and the terms involving φ j for 0 ≤ j ≤ k from both sides, we get
for all x ∈ T and all nets (ψ λ
We infer that, for any θ ∈ Q, there is some n θ ∈ Z such that
If q = p − m k+1 = 0, then by choosing θ = 1/(2(k + 1)!q) in the identity above we get n θ = 1/2, which is not possible. Hence, p = m k+1 , as desired. This shows that φ = m, and the proof is complete.
The Ellis groups of the basic systems can be derived from E(T Z+ , t). We start with the infinite-dimensional case:
Theorem 3.8. Let (T N , s) be the (∞, x 0 )-system for some x 0 ∈ T. The group
The members of E(T N , s) are mappings of the form
Proof. First, we identify (T N , s) with a subsystem of (T
It is clearly a non-empty, closed set with t(Y ) = Y , and we obtain a subsystem
be the mapping defined by π(y) k = y k for all y ∈ Y and k ∈ N. It is clearly an isomorphism. Hence, the induced homomorphism
. It is obviously a continuous, surjective homomorphism of semigroups. We claim that it is injective. To see this, pick a, b ∈ E(T Z+ , t), and suppose that κ(a) = κ(b). Let φ, ψ ∈ H be such that E(φ) = a and E(ψ) = b. In other words,
for all k ∈ N and y ∈ Y . We have φ 0 = 1
Choosing
is a topological isomorphism of semigroups. By Theorem 3.6, E(T N , s) is topologically isomorphic to (H, ⋆). It also follows from the same theorem that E(T N , s) consists of those mappings that are of the stated form.
Note that the choice of x 0 does not affect the structure of the Ellis group. The finite-dimensional case is different in this regard. In the theorem below, the key parts concerning the Ellis groups appear also in [22] , and the topological centre in case (iii) is treated in [16] . The proof is based on the infinite-dimensional case, so we sketch it for its unifying nature. In the case x 0 ∈ T Q , pick y 0 ∈ T so that y
for all φ ∈ H m and x ∈ T m . Given φ ∈ H m−1 , we can extend this sequence to some
∈ H m by using the surjectivity of ρ m−1 , and the mapping E ′ (φ) :
is seen to satisfy (3.5). This proves that E ′ (φ) ∈ E(T m , r) for every φ ∈ H m−1
and that E ′ is surjective. The mapping E ′ is clearly continuous. To prove that it is injective, one can argue by induction as in the case of E in the proof of Theorem 3.6.
The group operation ⋆ making E ′ an isomorphism of groups is also easy to find by following the example of the proof of Theorem 3.6.
Suppose that x 0 ∈ T \ T Q . In this case, we can define
for all φ ∈ H m−1 , y ∈ T and x ∈ T m . Again, the range of E ′′ is the whole group E(T m , r), and E ′′ is continuous. Its injectivity is proved as in the previous case, and finding the group operation * is straightforward.
In either case, the topological centre of E(T m , r) can be found by modifying the arguments of Theorem 3.7. The inductive process is similar, but it stops after finitely many steps. The last step must be handled separately, taking into account
Remarks 3.10. As mentioned in the introduction, the case of (2, x 0 )-systems for x 0 ∈ T \ T Q was proved by Namioka in [20] . We shall encounter situations involving inverses of elements of H with respect to the operation ⋆, but using an explicit formula for the inverse can be avoided. The proposition below is one example of this.
Proposition 3.11. Let φ, ψ ∈ H, and suppose that, for some k ∈ Z + , φ j = 0 j for all 0 ≤ j ≤ k. Then,
. This is a simple matter of computing both terms, and it is left to the reader.
As an easy corollary, we see that the group H m is nilpotent for any m ∈ N. It has a central series consisting of the following closed subgroups:
0 ≤ n ≤ m. Also, the Ellis group of a minimal (m, x 0 )-systems for m ∈ N is nilpotent, as is shown in [22] with arguments that avoid a concrete explication of H m or H m−1 . Nilpotent Ellis groups occur also in the case of the so-called nilsystems or nil-transformations, which were studied by Glasner in [9] , a work inspired by [20] , and more recently by Donoso in [6] , where the general structure of the Ellis groups of the nil-systems was analysed with the dynamic cube technique of Host, Kra and Maass ( [15] ). The basic systems are included in the class of nil-systems.
On systems with quasi-discrete spectrum
In this section and the next, we shall use the basic systems and their Ellis groups to study systems with quasi-discrete spectrum. Most importantly, we shall identify (H, T ) as the universal minimal system with quasi-discrete spectrum (Corollary 4.9).
First, we fix some notations and recall the necessary definitions. Consider a dynamical system (X, s). Let C(X, T) denote the multiplicative subgroup of C(X) of all continuous functions from X to T. If G ⊆ C(X, T) is a subgroup, we define
(Recall that s * : C(X) → C(X) is the adjoint of s.) It is easy to see that G s is also a subgroup of C(X, T). We define a sequence (G m (X, s)) ∞ m=0 of subgroups of C(X, T) by letting G 0 (X, s) be the group of constant functions from X to T and by defining G m+1 (X, s) = G m (X, s) s for all m ∈ Z + . An inductive argument shows the sequence to be increasing, i.e., G m (X, s) ⊆ G m+1 (X, s) for all m ∈ Z + , so we can define a group G(X, s) = ∞ m=0 G m (X, s). The functions of G 1 (X, s) are called eigenfunctions of (X, s), and members of G(X, s) are called quasi-eigenfunctions of (X, s). We say that (X, s) has (topological) quasi-discrete spectrum if the linear span of G(X, s) is dense in C(X) or, equivalently, if the quasi-eigenfunctions separate points. It is not hard to see that the property of having quasi-discrete spectrum is preserved under isomorphisms. Proposition 4.1. Let (X, s) and (Y, t) be dynamical systems, and let π : X → Y be a homomorphism. If g ∈ G m (X, s), m ∈ Z + , is such that g(x) = g(x ′ ) whenever
Proof. The proof is done by induction on m. The case m = 0 is clear. Assuming that the claim of the proposition holds for some m ∈ Z + , pick a function g ∈ G m+1 (X, s) that is constant on the π-fibres, and let f ∈ C(X, T) be the function for which g = π * f (the continuity of f follows from a compactness argument). Let
)g has this property as well. Therefore, we can find f ′ ∈ G m (Y, t) with
It is easy to check that t
Quasi-eigenfunctions are connected to basic systems. For a dynamical system (X, s), if f m ∈ G m (X, s) for some m ∈ N, we can find unique functions
be the constant value of f 0 , and define π :
for all x ∈ X. This function is continuous. x 0 ∈ T, the coordinate functions π k of π satisfy π k ∈ G k (X, s) for all 1 ≤ k ≤ m and s * π 1 = x 0 π 1 . This is the content of Theorem 9 in [12] . It follows that we can characterise the systems with quasi-discrete spectrum as those systems for which there exists a family of basic representations that separates points. (Note that these results are stated in [12] for minimal metric systems, but these added restrictions are not necessary for us.) Consequently, a system with quasi-discrete spectrum is isomorphic to a subsystem of a product of basic systems, and therefore it is distal.
Observe that the property of having quasi-discrete spectrum is preserved when taking products and subsystems, as is easy to show by applying the definition. The existence of a universal minimal system with quasi-discrete spectrum comes as a corollary of this fact (use Theorem 4.30 in chapter 4 of [5] ).
Proposition 4.2. If a system (X, s) has quasi-discrete spectrum, then (E(X, s), λ s )
has quasi-discrete spectrum.
The proof of this is immediate since (E(X, s), λ s ) can be seen as a subsystem of products of (X, s). As we shall see, the converse is not true, i.e., there is a system (X, s) that does not have quasi-discrete spectrum but for which (E(X, s), λ s ) does have it.
Recall that we use the notation l ∞ = l ∞ (Z). for all n ∈ Z. When m ∈ Z + , the set of functions of polynomial type for which the corresponding polynomial has degree at most m is denoted by P m . Let P = ∞ m=0 P m . The smallest closed linear subspace of l ∞ containing P is denoted by W.
Note that P is a group under multiplication, so W, the 'Weyl algebra', is indeed an algebra. It contains the constants, and it is closed under complex conjugation.
It is also translation invariant since P has this property. In fact, W is m-admissible and hence determines a right topological semigroup compactification of Z (see [3] for general theory on semigroup compactifications). We deal with this in Corollary 4.8.
Observe also that the linear span of P 1 is dense in AP(Z), the space of almost periodic functions on Z (which coincides with the space SAP(Z) of strongly almost periodic functions on Z, i.e., the closed linear span of characters of Z; [3] ).
The first half of the next proposition appears in the proof of Theorem 1 in [12] . Proposition 4.4. Let (X, s) be a minimal system, and let x ∈ X. Given f ∈ C(X), we have f ∈ G m (X, s) for some m ∈ Z + if and only if ω x f ∈ P m . 
It is clear that the product term on the right describes an element of P m .
The converse (i.e., the claim that if f ∈ C(X) and ω x f ∈ P m , then f ∈ G m (X, s)) is proved by induction on m ∈ Z + . In the case m = 0, any f ∈ C(X) with ω x f ∈ P 0 must be constant (in T) since the orbit of x is dense in X, so f ∈ G 0 (X, s).
Assuming that the claim holds for some m ∈ Z + , consider a function f ∈ C(X) such that ω x f ∈ P m+1 . Let p : Z → R be the polynomial corresponding to f , say
, from which it follows that f ∈ G m+1 (X, s).
Theorem 4.5. Let (X, s) be a minimal system, and let x ∈ X. The system (X, s)
has quasi-discrete spectrum if and only if span (ω x C(X) ∩ P) is dense in ω x C(X).
Therefore, if (X, s) has quasi-discrete spectrum, then ω x C(X) ⊆ W.
Proof. Firstly, by Proposition 4.4, ω x C(X) ∩ P = ω x G(X, s). Secondly, the system (X, s) has quasi-discrete spectrum if and only if span G(X, s) is dense in C(X). Combining these facts results in the first claim. The second one follows from the first one.
The converse of the inclusion statement does not hold. In the next section, we construct a minimal system (X, s) with ω x C(X) ⊆ W for some (or any) x ∈ X but which does not have quasi-discrete spectrum. (It is the same system that serves as a counterexample to the converse of Proposition 4.2.)
The group G(H, T ) of all quasi-eigenfunctions of (H, T ) is obtained from the character group of H(T)
Z+
. Let V denote the weak product of Z + copies of T, i.e., V consists of those v ∈ T Z+ for which v n = 1 for all except at most finitely many n ∈ Z + , and V is equipped with the usual pointwise product. Let σ : V → V be the shift map:
V . An inductive argument shows that q(v) ∈ G m (H, T ) for any v ∈ V for which v n = 1 for n > m, m ∈ Z + , and consequently, q(V ) ⊆ G(H, T ). The mapping q is injective. To show this, consider
, and define w ∈ V so that σ(w) = v and w 0 = g( 0). Now, q(w) ∈ G m+1 (H, T ) has the property T * q(w) = q(v)q(w) = f q(w), so gq(w) ∈ G m+1 (H, T ) satisfies T * (gq(w)) = gq(w). Since (H, T ) is minimal, the function gq(w) must be constant.
We have (gq(w))( 0) = 1, so g = q(w), proving that G m+1 (H, T ) ⊆ q(V ).
Note that the family q(V ) separates the points of H since it consists of restrictions of characters of H(T)
. The following theorem is now proved:
Theorem 4.6. The mapping q : V → G(H, T ) is a group isomorphism, and (H, T ) has quasi-discrete spectrum.
The representation of (H, T ) as a subalgebra of l ∞ is the Weyl algebra:
Proof. We know that ω 0 C(H) ⊆ W since (H, T ) has quasi-discrete spectrum. On the other hand, P m ⊆ ω 0 C(H) for every m ∈ Z + , and we can prove this by induction on m. The case m = 0 is clear. Assume that P m ⊆ ω 0 C(H) for some m ∈ Z + , and let
, n ∈ Z, where a : Z → R is a polynomial of
, n ∈ Z, and define g ∈ P m+1 by g(n) = e i2πb(n)
, n ∈ Z. Then, f g ∈ P m ⊆ ω 0 C(H). The function g can be expressed as g = ω 0 q(v), the element v ∈ V being chosen so that v m+1 = e i2π(m+1)!θm+1 and v k = 1 for k = m + 1, so g ∈ ω 0 C(H). Hence, also f ∈ ω 0 C(H), as desired. We conclude that W ⊆ ω 0 C(X).
Corollary 4.8. Let τ : Z → H be the group isomorphism τ (n) = n, n ∈ Z. Then,
The proof follows from noting that τ * C(H) = ω 0 C(H) = W. Recall that a Wcompactification of Z is any pair (α, X) where X is a compact right topological semigroup (necessarily a group in this case) and α : Z → X is a homomorphism such that α(Z) is dense in X, α(Z) ⊆ Λ(X), and α * C(X) = W.
Keeping in mind the representation theory of point transitive systems, the universal minimal system with quasi-discrete spectrum is obtained by combining Theorems 4.5 and 4.7:
Corollary 4.9. The system (H, T ) is the universal minimal system with quasidiscrete spectrum.
Remarks 4.10. In [4] , it is shown that all minimal systems with quasi-discrete spectrum are factors of (what is essentially) ({id T } × H(T) N , T ). This is not a minimal system in itself, but (H, T ) is its factor (in addition to being a subsystem).
We can construct a homomorphism π :
, the element π(φ) ∈ H is uniquely determined by the properties
) for all k, n ∈ N and b ∈ B (the set B is the basis for R over Q without 1). Note that we do not need the whole group G(H, T ) to separate the points of H. Equivalently, we do not need the whole group P to generate W. For example, we could consider P ′ = P 1 ∪ R where R stands for the set of those functions f ∈ P whose corresponding polynomial θ 0 + m k=1 θ k n k has at least one irrational
This follows from the fact that the functions of P \R are periodic and, therefore, already included in AP(Z) = span P 1 .
This redundancy is reflected in the condition (H.∞).
Theorem 4.11. Any factor of (H, T ) is uniquely ergodic. In particular, any minimal system with quasi-discrete spectrum is uniquely ergodic.
The proof of this theorem is a straightforward consequence of Theorems 2.1, 2.2 and 4.7. Special cases of it appear in [12] and [24] .
Factors of (H, T )
The study of the factors of (H, T ) reduces to the study of certain subgroups of H since the latter can be identified with E(H, T ) via the mapping φ → λ φ : H → E(H, T ), which is an isomorphism of groups and of flows. More precisely, given a factor (X, s) of (H, T ) and a homomorphism π : H → X, we can define an action of H on X by φx = π(λ φ )x for all φ ∈ H and x ∈ X, and letting x 0 = π( 0), we obtain a subgroup G of H defined by
This group coincides with the preimage π −1 (x 0 ), and more generally, π −1 (φx 0 ) = φ⋆G for any φ ∈ H. The question whether (X, s) has quasi-discrete spectrum or not can be answered in a somewhat obvious way in terms of the quasi-eigenfunctions of (H, T ) and the group G:
Proposition 5.1. Let (X, s), π : H → X, x 0 and G be as above. Then, (X, s) has quasi-discrete spectrum if and only if there exists a subgroup F of G(H, T ) with the property that, for any φ, ψ ∈ H, the identity f (φ) = f (ψ) obtains for all f ∈ F if and only if φ
Proof. If (X, s) has quasi-discrete spectrum, then we can put F = π * G(X, s). The functions of F are constant on the π-fibres, i.e., f (φ) = f (ψ) whenever f ∈ F and
, and we can find f ∈ F with
For the converse, suppose that there exists a subgroup F of G(H, T ) with the property stated in the claim. Then, we can find a group H ⊆ G(X, s) so that π * H = F (Proposition 4.1), and H separates points. In particular, the quasi-eigenfunctions of (X, s) separate points, and (X, s) has quasi-discrete spectrum.
Therefore, to find an example of a factor of (H, T ) that does not have quasidiscrete spectrum, we must find a subgroup G of H so that H/G is Hausdorff and with the property that the cosets in H/G cannot be separated by those quasieigenfunctions of (H, T ) which are constant on the cosets. (Recall that, if G is a subgroup of H for which H/G is Hausdorff, the latter is the phase space of a factor of (H, T ).)
We start by fixing some x ∈ T \ T Q . Define G ⊆ G 1 ⊆ H as follows:
The set G contains at least the identity element 0, so both G and G 1 are non-empty.
They are closed under the operation ⋆. Indeed, if φ, ψ ∈ G 1 and y ∈ T Q , then
as claimed. It is easy to check that, if ψ ∈ H, then (ψ
These identities show that φ −1 ∈ G 1 and ψ −1 ∈ G. In conclusion, G and G 1 are subgroups of H.
Clearly, both G and G 1 are closed, but we intend to show that they have the stronger property of H/G and H/G 1 being Hausdorff, i.e., that the quotient relations
and only if φ −1 ⋆ ψ ∈ G, and (φ, ψ) ∈ R(G 1 ) if and only if φ −1 ⋆ ψ ∈ G 1 . Equivalently, if φ, ψ ∈ H, then (φ, ψ) ∈ R(G 1 ) if and only if the conditions
are in effect, and (φ, ψ) ∈ R(G) if and only if (φ, ψ) ∈ R(G 1 ) and also
Condition (C) appears asymmetric at first glance, but (A) implies that φ 1 ψ 1 (x) ∈ T 2 , so applying (B) we get φ 1 ψ 1 (φ 1 ψ 1 (x)) = 1. This can be used to show that the roles of φ and ψ are interchangeable in (C). The relation R(G 1 ) is clearly closed.
To prove that R(G) is closed, we introduce a function α :
, so the range of α is indeed in T 2 . The function α is continuous:
for λ ≥ λ 0 , and we can also find λ 1 so that (φ λ ) 1 (−1) = φ 1 (−1) for λ ≥ λ 1 , and therefore α(φ λ , ψ λ ) = α(φ, ψ) for all λ ≥ λ 0 , λ 1 . Condition (C) can be stated equivalently as
It is now clear that R(G) is also closed. It remains to show that the quasi-eigenfunctions of (H, T ) that are constant on the cosets of H/G do not separate these cosets. Consider any quasi-eigenfunction q(v) of (H, T ), v ∈ V , for which q(v)(φ) = q(v)(ψ) for all (φ, ψ) ∈ R(G) or, equivalently, q(v)(φ) = q(v)(φ ⋆ ψ) for all φ ∈ H and ψ ∈ G. Suppose that v k = 1 for all k > n for some n ∈ N. Now, for any φ ∈ H and ψ ∈ G,
and cancelling the common terms,
The substitution φ = 0 produces n k=1 ψ k (v k ) = 1 for all ψ ∈ G. As a consequence, v k ∈ T Q for all k ≥ 3 since, for any y ∈ T \ T Q , φ k (y) can attain any prescribed value in T for a suitably chosen ψ ∈ G when k ≥ 3. Also, since ψ k (y) = 1 for all ψ ∈ G, k ∈ N and y ∈ T Q (as follows from the condition (H.∞) in conjunction with the identity ψ 1 (y) = 1, ψ ∈ G, y ∈ T Q ), we get ψ 1 (v 1 )ψ 2 (v 2 ) = 1 for all ψ ∈ G. Taking these observations into account, the substitution φ = 1 in (5.1) yields ψ 1 (v 2 ) = 1 for all ψ ∈ G. We infer that v 2 = x 2q z for some q ∈ Z and z ∈ T Q ; otherwise, we could simply pick some ξ ∈ H(T) so that ξ(v 2 ) = 1 and then adapt the extension techniques from the proof of Lemma 3.5 to find ψ ∈ G with ψ 1 = ξ, resulting in a contradiction. Thus, ψ 2 (v 2 ) = 1 and also ψ 1 (v 1 ) = 1 for all ψ ∈ G.
Again, v 1 = x 2p w for some p ∈ Z and w ∈ T Q . For all ψ ∈ G, we have q(v)(ψ) = v 0 .
It is evident that any v ∈ V satisfying the discussed conditions for v 1 and v 2 also satisfies (5.1) for any φ ∈ H and ψ ∈ G, so the resulting quasi-eigenfunction q(v) is constant on the cosets of H/G.
Pick any φ ∈ H such that φ 1 = 0 × and φ 2 (x) = −1. Note that φ k (y) = 1 for all k ∈ N and y ∈ T Q by (H.∞). Now, φ / ∈ G, so the cosets 0 ⋆ G and φ ⋆ G are distinct. However, if v ∈ V is as above,
for any ψ ∈ G. In other words, the cosets 0 ⋆ G and φ ⋆ G cannot be separated by quasi-eigenfunctions that are constant on all cosets of H/G. The construction is thus complete.
Remarks 5.2. The fact that the group G produces a Hausdorff quotient H/G follows also from the fact that G is τ -closed in H, and showing that G has this property is marginally easier than the direct proof presented above. Recall that the τ -closedness of a set K ⊆ H means that, if (n λ ) is a net in Z so that ǫ(n λ ) λ −→ u for some fixed minimal idempotent u ∈ βZ (the mapping ǫ : Z → βZ being the usual homomorphism of the integers to the Stone-Čech compactification) and if (κ λ ) is a net in K
In general, given a minimal distal system (X, s) (or a minimal distal flow with a topological group action) and some τ -closed subgroup G of E(X, s), the quotient E(X, s)/G is Hausdorff and, therefore, the phase space of a factor of (E(X, s), λ s ). The reader may consult [2] or [5] for more information on the τ -topology, but we shall avoid the explicit use of this concept.
Another point to be made about this example is that the space H/G is not connected. The condition (B) is the cause of this. Therefore, the factor thus obtained is not totally minimal: if s : H/G → H/G is the homeomorphism for which (H/G, s) is a factor of (H, T ) via the quotient map, then the system (H/G, s n ) is not minimal for any n ≥ 2. The corresponding concept in the measure-theoretic setting is total ergodicity, and as mentioned in the introduction, the factors of a totally ergodic measure preserving transformation on a standard probability space with (measuretheoretic) quasi-discrete spectrum inherit this property. It is not clear whether the example provided here has quasi-discrete spectrum in the measure-theoretic sense with respect to its unique invariant measure, and the question goes beyond the purely topological programme of this paper.
We now turn to the problem of finding the Ellis groups of factors of (H, T ). So suppose that (X, s) is some factor of (H, T ), and let π : H → X be a homomorphism. Let x 0 = π( 0), and let G be defined with respect to x 0 as in the beginning of this section. If we identify H with E(H, T ) in the canonical way, the induced homomorphism corresponding to π can be defined as a mapping π : H → E(X, s), π(φ)(x) = φx, φ ∈ H, x ∈ X. Let K be the kernel of π, that is,
Another way of describing K is provided by the identification of X with H/G:
The Ellis group E(X, s) is topologically isomorphic with the quotient H/K. Obviously, K is normal and contained in G. We intend to show that (E(X, s), λ s ) has quasi-discrete spectrum or, equivalently, that the quasi-eigenfunctions of H that are constant on the cosets of H/K separate these cosets. What is required is a sufficiently detailed description of K.
Recall that, for any m ∈ N, we have defined a subgroup H m,1 of H m ,
This is closed, abelian and normal in H m . for some m ∈ N, then ρ n (N ) contains H n,1 for every n ≥ m.
Proof. It suffices to prove that the inclusion H m,1 ⊆ ρ m (N ), m ∈ N, implies H m+1,1 ⊆ ρ m+1 (N ). So suppose that the former holds. By normality, given any φ ∈ N and ψ ∈ H, the commutator
If we choose φ ∈ N so that ρ m (φ) ∈ H m,1 , we can use Proposition 3.11 with
consisting of those elements ξ for which
be the closed subgroup of those elements α for which there exists some ξ ∈ N 0 with ξ m+1 = α. The arguments above show that [φ, ψ] m+1 ∈ N 0 for those φ ∈ N for which ρ m (φ) ∈ H m,1 and for all ψ ∈ H. Character theory tells us that N 0 can be written as the intersection of the kernels of a group of characters of H(T), so there is a subgroup Γ of T so that
Keeping in mind the condition (H.∞), the proof is complete once we show that Γ = T Q , for then ρ m+1 (N ) contains all members of H m+1,1 . Firstly, (H.∞) implies that T Q ⊆ Γ since, for all α ∈ N 0 and x ∈ T Q , we must have α(x) = 1. Secondly, for any α, β ∈ H(T) with α(x) = 1 for all x ∈ T Q , we can find φ ∈ N and ψ ∈ H so that ρ m (φ) ∈ H m,1 , φ m = α (by the assumption that H m,1 ⊆ ρ m (N )) and ψ 1 = β, and then, for all y ∈ Γ,
i.e., α(β(y)) = β(α(y)). This condition implies that Γ ⊆ T Q , and we show this by an argument by contradiction. Suppose that there is some y ∈ Γ \ T Q . Then, we can choose α ∈ H(T) so that α(y) = y (and α(x) = 1 for all x ∈ T Q ), and we can choose β ∈ H(T) so that β(y) = −1. This leads to a contradiction: α(β(y)) = α(−1) = 1, but β(α(y)) = β(y) = −1. In conclusion, Γ = T Q , as desired.
The next lemma can be thought of as a 'τ -free' alternative to Corollary 5 in chapter 14 of [2] .
Lemma 5.4. Let X be a group and a compact space, and let A, B ⊆ X be subgroups so that the quotient spaces X/A and X/B are Hausdorff. Suppose that B is normal, so AB is a subgroup of X. Then, the quotient space X/(AB) is Hausdorff.
Proof. Let R(G) be the quotient relation on X for G ∈ {A, B, AB}, that is,
Assuming that R(A) and R(B) are closed, we must show that R(AB) is closed.
Pick (x, y) ∈ R(AB), and let (x λ ) and (y λ ) be nets in X so that (x λ , y λ ) ∈ R(AB)
for every λ and (x λ , y λ ) λ −→ (x, y). We can find nets (a λ ) and (b λ ) in A and B, respectively, so that x
and (y λ , y λ b λ ) ∈ R(B) for every λ. By passing to a convergent subnet if necessary, we can assume that x λ a λ λ −→ z, and then also y λ b λ λ −→ z. Since R(A) and R(B) are closed, we can find a ∈ A and b ∈ B such that xa = z = yb, so
showing that (x, y) ∈ R(AB). This proves that R(AB) is closed.
The group K discussed before the lemmas can now be described in a useful way.
Theorem 5.5. Let G ⊆ H be a subgroup for which the quotient space H/G is Hausdorff, and let K ⊆ H be the normal subgroup
(i) If there exists a smallest number m ∈ N for which ρ
Proof. We start with the first case, so suppose that there exists a smallest number m ∈ N for which ρ
, and
To prove the converse, we argue by contradiction and assume that there is some
and there is a smallest number 1 ≤ n ≤ m − 1 for which φ n = 0 × . Observe that, for all j ∈ Z, the jth iterate of φ satisfies (φ
We are free to require that φ n is not continuous. Indeed, if it
clusters at some non-continuous element of H(T). Thus, we can find a cluster point We intend to show that ρ n+1 (K) contains H n+1,1 . Adapting the ideas of the proof of Lemma 5.3, define K 0 = H n+1,1 ∩ ρ n+1 (K), a closed, abelian subgroup of H n+1 , and let K 0 be the group of all α ∈ H(T) for which there is some ξ ∈ K 0 satisfying ξ n+1 = α. Note that, for an arbitrary ψ ∈ H, the commutator [φ, ψ] = φ −1 ⋆ ψ −1 ⋆ φ ⋆ ψ must be in K by normality. From Proposition 3.11, we get
Consequently, the group K 0 contains (ψ • φ n )(φ n • ψ) for any ψ ∈ H(T). Let Γ ⊆ T be the subgroup for which
By (H.∞) and the construction of K 0 , we have T Q ⊆ Γ. We must show that Γ = T Q , and we argue by contradiction. Suppose that there exists some x ∈ Γ \ T Q . Since φ n is not continuous, we can find a net (y λ ) in T with a limit y so that φ n (y λ ) λ −→ z for some z = φ n (y). There is also a net (ψ λ ) in H(T) so that ψ λ (x) = y λ for every λ. By passing to a subnet if necessary, we can assume that ψ λ λ −→ ψ for some ψ ∈ H(T) with ψ(x) = y. Using (5.2), we obtain
a contradiction. Hence, Γ = T Q , as desired.
According to Lemma 5.3, the group ρ k (K) contains H k,1 for all k ≥ n + 1.
This entails that H k,1 ⊆ ρ k (G) for all k ≥ n + 1. As a further corollary, we get
To see the inclusion of the former in the latter, pick an arbitrary
Suppose that ψ (j) ∈ G has been defined and that ρ n+j (ψ (j) ) = ρ n+j (ψ). Then,
, and we can find some ξ ∈ G so that ρ n+j+1 (ψ ⋆ ψ
It has the property ρ n+j+1 (ψ (j+1) ) = ρ n+j+1 (ψ). The sequence (ψ (j) ) converges to ψ, so the latter is in G. Hence, ρ showing that φ ∈ K. By (i), we have φ k = 0 k for any m ∈ N, φ ∈ K m and 0 ≤ k ≤ m − 1, so K = { 0}, and the proof is complete.
Remarks 5.6. Case (i) of this theorem has an easily proved converse: if m ∈ N and K 0 ⊆ H(T) is a closed subgroup, then the set K ⊆ H defined by K = φ ∈ H φ k = 0 k for all 0 ≤ k ≤ m − 1, φ m ∈ K 0 is a normal subgroup of H, and H/K is a Hausdorff space. Thus, we have found all normal subgroups of H that induce a Hausdorff quotient, and this means that we have also found all Ellis groups of factors of (H, T ). Such an Ellis group is of one of three types: it is either compact, abelian and monothetic (equicontinuous case), the full group H, or analogous to the Ellis group of a minimal (m, x 0 )-system for m ≥ 2, i.e., it is essentially H m−1 × G for some compact, abelian, monothetic group G (possibly trivial), and the group operation is also similar to * as defined in case (iii) of Theorem 3.9.
Case (ii) explains why the Ellis group of a minimal (∞, x 0 )-system (T N , s) is isomorphic to (H, T ): we can define a homomorphism π : H → T N by π(φ) k = φ k (x 0 ), k ∈ N, for all φ ∈ H, and then
The main theorem of this section follows quite effortlessly from the one above:
Theorem 5.7. Let (X, s) be a factor of (H, T ). Then, the system (E(X, s), λ s ) has quasi-discrete spectrum.
Proof. Let π : H → X be a homomorphism, let G = π −1 (π( 0)) ⊆ H, and let K ⊆ H be the normal subgroup K = { φ ∈ H | φ ⋆ ψ ⋆ G = ψ ⋆ G for all ψ ∈ H } , so E(X, s) is topologically isomorphic to H/K. We must find a group Q of quasieigenfunctions of (H, T ) that are constant on the cosets of H/K and separate these cosets. By Theorem 5.5, there are two cases to consider: either there is a smallest number m ∈ N for which ρ −1 m (ρ m (G)) = G, in which case
or no such number m ∈ N exists and K = { 0}. The latter case is easy; simply choose Q = G(H, T ). To handle the remaining case, suppose that ρ −1 m (ρ m (G)) = G for m ∈ N, the smallest number with this property, and that K is as stated above.
Let K 0 ⊆ H(T) be the closed group of those elements α ∈ H(T) for which there exists some φ ∈ K with φ m = α. Let Γ ⊆ T be the subgroup for which K 0 = { α ∈ H(T) | α(x) = 1 for all x ∈ Γ } Recall that V is used to denote the weak product of Z + copies of T and that we have defined a group isomorphism q : V → G(H, T ). Let W ⊆ V be the subgroup W = { w ∈ V | w m ∈ Γ, w k = 1 for all k ≥ m + 1 } .
It is easy to see that, for any w ∈ W , φ ∈ H and ψ ∈ K, we have the identity q(w)(φ) = q(w)(φ ⋆ ψ). In other words, the functions in Q = q(W ) are constant on the cosets of H/K. To show that distinct cosets can be separated by the members of Q, suppose that φ, ψ ∈ H are such that q(w)(φ) = q(w)(ψ) for all w ∈ W .
Then, going through all w ∈ W such that w m = 1, we get φ k = ψ k for all 0 ≤ k ≤ m − 1. It follows that (φ −1 ⋆ ψ) k = 0 k for all 0 ≤ k ≤ m − 1. In addition,
for any x ∈ Γ, choosing w ∈ W so that w m = x and w k = 1 for k = m, we get (φ Proof. Since A is m-admissible, there is a corresponding semigroup compactification (α, X) of Z, that is, X is a compact right topological semigroup, and α : Z → X is a semigroup homomorphism such that the image α(Z) is dense in X, α(Z) ⊆ Λ(X), and α * C(X) = A (see [3] ). There is also a continuous, surjective semigroup homomorphism π : H → X with the property that π • τ = α where τ : Z → H is the mapping τ (n) = n, n ∈ Z. Consequently, X is a group. Let s = λ α(1) . Then, (X, s)
is a minimal distal system, it is a factor of (H, T ), and (E(X, s), λ s ) is isomorphic to (X, s). By Theorem 5.7, (X, s) has quasi-discrete spectrum. Since ω α(0) C(X) = A, Theorem 4.5 implies that span (A ∩ P) is dense in A.
Theorem 5.7 suggests a property of dynamical systems, which we call the Wproperty:
Definition 5.10. A dynamical system (X, s) is a W-system if (E(X, s), λ s ) has quasi-discrete spectrum.
Note that if (E(X, s), λ s ) has quasi-discrete spectrum, it is automatically minimal and distal. A W-system is therefore distal. The Ellis groups of W-systems are given by Theorem 5.5. The following proposition should justify this choice of terms.
Proposition 5.11. Let (X, s) be a minimal system. The following conditions are equivalent:
(i) The system (X, s) is a W-system.
(ii) The system (X, s) is a factor of (H, T ).
(iii) There exists a point x ∈ X so that ω x C(X) ⊆ W.
(iv) For every point x ∈ X, we have ω x C(X) ⊆ W.
If (X, s) is a dynamical system, not necessarily minimal, then (i), (iv) and the following condition are equivalent:
(v) The system (X, s) is distal, and its minimal subsystems are W-systems.
The arguments of the proof in the minimal case are direct applications of Theorem 4.7, Corollary 4.9, Theorem 5.7 and the duality of point transitive dynamical systems and certain subalgebras of l ∞ . Obviously, (H, T ) is the universal minimal W-system. The non-minimal case follows from the well-known fact that the phase space of a distal system can be partitioned into minimal sets. The next proposition follows immediately from Theorem 4.11 and the proposition above.
Proposition 5.12. A minimal W-system is uniquely ergodic.
The following inheritance properties are easy to prove:
Proposition 5.13. The W-property is inherited by factors and subsystems. Products and inverse limits of W-systems are W-systems.
