The knowledge representation of an embodied, intelligent, cognitive agent typically relies on symbols denoting objects of the world on the top level and perceptual, structured data on the bottom level. The process of determining and maintaining the correct connection between a symbolic object identifier and its perceptual image, both referring to the same physical object, is called symbol anchoring.
The Symbol Anchoring Problem
Typically, the control architecture of embodied, intelligent, cognitive agents includes a symbolic knowledge representation and reasoning system at the top level and a sensorimotor system at the bottom level of abstraction. An object identifier on the symbolic level and a perceptual image of an object of the sensorimotor representation (called percept), which both stand for the same object of the world, have to consistently refer to the correct real-world object in order for the agent to solve its tasks successfully (see Fig. 1 ). The process of creating and maintaining these connections between object symbols and percepts is called symbol anchoring [2] . In other words, a symbol anchoring system manages the red, M. Fichtner ( ) http://matthias-fichtner.name e-mail: matthiasf@users.sf.net The symbol anchoring problem applies in principle to all cognitive robotics systems that utilize a symbolic and a sensorimotor representation of objects of the world. However, most current systems implement an ad hoc solution tailored to a certain application domain, which may work under certain, limited conditions.
Our Approach to Symbol Anchoring
In [3] we present a general, well-founded solution to the symbol anchoring problem, which is independent of the application domain and robot platform in use. The following key concepts fundamentally influenced the design of our approach.
Basic Ideas

Independence of Information
Since the sources of information of the symbolic and the sensorimotor representations are different, these representations must be maintained separately. Our approach integrates perceptual information into a distinct, concise aggregate structure. Under no circumstances does our approach derive information from one representation to the other.
Beliefs May Be Mistaken
Perception provides evidences only, such that a belief may be mistaken, which the agent may recognize sooner or later, or not at all. Thus, the principle "seeing is normally believing" [1] applies. We call a hypothesis a full, consistent set of correspondences between all known object identifiers and percepts. Accordingly, our approach maintains alternative hypotheses as they arise. Altogether, this and the previous concept allow our approach to completely revoke a mistaken belief (hypothesis) once it is recognized, including all involved information and representations.
Perceptual Uncertainty
Real-world perception and interaction are prone to noise and errors. Therefore, cognitive robots have to be able to deal with such conditions appropriately. Perceptual uncertainty is explicitly represented in our approach using a onedimensional, open interval (R × R) of perceptual values for each perceptual attribute. The tuple (Height,(10, 15)), for instance, denotes the perceptual information that the height of the considered object was perceived to be between 10 to 15 cm. A set of such tuples representing information about certain perceptual attributes then constitutes the concise, symbolic object model chosen in our approach. Perceptual uncertainty is minimized over time by means of continually fusing new perceptual information into the object model, yet taking uncertainty into account explicitly.
A percept uses the same representation as an object model. However, the perceptual information, which a percept tells us about a certain object of the environment, is only valid in the situation directly after the object recognition system reported the new information.
Incomplete Knowledge
Using first-order logical formulae and the fluent calculus, our approach provides a highly expressive means to represent incomplete knowledge [4] . No object is required to be known a priori-our approach allows the robot to explore its environment, to learn about individual objects of interest and to build its representation by itself.
Linguistic Propositions
Phenomenal characteristics of objects are expressed symbolically using linguistic propositions by means of logical formulae. They derive meaning from being mapped to perceptual values in our approach. This way, linguistic vagueness is mapped to perceptual uncertainty, the specification of which is part of the application domain. For instance, consider that the colour of a certain object is red. Then associating the perceptual predicate Red with the perceptual attribute Colour and the object's identifier could easily represent this information in our approach. The colour red may be mapped to the range (340, 375) of hue values modulo 360 degrees in the HSV colour space.
Object Recognition and Tracking System
Our approach assumes the availability of a robust object recognition and tracking system (ORTS), which performs detection, segmentation, categorization and (short-term) tracking of sensory data reliably. Note, however, that such a system is not capable of performing object identification with similar reliability and flexibility as our symbol anchoring approach achieves utilizing symbolic knowledge. The ORTS should never underestimate the uncertainty involved, such that we may utilize the endpoints of the abovementioned interval representation as constraints. Also, we require for each percept reported by the ORTS to correspond to one individual object of the environment, i.e., neither parts of an object only nor a conglomerate of several objects.
Categories of Objects
Assigning a category to objects allows to introduce a context dependent meaning to linguistic propositions, e.g. a "large" house vs. a "large" cup of coffee. Categories also facilitate to focus object recognition and symbol anchoring, thus optimizing performance.
Reference
Thanks to the highly expressive, first-order logical language underlying our approach, any kind of reference to objects may be used, in particular definite and indefinite references, as well as relational or functional properties of objects.
Computing Correspondences
A percept summarizes the perceptual information of a certain real-world object recognized at a certain point of time. Every percept is assigned a unique identifier π . A so-called anchor denotes the symbolic representation of a correspondence between an object identifier x and a percept π . A possible correspondence between a percept and an object identifier is determined based on all available symbolic and perceptual knowledge about the object. Hence, incomplete knowledge about objects gives rise for potential alternative correspondences. Among the main objectives of our approach, therefore, is to minimize the ambiguity in symbol anchoring by exploiting all available information at both levels of representation. Being integrated into the knowledge representation and reasoning system at the symbolic level, all information the agent gained about objects in the world so far is directly available to the symbol anchoring system.
Any hypothesis of correspondences that is consistent with all available symbolic and perceptual information represents a potential hypothesis and, as such, must be taken into consideration in order not to miss the correct one. For this reason, our approach maintains all potential hypotheses in parallel. As the agent learns further information about an object, symbol anchoring disregards inconsistent, alternative hypotheses and sustains consistent ones. Thanks to its high expressiveness, our approach facilitates to reason about alternative hypotheses (beliefs) and to apply preference criteria.
In abstract terms, given new percepts of objects, our symbol anchoring axioms determine precisely, how each consistent hypothesis z associated with a certain situation s gives rise to none, one or several successor hypotheses z in successor situation s . A number of so-called symbol anchoring functionalities define, how a given anchor representation of a correspondence is to be updated depending on the particular configuration, which we summarize next.
Track
A percept, that has been tracked by the object recognition and tracking system reliably so far, can be directly associated with the same anchor and yields new perceptual information about the object at hand. No alternative correspondences or hypotheses will be introduced.
New
Assuming, the object recognition system provides a new, dissociated percept of an object, it either failed to track the object reliably, or the object is unknown to the agent. In order to account for the latter case, the functionality New establishes a new correspondence between the given percept and a fresh object identifier. Implementing the former case, the functionality Find (see below) establishes appropriate alternative correspondences and, thus, gives rise to alternative hypotheses.
Find
Since such a percept may represent an object that the agent recognized before, the functionality Find determines all matching objects based on all domain knowledge and learned object models. In some sense, this way symbol anchoring serves the purpose of long-term object tracking. Most importantly, symbol anchoring enables the agent to identify and to distinguish between individual objects.
Lost
We call a correspondence grounded if the object identifier corresponds to a current percept in the considered hypothesis and situation. If no percept corresponds to the object at hand in the considered situation, this object is no longer grounded. In this case, however, all symbolic and perceptual information about this object is maintained for future re-identification by means of Find.
Contradiction
In the implicit case where new perceptual information about a grounded object contradicts known symbolic or previous perceptual information, the hypothesis at hand becomes inconsistent and is disregarded automatically. Thanks to maintaining all alternative hypotheses simultaneously in our approach, the correct one is readily available for future use.
The interested reader is referred to the full text of the dissertation for further details, which is available online [3] .
Conclusion
Using a highly expressive underlying language, our approach allows various kinds of references to objects to be used. Similarly, it facilitates high-level, logical reasoning about alternative beliefs (hypotheses of correspondences) and incomplete knowledge. Addressing perceptual uncertainty explicitly, our approach endows a cognitive robot with appropriate means to be deployed under real-world conditions. Exploiting all available symbolic and perceptual information about objects, our approach minimizes ambiguity and avoids ambiguity in advance. In contrast to most cognitive systems, we present a general, domain-independent approach to this fundamental problem, which applies to all cognitive, embodied agents in principle. We proved our approach to comply with certain, crucial symbol anchoring requirements.
