In this paper, the maximum likelihood and Bayesian estimations are developed based on the pooled sample of two independent Type-II censored samples from the left truncated exponential distribution. The Bayesian estimation is discussed using different loss functions. The problem of predicting the failure times from a future sample from the sample population is also discussed from a Bayesian viewpoint. A Monte Carlo simulation study is conducted to compare the maximum likelihood estimator with the Bayesian estimators. Finally, an illustrative example is presented to demonstrate the different inference methods discussed here.
Introduction
In reliability analysis, experiments are often terminated before all units on test fail based on cost and time considerations. In such cases, failure information is available only on part of the sample, and only partial information on all units that had not failed. Such data are called censored data. There are several forms of censored data. One of the most common forms of censoring is Type-II right censoring which can be described as follows: Consider identical units under observation in a life-testing experiment and suppose only the first ≤ failure times : , : , … , : are observed and the rest of the data are only known to be larger than : . In Type-II censoring scheme, if is small and is relatively large compared to , the precision of the estimates of parameters obtained from such a censored data will be very low. In such a situation, if it will be possible and convenient to take an additional Type-II right censored data from another independent sample (possibly of small size s), it might be possible to use the combined ordered sample from these two Type-II right censored samples in order to increase the precision of the estimation. There are a variety of scenarios wherein one can obtain combined ordered sample from two independent Type-II censored samples arising from a common parent distribution. One possible situation is when the number of items placed on a life test per run is limited, several independent runs need to be done. Another scenario is in the context of a meta-analysis when similar life-testing experiments from different facilities need to be pooled together.
From [1] , the situation in which two independent Type-II right censored samples are pooled, and the advantage of pooling samples is demonstrated and the joint distribution of order statistics from the pooled sample as a mixture of progressively Type-II censored samples is expressed. Using these mixture forms, the nonparametric prediction intervals are then derived for order statistics from a future sample. In this paper, we discuss the problem of estimating the unknown parameters of the left truncated exponential distribution and predicting the failure times from a future sample from the sample population when the observed sample is a pooled sample from two independent Type-II right censored samples.
For the Bayesian estimation in this context, we consider here three types of loss functions. The first is the squared error (SE) loss function which is a symmetric function that gives equal importance to overestimation and underestimation in the parameter estimation. The second is the linear-exponential (LINEX) loss function, introduced by Varian in [2] , which is asymmetric and gives differing weights to overestimation and underestimation. This function rises approximately exponentially on one side of zero and approximately linearly on the other side. These loss functions have been used by many authors; see, for example, [3] , [4] , [5] , [6] , [7] , [8] , and [9] . The third loss function is the generalization of the entropy (GE) loss function, used by several authors (see, for example, [10] ). This more general version allows for different shapes of the loss function.
In many practical problems, one may wish to use past data to predict an observation from a future sample from the same population. As in the case of estimation, a predictor can be either a point or an interval. Bayesian prediction for future observations from the exponential distribution has been discussed by many authors, including [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , and [19] .
The rest of this paper is organized as follows. In Section 2, the description of the model of the pooled sample from two independent Type-II censored samples is presented. The maximum likelihood (ML) estimator and the Bayesian estimators of the unknown parameters under SE, LINEX, and GE loss functions are derived in Section 3. The problem of predicting the order statistics from a future sample is discussed in Section 4. Finally, in Section 5, some computational results are presented for illustrating all the inferential methods developed here.
The Model Description
Let : , … , : and : , … , : be independent right Type-II censored samples from two independent random samples , … , and , … , , respectively, drawn from a population with distribution function . In the following, the pooled sample from : , … , : ; : , … , : will be denoted by = , … , where ≤ ⋯ ≤ . The joint density function of = , … , is derived as a mixture of progressively Type-II censored samples given by By using the joint density function of the progressively Type-II censored sample, see [20] and [21] , the joint density function in (2.1) becomes
where
In this paper, the underlying distribution is assumed to be the left truncated exponential with probability density (PDF) and cumulative (CDF) functions as
and
with rate parameter T > 0, and location parameter U > 0. If U is not restricted to be nonnegative then 2.3 is more appropriately referred to as the two-parameter exponential distribution. Introducing distinctive names for these two distributions is necessary since it is only the former (with U ≥ 0 ) which is really appropriate as a lifetime distribution model. The reliability function 2 R and the ]^_ quantile `a of the left truncated exponential distribution are given, respectively, by 
ML and Bayesian Estimation
In this section, we derive the ML estimator and the Bayesian estimators under SE, LINEX and GE loss functions for the unknown parameters T and μ. Also, the ML estimator and the Bayesian estimators of the corresponding reliability and ]^_ quantile functions are developed. Type-II Censored Samples 
ML Estimation
From (3.1), the log-likelihood function of T, U is given by
Now, the likelihood function is maximized with respect to U by taking Û| } = J . To maximize relative to T, differentiate (3.2) with respect to T and solve the equation 
Bayesian Estimation
For Bayesian estimation, we use here the natural conjugate prior density function for T, U given by † T, U ‡T d t i eIˆ ‰ Š w Kk , 0 < U < OE, T > 0, (3.6) where to be a proper density we must have • > −1, ℎ > 0, • > 0, see [13] . It follows that the corresponding posterior density of T, U given = J is given by 8) with ¡ . denotes the complete gamma function. Hence, the Bayesian estimator of T under the SE loss function is given by
and the Bayesian estimator of U under the SE loss function is given by
The Bayesian estimator of T under the LINEX loss function is given by
and the Bayes estimator of U under the LINEX loss function is given by
The Bayesian estimator of T under the GE loss function is given by
and Bayesian estimator of U under the GE loss function is given by
The Bayesian estimator of the reliability function under the SE loss function is given by 
Bayesian Prediction of Order Statistics from a Future Sample
Let ¹ :º , ¹ :º , … , ¹ º:º be the order statistics from a future random sample of size » from the same population. We discuss here the Bayesian prediction of ¹ M:º , for ¼ = 1, . . . , », based on the observed pooled ordered sample = , , … , ½ ¾ . We derive the Bayesian predictive distribution for ¹ M:º , and then find the Bayesian point predictor and prediction interval for ¹ M:º .
It is well known that the marginal density function of the ¼^_ order statistic from a sample of size » from a continuous distribution with CDF R and PDF R is given by 
Numerical Results and an Illustrative Example
In this section, the ML and Bayesian estimates based on the SE, LINEX and GE loss functions are all compared by means of a Monte Carlo simulation study. A numerical example is finally presented to illustrate all the inferential results established in the preceding sections.
Monte Carlo Simulation
A simulation study is carried out for evaluating the performance of the ML estimate and all the Bayesian estimates and for examining the performance of the point and interval predictions discussed in the preceding sections. We chose the parameter T to be 0.1, 0.5 and 1, with U = 1, and the two sample sizes as 4, = 10,10 for different choices of and 1 , we computed the ML and Bayesian estimates of T and U under the SE, LINEX and GE loss functions using informative priors (IP) and Jeffreys' noninformative prior (NIP). We repeated this process 1000 times and computed the estimated risk (ER) for each estimate by using the root mean square error and also computed the bias risk (BR) for each case. The ER of all the estimates of T and U, for T = 0.1, 0.5 and 1, with U = 1 is summarized in Tables  1, 2 and 3 , respectively. Also, the ER of all the estimates of T and U for U = 0.1 and 0.5, with T = 1 is computed and they are summarized in Tables 4 and 5, respectively.  From Tables 1-3 , we observe that, for the different choices of T, the estimated risks of the Bayesian estimates based on the LINEX, GE and SE loss functions are smaller than those of the ML estimates. We also observe that the estimated risks of all the estimates decrease with increasing and 1 even when the sample sizes 4 and are small. Moreover, a comparison of the results for the informative priors with the corresponding ones for Jeffreys' non-informative priors reveals that the former produces more precise results, as we would expect. Finally, we observe that the estimated risks of the ML estimates are close to the corresponding ones of the Bayesian estimates based on the SE loss function under Jeffreys' non-informative priors.
Illustrative Example
In order to illustrate all the inferential results established in the preceding sections, we consider the data given in [23] ( Table 4 .1, p. 462). The original data consists of 60 times to breakdown in minutes of an insulating fluid subjected to high-voltage stress. The data is partitioned by [23] into six groups, each with ten insulating fluids. These data have been analyzed by [24] by assuming two-parameter exponential distribution. We introduce here right censoring in the data from groups 1 (Group ) and 5 (Group ) with = 9 and 1 = 8, as shown in Table 4 . Based on the data in Table 4 , we computed the ML estimate and the Bayesian estimates of T under the SE, LINEX (with Ù = 0.5) and GE (with • = 0.5) loss functions using informative prior with •, ℎ, •, OE = 0.1, 1, 1, 0.5 , and for a noninformative prior on T, U , • → −1 , ℎ → 0 , • → 0 and OE → ∞ ,so that = + 1 − 1, -= 4 + , -= J , › = j and › $ * = j $ * . Also, we computed the ML estimate and Bayesian estimates of the reliability (with R = 2 ) and ]^_ quantile (with ] = 0.5 ) functions. Moreover, we computed the point predictors as well as the bounds of the equi-tailed prediction intervals and the HPD intervals for future order statistics ¹ M:º for ¼ = 1,2, … ,10 from a future sample of size » = 10 from the same population. Table 6 . Bayesian prediction of ¹ M:º for ¼ = 1,2, … ,10.
Conclusions and Discussion
In this paper, the ML estimation and the Bayesian estimation based on the SE, LINEX and GE loss functions for the unknown parameters of the left truncated exponential distributions have been discussed based on the pooled Type-II censored samples. Both Bayesian point and interval predictions of the future failures have been developed based on the observed pooled Type-II censored data. The ML and Bayesian estimates have then been compared through a Monte Carlo simulation study and a numerical example has also been presented to illustrate all the inferential results established here.
The computational results show that the Bayesian estimation based on the SE, LINEX and GE loss functions is more precise than the ML estimation. Also, the ERs of all the estimates decrease with increasing and 1 even when the sample sizes 4 and are small. Moreover, a comparison of the results for the informative priors with the corresponding ones for non-informative priors reveals that the former produce more precise results. Finally, the HPD prediction intervals seem to be more precise than the equi-tailed prediction intervals.
