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A∞-ALGEBRAS ASSOCIATED WITH CURVES AND RATIONAL
FUNCTIONS ON Mg,g. I.
ROBERT FISETTE AND ALEXANDER POLISHCHUK
Abstract. We consider the natural A∞-structure on the Ext-algebra Ext
∗(G,G) asso-
ciated with the coherent sheaf G = OC⊕Op1⊕ . . .⊕Opn on a smooth projective curve C,
where p1, . . . , pn ∈ C are distinct points. We study the homotopy class of the product
m3. Assuming that h
0(p1 + . . .+ pn) = 1 we prove that m3 is homotopic to zero if and
only if C is hyperelliptic and the points pi are Weierstrass points. In the latter case we
show that m4 is not homotopic to zero, provided the genus of C is > 1. In the case
n = g we prove that the A∞-structure is determined uniquely (up to homotopy) by the
products mi with i ≤ 6. Also, in this case we study the rational map Mg,g → A
g2−2g
associated with the homotopy class of m3. We prove that for g ≥ 6 it is birational onto
its image, while for g ≤ 5 it is dominant. We also give an interpretation of this map
in terms of tangents to C in the canonical embedding and in the projective embedding
given by the linear series |2(p1 + . . .+ pg)|.
Introduction
Let C be a smooth projective curve of genus g over an algebraically closed field k. With
any generator G of the derived category Db(C) of coherent sheaves on C one can asso-
ciate an A∞-algebra of endomorphisms of G, which is basically the Ext-algebra Ext
∗(G,G)
equipped with higher operations defined uniquely up to homotopy. More precisely, this
construction uses a dg-enhancement of Db(C) and applies to it the homological perturba-
tion theory developed originally in [8], [9], [12], with explicit formulas given in [22], [17].
Furthermore, this A∞-algebra determines the derived category D
b(C) (see [16, Thm. 3.1]),
and hence the curve C (at least, if either char(k) = 0 or g 6= 1; see [11]).
One of the possible choices of a generator of Db(C) is G = OC ⊕ L, where L = OC(p)
for some point p ∈ C (the subcategory generated by G contains OC(np) for any n > 0,
so G is a generator by [23, Thm. 4]). In the case of an elliptic curve the corresponding
A∞-algebra was explicitly computed in [26] (assuming k = C). Note also that in this
case there exists an autoequivalence of Db(C) sending G to OC ⊕Op. Also, in the genus
1 case Lekili and Perutz studied in [19] homotopy classes of minimal A∞-structures on
Ext∗(G,G) extending the natural double product. Their results imply that all nontrivial
homotopy classes of such A∞-structures arise either from elliptic curves or from the nodal
plane cubic (see [19, Prop. 9]). Also, any such A∞-structure is finitely determined, i.e.,
determined up to homotopy by a finite number of the products mi (actually by mi with
i ≤ 8).
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In this paper we consider a partial extension of this picture to higher genus curves and
to the case of generators of Db(C) of the form
G = OC ⊕Op1 ⊕ . . .⊕Opn , (0.0.1)
where p1, . . . , pn are n distinct points on C (n ≥ 1), such that h
0(p1 + . . . + pn) = 1
(in particular, n ≤ g). We would like to study the A∞-structure on the corresponding
Ext-algebra
E = Eg,n = Ext
∗(G,G),
which, depends only on n and g as an associative algebra (however, the higher products
depend on (C, p1, . . . , pn)). In the case n = g this Ext-algebra looks particularly nice:
it is generated over the (g + 1)-dimensional subalgebra spanned by the natural idem-
potents in Hom(G,G), by the one-dimensional spaces Hom(OC ,Opi) and Ext
1(Opi ,OC).
Furthermore, the defining relations between these generators are monomial (see (1.2.1)).
In general, it follows from the work of Toe¨n (see [29, Cor. 1.3]) that for any generator
G of the derived category of coherent sheaves on a smooth projective variety the natural
A∞-structure on Ext
∗(G,G) is determined up to homotopy by a finite number of the
products mi (in the class of A∞-structures that are smooth and proper). It turns out
that in our case a stronger statement holds: any minimal A∞-structure on Eg,g is finitely
determined. More precisely, it was proved in [5] that any minimal A∞-structure on Eg,g is
determined up to homotopy by mi with i ≤ 6. This follows from the vanishing of certain
graded components of the Hochschild cohomology of Eg,g (see Theorem 1.3.1). We give a
simpler proof of this vanishing using a minimal resolution of Eg,g from [1]. On the other
hand, we show that the same vanishing does not hold for the algebra Eg,n if n < g, and
in this case there exist A∞-structures on Eg,n that are not determined by any fixed finite
number of mi (with a possible exception of the case g = 2, n = 1; see Remark 1.3.2.2).
We also consider the following basic question about the A∞-structure on Eg,n coming
from (C, p1, . . . , pn): whether it is equivalent to the one with m3 = 0. We prove that this
holds if and only if C is hyperelliptic and the points p1, . . . , pn are Weierstrass points (see
Theorem 2.6.1). Furthermore, we also show that if g > 1 then either m3 or m4 is always
nontrivial. The main point in the proof is that the Hochschild cohomology class given by
the triple product m3 can be recovered from the triple Massey products for the complexes
O ✲ Opi
[1]✲ Opi
[1]✲ O (0.0.2)
(see Proposition 1.3.3 and Section 2.4). In the hyperelliptic case we also study a certain
quadruple Massey product and use [20, Thm. 3.1] to connect it with m4.
In the case n = g we compute the triple Massey products (0.0.2) in terms of canonical
rational sections of some natural line bundles on the moduli spacesMg,g of curves with g
marked points. Considering rational monomials of these sections, we get g2− 2g rational
functions on Mg,g, i.e., a rational map
α :Mg,g → A
g2−2g (0.0.3)
(see Section 3.2). Assuming that the characteristic is zero, we prove that for g ≥ 6 this
map is birational onto its image (see Theorem 3.2.1), while for g ≤ 5 it is dominant
(see Theorem 5.2.2). The main idea in the proof of the former result is to reconstruct a
curve C from the multiplication table between certain rational functions with prescribed
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polar parts at p1, . . . , pg ∈ C (see Section 4). We also observe that the above rational
map extends to stable curves and make explicit calculations for rational irreducible nodal
curves (see Section 4.2) To prove dominance for g ≤ 5 we first calculate the tangent map
(see Section 5). Then we again use explicit calculations for rational nodal curves.
It is interesting to note that our triple Massey products (0.0.2) have a nice geometric
interpretation: they record positions of the tangent lines to C at pi in the canonical
embedding, as well as, for n = g, of the tangent lines to C at pi in the projective embedding
given by the linear system |2(p1+ . . .+pg)|. Equivalently, they can be related to the Wahl
maps (defined in [30]) for the line bundles ωC and O(2(p1 + . . . + pg)) evaluated at the
marked points (see Section 3.3).
The interest in characterizing A∞-algebras of the form Ext
∗(G,G) is motivated by
the homological mirror symmetry conjecture, extended to non-Calabi-Yau manifolds (see
[14]). Note that one knows the homological mirror correspondence involving a higher
genus curve on the symplectic side and a Landau-Ginzburg model on the B-side due to
the work of Seidel and Efimov [27], [4]. The other half of the correspondence for the
same mirror pair should involve the derived category Db(C), governed by the A∞-algebra
Ext∗(G,G). Thus, finding a characterization of A∞-structures on Eg,g arising from curves
would be a step towards establishing such a correspondence. In a sequel to this paper we
will compute explicitly the higher products on Eg,g arising from curves and will study the
normal forms of arbitrary A∞-structures on Eg,g.
The paper is organized as follows. In Section 1 we perform the calculation of the relevant
Hochschild cohomology of the algebras Eg,n (mostly for n = g). Section 2 is devoted to
Massey products. Here we compute the triple Massey products governing the Hochschild
cohomology class of m3 on Eg,n, and a certain quadruple Massey product related to m4.
This allows us to characterize geometrically the vanishing of m3 (see Theorem 2.6.1). In
Section 3 we study the Massey products (0.0.2) globally over the moduli space of curves
and show how they lead to the rational map (0.0.3). Also, in Section 3.3 we discuss the
connection with the tangent lines to C in the canonical embedding and in the embedding
given by |2(p1 + . . .+ pg)| and with the corresponding Wahl maps. In Section 4 we prove
that (0.0.3) is birational onto its image for g ≥ 6. Finally, in Section 5 we compute the
tangent map to (0.0.3) and show that it is dominant for g ≤ 5. The Appendix contains
GAP codes that we used to carry out explicit calculations needed for some proofs.
Notation and conventions. We work over a fixed ground field k, which is assumed to
be algebraically closed whenever we discuss geometry. By a curve we mean a projective
connected curve over k. By a divisor on a (not necessarily smooth) curve C we always
mean a divisor supported on the smooth part of C. For such a divisor D we use the
notation hi(D) = dimkH
i(C,O(D)) for i = 0, 1. We use the similar notation hi(L) for
a line bundle L. In a triangulated category we denote Homn(X, Y ) := Hom(X, Y [n]) for
n ∈ Z. We also depict elements of Homn(X, Y ) by arrows X
[n]✲ Y . For a morphism
f : X → Y we often denote the morphism f [n] : X [n] → Y [n] simply by f . For a
dg-category C we denote the differentials on the Hom-spaces by ∂. We denote by H∗(C)
(resp., H0(C)) the category obtained by passing to cohomology (resp., 0th cohomology)
in Hom-spaces of C. For dg C-modules M,N we denote by HomC(M,N) the space of
morphisms in the dg-category of dg C-modules. All our A∞-structures are assumed to be
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strictly unital. For a vector space V with a basis B, an element b ∈ B, and an element
w ∈ W in another vector space, we denote by [b]∗w the linear map V →W sending b to w
and B \ b to zero. For a line bundle or a 1-dimensional vector space L we often abbreviate
L⊗n as Ln.
Acknowledgments. The second author would like to thank Michael Kapranov and Ravi
Vakil for useful discussions.
1. Hochschild cohomology
We refer to [15] for an introduction to A∞-algebras. Recall that an A∞-structure (mi)
on a vector space A is called minimal if m1 = 0. In this case m2 equips A with a structure
of a graded associative algebra. Thus, fixing m2 we can talk about minimal A∞-structures
on a graded algebra A. It is well known that equivalence classes of such A∞-structures
on A are controlled by the Hochschild cohomology HH∗(A) = H∗(A,A). In particular,
if we have two such structures (mi) and (m
′
i) with mi = m
′
i for i < n then m
′
n −mn is a
Hochschild n-cocycle of internal degree 2 − n, whose triviality means that the structure
(m′i) can be changed by a homotopy in such a way that mi = m
′
i for i ≤ n (see [24,
Lem. 2.2]). Let us denote by HH i(A)j the component of the ith Hochschild cohomology
group of internal degree j. We deduce that the vanishing of the Hochschild cohomology
HH i(A)2−i for all i > N implies that any minimal A∞-structure on A is determined by
(mi) with i ≤ N up to homotopy.
We would like to apply these principles to the Ext-algebra E = Eg,n (described explicitly
below). In the case n = g the relevant Hochschild cohomology was studied in [5]. Here we
present two results of this study: an explicit description ofHH3(E)−1 and the vanishing of
HH i(E,E)2−i for large i (see Proposition 1.3.3 and Theorem 1.3.1(i) below). In addition,
we will show that the latter property does not hold if n < g.
1.1. Algebras Eg,n. Let C be a projective curve over k of arithmetic genus g, and let
p1, . . . , pn be distinct smooth points on C such that h
0(p1+ . . .+ pn) = 1. Then from the
short exact sequence
0→ OC → OC(p1 + . . .+ pn)→ OC(p1 + . . .+ pn)/OC → 0
we get the boundary homomorphism
n⊕
i=1
H0(C,O(pi)/O) ≃ H
0(C,O(p1 + . . .+ pn)/O)→ H
1(C,O),
which is an embedding, since the map H0(C,O)→ H0(C,O(p1+ . . .+ pn)) is an isomor-
phism by our assumption.
Let Ai ∈ Hom(OC ,Opi) and Bi ∈ Ext
1(Opi,OC) be generators of these one-dimensional
spaces. Then
Yi = Ai ◦Bi ∈ Ext
1(Opi ,Opi)
is a generator of Ext1(Opi,Opi), and the elements
Xi = Bi ◦ Ai ∈ Ext
1(OC ,OC) = H
1(OC)
for i = 1, . . . , n are linearly independent. In the case n < g we extend these to a basis
(X1, . . . , Xg) of H
1(OC).
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Thus, the algebra Eg,n = Ext
∗(G,G), where G is given by (0.0.1), has the k-basis
eO := idO, eOpi := idOpi , Ai, Bi, Yi, i = 1, . . . , n;
Xj, j = 1, . . . , g.
The only nontrivial products in Eg,n are the obvious relations involving the idempotents
eO and eOpi , as well as the relations AiBi = Yi and BiAi = Xi for i = 1, . . . , n. In
particular, this algebra does not depend on a specific curve and points on it.
Note that the algebra Eg,n is the quotient algebra of the path algebra of the quiver Γg,n
with n + 1 vertices, marked with O and Opi , i = 1 . . . , n. The arrows in Γg,n go in the
direction opposite to the direction of morphisms in Db(C). Namely, for each pi we have
one arrow of degree 1 from O to Opi and one arrow of degree 0 in the opposite direction.
In addition, we have g − n loops of degree 1 at O (that correspond to the generators
Xn+1, . . . , Xg).
We denote by E+g,n the ideal in Eg,n obtained from paths of length ≥ 1. In other words,
this is the k-subspace spanned by all Ai, Bi, Yi and Xj.
1.2. Minimal resolution of Eg,g. Our method of calculating the Hochschild cohomology
of E = Eg,g is similar to that used in [19] for g = 1. Namely, we view E as the quotient
of the path algebra k[Γg,g] by the monomial relations
AiBiAi = BiAiBi = AiBj = 0 (1.2.1)
for 1 ≤ i, j ≤ g, i 6= j. Hence, we can use a minimal projective resolution
. . .→ P1 → P0 → E
over the enveloping algebra Ee = E⊗Eop constructed in [1]. Let us recall this construction.
For every pair of vertices v, v′ in the quiver we have the projective E − E-bimodule
Pv,v′ := Eev ⊗ ev′E,
where ev is the idempotent in E corresponding to v. For a path p in Γg,g let v and
v′ be vertices such that evpev′ = p in k[Γg,g]. Then we call Pv,v′ the projective bimodule
generated by [p], and denote its elements by x[p]y, where x ∈ Eev, y ∈ ev′E. We define the
projective bimodule generated by a collection of paths as the direct sum of the projective
bimodules generated by each path.
The E − E-bimodules in our minimal resolution are defined as follows: P0 = E
e, and
for j > 0 we define Pj as the projective bimodule generated by the set AP (j) of paths
in Γg,g, defined by the following recursive procedure
1. By definition, AP (1) consists of
all paths of length 1, i.e., of Ai and Bi (i = 1, . . . , g), while AP (2) is exactly the set
R of generating relations, namely of the paths in (1.2.1). Next, AP (3) consists of paths
“linking” pairs from R, namely,
AP (3) = {(AiBi)
2, (BiAi)
2, AiBiAiBj, AiBjAjBj | 1 ≤ i, j ≤ g, i 6= j}.
Let us denote by S the set of nonempty proper subwords in R. Thus,
S = {AiBi, BiAi, Ai, Bi | 1 ≤ i ≤ g}.
1We specialize a more general procedure from [1] to our situation
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Note that each path in AP (3) has the form p = sr, where r ∈ R and s ∈ S. Similarly,
every path in AP (j) will be of the form p = sp′, where p′ ∈ AP (j − 1) and s ∈ S. By
definition, for j ≥ 3, AP (j + 1) is obtained by taking all paths p = sp′ ∈ AP (j) (where
p′ ∈ AP (j − 1), s ∈ S) and replacing s either by an element of R ending with s or, in the
case s = BiAi, by AjBiAi. For example,
AP (4) = {(AiBi)
3, (BiAi)
3, (BiAi)
2Bj, AiBiAiBjAjBj , Ai(BjAj)
2 | 1 ≤ i, j ≤ g, i 6= j}.
(1.2.2)
For a path p = sp′ ∈ AP (j) with p′ ∈ AP (j − 1) and s ∈ S, we call s the head of p.
For an arrow a in the quiver Γg,g we denote by s(a) and t(a) the source and the target
of a (these are vertices of Γg,g). The first two of the differentials dj : Pj → Pj−1 are
described as follows:
d1 : [a] 7→ es(a) ⊗ a− a⊗ et(a),
d2 : [a1a2 . . . ] 7→ [a1]a2 . . .+ a1[a2] . . .+ . . . ,
where a ∈ AP (1), a1a2 . . . ∈ AP (2). For odd j > 2 the differential is
dj : [p] 7→ s
′[p′]− [p′′]s′′,
where we write p ∈ AP (j) in the form p = s′p′ = p′′s′′ with p′, p′′ ∈ AP (j − 1) and
s, s′ ∈ S. For even j > 2 the differential is
dj : [p] 7→
∑
s1[p
′]s2,
where p ∈ AP (j) and the sum is over all decompositions p = s1p
′s2 with p
′ ∈ AP (j − 1).
It is shown in [1, Thm. 4.1] that we get in this way a minimal projective resolution of E
over Ee.
Lemma 1.2.1. (a) The maximal internal degree of the generators of Pj is equal to
h(j) :=
{
j − [j/4]− 1, j ≡ −1mod(4);
j − [j/4], otherwise.
(b) The maximal internal degree of the generators of P10 (resp., P9) that end with Ai is
equal to 7 (resp., 6).
Proof. (a) For each s ∈ S let us denote by aj(s) the maximal degree of a word in AP (j)
with the head s (where degAi = 0, degBi = 1). Then from the definition of AP (j) we
get that a3(s) = 2 for all s, as well as the recursive formulas
aj+1(AB) = aj(A) + 1,
aj+1(B) = aj(AB) + 1,
aj+1(BA) = aj(B) + 1,
aj+1(A) = max(aj(B), aj(BA))
for j ≥ 3. Here we omit indices with A and B since the value of aj(·) does not depend
on them. Now it easy to check by induction that
aj(BA) = h(j), aj(B) = h(j + 1)− 1, aj(AB) = h(j + 2)− 2, aj(A) = h(j + 3)− 3,
which implies the assertion since h(j + 1) ≤ h(j) + 1.
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(b) For s ∈ S let us denote by bj(s) the maximal degree of a word in AP (j) that has the
head s and ends with Ai (in the case when there are no such words we set bj(s) = −∞).
These numbers satisfy the same recursive formulas as the numbers aj(s). From this we
get
b9(A) = b9(AB) = b9(B) = 6, b9(BA) = −∞,
b10(A) = 6, b10(AB) = b10(B) = b10(BA) = 7,
which implies our claim. 
1.3. Calculations. Hochschild cohomology groups HH i(Eg,g)2−i were calculated in [5].
Here, using a minimal projective resolution of Eg,g over its enveloping algebra, we give a
different proof of the fact that these groups vanish for large i.
Theorem 1.3.1. (i) One has HH i(Eg,g)2−i = 0 for i > 8. If g > 1 then HH
i(Eg,g)2−i = 0
for i > 6.
(ii) Assume 1 ≤ n < g. Then HH i(Eg,n)2−i 6= 0 for all i ≥ 5.
Proof. (i) We can compute the Hochschild cohomology of E = Eg,g using the minimal
resolution P• → E from Section 1.2. First, we claim that HomEe(Pi, E(2 − i)) = 0 for
i > 10. Indeed, Lemma 1.2.1(a) implies that the internal degrees of generators of Pi are
< i − 2. Next, for i = 9 or 10 we still claim that HomEe(Pi, E(2 − i)) = 0. Indeed, first
we observe that in this case ai(s) ≥ i − 2 only when s begins with some Bk. Thus, the
only possibly nontrivial morphism Pi → E(2 − i) should send a generator p ∈ AP (i) of
degree i− 2, beginning with Bk, to E0. But any nonzero homogeneous element of degree
0 in E0 that begins at the vertex O, is proportional to eO, so p has to end with Aj. By
Lemma 1.2.1(b), this contradicts p being of degree i− 2.
Now assume that g > 1. We claim that the maps
d∗9 : HomEe(P8, E(−6))→ HomEe(P9, E(−6)) and
d∗8 : HomEe(P7, E(−5))→ HomEe(P8, E(−5))
are injective and hence HH8(E)−6 = HH
7(E)−5 = 0. First, let us analyze the spaces
HomEe(P8, E(−6)) and HomEe(P7, E(−5)) using methods of Lemma 1.2.1. Since (P8)>6 =
0, the only nonzero components of HomEe(P8, E(−6)) correspond to generators of degree
6 in P8 mapping to E0. Among such generators p ∈ AP (8) beginning with Bi we are only
interested in those that end with some Aj (otherwise, there is no element in E0 to map
p to). Note that a8(A) = b8(A) = b8(AB) = 5 and b8(B) = −∞. In particular, we only
need to consider p with the heads BiAi or AiBi. In the former case p should end with some
Aj , so from the definition of AP (·) we see that p = (BiAi)
3p′, where p′ ∈ AP (4) has the
head BjAj and ends with some Ak. From the list (1.2.2) we conclude that p
′ = (BjAj)
3.
On the other hand, in the case when p has the head AiBi we have p = AiBiAiBjAjBjp
′,
where p′ ∈ AP (4) has the head AjBj and ends with Bi (otherwise there is no element
in E0 to map p to). This gives either p
′ = (AiBi)
3 or p′ = AjBjAjBiAiBi. Thus,
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HomEe(P8, E(−6)) has the following basis:
α1(i) = [(BiAi)
6]∗eO,
α2(i, j) = [(BiAi)
3(BjAj)
3]∗eO, i 6= j,
α3(i) = [(AiBi)
6]∗eOpi ,
α4(i, j) = [AiBiAi(BjAj)
3BiAiBi]
∗eOpi , i 6= j, (1.3.1)
Here we identify HomEe(P8, E(−6)) with the subspace of graded linear maps from the
vector space with the basis AP (8) to E(−6) and denote by [p]∗x the linear map that
sends p ∈ AP (8) to x and sends other basis elements to zero. To show that the images of
the basis elements (1.3.1) under d∗9 stay linearly independent it is enough to give some basis
elements β1(i), . . . β4(i, j) in HomEe(P9, E(−6)), such that βm(A) appears in d
∗
9(αm(A))
but not in d∗9(αn(∗)) with n > m and not in d
∗
9(αm(A
′)) with A′ 6= A. For this purpose
we take
β1(i) = [Aj(BiAi)
6]∗Aj,
β2(i, j) = [Aj(BiAi)
3(BjAj)
3]∗Aj, i 6= j,
β3(i) = [Bi(AiBi)
6]∗Bi,
β4(i, j) = [(BiAi)
2(BjAj)
3BiAiBi]
∗Bi, i 6= j,
where in the first line we choose any j, different from i.
The proof of injectivity of d∗8 is very similar, where we use the basis of HomEe(P7, E(−5))
given by
α1(i) = [(BiAi)
5]∗eO,
α2(i, j) = [(BjAj)
3(BiAi)
2]∗eO, i 6= j,
α3(i, j) = [(BjAj)
2(BiAi)
3]∗eO, i 6= j,
α4(i) = [(AiBi)
5]∗eOpi ,
α5(i, j) = [AiBiAi(BjAj)
2BiAiBi]
∗eOpi , i 6= j,
α6(i, j) = [AiBiAi(BjAj)
3Bi]
∗eOpi , i 6= j,
α7(i, j) = [Ai(BjAj)
3BiAiBi]
∗eOpi , i 6= j
and the following basis elements in HomEe(P8, E(−5)):
β1(i) = [Aj(BiAi)
5]∗Aj ,
β2(i, j) = [Aj(BjAj)
3(BiAi)
2]∗Aj , i 6= j,
β3(i, j) = [Ai(BjAj)
2(BiAi)
3]∗Ai, i 6= j,
β4(i) = [(AiBi)
6]∗Yi,
β5(i, j) = [(BiAi)
2(BjAj)
2BiAiBi]
∗Bi, i 6= j,
β6(i, j) = [(BiAi)
2(BjAj)
3Bi]
∗Bi, i 6= j,
β7(i, j) = [AiBiAi(BjAj)
3BiAiBi]
∗Yi, i 6= j,
where in the first line we choose any j, different from i.
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(ii) Let us consider the standard complex (C•, δ) computing the Hochschild cohomology
of the algebra E = Eg,n. The basis of E as R-bimodule gives us a basis of each C
n of the
form [w]∗b, where b ∈ E is a basis element and w is a (composable) word of length n in
basis elements in E+. Let us set X = Xn+1. We claim that for i ≥ 5 the element
c = [XB1Y1A1X
i−4]∗X1 + [XX1B1A1X
i−4]∗X1 ∈ C
i (1.3.2)
is a cocycle giving a nontrivial cohomology class. Indeed,
δ
(
[XB1Y1A1X
i−4]∗X1
)
= −δ
(
[XX1B1A1X
i−4]∗X1
)
= −[XB1A1B1A1X
i−4]∗X1,
so δ(c) = 0. On the other hand, note that the product of any two consecutive letters in
the word w = XB1Y1A1X
i−4 is zero. Hence, for any basis element [w′]∗b ∈ C i−1, such
that [w]∗X1 appears in δ([w
′]∗b), we have either w = Xw′ and X1 = Xb or w = w
′X and
X1 = bX . Since X1 is not divisible by X either on the left or right, this is impossible. 
Remarks 1.3.2. 1. In the case g = 1 the spaces HH6(E1,1)−4 and HH
8(E1,1)−6 are
one-dimensional. Furthermore, (assuming char(k) 6= 2, 3) any minimal A∞-structure on
E1,1 extending the natural m2 is equivalent to the one for which m3 = m4 = m5 = 0, and
the Hochschild classes of m6 and m8 completely determine the A∞-structure up to an
equivalence (see [19, Thm. 5]). In the case g > 1 any A∞-structure is determined by the
products mi with i ≤ 6. However, the situation is more complicated since m3 is usually
nonzero (see Theorem 2.6.1 below). Furthermore, Theorem 3.2.1 below implies that an
A∞-structure on Eg,g arising from a generic curve of genus g with g points, is determined
among such A∞-structures by m3 alone. However, it is not clear whether every generic
A∞-structure on Eg,g arises geometrically for g > 1 (this is true for g = 1).
2. Assume that 1 ≤ n < g and g ≥ 3. Then for any i ≥ 5 there exists a minimal A∞-
structure on Eg,n with standardm2, such thatmi gives a nontrivial Hochschild cohomology
class, and mj = 0 for j 6= 2, i. Indeed, we can define mi by a slight modification of formula
(1.3.2):
mi = [XB1Y1A1X
i−4]∗Xj + [XX1B1A1X
i−4]∗Xj ∈ C
i
for any j 6= 1, n + 1. Then the A∞-axiom is satisfied for (m2, mi). Hence, in this case
an A∞-structure on Eg,n is not determined by any fixed finite number of (mi). Note that
this does not contradict Toe¨n’s result [29, Cor. 1.3], since we do not impose the condition
for our A∞-algebras to be smooth.
Proposition 1.3.3. Assume char(k) 6= 2. Let us associate with a Hochschild 3-cocycle c
on Eg,g of internal degree −1 the constants αij(c) by
c(Bi, Yi, Ai) =
∑
j
αij(c)Xj.
Then the map
α : c 7→ (αij(c))i 6=j (1.3.3)
induces an isomorphism of HH3(Eg,g)−1 with the space of g × g-matrices with zeros on
the diagonal.
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Proof. Let us set E = Eg,g.
Step 1. First, we check that the map α is well defined, i.e., that it vanishes on boundaries.
Indeed, for a 2-cochain h of internal degree −1 we have h(Bi, Yi) = λ ·Bi and h(Yi, Ai) =
λ′Ai for some constants λ, λ
′. Hence,
(δh)(Bi, Yi, Ai) = −h(Bi, Yi) · Ai −Bi · h(Yi, Ai) = −λBiAi − λ
′BiAi = −(λ
′ + λ)Xi,
so αij(δh) = 0 for i 6= j.
Step 2. Next, we claim that the map α is surjective. Indeed, for i 6= j let us consider
the Hochschild 3-cochain
fij = [BiYiAi]
∗Xj + [BiAiXi]
∗Xj.
It is easy to check that fij is a cocycle and that α(fij) is the elementary matrix Eij .
Step 3. dimHH3(E)−1 = g(g − 1). Using the minimal E
e-resolution P• → E from
Section 1.2 we can identify the space HH3(E)−1 with the middle cohomology in
HomEe(P2, E(−1))
d∗
3✲ HomEe(P3, E(−1))
d∗
4✲ HomEe(P4, E(−1)).
First, note that HomEe(P4, E(−1)) = 0. Indeed, the only generators of degree ≤ 2 in
P4 correspond to paths AjBiAiBiAi ∈ AP (4), where i 6= j, and there are no elements of
degree 1 in eOpjEeO. The space HomEe(P3, E(−1)) has the basis
[BiAiBiAi]
∗Xj , [AiBiAiBi]
∗Yi, 1 ≤ i, j ≤ g.
On the other hand, the space HomEe(P2, E(−1)) has the basis
[AiBiAi]
∗Ai, [BiAiBi]
∗Bi, i = 1, . . . , g.
Furthermore, the differential d∗3 is the direct sum of g copies of the same differential as for
the g = 1 case, which is injective provided char(k) 6= 2 (see the proof of [19, Thm. 4]).
Hence, the dimension of the cohomology is (g2 + g)− 2g = g2 − g as claimed. 
2. Massey products
2.1. Massey products for dg categories. Let (A, ∂) be a dg-algebra over k. For a
∂-closed element a ∈ A we denote by [a] the corresponding cohomology class in H∗(A) :=
H∗(A, ∂). Also for a homogeneous element a ∈ A we set
a = (−1)1+deg(a)a.
Suppose that we have a collection of homogeneous elements a• = (aij), where 0 ≤ i <
j ≤ n, (i, j) 6= (0, n), satisfying the equations
∂(aij) =
∑
i<k<j
aikakj (2.1.1)
for all 0 ≤ i < j ≤ n, (i, j) 6= (0, n) (in particular, the elements ai,i+1 are ∂-closed). Then
it is easy to check that
µ(a•) :=
∑
0<k<n
a0kakn
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is also ∂-closed. For given (homogeneous) cohomology classes h1, . . . , hn ∈ H
∗(A), one
defines the nth Massey product
〈h1, . . . , hn〉dg ⊂ H
∗(A)
as the subset formed by the classes [µ(a•)] as a• = (aij) runs through all collections as
above with [ai−1,i] = hi, i = 1, . . . , g (see [18], [21], [20]; we follow the sign convention
of [20]). We call a collection a• as above a defining system for 〈h1, . . . , hn〉dg. We say
that the Massey product 〈h1, . . . , hn〉dg is defined if this subset is nonempty, i.e., there
exists a defining system for 〈h1, . . . , hn〉dg. For example, the double Massey product is
always defined and is given by the usual product, up to a sign. The triple Massey product
〈h1, h2, h3〉dg is defined if and and only if the double products h1h2 and h2h3 vanish in
H∗(A).
Now let C be a dg-category over k, and let H∗(C) be the corresponding graded cat-
egory obtained by passing to cohomology on morphisms. Let X0, . . . , Xn be objects
of C. The equations (2.1.1) make sense for a collection of (homogeneous) morphisms
aij ∈ Hom
∗
C(Xj, Xi). Thus, similarly to the case of a dg-algebra, one defines the Massey
product of a collection (h1, . . . , hn) of homogeneous morphisms in H
∗(C), where hi ∈
H∗HomC(Xi, Xi−1).
Recall that the homological perturbation theory provides a minimal A∞-structure on
H∗(C) (see, e.g., [22]). We will use the following important connection between the dg
Massey products and this A∞-structure.
Theorem 2.1.1. ([20, Thm. 3.1]) Consider a minimal A∞-structure on H
∗(C) obtained
by homological perturbation theory. Let (hi ∈ H
∗HomC(Xi, Xi−1)), i = 1, . . . , n, be ho-
mogeneous elements, such that the Massey product 〈h1, . . . , hn〉dg is defined. Then
(−1)bmn(h1, . . . , hn) ∈ 〈h1, . . . , hn〉dg, where
b = 1 + deg hn−1 + deg hn−3 + deg hn−5 + . . . .
Recall that for a dg-category C one also has the dg-category of (left) dg C-modules
C −mod, i.e., of dg-functors from C to the dg-category of k-complexes. For a pair M1,M2
of dg C-modules the obvious identification gives isomorphisms of complexes
Hom•C(M1,M2[1]) ≃ Hom
•
C(M1,M2)[1], Hom
•
C(M1[−1],M2) ≃ Hom
•
C(M1,M2)[1]
′,
(2.1.2)
where for a complex (C, d) we denote by C[1]′ the complex (C[1], d) (recall that the usual
shifted complex C[1] has the differential −d). We need to investigate the effect of shifts
on the Massey products.
Lemma 2.1.2. Let M0,M1, . . . ,Mn be dg C-modules, and let M˜i = Mi[ki] for some
ki ∈ Z, i = 0, . . . , n. Let hi ∈ H
∗HomC(Mi,Mi−1) be homogeneous elements, such that
the Massey product 〈h1, . . . , hn〉dg is defined. Let h˜i ∈ H
∗HomC(M˜i, M˜i−1) be an element
corresponding to hi under the obvious identification between the relevant spaces. Then
one has
〈h˜1, . . . h˜n〉dg = (−1)
k1+...+kn−1〈h1, . . . , hn〉 ⊂ H
∗HomC(M˜n, M˜0) ≃ H
∗HomC(Mn,M0).
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Proof. It is enough to consider the case when ki = 0 for all i 6= i0 and ki0 = 1. Let
a• = (aij) be a defining system for 〈h1, . . . , hn〉dg, so that [ai,i−1] = hi. Set
a˜ij =
{
−aij , i < i0 < j,
aij, otherwise.
Using isomorphisms (2.1.2), one can easily check that a˜• = (a˜ij) is a defining system for
〈h˜1, . . . , h˜n〉dg. Note that in the case i0 = 0 or i0 = n we have a˜ij = aij , so the two Massey
products are the same. On the other hand, if 0 < i0 < n then
µ(a˜•) = −µ(a•),
which implies the result. 
Using Lemma 2.1.2 we can reduce the study of dg Massey products for the category
of dg-modules to the case when all ai,i−1 have degree 1 (and hence all aij in a defining
system have degree 1). This will allow us to relate defining systems for Massey products
to twisted complexes.
2.2. Convolutions in dg and triangulated categories. Let C be a dg-category. A
twisted complex2 over C − mod is a collection M = (Mi, aij), where Mi, i ∈ Z, are dg
C-modules with Mi = 0 for i ≫ 0, and aij : Mj → Mi, i < j, are morphisms of degree 1
satisfying
∂(aij) +
∑
i<k<j
aijajk = 0 (2.2.1)
for all i < j. We define the convolution of M = (Mi, aij) as the following C-module:
conv(M) := (
⊕
i
Mi, ∂ + A), (2.2.2)
where ∂ is the usual differential on
⊕
iMi and A = (aij) is the upper-triangular endo-
morphism of
⊕
iMi with components aij. It is easy to check that (∂+A)
2 = 0, so (2.2.2)
is indeed a dg C-module.
Let f : M1 → M0 be a closed morphism of degree 1 in C − mod. We can view this
morphism as a twisted complex. Note that its convolution has form
Conedg(f) := conv(f) = (M1 ⊕M2, ∂M1⊕M2 + f).
We can also view f as a closed morphism f˜ : M1[−1] → M0 of degree 0, and Conedg(f)
can be identified with the standard cone of f˜ .
The convolution of an arbitrary twisted complex can be obtained by iterating the cone
operation.
Lemma 2.2.1. Let M = (Mi, aij) be a twisted complex over C − mod, where Mi 6= 0
only for i = 0, . . . , n. Let us consider the truncated twisted complex τ[1,n]M obtained by
considering only M1, . . . ,Mn and aij with i ≥ 1. Then (a0i) are components of a closed
morphism of degree 1
(a0•) : conv(τ[1,n]M)→M0,
2Our convention on the numbering of Mi and degrees of aij differs from that of [2].
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and there is a natural isomorphism of dg C-modules
conv(M) ≃ Conedg(a0•).
The proof is straightforward and is left to the reader.
Using the above lemma we can connect convolutions of twisted complexes over C−mod
with convolutions in the triangulated category H0(C−mod). Recall (see [6, Exer. IV.2.1])
that a convolution of a complex
Xn
dn✲ Xn−1 → . . .→ X1
d1✲ X0 (2.2.3)
in a triangulated category T (so that di ◦ di+1 = 0), is an object T ∈ T equipped with
morphisms α : T → Xn[n], β : X0 → T , such that there exists a diagram (called a left
Postnikov diagram)
Xn−1
dn−1 ✲ Xn−2
dn−2 ✲ . . .X0
Xn = Cn ✛
[1]
d n
✲
Cn−1 ✛
[1]
. . .
✲
✲
C1 ✛
[1]
✲
C0 = T
β
✲
in which all the triangles (Xi, Ci, Ci+1) are distinguished, so that α : T → Xn[n] is the
composition of the arrows in the lower row.
Lemma 2.2.2. Let (T, α, β) be a convolution of a complex (2.2.3). Then (T [1], (−1)nα, β)
is a convolution of the shifted complex
Xn[1]
dn✲ Xn−1[1]→ . . .→ X1[1]
d1✲ X0[1].
Proof. This can be easily checked by induction on n using the fact that if
X
f✲ Y
g✲ Z
h✲ X [1]
is a distinguished triangle then the triangle
X [1]
f✲ Y [1]
g✲ Z[1]
−h✲ X [2]
is also distinguished. 
Lemma 2.2.3. Let M = (Mi, aij) be a twisted complex over C −mod, where Mi 6= 0 only
for i = 0, . . . , n. Consider the complex
Mn[−n]
dn✲ Mn−1[−n + 1]→ . . .→M1[−1]
d1✲ M0 (2.2.4)
in the triangulated category H0(C − mod), where di = [ai−1,i]. Let π : conv(M) →
Mn = (Mn[−n])[n] and ι : M0 → conv(M) be the natural maps (given by the projection
and the inclusion, respectively). Then the dg C-module conv(M), together with the maps
α = (−1)(
n
2
)π and β = ι, is a convolution of the complex (2.2.4) in H0(C −mod).
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Proof. We can proceed by induction on n (the case n = 1 was discussed before). Let
T = conv(τ[1,n]M). By the induction assumption, (T, (−1)
(n−12 )π′ : T →Mn, ι
′ :M1 → T )
is a convolution of the complex
Mn[−n + 1]
dn✲ Mn−1[−n + 2]→ . . .
d2✲ M1.
Hence, by Lemma 2.2.2, (T [−1], (−1)(
n
2)π′, ι′) is a convolution of
Mn[−n]
dn✲ Mn−1[−n + 1]→ . . .
d2✲ M1[−1].
On the other hand, by Lemma 2.2.1,
conv(M) = Cone(conv(τ[1,n]M)[−1]
a0•✲ M0),
and the assertion follows. 
2.3. Massey products for triangulated categories. Let us recall the definition of the
Massey products for triangulated categories, sometimes called Toda brackets (see [3], [6,
Exer. IV.2.3]). Let
Xn
dn✲ Xn−1 ✲ . . . ✲ X1
d1✲ X0 (2.3.1)
be a complex in a triangulated category (so that di◦di+1 = 0). One defines 〈d1, . . . , dn〉 ⊂
Hom2−n(Xn, X0) as the set of all p ◦ q, where we take a convolution (T, α : T → Xn−1[n−
2], β : X1 → T ) of the complex Xn−1 → . . . → X1 (if it exists), and pick morphisms
p : T → X0 and q : Xn → T [2−n], such that dn is equal to the composition Xn
q✲ T [2−
n]
α✲ Xn−1 and d1 is equal to the composition X1
β✲ T
p✲ X0.
It is well known that 0 ∈ 〈d1, . . . , dn〉 is exactly the condition for the existence of a
convolution of the complex (2.3.1). Also, for 〈d1, . . . , dn〉 to be nonempty it is necessary
that 0 ∈ 〈d1, . . . , dn−1〉 and 0 ∈ 〈d2, . . . , dn〉 (and hence, the same is true for any proper
substring in d1, . . . , dn).
It is easy to see that the triple product 〈d1, d2, d3〉 is nonempty provided d2 ◦ d3 =
d1 ◦ d2 = 0, and is a coset for the subgroup
d1 ◦ Hom
−1(X3, X1) + Hom
−1(X0, X2) ◦ d3 ⊂ Hom
−1(X3, X0).
Note that a similar result holds for triple dg Massey products. The case of higher Massey
products is more complicated. We will only consider a certain particular situation for the
quadruple products in the triangulated and dg-settings (see Lemma 2.3.4 below).
The following relation between the Massey products in dg-categories and triangulated
categories is well known to the experts and its various versions have appeared in the
literature (see [28, Prop. 6.5] and [2, Sec. 5.A], which refers to the dissertation by Kapranov
[13]).
Proposition 2.3.1. Let C be a dg-category, M0, . . . ,Mn a collection of dg C-modules,
and di ∈ H
ki HomC(Mi,Mi−1), i = 1, . . . , n, a collection of maps in H
∗(C − mod), such
that the dg Massey product 〈d1, . . . , dn〉dg is defined. Then we have
(−1)
∑n−1
i=1
(n−i)ki〈d1, . . . , dn〉dg ⊂ 〈d1, . . . , dn〉,
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where on the right we consider the Massey product for the complex
Mn[−k1 − . . .− kn]
dn✲ Mn−1[−k1 − . . .− kn−1]→ . . .→ M1[−k1]
d1✲ M0
(2.3.2)
in the triangulated category H0(C −mod).
Proof. By Lemma 2.1.2, it is enough to consider the case when all ki = 1. In this case we
have to prove that
(−1)(
n−1
2
)〈d1, . . . , dn〉dg ⊂ 〈d1, . . . , dn〉,
where on the right we consider the Massey product for the complex
Mn[−n]
dn✲ Mn−1[−n+ 1]→ . . .
d1✲ M0.
Let a• = (aij), aij ∈ Hom
1
C(Mj ,Mi) be a defining system for 〈d1, . . . , dn〉dg, so that
[ai−1,i] = di and (2.1.1) is satisfied with aik = aik. Considering the restricted system
(aij | 1 ≤ i, j ≤ n− 1) we obtain a twisted complex
M = (Mn−1, . . . ,M1, (−aij)1≤i<j≤n−1).
Let T = conv(M) be the convolution of M. By Lemma 2.2.3, (T, (−1)(
n−2
2 )π : T →
Mn−1, ι :M0 → T ) is a convolution of the complex
Mn−1[−n + 2]
dn−1✲ . . .
d2✲ M1
in the triangulated category H0(C−mod). Hence, by Lemma 2.2.2, (T [−1], (−1)(
n−1
2
)π, ι)
is a convolution of
Mn−1[−n + 1]
dn−1✲ . . .
d2✲ M1[−1].
Furthermore, we have closed morphisms of degree 1 of dg C-modules
q˜ = (a•n) : Mn → T, p = (a0•) : T →M0
(this follows from (2.1.1) for j = n and i = 0, respectively), such that π ◦ q˜ = an−1,n and
p ◦ ι = a01. Thus, the morphisms in H
0(C −mod),
q = (−1)(
n−1
2 )q˜ : Mn[−n]→ T [−n + 1] = T [−1][2− n] and p : T [−1]→M0,
satisfy the conditions in the definition of the Massey product 〈d1, . . . , dn〉. Since p ◦ q ∈
〈d1, . . . , dn〉 is represented by (−1)
(n−12 )µ(a•), the assertion follows. 
On the other hand, by Theorem 2.1.1, the Massey product 〈d1, . . . , dn〉dg always con-
tains ±mn(d1, . . . , dn), where (m•) is a minimal A∞-structure on H
∗(C) obtained by
homological perturbation theory. This leads to the following result that will allow us to
compute the Hochschild cohomology class of m3 and, in a special situation, of m4, via the
Massey products.
Corollary 2.3.2. In the situation of Proposition 2.3.1 consider a minimal A∞-structure
on H∗(C−mod) obtained by the homological perturbation theory. Assume that the Massey
product 〈d1, . . . , dn〉dg is defined. Then
(−1)b+
∑n−1
i=1
(n−i)kimn(d1, . . . , dn) ∈ 〈d1, . . . , dn〉
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with b = 1+ kn−1+ kn−3+ kn−5+ . . . , where on the right we consider the Massey product
for the complex (2.3.2) in H0(C −mod).
Remark 2.3.3. Any enhanced triangulated category in the sense of [2] can be realized as
a full subcategory in H0(C −mod) for the corresponding dg-category C (e.g., this follows
from [2, Prop. 1.3, Prop. 3.2]). Therefore, we can apply Corollary 2.3.2 to compare the
Massey products in an enhanced triangulated category with the higher products obtained
by the homological perturbation theory.
Later we will need the following result.
Lemma 2.3.4. (i) Suppose we have a complex (2.3.1) in a triangulated category, where
n = 4. Assume that 0 ∈ 〈d1, d2, d3〉, 0 ∈ 〈d2, d3, d4〉, and a left Postnikov system for the
complex
X3
d3✲ X2
d2✲ X1
is unique up to an isomorphism (identical on Xi). Then the Massey product 〈d1, d2, d3, d4〉
is nonempty. Also, for any µ, µ′ ∈ 〈d1, d2, d3, d4〉 one has
µ− µ′ ∈ 〈Hom−1(X2, X0), d3, d4〉+ d1 ◦ Hom
−2(X4, X1). (2.3.3)
(ii) Let C be a dg-category, and let d1, d2, d3, d4 be a sequence of composable arrows in
H0(C−mod) satisfying the assumptions of (i). Then the dg Massey product 〈d1, d2, d3, d4〉dg
is defined.
Proof. (i) By definition, 〈d1, d2, d3, d4〉 consists of p◦q, where p and q come from a diagram
X4
d4 ✲ X3
d3 ✲ X2
d2 ✲ X1
d1 ✲ X0
P
ι
❄
d˜ 2
✲
✛
[1]
π
[−1]
t
✲
T
[1] ǫ
✻ p
✲
✛
δq[−
2]
✲
(2.3.4)
in which the triangles (X3, X2, P ) and (P,X1, T ) are distinguished (so in the middle we
have a left Postnikov system for X3 → X2 → X1) and all other triangles are commutative.
To show the existence of such a diagram we observe first that we can always construct
a left Postnikov system in the middle and a morphism t such that π ◦ t = d4 (since
d3 ◦ d4 = 0). We have
d˜2 ◦ t ∈ 〈d2, d3, d4〉.
Hence, the assumption 0 ∈ 〈d2, d3, d4〉 implies
d˜2 ◦ t = d2 ◦ f + g ◦ d4
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for some f ∈ Hom−1(X4, X2) and g ∈ Hom
−1(X3, X1). Thus, changing d˜2 to d˜2 − g ◦ π
and t to t− ι ◦ f , we can achieve that
π ◦ t = d4, d˜2 ◦ t = 0. (2.3.5)
By the uniqueness of the left Postnikov diagram in the middle, in fact, the needed t exists
for any choice of d˜2 (since two such choices differ by an automorphism of P compatible
with π and ι). Once we have t satisfying (2.3.5), we can find q such that ǫ ◦ q = t. On
the other hand, the morphism p in the diagram exists provided d1 ◦ d˜2 = 0. It is easy to
see that
d1 ◦ d˜2 = µ ◦ π
for some µ ∈ 〈d1, d2, d3〉. Hence,
µ = d1 ◦ g
′ + h ◦ d3
for some g′ ∈ Hom−1(X3, X1) and h ∈ Hom
−1(X2, X0). This implies that
d1 ◦ d˜2 = d1 ◦ g
′ ◦ π,
so, changing d˜2 to d˜2 − g
′ ◦ π, we will have d1 ◦ d˜2 = 0, which will give the morphism p.
It remains to establish (2.3.3). By assumption, up to an isomorphism, two diagrams
(2.3.4) differ only by a choice of the maps (t, p, q). Given another diagram with maps
(t′, p′, q′) we can write
p′ ◦ q′ − p ◦ q = (p′ − p) ◦ q′ + p ◦ (q′ − q).
Now we have q′ − q = δ ◦ x for some x ∈ Hom−2(X4, X1) and p
′ − p = y ◦ ǫ for some
y ∈ Hom−1(P,X0). Therefore,
p′ ◦ q′ − p ◦ q = y ◦ t + d1 ◦ x.
It remains to observe that y ◦ t ∈ 〈y ◦ ι, d3, d4〉.
(ii) Let ai−1,i ∈ Hom
0
C(Xi, Xi−1) be representatives of di for i = 1, 2, 3, 4. By assumption,
there exist elements a24 ∈ Hom
−1
C (X4, X2) and a13 ∈ Hom
−1
C (X3, X1) such that
∂(a24) = −a23a34, ∂(a13) = −a12a23.
By Proposition 2.3.1, we have 0 ∈ 〈d2, d3, d4〉dg. Hence,
a13a34 − a12a24 = xa34 + a12y + ∂(a14)
for some a14 ∈ Hom
−2
C (X4, X1), x ∈ Hom
−1
C (X3, X1) and y ∈ Hom
−1
C (X4, X2), such that
∂(x) = 0, ∂(y) = 0. Hence, changing a13 to a13−x and a24 to a24+y, we can achieve that
a13a34 − a12a24 = ∂(a14).
Similarly, from the condition 0 ∈ 〈d1, d2, d3〉 we obtain that for some a
′
13, a02 and a03 one
has
∂(a′13) = −a12a23, ∂(a02) = −a01a12,
a02a23 − a01a
′
13 = ∂(a03).
Now we need to use our assumption on the uniqueness of a Postnikov system, up to an
isomorphism, to find a relation between a′13 and a13. Let
P = Conedg(a23) ∈ C −mod
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be the cone of a23, viewed as a closed morphism of degree 1 from X3[1] to X2, so that we
have a triangle of closed morphisms
X3
a23✲ X2
ι✲ P
pi✲ X3[1]
that becomes distinguished in the triangulated category H0(C − mod). Our assumpion
on the uniqueness of a Postnikov system means that there exists a unique morphism
d˜2 ∈ H
0HomC(P,X1) such that ι ◦ d˜2 = d2 in H
0HomC(X2, X1), up to an automorphism
of P in H0(C − mod), compatible with the cone structure of P . We have two such
morphisms d˜2, namely
d˜2 = (−a12, a13)mod im(∂) and d˜
′
2 = (−a12, a
′
13)mod im(∂).
Therefore, we have
d˜′2 = d˜2 ◦ F (2.3.6)
for some automorphism F : P → P in H0(C −mod), compatible with the cone structure
of P . Any such automorphism has form
F = idP −ιfπmod im(∂)
for some closed element f ∈ Hom−1C (X3, X2). Hence, the condition (2.3.6) gives
a′13 = a13 + a12f + ga23 + ∂(h),
where g ∈ Hom−1C (X2, X1), ∂(g) = 0, and h ∈ Hom
−2
C (X3, X1) (the term ga23 comes from
the form of the differential on HomC(P,X1)). Now setting
a′02 = a02 − a01g, a
′
03 = a03 − a02f + a01h
we obtain that
(a01, a12, a23, a34, a
′
02, a13, a24, a
′
03, a14)
is a defining system for 〈d1, d2, d3, d4〉. 
2.4. Some triple Massey products on curves. Let C be a curve and p ∈ C a smooth
point. Let us denote by ξp the image of a generator of H
0(O(p)/O) under the connecting
homomorphism H0(O(p)/O)→ H1(O). We would like to study the map
Ext1(Op,O)⊗ Ext
1(Op,Op)⊗Hom(O,Op)→ H
1(C,O)/〈ξp〉 (2.4.1)
given by the triple Massey product in Db(C) of the type
O[−2]→ Op[−2]→ Op[−1]→ O.
Note that such a Massey product is always nonempty since Ext1(O,Op) = Ext
2(Op,O) =
0 and the ambiguity is exactly 〈ξp〉 ⊂ H
1(C,O), which is equal to the image of the
composition map
Ext1(Op,O)⊗Hom(O,Op)→ H
1(C,O).
It is also compatible with the map −m3, obtained by the homological perturbation theory
(see Corollary 2.3.2 and Remark 2.3.3).
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Note that we have canonical bases in spaces Hom(O,Op), Ext
1(Op,Op) ⊗ T
∗ and
Ext1(Op,O) ⊗ T
∗, where T = Tp is the tangent line to C at p. By the definition of
the Massey product, we have to consider the canonical extension
0→ T ∗ ⊗k Op
i✲ O2p
pi✲ Op → 0
inducing a generator of Ext1(Op,Op). Then we should consider liftings c : O → O2p and
d : O2p → (T
∗)⊗2⊗kO[1] such that π◦c = 1 : O → Op and i◦d : T
∗⊗kOp → (T
∗)⊗2⊗kO[1]
is the canonical element represented by the extension
0→ (T ∗)⊗2 ⊗k O → (T
∗)⊗2 ⊗k ⊗O(p)→ T
∗ ⊗k Op → 0.
Thus, we can take c = 1 ∈ H0(C,O2p) and d to be the class of the extension
0→ (T ∗)⊗2 ⊗k O → (T
∗)⊗2 ⊗k O(2p)→ O2p → 0. (2.4.2)
Our Massey product is the coset of the composition d ◦ c : O → (T ∗)⊗2 ⊗k O[1] in
(T ∗)⊗2 ⊗k H
1(O)/〈ξp〉. In other words, this is the image of 1 ∈ H
0(O2p) under the
boundary homomorphism
δ2p : H
0(O2p)→ (T
∗)⊗2 ⊗k H
1(O) (2.4.3)
associated with the extension (2.4.2), viewed modulo 〈ξp〉. Since the latter subspace is
the image under δ2p of the subspace H
0(T ∗⊗kOp) ⊂ H
0(O2p), we obtain that our Massey
product is zero if and only if
H0(O2p) = ker(δ2p) +H
0(T ∗ ⊗k Op).
Since ker(δ2p) is the image of the homomorphism
(T ∗)⊗2 ⊗k H
0(O(2p))→ H0(O2p),
the Massey product vanishes if and only if the composed map
(T ∗)⊗2 ⊗k H
0(O(2p))→ H0(O2p)→ H
0(O2p)/H
0(T ∗ ⊗k Op) ≃ H
0(Op)
is surjective. In other words, this is equivalent to surjectivity of the map
H0(O(2p))→ H0(O(2p)/O(p)),
or to the condition H0(C,O(2p)) 6⊂ H0(C,O(p)). Thus, we obtain the following result.
Proposition 2.4.1. Let C be a curve, p ∈ C a smooth point. The Massey product (2.4.1)
vanishes if and only if H0(C,O(2p)) 6⊂ H0(C,O(p)). For example, if C is smooth and
projective of genus g ≥ 1 then this happens if and only if either g = 1 or C is hyperelliptic
and p is a Weierstrass point of C.
Next, we are going to compute the Massey product (2.4.1) in terms of additional data
allowing us to represent classes in H1(O). Namely, let g be the arithmetic genus of C,
and let us assume that D is an effective divisor of degree g− 1 (supported on the smooth
part of C) such that h0(D+p) = 1 and p 6∈ supp(D). Then the boundary homomorphism
δD+p : H
0(O(D + p)/O)→ H1(O)
associated with an exact sequence 0 → O → O(D + p) → O(D + p)/O → 0 is an
isomorphism. Consider also the similar boundary homomorphism
δD+2p : H
0(O(D + 2p)/O)→ H1(O),
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so that δD+p is the restriction of δD+2p to the subspace H
0(O(D + p)/O) ⊂ H0(O(D +
2p)/O). Note that the kernel of δD+2p is the image of the natural embedding
H0(O(D + 2p))/H0(O)→ H0(O(D + 2p)/O).
Thus, for x ∈ H0(O(D + 2p)/O) we can write
δD+2p(x) = δD+p(y)
where y ∈ H0(O(D + p)/O) is such that x ≡ y + smodO for some global section s ∈
H0(O(D + 2p)).
We want to compute the image of a generator of H0(O(2p)/O) under the composition
of the boundary homomorphism
δ2p : H
0(O(2p)/O)→ H1(O),
with the projection H1(O) → H1(O)/〈ξp〉. Since δ2p is just the restriction of δD+2p,
we can apply the above recipe to x ∈ H0(O(2p)/O) ⊂ H0(O(D + 2p)/O). Note that
〈ξp〉 = δD+p(H
0(O(p)/O)), so we need to find y ∈ H0(O(D+p)/O) and s ∈ H0(O(D+2p))
such that
x ≡ y + smodO
and then view y modulo H0(O(p)/O). In other words, we need to consider the projection
of y to H0(O(D + p)/O(p)) ≃ H0(O(D)/O). Since the polar part of y near suppD is
opposite to that of s, we obtain the following formula for the Massey product (2.4.1).
Proposition 2.4.2. With the above choice of divisor D let us consider the restriction
maps
rD+2p,p : H
0(O(D + 2p))/H0(O)
∼✲ H0(O(D + 2p)/O(D + p)) ≃ T⊗2 and
rD+2p,D : H
0(O(D + 2p))/H0(O)→ H0(O(D)/O).
Then the map (2.4.1) is equal to
−δD+p ◦ rD+2p,D ◦ r
−1
D+2p,p : T
⊗2 → H1(O)/〈ξp〉,
where
δD+p : H
0(O(D)/O)
∼✲ H0(O(D + p)/O(p))→ H1(O)/〈ξp〉
is the isomorphism induced by δD+p.
Assume now that we are in the situation of Section 1.1 with n = g, so we have g distinct
smooth points p1, . . . , pg ∈ C such that h
0(p1+. . .+pg) = 1, and the corresponding classes
Xi, i = 1, . . . , g, form a basis in H
1(C,O) (we use the notation from Section 1.1 for the
basis elements in various Ext-spaces). Let Tpi denote the tangent line to C at pi. We
have a natural isomorphism
Tpi ≃ H
0(C,O(pi)/O) ≃ Ext
1(Opi,Opi),
so we can think of Yi as a generator of Tpi. Let us set Di =
∑
j 6=i pj.
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Corollary 2.4.3. The constants αij(m3) associated with the natural A∞-structure on Eg,g
(see Proposition 1.3.3) can be computed as follows. Pick an element Y˜i ∈ H
0(O(2pi+Di))
such that
Y˜imodO(pi +Di) = (Yi)
⊗2 ∈ H0(O(2pi)/O(pi)) ≃ T
⊗2
pi
.
Then
αij(m3) · Yj = Y˜imodO(2pi +
∑
k 6=i,j
pk) ∈ H
0(O(pj)/O) ≃ Tpj .
Proof. This follows from the above computation of the Massey product 〈Bi, Yi, Ai〉 to-
gether with the compatibility
−m3(Bi, Yi, Ai) ∈ 〈Bi, Yi, Ai〉
obtained from Corollary 2.3.2. 
Remark 2.4.4. The above Corollary shows that the constants αij(m3) are related to a
different kind of triple Massey product in Db(C) studied in [25]. Namely, setting D =∑g
k=1 pk, we have
αij(m3)⊗ Yj = 〈m3(O(D), pi, pj), Y
⊗2
i 〉, (2.4.4)
where m3(L, x, y) ∈ (ωC ⊗L
−1)|x⊗L|y is the triple Massey product corresponding to the
composable arrows
OC → Ox
[1]✲ L→ Oy
defined whenever x 6= y, x is a base point of ωC ⊗L
−1 and y is a base point of L (see [25,
Sec. 1.1]). Note that in our case
m3(O(D), pi, pj) ∈ T
∗
pi
⊗O(−D)|pi ⊗O(D)|pj ≃ (T
∗
pi
)⊗2 ⊗ Tpj .
The identity (2.4.4) also follows from the A∞-axioms associated with composable arrows
O → Opl
[1]✲ O(D)→ Opk
[1]✲ O
for l = k and l = i. Picking one more point q ∈ C generically, we can write a formula
for m3(O(D), pi, pj) in terms of theta-functions. Namely, first one easily checks that
m3(O(D), pi, pj) = m3(O(D − q), pi, pj). Next, we represent D − q as the sum of two
divisors:
D − q = ξ + (Dij + q),
where ξ = pi + pj − 2q and Dij =
∑
k 6=i,j pk. We have a theta-function θDij+q on the
Jacobian of C associated with the degree-(g − 1) divisor Dij + q. Now, by [25, Lem. 2.2],
we obtain
m3(O(D), pi, pj) = m3(O(D − q), pi, pj) = −
θDij+q(2pi − 2q)θ
′
Dij+q
(0)(pi)
θDij+q(pi − pj)θDij+q(pi + pj − 2q)
,
where we view θ′Dij+q(0) as a global 1-form on C. Note that the formula of [25, Lem. 2.2]
is applicable since pi and pj are not in the support of Dij + q.
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2.5. A quadruple Massey product. Next, let us assume that (C, p) is such that
H0(C,O(2p)) 6⊂ H0(C,O(p)) (e.g., C is a hyperelliptic smooth projective curve and p
is a Weierstrass point).
Lemma 2.5.1. Under the above assumption the quadruple Massey product in Db(C) of
the type
O[−3]→ Op[−3]→ Op[−2]→ O[−1]
ξp✲ O
gives rise to a well-defined map
〈ξp〉 ⊗ Ext
1(Op,O)⊗ Ext
1(Op,Op)⊗ Hom(O,Op)→ H
1(C,O)/〈ξp〉.
(2.5.1)
The corresponding dg Massey product (coming from some dg-enhancement of Db(C)) is
also defined.
Proof. We would like to apply Lemma 2.3.4 in our situation. Note that the relevant triple
Massey products contain zero, since Hom2(Op,O) = 0 and the triple Massey product
(2.4.1) vanishes by Proposition 2.4.1 (here we use our assumption on (C, p)). Next, we
need to check the uniqueness of a left Postnikov diagram (up to an isomorphism) for the
complex
Op
[1]
ψ
✲ Op
[1]
η
✲ O.
Since the distinguished triangle containing ψ corresponds to a nontrivial extension
0→ Op
ι✲ O2p
pi✲ Op → 0,
it is enough to check that any diagram
Op
[1]
ψ
✲ Op
[1]
η
✲ O
O2p
ι
❄
η˜
[1
]
✲✛
π
in which the left triangle is distinguished, is obtained from any other such diagram by an
automorphism of O2p. Indeed, two choices of η˜ differ by a morphism of the form f ◦ π,
where f ∈ Hom1(Op,O). Thus, f is a multiple of η: f = c · η, and so
f ◦ π = c(η ◦ π) = η˜ ◦ (c · ι ◦ π).
Now consider the automorphism id+c(ι◦π) of O2p This automorphism is compatible with
the extension structure and sends η˜ to η˜ + f ◦ π, as required.
It remains to check that the ambiguity for our Massey product is exactly
〈ξp〉 ⊂ H
1(C,O) = Ext1(O,O).
By Lemma 2.3.4, we have to look at the composition ξp ◦ Hom(O,O) ⊂ Ext
1(O,O) and
at the triple Massey product
〈Ext1(Op,O),Ext
1(Op,Op),Hom(O,Op)〉 ⊂ Ext
1(O,O).
Applying Proposition 2.4.1 once more, we see that the latter product is 〈ξp〉.
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The last assertion follows from Lemma 2.3.4(b). 
By definition, the Massey product (2.5.1) is calculated as the composition ξ˜ ◦ s in the
diagram
O ✲ Op
[1]
ψ
✲ Op
[1]
η
✲ O
[1]
ξp
✲ O
O2p
❄
η˜
[1
]
✲✛
✲
O(2p)
r
✻
[1
]
ξ˜
✲
✛
s
✲
(2.5.2)
in which the triangle containing ψ and the triangle containing η˜ and r are distinguished
and all the other triangles are commutative. Here r is the composition of the natural
projection O(2p) → O(2p)/O and an isomorphism O(2p)/O ≃ O2p. In other words, we
pick an element ξ˜ ∈ H1(O(−2p)) such that t∗(ξ˜) = ξp, where
t∗ : H
1(O(−2p))→ H1(O)
is the map induced by the canonical embedding t : O(−2p)→ O. On the other hand, we
choose a section s : O → O(2p) such that r(s) = 1 ∈ H0(O2p), and apply the induced
map s∗ : H
1(O(−2p))→ H1(O) to ξ˜. One can check directly that the ambiguities in the
choices of ξ˜ and s do not change the coset of s∗(ξ˜) in H
1(O)/〈ξp〉 (we also know this by
Lemma 2.5.1). From this we obtain the following descriptions of the quadruple Massey
product (2.5.1) similar to those for the triple Massey product (2.4.1).
Proposition 2.5.2. Let C be a curve, p ∈ C a smooth point, such that H0(C,O(2p)) 6⊂
H0(C,O(p)). Let T = Tp denote the tangent line to C at p.
(a) The Massey product (2.5.1) is given by the map
φ : T⊗2 ⊗ 〈ξp〉 ≃ T
⊗3 ≃ H0(O(3p)/O(2p))→ H1(O)/〈ξp〉, (2.5.3)
where the last arrow is induced by the boundary homomorphism δ3p : H
0(O(3p)/O) →
H1(O). The map φ vanishes if and only if H0(C,O(3p)) 6⊂ H0(C,O(2p)).
(b) Let g be the arithmetic genus of C, and let D be an effective divisor of degree g − 1
(supported on the smooth part of C) such that h0(D+ p) = 1 and p 6∈ supp(D). Then we
have
φ = −δD+p ◦ rD+3p,D ◦ r
−1
D+3p,p,
where
rD+3p,p : H
0(O(D + 3p))/H0(O(2p))
∼✲ H0(O(3p)/O(2p)) ≃ T⊗3,
rD+3p,D : H
0(O(D + 3p))/H0(O(2p))→ H0(O(D)/O)
are natural restriction maps and δD+p is the isomorphism from Proposition 2.4.2.
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Proof. (a) Pick s ∈ H0(O(2p)) such that s = smodO(p) 6= 0. Then, as we have seen
above,
φ(s⊗ ξp) = s∗(t∗)
−1(ξp)
(the right-hand side is well defined in H1(O)/〈ξp〉). Recall that ξp ∈ H
1(O) is the image
of a generator ψp of T ≃ H
0(O(p)/O) under the boundary map H0(O(p)/O) → H1(O).
Hence, if we pick a generator ψ˜p ∈ H
0(O(p)/O(−2p)), such that ψ˜p ≡ ψpmodO, then
(t∗)
−1(ξp) ⊂ H
1(O(−2p)) is represented modulo ker(t∗) by the image of ψ˜p under the
boundary homomorphism
H0(O(p)/O(−2p))→ H1(O(−2p)).
Now the morphism of exact sequences
0 ✲ O(−2p) ✲ O(p) ✲ O(p)/O(−2p) ✲ 0
0 ✲ O
s
❄
✲ O(3p)
s
❄
✲ O(3p)/O
s′
❄
✲ 0
shows that φ(s ⊗ ξp) is represented by the image of s
′(ψ˜p) under the boundary map
H0(O(3p)/O)→ H1(O), which implies our first assertion.
The map φ vanishes if and only if the image of the boundary homomorphism δ3p :
H0(O(3p)/O) → H1(O) is equal to 〈ξp〉, which is the image of δ2p : H
0(O(2p)/O) →
H1(O). Since H0(O(2p)/O) has codimension 1 in H0(O(3p)/O), this happens exactly
when ker(δ2p) has codimension 1 in ker(δ3p). But these kernels are H
0(O(2p))/H0(O) and
H0(O(3p))/H0(O), respectively, hence the assertion.
(b) Note that χ(D + p) = 1, so H1(O(D + p)) = 0. It follows that H1(O(D + 2p)) = 0,
and hence, h0(D + 2p) = χ(D + 2p) = 2. Also, h0(p) ≤ h0(D + p) = 1, so h0(p) = 1 and
h0(2p) = 2. Therefore, the natural map H0(O(2p))→ H0(O(D+2p)) is an isomorphism.
Now the fact that rD+3p,p is an isomorphism follows from the long exact sequence of
cohomology associated with the exact sequence
0→ O(D + 2p)→ O(D + 3p)→ O(3p)/O(2p)→ 0.
We have a natural direct sum decomposition
H0(O(D + 3p)/O(p)) ≃ H0(O(D)/O)⊕H0(O(3p)/O(p))
and a boundary map
δ : H0(O(D + 3p)/O(p))→ H1(O(p)) ≃ H1(O)/〈ξp〉.
We observe that the restriction of δ to the summand H0(O(D)/O) is exactly the isomor-
phism δD+p, and the restriction of δ to H
0(O(3p)/O(p)) is compatible with φ. Now start
with a section s ∈ H0(O(D + 3p)) and write
smodO(p) = x+ y
with x ∈ H0(O(D)/O) and y ∈ H0(O(3p)/O(p)). Then we have
φ(rD+3p,p(s)) = δ(y),
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δD+p(rD+3p,D(s)) = δ(x).
Since δ(x) + δ(y) = δ(s) = 0, our assertion follows. 
Corollary 2.5.3. Let C be an irreducible projective curve with at most nodal singularities
of arithmetic genus g ≥ 2, and let p ∈ C be a smooth point such that H0(C,O(2p)) 6⊂
H0(C,O(p)). Then the Massey product (2.5.1) does not vanish.
Proof. By Proposition 2.5.2, we have to check that H0(C,O(3p)) = H0(C,O(2p)). If C is
smooth then the divisor 2p is in the hyperelliptic system, and the assertion follows easily.
Thus, we can assume that C is singular. Let C˜ → C be the normalization of C, so that
C is obtained by gluing pairs of distinct points (ai, bi), i = 1, . . . , s, on C˜. We denote by
p ∈ C˜ the point corresponding to p ∈ C. If the genus of C˜ is ≥ 2 then it is hyperelliptic
and the assertion follows as in the smooth case.
Now assume that C˜ has genus 1. The condition h0(C,O(2p)) = 2 implies that a
nonconstant section f ∈ H0(C˜,O(2p)) satisfies f(ai) = f(bi) for i = 1, . . . , s. Pick
an element h ∈ H0(C˜,O(3p)) \ H0(C˜,O(2p)). Since the sections (1, f, h) form a basis
of H0(C˜,O(3p)), they distinguish points of C˜, so we have h(ai) 6= h(bi), and h cannot
descend to an element of H0(C,O(3p)). Hence, H0(C,O(3p)) = H0(C,O(2p)) in this
case.
Finally, consider the case C˜ = P1. We can assume that p = ∞ and think of sections
of O(np) on P1 as polynomials of degree n. Without loss of generality we can assume
that bi = −ai for all i (so that t
2 ∈ H0(P1,O(2p)) descends to a non-constant section of
O(2p) on C). Assume that there is a polynomial h of degree 3 such that h(ai) = h(−ai)
for all i. Write h = h+ + h−, where h+ is even and h− is odd. Then we have h−(ai) = 0
for i = 1, . . . , s. Since h− is an odd cubic polynomial, this implies that s = 1, which
contradicts the assumption g ≥ 2. 
Remark 2.5.4. There are examples of (C, p), such that H0(C,O(3p)) 6⊂ H0(C,O(2p)) 6⊂
H0(C,O(p)) and the arithmetic genus of C is ≥ 2 (necessarily with C reducible). The
simplest example of genus 2 is the union of two elliptic curves intersecting at one point
(p can be any smooth point).
In the case when C is a hyperelliptic smooth projective curve we can calculate the
Massey product (2.5.1) in terms of the corresponding ramification points on P1. Let
f : C → P1 be the morphism given by the hyperelliptic linear system, so that O(2p) ≃
f ∗O(1). Let p1, . . . , pg be distinct Weierstrass points on C (i.e., ramification points of
f), and let ai = f(pi) ∈ P
1. Then setting Di =
∑
j 6=i pi we can use an isomorphism
H0(O(Di)/O) ≃ H
1(O)/〈Xi〉 (where Xi = ξpi) and view the Massey product (2.5.1) for
p = pi as a map
T⊗3pi → H
0(O(Di)/O) ≃
⊕
j 6=i
Tpj .
Let αheij : T
⊗3
pi
→ Tpj be the components of this map, where i 6= j.
Proposition 2.5.5. Assume char(k) 6= 2. Let f : C → P1 be a double covering (with C
smooth) and let p1, . . . , pg be distinct ramification points with f(pi) = ai ∈ P
1. Let L =
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det−1(f∗OC) (which is a line bundle on P
1 isomorphic to O(g+1)), and let s ∈ H0(P1,L2)
be the canonical section vanishing at the ramification points of f . Then we have canonical
isomorphisms
Tpi ≃ L
−1|ai ⊗ Tai , (2.5.4)
where Tai is the tangent space to P
1 at ai. Let us write
αheij = βij · κi,
where κi ∈ L
2|ai ⊗ T
−1
pi
is the natural trivialization given by s, and
βij ∈ L|ai ⊗ T
−2
ai
⊗ L−1aj ⊗ Taj .
Assume that ai ∈ A
1 = P1 \ {∞} for i = 1, . . . , g. Then using a trivialization of L|A1 and
the natural trivialization of TP1|A1, we have
βij =
1
aj − ai
·
∏
k 6=i,j
ai − ak
aj − ak
.
Hence, using these trivializations, and in addition an isomorphism L2 ≃ OP1(2g + 2), we
get
αheij =
F ′(ai)
aj − ai
·
∏
k 6=i,j
ai − ak
aj − ak
,
where F is the polynomial corresponding to the section s.
Proof. We can realize C as the relative spectrum of the sheaf of OP1-algebras A = f∗OC .
Since char(k) 6= 2, we have a canonical isomorphism
A = OP1 ⊕ L
−1,
where L ≃ OP1(g+1) and the product L
−1⊗L−1 → O is given by a section s ∈ H0(P1,L2)
that has simple zeros at the 2g + 2 ramification points of f . Recall that by Proposition
2.5.2(ii), to compute αheij we have to choose an element hi ∈ H
0(OC(3pi+
∑
j 6=i pj)), such
that it projects to a given generator of T⊗3pi ≃ OC(3pi)/OC(2pi), and then consider the
polar part of hi at pj. Note that the maximal ideal sheaf in A corresponding to pi ∈ C is
mpi = mai ⊕ L
−1 ⊂ OP1 ⊕ L
−1,
where ma is the maximal ideal sheaf corresponding to ai = f(ai) ∈ P
1. Hence,
f∗OC(pi) = m
−1
pi
≃ OP1 ⊕m
−1
ai
L−1 and
Tpi ≃ m
−1
pi
/OC ≃ m
−1
ai
L−1/L−1 ≃ L−1|ai ⊗ Tai .
We define (2.5.4) to be this latter isomorphism. On the other hand, we have a natural
isomorphism
f∗OC(2pi) ≃ A(ai) = OP1(ai)⊕ L
−1(ai)
such that the induced isomorphism
T 2pi ≃ OC(2p)/OC(p) ≃ m
−1
ai
/OP1 ≃ Tai
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differs from the square of (2.5.4) by κi ∈ L
2|ai ⊗ T
−1
pi
. Similarly, we get a natural isomor-
phism
f∗OC(3pi +
∑
j 6=i
pj) ≃ OP1(ai)⊕ L
−1(2ai +
∑
j 6=i
aj), (2.5.5)
compatible with isomorphisms
Tpj ≃ OC(pj)/OC ≃ L
−1(aj)|aj ≃ L
−1|aj ⊗ Taj ,
OC(3pi)/OC(2pi) ≃ L
−1(2ai)|ai ≃ L
−1|ai ⊗ T
⊗2
ai
,
of which the first is (2.5.4) and the second differs from (2.5.4) by κi. In terms of the
isomorphism (2.5.5) we can find the required rational function by choosing a global section
h˜i of L
−1(2ai +
∑
j 6=i aj). Then, if h˜i projects to a given generator of L
−1(2ai)|ai ≃
L−1|ai ⊗ T
2
ai
, the polar part of h˜i at aj (which is an element of L
−1|aj ⊗ Taj ) will give βij .
Now assume that all aj ∈ A
1 = P1 \ {∞} and let t be the natural coordinate on A1.
Let us fix a section u ∈ H0(A1,L−1) that gives a trivialization of L−1 on A1 with the pole
of order g + 1 at infinity. Then u
(t−ai)2
(resp., u
t−aj
) induces a trivialization of L−1|ai ⊗ T
2
i
(resp., L−1|aj ⊗ Tj). Thus, we can set
h˜i =
u
(t− ai)2
·
∏
j 6=i
ai − aj
t− aj
.
Taking the residue of h˜i at aj we get the desired formula for βij . 
2.6. Consequences for the A∞ structure. Let (C, p1, . . . , pn) be a smooth projective
curve of genus g ≥ 1 with n marked points (where n ≥ 1), such that h0(p1+ . . .+pn) = 1.
Let E = Eg,n be the Ext-algebra of the generator OC ⊕Op1 ⊕ . . .⊕Opn of D
b(C). By the
homological perturbation theory, we have a minimal A∞-structure on E extending the
associative product on E, defined uniquely up to A∞-equivalence.
Theorem 2.6.1. The A∞-structure on E coming from the data (C, p1, . . . , pn) is equiva-
lent to the one with m3 = 0 if and only if either g = 1 or C is hyperelliptic and p1, . . . , pn
are Weierstrass points. If m3 = 0 and g > 1 then m4 is always nontrivial.
Proof. Assume first that n = g. A minimal A∞-structure is equivalent to the one with
m3 = 0 if and only if the Hochschild cohomology class given by m3 is trivial. By Propo-
sition 1.3.3, this happens exactly when
m3(Bi, Yi, Ai) ∈ 〈Xi〉
for all i = 1, . . . , n. By Corollary 2.3.2, this is equivalent to the vanishing of the Massey
products (2.4.1) for p = p1, . . . , pn. Now Proposition 2.4.1 tells that this is equivalent to
C being hyperelliptic and p1, . . . , pn being Weierstrass points.
In the case n < g considering the same Massey products shows that the condition for
C to be hyperelliptic and for p1, . . . , pn to be Weierstrass points is necessary. Conversely,
if we have such n-tuple of Weierstrass points on a hyperelliptic curve we can complete
it to a g-tuple of Weierstrass points p1, . . . , pg still satisfying the condition h
0(p1 + . . .+
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pg) = 1 (see Lemma 2.6.2 below). By the first part of the proof, the A∞-structure on
O,Op1 , . . . ,Opg can be chosen to have trivial m3, as required.
The second assertion follows from the nontriviality of the quadruple Massey product
(2.5.1) for a Weierstrass point on a hyperelliptic curve (see Corollary 2.5.3). To connect
this Massey product to m4 we use Corollary 2.3.2, noting that the needed dg Massey
product is defined by Lemma 2.5.1. 
Lemma 2.6.2. Let p1, . . . , pn be distinct Weierstrass points on a hyperelliptic curve,
where n ≤ g. Then h0(p1 + . . .+ pn) = 1.
Proof. It is enough to consider the case n = g, in which case we have to check that
h1(D) = h0(K − D) = 0, where D = p1 + . . . + pg. Indeed, otherwise we would have
K = D +D′ for some effective divisor D′ of degree g − 2. Since every effective canonical
divisor on C is a sum of g − 1 fibers of the hyperelliptic map f : C → P1, this would
imply that f(D +D′) is supported at ≤ g − 1 points, which is a contradiction. 
3. Rational functions on Mg,g associated with Massey products
3.1. Triple products as sections of line bundles over the moduli spaces. Let C
be a projective curve of arithmetic genus g ≥ 2, and let p1, . . . , pg be distinct smooth
points such that h0(p1 + . . . + pg) = 1. Then, by Proposition 1.3.3 and Corollary 2.4.3,
the Hochschild class of m3 on Eg,g (where the A∞-structure comes from (C, p1, . . . , pg))
is determined by the collection of elements αij ∈ Homk(T
⊗2
pi
, Tpj), i 6= j, given by
αij = rDi+2pi,pj ◦ r
−1
Di+2pi,pi
, (3.1.1)
where we use the restriction maps
rDi+2pi,pi : H
0(O(Di + 2pi))/H
0(O)
∼✲ H0(O(2pi)/O(pi)) ≃ T
⊗2
pi
rDi+2pi,pj : H
0(O(Di + 2pi))/H
0(O)→ H0(O(pj)/O) ≃ Tpj , (3.1.2)
where Di =
∑
j 6=i pj . In particular, this construction makes sense over the open substack
U ⊂Mg,g of the Deligne-Mumford stack of stable curves with marked points, correspond-
ing to (C, p1, . . . , pg) such that h
0(p1+ . . .+pg) = 1. Thus, αij can be viewed as a section
over U of the line bundle L2i⊗L
−1
j , where Li := p
∗
iK (the pullback of the relative canonical
class on the universal curve).
Let us set Dij =
∑
m6=i,j pm. The zero locus of αij is supported on the divisor Zij ⊂
Mg,g of (C, p1, . . . , pg) such that h
0(2pi + Dij) > 1. In particular, αij is nonzero. The
complement to U is the divisor Z ⊂Mg,g of (C, p1, . . . , pg) such that h
0(p1+ . . .+pg) > 1.
More precisely, we define Z as the degeneration locus of the mapH0(O(p1+. . .+pg)/O)→
H1(O), which is the zero locus of a section of the line bundle det(Λ)−1 ⊗ L1 ⊗ . . . ⊗ Lg
on Mg,g, where Λ is the Hodge bundle. Similarly, Zij is defined as the degeneration
locus of the map H0(O(2pi + Dij)/O) → H
1(O), so it is the zero locus of a section of
det(Λ)−1 ⊗ L3i ⊗
⊗
m6=i,j Lm.
Note that the divisors Z and Zij have in general many irreducible components (they
contain some boundary components).
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Proposition 3.1.1. The section αij ∈ Γ(U , L
2
i ⊗ L
−1
j ) extends to a global section
α˜ij ∈ Γ(Mg,g, L
2
i ⊗ L
−1
j (Z))
such that the zero locus of α˜ij is exactly Zij.
The proof will be based on the following general fact from tensor algebra. Recall that
for a morphism of vector bundles φ : V → W such that r = rkW = rkV − 1 one has a
canonical map
kφ : det(V )⊗ det(W
∗)→ V
such that φ ◦ kφ = 0. Namely, kφ is obtained by tensoring with det(V ) from the map∧r
(φ∗) : det(W ∗)→
∧r
(V ∗)
using the natural isomorphism det(V )⊗
∧r(V ∗) ≃ V .
Lemma 3.1.2. Let 0 → V1
ι✲ V
pi✲ L → 0 be an exact sequence of vector bundles,
where L is a line bundle, and let φ : V → W be a morphism of vector bundles, where
r = rkW = rkV1 = rkV − 1. Let Z ⊂ S be the degeneration divisor of the restriction
φ1 = φ|V1 : V1 → W . Then Z coincides with the vanishing locus of the composed map
det(V )⊗ det(W ∗)
kφ✲ V
pi✲ L.
Proof. Note that Z is the vanishing locus of det(φ1) : det(V1)→ det(W ), or equivalently,
of the dual map det(φ∗1). Thus, the assertion follows from the commutativity of the
diagram
det(V )⊗ det(W ∗)
∧r(φ∗)✲ det(V )⊗∧r(V ∗) ∼ ✲ V
det(V )⊗ det(V ∗1 )
∧r(ι∗)
❄ ∼ ✲
det(φ ∗
1 )
✲
L
±π
❄
since the composition of arrows in the top row is kφ. 
Proof of Proposition 3.1.1. Let V be the bundle on Mg,g with the fiber H
0(C,O(2pi +
Di)/O) over (C, p1, . . . , pg), and let W = Λ
∗, so the fiber of W at (C, p1, . . . , pg) is
H1(C,O). We have a natural connecting homomorphism φ : V → W . We have natural
restriction maps πi : V → L
−2
i and πj : V → L
−1
j . Applying Lemma 3.1.2 to the exact
sequence of bundles
0→ V ′ → V → L−2i → 0,
where V ′ is the bundle on Mg,g with the fiber H
0(C,O(pi+Di)), we see that the divisor
Z ⊂Mg,g coincides with the vanishing locus of the composition
det(V )⊗ det(W ∗)
kφ✲ V
pii✲ L−2i .
Note that over U the image of kφ generates ker(φ), and ker(φ) is a bundle with the fiber
ker(H0(C,O(2pi +Di)/O)→ H
1(C,O)) ≃ H0(C,O(2pi +Di))/H
0(C,O).
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Thus, we can replace the restriction maps rDi+2pi,pi and rDi+2pi,pj used in defining αij (see
(3.1.2)) with the morphisms πi ◦ kφ and πj ◦ kφ, respectively. Since πi ◦ kφ induces an
isomorphism
det(V )⊗ det(W ∗) ≃ L−2i (−Z),
we obtain the global morphism
L−2i (−Z) ≃ det(V )⊗ det(W
∗)
pij◦kφ✲ L−1j
which gives the required global section α˜ij ∈ Γ(Mg,g, L
2
i ⊗L
−1
j (Z)). Now applying Lemma
3.1.2 to the exact sequence
0→ V ′′ → V → L−1j → 0,
where V ′′ is the bundle on Mg,g with the fiber H
0(C,O(2pi + Dij)), we see that the
vanishing locus of πj ◦ kφ is exactly Zij . 
Remark 3.1.3. It is not essential to work with stable curves in the above argument. The
result similar to Proposition 3.1.1 would work with other modular compactifications of
Mg,g.
3.2. Rational functions. Let M
(1)
g,g → Mg,g (resp., M
(1)
g,g → Mg,g) be the G
g
m-torsor
corresponding to choices of nonzero tangent vectors at each of the marked points. Then
the line bundles Li are naturally trivialized on M
(1)
g,g, so we can view each section αij as
a rational function on M
(1)
g,g. This gives a rational map
α :M(1)g,g
(αij)✲ Gg
2−g
m . (3.2.1)
On the other hand, considering rational monomials in αij, we can get rational functions
on Mg,g. Namely, consider the homomorphism of groups
ϕ : Zg
2−g → Zg : eij → 2ei − ej ,
where Zg
2−g (resp., Zg) has a basis (eij)i 6=j (resp., ei), where i, j ≤ g. Then for every
element x =
∑
nijeij ∈ ker(ϕ) the expression
αx :=
∏
α
nij
ij
is a rational function on Mg,g. It is easy to see that ker(ϕ) has rank g
2− 2g, so choosing
a basis b1, . . . , bg2−2g in ker(ϕ) we obtain a rational map
α :Mg,g
αb1 ,... ,α
b
g2−2g
✲ Gg
2−2g
m . (3.2.2)
Note that the rational map (3.2.1) is Ggm-equivariant, where (λ1, . . . , λg) acts on G
g2−g
m
via the homomorphism ϕ∗ : Ggm → G
g2−g
m , dual to ϕ, and the map α can be viewed as the
induced rational map of quotients by Ggm.
Theorem 3.2.1. Let char(k) = 0. If g ≥ 6 then the map (3.2.2) is birational onto its
image.
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The proof of this theorem will be given in Section 4. The result is optimal, since for
g ≤ 5 we have dimMg,g > g
2 − 2g. In fact, for g ≤ 5 the map (3.2.2) is dominant (see
Theorem 5.2.2 below).
Proposition 3.2.2. Let g ≥ 3. For a generic curve C the restriction of α gives a rational
map
αC : C
g → Gg
2−2g
m
with generically injective tangent map. Hence, the image of αC has dimension g.
Proof. Using the sections αij on U ⊂Mg,g (see Section 3.1) we can extend the map α to
stable curves. It is enough to construct a stable curve (C, p1, . . . , pg) in U for which the
assertion is true. Let us consider the wheel of P1’s with g components C1, . . . , Cg, so that
1 ∈ Ci is glued to 0 ∈ Ci+1 (we think of indices as elements of Z/gZ). Now consider the
nodal curve C obtained as the union of this wheel with one more component C∞ ≃ P
1
which intersects each component Ci at one point ∞ ∈ Ci (we fix the corresponding g
distinct points on C∞). Note that the arithmetic genus of C is g. We choose marked
points p1, . . . , pg, so that pi = λi ∈ Ci \ {0, 1,∞}.
Let us compute α1i. By definition, for this we have to produce a non-constant element
f ∈ H0(C,O(2p1 + p2 + . . . + pg)). Such a function is given by a collection of functions
(f1, . . . , fg, f∞), where f1 ∈ H
0(C1,O(2p1)), fi ∈ H
0(Ci,O(pi)) for i = 2, . . . , g and f∞
is a constant, subject to the constraints
fi(1) = fi+1(0),
fi(∞) = f∞,
where i = 1, . . . , g. Subtracting a constant from f we can assume that f∞ = 0. Then we
can take
f1(t) =
1
(t− λ1)2
+
y1
t− λ1
,
fi(t) =
yi
t− λi
,
for some constants y1, . . . , yg, and the equations become
1
(1− λ1)2
+
y1
1− λ1
= −
y2
λ2
,
yi
1− λi
= −
yi+1
λi+1
, i = 2, . . . , g − 1,
yg
1− λg
=
1
λ21
−
y1
λ1
.
Solving this system we obtain
α12 = y2 =
λ2
λ1(λ1 − 1)2(a− 1)
, α13 = y3 =
λ2λ3
λ1(λ1 − 1)2(λ2 − 1)(a− 1)
, etc.,
where
a =
λ1λ2 . . . λg
(λ1 − 1)(λ2 − 1) . . . (λg − 1)
.
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Now we find
α2i,i+1αi+1,i+3
α2i,i+2αi+2,i+3
=
λi+2 − 1
λi+1
for i = 1, . . . , g,
which implies that the parameters λ1, . . . , λg can be recovered from the image of the map
(3.2.2). 
Example 3.2.3. In the case g = 2 the homomorphism ϕ∗ : G2m → G
2
m has kernel
Z/3Z ⊂ G2m, generated by (ζ3, ζ
−1
3 ), where ζ3 is a primitive 3rd root of unity. Hence, the
map α in this case factors through a rational map
α′ :M
(1)
2,2/(Z/3Z)→ G
2
m,
and the induced map
M
(1)
2,2/(Z/3Z)
(pi,α′)✲M2,2 ×G
2
m (3.2.3)
is birational (where π is the natural projection to M2,2). More explicitly, the inverse
rational map to (3.2.3) sends (C, p1, p2, λ, µ) to (C, p1, p2, v1, v2), where the tangent vectors
v1 ∈ Tp1 , v2 ∈ Tp2 are defined uniquely up to the Z/3Z-action (generated by (v1, v2) 7→
(ζ3v1, ζ
−1
3 v2)) by the condition that there exist rational functions f1 ∈ H
0(C,O(2p1+p2)),
f2 ∈ H
0(C,O(p1 + 2p2)) with
f1 ≡ v
2
1 modO(p1 + p2), f1 ≡ λv2modO(2p1),
f2 ≡ v
2
2 modO(p1 + p2), f2 ≡ µv1modO(2p2).
Example 3.2.4. In the case g = 3 the space M
(1)
3,3 is 12-dimensional. By Proposition
3.2.2, for a generic curve C of genus 3 the rational map
αC : C
3 → G3m
is generically e´tale. Hence, at generic point of M
(1)
3,3 the fibers of the two dominant
(rational) maps to 6-dimensional spaces
M
(1)
3,3
α ✲ G6m
M3
π
❄
are transversal.
3.3. Interpretation in terms of tangent lines. Let C be a smooth projective curve
of genus g ≥ 2. Let L be a base point free line bundle on C. For a point p ∈ C let
evp ∈ L|p⊗H
0(C,L)∗ denote the functional of evaluation at p. Then the tangent map at
a point p ∈ C to the map
ϕL : C
|L|✲ P(H0(C,L)∗),
given by the linear system |L|, is the map
TpC → L|p ⊗H
0(C,L)∗/〈evp〉 ≃ L|p ⊗H
0(C,L(−p))∗,
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dual to the evaluation functional for L(−p),
H0(C,L(−p))→ L(−p)|p ≃ (TpC)
∗ ⊗ L|p.
In the case of the canonical line bundle L = ωC , under the duality H
0(C, ωC)
∗ ≃
H1(C,OC) the functional evp corresponds to the element ξp ∈ H
1(C,OC), obtained from
the connecting homomorphism H0(O(p)/O) → H1(O). Hence, the tangent map to the
canonical morphism ϕωC : C → P(H
0(C, ωC)
∗) at p ∈ C can be identified with the
connecting homomorphism
δ′p : TpC ≃ T
∗
pC ⊗H
0(C,O(2p)/O(p))→ T ∗pC ⊗H
1(C,O(p)) ≃ T ∗pC ⊗H
1(C,O)/〈ξp〉,
which is exactly the triple Massey product considered in Section 2.4.
Now recall that for g distinct points p1, . . . , pg ∈ C such that h
0(p1 + . . .+ pg) = 1 the
maps αij : T
2
pi
→ Tpj for i 6= j, considered above, can be identified with the components
of the same Massey product for p = pi, up to a sign (see Proposition 2.4.2 and Corollary
2.4.3). This leads to the following identification of the rows of the matrix (−αij) with the
coordinates of the tangent map to the morphism given by |ωC |.
Proposition 3.3.1. The components of the tangent map δ′pi to ϕωC at pi, with respect to
the decomposition H1(C,O) ≃
⊕
j Tpj , are given by tensoring with −αij.
Note that the position of the tangent line to C at pi in P
g−1 is recorded by (αij) with
fixed i, viewed as homogeneous coordinates. In order to recover the same data as the map
α, we note that there is a canonical identification of the tangent line to C at pi with the
fiber of the tautological line bundle OPg−1(−1) at pi. Thus, Theorem 3.2.1 leads to the
following result.
Corollary 3.3.2. Let char(k) = 0 and g ≥ 6. Let us associate with generic (C, p•) ∈Mg,g
the collection (for i = 1, . . . , g) of points xi = ϕωC (pi) ∈ P
g−1 and of tangent lines
Li ⊂ P
g−1 to ϕωC (C) at xi together with identification of each tangent space TxiLi with
the fiber of the tautological line bundle O(−1)|xi. Then generic (C, p•) can be recovered
from these data (viewed up to projective transformations).
Next, consider the map C → Pg given by the linear system |2D|, where D =
∑g
i=1 pi.
If h0(2D − K) = 0 (which is true generically) then this map is an embedding and its
image is a degree 2g curve in Pg. Note that the section 1 ∈ H0(C,O(2D)) corresponds to
a hyperplane H ⊂ Pg which is tangent to C at all g points p1, . . . , pg. Also the condition
h0(D) = 1 means that p1, . . . , pg are in general position in H .
Now suppose we are given any degree 2g curve C ⊂ Pg, and a linear form ℓ ∈
H0(Pg,O(1)) such that the corresponding hyperplane H = (ℓ = 0) is tangent to C at
g points p1, . . . , pg that are smooth points of C and are in general linear position (we
assume also that C 6⊂ H). Let L = O(1)|C . Since deg(L) = 2g and the section ℓ vanishes
along the divisor 2p1 + . . .+ 2pg, it induces an isomorphism
O(1)|pi ≃ OC(2pi)/O(pi) ≃ T
2
pi
(3.3.1)
for each i. Since p1, . . . , pg are in general position, we obtain an isomorphism
H0(H,O(1)) ≃
g⊕
i=1
O(1)|pi ≃
g⊕
i=1
T 2pi.
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Therefore, we have a canonical isomorphism
TpiH ≃
⊕
j 6=i
T 2pi ⊗ T
−2
pj
. (3.3.2)
Now, since H is tangent to C at each pi, the tangent map to the embedding C → P
g at
pi gives a linear map
Tpi → TpiH ≃
⊕
j 6=i
T 2pi ⊗ T
−2
pj
. (3.3.3)
This time the tangent map will be given by a column of the matrix (αij).
Proposition 3.3.3. Suppose C →֒ Pg is a smooth projective curve embedded by the
linear system |2D|, where D =
∑g
i=1 pi and h
0(D) = 1. Also, let ℓ be the section
1 ∈ H0(C,O(2D)) ≃ H0(Pg,O(1)). Then the components of the map (3.3.3) are given by
tensoring with αji (see (3.1.1)).
Proof. We have L = O(1)|C = OC(2D). The point pi corresponds to the functional
H0(Pg,O(1)) = H0(C,L)→ L|pi,
and the tangent map to the embedding C → Pg at pi corresponds to the dual of the
natural restriction map
H0(C,L(−pi))/(1)→ L(−pi)|pi ≃ L|pi ⊗ (TpiC)
∗. (3.3.4)
The components of the direct sum decomposition (3.3.2) are exactly the subspaces
H0(C,O(2pi +Di))/(1) ⊂ H
0(C,L)/(1) ≃ H0(H,O(1)).
The subspace H0(C,L(−pi))/(1) ⊂ H
0(C,L)/(1) is the direct sum of the components
H0(C,O(2pj +Dj)) ≃ (TpjC)
⊗2 for j 6= i. Furthermore, the restriction of (3.3.4) to the
subspace H0(C,O(2pj +Dj)) is exactly αji. This immediately implies the assertion. 
Similarly to Corollary 3.3.2 this leads to the following result.
Corollary 3.3.4. Let char(k) = 0 and g ≥ 6. Then a generic (C, p1, . . . , pg) ∈ Mg,g is
uniquely determined by the configuration of g points p1, . . . , pg and g tangent lines Li to
C at these points in the embedding given by the linear system |2(p1 + . . .+ pg)|, together
with identifications (TpiLi)
2 ≃ O(1)|pi obtained from (3.3.1).
Remark 3.3.5. One can ask whether in Corollaries 3.3.2 and 3.3.4 it is enough to consider
simply the configuration of points (pi) and lines (Li), for sufficiently large g. We do not
know the answer. Note that the number of parameters describing such a configuration is
g2 − 3g, so one should take g ≥ 7 in order for this to have a chance to be true.
Recall that for a line bundle L one has the Wahl map (see [30])
WL :
∧2
H0(C,L)→ H0(C,L2 ⊗ ωC)
By definition,
WL(s1 ∧ s2)(p) = ϕ
′
1(p)ϕ2(p)− ϕ
′
2(p)ϕ1(p),
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where ϕ1, ϕ2 are local functions at p corresponding to s1, s2 via some local trivialization
of L. In invariant terms, the functional
WL,p :
∧2
H0(C,L)→ (L2 ⊗ ωC)|p : s1 ∧ s2 → WL(s1 ∧ s2)(p)
is given by restricting to a neighborhood U ⊂ C of p and applying the composition∧2
H0(U, L)→ H0(U, L(−p))⊗ L|p
evp⊗ id✲ L(−p)|p ⊗ L|p ≃ (L
2 ⊗ ωC)|p,
where the first map is induced by the exact sequence
0→ H0(U, L(−p))→ H0(U, L)→ L|p → 0.
In the case when L is base point free we can take U = C, and we see that WL,p is
essentially given by the Plu¨cker coordinates of the tangent line to ϕL(C) ⊂ P(H
0(C,L)∗)
at p.
Now let (C, p1, . . . , pg) be as before. Given the interpretation of (αij) in terms of
tangent lines from Propositions 3.3.1 and 3.3.3, we can relate it to the Wahl maps WL
associated with L = ωC and L = OC(2D).
In the case L = ωC we have a natural decomposition H
0(C, ωC) =
⊕g
i=1 T
∗
pi
, and for
i 6= j the restriction
T−1pi ⊗ T
−1
pj
→֒
∧2
H0(C, ωC)
WωC,pi✲ T−3pi
is given by tensoring with −αij . This completely determines WωC ,pi since its restrictions
to T−1pj ⊗ T
−1
pk
⊂
∧2H0(C, ωC) are zero for j 6= i, k 6= i.
In the case L = OC(2D) the maps WL,pi factor through
∧2(H0(C,L)/〈1〉), since the
section 1 ∈ H0(C,L) has a double zero at pi. We have a decomposition
H0(C,L)/〈1〉 =
g⊕
i=1
H0(C,O(2pi +Di))/〈1〉,
and an identification of each summand H0(C,O(2pi+Di))/〈1〉 ≃ T
2
pi
. Now the restriction
T 2pj ⊗ T
2
pi
→֒
2∧
(H0(C,L)/〈1〉)
WL,pi✲ (L2 ⊗ ωC)|pi ≃ T
3
pi
is given by αji. Again, this determines WL,pi, since its restrictions to T
2
pj
⊗ T 2pk are zero
for j 6= i, k 6= i.
4. Reconstruction of the curve
In this section (C, p•) corresponds to a generic point ofMg,g. In particular, h
0(D) = 1,
where D = p1 + . . .+ pg.
4.1. Multiplication map. Consider the line bundle
L′ = OC(2D + p1) = OC(3p1 + 2(p2 + . . .+ pg))
of degree 2g + 1 on C.
Lemma 4.1.1. Let g ≥ 4. For generic (C, p•) the curve C is cut out by quadrics in the
projective embedding given by |L′|.
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Proof. By [7, Thm. 2], this is true provided C is not hyperelliptic and L′ 6≃ ωC(x+ y+ z)
for any x, y, z ∈ C (i.e., C has no trisecants in the projective embedding given by |L′|) .
Since L′ is determined by g ≥ 4 points on C, this holds generically. 
Thus, for g ≥ 4, generically we can recover the image of C in Pg+1 from the multipli-
cation map
H0(C,L′)⊗H0(C,L′)→ H0(C, (L′)2). (4.1.1)
By the Riemann-Roch formula, we have h0(L′) = g + 2, h0((L′)2) = 3g + 3.
Lemma 4.1.2. For i = 1, . . . , g, let us pick a nonconstant rational function fi ∈ H
0(C,O(D+
pi)) and a rational function hi ∈ H
0(C,O(D + 2pi)) \H
0(C,O(D + pi)). Then we have
the following bases in H0(C,L′) and H0(C, (L′)2):
H0(C,L′) : 1, f1, . . . , fg, h1;
H0(C, (L′)2) : 1, f1, . . . , fg, h1, . . . , hg, f
2
1 , . . . , f
2
g , f1h1, h
2
1.
Proof. The exact sequences
0→ H0(C,O(nD))→ H0(C,O((n+ 1)D))→
g⊕
i=1
H0(C,O((n+ 1)pi)/O(npi))→ 0
for n = 1, 2 and 3 give us the following bases:
H0(C,O(2D)) : 1, f1, . . . , fg;
H0(C,O(3D)) : 1, f1, . . . , fg, h1, . . . , hg;
H0(C,O(4D)) : 1, f1, . . . , fg, h1, . . . , hg, f
2
1 , . . . , f
2
g .
Now the result follows from the exact sequences
0→ H0(C,O(2D))→ H0(C,L′)→ H0(C,O(3p1)/O(2p1))→ 0 and
0→ H0(C,O(4D))→ H0(C, (L′)2)→ H0(C,O(6p1)/O(4p1))→ 0.

We need convenient formal parameters at the marked points.
Lemma 4.1.3. Let char(k) = 0 (resp., char(k) > N for some N). Let C be a smooth
projective curve of genus g. For any point p and any divisor E of degree g − 1 such
that p 6∈ supp(E) and h0(p + E) = 1 there exists a formal parameter tp,E (resp., formal
parameter modulo mN+1), unique up to rescaling by a constant, such that for every n ≥ 2
(resp., for 2 ≤ n ≤ N), there exists a global section of O(np+E) with the polar part t−np,E
at p.
Proof. Pick a non-constant function f(2) ∈ H0(C,O(2p + E)). Then for any local
parameter t at p we can rescale f(2) so that
f(2) =
1
t2
+
c
t
+ . . .
at p, where c depends only on tmodm3. Replacing t by t+at2modm3 leads to the transfor-
mation c 7→ c− 2a. This implies the statement for n = 2. Then we proceed by induction:
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suppose we have a local parameter tmodmn and functions f(m) ∈ H0(C,O(mp + E))
with polar parts t−m for 2 ≤ m ≤ n − 1. Let us take f(n) ∈ H0(C,O(np + E)) \
H0(C,O((n− 1)p+E)). Rescaling and subtracting an appropriate linear combination of
f(2), . . . , f(n− 1) we get a unique such f(n) with
f(n) =
1
tn
+
c
t
+ . . .
at p, where we extend tmodmn to tmodmn+1 in some way. Changing t by t + atn leads
to the change of c to c− na, so we find the unique tmodmn+1 for which c = 0. 
Let Di =
∑
j 6=i pi. Applying Lemma 4.1.3 (for char(k) 6= 2, 3) to the pairs (pi, Di)
we can choose formal parameters (ti = tpi,Di) at pi, so that there are elements fi ∈
H0(C,O(2pi +Di)) and hi ∈ H
0(C,O(3pi +Di)), such that
fi ≡
1
t2i
mod OˆC,pi,
hi ≡
1
t3i
mod OˆC,pi,
where OˆC,pi is the completion of the local ring OC,pi. This fixes fi and hi up to adding a
constant. Let pj be another marked point (so j 6= i). We have expansions
fi ≡
αij
tj
+ γij + δijtj mod t
2
jOˆC,pj ,
hi ≡
βij
tj
+ εij + ϑijtj mod t
2
jOˆC,pj ,
for some constants (αij), (βij), (γij), (δij)
3, (εij), (ϑij) (defined for i 6= j). Note that
here (αij) are the functions defined by (3.1.1) (with some choices of trivializations of the
tangent spaces Tpi). Adding a constant to each fi (resp., hi) we can assume that
γi,i+1 = 0, εi,i+1 = 0, (4.1.2)
for i = 1, . . . , g (where we think of indices as elements of Z/gZ). This fixes the choice of
fi and hi, for i = 1, . . . , g, uniquely. Let us also define for each i = 1, . . . , g a constant
γii, so that at pi we have the expansion
fi ≡
1
t2i
+ γiimod tiOˆC,pi (4.1.3)
for some constants (γii).
To describe the multiplication map (4.1.1) in terms of the bases of Lemma 4.1.2 we
need to find the decompositions of the products fifj for i 6= j and fih1 for i 6= 1.
Lemma 4.1.4. (i) For i 6= j one has
fifj =
∑
k 6=i,j
αikαjkfk + αjihi + αijhj + γjifi + γijfj + aij, (4.1.4)
3We do not use the Kronecker delta in this paper
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for some constants aij = aji. Furthermore, one has the following relations:
δij + αijγjj =
∑
k 6=i,j
αikαjkαkj + αjiβij + γjiαij, (4.1.5)
αik(γjk − γji) + αjk(γik − γij) =
∑
l 6=i,j,k
αilαjlαlk + αjiβik + αijβjk,
(4.1.6)
αikδjk + αjkδik + γikγjk =
∑
l 6=i,j
αilαjlγlk + αjiεik + αijεjk + γjiγik + γijγjk + aij ,
(4.1.7)
where i, j, k are distinct (but l = k is allowed in the last equation).
(ii) For i 6= j one has
fihj =
∑
k 6=i,j
αikβjkfk + βjihi + γijhj + εjifi + δijfj + αij[f
2
j − 2γjjfj −
∑
k 6=j
α2jkfk] + bij
(4.1.8)
for some constants (bij). Furthermore, one has the following relations
ϑji + βjiγii =
∑
k 6=i,j
αikβjkαki + γijβji + δijαji + αij [2αjiγji − 2γjjαji −
∑
k 6=i,j
α2jkαki],
(4.1.9)
αikεjk + γikβjk =
∑
l 6=i,j,k αilβjlαlk + βjiβik + γijβjk + εjiαik + δijαjk+
αij [2αjkγjk − 2γjjαjk −
∑
l 6=j,k α
2
jlαlk], (4.1.10)
αikϑjk + γikεjk + δikβjk =
∑
l 6=i,j αilβjlγlk + βjiεik + γijεjk + εjiγik + δijγjk+
αij [γ
2
jk + 2αjkδjk − 2γjjγjk −
∑
l 6=j α
2
jlγlk] + bij , (4.1.11)
where i, j, k are distinct.
Proof. (i) We have fifj ∈ H
0(C,O(3pi+3pj+2Dij)). Expanding in the formal parameter
at pi we obtain
fifj = (
1
t2i
+ γii + . . . )(
αji
ti
+ εji + δjit+ . . . ) =
αji
t3i
+
γji
t2i
+
δji + αjiγii
ti
+ . . . .
(4.1.12)
Hence, the difference
fifj − αjihi − αijhj − γjifi − γijfj
has poles of order at most 1 at pi and pj. On the other hand, expanding at pk, where
k 6= i, j we obtain
fifj =
αikαjk
t2k
+
αikγjk + αjkγik
tk
+ αikδjk + αjkδik + γikγkjmod tkOˆC,pk .
(4.1.13)
Hence,
fifj −
∑
k 6=i,j
αikαjkfk − αjihi − αijhj − γjifi − γijfj
has poles of order at most 1 at all marked points. Since such a function has to be constant,
this implies (4.1.4). Now the relation (4.1.5) is obtained by equating polar parts of both
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sides of (4.1.4) at pj. Similarly, (4.1.6) and (4.1.7) are obtained by considering expansions
of both sides of (4.1.4) at pk, where k 6= i, j.
(ii) To prove (4.1.8) we start by observing that
f 2j − 2γjjfj −
∑
k 6=j
α2jkfk ≡
1
t4j
mod t−1j OˆC,pj
and that this function has poles of order at most 1 at all pk for k 6= j. Then we argue
as in the proof of (4.1.8). Comparing the polar parts of both sides of (4.1.8) at pi we
obtain (4.1.9). The relations (4.1.10) and (4.1.11) are obtained by considering expansions
of both sides of (4.1.8) at pk, where k 6= i, j. 
Proof of Theorem 3.2.1. We would like to prove that the map α : M
(1)
g,g
(αij)✲ Gg
2−g
m
is generically one-to-one on its image for g ≥ 6. Since the restriction of α to fibers of
the projection M
(1)
g,g → Mg,g is injective, it is enough to show how to recover generic
(C, p•) from the constants (αij), defined using some trivializations of the tangent spaces
Tpi. By Lemma 4.1.1, for generic (C, p•) the kernel of the multiplication map (4.1.1) gives
quadratic equations which cut out C in the projective embedding given by |2D + p1|,
where D = p1 + . . . + pg. If in addition we know the line spanned by the section 1 ∈
H0(C,O(2D+p1)) then we can recover p1 as a triple zero of this section and the unordered
collection of points p2, . . . , pg as double zeros of this section. Furthermore, we can recover
each pi for i ≥ 2 if we know the line spanned by the section fi ∈ H
0(C,O(D + pi)) ⊂
H0(C,O(2D + p1)) used in Lemma 4.1.2. Indeed, generically fi, viewed as a section of
L′, is nonzero near pi and has simple zeros at pj for j 6= i, j ≥ 2.
By (4.1.4) and (4.1.8), the constants (αij), (βij), (γij), (δij), (εij), (aij) and (bij) (where
i 6= j) determine the multiplication map (4.1.1) with respect to the bases of Lemma 4.1.2.
Thus, it is enough to show that for generic (C, p•) ∈ Mg,g these constants are uniquely
determined by (αij). We do this by solving the equations obtained in Lemma 4.1.4.
Step 1. We would like to solve the equations (4.1.6) (together with the condition γi,i+1 =
0) for (βij), (γij). The fact that for generic (C, p•) these equations determine (βij) and
(γij) follows from Proposition 4.2.2(i) below.
Step 2. Note that we can express δij in terms of γjj (and known quantities) using (4.1.5).
Now substituting in (4.1.7) we get a linear system for (εij), (aij) and (γii) of the form
αjiεik + αijεjk + 3αikαjkγkk + aij = Aijk (4.1.14)
By Proposition 4.2.2(ii) below, for generic (C, p•) these equations (together with the
condition εi,i+1 = 0) determine (εij), (aij) and (γii) uniquely.
Step 3. Using (4.1.9) we can express ϑij in terms of the constants determined by αij
(generically). Finally, we use (4.1.11) to express (bij) in terms of the known constants. 
Remark 4.1.5. The above reconstruction procedure gives also a way to produce some
polynomial equations for (αij) for g ≥ 6. For example, for g = 6 the system (4.1.6) of 60
equations has 54 variables (since we set γi,i+1 = 0). Taking any 55 equations we get the
vanishing of a 55 × 55 determinant, with one column of homogeneous cubic polynomials
in (αij) and all other entries linear in (αij), which gives a degree-57 equation on (αij).
One can check that this indeed leads to nonzero equations.
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4.2. Degeneration argument. So far, we have reduced our reconstruction problem to
proving that certain linear systems have maximal possible rank generically on Mg,g.
Namely, consider the homogeneous linear system on (βij , γij), associated with (4.1.6),
αik(γjk − γji) + αjk(γik − γij) = αjiβik + αijβjk, (4.2.1)
and the homogeneous linear system on (εij, aij, γii), associated with (4.1.14),
αjiεik + αijεjk + 3αikαjkγkk + aij = 0, (4.2.2)
(in both systems i, j, k are distinct). We have to check that generically they have only
the obvious solutions
γij = λi, βij = 0, (4.2.3)
εij = −µi, aij = αjiµi + αijµj, γii = 0, (4.2.4)
for some (λi) and (µi). Our strategy is to reduce this to the case g = 6 and to study
the above systems for irreducible rational nodal curves, for which αij can be determined
explicitly.
Namely, consider the curve C obtained from P1 by gluing g pairs of distinct points
(a1, b1), . . . , (ag, bg), where ai, bi ∈ A
1, together with the marked points p1, . . . , pg ∈ C
that are images of the points c1, . . . , cg ∈ A
1 ⊂ P1. Note that the coordinate on A1
gives rise to a trivialization of the tangent line to C at each pi. We look for the rational
functions fi ∈ H
0(C,O(2pi +Di)) in the form
fi(t) =
1
(t− ci)2
+
g∑
j=1
αij
t− cj
,
where for i 6= j the constants αij are the functions we are interested in (while αii do not
have an invariant meaning). Note that to compute αij we do not need the special choice
of parameters at pi that we used for Lemma 4.1.4. The conditions fi(ak) = fi(bk) give
the following system of linear equations on (αij):
g∑
j=1
(
1
bk − cj
−
1
ak − cj
)
αij =
1
(ak − ci)2
−
1
(bk − ci)2
, 1 ≤ i, k ≤ g.
Dividing by ak − bk we can rewrite this as
g∑
j=1
1
(bk − cj)(ak − cj)
αij =
2ci − ak − bk
(ak − ci)2(bk − ci)2
, 1 ≤ i, k ≤ g. (4.2.5)
Let us consider the g × g-matrices A = (αij), M = (mij) and N = (nij), where
mij =
1
(bj − ci)(aj − ci)
, nij =
2ci − aj − bj
(aj − ci)2(bj − ci)2
. (4.2.6)
Then (4.2.5) is simply the matrix relation
AM = N.
Note that the matrices M and N are also defined when ai = bi.
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Lemma 4.2.1. Let char(k) = 0. For g = 6 and
ai = bi = −ci = i for i = 1, . . . , 6,
the matrix M is invertible. Furthermore, for the corresponding entries αij of the matrix
A = NM−1 each of the systems (4.2.1) and (4.2.2) has 6 free variables. Hence, the same
assertion is true for generic ai, bi, ci.
Proof. We checked this with the help of a computer (see Appendix). 
Proposition 4.2.2. Let char(k) = 0 and g ≥ 6.
(i) At generic point of M
(1)
g,g the system (4.2.1) has only trivial solutions (4.2.3).
(ii) At generic point of M
(1)
g,g the system (4.2.2) has only trivial solutions (4.2.4).
Proof. (i) Lemma 4.2.1 implies that the assertion is true for generic (C, p1, . . . , p6) ∈M
(1)
6,6.
For g > 6 let us fix a subset I ⊂ {1, . . . , g} consisting of 6 elements. We claim
that generically the only solution of the equations (4.2.1) with i, j, k ∈ I for variables
(βij , γij |i, j ∈ I) is
βij = 0, γij = λi,I , (4.2.7)
for some constants λi,I . Indeed, without loss of generality we can assume that I =
{1, . . . , 6}. Let us take generic curves (C1, p1, . . . , p6) ∈ M6,6 and (C2, p7, . . . , pg) ∈
Mg−6,g−6 and consider the nodal curve (C, p1, . . . , pg) obtained from C1⊔C2 by identifying
points p ∈ C1 and q ∈ C2 (where p and q are different from all the markings). We also
assume that nonzero tangent vector fields are chosen at all points, so αij are defined for
i 6= j. Now for i ∈ {1, . . . , 6} a nonconstant section fi ∈ H
0(C,O(2pi +Di)) will restrict
to a similar section on C1 (and will have a constant restriction to C2). Hence for i, j ∈
{1, . . . , 6} the constants αij calculated for (C, p•) are equal to those for (C1, p1, . . . , p6).
This implies our claim.
Thus, for generic (C, p•) a solution of (4.1.6) satisfies (4.2.7) for each I as above. Note
that for I and I ′ such that i, j ∈ I ∩ I ′ we have λi,I = λi,I′ = γij. Since any two subsets
I containing i can be connected by a chain of subsets containing i, in which every two
consecutive terms have at least two elements in common, this implies that λi,I depends
only on i.
(ii) For g = 6 this follows from Lemma 4.2.1. Then we proceed as in part (i). 
5. The tangent map
5.1. General formula. The tangent space to the moduli space M
(1)
g,g at a stable curve
(C, p1, . . . , pg, v1, . . . , vg) (where vi ∈ Tpi\0) is canonically identified with Ext
1(ΩC ,O(−2D)),
where ΩC denotes the sheaf of Ka¨hler differentials and D =
∑g
i=1 pi. On the other hand,
if h0(O(D)) = 1 then we can use the boundary homomorphism⊕
j 6=i
Tpj ≃ H
0(C,O(D)/O(pi))
∼✲ H1(C,O(pi))
to get natural bases in each space H1(C,O(pi)) numbered by eij , i 6= j.
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Let us consider the regular map
αreg : U (1)
(αij )✲ Ag
2−g,
where U (1) ⊂M
(1)
g,g is the preimage of the open substack U ⊂Mg,g defined by h
0(D) = 1.
Proposition 5.1.1. Under the above identifications the tangent map to αreg is the map
Ext1(ΩC ,O(−2D))
(dfi)✲
g⊕
i=1
Ext1(O(−2D − pi),O(−2D)) ≃
g⊕
i=1
H1(C,O(pi)),
(5.1.1)
where for each i, dfi ∈ ΩC(2D + pi) is the differential of the rational function fi ∈
H0(O(D + pi)), such that fi ≡ v
2
i modO(D).
Proof. By irreducibility of the moduli space it is enough to consider the case when C is
smooth. Then (5.1.1) is the map induced on H1 by the morphism of coherent sheaves
T (−2D)
(dfi)✲
⊕
i
O(pi).
Note also that for each i the natural map
O(pi)→
⊕
j 6=i
O(Dj)
induces an isomorphism on H1 (recall that Dj = D−pj). Hence, our assertion reduces to
checking that for each i 6= j, the differential dαij of the function αij at (C, p1, . . . , pg, v1, . . . , vg)
is equal to the map induced on H1 by the morphism
T (−2D)
dfi✲ O(pi)→ O(Dj). (5.1.2)
To this end let us fix an affine covering (Ua) of C and a Cech 1-cocycle vab with values
in T (−2D) (we assume that each marked point is contained in only one Ua). This gives
a first-order deformation of (C, p1, . . . , pg) over k[ǫ]/(ǫ
2), glued from the trivial defor-
mations Ua[ǫ] := Ua × Spec(k[ǫ]/(ǫ
2)) of Ua with the transitions on Uab[ǫ] given by the
automorphisms id+ǫvab. Let fi ∈ H
0(C,O(D + pi)) be such that fi ≡ v
2
i modO(D), so
that by definition
fi ≡ αij · vj modO(Dj + pi).
We want to deform this function over k[ǫ]/(ǫ2) preserving the condition fi ≡ v
2
i modO(D).
Thus, the deformed function should have form fi+ǫga on each Ua, where ga ∈ H
0(Ua,O(D)).
The gluing condition gives
fi + ǫgb = (id+ǫvab)(fi + ǫga)
on Uab[ǫ], which is equivalent to
gb = ga + vab(fi). (5.1.3)
Then dαij is the image of ga(j) in O(pj)/O, where pj ∈ Ua(j). From the exact sequence
0→ O(Dj)→ O(D)→ O(pj)/O → 0
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we get the following exact sequence of Cech complexes:
0 ✲ C0(O(Dj)) ✲ C
0(O(D))
rj✲ C0(O(pj)/O) ✲ 0
0 ✲ C1(O(Dj))
❄ ι✲ C1(O(D))
δ
❄
✲ 0
❄
✲ 0
Note that
vab(fi) = 〈vab, dfi〉 ∈ O(pi) ⊂ O(Dj),
so we can view (vab(fi)) as a 1-cocycle in C
1(O(Dj)). By (5.1.3), the cochain (ga) ∈
C0(O(D)) satisfies
δ((ga)) = ι(vab(fi)).
Since rj((ga)) is exactly dαij , we obtain that the class [vab(fi)] ∈ H
1(C,O(Dj)) is the
image of dαij under the connecting homomorphism H
0(O(pj)/O) → H
1(O(Dj)). Since
the map (5.1.2) is given by v 7→ v(fi), this implies our claim. 
5.2. Tangent map at a rational irreducible nodal curve. Let (C, p1, . . . , pg) be a
stable curve. Using Serre duality we can identify the dual to the tangent map (5.1.1) with
the map
g⊕
i=1
H0(C, ωC(−pi))
(dfi)✲ H0(C,ΩC ⊗ ωC(2D)), (5.2.1)
where ωC is the dualizing sheaf on C.
We are going to describe the map (5.2.1) explicitly in the case of the curve C obtained
from P1 by gluing g pairs of distinct points (a1, b1), . . . , (ag, bg), with the marked points
c1, . . . , cg. Let us denote by qi ∈ C the node corresponding to a pair (ai, bi). Recall that
in this case the functions fi ∈ O(2pi +Di) correspond to the functions on P
1
fi(t) =
1
(t− ci)2
+
g∑
j=1
αij
t− cj
,
where the matrix (αij) is determined by the conditions fi(ak) = fi(bk) (see Section 4.2).
The main problem is to understand the space H0(C,ΩC ⊗ ωC(2D)). Recall (see [10,
Exer. 5.9]) that ΩC fits into the exact sequence
0→ OZ → ΩC
ν✲ ωC → OZ → 0,
where Z is the union of all nodes. Formally at a node q ∈ C the curve looks as
Spec(k[[x, y]]/(xy)) and the completion of ΩC is generated by dx and dy with the re-
lation xdy = −ydx, so that the embedding OZ → ΩC is given by 1 7→ ydx. The dualizing
sheaf ωC is locally free and is generated near the node by dx/x = −dy/y. Thus, the
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space (ΩC ⊗ ωC)⊗OC,q/m
2
q has the basis dx⊗ (dx/x), dy ⊗ (dx/x), ydx⊗ (dx/x), xdx⊗
(dx/x), ydy ⊗ (dx/x). Let
τq : (ΩC ⊗ ωC)⊗OC,q/m
2
q → k · (xdy ⊗
dx
x
)
denote the projection to (xdy ⊗ (dx/x)) with respect to this basis. Then we have an
embedding
H0(C,ΩC ⊗ ωC(2D))
ν,(τq)✲ H0(C, ω⊗2C (2D))⊕ k
Z . (5.2.2)
Thus, to describe (5.2.1) it is enough to consider its compositions with ν and with τq for
all q ∈ Z.
Let π : P1 → C be the normalization map. Then we have an isomorphism
π∗ωC ≃ ωP1(
∑
i
(ai + bi)),
so that near the ith node qi the sections of ωC are distinguished by the condition Resai +Resbi =
0. In particular, we have an embedding
H0(C, ω⊗2C (2D)) →֒ H
0(P1, ω⊗2
P1
(2D + 2
∑
i
(ai + bi))).
Since the pull-backs π∗dfi ∈ ωP1(pi + 2D) are regular at all ai’s and bi’s, we have a
commutative diagram
g⊕
i=1
H0(C, ωC(−pi))
ν ◦ (dfi) ✲ H0(C, ω⊗2C (2D))
H0(P1, ω⊗2
P1
(2D +
∑
j
(aj + bj)))
ϕ
❄
✲ H0(P1, ω⊗2
P1
(2D + 2
∑
j
(aj + bj)))
❄
where ϕ is induced by the embeddings
H0(C, ωC(−pi)) →֒ H
0(P1, ω1
P
(−ci +
∑
j
(aj + bj)))
followed by the product with π∗dfi. Finally, since ω
⊗2
P1
has no global sections, we have an
embedding
ι : H0(P1, ω⊗2
P1
(2D+
∑
j
(aj + bj)))→
g⊕
i=1
ω⊗2
P1
(2ci)/ω
⊗2
P1
⊕
g⊕
j=1
ω⊗2
P1
(aj)/ω
⊗2
P1
⊕ ω⊗2
P1
(bj)/ωP1,
given by the polar parts at all points ai, bi and ci. Thus, the map (5.2.1) is essentially
determined by the map
g⊕
i=1
H0(C, ωC(−pi))
ι◦ϕ,(τq)✲
g⊕
i=1
ω⊗2
P1
(2ci)/ω
⊗2
P1
⊕
g⊕
j=1
ω⊗2
P1
(aj)/ω
⊗2
P1
⊕ ω⊗2
P1
(bj)/ωP1 ⊕ k
Z .
(5.2.3)
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In particular, (5.2.3) has the same rank as (5.2.1), which is the same as the rank of the
tangent map (5.1.1).
Now we proceed to calculating the components of (5.2.3) explicitly. First, let us describe
a basis in the source space. We realize global sections of ωC as rational 1-forms on P
1
having 1st order poles at ai and bi with opposite residues at ai and bi for each i (and
regular elsewhere). All such 1-forms on P1 can be written as
g∑
k=1
xk
(t− ak)(t− bk)
dt,
for some constants x1, . . . , xg. Thus if (xij) = M
−1, where M = (mij) (see (4.2.6)), then
for each j the form
ηj = ej(t)dt, where ej(t) =
g∑
k=1
xkj
(t− ak)(t− bk)
, (5.2.4)
is a generator of the 1-dimensional subspace H0(C, ωC(−Dj)) ⊂ H
0(C, ωC). Thus, we
can take (ηj)j 6=i as a basis of H
0(C, ωC(−pi)). It remains to calculate the polar parts of
dfi⊗ ηj , where i 6= j, at all the points ak, bk and ck, as well as the constants τqk(dfi⊗ ηj).
The latter constants can computed as follows.
Lemma 5.2.1. Let U be a neighborhood of a node q ∈ C, and let x and y be formal pa-
rameters at the two points a and b over the node on the normalization. For η ∈ H0(U, ωU)
consider the expansions near a and b of its pull-back to the normalization,
η˜ = (d−1 + d0x+ . . . )
dx
x
, η˜ = (e−1 + e0y + . . . )
dy
y
,
where d−1 + e−1 = 0. Then for f ∈ O(U) we have
τq(df ⊗ η) =
(
e0
df˜
dx
(a) + d0
df˜
dy
(b)
)
· xdy ⊗
dx
x
,
where f˜ is the pull-back of f to the normalization.
Proof. Let f˜ = P (x) at a and f˜ = Q(y) at b, where P ∈ k[[x]], Q ∈ k[y]], P (0) = Q(0).
Then
df = P ′(x)dx+Q′(y)dy ∈ ΩC,q ⊗ OˆC,q.
Under the trivialization of ωC in the formal neighborhood q given by dx/x, η corresponds
to
(d−1 + d0x+ d1x+ . . .− e0y − e1y − . . . )
dx
x
.
Hence
df ⊗ η = (d−1 + d0x− e0y + . . . )(P
′(x)dx+Q′(y)dy)⊗
dx
x
.
The terms contributing to τq are
(d0Q
′(0)xdy − e0P
′(0)ydx)⊗
dx
x
= (d0Q
′(0) + e0P
′(0))ydx⊗
dx
x
which gives the result. 
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To apply this lemma in our case we use expansions of ηj near ak and bk:
ηj =
(
xkj
(ak − bk)(t− ak)
+ [
∑
l 6=k
xlj
(ak − al)(ak − bl)
−
xkj
(ak − bk)2
] + . . .
)
dt,
ηj =
(
xkj
(bk − ak)(t− bk)
+ [
∑
l 6=k
xlj
(bk − al)(bk − bl)
−
xkj
(ak − bk)2
] + . . .
)
dt.
Hence,
τqk(dfi ⊗ ηj) = e˜jk(ak) · f
′
i(bk) + e˜jk(bk) · f
′
i(ak),
where
e˜jk(t) =
∑
l 6=k
xlj
(t− al)(t− bl)
−
xkj
(ak − bk)2
.
Calculation of the polar parts is straightforward. The polar part of dfi ⊗ ηj at ak (resp.,
bk) is
xkjf
′
i(ak)
ak − bk
·
dt⊗2
t− ak
(
resp.,
xkjf
′
i(ak)
ak − bk
·
dt⊗2
t− ak
)
.
To calculate polar parts at ck we need expansions of fi and ηj in t − ck, so these will be
expressed in terms of αik and of first two derivatives of ej(t) at ck (see (5.2.4)). Namely
for k 6= i, j the polar part of dfi ⊗ ηj at ck is
e′j(ck)αik
t− ck
(dt)⊗2
The polar part of dfi ⊗ ηj at ci is(
2e′j(ci)
(t− ci)2
+
e′′j (ci) + e
′
j(ci)αii
t− ci
)
dt⊗2.
Finally, the polar part of dfi ⊗ ηj at cj is given by(
αij
(t− cj)2
+
e′j(cj)αij
t− cj
)
dt⊗2.
Theorem 5.2.2. Assume that char(k) = 0. For g ≤ 5 the rational map α : Mg,g →
Gg
2−2g
m is dominant.
Proof. For g = 3 this follows from Proposition 3.2.2, which in this case states that the
restriction of α to the generic fiber of the projection Mg,g → Mg is generically e´tale.
For g = 4 and g = 5 we use the above calculation to construct a rational irreducible
nodal curve with g points for which the tangent map to α (and hence to α) is surjective.
Namely, we check using the computer that for ai = −ci = i, bi = g + i, where g = 4 or
5, the rank of the map (5.2.3) is g2 − g (see the GAP codes in the Appendix), hence the
tangent map (5.1.1) has the same rank. 
Remark 5.2.3. By Proposition 3.2.2, in the case g = 3 the map α is still dominant and
generically smooth for char(k) > 0. In the cases g = 4 and g = 5 the same is true if
char(k) is sufficiently large.
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APPENDIX. GAP codes
1. GAP codes for Lemma 4.2.1.
Setting up vectors a = (ai), b = (bi), c = (ci) and calculating the matrix A = (αij):
g := 6; a := [1..g]; b := a; c := −a;
M := NullMat(g, g);
for i in [1..g] do
for j in [1..g] do
M [i][j] := 1/((a[j]− c[i]) ∗ (b[j]− c[i])); od; od;
N := NullMat(g, g);
for i in [1..g] do
for j in [1..g] do
N [i][j] := (2 ∗ c[i]− a[j]− b[j])/((a[j]− c[i])ˆ2 ∗ (b[j]− c[i])ˆ2); od; od;
A := N/M ;
Calculating the number of free variables in the system (4.2.1), where we write the
coefficients of each equation in a 2g × g-matrix, with one block corresponding to the
variables (γij) and the other to the variables (βij):
T := Tuples([1..g], 3);
for S in Tuples([1..g], 3) do
if S[1] >= S[2] or S[1] = S[3] or S[2] = S[3] then
RemoveSet(T, S); fi; od;
equations := [];
for S in T do
m := NullMat(2 ∗ g, g);
m[S[1] + g][S[3]] := A[S[2]][S[1]]; m[S[2] + g][S[3]] := A[S[1]][S[2]];
m[S[2]][S[3]] := −A[S[1]][S[3]]; m[S[2]][S[1]] := A[S[1]][S[3]];
m[S[1]][S[3]] := −A[S[2]][S[3]]; m[S[1]][S[2]] := A[S[2]][S[3]];
Add(equations, m); od;
V := FreeLeftModule(Rationals, equations);
2 ∗ g ∗ (g − 1)− Dimension(V );
Calculating the number of free variables in the system (4.2.2), where we write the
coefficients of each equation in a 3g×g-matrix, with blocks corresponding to the variables
(γii), (aij) and (εij), respectively:
equations2 := [];
for S in T do
m := NullMat(3 ∗ g, g);
m[S[1] + 2 ∗ g][S[3]] := A[S[2]][S[1]]; m[S[2] + 2 ∗ g][S[3]] := A[S[1]][S[2]];
m[S[1] + g][S[2]] := 1; m[S[3]][S[3]] := 3 ∗ A[S[1]][S[3]] ∗ A[S[2]][S[3]];
Add(equations2, m); od;
V := FreeLeftModule(Rationals, equations2);
3 ∗ g ∗ (g − 1)/2 + g −Dimension(V );
2. GAP codes for Theorem 5.2.2.
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Setting up (say, for genus 5) and calculating matricesM , N , A as before, as well as some
auxiliary quantities, namely, the matrices ecp = (e′j(ci)), ecpp = (e
′′
j (ci)), fpa = (f
′
i(aj)),
fpb = (f ′i(bj)), eta = (e˜ji(ai)) and etb = (e˜ji(bi)):
g := 5; a := [1..g]; b := [(g + 1)..(2 ∗ g)]; c := −a;
M := NullMat(g, g); N := NullMat(g, g); Np := NullMat(g, g);
ac2 := NullMat(g, g); ac3 := NullMat(g, g); bc2 := NullMat(g, g); bc3 := NullMat(g, g);
for i in [1..g] do
for j in [1..g] do
M [i][j] := (a[j]− c[i])ˆ(−1) ∗ (b[j]− c[i])ˆ(−1);
N [i][j] := (2 ∗ c[i]− a[j]− b[j]) ∗ (a[j]− c[i])ˆ(−2) ∗ (b[j]− c[i])ˆ(−2);
Np[i][j] := 2 ∗ ((c[i]− a[j])ˆ(−3)− (c[i]− b[j])ˆ(−3))/(a[j]− b[j]);
ac2[i][j] := (a[j]− c[i])ˆ(−2); ac3[i][j] := (a[j]− c[i])ˆ(−3);
bc2[i][j] := (b[j]− c[i])ˆ(−2); bc3[i][j] := (b[j]− c[i])ˆ(−3); od; od;
A := N/M ;
x := Inverse(M); ecp := −N ∗ x; ecpp := Np ∗ x;
fpa := 2 ∗ ac3 + A ∗ ac2; fpb := 2 ∗ bc3 + A ∗ bc2;
eb := NullMat(g, g); ea := NullMat(g, g);
for i in [1..g] do
for j in [1..g] do
if i = j then eb[i][i] := −(b[i]− a[i])ˆ(−2); ea[i][i] := eb[i][i];
else eb[i][j] := (b[i]− a[j])ˆ(−1) ∗ (b[i]− b[j])ˆ(−1);
ea[i][j] := (a[i]− a[j])ˆ(−1) ∗ (a[i]− b[j])ˆ(−1); fi; od; od;
etb := eb ∗ x; eta := ea ∗ x;
In the main cycle we create the set of vectors of length 5g numbered by pairs (i, j),
i 6= j, representing images of ηj ∈ H
0(C, ωC(−pi)) under (5.2.3). The coordinates of
these vectors are partitioned into 5 segments of length g (named tau, pa, pb, pc1 and pc2),
corresponding respectively to τqk(dfi⊗ηj), and the polar parts of the Laurent expansions of
dfi⊗ηj at ak, bk and ck (the latter are recorded in two segments: coefficients of (dt)
⊗2t− ck
in positions [3g+1, . . . , 4g] and coefficients of (dt)⊗2(t− ck)
2). The output is the rank of
the map (5.2.3).
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functionals := []; for i in [1..g] do
for j in [1..g] do
if i <> j then
tau := 0 ∗ [1..g]; pa := 0 ∗ [1..g]; pb := 0 ∗ [1..g]; pc1 := 0 ∗ [1..g]; pc2 := 0 ∗ [1..g];
xi := 0 ∗ [1..(5 ∗ g)];
for k in [1..g] do
tau[k] := etb[k][j] ∗ fpa[i][k] + eta[k][j] ∗ fpb[i][k];
pa[k] := x[k][j] ∗ fpa[i][k]; pb[k] := x[k][j] ∗ fpb[i][k];
if k = i then pc1[i] := ecpp[i][j] + ecp[i][j] ∗ A[i][i]; pc2[i] := 2 ∗ ecp[i][j];
elif k = j then pc1[j] := ecp[j][j] ∗ A[i][j]; pc2[j] := A[i][j];
else pc1[k] := ecp[k][j] ∗ A[i][k]; fi;
xi[k] := tau[k]; xi[k + g] := pa[k]; xi[(k + 2 ∗ g)] := pb[k];
xi[(k + 3 ∗ g)] := pc1[k]; xi[(k + 4 ∗ g)] := pc2[k]; od ;
Add(functionals, xi);
fi; od; od;
V := FreeLeftModule(Rationals, functionals);
Dimension(V );
For g = 4 and g = 5 we get the rank equal to 12 and 20, respectively. As a sanity check,
for g = 6 we get the rank equal to 27 = 5g−3 which is the dimension of the moduli space
M
(1)
6,6, which agrees with the fact that for g ≥ 6 the tangent map is generically injective.
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