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Abstract
Matrix ordered operator spaces are ‘non-commutative Banach spaces equipped with a non-
commutative order’. Examples include C-algebras as well as their duals. In this article, we
deﬁne and intrinsically characterize the multiplier algebra for this class of spaces and brieﬂy
tackle the problem of extending K-theory to this context.
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1. Introduction
The central topic in the following are non-commutatively ordered operator spaces
and traces of algebraic structure left by embedding the former into certain well-
chosen C-algebras. The results presented here are slightly more general than the
ones obtained in [9].
The principal motivation for us came from the idea which is illustrated by the
construction we (quite) brieﬂy sketch in Appendix A: For several reasons we found it
worthwhile to know to what extent K-theory of C-algebras can be brought to a
larger category where objects have naturally deﬁned duals. The present construction,
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however, does not comply with all conditions one would expect from such a theory.
In particular, the problem of picking the right morphisms is troublesome and seems
to be the major obstacle for a satisfactory theory. Nonetheless, the methods we
developed along the way seem to have some merit of their own.
The next section starts with a collection of results on matrix ordered operator
spaces and certain completely positive mappings, some of which are known [10],
others apparently new. An important result here is that the typical examples in this
class of spaces are the (not necessarily closed) -invariant subspaces X of the spaces
of bounded operators on a Hilbert space, together with the norm and order they
naturally are equipped with on each of the spaces MnðXÞ of n  n matrices with
entries from X :
In the third section we discuss the concept of a C-envelope for a matrix ordered
operator space X : This C-algebra should be considered as the smallest such object
containing X and inducing order and norm structure of X by restriction. We next
deﬁne multipliers, and it turns out that they are precisely those operators that act on
X by multiplication with elements from the multiplier algebra of the C-envelope.
Very important here is a result (Theorem 3.10) that characterizes multipliers in terms
of the underlying norm and order structure.
When properly applied, this theorem specializes to a theorem due to Blecher et al.
[2] which in turn leads to a number of results (such as the Blecher–Ruan–Sinclair
Theorem) in papers by Blecher and co-workers (see [1–3]). In the special case of non-
unital operator systems [9,10] (which already comprises the case of operator spaces,
as we will brieﬂy show at the end of Section 3), the multiplier characterization
Theorem 3.10 appears already in [9] with essentially the same proof we present here.
The latter manuscript, however, was not without problems; which is no doubt the
reason why it was not published at a more appropriate moment.
2. Matrix ordered operator spaces
2.1. We have to begin with some deﬁnitions. A (concrete) operator space is a
(complex) subspace X of a space LðHÞ of bounded operators on a Hilbert space H;
together with the natural Banach space structure on MnðXÞ; the space of n  n
matrices with entries from X : Ruan has characterized these spaces intrinsically [8].
An order structure of an operator space requires, ﬁrst, a real structure, which is given
by an involution  (easily extended to MnðX Þ; for each nAN). This order should,
furthermore, be deﬁned by some ‘non-commutative’ cones and be compatible with
the operator space structure. The most natural deﬁnition seems to be the following
2.2. Deﬁnition. Let X be a complex vector space with an involution ; and denote by
MnðX Þsa the set of self-adjoint elements in MnðX Þ: X is called a matrix ordered
vector space iff for each nAN there is a set MnðXÞþDMnðXÞsa so that
(M0) MnðX Þþ-½MnðXÞþ ¼ f0g for all nAN;
(M1) MnðX Þþ"MmðXÞþDMnþmðXÞþ; for all m; nAN;
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(M2) gMmðX ÞþgDMnðX Þþ: for each m; nAN and all gAMm;nðCÞ:
A matrix ordered vector space is a matrix ordered operator space, iff it is an operator
space, its involution is an isometry on MNðX Þ ¼
S
nAN MnðXÞ; and the cones
MnðX Þþ are closed for all nAN:
2.3. Let X and Z be matrix ordered operator spaces and put
SkðX ; ZÞ ¼ fj :MkðX Þ-Z j j is completely positive and jjjjjcb ¼ 1g:
Recall that j being completely positive always is meant to imply that j ¼ j: We
also let
SnðXÞ ¼ fjAMnðXÞ0 j jX0; jjjjj ¼ 1g ¼ SnðX ; M1Þ;
where, again, jX0 always means j is self-adjoint. An important invariant for a
matrix ordered operator space X is the modified numerical radius, deﬁned by
nX ðxÞ ¼ sup j
0 x
x 0
    jAS2nðX Þ

; xAMnðX Þ:
The modiﬁed numerical radius is a well-deﬁned norm on MNðXÞ; and we have
nX ðÞpjj  jj on all spaces MnðX Þ: Equipped with the same order structure as X ;
ðX ; nX Þ remains a matrix ordered operator space. This is a consequence of the
existence of a partial unitization (see below) for X and [10, Lemma 3.2].
If reference to the underlying spaces is clear, the modiﬁed numerical radius will be
denoted by n:
2.4. Let X be a matrix ordered operator space and, for x1;y; xnAX ; write
diagnðx1;y; xnÞ for the n  n diagonal matrix with diagonal x1;y; xn: Let eAX be
positive and put en ¼ diagnðe;y; eÞ: The element e will be called a unit if for all
xAMnðXÞ
jjxjje :¼ inf l40 le2np
0 x
x 0
 
ple2n


¼ nX ðxÞ:
We call X unital if it contains a unit in the above sense. The norm jj  jje occurring in
this deﬁnition is called the extended order unit norm. An important example for unital
matrix ordered operator spaces is given by the class of (unital) operator systems
which has ﬁrst been investigated by Choi and Effros in [5]. These spaces are, up to
completely positive and unital isomorphisms, equal to -invariant subspaces of LðHÞ
containing the identity operator on H: They can be characterized in purely order
theoretical terms [5]: A matrix ordered vector space with a distinguished element
eAXsa is unitally completely positively isomorphic to a unital operator system iff e is
an order unit in Xsa and every cone MnðXÞþ is Archimedian. It is the presence of the
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unit e that yields—via the extended order unit norm—the operator space structure.
In the sequel, we will suppose that all unital operator systems are equipped with this
norm.
2.5. Let us brieﬂy pause and see that the deﬁnitions we have made so far match in an
appropriate way.
Proposition. Let X be a matrix ordered operator space. Then
(i) X possesses a unit e iff, as a matrix ordered vector space, it is a unital operator
system.
(ii) If X is unital then the unit is unique.
Proof. To prove (i) suppose X is a matrix ordered operator space with unit e: Since n
is a norm, it follows from the relation
ð1 1Þ le 7x
7x le
 
1
1
 
¼ 2le7x7x
that e is an order unit for the self-adjoint elements of X : Since the cones MnðXÞþ are
supposed to be closed, they are Archimedian, and X turns out to be a unital operator
system. It follows, on the other hand, from the Choi–Effros theorem that in a unital
operator system the extended order unit norm coincides with n: For (ii), observe ﬁrst
that for any unit e in a matrix ordered operator space we have jjejje ¼ 1: In fact,
similar to the above,
le 7e
7e le
 
X0 implies lX1:
But
e 7e
7e e
 
¼ 1
71
 
eð1 71ÞX0
and so, jjejje ¼ 1: Now suppose that there are two units e1 and e2 in X and write jj  jji
for the extended order unit norms generated by ei; i ¼ 1; 2: For i; j ¼ 1; 2 we have
jjeijji ¼ 1 ¼ nX ðeiÞ ¼ jjeijjj which yields eiXej and e1 ¼ e2: &
If a matrix ordered operator X space is unital we will, in general, denote the
(unique) unit of X by eX : If no confusion is likely to arise, we will occasionally omit
the subscript.
2.6. It has been shown in [10] that every matrix ordered operator space has a partial
unitization, i.e. a unital operator system Xþ; unique up to unital complete order
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isomorphism, appearing in a split exact sequence
0-X !i1 Xþ2t
e
C-0
so that
(a) t is unital, and i1 is completely positive as well as completely contractive.
(b) For each unital operator system ðY ; eÞ and every completely positive as well as
completely contractive mapping j0 :MnðXÞ-Y ; the extension
j : iðnÞ1 ðMnðXÞÞ þ CEn-Y ;
jðiðnÞ1 ðxÞ þ lEnÞ ¼ jðxÞ þ le
is completely positive.
Here, the structure on the spaces MkðMnðXÞÞ is obtained from MknðX Þ through the
identiﬁcation MkðMnðX ÞÞ ¼ MknðXÞ:
The unital operator system Xþ can be obtained in the following way: Identify
MnðXþÞ with MnðX Þ"MnðCÞ and put ðv; AÞ ¼ ðv; AÞ: For AAMn and e40; let
Ae ¼ A þ eEn: Finally, ðv; AÞAMnðX"CÞsa is deﬁned to be positive in MnðXþÞ iff
AX0 and jðA1=2e vA1=2e ÞX 1 for all e40; jASnðXÞ:
We will denote the natural embedding of X into Xþ by iX : The unit in Xþ is denoted
by eþ:
2.7. Given matrix ordered operator spaces X and Y and a linear mapping F : X-Y ;
we let Fþ : Xþ-Yþ be deﬁned by Fðx þ leX Þ ¼ FðxÞ þ leY : Whenever F is
completely contractive and completely positive, Fþ is unital and completely positive
[10, Lemma 4.9(a)]. Also, X"Y equipped with the obvious involution is the matrix
ordered operator space in which x"yAMnðX"YÞþ iff xX0 and yX0; and jjx"yjj ¼
maxfjjxjj; jjyjjg: If X has a unit e then, as in the case of C-algebras, the mapping
U : x þ leþ/ðx þ leÞ"l
establishes an isomorphism between Xþ and X"Ce [10, Lemma 4.9(b)]. If only Y is
supposed to be unital, we let F1 : Xþ-Y be deﬁned by Fðx þ leþÞ ¼ FðxÞ þ le: If
P1 : Y"C-Y denotes the canonical projection, then F1 ¼ P1UFþ; and it follows
that F1 is a unital completely positive extension of F:
2.8. Proposition. Let X and Y be matrix ordered operator spaces, and F :X-Y be a
completely positive and completely bounded mapping. Then
ncbðFÞpjjFjjcb:
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Proof. By [10, Lemma 4.9(a)] ðFjjFjj1cb Þþ is a unital completely positive mapping
between unital operator systems and hence completely contractive with respect to the
extended order unit norms. The latter norms coincide with the modiﬁed numerical
radius on Xþ and Yþ; respectively. Since these norms by [10, Corollary 4.11] restrict
to the n-norms on X and Y ; the claim follows. &
Hence, among all the operator space norms on X that are compatible with the
order structure and yield the same modiﬁed numerical radius, nX yields the strongest
hypothesis in condition 2.6(b).
2.9. Corollary. Let X be a matrix ordered operator space. Then, as unital operator
systems, ðX ; nX Þþ ¼ Xþ:
Proof. Note that by [10, Lemma 3.2(a)], i1 :X-ðX ; nX Þ is completely positive and
completely contractive so that iþ1 : X
þ-ðX ; nX Þþ is unital and completely positive.
On the other hand, the canonical embedding i2 : ðX ; nX Þ-Xþ is completely positive.
Using once again the fact that the restriction of the extended order unit norm
on Xþ to X is the norm nX ; this map is a complete isometry. It follows that
iþ2 : ðX ; nX Þþ-Xþ is unital and completely positive. Since iþ1 ¼ ðiþ2 Þ1; this proves
the result. &
Note that it follows from (i) in the above that Xþ may be characterized by
conditions (a) and (b) of 2.6, where in (b) the norm nX is used.
2.10. The unitization of a matrix ordered operator space is called partial because, in
general, the topology induced on MnðXÞ as a subspace of MnðXþÞ might be strictly
weaker than the original one. Thus, in such a situation, X with its topology and
order on MnðX Þ does not show up as a -invariant subspace of LðHÞ: Those matrix
ordered operator spaces that do can be characterized by the condition that there is
k40 so that for every nAN and each xAMnðX Þ we have
nX ðxÞXkjjxjj:
These spaces have been called operator systems in [10]. In the following, however, we
will stick to the former class of spaces, since, on the one hand, all results can be
proven in this slightly more general setting and because, on the other hand, matrix
ordered operator spaces have duals within the same class under a rather mild
additional condition.
2.11. Recall the construction of these duals [5]: Suppose X is a matrix ordered
operator space. Then, as a vector space, MnðX 0Þ is identiﬁed with LðX ; MnÞ; the
space of all bounded linear maps from X into Mn: The involution is deﬁned as the
standard involution for maps, jðxÞ ¼ jðxÞ; xAX : Finally, jAMnðX 0Þsa is in
MnðX 0Þþ iff it is completely positive, and the norm of j is the completely bounded
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one. It follows that X 0; equipped with this structure, is a matrix ordered operator
space itself, if condition ðM0Þ of Deﬁnition 2.2 is satisﬁed.
Example. Let A be a C-algebra. If A0 carries the structure deﬁned above, then ðM0Þ
is satisﬁed, and A0 is a matrix ordered operator space. In fact, if j :A-Mn as well as
j are both completely positive then j must vanish on the positive elements of A
and thus on A:
2.12. Any self-adjoint subspace X0 of a matrix ordered operator space X ; with its
inherited structure, is itself a matrix ordered operator space. Only the inequality
nX0XnX jX holds in general, however, so that the (order) embedding
ðX0; nX0Þ-ðX ; nX Þ is a complete contraction. For the subspaces treated next, this
map becomes a complete isometry.
Deﬁnition. Let X and Y be matrix ordered operator spaces, and X0 a subspace
of X :
(a) An injective linear mapping F :X-Y is called a MOS-embedding iff it is
completely contractive, self-adjoint, and Fþ is a complete order monomorphism.
(b) X0 will be called a MOS-subspace, iff it is self-adjoint, and the inclusion mapping
is, for the induced structure on X0; a MOS-embedding.
2.13. Proposition. Let X and Y be matrix ordered operator spaces, and F :X-Y a
linear mapping. Then the following are equivalent:
(i) F is a MOS-embedding,
(ii) Fþ is a complete isometry with respect to the extended order unit norms.
Furthermore, whenever F is a MOS-embedding then the image of F is a MOS-subspace
of X :
Proof. It is easily seen that any unital mapping between unital operator systems is a
complete isometry with respect to the extended order unit norms iff it is a complete
order monomorphism. This shows that (i) and (ii) are equivalent. For a given MOS-
embedding F; write F ¼ iF0; where F0 :X-FðXÞ and i is the inclusion of FðXÞ
into Y : Then Fþ ¼ iþFþ0 : That the image of F is a MOS-subspace of X now follows
from the fact that if Fþ is a complete isometry then both, Fþ0 and i
þ have this
property. &
2.14. Corollary. A unital linear map between unital operator systems X and Y is a
MOS-embedding iff it is an order monomorphism. In the same vein, a unital MOS-
subspace of X is a unital self-adjoint subspace of X :
Proof. This is straightforward, using part (ii) of the above result and the complete
isometry between Xþ and X"C established in 2.7. &
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2.15. Corollary. Let X and Y be matrix ordered operator spaces, and denote the unit
of Xþ by e:
(i) If MnðX Þ carries its natural matrix ordered operator space structure (cf. 2.6),
MnðXÞþ is equal to the subspace MnðXÞ þ C diagnðe;y; eÞ of MnðXþÞ:
(ii) If F : X-Y is a MOS-embedding then FðnÞ is one as well.
(iii) The mapping C : x/diagnðx; 0;y; 0Þ of X into MnðXÞ is a MOS-embedding.
Proof. The ﬁrst statement is [10, Corollary 4.4]. Using (i) we have
ðFðnÞÞþ ¼ ðFþÞðnÞjMnðXÞþ ;
and (ii) follows from Proposition 2.13. For (iii), note that Cþ : Xþ-MnðX Þþ;
according to (i), actually is the embedding of Xþ onto
fdiagnðx þ le; le;y; leÞAMnðXþÞ j xAX ; lACgDfdiagnðx; 0;y; 0Þ j xAXþg;
and so is an order monomorphism. &
2.16. Proposition. Let X be a matrix ordered operator space, X0 a
-invariant
subspace equipped with the matrix ordered operator space structure it inherits from X :
We denote by iX :X-X
þ the natural map. Then the following conditions are
equivalent:
(i) X0 is a MOS-subspace of X :
(ii) Xþ0 can be identified with the matrix ordered operator subspace of X
þ;
fiX ðxÞ þ leþAXþ j xAX0; lACg:
(iii) For all k; nAN; each jASkðX0; MnðCÞÞ has an extension to an element of
SkðX ; MnðCÞÞ:
Proof. A completely contractive map F : X-Y between matrix ordered operator
spaces is a MOS-embedding iff, for each nAN; FþðnÞ induces a unital complete order
isomorphism between MnðXþÞ and its image,
FþðnÞ3iðnÞX MnðXÞ þ Mn diagnðeYþ ;y; eYþÞDMnðYþÞ:
Hence, (ii) is a simple reformulation of (i). If (ii) holds then any jASkðiX X0; MnÞ has
a unital extension, ﬁrst to i
ðkÞ
X MkðX0Þ þ C diagkðeXþ ;y; eXþÞ in light of 2.6(b), and
then (by the Wittstock extension theorem) to the whole space MnðXþÞ: Restriction
to iX ðX Þ yields the element inSkðX ; MnÞ; necessary to prove (iii). Conversely, by the
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deﬁnition of the unitization of X0; its uniqueness, and [10, Lemma 4.6] it follows that
(iii) implies (ii). &
The reader should note that whenever X0 is a MOS-subspace of X then for every
injective operator system Z; and for each jASkðX0; ZÞ there is an extension to a
mapping in the set SkðX ; ZÞ: This follows as above.
2.17. Corollary. Suppose that the matrix ordered operator space X is a subspace of the
unital operator system ðX1; eÞ: Then
(i) If X þ Ce is the unitization of X then X is a MOS-subspace of X1:
(ii) Suppose that X is a MOS-subspace of X1: Then X þ Ce is the unitization of X if
the following condition holds: Whenever x þ L diagnðe;y; eÞX0 for LAMnðCÞsa
and xAMnðXÞsa then it follows that LX0:
Proof. If X þ Ce is the unitization of X then any completely positive and completely
contractive mapping j : MmðXÞ-Mn extends to a unital and completely positive
mapping j1 :MmðX þ CenÞ-Mn in light of 2.6(b). From there, j1 can be further
extended to an element from SmðX 1; MnÞ; so that (i) follows from Proposition
2.16(iii). By Proposition 2.16(ii), and using the identiﬁcation Xþ1 ¼ X1"C from 2.7,
we must show that for LAMnðCÞsa and xAMnðXÞsa we have
x þ L diagnðe;y; eÞ"LX0 in Xþ1 iff x þ L diagnðe;y; eÞX0 in X1;
which follows from the condition in (ii). &
3. C-envelopes and multipliers
3.1. In the following three sections, operator systems will always be unital. Recall
that such an operator system X is called injective, iff for every unital operator system
Y ; each unital self-adjoint subspace Y0 and every completely positive unital mapping
F0 : Y0-X1 there is a completely positive unital extension F : Y-X1: The central
result of [5] states that 1-injective operator systems are unitally completely order
isomorphic to a monotone complete C-algebra.
3.2. Deﬁnition. An injective unital operator system X˜ is called an injective envelope of
the unital operator system X if and only if
(a) there is a unital complete order monomorphism of X into X˜ so that
(b) every unital completely positive mapping F from X˜ to a unital operator system
Y is a complete order monomorphism as soon as FjX has this property.
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Hamana [6] shows that every unital operator system possesses an injective
envelope. In the sequel, we will denote the injective envelope of a unital operator
system by Xinj and the embedding of X into Xinj by IX : It can be shown that Xinj is
essentially unique in the sense that for any other injective envelope X1 and a unital
complete order monomorphism of I1 : X-X1 there is a unital complete order
isomorphism C : Xinj-X1 such that CIX ¼ I1:
3.3. Suppose A is a unital C-algebra and j : X-A a unital complete order
monomorphism. Denote by CðX ;jÞ the C-algebra generated by jðXÞ; and call the
subalgebra CðX ; IX Þ of Xinj the C-envelope of X : Due to the uniqueness of the
injective envelope (and the fact that unital complete order isomorphisms between C-
algebras are -morphisms), the C-envelope of X does not depend on the way in
which X is embedded into its injective envelope. As a matter of fact, CðX ; IX Þ is
actually the smallest C-algebra among those which are generated by a unitally
completely order isomorphic copy of X : Whenever A is a unital C-algebra,
I : X-A a unital complete order monomorphism such that the C-algebra generated
by IðXÞ is all of A; then there is a -epimorphism j :A-CðX ; IX Þ; interchanging
the respective embeddings [6].
In the following, we will adapt these notions to the class of matrix ordered
operator spaces.
3.4. Deﬁnition. Let X be a matrix ordered operator space and suppose that
j : X-A is a MOS-embedding into a C-algebra A: Denote by CðX ;jÞ the C-
algebra generated by jðX Þ: Then CðX ;jÞ is called a C-envelope for the matrix
ordered operator space X in the following case:
Whenever A is a (not necessarily unital) C-algebra, I : X-A a MOS-embedding
such that CðX ; IÞ ¼ A; then there is a -epimorphism F :A-CðX ;jÞ so that
F3I ¼ j:
The reader should note that a C-envelope of a matrix ordered operator space,
should it exist, has to be unique up to -isomorphisms. This is due to a similar result
on the injective hull of a unital operator system and is obtained in analogy to the
proof of [6, Theorem 4.1].
3.5. Proposition. Let X be a matrix ordered operator space, and denote by
IX : X-X
þ
inj the embedding obtained by composing the map i : X-X
þ with
IXþ : X
þ-Xþinj: Then IX is a MOS-embedding, and C
ðX ; IX Þ is the C-envelope of X :
Proof. Since i is, by construction, a MOS-embedding, and IXþ is one by Corollary
2.14, IX ; as a composition of such maps, has to be one as well. Let A be a C
-algebra
and suppose j : X-A is a MOS-embedding such that CðX ;jÞ ¼ A: Then
jþ : Xþ-Aþ is a MOS-embedding such that CðXþ;jþÞ ¼ Aþ; and there is a
unital -epimorphism F1 :A
þ-CðXþ; IXþÞ with F13jþ ¼ IXþ : If we identify X and
A with their canonical subspaces in Xþ and Aþ; respectively, we may write F13j ¼
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IX ; and so
F1ðAÞ ¼ CðX ;F13jÞ ¼ CðX ; IX Þ:
The mapping F ¼ F1jA is the one we are looking for. &
From now on, we will denote the (uniquely determined) C-envelope of a matrix
ordered operator space X by CðXÞ and often identify X with its image in CðXÞ:
3.6. Deﬁnition. Let X be a matrix ordered operator space and ﬁx an operator
T : X-X :
(a) T is called a left multiplier iff there is a MOS-embedding of X into a C-algebra
A as well as an element aAA so that Tx ¼ ax for all xAX :
(b) T is called a right multiplier iff T is a left multiplier.
(c) T is a (two-sided) multiplier iff it is a left multiplier, and there is a MOS-
embedding of X into a C-algebra A as well as an element aAA with the
property that Tx ¼ ax and aXDX :
The set of all left, right and two-sided multipliers will be denoted byMlðXÞ;MrðX Þ;
and MðXÞ; respectively.
Note that it follows from this deﬁnition (since the composition of two MOS-
embeddings is a MOS-embedding) that the restriction of a (left,right) multiplier to an
invariant MOS-embedded subspace again is a (left,right) multiplier for the subspace.
As it will turn out in a moment, the typical situation in all these cases is given by
the embedding X+Xþinj: The following two results prepare the main theorem.
3.7. The following is very well known. For the convenience of the reader we include
a proof.
Lemma. Let A be a unital C-algebra.
(i) For any unital representation p0 of MnðAÞ there is a unital representation p of A
so that p0 is unitarily equivalent to pðnÞ:
(ii) For any unital completely positive mapping F :MnðAÞ-LðHÞ there exists a unital
representation p of A as well as an isometry W : H-Hnp such that FðaÞ ¼
W pðnÞðaÞW for each aAMnðAÞ:
Proof. To show (i), let Hp ¼ p0ðe11ÞHp0 ; where, for i; j ¼ 1;y; n; the matrices eij
denote the matrix units of MnðAÞ; and put, for aAA; pðaÞ ¼ p0ðae11Þ: Deﬁne a
unitary map U : Hp0-H
n
p by U ¼ ðp0ðe11Þ;y; p0ðe1nÞÞ: Then UpðnÞðaijÞU ¼P
ij p0ðei1ÞpðaijÞp0ðe1jÞ ¼
P
ij p0ðaijeijÞ ¼ p0ðaijÞ: Part (ii) follows from (i) and the
Stinespring representation theorem. &
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3.8. Let X be a matrix ordered operator space and put
MnðX Þþþ ¼ fðxijÞAMnðXþÞ j xijAX whenever iajg:
Equip MnðX Þþþ with the matrix ordered operator space structure it inherits from
MnðXþÞ: Note that MnðX Þþþ is a unital self-adjoint subspace of MnðXþÞ: Write Dn
for the space of n  n diagonal matrices with complex entries and identify MnðX Þþþ
(as a vector space) with MnðXÞ"Dn:
If X has a unit e; then
U ðnÞ : ðx;LÞ/ðx þ L diagnðe;y; eÞÞ"L
establishes an isomorphism between the matrix ordered operator spaces MnðXþÞ
and MnðX Þ"Mn; which, in the present situation, restricts to an identiﬁcation of
MnðX Þþþ with MnðX Þ"Dn:
3.9. Lemma. Let X and Y be matrix ordered operator spaces and fix a completely
positive and completely n-contractive mapping F : MnðX Þ-MnðYÞ: Suppose that there
are linear maps Fij : X-Y so that FðxijÞ ¼ ðFijðxijÞÞ:
(i) The mapping
Fþþ : MnðX Þþþ-MnðYÞþþ; Fþþðx;LÞ ¼ ðFðxÞ;LÞ
is completely positive.
(ii) If ðY ; eÞ is a unital matrix ordered operator system then
Fþþ : MnðX Þþþ-MnðY Þ; Fþþðx;LÞ ¼ FðxÞ þ L diagnðe;y; eÞ
is completely positive, and Fþþð0; eiiÞ ¼ eii for all i ¼ 1;y; n:
(iii) Suppose X ¼ Y ; Xþ is a unital self-adjoint subspace of the unital C-algebra A
and that A is a C-subalgebra of some LðHÞ: Then there exist a
unital and completely positive extension F1 :MnðAÞ-LðHnÞ of F; a unital
representation p of A as well as isometries w1;ywn : H-Hp such that for each
ðxijÞAMnðAÞ
F1ðxijÞ ¼ ðwi pðxijÞwjÞ:
Proof. (i) Fix kAN and observe that for x ¼ ðxijÞi;j¼1;y;kAMkðMnðX ÞÞ and L ¼
ðLijÞi;j¼1;y;kAMkðDnÞ the special form of F is responsible for the fact that
FðkÞðLxÞ ¼
X
s
F Lisxsj
  !
ij
¼ LFðkÞðxÞ
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and similarly FðkÞðxLÞ ¼ FðkÞðxÞL: It follows that for these matrices L and any
cASkðMnðXÞÞ
cðL1=2e FðkÞðxÞL1=2e Þ ¼ ðFðkÞÞ0cðL1=2e xL1=2e Þ:
Since ðx;LÞ is positive in MkðMnðXÞþþÞ iff jðL1=2e xL1=2e ÞX 1 for all e40 and
each jASkðMnðXÞÞ the conclusion follows from the fact that, by assumption,
ðFðkÞÞ0c is positive and has norm less than one.
(ii) If, as in 2.7, P1 :Y"C-Y denotes the canonical projection, then
Fþþ ¼ PðnÞ1 U ðnÞFþþ;
and Fþþ is a unital completely positive extension of F such that Fþþð0; eiiÞ ¼ eii for
all i ¼ 1;y; n:
(iii) By part (ii) and the fact that LðHnÞ is injective, we may extend F to a unital
and completely positive mapping
F1 : MnðAÞ-LðHnÞ with F1jMnðX Þþþ ¼ Fþþ:
Invoke Lemma 3.7(ii) to pick a representation p of A as well as an isometry
W : Hn-Hnp with F1 ¼ W pðnÞðÞW : Write W ¼ ðwijÞ; where each wij is a map
H-Hp: By construction, we have, for each npn;
enn ¼ F1ðennÞ ¼
X
kl
wkipðdkndnlÞwlj
 !
ij
¼ ðwniwnjÞij
so that wmn ¼ 0 whenever man: The result follows. &
3.10. Theorem. Suppose that X is a matrix ordered operator space and T : X-X a
linear map. Define FT : M2ðXÞ-M2ðX Þ by
FT
x11 x12
x21 x22
 
¼ TT
x11 Tx12
Tx21 x22
 
:
Then the following conditions are equivalent:
(i) T is a left multiplier.
(ii) FT is completely positive and, for some l40; FlT is completely n-contractive.
(iii) There is an element aAXþinj with Tx ¼ ax for all xAX :
Proof. That condition (iii) implies (i) is true by deﬁnition, and it is easily seen that (i)
entails (ii). It remains to prove that any operator satisfying condition (ii) is given by
multiplication with an element in Xþinj: Consider X as a MOS-subspace of X
þ
inj (so
that Xþ is a self-adjoint subspace of the C-algebra Xþinj), and suppose that the latter
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is a subalgebra of some space LðHÞ: By assumption, we may assume that T has been
rescaled so that FT is completely n-contractive. Then FT fulﬁlls the hypothesis
of Lemma 3.9(iii). It follows that we may suppose that FT has been extended
to a completely positive and completely contractive mapping on M2ðXþinjÞ
(still denoted by FT ) and, furthermore, that there has been chosen a unital
representation p of Xþinj as well as isometries w1 and w2 :H-Hp to the effect that, for
all ðxijÞAM2ðXþinjÞ;
FTðxijÞ ¼
w1pðx11Þw1 w1pðx12Þw2
w2pðx21Þw1 w2pðx22Þw2
 
: ðÞ
The mapping j : Xþinj-X
þ
inj deﬁned by jðxÞ ¼ w2pðxÞw2 is completely positive and
completely n-contractive. Applying Hamana’s rigidity lemma [6, Lemma 3.7], it
follows from the fact that the restriction of j to Xþ is the identity that x ¼ jðxÞ ¼
w2pðxÞw2; for all xAXþinj: If uAXþinj is unitary and hAH;
jjhjj ¼ jjuðhÞjj ¼ jjw2pðuÞw2ðhÞjj:
Because w2 is an isometry the above shows that Im w2 is invariant under p:
It follows that for any xAXþinj; w2w

2pðxÞw2 ¼ pðxÞw2; or w2x ¼ pðxÞw2: Conse-
quently, if we let
a :¼ w1w2 ¼ 1 0ð ÞFT ðe12Þ
0
1
 
AXþinj;
it follows from () that for any xAX ;
Tx ¼ w1pðxÞw2 ¼ w1w2x ¼ ax: &
3.11. Corollary. Suppose that the matrix ordered operator system is trivially ordered,
i.e. MnðXÞþ ¼ f0g for all nAN: Then T is a left multiplier iff TT ¼ TT ; and there is
l40 such that the mapping
ylT :
x
y
 
/
lTx
y
 
is completely contractive.
In the above, we have used the fact that the space of s  t matrices with entries
from X ; Ms;tðXÞ; has a canonical structure of an operator space thanks to the
identiﬁcation Mu;vðMs;tðXÞÞ ¼ Mus;vtðXÞ:
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Proof. Suppose that lT satisﬁes the above norm condition. Then yð2ÞlT is a complete
contraction on M2ðM2;1ðX ÞÞ; which implies that YlT : M2ðXÞ-M2ðX Þ;
YlT
x11 x12
y11 y12
 
¼ lTx11 lTx12
y11 y12
 
¼ 1 0 0 0
0 1 0 0
 
yð2ÞlT
x11 x12
x21 x22
 
; xij ¼
xij
yij
 
;
is a complete contraction. Since TT ¼ TT ; Fl2T ¼ YlTYlT is self-adjoint and
hence a completely positive complete contraction so that T is a left multiplier. The
other direction is obvious. &
3.12. Corollary 3.11 can be used to show that the analogous result on multipliers for
operator spaces from [2] is a special case of the above. Recall from [2] that an
operator T deﬁned on an operator space X is called a left multiplier, iff there is a
completely isometrical embedding XDLðHÞ and an element bALðHÞ with the
property that bXDX : Suppose now that XDLðHÞ is an operator space and denote
by S0ðXÞ the matrix ordered operator space
S0ðX Þ ¼
0 x
y 0
   x; yAX

together with involution, norm and (trivial) order structure inherited from the
ambient LðHÞ: Note that this deﬁnition of S0ðX Þ is, up to completely positive and
isometrical maps, independent of the chosen embedding of X into LðHÞ (see e.g.
[7, Chapter 16]). (One can show that embedding S0ðXÞ into the Paulsen system
SðXÞ ¼ lIdH x
y mIdH
   l; mAC; x; yAX

;
the unitization of S0ðXÞ is given by
S0ðX Þþ ¼
lIdH x
y lIdH
 
ASðXÞ
  lAC

;
a fact that will not be used in the following, however.) Note also that the above
construction is functorial in the following sense: Whenever T :X-Y is a complete
contraction between the operator spaces X and Y then
S0ðTÞ :
0 x
y 0
 
/
0 TðxÞ
TðyÞ 0
 
is completely contractive, self-adjoint, and hence completely positive.
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3.13. Corollary. Let X be an operator space and T : X-X be a linear map. Then T is
a left multiplier iff there is l40 so that the mapping
x
y
 
/
lTx
y
 
is completely contractive.
Proof. Let ST :S0ðXÞ-S0ðXÞ be deﬁned by
ST
0 x
y 0
 
¼ 0 Tx
y 0
 
:
Using Corollary 3.11, we show that ST is a left multiplier of the matrix
ordered operator space S0ðX Þ; which will yield the claim. Suppose that T has
been rescaled so that yT itself fulﬁlls the above condition. Then
yðnÞST : MnðM2;1ðS0ðXÞÞÞ-MnðM2;1ðS0ðXÞÞÞ is given by
yðnÞST
0 xij;1
yij;1 0
0 xij;2
yij;2 0
0
BBB@
1
CCCA
i;j¼1;y;n
¼
0 Txij;1
yij;1 0
0 xij;2
yij;2 0
0
BBB@
1
CCCA
i;j¼1;y;n
:
Multiplication with suitably chosen permutation matrices shows that
0 xij;1
yij;1 0
0 xij;2
yij;2 0
0
BBB@
1
CCCA




¼ max xij;1
xij;2
 


; y

ij;1
yij;2
 !



( )
and, in the same way,
0 Txij;1
yij;1 0
0 xij;2
yij;2 0
0
BBB@
1
CCCA




¼max Txij;1
xij;2
 


; y

ij;1
yij;2
 !



( )
¼max yðnÞT
xij;1
xij;2
 


; y

ij;1
yij;2
 !



( )
;
so that yðnÞST is contractive because y
ðnÞ
T was supposed to be contractive. Clearly,
STS

T ¼ STST ; and so the claim follows from Corollary 3.11. &
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3.14. Corollary. Suppose X is a matrix ordered operator space, and identify X with a
subspace of Xþinj and C
ðXÞ with the C-algebra generated by X in Xþinj: Then the
Banach algebras
faAMlðCðXÞÞ j aXDXg and faAMrðCðX ÞÞ j XaDXg
are canonically isomorphic toMlðX Þ andMrðXÞ; respectively. In the same way,MðXÞ
is -isomorphic to faAMðCðXÞÞ j aXDX and XaDXg:
Proof. Denote by mlðXÞ the set of operators T on X with the property that there is
aAMlðCðX ÞÞ; the algebra of left multipliers of the C-algebra CðXÞ; with Tx ¼ ax
for all xAX : It follows from Proposition 3.5 that the embedding of X in CðXÞ is a
MOS-embedding and so, mlðX ÞDMlðX Þ: On the other hand, for each TAMlðXÞ
there is, by the above result, an element aAXþinj with Tx ¼ ax for all xAX : Clearly,
aCðXÞDCðXÞ; and so multiplication with a deﬁnes an element in MlðCðX ÞÞ:
Thus mlðXÞ ¼MlðXÞ: Now suppose that there is aAMlðCðXÞÞ such that aXDX
and ax ¼ 0 for all xAX : Then ax ¼ 0 for all xACðXÞ; which implies a ¼ 0; and the
mapping faAMlðCðX ÞÞ j aXDXg-mlðX Þ; a/ðx/axÞ turns out to be a Banach
algebra isomorphism. The proof forMrðXÞ is the same, and the statement forMðXÞ
follows. &
3.15. Proposition. For any matrix ordered operator space X ;
CðMnðX ÞÞ ¼ MnðCðXÞÞ:
Proof. We ﬁrst show that there is a C-algebra X so that CðMnðX ÞÞ ¼ MnðXÞ: To
this end note that each matrix AAMnðCÞ; acting from both sides on MnðX Þ; yields an
element in MðMnðX ÞÞ: In a C-algebra, an element h is hermitian iff expðihÞ is
unitary, and a ¼ b iff a þ b and iða  bÞ are hermitian. Using these facts it is easily
seen that the embedding jn : MnðCÞ-MðMnðXÞÞ is a unital -monomorphism. In
particular, the (images of the) matrix units eij satisfy the usual relations
eijekl ¼ djkeil ;
X
eii ¼ 1 and eij ¼ eji:
By Corollary 3.14, the embedding jn also deﬁnes a unital
-monomorphism
MnðCÞ-MðCðMnðXÞÞÞ: We continue to denote the image of the matrix units
under the latter map by eij: If we then let
X ¼ e11CðMnðX ÞÞe11
it follows that CðMnðX ÞÞDMnðXÞ: Note that the C-algebra X is the closure of sums
with summands having the form
e11x1ei2i2x2ei3i3?eiN iN xNe11 ¼ ðe11x1ei21e11Þðe11e1i2x2ei31e11Þ? e11e1iN xNe11ð Þ;
where x1;y; xNAMnðXÞ;
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so that X actually is equal to the C-algebra generated by the copy e11MnðXÞe11 of X
in the algebra CðMnðXÞÞ: By Proposition 3.5 and Lemma 2.15,
x/diagnðx; 0;y; 0Þ yields a MOS-embedding of X into CðMnðXÞÞ: There must
hence be a -epimorphism C : X-CðXÞ; and CðnÞ leads to a -epimorphism
CðMnðX ÞÞ-MnðCðXÞÞ: On the other hand, for any MOS-embedding F the
mapping FðnÞ is a MOS-embedding as well (Corollary 2.15) so that MnðXÞ is a MOS-
subspace of MnðCðXÞÞ: The conclusion now follows from the uniqueness of the C-
envelope of MnðXÞ and the fact that MnðXÞ generates MnðCðXÞÞ as a C-
algebra. &
3.16. Corollary. Let X be a matrix ordered operator space and T : MnðX Þ-MnðXÞ an
operator. Then T is a multiplier iff there are TijAMðXÞ such that TðxijÞ ¼
ðPk TikxkjÞ:
Proof. This is a consequence of Proposition 3.15 and the well-known fact that, for
any C-algebra A; MðMnðAÞÞ ¼ MnðMðAÞÞ: &
3.17. Corollary. Suppose that X ¼ X1"X2 as matrix ordered operator spaces, i.e. the
positive cones MnðXÞþ are the direct sum of the cones MnðXiÞþ; and nX1"X2 ¼
maxfnX1 ; nX2g: Then there is a central projection pAMðCðX ÞÞ with X1 ¼ pX ; X2 ¼
ð1 pÞX ; and
CðXÞ ¼ CðX1Þ"CðX2Þ and MðXÞ ¼MðX1Þ"MðX2Þ:
Conversely, any projection in MðX Þ which is self-adjoint as an operator on X yields a
decomposition of X into a direct sum of matrix ordered operator spaces.
Proof. Suppose that all spaces carry the n-norm. Denote the projection onto X1 by
P; and put
P
x11 x12
x21 x22
 
:¼ PP
x11 Px12
Px21 x22
 
¼ Px11 Px12
Px21 x22
 
:
We have PðnÞ ¼ Pð2nÞ þCðnÞ for each nAN; where C : M2ðXÞ-M2ðX Þ with
C
x11 x12
x21 x22
 
¼ 0 0
0 x22  Px22
 
¼ð1 PÞð2Þ 0 0
0 1
 
x11 x12
x21 x22
 
0 0
0 1
  
:
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It follows that P is completely positive. Since for any X11 X12
X21 X22
 
AM2nðXÞ
PðnÞ
X11 X12
X21 X22
 


 ¼ PðnÞX11 PðnÞX12
PðnÞX21 PðnÞX22
 !
þ 0 0
0 ðId PÞðnÞX22
 



pmax jjPPjjcb
X11 X12
X21 X22
 


; 0 00 X22
 



 
;
we conclude that jjPjjcbpmaxfjjPPjjcb; 1g: Using Corollary 3.14 it turns out that P
must be multiplication from the left with an idempotent element pAMðCðX ÞÞ:
Since P as an operator on X is self-adjoint it follows that px ¼ PðxÞ ¼ PðxÞ ¼ xp
for all xAX and so px ¼ xp for all xACðXÞ: Consequently, p ¼ p; and p is central
inMðCðXÞÞÞ: Denote by e1 and e2 the units of Xþ1 and Xþ2 ; respectively. It is then
straightforward to check that Xþ can be identiﬁed with
fðx1 þ le1; x2 þ le2 j xi þ leiAXþi g;
and it follows that pX ¼ X1 and ð1 pÞX2 are MOS-embedded in pCðXÞ and
ð1 pÞCðX Þ; respectively. Since p is central, X1 generates the C-algebra pCðX Þ;
and there is a -epimorphism of pCðX Þ onto CðX1Þ: The same argument applied to
X2 leads to a
-epimorphismC0 : CðX Þ-CðX1Þ"CðX2Þ respecting both copies of
X1;2: Because X ¼ X1"X2 MOS-embeds into and generates CðX1Þ"CðX2Þ; there
is a -epimorphism C1 : CðX1Þ"CðX2Þ-CðXÞ which also respects both copies of
X1;2: The existence of the decompositions of C
ðX Þ and MðXÞ now follows.
Conversely, whenever P is a projection inMðXÞ such that P ¼ P then it follows
as above that PðxÞ ¼ px; where p is in the center ofMðCðX ÞÞ: Then p gives rise to
a decomposition of CðX Þ into a direct sum of C-algebras and thus to a
decomposition of X into a direct sum of matrix ordered operator spaces.
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Appendix A. An Appendix on K-groups
A.1. In this appendix, we present an attempt at the solution of the following
problem: To deﬁne a functor KA from a suitable category O of operator spaces to
abelian groups so that
* Objects of O include C-algebras as well as the (operator space) duals of each
object.
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* Morphisms include -morphisms between C-algebras and the adjoints of
-morphisms on dual spaces.
* KA restricts to standard K-theory on the category of C-algebras and yields non-
trivial results for duals of C-algebras.
* KA is homologically well-behaved as its restriction to C-algebras.
It seems also feasible that K-groups of C-duals might bear a certain relationship to
K-cohomology of C-algebras or, even more demanding, that for suitable tensor
products, KAðA#B0Þ might be close to one of the bivariate K-theories.
A.2. In the sequel, the objects in O will be matrix ordered operator spaces.
Morphisms are mappings which behave multiplicatively on a suitably chosen
subalgebra AðXÞ ofMðX Þ: The problem we could not avoid: morphisms of a half-
exact theory have to satisfy an additional condition which seems to be quite
restrictive and rather difﬁcult to verify. This makes it hard to believe that these
morphisms are of general interest. Though the ensuing theory will comply with all
the above axioms, it will turn out that it has a second disadvantage: The second of
the above conditions is only trivially satisﬁed since the K-groups all are trivial for the
dual of a C-algebra. These difﬁculties turn the following into a mere illustration of
the problem posed above. In order to not overstate the importance of the involved
results we hence will be brief and omit a number of details.
A.3. Let X be a matrix ordered operator space and identify X with a MOS-subspace
of Xþinj: Represent each element fromMðX Þ as multiplication with some member of
Xþinj: Then the restricted multiplier algebra of X is deﬁned by
AðX Þ ¼ faAMðCðXÞÞ-X j aXDX and aXDXg:
Note that by Corollary 3.14, AðXÞ is -isomorphic to a (closed) ideal of MðXÞ:
Although we have deﬁned AðXÞ through a speciﬁc MOS-embedding of X into
Xþinj; any other such MOS-embedding yields an isomorphic C
-algebraAðXÞ: This is
due to the functorial uniqueness of the embedding of X into Xþinj: The same statement
essentially persists if Xþinj is replaced by C
ðXÞ: Less can be said, however, if X is
MOS-embedded into an arbitrary C-algebra A: Put
AðX ;AÞ ¼ faAX j aXDX and aXDXg;
and ﬁx a -epimorphism F from CðX ; IdÞ onto the C-envelope CðX Þ of X with
F3Id ¼ IX : Observe that F identiﬁes the copies of X in both spaces in such a way
that for all x; yAX we have FðxÞFðyÞAFðXÞ if xyAX : It follows that AðX ;AÞ is a
-subalgebra of AðXÞ:
A.4. Let X and Y be matrix ordered operator spaces. A mapping F : X-Y is called
an A-morphism, iff the restriction of F to AðXÞ is a -homomorphism between
AðXÞ andAðYÞ: A completely positive and completely contractiveA-morphisms F
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is related to operator module maps in the following way. Suppose F operates
between the matrix ordered operator spaces X and Y which we suppose to be
embedded into their respective injective envelopes. Fix a unital completely positive
extension #F : Xþinj-Y
þ
inj of F; and denote by
D #F ¼ fxAX j #FðxxÞ ¼ #FðxÞ #FðxÞ and #FðxxÞ ¼ #FðxÞ #FðxÞg
the multiplicative domain of #F: Since AðXÞDD #F; it follows from [4, Theorem 3.1])
that
#FðxxZÞ ¼ #FðxÞ #FðxÞ #FðZÞ
for all x; ZAAðXÞ and xAXþinj:
A.5. For any A-morphism F :X-Y ; let
AðFÞ :AðX Þ-AðYÞ; AðFÞ :¼ FjAðXÞ:
In this way, A deﬁnes a covariant functor between the category of C-algebras and
-morphism to the category of matrix ordered operator spaces andA-morphisms. It
has the properties that
(i) A commutes with the functor Mn which maps the operator system X to MnðXÞ
and any morphism F to MnðFÞ :¼ FðnÞ; and
(ii) whenever F and C are two homotopic A-morphisms between X and Y ; then
AðFÞ and AðCÞ are homotopic as well.
Here, (i) is a consequence of Corollary 3.16, by which AðMnðXÞÞ ¼ MnðAðXÞÞ:
A.6. For any matrix ordered operator space X ; we now put for n ¼ 1; 2
KAnðXÞ ¼ KnðAðXÞÞ:
We also denote by SX ; the suspension of X ; the matrix ordered operator space for
which, for all nAN;
MnðSX Þ ¼ C0ðð0; 1Þ; MnðX ÞÞ and MnðSX Þþ ¼ C0ðð0; 1Þ; MnðXÞþÞ:
When applied to C-algebras, both deﬁnitions yield the standard deﬁnitions. It can
be shown that KA has the following properties:
* Whenever X ¼ X1"X2;
KAðXÞ ¼ KAðX1Þ"KAðX2Þ:
This follows from 3.17 which implies AðX Þ ¼AðX1Þ"AðX2Þ:
* KA is stable and homotopy invariant. This follows from the corresponding
property of the functor A:
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* KA is Bott-periodic. This is similar to the C-case. In particular, for each matrix
ordered operator space X we have KA1ðXÞ ¼ KA0ðSX Þ which is a consequence
of the fact that
AðSX Þ ¼ faASX j aðtÞAAðX Þ for all tAð0; 1Þg ¼ SAðXÞ;
and hence KA1ðX Þ ¼ K1ðAðX ÞÞ ¼ K0ðSAðX ÞÞ ¼ K0ðAðSXÞÞ ¼ KA0ðSXÞ:
A.7. One way to turn KA into a half-exact functor is to strengthen the deﬁnition of
an A-morphism. Call F :X-Y a strong A-morphism if it is an A-morphism, and,
in addition, if for all two-sided AðX Þ--submodules X0DX ;
FðAðX Þ-X0ÞÞ ¼AðYÞ-FðX0Þ:
This condition with X0 ¼ X alone would guarantee the exactness of the functor A
(and thus the half-exactness of the K-functor), since in this case KerAðFÞ ¼
KerF-AðXÞ and ImAðFÞ ¼ ImF-AðY Þ: But composition of strong A-
morphisms has to yield strong A-morphisms, and so, in light of A.4 all A--
submodules of X have to be taken into account.
A.8. Example. Let A be a C-algebra. Let the dual A0 of A carry the canonical
structure for which it is a matrix ordered operator space (cf. Section 2.11). We have,
if dimA41;
dimAðA0Þp1 and so KA0ðA0ÞAfZ; 0g; KA1ðA0Þ ¼ 0:
In fact, it is not difﬁcult to see that the n-norm of A0 is additive on A0þ and therefore
the norm is additive on AðA0Þþ: Since the only C-algebras showing this behavior
are C and the null space, dimAðA0Þp1:
It can be shown that for the case dimAðA0Þ ¼ 1 we haveAðA0Þ ¼ Cp where p is a
projection which is central in MðA0Þ: It would follow that AðA0Þ ¼ 0 if it could be
shown that p is central in MðCðA0ÞÞ (as a consequence of Corollary 3.17 and the
additivity of n on A0þ).
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