We extract significant spatially coherent strain variations from horizontal seasonal Global Positioning System (GPS) displacements in the American Southwest. The dilatational strain is largest in northern California with maximum margin-normal contraction and extension in spring and fall, respectively, consistent with the Earth's surface going down and up at those times. The northern California signal has a phase shift with respect to that in southern California and the Great Basin. For northern and southern California the proportion of larger earthquakes are in-phase and the aftershock productivity out of phase with the inferred Coulomb stress on the San Andreas fault system. The intensity of mainshocks is in-phase in the north as well but not in the south. This suggests that a seasonal increase in fault-normal extension may or may not trigger mainshocks, but when an earthquake happens at those times, they grow larger than they otherwise would, which would cause a larger stress reduction and result in fewer aftershocks.
Introduction
The relationship between slip on a fault (i.e., an earthquake) and the accumulation or change in stress onto the fault is central to understanding seismogenesis. Observed seasonal variations in the number of earthquakes (i.e., seismic intensity) (Ader & Avouac, 2013; Bollinger et al., 2007; Christiansen et al., 2007; Craig et al., 2017; Dutilleul et al., 2015; Gao et al., 2000; Matsumura, 1986; Panza et al., 2011) provide means to assess the type and magnitude of stress perturbations, as well as a fault's frictional properties, required to advance or retard the buildup of stress on faults toward earthquake nucleation (Ader et al., 2014) . Mechanisms that could provide seasonal stress perturbations fall into two categories: those intrinsic to the rock (e.g., temperature) or extrinsic (e.g., loading of the atmosphere, hydrosphere, or cryosphere onto Earth's surface). Most correlation studies have focused on the link between seismic intensity and snow/hydrologic loading (Amos et al., 2014; Bettinelli et al., 2008; Bollinger et al., 2007; Braunmiller et al., 2014; Craig et al., 2017; Heki, 2003; Pollitz et al., 2013) .
Annual variations in the above-mentioned mechanisms are predicted and can also be seen in the solid Earth's deformation response captured by geodetic measurements. For example, seasonal displacements in GPS time series have been correlated with annual variations in atmospheric pressure (e.g., van Dam et al., 1994) , surface temperature (Prawirodirdjo et al., 2006) , snow (Drouin et al., 2016; Heki, 2001) or water loading (Bettinelli et al., 2008; van Dam et al., 2001) , or a combination therein (Johnson et al., 2017b; Tsai, 2011) . The majority of the above studies used vertical GPS displacement time series, but the effect of surface loading has also been seen in horizontal time series (Argus et al., 2005; Chanard et al., 2014; Elósegui et al., 2003; Fu et al., 2013; Grapenthin et al., 2006; Kraner et al., 2018) .
In previous studies the connection between seasonality in GPS time series and in seismic intensity was made through a physical model that would explain the geodetic data while providing a seasonal forcing mechanism (Amos et al., 2014; Bettinelli et al., 2008; Craig et al., 2017; Johnson et al., 2017a Johnson et al., , 2017b . Furthermore, those studies only used the vertical GPS displacements. Here we convert horizontal seasonal displacements of GPS stations into the corresponding horizontal spatiotemporal variation in geodetic strain. These strains provide a more direct observable to compare with seismicity than modeled stress. Moreover, we apply this to the greater California area where the majority of the faults dip steeply and horizontal seasonal strain variations are expected to reflect stress perturbations on a fault in a more straightforward manner than vertical displacement variations would. We report strong spatiotemporal correlations between mainshock intensity, aftershock production, and the proportion of large events and the dilatational component of the horizontal seasonal geodetic strain field.
Seasonal Geodetic Displacements and Strain
We consider time series between 2002.00 and 2018.25 from all continuous GPS stations in our study area (i.e., the area shown in Figure 1 plus an additional 1°on each side). Time series are obtained from the Nevada Geodetic Laboratory . We exclude those stations for which the time series are <2.5 year long, those within California's Great Valley where stations' seasonal signal is significantly different from those on adjacent bedrock (Amos et al., 2014) , and those with significant transient signals not associated with known earthquakes. For those stations affected by a large nearby earthquake we exclude the part of the postseismic time series that exhibits transient motion. We analyze time series of the remaining 1,202 stations in the NA12 reference frame (Blewitt et al., 2013) , which has removed daily continental-scale common mode displacements present in the IGS08 frame, including periodic loading signals related to hemisphere-scale water transport Wu et al., 2003) . Our analysis in NA12 therefore differs slightly with that in IGS08, because (1) the common mode signal is not exclusively periodic causing some slight differences in the estimation of the seasonal signal and (2) the continental-scale water loading cycle causes a small N-S oriented displacement gradient across our study area that yields a uniform strain of up to~±0.5 × 10 À9 in fall and spring, respectively. Both aspects combined affect our analysis only in a very minor way.
To each station's north, east, and vertical daily position time series, we fit a model that includes a rate, periodic signal, and offsets due to equipment changes and earthquake coseismic offsets. The periodic signal consists of an annual term and a semiannual term. We assume that the seasonal signal is constant over the period considered, which is generally an appropriate approximation. For clarity we present (horizontal) data and strain models that exclude 419 outlier stations but show in the supporting information nearly identical results for strain models based on all data. The outlier removal is explained in the supporting information as well. Figure 1a shows the maximum horizontal vector displacement and its phase within the first half of the year. For simplicity we only show the values associated with the annual term, which has an amplitude that is on average 3.3 times larger than for the semiannual term. For comparison, we also show the vertical seasonal displacement ( Figure 1b ).
As evident from Figure 1a and especially Figure S1 (which includes outlier stations), the horizontal seasonal displacements (i.e., those predicted from the periodic signal we fit) are scattered, much more so than the vertical seasonal displacements. Nevertheless, some patterns are evident. Most coastal stations exhibit a maximum displacement toward the North American continent in March. This signal is most coherent in northern California. Stations east of the northern Sierra Nevada Mountains, in western Nevada, show oceanward motion that peaks in April. These signals are likely linked to the widespread subsidence of most of northern California that peaks in April (Figure 1b) . Where vertical displacements are negligible (e.g., Great Basin and Mojave Desert), horizontal displacements seemingly show little spatial coherency. However, it is noteworthy that the maximum horizontal and vertical displacements in the Mojave Desert and southernmost California occur in early summer, distinctly later than in northern California. Finally, while the peak vertical displacement in the first 6 months is down in most of the study area, it is consistently up in Arizona and in the coastal areas of southern California.
Because of the noise in the displacements, regionally coherent seasonal strain signals may not be obvious from a visual inspection of the displacements. To extract such strain signal, we use the MELD (Median Estimation of Local Deformation) algorithm of Kreemer et al. (2018) , which is robust against outlier data and is particularly well suited to retrieve long-wavelength signals. MELD does not consider the uncertainty in the input data and merely extracts a robust strain signal from many noisy strain estimates. We use the same parameter choices as in Kreemer et al. (2018) , which means that the spatial resolution is~100 km. For 24 epochs throughout 1 year, we calculate strain (and rotation) at a regular 0.2°grid of evaluation points and fit the displacements with an average root-mean-square of~0.3 mm per epoch. The vertical seasonal displacements are estimated on a similar grid using the GPS Imaging technique presented by Hammond et al. (2016) .
We deliberately choose a low spatial resolution, because our aim is to extract significant strain signals over large areas. An increase in the spatial resolution could be accomplished by considering strain from increasingly smaller station triangles. However, because strain is a spatial derivative, an increase in noise in the displacement data will affect the strain estimates, increasing the uncertainty in the MELD estimate. For example, for our choice of spatial resolution (~100 km) the signal-to-noise ratio (SNR) in strain (measured by its second invariant) is ≥2 for 78% of the evaluation points (over all epochs). For~50-km resolution this is true for 54% of the points and for~25 km only for 36%.
For the majority of the time and places (but particularly in California), we find that the seasonal strain is dominated by dilatational strain (i.e., ε 1 + ε 2 , where ε 1 and ε 2 are the largest and smallest principal strains, respectfully) rather than shear strain (defined as min(|ε 1 |, |ε 2 |) whenever the principal strains are of opposite sign). The spatiotemporal variation in shear strain is shown as dynamic content in the supporting information. Figure 2 shows the dilatational strain field at the epochs when it is at an absolute maximum (i.e., 1 April and 1 October). On 1 April strain is contractional through most of California, although it is much larger (i.e., up to À5 × 10
À9
) in northern versus southern California. In northern California at that time the SNR is mostly >6, and the contractional strain in all of California is oriented orthogonal to the continental margin and the strike of the Sierra Nevada Mountains. In the spring most of the Great Basin is under extension. The signal is Figure 1a , and circles and squares indicate whether the maximum displacement is down or up, respectively, in first half of the year. reversed in the fall (Figures 2c and 2d) . Figure S2 shows the dilatational strain for both epochs for models that consider all data; the main signals are the same.
There is a clear association between the regional horizontal dilatational strain and the vertical displacements, at least in northern California, although there the maximum subsidence is more localized than the contractional area. The causal relationship is best expressed when we superimpose the modeled horizontal displacements onto the vertical field ( Figures 2b and 2d ); Earth's surface moves toward and away from the northern Sierra Nevada Mountains when those are going down and up in the spring and fall, respectively. An animated image of our results through one entire annual cycle, as well as uncertainties and SNR's (which are mostly >1), is provided as dynamic content in the supporting information. All numerical values (data and model) presented in this paper can be found there as well.
We calculate the seasonal variation in the area-weighted average dilatation (i.e., the relative change in area) within a polygon in northern and southern California (Figures 3a and 3b) . These polygons (shown in Figure 2 ) Principal axes reflect averages for a set of nonoverlapping areas of equal size, and for each set the largest axis is normalized to unity. Gray lines are major faults (i.e., with Quaternary slip rate ≥ 2.5 mm/year). (b) Vertical displacements inferred from the GPS Imaging technique (Hammond et al., 2016) . Superimposed are horizontal displacements (spatially downsampled) derived from MELD . (c, d) Same as Figures 2a and 2b , respectfully, but instead for 1 October. An animation of a yearly cycle is provided as dynamic content in the supporting information.
are chosen to capture an as spatially-coherent signal as possible while also being constrained by the footprint of the seismicity catalogs with which we compare the results (section 3). The calculation of average dilatation per epoch also uses the variance in the dilatational strain as weight. Figures 3a and 3b also show the weighted one standard deviation in the relative areal strain, which mostly expresses spatial variation. The seasonal variation in strain is significant for both regions, but the signal is out of phase by 4 months between them and the amplitude in relative areal strain is~3 times as large in the north compared to the south. Figure S3 shows the seasonal variation in relative areal change based on models using all GPS (2), and the negative value (dashed line). The axis description between the left and right panels applies to both panels. displacements; the variation is the same and while uncertainties for northern California are slightly larger than those in Figure 3 , seasonality is still significant. Next, we convert the strain into a Coulomb stress on a vertical fault with azimuth of 35°W (i.e., an average for the San Andreas fault [SAF] system) and show the average for each polygon in Figure 3 . For this conversion we use the relationships of King et al. (1994) , assume a coefficient of friction of 0.4, and use a Young's modulus of 50 GPa to convert strain to stress. The seasonal variation in Coulomb stress very closely follows the same phase and relative amplitudes as the relative areal strain in both polygons. This indicates that for the SAF, which trends orthogonal to the main dilatational strain orientation, the seasonal variations in Coulomb stress are controlled by those in dilatational strain, which are oriented orthogonal to the fault.
Seasonal Variations in Seismicity and Correlation With Strain
We explore correlations between seismicity and temporal variations in relative Coulomb stress in northern and southern California by using the relocated catalogs of Waldhauser and Schaff (2008) We separate mainshocks from aftershocks and foreshocks by identifying earthquake clusters using the nearest-neighbor earthquake distance approach (Zaliapin et al., 2008; Zaliapin & Ben-Zion, 2013 . Every cluster is comprised of a single mainshock and possible foreshocks and aftershocks. We examine two statistics related to mainshocks and one statistic related to aftershocks.
For each earthquake we consider its timing 0 ≤ t < 1 within an annual cycle (1 January to 31 December) and work with a stacked data set with event times within the interval [0, 1]. We smooth all earthquake statistics by considering a moving time window of 8 months (or 8/12 in the dimensionless units of the unit time interval) within which we apply a centered Gaussian weighting kernel with standard deviation of 2 months. This substantial temporal smoothing turns out to be instrumental in revealing the correlations that we report and is warranted for two reasons. First, smoothing is justified by the observed and predicted phase shift of up to 3 months between annual stress perturbations and seismic intensity (Ader et al., 2014) . Second, the seasonality is hidden in the noise in a conventional stacking analysis. For instance, if we sort the mainshocks in 24 bins (i.e.,~½ month per bin, consistent with the strain analysis) and plot demeaned relative values ( Figure S4 ), seasonality is hard to detect, particularly for northern California. We notice, however, that a sinusoidal fit to the stacked data reveals the correct phase of a seasonal signal. If we introduce some smoothing and produce a time series of the Seasonality Index (SI), seasonality in the data becomes evident. Specifically, we define the SI as 100(N 1 À N 2 )/(N 1 + N 2 ), where N 1 is the number of events within the 6-month period centered on the examined epoch and N 2 is the number of events in the preceding 6-month period. This definition is adapted from the one proposed by Walsh and Lawler (1981) based on monthly data. The difference between the stacked data and the SI becomes evident when we fit a sinusoidal function with annual period to each ( Figure S4 ). While the phase of the two models is the same, the relative amplitude is higher for the fit to the SI values and the root-mean-square misfit to the SI values is~24 and~14 times lower for northern and southern California, respectively, than the misfit with the stacked data. In conclusion, multiple alternative smoothing techniques reveal smoothly varying numbers of mainshocks from season to season. The analysis shown in the main text produces the most clear, robust, and visually appealing signal.
To ensure uniformity of the reported values, for each examined earthquake statistic S we show its linear transformation S median as follows:
Here median (S) is the sample median of the statistic's values.
We first examine the seasonal variation in the annual number of mainshocks with m ≥ 2.5 (Figures 3c and 3d) .
The relative amplitude and phase of the variation in mainshocks are very similar to that in the SI inferred from
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Geophysical Research Letters the stacked data ( Figure S4 ). Both approaches thus show the same seasonal variation, which supports the chosen amount of smoothing. The mainshock intensity values are shown together with the Coulomb stress. In the north (Figure 3c ), we observe a strong positive correlation between mainshock intensity (blue) and Coulomb stress (red), with a phase shift of about a month. In the south (Figure 3d ), a statistically significant fluctuation of mainshock intensity is not related to the stress changes.
Figures 3e and 3f compare Coulomb stress with the proportion of larger mainshocks, those with m > 4.5, among mainshocks with magnitude m > 3.5. The proportion of larger mainshocks is a robust and crude (reciprocal) analog to fluctuations in the b value. In the north (Figure 3e) , there is an almost perfect match between the examined curves. In the south (Figure 3f ), there exists a strong positive correlation, with a phase shift of 2 months.
Figures 3g and 3h show a comparison of Coulomb stress with the aftershock productivity. Specifically, we examine the numbers A i of aftershocks within ith earthquake cluster. To eliminate the exponential increase of the aftershock number A i with the magnitude m i of the cluster mainshock (e.g., Zaliapin & Ben-Zion, 2013), we normalize the aftershock counts:
using the average number A (m) of aftershocks within clusters with mainshock magnitude m ± δ, where δ = 0.1. The final analysis is done using the values of a i . The normalized aftershock production is negatively correlated with Coulomb stress, in both the north and south.
On every panel in Figure 3 we also show the 5% and 95% empirical limits for each examined indicator, inferred by repeating the same analysis on multiple catalogs with reshuffled event times.
In the aftershock productivity analysis (Figures 3g and 3h) , we reshuffled the timing of clusters, keeping the respective aftershock counts assigned to each cluster. The seasonal peaks for most indicators reach or exceed the confidence interval indicated in the figure, except for proportion of large earthquakes in northern California.
For most comparisons between seismicity indicators and Coulomb stress we find a strong (anti)correlation. Notably, these correlations follow the 4-month phase difference between northern and southern California Coulomb stress curves. The only exception is seen for the intensity of mainshocks in southern California (discussed below).
Discussion and Conclusions
We find significant, spatially coherent, seasonal variations in the horizontal dilatational strain field. These variations are out of phase between northern and southern California, as well as the Great Basin. The largest peak-to-peak variation occurs in northern California, where the largest vertical displacements occur as well. The vertical seasonal displacement has been shown to largely reflect hydrological loading (Amos et al., 2014; Argus et al., 2014) , which has also been shown to explain interannual vertical displacements (Argus et al., 2017; Borsa et al., 2014) . Horizontal contraction is predicted underneath a surface load and extension away from the load (Bevis et al., 2016; Wahr et al., 2013) , which we observe in northern California and Nevada, respectively, in a direction normal to the load. In addition, loading is expected to cause mostly dilatational surface strain and minimal shear (in a uniform elastic medium), which we observe. We therefore infer that hyrological loading is likely the main driver of the observed horizontal seasonal strain, at least in the northern part of our study area.
The load is spread out beyond the northern Sierra Nevada Mountains and over the entire northern area of the state, as expressed by the wide zone of subsidence and contraction. The fact that maximum subsidence in southern California occurs earlier, and at a lower amplitude, than in northern California, could be ascribed to an absence of a large snow packs and large reservoirs in the south, which would facilitate a quick runoff. As a result, thermoelastic strain may also be more significant than loading-induced strain in the south than in the north ( 
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concern ourselves with the exact mechanisms that cause the strain variations and focus on the correlations with seismicity.
Our modeled strain values are only a few nanostrains. They are so small partly because of our approach to focus on large-scale strain signals that can be robustly resolved. Consequently, our Coulomb stresses are also at least an order of magnitude smaller than those reported by Kraner et al. (2018) for the Napa fault region in northern California. Our Coulomb stress variations are also at least an order of magnitude smaller than those predicted by hydrological loading (Amos et al., 2014; Johnson et al., 2017a Johnson et al., , 2017b . Again, this may be a result of our focus on large areas. We find that the small values are not the result of the amount of smoothing we apply. The actual strain, and thus Coulomb stress, for a small area may be much larger, but we find the statistical significance of those strains to be much lower than what we present here. In any case, we are interested in comparing the strain and seismicity within a larger area, and hence we focus on the phase and relative amplitude of the signals.
We find a distinct 4-month phase lag between the maximum area growth or Coulomb stress for the northern and southern California polygons. Most seismicity indicators we consider are within 1-month in-phase or out of phase with the deformation signal and thus generally follow that phase lag between north and south. The only exception is the variation of mainshock intensity in the south (Figure 4b ). It does show a significant seasonal signal but one that is out-of-phase with the respective seasonal strain/stress. While it is hard to assess the cause of the seasonality in mainshock intensity there, the fact that it is out-of-phase with the seasonal deformation may be because, compared to the north, the deformation field is less homogeneous, there is more variation between the orientation of deformation and faulting, and the strain/stress amplitudes are lower. In the north, the seasonal strain seems directly linked to fault-normal stress perturbations (i.e., unclamping of the fault) that trigger earthquakes and allow smaller events to grow larger. In the south, other seasonal effects, such as thermoelastic strain, may contribute more significantly than any loading-induced strain to the observed seasonal strain.
While stress perturbations of the kinds we observe may not trigger events in the south, the fact that we do see a correlation in both regions between an increase in Coulomb stress and the proportion of larger events may suggest that when an earthquake happens at times of an increased seasonal Coulomb stress, the favorable stress regime allows for earthquakes to grow larger than they otherwise would. Consequently, the larger events cause more stress release, reducing the need for (more) aftershocks, which explains the observed negative correlation with aftershock productivity.
Our results add nuance to the observations of Christiansen et al. (2005) , who found a peak in seismicity intensity in the fall for four out of the five volcanic centers that they examined in the western United States and that had significant seasonal variation in shallow seismicity or to those of Christiansen et al. (2007) , who observed more earthquakes in the fall along the central SAF creeping section. Our analysis shows similar variations, but much more unambiguously, and link them to seasonal strain/stress. Moreover, we show that when considering mainshocks and aftershocks separately, one may find different correlations with seasonal deformation for different areas and that the intensity of mainshocks may not always be the proper indicator of seasonality.
Periodic variations in seismic intensity are predicted when stress perturbations of similar period are applied to a fault (Ader et al., 2014; Beeler & Lockner, 2003; Brinkman et al., 2016; Dieterich, 1987) . Our results confirm those predictions, and the phase-difference observed here (±1 month) can be compared with those predicted such that the variables and properties used in rate-and-state friction models or laboratory experiments can be reconsidered. In any case, we present evidence how horizontal seasonal strain relates to seismicity variations, and we conclude that the nuance between the behavior of mainshocks and aftershocks may provide insights to further our understanding of seismogenesis.
