ABSTRACT In this paper, we propose a method that use the Gaussian mixture model (GMM) as a plug-and-play prior for image restoration in sensor network. The ''plug-and-play" concept as an image prior is extended to image restoration and just mentioned in recent years. Particularly, the plug-and-play alternating direction method of the multiplier is very fit for the GMM framework to regularize the sub-problems. In order to avoid error results caused by general minimum of mean square error criterion, we propose two spatial constraints: one applies the K -nearest-neighbor method based on an Euclidean distance to measure the similarity of image patches in clustering step; the other adopts the Gaussian weight based on the Mahalanobis distance to update the mean vector and covariance matrix. Finally, we compare our method with several recent state-of-the-art methods, and the results show that our proposed method has good performance in preserving details and eliminating the staircase effect.
I. INTRODUCTION
Image restoration is one of the most fundamental issues in imaging science and other important applications. For such a two-dimensional image signal, it is inevitably degraded in the process of image acquisition, transmission and processing, especially with the recent rapid development of wireless sensor networks, which needs higher requirements for signal transmission and processing [1] - [4] . Therefore, image restoration aims to recover a high-quality original image from its degraded observation and plays an important role in many mid-level and high-level image processing tasks. The classical linear inverse problem of image restoration is generally formulated as y = Hx + n,
where y denotes the degraded image, x is the desired original image and n is the additive Gaussian white noise with zero mean. H stands for the degrade operation, which is usually modeled as a blurring matrix constructed from the discrete point spread function (PSF). Image restoration is a ill-posed problem because the recovered results may not be continuously because of the observation error; hence, establishing an accurate image prior model is critical to regularize such ill-posed problem and obtain an stable solution, and thus produce a desire recovered image. A widely used regularization scheme is formulated by the form
where . 2 is the Euclidean norm and denotes the data-fidelity term, ϕ (x) is usually called the regularization term that contains the prior information of the underlying solution. The regularization parameter λ > 0 controls the balance between the fidelity term and regularization term. Even the blur kernel is known, the problem is still highly ill-posed and difficult to recover the original sharp image. This is because that the blur kernel can be regarded as a kind of the low pass filter, which tends to reduce the high frequency information such as textures and edges. Hence it is necessary to be regularized by the proper prior and establish the corresponding constraint model.
A. RELATED WORKS
In recent years, image priors have been used for image restoration tasks. The most basic idea is that the images can be sparsely represented in certain domains; for example, in the discrete cosine transform (DCT) domain or the discrete wavelet transform (DWT) domain, the images or image patches are considered sparse in transform domains. Besides, the sparsity in the spatial domain is also widely used in image restoration. Take the total variation (TV) prior as an example, it can be regarded as a kind of sparsity model in the gradient domain and has been shown its great advantage in preserving sharp edges and object boundaries. In order to split the prior from the inverse problem, the ADMM technique has been widely used as a flexible and efficient optimization tool in many image processing tasks. It is a special splitting case of the augmented Lagrangian method by splitting the complex problem into simpler subproblems, which can be easily solved by efficient operators, such as DFT and shrinkage operator. To replace the shrinkage step of the standard ADMM, a heuristic method, called the plug-and-play ADMM, was proposed by using an off-theshelf image denoising algorithm [5] . Special mention of the Gaussian denoiser, it has been extensively studied because of its fundamental and particular in many kind of image restoration tasks, and thus the plug-and-play ADMM can apply the Gaussian denoiser as regularization in a plug-andplay fashion. Although the plug-and-play ADMM appears not long, a few recent reports have concurred the algorithm has been applied to Poisson inverse problems [6] , compression artifact removal [7] and distributed output-feedback model [8] . Indeed, it has better performance than same period state-of-the-art methods, and its convergence analysis, a stepsize-free version and a primal-dual version have also been studied [9] , [10] . However, the plug-and-play ADMM also has one typical challenge that is hard to choose the original prior, which is often treated as a data-fidelity term and plays an important part in minimizing the specialized plug-andplay regularization term. Thus, it is difficult to deal with hard constraints, such as a non-negativity or an intensity range constraint that are always effective in many image restoration tasks [11] . As above mentioned, the strict conditions for obtaining a exact sparse representation may be a drawback for these nonlinear image restoration method. Recently, Gaussian Mixture Model(GMM) has been proposed to overcome such problem arising from the sparsity and nonlinear estimations [12] . The GMM is a classical patch-based image restoration model and learned from clean image patches. The image is divided into local overlapping patches with √ m× √ m size, each path is denoted by y i ∈ R m . In vectorized form, the path can be modeled by y i = H i x i + n i , where x i is the underlying clean patch estimated separately, H i and n i are degrading matrix and noise vector respectively. The restored image is reconstructed by returning the estimated patches to their original position and averaging these overlapping patches. The GMM describes local image patches with a mixture of Gaussian distribution and makes a combination of linear estimations. It has been proved effectively and easily extended to other constraints such as multi-resolution patches and parameters selection [13] - [15] .
Using GMMs for image patch priors makes algorithms computationally tractable and flexible. Inspired, with the concept of the plug-and-play, we make the GMM as a patch based prior, instead of using a fixed denoiser, such as BM3D [16] and K-SVD [17] . The object function of the conventional GMM based image restoration models often be concluded as the minimum of the minimum of mean square error (MMSE) criterion, which is sensitive to outliers. However, outliers may appear in the obtained patch cluster even within the spatially constraint window, and using MMSE criterion will lead to error restored results. With the same purpose, in our proposed method, the Gaussian weight based on the Mahalanobis distance is applied to measure the similarity between the path and the sample co-variance matrix, which obtain accurate restoration results based on the plug and play GMM prior framework.
B. OUR CONTRIBUTION
In this paper,the main contributions are summarized as follows: 1) We extend the 'plug-and-play' concept with the image prior to the image restoration, such deblurring, denoising and inpainting inverse problems. Particularly, the plug-and-play ADMM is very fit for the GMM framework to regularize the subproblems.
2) We apply the KNN method to cluster the similar image patches as the spatial constraint on the GMM-based model. KNN is measured by L 2 -norm to save computations.
3)we propose the Gaussian weight for patches based on the Mahalanobis distance to update the mean vector and covariance matrix, instead of the minimum of mean square error (MMSE) using average weight that is sensitive to outliers. And the Gaussian weight is also helpful for reconstructing the whole image from image patches.
II. PRELIMINARIES A. THE PLUG AND PLAY PRIOR
The Plug-and-Play (PP) prior was first proposed by Venkatakrishnan et al. [5] in 2013. By applying a Gaussian denoising algorithm that corresponds to the used prior, the PP prior combine the inverse problem and the prior simply. According to the above mentioned degradation model, the referring inverse problem can be formulated as a maximum-a-posteriori (MAP) estimation to maximize the posterior probabilitŷ
Here, the conditional probability p(y |x ) denotes the imaging model, and the prior p(x) denotes the probability distribution of the latent image. Let f (x) = − log p(y |x ) and g(x) = −(1 β) log p(x). The MAP problem in Eq. (3) is equivalent to solving the following optimization problem
which is a generic unconstrained and standard problem. For this problem, the alternating direction method of the multiplier (ADMM) has become a popular solving strategies. We briefly review its basic theory for an intuitive understanding. The idea of the ADMM is converting an unconstrained problem into a constrained problem. By using a variable splitting technique, the Eq. (4) is rewritten as xv = arg min
Its augmented Lagrange function is
According to the ADMM theory [8] , optimizing the Eq. (6) is equivalent to alternate iterating until convergence over the following three steps
+ 1 γ q k , and q k is called the scaled Lagrange multiplier. This set of equations show the modular structure of the ADMM, which is an important feature. Eq. (7) can be regarded as an inverse problem that minimizing f by a quadratic regularization. Meanwhile, Eq.(8) cab be treated as a denoising problem that minimizes the residue between the 'noisy' imageṽ k and 'clean' image v using the prior g (v) .
Here, σ is not noisy level as usual. It can be simply regarded as an adjustable knob that controls the amount of denoising. This is because that at the k-th iterate the residue v −ṽ k is not the exactly Gaussian form.
Because there is no need specifying the prior g before running the ADMM, the proposed algorithm is called the plug-and-play ADMM, which has been used in a number of image processing tasks and also proven better performance [7] , [18] . It is unclear what prior g does it corresponding to an off-the-shelf denoiser D σ . In [8] , Chan et al. proposed that any denoisers D σ that asymptotically converges to the identity operator could guarantee the provable fixed point convergence of the plug-and-play ADMM. In this paper, GMM-based prior is chosen as the bounded denoiser for two main reasons: 1) clean image patches can be well modeled by the GMM, which can be estimated from an external dataset of clean images, a collection of noiseless image patches, even directly from noisy patches [19] ; 2) learning a GMM from the external dataset expands the area to special class priors, which can obtain superior results than a general purpose prior due to the special image characters [20] .
B. THE GAUSSIAN MIXTURE MODEL
The GMM prior learned from image patches describes local patches by a mixture of Gaussian distribution. In early studies, the model is trained by learning the means, co-variance matrices [21] , which makes the model complex and time consuming. The expectation maximization algorithm (EM) often used to perform the learning course that calculating the log likelihood of a given patch x i , log p(
Here, assuming there are K components, and x i is a random patch from one of the K components. ω k denotes the mixing weight for each components and
Each component conforms to a Gaussian distribution P x i ; µ k , k , which denotes a Gaussian probability density function with mean µ k and covariance k and often defined as
There is a significant advantage of the GMM methods, that is, all parameters such as µ k and k in the prior model can be trained offline . Thus, the training dataset is essential for the image to be restored and no regularization parameters are required to be adjusted in the model. In the actual numerical algorithm optimization process, some auxiliary parameters are used to achieve the convergence. In this paper, we also learn the GMM model form the sampled patches set in the database [19] . There is another question worth mentioning, that is, how many patches will be divided and what size of the constrain window will be chosen to improve the restoration result using GMM. In [12] , to assess how likely clusters are derived from multivariate normal distribution, Q-Q (Quantile v.s. Quantile) plots of three obtained clusters are used for patches extracted from the house image in two different sample window sizes, 128 × 128 and 32 × 32. The results show that the smaller constrained patches lead to more linear patterns, which implies they are more likely to follow the Gaussian distributions. And 5% deviation from normality is regarded as the most common level in assessment tests, therefore, more clusters can be accepted by decreasing the size of constraining windows. This experience help us to set the window size of the training patches, in fact, the global GMM methods with the blocks of 32 × 32 size window lead to block artifacts in boundaries of windows in the restored image. In order to avoid the problem, we consider using overlap window patches.
C. PROBLEM SETUP
In image restoration tasks, there are two classical path-based methods using GMM priors, called piecewise linear VOLUME 6, 2018 estimation (PLE) [22] and expected patch log likelihood (EPLL) [19] . PLE applies a multivariate GMM to image patches, and EPLL is very similar to PLE only with the differences in the initiation and aggregation weights. Their advantage lies in capturing the prior distribution of patches in natural images. With the assumption that the whole image has finite Gaussian distributions, objection function is optimized iteratively by the following steps: 1) clustering of patches measured by Eq. (12), given the previously estimated µ k and k , which introduces a GMM-based framework using the restored patch to the kth Gaussian distribution; 2) estimating Gaussian parameters µ k and k of the k-th patch clustering from the newly obtained clustering patches {x i } by the maximum likelihood (ML) estimation, updated by the sample mean and covariance of patches in each cluster, i.e.,
Here, K is the number of patches in the cluster and C k is the set of the patches {x i }; 3) updating each patch belongs to the k-th cluster with the newly estimatedμ k andˆ k , obtained by minimizing the objective function
Here, the objective function can be described as the minimum of mean square error (MMSE) based optimization problem, which has been proved to be sensitive to outliers. Thus, using the estimatedμ k andˆ k by the ML would lead to error restoration results for each patch in the cluster {x i }. Due to lack of spatially constraints, PLE and EPLL are also called global GMM methods, which measure the similarity of patches using the Gaussian parameters estimated in the whole image and fail to fully utilize coherency of nearby patches. In non-local methods, the coherency can be imposed by applying constraints on the similar patch clusters in finite-sized windows. Take the geometrical distance for example, it is often considered to utilize coherency of nearby pixels or patches by averaging pixels, whose weights are inversely proportional to distance. K-Nearest-Neighbor (KNN) is used frequently in non-local methods for measuring the similarity based on the distance by l 2 -norm of intensity level of pixels in patches. In this paper, we also use the KNN in clustering step for collecting the nearest neighbor patches. Similar patches in a neighborhood are derived from a single multivariate Gaussian probability distribution with a specific mean and covariance. But the problem that can't be ignored is that the observed image has been severely degraded, and the example patches are inaccurate. In the opinion of [23] , the number of similar patches of an exemplar patch decay exponentially with the increase of the complex patches, which means that there may exist outliers within these KNN patches, especially for detailed patches. However, high time-consuming is a persistence problem of EPLL-based algorithm. Another methods having shorter run-time and good restoration performance are those based on deep learning, but heavily dependent on the amount of training data in each degradation.
III. PROPOSED METHOD
In order to impose the spatial constraint on the image and apply the coherency of neighborhood patches, our proposed method defines a new plug-and-play GMM framework with a Gaussian weight and parameters iterative constraint into the finite window for image restoration problem. [24] .
A. CONVERGENCE THEORY
Theorem (Eckstein, Bertsekas [24] ): Consider the problem (5), where f and g are closed, proper and convex function. If the sequences and (
and (q (k) , k = 0, 1 . . .) are generated according to Eq. (7)- (9), then x (k) converges to a solution of Eq. (6) , that is
Furthermore, if a solution does not exist, then at least one of the sequences
The other is the extend version may lead to inaccurate solution of the iterative ADMM optimization problems. Fortunately, the convergence of the plug-and-play ADMM version has been proven to be supported an exact solution in [8] . Concise description is as follows.
Remark: A bounded denoiser D σ : R m → R m is defined as a function with a parameter σ , which is treated as an adjustable knob and defined as σ = β γ . For any input x ∈ R m , and some constant C independent of n and σ , it should satisfy the condition D σ (x) − x 2 m ≤ Cσ 2 . Moreover, if the input is degraded as x+σ , a proper D σ is a mapping with the property that E D σ (x + σ ) − x 2 m ≤ τ σ 2 , for any τ < 1, the noise ∼ N(0, I ) follows the i.i.d. Gaussian distribution. In addition, the negative log-likelihood function is assumed to have bounded gradients. Take a specific forward model f (x) = Ax − y 2 for example, A ∈ R m×m with eigenvalues bounded between 0 and 1, and the gradient of f is ∇f
Under above definition and assumption, the plug-and-play ADMM converges to a point that ensures x (k) → v (k) .
B. NOVEL PLUG-AND-PLAY GMM PRIOR MODEL
As motioned above, using the estimatedμ k andˆ k by the ML would lead to error results. In order to avoid the problem, we consider applying an iterative update strategy with a Gaussian kernel weight, inspired by the method BM3D that use the averaging weights of the overlapped restored image patches to reconstruct the final image. The averaging weights is based on the l 2 -norm distance that measuring similarities between two pixels. Here comes our iterative weights are based on the Mahalanobis distance, a well known distance metric to measure the similarity of an observation from a specific Gaussian distribution. From this point of view, the Gaussian similarity constraint is brought into the spatial domain of the image. Similar to other non-local image restoration methods, the l 2 -norm distance is still used for clustering image patches. Therefore, in the iterative process, patches with higher Gaussian distribution similarities are clustered together by the l 2 -norm. Let {x r } denote the collected exemplar image patches, {µ r } and { r } denote the mean vectors and covariance matrices, respectively. The proposed method has following three main steps:
1) CLUSTERING STEP
There is an important issue with finding KNN patches to the exemplar patches, because the observed image has been degraded. Not like methods such as BM3D that apply a preprocessing step to obtain clustering patches, we use an iterative clustering strategy similar to the Expectation-Maximization like approach that treat KNN patches as missing variables. In the neighborhood of the exemplar patch x r , K patches with the minimum dissimilarity d are grouped by assigning KNN patches to the exemplar patch x r . The dissimilarity d is measured by the l 2 -norm metric,
which has less computation compared to the model based clustering method in global GMM approaches. Herex i andx r are estimated patches from the previous iteration.
2) RESTORATION STEP
In this step, the image is restored from the previous clustering step based on our plug-and-play GMM prior framework. The first thing that should be done is to estimate the Gaussian parametersμ r andˆ r . In our proposed method, the iterative Gaussian distribution weights are brought to update above two parameters. In [12] , weights with the Gaussian kernel type are used only in the final reconstruction step from the estimated patches. To measure similarities between i and j pixels, the non-normalized form can be defined as
where γ is set to an constant to obtain proper weights for averaging and d is the distance between pixels i and j. The weights have been used in the non-local means method [25] based on the distance between patches with central pixels i and j. The Gaussian weight is used as the sum of the weights assigned to that pixel, and then the normalization is realized by assigning weights averagely for each pixel. Inspired, we propose another Gaussian weights for patches based on Mahalanobis distance, which has been used in GMM-based methods in clustering steps [12] as a criterion for measuring similarities to Gaussian distributions. For i-th vectorized path x i as a multivariate sample in k-th cluster, Mahalanobis distance is defined as
where µ k and k are estimated mean vector and covariance matrix of the k-th cluster respectively. The proposed Gaussian weight for the patch x i derived from the r-th Gaussian distribution is defined as
Hence, when the cluster {x i } and the weight are given, the mean vectorμ r and covariance matrixˆ r can be calculated asμ
And when the parameters µ r and r are fixed, each patch x i can be estimated by optimizing the object function
Because the parameter r is a symmetric positive definite matrix, whose triangular decomposition can be expressed as r = i i T i . Here i is an orthonormal matrix whose columns are the eigenvectors of r and i is a diagonal matrix with the eigenvalue of r as its elements. By simple algebra, we can get the expression
. In order to make the weight more flexible, we also use the parameter σ treated as an adjustable knob. Referring to the theory of the plug-and-play prior in the section 2.1, (20) can be rewritten as a standard form of the plug-and-play ADMM
. (21) Obviously, (21) has the same form as (8) and can be calculated by winner filter algorithm with the form
It can be seen that the Gaussian weight ω (i,r) plays an important part in identifying outliers. The less value ω (i,r) has, the more liky x i acting as an outlier. And in the final reconstruction step, same as [12] , the weights are normalized in (14); * Determine the Gaussian weight {ω (i,r) } by (17) ; Solve the Gaussian parameters µ r and r by (18) and (19); Solve the patches in the cluster {x i } by (22) ; Make the restored image patches {x 
Here w (i,r) z denotes the weight vector with the obtained weight value in the corresponding locations of the image patch x i .x iz is the vector with the size of the whole estimated image x. It has the values of the restored image patch in the corresponding location in the image and zero padding outside. Thus, the proposed method is summarized as follows:
The implementation of our proposed algorithm is described in this section. First of all, is the overlapping patches we mentioned. In order to avoid block effects as the global GMM, excessive overlaps of windows are used and increase the computation of the algorithm at the same time. Therefore, the size of constraint windows is crucial to achieve a better result. As the conclusion of Boornik-hormond test in [12] , the more decreasing the size of constraint windows, the more clusters have precisely multivariate Gaussian distributions. In our method, we choose the constraint window size 32 × 32 to balance the computation and accuracy. At the first glance, it still needs high memory to store numerous matrices for calculating Gaussian parameters at each iteration. Actually, the mean and convariance are estimated directly after clustering the patches in a finite-sized window, and the new obtained weights and restored image patches are accumulated respectively at each iteration. Therefore, only one covariance matrix needs to be stored in one iteration, which greatly reduces the complexity of the algorithm and saves computation time.
In the clustering step, using KNN clustering method helps to eliminate the initialization of the covariance matrices compared with the previous GMM based image restoration methods, which often needs high computation and empirical considerations. It brings the spatial constraint by the l2-norm metric for clustering image patches, which is also useful for reducing the memory for storing multiple covariance matrices. In the restoration step, the object function can be justified to the subproblem of the ADMM algorithm and simply optimized by readily available conclusions, although the whole ADMM algorithm itself is not a fast algorithm.
IV. NUMERICAL EXPERIMENTS A. EXPERIMENTAL SETTING
In order to evaluate the performance of the proposed method, we carry out the experiments and compare with other recent state-of-the-art methods, whose results are obtained by the report in their papers or by executable codes published online. We mainly focus on the image deblur, denoising, and inpainting on several commonly used images. To be fair, all experiments are conducted by Matlab programming on a desktop PC with 2.4GHz Inter Core computer and 4.0GB memory.
Parameters of the proposed method are set based on practical experience and actual experimental conditions. The parameter λ acts as an regularization weight, which has been discussed in the previous literature [26] . In this paper, we let it increase linearly from 0.02 to 0.05 along the iterations.The patch size is 8 × 8 and the constraint window size is 32 × 32. For each patch, number of the nearest neighbor patches is set as K = 25 and the exemplar patches are chosen along row and column directions every 5 pixels. In the object function, we set γ = 1 σ 2 to control the Gaussian weight. Empirically, it allows slight changes for high and low ''noise'' level, and set it to γ = 0.015 for σ ≤ 30 and γ = 0.01 for σ > 30, which is learned by the similar method as [27] and [4] and needs 20 iterations in our method. For the computation time, although the proposed method does not require many iterations, due to the storage the overlapping patches and without using code optimization such as CPU parallelization or GPU implementation, it does not show outstanding performance compare with the global GMM methods like PLE and EPLL, as well as BM3D. Fortunately, our algorithm can obtain better recovery results that improve nearly 1dB in some case.
B. COMPARISON WITH STATE-OF-ART METHODS
In this subsection, we use several commonly used images to experiment. There are 'Lena' with the size 256×256, 'Parrot' 256 × 256, 'Barbara 512 × 512, 'Butterfly' 256 × 256, and 'House' 256 × 256, as shown in Figure1. The performance of the proposed method is evaluated by comparing the peak signal-to-noise ratio (PSNR) results of other state-of-the-art methods: NL [25] , BM3D [16] , EPLL [19] , linear estimator with neighbourhood patch clustering (LINC) [12] . As mentioned in Section 2.3, BM3D and EPLL belong to the global GMM methods, and LINC is the non-local GMM method. The experiments are mainly focus on image restoration tasks, such as image inpainting, image denoising, and image deblur. In addition to the numerical comparison in PSNR, the visual comparison will also be shown by the restoration of three typical degraded images, as shown in Figure 2 . Figure 2(a) is the masked Lena with 30% available pixels that will be recovered by image inpainting, Figure 2 (b) is the noisy Barbara image degraded by the adding noise with the level σ = 25, and Figure 2 (c) is the blur Housed degraded by the 9 × 9 uniform blur with the σ = √ 2. In image inpainting, we compare NL, EPLL, LINC and the proposed method under three data ratios, and σ represents the data ratio with randomly available pixels that is set to 80%, 60%, 40%, respectively. Visual comparison results for the masked Lena are shown in Figure 3 , Figure 3(a) is the recovered image by the classical method NL, Figure (b) and (c) show the results of two popular GMM based methods, EPLL and LINC. By comparing the feathers on the hat, we can conclude that the proposed method has better performance in restoring the details of the image. In the flat areas such as minor arise some staircase effects, which caused by the outlier errors according to the analysis in the Section 2.
With different masked data ratios, more experimental results of image inpainting methods for other test images are list in Table 1 . The results show that NL performs better than the global method EPLL, LINC outperforms above two methods, and the proposed method improve the result nearly 1dB higher than LINC.
In image denoising, we compare the BM3D, EPLL, LINC and the proposed method under different noise level. Visual experimental results for the noisy Barbara are shown in Figure 4 , Figure 4 (a) is the result of the global method BM3D, which use average weights of overlapped estimated patches. Figure 4(b) is the result of EPLL, which is also robust to the mentioned error. Figure 4(c) shows the result of the non-local GMM based method LINC that has good performance in image denoising. Figure 4(d) shows the recovered image of our proposed method, which outperforms above methods in terms of PSNR.
The results of all test images are list in Table 2 . Here, σ denotes the noise level and is set to three different degrees 10, 25, 50. By comparison of the data, it can be seen that BM3D and EPLL have the similar performance in image denoising. Our proposed method and LINC are both the non-local GMM based method that obtain better results, especially our method.
In image deblurring, the blur House is degraded by 9 × 9 uniform blur and σ is set to √ 2, and the restored images of comparison methods are shown in Figure 5 . Figure 5 (a) with obvious staircase effects is the result of BM3D, which is not good at image deblurring. Figure 5(b) shows the restored image of EPLL, which alleviate the staircase effects to some extent. Compared with the result of LINC in Figure 5 (c), our result in Figure 5 (d) obtain higher PSNR value, although not obvious from the visual point of view. We also change the parameter to σ = 2 and carry out experiments on all test images. The results are list in Table 3 . It can be concluded that better results can be obtained by adjusting the parameters σ , and the non-local GMM based method such as our proposed method and LINC outperform the global method BM3D and EPLL.
V. CONCLUSION
A novel nonlocal image restoration method using GMM as a plug-and-play prior is proposed to improve the image quality in sensor network. The 'plug-and-play' concept is first extended to GMM framework. Particularly, the plug-and-play ADMM is very fit for the GMM framework to regularize the subproblems. In order to resolve the problem that general MMSE criterion is sensitive to outliers and causes error results, we apply two spatial constraints based on Euclidean distance and Mahalanobis distance. The former is used KNN to cluster image patches and helps save computations; the latter is used to update the mean vector and covariance matrix to avoid outliers and helps eliminate error results . Finally, we compare our method with several recent stateof-the-art methods in image inpainting, image denoising and image deblurring. Experimental results show that our proposed method have good performance in preserving details and eliminating the staircase effect. 
