Recently, the local stability and local stabilization problems have been investigated by several authors for nonlinear systems described by Takagi-Sugeno (T-S) fuzzy systems. In this paper, we study the local stabilization problem for discrete-time T-S fuzzy systems with magnitude-and energy-bounded disturbances. The control design problem is cast as a linear matrix inequality (LMI) optimization. The state-feedback controller is designed in such a way that, if the initial state is within a certain domain, then the state trajectories under bounded disturbances will not escape the fuzzy modelling region of the state space. Finally, examples are given to demonstrate the validity of the proposed method.
Introduction
The Takagi-Sugeno (T-S) fuzzy systems are a class of systems modelling where nonlinear systems can be described as a convex combination of linear subsystems weighted by the nonlinear membership functions (MFs). The T-S fuzzy systems have received much attention during the last decades [1, 5, 11, 19, 23, 32, 34, 35, 39] , because they can provide a systematic framework to take advantage of linear system theories for stability analysis and control design problems of nonlinear systems. Especially, if the Lyapunov stability theory is used for the T-S fuzzy model, several control design problems can be formulated as convex linear matrix inequality (LMI) optimization procedures easily solvable via standard convex optimization techniques [3] .
The simplest Lyapunov method is to use the common quadratic Lyapunov function. For instance, [38, 41] used the quadratic Lyapunov function to address the stability and stabilization problems of the T-S fuzzy systems. However, the common quadratic Lyapunov approach is known to entail a considerable conservatism in general, because a common Lyapunov function should be found for all subsystems of the fuzzy systems. During the last decade, efforts have been made to reduce the conservatism of the common quadratic Lyapunov approach. A natural way is to construct generalized Lyapunov functions, for instance, the piecewise Lyapunov functions [8, 12] , fuzzy Lyapunov functions [7, 9, 10, 24, 36, 37, 43] , a class of Lyapunov functions using line-integral [28] ; and polynomial Lyapunov functions [16, 31, 40] . Besides, other directions of reducing the conservatism are approaches based on MFs' shape [15, 25, 30] and Pólya's theorem [29] .
Preliminaries

Notation
The adopted notation is as follows: R and Z + : sets of real numbers and nonnegative integers, respectively; A T : transpose of matrix A; A ≻ 0 (A ≺ 0, A 0, and A 0, respectively): symmetric positive definite (negative definite, positive semi-definite, and negative semi-definite, respectively) matrix A; I n and 0 n×m : n × n identity matrix and n × m zero matrix, respectively; 0 n : origin of R n ; He{A}: short hand notion for A T + A; co{·}: convex hull [3] ; ∂S: boundary of set S; * inside a matrix: transpose of its symmetric term; I N := {1, 2, . . . , N}; diag{A, B}: block diagonal matrix with blocks A and B. Throughout the paper, the following shorthand is used for ease of notation:
Through the paper, it is assumed that the gradient is always a row vector.
Problem formulation
Consider the discrete-time nonlinear system
where
, the origin is an equilibrium point of (1) . By the sector nonlinearity approach [39] , there exists a class of the nonlinear systems which can be exactly represented by the T-S fuzzy system
where k ∈ Z + , L ∈ R n is a set of the state variables including the origin, A i ∈ R n×n , B i ∈ R n×m , B wi ∈ R n×q are constant matrices, i ∈ I N := {1, 2, . . . , N} is the rule number,
is the vector containing premise variables in the fuzzy inference rule, α i : R p → [0, 1] is the MF (membership function) for each rule i ∈ I N such that the vector of the MFs
Note that to obtain the T-S fuzzy system (2), the nonlinear system (1) should be affine in the input u(k) and the disturbance w(k). In this paper, we assume that the premise variables are linear combinations of the state variables:
Under this assumption, L ⊆ R n can be represented by the set of state variables satisfying L ⊆ {x ∈ R n :
Moreover, the following assumptions will be considered.
Assumption 1. The modelling region L is described as
where z l, max > 0, l ∈ I p are a priori given real numbers.
Assumption 2. For each i ∈ I N , we can obtain the set of vertices G i of the polytope that includes ∂α
Example 1. Consider the discrete-time nonlinear truck-trailer model given in [38] 
where x 1 (k) is the angle difference between the truck and the trailer, x 2 (k) is the angle of the trailer, x 3 (k) is the vertical position of the rear end of the trailer, w(k) is the disturbance, l is the length of the truck, L is the length of the trailer, T s is the sampling time, and v is the constant speed of the backward movement. To obtain its T-S fuzzy model, the premise variable is defined as z 1 
The system can be exactly recast as the discrete-time T-S fuzzy model (2) with
Remark 1.
As we have shown in Example 1, there is a class of nonlinear systems (1) which can be exactly represented by the T-S fuzzy model within a region L ⊆ R n defined in (4). In general, even if the exact T-S fuzzy representation cannot be obtained, it is possible to compute a fuzzy model which can approximate the original nonlinear system (1) with arbitrarily exact accuracy by the universal approximater argument [44] . In this case, only approximate models of (1) can be obtained in some domain of the state space, i.e.,
with ε > 0. To take into account the approximation error in our control design approach, we can employ the robust control design in [21] . Specifically, the modelling region (6) is represented by
where ∆A i ⊂ R n×n , ∆B i ⊂ R n×m , and ∆B wi ⊂ R n×q are bounded sets representing the uncertainties. Then, the robust stability conditions in [20, 21] can be applied to design robust controllers against the approximate errors. In this paper, we will only focus on the class of nonlinear systems where an exact fuzzy model can be obtained.
Throughout the paper, the following assumption will be used.Assumption 3 (Magnitude-and energy-bounded disturbance [42] ). The disturbance w :
The problem addressed in this paper can be stated as follows:
Problem 1 (Local stability analysis). 
Determine a state-feedback control law u(k) such that under w(k)
≡
Main result
We present LMI-based optimization procedures to solve Problem 1.
defined for all x(k) ∈ L as a candidate of Lyapunov functions. It can be proved that if P i ≻ 0, i ∈ I N , then V is a positive definite and radially unbounded function, i.e., V(x) → ∞ as x → ∞ [14, Chapter 4]. In addition, consider the non-parallel distributed compensation state-feedback controller developed in [10] :
By plugging the above state-feedback control law into (2), one gets the closed-loop system
For the development, we need to define the following sets:
• Ω(γ) := {x ∈ L : V(x) ≤ γ};
• G i : set of vertices of a polytope that includes
H(b) is a subset of the modelling region L, where the variation rates of the MFs are less than or equal to b ∈ (0, 1]. Ω(γ) is the γ-level set of the Lyapunov function V in the modelling region L. The set R can be interpreted as a disturbance invariant set considered in [13] , [27] . In other words, R is a subset of the modelling region L such that any state vector inside R will remain in L in the next time step along the state trajectories with any possible disturbance w ∈ R q satisfying w T w ≤ ε 1 . The following lemmas will play important roles for the development of the main result.
Lemma 1 ([41, Theorem 2.2]). Given symmetric matrices
Lemma 2 (Mean value theorem in several variables [4] ). Let U ∈ R p be a convex set, and suppose f : U → R is continuously differentiable. Then, for any x, y ∈ U, there is a real number c We are now in position to establish LMI-based optimization procedure that solves Problem 1.
Problem 2.
Let the parameters ε 1 > 0, ε 2 > 1, and b ∈ (0, 1] be given. Solve
iik ≺ 0,
iik + Υ [2] i jk + Υ
The following theorem is the main result of this paper, where it is established that if Problem 2 is feasible, than (2) is locally asymptotically stabilizable, and a stabilizing controller can be constructed from the solution of Problem 2. 
Theorem 1. Suppose that the set of matrices
P i = P T i ∈ R n×n , F i ∈ R m×n , M i j = M T i j ∈ R n×n , (i, j) ∈ I N × I N ,
Remark 2.
Note that in (9), since G k is a finite set of the vertices, (9) is a finite set of LMIs.
Proof of Theorem 1. To begin with, note that using Lemma 1, Lemma 3, relations
−0.5diag{P(α), ε
Note that since (17) is derived from LMIs in (12) based on assumption
is the set of state variables in which |α i (z(k))| ≤ b is satisfied for all i ∈ I N . To prove statements 1)-3), we need to prove the followings:
The inclusion relations among the sets L, R, H(b), Ω(1 + λε 2 ), and Ω(1) are shown in Figure 1 . Proof for statement a): Applying the congruence transformation to (14) with diag{P(α) −1 , 1}, using the Schur complement, and multiplying both sides of the resulting inequality by (1 + λε 2 ) −1 , we have
Proof for statement b): Applying the congruence transformation to (15) with diag{P(α)
−1 , I q , 1}, using the Schur complement, and multiplying both sides of the resulting inequality by (1 + λε 2 ) −1 , we have 
where we used w(k) T w(k) ≤ ε 1 , ∀k ∈ Z + in Assumption 3. Again, the last inequality can be rewritten as
From the definition of set R, we have Ω(1 + λε 2 ) ⊆ R.
Proof for statement c): Applying the congruence transformation to (13) with diag{P(α) −1 , I q , 1}, using the Schur complement, and multiplying both sides of the resulting inequality by (1 + λε 2 ) −1 lead to
Since R ⊆ L from the definition of R, the last inequality holds for all x(k) ∈ R. Pre-and post-multiplying the last inequality by x(k) T w(k) T and its transpose yields
Next, we need to consider the following argument: If x(k) ∈ R, then by the definition of set R, both x(k) and
. Therefore, by the mean value theorem in several variables (Lemma 2), there are some real numbers (c 1 , c 2 , . . . , c N 
This means that, there always exists g i (k) ∈ co{G i } for each sample k such that
Plugging the above equation into (18) yields
Proof of statement d):
We apply the Schur complement to (16) to obtain
, and hence {x :
. Next, using statements a)-d), we can prove statement 1) as follows: Proof for statement 1): Applying the congruence transformation to (17) with diag{P(α) −1 , I q , I n } and using the Schur complement, one gets
which leads to
The next step is to sum the left-hand side of (19) from k = 0 to an arbitrary time T . However, there is no guarantee that state x(k) does not escape set H(b) during time interval k ∈ [0, T ]. In this case, the inequality (19) cannot be summed since it holds only when x(k) ∈ H(b)\{0 n }. We will prove that this case does not occur. Suppose that the last inequality holds but x(k) starting from x(0) ∈ Ω(1) satisfies
for some T ∈ N + . From the statement 2), Ω(1 + λε 2 ) ⊆ H(b) holds. Therefore, x(k) ∈ H(b) holds for all k ∈ {0, 1, . . . , T − 1}. This implies that (19) is satisfied for k ∈ {0, 1, . . . , T − 1}. Therefore, we can sum the left-hand side of (19) from 0 to T − 1 in order to obtain
Hence, V(x(T )) < 1 + λε 2 ⇒ x(T ) ∈ Ω(1 + λε 2 ), which gives a contradiction. This implies that x(k) starting from x(0) ∈ Ω(1) does not escape domain Ω(1 + λε 2 ). Since Ω(1 + λε 2 ) ⊂ L from statement a), one concludes that x(k) starting from x(0) ∈ Ω(1) does not escape modelling region L. Proof for statement 2): The inequality (19) ensures the existence of a real number c > 0 such that
From the statement 1), it can be proved that if x(0) ∈ Ω(1) and x(k) 0 n , then the above inequality holds for all k ∈ Z + . Assume that the closed-loop system (2) is not asymptotically stable., which implies
Summing both sides of (20) 
This ensures that the left-hand side is bounded. This contradicts with the hypothesis. Therefore, the closed-loop system (2) is asymptotically stable.
Proof for statement 3): Minimizing β while imposing constraint {x ∈ R n :
Proof for statement 4): Suppose w(k) ≡ 0 q . In this case, inequality (19) becomes
which implies
On the other hand, from statement c), one has Ω(1 + λε 2 ) ⊂ H(b). Thus, (21) implies
By the Lyapunov theory [14] , (2) is locally asymptotically stable, and Ω(1 + λε 2 ) is an invariant subset of the DA [14] .
Remark 3. In Theorem 1, some design parameters should be chosen by the designer. The parameter β > 0 is automatically determined by solving Problem 2. The parameters ε 1 > 0 and ε 2 > 0 can be pre-determined based on the disturbance modelling. On the other hand, b ∈ (0, 1] should be selected by the designer before solving Problem 2. Unfortunately, there is no general guideline on how to select b to find a feasible solution and improve the performance. At the current stage, it can be determined by a combination of previous expertise and trial and error. Typically, the smaller the bound b, the less conservative the condition of Problem 2. On the other hand, if b is too small, due to the constraint Ω(1 + λε 2 ) ⊆ H(b), the volume of set can also be reduced. The same issue was discussed in [18, Remark 3] . Similarly to [18, Remark 3] , one of strategies to determine b is to initially select it small enough and if Problem 2 is feasible for the value of b, then one can increase b until it becomes infeasible. Motivated by this discussion, the following control design procedure can be suggested: 
Remark 4.
A general γ-level set Ω(γ) can be used as an estimation of the DA instead of the 1-level set Ω(1) in Theorem 1. However, for any given γ, Ω(γ) can be converted to Ω(1) with the scaling of the Lyapunov matrices P i , i.e., P i /γ, ∀i ∈ I N , and the feasibility of the Problem 2 and the computed estimation of the DA will not be changed for different values of γ.
Examples
The LMI problems in the sequel were solved with SeDuMi [33] and Yalmip [22] .
Example 2. Consider the system (2) with
and the membership functions
for all x(k) ∈ L, we have G 1 = {0, 0.5} and G 2 = {0, −0.5}. Under Assumption 3 with ε 1 = 1 and ε 2 = 30, the stability is evaluated using the proposed Theorem 1 with b = 1.4355. It can be obtained based on the search procedure explained in Remark 3. The simulation result is depicted in Figure 2 , which shows converging trajectories (solid lines with bullet) initialized at the "△" marks, level sets Ω(1) (red solid line) and Ω(1 + λε 2 ) (blue dashed line) estimated by using Theorem 1, and modelling region L (shaded area). For this simulation, we used the following disturbance signal:
The result shows that the states starting from domain Ω(1) do not escape L as desired.
Example 3. Consider the chaotic Lorenz system
which has only one equilibrium point at the origin when ρ < 1. It can be approximately represented by a discretized T-S fuzzy system (2) with 
In this case,
and hence, we have G 1 = {−1/2z 1, max } and G 2 = {1/2z 1, max }. For the simulation, suppose (σ, ρ, ε, T s ) = (10, 28, 8/3, 0.002), ε 1 = 1, ε 2 = 30, z 1, max = 50,
and the same disturbance input as in Example 2. Figure 3 illustrates the surfaces of the Lyapunov sublevel sets Ω(1) (red inner sphere) and Ω(1 + λε 2 ) (blue outer sphere) obtained by using Theorem 1 with b = 199.9939, where the solid line with bullet is a converging trajectory initialized at the "△" mark. To apply the proposed method, define ∂α 1 (z(k)) ∂z 1 (k) = z 1, max z 1, max − sin z 1, max cos z 1 (k) z 1 (k) − sin z 1 (k) z 1 (k) 2 =: f (z 1 (k)).
Then, we have ∂α 2 (z(k)) ∂z 1 (k) = ∂ ∂z 1 (k)
(1 − α 1 (z(k))) = − ∂α 1 (z(k)) ∂z 1 (k) = − f (z 1 (k)). 
Conclusion
In this paper, a locally stabilizing controller design procedure has been developed for discrete-time T-S fuzzy systems with magnitude-and energy-bounded disturbances. The result is an extension of the continuous-time result in [42] to the discrete-time case. The differences between the proposed approach and that in [42] can be summarized 13 as follows. We have adopted the recent results in [17, 18] on the local stability analysis. In particular, the notion of the disturbance invariant set has been newly introduced. It represents a subset of the modelling region whose next state along all the possible state trajectories does not exit the subset. Moreover, an efficient computational method to design a locally stabilizing controller has been developed. Compared to previous results, it contains less design parameters, and hence, the design procedure has been simplified. The extension of the proposed strategy to the local H ∞ or robust control designs can be possible future research directions.
