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Abstract—This paper studies the sum rate performance of
a low complexity quantized CSI-based Tomlinson-Harashima
(TH) precoding scheme for downlink multiuser MIMO tans-
mission, employing greedy user selection. The asymptotic
distribution of the output signal to interference plus noise
ratio of each selected user and the asymptotic sum rate as the
number of users K grows large are derived by using extreme
value theory. For fixed finite signal to noise ratios and a finite
number of transmit antennas nT , we prove that as K grows
large, the proposed approach can achieve the optimal sum
rate scaling of the MIMO broadcast channel. We also prove
that, if we ignore the precoding loss, the average sum rate of
this approach converges to the average sum capacity of the
MIMO broadcast channel. Our results provide insights into
the effect of multiuser interference caused by quantized CSI
on the multiuser diversity gain.
Index Terms—Tomlinson-Harashima precoding, LQ decom-
position, random vector quantization, zero-forcing.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) communication
systems have received considerable attention in recent years,
due to their ability for providing significantly enhanced
spectral efficiency and link reliability compared with con-
ventional single-antenna systems [1, 2]. In the downlink
multiuser MIMO systems, the spatial multiplexing capability
of multiple transmit antennas can be exploited to efficiently
serve multiple users simultaneously, rather than trying to
maximize the capacity of a single-user link.
The performance of a MIMO communication systems
with spatial multiplexing is severely impaired by the multi-
stream interference due to the simultaneous transmission
of parallel data streams. To reduce interference between
the parallel data streams, processing at the transmitter
(precoding) as well as the receiver (equalization) can be
used. Precoding matches the transmission to the channel.
Linear schemes, such are those based on zero-forcing or
minimum-mean squared error (MMSE) criteria [3, 4] or their
regularized variants [5], are commonly used due to their low
complexity. However, such linear schemes typically incur an
appreciable capacity loss. Nonlinear processing at either the
transmitter or the receiver provides an alternative approach
that offers the potential for performance improvements.
Nonlinear approaches include schemes combining linear
precoding with decision feedback equalization (DFE) [6],
vector perturbation [7], Tomlinson-Harashima (TH) precod-
ing [8, 9], and dirty paper coding (DPC) [10]. Of these,
DPC has been shown to be optimal in terms of achieving
the capacity region of the MIMO broadcast channel [10,
11]; however it is a highly nonlinear technique involving
joint optimization over a set of power-constrained covariance
matrices, and is therefore generally deemed too complex
for practical implementation [11]. A reduced complexity
sub-optimal DPC scheme which combines linear ZF with
partial DPC, referred to as ZFDPC, was proposed for single-
antenna users in [12], and generalized to multiple-antenna
users in [13]. Vector perturbation has been proposed for
multiuser MIMO channel model which can achieve rates
near sum capacity [7]. It has superior performance to linear
precoding techniques as well as TH precoding [7]. However,
this method requires the joint selection of a vector perturba-
tion of the signal to be transmitted to all the receivers, which
is a multi-dimensional integer-lattice least-squares problem.
The optimal solution with an exhaustive search over all
possible integers in the lattice is prohibitively complex.
Although some sub-optimal solutions, such as the sphere
encoder [14], exist, the complexity is still much higher than
TH precoding.
TH precoding employs modulo arithmetic and has a
complexity comparable to that of linear precoders. It was
originally proposed to combat inter-symbol interference
(ISI) in highly dispersive channels [15] and can be readily
extended to MIMO channels [8, 16]. Although it was shown
in [7] that TH precoding does not perform as well as
vector perturbation in general, it can achieve significantly
better performance than linear preprocessing algorithms [9].
Thus, it provides a good tradeoff between performance and
complexity. Note that TH precoding is strongly related to
DPC. In fact, it is a suboptimal implementation of the DPC
scheme proposed in [12].
As with many precoding schemes, the major problem
for systems with TH precoding is the availability of the
channel state information (CSI) at the transmitter. In time
division duplex (TDD) systems, since the channel can be
assumed to be reciprocal, the CSI at the transmitter side
can be easily obtained from the channel estimation during
reception. In frequency division duplex (FDD) systems, the
transmitter cannot estimate this information and the CSI has
to be quantized at the receivers and communicated from the
receivers to the transmitter via a feedback channel.
For linear precoding, there have been extensive research
results for MIMO systems with quantized CSI at the trans-
mitter in FDD systems. [17, 18]. In TDD systems, consid-
ering the channel estimation errors, some robust algorithms
can be exploited to improve the communication performance
with THP precoding [19]. However, as far as we know,
there has been little attention paid to systems employing
TH precoding based on quantized CSI at the transmitter
side. Exception include the previous work [20], in which
TH precoding is designed based on imperfect CSI where
the quantization is performed using scalar quantization,
and the recent work [21], in which TH precoding was
2designed based on the available statistics of the channel
magnitude information (CMI) and the quantized channel
direction information (CDI). In this paper, we will focus
on the implementation of TH precoding in FDD systems.
For many practical precoding schemes, such as ZFDPC
and ZF beamforming (ZFBF), the maximum number of
users that can be supported simultaneously is no larger
than the number of transmit antennas. In practical systems,
however, the number of users may be quite large, and one
must select a subset of users to serve at any given time.
Sum rate maximization is a common approach to seek the
subset of supported users. Greedy algorithms are commonly
employed, which can avoid prohibitively large complexity
of finding the optimal subset (see e.g., [17, 22–24]).
In this paper, we design a multiuser spatial TH precoding
based on quantized CSI and a ZF criterion. In contrast to [8],
where perfect CSI is assumed at the transmitter side, here the
feedforward filter as well as the feedback filter are computed
at the transmitter only based on the quantized CDI received
at the transmitter side. For systems with more users than
transmit antennas, we propose a low complexity greedy user
scheduling algorithm together with the quantized CSI-based
TH precoding method. We refer to this technique as G-THP-
Q. It is noted that our scheme, based on quantized CSI and
the scheme in [8] based on perfect CSI are both practical
implementations of ZFDPC proposed in [12]. We present an
asymptotic performance analysis of the sum rate (as in [17,
22–24]) as the number of users grows large. In particular,
we demonstrate that G-THP-Q achieves the optimal sum
capacity scaling of the MIMO broadcast channel in this
asymptotic regime. In addition, we prove the more powerful
result that if we ignore the precoding loss of TH precoding,
then the difference between the sum rate of G-THP-Q and
the sum capacity of the MIMO broadcast channel converges
to zero. We also establish key insights into the effect of
multiuser interference (MUI) caused by quantized CSI on
the multiuser diversity gain. In particular, we show that, for
the perfect CSI case, whilst the coefficient of the first-order
term O(logK) is unaffected by the number of iterations n of
the proposed greedy user selection algorithm, the coefficient
of second-order term O(log logK) increases linearly with
nT and decreases linearly with n respectively. In contrast,
for the quantized CSI case, the coefficient of second-order
term O(log logK) decreases linearly with both nT and n.
II. SYSTEM MODEL
We consider downlink multi-user MIMO systems
where TH precoding [15] is used at the transmitter for
multi-user interference pre-subtraction. For simplicity, we
assume K decentralized users each with single antenna
(though the extension to allow multiple receive antennas is
straightforward1), and the transmitter is equipped with nT
transmit antennas. Let U = {1, . . . ,K} denote the set of
1In [25], a receive antenna combining technique called quantization-
based combining is proposed for MU MIMO systems with multiple-antenna
users. For each user, the received signals on his/her multiple antennas are
linearly combined so that the effective single vector output produced from
the original MIMO channel matrix is closest to one of the codewords in the
quantization codebook, thereby creating an effective single receive antenna
channel vector for each user. This effective channel vector is quantized
and fed back. With this, our proposed TH precoding method (described in
Subsection III-A) may then be performed based on the quantized effective
downlink single receive antenna channels.
indices of all K users, and let S ⊂ U (L := |S| ≤ nT )
be a subset of user indices determined by the scheduler
for transmission. The selected users are indexed by
S = {S(1), . . . ,S(L)}. The vector s = [s1, . . . , sL] ∈ CL
represents the modulated signal vector, where sk is the
modulated symbol for user S(k). (Note that the specific user
selection algorithm will be discussed in Section IV.) Here
we assume that in each of the parallel data streams an M -ary
square constellation (M is a square number) is employed
and the constellation set is A = {sI +√−1 sQ| sI , sQ ∈
±1
√
3
2(M−1) ,±3
√
3
2(M−1) , . . . ,±
(√
M − 1
)√
3
2(M−1)
}
.
In general, the average transmit symbol energy is
normalized, i.e., E{|sk|2} = 1. s is fed to a backward
square matrix B, which must be strictly lower triangular
to allow data precoding in a recursive fashion [8]. The
construction of B will depend on the level of CSI of the
supported users available at the transmitter side. In this
way, since B is a function of the channel matrix, the
instantaneous transmit power can be greatly increased.
Thus, TH precoding modulo operation is introduced here
to ensure that the transmit symbols are mapped into the
square region R = {x + √−1 y|x, y ∈ (−τ, τ)}, where
τ =
√
M
√
3
2(M−1) . The modulo operator MODτ (·) acts
independently over the real and imaginary parts of its input
as follows
MODτ (x) = x− τ
⌊
x+ τ
2τ
⌋
, (1)
where ⌊z⌋ is the largest integer not exceeding z. Considering
the effect of the modulo operation, the channel signals are
given as
x1 = s1, xk = sk + dk −
k−1∑
l=1
[B]k,lxl, k = 2, . . . , L,
where dk ∈
{
2τ(pI +
√−1 pQ)| pI , pQ ∈ Z
}
is properly
selected to ensure the real and imaginary parts of xk to fall
into R [8]. The constellation of the modified data symbols
vk := sk + dk is simply the periodic extension of the
original constellation along the real and imaginary axes.
Equivalently, we have
v = Cx, (2)
where v = [v1, v2, · · · , vL]T and C := B+I. We will make
the standard assumption that the elements of x are almost
uncorrelated and uniformly distributed over the Voronoi
region of the constellation R. Such a model becomes more
precise as nT increases [9, Theorem 3.1]. Compared to
transmission of symbols taken from the constellation R, this
leads to a somewhat increased transmit power quantified by
the precoding loss [8]. With E
{
ssH
}
= I, the covariance
of x can be accurately approximated as Rx = MM−1 I [9].
Moreover, the induced shaping loss by the non-Gaussian
signaling leads to the fact that the achievable rate can only
be obtained up to 1.53 dB from the channel capacity [26].
However, as indicated in [8], the shaping loss can be bridged
by higher-dimensional precoding lattices. A scheme named
“inflated lattice” precoding has been proved to be capacity-
achieving in [27]. Thus, following [8], we will ignore the
shaping loss in this work.
Prior to transmission, a spatial channel pre-equalization
3is performed using a feedforward precoding matrix F ∈
CnT×L. As for B, F is also designed based on the level of
CSI available to the transmitter. Throughout this work, we
assume equal power allocation to all supported users. The
received signals of all the supported users can be written in
vector form as
rS =
√
P
κ
HSFx+ nS , (3)
where κ is used for transmit power normalization, HS =[
hTS(1), · · · ,hTS(L)
]T
is the equivalent flat fading channel
matrix consisting of all selected users’ channel vectors, and
hS(k) ∈ CnT is the channel from the transmitter to user2
S(k). We assume that nS contains the white additive Gaus-
sian noise at all receivers with covariance RnS = I, without
loss of generality. Each receiver compensates for the channel
gain by dividing the received signal by a factor gk prior to
the modulo operation. Let G = diag {g1,1, . . . , gL,L}. Then,
the signal vector after channel gain compensation is
yS = G
(√
P
κ
HSFx+ nS
)
.
Throughout the paper, we assume (as in [17, 23, 24]) that
(i) each user can obtain perfect knowledge of its own CSI
through channel estimation and feeds back this information
to the transmitter via a rate-constrained feedback link with
zero delay, and (ii) the feedback information can be perfectly
received at the transmitter. In the following subsections,
we describe how to determine the TH precoding matrix B,
the feedforward precoding matrix F and the compensation
matrix G with quantized CSI feedback at the transmitter
side, based on the selected user set S.
III. PRECODER DESIGN AND USER SCHEDULING
ALGORITHM
A. Precoder Design with Quantized CSI at the Transmitter
In practical systems, perfect CSI is never available at
the transmitter. In a FDD system, the transmitter obtains
CSI of downlink through the limited feedback of B bits
by each receiver. To the best of our knowledge, there has
been little work concerning the design of TH precoding with
limited feedback CSI at the transmitter. Previous work in
[20] utilized a scalar quantization method to quantize each
element of the rank-reduced estimated downlink channels.
In [21], the random vector quantization (RVQ) method is
utilized to quantize the CDI of the estimated channels. The
TH precoding designs in both papers were based on the
MMSE criteria, and depended highly on the knowledge of
the distribution of channel fading. In this work, following the
studies of quantized CSI feedback in [17, 18], the channel
direction vector is quantized at each receiver, and the TH
precoding is solely designed based on the information of
the quantized channel direction vectors. Given the quanti-
zation codebook with m codewords W = {w1, · · · ,wm}
(wi ∈ C1×nT ), which is known to both the transmitter and
to all receivers, user k selects the quantized direction vector
as follows:
hˆk = arg max
wi∈W
{|h¯kwi|2}, (4)
2The TH precoding order of the users is S(1),S(2), . . . ,S(L).
where h¯k = hk‖hk‖ is the channel direction vector of user k.
The corresponding index is fed back to the transmitter via
an error and delay-free feedback channel.
In this work, we use a RVQ codebook, in which the
m quantization vectors are independently and isotropically
distributed on the nT –dimensional complex unit sphere [18].
Using the result in [18], for user k we have
h¯k = hˆk cos θk + h˜k sin θk, (5)
where cos2 θk = |h¯khˆHk |2, whilst h˜k ∈ C1×M is a unit
norm vector isotropically distributed in the orthogonal com-
plement subspace of hˆk and is independent of sin θk. Then
HS can be written as
HS = ΓS
(
ΦSHˆS +ΩSH˜S
)
, (6)
where ΓS = diag
(
ρS(1), . . . , ρS(L)
)
with ρS(k) =
‖hS(k)‖, ΦS = diag
(
cos θS(1), . . . , cos θS(L)
)
and ΩS =
diag
(
sin θS(1), . . . , sin θS(L)
)
, HˆS =
[
hˆTS(1), . . . , hˆ
T
S(L)
]T
and H˜S =
[
h˜TS(1), · · · , h˜TS(L)
]T
. For simplicity of analysis,
in this work we consider the quantization cell approximation
used in [17], where each quantization cell is assumed to
be a Voronoi region of a spherical cap with surface area
approximately equal to 1
m
of the total surface area of
the nT -dimensional unit sphere. For a given codebook W,
the actual quantization cell for vector wi, Ri =
{
h¯ :
|h¯wi|2 ≥ |h¯wj |2, ∀ i 6= j
}
, is approximated as R˜i ={
h¯ : |h¯wi| ≥ 1− δ
}
, where δ = 2−
B
nT−1 .
With the quantized CDI at the transmitter, the transmitter
obtains the feedforward precoding matrix F and feedback
matrix B through the LQ decomposition of the equivalent
channel matrix HˆS as HˆS = RˆSQˆS , where RˆS ∈ CL×L
is a lower left-triangular matrix and QˆS ∈ CL×nT is a
semi-unitary matrix with orthonormal rows which satisfies
QˆSQˆHS = I. In addition, we denote rˆi,j as the (i, j)-th
element of matrix RˆS and qˆl as the l-th row of matrix QˆS .
Then we have F = QˆHS and B = ∆ˆHˆSF − I = ∆ˆRˆ − I
with ∆ˆ = diag
(
rˆ−11,1, . . . , rˆ
−1
L,L
)
. In addition, the scaling
matrix at the receivers is
G =
√
κ
P
(
ΓSΦSdiag
{
RˆS
})−1
. (7)
According to the transmit power constraint
P
κ
Tr{FRxFH} = Pκ MM−1Tr{FFH} = Pκ MM−1L = P ,
we have κ = M
M−1L. After scaling, the effective received
vector yˆS can be further written as
yˆS =G
(√
P
κ
HSFSx+ nS
)
= G
√
P
κ
ΓS
(
ΦSHˆS +ΩSH˜S
)
Fx+GnS
= v +
(
ΦSdiag
{
RˆS
})−1
ΩSH˜QˆHx
+
√
κ
P
(
ΓSΦSdiag
{
RˆS
})−1
nS , (8)
where we have used the relationship v =(
diag
{
RˆS
})−1
RˆSx. The first term is the useful
signal for all the selected users, the second term is the
4interference caused by quantized CSI, whilst the last term
is the effective noise after processing. At the receivers, each
symbol in yS is first modulo reduced into the boundary
region of the signal constellation A. A slicer of the original
constellation will follow the modulo operation to detect the
received signals. According to (8), the signal to interference
plus noise ratio (SINR) γS(k) for user S(k) (k = 1, . . . , L)
can be written as
γS(k)
=
1
sin2 θS(k)
|rˆk,k|2 cos2 θS(k) ‖h˜S(k)QˆHS ‖2 +
κ
P
1
ρ2
S(k)
|rˆk,k|2 cos2 θS(k)
=
P
κ
ρ2S(k)|rˆk,k|2 cos2 θS(k)
P
κ
ρ2S(k)‖h˜S(k)QˆHS(k)‖2 sin2 θS(k) + 1
. (9)
In the next subsection, we present a greedy scheduling
algorithm which is combined with the proposed quantized
CSI-based TH precoding to determine the supported user set
S. Henceforth, this strategy will be termed G-THP-Q.
B. User Scheduling
In the above subsection, the transceiver structures are ob-
tained based on the selected user set S, which is determined
by the scheduler at the transmitter. Given the optimal user
set S, with equal power allocation to each user, the sum rate
is
RG-THP-Q =
L∑
i=1
log2
(
1 +
P
κ
γS(k)
)
. (10)
In the following, we consider the problem of determining
the optimal user set to maximize the sum rate given by
(10). When K ≫ nT , to find the optimal user set S, for
each L ≤ nT an exhaustive search must be applied over all
possible sets of L user channels. In addition, all permuta-
tions of a given user set must be considered due to the fact
with TH precoding that different orderings of a given set
of user channels yield different sum rates. For large values
of K the complexity associated with this exhaustive search
is prohibitive in practice [22, 28]. To reduce the complexity
of user scheduling we adopt the greedy method which has
been extensively used in the literature [17, 22–24] and in
practical systems [29]. Besides the CDI feedback, each user
also feeds back its channel magnitude ρ2k = ‖hk‖2, which
will be used for scheduling. The proposed user selection
method iteratively selects a user by searching for a set
of users, based on the quantized CSI. Let Un denote the
candidate set at the n-th iteration. This set contains the
indices of all users which have not been selected previously.
Also, let Sn = {S(1), . . . ,S(n)} denote the set of indices
of the selected users after the n-th iteration. The selection
algorithm works as follows.
G-THP-Q (Algorithm 1)
1) Initialization:
Set n = 1 and U1 = {1, 2, . . . ,K}.
Let
γk(1) =
P
κ
ρ2k cos
2 θk
P
κ
ρ2k sin
2 θk + 1
, k ∈ U1 (11)
The transmitter selects the first user as follows:
S(1) = argmax
k∈U1
γk(1) . (12)
Set S1 = {S(1)}, and define qˆ1 = hˆS(1).
2) While n ≤ nT , n← n+ 1.
Candidate set is Un = Un−1\Sn−1. For each user k ∈
Un, denote
ξi = hˆkqˆ
H
i , i = 1, . . . , n− 1 (13)
ξk = hˆk −
n−1∑
i=1
ξiqˆi (14)
γk(n) =
P
κ
ρ2k ‖ ξk ‖2 cos2 θk
P
κ
ρ2k sin
2 θk + 1
. (15)
Select the n-th supported user as follows:
S(n) = arg max
k∈Un
γk(n) . (16)
Set Sn = Sn−1 ∪ {S(n)} and
qˆn =
ξS(n)
‖ ξS(n) ‖
. (17)
3) Let F = QˆHS =
[
qˆH1 , · · · , qˆHn
]
, G is obtained
by using (7). The transmitter broadcasts to all users
the indices of the selected users; then performs TH
precoding as discussed previously.
Note that it is obvious that L = nT users are determined at
the end of this user scheduling algorithm. In this case, since
QˆS becomes a unitary matrix, if user k ∈ Un is scheduled,
the term ‖h˜kQˆHS ‖2 in the denominator of (9) for the n-th
scheduled user becomes a constant, i.e., ‖h˜kQˆHS ‖2 = 1. In
addition, the power allocated to each user is equal to P
nT
.
Thus (15) follows.
The following important relations can be observed. Ac-
cording to the LQ decomposition of the ordered rows of
HˆS , as described by (13), (14) and (17),
hˆS(n) = (hˆS(n) qˆHn )qˆn +
n−1∑
j=1
(hˆS(n)qˆHj )qˆj , (18)
and rˆn,j = hˆS(n)qˆHj , for j ≤ n. With (14),
|rˆn,n|2 = |hˆS(n)qˆHn |2 =‖ ξS(n) ‖2 . (19)
In addition, since ‖hˆS(n)‖2 = 1 and qˆi, i = 1, . . . , nT are
orthonormal, it can be easily shown that
n∑
j=1
|rˆn,j |2 = 1, for n = 1, 2, . . . , nT . (20)
These relations will be useful for the subsequent analysis.
IV. SUM RATE ANALYSIS
In this section, we investigate the sum rate achieved by
the proposed quantized CSI-based TH precoding scheme
combined with the greedy user scheduling algorithm de-
scribed in Subsection III-B. Besides the assumptions made
in Section II, we further assume the channels of all users are
subject to uncorrelated Rayleigh fading and, for simplicity,
as in [17, 23, 30] all users are homogeneous and experience
statistically independent fading. We focus on establishing
5asymptotic results as K →∞, whilst keeping SNR and nT
finite.
To analyze the sum rate of the system, we require the
distribution of the output SINR γS(n) of the selected user at
the n-th iteration of the user selection algorithm. The SINR
for arbitrary user k selected from the candidate set Un at
the n-th iteration of Algorithm 1 is given by
γk(n) =
φρ2kωk(n) cos
2 θk
φρ2k sin
2 θk + 1
, k ∈ Un, (21)
with ωk(n) =‖ ξk ‖2 given by (14) and φ = (M−1)PMnT . Thus,
let us first determine the common distribution of γk(n) with
n = 1, . . . , nT .
Starting with n = 1, γk(1) in (11), k = 1, 2 . . . ,K ,
are independent and identically distributed (i.i.d.) random
variables whose common cumulative distribution function
(c.d.f.) has been obtained in [17] in closed-form as3
Fγ(1)(x) = 1−
2Be−
x
φ
(1 + x)nT−1
, x ≥ 1
δ
− 1. (22)
For n ≥ 2, it is more challenging to obtain the distribution
of γk(n), k ∈ Un. Particularly, after the user selection in
(16) in Step 2 at the previous iteration (i.e., the (n− 1)-
th), the exact distribution of the channel vectors in Un is
different from the distributions of the channel vectors in Ul,
l ≤ n − 1. More specifically, for n ≥ 2, the channels for
users in the candidate set Un no longer behave statistically
as uncorrelated complex Gaussian vectors. We see from
(21) that, compared with γk(1), γk(n) (n ≥ 2) involves
an additional variable ωk(n) =‖ ξk ‖2. For the reasons
stated above, the exact distributions of ωk(n), ρ2k, cos2 θk
and sin2 θk for k ∈ Un, n ≥ 2 are currently unknown
and appear difficult to derive analytically. Thus, we can
continue the analysis by considering the “large-user” regime.
In particular, using similar techniques as in [22, 23, 31] we
can strictly prove that, when the number of users in the
candidate set Un is large, removing one user from Un
has negligible impact on the statistical properties of the
remaining users’ channel vectors.
Lemma 1: At the n-th iteration of Algorithm 1, 2 ≤
n ≤ M , conditioned on the previously selected channel
vectors hS(1), . . . ,hS(n−1), the channel vectors in Un are
i.i.d. Furthermore, as the size of the candidate user set Un
grows large (i.e., limK→∞ |Un| = ∞), conditioned on the
previously selected channels, the distribution of the channel
vector of each user in Un converges to the distribution of
uncorrelated complex Gaussian vector.
Equipped with Lemma 1, at the n-th iteration, from
the point of view of the users in Un, the channel
vectors of the selected users in the previous iterations
(i.e., hS(n), . . . ,hS(n)) appear to be randomly selected.
Thus, the orthonormal basis qˆ1, . . . , qˆn−1 (generated from
hˆS(n), . . . , hˆS(n)) appears independent of the channel vec-
tors of the users in Un. This greatly simplifies the following
analysis.
Firstly, we will derive the distribution of the random
variable ωk(n) for k ∈ Un n ≥ 2, which is given in the
following lemma.
3The expression for Fγ(n)(x) for x < 1δ − 1 is more involved. Since
only the tail behavior (large x) of Fγ(n)(x) is used for analysis, throughout
this paper it is sufficient to focus on the case x ≥ 1
δ
− 1.
Lemma 2: Let k ∈ Un, n ∈ {2, . . . ,M}. For sufficiently
large K , ωk(n) =‖ ξk ‖2 follows a beta distribution with
shape parameters (nT −n+1) and (n−1), which is denoted
as ωk(n) ∼ Beta(nT − n + 1, n − 1) whose probability
density function (p.d.f.) is given as follows:
fω(n)(x) =
1
β(nT − n+ 1, n− 1)x
nT−n(1− x)n−2, (23)
where β(a, b) =
∫ 1
0 t
a−1(1 − t)b−1dt is the beta function
[32].
Proof: See Appendix A.
Note that γk(n) involves random variables ρ2k, cos2 θk
and sin2 θk. In the following, we recall the joint distribution
of ρ2k cos2 θk and ρ2k sin
2 θk which was obtained in [17].
Lemma 3: Under the quantization cell approximation
of R˜i shown in Section III-A, the joint distribution of(
ρ2k cos
2 θk, ρ
2
k sin
2 θk
)
is the same as that of (X + (1 −
δ)Y, δY ), where X is gamma-distributed with shape 1 and
scale 1 and Y is gamma-distributed with shape (M − 1)
and scale 1. These are denoted as X ∼ Gamma(1, 1) and
Y ∼ Gamma(M − 1, 1) respectively.
Denote the c.d.f. of γk(n) for k ∈ Un as Fγ(n)(x).
Equipped with Lemma 2 and Lemma 3, we can obtain
Fγ(n)(x) in the following lemma.
Lemma 4: The c.d.f. Fγ(n)(x) for n = 2, . . . , nT is given
by
Fγ(n)(x) = 1− an xnT−n+1
×V (n− 1;−nT + 2;−nT + 1; 1φ ;x), x ≥ 1δ − 1, (24)
where an = 2
B
β(nT−n+1,n−1) ,
V (m1;m2;m3;µ;x) =
∫ ∞
x
e−µt(t− x)m1−1 (t+ 1)m2−1
× tm3−1dt
with Re [m1] > 0,Re [µx] > 0.
Proof: See Appendix B.
A closed-form solution for the common distribution function
Fγ(n)(x) appears intractable. As we will see, closed-form
upper and lower bounds of Fγ(n)(x) can be obtained, and
these are sufficient to analyze the performance in the large-
user regime.
Lemma 5: The c.d.f. of γk(n) for k ∈ Un, n ∈
{2, . . . , nT } and x ≥ 1δ−1, satisfies Fγ˜(n)(x) ≤ Fγ(n)(x) ≤
Fγ¯(n)(x) with Fγ˜(n)(x) and Fγ¯(n)(x) given by
Fγ˜(n)(x) = 1− b1,n x−
n−1
2 exp
(
− x2φ
)
×W−2nT−n+3
2 ,
2nT−n
2
(
x
φ
)
, (25)
and
Fγ¯(n)(x) = 1− b2,n xnT−n+1
(
x+
nT − 1
2nT − 1
)− 2nT−n+12
× exp
(
− x
2φ
)
W−2nT−n+3
2 ,
2nT−n
2
(
x+ nT−12nT−1
φ
)
(26)
respectively, where
b1,n =
2B(n− 2)!
β(nT − n+ 1, n− 1)
(
1
φ
) 2nT−n−1
2
,
6b2,n =
2B(n− 2)!
β(nT − n+ 1, n− 1)
(
1
φ
) 2nT−n−1
2
e
nT−1
2nT−1
2φ ,
where Wµ,ν(x) is Whittaker function of the second kind
[32]. The equalities on both sides are approached as x→∞.
Proof: See Appendix C.
According to (16), γS(n) is the maximum of a collection
of i.i.d. random variables chosen from Un, with common
c.d.f. Fγ(n)(x). Moreover, since the analysis is carried out in
the large-user regime, according to the extreme value theory
of order statistics (see e.g. [33] [24, Appendix I] [34]), the
asymptotic distribution of the largest order statistic γS(n)
depends on the tail behavior (large x) of Fγ(n)(x). For
n ≥ 2, the following closed-form asymptotic (x → ∞)
expansions for the c.d.f. lower and upper bounds in (25)
and (26) are derived in Appendix D:
Fγ˜(n)(x) = 1− cn φn−1x−nT−n+2 exp
(
−x
φ
)
+O
(
x−nT−n+1 exp
(
−x
φ
))
, (27)
and
Fγ¯(n)(x) = 1− cn φn−1
xnT−n+1(
x+ nT−12nT−1
)2nT−1 exp
(
−x
φ
)
+O
(
x−nT−n+1 exp
(
−x
φ
))
(28)
where
cn =
2B(n− 2)!
β(nT − n+ 1, n− 1) . (29)
We can also examine the tightness of these bounds
as follows. First, noticing that both Fγ¯(n)(x) and
Fγ˜(n)(x) are continuous monotonic increasing func-
tions and limx→+∞ Fγ(n)(x) = limx→+∞ Fγ¯(n)(x) =
limx→+∞ Fγ˜(n)(x) = 1, for an arbitrary given constant
ε > 0, we can always find a positive number X(ε) such
that, whenever x > X(ε),
Fγ(n)(x) − Fγ˜(n)(x) < ε/2
and
Fγ¯(n)(x)− Fγ(n)(x) < ε/2.
Using (27) and (28), as x→ +∞ we have
Fγ¯(n)(x) − Fγ˜(n)(x)
= cn φ
n−1 exp
(
−x
φ
)(
x−nT−n+2
− x
nT−n+1(
x+ nT−12nT−1
)2nT−1 + o (x−nT−n+1)
)
= cn (nT − 1) φn−1 exp
(
−x
φ
)
×

 xnT−n(
x+ nT−12nT−1
)2nT−1 + o (x−nT−n+1)

 .
Thus, as x → +∞, both Fγ¯(n)(x) − Fγ(n)(x) and
Fγ¯(n)(x)− Fγ(n)(x) decrease at the speed, not slower than
O
(
exp
(
− x
φ
)
x−nT−n+1
)
.
Based on the above results, we can establish upper
and lower bounds on the asymptotic distribution of γS(n)
for large K and n = 2, . . . , nT . To this end, define
γ˜S(n) = maxk∈Un γ˜k(n) and γ¯S(n) = maxk∈Un γ¯k(n), with
c.d.f.s Fγ˜S(n)(x) and Fγ¯S(n)(x) respectively. It is clear that
Fγ˜S(n)(x) ≤ FγS(n)(x) ≤ Fγ¯S(n)(x) (n = 2, . . . , nT ). Then,
we have the following lemma:
Lemma 6: The random variables γ˜S(n) and γ¯S(n), n ∈
{2, . . . , nT }, satisfy
Pr{χn − φ log log
√
K ≤ γ˜S(n) ≤ χn + φ log log
√
K}
≥ 1−O
(
1
logK
)
, (30)
Pr{χn − φ log log
√
K ≤ γ¯S(n) ≤ χn + φ log log
√
K}
≥ 1−O
(
1
logK
)
, (31)
where4
χn = φ log
(
cnK
φnT−1
)
− φ(nT + n− 2) log log
(
cnK
φnT−1
)
(32)
with cn given by (29).
Proof: See Appendix E.
The following lemma follows from the above results.
Lemma 7: For γS(n), n ∈ {1, . . . , nT }, we have
Pr{χn − φ log log
√
K ≤ γS(n) ≤ χn + φ log log
√
K}
≥ 1−O
(
1
logK
)
, (33)
where
χ1 = φ log
(
2BK
φnT−1
)
−φ(nT −1) log log
(
2BK
φnT−1
)
(34)
and χn for n = 2, . . . , nT is given by (32).
Proof: See Appendix F.
We can now prove the following theorem (see Appendix
G), which presents a key contribution:
Theorem 1: For a fixed number of transmit antennas nT
and fixed transmit power P , the sum rate RG-THP-Q of
the proposed quantized CSI-based TH precoding scheme
satisfies
lim
K→∞
RG-THP-Q
nT log2[̺ logK]
= 1 (35)
with probability 1, where ̺ = P
nT
. For M fixed,
limK→∞ E{RBC} − E{RG-THP-Q}
≤ nT log2
(
1 + 1
M−1
)
. (36)
Moreover, as M,K →∞ we have
E{RBC} − E{RG-THP-Q}
≤ min
{
O
(
log logK
logK
)
, O
(
1
M−1
)}
, (37)
and
lim
K→∞, M→∞
E{RBC} − E{RG-THP-Q} = 0, (38)
where RBC denotes the sum rate of the MIMO broadcast
channel, achieved with DPC.
4Here log(·) represents the natural logarithm.
7A. High SNR or Interference-Limited Regime
In this subsection, we let SNR go large. In this regime,
for each user k ∈ U1, the output SINR becomes
lim
P→∞
γk(n) =
cos2 θk
sin2 θk
∆
= γˆk(1), (39)
whose c.d.f. has been obtained in [17] as
Fγˆ(1)(x) =
{
1− 2B
(1+x)nT−1
, x ≥ 1
δ
− 1
0, otherwise
. (40)
For each user k ∈ Un, n = 2, . . . , nT , the output SINR
becomes
lim
P→∞
γk(n) = ωk(n)
cos2 θk
sin2 θk
∆
= γˆk(n), (41)
whose c.d.f. is given by the following lemma.
Lemma 8: For each user k ∈ Un, n = 2, . . . , nT and
x ≥ 1
δ
− 1, the c.d.f. of γˆk(n) is given by
Fγˆ(n)(x) = 1−
dn
xnT−1
× 2F1
(
nT − 1, 2nT − n; 2nT − 1;− 1
x
)
, (42)
where 2F1(·) is a generalized hypergeometric function [32,
9.14] and dn = 2
Bβ(2nT−n,n−1)
β(nT−n+1,n−1) .
Proof: See Appendix H.
The tail distribution of Fγˆ(n)(x) (x→∞) is obtained as
Fγˆ(n)(x) = 1−
dn
xnT−1
+O
(
1
xnT
)
, (43)
where we have used the series expansion 2F1(a, b; c;x) =∑∞
l=0
(a)l(b)l
(c)l
xl
l! , and (·)r is the Pochammer symbol, which
is defined as (a)k = a(a+1) · · · (a+ k− 1) with (a)0 = 1.
The output SINR of the selected user at the n-th iteration
becomes γˆS(n) = argmaxk∈Un γˆk(n), whose extremal
distribution is given by the following lemma.
Lemma 9: For γˆS(1), we have
Pr
{(
2BK
log
√
K
) 1
nT−1
− 1 ≤ γˆS(1) ≤
(
2BK log
√
K
) 1
nT−1 − 1
}
≥ 1−O
(
1
logK
)
, (44)
and for γˆS(n), n = 2, . . . , nT , we have
Pr
{(
dnK
log
√
K
) 1
nT−1 ≤ γˆS(n) ≤
(
dnK log
√
K
) 1
nT−1
}
≥ 1−O
(
1
logK
)
, (45)
where dn is defined in Lemma 8.
Proof: See Appendix I
With Lemma 9, for large K the average sum rate can be
approximated as
E {Rhigh-SNR}
= E
{
nT∑
i=1
log2
(
1 + γˆS(i)
)}
≈
nT
nT − 1 (B + log2K) +
1
nT − 1
×
nT∑
n=2
log2
(
β(2nT − n, n− 1)
β(nT − n+ 1, n− 1)
)
+O(log2 logK), (46)
where Rhigh-SNR represents RG-THP-Q in (10) in the high-SNR
regime (P →∞).
B. Discussion of Results
In this subsection, we will discuss the analytical results
obtained above.
1) Asymptotically, (41) shows that for fixed finite nT and
SNR, our scheme can achieve the maximum spatial
multiplexing gain of nT , and also the maximum multi-
user diversity gain up to first order (i.e., the SNR
scales with logK , and the average sum rate scales
as log logK).
2) As explained in Section II, the precoding loss [8]
caused by TH precoding can be negligible for mod-
erate sizes M and vanishes as M increases. Theorem
1 shows that if we ignore this loss, the asymptotic
sum rate performance achieved by this quantized CSI-
based TH precoding can converge to that of the MIMO
broadcast channel.
3) The asymptotic results in (32)–(34) are valid only
when both K and 2BK
φnT−1
are large. Moreover, the
c.d.f.s (22) and (24) are valid only for γS(n) ≥
2
B
nT−1−1. Thus, when either B or φ(P ) is sufficiently
large that a given K is not large enough to satisfy
the aforementioned conditions, then some of these
conditions may fail. Also given a target SINR or sum
rate performance, the B, K and φ(P ) should scale
such that cnK
φnT−1
is a constant. Or equivalently,
B + log2K = (nT − 1) log2 P + c (47)
for some constant c. In [17], a very similar result has
also been observed for the multi-user diversity gain
in the first-order terms O(logK) for the downlink
MU-MIMO systems, employing ZFBF based on the
quantized CSI.
4) It is instructive to compare the performance of the
proposed algorithm with quantized CSI with that of
the ZFDPC algorithm with perfect CSI. For the system
with perfect CSI, we refer to our previous work in
[22]. We have noted above that TH precoding is
a practical implementation of ZFDPC proposed in
[12]. If we ignore the precoding loss and shaping
loss, the performance of TH precoding is the same
as that of ZFDPC. Moreover, although the additional
semi-orthogonal constraint is imposed by the ZFDPC
algorithm in [22], it was shown that this constraint
asymptotically does not reduce the multi-user diversity
gain in either the first (log(K)) or the second-order
(log log(K)) terms. For the sake of clarity, in the
following we rewrite the asymptotic distribution of the
output SNR ζπ(n) for the n-th selected user which was
derived in [22].
Pr{̟n − ̺ log log
√
K ≤ ζπ(n) ≤
υn + ̺ log log
√
K} ≥ 1−O
(
1
logK
)
, (48)
8where ̟n = ̺ log
(
K
εn
)
+ ̺(nT − n) log log
(
K
εn
)
,
υn = ̺ log
(
K
ǫn
)
+ ̺(nT − n) log log
(
K
ǫn
)
and
εn =
Γ(nT−n+1)(n−1)n−1
Γ(n) , ǫn = Γ(nT − n + 1). If
we compare the asymptotic distribution of the output
SINR for the quantized CSI case with that of the
output SNR for the perfect CSI case, which are given
in (33) and (48) respectively, we can see that there is
an additional term ∆ = 2B
φnT−1
that affects the multi-
user diversity gain in both first-order terms O(logK)
and second-order terms O(log logK) (omitting the
constant terms only related to nT and n). We can
see that, for a given SNR, increasing the feedback
rate can improve the effect of multiuser diversity gain
and increase the sum rate. For a fixed feedback rate,
increasing transmit power can reduce the effect of the
multiuser diversity gain.
5) The asymptotic distributions in (33) and (48) also
show a very interesting result that, for the perfect
CSI case, whilst the coefficient of the first order term
O(logK) is unaffected by the number of iterations n,
the coefficient of the second-order term O(log logK)
increases linearly with nT and decreases linearly with
n. In contrast, for the quantized CSI case, the coeffi-
cient of the second-order term O(log logK) decreases
linearly with both nT and n. This difference between
perfect CSI and quantized CSI cases in the coefficient
of the term O(log logK) is also caused by MUI given
by the second term of (8).
6) Although the quantized CSI-based and the perfect
CSI-based TH precoding schemes achieve the same
asymptotic average sum rate as K → ∞, the speed
of convergence to this optimal sum rate can be very
different. This performance difference is due to the
MUI caused by quantized CSI at the transmitter side.
We can see this clearly from the last line of (65) in
the proof of Theorem 1. In fact, the term O
(
1
logK
)
in
the first term of (65) contains ∆ which is due to MUI.
For finite K , this term can been even larger than the
term O
(
log logK
logK
)
. Thus, for finite K there is a gap
in the average sum rates between the two cases.
7) In the high-SNR regime, we can also observe the
similar interchangeability between B and logK as we
have observed for general SNR values. In addition,
from (46) it is easy to see that for K and finite B
the sum rate converges to a constant as P → ∞. In
contrast to the previous finding for the fixed finite
SNR regime that the asymptotic sum rate scaling
increases only via a factor of log2 logK in the multi-
user diversity gain, the asymptotic sum rate (46) grows
via a factor of log2K . Thus, multiuser diversity gain
is even more beneficial in high-SNR regime. However,
the spatial multiplexing gain decreases remarkably
from nT to nTnT−1 . The same results can also be
observed in [17] in the context of ZFBF.
V. NUMERICAL RESULTS
In this section we present some numerical results. We
assume nT = 4 and M is large enough such that the
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Fig. 1: The average sum rate versus system SNR P under
nT = 4 and various B.
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Fig. 2: The average sum rate versus number of users K
under nT = 4, P = 15 dB and various B.
precoding loss can be ignored5. The SNR of the system
is defined to be equal to P .
In Fig. 1, we present the average sum rates versus SNR
P for a system with K = 100 users, and various CDI
quantization levels B = 8, 12 bits. As expected, it is
seen from the figure that, with quantized CSI, the average
sum rates of TH precoding and ZFBF both approach the
corresponding average sum rates with perfect CSI as B
increases. We can also observe that, with perfect CSI, when
the number of users is large, the average sum rates of
TH precoding and ZFBF can be quite similar. However,
the average sum rates of TH precoding and ZFBF with
quantized CSI can be quite different.
Fig. 2 plots the average sum rate as a function of the
number of users achieved by TH precoding and ZFBF based
on both perfect CSI and quantized CSI at the transmitter
side. A curve is also presented for the optimal DPC which
acts as an achievable upper bound, and is computed using
the algorithm from [11]. As evident from the figure, the
average sum rate of TH precoding scheme with perfect CSI
converges slowly to the average sum rate achieved with
optimal DPC as K grows large. The curves for the quantized
5The modulation order M only affects the sum rate performance through
the precoding loss M
M−1
. By using sufficiently large M , the precoding loss
can arbitrarily approach 1 (no precoding loss). Thus, in simulations we have
ignored the effect of modulation order.
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Fig. 3: The average sum rate versus SNR P under nT = 4,
and adaptive B or K such that
B + log2K = (nT − 1) log2 P + 8.32.
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Fig. 4: The average sum rate versus the number of
feedback bits B in high-SNR regime (P = 35 dB, P = 40
dB) under nT = 4, and adaptive B or K such that
B + log2K = 16.55.
CSI cases are far below those for the perfect CSI cases
at finite K , which is due to MUI as explained in Section
IV for TH precoding and in [17] for ZFBF, respectively.
Still, we can see the trend of convergence to the optimal
DPC for the quantized CSI case. In addition, TH precoding
performs significantly better than linear ZFBF for both the
perfect CSI and quantized CSI cases. For finite K , there
is a gap between the average sum rates achieved by TH
precoding and ZFBF for both the perfect CSI and quantized
CSI cases. Moreover, the gap between the average sum rates
achieved by TH precoding and ZFBF for the systems with
quantized CSI increases as K increases, whereas this gap
in the systems with perfect CSI decreases as K increases.
In fact, we see that the curve for ZFBF with perfect CSI
converges slowly to that of DPC (thus, converge to that of
TH precoding) as K grows large. However, the speed of
convergence is slower than that of TH precoding. This result
has also been proved in [22].
Fig. 3 investigates the interchangeability between B and
log2K , where we adapt B and K as
B −B0 + log2
(
K
K0
)
= (nT − 1) log2
(
P
P0
)
, (49)
so that a constant gap from the sum rate of the perfect CSI
case can be maintained. We consider a system in the large-
user regime such that K0 = 5000, B0 = 6, P0 = 10 dB.
This corresponds to B + log2K = (nT − 1) log2 P + 8.32.
We either fix K = K0 and adapt B as a function of P , or fix
B = B0 and adapt K as a function of P . For comparison,
we plot the results for both TH precoding and ZFBF. We
find that, in the large-user regime, the average sum rate
achieved by TH precoding and ZFBF with perfect CSI are
very close to each other, whereas the corresponding results
with quantized CSI are very different. Particularly, we can
observe a constant SNR gap of about 5 dB from the perfect
CSI curve for TH precoding, which confirms the analysis in
Section IV. Whereas the corresponding SNR gap for ZFBF
is about 11 dB from the perfect CSI curve and this gap
increases a little as SNR increases in the large-user regime.
Fig. 4 investigates the interchangeability between B and
log2K in the high-SNR regime (P = 35 dB, P = 40 dB)
for both TH precoding and ZFBF, where we adapt B and
K as (49). We consider a system in the large-user high-
SNR regime such that K0 = 3000, B0 = 5 and P0 = P .
This corresponds to B + log2K = 16.55. We adapt K as
a function of B. For comparison, we plot the results for
both TH precoding and ZFBF. It is seen that the average
sum rate achieved by TH precoding almost remains constant
as B increases, and also doesn’t change much as SNR
increases from 35 dB to 40 dB, which aligns with the
analysis in Section IV. However, the average sum rate of
ZFBF increases a little as the number of feedback bits B
increases.
VI. CONCLUSION
We have investigated the sum rate of a quantized CSI-
based TH precoding scheme for a MU-MIMO system,
denoted G-THP-Q. We have proved that for fixed finite
SNR and finite nT , G-THP-Q can achieve the optimal sum
rate scaling of the MIMO broadcast channel, and that the
average sum rate converges to the average sum capacity of
the MIMO broadcast channel as the number of users K
grows large. In addition, our analytical results have provided
important insights into the effect of quantized CSI on the
multiuser diversity gain in both the first- and the second-
order terms. We have studied and derived the tradeoffs
between the number of feedback bits, the number of users
and SNR. Particularly, a constant SNR gap from the result
of the perfect CSI case can be achieved by simultaneously
interchanging the number of users and feedback bits.
APPENDIX A
PROOF OF LEMMA 2
According to Lemma 1, for large K , the channel direction
vector h¯k, for k ∈ Un, is an isotropically distributed unit
vector on the nT -dimensional complex unit hypersphere.
Using RVQ, the same results holds for the quantized channel
direction vector hˆk, for k ∈ Un. In addition, the subspace
spanned by the orthonormal basis qˆ1, . . . , qˆn−1 becomes
independent of h¯k, for k ∈ Un. Thus, without loss of
10
f(t1, . . . , tn−1) =
{
Γ(nT )
Γ(nT−n+1)
(
1−∑n−1i=1 ti)nT−n , ti ≥ 0, i = 1, . . . , n− 1,∑n−1i=1 ti ≤ 1
0, otherwise
. (50)
generality we can assume qi = ei, where ei is the i-th
row of the identity matrix InT .
For k ∈ Un, let hˆk = [m1, · · · ,mnT ]T , and ti =
|hˆkqˆHi |2. Then, with qi = ei, i = 1, . . . , n − 1, we have
ti = |mi|2 for 1 ≤ i ≤ n−1. The joint p.d.f. of t1, . . . , tn−1
has been obtained in [22] and is shown in (50) at the top
of this page. Now we want to obtain the distribution of
w1 =
∑n−1
l=1 tl. We define the following transformation of
variables
w1 =
n−1∑
l=1
tl, wi = ti for i = 2, . . . , n− 1. (51)
The corresponding Jacobian can be easily obtained as J = 1.
Thus the joint p.d.f. of w1, . . . , wn−1 is
fw1,...,wn−1 (x1, . . . , xn−1)
= Γ(nT )Γ(nT−n+1) (1− x1)
nT−n . (52)
Since 0 ≤ ti ≤ 1, we have 0 ≤ t1 = w1 −∑n−1
i=2 wi ≤ 1. According to (51), the region of the
random variables after transformation can be obtained as
D = { (w1, . . . , wn−1) | 0 ≤ ∑n−1i=2 wi ≤ w1 ≤ 1, 0 ≤
wi ≤ 1 for i = 2, . . . , n−1
}
. Then the marginal distribution
of w1 can be obtained as
fw1(x)
=
∫
· · ·
∫
D
f(x, x2 . . . , xn−1) dx2 · · · dxn−1
=
∫
· · ·
∫
D
Γ(nT )
Γ(nT − n) (1− x1)
nT−n dx2 · · · dxn−1
(a)
=
Γ(nT )
Γ(nT − n) (1 − x)
nT−n x
n−2
(n− 2)! ,
where in (a) we have used the identity∫ ∫ · · · ∫
∑n
i=1 ti≤h
t1≥0,...,tn≥0
dt1 · · · dtn = hnn! [32]. We find that
w1 follows beta distribution with shape parameters
(n − 1) and (nT − n + 1). According to (20) we
have ωk(n) = 1 −
∑n−1
j |hˆkqˆHj |2 = 1 − w1. Thus
ωk(n) ∼ Beta(nT − n+1, n− 1), whose p.d.f. is given by
(23).
APPENDIX B
PROOF OF Lemma 4
From Lemma 3 it is clear that γk(n) has the same
distribution of γ = φω(X+(1−δ)Y )
φδY+1 , where ω has the same
distribution of ωk(n), and X,Y are defined in Lemma 3.
Then we will derive the c.d.f. of γ as
Pr(γ ≥ x)
= Pr
(
φω (X + (1− δ)Y )
φδY + 1
≥ x
)
=
∫ 1
0
fω(z)dz
∫ ∞
0
Pr
(
X ≥
(
δ
z
y +
1
φz
)
x− (1− δ)y
)
× fY (y)dy. (53)
If x ≥ 1−δ
δ
, then
(
δ
z
y + 1
φz
)
x−(1−δ)y is nonnegative for
any y ≥ 0 and 0 ≤ z ≤ 1. Using the definition of random
variables X and Y , the above can be further written as
Pr(γ ≥ x)
=
∫ 1
0
fω(n)(z)dz
∫ ∞
0
e−(
δ
z
y+ 1
φz )x+(1−δ)yfY (y)dy
=
∫ 1
0
e−
x
φz fω(z)dz
∫ ∞
0
e−[
δ
z
x−(1−δ)]y y
nT−2e−y
(nT − 2)! dy
=
∫ 1
0
e−
x
φz fω(z)dz
∫ ∞
0
e−δ(
x
z
+1)yynT−2
(nT − 2)! dy
=
∫ 1
0
2Be−
x
φz(
x
z
+ 1
)nT−1 1β(nT − n+ 1, n− 1)
× znT−n(1− z)n−2dz
= cn
∫ 1
0
e−
x
φz
(z + x)nT−1
z2nT−n−1(1 − z)n−2dz, (54)
where cn is as defined in the lemma statement.
With the change of variables t = x
z
, (54) can be written
as
Pr(γ ≥ x)
= cn
∫ ∞
x
e−
t
φ(
x
t
+ x
)nT−1
(x
t
)2nT−n−1 (
1−
(x
t
))n−2
× x
t2
dt
= cnx
nT−n+1
∫ ∞
x
e−
t
φ
(t− x)n−2
(t+ 1)
nT−1 tnT
dt
= cnx
nT−n+1V (n− 1;−nT + 2;−nT + 1; 1
φ
;x). (55)
Thus Lemma 4 is proved.
APPENDIX C
PROOF OF Lemma 5
Using the geometric-mean inequality we have
(t+ 1)nT−1tnT <
(
(nT − 1)(t+ 1) + nT t
2nT − 1
)2nT−1
=
(
t+
nT − 1
2nT − 1
)2nT−1
. (56)
Thus, for 1
δ
< x <∞,
V (n− 1;−nT + 2;−nT + 1; 1
φ
;x)
>
∫ ∞
x
e−
t
φ
(t− x)n−2(
t+ nT−12nT−1
)2nT−1 dt
=
∫ ∞
x+
nT−1
2nT−1
e−
s−
nT−1
2nT−1
φ
(
s− x− nT−12nT−1
)n−2
s2nT−1
ds (57)
11
= e
nT−1
2nT−1
φ
(
1
φ
) 2nT−n−1
2
Γ(n− 1)
×
(
x+
nT − 1
2nT − 1
)n−2nT−1
2
exp
(
−x+
nT−1
2nT−1
2φ
)
×W−2nT−n+3
2 ,
2nT−n
2
(
x+ nT−12nT−1
φ
)
(58)
= Γ(n− 1)
(
1
φ
) 2nT−n−1
2
e
nT−1
2nT−1
2φ
×
(
x+
nT − 1
2nT − 1
)− 2nT−n+12
exp
(
− x
2φ
)
×W−2nT−n+3
2 ,
2nT−n
2
(
x+ nT−12nT−1
φ
)
, (59)
where the change of variables s = t + nT−12nT−1 is employed
in (57), whilst (58) is obtained by using [32, 3.383.4]. In
addition, we have
V (n− 1;−nT + 2;−nT + 1; 1
φ
;x)
<
∫ ∞
x
e−
t
φ
(t− x)n−2
t2nT−1
dt
= Γ(n− 1)
(
1
φ
) 2nT−n−1
2
x−
2nT−n+1
2 exp
(
− x
2φ
)
×W−2nT−n+3
2 ,
2nT−n
2
(
x
φ
)
, (60)
where we have used [32, 3.383.4] again to obtain (60). Then,
for 1
δ
< x < ∞ and n ≥ 2, Fγ¯(n)(x) and Fγ˜(n)(x) are
obtained by individually substituting (58) and (60) into (24)
with Γ(n−1) = (n−2)!. In addition, it is easy to prove that
Fγ˜(n)(0) = 0, Fγ˜(n)(1) = 1 and Fγ˜(n)(x) is an increasing
function of x. Thus, Fγ˜(n)(x) is a distribution function. For
the same reasons, Fγ¯(n)(x) is also a distribution function.
Lemma 5 is proved.
APPENDIX D
ASYMPTOTIC EXPANSION OF C.D.F.S OF γ˜k(n) AND γ¯k(n)
FOR LARGE x.
Using the asymptotic expansion of the Whittaker function
Wλ,µ(x) for large x given by [32, 9.227], we have
W−2nT−n+3
2 ,
2nT−n
2
(
x+ nT−12nT−1
φ
)
= exp
(
−x+
nT−1
2nT−1
2φ
)(
x+ nT−12nT−1
φ
)−2nT−n+3
2
×
(
1 +O
(
1
x+ nT−12nT−1
))
(61)
and
W−2nT−n+3
2 ,
2nT−n
2
(
x
φ
)
= exp
(
− x
2φ
)(
x
φ
)−2nT−n+3
2
(
1 +O
(
1
x
))
. (62)
Substituting (61) and (62) into (25) and (26) respectively,
after some manipulations we obtain (27) and (28).
APPENDIX E
PROOF OF Lemma 6
Applying the results in [24, Appendix I] to the distribution
of γ˜k(n) in (25) with aK,n = φ and bK,n = φ log
(
cnK
φnT−1
)−
φ(nT + n − 2) log log
(
cnK
φnT−1
)
, we have the asymptotic
results (63) at the top of next page. Similarly, we can
show that limK→∞K
(
1− Fγ¯(n)(aK,nx+ bK,n)
)
= e−x.
Borrowing the language from extreme value theory of order
statistics, Fγ˜(n)(x) and Fγ¯(n)(x) are in the domain of
attraction of type (III) limiting distribution [24, Theorem
4]. The final results can be obtained by utilizing a similar
method used in [24, Lemma 7].
APPENDIX F
PROOF OF LEMMA 7
Recall that Fγ˜S(n)(x) ≤ FγS(n)(x) ≤ Fγ¯S(n)(x). For
γS(n), n ∈ {2, . . . ,M}, and large K , with (31), Pr{χn −
φ log log
√
K ≤ γS(n)} ≥ Pr{χn− log log
√
K ≤ γ¯S(n)} ≥
1 − O
(
1
logK
)
. Similarly, with (30) we have Pr{γS(n) ≤
χn + φ log log
√
K} ≥ Pr{γ˜S(n) ≤ χn + log log
√
K} ≥
1 − O
(
1
logK
)
. Thus, (33) holds. For the case n = 1, the
asymptotic distribution of γS(1) is obtained in [17, Theorem
1] as
Pr{χ1 − φ log log
√
K ≤ γS(1)
≤ χ1 + φ log log
√
K} ≥ 1−O
(
1
logK
)
. (64)
The lemma is proved by combining (33) and (64).
APPENDIX G
PROOF OF THEOREM 1
Using (33) we can obtain Pr
{
log2(1+χn−φ log log
√
K)
log2 [̺ logK]
≤
log2(1+γS(n))
log2[̺ logK]
≤ log2(1+χn+φ log log
√
K)
log2 [̺ logK]
}
≥ 1 −O
(
1
logK
)
.
Substituting (32) and (34) and letting K →∞, the left-hand
side and the right-hand side inequality within Pr{·} converge
to the same value. Thus, limK→∞
log2(1+γS(n))
log2[̺ logK]
= 1 with
probability 1, and (35) holds. To establish (36), we employ
the upper bound on E{RBC} derived in [35], which is given
as E{RBC} ≤ nT log2
(
1+̺(logK+O(log logK))
)
. From
Lemma 7, we have Pr
{
log2(1 + γS(n)) ≥ log2(1 + χn −
φ log log
√
K)
}
≥ 1 − O
(
1
logK
)
. Thus, we have (65) at
the top of this page, where x ∼ y means limK→∞ x/y = 1.
Thus (36) is proved. Equation (38) is proved by combining
(65) and the fact that log(1 + x) ≈ x for x≪ 1.
APPENDIX H
PROOF OF Lemma 8
When x ≥ 1
δ
− 1 and x
y
≥ 1
δ
− 1, y ≤ x1
δ
−1 and
x
1
δ
−1 ≥ 1.
In addition, ωk(n) and Z
∆
= cos
2 θk
sin2 θk
are independent, thus
12
lim
K→∞
K
(
1− Fγ˜(n)(aK,nx+ bK,n)
)
= lim
K→∞
cnφ
n−1K exp
(
−aK,nx+bK,n
φ
)
(aK,nx+ bK,n)
nT+n−2
= lim
K→∞
cnφ
n−1K exp
[
−x− log
(
cnK
φnT−1
)
+ (nT + n− 2) log log
(
cnK
φnT−1
)]
[
φx+ φ log
(
cnK
φnT−1
)− φ(nT + n− 2) log log ( cnKφnT−1 )]nT+n−2
= lim
K→∞
e−x
(
log
(
cnK
φnT−1
))nT+n−2
[
x+ log
(
cnK
φnT−1
)− (nT + n− 2) log log ( cnKφnT−1 )]nT+n−2
= e−x. (63)
E{RBC} − E{RG-THP-Q}
≤ nT log2
(
1 + ̺(logK +O(log logK))
)− (1−O( 1
logK
)) nT∑
n=1
log2
(
1 + χn − φ log log
√
K
)
=
nT∑
n=1
log2
(1 + ̺(logK +O(log logK))
1 + χn − φ log log
√
K
)
+O
(
1
logK
) nT∑
n=1
log2
(
1 + χn − φ log log
√
K
)
∼
nT∑
n=1
log2
(
1 +
P
MnT
logK +O (log logK) + φ log
(
φnT−1
cn
)
1 + (M−1)P
MnT
logK +O (log logK)
)
+O
(
1
logK
)
O(log logK)
∼ nT
log 2
log
(
1 +
1
M − 1 +O
(
log logK
logK
)
+O
(
1
logK
))
+O
(
log logK
logK
)
. (65)
the c.d.f. of γˆk(n) can be obtained as
Fγˆ(n)(x)
=
∫ 1
0
FZ
(
x
y
)
fω(n)(y)dy,
=
∫ 1
0

1− 2B(
x
y
+ 1
)nT−1

 fω(n)(y)dy
= 1−
∫ 1
0
2B(
x
y
+ 1
)nT−1 1β(nT − n+ 1, n− 1)
× ynT−n(1 − y)n−2
= 1− 2
B
β(nT − n+ 1, n− 1)
∫ 1
0
y2nT−n−1yn−2
(x+ y)nT−1
dy
= 1− 2
Bβ(2nT − n, n− 1)
β(nT − n+ 1, n− 1)
1
xnT−1
× 2F1
(
nT − 1, 2nT − n; 2nT − 1;− 1
x
)
, (66)
where to obtain the last line we have used [32, 3.197.3].
APPENDIX I
PROOF OF LEMMA 9
First, for n = 1 the extremal distribution in (44) has
been obtained in [17]. By applying (43) with the change
of variables γ´(n) =
(
2B
dn
) 1
nT−1 γˆ(n)− 1, we have
Fγ´(n)(x) = Fγˆ(n)

 x+ 1(
2B
dn
) 1
nT−1


= 1− 2
B
(1 + x)nT−1
+O
(
1
x
)
, (67)
which is the same as the tail distribution of Fγˆ(1)(x). Using
(44) we have
Pr
{(
2BK
log
√
K
) 1
nT−1
− 1 ≤
(
2B
dn
) 1
nT−1
γˆS(n) − 1
≤
(
2BK log
√
K
) 1
nT−1 − 1
}
≥ 1−O
(
1
logK
)
.
(68)
Thus (45) follows.
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