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Abstract—Autograd-based software packages have recently
renewed interest in image registration using homography and
other geometric models by gradient descent and optimization,
e.g., AirLab [1] and DRMIME [2]. In this work, we emphasize
on using complex matrix exponential (CME) over real matrix
exponential to compute transformation matrices. CME is theoret-
ically more suitable and practically provides faster convergence
as our experiments show. Further, we demonstrate that the
use of ordinary differential equation (ODE) as an optimizable
dynamical system can adapt the transformation matrix more
accurately to the multi-resolution Gaussian pyramid for image
registration. Our experiments include four publicly available
benchmark datasets, two of them 2D and the other two being
3D. Experiments demonstrate that our proposed method yields
significantly better registration compared to a number of off-the-
shelf, popular, state-of-the-art image registration toolboxes. Our
software is provided in GitHub.
Index Terms—Image registration, mutual information, neural
networks, differentiable programming, end-to-end optimization.
I. INTRODUCTION
IMAGE registration is the task of finding the correspon-dences across two or more images. This is often used
to tackle problems in the field of medical imaging, remote
sensing, etc. For instance, when we want to analyze how the
anatomy of a patient’s body part changes over time, we need
snapshots of it over time. Not only could the source camera
change, the location, orientation of the camera as well as
anatomy of the patient are variables that could change over
time. In such scenarios, doing a comprehensive analysis be-
comes difficult and hence, registration becomes a prerequisite
before any further analysis can be done.
In some cases, there might be different cameras used to
capture complimentary information of the same organ at a
given time. In such a case, the information from different
sources needs to be registered and such a task is called multi-
modality image registration. This is done often to provide
a more holistic analysis of a subject. For example, MRI
(Magnetic Resonance Imaging) scans could be conducted at
1.5T or 3T, with T (Tesla) specifying the strength of the
magnet used in the MRI machine. The body’s tissues, muscles,
fats, etc. all react differently to differing MRI exposures, and
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this often helps to provide complimentary information by
using multiple imaging sources.
There are multiple approaches to image registration, and
may be broadly classified into two families based on how
the registration parameters are obtained: learning based and
optimization based. For instance, Cheng et al. [3] train a binary
classifier to learn the correspondence of two image patches
and the classification output is transformed to a continuous
probability value, which is then used as the similarity score.
Alireza et al. [4] have a similar approach, but rather than
needing well aligned training data, they propose a strategy to
learn a deep similarity metric from roughly aligned training
data. The benefit of such learning based approaches is that
once trained on a dataset, inference is quite fast. On the
other hand, the drawback of learning based approaches is
that they need large amounts of training data to achieve
satisfactory results and furthermore, they will not perform well
on pairs which are drastically different from the training set.
In this work, we utilize an optimization based approach where
running time may be longer than the learning based methods,
but it is accurate and it does not require any training data.
Often the model used to parametrize the registration pa-
rameters are fashioned in a hierarchical manner; i.e. first a
global transformation using homography (or it’s subsets) is
used to register the images as much as possible before applying
more elaborate techniques such as deformable registration.
Thus, the success of deformable registration methods is highly
dependent on how successful the initial registration step was.
Our approach is based on optimization to solve for this initial
global homographic transform.
Even though several software toolboxes exist for
optimization-based image registration using the family
of homography transformations, we believe that opportunities
still exist for improvement. In this work, we point out
that representing transformation matrices using a matrix
exponential, especially, complex matrix exponential (CME)
leads to faster convergence. CME enjoys a theoretical
guarantee that repeated compositions of matrix exponential
are not required during optimization, unlike the real case.
Furthermore, using a matrix exponential, both the forward
and the reverse transformations can be easily added to the
registration objective function for a robust design.
In this work, we also point out that a precise design
of transformation matrix is possible for the multi-resolution
image registration using a dynamical system modeled by a
neural network. This dynamical system leads to an initial
value ordinary differential equation (ODE) that can adapt a
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transformation matrix quite accurately to the multi-resolution
image pyramids, which are significant for image registration.
Our ODE-based framework leads to a more accurate image
registration algorithm.
Using the aforementioned two elements, ODE and CME, we
present a novel multi-resolution image registration algorithm
ODECME that can accommodate both 2D and 3D image
registration, mono-modal and multi-modal [5] cases, and any
differentiable loss or objective function including MINE (mu-
tual information neural estimation) [6]. Our implementation
uses PyTorch [7], which has a capability of GPU acceleration
and automatic gradient computation. Experiments on four
publicly available benchmark datasets demonstrate new state-
of-the-art performance using ODECME.
II. BACKGROUND
A. Matrix Exponential for Image Registration
Optimization-based image registration retrieves a transfor-
mation matrix H (e.g., homography, affine, rigid body, sim-
ilarity, etc.) that warps a moving image M to the template
image T by optimizing a cost function D:
min
H
D(T,Warp(M,H)). (1)
For a differentiable loss function D and a differentiable Warp
program, gradient descent can minimize (1). Representing the
transformation matrix H by matrix exponential [2], [8] offers
several advantages, e.g., a rigid body transformation matrix
can be implicitly represented without any explicit constraints
on the elements of H, making the optimization unconstrained.
Using matrix exponential a transformation matrix H is
represented by the exponential map or a number of com-
positions of such maps from suitable matrix Lie algebras
to the corresponding matrix Lie groups, such as SO(3),
SE(2), etc. [9], [10]. Wachinger & Navab [11] show that
spatial transformations represented by matrix exponential help
because unconstrained optimization can be performed over
3D rigid transformations. Among more recent works, data
representations in orientation scores as a function on the Lie
group SE(2) has been used for template matching [12] with
cross-correlation.
As a concrete example, to represent the 2D affine transfor-
mations, Aff(2) group, the following six generators are used in
Lie algebra [2]:
B1 =
0 0 10 0 0
0 0 0
 , B2 =
0 0 00 0 1
0 0 0
 , B3 =
0 1 00 0 0
0 0 0
 ,
B4 =
0 0 01 0 0
0 0 0
 , B5 =
1 0 00 −1 0
0 0 0
 , B6 =
0 0 00 −1 0
0 0 1
 .
Using these six generators, an affine transformation ma-
trix can be expressed as Mexp(
∑6
i=1 viBi), where v =
[v1, v2, ..., v6] is a parameter/coefficient vector. Mexp is the
matrix exponentiation operation that can be computed by the
power series on matrix B [13],
Mexp(B) =
∞∑
n=0
Bn
n!
, (2)
which can be truncated after a few terms (e.g., 10) for an
accurate enough representation of a transformation matrix
[2]. A more sophisticated algorithm can also be applied for
matrix exponential computation [14], as long as it is easily
differentiable. Using the matrix exponential representation for
a transformation matrix, H = Mexp(
∑
i viBi), the image
registration optimization (1) takes the following form:
min
v1,v2,...
D(T,Warp(M,Mexp(
∑
i
viBi)))+
D(M,Warp(T,Mexp(−
∑
i
viBi))),
(3)
where we have also added a cost for registering template T
to moving image M, making the optimization more robust.
The symmetric objective function denotes a clear advantage of
matrix exponential, where the inverse transform can be easily
added to the differentiable cost function. Thus, we can apply
gradient descent by automatic differentiation (i.e., chain rule)
to adjust parameters vi.
For 3D data, we can have the SE(3) and Sim(3) groups. The
SE(3) group represents all 3D rigid transformations, i.e. it has
six degrees of freedom, which are the three axes of rotation
and three directions of translation. The six generators [15] are:
B1 =

0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
 , B2 =

0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
 ,
B3 =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , B4 =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 ,
B5 =

0 0 1 0
0 0 0 0
−1 0 0 0
0 0 0 0
 , B6 =

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 .
The similarity group Sim(3) adds another degree of scaling to
3D rigid transformations SE(3). Their generators are the same
except for an additional one:
B7 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1
 .
B. Multi-resolution Computation
Literature on scale-space [16], [17] has shown that objects
and edges have intrinsic scales in an image. Gaussian pyramid
has become a standard and discrete method for capturing
the continuous scale-space for an image. Image pyramid-
based computations are routinely used for motion estimation
[18] that can drastically reduce computations by means of
a hierarchical search beginning at the top of the image
pyramid and ending at the bottom of the pyramid, i.e., the
original resolution of the image. Optimization-based optical
flow computation also adopts this multi-resolution technique
[19]. Image registration methods have also adopted multi-
resolution image pyramids [20]–[22] that have shown better
convergence and accuracy for gradient-based optimizations.
Image resolution and registration cost, such as mutual in-
formation have their complex interactions. Irani and Anandan
[23] have studied that effectiveness of mutual information
decreases as one moves towards coarser resolution. Wu and
Chung [24] have combined mutual information and sum of
difference (SAD) for multi-modal and multi-resolution regis-
tration.
Sun et al. [25] have shown that instead of computing
transformations at the coarsest level of the pyramid and prop-
agating it towards the finer levels, one can use all the pyramid
levels simultaneously for better convergence and accuracy.
In our recent study [2], we have also noted that adding
cost of registration simultaneously for all pyramid levels and
optimizing the combined cost function is more beneficial.
The registration optimization problem (3) using the multi-
resolution approach takes the following form:
min
v1,v2,...
L∑
l=1
{D(Tl,Warp(Ml,Mexp(
∑
i
viBi)))+
D(Ml,Warp(Tl,Mexp(−
∑
i
viBi)))},
(4)
where Tl and Ml for l = 1, ..., L, are two image pyramids,
with L being the coarsest/maximum level in the pyramid. T1 =
T and M1 =M are the original template and moving images,
respectively. This formulation assumes that image interpola-
tion Warp and transformation matrices, Mexp(
∑
i viBi) and
Mexp(−∑i viBi), use the same range of pixel coordinates,
such as the canonical range, [−1, 1]×[−1, 1] for all resolutions.
C. Image Registration Metrics
For gradient descent (or ascent)-based optimization, image
registration requires a differentiable loss/cost/objective func-
tion. Mean squared error (MSE) [26] and normalized cross
correlation (NCC) [27] are two widely used cost functions.
While MSE is not suitable for multi-modal image registration,
NCC can often serve as an objective here. More specialized
measures for multi-modal image registration includes mutual
information (MI) [28] and normalized mutual information
(NMI) [29]. However, not all forms of MI are easily differen-
tiable and for multi-channel images, MI computation may not
be trivial. Recently, a differentiable form for mutual informa-
tion called mutual information neural estimation (MINE) [6]
has been proven quite successful for image registration [2].
MINE between two images P and Q is defineed as follows
[6]:
MINE(P,Q) =
1
N
∑
i
fθ(PIi , QIi)−
log(
1
N
∑
i
exp(fθ(PIi , QIrpi ))),
(5)
where I denotes a randomly sampled set of N pixel locations.
The set Irp denotes a random permutation of the set I. Ii and
Irpi denote i
th element (i.e., pixel location) of the sets I and
Irp, respectively. fθ is a fully connected neural network with
parameters θ [2].
III. PROPOSED METHOD
A. ODE for Multi-resolution Image Registration
Image structures are slightly shifted through multi-
resolution Gaussian image pyramids [16]. So, a transformation
matrix suitable for a coarse resolution may need a slight
correction when used for a finer resolution. To mitigate this
issue, we model matrix exponential parameters as a continuous
function v(s) of resolution s. The change in v(s) over resolu-
tion s can be modeled by a neural network gφ with parameters
φ:
dv(s)
ds
= gφ(s, v(s)). (6)
Using Euler method [30] the ordinary differential equation
(ODE) (6) can be solved for all resolution levels 1, 2, ..., L:
vL = u
for l = L− 1, L− 2, · · · , 1
vl = vl+1 + (sl − sl+1)gφ(sl+1, vl+1),
(7)
where vl = [vl,1, vl,2, ...] are the matrix exponential coeffi-
cients for resolution level l and sl = d−l+1, l = 1, 2, .., L
denote the discrete resolutions in powers of the downscale
factor d. u = [u1, u2, ...] is the initial value vector in the ODE
and it is an optimizable parameter of the model along with
the neural network parameters φ. We have also used 4-point
Runge-Kutta method (RK4) [30] for the above recursion:
vL = u
for l = L− 1, L− 2, · · · , 1
h = sl − sl+1,
k1 = hgφ(sl+1, vl+1),
k2 = hgφ(sl+1 +
1
3h, vl+1 +
1
3k1),
k3 = hgφ(sl+1 +
2
3h, vl+1 − 13k1 + k2),
k4 = hgφ(sl, vl+1 + k1 − k2 + k3),
vl = vl+1 +
1
8 (k1 + 3k2 + 3k3 + k4).
(8)
Generating matrix exponential coefficients vl, l = 1, 2, .., L
by the ODE solution (7) or (8), the optimization for image
registration (4) using mutual information (5) now becomes:
max
u1,u2,···
φ,θ
L∑
l=1
{MINE(Tl,Warp(Ml,Mexp(
∑
i
vl,iBi)))+
MINE(Ml,Warp(Tl,Mexp(−
∑
i
vl,iBi)))}.
(9)
The autograd feature of modern packages (e.g., PyTorch,
Tensorflow) can easily work through the Euler or RK4 re-
cursions for the optimization (9). Fig. 1 shows the adaptation
of eight coefficients of complex matrix exponential over six
resolution levels (0 being the original resolution).
Fig. 1. Adaptation of matrix exponential coefficients over six levels for a
registered image pair from ANHIR dataset. Level 5 is the coarsest resolution
in the pyramid.
B. Complex Matrix Exponential
It is well known that exponential of real valued matrix is
not globally surjective, i.e., not all transformation matrices
(affine or homography) can be obtained by the exponential
of real-valued matrices [31]. One way to overcome this issue
is to compose matrix exponential a few times to compute the
transformation matrix.
In this work, we propose to use complex matrix exponen-
tial an alternative to the scheme using composition, because
complex matrix exponential is globally surjective [31]. Thus,
a complex matrix, Br +
√−1Bi = ∑i viBi, produced by
complex parameters, vi = vri +
√−1vii , can use matrix
exponential series (2) to create a complex transformation
matrix,
Hr +
√−1Hi =Mexp(Br +√−1Bi). (10)
Next, we choose to transform a point (x, y) to another point
(x′, y′) using the following:
[xr, yr, zr]T = Hr[x, y, 1]T , [xi, yi, zi]T = Hi[x, y, 1]T ,
x′ =
xrzr + xizi
(zr)2 + (zi)2
, y′ =
yrzr + yizi
(zr)2 + (zi)2
.
(11)
Note that under our chosen transformation (11) the straight
lines are not guaranteed to remain straight. However, if Hi =
0, transformation (11) degenerates to a linear transformation
using homogeneous coordinates. Fig. 2 shows four randomly
generated grids using (10) and (11). When imaginary coef-
ficients are zeros (top-left panel, where Bi = 0 and conse-
quently Hi = 0), the transformation acts as a homography,
whereas the degree of the non-linearity in the transformation
increases as the magnitude of Bi increases. Unlike, a 2D Mo-
bius transformation [32], the proposed complex transformation
does not guarantee self-intersection. However, note that 2D
Mobius transformation is more restrictive, as for example, it
cannot generate a perspective transformation.
Fig. 2. Randomly generated grids by complex matrix exponential (10) and
complex transformation (11). Elements of Br were generated by a zero mean
Gaussian with 0.1 standard deviation (SD) for all four panels. Elements of Bi
were generated by a zero mean Gaussian with SD as follows: 0 for top-left,
0.1 for top-right, 0.2 for bottom-left and 0.3 for bottom-right panel.
C. ODECME Algorithm
Combining the aforementioned two elements, ordinary dif-
ferential equation (ODE) and complex matrix exponential
(CME), our proposed Algorithm 1 (ODECME) first builds
two image pyramids, one for the fixed and another for the
moving image. It then computes Euler recursion for ODE-
based computation of CME coefficients. Alternatively, we have
also used RK4 recursion (8) in our experiments. Note also
that “Mexp” may refer to real or complex matrix exponential,
depending on whether u and vl are complex or real. Also,
“MINE” can be replaced by any differentiable loss for image
registration. fθ (refer to (5)) is a fully connected neural net-
work [2]. gφ is also a fully connected neural network appearing
in (7) and (8). Taking advantage of matrix exponential, we use
a symmetric loss, which uses both the forward and the inverse
transformation matrices. For any gradient computation, such
as ∇θMI or ∇φMI , we use autograd (bult-in optimizers) of
PyTorch [7]. Algorithm 1 finally outputs original resolution
transformation matrix and its inverse.
Algorithm 1: ODECME
Build multiresolution image pyramids {Tl,Ml}Ll=1 ;
Set learning rates α, β and γ;
Use random initialization for θ and φ ;
Initialize u to the 0 vector ;
for each iteration do
vL = u ;
HL =Mexp(
∑
i vL,iBi) ;
H−1L =Mexp(−
∑
i vL,iBi) ;
for l = [L− 1, .., 1] do
vl = vl+1 + (sl − sl+1)fφ(sl+1, vl+1) ;
Hl =Mexp(
∑
i vl,iBi) ;
H−1l =Mexp(−
∑
i vl,iBi) ;
end
MI = 0 ;
for l = [1, L] do
MI +=MINE(Tl,Warp(Ml, Hl)) ;
MI +=MINE(Ml,Warp(Tl, H
−1
l )) ;
end
Update parameter: θ += α∇θMI ;
Update parameter: φ += β∇φMI ;
Update parameter: u += γ∇uMI ;
end
Compute final transformation matrices:
vL = u ;
for l = [L− 1, .., 1] do
vl = vl+1 + (sl − sl+1)fφ(sl+1, vl+1) ;
end
H1 =Mexp(
∑
i v1,iBi) ;
H−11 =Mexp(−
∑
i v1,iBi);
IV. DATASETS FOR EXPERIMENTS
In order to evaluate our algorithm, we choose four datasets,
two of them have 2D images: FIRE [33] and ANHIR [34] and
the other two are 3D volumes: IXI [35] and ADNI [36]. FIRE
and IXI are used to perform mono-modal registration, while
ANHIR and ADNI are used for multi-modal registration.
A. FIRE
The FIRE dataset consists of 134 retinal fundus image pairs.
These pairs are classified into three categories depending on
what purpose they were collected for: S, P (Mosaicing) and
A. Of these, for Category P pairs having < 75% overlap,
the registration optimization diverges in a lot of cases, and
hence we leave out this subset of images in our experiments
and use only Categories S and A. The FIRE dataset provides
ground truth in the form of coordinates of 10 corresponding
points between the fixed and the moving image. Also, while
the images are square in shape, the retinal fundus is circular in
shape and hence the gap between the edges of the fundus and
the image border is quite large.So, we crop the central portion
of the image to only include only the fundus (1941 × 1941
pixels). For evaluating registration accuracy, we compute the
Euclidean distance between these corresponding points after
registration and average them. Also the image coordinates are
scaled between 0 and 1 so that images of different sizes can
be compared using the same benchmark. We call this measure
the Normalized Average Euclidean Distance (NAED). Most
competing methods do not support a homography based reg-
istration model, so an affine model was used to be consistent
all across.
B. ANHIR
The ANHIR dataset provides high-resolution histopatholog-
ical tissue images stained with different dyes. This provides
a multi-modal challenge. The ground truth is provided in a
similar format to the FIRE dataset. We use only the training
set (230) provided in the database, since only these pairs have
the ground truth available. The ANHIR dataset has some very
large resolution images (upto 100k × 200k pixels). Some of
the competing registration frameworks were unable to process
such large images and so, we downscaled every image by
a factor of 5 to make them available to every framework.
Furthermore, each staining can have a different resolution, so,
to remedy this, we rescale the image with a smaller aspect ratio
to match the width of the paired image and then it’s height is
padded to match the other image as well. This preprocessing is
consistent across all algorithms and allows us to maintain the
aspect ratios of the individual images and have both images in
a pair at the same resolution. We use NAED as the evaluation
metric here as well and use an affine model for transformation.
C. IXI
The IXI dataset has about 600 MR images from healthy
patients. It includes T1, T2, PD-weighted images, MRA im-
ages, and Diffusion-weighted images. Unfortunately, the IXI
dataset does not come with any form of ground truth, so we
resort to standard measures [37] for registration accuracy such
as SSIM and PSNR. We choose 51 T1 volumes (at random)
which have the same size and designate one as the Atlas
(reference volume) and register the other 50 volumes against
it. The SSIM and PSNR scores are computed after every
registration with the Atlas and averaged and then reported
for each algorithm. The transformation model used has 7
degrees of freedom: isotropic scaling with three axes of rigid
transformation and three axes for rotation.
D. ADNI
The ADNI dataset provides 1.5T and 3T MRI scans
of patients scanned over different periods of time. We
chose one volume as the atlas (template volume) from the
ADNI1:Screening 1.5T collection and another 50 volumes
from the ADNI1:Baseline 3T collection. All volumes were
normalized, and resized to match the reference volume (160×
192× 192) before feeding into any of the algorithms. Similar
to the IXI dataset, no ground truth is available here for
registration, so we report the averaged SSIM and PSNR
metrics for the dataset after registration. The transformation
model is the same as the one used for IXI.
Fig. 3. Visual results for a pair of registered images from the FIRE dataset.
Bottom row shows difference images after registration with the best three
algorithms. Here ODECME refers to the RK4-Complex version.
V. EXPERIMENTS
Algorithm 1 with real matrix exponential and without
multi-resolution adaptation by ODE has been published as
DRMIME [2]. We compare our proposed enhanced version
ODECME with DRMIME and other competing methods for
all four datasets. For all algorithms and datasets, we use
L = 6 for the maximum level of Gaussian image pyramid.
We use α = 0.1, β = γ = 0.01 for the 2D datasets and
α = 0.01, β = γ = 0.001 for the 3D datasets in Algorithm 1.
We use MINE as the objective function for all four datasets.
Our implementation of the network fθ for MINE uses a fully
connected network with twice the number of input channels
as the input layer, e.g., for a color image it is 3×2 = 6. There
are two hidden layers with 100 neurons in each and the output
layer has a scalar output. Apart from the output layer which
has no activation, ReLU activation is used.
For ODE, the input layer for gφ consists of 7 and 8 neurons
in case of FIRE/ANHIR and IXI/ADNI, respectively. The
reasoning being, that one neuron accounts for the scale of the
level in the Gaussian pyramid and remaining neurons are for
the number of matrix exponential coefficients (6 for 2D and 7
for 3D datasets in our experiments). For complex coefficients,
these input dimensions become 13 and 17, respectively. gφ has
a single hidden layer with ReLU activation and 100 neurons
TABLE I
NAED FOR FIRE DATASET ALONG WITH PAIRED T-TEST SIGNIFICANCE
VALUES
Algorithm NAED (Mean ± STD) p-value
ODE (RK4-Complex) 0.00380 ± 0.012 0.0032
ODE (RK4-Real) 0.00385 ± 0.014 0.0032
ODE (Euler-Complex) 0.0047 ± 0.019 0.0822
ODE (Euler-Real) 0.0049 ± 0.016 0.1053
DRMIME (Complex) 0.00482 ± 0.031 0.1021
DRMIME (Real) 0.00482 ± 0.026 -
NCC 0.0194 ± 0.033 1.3e-04
MMI 0.0198 ± 0.034 5.4e-05
NMI 0.0228 ± 0.032 1.7e-08
JHMI 0.0311 ± 0.046 4.5e-07
AMI 0.0441 ± 0.028 1.4e-27
MSE 0.0641 ± 0.094 3.5e-03
and the final output layer consists of neurons equal to the
number of matrix exponential coefficients.
For all evaluations, we also conduct a paired t-test with DR-
MIME to investigate if the results are statistically significant
(p-value < 0.05).
A. Competing Methods
We evaluate our method against the following off-the-shelf
registration algorithms from popular registration frameworks.
For a fair comparison, we perform random grid search to set
various hyperparameters of these toolboxes. A detained de-
scription of these hyper parameters can be found in DRMIME
[2]. We compare ODECME with the following methods:
1) Mattes Mutual Information (MMI) [38]–[40]
2) Joint Histogram Mutual Information (JHMI) [28], [41]
3) Normalized Cross Correlation (NCC) [27]
4) Mean Square Error (MSE) [26]
5) AirLab Mutual Information (AMI) [1]
6) Normalized Mutual Information (NMI) [29], [42], and
7) DRMIME [2]
The implementations of the above algorithms were used
from these packages:
• SITK: MMI, JHMI, NCC, MSE
• AirLab: AMI
• SimpleElastix: NMI
B. Accuracy Comparisons
Fig. 3 shows registration results for a randomly chosen
image pair from FIRE dataset. Table I shows the NAED for all
algorithms on the FIRE dataset. We observe that Runge-Kutta
ODE recursion with complex matrix exponential, ODE (RK4-
Complex), performs significant better than the competitors
including DRMIME. We also note that Runge-Kutta version
is more effective than the Euler version. Complex version did
not have any significant advantage over the real version for
accuracy. Fig. 4 presents box plots for ODE (RK4-Complex)
and results from four other toolboxes. We notice that number
of outliers is the lowest in ODECME illustrating its robustness.
Fig. 5 shows registration results for a sample image pair
from ANHIR dataset. Table II presents the NAED metrics,
Fig. 4. Box plot for NAED of the best 5 performing algorithms on FIRE
where once again we notice that ODE (RK4-Complex) pro-
duced the best accuracy. Similar to the FIRE dataset, Runge-
Kutta method produced better results than the Euler recursion.
For accuracy, as before, we have not spotted any obvious
advantage of complex coefficients over the real ones. The
box-plots in Fig. 6 also emphasise the same conclusion as
we saw before, i.e. ODECME outperforms other competing
algorithms.
TABLE II
NAED FOR ANHIR DATASET ALONG WITH PAIRED T-TEST SIGNIFICANCE
VALUES
Algorithm NAED (Mean ± STD) p-value
ODE (RK4-Complex) 0.0344 ± 0.045 0.0441
ODE (RK4-Real) 0.0348 ± 0.044 0.0642
ODE (Euler-Complex) 0.0358 ± 0.075 1.0e-03
ODE (Euler-Real) 0.0391 ± 0.035 1.5e-03
DRMIME (Complex) 0.0373 ± 0.021 0.0619
DRMIME (Real) 0.0373 ± 0.015 -
NCC 0.0461 ± 0.084 7.0e-04
MMI 0.0490 ± 0.082 6.2e-05
MSE 0.0641 ± 0.094 5.5e-14
NMI 0.0765 ± 0.090 3.0e-31
AMI 0.0769 ± 0.090 3.7e-30
JHMI 0.0827 ± 0.100 8.3e-21
Fig. 7 shows sample results for IXI dataset with three top
performing algorithms. We compute the SSIM and PSNR
scores after registration and present them in Fig. 8 and 9, re-
spectively. Both these figures show that ODE (RK4-Complex)
is significantly better.
We plot SSIM and PSNR scores for ADNI dataset in Figures
10 and 11, respectively. For ODECME the median scores not
only are higher, but also produced the lowest spread/range.
Fig. 12 shows Two different slices with three views before
and after registrations with ODECME and MSE algorithms,
which according to our experiments, is the next best algorithm
for this dataset.
C. Effect of CME
While the NAED performance results are not statistically
significant to be able to conclude better accuracy for CME,
it speeds up convergence. For instance, with real matrix
exponential, for the FIRE dataset, it takes about 500 epochs to
converge, while with ANHIR it takes about 1500 epochs. In
case of complex matrix exponential, it only takes about 300
epochs in case of FIRE, and about 1300 epochs for ANHIR.
Fig. 13 shows the NAED convergence graphs (error bar plots)
for 10 randomly selected pairs from FIRE for Algorithm 1
using both real and complex matrix exponential coefficients.
The plots show that convergence using CME is much better.
D. Effect of ODE
To demonstrate that Algorithm 1 can fine-tune transforma-
tion matrices over the resolution levels, we compute the range
of each complex coefficient after registering FIRE dataset
over six resolution levels. Table III shows the average and
standard deviations of these range values over the entire FIRE
dataset. Note that the transformation matrices act over the
canonical pixel value range of [−1, 1] × [−1, 1]. Thus, the
small variations of the matrix exponential coefficients are still
significant changes for the transformation matrices. Also note
the contribution from imaginary coefficients are significant in
designing the transformation matrices.
TABLE III
THE AVERAGE RANGE AND STANDARD DEVIATION OF REAL AND
IMAGINARY COEFFICIENTS AFTER REGISTERING THE FIRE DATASET
Coefficient (Real) Mean Range ± SD (Imag.) Mean Range ± SD
v0 0.0107 ± 0.0100 0.0665 ± 0.0605
v1 0.0119 ± 0.0074 0.0188 ± 0.0116
v2 0.0400 ± 0.0122 0.0637 ± 0.0371
v3 0.0233 ± 0.0177 0.0299 ± 0.0222
v4 0.0212 ± 0.0107 0.0654 ± 0.0407
v5 0.0135 ± 0.0052 0.0892 ± 0.0624
E. Running Time
To provide the running times of all the algorithms, we
choose FIRE dataset and run all algorithms for 1000 iterations
on a desktop computer with a single NVIDIA GeForce GTX
1080 Ti, Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz,
32GB RAM. Table IV shows running time. We note that
except ODECME, DRMIME, and AMI, all other algorithms
did not use GPU accelerations. Additionally, we ran ODECME
(RK4) for 50 epochs that resulted in an average NAED, which
is better than the most competitors for a similar running time.
Note that our software is not optimized, unlike SimpleElastix
(NMI) for example.
VI. CONCLUSION AND FUTURE WORK
Optimization-based image registration using homography as
a transformation is classical. However, recent toolboxes with
Fig. 5. Visual results for a pair of registered images from the ANHIR dataset. Bottom row shows difference images after registration with the best three
algorithms. Here ODECME refers to the RK4-Complex version.
Fig. 6. Box plot for top 5 performing algorithms on ANHIR
Fig. 7. Difference images from the middle slice from a pair of volumes from
the IXI dataset shown before and after registration with three top performing
algorithms. ODECME refers to the RK4-Complex version.
autograd capability and strong GPU acceleration has created
opportunity to improve these classical registration algorithms.
In this work, we show that using complex matrix exponential
convergence can be accelerated for such algorithms. Also
using ordinary differential equation, we can further refine
Fig. 8. Box plot for SSIM values for each algorithm on the IXI datset after
registration. ODECME refers to the RK4-Complex version.
TABLE IV
TIME TAKEN FOR 1000 EPOCHS AND RESULTANT NAED (LOWER IS
BETTER)
Algorithm Time (seconds) NAED
ODECME (RK4) (50 epochs) 108 0.01921
NMI 60 0.02503
AMI 620 0.02942
DRMIME 1425 0.00368
ODECME (RK4) 1601 0.00360
ODECME (Euler) 1469 0.00452
MMI 2904 0.00598
JHMI 1859 0.00605
NCC 3804 0.00697
MSE 2847 0.02918
the accuracy of such algorithms for multi-resolution image
registration problems that is able to employ any differentiable
objective function. Our algorithm yields state-of-the-art accu-
racy for benchmark 2D and 3D datasets. We plan to employ
the ODE framework for deformable registration in our future
endeavor.
Author Roles: The first author wrote the software for this
Fig. 9. Box plot for PSNR values for each algorithm on the IXI datset after
registration. ODECME refers to the RK4-Complex version.
Fig. 10. Box plot for SSIM values for each algorithm on the ADNI dataset
after registration. ODECME refers to the RK4-Complex version.
work, conducted experiments, and produced results and con-
tributed in writing. Other authors supervised the first author.
The last author contributed in conceptualizing and writing.
REFERENCES
[1] R. Sandku¨hler, C. Jud, S. Andermatt, and P. C. Cattin, “Airlab:
Autograd image registration laboratory,” CoRR, vol. abs/1806.09907,
2018. [Online]. Available: http://arxiv.org/abs/1806.09907
[2] A. N. Nan, M. Tennant, U. Rubin, and N. Ray, “Drmime: Differentiable
mutual information and matrix exponential for multi-resolution image
registration.” in MIDL 2020 Conference, 2020. [Online]. Available:
https://openreview.net/forum?id=Q0Bm5e6dkW
[3] X. Cheng, L. Zhang, and Y. Zheng, “Deep similarity learning for
multimodal medical images,” Computer Methods in Biomechanics and
Biomedical Engineering: Imaging & Visualization, vol. 6, no. 3, pp.
248–252, 2018.
[4] A. Sedghi, J. Luo, A. Mehrtash, S. Pieper, C. M. Tempany, T. Kapur,
P. Mousavi, and W. M. Wells III, “Semi-supervised deep metrics for
image registration,” arXiv preprint arXiv:1804.01565, 2018.
[5] J. P. W. Pluim, J. B. A. Maintz, and M. A. Viergever, “Mutual-
information-based registration of medical images: a survey,” IEEE
Fig. 11. Box plot for PSNR values for each algorithm on the ADNI dataset
after registration. ODECME refers to the RK4-Complex version.
Transactions on Medical Imaging, vol. 22, no. 8, pp. 986–1004, Aug
2003.
[6] M. I. Belghazi, A. Baratin, S. Rajeswar, S. Ozair, Y. Bengio,
A. Courville, and R. D. Hjelm, “Mine: mutual information neural
estimation,” arXiv preprint arXiv:1801.04062, 2018.
[7] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury,
G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga,
A. Desmaison, A. Kopf, E. Yang, Z. DeVito, M. Raison, A. Tejani,
S. Chilamkurthy, B. Steiner, L. Fang, J. Bai, and S. Chintala,
“Pytorch: An imperative style, high-performance deep learning
library,” in Advances in Neural Information Processing Systems
32, H. Wallach, H. Larochelle, A. Beygelzimer, F. d'Alche´-Buc,
E. Fox, and R. Garnett, Eds. Curran Associates, Inc., 2019,
pp. 8024–8035. [Online]. Available: http://papers.neurips.cc/paper/
9015-pytorch-an-imperative-style-high-performance-deep-learning-library.
pdf
[8] M. Schro¨ter, U. Helmke, and O. Sauer, “A lie-group approach to rigid
image registration,” arXiv preprint arXiv:1007.5160, 2010.
[9] C. J. Taylor and D. J. Kriegman, “Minimization on the lie group so (3)
and related manifolds,” Yale University, vol. 16, no. 155, p. 6, 1994.
[10] A. Trouve´, “Diffeomorphisms groups and pattern matching in image
analysis,” International journal of computer vision, vol. 28, no. 3, pp.
213–221, 1998.
[11] C. Wachinger and N. Navab, “Simultaneous registration of multiple
images: Similarity metrics and efficient optimization,” IEEE transactions
on pattern analysis and machine intelligence, vol. 35, no. 5, pp. 1221–
1233, 2012.
[12] E. J. Bekkers, M. Loog, B. M. ter Haar Romeny, and R. Duits, “Template
matching via densities on the roto-translation group,” IEEE transactions
on pattern analysis and machine intelligence, vol. 40, no. 2, pp. 452–
466, 2017.
[13] B. C. Hall, Lie Groups, Lie Algebras and Representations. Springer,
New York, N.Y., 2015.
[14] C. Moler and C. Van Loan, “Nineteen dubious ways to compute the
exponential of a matrix, twenty-five years later,” SIAM Review, vol. 45,
no. 1, pp. 3–49, 2003. [Online]. Available: https://doi.org/10.1137/
S00361445024180
[15] E. Eade, “Lie groups for 2d and 3d transformations,” URL
http://ethaneade. com/lie. pdf, revised Dec, vol. 117, p. 118, 2013.
[16] A. Witkin, “Scale-space filtering: A new approach to multi-scale de-
scription,” in ICASSP ’84. IEEE International Conference on Acoustics,
Speech, and Signal Processing, vol. 9, 1984, pp. 150–153.
[17] T. Lindeberg, “Edge detection and ridge detection with automatic scale
selection,” in Proceedings CVPR IEEE Computer Society Conference on
Computer Vision and Pattern Recognition, 1996, pp. 465–470.
[18] R. Szeliski, “Image alignment and stitching: A tuto-
rial,” Tech. Rep. MSR-TR-2004-92, October 2004. [On-
Fig. 12. Same slices from the difference volume after before and after registration with the two top performing algorithm.
Fig. 13. NAED averaged for 10 randomly selected pairs from FIRE, plotted
over 500 epochs. Error bars represent the range of NAED values over 10
registrations.
line]. Available: https://www.microsoft.com/en-us/research/publication/
image-alignment-and-stitching-a-tutorial/
[19] N. Ray, “Computation of fluid and particle motion from a time-
sequenced image pair: A global outlier identification approach,” IEEE
Transactions on Image Processing, vol. 20, no. 10, pp. 2925–2936, 2011.
[20] P. Thevenaz, U. E. Ruttimann, and M. Unser, “A pyramid approach to
subpixel registration based on intensity,” IEEE transactions on image
processing, vol. 7, no. 1, pp. 27–41, 1998.
[21] S. Kru¨ger and A. Calway, “Image registration using multiresolution
frequency domain correlation.” in BMVC, 1998, pp. 1–10.
[22] H. S. Alhichri and M. Kamel, “Multi-resolution image registration using
multi-class hausdorff fraction,” Pattern recognition letters, vol. 23, no.
1-3, pp. 279–286, 2002.
[23] M. Irani and P. Anandan, “Robust multi-sensor image alignment,” in
Sixth International Conference on Computer Vision (IEEE Cat. No.
98CH36271). IEEE, 1998, pp. 959–966.
[24] J. Wu and A. C. Chung, “Multimodal brain image registration based
on wavelet transform using sad and mi,” in International Workshop on
Medical Imaging and Virtual Reality. Springer, 2004, pp. 270–277.
[25] W. Sun, W. J. Niessen, M. van Stralen, and S. Klein, “Simultaneous
multiresolution strategies for nonrigid image registration,” IEEE Trans-
actions on Image Processing, vol. 22, no. 12, pp. 4905–4917, 2013.
[26] ITK. itk::meansquaresimagetoimagemetricv4< tfixedimage, tmovingim-
age, tvirtualimage, tinternalcomputationvaluetype, tmetrictraits > class
template reference. [Online]. Available: https://itk.org/Doxygen/html/
classitk{ }1{ }1MeanSquaresImageToImageMetricv4.html
[27] ——. itk::normalizedcorrelationimagetoimagemetric< tfixedim-
age, tmovingimage > class template reference.
[Online]. Available: https://itk.org/Doxygen/html/classitk{ }1{ }
1NormalizedCorrelationImageToImageMetric.html
[28] ——. itk::jointhistogrammutualinformationimagetoimagemetricv4<
tfixedimage, tmovingimage, tvirtualimage, tinternalcomputa-
tionvaluetype, tmetrictraits > class template reference.
[Online]. Available: https://itk.org/Doxygen/html/classitk{ }1{ }
1JointHistogramMutualInformationImageToImageMetricv4.html
[29] S. Klein and M. Staring. itk::advancedimagetoimagemetric<
tfixedimage, tmovingimage > class template reference.
[Online]. Available: http://elastix.isi.uu.nl/doxygen/classitk{ }1{ }
1AdvancedImageToImageMetric.html
[30] J. Butcher, Numerical Methods for Ordinary Differential Equations.
Willy Online Library, 2016. [Online]. Available: https://onlinelibrary.
wiley.com/doi/book/10.1002/9781119121534
[31] J. Gallier and J. Quaintance, Differential Geometry and Lie Groups A
Computational Perspective. Springer International Publishing, 2020.
[Online]. Available: https://www.seas.upenn.edu/∼jean/diffgeom-spr-I.
pdf
[32] V. V. Kisil, Geometry of Mbius Transformations. World Scientific,
2012.
[33] C. Hernandez-Matas, X. Zabulis, A. Triantafyllou, P. Anyfanti,
S. Douma, and A. A. Argyros, “Fire: fundus image registration dataset,”
Journal for Modeling in Ophthalmology, vol. 1, no. 4, pp. 16–28, 2017.
[34] J. Borovec, J. Kybic, I. Arganda-Carreras, D. V. Sorokin, G. Bueno,
A. V. Khvostikov, S. Bakas, I. Eric, C. Chang, S. Heldmann et al.,
“Anhir: automatic non-rigid histological image registration challenge,”
IEEE Transactions on Medical Imaging, 2020.
[35] https://brain development.org/. [Online]. Available: https://
brain-development.org/ixi-dataset/
[36] B. T. Wyman, D. J. Harvey, K. Crawford, M. A. Bernstein,
O. Carmichael, P. E. Cole, P. K. Crane, C. DeCarli, N. C. Fox, J. L.
Gunter et al., “Standardization of analysis sets for reporting results from
adni mri data,” Alzheimer’s & Dementia, vol. 9, no. 3, pp. 332–337,
2013.
[37] S. Ghosal and N. Ray, “Deep deformable registration: Enhancing ac-
curacy by fully convolutional neural net,” Pattern Recognition Letters,
vol. 94, pp. 81–86, 2017.
[38] D. Mattes, D. R. Haynor, H. Vesselle, T. K. Lewellyn, and W. Eubank,
“Nonrigid multimodality image registration,” in Medical Imaging 2001:
Image Processing, vol. 4322. International Society for Optics and
Photonics, 2001, pp. 1609–1620.
[39] D. Mattes, D. R. Haynor, H. Vesselle, T. K. Lewellen, and W. Eubank,
“Pet-ct image registration in the chest using free-form deformations,”
IEEE transactions on medical imaging, vol. 22, no. 1, pp. 120–128,
2003.
[40] ITK. itk::mattesmutualinformationimagetoimagemetricv4< tfixed-
image, tmovingimage, tvirtualimage, tinternalcomputation-
valuetype, tmetrictraits > class template reference.
[Online]. Available: https://itk.org/Doxygen/html/classitk{ }1{ }
1MattesMutualInformationImageToImageMetricv4.html
[41] P. The´venaz and M. Unser, “Optimization of mutual information for mul-
tiresolution image registration,” IEEE transactions on image processing,
vol. 9, no. ARTICLE, pp. 2083–2099, 2000.
[42] C. Studholme, D. L. Hill, and D. J. Hawkes, “An overlap invariant
entropy measure of 3d medical image alignment,” Pattern recognition,
vol. 32, no. 1, pp. 71–86, 1999.
