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We expose the theoretical mechanisms underlying disorder-induced nematicity in systems exhibi-
ting strong fluctuations or ordering in the nematic channel. Our analysis consists of a symmetry-
based Ginzburg-Landau approach and associated microscopic calculations. We show that a single
featureless point-like impurity induces nematicity locally, already above the critical nematic transi-
tion temperature. The persistence of fourfold rotational symmetry constrains the resulting disorder-
induced nematicity to be inhomogeneous and spatially average to zero. Going beyond the single
impurity case, we discuss the effects of finite disorder concentrations on the appearance of nemati-
city. We identify the conditions that allow disorder to enhance the nematic transition temperature,
and we provide a concrete example. The presented theoretical results can explain a large series of
recent experimental discoveries of disorder-induced nematic order in iron-based superconductors.
The study of electronic nematic quantum phases [1]
is becoming increasingly important in condensed mat-
ter systems due to a growing class of recently discove-
red materials exhibiting nematic behavior, i.e. sponta-
neous generation of spatial anisotropy. Nematicity has
been experimentally identified in a number of correlated
quantum materials [1], including quantum Hall states
in higher Landau levels of 2D electron gases [2, 3], bi-
layer strontium ruthenates [4], cuprate high-temperature
superconductors (SCs) [5], doped Bi2Se3 SCs [6–8], Fe-
based SCs (FeSCs) [9–20, 22, 23] and, possibly, twisted
bilayer graphene [24]. Thus, nematicity begins to estab-
lish as a universal electronic state of matter, which moti-
vates further theoretical studies of its distinct properties.
Nematic phases are particularly prevalent in FeSCs,
where experimental evidence for electronic nematicity
comes from a wide range of techniques, including trans-
port measurements [9–15], angle-resolved photoemission
spectroscopy [16], scanning tunneling spectroscopy [17],
neutron scattering [18], light spectroscopy [19–21],
Andreev-point-contact measurements [22] and torque
magnetometry [23]. In this case, the emergence of ne-
maticity refers to the spontaneous breaking of fourfold
(C4) rotational symmetry. Notably, the identification of
the driving mechanism of nematicity in these systems is
complicated, due to the coupling of spin, orbital, and
lattice degrees of freedom at temperatures (T ) below
the tetragonal-to-orthorhombic structural phase transi-
tion occurring at T = Ts [25]. Particularly, the origin of
nematicity in FeSe remains controversial at present [26].
The growing ubiquity of nematic correlated electronic
systems, that are scarcely free from impurities, calls for
resolving the influence of disorder on the emergence of ne-
maticity. In fact, the strong relevance of disorder to the
nematic ordering is also supported from a notable num-
ber of experiments detecting local C4-symmetry breaking
around impurities [17, 27–32]. While some of these re-
sults may be attributable to, for instance, residual sam-
ple strain which explicitly breaks the C4 symmetry lo-
cally [32–34], or the presence of stripe-ordered antiferro-
magnetism [27], the possible pinning of nematic fluctua-
tions due to the presence of disorder appears as a promi-
sing and, at the moment, poorly-explored alternative [35–
39]. Even more, there are strong indications for disorder-
pinned static local nematicity in the bulk tetragonal
phase, i.e. above Ts [40–45]. For example, two recent
NMR experiments on FeSe [43, 44], found a clear split-
ting and broadening of the NMR lineshape above Ts. The
presence of short-range nematic order above the bulk Ts
in FeSe has also been inferred from ARPES and optical-
pump conductivity measurements [46, 47]. Finally, two
very recent pair distribution function (PDF) measure-
ments of FeSe found clear evidence of pronounced lo-
cal orthorhombicity at the length scale of a few nm well
above Ts [48, 49], thus providing additional evidence for
disorder-induced local nematicity in these systems.
In this Letter, we perform a detailed theoretical study
of the role of disorder in systems with D4h point-group
symmetry, which additionally feature strong fluctuations
or ordering in the nematic channel. The emergence of
nematicity is reflected in a non-zero field N , which trans-
forms according to the B1g irreducible representation
(IR) of D4h. We mainly focus on T above the respective
Tnem (same as Ts), at which, the spontaneous thermody-
namic C4-symmetry breaking takes place. By employing
both phenomenological and microscopic approaches, we
address the following three questions: 1) Under what cir-
cumstances can disorder generate nematicity locally? 2)
What is the spatial profile of the resulting nematic-defect
structure? 3) How do finite disorder concentrations in-
fluence the nematic transition?
Our main results can be summarized as follows. For
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2T > Tnem, (i) an impurity potential of arbitrary strength
with a spatial profile which respects the C4 symmetry,
generates a local nematic field N(r) with a spatial pro-
file belonging to the B1g IR. By transferring to a polar
coordinate system (x, y) 7→ (r, φ), this yields the spa-
tial profile N(r, φ) ∝ cos(2φ). (ii) This further implies,
that, a potential with a C4-symmetric profile does not in-
duce net nematicity, i.e.,
∫
drN(r) = 0, but local probes
may still detect evidence of C4 symmetry breaking. (iii)
However, we show that such a potential can still drive a
nematic transition already at T > Tnem, since it modi-
fies the Stoner criterion for the nematic instability. (iv)
A C4-symmetry-breaking impurity potential can induce
nonzero net nematicity and, thus, stabilize long-range ne-
matic order. For T < Tnem, an impurity potential with a
spatial profile which respects C4 symmetry modifies the
bulk nematicity (NB) locally, and results in an inhomoge-
neous nematic field N(r) = NB +δN(r), with a δN(r, φ)
which is generally not proportional to cos(2φ).
We first examine the implications of disorder within a
continuum Ginzburg-Landau (GL) approach, that allows
exposing generic features of the induced nematic field, i.e.
independent of the origin of the electronic nematicity. In
fact, our GL results also apply to situations where the
nematic field originates from the spontaneous mixing of
superconducting order parameters belonging to the A1g
and B1g IRs [50, 51]. However, there, one has to further
include the possible influence of disorder on the pairing.
The free energy density F(r) is a functional of N(r)
and the disorder potential V (r). Its invariance under D4h
point group operations and time reversal, leads to:
F(r) = α(T − Tnem)[N(r)]2/2 + β[N(r)]4/4
+ c[∇N(r)]2/2 + gN(r) (∂2x − ∂2y)V (r), (1)
with α, β, c > 0. Here, we restricted to the lowest-order
possible coupling between V (r) and N(r). Later on, we
consider effects of higher-order terms. For further de-
tails on the GL approach, we refer to the Supplemen-
tary Material (SM) [52]. From Eq. (1), one observes that
the nematic field couples to the second derivatives of the
disorder potential and, thus, to a particular linear com-
bination of the electric field gradients (EFGs). The ne-
matic field is proportional to the quadrupolar electronic
charge density defined as Qx2−y2(r) =
(
x2 − y2)ρ(r),
which transforms according to the B1g IR of D4h, i.e.
similar to N(r). In the above, ρ(r) denotes the electric
charge density, which belongs to the trivial (A1g) IR of
D4h. The appearance of a nonzero N(r), solely due to
the presence of disorder, is a consequence of the broken
translational invariance, and can be viewed as a result of
linear response, since the EFG
(
∂2x − ∂2y
)
V (r) acts as a
quadrupolar source field, which leads to a nonzero and
necessarily inhomogeneous Qx2−y2(r) and thus N(r).
For the remainder, we consider T > Tnem (unless ex-
plicitly stated), which implies that the system resides in
the C4-symmetric phase in the absence of disorder. In
FIG. 1. (a) Nematic order parameter N(r) at T  Tnem,
where ξnem ∼ 5 a. (b) Same as in (a), but with T & Tnem
resulting in a larger nematic coherence length ξnem ∼ 15 a.
The figures were obtained using Eq. (3) with a convenient
impurity profile of the form V (r) = V/|r|, without loss of
generality. We introduced γ = −pigV/(2ξnem) and used c = 1.
this case, we can drop the quartic nematic term, since
N(r) is generally small. Thus, for T > Tnem, the Euler-
Lagrange equation of motion (EOM) for Eq. (1) reads:[
α(T − Tnem)− c∇2
]
N(r) = −g (∂2x − ∂2y)V (r) . (2)
The above EOM provides the proportionality relation be-
tween the EFG and the resulting nematic field, i.e.:
N(r) =
∫
dq
(2pi)2
eiq·r
g
c
(
q2x − q2y
)
V (q)
q2 + ξ−2nem
, (3)
where we introduced the nematic coherence length in the
tetragonal phase ξ−1nem =
√
α(T − Tnem)/c.
For a C4-symmetric impurity potential we integrate
the angular part of the rhs in Eq. (3), and find the earlier-
announced spatial profile N(r, φ) ∝ cos(2φ). This profile
decays away from the impurity within a range given by
ξnem, and this length scale diverges as T → Tnem. Both
results are depicted in Fig. 1. The angular dependence
transforms exactly according to the B1g IR of D4h. This
constraint on the spatial profile of N(r) is a directly con-
sequence of the featureless (A1g) nature of the disorder
potential V itself. Thus, the net electronic nematicity
and quadrupolar charge are zero, since:∫
dr N(r) = N(q = 0) ∝
∫ 2pi
0
dφ N(r, φ) = 0 . (4)
Nonetheless, probes like NMR and PDF pick up a signal
from atoms in the lobes of the induced N(r), and do
therefore detect clear evidence for local nematicity and
orthorhombicity even though global effects are absent.
Equation (4) also reveals that the linear coupling of the
nematic field to the EFG cannot stabilize a net thermo-
dynamic nematicity which emerges when N(q = 0) 6= 0.
Therefore, the quadrupolar coupling can neither preempt
nor smear out the bulk nematic phase transition. A
nonzero N(q = 0) can, however, be induced when the
spatial profile of the disorder potential explicitly breaks
C4 symmetry. This can be seen by including higher-order
3couplings in the GL free energy (see also SM [52]):
δF(r) = −
{
g′V (r) + g′′
[
V (r)
]2}[
N(r)
]2
/2 . (5)
The above terms provide couplings between V (q 6= 0)
and N(q = 0), as well as the N(q 6= 0) nematic-field
components. These couplings are essential to describe
a disorder-driven preemptive nematic transition above
Tnem, as well as the emergence of net nematicity when
the potential breaks C4 symmetry. To demonstrate both
aspects, we derive the modified EOM for the N(q = 0)
component after adding the contribution of Eq. (5) to
the free energy of Eq. (1). We find the following EOM:
α(T − Tnem)N(q = 0) = g′
∫
dp V (p)N(−p)
+g′′
∫∫
dpdp′ V (p′)V (p− p′)N(−p) . (6)
Thus, a nonzero N(q = 0) can only emerge when compo-
nents with q 6= 0 are already nonzero. By assuming that
the potential is weak, the N(q 6= 0) components remain
given by the Fourier transform of Eq. (2). Therefore, we
obtain the following equation up to second order in V (r):[
α(T − Tnem)− g′′
∫
dp |V (p)|2
]
N(q = 0)
=
gg′
c
∫
dp
(
p2x − p2y
)|V (p)|2
p2 + ξ−2nem
. (7)
Eq. (7) implies that a C4-symmetric configuration of
impurities cannot source a homogeneous component for
the nematic field, since the rhs is zero. As we prove in
SM [52], this holds even after including all the symmetry-
allowed higher-order GL terms. In fact, this result is
also recovered in the case of a large number of randomly-
distributed and uncorrelated impurities, in which situa-
tion, translational and rotational symmetries are pre-
served on average. Thus, a C4-symmetric disorder po-
tential solely modifies the nematic Stoner criterion, i.e.:
T impnem = Tnem +
g′′
α
∫
dp |V (p)|2 . (8)
Depending on the microscopic details which control the
sign of the coupling constant g′′, the nematic transi-
tion temperature can be enhanced. Note, however, that
such an enhancement tends to zero in the thermody-
namic limit, unless a critical density of impurities nimp
is present. This is because the g′′ coefficient is inversely
proportional to the system size. Interestingly, a detailed
transport study with controlled disorder by electron irra-
diation found cases where the critical nematic transition
temperature increased slightly with disorder [53].
Before proceeding, we point out that the first term
of Eq. (5) also allows to describe the induced net ne-
maticity when the disorder potential breaks C4 symme-
try. To exemplify this, we consider a dimer impurity
potential V (r) = V [δ(r − xˆ) + δ(r + xˆ)], which yields
V (p) = V (cos px + cos py) + V (cos px − cos py), for a lat-
tice constant a = 1. The breaking of C4 symmetry is
ensured by the combined presence of the A1g and B1g
IRs. In general, a nonzero N(q = 0) arises whenever
|V (q)|2 contains at least one B1g term.
To support the above GL findings, we employ a micro-
scopic tight-binding model of electrons coupled to disor-
der. This analysis not only verifies the above GL results,
but more importantly, allows to uncover further micro-
scopic details which control the emergence of nematicity.
In the absence of disorder, the electrons are described by
the dispersion εk = −2t(cos kx+cos ky)−µ. The spin de-
gree of freedom is neglected throughout this work, since
it merely introduces a factor of 2 in all thermodynamic
averages. We assume that the electrons feel an attractive
effective interaction in the Pomeranchuk nematic channel
as in Ref. 54, which, after mean-field decoupling, yields
the nematic order parameter (for details see SM [52]):
NR = −Vnem
∑
δ
fδ
〈
c†R+δcR + c
†
RcR+δ
〉
, (9)
i.e. the lattice analog of N(r). This introduces a local
or global C4-breaking to the electron-hopping matrix ele-
ments. In the above, cR denotes the annihilation opera-
tor of an electron at position R = (n,m) of the lattice,
with n,m ∈ Z. In addition, xˆ (yˆ) corresponds to the unit
vector in the x (y) direction. The nematic form factor is
nonzero for δ = ±xˆ,±yˆ, and reads f±xˆ = −f±yˆ = 1/4.
Disorder is considered in the form of point-like identical
impurities. The total mean-field Hamiltonian becomes:
Ĥ =
∑
R, δ
(
NRfδ − t/2
)(
c†R+δcR + h.c.
)
+
∑
R
(VR − µ) c†RcR . (10)
For a single delta-function impurity potential VR =
V δR,0, we evaluate the nematic order parameter in
Eq. (9) self-consistently for a fixed electron density 〈n〉
(see SM [52]). The resulting nematic order is displayed
in Fig. 2(a), and possesses the same spatial profile as
those shown in Fig. 1. In the case of a dimer impurity
potential VR = V (δR,xˆ + δR,−xˆ), which explicitly breaks
C4 symmetry, we obtain the profile shown in Fig. 2(c).
Its Fourier transform, see Fig. 2(d), exhibits Nq=0 6= 0,
which originates from the rhs of Eq. (7). We stress that,
the fact that the induced clover pattern in Fig. 2(a) is di-
rectly sourced by the EFG, makes it distinct from other
microscopic studies of impurity-induced local order [55–
57]. There, the impurity potential induces a spontaneous
symmetry breaking locally, by means of a local fulfillment
of the Stoner criterion, i.e. analogously to Eq. (8).
We proceed by studying the effects of a single impu-
rity for T < Tnem, where the system resides in the bulk
phase with a value NB for the nematic order parame-
ter. In this case, the order parameter assumes the form
4FIG. 2. Numerically-obtained nematic order parameter us-
ing the microscopic model of Eq. (10): (a) displays the lo-
cal nematic order pinned by a single impurity at R = 0 for
T = 0.8 t. For the given set of parameters, the Stoner criterion
is fulfilled for T ∼ 0.78 t. (b) Same as in (a), but in the bulk
nematic phase (T = 0.76 t). (c) Induced nematic order in the
presence of a dimer impurity potential, VR = V (δR,xˆ+δR,−xˆ),
and (d) its discrete Fourier transform (T = 0.8 t). From panel
(d), one clearly sees that the breaking of C4 symmetry in-
deed induces Nq=0 6= 0. All the figures were obtained using:
V = 5 t, Nx = Ny = 31, Vnem = 4 t, kB = 1 and 〈n〉 = 0.53.
N(r) = NB + δN(r), where δN(r) incorporates the spa-
tial variation of the nematic order parameter near the
impurity. For a weak impurity potential, we expand the
EOM stemming from Eq. (1) up to linear order in δN(r)
(see SM [52]). We find that δN(r) possesses the spatial
profile of Eq. (3), with the difference that the coherence
length is now given by ξ−1nem =
√
2α(Tnem − T )/c due to
an additional contribution of the quartic term which has
to be taken into account for T < Tnem. From a micro-
scopic calculation, we obtain the spatial profile for the
nematic order parameter which is shown in Fig. 2(b),
exhibiting an anisotropic local structure which is slightly
elongated along the y direction. To lowest order in
V (r), this asymmetry found via the microscopic model
can be reproduced in the GL theory by including the
first term of Eq. (5). The presence of this term yields
δN(r) ∝ f(r) cos(2φ) +h(r)NB, where f(r) and h(r) are
decaying functions of the radial coordinate, transforming
according to the A1g IR. Note that additional higher or-
der terms, e.g. ∝ V (r)(∂2x +∂2y)[N(r)]2, can further con-
tribute to this anisotropy by modifying h(r). In general,
we find that depending on the sign of the impurity poten-
tial, point-like disorder at T < Tnem may either locally
enhance or decrease the nematic order.
Finally, we verify the possibility of disorder-enhanced
Tnem within the microscopic model. We assume random
and dilute disorder of density nimp, that on average pre-
FIG. 3. Relative disorder-induced modification of the nematic
susceptibility δχnem/χ
0
nem = (χ
imp
nem − χ0nem)/χ0nem versus the
disorder concentration nimp. Here, χ
0
nem is the rhs of Eq. (12)
in the absence of disorder τk →∞. The inset shows that the
Tnem increases by approximately 1% for nimp ≈ 5%, due to
the disorder-modified Stoner criterion. Parameters: Vnem =
1.584 t, 〈n〉 = 0.53, Nx = Ny = 201, T = 0.075 t and V = 5 t.
serves the C4 symmetry. Within the 1
st order Born ap-
proximation [58], the quasiparticle lifetime is:
1
τk
= 2pinimpV
2 1
N
∑
p
δεp,εk . (11)
By use of Eq. (11), we can evaluate the microscopic
coefficients which enter the modified Stoner criterion
of Eq. (8), brought about by the impurities. Starting
from Eq. (9), we find that the self-consistency equa-
tion for the q = 0 component of the nematic mean-
field order parameter, corresponding to net nematicity
N ≡∑RNR/N = Nq=0/N , reads
N = −Vnem 1N
∑
k
fk
∫ +∞
−∞
dε
2pi
nF (ε+ εk +Nfk)
ε2 + 1/(2τk)2
1
τk
,
with fk = cos kx− cos ky and nF (ε) the Fermi-Dirac dis-
tribution function. Linearizing the rhs with respect to
N , yields the modified Stoner criterion
1
Vnem
= − 1N
∑
k
f2k
∫ +∞
−∞
dε
2pi
n′F (ε+ εk)
ε2 + 1/(2τk)2
1
τk
. (12)
In the absence of disorder, i.e. τk → ∞, the integra-
tion yields the derivative of the Fermi-Dirac distribution
n′F (εk). However, for finite τk, each k state is broa-
dened, and the density of states (DOS) for the k points
mainly contributing to the nematic instability may be en-
hanced. To explore this effect, we numerically calculate
the nematic susceptibility χimpnem in the presence of disor-
der, which is identified with the rhs of Eq. (12). Fig. 3
shows how this quantity changes versus the disorder con-
centration nimp, relative to the disorder-free case. For an
impurity density of nimp ≈ 5%, we obtain the maximal
relative enhancement of χimpnem leading to a corresponding
small enhancement of Tnem. It is tempting to assign the
similar small enhancement of the nematic transition tem-
perature measured experimentally in Ref. 53 to the effect
demonstrated in Fig. 3.
5The origin of the enhancement effect shown in Fig. 3 is
the presence of a nearby van Hove singularity whose spec-
tral weight can be utilized to boost χimpnem in the presence
of finite τk. Without favorable DOS conditions, disorder
generally suppresses the nematic susceptibility and hence
also Tnem. Such a suppression tendency has been pre-
viously found in Ref. 59 and is also demonstrated in our
SM [52]. Further, we remark that even in the disorder-
free case, the presence of a van Hove singularity is pivotal
for the stabilization of an electron nematic phase of the
Pomeranchuk type. For more details see Refs. [60, 61].
In summary, we have elucidated the coupling of ne-
maticity to disorder from both a phenomenological GL
approach and microscopic calculations. Importantly,
disorder is always locally relevant for inducing nemati-
city since the EFG
(
∂2x − ∂2y
)
V (r) directly acts as a
quadrupolar source field for nematicity. This explains the
detection of local nematicity/orthorhombicity in experi-
mental probes sensitive to different atomic environments
within materials. At the global scale, however, disor-
der does not generally generate long-range nematicity at
T > Tnem where the system remains tetragonal. Finite
disorder concentrations may, however, under favorable
circumstances enhance nematic order.
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7Supplementary Material:
”Disorder-Induced Electronic Nematicity”
GINZBURG-LANDAU THEORY:
PHENOMENOLOGICAL ANALYSIS
Eq. (1) of the main text is obtained by demanding that
the free energy density is a real functional transforming
according to the trivial irreducible representation (IR)
of the ensuing point group. Here, we assume a system
with tetragonal and inversion symmetries present, which
is described by the D4h point group symmetry. The free
energy density transforms according to the A1g IR of D4h
and is here also assumed invariant under time reversal.
Equation of Motion
The equation describing the nematic field is found via
the Euler-Lagrange equation of motion (EOM):
∂F
∂N
= ∂x
∂F
∂(∂xN)
+ ∂y
∂F
∂(∂yN)
(13)
and reads:[
α(T − Tnem)− c∇2
]
N(r) + β[N(r)]3
= −g (∂2x − ∂2y)V (r) . (14)
From the above, one notes that if the potential V (r) is
homogeneous, i.e. V (r) = V , the EOM includes only
derivatives of N and no other spatially-dependent func-
tions or source terms. Thus, for an infinite (bulk) system
N(r) = N . When T > Tnem, the appearance of nematici-
ty is disfavored and, thus, N = 0 in the bulk. In contrast,
the presence of an inhomogeneous potential functions as
a source of nematicity and allows for non-zero inhomo-
geneous solutions of N(r).
Case Study: Single Impurity for T > Tnem
Above Tnem, we drop the cubic term in the EOM in
Eq. (14) above, and obtain Eq. (2) of the manuscript. For
a potential satisfying V (q) = V (|q|), we set qx = q cos θ,
qy = q sin θ, x = r cosφ and y = r sinφ, and find:
N(r, φ) = cos(2φ)
∫ 0
+∞
qdq
2pi
g
c
q2V (q)
q2 + ξ−2nem
J2(qr) , (15)
with J2(z) the respective Bessel function of the first kind.
One notes the distinctive angular dependence of the spa-
tial profile of the induced nematic order, which is fixed
by the B1g IR of N , the A1g IR of V , and the fourfold-
symmetric impurity profile. We resolve the radial depen-
dence in the case V (r) = V/r, and find:
N(r, φ) =
γ
c
[
I2
(
r
ξnem
)
− L−2
(
r
ξnem
)]
cos(2φ), (16)
where we introduced the modified Bessel and Struve func-
tions, and defined γ = −pigV/(2ξnem). Notably, the de-
caying function in the brackets yields ≈ 1/2 for r = ξnem.
Non-Induction of Net Nematicity by a
C4-Symmetric Potential
In this section we explore whether there exists a term
in the Ginzburg-Landau expansion which can induce a
nonzero N(q = 0) for an impurity-potential profile which
preserves C4 symmetry. Consider the most general term:∫
dr [N(r)]n[V (r)]m
(
∂2x − ∂2y
)`
V (r) (17)
where, if ` is odd, then n = ` + 2N. We fix the spatial
profile of V to be C4-symmetric. The above general term
can be mapped to two distinct types of couplings:∫
dr [N(r)]2n and
∫
dr [N(r)]2n+1
(
∂2x − ∂2y
)
V (r) .(18)
The respective equations of motion read:
N(r) ∝ [N(r)]2n−1 and N(r) ∝ [N(r)]2n(∂2x − ∂2y)V (r) .
(19)
We Fourier transform the first equation and find:
N(q = 0) ∝∫
dp1 . . . dp2n−1N(p1) . . . N(p2n−1)δ
(
2n−1∑
s
ps
)
. (20)
Assuming that the components appearing on the rhs are
given by:
N¯(q) =
g
c
(
q2x − q2y
)
V (q)
q2 + ξ−2nem
≡ cos(2θ) g
c
q2V (q)
q2 + ξ−2nem
,(21)
where we set qx = q cos θ and qy = q sin θ, we find that
the angular part of the integral is proportional to:∫ 2pi
0
dθ1 . . .
∫ 2pi
0
dθ2n−2 cos(2θ1) . . . cos(2θ2n−2) ·2n−2∑
s=1
p2s cos
(
2θs
)
+
2n−2∑
s6=`
psp` cos
(
θs + θ`
) = 0 , (22)
8where we set cos θs = ps,x/ps and sin θs = ps,y/ps, with
ps = |ps|. A similar treatment for the remaining equation
also yields zero. This result naturally confirms, that, a
C4-symmetric spatial profile for the impurity potential
cannot lead to net nematicity.
Case Study: Single Impurity for T < Tnem
In order to explain the elongated clover-like spatial
profile induced by the impurity in the bulk nematic phase
(T < Tnem), we need to include higher order terms in the
free energy described by Eq. (14) of the SM. To demon-
strate how this elongation comes about, it is sufficient
to solely retain the first term of Eq. (5) presented in the
main text. The modified EOM has the form:[
α(T − Tnem)− c∇2
]
N(r) + β[N(r)]3
= −g(∂2x − ∂2y)V (r) + g′N(r)V (r) . (23)
We separate the nematic field into two parts, i.e. N(r) =
NB + δN(r). Here, NB denotes the value of the bulk ne-
matic order parameter and is given by βN2B = α(Tnem −
T ) for T < Tnem, while δN(r) denotes the contribu-
tion stemming from the presence of the impurity. For
|δN(r)|  |NB| we linearize the above EOM and obtain:[
2α(Tnem − T )/c−∇2
]
δN(r)
= −g
c
(
∂2x − ∂2y
)
V (r) +
g′
c
NBV (r) . (24)
In the above, we retained the terms which lead to a
δN(r) which is linear in terms of the strength of the
impurity potential. Within this assumption, we dropped
the term δN(r)V (r) which leads to higher-order contri-
butions with respect to the strength of the impurity po-
tential. In the same line of arguments as the ones leading
to Eq. (15), we obtain a constant angular profile super-
imposed on the usual cos(2φ)-form:
δN(r, φ) = cos(2φ)
∫ 0
+∞
qdq
2pi
g
c
q2V (q)
q2 + ξ−2nem
J2(qr)
−NB
∫ 0
+∞
qdq
2pi
g′
c
V (q)
q2 + ξ−2nem
J0(qr) , (25)
with the coherence length being given now by ξ−2nem =
2α(Tnem−T ) due to the contribution of the quartic term
of the free energy. In connection to Eq. (16) of the SM,
we find that for V (r) = V/r:
δN(r, φ) =
γ
c
[
I2
(
r
ξnem
)
− L−2
(
r
ξnem
)]
cos(2φ)
− γ
′
c
[
I0
(
r
ξnem
)
− L0
(
r
ξnem
)]
NB
≡ f(r) cos(2φ) + h(r)NB (26)
with γ′ = −pig′V ξnem/2. From the above, one can read
off the decaying functions f(r) and h(r) discussed in the
main text. This spatial profile does indeed lead to a
profile on the same form as the anisotropic induced order
in Fig. 2(b) of the main text. Furthermore, note that it is
the presence of the nonzero bulk nematic order parameter
NB, that induces the anisotropy.
INTERACTION IN THE NEMATIC CHANNEL
AND MEAN-FIELD THEORY DECOUPLING
We assume the presence of the interaction
Ĥint = −Vnem
∑
R
Ô2R/2 , (27)
which contributes to the desired nematic channel. In the
above, we have introduced:
ÔR =
±xˆ,±yˆ∑
δ
fδ
(
c†R+δcR + c
†
RcR+δ
)
, (28)
where we have defined the form factor f±xˆ = −f±yˆ =
1/4. Note that the lattice constant has been set to unity.
We perform a mean-field decoupling of the interaction
in the direct channel by introducing the nematic order
parameter NR = −Vnem
〈ÔR〉. The latter steps led to
Eq. (9) of the main text.
In wavevector space we have Nq =
∑
RNRe
−iq·R and
the complete mean-field Hamiltonian reads:
Ĥ = 1N
∑
q,k
c†k+q/2
(
εkN δq,0 + Vq +Nqfq,k
)
ck−q/2
(29)
with N being the number of lattice sites, while the ne-
matic form factor in wavevector space takes the form:
fq,k =
fk+q/2 + fk−q/2
2
with fk = cos kx − cos ky .(30)
The mean-field Hamiltonian has to be supplemented with
the self-constistency equation for the nematic order pa-
rameter, which reads
Nq = −Vnem
∑
k
fq,k
〈
c†k−q/2ck+q/2
〉
≡ −VnemT
∑
kn,k
fq,kGk+q/2,kn;k−q/2,kn (31)
where we introduced the full single-particle fermionic
Matsubara Green function:
Gk+q/2,kn;k−q/2,kn = −
〈
ck+q/2,knc
†
k−q/2,kn
〉
. (32)
In the above, kn = (2n + 1)piT (kB = 1) and the Mat-
subara Green function for the free electrons has the form
G0k,kn = 1/(ikn − εk). The above construction allows us
to employ Dyson’s equation in order to perform an ex-
pansion of the rhs of the self-consistency equation with
respect to the nematic order parameter and/or the im-
purity potential.
9GINZBURG-LANDAU THEORY: MICROSCOPIC
ANALYSIS
Given the above, here we show how the electro-nematic
coefficient g relates to the microscopic parameters for the
disorder-free microscopic model under consideration. We
employ a perturbative expansion by employing the Dyson
equation for the full Matsubara Green function which
reads:
Gk+q/2,kn;k−q/2,kn = G
0
k,knδq,0
+G0k+q/2,kn
∑
p
Up;k+q/2Gk+q/2−p,kn;k−q/2,kn , (33)
where we introduced Uq;k =
(
Vq + Nqfq,k
)
/N . We ob-
tain the lowest order contribution of U by replacing the
full Green function on the rhs by the bare one. We find:
gq = − TN
∑
kn,k
fq,kG
0
k+q/2,kn
G0k−q/2,kn . (34)
To facilitate the calculations, we consider the continuum
limit of our model and assume spinless single-band elec-
trons with a parabolic dispersion ε(k) = EF
[
(k/kF )
2−1]
with k = (kx, ky), k = |k| and set f(k) =
(
k2x − k2y
)
/k2F .
The quantity of interest, after taking into account the
symmetries of ε(k), f(k) and restricting up to second or-
der terms in q, reads:
g(q) ≈ −
∫
dk
(2pi)2
{
n′F [ε(k)]
+
[
f(k)
]2 1
3
E2Fn
′′′
F [ε(k)]
}
f(q/2) ≡ g(q2x − q2y) . (35)
SELF-CONSISTENT CALCULATION OF THE
NEMATIC ORDER PARAMETER
By means of the microscopic Hamiltonian in Eq. (10)
of the main text, we calculate the nematic order parame-
ter self-consistently until we reach an accuracy of 10−6,
while keeping the electron density fixed. The expecta-
tion values entering in the order parameter and the elec-
tron density are calculated by expressing the fermionic
field operators in the diagonal basis of the Hamilto-
nian cR =
∑
m γm〈m|R〉 with the defining equation
Ĥγ†m|0〉 = Em|m〉. This leads to the following simplified
expressions for the order parameter, and electron density,
respectively:
NR = −Vnem
∑
δ,m
fδ〈R+ δ|m〉nF (Em)〈m|R〉+ c.c. ,
〈n〉 = 1N
∑
m
nF (Em) . (36)
DISORDER-MODIFIED STONER CRITERION
AND THE RESULTING T impnem
In the presence of dilute and uncorrelated identical im-
purities, the disorder may enhance the Tnem. This was
shown in the main text by investigating the modified ne-
matic Stoner criterion. In Fig. 1 of the SM, we provide
additional results for other electron-density values. The
electron density is calculated via:
〈n〉 = 1N
∑
k
∫ ∞
−∞
dε
2pi
1
τk
nF (ε)
(ε− εk)2 + 1/(2τk)2 , (37)
which recovers its usual form 〈n〉 = ∑k nF (εk)/N in the
disorder-free case, i.e. τk → ∞. For these calculations
finite size effects are diminishing for N ∼ 40× 103.
In Fig. 1 we demonstrate two typical situations, in
which, Tnem becomes either enhanced or reduced. This is
reflected in the behavior of the quantity δχnem/χ
0
nem ≡
(χimpnem − χ0nem)/χ0nem which is depicted. We first focus
on nimp in the vicinity of 5%, i.e. the optimal value dis-
cussed in the main text.
For the value 〈n〉 = 0.51 of the electron density, the
Fermi energy is tuned very near the van Hove singula-
rity (see Figs. 1(a,b)), which constitutes the sweet spot
for the development of the nematic order parameter in
the absence of disorder, since there, χ0nem obtains its ma-
ximum value. From Fig. 1(c) we find that introducing
disorder worsens the tendency of the system to develop a
nematic order parameter as reflected in the negative va-
lues of δχnem/χ
0
nem. The addition of disorder broadens
the spectral function, and the density of states (DOS)
unavoidably becomes lowered, since contributions from
low DOS k points are taken into account. In contrast,
in the case 〈n〉 = 0.53 discussed in the main text, and
also shown here, the broadening allows the DOS to in-
crease by picking up contributions from the van Hove
singularity, while at the same time avoiding significant
contributions from other low DOS k points. Increasing
the electron density to 〈n〉 = 0.55 shifts the Fermi level
further away from the van Hove singularity and thus re-
duces its favorable impact on the DOS. As a result, the
nematic susceptibility drops and δχnem/χ
0
nem is negative.
The balance between the contributions to the DOS
originating from the van Hove singularity and the low
DOS k points is controlled by the concentration of im-
purities. Varying nimp leads to a modification of the re-
lative strength of the two competing contributions and
allows the sign changes of δχnem/χ
0
nem which are shown
in Fig. 1(c) for 〈n〉 = 0.55.
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FIG. 4. (a) Energy dispersion along the Γ−X line, (b) Fermi
line in (kx, ky) space and (c) δχnem/χ
0
nem as a function of nimp,
all shown for different electron fillings 〈n〉 = 0.51, 0.53, 0.55.
Panel (c) reveals that disorder always has a negative impact
on the nematic susceptibility when the Fermi level is tuned
very near the van Hove singularity, as inferred for 〈n〉 = 0.51.
When the Fermi level is tuned suffieciently away from the van
Hove singularity, the resulting nematic susceptibility can be
either enhanced or reduced depending on the relative strength
of the contributions to the density of states (DOS) stemming
from the van Hove singularity and the low DOS k points. This
ratio is controlled by the concentration of impurities nimp.
