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Resumo
Com o crescimento no número de dados e de sistemas nos últimos anos, a integração entre
banco de dados heterogêneos, algo não trivial, porém de suma importância, deve ser feito
em empresas que apresentam diversos sistemas de software disponíveis e que queiram uma
integração entre os mesmos. Neste contexto, esta dissertação propõe uma solução para
o problema que consiste na definição de mecanismos que permitam integrar Sistemas
Gerenciadores de Bancos de Dados Relacionais (SGBDR) com um NoSQL que aceite
comandos SQL por meio de ontologia, com ênfase no ecossistema educacional da Secretaria
de Estado de Educação do Distrito Federal (SEEDF). A arquitetura de integração entre
bancos de dados heterogêneos proposta, integra SGBD a NoSQL, a partir de ontologias.
Para permitir tal integração, foram desenvolvidas primitivas de mapeamento entre os
termos ontológicos, além da sincronização de dados de acordo com regras estabelecidas.
O mecanismo proposto foi validado por meio de um middleware, denominado Noach, que
realizou a integração entre banco de dados heterogêneos do ecossistema computacional da
SEEDF.




With the growth in the number of data and systems in the last years, the integration
between heterogeneous databases, which is not trivial but of great importance, should
be done in companies that have several software systems available and wanting an in-
tegration between them. In this context, this dissertation proposes a solution to the
problem that consists in the definition of mechanisms that allow integrating Relational
Database Management Systems (RDBMS) with a NoSQL that accepts SQL commands
through ontology, with emphasis on the educational ecosystem of the Secretariat of State
of Education of the Federal District (SSEFD). The proposed heterogeneous database in-
tegration architecture integrates DBMS with NoSQL, based on ontologies. In order to
allow such integration, mapping primitives were developed between the ontological terms,
in addition to the synchronization of data according to established rules. The proposed
mechanism was validated through a textit middleware, called Noach, which performed
the integration between heterogeneous databases of the SSEFD computational ecosystem.
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Para um gestor, na realização da tomada de decisão, é necessário ter conhecimento das
informações que são geradas por seus sistemas computacionais. Para adquirir essas in-
formações, nem sempre é uma tarefa fácil, visto que os dados podem estar dispostos em
diversos sistemas. Para se obter estas informações é necessário que haja um relaciona-
mento entre estes dados, ou seja, que eles estejam integrados. Este relacionamento pode
ser feito por diversas técnicas, arquiteturas e métodos.
A Secretaria de Estado de Educação do Distrito Federal (SEEDF) é a maior Secretaria
do Governo do Distrito Federal (GDF), no qual o público de atendimento é estimado
aproximadamente em 460 mil estudantes. Para o funcionamento desta Secretaria, o seu
corpo de servidores está em torno de 47 mil servidores efetivos e temporários. Com esse
quantitativo de pessoas, são gerados por dia milhares de dados dentro dos mais diversos
sistemas de informação da SEEDF/GDF.
Atualmente, a SEEDF está trabalhando intensivamente para a informatização de seus
procedimentos internos para que haja uma melhora na velocidade, qualidade e eficiência
na prestação de seus serviços ao público. Em especial, a Subsecretaria de Modernização
e Tecnologia (SUMTEC), unidade interna da SEEDF responsável pela modernização e
tecnologia, tem como missão prover recursos de Tecnologia da Informação (TI), visando
apoiar os processos de ensino-aprendizagem e de gestão educacional.
Os dados da SEEDF são armazenados em diferentes tipos de Sistema Gerenciador de
Banco de Dados (SGBD), ou seja, em um ambiente heterogêneo. Os principais SGBD
utilizados na SEEDF são o MySQL, o PostgreSQL, o Oracle e o SQL Server. Todos estes
SGBD são relacionais e, atualmente, a integração entre eles é realizada minimamente, isto
é, apenas alguns sistemas contém algum tipo de integração com outros sistemas.
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1.2 Problema de Pesquisa
Nos dias de hoje é um desafio integrar dados que se encontram em SGBD diferentes
mantendo a interoperabilidade dos sistemas e a consistência da informação. Este tipo de
integração é uma necessidade elementar para qualquer sistema de informação que almeje
um ciclo de vida duradouro e para que uma organização tenha uma gestão de qualidade.
Coulouris em [5] e Tanembaum em [6] destacam que sistemas abertos são aqueles
que se caracterizam pela interoperabilidade dos mesmos, ou seja, com uma comunicação
de dados entre eles. Nesse sentido, é fundamental que interfaces estejam publicadas e
disponíveis para que sistemas heterogêneos possam se comunicar.
A Diretoria de Desenvolvimento de Sistemas (DISIS), unidade orgânica de direção
interna a SUMTEC, compete gerenciar as ações relativas a todos os sistemas e ferramentas
utilizadas pela SEEDF, desenvolver os sistemas de informações necessários ao atendimento
das necessidades, executar ações para estabelecer metodologia de desenvolvimento de
sistemas, coordenar a prospecção de novas tecnologias da informação e comunicação no
âmbito da SEEDF e manter um processo contínuo de planejamento, desenvolvimento,
implantação e manutenção de sistemas. Por esses motivos, ela tem como necessidade
primordial que as bases de dados de seus sistemas se integrem de forma consistente para
que haja uma gestão de qualidade e melhoria na educação pública do Distrito Federal,
provendo relatórios gerenciais, analisando e minerando esses dados gerados que são de
suma importância para a organização.
Desta maneira, este trabalho vem com o intuito de diminuir a falta de integração,
identificando e integrando os bancos de dados existentes dentro da SEEDF, de tal modo
que os seus dados estejam consistentes e integrados de forma autônoma, isto é, automática
entre os diversos sistemas de informação.
1.3 Objetivos
A SEEDF, por possuir um enorme volume e variedade de dados que cresce com uma
velocidade surpreendente, tem a necessidade de mantê-los e integrá-los entre as estruturas
heterogêneas. O objetivo deste trabalho é o desenvolvimento de uma arquitetura que
permita a integração automática de dados, por meio da utilização de ontologia, entre os
SGBD Relacionais com esta base de dados global.
1.3.1 Objetivos Específicos
No intuito de atingir o objetivo geral, foram definidos alguns objetivos específicos:
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• Definir os aspectos necessários que uma arquitetura de integração de banco de dados
deve ter para o ambiente computacional da SEEDF, e também para um ambiente
genérico, de forma que funcione entre bancos de dados heterogêneos;
• Especificar e implementar uma arquitetura de integração entre bancos de dados;
• Validar a arquitetura no ambiente computacional da SEEDF, identificando e anali-
sando os resultados.
1.4 Estrutura do Trabalho
Este documento está dividido nos capítulos apresentados a seguir:
• Capítulo 2 apresenta a fundamentação teórica necessária para o desenvolvimento da
pesquisa. Os principais conceitos, características e desafios de integração de bancos
de dados em um ambiente heterogêneo são descritos e discutidos. Os temas que
são abordados neste capítulo envolve, sistemas de banco de dados relacionais e não
relacionais, técnicas de integração entre banco de dados heterogêneos, arquiteturas
e métodos de integração de dados e os tipos de sincronização. Além disso, são
apresentados os trabalhos relacionados;
• Capítulo 3 mostra o ecossistema computacional da SEEDF antes da integração, a
explicação lógica e física da arquitetura de integração baseada em ontologia, além
do ecossistema computacional posterior a integração;
• Capítulo 4 traz uma análise sobre a arquitetura, demonstrando o motivo da escolha
dos SGBD e do NoSQL, como foi realizada a criação da ontologia e dos SGBD Locais
Integrados e a execução do middleware Noach, validando a arquitetura proposta.





Neste capítulo, é apresentado a fundamentação teórica necessária para o desenvolvimento
deste trabalho, algumas técnicas de integração de banco de dados heterogêneos, arquite-
turas e métodos de integração de dados existentes são descritos. Este capítulo é dividido
nas seguintes seções: 2.1 Sistema de Banco de Dados, onde são apresentadas as principais
características dos sistemas de banco de dados relacionais e não relacionais; 2.2 Técnicas
de Integração entre Banco de Dados Heterogêneos, que aborda os conceitos e as carac-
terísticas das principais técnicas existentes; 2.3 Arquiteturas e Métodos de Integração de
Dados, que apresenta o conceito dos principais tipos de integração entre dados; 2.4 Tec-
nologias de Sincronização, que fala sobre a replicação de dados e os tipos de sincronização
e 2.5 Síntese do Capítulo, que apresenta um breve resumo do capítulo.
2.1 Sistema de Banco de Dados
Um banco de dados, em Date [7], é definido como "uma coleção de dados persistentes,
usada pelos sistemas de aplicação de uma determinada empresa", com dados definido como
"fatos conhecidos que podem ser registrados e possuem significado implícito", como por
exemplo, nomes, números de telefone e endereço de pessoas do seu ambiente de trabalho.
Esses dados podem estar registrados em uma agenda do seu smartphone, em um sistema
de gestão de pessoas da sua empresa ou até mesmo em uma agenda de papel. Essa coleção
de dados relacionados, com um significado implícito, é um banco de dados.
É bastante genérica essa definição de banco de dados, pois o conjunto de palavras que
compõem este documento, pode ser considerado dados relacionados, que apresentam um
significado implícito, portanto, constitui um banco de dados. Porém, sabe-se que o termo
banco de dados é comumente mais restrito e que apresenta as seguintes propriedades
implícitas [1]:
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• Um banco de dados é logicamente uma coleção de dados previamente pensada com
algum significado pertinente.
• Representando algum aspecto do mundo real, um banco de dados, às vezes é cha-
mado de universo de discurso (UoD - Universe of Discourse) ou de minimundo.
• Um banco de dados possui um grupo definido de usuários e algumas aplicações
previamente geradas, além de serem projetados, construídos e populados com dados
para essas finalidades.
Um banco de dados precisa representar verdadeiramente o reflexo de um minimundo,
ou seja, pode-se dizer que ele apresenta alguma fonte da qual o dado é extraído, algum
tipo de interação com eventos e um público que tem interesse real em seu conteúdo para
extrair informações importantes.
Um banco de dados pode apresentar diversos níveis de complexidade e de tamanho,
como por exemplo, a lista de nomes, número e endereços da agenda telefônica mencionados
anteriormente pode ter uma estrutura simples e consistir em apenas algumas centenas
de registros. Por outro lado, existem sistemas com uma complexidade bem maior, que
organizam e gerenciam uma grande quantidade de informação, de modo que os usuários
possam criar, recuperar, atualizar e excluir dados, como é o caso do sistema de gestão
escolar da SEEDF que gere as mais de 700 escolas e a vida escolar dos mais de 460 mil
estudantes.
Um Sistema Gerenciador de Banco de Dados (SGBD) é definido como sendo um tipo
específico de software usado para criar, armazena, organizar e acessar dados a partir de
um banco de dados, ou seja, um software de uso geral, que permite aos usuários criar
e manter um banco de dados. O SGBD facilita o processo de definição, que especifica
os tipos, as estruturas e restrições dos dados a serem armazenados, de construção, que
armazenam os dados em algum meio controlado pelo SGBD, de manipulação, que por
exemplo inclui funções como a inclusão de consulta ao banco de dados para a atualização
de algum dado específico, de compartilhamento, que permite que diversos usuários e
programas acessem-no simultaneamente [8].
Um Sistema de Banco de Dados é definido por Elmasri e Navathe em [1] como sendo a
união do banco de dados com o software SGBD, isto é, a união dos dados e metadados em
um banco de dados, um acesso direto de um SGBD para processar as consultas, além de
uma aplicação/sistema e um usuário/programador para realizar isso. Isso é demonstrado
na Figura 2.1.
Um Modelo de Dados, ou modelo de banco de dados, é definido por Carlos Heuser
em [9] como sendo uma "descrição formal da estrutura de um banco de dados", por
Elmasri e Navathe em [1] que modelo de dados é "uma coleção de conceitos que podem ser
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Figura 2.1: Diagrama simplificado de um ambiente de sistema de banco de dados. Adap-
tado de [1].
usados para descrever a estrutura de um banco de dados"e por Date em [7] como sendo
"definição abstrata, autônoma e lógica dos objetos, operadores e outros elementos que,
juntos, constituem a máquina abstrata com a qual os usuários interagem, isto é, em todas
as definições pode-ser dizer que modelo de dados é uma descrição dos tipos de dados que
estão armazenadas em um banco de dados. Essa definição oferece os meios necessários
para alcançar a abstração de dados, que é uma característica fundamental da abordagem
de banco de dados. A abstração de dados é definida por Elmasri e Navathe em [1] como
sendo à "supressão de detalhes da organização e armazenamento de dados, destacando
recursos essenciais para um melhor conhecimento desses dados".
A tecnologia nos dias de hoje evolui e nas grandes aplicações web é cada vez mais
comum ter um grande crescimento na quantidade de dados. Para lidar com esse grande
conjunto de dados de forma eficiente é necessário escolher o tipo correto de modelo de
banco de dados a ser utilizado de acordo com cada aplicação conforme [10]. Neste con-
texto, é explicado nas próximas subseções os conceitos e as principais características dos
modelos de bancos de dados relacionais e dos não-relacionais, também conhecidos como
NoSQL.
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Figura 2.2: Modelo Relacional - Tabela.
2.1.1 Modelos Relacionais
Surgido como sucessor dos modelos hierárquico e de redes, o modelo relacional se tornou
padrão para a grande maioria dos SGBD e teve origem no início dos anos 1970 no artigo
de Edgar F. Codd intitulado A Relational Model of Data for Large Shared Data Banks
[11], que traz como elementos básicos as tabelas (ou relações), as quais são compostas por
linhas (ou tuplas) e colunas (ou atributos), conforme pode ser visto na Figura 2.2.
Uma das características do modelo relacional é a garantia que a restrição de integridade
dos dados seja mantida [7], ou seja, que os dados não sofram alterações impróprias ou sem
permissão. Essa garantia é realizada mais comumente pelas chaves, mais especificamente,
a chave primária, que foi criada com o objetivo de identificar unicamente as linhas da
tabela e ainda de determinar a ordem física dessas linhas, e a chave estrangeira, que
permite uma relação de dependência entre atributos de tabelas diferentes, de tal forma que
os valores permitidos em uma coluna dependam dos valores de outra coluna de uma tabela
distinta. Essas definições de chaves servem como base para a definição de índice, que são
elementos que proporcionam um significativo ganho de desempenho no processamento de
consultas [7].
Outra característica importante do modelo relacional é o processo conhecido como
normalização, que pode ser definido em Elsmari e Navathe em [1], como a aplicação de
certas regras sobre as tabelas de forma que garantem às tabelas, o projeto adequado, ou
seja, a separação de dados referentes a elementos distintos em tabelas distintas, associadas
por meio da utilização de chaves. Carlos Heuser em [9], define normalização como sendo o
processo que se baseia no conceito da forma normal, isto é, regras que devem ser obedeci-
das pelas tabelas para que sejam consideradas bem projetadas. Heuser, em [9], considera
quatro formas normais utilizadas na normalização, denominadas, primeira, segunda, ter-
ceira e quarta forma normal, abreviadamente 1FN, 2FN, 3FN e 4FN. A primeira forma
normal diz que uma tabela não deve conter tabelas aninhadas, isto é, não podem ter
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valores repetidos e nem atributos possuindo mais de um valor. A segunda forma normal
mostra que além da tabela estar na 1FN, não deve conter dependências parciais, ou seja,
quando uma coluna depende apenas de uma chave primária composta. Além de estar
na 2FN, a terceira forma normal, não pode conter dependências transitivas, isto é, toda
coluna não chave depende diretamente apenas da chave primária. Para a quarta forma
normal, além de estar na 3FN, não deve conter dependências multivaloradas, ou seja, não
deve ocorrer a presença de uma ou mais linhas em uma tabela que implicam a presença
de uma ou mais outras linhas na mesma tabela.
Para a realização de operações nos elementos da tabela de um modelo relacional, foi
desenvolvido por Donald D. Chamberlin e Raymond F. Boyce, ambos pesquisadores da
IBM no ano de 1974 a Structured English Query Language (SEQUEL) [12], posteriormente
chamada de Linguagem Estruturada de Consulta em [13], que é conhecida como Structured
Query Language (SQL), que é uma linguagem de definição, do inglês Data Definition
Language (DDL) e de manipulação, do inglês Data Manipulation Language (DML) de
dados. Essa linguagem foi inspirada na álgebra relacional, e por ser simples e com um
alto poder de expressão, tornou-se uma das linguagens de consulta mais utilizadas no
mundo, ajudando a consolidar o modelo relacional.
Além dessas características, os SGBD Relacionais apresentam a possibilidade que vá-
rios usuários possam manipular e acessar os dados simultaneamente de forma eficiente.
Caso ocorra algum tipo de falha, os SGBD Relacionais apresentam outra característica
importante, que é a de recuperação a falha [7], isto é, a capacidade de retornar ao ponto
anterior à falha ocorrida de forma adequada, garantindo que o banco permaneça sempre
em um estado consistente.
Devido a essas características, os SGBD relacionais se mantiveram em destaque entre
os mais diversos tipos de ambientes computacionais, porém não coibiram o surgimento
de certos problemas quando fala-se do fenômeno do Big Data presentes nos bancos de
certas organizações, principalmente aquelas que trabalham com sistemas web de ambientes
colaborativos, como por exemplo, as redes sociais.
Limitações
Com a popularização das redes sociais, principal precursor, porém não único, houve um
grande desafio a ser realizado pelos pesquisadores de banco de dados, pois com o cres-
cimento expressivo do número de usuários e um fenômeno conhecido como Big Data,
começou a ter um ritmo de aumento acelerado no número de dados a serem armazenados,
caindo o desempenho dos SGBD relacionais, como mencionado em [14], porém existem
outras pesquisas que questionam esse pouco desempenho em ambientes com grande vo-
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lume de dados, como em [15]. Esse questionamento dos SGBD Relacionais não serem
performáticos, deve-se ao fato deles apresentarem regras e estruturas rígidas.
De uma maneira geral, o modelo relacional apresenta dificuldades quando a demanda
por escalabilidade horizontal passa a ser cada vez mais frequente, como por exemplo,
quando determinada aplicação web passa a ter um crescimento substancial no número de
usuários.
Esse tipo de aplicação começa a ter uma queda em seu desempenho e para solucio-
nar esse problema, tem-se duas alternativas. Fazer um aprimoramento no servidor, isto
é, aumentar a sua capacidade de processamento e memória ou aumentar o número de
servidores para abarcar essa quantidade de usuários, porém em ambas situações não re-
solveriam o problema, caso esse número de usuários crescesse em ritmo cada vez mais
intenso.
Para casos assim, o problema passaria a ser o próprio acesso ao banco de dados. A
abordagem mais plausível para solucionar este problema seria a de escalar o banco de
dados, distribuindo-o em diversos outros servidores, porém mesmo sendo possível fazê-la
em um SGBD relacional, ela não é realizada de maneira simples, devido a sua natureza
estruturada.
Os desenvolvedores passaram a perceber que em sistemas distribuídos, trabalhando
com particionamento de dados, o modelo relacional apresentava dificuldades em se or-
ganizar os dados [16], e este é um dos pontos em que percebe-se que os modelos não
relacionais podem conter o foco para essa solução.
2.1.2 Modelos não relacionais
Ao se propor alternativas ao uso do modelo relacional em ambientes que precisariam de
um maior grau de escalabilidade horizontal, os pesquisadores de banco de dados passaram
a pensar de uma maneira diferente, que flexibilizaria a estrutura fixa do modelo relacional
em uma estrutura livre de certas características presentes nele.
Para ganhar o desempenho proposto em ambientes distribuídos, tais soluções perdiam
diversas regras de consistência presentes no modelo relacional, flexibilizando os sistemas
de banco de dados para as características particulares desses ambientes.
O termo NoSQL apareceu no final da década de 1990 em [17], a partir de uma solu-
ção de banco de dados relacional de código aberto que não oferecia uma interface SQL.
Futuramente, o termo passou a representar soluções alternativas ao modelo relacional, ou
seja, os não relacionais, tornando-se uma abreviação de Not Only SQL (não apenas SQL).
Essas soluções apareceram com o propósito de não substituir os modelos relacionais como
um todo, mas de substituí-los apenas nos casos que seja necessária uma maior flexibilidade
na estruturação do banco de dados.
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Em 2003, o Google lançou o Big Table, que é um banco de dados proprietário de alto
desempenho que tem como objetivo promover uma maior disponibilidade e escalabilidade
dos dados [18], tendo como ideia principal a flexibilização da forte estrutura utilizada do
modelo relacional, sendo assim, uma das primeiras implementações de um NoSQL, ou
também conhecido como modelo não relacional.
Em 2007, a Amazon lançou o Dynamo, que é um banco de dados NoSQL que tem
como característica básica ser um banco de dados que utiliza-se do modelo não relacional,
apresentando uma alta disponibilidade e sendo utilizado pelos serviços web da própria
empresa [19].
Em 2008, foi a vez do Facebook lançar o Cassandra, que também foi desenvolvido
para lidar com grande volume de dados distribuídos e com uma alta disponibilidade [20].
Demonstrando sua importância cada vez mais crescente, em 2010, o Cassandra substituiu
o MySQL como banco de dados do Twitter [21].
Em 2009, a fundação Apache lançou o CouchDB, que é um banco de dados de código
aberto orientado a documentos, o qual armazena os dados sem necessidade de esquema
pré-definido [22], e que utiliza o conceito do modelo de programação MapReduce, especi-
almente projetada para suportar computação distribuída em larga escala [23].
No mesmo ano, foi lançado o MongoDB, que é um banco de dados livre de esquemas,
de alto desempenho, escalável e orientado a objetos, com várias outras características
semelhantes ao CouchDB [24].
Todas essas soluções até então apresentadas possuem características em comum e
outras específicas que as diferenciam. As cinco principais características comuns a um
NoSQL, de acordo com [25] são:
1. A habilidade de replicar e distribuir dados através de vários servidores;
2. Uma simples interface de chamada de nível ou protocolo (em contraste com uma
chamada SQL);
3. Um modelo de concorrência mais fraco do que as transações de Atomicidade, Con-
sistência, Isolamento e Durabilidade (ACID), que apresentam na maioria dos SGBD
relacionais;
4. Uso eficiente de índices e memória RAM para o armazenamento de dados;
5. A capacidade de adicionar dinamicamente novos atributos aos dados já registrados.
Em relação à classificação do modelo de dados dos NoSQL, não existe um consenso na
comunidade acadêmica, porém neste trabalho se utilizará das quatros categorias citadas
em [26]:
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• Chave-valor: Estas bases de dados permitem armazenar dados arbitrários em uma
chave. Eles funcionam de modo semelhante a uma tabela hash convencional, mas
com a distribuição de chaves (e valores) entre um conjunto de nós físicos;
• Orientado a Documentos: Um documento é uma série de campos com atributos,
como por exemplo: nome="Maria"e sobrenome="Silva"é um documento com dois
atributos. Muitos bancos de dados deste tipo armazenam documentos em formatos
semi-estruturados como o eXtensible Markup Language (XML), JavaScript Object
Notation (JSON) ou Binary JSON (BSON). Eles trabalham parecidamente como os
bancos de dados chave-valor, porém a chave é sempre um identificador do documento
e o valor é um documento com um pré-definido tipo (JSON ou XML, por exemplo)
que permite consultar um campo do documento.
• Família de Colunas: Em vez de armazenar os dados em linhas (como em bancos de
dados relacionais), este tipo de banco de dados armazena-os em colunas. Assim, al-
gumas linhas podem não conter dados em algumas colunas, oferecendo flexibilidade
na definição de dados e possibilitando a aplicação de algoritmos de compressão de
dados por coluna. Além disso, as colunas que não são frequentemente consultadas
juntas podem ser distribuídas através de diferentes nós.
• Orientado a Grafos: Estes bancos de dados destinam-se em armazenar dados em
estruturas de grafos. O dado é representado por arestas e vértices, com seus atributos
particulares. A maioria destes bancos de dados permitem uma eficiente travessia de
grafo, mesmo quando os vértices estão em nós físicos separados. Além disso, este
tipo de banco de dados tem recebido muita atenção devido à sua aplicabilidade em
dados sociais.
Teorema CAP e a Classificação dos NoSQL
De acordo com Brewer [27], no ano 2000, foi apresentado o Teorema CAP (acrônimo
de Consistency, Availability and Partition), que traz como ideia central a premissa que
nenhum sistema distribuído consegue satisfazer simultaneamente as três características a
seguir, podendo apenas cumprir duas delas:
• Forte Consistência: todos os clientes veem a mesma versão dos dados, mesmo em
atualizações para um determinado conjunto de dados;
• Alta Disponibilidade: todos os clientes podem sempre encontrar pelo menos uma
cópia dos dados solicitados, mesmo que algumas das máquinas em um cluster esteja
off-line;
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Figura 2.3: Teorema CAP. Adaptado de [2].
• Tolerância a Partição: propriedade de um sistema continuar funcionando mesmo
quando um problema ocorre na rede dividindo o sistema em duas ou mais partições,
o que faz com que os nós de uma partição não consigam se comunicar com as outras
partições.
De acordo com o Teorema CAP e os diferentes interesses dos NoSQL, pode-se fazer
uma classificação preliminar dos bancos de dados NoSQL conforme descrição a seguir e
Figura 2.3:
• Interesse na Disponibilidade e Consistência (DC): Parte da base de dados
usa principalmente a abordagem de replicação para garantir a disponibilidade e a
consistência dos dados. Os sistemas que adotam essa abordagem são: o banco de
dados relacional tradicional, o Vertica, Aster, o Greenplum, dentre outros;
• Interesse na Consistência e Tolerância a Partições (CT): Estes bancos ar-
mazenam o dado nos nós distribuídos, garantindo a consistência desses dados. Os
sistemas que adotam essa abordagem são: BigTable, Hypertable, HBase, MongoDB,
Terrastore, Redis, Scalaris, MemcacheDB e o Berkeley DB.
• Interesse na Disponibilidade e Tolerância a Partições (DT): Esses bancos de
dados resistem a falhas de hardware, software e energia, cujo objetivo é manter
os serviços disponibilizados o máximo de tempo possível. Os sistemas que adotam
essa abordagem são: Voldemort, Tokyo Cabinet, KAI, CouchDB, SimpleDB, Riak,
dentre outros.
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2.2 Integração entre Banco de Dados Heterogêneos
Softwares são produtos caros de tal maneira que para receber este retorno investido, o
software deve ser utilizado por vários anos. Grandes empresas e organizações, como é o
caso da SEEDF, dependem de sistemas que tem mais de décadas de funcionamento. Mui-
tos desses antigos sistemas ainda são fundamentais para o funcionamento dessas empresas
e órgãos, e qualquer falha no serviço prestado por eles, pode acarretar um sério efeito no
dia a dia de trabalho nessas organizações. A esses sistemas antigos, fundamentais para
uma organização, foi dado o nome de sistemas legados [28].
Para as organizações é de fundamental importância uma arquitetura de dados que
integre esses bancos de dados legados aos novos. No momento da definição do projeto
de integração de dados de sistemas de software, devem ser levadas em consideração, as
vantagens oferecidas por cada uma das técnicas de persistências disponíveis e a necessidade
da aplicação. É de suma importância também reparar as tendências, pois, ao passar do
tempo, o volume de informação deve ter um aumento considerável e, associado a este fato,
os usuários passam a ser mais exigentes, especialmente em relação à velocidade do tráfego
dos dados [29].
Atualmente, a integração de bancos de dados não tem apenas como vantagem ou
característica não funcional que deva ser observada, é uma necessidade para sistemas
de informação que almeje um ciclo de vida duradouro e para uma gestão de qualidade.
Coulouris em [5] e Tanembaum em [6] destacam que sistemas abertos se caracterizam
pela interoperabilidade dos mesmos. Nesse sentido é fundamental que interfaces estejam
publicadas e disponíveis para que sistemas heterogêneos possam se comunicar.
2.2.1 Técnicas de Integração entre Banco de Dados Heterogê-
neos
A integração entre banco de dados heterogêneos é uma das soluções para a interoperabi-
lidade dos sistemas de informação e será discutido a seguir quais as técnicas que são mais
utilizadas, de acordo com [30].
Correspondência de Esquemas (Schema Matching)
Uma das técnicas de integração de dados é a Schema Matching (Correspondência de
Esquemas). Essa técnica é definida como sendo um processo de identificação de dois
atributos semanticamente equivalentes entre esquemas diferentes, ou seja, identifica-se
dois atributos em esquemas distintos que apresentam em seu conteúdo o mesmo domínio
semântico. Quando essa identificação é realizada, pode-se dizer que foi realizado um
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match, que é diferente de um mapping. O mapping ocorre quando é referenciada uma
transformação entre estes atributos, ou seja, que para serem sematicamente equivalentes,
necessitam de uma transformação [31].
Para facilitar o entendimento desses conceitos, tem-se como exemplo os dois esquemas
a seguir:
• BD1.aluno(cod, nome_completo, data_nascimento, escola_cod);
• BD2.estudante(id, nome, idade, turma_id).
Como pode ser visto na Figura 2.4, o match ocorre quando a possível correspondência
entre BD1.aluno− nome_completo e BD2.estudante− nome é realizada. Já o mapping
ocorre quando para ter uma equivalência semântica entre BD1.aluno−data_nascimento
e BD2.estudante− idade é necessários fazer o cálculo a partir da data de nascimento para
saber qual é a idade do aluno/estudante.
Figura 2.4: Exemplo de Schema Matching.
O Schema Matching é muitas vezes realizado manualmente, normalmente apoiado
por uma ferramenta gráfica. Obviamente, quando esse processo é feito manualmente ele
fica lento, além de ser propenso a erros humanos. Este problema cresce quando se tem
diversas fontes de dados, e foi pensando nisso que a comunidade de pesquisadores de
banco de dados estão constantemente tentando automatizar este processo, como pode ser
visto em [31].
Armazém de Dados (Data Warehouse)
Segundo Inmon em [32], um Data Warehouse (DW) seria definido como "um conjunto
de banco de dados integrados baseados em assuntos, onde cada instância do dado está
relacionada a um momento". Nota-se que de acordo com essa definição, um ambiente de
DW visa a integração de várias fontes de dados, permitindo acesso rápido a um grande
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número de dados consolidados por meio de um conjunto de ferramentas de consulta,
análise e apresentação das informações disponíveis, não consistindo apenas em dados [33].
O DW é considerado uma integração física de dados, pois os mesmos são materiali-
zados em um esquema global [34], ou seja, eles são extraídos de diversas fontes de dados,
manipulados e armazenados em um esquema, conforme pode ser visto na Figura 2.5.
Figura 2.5: Data Warehouse.
Em um DW geralmente existe um banco de dados especializado, ou seja, um resultado
da consolidação e do gerenciamento do fluxo de informação provenientes dos bancos de
dados corporativos, até mesmo, de fontes externas às organizações. O foco de um DW é
diferente daqueles contidos em bancos de dados operacionais, pois como principal objetivo,
eles apresentam a análise de dados e a tomada de decisão e não a execução operacional
do negócio. Isso acontece porque um DW foi criado com o objetivo de On-line Analytical
Processing (OLAP), ou seja, de analisar grandes volumes de dados nas mais diversas
perspectivas, e não de On-line Transaction Processing (OLTP), que visa automatizar
tarefas transacionais de dados [35].
Banco de Dados Federado (Federated Databases)
Um Sistema de Banco de Dados Federado (SBDF) é um conjunto de sistemas de bancos de
dados que são autônomos e possivelmente heterogêneos que trabalham cooperativamente
para um fim único [36]. Cada banco de dados de um sistema de banco de dados federado
é completamente auto-sustentável e funcional. Quando é enviada alguma consulta, o
sistema descobre em qual banco de dados os dados requerentes dessa consulta estão e
envia essa consulta para ele. Um banco de dados federado pode ser pensado como sendo
uma virtualização de banco de dados, conforme é visto na Figura 2.6.
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Figura 2.6: Banco de Dados Federado.
Diferentemente de um DW, que pega os dados de diversas fontes e os colocam fisica-
mente em um único lugar (esquema global), os bancos de dados federados, fornecem um
armazém virtual, sem mover os dados, cujo principal papel é a tradução de consultas que
vem do cliente para as diversas fontes de dados [34].
2.2.2 Arquiteturas e Métodos de Integração de Dados
Por meio das técnicas de integração de bancos de dados foram desenvolvidas algumas
arquiteturas e métodos de integração de dados que facilitam a interoperabilidade de sis-
temas. Estas arquiteturas e métodos são apresentados a seguir.
Language-Integrated Query - LINQ
A arquitetura baseada em Language-Integrated Query (LINQ) apresenta um projeto de
integração de dados heterogêneos de múltiplas fontes. O LINQ inclui quatro camadas
principais, conforme pode ser visto na Figura 2.7 [3]:
• A camada de dados heterogêneos consiste em uma variedade de fontes de dados
suportadas pelo LINQ, podendo ser dados estruturados, web service, sistema de
arquivos, SQL, entre qualquer outro formato em que o LINQ oferece disponibilidade;
• A camada de acesso aos dados é uma camada computacional que permite um
acesso rápido e simples aos dados armazenados. Essa camada é a base para todo o
sistema de integração de dados, pois ela consiste em um conversor de dados baseado
em LINQ;
• A camada lógica de negócio, que também é conhecida como camada de domínio,
separa a lógica de negócio dos outros módulos, como a camada de acesso aos dados
e a interface de dados e consulta. Esta camada tem como responsabilidade analisar
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Figura 2.7: Arquitetura baseada em LINQ, adaptado de [3].
e decompor as consultas apresentadas pela interface de dados para a camada de
acesso aos dados;
• A camada de dado e consulta é a camada mais externa, responsável por exibir
os dados e receber a entrada do usuário.
Web Service
O método de integração de dados conhecido como Web Service é considerado como auto-
suficiente, auto-descritivo, como aplicações modulares que podem ser publicadas, localiza-
das e invocadas por meio da internet, isto é, são componentes que permitem aos produtos
de softwares enviarem e receberem os dados através de estruturas como o formato XML,
permitindo que cada aplicação trabalhe com sua própria linguagem desde que haja uma
tradução para alguma linguagem universal, como o XML, JSON, CSV, etc [4].
Como pode ser visto na Figura 2.8, a arquitetura tem dois tipos de participantes, o
provedor de serviço, que prover o web service para o usuário, e o solicitante de serviço, que
consome as informações ou os serviços oferecidos pelo provedor de serviço. A arquitetura
também contém os seguintes componentes [4]:
• O tradutor, que traduz entre linguagens externas usadas pelos participantes e lin-
guagens internas usadas pelo gerador de processos;
• O gerador de processos, que tenta gerar um plano que compõe a disponibilidade de
serviços no repositório de serviço que preencha a requisição;
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Figura 2.8: Arquitetura baseada em Web Service, adaptado de [4].
• O avaliador, que avalia todo tipo de plano e propõe o melhor para a execução, a
engine de execução, que executa o plano e retorna o resultado para o provedor de
serviço;
• O repositório de serviço, que armazena todos os tipos de serviços provenientes do
provedor de serviço.
Wrapper-Mediator
Figura 2.9: Arquitetura baseada em Wrapper-Mediator.
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O Wrapper-Mediator é o método utilizado para melhorar a eficácia da integração em
que uma fonte de dados é associada com um wrapper (invólucro), e o mediador interage
com as fontes de dados por meio dos wrappers [37].
Em comparação com a técnica de DW, ela não materializa os dados dentro de um local
persistente, pois ao invés disso, os dados são diretamente obtidos de uma fonte individual
de dados durante o tempo de execução, isto é, ela fornece informações mais atualizadas e
é mais capaz de integrar fontes de informações em ambientes altamente dinâmicos como
a Web.
O Wrapper-Mediator tipicamente consiste de duas partes, conforme pode ser visto na
Figura 2.9:
• um wrapper que fornece acesso a dados para a fonte de dados individual;
• um mediador que fornece tradução de dados entre diferentes formatos.
Na maioria dos casos, o mediador está ligado a um grande número de wrappers para
permitir o acesso centralizado e unificada para os wrapper de ligação [38]. No entanto, em
alguns casos, um wrapper também atua como um mediador e oferece a mediação entre
formatos de dados heterogêneos [39].
Ontologia
A definição mais comumente citada de uma ontologia é a de Gruber em [40] que diz ser
"uma especificação formal, explícita de uma conceituação compartilhada", ou seja, é a
essência do significado de algum termo.
De Freitas, em seu trabalho [41], cita que existem diferentes tipos de ontologias. Elas
são classificadas, de acordo com seu grau de genericidade:
• Ontologias de Representação: são aquelas que definem as primitivas de representa-
ção de forma declarativa, como frames, axiomas, atributos e outros.
• Ontologias Gerais (ou de topo): são definidas como abstrações necessárias para o
entendimento de características gerais, como por exemplo, tempo, processos, papéis,
seres, coisas, espaço, dentre outros.
• Ontologias Centrais (ou genéricas de domínio): definem as subáreas de estudo de
uma área e/ou conceitos mais genéricos e abstratos desta área.
• Ontologias de domínio: São conhecidas por tratarem de um domínio mais específico
de uma área genérica de conhecimento, como patologia clínica, ensino-aprendizagem,
bancos de dados, dentre outros.
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• Ontologias de aplicação: São responsáveis por procurar solucionar um problema
específico de um domínio, como identificar estudantes com problemas de aprendiza-
gem, a partir de sua frequência.
Como percebido, os tipos de ontologias estão descritos de acordo com o seu grau de
genericidade. O tipo de ontologia necessária para resolver algum problema, vai depender
do nível em que se deseja alcançar por meio da aplicação desenvolvida.
A ontologia é utilizada em várias áreas do conhecimento, mas especificamente em
banco de dados, significa ser um método que provê a conversão do esquema de um banco
de dados para uma ontologia de aplicação, e após essa ontologia será convertida para uma
ontologia de domínio baseada na classe, propriedade e tipo de propriedade, juntamente
com a semântica [42], conforme pode ser visto da Figura 2.10.
Figura 2.10: Arquitetura baseada em ontologia para bancos de dados.
Com outro ponto de vista, Mizoguchi em seu trabalho [43], define as ontologias em
duas categorias:
• Ontologia Leve: Esta categoria de ontologia é comumente utilizada para motores
de busca na web, como a ontologia do Yahoo!, que consiste em uma hierarquia de
tópicos com pouca rigorosidade na conceitualização de um termo, assim como no
princípio da organização dos conceitos, distinção entre palavras e conceitos, dentre
outros. O principal objetivo desta categoria é o poder no motor de busca e, portanto,
ele é muito dependente da utilização.
• Ontologia Pesada: Ela é reconhecida pela atenção rigorosa ao desenvolvimento do
significado de cada conceito, organizando princípios desenvolvidos na filosofia, rigo-
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rosa relação semântica entre os conceitos, etc. Essa categoria de ontologia geral-
mente é construída para modelar um mundo-alvo, que requer uma conceitualização
cuidadosa para garantir a consistência e a fidelidade.
A popularidade da ontologia, basicamente surgiu do campo da inteligência artificial,
cuja utilidade se deu por meio da construção de um vocábulo formal, de maneira explí-
cita para compartilhar dados entre aplicativos. Mesmo estando claro que o objetivo da
ontologia não seja integrar a heterogeneidade [44], ela tem a capacidade de encontrar o
grau de semelhança entre duas ou mais palavras diferentes, consequentemente, ela é muito
utilizada em integração.
2.3 Sincronização de Dados
Quando após a ocorrência de alteração de algum registro armazenado em alguma coleção
de dados é propagada a outra coleção - cliente/servidor - as transformando em equivalen-
tes, ocorreu uma sincronização de dados. Essa sincronização é resultado da integração de
esquemas iguais entre dois bancos de dados [45]. Para que essa sincronização de dados
ocorra é necessário que haja uma replicação de dados.
2.3.1 Replicação de Dados
Quando as transações executadas, assim como as operações, são totalmente reproduzidas
na mesma ordem a qual foram solicitadas de um banco de dados para outro banco de
dados, sendo possível até mesmo para vários bancos de dados, ocorre um processo de
replicação. Caso isso não ocorra, pode acontecer inconsistências nos dados entre os bancos
de dados.
Existem dois tipos diferentes de replicação, a parcial, a qual apenas parte dos dados
de um banco de dados são replicados para outros bancos, e a total, em que todos os dados
são replicados de um banco para outro [1].
Se a disponibilidade de ao menos uma das cópias estiver acessível, na replicação total,
a confiabilidade dos dados aumenta, visto que o usuário não depende somente dos dados
disponibilizados em uma única base de dados. Caso ocorra algum problema no sistema,
o usuário poderá solicitar uma réplica desses dados [46].
2.3.2 Tipos de Sincronização
Os tipos de sincronização de dados são classificados de duas maneiras diferentes, segundo
Palazzo em [47]. Em one-way e two-way, conforme é apresentado a seguir:
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• One-Way: Quando o processo de transferência das atualizações de dados é realizado
em sentido único, ocorre a one-way. Esse tipo de sincronização pode ocorrer uni-
lateralmente tanto de um banco de dados cliente para o banco de dados servidor,
como o inverso. O processo ocorre da seguinte maneira: é estabelecida uma conexão
entre os bancos de dados e, de forma sincronizada, submete-se todas as alterações
efetuadas de um banco de dados de origem para o banco de dados de destino. Não
deixando, ao final do processo, ambos bancos de dados idênticos;
• Two-Way: Quando o processo de transferência das atualizações de dados é realizado
nos dois sentidos, ocorre a two-way. A iniciativa neste caso é por parte daquele banco
de dados em que a alteração ocorreu primeiro, submetendo os dados para o outro
banco de dados, que por sua vez identifica e trata os conflitos, retornando ao cliente
os dados corretos. No final deste processo, ambos bancos de dados possuem os
mesmos dados.
2.4 Trabalhos Relacionados
A integração de dados é um método essencial para a fusão de dados que se encontram em
diferentes fontes. Os dados são armazenados em vários bancos de dados e arquivos que
precisam ser combinados por diversas razões, como é o caso entre a SEEDF e o Transporte
Urbano do Distrito Federal (DFTrans), que compartilham dados entre si para a liberação
do benefício do Passe Livre Estudantil (PLE) aos estudantes da rede pública de ensino.
Além desse tipo de compartilhamento, existem outros, como por exemplo, a montagem
de um DW, a junção de duas ou mais empresas, a interoperabilidade de sistemas, etc.
A integração entre bancos de dados não é um processo simples, tendo em vista os
diferentes tipos de heterogeneidades nas estruturas, no processamento de consultas, na
semântica e nos modelos de dados dos mais diversos SGBD. Esse tipo de integração
geralmente envolve a combinação de dados que residem em diferentes fontes, fornecendo
uma visualização unificada destes dados [3][48].
Devido a heterogeneidade maciça que existe entre as diversas fontes de dados, fazer
a correspondência entre os diversos esquemas é um processo complexo, demorado e pro-
penso a erros [30], uma vez que as fontes de dados normalmente são projetadas de forma
independente sem levar em consideração padrões ou metologias existentes.
A integração entre bancos de dados heterogêneos é uma área bastante explorada por
pesquisadores, pois existem diversos métodos, técnicas e arquiteturas, conforme foram
apresentados no capítulo anterior. Embora esta área já seja explorada, a estas arquitetu-
ras, métodos e técnicas são semi-automáticas, isto é, precisam da intervenção de usuários
com conhecimento semântico de todos os esquemas e domínio a ser integrado.
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2.4.1 Arquiteturas e Métodos de Integração de Dados
Diversas arquiteturas e métodos já foram propostos, como é o caso da integração de dados
baseada em LINQ [3], Web Services [49], Wrapper-Mediator [37] e Ontologia [42].
A arquitetura baseada em LINQ [3] apresenta um projeto de sistema de integração
de banco de dados heterogêneos multi-fonte baseado na tecnologia LINQ que inclui uma
camada de lógica de negócio que decompõe a consulta lógica e integra os resultados das
consultas, uma camada de acesso ao dados que se conecta a todos os tipos de fontes de
dados pegando aqueles necessários para o formato unificado, e uma camada de dados
heterogêneos que é aquela que se encontram todas essas bases de dados.
O método baseado em Web Service [49] emprega o sistema de correspondência de
modelos que usa computação granular para otimizar a composição dos serviços da Web
para melhorar a eficiência e a qualidade dos sistemas de integração heterogêneos.
O método baseado em Wrapper-Mediator descreve um trabalho para melhorar a efi-
cácia da integração em que uma fonte de dados está associada a um invólucro (wrapper)
e um mediador (mediator) que interage com as fontes de dados.
Já a abordagem baseada em ontologia [42] fornece o método para a conversão do
esquema de banco de dados para uma ontologia local e posteriormente a conversão dela
para uma ontologia de domínio global com base nas classes, propriedades e tipos de
propriedades, juntamente com a semântica.
2.4.2 Técnicas de Integração entre Bancos de Dados Heterogê-
neos
Diversos pesquisadores tentaram integrar bancos de dados por meio de técnicas com base
em Schema Matching, como pode ser visto em Relational Schemas Matching [48], CU-
PID [50], Similarity Yield Matcher (SYM) [51], HDSM [52], Sistema de Correspondência
Complexa [53], abordagem baseada em XML [54], iMAP [55], Similarity Flooding (SF)
[56] e COMA [57].
O Relational Schemas Matching [48] fornece uma técnica para integrar esquemas re-
lacionais ao empregar o combinador de esquemas relacionais, o combinador de nomes de
atributos, o combinador de tipos de dados, o combinador de restrições e o combinador de
instâncias de dados.
O CUPID [50] tem apresentado uma abordagem que ajuda a transformar o esquema
original em uma arvore e depois é computada uma estrutura de similaridade baseada em
um combinador de pares de folhas em um esquema.
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O Schema Matching Híbrido [51] introduziu o SYM, que consiste em um novo combina-
dor linguístico projetado, o combinador de estrutura e o combinador de estrutura refinado
baseado na semelhança ponderada que trabalha bem com o tipo de correspondência 1:1.
A Combinação de Esquema de Mineração [52] que propõe a técnica HDSM que pode
encontrar mapeamentos entre atributos que são muito difíceis de interpretar. Essa técnica
é utilizada por meio da mineração de dados.
O Sistema de Correspondência Complexa [53] propôs uma técnica que emprega um
processador de cluster para reduzir o espaço de correspondência dos candidatos que me-
lhoram a eficiência da correspondência, além de usar um conjunto de pesquisadores com
o propósito especial de explorar uma parte especializada do espaço da pesquisa para
descobrir as correspondências 1:1 e combinações complexas.
A abordagem baseada em XML [54] descreve o mapeamento de esquemas de bancos
de dados heterogêneos para um documento XML e o procedimento para integração entre
estes bancos por meio da resolução de conflitos.
o iMAP [55] introduz um sistema que descobre semi-automaticamente as combinações
complexas e correspondências 1:1. Ele emprega um conjunto de pesquisadores que re-
formulam combinações de esquemas como uma busca em um grande ou infinito tipo de
correspondência de espaço.
A SF [56] provê uma técnica na qual os esquemas são convertidos primeiramente
em grafos nomeadamente direcionados. Esta técnica usa o cálculo do ponto fixo para
determinar a semelhança entre os nós. O mapeamento de nível do elemento é alimentado
pelo combinador SF. Os filtros são aplicados para selecionar subconjuntos relevantes de
correspondências.
O COMA [57] descreve um sistema que escolhe múltiplas combinações de uma biblio-
teca de combinações para determinar a combinação de resultados contidas em valores de
similaridade entre cada elemento de dois esquemas.
2.5 Síntese do Capítulo
Hoje em dia, no entanto, há a necessidade de uma automática integração entre bancos
de dados heterogêneos e que nesses métodos, técnicas e arquiteturas apresentados são
considerados manuais ou semi-automáticos, não sendo soluções ideais para a implantação
da SEEDF, em razão de seu domínio específico. Ainda há pesquisas em andamento
para a construção de métodos, técnicas e arquiteturas que disporão de uma abordagem
mais efetiva de integração entre bancos de dados heterogêneos. Esta dissertação traz
como desafio a criação de uma arquitetura mais eficiente de integração entre bancos de
dados heterogêneos, cuja a interferência de um analista da área de TI seja considerada
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mínima para achar as correspondências entre os esquemas, isto é, quem determinará essa
integração será um analista da área de negócio, sendo ela realizada automaticamente por




Neste capítulo, é apresentado a Arquitetura de Integração entre Bancos de Dados, mos-
trando o ecossistema computacional da SEEDF antes e depois da integração. Este capí-
tulo é dividido nas seguintes seções: 3.1 Ecossistema Computacional Antes da Integração,
onde é exposto o cenário de sistemas, SGBD e VM da SEEDF, assim como a retomada
do problema de pesquisa; 3.2 Aspectos Necessários para a Arquitetura, onde informa os
requisitos imprescindíveis para o funcionamento da arquitetura; 3.3 Profissionais para a
Integração, que aborda os perfis dos profissionais necessários para a integração; 3.4 A
Arquitetura de Integração Baseada em Ontologia, que apresenta a arquitetura lógica com
as suas três camadas de integração (camada de dados local, camada de integração e ca-
mada de dados global) e a arquitetura física, explicando o desenvolvimento do middleware
Noach e o fluxo dos dados durante a sincronização; 3.5 Ecossistema Computacional para
Validação da Integração, cujo objetivo é demonstrar o cenário completo após a integração
ser realizada; e 3.6 A Síntese do Capítulo.
3.1 Ecossistema Computacional Antes da Integração
Para um melhor entendimento a respeito da arquitetura de integração que é apresentada
neste trabalho, é importante conhecer o ecossistema computacional, ou seja, quais as
estruturas fundamentais dos sistemas que estão em produção.
A Diretoria de Desenvolvimento de Sistemas (DISIS), local onde são desenvolvidos e
mantidos grande parte dos sistemas da SEEDF, conta com aproximadamente 18 aplica-
ções, sendo que nove delas são desenvolvidas em PHP, quatro em ASP, três em Java, uma
em DELPHI e uma em Excel. Essas aplicações estão divididas em 15 Virtual Machines
(VM) diferentes e utilizavam cerca de 12 bancos de dados diferentes, sendo eles, seis em
MySQL, três em SQL Server, um em PostgreSQL, um em Oracle e um em FireBird,
conforme pode ser visto na Figura 3.1.
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Figura 3.1: Ecossistema Computacional Antes da Integração.
A SEEDF, por meio da DISIS, apresentava um cenário com aplicações bastante di-
versificadas. Cada uma foi desenvolvida com um tipo de arquitetura interna de sistema
de acordo com os conhecimentos de cada programador, além delas serem feitas com tec-
nologias e SGBD diferentes. Essa variedade na forma de desenvolvimento, na escolha do
SGBD e da linguagem de programação utilizada, dificultava na integração entre os bancos
de dados dos sistemas, havendo o mínimo de integração possível somente dentro daqueles
sistemas que utilizam o mesmo tipo de SGBD na mesma VM.
3.1.1 Retomada do Problema
Dentro do GDF, a SEEDF é a maior das secretarias, apresentando cerca de 460 mil
estudantes ativos. Estes estudantes tem aulas, nos três turnos, em cerca de 700 escolas
que estão localizadas em 14 regionais de ensino. Para o funcionamento desta secretaria,
o corpo de servidores efetivos e temporários contam com mais de 47 mil pessoas.
Para gerir todo esse órgão é necessário a utilização e desenvolvimento de diversos
sistemas que são especializados em diferentes áreas da educação e da gestão pública,
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como é o caso da escrituração escolar, da avaliação, da gestão de pessoas e da gestão de
recursos financeiros, por exemplo. Estes sistemas contam com uma enorme quantidade
de transações de dados, gerando muitas atualizações, inserções e exclusões em tipos de
dados variados em uma velocidade grande.
Para que haja um maior controle sobre as informações geradas, faz-se necessário que
todos esses bancos de dados estejam integrados para que não ocorra uma redundância
descontrolada de dados, o que pode acarretar diversos problemas, como por exemplo, a
má tomada de decisão ou a publicidade de informações erradas para a população.
3.2 Aspectos Necessários para a Arquitetura
A criação de uma proposta de arquitetura entre bancos de dados não é uma tarefa fácil.
Por mais que existam diversas técnicas, métodos e arquiteturas, nem sempre elas fazem
exatamente o que se quer de forma simples e automática. Visando isso, para a criação
da arquitetura proposta por esta dissertação, foram definidos alguns aspectos necessários
que ela deva conter:
• Heterogeneidade de SGBD: Precisa-se que o ecossistema computacional a que se
queira integrar, contenha diversos tipos de SGBD;
• Automatização na integração: É de grande relevância que os envolvidos pelos siste-
mas tenham a menor interação possível com o processo de integração, isto é, que a
integração funcione de maneira automática;
• Suporte a grande quantidade de dados: Faz-se necessário que seja escolhido um
banco de dados global que seja possível armazenar uma grande quantidade de dados
e suporte um alto número de transações;
• Profissional com conhecimento na construção de ontologia: É necessário o conheci-
mento da construção de ontologia, pois é por meio delas que a arquitetura fará a
integração de forma automática. Quanto mais completa for a ontologia utilizada,
maior será a abrangência da integração;
• Profissional com conhecimento técnico em TI: Este profissional será o responsável
pela implantação do middleware, que utiliza a Arquitetura de Integração proposta,
no ambiente computacional a que se deseja integrar.
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3.3 Profissionais para a Integração
Para o entendimento do funcionamento da Arquitetura de Integração entre Bancos de
Dados proposta, é fundamental conhecer os papeis dos profissionais necessários para o
funcionamento da integração. Para isso, é apresentado os dois perfis a seguir:
• Analista da área de TI: Profissional formado em computação ou área correlacio-
nada de TI que tenha conhecimento em desenvolvimento de sistemas, para atuar na
configuração, implantação e manutenção da arquitetura proposta;
• Analista da área de Negócio: Profissional com conhecimento técnico e de gestão
relacionado a área de negócio na qual a arquitetura de integração proposta pretende
atuar. Este profissional tem conhecimento amplo sobre a área de domínio do negócio.
Para este trabalho se faz necessário que este profissional tenha conhecimento na
criação de ontologias. Quanto melhor for o conhecimento em relação a área de
negócio e a criação de ontologias, maior será a abrangência da integração.
3.4 A Arquitetura de Integração Baseada em Onto-
logia
Para solucionar o problema mencionado na Subseção 3.1.1, esta dissertação apresenta uma
arquitetura de integração entre bancos de dados, que tem por finalidade a automatização
do processo de integração, proporcionando aos analistas da área de negócio a autonomia
da integração das bases de dados apenas utilizando o conhecimento do domínio e de
ontologias. Para um melhor entendimento, a explicação da arquitetura foi dividida em
Lógica e Física, que são apresentadas nas próximas duas subseções.
3.4.1 Arquitetura Lógica
A Arquitetura Lógica proposta apresenta três camadas: Camada de Dados Local, Camada
de Integração e Camada de Dados Global, conforme pode ser visualizado na Figura 3.2.
Camada de Dados Local
A Camada de Dados Local é responsável pelo armazenamento de dados dos sistemas.
Esta camada é composta por bancos de dados locais que se encontram integrados dentro
de SGBD por suas respectivas tecnologias. Além destes SGBD, esta camada contém
os conectores para o acesso aos mesmos, como por exemplo, conectores para MySQL,
PostgreSQL e SQL Server.
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Figura 3.2: Arquitetura Lógica de Integração entre Bancos de Dados.
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Camada de Integração
A Camada de Integração é composta por quatro subcamadas. A subcamada de Capta-
ção de Modificações, a subcamada de Equivalência Semântica (Ontologia), a subcamada
Geração de Query Global e, por último, a subcamada Timing de Sincronização.
A Captação de Modificações é responsável por captar as modificações das tabelas de
cada SGBD que se deseja integrar com a base de dados global. Esta captação é realizada
por meio de uma tabela denominada tabela de sincronização, ou também conhecida como
tabela de log ou de auditoria. Esta tabela armazena por meio de Stored Procedures
e Triggers, que deverão estar presentes em todos os SGBD relacionais que queiram se
integrar com a arquitetura, todas as modificações realizadas dentro das tabelas que são
alvos da integração.
A subcamada de Equivalência Semântica, ou também conhecida como subcamada de
Ontologia, pode ser considerada como o núcleo deste trabalho, ou seja, esta é a subcamada
responsável por acessar as equivalências semânticas de classes e propriedades de objetos
da Ontologia de Domínio aplicada ao processo de integração, e além desse acesso, esta
subcamada é a responsável pela diminuição da dependência de um analista de TI, ou seja,
será necessário um analista da área de negócio, ou equipe da área de negócio, que tenha
conhecimento em Ontologia para realizar tal integração.
A equivalência semântica será vital para o relacionamento semântico automático entre
as tabelas e colunas que tenham nomenclaturas diferentes nos diversos tipos de bancos
de dados dentro do domínio de integração. Como exemplo deste tipo de equivalência,
observando a Figura 3.3, dentro de um SGBD Local Integrado que tenha uma tabela com
o nome de ’escola’ e coluna ’nome’ e outra com o nome de ’colegio’ e coluna ’nm_colegio’
dentro de outro tipo de SGBD Local Integrado poderão ser integradas com a tabela ’uni-
dade_escolar’ e coluna ’nm_unidade_escolar’ que se encontra dentro do banco de dados
global. Para que esse tipo de integração funcione de maneira automática, a equivalência
deve estar presente dentro de um glossário da ontologia de domínio por meio de classes,
que representam as tabelas, e propriedades de objetos, as colunas, para que a integração
entre as tabelas e colunas dos bancos de dados sejam realizadas com sucesso.
A subcamada de Gerador de Query Global é a responsável por montar as queries que
irão transmitir os dados da Camada de Dados Local para a Camada de Dados Global.
Essas queries recebem como parâmetros os dados que serão transmitidos, o tipo de ação
(update, insert ou delete), o nome da tabela local, o nome da coluna desta tabela e o ID
daquele registro. Todos estes dados são adquiridos por meio da tabela de sincronização de
cada SGBD Local Integrado. Com essas informações, esta subcamada acessa a subcamada
de equivalência semântica, converte os termos (nomes das tabelas e colunas) para os que
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Figura 3.3: Equivalência Semântica entre Tabelas/Colunas com nomes diferentes.
serão utilizados dentro da Camada de Dados Global e gera as queries que serão persistidas
nesta última camada.
A subcamada de Timing de Sincronização é a responsável por ativar toda a integração
de acordo com o que foi configurado pelo analista da área de negócio, ou seja, esta é a
subcamada que configura o intervalo de tempo que se deseja que esta integração/sincro-
nização se realize.
Camada de Dados Global
Por último, tem-se a Camada de Dados Global que conta com uma subcamada de acesso
aos dados e um banco de dados NoSQL. A escolha deste tipo de banco de dados para
compor esta camada se deu não apenas ao fato de sua característica de escalonamento
horizontal, que suporta um grande volume de dados, mas também pela grande quantidade
de transações que serão realizadas (update, insert e delete), além da variedade de dados
que ele suporta.
3.4.2 Arquitetura Física
Para a validação da Arquitetura Lógica, com todas as suas camadas, foi desenvolvido
um middleware e testado em um ambiente de dados controlado da SEEDF. Para um me-
lhor entendimento da criação e funcionamento deste middleware, esta subseção é divida
em Middleware Noach, onde será exposta a motivação do nome da aplicação, a Arqui-
tetura Física de Integração, onde será apresentado os módulos da aplicação com suas
respectivas funcionalidades, a Implementação e Codificação, onde é exibido detalhes do
desenvolvimento do Noach, e por último a Criação de um SGBD Local Integrado, onde
será apresentado o processo de criação e configuração de um SGBD a Arquitetura.
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Middleware Noach
Nesta dissertação foi criado um middleware para integração de bancos de dados, deno-
minado Noach, que do Hebraico, é o nome do herói bíblico que recebeu ordens de Deus
para a construção de uma arca, para salvar a Criação do Dilúvio [58]. Inspirado nesta
história, deu-se o nome deste middleware, tendo em vista que o seu papel é o de integrar
os dados de bases locais (Criação) em uma base de dados global (Arca), consolidando
as informações, evitando a redundância descontrolada de dados que os sistemas geram
(Dilúvio) e sendo realizada de maneira automática sem o intermédio de um analista de
TI (Poder Divino).
Arquitetura Física do Noach
O Noach é composto por quatro módulos: O módulo de Validação de Acesso, de Configu-
ração, de Verificação de Conexão com os Bancos de Dados e o de Sincronização, conforme
pode ser visualizado na Figura 3.4.
Figura 3.4: Arquitetura Física do Noach.
O Módulo de Validação de Acesso é o responsável por validar o acesso ao middleware
apenas para usuários previamente cadastrados, ou seja, de realizar o login do usuários
que irão executar a integração.
O Módulo de Configuração tem como incumbência ter os dados de acesso necessários
aos SGBD e ao NoSQL. Para o funcionamento deste módulo, é de grande valia que o
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Analista de TI crie um arquivo de conexões e o insira no Noach. O arquivo de conexões,
é onde será definido os parâmetros básicos para conectar aos SGBD Integrados Locais e
ao NoSQL Global. Além deste arquivo, outro importante a ser inserido é o OWL, que é
o responsável por conter o código da ontologia de aplicação proposta para a integração
automática entre as bases de dados. Um exemplo deste código será dado e explicado na
subseção 4.2.
O Módulo de Verificação de Conexão com os Bancos de Dados tem como funcionalidade
acessar os bancos de dados a serem integrados e verificar se eles estão disponíveis, ou seja,
on-line para que seja possível a integração.
O Módulo de Sincronizador, é o encarregado de executar a integração entre os bancos
de dados. Este módulo, conta com cinco funcionalidades. A primeira é a de captar dados
modificados dos SGBD Locais Integrados, isto é, ele acessa a tabela de sincronização e
realiza um select nela, trazendo os dados necessários para a integração. A segunda é res-
ponsável por apagar os dados da tabela de sincronização, permitindo que em uma próxima
execução, tenha-se apenas os dados que ainda não foram integrados. A terceira é respon-
sável por acessar o arquivo OLW e realizar a inferência para encontrar a equivalência
semântica entre os nomes das tabelas e colunas. A quarta recebe todos os dados neces-
sários para a geração das queries para o NoSQL. A última camada é aquela responsável
por persistir as queries geradas pela última funcionalidade dentro do NoSQL.
Além dos módulos do Noach, tem-se uma camada de Timing de Execução, onde será
definido pelos usuários do sistema se a integração será executada periodicamente ou se a
ela será realizada manualmente, por meio da utilização da própria aplicação.
Implementação e Codificação
O Noach foi desenvolvido utilizando a linguagem de programação PHP [59], no paradigma
Orientado a Objetos, e sua extensão PHP Data Objects (PDO) [60], que fornece uma
interface padronizada para trabalhar com bancos de dados, cuja finalidade é abstrair a
conexão e interações com os mais diversos tipos de SGBD. Para acessar a ontologia e
fazer o mapeamento proposto, foi utilizada a RDF API for PHP V0.9.6 (RAP) [61],
que é uma API para PHP criada para analisar, consultar, manipular, serializar e servir
modelos RDF. Por meio da RAP consegue-se acessar a ontologia que está em um arquivo
OWL, gerada neste caso pelo Protégé [62], que é um framework e editor de ontologia
open-source.
O Noach, em seu desenvolvimento conta com duas classes, a classe ConnectDB e a
classe MapOntology. A primeira classe foi criada para realizar a conexão com todas as
bases de dados locais e a base de dados global. Além dessas conexões, ela tem como
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responsabilidade a preparação de cada query que será executada nos bancos, tão como a
limpeza das tabelas de sincronização de cada base local.
A ConnectDB conta com quatro métodos. O primeiro é o connect_test, que é um
método privativo a classe, que recebe como entrada a conexão com o banco de dados a
ser testada e é responsável por analisar se ela foi realizada com sucesso. O segundo é o
connect_db, que é um método público que realiza a conexão com o banco de dados, de
acordo com as configurações escritas no arquivo de conexão a ser inserido no Noach. O
terceiro é o q_prepare, um método público que recebe como parâmetros de entrada uma
query e a conexão com o banco em que ela será executada. O quarto e último método
desta classe é também público e recebe como parâmetro de entrada o nome do SGBD e
a conexão para limpar a tabela de sincronização.
A segunda classe é aMapOntology. Esta é a responsável por realizar a captura de todos
os dados das bases locais a serem sincronizados com a base global, acessar a ontologia e
realizar a inferência para descobrir as equivalências semânticas das tabelas e colunas e,
por último, gerar as queries globais para serem persistidas na base de dados global. Para
a realização física da subcamada de Timing de Sincronização, foi colocado no próprio
código, um contador de tempo, que pode ser configurado de acordo com a necessidade de
integração/sincronização que negócio exige.
Esta classe conta com seis métodos, o primeiro, denominado hstoreToJsonArray, re-
cebe como parâmetro de entrada um dado HSTORE, isto é, chave-valor, e o converte para
JSON. O segundo método, getDatas, recebe como entrada o nome do SGBD e captura
todos os dados da tabela de sincronização e a trunca ao final, isto é, excluindo todos os
dados. Os dois próximos métodos, mapNameColumnsTableOntologyRDF e mapName-
TableOntologyRDF, recebem respectivamente, o nome da coluna e da tabela do banco
de dados local e os convertem para o banco de dados global. Essa conversão é reali-
zada acessando a ontologia que foi configurada no Noach. O penúltimo método, chamado
makeGlobalQuery é o responsável por recepcionar o nome da tabela da banco de dados
global, a ação que deverá ser realizada (update, insert ou delete), o ID do dado a ser
alterado e os dados que foram alterados por meio de um array, e gerar uma query que
será persistida dentro do banco de dados global. Por último, o método syncMapIteraction
é o responsável por ativar toda a integração de dados. Estes dois métodos estão escritos
em um arquivo chamado sync.class.php.
Criação de um SGBD Local Integrado
Para a criação de SGBD Local Integrado o primeiro passo é realizar o levantamento do
ambiente computacional em que todos os sistemas de informação estão inseridos, isto
é, modelar o cenário verificando quantos/quais são os sistemas e em qual estrutura fí-
35
sica ou virtualizada eles se encontram, assim como os seus SGBD. Como apresentado
anteriormente (Seção 3.1), o ambiente da DISIS é composto por doze bancos de dados
implementados em cinco SGBD diferentes.
Esse levantamento se faz necessário para reunir todos os bancos de dados de cada
SGBD dentro de um único ambiente. Para realizar essa ação será necessário em algum
momento, deixar o sistema off-line, para que não haja perda de dados, fazer um backup
da base de dados e realizar um restore dentro desse novo ambiente do SGBD. Quando
isso é realizado, a utilização de comandos de stored procedures e triggers entre as tabelas
das bases já podem ser realizados, facilitando a integração entre estes bancos.
Dentro de cada SGBD Local Integrado, é necessário realizar a construção da tabela de
sincronização de dados, isto é, uma tabela que irá captar por meio das stored procedures e
triggers, os principais dados que são necessários para a sincronização. Esses dados foram
apresentados na Subcamada de Gerador de Query da Arquitetura na seção 3.4.1, sendo
eles: nome da tabela, nome da coluna, ID do dado, o dado alvo e a ação executada (update,
insert ou delete).
Após a criação dos SGBD locais integrados, precisa-se inserir os dados de acesso a
cada um deles no arquivo de conexão que será subido no Noach para que seja possível
acessá-los e realizar a integração.
3.5 Ecossistema Computacional para Validação da
Integração
O ambiente computacional da SEEDF, após a implementação da arquitetura proposta está
demonstrado na Figura 3.5. Com esse novo ambiente computacional pretende-se adquirir
uma maior integração de dados entre as aplicações, garantindo assim a consistência entre
as informações geradas, e a realização automática da integração sem a necessidade de
intervenção de um analista da área de TI sempre que houver a inserção/remoção de um
banco de dados.
Neste cenário, as aplicações com o mesmo tipo de SGBD, ou seja, de mesma tecnologia,
se encontram conectadas em apenas um SGBD, facilitando assim, a comunicação interna
entre essas bases de dados. Como pode ser observado na Figura 3.5, os seis bancos
de dados PostgreSQL estão integrados em apenas uma VM com o PostgreSQL, os seis
MySQL estão em apenas um SGBD MySQL e assim por diante. Para cada SGBD Local
Integrado de acordo com a sua tecnologia, deve-se comunicar de forma consistente com
uma base de dados global, que é a responsável por armazenar os dados consolidados de
todos os SGBD e, por meio de um middleware, sincroniza seus dados constantemente
com os principais dados de todos os outros SGBD. A lacuna de tempo para que ocorra
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Figura 3.5: Cenário Após a Implantação da Arquitetura.
essa integração será calculada em trabalho posterior, devendo ser levado em conta a
quantidade de transações realizadas pelas aplicações no ambiente computacional. Para a
SEEDF, faremos a integração destes dados uma vez por dia.
3.6 Síntese do Capítulo
Para a criação da arquitetura de integração entre bancos de dados proposta neste traba-
lho, foi necessária uma análise detalhada do ecossistema computacional da SEEDF, com
seus respectivos problemas. Após este entendimento e o conhecimento das arquiteturas,
métodos e técnicas apresentadas no capítulo anterior, foi possível o desenvolvimento de
uma nova arquitetura, dividida logicamente em 3 grandes camadas, a camada de dados
local, a camada de integração e a camada de dados global. Esta arquitetura foi desenvol-
vida levando em consideração a técnica de Schema Matching e principalmente o conceito
de ontologia, que é núcleo dessa arquitetura, cujo propósito é o de automatizar o processo
de integração de dados, com a intervenção mínima de um analista de TI para isso, tendo
como papel principal o de um analista da área de negócio que será responsável por montar
essa ontologia de acordo com a necessidade da integração. Além do desenho e explicação
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da arquitetura lógica, foi desenvolvido um middleware, denominado Noach, cuja função é
fazer fisicamente a integração proposta. Após o desenvolvimento do Noach, o fluxo dos
dados é explicado, levando em conta como é realizado dentro de SGBD Local Integrado




Neste capítulo é apresentado o processo realizado para a análise e validação da Arquitetura
entre Bancos de Dados proposta nesta dissertação de mestrado. Este capítulo é divido
nas seguintes seções: 4.1 A escolha dos SGBD e do NoSQL, 4.2 Criação da Ontologia, 4.3
A Execução do Noach e Validação da Arquitetura, e por fim, 4.4 A Síntese do Capítulo.
4.1 A escolha dos SGBD e do NoSQL
Para realizar o teste da integração por meio do Noach, foram escolhidos dois SGBD, o
PostgreSQL e o MySQL como bases de dados locais. Isso se deu, além do fato deles serem
open-source, deles serem os dois mais utilizados dentro do ecossistema computacional da
SEEDF.
Figura 4.1: Esquema da Tabela Local - PostgreSQL.
Foi criada dentro do PostgreSQL, uma tabela denominada escola com as seguintes
colunas: id, nome, telefone, cidade e type, conforme pode ser visto na Figura 4.1. O
termo escola foi escolhido, por ser um termo bastante utilizado nas tabelas dos sistemas
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da SEEDF, como é o caso do Sistema de Gestão Escolar, i-Educar, e o sistema de Gestão
de Pessoas, SIGEP.
Figura 4.2: Esquema da Tabela Local - MySQL.
Dentro do MySQL, foi criada uma tabela denominada colegio com as seguintes colunas:
id, nome, telefone, cidade e type, conforme pode ser visto na Figura 4.2. O termo colegio
foi escolhido, por ser um termo utilizado na tabela do Sistema de Avaliação em Destaque,
sistema responsável por captar e emitir relatórios das avaliações em rede da SEEDF.
Para a base de dados global foi escolhido o Splice Machine. A escolha dele se deu,
além de ser baseado em tecnologias open-source como o Hadoop, HBase, Apache Spark e
Apache Derby, ele contém uma camada relacional, criando assim, um banco de dados que
oferece benefícios quando comparados aos SGBD Relacionais Tradicionais, como Oracle,
IBM DB2 ou MySQL. Ele apresenta como características [63]:
• Suporte a SQL - Aproveita as existentes análises, relatório e aplicações baseadas em
SQL sem reescrita, além de possibilitar a utilização de queries para persistência dos
dados;
• Mais rápido que os SGBD relacionais tradicionais - Aproveita o HBase, um banco
NoSQL distribuído, bem como o Spark, um potente cluster computacional em me-
mória;
• Flexível - Provê um bom desempenho em simultâneas consultas OLTP e OLAP.
É importante enfatizar que a arquitetura é genérica suficiente para ser utilizada com
outros SGBD relacionais e outros NoSQL que suportem SQL, como é o caso da combinação
do Hive/HBase, Presto, Pig e outros.
Dentro da base de dados global, foi criada uma tabela denominada unidade_escolar
com as colunas: id, nm_unidade_escolar, tel_unidade_escolar, cid_unidade_escolar e
tp_unidade_escolar, como visto na Figura 4.3.
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Figura 4.3: Esquema da Tabela Global.
4.2 Criação da Ontologia
Como o foco desta dissertação não é tratar sobre a criação de uma ontologia, mas a utiliza-
ção de uma para a automatização da integração entre bancos de dados, foi elaborada uma
ontologia de aplicação leve, por meio do software Protégé [62] para validar a arquitetura
proposta.
Dentro do Protégé, como pode ser visto na Figura 4.4 e 4.5, foram criadas três classes
de teste, a classe colegio, escola e unidade_escolar, que apresentam a mesma equivalência
semântica, ou seja, significam ser um estabelecimento público ou privado destinado ao
ensino coletivo. Essa equivalência é definida na tela de descrição da classe no campo
Equivalente To, como pode ser visto na Figura 4.6.
Figura 4.4: Protégé - OntoGraf - Classes.
A mesma Figura 4.6 mostra que as classes colegio e escola são equivalente a uni-
dade_escolar e que a unidade_escolar tem equivalência semântica com escola e colegio.
Isso significa dizer que quando as tabelas dos SGBD locais integrados tiveram o nome
de colegio ou escola, elas serão integradas com a tabela do banco de dados global uni-
dade_escolar.
A Figura 4.7 mostra as propriedades dos objetos que foram criadas para validar a
arquitetura proposta. Para a classe colegio foram criadas as propriedades nome, cidade,
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Figura 4.5: Protégé - Classes.
Figura 4.6: Protégé - Equivalência Semântica entre Classes.
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telefone e type, este último dizendo se a escola é rural ou urbana. Estas propriedades
foram criadas para que a classe escola tenha as propriedades nm_escola, cidade, telefone e
type, e para a classe unidade_escolar, tem-se nm_unidade_escolar, cid_unidade_escolar,
tel_unidade_escolar e tp_unidade_escolar.
Figura 4.7: Protégé - Propriedades dos Objetos.
Assim como nas classes, foi necessária a realização da equivalência semântica entre
os termos que compõe as propriedades de objetos. As propriedades nome da classe cole-
gio e nm_escola da classe escola são equivalentes a nm_unidade_escolar da classe uni-
dade_escolar, como pode ser visto na Figura 4.8. As propriedades cidade, telefone e type
das classes colegio e escola são, respectivamente, equivalentes a cid_unidade_escolar,
tel_unidade_escolar e tp_unidade_escolar da classe unidade_escolar, como vista na Fi-
guras 4.9.
Após a criação desta ontologia leve de aplicação no Protégé, deve-se salvá-la no formato
padrão RDF/XML Syntax para gerar o arquivo OWL, como visto na Figura 4.10 e na
sua versão completa no Apêndice A, onde é mostrada a sintaxe dele, e é por meio deste
arquivo que o middleware Noach integrará os bancos de dados.
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Figura 4.8: Protégé - Equivalência Semântica entre as Propriedades nome, nm_escola e
nm_unidade_escolar.
Figura 4.9: Protégé - Equivalência Semântica entre as Propriedades cidade, te-
lefone e type, respectivamente, com cid_unidade_escolar, tel_unidade_escolar e
tp_unidade_escolar.
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Figura 4.10: Protégé - Arquivo OWL.
45
4.3 A Execução do Noach e Validação da Arquitetura
O Noach é o middleware desenvolvido para validar a Arquitetura de Integração entre
Bancos de Dados proposto nesta dissertação de mestrado. Este middleware foi desenvol-
vido levando em consideração todas as camadas descritas na arquitetura. Nesta seção é
apresentado o passo a passo da execução do middleware Noach em um ambiente de teste
controlado na DISIS/SEEDF.
O fluxo de execução do middleware Noach é demostrado na Figura 4.11. Ele se incia
pela camada de interação com o usuário, cujo analista da área de negócio ou analista de
TI acessa o middleware Noach. Na Camada de Dados Local da arquitetura, essa aplicação
verifica se a conexão com os bancos de dados foram estabelecidas. Após esta verificação,
inicia-se a integração, por meio da Camada de Integração, onde é realizada a captação de
modificações, a equivalência semântica dos nomes das tabelas e colunas automaticamente
por meio da leitura do arquivo OWL da ontologia. Com a equivalência semântica entre
estes termos, as queries globais são geradas. Após a geração destas queries, na Camada
de Dados Global, elas são persistidas no NoSQL realizando toda a integração com sucesso
e voltando esta informação para o usuário de que a integração foi bem-sucedida.
Figura 4.11: Fluxo de Execução do middleware Noach.
Para melhorar a explicação e visualização do funcionamento do Noach, foi criada
uma aplicação web com as seguintes tecnologias: HTML5, Bootstrap, CSS3 e PHP. Essa
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aplicação foi colocada dentro do XAMPP, ambiente de desenvolvimento para PHP. Na
tela de acesso é solicitado o username e o password, conforme visto na Figura 4.12.
Figura 4.12: Noach - Tela de Acesso
Após realizar o acesso, a página de configuração do Noach é apresentada. Nesta tela
é mostrado os inputs onde deverão ser submetidos os arquivos de conexão e da ontologia,
conforme pode ser visto na Figura 4.13. Para verificar se as conexões foram realizadas com
sucesso, acesse o item de menu Status of Databases e o item Synchronizer para verificar
se a ontologia foi configurada corretamente.
Figura 4.13: Noach - Página de Configuração.
Após realizar a configuração, basta clicar no link Status of Databses e a página com
os status de conexão das bases de dados é apresentada. Nesta tela é mostrado o teste de
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conexão com todas as bases de dados configuradas que serão realizadas as sincronizações,
conforme pode ser visto na Figura 4.14. Caso alguma destas bases esteja desconectada,
será possível a visualização desta informação nesta mesma tela. Como demonstração, é
apresentada nesta tela se a conexão foi realizada com sucesso nos bancos MySQL, Splice
Machine e PostgreSQL.
Figura 4.14: Noach - Página de Status de Conexão.
Para iniciar o processo de integração, basta entrar no link Synchronizer, no menu late-
ral esquerdo, que o middleware Noach será ativado. Durante este processo de integração
ele acessa a tabela de sincronização de cada SGBD Local Integrado, de acordo com o ex-
plicado na Camada de Dados Local da Arquitetura. Em seguida ele captura todos estes
dados, colocando-os em memória e truncando esta tabela, validando assim, a subcamada
de Captação de Modificações da Camada de Integração. Após essa captação, para cada
iteração, ele acessa a ontologia realizando a equivalência semântica entre os nomes das
tabelas e colunas, validando a Subcamada de Equivalência Semântica. Imediatamente de-
pois, com todos estes dados armazenados em memória, são montadas as queries globais,
ratificando a subcamada de Gerador de Query Global. Após a geração delas, todas são
persistidas no banco de dados global, validando assim, o acesso aos dados da Camada de
Dados Global. O resultado final da integração pode ser visualizado na Figura 4.15.
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Figura 4.15: Noach - Página de Sincronização
Para um entendimento mais técnico e de visualização da fácil utilização do Noach,
basta verificar o Código 4.1. O comando da segunda linha é responsável por retirar o
limite da execução da aplicação. Esta ação se faz necessária devido ao grande volume de
dados que será integrado, ou seja, pelo fato do middleware ter sido desenvolvido em PHP,
que por padrão, a execução de um script dura apenas 30 segundos, precisa-se retirar este
limite para que se possa integrar uma grande quantidade de dados. As linhas cinco, seis
e sete, são as linhas necessárias para inclusão da RAP API e do arquivo de classes do
Noach. A linha dez é responsável pela instanciação do objeto sync da classe MapOntology
e a última linha executa o Noach.
Caso, em ambiente de produção, se deseje automatizar a execução do Noach, existem
duas maneiras distintas. A primeira basta acessar o Agendador de Tarefas do Windows
ou o Cron do Linux e realizar o agendamento de quando ele deverá ser executado, sim-
plesmente criando um arquivo PHP e inserindo o Código 4.1. Para realizar a segunda
maneira, deve-se alterar o código da aplicação, colocar uma estrutura de repetição com
algum argumento em que ela entre em loop infinito, como por exemplo o caso do while(1),
uma linha antes do comando que executa o Noach. Essas duas ações estão ratificando a
definição empregada na subcamada da arquitetura denominada Timing de Sincronização.
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Conforme demonstrado nesta seção, o Noach, realiza uma integração automática entre
os bancos de dados sem uma intervenção manual de algum analista da área de TI, neces-
sitando apenas de uma ontologia, que deve ser feita por um analista da área de negócio.
Dessa forma, a Arquitetura proposta por este projeto de pesquisa é validada.
1 // unlimited execution
2 set_time_limit (0);
3 // include classes of sync
4 define("RDFAPI_INCLUDE_DIR", "../ vendor/rdfapi -php/api/");
5 include_once(RDFAPI_INCLUDE_DIR . "RdfAPI.php");
6 include_once(’sync.class.php’);
7 // instantiating the sync object
8 $sync = new MapOntology;
9 // start integration/synchronization
10 $sync ->syncMapIteraction(false);
Código 4.1: Código em PHP que executa a integração
4.4 Síntese do Capítulo
Para a análise e validação da Arquitetura de Integração entre Bancos de Dados proposta
neste trabalho de pesquisa, foi demonstrado neste capítulo o motivo das escolhas dos ban-
cos de dados locais e global de teste, o processo de criação da ontologia leve de aplicação
empregada para a validação, como é realizado a criação de um SGBD Local Integrado e,
por fim, como é simples a execução do Noach e a validação da Arquitetura.
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Capítulo 5
Conclusão e Trabalhos Futuros
A Secretaria de Estado de Educação do Distrito Federal (SEEDF) por ser a maior Secre-
taria do Governo do Distrito Federal (GDF), está dividia entre 14 coordenações regionais
de ensino, três prédios sede e em torno de 700 unidades escolares. O público de atendi-
mento educacional é estimado aproximadamente em 460 mil estudantes. A SEEDF conta
com aproximadamente 47 mil servidores efetivos e temporários.
A Subsecretaria de Modernização e Tecnologia (SUMTEC), representada por meio
da Diretoria de Desenvolvimento de Sistemas (DISIS), desenvolve diversos sistemas de
informação para auxiliar e facilitar a execução do trabalho de todo o quadro de servidores
da SEEDF. Nestes sistemas são gerados por dia milhares de dados. Para um gestor, na
realização da tomada de decisão, se faz necessário ter as informações obtidas por meio
destes dados.
Como contribuição profissional, esta dissertação de mestrado traz para a SEEDF um
middleware, denominado Noach, desenvolvido seguindo as premissas da três camadas da
Arquitetura aqui proposta. O Noach realiza o processo de integração de bancos de dados
de forma automática por meio da utilização de uma ontologia.
A comunicação das bases de dados locais dos sistemas da SEEDF com uma base de
dados global, proporciona uma maior facilidade para prover relatórios gerenciais, sendo
possível uma melhor análise dos dados, gerando políticas públicas que são de suma im-
portância para a comunidade escolar e para se ter uma melhora na gestão das escolas
públicas do Distrito Federal.
Além de oferecer esta contribuição profissional a SEEDF, esta dissertação de mestrado
disponibiliza uma nova arquitetura de integração entre banco de dados heterogêneos à co-
munidade acadêmica de Ciência da Computação e Ciência da Informação, com a finalidade
de auxiliar na integração entre bancos de dados de uma forma mais simples e automá-
tica. Esta arquitetura apresenta regras bem definidas e replicação física de dados, sendo
automatizada por meio da utilização de uma ontologia leve de aplicação, cujo papel é de
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mapear as equivalências semântica entre os nomes das tabelas e colunas dos bancos de
dados locais para um banco de dados global.
Como trabalhos futuros, faz-se necessária a criação de uma ontologia de domínio mais
completa no âmbito da SEEDF, para que seja possível a integração completa de todas as
bases de dados do ecossistema computacional da SUMTEC. Além desta criação, realizar
uma manutenção evolutiva no Noach para que seja possível a leitura de mais de uma
ontologia de domínio ao mesmo tempo, para que ele possa ser apresentado e levado para
outros órgãos que necessitem do intercâmbio de informações entre sistemas dos mais
diversos tipos de domínios de aplicação. Além desses trabalhos, pretende-se realizar uma
pesquisa mais aprofundada em relação ao desempenho do middleware a fim de encontrar o
tempo mínimo para que seja possível realizar a integração o mais próximo do tempo-real.
Com essa integração, será possível gerar relatórios gerenciais mais precisos, dashboards
mais completos e realizar trabalhos de mineração de dados para trazer padrões que se
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