Abstract. In this paper we give an algorithm to recognize triangulable locally nilpotent derivations in dimension three. In case the given derivation is triangulable, our method produces a coordinate system in which it exhibits a triangular form.
Introduction
Let K be a commutative field of characteristic zero, K
[n] be the ring of polynomials in n variables with coefficients in K and Aut K (K [n] ) be the group of Kautomorphisms of K [n] . Let x = x 1 , . . . , x n be a coordinate system of K [n] , i.e., K
[n] = K[x 1 , . . . , x n ]. Then any automorphism σ ∈ Aut K (K [n] ) is uniquely determined by the images σ(x 1 ), . . . , σ(x n ). The affine subgroup of Aut K (K [n] , x) with respect to x is defined as Af K (K [n] , x) = {σ ; deg(σ(x i )) = 1, i = 1, . . . , n}.
The triangular subgroup of Aut K (K [n] ) with respect to x is defined as
, x) = {σ ; σ(x i ) = a i x i + f (x 1 , . . . , x i−1 ) , a i ∈ K ⋆ , i = 1, . . . , n}.
The tame subgroup of Aut K (K [n] ) with respect to x is the subgroup generated by affine and triangular automorphisms, and is denoted by T A K (K [n] , x). Automorphisms which belong to T A K (K [n] , x) are called tame, and those which are not tame are called wild. [2] are well understood. They are all tame and Aut K (K [2] ) is the free amalgamated product of Af K (K [2] , x 1 , x 2 ) and BA K (K [2] , x 1 , x 2 ) along their intersection [20, 23] . But so far Aut K (K [n] ) remains a big mystery for n ≥ 3, and it is only recently that the existence of wild automorphisms was established [28] .
Automorphisms of K
In order to understand the nature of Aut K (K [n] ) it is natural to investigate algebraic group actions on the affine n-space over K. Actions of the algebraic group (K, +) are commonly called algebraic G a -actions, and are of the form exp(tX ) t∈K where X is a locally nilpotent K-derivation of the polynomial ring K [n] .
A locally nilpotent K-derivation X of K[x] is called triangular in the coordinate system x if for any i = 1, . . . , n we have X (x i ) ∈ K[x 1 , . . . , x i−1 ]. This is equivalent to the fact that its one-parameter group exp(tX ) t∈K is a subgroup of BA K (K [n] , x). The K-derivation X is called triangulable if there exists a K-automorphism σ of K [n] such that σX σ −1 is triangular in the coordinate system x, i.e., there exists a coordinate system u in which X has a triangular form.
A natural question is to decide whether a given locally nilpotent K-derivation is triangulable. Bass was the first to give in [3] an example of non-triangulable locally nilpotent derivation in dimension 3. Bass' construction was generalized by Popov in [26] to obtain non-triangulable locally nilpotent derivations in any dimension n ≥ 3. A necessary condition of triangulability, based on the structure of the variety of fixed points, is also given in [26] . However, this condition is not sufficient as proven in [9] . Other criteria of triangulability in dimension 3 are given in [17, 10, 9, 16] . But it is nowhere near obvious to make them working in an algorithmic way.
The aim of the present paper is to develop an algorithm to check whether a given locally nilpotent derivation X of K[x, y, z] is triangulable, and if so to find a coordinate system u, v, w in which X has a triangular form.
The paper is structured as follows. In section 2 we recall the basic facts on locally nilpotent derivations and coordinates to be used in the paper. In section 3 we give an algorithmic characterization of rank two locally nilpotent derivations in dimension three. A triangulability criterion is given in section 4, while section 5 contains the main ingredients that make this criterion work in an algorithmic way. Computational examples top off the paper.
Notation and basic facts
Throughout this paper K is a commutative field of characteristic zero, all the considered rings are commutative of characteristic zero with unit and all the considered derivations are nonzero. A derivation of a K-algebra A is called a K-derivation if it satisfies X (a) = 0 for any a ∈ K.
Coordinates.
. . , f r of polynomials, with r ≤ n, is called a system of coordinates if there exists a list f r+1 , . . . , f n of polynomials such that
A system of coordinates of length n will be called a coordinate system. The Abhyankar-Moh Theorem [1] states that a polynomial f in K[x, y] is a coordinate if and only if K[x, y]/f is K-isomorphic to K [1] . In the case of three variables we have the following result proved by Kaliman in [21] for the case K = C and extended to the case of arbitrary commutative fields of characteristic zero in [11] . 
. As a consequence of Theorem 2.1, any local coordinate of K[x, y, z] is in fact a coordinate, see [13] . The original proof of Theorem 2.1 is of topological nature, and it is not clear how to compute polynomials g, h
The study of coordinates in polynomial rings over fields naturally leads to do the same but over rings. Given a ring A and f ∈ A[x 1 , . . . , x n ], we say that f is a residual coordinate if f is a coordinate of K P [x 1 , . . . , x n ] for any prime ideal P of A, where K P stands for the residual field of A in P. The following result, proved in [6] for the Noetherian case and extended to the general case in [15] , will be crucial for our purpose. 
Locally nilpotent derivations.
A derivation of a ring A is called locally nilpotent if for any a ∈ A there exists a positive integer n such that X n (a) = 0. The subset {a ∈ A ; X (a) = 0} of A is in fact a subring called the ring of constants of X and is denoted by A X . When A is a domain and X is locally nilpotent, the ring of constants A X is factorially closed in A, i.e., if a ∈ A X and a = bc then b, c ∈ A X . In particular the units of A are in A X and the irreducible elements of A X are irreducible in A.
An element s of A satisfying X (s) = 0 and X 2 (s) = 0 is called a local slice of X . If moreover X (s) = 1 then s is called a slice of X . A locally nilpotent derivation needs not to have a slice but always has a local slice. The following result, which dates back at least to [30] , concerns locally nilpotent derivations having a slice. 
As a consequence of Theorem 2.4, if A is a UFD containing Q and X is a locally nilpotent A-derivation of A[x, y] then there exists f ∈ A[x, y] and a univariate polynomial h such that [10] . In case A is an arbitrary ring, the situation is much more involved, see e.g., [7] . However, we have the following result from [5] . In case A = K [3] we have the following result proved by Miyanishi [25] for the case K = C and extended to the general case in a straightforward way by using Kambayashi's result [22] , see also [8] for an algebraic proof.
As defined in [17] the co-rank of X , denoted by corank(X ), is the unique nonnegative integer r such that K[x] X contains a system of coordinates of length r and no system of coordinates of length greater than r. The rank of X , denoted by rank(X ), is defined by rank(X ) = n − corank(X ). Intuitively, the rank of X is the minimal number of partial derivatives needed for expressing X . The only one derivation of rank 0 is the zero derivation. Any K-derivation of rank 1 is of the form p(f 1 , . . . , f n )∂ fn , where f 1 , . . . , f n is a coordinate system. Such a derivation is locally nilpotent if and only if p does not depend on f n .
Let X be a locally nilpotent K-derivation of K[x] and let us consider c = gcd(X (x 1 ), . . . , X (x n )). We say that X is irreducible if c is a constant of K ⋆ . It is well known that X (c) = 0 and X = cY where Y is an irreducible locally nilpotent K-derivation. Moreover, this decomposition is unique up to a unit, i.e., if X = c 1 Y 1 , where Y 1 is irreducible, then there exists a constant µ ∈ K ⋆ such that c 1 = µc and Y = µY 1 .
Given any irreducible locally nilpotent K-derivation of K[x 1 , . . . , x n ] and any c such that X (c) = 0, the derivations X and cX have the same rank. Thus, for rank computation we may reduce, without loss of generality, to irreducible derivations. We will see in section 3 that the rank of a locally nilpotent derivation in dimension three may be computed by using classical techniques of computational commutative algebra, namely Gröbner bases and functional decomposition of multivariate polynomials.
2.4.
The plinth ideal and minimal local slices. Let A be a ring, X be a locally nilpotent derivation of A and let
It is easy to see that S X is an ideal of A X , called the plinth ideal of X . This is clearly an invariant of X , i.e., S σX σ −1 = σ(S X ) for any automorphism σ of A. In case A = K[x, y, z] we have the following result which is a direct consequence of faithful flatness of
X , see [11] for the general case.
Computing a generator of the ideal S X is of central importance for our purpose. For this we need the concept of minimal local slice which may be found in [18, 2] . 
Proof. i) Let s be a local slice of X and write X (s) = µp For m = 0 we have X (s) = µ, and so µ −1 s is a slice of X . This shows that s is a minimal local slice of X . Let us now assume the result to hold for m − 1 and let s be a local slice of X , with X (s) = µp -For any i = 1, . . . , r the ideal p i A does not contain any element of the form s + a with X (a) = 0. In this case s is a minimal local slice of X . Indeed, if it is not the case there exists a local slice s 0 of X such that X (s) = qX (s 0 ), where q is not a unit of A X . Without loss of generality we may assume that p 1 | q. If we write q = p 1 q 1 then X (s − q 1 p 1 s 0 ) = 0 and so the ideal p 1 A contains an element of the form s + a with X (a) = 0, and this contradicts our assumption.
-There exists i such that p i A contains an element of the form s+ a, with X (a) = 0. Without loss of generality we may assume that i = 1. If we write r , and by using induction hypothesis we get a minimal local slice s 0 of X such that X (s 0 ) | X (s 1 ). Since X (s 1 ) | X (s) we get the result in this case.
ii) Assume now that S X is principal and let c be a generator of this ideal, with c = X (s 0 ). Let s be a minimal local slice of X . Since X (s) ∈ S X we may write X (s) = µX (s 0 ). The fact that s is minimal implies that µ is a unit of A X , and so X (s) generates S
X .
An algorithm for computing a generator of S X in dimension three is given in [2] . As we will see in section 3, a generator of the ideal S X contains crucial information for computing the rank of a locally nilpotent derivation in dimension three.
Let A X [s ; X (s) ∈ S X ] be the subring of A generated over A X by all the local slices of X . This is another invariant of the derivation X . Let (c i ) i∈I be a generating system of S X and let s i be such that X (s i ) = c i . Given any local slice s of X we have X (s) ∈ S X , and so there exist a finite subset J of I an a family
X is principal we get a univariate polynomial ring A X [s], which we will call the trivializing ring of X and denote by T X .
Assume A to be a UFD and that S X is principal and generated by c = X (s). For any factor q of c we let
. The ideals I X q are in fact invariants of the derivation and we will see in section 5 that they hold the essential information needed to decide whether X is triangulable.
Characterization of rank two locally nilpotent derivations
Let X be an irreducible locally nilpotent derivation of K[x, y, z] and c be a generator of its plinth ideal S X . From Lemma 2.3, X is of rank 1 if and only if c ∈ K ⋆ . The following Theorem from [2] gives a characterization of rank two locally nilpotent derivations in dimension three. 
, where ℓ is a univariate polynomial and u is a coordinate of
Proof. i) ⇒ ii) Assume that rank(X ) = 2 and let u, v, w be a coordinate system such that
Let us now view X as K(u)-derivation of K(u) u) such that X (s) = 1, and so X (h) = k(u)
iii) ⇒ i) Since rank(X ) = 1 the polynomial ℓ is nonconstant. We have X (c) = ℓ ′ (u)X (u) = 0, and so X (u) = 0. On the other hand, since u is assumed to be a coordinate of K[x, y, z] we have rank(X ) ≤ 2. By assumption we have rank(X ) = 1 and so rank(X ) = 2.
The condition ii) in Theorem 3.1 is in fact algorithmic. Indeed, there are actually many algorithms to check whether a given polynomial in two variables is a coordinate, see e.g., [1, 4, 12, 29] . It is worth mentioning that from the complexity point of view the algorithm given in [29] is the most efficient as reported in [24] . On the other hand, condition c = ℓ(u) may be checked by using a special case, called uni-multivariate decomposition, of functional decomposition of polynomials, see e.g., [19] . It is important to notice here that uni-multivariate decomposition is essentially unique. Namely, if c = ℓ(u) = ℓ 1 (u 1 ), where u and u 1 , are undecomposable, then there exist µ ∈ K ⋆ and ν ∈ K such that u 1 = µu + ν. More details about the computation of the rank of a locally nilpotent derivation in dimension three may be found in [2] .
A triangulability criterion
Triangulable derivations in dimension n are of rank at most n − 1. On the other hand, a rank 1 locally nilpotent derivation is obviously triangulable. This shows that in dimension 3 we only need to deal with rank 2 derivations.
Let X be a rank 2 locally nilpotent derivation of K[x, y, z] such that X (x) = 0. Then for any coordinate system x 1 , y 1 , z 1 such that X (x 1 ) = 0 we have [9] (this could also be easily deduced from the uniqueness property of unimultivariate decomposition). This proves that if X has a triangular form in a coordinate system x 1 , y 1 , z 1 then x 1 is essentially unique and may be extracted from a generator of the plinth ideal S X . Also, this shows that if X is triangulable and X (a) = 0 then aX is triangulable if and only if a ∈ K[x]. Let g(x, y, z) = gcd(∂ y s, ∂ z s). Since Y(p) = −c(x) we have g | c(x) and so we may write c(x) = g(x)c 1 (x). We have then s(x, y, z) = g(x)s 1 (x, y, z) + a(x), and this gives X (s 1 ) = c 1 (x). Since s is a minimal local slice of X we have c(x) | c 1 (x), and so g ∈ K ⋆ . This shows that Y is irreducible.
Let us write
′ is a unit, and so s = µs 0 + a(x). This proves that
The fact that X and Y commute is clear. 
, gcd(c(u), e(u)) = 1 and
Proof. Since X is of rank 2 we must have d(u) = 0, and so v is a local slice of X . This proves that c(u) | d(u). On the other hand, let us consider
where ∂ v q 1 = q. We have X = ∂ w p∂ v − ∂ v p∂ w , and the fact that X is irreducible implies that gcd(∂ v p, ∂ w p) = 1. This shows that
Let us write d(u) = c(u)e(u), and notice that the result obviously holds if we have deg u (e(u) = 0. Thus, we assume in the rest of the proof that deg u (e(u)) > 0.
Let α be a root of e(u) in an algebraic closure K of K and let us prove that q(α, v) is a nonzero constant. We may write
where s is a minimal local slice of X . By substituting α to u in the relation (4.2) we get v = ℓ(α, p(α, v, w)), and by doing so for (4.1) we get p(α, v, w) = −q 1 (α, v). This yields v = ℓ(α, −q 1 (α, v)). By comparing degrees in both sides of this equality we get deg(q 1 (α, v)) = 1. This proves that deg(q(α, v)) = 0 and so q(α, v) is a nonzero constant. By the Hilbert Nullstellensatz we have I(e(u),
To prove that gcd(c, e) = 1 we only need to show that q(α, v) is nonconstant for any root α of c(u).
Let a(u) be a prime factor of c(u). First, notice that the assumption q(u, v) = 0 mod a(u) would imply that a(u) | X (h) for any h and contradicts the fact that X is irreducible. Assume towards contradiction that q(u, v) is a nonzero constant modulo a(u). Then X has no fixed points in the surface a(u) = 0. If we write c(u) = a(u) m c 1 (u), with gcd(c 1 , a) = 1, and view X as The following Lemma shows that it is possible to get rid of the factor e(u). Proof. Let u 1 , v 1 , w 1 be a coordinate system such that X (u 1 ) = 0, X (v 1 ) = d(u 1 ) and X (w 1 ) = q 1 (u 1 , v 1 ) . Without loss of generality we may assume that u 1 = u, and according to Lemma 4.2 let us write d(u) = c(u)e(u) with gcd(c(u), e(u)) = 1.
Without loss of generality, we may choose p = c(u)e(u)w 1 − Q 1 (u, v 1 ), where ∂ v1 Q 1 = q 1 , and v 1 = e(u)s + ℓ 1 (u, p). This gives the relation
If we write a(u)c(u) + b(u)e(u) = 1 then we get
and by Taylor expanding we get We have now enough material to state the main result of this section. 
Proof. i) ⇒ ii) Let u, v, w be a coordinate system such that X (u) = 0, X (v) = d(u) and X (w) = q(u, v). By Lemma 4.3 we may choose our coordinate system in such a way that d(u) = c(u). In this case we have v = s + ℓ(u, p) and we may choose 
Since X is assumed to be irreducible we have X = 0, and by Theorem 2.4 there exists ϑ 
Now let a ∈ I
X c1 , and notice that in this case reducing a by h, with respect to the lex-order u ≺ p ≺ s, is the same as performing the Euclidean division of a by h with respect to s. We may thus write a = qh + r, with deg s (r) < deg s (h). Since r ∈ I X c1 we may write r = b 1 h + b 2 c 1 , and even if it means reducing b 2 by h we may assume that deg s (b 2 ) < deg s (h). By comparing degrees with respect to s in both sides of the last equality we get r = b 2 c 1 , and so a reduces to 0 by using h, c 1 . This means exactly that c 1 , h 1 is a Gröbner basis of I We can now state the main result of this paper. 
implies that Y has a slice w. We therefore have Y(p + c(u)w) = 0, and so p + c(u)w = Q(u, v). The fact that u, v, w is a coordinate system of K[x, y, z] follows immediately from Lemma 2.3, and a direct computation shows that X has a triangular form in the coordinate system u, v, w. Let us now discuss how to computationally check the conditions i) and ii) of Theorem 5.2. Assume that condition i) holds and that we have found a polynomial of the form p + Q i (u, s + ℓ i (u, p)) in each ideal I with respect to the lex-order u ≺ v ≺ p. In more explicit terms, v is a coordinate if and only if the computed Gröbner basis is of the form c(u), p + Q(u, v). Notice that in case v is a coordinate, G also furnishes a polynomial w, with p + Q(u, v) = c(u)w, which completes u, v into a coordinate system and the polynomial Q which is involved in the triangular form of X .
The condition i) is a matter of functional decomposition of polynomials, and the fact that we are here dealing with monic polynomials with respect to s makes it almost trivial. In this case, we may choose ℓ = d ) = h and we have the required decomposition.
Examples
In this section we give two examples to illustrate how our algorithm proceeds. All derivations are given in a Jacobian form, i.e., as Jac(f, g, .), since in such a form one can algorithmically check whether the given derivation is locally nilpotent and if so whether its ring of constants is generated by f, g, see [14] . For implementation we used the Computer Algebra System Maple release 10.
Example 6.1. Consider following example from [9] .
, and let X = Jac (x,y,z) (f 1 , g 1 , .) = ∂ z g 1 ∂ y − ∂ y g 1 ∂ z . If we let u = f 2 and v = s− 1 then we get g 2 + v 2 = f 2 w, where w = −y − x+ z − xy. This gives a coordinate system u, v, w such that Y(u) = 0, Y(v) = u, Y(w) = 2v.
