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The existence of “barren plateau landscapes” for generic discrete variable quantum neural net-
works, which obstructs efficient gradient-based optimization of cost functions defined by global
measurements, would be surprising in the case of generic linear optical quantum neural networks
with coherent state inputs due to the tunability of the intensity of coherent states and the rele-
vant unitary group having exponentially smaller dimension. We demonstrate that coherent light
in m modes can be generically compiled efficiently if the total intensity scales linearly with m be-
low a critical rate, and extend this result to cost functions based on homodyne, heterodyne, or
photon detection measurement statistics. We further demonstrate efficient trainability of m mode
linear optical quantum circuits for variational mean field energy estimation of positive quadratic
Hamiltonians for input states that do not have energy exponentially vanishing with m.
I. INTRODUCTION
Advances in low-loss integrated photonics suggest that
quantum optical neural networks (QONN) provide a fea-
sible hardware framework for implementing near-term
continuous variable variational quantum algorithms [1–
5]. For example, variational protocols such as compiling
a unitary operation [6] and classification [7] have been
demonstrated within the QONN framework. Given a cost
function of a discrete variable variational quantum algo-
rithm in the form of the expectation value of a bounded,
self-adjoint operator [8], the existence of barren plateau
landscapes (BPL) indicates that gradient descent opti-
mization is inefficient for training generic discrete vari-
able quantum neural network modules (asymptotically in
the number of degrees of freedom) [9]. However, the ques-
tion remains open whether randomly initialized QONN
modules can be efficiently trained by applying a gradient-
based optimization algorithm to a relevant cost function.
Specifically, an m mode QONN module defined by pa-
rameter probability space (Θ, p(~θ)d~θ) and continuously
differentiable cost function C : Θ→ R+ exhibits BPL on
a compact subset A ⊂ Θ if for every  > 0, there exists
0 < b < 1 such that PA(| ∂C∂θj | ≥ ) ∈ O(bm), where PA is
the probability measure on A induced from p [10]. Con-
versely, a lower bound on the expected magnitude of the
gradient of C(θ) that vanishes slower than exponentially
with m indicates the possibility, in principle, of efficient
gradient descent optimization of C(θ) [11]. When C(θ)
has the form
C(θ) = 〈ψ(θ)|H|ψ(θ)〉 (1)
where |ψ(θ)〉 = U(θ) |ψ0〉 for input state |ψ0〉, and U(θ) is
a random parameterized quantum circuit (RPQC), and
H is a positive operator, the absence of BPL for C(θ) is
necessary for efficient trainability of the RPQC U(θ) by
gradient descent.
In this work, we provide sufficient conditions on the in-
tensity of input coherent states that allow to avoid BPL
for certain cost functions defined by (1) with linear opti-
cal RPQCs. The Hamiltonians H that we consider cor-
respond to the tasks of compiling a linear optical unitary
operation and variational mean field energy estimation of
quadratic bosonic Hamiltonians. We find that the pres-
ence of BPL for these tasks depends on the linear scaling
rate of the intensity of the input state with the number
of modes, with high linear scaling rates leading to BPL
(Sections II, III). Compared to the results for discrete
variable quantum neural networks in [9], generic train-
ability of linear optical QONN modules is possible due
to two factors. Firstly, for m optical modes, the relevant
unitary group is U(m), of dimension m2. This fact con-
trasts with the case of m qubit registers, for which the
relevant unitary group is U(2m). Secondly, distinguisha-
bility of continuous variable Gaussian states depends on
intensity [12], which is preserved by linear optical trans-
formations and can be tuned relative to the circuit size.
By contrast, the orbit of U(2m) is dense in the m qubit
pure state space, from which it follows that the output of
Haar distributed quantum circuits is independent of the
input state.
Although our analysis of trainability applies to generic
linear optical RPQCs, we restrict to coherent state in-
puts. A coherent state |~u〉 of m modes is defined as
the unique Gaussian state that has equal and min-
imal fluctuations of the canonical observables R =
(q1, p1, . . . , qm, pm) and has mean vector ~u = 〈R〉|~u〉 ∈
R2m [13]. Our general results concerning trainability of
linear optical QONN modules follow as corollaries from
an analysis of BPL for C(θ) in (1) with H = I − |~u〉 〈~u|
and input state |ψ0〉 = |~u〉. The choice of H is actually
not as restrictive as it appears, since we extend the anal-
ysis to cost functions based on homodyne, heterodyne,
and photon number detection measurements. Recently,
a verification protocol for an NP complete satisfiability
problem was demonstrated using linear optical circuits,
photon number detection, and m-mode coherent inputs
with local intensity scaling as O(m−1/4) [14]. In that
proposal, the “power of unentanglement” [15] (which al-
lows for sublinear proof size in QMA protocols for NP
verification) lies in the possibility of tuning the intensity
of the coherent state that encodes a satisfiability proof.
This sublinear scaling of the total intensity is within the
intensity range that allows to avoid BPL for generic lin-
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2ear optical RPQCs and cost functions based on photon
detection measurements (see Section III). Therefore, our
results suggest that variational linear optical versions of
QMA verification protocols for NP are not expected to
exhibit the BPL phenomenon. Such variational verifiers
may be useful when Arthur does not know how Merlin’s
proof is encoded in the local phases of a coherent state.
Throughout this work, H in (1) is a positive oper-
ator on m quantum harmonic oscillators of frequency
ω = 1, which we call modes. The submodules of QONN
that we consider are defined by RPQC given by energy-
conserving linear optical unitary operators on m modes.
Specifically, every unitary operator U in the RPQC acts
on the row vector of canonical operators via U†RU = RT
for a matrix T ∈ O(2m), the orthogonal group (which is
isomorphic to U(m)). It follows that U |~u〉 = |~uT 〉 for
any coherent state |~u〉.
II. INTENSITY DEPENDENCE OF BPL
To illustrate the intensity dependence of the BPL phe-
nomenon in a simple linear optical circuit, we consider
a cost function of the form (1) with an initial state
given by an m-th tensor product of a single mode co-
herent state, i.e., |ψ0〉 = |~u〉 with ~u = (u1, u2)⊕m, RPQC
given by a local phase-shifter U(θ) = e−i
∑m
j=1 θja
†
jaj , and
H = I− |~u〉 〈~u|. The expectation of ∂θkC with respect to
the uniform measure on [−pi, pi]×m iz zero due to the par-
ity of the integrand. However, the expectation of, e.g.,
|∂θ1C| results in the expression
E (|∂θ1C|) =
2
pi
e−m(u
2
1+u
2
2)I0(u
2
1 + u
2
2)
m−1 sinh(u21 + u
2
2)
(2)
where I0(x) is a modified Bessel function of the first kind.
Using the large argument asymptotics of I0 [16], one finds
that, as a function of u21 + u22,
E (|∂θ1C|) ∼
2
pi(2pi(u21 + u
2
2))
m−1 (3)
which indicates that the derivative of the cost function
vanishes exponentially with the number of modes in the
limit of a large local intensity, i.e., C(θ) exhibits BPL.
However, by imposing a local intensity scaling suffi-
ciently slowly with the mode number m, it is possible to
avoid the BPL phenomenon in (2). For example, taking
u21 + u
2
2 ∼ logmmγ with 0 < γ ≤ 1 one obtains the following
asymptotic scaling as a function of m
E (|∂θ1C|) ∼
1
pimm1−γ−m−γ
− 1
pimm1−γ+m−γ
(4)
which is sufficient for the absence of BPL as defined
above because for any c > 1 and 0 < γ ≤ 1,
limm→∞mm
1−γ
c−m = 0. Tuning trainability of an
RPQC by modulating the intensity has no analogue in
the unencoded discrete variable setting with randomly
initialized RPQC. However, an analogous tuning is pos-
sible if the parameterization of a discrete variable RPQC
depends on the number of modes such a way that the
RPQC approximates a phase space displacement in the
limit of infinite modes [10, 17].
III. VARIATIONAL QUANTUM COMPILING
AND GAUSSIAN DETECTION
We now consider a linear optical CV analogue of the
analysis of BPL for generic discrete variable RPQCs
in [9]. For the linear optical RPQC, we take an L
layer linear optical circuit U(θ) = U+U− for U− :=∏k−1
`=1 U`(θ`)W`, U+ :=
∏L
`=k U`(θ`)W`. Layer k is sin-
gled out because we will be considering training θk,
without loss of generality. The W` correspond to un-
parameterized linear optical unitaries, whereas for each
`, there is a skew-symmetric 2m × 2m matrix D` such
that U`(θ`)†RU`(θ`) = Reθ`D` . One can write U`(θ`) =
e−iθ`R`R
T
for a symmetric 2m × 2m matrix `. We as-
sume that U± are associated with O± ∈ O(2m), respec-
tively, and O± are independent and distributed accord-
ing to Haar measure on O(2m). Due to the isomorphism
O(2m) ∼= U(m), a t-design on O(2m) can be encoded in
a t-design on log2m qubits [18].
Inserting initial coherent state |ψ0〉 = |~u〉, RPQC U(θ),
and H = I− |~u〉 〈~u| into (1), one evaluates the cost func-
tion to be
C(θ) = 1− |〈~u|U(θ)|~u〉|2
= 1− e− 12‖~u(I2m−O−O+)‖2 . (5)
This cost function corrsponds to the task of variational
compiling [19] of the identity operation on a set of isoen-
ergetic coherent states. To analyze the dependence of
the BPL phenomenon on intensity, we take E to be the
energy input to the circuit, i.e., ‖~u‖ = √2E. Taking
column vectors ~y = OT−~uT , ~b = O+~uT , it follows that
∂θkC = e
−2E
(
~bDk~y
)
e
1
2
~bT ~y. (6)
The expectations over O± of the square of (6) is given by
the following proposition
Proposition 1. Let ~u, ~y, ~b, O± and E be as defined
above. Let B = {~e1, ~e2, . . . , ~e2m} be an orthonormal
basis of R2m with ~e1 = ~b/
√
2E and let ξmin(max) =
min(max)j‖~dj‖2 where ~dj is a column of Dk. Then
EO− (∂θkC) = 0
EO+,O−
(
(∂θkC)
2
)
∈ e
−4EΓ(m)Im−1(4E)
2m(2E)m−3
[ξmin, ξmax]
(7)
where Im−1(x) is the order m−1 modified Bessel function
of the first kind.
3Proof. The expectation over O− of (6) or its square
is equivalent to taking an expectation of a function of
~y on the (2m − 1)-sphere of radius √2E with respect
to the uniform probability density (the area is denoted
Ω2m−1(
√
2E)). From symmetry considerations, it is clear
that EO− of (6) is zero. The expectation of the square of
(6) is given by
2Ee−4E
Ω2m−1(
√
2E)
∫
S2m−1
(~e1Dk~y)
2
e4E cosϕ1 (8)
where the Jacobian (
√
2E)2m−1 sin2m−2 ϕ1 · · · sinϕ2m−2
and measure
∏2m−1
j=1 dϕj are implicit in the integral
(we used coordinates φ1, . . . , φ2m−2 ∈ [0, pi], φ2m−1 ∈
[−pi, pi]). Due to the angular integrations many terms in
the integrand do not contribute, and (8) can be written
2Ee−4E
Ω2m−1(
√
2E)
∫
S2m−1
 2m∑
j=1
(Dk)
2
1,j~y
2
j
 e4E cosϕ1 . (9)
The expectation over O+ is now carried out on the ex-
pression (9) via EO+((Dk)21,j) =
1
2m‖~dj‖2 to obtain
2Ee−4E
2mΩ2m−1(
√
2E)
∫
S2m−1
 2m∑
j=1
‖~dj‖2~y2j
 e4E cosϕ1
∈ Ω2m−2(1)(2E)2e−4E Γ(m)
2pim
f(E)
2m
[ξmin, ξmax] (10)
where f(E) :=
∫ pi
0
dϕ1e
4E cosϕ1 sin2m−2 ϕ1. The in-
terval in (7) is obtained by noting that f(E)Ω2m−2(1) =
(2pi)m
(4E)m−1 Im−1(4E).
The left end of the interval in Proposition 1 provides a
lower bound on the expectation. If the intensity E scales
linearly with m, the uniform asymptotics of the modified
Bessel function cancel the e−4E factor up to a factor of
1/poly(m) and, therefore, the presence of BPL is deter-
mined by the scaling of Γ(m)/(2E)m. Stirling’s approx-
imation for Γ(m) then implies that a crossover from ex-
ponentially vanishing behavior to at-worst-polynomially
vanishing behavior occurs for the scaling E ∼ am as a
falls below (2e)−1 (Fig.1). This is the main result of the
present work.
The conditions that allow to avoid BPL for the cost
function (5) also apply to cost functions based on the out-
come of a photon number detection measurement, arising
from, e.g., a coherent boson sampling protocol. In par-
ticular, a cost function (1) with H = I − ⊗mj=1 |nj〉 〈nj |
and
∑m
j=1 nj = N and |ψ0〉 = |~u〉 is minimized when
the RPQC U(θ) acts on |~u〉 to produce a coherent state
|~v〉 such that 12 (v22j−1 + v22j) = EnjN , j = 1, . . . ,m (this
fact follows from a constrained likelihood maximization
for independent Poisson random variables). Therefore,
such a cost function can be replaced by a cost function
defined by H = I− |~v〉 〈~v| or any phase shifted image of
FIG. 1. Expectation of (∂θkC)
2 with respect to O− for 10
evenly spaced values in the interval [(2e)−1−0.1, (2e)−1+0.1]
and for m = 4, 5, . . . , 20 (lines are guides to the eye).
this Hamiltonian. Since ‖~v‖ = ‖~u‖ = √2E, the analysis
of BPL involves taking ~b = O+~vT in (6) and again using
(7).
Proposition 1 can also be used to analyze trainabil-
ity of cost functions based on heterodyne or homodyne
measurement outcomes. To optimize a homodyne mea-
surement outcome, cost function (1) can be used with
H = I − P with P a projection onto an eigenvector
of RV for some V ∈ O(2m) [20], whereas to optimize
a heterodyne measurement outcome H can be taken as
a projection onto a multimode coherent state with in-
tensity not necessarily equal to |ψ0〉 = |~u〉. In both
cases, the cost function is minimized on a coherent state
with a certain mean vector, but there is always a het-
erodyne measurement outcome that has the same cost
function minimizer as for a homodyne measurement out-
come, so restrict our consideration to cost functions of
the form C(~n, θ) = 1 − |〈~u|U(θ)|~n〉|2 with ~n ∈ R2m,
and take ‖~u‖ = √2E0, ‖~n‖ =
√
2E1. If E0 = E1,
this cost function can also be used to variationally com-
pile a linear optical unitary that maps |~u〉 to |~n〉. The
same approach used in the proof of (7) yields the inter-
val EO+,O−
(
(∂θkC)
2
)
∈ t[ξmin, ξmax] with
t =
e−2(E1+E0)Γ(m)Im−1(4
√
E0E1)
2m(2
√
E0E1)m−3
. (11)
Unlike the BPL analysis following from (7), it follows
from (11) that the condition of linear scaling of E0
and E1 with m at a small enough rate is not suffi-
cient alone to avoid BPL. An additional requirement on
the measurement outcome range that guarantees train-
ability is ‖~n − ~u‖ ∼ √logm, which causes the factor
4e−2(E1+E0)Im−1(4
√
E0E1) in (11) to yield a 1/poly(m)
factor.
IV. MEAN FIELD ENERGY OF QUADRATIC
HAMILTONIANS
Minimization of the mean field energy of a positive
Hamiltonian quadratic in the elements of R [21] is impor-
tant for variational estimation of quadrature fluctuations
of CV quantum states. The cost function has the form
(1) with H = RηRT , η a 2m × 2m positive real matrix.
It follows that the derivative of the cost function with
respect to θk then satisfies ∂θkC = 〈~u|U†−AU−|~u〉 where
A := −i[RkRT , Rη˜RT ] with η˜ := O+ηOT+. From the
identity [RMRT , RNRT ] = 2iR (M∆N −N∆M)RT
for symmetric M and N and standard symplectic form
∆ = (iσy)
⊕m on R2m, the derivative simplifies to
∂θkC = 〈~u|O−BkOT−|~u〉 (12)
where Bk := 2k∆η˜ − 2η˜∆k = BTk . Under the assump-
tion that [k,∆] = 0, a constraint which we impose on
the generators in this section, it follows that trBk = 0.
The structure of the RPQC in terms of U`(θ`) and W`
does not allow for U(θ) to involve parameterized squeez-
ing followed by other layers that undo the squeezing, so
the k-th layer can be written in terms of beam split-
ters and phase shifters. Then, for example, a two-mode
phase shifter on modes i, j in the k-th layer given by
Uk(θk) = e
−i θk2 (q2i+p2i−q2j−p2j ) satisfies the constraint (or
any linear optical transformation of this unitary, e.g., a
two-mode beamsplitter). Combined with the condition
[k,∆] = 0, the symmetry of Bk implies that
∂θkC = ~uO−BkO
T
−~u
T (13)
and, therefore, EO− (∂θkC) = 0. The following proposi-
tion will allow to determine a sufficient condition on ~u
such that the cost function C does not exhibit BPL with
respect to parameter θk.
Proposition 2. Let Bk be defined as above. Then
EO−
(
(∂θkC)
2
)
=
‖~u‖4
2m(2m+ 2)
(
trB2k + ‖vecBk‖2
)
(14)
where vecBk ∈ R4m2 is a vector containing the matrix
elements of Bk.
Proof. The square of (13) can be written
‖~u‖4
∑
j,s,j′,s′
T1,jT1,sT1,j′T1,s′(Bk)j,s(Bk)j′,s′ (15)
where T = O− and the matrix elements are with respect
to an orthonormal basis {~e1 := ~u‖~u‖ , ~e2, . . . , ~e2m}. The
expectation of (14) over O− involves four inequivalent
contributions
3g(m)
∑
j
(Bk)
2
j,j
+ g(m)
∑
j 6=j′
(Bk)j,j(Bk)j′,j′
+ g(m)
∑
j 6=s
(Bk)
2
j,s
+ g(m)
∑
j 6=s
(Bk)j,s(Bk)s,j (16)
where g(m) := (2m(2m + 2))−1. Combining the sums
results in
EO−
(
(∂θkC)
2
)
= ‖~u‖4g(m) ((trBk)2
+ trB2k + ‖vecBk‖2
)
(17)
which reduces to (14) due to trBk = 0.
The expectation over O+ of (14) does not involve the
input state and can only result in 1/poly(m) factors.
Therefore, a corollary of Proposition 2 is that BPL is
precluded for cost functions defined by positive quadratic
Hamiltonians, unless the linear optical module is posi-
tioned in the optical neural network in such a way that
the input state has exponentially attenuated intensity
(with the number of modes).
V. DISCUSSION
Our results demonstrating the trainability of linear op-
tical submodules of photonic variational quantum algo-
rithms for coherent input states are a first step toward the
complete picture of trainability of random linear optical
modules. However, the restriction to coherent inputs im-
poses some limitations to generalizing the results of the
present work to arbitrary linear optical QONN modules.
For example, we used the fact that separability of co-
herent states allows to replace cost functions defined by
H = I−|ψ〉 〈ψ| for separable |ψ〉 by equivalent cost func-
tions for which |ψ〉 is a coherent state. Because univer-
sal optical quantum computation requires non-linearities
[22], achieved via coherent non-Gaussian evolution such
as Kerr or cross-Kerr interactions or via measurements
such as photon counting [23], the input states to lin-
ear optical modules in a near-term QONN may not be
coherent states, or even Gaussian states. For instance,
sufficient conditions for avoiding BPL for cost functions
based on photon counting of linear optical orbits of Fock
states (respectively, Gaussian states) would involve anti-
concentration bounds for derivatives of permanents [24]
(respectively, derivatives of Hafnians [25, 26]). Our ba-
sic approach can be extended to analyze trainability for
more general Gaussian submodules of QONN, e.g., with
5squeezed input states, linear optical RPQC, and Gaus-
sian measurements, and for linear optical modules acting
on non-Gaussian input states consisting of a superposi-
tion of a small number of coherent states.
For few-mode bosonic systems, the structure of ex-
act and high-quality variational ground states of certain
quartic Hamiltonians is known [27–31]. The analysis in
Proposition 2 can be extended to the case of variational
mean field energy estimation of positive quartic Hamil-
tonians by using higher moments of the Haar measure on
the orthogonal group [32].
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