Abstract-To accelerate the simulation of microgrid behavior, a parallel power system solver is being developed. The solver (CEMSolver) aims to accelerate the simulation of large-scale shipboard power system models created in MATLAB/Simulink with the SimPowerSystems blockset. While speedups of 50x have been reported, there remains insufficient confidence in the simulation results. This paper presents a point-by-point comparison of the results produced by MATLAB/Simulink 2012a and in parallel by CEMSolver. A large shipboard power system model is used for the comparison. It is concluded that, while the results show differences related to integration methods, all reported measurements of instantaneous voltage and current waveforms are within reasonable agreement.
INTRODUCTION Simulation experience in the Electric Ship Research and
Development Consortium (ESRDC [1] ) bears testimony that simulation run times of large-scale shipboard power system models are too time consuming to be useful in early-stage design trades. To reduce this run time, one could either use a faster processor approach, such as field-programmable gate array or modify the software to be efficient in multicore systems. Given the continued growth of multicore systems, it was decided to develop a Windows-based multicore solution.
Speed is important, but it cannot be achieved at the expense of accuracy. Accuracy is assessed herein by taking the absolute value of the point-by-point arithmetic difference between the results provided by MATLAB/Simulink and CEMSolver. The results provided by MATLAB/Simulink are believed to be single-matrix, non-parallel results, whereas the results produced by CEMSolver are produced in parallel by tearing the power system model into four partitions. This provides a sense of the relative accuracy with respect to a commonly used code.
The computer used to simulate the shipboard power system presented in this work was a Windows 7, Dell Precision T7500 workstation with 12 GB of RAM and an Intel Xeon E5630, 2.53 GHz, quad-core processor.
The partitioning approach used to parallelize power system simulations was reported in [2, 3] , and is omitted in this work. (Further information on the partitioning strategy and implementation is available in [4] .) II. SHIPBOARD POWER SYSTEM Confidence in parallel (partitioned) simulation results is assessed by parallelizing the simulation of a notional Navy shipboard power system model and comparing the results (point-by-point) against the results produced by MATLAB/Simulink 2012a. The model presents characteristics of Navy shipboard power systems (AC-radial type), but does not represent any particular system. The information in [5] [6] [7] [8] [9] was used to construct said notional model in MATLAB/Simulink [10] using the SimPowerSystems blockset as the library of most power apparatus models.
The one-line diagram of the shipboard power system model is shown in Figure 1 . This model represents the electric distribution (ship service) side of an electromechanical shipboard, and it is not related to an integrated power system or all-electric ship [11] . The power apparatus shown in Figure  1 were modeled as follows. The generators were modeled as three-phase voltage sources behind their sub-transient impedances. Cables were modeled as nominal π-sections including line-to-line capacitance. (No stray capacitance to the ship hull was considered, even though such capacitance is present [12] .) The cable impedances were taken from Table XIII in [6, 7] (LSTSGU three-conductor, shipboard power cable, 450 V, three-phase, 60 Hz). The transformers were modeled as three single-phase units rated at 25 kVA, 450:120 V each. The transformer banks were connected in delta on both sides [9] .
The loads were modeled as static impedance loads, and are tabulated in TABLE I by type. The columns in TABLE I indicate the volt-ampere rating in kVA, the power consumption in kW, the reactive power draw or injection in kVar, the power factor (PF), and the full-load ampere (FLA) draw. The location of these loads is shown in Figure 1 . Loads of type L were modeled as static, series RL impedances. Loads of type M were modeled as three-phase, six-pulse, selfcommutated rectifiers serving a dc resistive load. These 19 rectifiers are comprised of 19 × 6 = 114 diodes, which were purposefully considered to increase simulation complexity and make the accuracy assessment more realistic. Figure 2 - Figure 7 show the voltage and current measurements at the three locations indicated by Figure 1 (measurements 1, 2, and 3). In all figures, the left-most column shows the voltage (a) and current (c) produced by Simulink (fixed-step discrete solver). The center column shows the voltage (b) and current (e) produced by CEMSolver, which uses root matching [13] [14] [15] integration, and parallelizes the simulation results using four partitions. (The speedup for the power system model in Figure 1 was 20x, but it is not the focus of this work.) The right-most columns in Figure 2 - Figure 7 show the absolute value of the instantaneous (pointby-point) difference in voltage and current labeled as subfigures (c) and current (f). point (voltage or current) produced by Simulink and x j the corresponding data point produced by CEMSolver. Although there are other approaches to show differences, such as averages, rms, or percent errors, the instantaneous difference approach was used for two reasons. First, it does not filter spikes, as do estimates based on moving windows. Second, the word error is avoided as it is not certain which result set is correct (Simulink's or CEMSolvers'). It is likely that neither result set is correct, as both can only approximate actual physical behavior.
III. SIMULATION RESULTS
The simulation time step used for the comparisons was Δt=1 µs and the stop time was t stop =25 ms. This time step value is somewhat short for electric power networks. However, anticipating higher-frequency silicon-carbide converters will require shorter time step than the usual Δt=50 µs, so the choice of Δt=1 µs seemed appropriate. Additionally, Δt =1 µs increases the accuracy of the results produced by Simulink's Tustin and backward Euelr integration methods. It is also understood that larger values of Δt can lead to diverging differences in results [16, 17] .
The following subsections discuss the results obtained at measurement locations 1, 2, and 3 shown in Figure 1 . The result sets compare the results produced by Simulink using the Tustin and backward Euler methods against the parallel results by CEMSolver using root matching integration.
A. Simulation1 (Fig. 2 and Fig. 3 ) Figure 2 (a) shows an initial distortion at the terminal voltage of the generator labeled GEN1. These oscillations are deemed numerical chatter, and appear often when using the Tustin (or trapezoidal rule) integration method in power networks with switches. Methods to mitigate these spurious oscillations are well understood [17] [18] [19] [20] , but based on this result, they may not be part of the current release of Simulink (2012a). The simulation results in Figure 2 were produced using Tustin integration. The same calculated results shown when using backward Euler integration in Simulink are shown in Figure 3 . Use of this third integration technique increases confidence in the parallel results produced by CEMSolver. Figure 3(f) . The difference in results is less pronounced than in Figure 2(f) . While the differences are reduced, they still exist. The differences are likely due to the integration method as the root-matching method represents more accurately the poles and zeros in the discrete frequency domain [14] than does the truncatedTaylor-series integration methods such as Tustin (or trapezoidal rule) and backward Euler. Sincethe absolute value of the instantaneous difference is small, it is said that there is a perceived agreement between the results in Figure 3 (indicated by thick bi-directional arrows). Fig. 4 and Fig. 5 ) Figure 4 shows the three-phase voltages and currents measured at the terminals of load M11 (zone E3 in Figure 1 ). The voltage waveforms in Figure 4 (a) and Figure 4 (b) show a distinction that is clearly visible. The distinction is produced by the intermittent oscillations produced by Simulink's Tustin integration method and does not dampen. Referring to the differences in voltage in Figure 4 (c), although these differences appear small, they reach ~40 V in all three phases. Moreover, the differences occur in steady state, which suggests that these differences will likely diverge under abrupt system changes (e.g., a system fault).
B. Simulation 2 (

Figure 4(d) and (e)
show the three-phase current entering M11, which are currents entering one of the nineteen sixpulse, self-commutated, three-phase rectifiers serving dc loads at 450×1.35 ≈ 600 V dc . (Load information was given in TABLE I.) There is a perceived agreement in the currents even though the voltages show clear distinctions. The instantaneous difference between the current is shown in Figure 4 (f), which disagrees by a few amps during diode commutations. The exact source of the difference is likely related to both the integration method (Tustin vs. root matching) and to how diodes are treated in Simulink vs. how they are treated in CEMSolver. In Simulink diodes are treated current sources. In CEMSolver, they are treated as piecewiselinear resistors. To reduce the impact of discretization method, the same result set was reproduced using the backward Euler integration method in Simulink and is shown in Figure 5 . Figure 4 were attributed to numerical chatter and switch model. The differences in Figure 5 appear to be related only to how the diodes are modeled.
Switch modeling is outside the scope of this work, but its impact includes piecewise linearization and how time interpolation is implemented in code. It is not clear how Simulink addresses time interpolation, but in the general sense, time interpolation [21] [22] [23] is a rollback routine used by time domain solvers to address states transitions between time step intervals. The differences related to switching in Figure 5 are likely to be caused by these two modeling aspects related to switching. Despite these modeling differences, the voltage and current waveforms shown in Figure 5 are in reasonable agreement. Fig. 6 and Fig. 7 ) Figure 6 shows the voltages measured on the secondary side of the transformer labeled T07 (450:120 V, Δ-Δ, 3 x 25-kVA single-phase units totaling a 75 kVA rating) when using the Tustin method. The voltages (120 V side) shown in Figure 6 (a) and Figure 6 (b) are in reasonable agreement, having differences of less than 1 V (Figure 6(c) ).
C. Simulation 3 (
It is also interesting to note that the absolute value of the instantaneous differences vary by measurement location. That is, Figure 2 (c) and Figure 4 (c) show differences much higher than Figure 6 (c) do. Referring to Figure 1 , there are hundreds of locations to place measurements; however, only three were selected. Ideally, comparisons would be made at every junction interconnecting two or more components (i.e., all switchboards, load centers, and places where two or more pieces of power apparatus interconnect). However, this would require adding too many three-phase voltage and current measurements in Simulink and would significantly increase simulation runtime-especially at Δt=1 µs. Thus, a ubiquitous comparison of results is an interesting academic exercise, but is impractical to exercise on a regular basis.
The transformer currents shown in Figure 6 (d) and Figure  6 (e) are in reasonable agreement, but differences exist as shown in Figure 6 (f). The differences relate to the transformer model itself and its load. The three-phase transformer models include winding series (RL) impedances and core magnetizing losses (parallel RL branch). The transformer load is a parallel RC branch drawing ≤ 75 kVA with a leading power factor (see TABLE I ). As deduced so far, everywhere there are RL or RC branch pairs, differences exist due to the difference in integration methods used by Simulink and CEMSolver. Despite these differences in integration methods, the results exhibit good agreement.
Finally, a comparison of the secondary-side transformer voltage and current is shown in Figure 7 . Both voltage and current are in reasonable agreement. The absolute value of the difference in Figure 7 (c) and (f) is about 2/3 of what they were in Figure 6 . This reduction in the point-by-point difference confirms the importance in comparing the parallel results against the two integration methods available in Simulink. If the differences reduce by changing integration method, it is clear the differences are due, at least in part, to the differences in integration methods rather than differences in modeling. In both Figure 6 and in Figure 7 , the results appear to be in reasonable agreement.
IV. CONCLUSIONS Two tiers are defined for the development of a parallel solver: speed and accuracy. Speed is at the forefront of research and the one most likely to receive attention first. Accuracy is an assumed byproduct of the former. However, confidence in the accuracy is fundamental to developing a solver and is equal in importance to speed. This work showed progress toward elevating confidence in the results produced in parallel by CEMSolver.
The Tustin integration method of Simulink makes the parallel results produced by CEMSolver appear to be in some disagreement. However, use of the backward Euler method in Simulink reduces the difference and so increases confidence in that the parallel results produced by CEMSolver are consistent with what can be achieved using Simulink.
The root matching method produces results with accuracy closer to the Tustin method in sinusoidal networks, but closer to the backward Euler method in switching networks. It is not clear which integration method is correct (Tustin, backward Euler, and root matching), but the consistent trends in the results provide confidence in the parallel results produced by CEMSolver.
Moreover, the reported level of agreement has been reached by this work despite key differences, including:
• Different development teams (private industry vs. academia),
• Different formulation methods (state-space vs. nodal),
• Different solution approach (unpartitioned vs. parallel),
• Different integration method (Tustin or backward Euler vs. root matching),
• Switch-model differences (current sources vs. piecewise linear), and
• Other differences not readily apparent (e.g., internal programming optimizations or inclusion of parasitic impedances to prevent numeric instability).
An important observation is that confidence is limited by the limited number of points of comparison within the model. The model considered herein is too large to use ubiquitous three-phase instantaneous voltage and current comparisons. The comparison locations in Figure 1 were chosen to highlight different circuit behaviors. Comparison point 1 was selected because differences at this location likely follow an aggregate trend. Comparison point 2 was selected to highlight the impact of switching transients. Comparison point 3 was selected behind a step down transformer to explore whether measurements were affected by magnetizing branches.
The three locations were arbitrarily selected and resulted in sufficient agreement in all cases. It is likely that other random comparison locations will lead to the same conclusion; however, a more deterministic approach would be to write a computer program to compare all data points at all buses in the power system model. Although highly desirable, this ideality is ambitious as run times would increase exponentially and would likely result in depleting local computer resources. That is, saving too much data at Δt = 1µs can require storing billions of data points, and it is not always plausible. 
