Abstract-Group-theoretic methods based on local symmetries are useful to construct invariant solutions of PDEs and to linearize nonlinear PDEs by invertible mappings. Local symmetries include point symmetries, contact symmetries and, more generally, Lie-Biicklund symmetries.
INTRODUCTION
Grouptheoretic methods based on local symmetries are useful to construct invariant solutions (similarity solutions) of PDEs (see [l--11] ), and to linearize nonlinear PDEs by invertible map pings [12, 13] . Local symmetries include point symmetries, contact symmetries and, more generally, Lie-Biicklund symmetries.
An obvious limitation in their utility for particular PDEs is the non-existence of local symmetries. A given system of PDEs with a conserved form can be embeddded in a related auxiliary system of PDEs. A local symmetry of the auxiliary system can yield a nonlocal symmetry (potential symmetry) of the given system [3,14-161. The existence of potential symmetries leads to the construction of corresponding invariant solutions as well as to the linearization of nonlinear PDEs by non-invertible mappings [3, 17] .
In this article, we review the uses of symmetries for finding invariant solutions and linearizations of nonlinear systems, as well as literature on the use of symbolic manipulation to construct symmetries. Then we consider the problem of algorithmically finding nonlocal symmetries of given systems of PDEs. Examples will include nonlinear diffusion, reaction-diffusion, and gas dynamics equations.
POINT SYMMETRIES AND THEIR USES
Consider a system of m PDEs R{z, u} given by the relations > =O, ~=1,2 ,..., m,
P-1)
with independent variables 2 = (21, $2,. . . , z,), dependent variables r~ = (ui, u2, . . . , u"); 24
denotes the set of coordinates corresponding to all jth order partial derivatives of u with respec. where F ' = F'(v,t) , F2 = F2(v,t) , F3 = F3(v,t) satisfy linear system (6.7). It is easy to check that the criteria of Theorems 2.1, 2.2 are satisfied and hence T{z,u,v,w} is linearizable by an invertible mapping. From the form of X2, we see that it projects to a point symmetry of &{z, v, w}; induces a contact symmetry of Ss{x, w}, a Lie-Bgcklund symmetry of SZ{Z, u, w} and a nonlocal symmetry of Rl{x, v}, R{z, u}, S{Z, u, v}. Hence Sl{x, v, w} and .93(x, w} . . , n; j = 1,2 ,.*., k).
A symmetry admitted by R{x,u} is a transformation which maps any solution of (2.1) into another solution of (2.1). Note that a symmetry transformation has no restriction to action on a particular set of coordinates.
A point symmetry admitted by R(x, u} is characterized by infinitesimal generators of the form (2.2) (summation over a repeated index is assumed throughout this article) corresponding to oneparameter (e) Lie groups of point transformations Substituting (2.3) into R{x, u}, one obtains a reduced system of m PDEs in n -1 independent variables. It is not necessary to solve explicitly (2.3) in order to accomplish this reduction (see [3, p. 1981) . In the case of a specific boundary value problem (BVP), this reduced system is useful for obtaining its solution, provided the boundary conditions are also invariant. In the case of a BVP for a nonlinear system of PDEs, invariance of boundary conditions means that both the boundary of the domain as well as all boundary conditions specified on the boundary must be separately invariant. (The restriction is much less severe for BVPs posed for linear systems. See [3, Section 4.41 for details on applications to BVPs.)
For each point symmetry admitted by R{x,u}, one can map any solution of (2.1) (provided it is not an invariant solution corresponding to (2.2)) into a one-parameter family of solutions of (2.1) (see [3, Section 4.2.21) .
If one knows all infinitesimal generators of point symmetries admitted by R{x, u} when m 2 2, (in the scalar case, m = 1, one must know all infinitesimal generators of admitted contact symmetries) one can determine whether or not R{x, u} can be linearized by an invertible mapping and construct such a mapping when it exists. This result follows from the following two theorems. for some nonhomogeneous term g(z).
The proofs of Theorems 2.1, 2.2 and extensions to the scalar case m = 1 are found in (3,131. An earlier version of these theorems is discussed in [12] .
DETERMINATION OF POINT SYMMETRIES
Point symmetries acting on the space of independent and dependent variables naturally extend to symmetry transformations acting on the space of independent and dependent variables and their derivatives to some fixed order by requiring the preservation of contact conditions (see [3, [5] [6] [7] [8] 101) . In terms of total derivative operators Di = -j$ i=1,2 )..., n, * the infinitesimal generator (2.2) extends to In recent years, the development of symbolic manipulation programs has made the use of group methods more accessible to non-specialists. Programs have been developed which set up the determining equations automatically and sometimes yield all point symmetries of a given R{x, u} automatically (see [I&21]). Kersten [22] has developed an interactive symbolic manipulation program which can significantly simplify and often solve the determining equations. Unfortunately these programs may not succeed when symmetry groups are nontrivial and usually will not handle the group classification program. Reid [23, 24] has developed a symbolic manipulation algorithm which automatically determines the dimension of the Lie algebra of infinitesimal generators admitted by R{z, u}, i.e., the number of linearly independent infinitesimal generators admitted by R{x, u}, without having to explicitly compute the generators themselves, when the dimension is finite. Moreover, Reid's algorithm is able to handle the group classification problem where one is interested in finding the point symmetries of a system R{x, u} containing an arbitrary (model) function. Here different forms of the model function yield different groups of point symmetries. Reid is able to find all splittings of the model function (each splitting corresponds to a specific DE satisfied by the model function) and dimensions of the resulting symmetry groups. Related work appears in Topunov [11, 25] .
Often the calculations for the group classification problem, even using Reid's algorithm, are too lengthy to go to completion. Recently, Lisle [26] has developed an algorithm to determine equivalent model functions, including how to find explicit equivalence transformations. Using ideas from differential geometry, Lisle is able to incorporate his group equivalence algorithm to Reid's algorithm and handle previously intractable group classification problems. For example, Lisle obtains the (highly nontrivial) group classification of the nonlinear diffusion-convection equation with arbitrary model functions for both diffusion and convection.
We conclude this section by giving all infinitesimal generators of admitted point symmetries for three examples (xi = x, 52 = t).
EXAMPLE 1. GROUP CLASSIFICATION FOR THE NONLINEAR DIFFUSION EQUATION.
Here R{x, u} is given by ut = (L(u))15 = (K(u)%),, Consider the reaction-diffusion equation Let u = (v, p, p) where o, p, and p, respectively, are velocity, pressure, and density functions for a fluid. Then the equations of one-dimensional planar gas dynamics are x,=$ Except for the symmetry X5 for the nonlinear diffusion equation with K(u) = ud4i3, the point symmetries for these three examples are 'Lobvious" since they can be seen by inspection.
SYMMETRY EXTENSIONS; NONLOCAL SYMMETRIES; POTENTIAL SYMMETRIES
In principle, from the definition of a symmetry transformation, every system of PDEs with topologically continuous solution sets admits symmetries. The problem is to find explicit symmetries and to be able to exploit them to determine something concrete about the system such as particular solutions, linearization, conservation laws, variational principles, equivalences, etc.
A first explicit generalization of point symmetry was due to Lie who showed that scalar PDEs could admit contact symmetries. Noether ['28] , in her celebrated paper on conservation laws, mentioned the possibility of using symmetries whose infinitesimal generators allowed (E, 7) to depend on derivatives of u to some finite order. (Generators of Lie's contact symmetries restricted dependence to first order derivatives of u.) Such symmetries are now commonly called Lie-Bticklund symmetries (higher symmetries) which are local symmetries, defined by infinitesimal generators of the form (4.1) They appear to have been first discovered for explicit PDEs by Anderson, Kumei, and Wulfman [29] . Except in the special case of contact symmetries, some important properties of point symmetries are not inherited by Lie-Backlund symmetries. In particular, Lie-Backlund symmetries cannot be integrated to global transformations by solving characteristic equations and in general cannot be used for linearizations. However, the existence of Lie-Backlund symmetries appears to be a characteristic property of the various evolutionary nonlinear scalar PDEs in two independent variables which exhibit soliton behaviour and are linearizable by an inverse scattering transform for particular initial data. Vinogradov [11, 30] gives informal explanations of 'why differential equations with more than two independent variables generally have no higher symmetries." For details on Lie-Backlund symmetries, see [3, 5, 6, 11] .
It turns out that PDEs can admit nonlocal symmetries whose infinitesimal generators are not of the form (4.1). A formal ad-hoc way to obtain such symmetries for some PDEs is to allow (6, n) to depend on integrals of u in some specific manner.
Krasil'shchik and Vinogradov [11, 31, 32] give criteria which must be satisfied by a class of nonlocal symmetries of R{z,u} when realized as local symmetries of a system of PDEs which "covers" R{z, u}. Their papers appear to exhibit no new examples. Akhatov, Gazizov, and Ibragimov [27] give nontrivial examples of nonlocal symmetries generated by heuristic procedures. Their paper is rich in examples. Exhibited calculations are sources of useful data for developing the following generalizations of our previous algorithms [3,14-161 to obtain nonlocal symmetries.
Suppose one of the PDEs of system R{z, u}, given by (2.1), in particular G" = 0, is a conserved form &fi (x,u,yq ,...> p) =o. Now, consider the relationship between the solutions of the systems R (x, u}, S(x, u, v}: If (u(x), v(x)) solves S{ x, u, v), then u(x) solves R{x, u}, since (4.2a,b) is an integrability condition for (4.3). If u(x) solves R{x, u}, then there is some v(x) such that (u(x),v(x)) solves S{x, 21,~). Clearly v(x) is not unique. Hence it follows that even though all solutions of R{x, u} can be found from knowledge of all solutions of S{x,u, v} and, conversely, all solutions of S{x, u, v} can be determined from knowledge of all solutions of R{x, u}, the relationship between R{x, u} and S{x, u, v} is non-invertible.
A symmetry of S{x, u, v} defines (induces) a symmetry of R{x, u}; conversely, any symmetry of R{x, u} determines a symmetry of S{x, u, v}. But, since the solutions of R{x, u} and S{x, u, v} are not in one-to-one correspondence, it follows that a point symmetry of S{x, u, v} could correspond to a nonlocal symmetry (potential symmetry) of R{x, u} and also that a point symmetry (or, more generally, a Lie-Backlund symmetry) of R{x,u} could yield a nonlocal symmetry of S{x, u, v) .
More generally, if (uil,ui2 ,..., uiQ,vj1,vj2 ,..., vi@) ,ii < is < ... < i, 5 m,ji < j2 < . . . < jp~n-1,a+p<m+n-1,solvesasubsystemofPDEsR{x,ui~,ui2,...,ui~,v~~,v~~,...,v~~}, arising from integrability conditions of S{x, u, v}, it follows that all solutions of any such subsystem yields all solutions of any other subsystem, as well as all solutions of R{x, u} = R{x, ul, u2, 'a', urn} and S{x, u,v} = R{x, ul, u2,. . . , urn, v1,v2,. . . ,vnml}. (Note that a subsystem itself could play the role of a given system of PDEs which has no conserved forms!)
Consequently all such subsystems of PDEs, R{x, u}, and S{x, u, v} have the same symmetries.
But a local symmetry of one subsystem could induce a nonlocal symmetry of another subsystem. Since local symmetries and, in particular, point symmetries yield invariant solutions, it follows that invariant solutions constructed for one subsystem can yield solutions of another subsystem which are not invariant solutions for any local symmetries admitted by the second subsystem. Nonlocal symmetries arising through this process as point symmetries of a related subsystem can be useful for solving BVPs, since any BVP posed for one subsystem can be posed as a BVP for all other related subsystems.
Suppose RI and Rz are distinct systems. Let Gi and Gz be their respective point symmetry groups. Then, the symmetries Gi U Gs (which do not necessarily form a group) represent a "symmetry covering" for both of the systems RI and Rs.
To simplify matters, we specialize to the case when m = 1, although later on in this article we will consider examples when m > 1. Let R = R{x,u}, S = S{x,u,v}. Then, RI = Rl{z,v} is a related subsystem provided integrability conditions of S{x, u, v} lead to a PDE satisfied by v(x). 
Suppose

FURTHER EXTENSIONS; TWO CONJECTURES
One can extend the process described in the previous section to determine "potentially" more nonlocal symmetries admitted by given systems of PDEs. Let v(l) = v, S(l) = S('){x, U, v(l)} = S{z, U, v}. Suppose one of the PDEs of S(l) can be replaced by an equivalent conserved form, leading to the introduction of n -1 more potential variables v(~) and another auxiliary system SC21 = S(2){x, u,v@),v(~)} of m + 2(n -1) PDEs with m + 2(n -1) dependent variables. Correspondingly, there may be more related subsystems of PDEs and further nonlocal symmetries, contact symmetries, and Lie-FGcklund symmetries could arise for R{x, u}, S{z, u, v} and previous subsystems.
Suppose we can continue this process to some auxiliary system S(N) = S(N){x, u, v(l), ~(~1,. . . , dN)}. At any given step, the union of point symmetry groups for all subsystems will not necessarily yield a group-in particular commutation relations may not exist connecting infinitesimal generators of point symmetries for different subsystems. However, all known calculations to date lead to the following two conjectures which, if correct, result in a "complete" algorithm for finding nonlocal symmetries through conserved forms. (1) ScN) has no conserved forms equivalent to one of its m + N(n -1) PDEs (An equivalent conserved form has the property that its replacement of one of the PDEs of a system leads to no change in the solution set of the system with such a replacement) or (2) StN) can be linearized by some invertible point transformation.
In particular, StN) has point symmetries which satisfy the criteria of Theorems 2.1, 2.2.
CONJECTURE 5.2.
The group of all symmetries of any point symmetries of ScN) yields, through projections, the groups of all point subsystem of ScN) including R{x, u}, S(l), St2), . . . , .
(In other words, one only needs to find the point symmetries of ScN) in order to determine all nonlocal symmetries of the various related subsystems obtained through the use of conserved forms.)
EXAMPLES
We now seek nonlocal symmetries for the three examples considered in Section 3.
EXAMPLE 1. NONLINEAR DIFFUSION EQUATION.
R{z, U} is given by the conserved form (3.3). Then, system S(i) = S{x, u, V} is given by
The conserved form (6.lb), with the introduction of potential w, yields system Sc2) = T(z, U, v, w} given by 21, = u,
The subsystem emanating from (6.la,b) is Ri{x, v} given by vt = (Uvz))z. R{x, u}, S{ x, 21, v}, RI{x, v}, Sl{x, v, w) , S2{X, f4 w), S3{X, w).
In ptiicul=, modulo scalings and translation in U, the group classification of T{s, U, v, w} is as follows:
(1) K(u) arbitrary:
XT=:, x;=g, x:=x& a 2+2w a +2k&+Vdv g&.
(All project to point symmetries for each subsystem.) (Xz projects to a point symmetry admitted by Si{x, v, w}, Ss{x, w}; Xz induces a nonlocal (potential) symmetry of R{x, u}, S{x, u, w}, a nonlocal symmetry of Rl{x, w}, and a Lie-Backlund symmetry of Sz{x, u, w} since v = w,.)
(XT projects to a point symmetry of S{x, u, u}, Rl{x, v}, Sl{x, w, w}; XT induces a nonlocal (potential) symmetry of R{x, u}, a Lie-Backlund symmetry of Sz{x, u, w}, and a Lie-Backlund symmetry equivalent to a contact symmetry of Ss{x, w}.) Prom the form of symmetry (6.7), it follows that it has the same symmetry properties for the various subsystems as XT. In addition, (6.7) satisfies the criteria of Theorems 2.1 and 2.2 for systems T{x, u, v, w}, S{x, u, v}, RI{x, v}, &{x, v, w} and the extension of these theorems to the contact symmetries admitted by Ss{x, w}. Hence, using Theorem 2.2, and its extension to scalar PDEs, one can construct invertible mappings which linearize these five systems and non-invertible mappings which linearize R{x, u}, Ss{x, u, w}. One can check that Conjecture 5.1 holds for R{x, u} with N = 2 (N = 1 when K(u) = um2 ) and that Conjecture 5.2 holds for all six subsystems related to SC21 = T{x, u, v, w}. (Note that if the original system had been R~{x,v}, then the only conserved form (6.3) would lead to the terminating potential system &{x, w,w}. Again, one can check that Conjectures 5.1, 5.2 hold for all forms of K(u) with N = l,S(') = Si{x,~,w}.
Here subsystems are R~{x,w},&{x,~}.)
EXAMPLE 2. REACTION-DIFFUSION EQUATION.
Here R{x, u} is given by (3.5). Correspondingly, we obtain systems S(r) = S{z, u, v}: -(x, u, v, w}: Wt = -(6.9) EXAMPLE 3. GAS DYNAMICS EQUATIONS. R{x, u} = R{ z, v, p, p} is represented by system (3.7a-c). Then conserved forms (3.7a,b) yield systems SC') = S{x, 'u,P, p, V}: In this case, if B(p,p) is arbitrary, not all possible subsystems yield systems of PDEs. The ones that do are:
Now suppose
Rl{x,~,p,W, R~{x,~,P,~}, Rs{z,p,V}, S { 1 z~u~P~v~W, Sz{X,P,P,P,W), S3{X,P,P,v,W), S4{z, 'u, P, K W), Ss{z,P,P, W), Ss{z, V,P, W), S, {z, p, v, W}, Ss{x, 21, p, W}, Sg{x, p, v Consequently, from the form of (6.17), and then using Theorems 2.1, 2.2, one can invertibly linearizesystemsT,S,R~,R2,Rs,S1,Ss,S4,S~,S9,S1o,SllwhereaSR,Sz,Ss,Ss,Ss,S12,S1srS14 are non-invertibly linearized. For example, from the form of (6.17) and then application of Theorem 2.2, one can show that Rz{x,p, o, V}, given by the system of PDEs 
