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Motivated by a recent experiment of J. Steinhauer, we reconsider the spectrum and the correlations
of the phonons spontaneously emitted in stationary transonic flows. The latter are described by
“waterfall” configurations which form a one-parameter family of stable flows. For parameters close
to their experimental values, in spite of high gradients near the sonic horizon, the spectrum is
accurately Planckian in the relevant frequency domain, where the temperature differs from the
relativistic prediction by less than 10%. We then study the density correlations across the horizon
and the non-separable character of the final state. We show that the relativistic expressions provide
accurate approximations when the initial temperature is not too high. We also show that the phases
of the scattering coefficients introduce a finite shift of the location of the correlations which was so
far overlooked. This shift is due to the asymmetry of the flow across the horizon, and persists in
the dispersion-less regime. Finally we show how the formation of the sonic horizon modifies both
local and non-local density correlations.
PACS numbers: 03.75.Kk, 04.62.+v, 04.70.Dy
I. INTRODUCTION
In a recent work [1], J. Steinhauer reported the observation of the spectrum and correlations of phonons emitted
in a flowing condensed atomic gas [2]. The flow was stationary to a good approximation. Importantly, its velocity
v(x) crossed the sound speed c(x), so that there was a sonic horizon [3]. On a qualitative level, the observations agree
rather well with the predictions one can draw from the analogy with black hole radiation [4]. First, on the subsonic
side, one expects to find a steady flux of phonons with a spectrum approximately thermal and with a temperature
fixed by the analog surface gravity, at least when the healing length is much smaller than the scale of the horizon
surface gravity [5–9]. Second, in spite of dispersive effects which radically modify the propagation near the horizon [6],
one expects that each of these quanta comes from a pair of entangled phonons, the partner carrying negative energy
and propagating on the other side of the sonic horizon, as is the case in relativistic settings [10–12]. Two important
features have been observed in [1]. On the one hand, near the sonic horizon, the background flow was observed to
be close to a “waterfall” solution [13] with a high Mach number in the supersonic region M+ ≈ 5. On the other
hand, the initial temperature was reported to be low enough so that the initial state can be considered to be the
incoming vacuum. Hence the phonons should be mainly emitted by spontaneous amplification of vacuum fluctuations,
rather than stimulated by pre-existing phonons (as is the case when working at higher temperatures). In fact, from
the observation of density-density correlations [14, 15], J. Steinhauer also reported that, for large frequencies, the
intensity of the correlations fulfills an inequality which implies that the final phonon state is non-separable, as is the
case when the spontaneous channel is the dominant one [16–21].
When working in vacuum and with background flows described by waterfall solutions, the spectral properties and
coherence of the emitted phonons can be determined numerically by solving the Bogoliubov-de Gennes equation In
this paper, we focus on the solution with a Mach number M+ = 5 in the supersonic region. To test the sensitivity
of the predictions, we also consider nearby flows with M+ = 5 (1± 0.25). Despite their high spatial gradients (which
are larger than the inverse healing length evaluated at the sonic horizon), we shall see that the spectrum accurately
follows the Planck law in the relevant low frequency domain. We also observe that the scattering coefficients involving
the co-propagating mode [9, 22] are about 10 times smaller than the coupling between the two counter-propagating
modes carrying opposite energy (encoding the analog Hawking effect [3, 5]). Hence, to a fairly good approximation,
the spectral properties can be accounted for by their relativistic expression. This stops to be true when the initial
temperature of the condensate is much higher than the Hawking temperature fixed by the surface gravity.
We then study the correlations between the phonons emitted on opposite sides of the sonic horizon. We find that
the norm and the phase of the Fourier components of the term encoding these correlations are also well approximated
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2by their relativistic expressions. Moreover, the weakness of the couplings to the co-propagating mode preserves the
non-separable character of the final phonons up to relatively high initial temperatures. Focusing on the phase of
the correlation term, we find that its dependence on the frequency induces a non trivial shift of the locus of the
correlations with respect to the expression of [14]. Interestingly, this shift persists in the dispersionless limit when
sending to zero the healing length. It originates from the large asymmetry of the background flow near the horizon.
The paper is organized as follows. In Section II, we first review the basic properties of waterfall solutions and the
calculation of the scattering coefficients of linear density perturbations. We then analyze the spectral properties of
the emitted phonons on waterfall flows with M+ ≈ 5. In Section III, we study the strength of the density correlations
of the pairs of phonons on the same flows. We conclude in Section IV. In Appendix A, to take into account the
3-dimensional nature of the flow, we study the waterfall solutions of the non-polynomial Schro¨dinger equation. We
show that the phonon spectrum hardly varies with respect to that obtained using the the Gross-Pitaevskii equation
(GPE). In Appendix B we report numerical results which indicate that local perturbations are expelled from the
near-horizon region. Appendix C and Appendix D are devoted to the study of various properties of the two-point
function in dispersionless settings, namely the time-dependent modifications induced by the formation of the horizon
in the former and the calculation of the above mentioned shift in asymmetrical flows in the latter. Finally, Appendix E
focuses on the phase of individual scattering coefficients.
II. SPONTANEOUS EMISSION OF PHONONS IN TRANSONIC FLOWS
A. Parametrization of the background flows
To describe the background flows, we consider a one-dimensional, dilute, weakly interacting atomic Bose-Einstein
condensate (BEC) with repulsive interactions [2]. In the mean field approximation, the condensed atoms are described
by a complex field ψ(t, x) which satisfies the Gross-Pitaevskii equation (GPE):
i~∂tψ = − ~
2
2m
∂2xψ + V (x)ψ + gψ
∗ψ2. (1)
Here V is the external potential and g the effective 1-dimensional two-body coupling, see Appendix A. We assume
that g is a constant and that V only contains the sharp potential drop engendering the sonic horizon. That is, we
neglect the gradients of the longitudinal shallow harmonic potential used in the experiment [1]. In this approximation,
V only depends on x in the frame at rest with respect to the sharp potential. Relaxing this approximation, one would
obtain a time-dependent inhomogeneous system, rather similar to that numerically studied in [23–25].
To reduce the number of parameters, it is useful to define the non-dimensional quantities x¯ ≡ x/X, t¯ ≡
t/T, ψ¯ (x¯, t¯) ≡ √Xψ(x, t), V¯ (x¯) ≡ (mX2/~2)V (x), and g¯ ≡ (mX/~2) g, where T = mX2/~. In the following
we will only work with these dimensionless quantities. In this system, the healing length ξ ≡ ~/√mgρ (where
ρ = ψ∗ψ is the mean atomic density) becomes ξ¯ = 1/
√
g¯ρ¯. As there is no ambiguity, from now on, we shall remove
the bars to avoid cumbersome notations. The GPE then becomes
i∂tψ = −1
2
∂2xψ + V (x)ψ + gψ
∗ψ2. (2)
We look for stationary solutions of the form
ψ(x, t) =
√
ρ(x) exp
(
i
∫ x
0
v(y)dy
)
, (3)
where ρ and v are two real-valued functions. (Note that a non-zero frequency can be absorbed by adding a constant to
V .) Plugging this ansatz into Eq. (2) and taking the imaginary part gives the conservation of the current ∂x (ρv) = 0.
Setting the scale X so that ρv = 1, the real part of Eq. (2) becomes
1
2
∂2x
(
ρ1/2
)
= V ρ1/2 + gρ3/2 +
1
2ρ3/2
. (4)
As a simple model of the sharp variation of the potential used in [1], we consider a step-like potential of the form
V (x) =
{
V− x < 0
V+ x > 0
, (5)
3where (V+, V−) ∈ R2. In what follows, the subscript ± denotes the sign of x. In general, integrating Eq. (4) over x
in a region of homogeneous potential gives the square of ∂xρ as a polynomial of degree 3. In our case we have two
polynomials: one defined on the positive half-line and one on the negative half-line. We now focus on “waterfall”
solutions [13]. Since these solutions are asymptotically uniform on both sides, the two integration constants must be
chosen so that each polynomial has a double root:
(∂xρ)
2
= 4g (ρ(x)− ρ1,±)2 (ρ(x)− ρ2,±) , (6)
where the constants ρ1,±, ρ2,± obey 2ρ1,± + ρ2,± = −2V±/g and ρ21,±ρ2,± = 1/g. ρ1,± is the asymptotic value of ρ
at x → ±∞, while ρ2,− is the density at the bottom of the (unique) stationary soliton solution in the left region.
A waterfall solution is obtained by matching a uniform configuration ρ = ρ1,+ for x > 0 with a half-soliton in the
region x < 0. This solution thus requires ρ2,− = ρ1,+. As a result, the solution is fully determined by the asymptotic
densities ρ1,− and ρ1,+.
At this point, it is useful to notice that the GPE is invariant under the rescaling
ψ → λψ, x→ λ2x, t→ λ4t, V → λ−4V, g → λ−6g, (7)
which preserves the condition J = 1. In the following, unless explicitly stated, the numerical values we will give
(explicitly or in plots) involve only quantities invariant under this rescaling. This allows us to work with a one-
dimensional set of waterfall solutions, which can be parametrized by the ratio ρ1,−/ρ1,+.
Introducing the Mach number M(x) ≡ v(x)/c(x) = 1/(gρ3(x))1/2, one gets M+ ≡ limx→∞M(x) = ρ1,−/ρ1,+ and
M− ≡ limx→−∞M(x) = M−1/2+ . Since the waterfall solution is supersonic for x→ +∞, this imposes ρ1,−/ρ1,+ > 1,
i.e., V− < −1.5gρ1,+. The other quantities can be expressed in terms of ρ1,− and ρ1,+, namely, g = ρ−11,+ρ−21,−,
ρ2,+ = ρ1,+M
2
+, V+ = −g (2ρ1,+ + ρ2,+) /2, V− = −g (2ρ1,− + ρ2,−) /2.
In brief, when working with a uniform g and a step-like V , up to an overall scale fixed by λ, there is a one-dimensional
series of inequivalent solutions parametrized by M+ > 1.
1 Explicitly, these solutions read
ρ(x)/ρ1,+ =
{
M+ + (1−M+) (cosh (σx))−2 x ≤ 0
1 x ≥ 0 , (8)
where σ =
√
M+ − 1/ξ+. In the upper plots of Fig. 1 we show the (non-dimensional) density profile and Mach number
for three nearby flows. The central blue curve corresponds to M+ = 5, close to its value in the experiment [1]. The
two others are obtained with relative changes of 25%, i.e., M+ = 6.25 (orange) and 3.75 (green). We shall use these
flows to illustrate the typical behavior of the scattering coefficients and their sensitivity to M+. It should be also
noticed that these flows are stable, and act as attractors in that localized perturbations propagate outwards from the
sonic horizon leaving the solution intact, see Appendix B. Their stability and the smallness of the non-polynomial
parameter (discussed in Appendix A) probably explain why the flow observed in Ref. [1] has a profile in rather good
agreement with that of Eq. (8), see Fig. 1b in [1]. 2
In the lower left plot of Fig. 1 we represent the gradient κ(x) = ∂x(v − c) for the following reason. If the analogy
with gravity is accurate [3, 5, 9], the spectrum of phonons emitted from the sonic horizon should closely follow the
Planck law with an effective temperature given (in units where the Boltzmann and Planck constants are equal to 1)
by TH = κH/2pi, where κH ≡ κ(xH) is the analog surface gravity and xH gives the location of the sonic horizon where
M(x) = 1. In the waterfall flows, it is given by [13]:
κH = 3
c+
ξ+
M
1/3
+
(
M
1/3
+ − 1
)3/2 (
M
1/3
+ + 1
)1/2
. (9)
It can be seen in the figure that κH is only ≈ 35% of the maximal value of κ(x). This is in sharp contrast with the
symmetrical flows considered in [9]. It implies that the deviations from the Planck spectrum will be larger than in
symmetrical flows with the same κH [26].
1 In physical terms, for a given type of atoms and when assuming that g does not vary with x, two independent parameters also
characterize these waterfall solutions. These can be taken to be the density ρ1,− (which is determined by the shallow longitudinal
harmonic potential and the total number of atoms) and the depth of the potential V+ − V−. Then, requiring that the solution be
stationary and asymptotically homogeneous on both sides fixes the value of the current J , and thus the relative velocity of the sharp
potential drop with respect to the harmonic potential used in [1].
2 The upstream and downstream values of the condensate velocity v and sound speed c reported in [1] seem to be incompatible with the
conservation of the atom flux. Indeed, the product c2v is constant for any stationary solution of the one-dimensional Gross-Pitaevskii
equation, while it varies by ∼ 20% when using the reported values. When taking into account the three-dimensional character of the
flow, c2v can vary, see Appendix A. However, in the experimental conditions, the modification associated with this refined description
is at most of the order of 10%, which is too small to explain the discrepancy. As a result the value of M+ obtained by using the
downstream values of v and c differs from that obtained with the upstream values and the hypothesis that the flow is described by a
waterfall solution.
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Figure 1. Plots of the rescaled atomic density ρ/ρ+ (top, left) and the Mach number (top, right) for three waterfall solutions
similar to that realized in [1]. The flow is from left to right and the subsonic region is on the left side. The asymptotic values of
the Mach numbers for the green (dotted), blue (continuous), and orange (dashed) curves are, respectively, M− ≈ 0.52, 0.45, 0.4
and M+ = 3.75, 5, 6.25. The unit of the horizontal axis is ξ+,5, the healing length in the supersonic region for the flow with the
central value M+ = 5 (blue curves). The plots are shifted so that the sonic horizon M = 1 (marked by an horizontal red dashed
line the upper right panel) is at x = 0. The bottom left plot shows the profile of the adimensionalized gradient κ(x)ξ+,5/c+,5,
where c+,5 is the asymptotic downstream sound velocity for the flow with M+ = 5. One clearly sees that κ(x) identically
vanishes on the right of the potential barrier located near x/ξ+,5 = 0.4. When evaluated at x = 0, κ gives the surface gravity
κH of Eq. (9). As functions of M+, the bottom right plot shows the Hawking temperature TH = κH/2pi adimensionalized by
ξH/cH (blue, continuous), ξ+/c+ (green, dotted), ξ−/c− (orange, dashed), and ξ−,5/c−,5 (red, dot-dashed), for ρ+ = 1. The
first three values increase with M+, unlike the last one which is not monotonic.
It should also be noticed that κH ≈ 5.1 c+,5/ξ+,5, where c+,5 and ξ+,5 are the asymptotic downstream sound velocity
and healing length for the flow with M+ = 5. By comparison, the dispersive frequency evaluated at the horizon for
the same flow is c(xH)/ξ(xH) ≈ 2.9 c+,5/ξ+,5. Hence κHξH/cH ≈ 1.7. Since this ratio is larger than unity, one could
a priori expect that the relativistic expressions will not provide an accurate description of the emission spectrum.
However, we shall see that this is not the case. The validity of the relativistic expressions comes from the fact that
the flows we consider are deeply supersonic since M+ ∼ 5, see below and [27].
We finally notice that the values of κHξ+,5/c+,5 for the three represented flows characterized by M+ = 3.75, 5, and
6.25 are 5.5, 5.1, and 4.6, respectively. Contrary to what could be expected, κH is larger for the flows with smaller
M+. To further study the variations of TH with M+ in the unit of various dispersive scales, on the lower right plot of
Fig. 1, we represent TH multiplied by ξH/cH , ξ+/c+, ξ−/c−, and ξ−,5/c−,5. The first three products go to zero like
(M+ − 1)3/2 /
(√
6pi
)
when M+ → 1. When M+ →∞, they behave differently: ξHTH/cH ∼ 3M1/3+ /(2pi), ξ−TH/c− ∼
3/(2pi), and ξ+TH/c+ ∼ 3M+/(2pi). Interestingly, when divided by a fixed frequency, e.g., c−,5/ξ−,5, TH is a non-
monotonic function of M+, the maximum being reached for M+ = 3.17. It behaves as THξ−,5/c−,5∼
√
2/3(M+−1)3/2
for M+ → 1 and THξ−,5/c−,5∼ 3M−1+ for M+ →∞.
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Figure 2. Plot of the dispersion relation in homogeneous subsonic (left) and supersonic (right) flows. The horizontal, dashed,
black line corresponds to a fixed frequency. The continuous curves correspond to positive values of Ω = ω− vk and the dashed
ones to negative values of Ω. One notices that the two extra roots on the right of the right plot have Ω < 0. As explained in
the text, they describe phonons carrying a negative energy in the frame where the potential V is stationary. These two extra
roots become complex when ω reaches the critical frequency ωmax of Eq. (18), which is here indicated by a dotted line.
B. Spontaneous emission of phonons, generalities
To describe the propagation of linear density fluctuations in the above flows, we use quantum mechanical settings [2].
We follow [9] where more details can be found. It is convenient to write the atomic field operator as
ψˆ(x, t) = ψ0(x, t)
(
1 + φˆ(x, t)
)
, (10)
where ψ0 is a known stationary solution of Eq. (2) with mean density ρ(x) and velocity v(x). To first order in φˆ, one
obtains the Bogoliubov-de Gennes (BdG) equation, which here reads:
i (∂t + v(x)∂x) φˆ = − 1
2ρ(x)
∂x
[
ρ(x)∂xφˆ
]
+ gρ(x)
(
φˆ+ φˆ†
)
. (11)
Since the background flow is stationary, we look for stationary solutions of the form
φˆω(t, x) = e
−iωtφω(x) aˆω +
(
e−iωtϕω(x) aˆω
)†
. (12)
The operators aˆω and aˆ
†
ω destroy and create a phonon of frequency ω, and obey the usual bosonic commutation
relations. This particular form of the decomposition of the field operator follows from the antilinear term in Eq. (11).
It can be easily shown that the stationary c-number mode doublet (φω(x), ϕω(x)) obeys(
(ω + iv∂x)− 1
2ρ
∂xρ∂x − c2
)
φω = c
2ϕω,
−
(
(ω + iv∂x) +
1
2ρ
∂xρ∂x + c
2
)
ϕω = c
2φω. (13)
Introducing the notation W1 = (φ1, ϕ1) and W2 = (φ2, ϕ2), the inner product reads
(W1|W2) ≡
∫ +∞
−∞
dx ρ(x) (φ∗1φ2 − ϕ∗1ϕ2) . (14)
One verifies that it is conserved in time for any pair of solutions of Eq. (11). We call (W1|W1) the norm of the solution
represented by the doublet W1.
In the asymptotic regions where v and ρ are uniform, any solution of Eq. (13) can be written as a superposition of
plane wave doublets Wω,k(t, x) = (Uk, Vk) exp (−iωt+ ikx), where ω and k are related by the dispersion relation
Ω2 = (ω − vk)2 = gρk2 + k
4
4
. (15)
6Here Ω ≡ ω − vk is the angular frequency in the rest frame of the condensed atoms. This dispersion relation is
represented graphically in Fig. 2. In the following we consider only the case ω > 0. Then, for Ω > 0, Uk and Vk are
related by Vk = D(k, ρ)Uk, where
D(k, ρ) =
√
gρk2 + k4/4
gρ
−
(
k2
2gρ
+ 1
)
. (16)
When Uk and Vk satisfy the usual relation |Uk|2 − |Vk|2 = 1, the doublets Wω,k obey
(Wω,k|Wω′,k′) = 2piρ δ(k − k′). (17)
For Ω < 0, the solutions of Eq. (13) are doublets W¯ω,k obtained by exchanging the two components of those with Ω > 0
and taking their complex conjugate. When working with i∂t = ω > 0, these doublets are thus given by W¯−ω,−k(t, x) ≡
(V ∗k , U
∗
k ) exp (−iωt+ ikx). Importantly, they have a negative norm:
(
W¯ω,k|W¯ω′,k′
)
= − (Wω,k|Wω′,k′). The phonons
described by W−ω,−k carry a negative energy equal to −ω (in units where ~ = 1).
We now study separately subsonic and supersonic flows to identify the number of independent solutions. In a
subsonic flow, i.e., 0 < v < c, there are two real roots in k for ω > 0:
• kuω is counter-propagating (its group velocity is negative in the rest frame of the condensate) and left-moving in
the frame of V (x) of Eq. (1);
• kv,bω is co-propagating and right-moving.
The corresponding modes are described by positive-norm doublets Wω,k. There are also two complex roots with equal
and opposite imaginary parts. A superscript b has been added to the co-propagating root in order to distinguish it
from the root kv,pω found in a supersonic flow.
In a supersonic flow parametrized by M+ > 1, there is a critical frequency given by [9]
ωmax =
c+
ξ+
√
M+ +
√
M2+ + 8
 2(M2+ − 1)
3M+ +
√
M2+ + 8
3/2 . (18)
When ω crosses ωmax by increasing values, the two largest roots merge and become complex. For 0 < ω < ωmax, the
four roots kω are real. From left to right in the right panel of Fig. 2, they are
• kdω is counter-propagating and left-moving;
• kv,pω is co-propagating and right-moving;
• −ku−ω is counter-propagating and right-moving;
• −kd−ω is counter-propagating and left-moving.
The superscript “d” on the first and last roots indicates that they are dispersive, i.e., that they do not vanish in the
limit ω → 0. The minus signs in front of the last two roots indicate that the corresponding modes are negative-norm
doublets W¯−ω,−k(t, x) describing negative-energy phonons. These two roots merge when ω reaches ωmax.
When considering transonic stationary flows which interpolate from a subsonic to a supersonic region, these asymp-
totic modes will be mixed by the scattering on the region where ρ and v depend on x. Then three globally defined
and linearly independent doublets are found for ω < ωmax. Three of the above roots, namely k
d
ω,−kd−ω, and kv,bω ,
characterize the 3 incoming modes, each of which containing asymptotically only one wave with a group velocity ori-
ented towards the horizon, see Fig. 3. The three other roots characterize the 3 outgoing modes, which each contains
only one asymptotic wave with a group velocity oriented away from the horizon. Following [9], we write the 3 × 3
matrix relating these two mode bases as φ
d,in
ω(
ϕd,in−ω
)∗
φv,inω
 =
αω β−ω A˜ωβ∗ω α∗−ω B˜∗ω
Aω Bω α
v
ω
 φuω(ϕu−ω)∗
φvω
 (19)
where the superscripts on the modes have the same meaning as those of the wave vectors. To avoid any ambiguity,
we labeled the in modes by the superscript “in”. For the out modes instead, the superscript “out” is implicit. In each
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Figure 3. Space-time diagram of the characteristics associated with the three types of stationary modes propagating in the
transonic waterfall flow (from left to right) of Fig. 1 with M+ = 5. The sonic horizon is located at x = 0, and the characteristics
are computed for ω = 2.5 c+/ξ+. As explained in [6, 28], they obey Eq. (15) treated as a Hamilton-Jacobi equation. The initial
(final) asymptotic values of their wave vectors are given by the corresponding roots, indicated in the Figure at early (late) time.
The arrows give the orientation of the group velocity in the rest frame of the potential V (x). The dispersive roots kdω,−kd−ω
and the co-propagating one kv,bω characterize the three incoming modes.
basis, the 3 globally-defined doublets W aω (x) = (φ
a
ω(x), ϕ
a
ω(x)) are orthogonal to each others and have a positive unit
norm (
W aω |W bω′
)
= δab δ(ω − ω′). (20)
This normalisation differs from that of Eq. (17) because we here exploit the stationarity of the flow (since the
homogeneity is broken near the sonic horizon). Because of the negative energy phonons described by doublets of
the form W¯−ω = (ϕ∗−ω, φ
∗
−ω) in Eq. (19), the 3 × 3 matrix is an element of U(1, 2). As a result, for instance, the
coefficients of the first line obey
|αω|2 − |β−ω|2 + |A˜ω|2 = 1. (21)
For more details about these relations, we refer to [18]. The two sets of modes are orthonormal and complete. Using
for instance the out set, the Fourier component of the field operator with ω > 0 thus reads
φˆω(x) = aˆ
u
ωφ
u
ω(x) + aˆ
v
ωφ
v
ω(x) + aˆ
u†
−ω
(
ϕu−ω(x)
)∗
. (22)
The three operators aˆuω, aˆ
v
ω, and aˆ
u
−ω destroy respectively an outgoing phonon with wave vector k
u
ω, k
v,p
ω , and k
u
−ω.
When starting from the initial vacuum state, the mean numbers of outgoing phonons spontaneously emitted by the
scattering on the flow are
nuω = |βω|2 , nvω = |B˜ω|2. (23)
For negative-energy phonons, by energy conservation, we have nu−ω = n
u
ω + n
v
ω.
C. Spectral properties in waterfall background flows
To obtain the scattering coefficients in the three waterfall solutions of Fig. 1, we numerically integrated Eq. (13)
following a procedure similar to that of [9], here implemented in Mathematica [29]. We first consider the energy
spectrum ω = ω |βω|2 of positive energy u-phonons. On the left plot of Fig. 4, for the three flows of Fig. 1, as
a function of ω/ωmax (where ωmax is the corresponding value of the critical frequency of Eq. (18)), we represent
ω/TH, 5 where TH, 5 is the Hawking temperature of the central flow with M+ = 5. We see that the three energy
spectra are quite similar. We also see that they closely follow the (adimensional) Planck spectrum 
TH, 5
ω /TH, 5 =
(ω/TH, 5)/(exp (ω/TH, 5) − 1) evaluated for the central flow with M+ = 5. In fact, for this flow the maximum
value of the difference
∣∣∣(ω − TH, 5ω )/TH, 5∣∣∣ is less than 9%. We also see that ω becomes larger than TH, 5ω for
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Figure 4. On the left panel, we show the adimensionalized energy spectrum ω/TH, 5 of the outgoing phonons spontaneously
emitted by the scattering on the three flows of Fig. 1, where TH, 5 = κH, 5/2pi is the Hawking temperature for the flow with the
central value of M+ = 5. The black dashed line shows the adimensionalized Planck energy spectrum evaluated for this flow.
On the right panel, we show Teff(ω) in units of the corresponding value of TH(M+) for the same three flows. One clearly sees
that Teff(ω) becomes significantly larger than TH , but this occurs in a domain where ω is very small. Teff(ω) abruptly drops
to zero when ω reaches ωmax.
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Figure 5. Plots of the squared absolute values of the coefficients of Eq. (19) for the “waterfall” solution with M+ = 5. The left
panel shows the coefficients of the first line as well as
∣∣∣B˜2ω∣∣∣ and the Planck distribution with temperature TH, 5 (dashed line), all
multiplied by ω/TH, 5. The right panel shows the coefficients involving the incoming co-propagating v-mode and the difference
(
∣∣β2−ω∣∣− ∣∣β2ω∣∣)ω/TH, 5. The smallness of these quantities reveals the weakness of the coupling between the v-mode and the two
u-modes.
ω & 0.2ωmax ≈ 3TH , something which indicates that Teff(ω), the effective temperature of Eq. (24), should grow with
ω.
To study more closely the Planckianity of the spectrum, on the right plot of Fig. 4, we represent Teff(ω)/TH for the
same flows, where the effective temperature Teff is defined by
|βω|2 = 1
exp (ω/Teff(ω))− 1 . (24)
In the limit ω → 0, for each of the three flows, Teff goes to a value close to the corresponding TH , with a difference of
the order of 10%. Moreover, the slope dTeff/dω evaluated near ω = TH is smaller than 0.05. Yet, relative deviations
become large when increasing ω (reaching a maximum of ∼ 70%). But these occur only for large values of ω/TH
where the energy spectrum is very small. For instance, when Teff differs from TH by 20%, ω/TH is less than 8%.
Although THξH/cH ≈ 1.7 as discussed above, the values of TH/ωmax for the three flows we consider are 0.062, 0.069,
and 0.080. It is the smallness of this ratio which guarantees that the deviations from the Planck spectrum with a
temperature κH/2pi are, in effect, so small [9, 27].
To pursue the analysis of the scattering, it is instructive to study the other coefficients of Eq. (19). Here we only
consider the flow with M+ = 5. It is then appropriate to separate the coefficients whose norm squared diverges like
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Figure 6. Left panel: As functions of the supersonic Mach number M+, we show the limit ω → 0 of Teff of Eq. (24) (green,
continuous), the Hawking temperature TH (blue, dashed), and Tstep obtained with the density profile of Eq. (25) (orange,
dotted), all adimensionalized by multiplication by the dispersive time-scale ξH/cH . Right panel: Ratio of
∣∣∣B˜2ω=0/β2ω=0∣∣∣ for
the waterfall (green, continuous) and for the “step-like” (orange, dotted) profiles. The very close agreement indicates that, for
ω → 0, the ratio
∣∣∣B˜2ω/β2ω∣∣∣ only depends on the asymptotic values of v and c.
1/ω for ω → 0, from those which remain regular in this limit. (One can verify that the first ones involve one of the two
counter-propagating dispersive incoming waves.) On the left plot of Fig. 5, we show the absolute values of the squared
scattering coefficients of the first line of Eq. (19) and that of
∣∣∣B˜2ω∣∣∣. Besides the Planckianity already discussed, we
learn here that for all ω,
∣∣∣A˜2ω∣∣∣ and ∣∣∣B˜2ω∣∣∣ both remain approximately 6 times smaller than ∣∣α2ω∣∣. The co-propagating
v-mode is thus relatively weakly coupled to the two u-modes. This is confirmed by the right plot of Fig. 5, where we
show the absolute values of the squared coefficients of the third line involving the v-mode. We see that
∣∣A2ω∣∣ and ∣∣B2ω∣∣
are smaller than 0.06 for all values of ω. The weakness of the coupling of the v-mode also explains why |β−ω| remains
close to |βω|, as can be seen by the red curve in the right panel. Indeed, the difference
∣∣β2−ω∣∣− ∣∣β2ω∣∣ can be shown to
be equal to
∣∣∣B˜2ω∣∣∣ for ω  TH [9].
To complete the analysis, we study in Fig. 6 two key properties characterizing the spectrum for the entire series of
waterfall solutions. On the left plot, as functions of M+, we represent the low frequency effective temperature Teff and
TH , both adimensionalized by cH/ξH . For all values of M+, we see that Teff/TH remains in the interval [0.75, 1.25],
thereby indicating that the low-frequency effective temperature is always well approximated by TH = κH/2pi.
To estimate the largest value of the effective temperature one can obtain for a monotonic flow given the asymp-
totic values of v and c on both sides, we also represent Tstep, the low frequency effective temperature for the flow
characterized by the density
ρstep(x)
ρ+
=
1 +M+
2
+
1−M+
2
tanh
(x
σ
)
. (25)
In our simulations, we took σ = ξ−/8 (decreasing σ does not significantly modify the results.) 3 For all values of M+,
we observe that Tstep is larger than Teff by a factor close to 2. The temperature observed in [1] is (Teffξ−/c−)obs ≈ 0.36.
This is larger than Tstepξ−/c− ≈ 0.29 obtained for the flow with M = 5 and Tstepξ−/c− ≈ 0.25 obtained for M = 4,
which is close to the value reported in the published version of [1]. We currently have no explanation for this excess.
(It could be related to the uncertainties in the precise values of the flow properties, see footnote 2, which could affect
the estimation of ξ−/c−. It could also be partially due to the difficulty of measuring the temperature with accuracy
by considering the density fluctuations in a rather small domain in the subsonic flow.)
3 Notice that the expressions in Appendix B of [27] for the spectrum in the sharp profile limit cannot be used here, as Eq. (B13) of that
reference requires that log (v(x)/vH) be symmetric with respect to xH in the step-like limit, while the waterfall solutions become very
asymmetric for M+  1. However, Tstep should be computable using the same techniques, modifying Eq. (B13) to account for the flow
asymmetry.
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On the right plot of Fig. 6, as functions of M+, we represent the zero-frequency limit of the ratio
∣∣∣B˜2ω∣∣∣ / ∣∣β2ω∣∣ for
the waterfall solution and the step-like profile of Eq. (25). This quantity characterizes the relative importance of the
u − v pair creation channel with respect to the standard one involving the two u-modes. Since
∣∣∣B˜2ω∣∣∣ and ∣∣β2ω∣∣ both
diverge as 1/ω for ω → 0, their ratio is a constant at low frequency. We observe that it is roughly linear in M+ − 1
and becomes important for large values of M+. We also observe that the curves are almost identical which means
that this ratio only depends on the asymptotic values of v and c.
In brief, for the flows here considered and when working in the initial vacuum state, nuω, the mean occupation
number of outgoing positive frequency phonons, closely follows the relativistic expression in the relevant frequency
domain ω/TH . 1, both in the Planckian character of the spectrum and in the value of the effective temperature.
The spectrum of negative energy phonons, nu−ω = n
u
ω + n
v
ω, which includes the spontaneous production pairs of u− v
of phonons, is larger than nuω by ≈ 15% at low frequency when M+ = 5.
III. THE TWO-POINT CORRELATION FUNCTION
A. Generalities
Following Refs. [14, 15], J. Steinhauher measured the density-density correlation function at a given time after
the formation of the sonic horizon. In the body of the text we only consider the stationary regime, whereas in
Appendix C 2 we study the time-dependent case in a simplified dispersionless model. To be close to the expression
used in [1], we study the adimensional two-point function
G2(x, x
′) =
√
ξ+ξ−
ρ+ρ−
〈δρ(x)δρ(x′)〉. (26)
The prefactor has two effects. First, it obviously adimensionalizes the density fluctuations. More importantly,
when working with a given phonon state, e.g., the vacuum, G2 is invariant under the rescaling of Eq. (7), unlike
〈δρ(x)δρ(x′)〉/(ρ(x)ρ(x′)). 4 Because of the stationary of the system, the correlation function can be written as a
single integral over ω: G2(x, x
′) =
∫∞
−∞ dωGω(x, x
′), see Secs. IV.D and IV.F of [9]. We briefly review the main
points of that analysis.
When considering density fluctuations, since Eq. (10) gives δρˆ(t, x)/ρ(x) = φˆ(t, x) + φˆ(t, x)†, it is appropriate to
introduce the modes χaω = φ
a
ω + ϕ
a
ω, as χ
a
ω is the only combination which enters Gω(x, x
′). We now assume that the
temperature is sufficiently low that the initial state is well approximated by the vacuum, as seems to be the case in
the experiment of [1]. In this case, Gω(x, x
′) can be written in terms of the negative frequency modes only. For ω > 0,
one gets
Gvacω (x, x
′) =
√
ξ+ξ−
ρ+ρ−
ρ(x)ρ(x′)
(
χin,u−ω (x)
)∗
χin,u−ω (x
′) . (27)
This expression can be straightforwardly generalized to account for initial states which are incoherent, i.e., fully
described by the mean occupation numbers n¯in,uω , n¯
in,v
ω , and n¯
in,u
−ω of the three types of incoming phonons, see [9].
When x < 0 and x′ > 0 are taken sufficiently far away from the horizon in the sub- and supersonic homogeneous
regions, the in-modes χin,u−ω are superpositions of 4 asymptotic modes χ
a,as
ω : the outgoing mode χ
u,as
ω on the sub
sonic side, and three modes in the supersonic side (the incoming one, and two outgoing ones), see Fig. 3. When the
initial state is incoherent, only the three outgoing modes interfere constructively when integrating over ω to obtain
G2(x, x
′). 5 Explicitly they are given by
χu,asω (x < 0) = S
u
−(ω) e
ikuωx, (28)
χu,as−ω (x
′ > 0) = Su+(−ω) eik
u
−ωx
′
,
χv,asω (x
′ > 0) = Sv+(ω) e
ikv,pω x
′
,
4 The invariance of G2(x, x′) under Eq. (7) can be verified by using Eq. (29) which shows that 〈δρ(x)δρ(x′)〉 scales like ρ/ξ.
5 It should be noticed that this is not the case when working in momentum space with G2(k, k′). Indeed, in that case, even when the
initial state is vacuum, the fluctuations of the incoming mode with frequency ω constructively interfere with those of both outgoing
modes with the same frequency. These in − out interferences have been observed in a water tank experiment [30] in the stimulated
regime.
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Figure 7. We represent the absolute value of the spontaneous correlation terms Aω (blue) and Bω (orange) defined in Eq. (31),
calculated for the waterfall solution with M+ = 5, and adimensionalized by c−ρ−, so as to get a result invariance under a
rescaling of λ, see footnote 4. The dotted (red) line shows |Bω| when the initial state of the co-propagating v-modes is a
thermal state with an initial temperature Tin = 10TH . The black, dashed curve shows the relativistic limit for Bω given in
Eq. (32).
where Sa±(ω) is the structure factor evaluated on the right (+) or left (-) asymptotic side. With our normalization
conventions, it is given by
Sa±(ω) =
Uka,±ω + Vka,±ω√
2piρ±
∣∣∣∣dka,±ωdω
∣∣∣∣1/2 , (29)
where Uk and Vk are the usual coefficients obeying |Uk|2 − |Vk|2 = 1 and Vka,±ω = D(ka,±ω , ρ±)Uka,±ω , see Eq. (16).
Importantly, the three outgoing modes have a vanishing wave number in the limit ω → 0. The correlation pattern
is thus a low-wavenumber one which could be well described in dispersionless settings. This is unlike what is found
when considering white hole flows [31, 32].
Keeping only the above outgoing modes, for ω > 0, one obtains:
1√
ξ+ξ−ρ+ρ−
Gvacω (x, x
′) = eik
u
ωx ×
(
Aω e−ik
v, p
ω x
′
+ Bω eik
u
−ωx
′)
. (30)
(Including the prefactor of the left-hand side in the coefficients Aω,Bω would multiply their norm by
√
ξ+ξ−ρ+ρ−,
which is close to 25 for the flow with M+ = 5 and for ρ+ equal to the value reported in [1].) Using Eqs. (27, 29) and
the second line of Eq. (19), one finds
Aω = Su−(ω)Sv+(ω)β∗ωB˜ω,
Bω = Su−(ω)Su+(−ω)β∗ωα−ω. (31)
The first accounts for the correlations between v-phonons and positive energy u-phonons, while the second accounts
for correlations between u-phonons of opposite energies, see [18] for more details.
B. Strength of correlations and their dispersionless pattern
As can be seen in Fig. 7, for the flow with M+ = 5, |Aω| is smaller than |Bω| by a factor ≈ 5. It should be noticed
that the ratio |Aω| / |Bω| significantly varies with M+, but remains smaller than 1 for the flows we are considering.
For instance, for the three flows of Fig. 1, its limit ω → 0 is close to 0.13 for M+ = 3.75, 0.19 for M+ = 5, and 0.24
for M+ = 6.25. (This dependence is corroborated by the curves shown on the right plot of Fig. 6.) Neglecting the vu
correlations weighted by |Aω| is thus a fairly good approximation.
In preparation for the subsequent analysis, in Fig. 7 we have also represented by a dotted line the strength of the
uu correlations when the initial state of the co-propagating incoming v-modes is a thermal state with temperature
Tin = 10TH in the fluid frame. (To get this result, we used the complete expression of the uu-correlation which
includes the stimulated processes, see Eq.(50) in [9].) We see that increasing significantly the initial temperature of
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Figure 8. Left: We show the profile of Grel2 (x, x
′) of Eq. (33) evaluated along a line orthogonal to the locus of its minima
and located far from the horizon. x′′ is a coordinate along this line, defined by x′′ = 0 when G2 reaches its minimum and
|dx′′| = √dx2 + dx′2. The three curves show the correlation profile for the waterfall solutions with M+ = 3.75 (green, dashed),
5 (blue, continuous), and 6.25 (orange, dotted) considered in Fig. 1. Right: We show Grel2 (x, x
′) of Eq. (C6) as a function of x
and x′ for the waterfall solution with M+ = 5. The dashed segment indicates the domain used to represent the correlations on
the left panel. The broad oblique white band centered along x = x′ corresponds to values of G2 outside the range represented
in colors.
v-modes only slightly decreases Bω for low frequencies. We also see that the strength of correlations remains largest
at low frequency.
It should be also noticed that |Bω| closely follows the corresponding relativistic expression,
Brelat.ω =
eω/(2TH)
eω/TH − 1e
i arg (αrelat.ω /β
relat.
−ω ) ω
√
ξ+ξ−/ρ+ρ−
4pi |v+ − c+| |v− − c−| , (32)
which is indicated by a dashed line. The first factor comes from the fact that |βrelat.ω |2 (exactly) follows the Planck
law with temperature TH = κH/2pi in the present settings where there is no coupling between the v-mode and
the two u-modes. The phase plays no role here and shall be studied below. The normalization comes from taking
the dispersionless limit (ξ± → 0) of the structure factors of Eq. (29). To obtain this expression, we used the low
wavenumber behaviors Uk + Vk ≈ (k/2c)1/2 and k ≈ ω(c− v), both valid when ξk → 0.
Having shown that the vacuum relativistic expressions give reliable approximations at fixed ω, it is instructive to
integrate them over ω to get the dispersionless limit of the equal-time correlation function of Eq. (26). When x and
x′ are sufficiently far away from the horizon such that ρ, v and c have reached their asymptotic values ρ±, v± and
c±, one obtains unambiguous expressions.
For points on opposite sides of the horizon xx′ < 0 with x < 0, one gets, see [14]:
Grel2 (x, x
′) ≈ −piT
2
Hξ+ξ−
4 |v+ − c+| |v− − c−| cosh2 (piTH (uL(x)− uR(x′)))
, (33)
where uR/L(x) give the values (at a given common time) of the outgoing null lightlike coordinate on each side of the
horizon, see Eq. (C8). To make contact with Ref. [1], we study the behavior of this function in the three waterfall
solutions considered in Fig. 1. In the left panel of Fig. 8, we show the corresponding profiles of Grel2 (x, x
′) evaluated
along a segment orthogonal to the locus of the minima. (The segment is represented by a dashed line on the right
panel.) Using
√
ξ+ξ− as a unit of distance along this segment, we see that the width of the hollow hardly varies for
these values of M+. We also notice that it is about twice as large as the value reported in [1], while the depth of the
hollow is only half that reported in the experiment. These results are qualitatively consistent with the fact that the
effective temperature of the flow with M+ = 4 is significantly smaller than the measured one, see the discussion below
Eq. (25).
It is also interesting to study the angle θ between the horizontal and the line of maxima of the correlations in the
domain x < 0, x′ > 0. It is given by
θ = arctan ((c+ − v+)/(c− − v−)) + pi (34)
= pi − arctan
(
1 +M
1/2
+
)
.
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Figure 9. Plot of the quantity Dω of Eq. (36) computed for the waterfall solution with M+ = 5, and adimensionalized by c2−ρ2−.
On the left panel, the blue continuous line gives the numerical value predicted by the Bogoliubov-de Gennes equation, while
the black, dashed line shows its relativistic limit given in Eq. (37). The dotted orange line shows the maximum value of Dω of
Eq. (38). On the right panel, we show how Dω varies when assuming that the co-propagating incoming v-modes have an initial
temperature Tin. Curves are shown for Tin/TH = 10
−6 (blue), 3 (orange), and 10 (green).
For the three values of M+ we used (3.75, 5, 6.25), this gives 1.90rad, 1.87rad, and 1.85rad. The value reported in [1]
(θobs ≈ 2.2rad) is slightly larger than the maximal value of Eq. (34) accessible with waterfall solutions, which is
≈ 2.03rad.
When working on the same side of the horizon xx′ > 0 and far away from the horizon, the auto-correlations of
u-modes are also modified by the Hawking temperature [12], whereas those involving the co-propagating v-modes are
essentially unchanged, as can be understood from Eqs. (C2, C5, C7). Explicitly, in the subsonic side x < 0 one gets
Grel2 (x, x
′) = Grel2,u(x, x
′) +Grel2,v(x, x
′)
≈ −ξ
2
−
4pi
√
ξ+ρ−
ξ−ρ+
[
(piTH)
2
(c− − v−)2 sinh2 (piTH (uL(x)− uL(x′)))
+
1
|x− x′|2
]
. (35)
A similar expression applies on the supersonic side. It should be noticed that, in the coincidence point limit, the
divergence of the first term (which describes a thermal flux of outgoing u-phonons at temperature TH , see Eq. (C10))
is the same as that of the second term which describes v-phonons in their ground state. In both cases, one has
Grel2,u/v(x→ x′)/
√
(ξ+ρ−) / (ξ−ρ+) ∼ −ξ2−/
(
4pi(x− x′)2).
To complete this study, we represent in the right panel of Fig. 8 a generalized version of Grel2 , given by Eq. (C6),
defined in the whole (x, x′) plane. For this figure we only considered the waterfall solution withM+ = 5. (Unlike for the
above asymptotic expressions, it should be noticed that there is some ambiguity in obtaining this expression in the near
horizon region where v and c significantly vary, see footnote 8.) From this figure one clearly sees how the asymptotic
uu-correlations of Eq. (33) emerge from the diverging auto-correlations near the sonic horizon |x| ≈ |x′| = O(√ξ+ξ−).
C. Non-separability
As discussed in [17–20], the relative strength of the correlation, governed by |Bω| of Eq. (30), with respect to the final
mean occupation numbers nuωn
u
−ω can be used as a reliable criterion for asserting that the state is non-separable, which
implies that the spontaneous amplification of vacuum fluctuations contributes more that the stimulated processes
induced by the initial population of phonons. More precisely, whenever the difference Dω, defined by
Dω ≡
∣∣B2ω∣∣− nuωnu−ω (Su+(ω)Su−(−ω))2 , (36)
is positive, the final state of the u-phonons of frequency ±ω is non-separable. 6 When the initial state is vacuum, Dω
can be shown to be positive definite. Yet it is of value to study its behavior as a function of ω. On the left panel of
6 It should be noticed that the non-separability of a quantum state does not seem to imply the non-classicality as defined in [33].
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Fig. 9, it is represented by a continuous line. We see that it reaches its maximum for ω ≈ TH . On the same panel,
the dashed line gives its dispersionless limit. Using Eq. (32) and nu,relat.ω = n
u,relat.
−ω = (e
ω/TH − 1)−1, one easily finds
that it follows
Drelat.ω =
(
ω
√
ξ+ξ−/ρ+ρ−
4pi |v+ − c+| |v− − c−|
)2
1
eω/TH − 1 . (37)
We clearly see that the two curves closely agree, as can be understood from the near Planckianity of the spectrum
and the weakness of the coupling to the co-propagating v-mode (which affects the difference nuω − nu−ω, see the red
curve of the left panel of Fig. 5.).
It should be also pointed out that Dω is bounded from above, see [18, 34, 35]. When working in the initial vacuum,
a Cauchy-Schwarz inequality implies that Dω is smaller than (see Eq. (B4) in [35])
Dmaxω ≡ |β−ω|2
(
Su+(ω)S
u
−(−ω)
)2
. (38)
This maximal value is represented by a dotted line on the left panel of Fig. 9. Working with relativistic settings in
the initial vacuum, the situation is simpler because Drelat.ω of Eq. (37), the dashed curve, already gives the maximal
value. This is due to the fact that the coupling to the co-propagating v-mode identically vanishes in these settings.
To test the dependence of non-separability with respect to the initial state of the phonons, we assume that the initial
state is thermal in the frame of the condensed fluid in the subsonic region. To compute the initial mean occupation
numbers of the counter-propagating dispersive u-modes in the supersonic region requires in principle the knowledge
of the whole time dependence and the fall-off of the condensate density for x → +∞. Irrespective of these details,
one finds that low-frequency modes with ω ≈ κ in the black-hole frame correspond to large frequencies Ωu ≈ |kv+| in
the rest frame of the fluid. For dispersive modes, |ku,dω v+| is of the order of ωmax, much larger than TH ≈ κH/2pi. As
a result, their initial population will be suppressed. In a first approximation, one can thus neglect their contribution
and consider only the initial occupation number of incoming v-modes
nv,inω =
(
eΩ
v/Tin − 1
)−1
, (39)
where Ωv = ω − kv,bω v−. The right panel of Fig. 9 shows Dω for Tin/TH = 10−6, 3, and 10. As was found in [17–19],
the temperature has the tendency to reduce the non-separability of the state, with low-frequency modes becoming
separable before high-frequency ones. Overall, the non-separability is strongly reduced only when Tin becomes of the
order of 10TH . This is another consequence of the relative weakness of the couplings involving the co-propagating
v-mode.
D. Phase of uu correlations
In the previous subsection we studied the strength of the correlations, which is governed by the absolute value of
Bω. Here we consider the phase argBω, which is equal to arg(α−ωβ∗ω). It does not depend on the arbitrary phase of
the (globally defined) incoming modes, but it does depend on the phases of the asymptotic outgoing modes of wave
numbers ku±ω. Each of them is asymptotically given by k
u
±ω(x − xH) + C±ω, where C±ω are two real constants. In
this paper, we work with C±ω = 0, see Eq. (29). (In the body of the paper we fix the origin of x so that xH = 0.)
To see the consequence of the ω dependence of argBω, we consider the trajectories in the x − x′ plane where the
equal-time correlations among u-phonons reach their maximal intensity, see Fig. 8 for their relativistic counterpart.
To get the locus of constructive interferences at a given time, one should impose that the phase of the Bω term of
Eq. (30) is stationary [9], i.e.,
(∂ωk
u
ω)x+ (∂ωk
u
−ω)x
′ = −∂ω arg (α−ωβ∗ω) . (40)
We thus see that ∂ω arg
(
αωβ
∗
−ω
)
introduces a non-trivial shift. To our knowledge it has not been studied before in
the present context, although its existence was mentioned in [9]. 7 When ∂ω arg (α−ωβ∗ω) 6= 0, the asymptotic straight
7 A phase similar to arg
(
αωβ∗−ω
)
governs the loci of the nodes of the stationary zero-frequency modulation emitted in transonic flows
which are analogous to white holes, see [32, 36]. When working in homogeneous time-dependent settings, such as in inflationary
cosmology [34] and in condensed matter [37, 38], a similar phase, also given by the argument of the product αβ∗ of two Bogoliubov
coefficients, fixes the location of the nodes of the equal-time correlations.
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Figure 10. Left: As a function of ω/ωmax, we show the phase of αωβ
∗
−ω for the flow of Fig. 1 with M+ = 5. The dashed line
shows the relativistic phase which is obtained from Eq. (D6). The dotted line shows arg (α−ωβ∗ω)− arg (αωβ∗−ω). Its smallness
is another test of the validity of the relativistic approximation, which predicts that this difference should vanish. Right: As
a function of γ of Eq. (42), we show the shift ∆x = xM (0) − xH , see Eq. (41), evaluated in the small-frequency limit and
adimensionalized by the surface gravity length cH/κH . The four dots are obtained from the numerical integration of Eq. (42),
whereas the horizontal line shows the relativistic result of Eq. (D3).
line x(x′) solution of Eq. (40) will not cross exactly the sonic horizon xH = 0 when x′ = 0. Rather x will be equal to
x′ at the point xM given by
xM (ω) = −∂ω arg (α−ωβ
∗
ω)
∂ωkuω + ∂ωk
u−ω
, (41)
where the denominator is evaluated in the asymptotic region.
In the left panel of Fig. 10, the continuous line shows arg
(
αωβ
∗
−ω
)
as a function of ω/ωmax for the flow of Fig. 1 with
M+ = 5. As can be seen, its slope is nearly constant except for ω ≈ ωmax and ω ≈ 0. In the intermediate frequency
domain, the shift xM (ω) is thus nearly independent of ω. The dashed line shows arg (α−ωβ∗ω) for the relativistic field
propagating in the same background flow. Its value is computed in Appendix D. Quite surprisingly, its slope does
not vanish and agrees rather well with the slope of Fig. 10 in the intermediate frequency domain. It is therefore
interesting to study the relativistic limit to see the residual role played by short distance dispersion. To this end, we
numerically computed the low-frequency slope when decreasing the healing length. Specifically, we solved the rescaled
BdG equations (
(ω + iv∂x)− γ
2
2ρ
∂xρ∂x − c
2
γ2
)
φω =
c2
γ2
ϕω,
−
(
(ω + iv∂x) +
γ2
2ρ
∂xρ∂x +
c2
γ2
)
ϕω =
c2
γ2
φω, (42)
for several values of γ. This rescaling neither modifies the background flow nor the conserved scalar product, but
multiplies the dispersive length scale by γ. The relativistic limit thus corresponds to γ → 0, while Eq. (13) is recovered
when γ = 1. Numerical results are shown in Fig. 10, right panel. Although we were not able to obtain trustworthy
values of the shift ∆x for γ < 1/2, the figure indicates that xM − xH converges to the value obtained from Eq. (D3)
when decreasing γ towards 0. We hope that this shift can be measured in forthcoming experiments. We also hope
that arg
(
αωβ
∗
−ω
)
itself will be measured in water tank experiments where one can work at fixed ω, see [30].
IV. CONCLUSIONS
In this paper we studied the spectral properties and the coherence of the phonon pairs emitted in transonic flows
which are similar to those experimentally realized in [1]. In Section II, we first analyzed the stationary, asymptotically
homogeneous transonic background flows which are solutions of the one-dimensional GPE in a step-like potential.
These are described by a one-parameter family of stable waterfall solutions. When M+, the Mach number in the
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asymptotic supersonic region, is significantly larger than 1, they have high spatial gradients near the sonic horizon
where M = 1. Indeed, for M+ & 3, the surface gravity κH is larger than the dispersive scale measured on the horizon.
These flows are highly asymmetrical with respect to the horizon: for large M+, the gradients of flow parameters such
as the sound speed c or the velocity v increase significantly on the supersonic side. As a byproduct of the strong
asymmetry, when M+ & 3, the surface gravity (measured on the horizon) decreases when increasing M+. These
results are summarized in Fig. 1. The stability of these solutions is studied in Appendix B where it is shown that
perturbations are expelled from the near horizon region. In Appendix A we studied a generalized version of waterfall
solutions which better takes into account the three-dimensional character of the background flow.
We then studied the spectrum of the phonons spontaneously emitted when the initial state is vacuum. In spite
of the fact that the surface gravity κH is larger than the dispersive scale, for M+ . 6, we found that the emission
spectrum is well approximated by its relativistic prediction, namely a Planck spectrum governed by the temperature
TH = κH/2pi. This can be understood from the fact that the critical frequency ωmax above which the emission
spectrum vanishes is about 15 times larger than TH for M+ = 5. We also found that the spontaneous production
of phonons involving a co-propagating mode (which is not related to the standard Hawking effect) is subdominant.
We finally studied the behavior of Tstep, the low-frequency temperature computed in step-like flows which possess the
same asymptotic properties as the waterfall solutions. We expect that Tstep gives a reliable estimate of the maximal
temperature in flows with a monotonic ρ(x) and we found that it is about twice the temperature in waterfall flows.
When compared to the experimental data of [1], the observed temperature is about 20% higher than Tstep when using
M+ = 5 and 40% higher when using M+ = 4, which is closer to the reported value of M+.
In Section III, we studied the strength and phases of the correlations between phonons and their partners emitted
on the other side of the sonic horizon. In agreement with the above study of spectral properties, we found that the
frequency dependence of the strength of the correlations is well approximated by its relativistic expression. We showed
that the correlation strength is hardly affected when attributing an initial temperature to these phonons, as can be
understood from the smallness of the coupling terms involving co-propagating mode. We then studied the pattern of
equal-time correlations in the dispersionless limit, and we showed that their profile has a narrow width, of the order of
two healing lengths evaluated at the horizon. This is a consequence of the above noticed fact that the surface gravity
κH is larger than the dispersive scale measured on the horizon. We also showed that that this width hardly changes
when varying M+ from 3.75 to 6.25. We finally noticed that it is about twice the value reported in [1]. At present,
together with the intensity of the correlations, which is about half the reported value, this is the largest discrepancy
between the observed properties and the predictions we draw by studying phonon propagation over waterfall flows.
We hope that the present analysis can help sorting out these questions and be used in forthcoming experimental
works.
We also studied the phase of the product of scattering coefficients which enters in the long distance correlation
pattern. We found that there is a non trivial, almost linear, dependence in ω which induces a finite shift of the
location of the equal-time correlations in the (x, x′) plane. When considered in the waterfall solution with M+ = 5,
we showed that it is a significant fraction of the typical horizon width cH/κH . We also showed that this shift persists
when taking the dispersionless limit, and studied its behavior in various background flows in Appendix D. We hope it
could be measured in the near future. In Appendix E we briefly studied the phase of individual scattering coefficients
as functions of the frequency. It would be interesting to measure them in analog gravity experiments where one can
work at fixed frequency, as is the case when studying water waves in flumes.
Finally, in Appendix C 2, we studied the time-dependent modifications of the density correlations which are induced
by the formation of a sonic horizon. We worked in a simple relativistic model to characterize in analytical terms both
the growth of the non-local correlations and the modifications of the auto-correlations that were so far overlooked.
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Appendix A: Non-polynomial Scro¨dinger equation
In this appendix we study the waterfall solutions and the phonon spectrum using the non-polynomial Schro¨dinger
equation (NPSE) [39] coming from integration of the three-dimensional GPE over the two orthogonal directions in a
harmonic trap. The results are then compared with those of the main text based on Eq. (1). Before doing the explicit
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calculation, it is useful to keep in mind the expected order of magnitude of the deviations. The one-dimensional GPE
corresponds to the leading order in an expansion of the NPSE in the non-dimensional parameter asρ, where as is the
scattering length of the atoms and ρ their one-dimensional number density. In the experiment of [1], the condensate
is made of 87Rb atoms with as ≈ 5 × 10−9 m. On the other hand, the maximum value of ρ reported in [1] in the
region used for analyzing the data is close to 2× 107 m−1. The maximum value of asρ is thus close to 0.1, indicating
that the one-dimensional GPE should be a relatively good approximation, although some corrections from the next
orders in asρ could be visible. In the following subsections, we first explain how the knowledge of the two asymptotic
densities and of the Mach number on one side fully determines the waterfall solution. We then compute the effective
temperature of Eq. (24) and relative phase of the coefficients αω and βω, and we compare them with results derived
in the main text.
1. Waterfall solutions
The NPSE may be written as [23, 39]
i~∂tf =
(
− ~
2
2m
∂2x + V (x) +
g3DN
2pia2⊥
∣∣f2∣∣
η
)
f +
~ω⊥
2
(
η +
1
η
)
f, (A1)
where η ≡ √1 + 2asN |f2|, and g3D is the three-dimensional coupling. (The constant g used in Eq. (1) is given by
g = g3D/2pia
2
⊥.) In this expression, f is the longitudinal part of the condensate wave function, N the number of
atoms, as the scattering length, ω⊥ the transverse frequency of the trap (assumed to take the same value in the
two transverse directions), and a⊥ ≡
√
~/(mω⊥). Notice that the lengths as and a⊥ give two additional scales with
respect to the one-dimensional GPE. As a result, when working with dimensionless quantities, waterfall solutions are
described by three independent parameters instead of one in the case studied in the main text.
It is useful to define the dimensionless quantities ψ ≡ √2Nasf , t¯ ≡ ω⊥t, x¯ ≡ x/a⊥, V¯ ≡ V/(~ω⊥), and g¯3D ≡
g3D/
(
4pi~ω⊥a2⊥as
)
. Since we will work only with these variables, we shall remove the bars in the following. The
NPSE then becomes
i∂tψ =
(
−1
2
∂2x + V (x) +
1
2
(
η +
1
η
)
+ g3D
∣∣ψ2∣∣
η
)
ψ, (A2)
where η =
√
1 + |ψ2|. As was done in the main text, we assume g3D > 0, and we look for stationary solutions of the
form
ψ(x, t) = e−iωt
√
ρ(x)ei
∫ x v(y)dy, (A3)
where ρ and v are two real functions, and ω ∈ R. Taking the imaginary part of Eq. (A2) gives J ≡ ρv = Cst. The
real part of Eq. (A2) then gives
− 1
2
√
ρ
∂2x
√
ρ+ Veff(ρ, x)− ω = 0, (A4)
where the effective potential Veff is
Veff(ρ, x) =
J2
2ρ2
+ V (x) +
1
2
(
η +
1
η
)
+ g3D
ρ
η
. (A5)
When considering a region of homogeneous potential V , the possible homogeneous solutions are given by Veff(ρ)−ω =
0. To determine the number and properties of these solutions, we compute
∂Veff
∂ρ
= (1 + ρ)
−3/2
(ρ
4
+ g3D
(
1 +
ρ
2
))
− J
2
ρ3
. (A6)
After multiplication by the (strictly positive for ρ > 0) factor ρ3, the right-hand side of Eq. (A6) is a monotonically
increasing function of ρ, which is negative for ρ → 0+ and changes sign at a value ρc > 0 of ρ. So, Veff(ρ) is a
monotonically decreasing function of ρ for 0 < ρ ≤ ρc and an increasing function for ρ > ρc. Moreover, Veff → ∞ in
the two limits ρ→ 0+ and ρ→∞. The existence of homogeneous (or solitonic) solutions thus requires ω ≥ Veff(ρc).
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Figure 11. Plots of the local density adimensionalized by as (left) and Mach number (right) for the waterfall solution of the
NPS Eq. (A2) in a step-like potential. The asymptotic densities ρ± and the value of M+ are chosen to model the flow of [1],
see text. The horizontal dashed line shows the density at the horizon (left) and M = 1 (right). The unit of the coordinate x is
a⊥.
For ω > Veff(ρc) there are two homogeneous solutions: a supersonic one with density ρp < ρc and a subsonic one with
density ρb > ρc (their super- and subsonic characters are proven in subsection A 2).
To characterize the soliton solutions, one can integrate once Eq. (A4) after multiplication by
√
ρ∂x
√
ρ. This gives
− 1
4
(∂x
√
ρ)
2 − J
2
4ρ
+
V − ω
2
ρ+
√
1 + ρ
2
+
1
6
(1 + ρ)
3/2
+ g3Dρ
√
1 + ρ− 2
3
g3D (1 + ρ)
3/2
+ C = 0, (A7)
where C is an integration constant. The soliton solution is then obtained by choosing C such that Eq. (A7) be satisfied
for ρ = ρb and ∂xρ = 0. The bottom of the soliton is given by the largest root ρs of the left-hand side of Eq. (A7) for
∂xρ = 0 in the interval ]0, ρb[. Its existence is guaranteed by the facts that V
′
eff(ρb) > 0 and that the left-hand side of
Eq. (A7) goes to −∞ for ρ→ 0+.
We can now look for waterfall solutions in a step-like potential given by Eq. (5). That is, we look for a half-soliton
for x < 0 matched with a homogeneous supersonic solution for x > 0. In our non-dimensional system of units, this
leaves three free parameters: g3D, J , and V− − ω. The value of V+ is then fixed by imposing that ρp,+ = ρs,−. (As in
the main text, a subscript “−” (respectively “+”) denotes a quantity evaluated in the left (resp. right) region.)
To determine the three-dimensional waterfall solution which matches what has been observed in [1], it is appropriate
to use the values of the asymptotic density on each side and the asymptotic Mach number on one side. These fix the
values of the three free parameters, and thus the whole solution. From the inset of Fig. 1.b in [1], we find (in our
non-dimensional units) ρb,− ≈ 0.1, ρs,− = ρp,+ ≈ 0.02. To see the modifications brought in by the NPSE with respect
to the results of the main text, we work with M+ = 5. The corresponding flow is shown in Fig. 11. To estimate the
difference with the flow obtained using the one-dimensional GPE, we consider the quantity
χ ≡ xH
(
dM
dx
)
x=xH
, (A8)
where xH is the position of the sonic horizon relative to that of the potential step. χ is proportional to the surface
gravity and has no dimension; hence it is insensitive to the adimensionalization procedure. (It is also independent
of the scale λ of Eq. (7) and thus can be used to directly compare the flows obtained with the two equations.) For
the solution shown in Fig. 11, we obtain χ ≈ −1.26. By comparison, for the flow of Fig. 1 with M+ = 5 we obtain
χ ≈ −1.12. The relative difference is of the order of 12%, which is close to the maximum value of η2−1 ≈ 0.1 (reached
in the subsonic region). As a last remark, we note that c2v is nearly uniform, varying by less than 1% between the two
asymptotic regions. We found larger variations when changing the asymptotic parameters by ≈ 10%, but never more
than 15%. This suggests that the large difference between the asymptotic values of c2v observed in [1] is not only
due to the three-dimensional nature of the flow. (However, such differences could be reached with larger asymptotic
densities.)
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Figure 12. Effective temperature (left, in units of TH) and relative phase of the coefficients αω and β−ω (right) as functions of
ω/ωmax for the waterfall solution shown in Fig. 11. There are no significant differences with respect to the results obtained in
the main text, see Fig. 4 right panel and Fig. 10.
2. Equation on linear perturbations
We now look for perturbed solutions of the form
ψ(x, t) = ψ0(x, t) (1 + φ(x, t)) , (A9)
where ψ0 is a known stationary solution with angular frequency ω0, local density ρ0 ≡
∣∣ψ20∣∣, and velocity v0 ≡
= ((∂xψ0) /ψ0). To first order in φ, Eq. (A2) becomes
i (∂t + v0∂x)φ = − 1
2ρ0
∂x (ρ0∂xφ) +
d
dρ0
(
Veff(ρ0)− J
2
2ρ20
)
ρ0 (φ+ φ
∗) . (A10)
When the background flow is homogeneous, one can find a basis of solutions of the form
φ(x, t) = Uke
−iωt+ikz + V ∗k e
iω∗t−ik∗z, (A11)
where (Uk, Vk, ω, k) ∈ C4. The angular frequency ω and wave vector k are related by the dispersion relation
(ω − v0k)2 = d
dρ0
(
Veff(ρ0)− J
2
2ρ20
)
ρ0k
2 +
k4
4
. (A12)
The sound velocity c0 is thus related to the background flow velocity v0 through
c20 = V
′
eff(ρ0)ρ0 + v
2
0 = g3Dρ0 +
(
1
4
− g3D
)
ρ20 +O
(
ρ30
)
. (A13)
As expected, the first deviations with respect to the one-dimensional expression are governed by the density ρ in units
of as. One verifies that c
2
0 − v20 = V ′effρ0 is positive for ρ0 = ρb and negative for ρ0 = ρp, showing that the former is
subsonic while the latter is supersonic. Apart from the new expression of the sound velocity, Eq. (A10) is identical to
the BdG equation Eq. (11). In particular, it has the same conserved inner product and mode structure.
To characterize the deviations of the spectrum with respect to the GPE, we first compute TH/ωmax. Using the
solution shown in Fig. 11, we obtain TH/ωmax ≈ 0.065. By comparison, for the flow corresponding to the blue
curve in Fig. 1, TH/ωmax ≈ 0.063, i.e., smaller by only 3%. The effective temperature of Eq. (24) evaluated in the
flow of Fig. 11 is shown in the left panel of Fig. 12. We observe that its behavior closely resembles that of Fig. 4,
with maximum relative deviations of a few %. The relative phase of β−ω and αω, shown in the right panel, is also
close to that of Fig. 10, with maximum deviations close to 0.1rad. In conclusion, although we worked here with the
experimental values of the asymptotic densities [1], we observed no significant deviation with respect to the results
obtained when working with one-dimensional waterfall solutions. Even when using asymptotic values of the density
twice larger than those reported in [1], we still find that the deviations are smaller than 10%.
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Appendix B: Stability of the waterfall solutions
In this appendix we report on numerical results confirming the stability of the waterfall solutions. We first note
that the linear analysis of [40], done for the homogeneous black hole solutions with step-like profiles for both g and
V , remains valid in our present setup as it only relies on the behavior of the scattering coefficients near ω → 0 and
ω → ωmax, which is the same for the homogeneous configurations considered in that reference and the waterfall ones
studied here. To linear order, density perturbations thus decay polynomially in time, with an exponent equal to 3/2.
The numerical results shown below confirm that this behavior persists when considering finite perturbations.
We solved the time-dependent GPE (2) starting from a perturbed waterfall configuration at t = 0, on a torus of
radius much larger than the healing length and length scales of the initial perturbations. Explicitly, the density at
t = 0 is
ρ(x, t = 0) = ρ+
[(
M+ +
1−M+
cosh (σx)
2 +
1−M+
cosh (σ (x+ xmax))
2
)
1− tanh (x/)
2
+
1 + tanh (x/)
2
]
+ δρ(x, 0) (B1)
where  is a regulator of the order of the step of the uniform spatial grid, xmax is half the length of the integration
domain (centred on x = 0), δρ(x, t) is the density perturbation, and σ =
√
M+ − 1/ξ+. The phase θ ≡ argψ is
θ(x, t = 0) =
M− xξ− + M
1/2
+ −
√
M+ − 1√
2M+ − 1− 2
√
M2+ −M+
arctan
 tanh(σx/2)√
2M+ − 1− 2
√
M2+ −M+

− M
1/2
+ +
√
M+ − 1√
2M+ − 1 + 2
√
M2+ −M+
arctan
 tanh(σx/2)√
2M+ − 1 + 2
√
M2+ −M+

+
M
1/2
+ −
√
M+ − 1√
2M+ − 1− 2
√
M2+ −M+
arctan
 tanh(σ(x+ xmax)/2)√
2M+ − 1− 2
√
M2+ −M+

− M
1/2
+ +
√
M+ − 1√
2M+ − 1 + 2
√
M2+ −M+
arctan
 tanh(σ(x+ xmax)/2)√
2M+ − 1 + 2
√
M2+ −M+

 1− tanh (x/)2
+M+
x
ξ+
1 + tanh (x/)
2
+ δθ(x, 0). (B2)
In Eqs. (B1) and (B2), the terms in x+ xmax are added to implement the periodic boundary conditions; the value of
xmax is chosen so that θ(xmax)−θ(−xmax) is sufficiently close to an integer multiple of 2pi to avoid large perturbations
originating from x = xmax. The configuration is thus nearly stationary for δρ = δθ = 0, and contains a black hole
horizon close to x = 0 and a white hole horizon close to x = xmax.
The numerical integration uses a modified version of the code of [41], written in Mathematica [29] with a dissipative
term linear in δρ(x, t)
(
|x|
xmax
− 12
)
added in the region |x| > xmax/2 to suppress the perturbations coming back to
the black hole horizon after making a full turn. We verified that the residual waves going to the white hole horizon
and back to the black hole one, as well as the part of the perturbation reflected around x = ±xmax/2 because of the
dissipation term, are small enough not to affect the results.
To estimate the evolution of the perturbations, we compute the integral of the squared density perturbation δρ2
over the interval [−xmax/8, xmax/8] as a function of time. In Fig. 13 we show results for M+ = 5 and an initial
perturbation of the form
δρ(x, 0) = A exp
(
− (x− xp)2 /χ2
)
, δθ(x, 0) = 0. (B3)
As can be seen in the figure, the integrated squared density perturbation decays as t−3, in accordance with the linear
theory. We verified that this behavior remains for M+ = 1.2, 2, and 3.5, as well as for similar perturbations on the
phase. Although a systematic study of the domain of stability of the waterfall solutions is beyond the scope of the
present work, our results indicate that they are stable both at a linear level and under finite initial perturbations.
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Figure 13. Integrated squared density perturbation over a waterfall solution as a function of time. The background solution
is the waterfall with M+ = 5. The initial perturbation has the form Eq. (B3) with A = 1, χ = 4, and xp = −20 (left) and 20
(right). For these simulations, xmax ≈ 249.5 and the squared density perturbation is integrated between −xmax/8 and xmax/8.
The spatial grid is made of 12800 uniformly spaced points; the time step is 0.0025. The oblique dashed lines show 104t−3 (left)
and 103t−3 (right). (In this plot, the scale λ of Eq. (7) is fixed so that ρ+ = 1.)
Appendix C: Dispersionless settings
In this Appendix we study the propagation of a dispersionless, massless field in transcritical flows. Our first aim is
to obtain a generalization of the asymptotic expressions of the density correlations of Eq. (33) and Eq. (35) which is
valid in the near horizon region where v and c rapidly vary. This generalized expression will allow us to describe the
gradual change of the correlations in this region, see Fig. 14, and the modifications of the correlations induced by the
formation of a sonic horizon. Our second aim is to prepare the calculation of the shift of Eq. (41) which is done in
the next Appendix.
1. Generalized expression for Grel2
Starting from Eq. (13), we perform two simplifications. We first send the healing length to 0, as was done in
Eq. (42) when sending γ to 0. We also reorder the derivatives ∂x and x-dependent factors to obtain the wave equation
of a relativistic massless scalar φ(t, x). Then, because of conformal invariance, there is a complete decoupling of the
v (copropagating) sector from the u sector which describes waves counterpropagating with respect to the background
flow. As a result, the two-point function Grel2 is a sum of terms G2,v +G2,u encoding each contribution separately.
This decoupling between the v and u sectors can be easily understood by considering the acoustic metric associated
with the background flow [3, 5], and by rewriting it in terms of the light-like coordinates V and u:
ds2 = −c2(x)dt2 + (dx− v(x)dt)2 = −(c2(x)− v2(x))dV du, (C1)
where
du ≡ dt+ dx
c(x)− v(x) , dV ≡ dt−
dx
c(x) + v(x)
. (C2)
(The signs in the definition of our light-like coordinates u and V are chosen so that lines of constant u give the
characteristics of the counter-propagating waves for a flow from left to right. The differences with the notations of [9]
come from the fact that our flow velocity is from left to right v(x) > 0.)
In these settings, to obtain the Hawking radiation and its associated uu-correlation pattern, one should introduce
the notion of “Unruh” vacuum [42], which is unambiguously defined as the only regular state across the horizon which
is stationary with respect to time translations ∂t|x. In this state, at fixed t, regularity across the sonic horizon implies
that in its near vicinity one has [12]
G˜2,u(t, x; t, x
′) ∼ −1
4pi
ln |x− x′|. (C3)
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In other words the regularity of the state is expressed as a translation invariance when using the regular coordinate x
which is an affine coordinate at fixed t, since ds2 = dx2 at fixed t. When considered globally, the two-point function
in Unruh vacuum can be written as
G˜2,u(u;u
′) =
−1
4pi
ln |U − U ′|, (C4)
where U is a light-like coordinate which is regular across the horizon at x = xH , which means that ∂xU is continuous
at xH , both at fixed V and at fixed t. Up to an arbitrary scale which plays no role in the physics, U is uniquely
defined by the regularity on the horizon and the stationarity of G2,u.
Before expressing U in terms of the coordinate u entering Eq. (C2), following [14], we relate the present formalism
to density correlations of phonons in a transonic flow. To this end, we first consider
G˜
(xx)
2,u (x, t;x
′, t′) ≡ −1
4pi
∂x∂x′ ln |U(t, x)− U(t′, x′)|. (C5)
The link between this function and the relativistic limit of Eq. (26) is given by 8
Grel2 (x, x
′) =
√
ξ+ξ−
ρ+ρ−
√
ρ(x)ξ(x) ρ(x′)ξ(x′)
[
G˜
(xx)
2,u + G˜
(xx)
2,v
]
. (C6)
Here G˜
(xx)
2,v encodes the contribution of the v-modes. It is given by
G˜
(xx)
2,v (x, t;x
′, t′) ≡ −1
4pi
∂x∂x′ ln |V (t, x)− V (t′, x′)|, (C7)
where V (x, t) obeys Eq. (C2). The physics encoded in this choice is clear: it means that the incoming v-modes are in
their ground state in the asymptotic left region, see Fig. 3.
For the contribution of u-modes, some extra algebra is needed to relate U entering Eq. (C4) to the two coordinates
uL, uR which obey du = dt+dx/(c(x)− v(x)), and which cover respectively the left and right side of xH . Indeed, due
to the divergence of 1/(c − v) on the sonic horizon for x → xH , two u coordinates must be used. When integrating
du = dt+ dx/(c(x)− v(x)), the integration constant can be chosen independently on each side of xH . More precisely,
using the fact that close to the horizon, v − c ≈ κH(x− xH), one gets
uR/L =
x→xH
t− 1
κH
ln (|x− xH |) + CR/L + o(1), (C8)
where CR/L are two real constants, taking a priori different values on each side of the horizon. It is convenient to
adopt the conventional choice CL = CR, as it allows to express the regularity of Eq. (C4) in simple terms. Indeed,
when CL = CR, one recovers the standard relation [10]
U =
{
1
κH
e−κHuR x > xH
− 1κH e−κHuL x < xH
. (C9)
Equivalently, starting with these relations, one easily verifies that the continuity of ∂xU across the horizon is equivalent
to the condition CL = CR in Eq. (C8). In the following, we work with uR and uL which satisfy this relation.
We remind the reader that the above exponential relation between U , specifying the regular vacuum state, and uL,
which is linearly related to t and x for asymptotic values of x in the subsonic region, encodes the steady production
of thermally distributed particles at the Hawking temperature TH = κH/2pi. The thermality of the u-phonons shows
up when considering the equal-time expression of G˜
(xx)
2,u on one side of the horizon, say on the left subsonic region.
One obtains
G˜
(xx)
2,u = −
κ2H
16pi
∂xuL(x) ∂x′uL(x
′)
sinh2
(
κH
2 (uL(x)− uL(x′))
) . (C10)
8 It should be noticed that the ordering of the derivatives ∂x and the functions ρ(x) and ξ(x) adopted here to get Eq. (C6) is different
from that given in Eqs. (5,6) of [14]. In our case, the derivatives ∂x act on the log, but not on the prefactor C(x) = 1/
√
ρ(x)ξ(x) of their
Eq. (6). We have made this choice in order to avoid the infra-red divergences which occur when acting on C(x) while assuming that the
two-point function can be approximated by ln[∆U∆V ], see [43, 44]. In brief, Eq. (C6) can be viewed as a local density approximation.
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When considered sufficiently far from the horizon that ∂xuL(x) reaches its asymptotic value, G˜
(xx)
2,u becomes identical
to the u contribution of the two-point function in a thermal state at temperature κH/2pi [12].
Similarly the symmetry under the exchange U → −U , uL → uR encodes the correlations across the horizon between
phonons of opposite energy. This can be seen by studying wave packets of regular in-modes [6] or, equivalently, the
reduction of the state due to the detection of a localized quantum on one side of the horizon [10, 11]. In the present
formalism, these correlations show up when considering G˜
(xx)
2,u at equal time for x < xH and x
′ > xH . In the place of
Eq. (C10), one gets
G˜
(xx)
2,u = −
κ2H
16pi
|∂xuR(x) ∂x′uL(x′)|
cosh2
(
κH
2 (uR(x)− uL(x′))
) . (C11)
In the asymptotic regions where v−c becomes constant, the locus of the maxima of G(xx)2 gives back the mirror-image
relationship between two null characteristics on opposite side of the horizon, expressed here as uR = uL.
2. Time-dependent modifications of density correlations
We aim to study the modifications of the density correlations which result from the formation of a sonic horizon.
These have been already studied in numerical simulations based on the Wigner truncated method [15]. Here instead
we shall use the dispersionless settings presented above combined with a simple analytical model to describe the
formation of the horizon [12]. The advantages of this method is that we can analytically follow both the development
of the long-distance correlations and the replacement of vacuum auto-correlations of u-configurations by thermal ones
given in Eq. (C10).
The model consists in working with a stationary background flow in which the phonon state at t = 0 is imposed to
be the instantaneous local vacuum. That is, at t = 0, the u-contribution of the two-point function is given by
G˜inst. vac.2,u (t = 0, x; t = 0, x
′) =
−1
4pi
ln |x− x′|, (C12)
see Eq. (C3). Because of the two-dimensional conformal invariance, for t > 0, one gets
G˜inst. vac.2,u (t, x; t, x
′) =
−1
4pi
ln |Xu(x, t)−Xu(x′, t)|, (C13)
where Xu(x, t) gives the value of x reached at t = 0 by the null characteristic passing through x at t. Using
U(x, t) of Eq. (C9), which is well defined for any regular flow profile given by v(x) and c(x), we introduce U(x)
defined by U(x) ≡ U(x, 0). Then, by definition of Xu, U(Xu(x, t)) = U(x, t). Using Eq. (C9), one finds that
U(x, t) = e−κHtU(x, 0), from which
Xu(x, t) = U−1 (U(x, t)) . (C14)
To obtain simple equations, we work with a background flow given by
v(x)− c(x) = (v+ − c+) e
κHx/(v+−c+) − e−κHx/(c−−v−)
eκHx/(v+−c+) + v+−c+c−−v− e
−κHx/(c−−v−)
, (C15)
where κH gives the surface gravity. The (positive) constants v+ − c+, c− − v− and κH can be adjusted so as to match
the properties of some transcritical flow one wishes to consider. For instance, for the waterfall solution with M+ = 5,
one finds v+−c+c+ ≈ 4,
c−−v−
c+
≈ 1.2, and κHξ+c+ ≈ 5.1. To be able to compute the contribution of the v-modes, the
profile needs to be completely fixed, namely v(x) + c(x) should also be given. Here we chose to work with
v(x) + c(x) = 2c1 + (1− 2q) (v(x)− c(x)) , (C16)
where the constants c1 and q are fixed by the asymptotic values in the background flow. For the waterfall solution
with M+ = 5, we get
c1
c+
≈ 1.9 and q ≈ 0.24.
Knowing the profile, we can integrate Eq. (C2) to find Xu(t, x) and V (t, x) governing the u- and v-contribution of
the two-point function of Eq. (C6) in the instantaneous vacuum. On the left upper plot of Fig. 14, we represent Grel2,v,
the equal-time correlations of v-modes. When using V (t, x) of Eq. (C2) to fix the initial state of v-modes, this term
is independent of the time lapse after the formation of the horizon. On the right upper plot, using Eq. (C14), we
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Out[7]=
Figure 14. Plots of equal time correlation functions evaluated in a background flow given by Eq. (C15) and Eq. (C16). In the
upper left panel, we show the stationary contribution of v-modes given by Eq. (C7). The contribution of u-modes given by
Eq. (C13) evaluated at t = 0 is shown on the upper right panel, whereas that evaluated at κHt ≈ 5.9 is shown on the lower left
panel. The growth of the correlations on opposite sides is the main signal. One should also notice that on both sides, there is
a narrowing of the auto-correlations which encodes the thermal radiation emitted from the horizon. On the lower right panel,
we show the sum of the u and v contributions evaluated again at κHt ≈ 5.9.
represent the equal-time correlations of u-modes just after the formation of the horizon. As expected Grel2,v and G
inst. vac.
2,u
evaluated at t = 0 are very similar, and contain only a vacuum-like diverging contribution ∼ −ξ2(x)/(x − x′)2. On
the lower left plot of Fig. 14, we show the equal-time correlations Ginst. vac.2,u evaluated after a finite time (κHt ≈ 5.9),
chosen so as to match the observations reported in [1]. On opposite sides of the horizon, we see the propagation
of correlated pairs of u-phonons. In addition, on both the subsonic and supersonic sides, we see a narrowing of the
auto-correlations associated with the replacement of vacuum-like correlations ∼ −ξ2/(x−x′)2 by thermal correlations
given in Eq. (C10). On the lower right plot, we represent the sum of u and v contributions. Whereas the non-local
correlations are hardly affected, we see that the narrowing of the u-correlations is now less visible. For κHt→∞, one
obtains a stationary situation very similar to that represented in the right plot of Fig. 8.
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Appendix D: Shift of correlations induced by the flow asymmetry
In subsection D 1, we present the general expressions for the shift of Eq. (41) using the settings of the former
Appendix. In subsection D 2 we consider an asymmetric tanh profile and show that, surprisingly, the shift vanishes.
We then turn to two asymmetrical profiles which display a non-trivial shift: a perturbed tanh profile in D 3 and a
linear profile in D 4.
1. Generalized expression for the shift
To compute the shift xM , we first assume that the coordinate u, solution of Eq. (C2), has the following asymptotic
expansion:
u(x, t) =
x→±∞ t+
x− xH + b±
vgr±
+ o(1), (D1)
where vgr± ≡ −c± + v± gives the group velocity in the laboratory frame in each asymptotic region, which satisfies
vgr− < 0 and v
gr
+ > 0. In the limit x→ −∞ and x′ → +∞, the maximum of G(xx)2 is located where
x− xH + b−
vgr−
=
x′ − xH + b+
vgr+
. (D2)
To get the point where these asymptotes cross each other, we set x = x′, giving the shift
∆x ≡ xM − xH =
vgr− b+ − vgr+ b−
vgr+ − vgr−
. (D3)
As expected, the correction terms b± in Eq. (D1) fix the shift ∆x.
To complete the calculation, we now relate ∆x to the profile of c(x)− v(x). To this end, we use that, for  > 0 and
x > xH , and up to a global constant,
uR = t+
∫ x
xH+
dy
c(y)− v(y) +
1
κH
ln (||) +O(), (D4)
while for x < xH ,
uL = t+
∫ x
xH−
dy
c(y)− v(y) +
1
κH
ln (||) +O(). (D5)
Using these expressions and the definition of b± Eq. (D1), we obtain
b+
vgr+
− b−
vgr−
= lim
→0
lim
X→∞
(∫
[xH−X,xH+X]−[xH−,xH+]
dx
c(x)− v(x) −
X
vgr+
− X
vgr−
)
. (D6)
The near-horizon contribution is given by a principal value (and vanishes in the case one uses the approximation
c − v = −κHx, which globally describes de Sitter space). The overall shift is related to the asymmetry in the ways
c− v approaches its asymptotic values on the two sides of the horizon.
In Fig. 15, we show ∆x as a function of the downstream Mach number M+ for the waterfall solution Eq. (8), in
units of cH/κH . We notice that it is positive for all values of M+. Its behaviors at M+ → 1 and M+ →∞ are
κH
cH
∆x ∼
M+→1+
√
2
3
(
1−
√
2
3
)
argtanh
(√
2
3
)
(M+ − 1) (D7)
and
κH
cH
∆x ∼
M+→∞
1
2
M
1/6
+ ln (M+) . (D8)
In the following we compute the same shift for tanh, perturbed tanh, and linear profiles.
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Figure 15. As a function of the downstream Mach number M+, we show the relativistic shift ∆x of Eq. (D3) adimensionalized
by the length associated with the surface gravity cH/κH .
2. The tanh case
We consider a profile of the form
c(x)− v(x) = a− b tanh(xσ), (D9)
where (a, b, σ) ∈ R3 and b2 > a2. Eq. (C2) can be integrated explicitly, giving
uR = t− 1
κ
(
log
(
b sinh(x/σ)− a cosh(x/σ)
b sinh(xR/σ)− a cosh(xR/σ)
)
+
a
b
x− xR
σ
)
uL = t− 1
κ
(
log
(
b sinh(x/σ)− a cosh(x/σ)
b sinh(xL/σ)− a cosh(xL/σ)
)
+
a
b
x− xL
σ
) , (D10)
where xR and xL are two integration constants. κ is the surface gravity, equal to
κ =
b
σ
(
1−
(a
b
)2)
. (D11)
Continuity of ∂xU across the horizon imposes
b sinh (xL/σ)− a cosh (xL/σ)
b sinh (xR/σ)− a cosh (xR/σ) = − exp
(
a
b
xR − xL
σ
)
. (D12)
Using this relation and the position of the horizon: xH = (σ/2) log ((a+ b)/(b− a)), uR and uL can be written in the
limits x/σ → ±∞
uR =
x→+∞ t−
1
κ
(
log
(
−
√
b2 − a2
b sinh(xL/σ)− a cosh(xL/σ)
)
− a
2b
log
(
b− a
b+ a
)
− a
b
xL
σ
+
(
1 +
a
b
) x− xH
σ
)
+O
(
e−2x/σ
)
uL =
x→−∞ t−
1
κ
(
log
(
−
√
b2 − a2
b sinh(xL/σ)− a cosh(xL/σ)
)
− a
2b
log
(
b− a
b+ a
)
− a
b
xL
σ
−
(
1− a
b
) x− xH
σ
)
+O
(
e2x/σ
)
(D13)
Notice that the constant terms in uR and uL are the same. So, with the notations of Eq. (D1), b+/v
gr
+ = b−/v
gr
− ,
hence a vanishing shift ∆x = 0.
3. Perturbed tanh profile
The result of the subsection D 2 can be misleading as they seem to suggest that the vanishing of the shift ∆x
is a generic property of flows with smooth c − v. To show that this is not the case, let us consider the following
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Figure 16. Profile of c− v for the perturbed tanh flow of Eq. (D16) with γ = η = 0.5. The horizon is located at x ≈ 0.48.
generalization of Eq. (D10):
u(t, x) = t+
1
κ
(
log
( |b sinh (x/σ)− a cosh (x/σ)− c|
A0
)
− η x
σ
)
, (D14)
where (a, b, c, κ,A0, η, σ) ∈ R7. One can check that the function U thus defined is smooth.9 As in subsection D 2, we
assume b2 > a2. One can reduce the number of free parameters by defining the non-dimensional variables
t¯ ≡ κt, x¯ ≡ x
σ
+
1
2
log
(
b− a
b+ a
)
and u¯ ≡ κu. (D15)
In the remainder of this subsection we will work only with these non-dimensional variables and remove the bars to
simplify the notations. Eq. (D14) then becomes
u(x, t) = t+ log (|sinh(x)− γ|) + ηx, (D16)
where γ ≡ c/b. Differentiating Eq. (D16) gives
1
c(x)− v(x) =
cosh(x)
sinh(x)− γ + η. (D17)
The horizon is located at xH = argsinh(γ). A straightforward calculation shows that c(x)− v(x) has no divergence,
and thus can correspond to a physical flow, if and only if
η2 < 1 ∧ ηγ <
√
1− η2. (D18)
Notice however that c− v is not a monotonic function of x when γ 6= 0: c′ − v′ changes sign at x = argsinh (1/γ), see
Fig. 16.
Setting u(t, x) = u(t, x′) with x > xH and x′ < xH and taking the limit x→∞ gives
x
vgr+
− x
′
vgr−
= 0. (D19)
Using Eq. (D2), we get ∆x = −xH . In other words, the asymptotes of the lines uR = uL intersect at xM = 0, which
is not the position of the horizon for γ 6= 0. The corresponding two-point correlation function of Eq. (C11) is shown
in Fig. 17 for a positive γ. We also represent the equal-time correlation G
(tt)
2 given by
G
(tt)
2 (x, t;x
′, t) ≡ −1
4pi
∂t∂t′ ln (U(t, x)− U(t′, x′))t=t′ (D20)
=
κ2H
16pi
(
cosh
(
κH
2 (uR(x)− uL(x′))
))2 ,
9 Because of the absolute value, u can be continued in the complex plane to a function which is smooth just above the real axis, up to
a term ipi/κ which arises when passing above xH . This additional term exactly compensates the relative sign in the definition of U on
both sides of the horizon, see Eq. (C9).
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Figure 17. Two-point correlation function Eq. (C5) (left) and Eq. (D20) (right) (rescaled so that the maximum represented value
is 1) for a perturbed tanh profile given by Eq. (D17), with γ = 2η = 1. The black, dashed line shows the locus uR(x) = uL(x
′)
and uL(x) = uR(x
′). The white, straight, dashed half-lines are their asymptotes. In these plots, the origin of x has been put
where they meet, i.e., xM = 0. Hence the sonic horizon is located at xH = −∆x. On the right plot, we clearly see that the
maxima of G
(tt)
2 , which give x(x
′), start from x = xH . On the left plot, we see that the maxima of G
(xx)
2 emerge from a broad
region which is approximately centered on xM = 0, and not on xH .
which behaves differently in the near horizon region, as it only depends on uR(x) and uL(x), and not on their space
derivatives. Hence the maximal value of G
(tt)
2 (x, t;x
′, t) exactly follows the x(x′) giving the image of the pair of null
geodesics in the x, x′ plane.
4. Linear profile
As a third example, we consider a profile of v+ c which is linear in a “near-horizon” region and uniform outside it.
To be specific, we define three real numbers κ, x+ > 0, and x− < 0, and choose the profile
c(x)− v(x) =
 −κx− x < x−−κx x− ≤ x ≤ x+−κx+ x+ < x . (D21)
κ is then the surface gravity. Integrating 1/(c − v) over x, imposing that U be a smooth function of x across the
horizon and at x ∈ {x−, x+} gives
u(x) =

t− x− x−
κx−
− 1
κ
log
(−x−
|x0|
)
x < x−
t− 1
κ
log
(∣∣∣∣ xx0
∣∣∣∣) x− ≤ x ≤ x+
t− x− x+
κx+
− 1
κ
log
(
x+
|x0|
)
x+ < x
, (D22)
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Figure 18. Phase of the scattering coefficients αω (left) and β−ω (right) for the waterfall solution with M+ = 5. Continuous
curves show the phases of αω and β−ω obtained by numerical integration and working with the definition of the asymptotic
modes used in the main text. Dots show the analytical prediction of [47] re-expressed with the same modes. The dashed line
on the left plot shows the result of the naive WKB approximation, see text for explanation.
where x0 is an arbitrary integration constant. Considering two points x > x+ and x
′ < x−, setting u(t, x) = u(t, x′)
gives
x
κx+
− x
′
κx−
=
1
κ
log
(−x−
x+
)
. (D23)
Since the horizon is at xH = 0, we obtain
∆x =
log (−x−/x+)
(1/x+)− (1/x−) . (D24)
Appendix E: Phase of the coefficients αω and βω
In this appendix we consider the phases of the individual coefficients αω and β−ω appearing in the first line of
Eq. (19). When working with the vacuum, it is unclear whether these phases can be measured experimentally.
However they can be measured when working in the stimulated regime by sending a classical wave [30, 45, 46], or a
coherent state [9], towards the horizon. We hope they will be measured in forthcoming experiments based on water
waves. We wish to emphasize here that the comparison of their measured values with those theoretically computed
could provide an important additional check that the observed phenomena are indeed due to the particular mode
conversion one wishes to probe. So far, only the norms of the scattering coefficients have been used, and there is a
need for alternative ways to discriminate between different possible explanations.
To compute the phases of individual coefficients, one needs to choose the phases of the asymptotic modes that are
involved. For the coefficients αω and β−ω, the latter are the incoming mode φd,inω , governed by the dispersive root
kdω, and the two out modes φ
u
ω and (ϕ
u
−ω)
∗, see Fig. 3. As done in Eq. (29), we work with modes whose phase is (on
the side where the mode is defined) asymptotically equal to kaωx + o(1) (we remind the reader that o(1) means “up
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to terms going asymptotically to zero”). The phases of the scattering coefficients αω and β−ω as functions of ω/ωmax
and obtained by solving numerically Eq. (13) are shown by continuous lines in Fig. 18 for the waterfall solution with
M+ = 5. We see that both argαω and arg β−ω display a regular smooth behavior which could be compared with
experimental data.
To complete this study, we now compare these curves with the predictions of [47]. This theoretical analysis involves
modes evaluated in an intermediate region satisfying the two following properties, see Eqs. (42-45) and Fig. 2 of
this reference. First, it must be sufficiently far away from the turning point xt.p.(−ω) of the negative-frequency
mode, see Fig. 3, for the WKB approximation to be valid. Second, it must be close enough to the sonic horizon for
c(x) − v(x) ≈ κHx to provide a good approximation. To perform the comparison with the above curves, the modes
defined in this intermediate region need to be propagated further away from the horizon towards |x| → ∞. Assuming
that this propagation can be described under the WKB approximation, the phases accumulated from the near horizon
region to the asymptotic ones are given by
arg
(
φd,WKBω (x)
)
=
x→+∞
∫ x
xd(ω)
kdω(y)dy + Cd(ω) + o(1),
arg
(
ϕu,WKB−ω (x)
)
=
x→+∞
∫ x
xu(−ω)
ku−ω(y)dy + Cu(−ω) + o(1). (E1)
The phases Cd(ω) and Cu(−ω) are then chosen to match Eqs. (42,44) of [47] at the corresponding locations xd(ω)
and xu(−ω) situated in the intermediate region, on the supersonic side. (The outgoing mode φuω can be matched at
the same point as the incoming mode φd,inω because their wave vectors belong to the same branch of the dispersion
relation.) When the intermediate region is sufficiently extended, the results should hardly depend on the exact location
of xd(ω) and xu(−ω). However, in the waterfall solution with M+ = 5, the scale of variation of κ(x) = ∂x(c − v)
is of the same order as the dispersive length scale, see the discussion in the paragraph after Eq. (9). Considering
for instance the value ω = 0.1ωmax ≈ 0.8TH , we find that κH and κ(xt.p.) differ by more than 60%. As a result,
the treatment used in [47] is not expected to give accurate results in the present flow, and can only be applied to
frequencies lower than ωmax/10. The phases given in Eq. (76) of [47] are shown by dots in Fig. 18 for ω ≤ 0.1ωmax.
They are re-expressed in terms of the asymptotic modes obeying Eq. (E1). (To get the values represented, we adjusted
the location of xd(ω) and xu(−ω) to minimize the residual phase dependence in the mode matching.) The dashed
line on the left plot shows the result of the naive WKB approximation, assuming the mode φω is given by its WKB
expression everywhere up to a phase jump of pi/4 (which is the ω → 0 limit of the analytical result, see Eqs. (71)
and (76) in [47]) around the horizon. This naive treatment is unable to predict the phase of the βω coefficient.
As can be seen in the figure, in spite of the fact that the waterfall solution with M+ = 5 does not meet the regularity
conditions used in the analytical treatment, its predictions are in rather good agreement with numerical values. We
also see that the error significantly increases when ω approaches 0.1ωmax, in agreement with the above remark. These
results indicate that the phases of the scattering coefficients seem rather robust quantities, which could ease the
comparison between observational and numerical values.
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