In this paper, the control problems of linear dynamic systems stage by stage changing and the optimal control with the criteria of quality set for the whole range of time intervals are considered. The necessary and sufficient conditions of total controllability are also stated. The constructive solving method of a control problem is offered, as well as the definitions of conditions for the existence of programmed control and motions. The explicit form of control action for a control problem is constructed. The method for solving optimal control problem is offered, and the solution of optimal control of a specific target is brought.
INTRODUCTION
Problems of control, and an optimal control of objects on the set of operational states have an important role, theoretical and applied, for instance, in the case of the change of dynamic model's parameters due to the operation of system. These problems are typical for the energy-efficient and thermal devices, the machinery with electricity cables and other mechanisms of industrial-technological purpose. In particular, the dynamic model of controllable object with the change of operational state confined, when time intervals are strictly limited, is considered in [1, 2] .
Both in the ordinary control problems and the problems of dynamic systems changing stage by stage, the challenges of phased controllability, control, and optimal control emerge [3] [4] [5] [6] . The control and optimal control problems of linear dynamic V. R. Barseghyan [2] and [7] .
The control and the optimal control problems of linear dynamic systems changing stage by stage are stated and investigated in this paper.
PROBLEMS' DEFINITIONS
Consider a control process, dynamics of which is described by the phased changing linear differential equations.
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SOLUTION OF PROBLEMS
To solve the defined problems, write the solution of system (2.1) for the time
as follows:
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If we continue this process for the previous time intervals, we will get the formula, describing the motion of system (2.1) for
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Using functions introduced in (3.7), the relation (3.6) can be rewritten as 
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So, the condition of controllability of system (2.1) can be formulated in the following theorem. 
Theorem 1. The system (2.1) is totally controllable in the interval
where η -constant vector (will be defined further), ( ) v t -some vector function (can be a measurable bounded function in the time interval 0 [ , ] t T ), for which 
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(3.12) (3.11) is a system of n algebraic equations with ( 1, , ) j C j n = K unknowns. Equation (3.11) can be solved if either det 0 Q ≠ or the matrix Q , and extended matrix { } , Q C have the same rank.
The solution of (3.11) will be of this form
hence, taking into account the value of vector C , (3.9) is written as Taking into account notations in (3.7), the control action ( ) u t when ( ) 0 v t = according to (3.13) , is written in the following form 
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Substituting (3.14) into (3.4) So, the problem 2 is reduced to the problem of moments, whose solution is known from [4] .
EXAMPLE
As an illustration of the presented method for constructing optimal control action consider the model of the controled object, described in [2] , whose dynamics of changes stage by stage has the form Avoiding vigorous mathematical expressions, assume that 
