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Dentre os in~meros problemas de programaçao matemitica, 
existe uma classe que se caracterizam por possuirem variáveis 
chamadas "complicantes", no sentido de que o problema torna-
se mais simples sempre que tais variáveis são fixadas tem~ra­
riamente. 
,\partir d~l observaçJo de (j_uc,em algtms GISOS, a fjxalJIO dcstJs va-
rLivcis resultava em sub-problemas 1incarc::;, .J. F. J~cndcr-o r 1962] pub1 i_cou 
C'lll l~l(J2 SC\1 método de Jccomposiç:'io, l[liC fn·j ~1.CJlCTali·c;;JdO para prohJc:mas 
n::io lineares por A. !\1. Ccoffriun no jnÍci_o da décac.la puss:l<.b 1"1:l72l. 
Este m~todo tem se mostrado muito eficiente na soluç5o de 
certos problemas prâticos importantes, como os prohlcn~:1S de lo-
calização [França, 1979], [Luna, 1978] c de controle Ótimo de 
sistemas hidro-t~rmicos de geração de energia [l;cromcl ~ Bap-
tistella, 1980]. 
Existe, entretanto, uma dificuldade que impede a aplica-
çao desta têcni.ca de decomposição para uma gama muito maior de 
problemas. Tal dificuldade é devida a necessidade da verifi-
cação de uma propriedade, conhecida como proprictlacle P [Ccof-
frion, 1972] , que reduz a classe de problemas para os quals 
a técnica, como proposta por Geoffrion, pode ser utilizada. 
No presente trabalho estudamos a decomposição Benders Ge-
neralizada a partir do conceito l1e 6t.H1.Ç'.Ô.e6 bupuUe., que scra in-
-ix-
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traduzido no capítulo 2, o qual permite a obtenção do método 
e de sua interpreta~;ão geométrica de um modo mais simples. 
No entanto, veremos que nem todos os problemas que pos-
suem variáveis "complicantes" são resolúveis deste modo, dado 
que a aplicabilidade do método depende da verificação da ci-
t:11J:1 llropricdadc Jl. Par:-t prob1cm;ls qnc n:lo vcri fj cam C'StrJ pr.9rri cd:1dc ,rro-
]XllllOS cntiio obter su~l solu~ilo por Ull método de tipo gr;1dicntc nrojctado, 
sempre que a fWlçiio objetivo vcri fk~1r dctcnni.naUas condicõcs de üi fcren-
ci~lhilicladc, que serão Jlllpl.:-tncntc c:-;tudadas neste trabalho. 
Após este estudo teórico, vamos considerar o problema de 
controle Ótimo de centrais térmicas de geração de energ1a, que 
seri decomposto segundo o m~todo Benders generalizado. Aqui 
nosso objetivo ê dar um exemplo do uso desta técnica e sobre-
tudo quantificar a sua eficiência na solução de um problema 
prático. 
A obtenção do método Benders generalizado e a sua apli-
cação na solução de problemas de controle deste tipo, porem, 
só é possível a partir de um estudo detalhado de alguns con-
ceitos básicos da teoria da dualidade, tais como a equivalên-
cia primai-dual e diferenciabilidade da função dual. 
O presente trabalho está assim dividido: 
Capítulo 1 - Trata de conceitos básicos da teoria da duabili-
dade, com ênfase nas condições da equivalência pri-
mai-dual e diferenciabilidade da função dual. 
Capítulo 2 - Neste capítulo, o método Benders -generalizado e 
estudado a partir do conceito de ôu.11ç.ÕM J:,u.potde.. 
Para problemas que não verificam a propriedade P, 
- X~ -
propomos um método de solução de tipo gradiente 
projetado. 
Capítulo 3 - A decomposição de Benders Generalizada clássica 
ê aplicada ao problema de controle Ótimo de ge-
ração térmica de energia. Também são estudados em 
detalhes o problema mestre e o subproblema. Os mé-
todos de solução para estes problemas sao obti-
dos considerando suas estruturas particulares. 
Capítulo 4 - Com o estudo desenvolvido no capÍtulo anterior, 
sao apresentadas algumas soluções para o proble-
ma de controle Ótimo estudado. 
- u -
CAPITULO l 
TEORIA DA DUALIDADE 
1.1- INTRODUÇÃO 
A teoria da dualidade, quando aplicada à problemas de es-
truturas distintas, resulta em problemas, chamados problemas 
duais que, de acordo com cada uma destas estruturas, podem ser 
resolvidos através de,basicamente, três tipos de estratégias 
(Geoffrion [1970], Luna [1978]). 
Freqüentemente a dualidade induz separabilidade,que per-
mite que se resolva um problema originalmente definido no Rn 
n. N 
via solução de N problemas definidos no m 1 , com l n. =n. 
i=l 1 
Outra manipulação muito usada na solução de problemas de 
grande porte ê a linearização externa, que pode ser estendida 
(ver Capítulo 2) para funções nao convexas através de aproxi-
maçoes nao lineares. 
Nosso objetivo neste capítulo, é examlnar quando a fun-
çao dual resultante do problema manipulado é difereciâvel, para 
que possam ser usados métodos de tipo gradiente como estraté-
gia de solução. Nosso interesse deve-se ao fato de que. além 
dos métodos de tipo gradiente serem os mais simples de serem 
implementados na obtenção da solução de problemas de progra-
mação matemática, o gradiente da função dual, quando existe,é 
-1-
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muito fácil de ser calculado. 
Para atingirmos nosso objetivo, faremos um estudo neste 
capftulo das condições de exist~ncia, equival~ncia e diferen-
ciabilidade do problema dual. 
1.2 -CONCEITOS BÁSICOS 
Consideremos inicialmente o problema abaixo, chamado pJto-
bten1a p!Limai (P) : 
mn f(x) s .a g(x) <O 
xEX 
(1) 
d X clRn - . t t f·. JRn lR JRn JRm on e - e um conJ un o campa c o, __.. , g: -- . 
Associado ao problema (P) existe um outro problema, cha-




é a 6W1çãa dual associada ao problema (P). 
Devemos ainda evidenciar a função 




chamada 6W1ção .ta.gJta.ngea.na. que desempenha papel mui to importan-
te na obtenção da solução Ótima do problema (2) e na equiva-
lência dos problemas (1) e (2) que vamos estabelecer -na pro-
xima secção. 
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Segue diretamente das definições (3) e (4) que o domínio 
de definição da função dual é 
D = OIÀ~o, m1n L(x,À) existe), 
x€X 
ou seja, D é um conjunto dos vetores À nao negativos para os 
quais L(x,A) tem um fnfimo finito sobre X. 
Seguem também diretamente da definição de função dual os 
seguintes resultados, que são facilmente estabelecidos, e que 
são muito poderosos, conforme veremos durante o desenvolvimen-
to deste trabalho. 
TEOREMA 1.1 -A função dual ~(À) =min L(x,À) é 
xEX 
qualquer subconjunto convexo de seu domínio D. 
-
-concava sobre 
-PROVA - Seja D um subconjunto convexo de D e r-ejam À1 ,À 26D. 




Desde que a função lagrangeana L(x,~) e obviamente linear em 
À, 
= min[oL(x,À 1)+(l-a)L(x,À 2)J xEX 
? a min L(x,À 1)+(l-a)min L(x,À 2) (6) xEX xEX 
ou seja, a função dual é côncava. 
:t importante observar que se D for um conjunto convexo, o 
problema dual resulta num problema côncavo sobre um conjunto 
- 4 -
convexo e isto nos garante que não existem pontos de Ótimo dis-
tintos do Ótimo global. 
TEOREMA 1. 2 (Teorema Fraco da Dualidade) - Seja x€X é factí-
vel para (P) e li factivel para (D), então f(x) ••(l). 
PROVA - Seja lED. Então 
de modo que 
•Cl) = min{f(x)+l"g(x)}, 
xEX 
Hl) < f(x) +l 'g(x), VxEX. 
( 7) 
( 8) 
Logo, para todo xEX factfvel, ou seja, tal que g(x) s O, tem-
se <)>(À) :s: f(x) e o teorema está provado. 
COROLÃRIO 1.2.1 -Qualquer solução factível de (P) é um limi-
tante superior de (D) e qualquer solução factível de (D) é um 
limitante inferior de (P). 
COROLÃRIO 1.2.2 - Se (P) i ilimitado, então (D) i infactível. 
Se (D) é ilimitado, então (P) ê infactível. 
Neste ponto cabe observar que o teorema fraco da duali-
dade, além de ser usado na obtenção de uma série de resulta-
dos importantes, derivados da teoria da dualidade,também ser-
ve eventualmente de critério de parada de algoritmos que vi-
sam a obtenção da solução do problema dual. 
1.3- EQUIVALÊNCIA PRIMAL/DUAL 
Muitos problemas de programaçao matemática, inicialmente 
bastante complicados do ponto de vista de solução, tornam-se 
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bastante simples quando manipulados atrav~s da dualidade.En-
tretanto, nem sempre a solução do rroblema dual ~ equivalente 
i solução do problema primai ao qual esti associado. Isto se 
deve ao fato de que pode existir um "intervalo de dualidade" 
entre o valor Ótimo do problema (P) e o valor ótimo do proble-
ma (D), ainda que ambos tenham solução. Através das definições 
e dos teoremas que seguem veremos como detectar a exist~ncia 
ou não de tal intervalo, viabilizando assim o uso da teoria da 
dualidade. 
DEFINIÇÃO - Um ponto (x, Ã) com À> O e xEX é chamado pon-to de M-
.ta do 1agJtangeano L (x, ;q associado ao problema (P) se 
i) L(xj) s L(xj) para todo xEX, ou seja x minimiza L(x,Ã) 
sobre X; ( 9) 
ii) L(xjJ ~L(x,À) para todo Ã~O. ou sejaÃmaxlllllzaL(x,À) 
sobre À :::: O. 
Os pontos de sela do lagrangeano sao caracterizados no teo-
rema abaixo, que nos dá condições necessárias e suficientes pa-
ra a exist~ncia de tais J10ntos. 
TEOREtv!A 1.3 - Sejam À?. O e x6X. Então (X,À) e um ponto de se-
la de L(x,À) se, e somente se, 
a) x minimiza L(x,J..) sobre X; 
b)gi(x)so, 
c) À'g(x) =O, 
i=l, .•• ,m; 
i=l, ... ,m. 
(lO) 
PROVA - (==») A parte a) é trivial da definição de ponto de se-
la. 
- b -
Para obtermos b), suponhamos que para algum Indice iSI = 
= {l, ... ,m}, g.(X) >O. Tomando À.>\. obtemos \.g.(X}>\.g.(X). 




+ I À.g.CxJ jEI J J 
j~i 
+ À.g. CxJ > 
' ' 
+ I~.g.(xJ+ 
j 6 I J J 
j~l 
~.g. CxJ = 
' .L 
L(X,À) (ll) 
OU SCJa, cx.i:J -nao seria ponto de max1mo do lagraugmno em re-
L-1ção a À. 
Portanto g. (X) s O, Vi'='l, ... ,m. 
' 
Para provar a parte c) suponhamos que g. (X)< O. Se À.> O 
' 1 
bastaria tomar O< À.< À. para fazer subir o valor de L(X,\), 
' ' 
contrariando o fato de que À maximiza o 1agranr,eano sobre À::: U, 
de modo que a condição c) deve valer. 
(<=) - Seja À~ O. Então 
m (b) 
L(x,ÀJ = rcxJ + .I À igi CxJ f(xJ 
1 = 1 
m -y Lg. cxJ 
.. 1 l l l= 
(c) 
= 
( 1 2) 
ou seJa, À maximiza L(X,À) sobre \~0. e o teorema estií pro-
vado. 
Podemos agora evidenciar a importância dos pontos de se-
la do lagrangeano através do seguinte teorema. 
TEOREMA 1.4 (Suficiência elos pontos de sela) - Se (x,\) -e um 
ponto de sela de L(x,\), ent:lo X resolve o problemaprirnal (P). 
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PROVA- Desde que (X,À) é o ponto de sela, valem as condições 
a)- c) do Teorema l. 3. 
Tomando g(x) = (g.(x), ... ,g (x))',d<J parte a) do mesnn teo-
1 ' Jll 
rema resulta 
f(xJ + À'g(xl 'f(x) + À'g(x), VxEX. (13) 
Pela condição c), À' g(x) O, de modo que 
f(x) s f(xJ +À' g(x), VxEX. (14) 
Para todo ponto x8X tal que g(x) :s: O, ou seja, para todo x fac-
-
tivcl para (P) o termo À'g(x) ~ nio positivo, de modo que oh-
temos da expressao anterior que 
f(x) s f(x), Vx6X factível. 
l.ogo, x resolve o problema primai. 
DEFINIÇAO - A (unção 
v(y) = min{f(x)/g(x)$y) (15) 
x6X 
definida em lRn, é chamada 6unç.ão de_ pe/Uo/tbação associada a (P J, 
onde -y e o vetor de perturbação. 
Seguem diretamente da definição nc1ma que v(O) ~ o valor 
de f(·) na solução de (P), e se Yz? y_1 , ent;io v(y 2 L::v(y1 ),pois 
se a reg1ao factível for "maior" o mlnimo será menor,ou seja, 
a função de perturbação é não-crescente. 
Além disso, é fácil verificar [Gcoffrion, 1971-1 que a Cun-
çao de perturbação, soh hipóteses de convexiclade de f(•) e g(•), 
é uma função convexa. Porém, para que não ocorra o intervalo 
de dualidade, q11e invi;Lhiliza o uso do m~todos duais para a 
- 8 -
obtenção da solução do - . problema primai, e necessar1o que o pro--
blema (P) seja estâvcJ [Geoffrion, 1971]. Esta condição deve-
se ao fato de que, ainda que v(•) seja convexa existem casos 
nos quais, por exemplo, v(y) ___,.... oo para y ----l'- O (ll,O,llt":t 1.11 
[Geoffrion, 1971]. 
v ( y) 
y 
Figura 1.1- Exemplo de função de perturbação para 
um problema (P) não estável. 
Felizmente, a estabilidade de (P) 6 facilmente obtida se 
(P) verificar alguma das condições de regularidade [Ccoffrion, 
1971]. 
Veremos a seguir que, na verdade, basta que possamos ga-· 
rantir a exist~ncia de um hiperplano suporte em v(O) para que 
não ocorra o intervalo de dualidade, ou seJa, para que os pro-
blemas primai e dual sejam equivalentes. 
Devemos ainda frisar que se a função v(·) nao for conve-
xa, pode ser impossfvel determinar o hiperplano suporte, cujo 
gradiente é exatamente o vetor das variáveis duais Ótimas. 
TEORE/>1A 1.5 (Karlin, 1959)-.'-i'j:ml XSJRn,convexo, f(·) definida 
em X,convexa,e g(x) = (g1 (x), ... ,gm(x))' um vetor de funções 
- 9 -
convexas definidas em X. Suronhnmos qm' cxi_stc xEX tal que 
g(x) <O. Se x e um ponto no qual f( •) assume seu mÍniiiD sujei-
to à g(x) s O, x6X, então existe um vetor de multiplicadores 
A 2: o tal que cX,A) ê um ronto de sela do lagrangeano. 
Reciprocamente, se (X,À) e um ponto de sela de L(x,À), 
então X minimiza f(·) sujeito à g(x) s O, xEX. 
Para provarmos este teorema necessitamos do seguinte le-
ma. 
LEi\lA 1.1 (Teorema da Separação) [Karl in, 1959] - Sejam A e B 
conjuntos convexos do IR 11 • Suponhamos que A contêm pelo menos 
um ponto interior e que nenhwn ponto interior de A está em B. 
Então existe um hiperplano que separa A e B, ou seja, existe 
um vetor c ;tO e uma constante a tal que 
C' X :S: O!, VxbA 
(16) 
c'x<!:a, VxFB. 
PROVA [Bazaraa, 1979]. 
[sto posto, pcxlcmos passar a provar o Teorema ele Karlin. 
Seja (X,À), com xGX, À 2 O, pontos de sela do lagrangcano. 
Então pelo Teorema 1.4 x resolve o problema primal. 
Para provar a outra parte do teorema, definimos os con-
juntos 
A= {(y,yJIY>flx) e ng(x), para algum xEX), 
que consiste exatamente Lln cpfgrafo de v(·), e 
B = {(y,y)iysf(xJ, y.so, i=J, .. .,ml 
1 
- 1 o -
(ver Figura 1.2). 
v(y) 
(v • v) 
B 
;•J+v'y=a 
Figura 1.2 -Função de perturbação para (P) estável 
e hiperplano suporte em v(O) • 
Vejamos que valem as hipÓteses do Lema 1.1: 
i) Int(B).: 0 obviamente; 
ii) suponhamos que (j,y)Elnt(B). Então y <O e 
y< f(x) = v(y) >v(O) "f(x) >y = v(y) >y = 
= (y,y))! epígrafo de v= 
=Anlnt(B)"0. 
Logo, existe um hiperplano, de coeficientes (v,v) ;z: (0,0), 
que separa A e B. Obtemos então 
v'y+v'y ~ v'z+v'z (17) 
para todo (~,y)6A e para todo (i,z)EB. 
Se alguma das componentes de CV,v) fosse negativa, então 
- 11 -
a componente correspondente de (z,z) pocleria ser tomada sufi-
cientemente negativa, de modo que a desigualdade (17) não mais 
se verificaria. Portanto, (v,v) tem todas as componentes nao 
nega ti v as. 
Vejamos que V> O. 
Desde que (f(() ,O)Ell c (f(x) ,g(x) )5A, para todo xU, de 
(17) resulta 
VxfX. ( !8) 
Se v :o O, então, por (18), obteríamos 
V' g (X) -: Ú, VxEX, 
com pelo menos uma das componentes de v sendo positiva. Po-
rém, por hipótese, existe xEX tal que g(x) <O, o que impljca 
que <v,g(x)> <O. Logo, V> O. 
Seja À= v/V. Então, de (18} obtemos 
f(x) +À' g(x) < f((), Vx6X. (!9) 
Se x=x, obtemos A'g(x} ~o. Porém, À ::-:0 e 
g(xl "o = ~· g(x), o, 
de modo que 
- -À'g(x) "O, (20) 
De (19) e (20) obtemos que 
L(x,ÀJ " f(xJ + À'g(x) ~ L(x,À) " f(x) + ~· g(x), (21) 
ou seja, x min1m1za o lagrangeano. Como g(:X):--;0, À::::O cÀ'g(X)= 
= O, segue do Teorema 1. 3 que À m:1xinriz;1 o Ll,gran_t;er-lno sohrc \?:O. 
- 1 2 -
Logo, (:i<,À) e JX>nto de sela de L(x,:\) e esta provado o teorema. 
-
1.4- DIFERENCIABILIDADE DA FUNÇAO DUAL 
Suponhamos que, dado um problema prirnal (P), verificamos 
a través dos cri tê rios obtidos na secção anterior, que seu dual 
(D) lhe é e qui valente. Devemos optar então por um métollo llc so-
lução do problema (D), de modo a obter esta solução da manei-
ramais eficiente possível, dentro das limitações que o pro-
blcma nos irnp6e. Dado que geralmente os m~todos de otimização 
no m~n~mo utilizam infomações sobre o gradiente, vamos exa-
miu;_n sob que condições podemos usar tais métodos, ou seja, 
quando existe e como se obtém, neste caso, o gradiente daf-Lm-
ção dual. Para isto precisamos do seguinte teorema. 
TEORHIA 1.6 (Danskin, 1966) - Seja 
~(À) " mln F(z ,À), 
zES 
( 2 2) 
undc r é uma funç:io de classe c1 em rclaç.ão a variilvel \ c S 




n ( z 3 J 
undc Zl\) é o conjunto dos C\llC minimizam j:(z,À) C 1\~J(\,d) 
~ :t derivada dericional ~direita de ~(\). 
PROVA (Danskin, 1966). 
De posse deste resultado, vanos retomar o nroblcm:.t (1) com us hip1J-
teses adicionais de que f e g silo contínuas em X. Tomando 1HJ..) iJL\) 
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Lembrando que D cp(;\.,d)=-D <HÀ,-d), com (24) obtemos 
- + 
max ~aL (x~J.. 
xEX(I) 3! 
( 24 ) 
( 2 5) 
Como se o.~(l,d) o ll_HI,d), para todo d, entiio ~()) -c 
diferenciável, escolhendo d como sendo as direções dos eixos 
coordenados, temos 
( 2 6) 
se o lado direito de (26) for constante em X(~). 
~claro que, em p;Jrticular, se X(À) contiver um i:Ínico e-
lemento x*, ou seja, se f(·) for cstrjtamc.;ntc convexa, X(,\) é 









1 (f(x)+l 'g(xí I 
( 2 7) 
(28) 
podemos resumir os resultados obtidos acima no seguinte teo-
rema. 
TEORH1A 1.7- Se X ~lRn é compacto c f(•) c g(•) sao contínuas 
em X, a função dual ~ Jjferencl5ve1 num ponto \* se, e somen-
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te se, cada g. (·) for constante sobre X()..*). Neste caso, as de-
. l 
rivadas parciais de 0(-) são dadas por 
"a'~~· =g.(x), 
OAi ).:::),* 1 
( 2 9) 
Finalmente, todas estas manipulações se justificam se a 
partir Je uma solução do problema dual pudermos evidenciar fa-
cilmente urna solução do problema primal. 
fHJREMA 1.8- Sejam XSJRn,compacto, f(·) c g(·) cont-ínuas em 
X e ).* uma solução do problema dual. Suponhamos que a função 
dual ~(·) ~ diferenci5vel em),*. Então qualquer x*EX(\*) re-
solve o problema primal. 
PROVA Como cp ( •) é diferenciável em À*, valem as seguintes con-
diç6es de otimalidade: 
a) À~>O =a~ I - g.(x') 
1 dÀi A* - 1 O, x'GX(A') (30) 
b) A'= O = "';,~I = g. (x') < O, xEX(P), 
1 o i ),* 1 
( 31) 
Estas condiç6es significam que g(x*) sOe A*'glx*) =O, 
x*t:=\(À*), de modo que, pelo Teorema 1. 3, (x*, À*), ê rx::mto de se-
la do lagrangeano. Logo, pelo Teorema 1.4, x* resolve o pro-
blema prirnal. 
Fica então estabelecido que, sob as hip6tcscs do teorema 
anterior, se À* resolve o problema dual e L(x,À*) tem um Úni-
co mínimo sobre X no ponto x*, ou seja, se f(·) for estrita-
mente convexa, então x* resolve o problema primai. 
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1.5- O METODO DUAL CLASSICO 
Retomando mals uma vez o problema (P), cuja solução es-
tamos interessados em obter, suponhamos que (Pl satisfaz <:IS hi-
pÓteses do Teorema 1.7, ou seja, cp(·) é diferenciável. Poclerros 
entio usar um método de m~xima subida, adaptado ~s restrições 
A?: O para otimizar rjl(·). O procedimento, numa iteração 
-rica p, sera o seguinte: 
ALGORITMO 1.1 
PASSO 1 - Para À :o Àp, resolva o problema 
min{f(x)•A'g(x) i. 
xEX p 
Seja x(À ) a solução. V5 parJ o l1asso 2. p 
-gene-
(32) 
PASSO 2 -Obtenha o valor da função dual e do seu gradiente 
para À=À e x=x(À ), ou seJa, p p 
{
oi> (À ) " L (x (À ) • À J p p p 
V~(A ) "g(x(À )). p p 
( 3 3) 
Se $(À ) :::: y, com y suficientemente grande, pare. O p 
problema (P) ~ infactlvel. 
Se 'Vcjl(À) -E,_ O, pare. A sol11çiio À c t:-Ótima c ::;ua p p 
solução prima] correspondente 
jetivo <jJ(À ). Caso contrário, p 
ê x (1, ) , com vrllor ob-
1' 
-va para o Passo 3. 
PASSO 3 - Defina uma nova direção de busca s . p dada por: 
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.J.t se Àl > o. 1 
i n' Ã=À 
p 
s = p p } .- { 3~ Àl =o. i max O,--. se 
n' À=À p p 
O novo vetor -Àp+l e dado por 
+ a. s ' p p 
onde o passo a.p deve ser tal que 
O passo ap pode ser obtido maximizando 
h(a) = ~(À +as ) , p p 
= 1, ... ,m 
(34) 
= 1, ... ,m 
( 3 5) 
(36) 
(37) 
-suje i to as restrições ap ~O e Àp+l 2-: O. Faça p = p+l e volte ao 
Passo L 
Devemos observar, quanto ao procedimento apresentado ac1-
ma, que nada foi dito sobre como resolver o problema (32). 0-
corre que em muitas situações a função lagrangeano, que é oti-
rnizada no Passo 1, é separável nas variáveis x, de modo que 
a solução de (32) pode ser obtida através da solução de N pro-
n-
blernas definidos no R 1 com 
N I n. = n, 
i=l 1 
simplificando consideravelmente o trabalho computacional nes-
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ta etapa. Portanto, a soluçio do problema lagrangeano depende 
essencialmente da natureza do problema que desejamos resolver, 
e a decisão sobre qual método devemos usar para obtermos tal 
solução deve ser tomada depois de estudarmos o probleiPa e:m ques-
tao. 
Os outros passos do mêtodo dual apresentado também podem, 
e devem, ser modificados sempre que a natureza do problema a 
ser resolvido o permitir visando um desempenho melhor do mes-
mo. 
1.6 -CONCLUSÃO 
Neste capitulo estabelecemos alguns resultados fundamen-
tais da teoria da dualidade, como equival~ncia primai-dual e 
diferenciabilidade da função dual. Embora a literatura sobre 
estes temas seja farta, optamos por introduzir a tese através 
deste capítulo, dada a grande importância de todos os concei-
tos estabelecidos acima na obtençfio do M~todo Benders Genera-
lizado e também na solução de problemas de controle Ôtirno de 
centrais térmicas de geraçfio de energia, conforme v,eremo:s nos 
prÓximos capítulos. 
- a -
2. 1 • I NTRODUÇAO 
CAPÍTULO 2 
ANALISE DE APLICABILIDADE DA DECOMPOSIÇÃO 
BENDERS GENERALIZADA 
A partir da publicação por 1\. ~L Ccofrr-ion [Geoffrion, 
1972] da decomposição Benders Generalizada, vários autores de-
monstraram sua eficiência na solução ele certos problemas prá-
ticos importantes, tais como os problemas de localização [Fran-
ça, 1979], [Luna, 1978] e problemas de controle ótimo de sis-
temas térmicos de geraçao de energia (vide CapÍtulos 3c4) [Gc-
romel e Baptistella, 1981]. 
No entanto, várias dificuldades ainda existem, as quais 
impedem a aplicação desta técnica de decom-posiç3o para wna ga-
ma muito maior de problemas de programação matemática. Aprin-
cipal delas ê que os problemas em consideração devem possu1r 
necessariamente uma chamada propriedade P [Geoffrion, 19 72 J, 
-que e restritiva e que traduz a necessidade destes problemas 
terem uma estrutura particular. 
Sem esta propriedade a tÔcnlc1 de clcconlposjçjo Benders 
Generalizada, como inicialmente proposta, c inteiramente in-




Neste capítulo, todas as hip6teses de aplicabilidade da 
decomposição Benders Generalizada serão explicitadas e anali-
sadas em detalhes a partir do conceito de 6w1ç.ão .supo!Lte., que se-
râ introduzido, permitindo a obtenção mais simples de certas 
interpretações geomitricas [l~c!Joni & Geromcl, 1981]. 
Em seguida, propomos um novo método de solução do proble-
ma mestre, que permite resolver por esta técnica de decompo-
sição, problemas que nao apresentam a propriedade P [Geoffrion, 
1972]. Isto será feito a partir do estudo da diferenciabili-
dade da função objetivo do problema mestre utilizando resul-
tados clássicos fornecidos no Capítulo 1. 
2.2 -CONSIDERAÇOES PRELIMINARES SOBRE O 
PROBLEMA EM ESTUDO 
A decomposição Bendcrs Generalizada foi proposta em t:Geof-
frion, 1972] para tratar problemas de programação matemática 
assim definidos: 
min f(x,y) s.a G(x,y) ' O 
xEX, yEY 
(1) 
onde X S:lRn é um conjunto convexo fechado, Y SJRm, f :Rnx]{m ---+ IR 
e G: lR"><lRm - lRr. 
Para este problema, suponhamos que seja válida a seguln-
te hipÓtese: 
- o problema (1) -nao e convexo em x e y simultaneamen-
te, mas fixando y ele torna-se convexo na vari~vel x. 
A variável y e chamada ''~!riável ''complicante", desde que 
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nao precisam ser feitas l1ip6teses sobre f e G em relaçâo a 
esta variável para que a condição acima seja satisfeita. Além 
disso, dependendo da estrutura de cada problema a ser rcsol-
vida, podemos eventualmente obter problemas tais que,para yEY 
fixado 
i) (1) pode ser separado em um certo número de problemas 
independentes, cada um envolvendo um diferente subve-
tor x, ou 
ii) (1) assume uma estrutura para a qual sao L·onhcc idos 
métodos ef-iciente.;; de solução. 
A técnica de decomposição Benders Cener8lizada consiste 
em aproveitar esta estrutura separando o problema (1) em dois 
problemas interligados, a saber, um problema mestre e um sub-
problema, visando viabilizar a obtenção da solução de (1) a-
través de uma seqüência de manipulações, desde a projeção de 
(1) no espaço das variáveis y seguida de linearizações exter-
nas e relaxação. 
Numa primeira etapa obtemos então um problema na variá-
vel x, fixando y. Isto ê feito através da manipulação chamada 
ptr.oje.ção no Mpaço Y [Geoffrion, 1970]. 
Projetando (1) no espaço das variáveis ncomplicantes" y, 
obtemos: 
onde 
m1n v(y) s.a yEYnV 
y 
v(y) = m1n f(x,y) s.a G(x,yl ::::O 
xE:\ 
(2) 
c õ l 
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e 
V • {y€lRmiG(x,y) ~o. para algum x€X). (4) 
Devido a sua grande importância nesta e nas próximas sec-
ções, passaremos a nos referir ao membro direto da igualdade 
em (3) como sendo o problema (SP), ou seja, 
(SP) min f(x,y) s .a G(x,y) 'O. 
xGX 
TEOREMA 2.1 (Projeção) - O problema (1) é infactível ou tem 
valor Ótimo ilimit~do se, e somente se, o mesmo vale para (2). 
Se (x* ,y*) ê 0ciHto para (1), então y* tem que ser ótimo de (2). 
Se y* ê Ótimo em (2) e x* atinge o mÍnimo em (3) com y=y* en-
tão (x*,y*) é Ótimo em (1). Se Y é € 1 -ótimo em (2) e 
Ótimo em (SP), então (x.y) é (E 1 +E 2)-Ótimo em (1). 
PROVA- [A.M.Geoffrioni, 1970]. 
Fica claro que v(y) é o valor Ótimo de (1) para y fixado 
e avaliar v(y) é mais fácil que resolver o problema (1) . 
O próximo passo consiste em caracterizar o conjunto V, 
definido em (4). Este conjunto consiste exatamente dos pontos 
y€Y para os quais (SP) é fact ·vel. Deste modo YnV pode ser pen-
sado como sendo a projeção da região factível de (1) no espa-
ço das variáveis y. 
TEOREMA 2. 2 (Representação de V) - Suponhamos que X 7 0 é con-
vexo fechado e que G é convexa em X, para cada yEY fixado. Su-
ponhamos também que o conjunto 
Zy • (zERm I G (x, y) < z, para algum xEX) 
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ê fechado para cada y fixado. Sob estas hipÓteses, Vy8Y fi-
xado, 3x€X tal que G(x,~) ~O se, e somente se a solução Ótima 
a* de 
mina s.a G(x,YJ -a..e :ó:Ü, 
xEX 
a 
r ~ - -onde e€R e o vetor unitario, e nao positiva. 
( 5) 
PROVA (<'=) Seja a* s O solução de (5). Então G(x* ,y) ~a*· e< O 
e portanto y€V. 
(-J Seja y€V. Então lx€X tal que G(x,y) sü.Portanto a=O 
~ factivel para (5) e a* ~o. ou seja, a soluç~o a* de (5) -e 
nao positiva. 
Como Zy é fechado e o problema (5) é convexo, seu dual 
lhe é equivalente. Através deste problema dual que segue po-
demos então caracterizar o conjunto V. De fato, o problema dual 
de (5) é dado por 
max min {a+ 9'lG(x,YJ -a·e]} 
e::::o x€X,a 
r 
max {min a[l-) 0
1
.) +min G'C(x,f)} = 
6~0 a 1~1 xfX 
max min O'C(x,YJ =a*. 
ec:O xEX 
r 
L e = 1 
i=l 1 
Como yev se e somente se a* :S O, resulta que VyEY, y também es-
tá em V se, e somente se, 
onde 
2. 3 - FUNÇOES SUPORTE 
DEFINIÇÃO - Seja 
os pontos do seu 
de f (.) no ponto 
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e • OEJR 1 e i o o , Í e. ·I}. 
i=l 1 
f (. ) : lRn 
-lR uma função 
domínio. Diremos que ;;c. ) 
xERn se, e somente se, 
{
f(x) • ~(x) 
f (y) ' ;;(y) ' n VyQR ' y , X. 
contínua em todos 
- 6uvtç.ão .6upoJtte. e urna 
( 7) 
Em particular, se f(·) for convexa, então é claro que!;(·) 
pode ser escolhida linear e, conseqüentemente, existe para to·· 
do x€Rn um vetor ~(x)€Rn tal que 
~(y) • f(x) + u(x)' (y-x). (8) 
Além disso, se f(·) for convexa e de classe c1 (admitir 
derivadas contínuas), então VxElR.n, 1-!(X) é un1co e é dado por 
u (x) • Vf(x). (9) 
Se por outro lado, f(x) não for convexa, mas puder ser co-
locada na forma 
f(x) • g(h(x)), (lO) 
onde g(•): lRm--- rn. é uma função convexa e h(•) :lR.n ------+IRm eu-
ma função qualquer, então 
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f(x) = g(w) 
w = h(x) 
e temos com (8) 
(11) 
que ê válida para todo z do conjunto imagem de h (a) • Conseqüen-
temente fazendo z =h(y) obtemos 
f,(y) = f(x) + ~(w) 'Ch(y)-h(x) ], ( 12) 
onde ~(w) ê qualquer subgradiente de g(•) no ponto w =h(x). 
Fica claro então que, se não nos restringirmos a procurar 
funç6es suporte lineares (planos suporte) ,então poderemos de-
terminar aproximações para funções f(·) não convexas.Este fa-
to ê muito importante para a obtenção da decomposição Benders 
Generalizada, como veremos na próxima secção. 
2. 4 -UM ALGORITMO GERAL DE RELAXAÇAD 
Seja um conjunto de p pontos n x.QR ' 
J 
j = 1, ... ,p. Para ca-
da x., j = 1, ... ,p, determinamos uma função suporte Ç. (x) . 
J J 
Então, temos a seguinte aproximação de ordem p para a 
função f(•) (ver Figura Z.l) 




























FIGURA 2.1 - Inter ,,,l:etação geométrica das 
f,;. (x) e da função aproximada 
J 
funçÕes 





com X S"lR.n, podemos adotar o procedimento abaixo, denominado !te.-
.tax.aç.ão [Luna, 1978], que na p-ésima iteração pode ser descri-
to por 
ALGORITMO 2 .l 
PASSO 1: Resolva o problema relaxado (ordem p) 
ou seJa, 
min f (x) • 
x€X P 
Sejam cr* ex* as soluç5es. 
( 15) 
PASSO 2: Verifique se r-rx*) -as s, para E~ O arbitrariamente 
pequeno. Em caso afirmativo, x* é uma solução s-Óti-
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ma de (14); caso contririo, v~ ao passo seguinte. 
PASSO 3: Faça xp+l =x*, determine ~p+l(x*), a função suporte 
no ponto x* e volte ao passo 1, aumentando a ordem de 
aproximação para p+l, 
Devemos observar dois fatos importantes: 
1) o* ê uma estimativa otimista do valor ótimo de (14). 
De fato, da definição de funçào suporte, 




2) O algoritmo não nos mostra como calcular as funç5es 
suporte !;.(•), j ol, ... ,p. 
J 
e claro que se f for convexa, então (8} pode ser utili-
zada, onde J.l(X.) e qualquer subgradiente de f em x. [Lasdon, 
J J 
1970]. Se f(·) não for convexa, mas puder ser colocada na for-
ma (10), devemos estudar a possibilidade de tomannos !;j(•) como 
em (12). 
2.4.1 ~oecomposição Benders Generalizada 
como caso particular 
Podemos agora retomar o problema ( 2) e evidenciar sua so-
lução e interpretação geométrica como caso particular do pro-
cedirnento apresentado acima. 
Como v(y) em (3) é fácil de ser determinada para y = y. 
J 
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fixado, então a solução de (1) pode ser obtida pela solução de 
( 2). A proposta de Geoffrion é de resolvê-lo por relax.01ção, de-
terminando funções suporte Uc v(yj c utilizando o algoritmo apre·· 
sentado acima. ll.esta, portanto, evidenciarmos como calcular pa·-
ra v(y) as funções suporte 'i (y) em um ponto y = yjEY n V qual·· 
quer. 
TEOREf'-1A 2.3 -A função v(y) definida em (3) admite em um pon--
to qualquer y j EY n V a função suporte 
= min{f(x,y) + À~G(x,y)}. 
x€X l 
(16) 
d r -on e À-fJR e a 
J 
variável dual ótima do problema (SP) para y =y .. 
J 
PROVA - Com as hipÓteses de convexidade feitas sobre f e G, a 
teoria da dualidade permite escrever 
v(y.) = max min {rcx,y.) +Ã'G(x,yl.)}. 
J À~O x€X J 
( l 7) 
Corno por hip6tese Aj é a solução dual Ótima de (SP) para 
y =yj, (17) implica imediatamente que v(yj) =F, i (yj). 
tro lado, temos 
v(y) = max min{f(x,y) +A'G(x,y)} > 
i\:::::0 xEX 
Por ou·-
> min{f(x,y) +Ã'G(x,y)}. VÀElRr, À>D, (18) 
xEX 
e como \. ~O, (18) ê válida em particular para \ ""\J.. Conse-
J 
qüentemente, com (16) ternos v(y)?. t.:j (y), Vy6lRm, o que com (7) 
prova o teorema. 
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-O algoritmo Bcndcrs Ceneral izado e então obtido imcxliata-
mente a partir do resultado Jo Teorema 2.~ c Jo Algorit1m 2.1. 
Iniciamos o processo COJJI r= C[= o. 
ALGORITMO 2. 2 
PASSO 1 - (Sub-problemd) - Para y~Y n 1J resolva 
(SP) 
PASSO 2 - Seja ,\* a soluç.:lo Jual Ótima de (SP). Faça p = p+l, 
À =À* e obtenha a função suporte 
p 
( (v) "min{ f(x.y) + À'C(x,y)}. 
-p - xtX p 
Calcule BS=( C:Y) -v(y) (Teorema 2.3). BS c um li-p 
mitante superior do valor ôt Imo de (2). 
Pi\SSU 3 - (Problema Mestre) - Obtenha a soluçâo Ótima de 
min {o/ozE:_.(y), j oel, •.. ,p}. (PM) 
yE.YnV J 
r 
Seja Y~ a solução de (PM) com valor objetivo o* c fa-
ça BI =o*. Bl ê um limitante inferior do valor óti-
mo de (2). Se BS- BI <;c, para posjtivo arbitraria-
mente pequeno, pare. A solução y, 6 Ótima. 
PASSO 4 - Faça y = y * e resolva (SP). Deve ocorrer um elos se-
guintcs fatos: 
PASSO 4A- (SP) é factível. 
Então vá para (2) e obtenh3 BS-t_:rCYJ. Se BS-BT<f_, 
n:ll'C. :'\ solllt.,'~lu ê f>t iJIKl. SC'n~lo, se BS > nS, faça BS = BS e 
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v a para _). 
PASSO 4B- (SP) é infactÍvel. 
Então ar~'OXimc melhor v 
Último a restrição 
por v 
r 
min e'G(x,y) :-:::O 
xEX P 
-e va para 3. 
introdllZindo neste 
Neste ponto cabe urna rápida discussão sobre a convergen-
c·ia do procedimento apresentado acima. Ocorre que a grande im-
portância deste método de decomposição deve-se exatamente ao 
fato de que, nas condições do problema (1), o procedimento a-
c1ma tem converg~ncia finita. 
Dado que um dos objetivos deste trabalho é obter a solu-
ç~o de um problema real atrav~s deste método (ver Capitulas 3 
e ..J- l, optamos por apresentar .1penas um dos teoremas de conver-
gênc:ia, que trata de problemas nos quais o conjunto Y é wn con-
junto discreto. No entanto, a convergência do método também é 
finita, a menos de E:>Ü, para conjuntos Y de cardinalidade in~ 
finita como, por exemplo, conjuntos convexos [Geoffrion, 1972]. 
TEOREMA 2. 4 ~ Nas hipóteses do problema (1) e do Teorema 2. 2, 
suponhamos que o conjunto Y é um conjunto discreto finito. En-
tão o procedimento dado no a1goritmo 2. 2 termina num número fi-
nito de passos para qualctuer E:~Ü dado. 
PROVA - Seja E:~Ü fixado arbitrariamente. A convergência fini-
ta ~ uma conseqU~ncia direta da natureza finita de Y e do fa-
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to de que y nao pode nunca ser repetido numa solução de (PM), 
no Passo 3. De fato, se yf[V, o Passo (4B) gera uma restrição 
para o problema mestre que impede que tal y possa ser consi-
derado novamente numa execução posterior de (Pll-0. Se, entre-
tanto, yEV, temos que o sub-problema é factível, v(y) ê fini-
to e a nova restrição!;(") gerada no Passo (2) vai irrrpliC<-lr na 
ot.imalidade de y caso BS-BI::; c, ou numa nova iteração, -porem 
sem que Y seja repetido. Isto prova o teorema. 
2.4.2-Análise de Aplicabilidade da Decomposição 
Benders Genera 1 i zada 
O problema inicial (!)a ser resolvido foi decomposto em 
um sub-problema de fâci1 solução, que é convexo, dado que as 
variâvcis y estão temporariamente fixadas em y = yp, c num pro-
blema mestre, que~ dificil, senão impossivel de ser resolvi-








G'G(x,y) r . 
( 1 ~) 
podem ser tais que as mlnjmizações indic:Jd:Js dependam de y, 
sendo, portanto, impossíveis de serem calculadas e.xplicitamen-
te. Para contornar esta J.j_ riculdadc (;cofrr ion [Geoffrú>n, 1972] 
propõe que (1) satisfaça a seguinte propriedade. 
PROPRIEDADE P - Para todo À 2: O e 0E0, as minimizações indica-
das no câlculo de E, (y) e n (y) s;:lo independentes de y. 
r P 
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Devemos fazer duas observações. A primeira é que a pro-
priedade P elimina as dificuldades anteriormente citadas,per-
mitindo que esta técnica de decomposição seja aplicâvel.No en-
tanto, analisando (19), nos parece que a classe de problemas 
que admitem este1 propriedade é muito reduzida. A segunda é que 
.; . ( ·) ou n. ( •) podem ser funções sem nenhuma propriedade, tal 
J J 
como convexidade, dificultando em muito a solução do problema 
mestre. 
Na próxima secçao vamos apresentar um método de otimiza-
ção de v(y) baseado em gradiente projetado, sem no entanto ser 
necessária a verificação da propriedade P. 
-2.5- UM ALGORITMO ALTERNATIVO - MtTODO DE PROJEÇAO 
Seja novamente o problema (1), onde faremos as hipóteses 
iniciais de que f e G são continuamente diferenciáveis em x 
Y ê um conjunto de restrições lineares e V =]{m. e y, 
Propomos então obter a solução de (2) por um método pri-
mal de gradiente projetado no qual para y = y EY o v~1lor da 
r 
função v(yp) ~ calculado pela solução de (SP) e 
yp+l = yp- 'pdp, 
onde T >O ~ um escalar arbitrariamente -pequeno c dp e a pro-p 
jeção ortogonal de Vv(y ) sobre Y. t claro que tal procedimen-p 
to s6 ê vilido se v(y) for uma função diferenci~vel para todo 
ybY. 
- :; 2 -
2.5.1- Estudo da Di ferenciabi 1 idade da Função 
Perturbação Generalizada 
A exemplo do que foi feito na secçao 1.4 do capitulo an-
terior, vamos estabelecer as condiçÜc5 de difcrenciabilidade 
de v(y), y6Y, com o auxilio do Teorema de llanskin [Danskin, 
1966]. Na discussão apresentada na reCerida secçiio obtivemos 
que dada 
~(À) "nnn l'(z ,À 1, 
ztS 
sob hipÓteses de diferenclabilidadc da funç;to F(z ,\), 
'V(min 
zGS 
l(z,À)) " 3F(z ,lj_ 
3\ z = z * 
onde z* 6 o un1co elemento de S que minin1iza l;(z,.\). 
Por um procedimento <1nálogo pode-se mostrar que 
'V(rnax !;{z,.\)) 
zES 
- . . 
onde z* e o un1co elemento de S que max1ma l~{z,\). 
(20) 
( 21 l 
TEOREMA 2.5 - Seja y um elemento qualquer ele Y. Então se o pro-
h lema 
mlil \ f(x,yJ IG(x,y)>O} 
xt:::X 
(22) 
admitir uma un.Lca solut;clo primal x" c uma un1ca solução dual 
\,~O, v(y) é difercnciÂveJ e 
Vv(y) H -+ 3y (23) 
x = x* 
- :i 3 -
PROVA - Como anteriormente, podemos escrever 
v(y) max min { f(x,y) + "'G(x,y)} 
"'Ü xEX 
max F(", y) • 
À~Ü 
( 24 ) 
I . - mm :ntao, como V = , (22) é factível c À*<=, podemos adicionar 
em (24) a restrição IIÀII :o; p, onde pé um c~calar sufj_cientemen-
te grande, sem que a soluç~o 6tima seja alterada. l1 or6m,o no-
vo conjunto é compacto, o que nos permite escrever com (21) 




Como X é compacto, x* < "' c então, com a mesma argumenta-
çao acima e (20) 9btemos 
3F 
3Y v[~~~ { f(x,y) + À~G(x,y)}) 
(26) 
Finalmente, com (25) e (26) obtemos (23), o que prova o teo-
rema. 
2.5.2 -AnãJ i se de Aplicabilidade do Método de Projeção 
Devemos notar que podemos impor condições ao proh1ema em 
estudo para que as hipóteses do teorema anterior se verifiquem. 
A unicidade da solução primal de (22) é conseguida se este pro-
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blema for estritamente convexo em relação a x. No entanto,is-
to nâo 6 suficjente (laJ-;t que a soluçio dual seja unica, pois, 
esta depende do conjunto X para cada problema em questão. No 
1\ 
caso em que X ::ffi , x* c )..* satisfazem 
o (27) 
x = x* 
e então, [a c] se posto ai =r, que é Luna condic,:ão de regularidade 
[Geoffrion, 1970], a unicidade de x* implica na de À*' 
Esta condição para a unicidade de \* generaliza o resul-
tado obtido por 1-l.P.L.Luna [Luna,1979J, onde são considerados 
problemas de programação matemática semelhantes ao problema 
(22). Naquele trab;:llho o autor estabe-lece uma condição de um-
cidade da solução dual para problemas nos qu:1is a matriz Ja-
I . aG - . d d conana ax e 111 ependcntc c x c inversível. 
Por outro lado, mesn1o sendo diferenci~veJ em relaç~o a~ 
a função v(y) geralmente não é convexa c:. conseqüentemente, a 
função linear é(Y) =v(yr) +9v(yr)'(y-yp) pode não ser uma fun-
ç.ão suporte de v(y) para certos pontos ypGY, lnviabillzando por-
tanto a aplicação de técnicas de relaxac)io anteriormente c.stu-
-dadas para S(y) linear. Em [Geoffrion, J970] e mostrado que se 
(1) é convexo conjuntamente nas variá1.reis x e y, então v(y) 
~convexa. No entanto, este resultado 6 de pouca valia no ca-
so presente pois não fi7.emos nenhuma hipótese sobre as frmçõcs 
de (l) em relação as variâveis "complicantcs" y. 
2. 6- CONCLUSAO 
J'l,;cste capítulo analisamos as condições de aplicahi lidadc 
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da decomposição Benders Generalizada. Para tanto, o algoritmo 
inicialmente proposto por Geoffrion em [Geoffrion, 1972] foi 
obtido de uma nova maneira a partir da definição de ówlç.Õe..t. -Stt-
pof!.Xe. não lineares associadas à uma função dada. Este procedi-
mento permite interpretar geometricamente as várias etapas de 
solução do problema mestre. 
Em seguida propomos wna nova maneira de solução do pro-
blema mestre, que foi obtida pelo estudo da diferenciabilida-
Je Ja função de perturbação generalizada v(y), permitindo con-
siderar problemas que não satisfaçam a propriedade P exigida 
em [Geoffrion, 1972]. 
- D -
CAPITULO 3 
APLICAÇÃO DA DECOMPOSIÇÃO BENDERS GENERALIZADA 
NO CONTROLE 0TIMO DE CENTRAIS TERMICAS 
3. I - I NTROOUÇAO 
De posse dos resulta dos obtidos nos capÍtulos anteriores, 
vamos estudar o problema de controle Ótimo de centrais térmi-
cas de geração de energia. Tal problema difere essencialmente 
do problema de geração hidrelétrica, desde que envolve, além 
do custo operacional de geração efetiva de energia, um custo 
adicional, chamado custo de ligação. Este custo, conforme ve-
remos, depende do intervalo de tempo durante o qual as térmi-
cas estiverem desligadas (fora de operação). 
Um modelo matemático que descreva este problema envolve 
dois tipos de variáveis de decisão: variáveis inteiras (de ti-
po 0-1) , que indicam quais as unidades que estarão gerando e-
nergia num determinado instante t, e variáveis reais que tra-
duzem a quantidade de energia a ser gerada por estas unidades 
neste mesmo instante t. 
Trata-se, portanto, de um problema ao qual a técnica de 
decomposição Benders Generalizada é aplicável, pois é um pro-
blema de programaçao mista envolvendo variáveis de decisão in-
teiras e reais, onde as vari~veis inteiras atuam corno vari~-
-36-
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vc1s "complicantes" e, como veremos, a propriedade P se vcr1-
fica. 
- . -Nas prox1mas secçoes, vamos obter este modelo e a sua de-
composição, de acordo com o estudo feito no Capítulo 3, em um 
problema mestre e um sub-problema. Também vamos explorar ao má-
x:imo as estruturas particulares destes dois problemas, v1san-
do obter m~todos eficientes para suas soluções. 
).2 -DEFINIÇAO CO PROBLEMA EM ESTUDO 
Seja um sistema térmico constituído por N unidades gera-
doras, com as seguintes características de geração: 
c1 (s): custo de geraçao de s Kw-h em Cr$ 
-s. ::::s::::s.: 
-l l 
capacidades máxima e mínima de 
geração em Kw-h, 
para cada térmica i, 1 ::;: i ::;: N. 
c 1) 
Se t ... . -s 1 e a quant1dade de energia gerada pela tennica i du-




s . 2: L I 
l 
t€[0 ,T-1], (2) 
onde Lt representa o déficit de produção no sistema hidrel~-
trico global, obtido pela diferença entre a demanda e a pro-
dução hidráulica. 






O, se a t~rmica 1 n~o est5 em operaçao no 
no instante t; 
1, caso contrário, 
( 3) 
o problema de controle Ótimo das térmicas pode ser formulado 







N t t ~ t L C. (s.)~. + I o/. (z.) 
i=l 1 1 1 i=l 1 l 
N t t t L S·~· 'L. t =0,1, ... ,T-1 
. 1 l 1 F 
s. 5 s ~ 
-1 1 5 s. ' 1 
(4) 
onde A representa um conjunto que define possíveis restrições 
operacionais sobre a entrada ou saida de térmicas no sistema 
[Turgeon, 1978]. 
3.2.1 -A Função Custo de Ligação 
Em [Turgeon, 1978], Turgeon, ao estudar este problema,a-
presenta uma soluç~o por ele obtida onde as funç6es o/.(·), i= 
1 
=l, •.• ,N sao dadas como funções temporais, ou seja, o custocll' 
ligação de uma usina 1 depende essencia1mcnte do tempo 6t du-
rante o qual esta usina estava desligada (fora de operação). 
Fazendo t z. =li. t. ' 
1 1 
a função custo de ligação, para cada têr-
mica i, é dada por 
t ~. (z.) = 
l 1 [ -yiz~l t a. 1-B.e ·~·, l l l 
onde t+1 z. 
l 
= (1 +z ~) (1-~ ~). A representaç;_Lo gráfica 
l l 
( 5) 
-de ( 5) e da-
dada abaixo. 






a. (1-S .)-t'-----------------"7 
' ' o t z.
' 
FIGURA 3.1- Função custo de ligação 
Ocorre que, se tomarmos ~i(•) como acima e aplicarmos a 
t~cnica de decomposição Benders Generalizada ao problema (4), 
o problema mestre resulta num problema de programação 0-1 não 
linear com zN•T combinações possíveis. Como a literatura atual 
não nos oferece um método que torna viável a obtenção da so-
lução deste problema, optamos por resolver uma versao simpli-
ficada com as seguintes caracteristicas: 
a) o custo 'I' i(·) de ligação da térmica 1 é tomado na si-
tuação limite, ou seja, tom:Inllo o cus to máximo de 1 i-
gaçao de cada térmica 1, que ao t zi - co resulta em ai, 
ou 
b) o custo ~. c. ) 
1 
de ligação da térmica 1 e o custo me-
dio, dado por 
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Em qualquer dos casos a) oub) ac1ma, devemos observar que 
1) o custo de ligação, para cada térmica i, resulta cons-
tante; 
-2) o numero 
ras cai 
de combinações 
N para 2 
possíveis das variáveis intei-
De fato, redefinindo as variáveis ~ como sendo 
"i ={O, se a 
1, caso 
térmica -1 nao 
contrário, 
está em opcraçao Vt€[0,T-1J; 
(6) 
tomando n. como sendo o custo em Cruzeiros da quantidade de 
1 
combustível necessária para elevar a temperatura da térmica 1, 
desligada no per!odo anterior, até um valor necessário para a 
geraç~o efetiva desta térmica, e indicando seu estado (ligada 
ou não) no periodo anterior por~-, temos a tabela 
1 
W· l W· 1 \jl. ( p.) 1 I 
o o o 
o 1 1l . ( 7) 
1 
1 o o 
l l o 
que fornece 
I' . ( W . ) .. 71 i (l-~i)pi' (C r$) 
. L 1 
(8) 
onde TI i e defin.i do segundo os casos a) uu b) anteriormente des-
critos. 
Pinalmente, deflnindo o conjunto S. '"'{~.ls.:s::;S.},com (8) 
l 1 l 
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I c. cstl~· + I ~. c~.J i~l 1 1 1 i=l 1 1 
N t L s.~. e-.Lt, t =0,1, ... ,T-1 
. l l l l" 
~€A, s~fSi, i== 1, ... ,N. 
(9) 
Este problema não ê convexo nas duas var1ave1s conjunta-
mente. Entretanto, a soluçâo 6tima global serã obtida num n~-
mero finito de passos, conforme veremos na pr6xima secç~o. 
).) - APLICAÇAO OA TtCNICA DE DECOMPOSIÇAO BENDERS 
GENERALIZADA AO PROBLEMA DAS USINAS TtRMICAS 
Para resolvermos (9) pelo método Benders Generalizado ne-
cessitamos da hipótese de conv~xidade das funções Ci (s), l~i:S 
::::N, conforme vimos no Capítulo 2. Além disso, é importante fri-
sar mais uma vez que o problema (9) é de programação mixta,com 
2~ combinações possíveis das varjáveis inteiras e com N•T va-
r1aveis contínuas. 
Iniciamos então o processo de dccomposiç5o do problema 
(9), de acordo com o estudo desenvolvido no capítulo anterior, 
através da projeção deste problema no espaço das variáveis V· 
O problema abaixo, assim obtido, na r o. v. , j "'1, ... ,:-..!, fj xLtdo c :LJctÍvcl, 
' l 
c tun ;lrohlcma de Ótimo despacho de carga p;1ra as têrmi.C<JS, para ns 
quais vi =1, que, conforme veremos, ê de fácil solução, além 













L~. (Jl.) +v(J;), 
i=l l 1 
e dado. por 
T-1 N t I I C. (s.)i'· 
t=O i=l 1 l 1 
t >I t 
. L 5 i"i - " , t =O,l, ... ,T-1 1=1 
(I O) 
( ll) 
e V c o con_lllnto que deve g~1r<:1ntirque, para todo )JEV, de-
vemos ter ao meilOS uma soluç~o factfvel para o problema (11) 
(ver Teorema 2.2, da representação do conjur1to V). 
-Felizmente, neste caso, ~ f~cil ver que o conjunto V e 
dado por 
v= {"·I I S.j;. >Lt, VtEIO,T-1]}. 
1 i=l l 1 ( 12) 
No entanto, é sabido que, no hod zonte de otimização uti-
zado, ~grande a probabilidade que uma usina saia fora de o-
peração devido a alguma conting~ncia. Assim sendo, - -e necessa-
r1o que as outras usinas em operaçao possam suprir a carga to-
tal do sistema. 
Esta restrição adicional pode ser facilmente introduzida 
neste modelo, se redcfi11irmos o conjunto V em (12) como 
Prosseguindo, devemos agora evidenciar as funções supor-
\ - ' 
BIBIIOFCA U 
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te para a função definida em (11), para que possamos resolver 
o problema (10) por linearização externa. 
Seja Àt o preço da energia gerada num intervalo de tempo 
[t,t+l] em Cr$/Kw-h. Então, conforme o Teorema 2.3, o proble-
ma (11) sendo convexo é equivalente a 
v(~) = max 








_ O 1 T-1 , 
onde À - (À , À , , •• , À ) • 
c 14) 
Ainda sob as hipÓteses do mesmo teorema, suponhamos que 
para um dado JJ.i_, i = 1, ... ,N, o problema max-min indicado em 
(14) foi resolvido, obtendo-se a solução Ótima correspondente 
t À., t=O,l, ... ,T-1, do preço da energia. Então, 
. t t t t t} rn1n [C. (s.)-À.s. ]JJ.+À*L 




;::: I a-:'iJ. +b*, 
i=l 1 1 









1=l, ... ,N 
(15) 
( 16) 
Obtivemos então, como desejivamos, uma linearização ex-
terna da função V(JJ) na qual as suas funções suporte Çj (JJ) são 
dadas por 
~i Cwl = 
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K I a~l-l· +b*, 
. 1 1 1 F 
com a~ e b* definidos em (16). 
1 
J :;; 1' 2, ... ' ( 1 7) 
Estes coeficientes, ai e b*, das funções suporte ~j (•), 
J =1,2, .•• , são obviamente independentes de 1-1, de modo que va-
le a propriedade P, discutida na secção 2.4.2 do capftulo an-
terior. 
A partir destes resultados, podemos então resolver o pro-
blcma (10) pelo seguinte procedimento computacional, que con-
siste exatamente da aplicação da t~cnica de relaxação (Algo-
ritmo 2.1), neste problema especifico. 
ALCORIDIO 3.1 
PASSO 1 - Seja vt, i= 1, .•. ,Numa pol:Ltica de ligação factí-
vel Cw*EAnV} l(LlJlctuer conheciJu. 
Forme o conjunto I= {i/p~ = 1} e resolva o problema 
l 
de 6timo des11ncho: 






iEI 1 1 




iEJ, t€[0,T-1J t e À*, tEID,T-1], as 
çoes primais e duais 6timas. 
( 18) 
so lu-
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b * = L À ~L t 
t=O 
e obtenha o valor 
BS " v(~*) 
N 
• L ~-c~·l 
. l 1 F 
f L a*+b*}• I~-(~*)· 
li€1 1 i=l l 1 
Faça p =1, al =ar, i =l, .•. ,N, bp =b*. 
(19) 
(20) 
BS ~ um limitante superior do valor 6timo de (9). 
PASSO 3 - Determine a sulução 6tima do problema 
onde 
Seja 11 ~ • 
1 
min {I~- c~-)·ac~l}. 
]JEAnV i=l 1 1 
{ 
N . .} 
max L a J ~ . + b J • 
l . . l 1 1 .:O::J.:O::p 1= 
1 = l, ... ,N esta solução. Faça 
N 
BI" L ~-c~n •oC~*J. 
i=l 1 1 
( 21) 
( 2 z) 
BI é um limitante inferior do valor Ótimo de (9). Se 
BS- BT :o; E (E sendo um real positivo suficientemente 
pequeno), 1>arc. A soluç5o 6 ótima. Caso contr5rio, 
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rcdcfina o conjunto I e va ao ]Jasso seguinte. 
PASSO 4 - Resolva o problema (18) c obtcr1ha os parametros em 
(19) Jlara o novo conjunto I. Se, 
N 
BS(= L a'+b*+ I 1. (u*)) - Bl 'E pare. 
·éj l "=] .l 1 lc l _ 
A solução 5 Gtima. Caso contrâr.i.o, faça p=p+l, ai? 
l 
=ar, i =l, ... ,N, hp =b*. Se BS >BS faça BS = BS e 
volte ao Passo 3. 
Este procedimento ter~ converg~ncia finita, pols o nume-
ro de vnriiveis 16gicas • ~ - - • nN lact1veis e n~ max1mo t e, portanto, 
finito (ver Teorema 2.-1). Assim, ainda que tais vetores sejam 
- . N gerados exaustivamente, o processo acaba cr:1 no max1mo 2 cxe-
cuç6cs do llroblcma mestre. Conforme vercmo~ no llTOXlmo -cap1-
tulo, onde serão apresentadas alguma ~;oluç;Ões para o problema 
que estamos estudando, todas as solw;ões ôt_;_mas ali apresen~ 
tadas foram obtiJas através de no -max_,mo ) ::_ t c r a(,: o es entre ·•ro-
blena mestre c sub-rn·ohJC'JlU. Isto é conc>cqüênci a do uso de 
funções suporte na solu~:~o do probleJn!L ntcstJ·e. De fato, Gt<.la 
nova função suporte, juntamente com a~ anteriores, além ele sim-
plismente determinar uma nova solução, mai::; prÓxima da solu-
Ç::ÍO Ótima, do lHOblema mestre, faz COlll que [Jande n(IDlero deva-
ri5veis 16gicas sejam exclu!das definitiv:1mente do espaço das 
combinações possíveis, pois cada funç~o suporte determina um 
corte neste espaço. Ass1m, ao excluirmos uma vari~vel w,esta-
mos, na verdade, excluindo uma parte do conjunto destas vari5-
VClS. 
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Al~m disso, para qualquer fixaçio destas vari~ve1s ~ pe-
lo pro1üema mestre l21), o problema (9) resulta em Hlll problc-
ma convexo (18) a sct· resolvido. 
3.3.1 -O Método de Solução do Sub-problema 
o • 'p' 
Suponhamos que o problema (21) foi resolvido para j =1,. 
obtendo-se como solução~!, i =l, ... ,N. Então, a partir 
' 
desta solução, devemos gerar uma nova linearização que,com as 
p anteriores, aproxime melhor o problema (10), que desejamos 
resolver. 
Para tanto devemos calcuLtr os coeficientes a! e b·k. Con-
' 
forme vimos acima, estes coeficientes são obtidos à partir da 
solução dual do problenta (18) . 
Vejamos então, como por.lemos obter a solução deste proble-
ma (e conseqUentementc a~ e b*) atrav~s do m~todo dual, para 
' 
que possamos aproveitar mell1or as particularidades inerentes 
ao problema em estudo. 
Em primeiro lugar, devemos salientar que é lÍcito tentar-
mos resolver (18) através da obtenção do seu problema dual as-
sociado, pois trata-s-;; de um problema convexo e a condição de 
regularidade de S.later é facilmente comprovada, ou SCJa, a e-
4uivalencia primai/dual est~LI,clccida no Caprtulo 1 6 verifi-
cada neste caso. 
Temos então que \* e solução de 
max <fl(\) 
\20 
( 2 3) 
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O 1 T-1 , para À =(À , À , ••• , À ) , onde 1J ( ·) é a função dual associa-







,P(À) = L W(Àt) 
t=O 
t t + ), L . 
(24) 
( 2 5) 
Observamos que, para Àt fixado, o valor da funç~o $(•) e 
facilmente obtido, pois ~1s soluções dos problemas indicados em 
(25) sao 
-t { . - -t } sj = max O ,m1n{si ,si} , 
onde ~~ é a solução da cquaç5o 
' 
JC. ( s) 
1 
Js -t s=s. 
1 
(26) 
( 2 7) 
Suponhamos a1nda qt1c as funç6es (;. (s}, i =1, ... ,N seJam 
l 
estritamente convexas c crescentes. Dado que os conjuntos Si, 
i = 1, ... ,N são compactos, a convexidade estrita das funções 
c1 (•) resulta, conforme o Teorema 1. 7, na cxistenciCJ do gra-
diente da função dual. Portanto, a função ~(·) é diferencl~­
vel, e seu gradiente pode ser obtido atravês da diferenciação 
das funções 41( •) : 
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t"'O,l, .•• ,T-1, ( 2 8) 
que serao usados para a obtenção da solução Ôtima À* de (23). 
Para obtermos o método de solução de (18), devemos ainda 
observar que para todo ~€V, se 
então, em (26) 
Àt ~ 









































então, em (26) temos 
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-t 
s. = s. para todo 
1 -1 
1 tal que )J. = 1. 
1 
A interpretação geométrica destes fatos pode ser vista na 
figura 3.2. 













". =1 1 
{ dC ( s) 




( 3 2) 
' 
s=sJ 
Finalmt'ntc, devemos observar que as [unções <P ( •) sao con-
cavas (Teorema 1.1), diferenciáveis e clefinJd:'ls em conjuntos 
compactos. Visando aproveitar ao m~xlmo cst8s informaç6es ,pa-
ra através delas obter um método Jc soluçiio Jo problema (18), 
vamos considerar uma aproximação quadr:Ít_i_ca par:1 as funções 
<ll(•), ou seja, 
~~(:\) == a:\ 2 +hÀ +,:. (33) 
!\'este caso, a conJiç:lo JH'Ccss5ria e suricJcntc para que tuu pon-




( 3 5) 
Para :\ 1 , Àz pertencentes ao Jom.Ínio de <JJ ( ·), temos: 
(36) 
( 37) 
Subtraindo a equação (37) de (36), obtemos 
dil' dó 2a0 1 -1 2 J dÀ - dÀ = = 




2a 1 2 (38) ===> = 
À1 - Àz 
Alêm disso, multiplicando a equaçao (36) por \ 2 e a equa-
çao (37) por Àl e subtraindo as equações rcstt1t~ntc~, olltcmos 
À' 
dil' Àl dó (1 2-1 1)b > d) - d) = 
- )=À 1 )=),2 
Àl dó Àz d> d) - ,u 
)=À )=) 
b 2 1 (39) = = 
Àl - Àz 
Podenos então, substituindo (38) e (39} em (35) obter o valor À* que 




ôT - ÃluÃ 
Ã=\1 ),=Ã 
À* = 2 ( 4 o) 
d<i> c!> 
dT dÀ 
Ã=Ã l À=À 2 
Ocorre que, nossas funções ~(·) n~o sao quadr~ticas, mas 
são concavas c os .\ t, t :::O, ... , T-1 devem ser tais que ~::;), t::::;;:, 
com À e À como em (32). ,\ difercnciahii-idadc de tais funções 
~(·) :tliadas a estas observações nos permite, a partir da ex-
pressão (40) obter um método de íntcrnul:Jc;lo (jLJCJdr:-Ít"l'-·: 1 p:1ra 
:\os;;;~ 
po!' este método[. devida a dois fatos básiCI)S: 
1) as informações sobre o comportamento das funções ~(·) 
(concavidade, existência de bmites inferior e supe-
rior para Àt e Jlferenciabilidade) ~ão aproveitadas ao 
max1mo; 
2) o cãlculo du À* er1volve apenas a obtenção do gradicn-
te das funções ~(·) e algumas operações elementares. 
Podemos agora descrever em detalhes os passos do Algorit-
mo 3.1, referentes a obtenção da solução do sub-problema e dos 
coeficientes a~ e b* das .funções suporte t;J. (·) como segue. I-
1 
nicialmente, seJa w~, i = 1, ... ,N uma pol]tica de ligação fac-
1 




faça t =O e calcule À e ).. como em (32). 
ALGORl TMO 3. 2 
PASSO 1 - raça t = t+l. Se t > T v a pa-ra 5. Senil. o faça k 1, 
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~k = ~, Àk =À e v a para z . 
PASSO 2 - Calcule 
Àk dó ~k dó (f);' - dÀ 
xk = 




e v a para 3 . 
PASSO 3 ao o faça Àt = Àk 4 . Senão seja - Se TI = e v a para 
- * Àk 
1, se H 3À > o 
Àk 
Tk = ( 4 Z) 
o , se 30 3\ < o 
-Àk 
e faç.J. 
-~K+l = TkÀk + (1-Tk)~k 
( 4 3) 
Faça K = k+l e va para 2. 
PASSO 4- Para iEI, calcule 
( 4 4) 
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onde -t S. 
1 
e dado por 
e os coeficientes 
c vn para 1. 
FA.SSO 5 - Obtenha o valor de 
N 
dCi ( s) 
ds -t 
"=s 









( 4 s} 
(46} 
BS = V(Ji*) + l 'i'- (J!:"J = { L :t"!'+h* I_+ 
j;_] I I iE:l I j 
}' 1V _ ( 11 :") • 
. -· I - I ( 4 7) 
I =o.J 
~ converg~ncia deste m6todo ~ garantid:1, ]1015 numa i te-
ração genérica k ternos que 0 k 
e Àk convergem quadraticaniente para 
3.3.2 -O Mêtodo de Solução do Problema Mestre 
Na secçao 3.2.1 deste capitulo, optamos por simplificar 
nosso modelo tomando as funções custo de 1 i gação 1f i ( ·), i = l, 
... ,N como independentes do tempo. Deste modo, além de obter-
mos funções custo de ligação constantes para t =O, ... , T-1, o 
1\'·T N 
número de soluções possÍ\'ci.s caiu de 2 para 2'. 
Nos exemplos reais resolvidos, que são apresentados no 
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prox1mo capítulo, N = 10, ou seja, existem 1024 soluções pos-
síveis para o problema mestre. 
Verificamos então que podíamos neste caso obter a solu-
çao deste problema gerando os vetores ~ através de enumeração 
explícita. Isto se deve ao fato de que, como j~ frisan1os an-
teriormente, a cada execução do problema mestre, os vetores w 
testados nas execuções anteriores não fazem mais parte do con-
junto de soluções possíveis, ou seja, a cada iteração do pro-
blerna mestre dit1inui o espaço de soluções vi~veis. 
O algoritmo que segue consiste da descrição detalhada dos 
passos do algoritmo 3.1 referentes à solução do problema mes-
tre. 
ALGORITMO 3.3 
-PASSO 1- Faça"· =1, i =1, ... ,N, a(") =-w 
l 
BI = +oo e va para 
2 • 
N 
PASSO 2 - Se L s. ". ~L t, Vt "O, ... , T-1, v a para 5. 
i=l l l 
Senão faça i = N e vá para 3. 
!'ASSO 3- Se"· "1 faça: 
l 
1) "i=O; 
2) se -3i, i =l, ..• ,N, tal que \Ji =1, vâ para 2. 
Senão faça ~1* = 0 e volte ao programa prin-
c :i pal. 
Senão, va para 4. 
-PASSO 4 - Faça ~i= 1, i"' J_-1 e va para 3. 
PASSO 5 - Para todo ~i, i = l, ... ,N tal que J-li = 1, calcule 
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Sl ""Ia~JJ- +b*. 
. 1 1 
l 
Se Sl >a(ll), faça a(-w) =Sl e calcule 
sz = !o/i c~i) +o(~). 
l 
Se S2 <BI, faça BI =52, Jl =Jj, 1 =Neva para 3. 
Senão faça i =N e va para 3. 
( 4 8) 
( 4 9) 
Podemos agora mostrar a estrutura do algoritmo 3.1 atra-
ves da Figura 3. 3, onde procuramos evidenciar a interdcpcndôn-
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FIGURA 3.3 -Estrutura do Algor:itmo 3.1 
3. 4 - CONCLUSÃO 
Neste capftulo, a técnica de decornposiç3o Bcndcrs Gene-
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ralizada foi aplic~d.t ao problema de controle 6timo de usinas 
t~rmicas. Al~m disso, obtivemos as soluç6es detalhadas para o 
problema mestre e o sub-problema, aproveitando todas as carac-
teristicas que são prÓprias ao modelo, visando maior efici~n­
cia computacional na obtenção de soluções de problemas reais, 
como os descritos no próximo capítulo. 
- o -
CAPITULO 4 
UMA APLICAÇÃO NUMÉRICA NUM SISTEMA TÉRMICO REAL 
4. 1 - INTRODUÇÃO 
O objetivo deste capitulo ~ apresentar alguns resultados 
obtidos computacionalmente para o problema de controle ótimo 
de usinas térmicas, apresentado no capítulo anterior. 
Todos os estudos desenvolvidos naquele capftulo foram u-
sados para o. ohtenção de tais resultados, dentre os quai;; dis-
cutiremos detalhadamente dois casos que ilustram claramente a 
grande efici~ncia computacional do m~todo Benders Generaliza-
do na ohtenç~o de soluç6es para este problema. 
Devemos salientar que esta ef.ici(;ncia dcvctl-::>C em L',r:tiHlc 
parte ao n16toJ11 usado na obtenção da solução do SIJh-)1YOlllcma, 
ou seJa, no aproveitamento total de todas as particularidades 
inerentes ao problema dual, evidenciadas e exploradas ao rn~ri-
mo na construção do Algoritmo 3. 3. 
4.2- DADOS RELATIVOS AO SISTEMA CONSIDERADO 
- -As soluções que mostraremos nas prox~mas sccçoes, para o 
problema de controle Óti_mo de centrais ll:rmic~~~;. foram obti-
das atravês de um programa em linguagem Fortran. O computador 
usado em todas as cxecuçOcs foi o PDPlO da Unicamp. 
-58-
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Tal programa foi obtido a partir dos Algoritmos 3.1, 3.2 
e 3.3 apresentados no Capítulo 3. J\ssim, o p!wg,~_ama p!ÚHc.J.pcü. 
consiste exatamente no m~todo Benders Generalizado, programa-
do em linguagem computacional e adaptado ãs características par-
t1culares do problema em quest~o. Os dados de entrada,bem co-
rno os resultados obtidos ao final da execução,também são for-
necidos pelo programa principal. 
As soluções do sub-problema e do problema mestre sao ob-
tidos em duas sub-rotinas, denominadas respectivamente de TERM 
e !'>1ESTRE, encontram-se listadas em Apendice juntamente com o 
programa principal. 
Todos os dados usados nos testes que seguem foram obtidos 
em [Turgeon, 1978]. Conforme ainda o Capitulo 3, a funçio de 
custo de geração, para cada térmica i, i== 1, ... ,N é estrita-
n1cntc crescente e convexa, dada pela quadr5tica 
== a.l 1 
t 
+ 3. zs. 
1 1 
t 2 
+a. 3 (s.J l 1 (1) 
cujos coeficientes a .. sao alocados na matriz A(IOx3) da Ta-lJ 
bela ·l.l. O número de linhas desta matriz corresponde obvia-
mente ao nGmero de tlstnas a serem otimizadas cn1 todos os tcs-
tes, ou seja, :\1 "'lO. 
O vetor CL( i J 1 = l, ... , lO, d;J Tabela .1.1, contém os cus-
tos de ligat,;iio n1 , dado~ pcL1 cqu;H.;:Zio (8) do Cap_Ítulo 3, de 
cada t6J'Jiiica i. listes Cilstos J10dcJII ser ~locados deste n1odo 
desde que os estamos tomando constantes em relaç~o 80 tempo, 
COilforme ficou estabelecido na sccçrio 3.2.1 do referido capí-
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tulo. 
TABELA 4.1- Dados de entrada do sistema 
Uni da de SI N F SSUP A ( I , 1) A (I , 2) A ( I , 3) CL(I) 
1 15 'o 60,0 i 15,0 1 '4000 I 
0,00510 85,000 
2 20,0 80,0 I 25,0 I 1,5000 0,00396 
I 
1 o 1 '000 
3 30,0 100. o 
I 
40,0 I 1 '3500 i 0,00393 114 '000 4 25,0 120' o 32,0 
I 
1 '4000 I 0,00382 I 94,000 5 50,0 
I 
150 'o I 29,0 1 '5400 I 0,00212 I 113,000 
6 75,0 280,0 I 72 ,O 1 '3500 
I 0,00261 I 176,000 i 
7 250,0 520,0 I 105 'o 1 '3954 0,00127 ' 267,000 i 
I 8 I 1 '3285 ' 282,000 50,0 150 'o 1 00 'o I 
0,00135 
9 120 'o 320,0 I 49,0 ' 1 ,2643 0,00289 I 187,000 
' 10 75,0 200,0 82,0 I I ,2 I 36 i 0,00148 I 227,000 I I 
No caso da Tabela 4.1, para cada têrmi c a 1, 1 = 1, ... , lO 
o custo de ligação 6 daJo por 
rr . = et . • 
' ' 
( 2) 
No entanto, foram a indo. efetuados tc:;tc s no~; Cill<l i~:;, Jl<l-
r:t cada térmic:l i, i= 1 .... ,10. 
T-1 -y.t} 
''. o _11 { L ". (1-S. e ' ) , 
1 t=O 1 l l 3) 
ou seja, o custo de lig:1ção da térmica t, i =!, ... ,lü,para to-
dos os instantes de tempo t, tE[ü,T-ll é .sempre .igual ao seu 
custo máximo (CXIJYessão (Z)), ou sempre 1gual ao seu custo me-
dio (expressão (3)). 
A mesma tabela tamh~m fornece os limites s. e s., i=l, .. 
-1 1 
. ,10, ou seja, as capacidades minimas e m~xlmas de gcraçao em 
Kw-h de cada térmica i, alocados rcspcctj_vamentc nos vetores 
úl -
SINF(i) e SSUPli) o 
Conforme j~ salientamos ac1ma, em todos os testes rea-
1 izados, o número de têrmicas ê ele N ""10, sendo que o tempo é 
discretizado em T = 24 períodos (operação diária com discreti-
zaçao horária). 
4 o 3 -AS SOLUÇOES OBTIDAS 
As soluções, que 3presentarcrnos agora em detalhes, foram 
obtidas tomando como custo de ligação para cada t6rmica 1, 1= 






e o conjunto V, que garante que para ~;SV o sub-problema tem 
solução factivel, ê dado por 
4o)ol-CASOI 
v 1 { 1
10- t } ~· L S.IJ. ~L , t=O, o o o ,T-1 o 
1 i=l 1 1 
( 5) 
Neste caso tomamo~ T =24, e com os dados de entrada for-
necidos pela Tabela 4.1, obtjvcmos as soluções que constam da 
Tabela 4.3, com tempo total de CPU de 3,49s. 
TABELA 4.2- Solução térmica Ótima- Caso 1 
T DEH 51 52 53 54 55 56 57 58 59 510 
I 1459,0 6o,a 80,0 100' o 120, o 150,0 0,0 504,6 0,0 244,4 200,0 2 I 1372, o 60,0 ao, a 100,0 1 20. o 1 50' o 0,0 444' 1 0,0 217,9 200,0 
3 1299,0 6o,a so,o 1 00. o 120,0 I 150,0 0,0 393,4 0,0 1 95,6 200,0 4 1285,0 60' o 80,0 100,0 120,0 1 50' o 0,0 383,7 0,0 191 '3 200,0 
5 1 271 , a I 60,0 80,0 1 00, o 120,0 I 150' o 0,0 374, D 0,0 18),0 200,0 6 ' 1314, D 60,0 80. o 100. o 120. o 150,0 0,0 403,9 0,0 200 '2 200,0 
I I 7 1372,0 I 
60 ,o 80,0 100. o 
I 
120. o 150' o D, D 444, 1 0,0 217,9 200,0 
8 ' 1)14, o 60. o 80,0 1 00. o 120,0 1 50' o 0,0 I 403,9 0,0 200.2 200,0 
I I 374,0 187,0 9 12)1 'o 60. o 80' o 1 DO, O I 120,0 150' o 0,0 0,0 200,0 1 o 1242,0 ' 60. o 80, o 100,0 11 7' 6 1 50' o 0,0 355,5 0,0 178,9 200 ,O 
11 1197, o 60, D 80, o 1 00' o 109, 1 150 'o I 0,0 
I 
330,1 0,0 167,7 200,0 
12 11 82' o 60,0 I 80' o 1 00' o 106,3 1 50' o 
I 
o' o 321 '6 0,0 164, o 200,0 




80,0 100. o 1 o 1 '2 149,3 0,0 306,2 o, o 157,2 200. o 
14 I 1138 'o 60,0 80 ,O 100 'o 99,0 145,3 o' o 299,5 0,0 1 54,3 200,0 I ' I 15 I 11 24' o 60,0 80,0 1 o o' o I 97,0 141 '8 o,o 293,6 o,o 1 51 , 7 200,0 16 
' 
1095, o 60, o 77' 7 9),4 I 93,6 I 1 35 '7 I 0,0 283,4 0,0 147,2 200,0 
' I I I 17 I 1066,0 I 60,0 )4,6 94,3 I 90,4 129,9 0,0 273,8 0,0 14),0 200,0 18 ' I 037, O 60,0 )1 '5 91, I 8),2 124,2 0,0 
' 
264' 2 0,0 I 138,8 200,0 
19 I 993. o 60,0 I 66,8 86,4 I 82,3 11 5' 3 0,0 250,0 0,0 132,3 200,0 ' 20 
' 
9)8, o 60,0 64,4 84,0 I 79,9 I 
11 o ,9 i 0,0 250,0 0,0 129,0 200,0 21 I 963' o 60 'o 62,3 81 ,8 77,7 106,9 o ,o 250,0 0,0 1 26. 1 200,0 22 1022,0 I 60,0 69,9 89,5 I 85,6 121 '2 I 0,0 259,2 0,0 136,6 200,0 23 
I I 081. o I 
60,0 76,2 95,9 i 92,1 132,9 0,0 278,8 O, O 145' 2 200,0 
24 1459' o 60,0 8o, o 1 1 o o. o I 120 ,o 150 ,o 0,0 504,6 0,0 244,4 200,0 
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TABELA 4.3- Solução ótima do problema Mestre - Caso 
1 1 o 1 o 
2 1 o 1 o 
3 1 o 1 o 
4 o 1 o 
5 o o 
6 o o 
7 o o 
8 o o 
9 o o 
10 o o 
11 o o 
12 o o 
13 o o 
14 o o 
15 o o 
16 o o 
17 o o 
1~ o o 
19 o o 
20 o o 
21 o o 
22 o o 
23 o o 
24 o o 
Estas soluções fornm obtidas apos 4 iterações entre pro-
blema mestre e sub-problema. Os valores obtidos a cuJa itcra-
çao para BS =LIM.SUP. e BI =LIM.INF., atê a convergência, fo-
rarn os seguintes: 
TABELA 4.4- Convergência do Método- Caso 
Número de Iterações Mestre/Sub-problema 
Iterações Lim. Sup. Lim. I nf. 
1 61999,12 59373,67 
2 61018,75 60328,72 
3 60914,31 60655 '36 
4 60736,97 60736,97 
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Estes resultados podem ser interpretados geometricamente 





I - - .0--=--t 
,- - 1 
' ' 
' ' 















' ' ' 1 2 3 4 (I ter) 
FIGURA 4.1- Convergência do Método- Caso 1 
4.3.2- CASO 2 
Neste exemplo o tempo tamb&m & discretizado em T =24 pe-
ríodos, as funções custo de ligaç.ão e o conjunto V sao os mes-
mos do caso anterior. Po1·êm, desta vez resolvemos o problema 
em duas etapas. Primeiramente foi resolvido o problema de con-
trole Ótimo para os 12 primeiros períodos de tempo,semprc com 
os dados da Tabela 4.1. Verificou-se ao final da execução que 
apenas uma das 10 usinas permaneceu JesligaUa nestes 12 pcrío-
dos de tempo iniciais, conforme pode ser visto nas tabelas a-
baiXO. 
TABELA -4.5- Solução térmica Ôtima- Caso 2- 1ª parte 
T DEM 51 52 53 54 55 56 57 58 59 510 
1 I 1459,0 60,0 80. o 1 00. o 120 ,o i 1 50. o 190 ,O 372,6 0,0 186,4 200,0 2 
I 
~372,0 60' o 80,0 100,0 11 o' o I 1 50 ,o 170,5 332,6 0,0 168,9 20 o' o 
3 1299,0 60. o 80,0 
I 
100 ,o 99,7 146,7 155.5 301 ,8 o. o 1 55.3 200,0 
4 1185,0 60. o 80,0 100 'o 98. 1 143.7 153,1 196,9 o. o 153. 1 200 'o 
5 1171. o 60,0 80. o 100,0 96,5 140,8 150,8 291,0 o. o 1 51 • o 200,0 
6 1 3 14' o 60,0 80,0 1 00. o 101.5 149,8 1 58. 1 307,0 o • o 157,6 200,0 
7 1372,0 60,0 80,0 100 'o 11 o. o 150,0 170,5 331,6 o. o 168,9 200,0 
8 1314' o 60. o 80,0 100,0 1 o 1 • 5 149,8 158.1 307,0 o • o 157,6 200,0 
9 12)1, o 60' o 80,0 100' o 96,5 140,8 150,8 292,0 o. o 151 ,O 20 o. o 
10 1241,0 60. o 77.7 97,4 93,7 135.7 146,7 283,5 o. o 147,3 200,0 
1 1 1197. o 60,0 73,6 93,2 89,4 118,0 140,4 270,7 o. o 14 1 • 6 20 o. o 
12 1182, o 60,0 72,2 91 ,9 88,0 115,5 138,3 266,4 o. o 139,7 200,0 
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O tempo de CPU baixou neste caso para 3,14s. 

























As soluções acima porem demandaram 5 i teraç6es entre pro-
blema mestre e sub-problema e os valores obtidos para BS e BI 
até a convergencia foram os seguintes: 
TABELA 4.7- Convergência do Método- Caso 2 - 1ê parte 
NÜmero de I teraçOes Mestre/Sub-problema 
Iterações Lim. Sup. lim. Sup. 
1 34196,65 32981, 19 
2 33920,95 33414,05 
3 33726,62 33633,17 
4 33692,64 336~3,~5 
5 33692,64 33692,65 
Na Figur-~l 4. 2, mostramos a intcrpretaç~o geom~trica 
deste resultado. 
Para obtermos a soluçao Ótima para os 12 instantes de tem-
po restantes, partimos da observação de que, no resultado ob-
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tido ac1ma, apenas uma das 10 térmicas permaneceu desligada. 
Portanto, para t = 13, e nos instantes seguintes, até t=24 não 
precisamos conside1·ar os custos de ligação das demais 
cas, desde que jâ sabemos que elas estarão ligadas, de 
térmi-
modo 
que seus custos de ligação n., sao todos nulos (ver equaçio 8 
) 
do Capítulo 3). O resultado que segue foi obtido ã partir dos 
dados da Tabela 4.1 na qual foi feita a seguinte alteração: 
34196,65 
BS 
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FIGURA 4.2 - Converrência do Método- Caso 2 - 1~ parte 
TABELA 4.8-Solução têrmica Ótima -Caso 2- 2~ parte 
T DEM 51 52 53 54 55 56 57 58 59 510 
1 J 1154, o I 60, o 80. o 1 DO, O 1 o 1 • 2 14 9, J I 0,0 306,2 0,0 157.2 20 1). o 
14 1138, o 60. o 80,0 1 00. o 99,0 145,3 0,0 299,5 0,0 154,3 20 o, o 
15 1124, o 60 ,O 80,0 1 o o, o 97,0 14 1 , 8 0,0 293,6 0,0 1 51 '7 200,0 
16 1095,0 60, o 77,7 97,4 93,6 135.7 0,0 283,4 0,0 14),2 20 o, o 
17 1066,0 60,0 )4,6 94,3 90,4 129,9 0,0 273,8 0,0 143,0 200,0 
18 1037,0 60,0 71,5 91 '1 87,2 124,2 0,0 264,2 o. o 138,8 200. o 
19 993,0 60,0 66,8 86,4 82,3 115,3 o ,o 250. o 0,0 132,3 20 o ,o 
20 9)8, o 59,8 I 64,4 84,0 79,9 11 o. 9 0,0 250,0 0,0 129,0 200,0 
21 963,0 58.2 1 62,3 81 ,8 77,7 106,9 0,0 250,0 0,0 126. 1 200. o 
22 1022,0 6o, o I 69,9 89,5 85,6 121 • 2 I 0,0 259,2 0,0 136,6 200,0 
23 1 081 , o 60,0 I )6,2 95,9 92, 1 132,9 0,0 278,8 o. o 145,2 200,0 
24 1 1459,0 1 60,0 80,0 100 ,o 120. o 150,0 i 0,0 504.6 0,0 244,4 200. o 
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Deste modo, aproveitamos as informações obtidas na prl-
meira etapa do procedimento e o resultado que segue pode ser 
obtido com apenas 2,8ls de CPU, (Tabelas 4.8, 4.9 e 4.10). 
TABELA 4.9 - Solução Ótima do problema Mestre Caso 2 
- zª parte 
13 1 1 o 1 o 
14 1 1 o 1 o 
15 1 1 o 1 o 
16 1 1 o 1 o 
17 o o 
18 o o 
19 o o 
20 o o 
21 1 o o 
22 1 o o 
23 1 o o 
24 1 o o 
Estas soluções foram obtidas apos 4 iterações entre pro-
blema mestre e sub-problema. Neste caso, os valores obtidos pa-
ra BS e BI são: 
TABELA 4.10- Convergência do Mêtodo- Caso 2 - z@ parte 
NÜmero de Iterações Mestre/Sub-problema 
I te rações Um. Sup. Li m. I nf. 
1 28084,47 26392,48 
2 27097,80 26982,16 
3 27097,80 27008,04 
4 27044,32 27044,32 





















FIGURA 4.3 - Convergência do Método 





















' 4 (Iter) 
a Caso 2 - 2- parte 
Nos dois casos apresentados acima consideramos os custos 
de 1 igação TT i = a 1 , i = 1, ... , 1 O, ou scjJ, 
' -o 1_:usto maxuno de l_i-
gação de cada têrmica i, e o conjunto V== v1 dado pela expres-
sao (5). 
No entanto, foram realizados outros testes,nos nnldes dos ca-
sos anteriores, alterando ora a função custo de ligação, ora 
o conjunto V, ou ambos. Assim, ao invés de tomarmos os custos 
máximos de ligação, f:i ::e mos alguns testes considerando os cus-
tos m~dios de ligação, dados pela expressão (3). Igualmente o 
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conjunto V foi alterado em alguns testes para 
{ 
lO 
= ~·I I 5.~.-1 . 1 1 1 1" rnax {S.]J.} ls:i~lO l 2 2 L t, t€[0,T-l]}. ( 7) 
A restrição adicional introduzida no conjunto V,dado por 
v2 , conforme vimos no Capítulo 3, é devida a probabilidade que 
uma usina saia fora de operação por alguma contingência, no ho-
rizonte de otimização utilizado. A introdução desta restrição, 
evidentemente, onera o custo de geração de energia, desde que 
deste modo estamo~ operando com folga na demanda. Entretanto, 
esta parece ser a melhor escolha para contornarmos o problema 
dentre outras alternativas possíveis (ver Turgeon, 1978). 
TABELA 4.11- Performance do 118enders 11 nos casos resolvidos 
Tempo Custo Iterações CPU Total Teste (Perfodos) v de Mestre/ ( Seg) ligação Sub-problema PDP/1D 
1 24 v1 máximo 4 3,49 
2 12 v1 máximo 5 3,14 
3 12 v1 máxi roo 4 2,81 
4 24 v2 mãxirno 1 1 • 63 
5 12 v2 máximo 1 1.14 
6 12 v2 zero 1 1. 09 
7 24 v1 médio 4 3,35 
8 12 v1 médio 5 3,23 
9 12 v1 médio 4 2,69 
10 24 v2 mêdi o 1 1 ,53 
11 12 v2 medi o 1 1 ,20 
12 12 v2 zero 1 1 , 34 
Fazendo todas as combinações possíveis entre v1 , v2 e as 
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expressoes (2) e (3) para os custos de ligação obtiVerJK)S os re-
sultados que estão resumidos na Tabela 4.11 (que inclui os ca-
sos descri tos nas sub-secções anteriores), na qual evidencia-
mos o número de iterações entre problema mestre e sub-proble-
ma até a obtenção da convergência e o tempo total em segundos 
de CPU gasto em cada teste. 
E importante observar, quanto a Tabela 4.11, que os tes-
tes 2 e 3 correspondem ao caso 2 descrito anteriormente e que 
os testes 5 e 6, 8 e 9, 11 e 12 foram feitos de maneira aná-
loga. 
Devemos ainda observar que, conforme o Algoritmo 3.1, o 
programa principal deve ser inicializado com uma polÍtica de 
ligação factível. Optamos então por inicializar o vetor ~ to-
mando, em todos os testes, w1 ""1, 1 ""l, ..• ,N. 
Ocorre que, tanto no teste 5 como no teste 11, tal solu-
çao se revelou 6tima na primeira iteração (ver Tabela 4.11). 
Tais testes, conforme salientamos ac1ma, correspondem a pri-
meira parte de testes análogos ao Caso 2 descri to em 4. 3. 2. 
Assim, em ambos os casos, para obtermos as soluções correspon-
dentes aos 12 intervalos de tempo restantes, (problemas 6 e 12) 
os custos de ligação foram zerados, dado que tínhamos a infor-
maçao de que todas as térmicas estavam ligadas nos 12 inter-
valos de tempo anteriores (equação 8, Capitulo 3). 
4. 4 -CONCLUSÃO 
Neste capítulo mostramos, através de urna série de testes 
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computacionais, o notável desempenho do método Benders Gene-
ralizado na obtenção de soluções de problemas que,além de ad-
mitirem número mui to grande de combinações possíveis das v a-
ri~veis, possuem centenas de restrições operacionais. 
Este desempenho é extremamente importante diante do fato 
de que as soluções do problema mestre foram obtidas a partir 
de simples comparação entre o valor da função objetivo em ca-
da ponto factível, com o melhor valor obtido até então.~ cla-
ro que tal procedimento foi possível de ser implementado pois 
o nGmero de vari~,·eis inteiras consideradas foi relativamente 
pequeno (N =lO). 
Na Tabela 4.12, calculamos o desempenho médio do algorit-
mo relativo ao problema em estudo. 
TABELA 4.12 - Desempenho médio do Mêtodo de Benders 
Número de . -var1aveis inteiras (Problema Mestre) . 10 
Número de variâveis c0ntínuas (Sub-problema), 240 
Número de restrições. . . . . . . . 528 
Número mêdio de i ter<:~çÕes Mestre/Sub-problema. 2 3. 3 
Tempo total médio de CPU. . . . . . . . 2,22s 
Os tempos totais ele CPU v cri ficados em cada teste ,que re-
sultaram na média obtida na Tabela 4.12, só foram possíveis de-
vido ao método utilizado para a solução do sub-problema. Isto 
fica mais evidente se compararmos estes resultados com uma ex-
peri~ncia anterior, rcali~ada com problemas das mesmas dimen-
s6es, na qual foram gttsLos 20s de CPlJ num computador IBM-370/ 
168 [Geromel & Baptjstella, 1983]. 
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AlEim disso, é importante salientar mais uma vez que o pro-
blema resolvido não ª originalmente um problema convexo e, no 
entanto, obtivemos em todos os casos a solução 6tima global. 
Portanto, o método de Benders Generalizado, quando apli-
cãvel, alêm de viabilizar a obtenção da solução ótima global 
de problemas que na sua forma original não são resolúveis por 
métodos diretos, nem tampouco são convexos, é um método que se 
mostrou muito eficiente do ponto de vista computacional. 
- u -
CONCLUSÃO GERAL 
Neste trabalho estudamos a decomposição Benders Genera-
lizada visando dois aspectos: primeiramente tratamos de obter 
este método através do conceito de funções suporte,seguida da 
análise da sua aplicabilidade. Desta análise resultou um novo 
método de solução para problemas que não satisfaçam a proprie-
dade P. 
O segundo aspecto de nosso interesse refere-se a aplica-
ção efetiva deste método ao problema de controle ótimo de ge-
raçao térmica de energia. Para tanto, foi feito um estudo de-
talhado deste problema e de sua decomposição (Capítulo 3), do 
qual foi obtido o programa em linguagem Fortan (ver Apêndice), 
usado na obtenção dos resultados apresentados no Capítulo 4. 
Tais resultados ilustram a grande eficiência numérica deste mê-
todo. De fato, problemas de grande dimensão, seja devido ao nu-
mero de variáveis como ao número de restrições, puderam serre-
solvidos através de um número muito pequeno de iterações e pou-
cos segundos de CPU. 
Com este trabalho mostramos, portanto, que a decomposi-
ção Benders Generalizada, além de ser um método de fácil obten-
çao e também muito eficiente do ponto de vista -de convergen-
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