Abstract-In ecotoxicology, the state of the art for effect assessment of chemical mixtures is through multiple dose-response analysis of single compounds and their combinations. Investigating whether such data deviate from the reference models of concentration addition and/or independent action to identify overall synergism or antagonism is becoming routine. However, recent data show that more complex deviation patterns, such as dose ratio-dependent deviation and dose level-dependent deviation, need to be addressed. For concentration addition, methods to detect such deviation patterns exist, but they are stand-alone methods developed separately in literature, and conclusions derived from these analyses are therefore difficult to compare. For independent action, hardly any methods to detect such deviations from this reference model exist. This paper describes how these well-established mixture toxicity principles have been incorporated in a coherent data analysis procedure enabling detection and quantification of dose level-and dose ratio-specific synergism or antagonism from both the concentration addition and the independent action models. Significance testing of which deviation pattern describes the data best is carried out through maximum likelihood analysis. This analysis procedure is demonstrated through various data sets, and its applicability and limitations in mixture research are discussed.
INTRODUCTION
Current risk assessment deals with toxic chemical mixtures through generic safety factors. However, mixture effects are not generic, and the ongoing research efforts may deliver more appropriate safety measures [1] . While screening mixtures for the established response patterns of overall synergism and antagonism is becoming more routine, current data show that more complex response patterns, such as dose-dependent synergism/antagonism, do occur [2] [3] [4] . As real-world chemical mixtures may occur in a variety of doses, these results indicate the need to go beyond the established concepts. More complex response patterns need to be addressed that take into account dose level-or dose ratio-specific synergism and antagonism to enable a correct assessment of mixture effects. In literature, a few approaches do exist (see the following discussion). However, they are often described separately, and no tool exists for a direct quantitative comparison to establish how well they describe the observed data. This paper aims to bring these theories of mixture effect analysis together in a stepwise statistically based data analysis procedure that will provide ecotoxicologically meaningful conclusions about combined dose responses. The word ''dose'' in this paper will refer to all relevant measures of exposure relating to toxicity experiments, be it exposure, available, or internal concentration.
Toxic effects of small sets of chemicals (grossly Յ5) are generally studied by means of multiple dose-response analyses * To whom correspondence may be addressed (jan.kammenga@ wur.nl). [5, 6] where the observed combined toxic effect is compared with an expected combined effect calculated from the single compound toxicities using reference models for noninteraction. Two reference concepts are well established, namely, concentration addition and independent action [7] . Note that similar action is often assumed to be a separate concept restricted to mixtures of chemicals with parallel dose-response curves, supposedly indicating similar modes of action. Yet Hewlett and Plackett [8] showed that parallel curves are not required; hence, similar action and concentration addition can be considered identical. Although concentration addition and independent action are extensively used [1, 5, 9, 10] , no proper consensus exists on how they conceptually relate to each other [11, 12] . In this paper both concepts are considered as equally valid but different reference models, which is argued as follows.
Hewlett and Plackett [8] initially unified the two models into one model for noninteraction. Their ultimate goal was to use dose-response data to identify which of four predefined combination mechanisms (primary mode of joint action) a given mixture followed. The model included a similarity parameter, which through statistical procedures for model fitting addressed the degree of similarity in the modes of action of the mixture constituents from dose-response data [8, 13, 14] . Unfortunately, generalizing the model to also describe interaction has so far been unsuccessful. Alternatively, concentration addition and independent action have been considered as rivaling models for a general description of pharmacological noninteraction [11, 12] , but so far absolute evidence to support either model over the other is lacking [15, 16] . In conclusion, neither efforts to unite the models nor efforts to identify one as the best have led to any consensus. The reason is possibly that different combination mechanisms can yield the same observed response pattern, and therefore a certain observed response pattern cannot be exclusively assigned to a specific combination mechanism. This makes identifying the primary combination mechanism of toxicant mixtures from dose-response data alone impossible. Therefore, the most useful way forward is to consider both concepts as equally valid alternatives and to accept their different mathematical connotation. The independent action model is a statement about relationships between probabilities of response, whereas the concentration addition model is a statement about relative toxicities [17] .
As a result, this paper defines both the concentration addition and the independent action models as equally valid reference models to which data can be compared. Mixture effects can be characterized by quantifying how observed data deviate from either reference model. This paper defines the following biologically relevant patterns in which deviations can occur (Fig. 1) .
No deviation
The actual effect of the mixture is adequately described by either concentration addition or independent action (CA or IA) as reference model (concentration addition is shown under CA in Fig. 1 ) [7, 8] .
Synergism or antagonism
All combinations of a mixture caused a more severe (synergism) or less severe (antagonism) effect than calculated from either reference model (the latter shown under synergism or antagonism [S/A] in Fig. 1 ) [7, 8] .
Dose level-dependent deviation
The deviation from either reference model at low dose levels is different from the deviation at high dose levels. For instance, antagonism may be observed at low dose levels and synergism at high dose levels (as shown under DL in Fig. 1 ) [2, 18, 19] .
Dose ratio-dependent deviation
The deviation from either reference model depends on the composition of the mixture. In the case of two substances, antagonism can be observed where the toxicity of the mixture is caused mainly by toxicant 1, whereas synergism can be observed where the toxicity is caused mainly by toxicant 2 (as shown under DR in Fig. 1 ) [18, 20] .
The next section shows how statistical testing of these patterns can be incorporated into mixture toxicity data analysis. As indicated, the choice of the reference model depends on the research question (see the Discussion section for more details). Hence, the first step is to express the previously mentioned deviations for each reference model separately in mathematical terms. The second step is to fit these individual models to the data (by maximum likelihood fitting). The third step is to compare fits (through likelihood testing). This procedure enables differentiation between the reference and the three deviation patterns [18] for each reference separately.
MODEL FORMULATION AND STATISTICAL TESTING
Both the independent action and the concentration addition model were extended with deviation functions that built up a nested framework. The following points will be covered: formulation of the single dose-response equation, formulation of the extended mixture models, formulation of the deviation functions, and model fitting and statistical testing.
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Single dose-response relationship
It is assumed that the biological response of any endpoint changes monotonically between zero and a response maximum, which can be expressed as
Here, Y is the measured biological response, u max denotes either the control response for endpoints that decrease with increasing dose (e.g., survival or reproduction) or the maximum response for endpoints that increase with increasing dose (e.g., mortality or enzyme induction), and h(c i ) denotes (the complement of) a cumulative distribution function, functionally related to concentration c of compound i (e.g., log-Weibull [21] , log-logistic [22] , or lognormal [23] ).
Mixture models
If a mixture of n chemicals results in an x% effect compared to the control response, then concentration addition occurs if the following relationship holds [24, 25] :
This is also commonly referred to as the toxic unit approach, where c i denotes the concentration of chemical i in the mixture and ECx i is the effect concentration of chemical i that results in the same effect (x%) as the mixture, so in the case of a 50% mixture effect insert EC50 i . For survival data, simply exchange ECx with LCx (lethal concentration). The quotient c i /ECx i is the dimensionless toxic unit (TUx i ) that quantifies the relative contribution to toxicity of the individual chemical i in the mixture of n chemicals.
To enable quantification of deviations from concentration addition, Equation 2 can be rewritten as a direct function of the biological response (Y) and generalized as follows [18] :
Here, the concentration of chemical i in isolation that would result in the same biological response as the mixture (Y) can be calculated using the inverse dose-response relationship ( ). The calculated concentration now relates directly to the Ϫ1 f i numerical value for the biological response rather than to a percentage of the control response as in Equation 2. The degree of deviations from concentration addition will be given by the quantity G. Where G ϭ 0, the right-hand side becomes 1, that is, Equation 2. The G will be fully specified later and referred to as the deviation function. Equation 3 can be solved by iteration [26] . For independent action, the dose-response relationship can be calculated by multiplying the probabilities of nonresponse, q i (c i ) [7] . In line with Equation 1, the independent model may be written as
Quantifying deviation patterns from independent action requires the incorporation of a deviation function in Equation 4 . However, previously the biological response was assumed to be restricted between u max and 0, and extensions of Equation 4 should retain this. Dose responses that decline with increasing dose (in terms of probability of nonresponse) can be generalized as in Equation 5a. Correspondingly, dose responses that increase with increasing dose (in terms of probability of response
:
Here the deviation function changes the joint probability of (non-)response, transformed by the inverse of the standard cumulative normal distribution function (⌽ Ϫ1 ). After transforming back (by applying the standard cumulative normal distribution function, ⌽), the divergence of the mixture effect from the independent action reference model can be quantified. If G ϭ 0, ⌽ and ⌽ Ϫ1 cancel out, and the model reduces to independent action (Eqn. 4).
The deviation function
The toxicity of each of the individual chemicals in a mixture can differ substantially, and a small amount of a very toxic chemical in the mixture can have a much larger effect on the biological response than a large amount of a slightly toxic chemical. Therefore, the deviation function should depend on each chemical's relative contribution to toxicity (the toxic units [TUx] ; see the previous discussion) rather than their actual concentrations. The relative amount of toxic units of each chemical i in a mixture can be calculated as follows:
In the remainder of the paper, the deviation function is written as a function of these relative contributions to toxicity z i : G(z 1 , . . . , z n ) rather than chemical concentrations. The effect concentration (ECx), on which the TUxs are based, can obviously be chosen arbitrarily. However, the EC50 is commonly used, as it is usually the effect concentration that can be estimated with the least amount of variability.
Synergism or antagonism (Fig. 1, S/A)
Synergism or antagonism can be described by substituting the following deviation function in Equation 3 and/or Equation 5a/b:
This deviation function describes antagonism when parameter a is positive and synergism when a is negative (Table 1) . (Fig. 1, DR) For a binary mixture, the overall antagonistic or synergistic deviation from Equation 7 can be made ratio dependent by including a second parameter as follows: 
Dose ratio-dependent deviation
Forward selection of all n b i s can be used [27] to test which chemicals in a complex mixture elicit a ratio effect. To do this for a four-compound mixture (see the fourth example later in this paper), parameter a is tested in combination with b 1 , b 2 , b 3 , or b 4 separately. The parameter that most significantly improves the model fit is then left in the model. Subsequently, the other n Ϫ 1 b i s are tested in combination with the two parameters in the model. Again, the parameter that most significantly improves the model fit is left in the model. This continues until significant improvement in fit is no longer obtained. At this stage, parameter a accommodates the joint effect of the nonsignificant b i s. Each significant b i quantifies the degree of increased/decreased toxicity due to chemical i, and parameter a quantifies the degree of increased/decreased toxicity of the rest of the mixture (nonsignificant b i s jointly; Table  1 ). Higher-order interaction terms lack such clear meaning and may cause overfitting and are therefore omitted.
Dose level-dependent deviation (Fig. 1, DL)
To describe synergism and antagonism depending on the dose level, the basic deviation function (Eqn. 7) is extended by including quantified isoboles. Because the isoboles are defined on the basis of effect concentrations for concentration addition, while being defined on the basis of response probabilities for the independent action, we must consider their deviation functions separately.
For concentration addition, the EC50 isobole is given by TU50 i ϭ 1 and may be incorporated in the deviation funcn ⌺ i tion as follows:
Suppose a is positive. At the EC50 level, the term
. . , z n ) ϭ 0, and no deviation from concentration addition is observed at the EC50 level. Where the mixture doses are smaller than the EC50 level, the term TU50 i Ͻ 1, and the term between the brackets becomes n ⌺ i positive, and together with the positive value for a, the function G(z 1 , . . . , z n ) Ͼ 0 and antagonism is described. Similarly, where the mixture dose level is higher than the EC50, the term TU50 i Ͼ 1, and synergism is described. Hence, b DL ϭ 1 n ⌺ i induces a switch from antagonism to synergism at the EC50 level, and other values of b DL will induce a switch at other dose levels ( Table 1 For independent action the EC50 isobole is defined by P 1, . . . n ϭ 0.5. Therefore, the deviation function may be written as
In this equation, switching between antagonism and synergism occurs at mixture doses that cause a specific level of effect, indicated by the value of parameter b DL . The estimated effect level where switching occurs can be calculated directly from 1/b DL ; for instance, when b DL ϭ 2, switching occurs at doses where effect level is 50% (Table 1) . If b DL ϭ 0, Equation 13 again reduces to Equation 7 , synergism/antagonism. For values of b DL Ͻ 1, the magnitude of synergism/antagonism becomes response dependent [18] .
Dose-response analysis
The log-logistic dose-response model [22] was substituted into Equation 3 and Equation 5a/b for additive and independent action, respectively. Hence,
which can be used for endpoints that increase or decrease with increasing dose, depending on the slope parameter ␤ i . For the concentration addition and in view of Equation 1, the inverse function in Equation 3 can be calculated explicitly as 
Fitting the models to a data set
The models can be fitted to a data set using the method of maximum likelihood [27] . For discrete data, minimize the following objective function [18] :
indicates the number of organisms exposed and P k the number of organisms responding (surviving/dying); y k is the observed response (y k ϭ P k /T k ) in the kth treatment in an experiment with m treatments (dose combinations and replicates). For continuous data, minimizing the sum of squared residuals (SS) is equivalent to maximizing the likelihood of the data, assuming that the variance among the data for every exposure combination is equal [27] . Hence, minimize the objective function
where Ŷ ϭ Y and y k is the observed response in the in the kth treatment in an experiment with m treatments. 
Statistical testing procedure
To determine if and how the data deviate from a reference of interest, the following testing scheme can now be used. The model fit usually improves if a reference model is extended with additional parameters. The improved fit is quantified by a lower SS of L value after fitting the extended model. To test the significance of the improvement in the model-fit, the difference in SS or the L value can be used for a pairwise model comparison through the likelihood ratio test at degrees of freedom equal to the difference in the number of parameters in the two models [27] . The models for quantifying dose ratiodependent deviations and dose level-dependent deviations are not nested and cannot be compared using this approach. The Akaike Information Criterion [28] may be considered but is omitted here.
The objective function was minimized either in a statistics package (Nelder-Mead Simplex Method) or in a spreadsheet environment (Microsoft Excel, Redmond, WA, USA) using the built-in solver function (Newton algorithm). The confidence intervals of the parameters of the significantly most parsimonious model were calculated from the profile likelihood [29] .
EXPERIMENTAL DATA ANALYZED
The analysis is illustrated by application to four data sets: two from the existing literature and two new data sets from recent work in our laboratories (data available upon request). In all cases the effects of the individual toxicants and the mixtures were analyzed simultaneously.
The first data set describes the effect of cadmium and zinc on reproduction (number of juveniles per jar) of the soil inhabiting collembolan Folsomia candida after six weeks of exposure in artificial soil [30] . The toxicity was related to measured total concentrations of metals. The experiment was based on a fixed ratio design with five ratios in addition to the Table 5 . Summary of the analysis effect of copper, zinc, cadmium, and lead addition to soil on the body weight increase (g per individual)of Folsomia candida. max is control response (g); ␤ is the slope of the dose-response curve; EC50 is the median effect concentration (mol/g soil); and a, b DL , and b Cd are parameters in the deviation function (Table 1) . SS is the value of the objective function, df is the degrees of freedom, and p( 2 ) indicates the outcome of the likelihood ratio test. S/A is synergism/antagonism. Compared to concentration addition, a dose leveldependent deviation (DL) was detected; compared to independent action, a dose ratio-dependent deviation (DR) was detected (see Fig. 6 ). The 95% confidence intervals of the parameters of the significantly most parsimonious model are given (95% CI). NA means that the quantity is not applicable In the second example, the effect of cadmium and zinc on survival of earthworm Eisenia andrei was tested using an international standard protocol ( [31] ; http://www.oecd.org) in a sandy loam soil. Toxicity was related to 0.01 M CaCl 2 extractable concentrations of the metals, which were assumed to resemble the bioavailable fraction. The experiment had a fixed ratio design with three ratios in addition to the single metals (46 treatments, 10 worms per treatment, 100 worms for control), and it was found that the 0.01 M CaCl 2 extractable concentrations covered the response surface adequately for analysis. Tested concentration ranges were Cd: 0 to 564 and Zn: 0 to 180 g/ml.
The third data set covers the effect on mortality of beetle Tribolium castaneum after exposure to pyrethrins and DDT by the direct spray method and published by Hewlett and Plackett [32] , using oil as a solvent with 1.2% weight/volume (w/v) pyrethrins and/or 2.0% w/v DDT. In this fixed ratio design (25 treatments, 50 beetles per treatment, 200 for the control) with only a single ratio in addition to the single compounds, testing for ratio effects was obviously not possible. The insecticide concentrations were expressed in milligrams solvent per 10 square centimeters. Tested concentration ranges were pyrethrins: 0 to 15.58 and DDT: 0 to 15.54 mg solvent/ 10 cm 2 . In the fourth example, the effect of copper, zinc, cadmium, and lead on the body weight increase (g per individual) of the soil-inhabiting collembolan F. candida was studied after four weeks of exposure. Three randomly picked replicates out of the original 10 were analyzed here as demonstration. Apart from single metals, the tested mixture concentrations include various ratios in the concentration range of Cu: 0.06 to 8.29, Zn: 0.13 to 7.69, Cd: 0.008 to 0.72, and Pb: 0.17 to 8.87 mol/ g soil as shown in Figure 2 . However, the two highest dosed mixtures of (Cu, Zn, Cd, Pb): [ 
RESULTS
The most important quantities in Tables 2 to 5 are the values for SS or L, which quantify model fit, and the values for p( 2 ), which indicate the significance of the deviations from either reference model. These p( 2 ) values resulted from the statistical testing procedure described previously.
Comparing the effect of cadmium and zinc on reproduction of F. candida to concentration addition (Eqn. 3; G ϭ 0) yielded an SS of 13.57 ϫ 16 6 (Table 2 and Fig. 3 Table 2 ), and a dose ratio-dependent deviation from concentration addition was concluded. Figure 3 shows that because of the additional parameters, the modeled values approached a one-to-one relationship with the observed data points, indicating an improved description of the data by the model. The deviation function obtained was G(z Cd , z Zn ) ϭ (Ϫ2.76 ϩ 5.21·z Cd )z Cd z Zn ) (Eqn. 8). The parameter b Cd ϭ 5.21, which is positive (Table 2) , which indicated a decreased toxicity (antagonism) when the mixture effect was due mostly to cadmium. Parameter a ϭ Ϫ2.76, which is negative, which indicated increased toxicity (synergism) when the mixture effect was caused mainly by zinc. This is shown in the isobole diagrams in Figure 3 . The shift between antagonism and synergism occurred when TU50 Zn ϭ 0.89·TU50 Cd (Eqn. 9), which is equivalent to c Zn ϭ 12.7·c Cd (Eqn. 10).
Comparing this data set to independent action (Eqn. 4) yielded an SS of 14.34 ϫ 16 6 (Table 2 and Fig. 3 ). Adding parameter a to the independent action model through Equation 7 to describe synergism/antagonism decreased the SS significantly (p[ 2 ] ϭ 0.01; Table 2 ). Parameter a was negative, indicating synergism. Adding parameters a and b DL through Equation 13 decreased the SS a little also but not significantly Table  2 ), and a dose ratio-dependent deviation from independent action was concluded. The deviation function obtained was G(z Cd , z Zn ) ϭ (Ϫ7.82 ϩ 9.77·z Cd )z Cd z Zn (Eqn. 8). As with concentration addition, parameter b Cd was positive (9.77), indicating a decreased toxicity when the mixture effect was due mostly to cadmium, while the negative a (Ϫ7.82) indicated an increased toxicity when the mixture effect was caused mainly by zinc. The shift between antagonism and synergism occurred when c Zn ϭ 17.7·c Cd (Eqn. 10).
The same stepwise procedure was applied when the other data sets were analyzed. Comparing the effect of cadmium and zinc on survival of E. andrei to concentration addition yielded a likelihood value L of 32.97 (Table 3 and Fig. 4A ). Extending the concentration addition model with parameter a through Equation 7 to describe synergism/antagonism did not decrease the likelihood value significantly (Table 3) Table 3 ). A significantly better fit was obtained, however, after extending the concentration addition model through Equation 8 to describe dose ratio-dependent deviation (Fig. 4B) (p[ 2 ] ϭ 0.044; Table 3 ). The deviation function obtained was G(z Cd , z Zn ) ϭ (Ϫ1.37 ϩ 4.00·z Cd )z Cd z Zn (Eqn. 8) Parameter b Cd being positive (4.00) indicated a decreased toxicity when the ratios are such that the combined effect was due mostly to cadmium, and parameter a being negative (Ϫ1.37) indicated an increased toxicity when the combined effect was caused mainly by zinc. The shift between antagonism and synergism occurred when TU50 Zn ϭ 1.9·TU50 Cd (Eqn. 9), which is equivalent to c Zn ϭ 0.24·c Cd (Eqn. 10). Table 3 shows that the individual 95% confidence intervals of parameters a and b Cd overlap zero. It illustrates that their significance is based on how they jointly affect the response surface. Figure 4C shows the joint 95% confidence region of parameters a and b Cd , indicated by the ellipsoid. Their maximum likelihood estimates are indicated by the dot (a ϭ Ϫ1.37, b Cd ϭ 4). It shows that a value of a ϭ 0, and b Cd ϭ 0 is located outside the 95% confidence region, which agrees with the p( 2 ) ϭ 0.044 value in Table 3 .
Fitting the independent action reference model to the Eisenia fetida data yielded a likelihood value of 31.80. The description improved considerably when an additional parameter for synergism/antagonism was included in the model (Eqn. 7 and Table 3 ). The negative value for parameter a indicated synergism (Table 1) . Adding more parameters to the model through Equation 8 or Equation 13 did not improve the data description significantly.
The analysis of the effect of pyrethrins and DDT on mortality of Tribolium castaneum could be most clearly depicted by focusing on the mixture data points (Fig. 5A and B) . Figure  5A shows the residuals for the mixture data points, when concentration addition was fitted to the total data set. It shows a specific pattern; at low dose levels the mortality was lower than modeled, whereas at high dose levels the mortality was higher than modeled. Figure 5B shows the residuals after extending concentration addition with Equation 12. It shows that inclusion of parameters a and b DL through Equation 12 allows the model to fit the data. The dose level-dependent deviation was significant at the 5% level (Table 4 ). The positive value for parameter a (a ϭ 1.96; Table 4 ) indicated antagonism at low dose levels and synergism at high dose levels, while the value of parameter b DL (Table 4) indicated that switching from antagonism to synergism occurred at dose levels near the LC50 isobole (1/b ϭ 1/0.96 ϭ 1.04·LC50 isobole; Table 1 ). Figure  5C shows that the increasing dose-response surface fits the data adequately. The isobole diagram (Fig. 5D) shows that the pattern is not as pronounced as the example of Figure 1 , DL. The reason that it is nevertheless significant is the combination of the clear pattern in the data (Fig. 5A) with the large number of observations: Each point in Figure 5A is an estimate based on 50 individuals. Hence, the overestimation of mortality at low doses is based on 150 observations, and the underestimation of mortality at high doses is based on 250 observations.
Comparing the same data to the independent action model revealed that the description of the data was significantly improved after extending the reference with Equation 7 to describe synergism/antagonism. The negative value for parameter a indicated synergism (Tables 1 and 4 ). Extending the model for dose level-dependent deviation did not improve the data description significantly at the 5% level (p[ 2 ] ϭ 0.054). Nevertheless, the positive value for parameter a indicated antagonism at low dose levels; synergism at high dose levels and parameter b DL indicated that switching from antagonism to synergism occurred at the 6% effect level (1/17.5 ϭ 0.06).
For analyzing the effect of copper, zinc, cadmium, and lead on the weight change of F. candida, forward selection of the model parameters was applied, with threshold value p(
2 ) ϭ 0.05. Figure 6 shows how the sums of squared residuals gradually decreased when concentration addition (Fig. 6A ) and independent action (Fig. 6B) were extended with deviation functions. Analyzing the data with concentration addition yielded an SS of 4.57 ϫ 10 5 (Table 5 and Fig. 6A ). Forward selection through Equation 11 to check the dose-response data for a dose ratio-dependent deviation from concentration addition revealed that none of the four additional parameters improved the description significantly (points in the graph overlap). Yet extending concentration addition with Equation 12 to test for a dose level-dependent deviation from concentration addition yielded a significantly lower value for the SS (3.74 ϫ 10 5 ; p[ 2 ] ϭ 0.001). The positive value for parameter a (a ϭ 624) indicated antagonism at low dose levels and synergism at high dose levels (Table 5) ; the high value of a is a numerical consequence of testing four chemicals. Switching from antagonism to synergism occurred at dose levels higher than the EC50 isobole (1/b DL ϭ 1/0.42 ϭ 2.38·EC50 isobole; Tables 1 and 5 ). Figure 7 summarizes the fitting procedure: Figure 7A through D shows the individual dose-response curves, and Figure 7E and F shows the mixture dose response. The model points in Figure 7E and F do not connect because they are spread across the different ratios on the five-dimensional dose-response surface. However, in Figure 7E it can be seen that many data points deviate from the concentration addition model at dose levels up to 1.6·EC50 (log[⌺TU50 i ] ϭ 0.5). As the concentration addition model tried to accommodate these data points during fitting, the slopes of individual dose-response curves had to become rather steep (dashed lines in Fig. 7A-D) . Figure 7F shows that the additional parameters a and b DL of Equation 12 enabled description of these data points analogous to Figure 1 , DL, which also improved the description at the margins of the response surface (solid lines in Fig. 7A-D) .
Comparing this data set to the independent action model yielded an SS of 3.57 ϫ 10 5 ( Fig. 6B and (Table 5 ) indicated a decreased toxicity when the mixture effect was due mostly to cadmium, while the negative a indicated an increased toxicity when the mixture effect was caused mainly by the three other compounds.
DISCUSSION
The main benefit of this analysis procedure is that it allows significance testing of deviation patterns beyond just synergism and antagonism for both the independent action model and the concentration addition model. Furthermore, the analysis is capable of taking into account nonlinear dose-response characteristics and addressing mixtures of chemicals with dissimilar dose-response curves ( Fig. 3 and Table 2 ). It can handle endpoints with either increasing or decreasing dose responses ( Fig. 3 and Table 2 and Fig. 5 and Table 4 ). The forward selection of significant deviations makes detailed quantification and characterization possible even for more complex mixtures (Figs. 6 and 7 and Table 5 ). Importantly, the results can be interpreted and evaluated directly from the parameter values (Table 1) , as shown by the conclusions reached for all four data examples analyzed.
The best possible analysis opportunities exist where the experimental design covers all ratios and dose levels equally, such as a factorial design, central composite design, fixed ratio design (with multiple ratios), and D-optimal design [33] . While it is still possible to apply the analyses to simpler experimental designs of single ratio (e.g., equitoxic) mixtures or combinations at a specific dose level (e.g., EC50), this will limit the types of deviation for which one can test. Such limitation is shown by the third data example (Fig. 5) , where the single ratio design precludes analysis of ratio dependency while still allowing analysis for dose level dependency. Replication of doses is not essential, as the analysis is regression based, and variance calculations for statistical testing are made from the deviations between data and model values. In fact, where the number of experimental units is limited, emphasis should be placed on covering the response surface as best as possible without any replication.
The practical use of the data analysis procedure relies on iterative calculation procedures to estimate the model parameters. While solving the optimization problem, one should be aware of the existence of local optima in the likelihood space [34] , and the following protocol is proposed to optimize the reliability of the analysis. First, estimate the parameter values of the single dose-response curves individually and use these as starting values to analyze all parameters simultaneously. If one has to deal with a large data set containing replicates, it is advised to explore the average data first and subsequently the complete data set. To aid model diagnostics during the analysis process, it is helpful to visualize the results using observed versus model values plots (Figs. 3 and 4) or residual plots (Fig. 5) .
As set out in the Introduction, a descriptive analysis like the one presented here would never be capable of directly identifying the combination of mechanisms in play. However, a mechanistic basis exists for each of the reference models [8] that can be used in some cases when interpreting the results of the statistical analysis. Although interpretations must be undertaken with some caution, the kinds of questions that can validly be addressed are threefold.
First, testing of mode of action where prior mechanistic knowledge exists. Where information on the mode of (joint) action is available, it enables testing of whether chemicals with an expected/known similar or independent action indeed cause the response predicted from the respective model. For example, Backhaus et al. [16] exposed Vibrio fischeri to 13 chemicals with different specific molecular mechanisms of action and found that the measured inhibition of bioluminescence was much better predicted by the independent model than the additive model, which agreed with the pharmacological connotation of the models.
Second, testing of a specific ecotoxicological hypothesis. If information on the mode of action is lacking, then the two models address different hypotheses [17] . For example, for the earthworm experiment described previously, the independent action model should be used if the question asked was whether the probability of surviving exposure to cadmium was independent from the probability of surviving exposure to zinc. On the other hand, the concentration addition model should be used if the question asked was whether the toxicity of the mixture is the same as the toxicity of the individual chemicals [30, 35, 36] . Concentration addition is here used to evaluate whether the mixture is relatively more/less toxic than the toxicity of the individual compounds and is not restricted to toxicants having similar modes of action. Comparing such relative toxicities is valid regardless of mechanistic background.
Third, empirical research into which model predicts joint toxicity best for a given mixture. Despite the fact that often little knowledge exists on the mode of action and interactions of chemical mixtures found in the environment, the potential joint effects in risk assessment must be addressed. To this end, it is frequently empirically investigated which of the models will most accurately predict the joint effects of a given mixture [5, 9, 10, 37, 38] .
This data analysis procedure can be used to address all three types of question detailed previously. Additionally, it provides a detailed analysis of when and how the predictions of the reference models often used in risk assessment may fail. For questions of the first type, it is only possible to reject the hypothesis of noninteraction (i.e., noninteraction cannot be confirmed). Apart from indicating that interaction between chemicals has occurred, the detailed deviation pattern identified may, along with existing toxicological knowledge, help formulate a hypothesis regarding the mechanism for the interaction (as in Andersen and Dennison [39] ). In the case of questions of the second type, the data analysis procedure enables testing of the ecotoxicological hypotheses throughout the whole range of combinations possible for a given mixture instead of testing just at single dose ratios or dose levels as previously possible. In the case of the third type of question, the most immediately important improvement the data analysis procedure gives is that in risk assessment it enables identification of the specific combinations of a mixture that can lead to synergism and a higher risk than normally predicted from the reference models. As an example, in the case of the springtail data, greater risk exists in mixtures dominated by zinc with only a little cadmium present. This is a situation that is in fact likely to be the case in soils that have been contaminated through the smelting of zinc ore, as cadmium usually co-occurs in such ore [40] .
Currently, environmental mixture toxicity research faces three major challenges: (1) the development of robust risk assessment protocols to investigate the potential harm of toxicant combinations measured in the field, (2) identifying whether certain frequently found toxicant combinations have similar adverse effects across different species and/or taxa, and (3) the determination of the most important mechanistic pathways of toxicant combinations that cause relevant (synergistic) effects. The first is required for diagnosis and evaluating risk in polluted sites, the second would enable the development of a mixture toxicity database for probabilistic risk assessment of mixtures, and the third would greatly support effect prediction, which is of course the ultimate goal of mixture toxicity research. For all three steps, a robust, detailed, precise, and generic method of dose-response quantification is the key to sound data processing. We hope that this paper is a step forward in this direction and that it may contribute to the development of satisfying and standardized procedures to interpret combined effects of simple and ultimately complex mixtures.
All basic calculations in this paper can be performed in a spreadsheet environment. The most current version of our spreadsheet setup, a manual, and an example data set are available at http://www.ceh.ac.uk/sections/er/csvendsen.html.
