Abstract. This paper describes a family of stochastic methods based on
INTRODUCTION
From the origin of calculus in the 17th century by Isaac Newton and Gottfried Leibniz partial differential equations have been used to generate mathematical models of natural, economic and social phenomena. In general, these equations cannot be solved by analytical methods and, from the beginning of the 20th century, different approaches generating several discretization approximations have been developed (i.e. Ritz methods [1] ). Since then a number of numerical methods, as Finite Differences, Finite Element Method, Boundary Element Method, Finite Calculus Techniques and many others have proved to give accurate results for quite difficult problems, both linear and nonlinear, in one, two and three dimensions.
In general, all these techniques imply some type of domain decomposition or discretization, and the solution of the problem must be obtained in the whole integration domain. As a consequence of the discretization, a set of algebraic equations (linear or nonlinear) must be solved.
A different approach to the solution of PDE's is presented in this paper. Probabilistic methods that have been developed from 1940 [2] may be used to solve both deterministic and stochastic differential equation by means of simulation techniques.
One of these possible techniques, based in Brownian motion particle simulation will be shown to be applied to elliptic and parabolic partial differential equations.
The advantages of this technique are:  No mesh is needed. Only the geometry of the domain and the boundary conditions should be defined. This implies that the time-consuming discretization process in unnecessary.  As it is not necessary to get the solution at every point of the domain, no system of equations must be solved.  The solution can be obtained at any point or at any part of the integration domain. It is not necessary to determine the solution at the whole domain, and therefore there is not system of equations to solve, which can be of special interest in 3D and nonlinear problems.  The error threshold can be controlled mainly with the step width of the random walk generation  The algorithms can be easily parallelized.  The same approach could be used to the numerical solution of stochastic partial differential equations [3] . In this paper the general technique for elliptic and parabolic differential equations will be presented, and will be applied to benchmark problems whose analytical solution is known.
PREVIOUS DEFINITIONS

Wiener processes.
A real stochastic process { } is called a Wiener process if all the following requirements are accomplished:   is a random normal variable for every t and s such that  For every set of arguments , the set of random variables are independent.  has continuous paths for every t > 0. The Wiener process is a Markov process as well as a martingale.
Martigales
Itô's process
The stochastic process (1) in which is a standard Brownian motion (BM), is called an Itô's process and and are functions both of time and the stochastic process [4, 5] 
Standard Brownian motion
A standard Brownian motion is a Wiener process such that:
has a probability distribution Therefore ( ) and as the variance of is small it can be assumed that . [6, 7] 
Stochastic ordinary differential equations
An ordinary differential equation is only a rule which determines the change of a dependent variable which is a function of an independent variable expressed in terms of the function and its derivatives.
If non deterministic parameters appear in the differential system, the equation becomes a stochastic differential equation where represents a stochastic process. It is obvious that in this case is also a stochastic process and the solution will be the given by the probability distribution of 
Itô's integral
ELLIPTIC PROBLEM GENERAL APPROACH
Let be the following elliptic partial differential equation in one spatial dimension 
∫ ∫ ( )
The expected value of these expressions is
As we have defined the stopping time as the shortest time in which the stochastic process reaches the boundary , if is the value of to obtain inside the integration domain,
where is the boundary condition at the point in which the stochastic process reaches the boundary . Remember that is a martingale and one of its properties is (∫ ) . Therefore
and the Itô's formula becomes
Problem solution in several variables
In the case of more than one variable the elliptic problem can be stated as
The corresponding stochastic process could be written as
where are the components of vector ̅ ̅ . The matrix ̿ is defined as follows [12] ̿ ̿ ̿ where are the components of the ̿ matrix. This matrix ̿ can be easily determined if ̿ is symmetric, by using, for example, the Cholesky factorization technique.
The and components are the parameters of the differential operator
Problems with Neumann boundary conditions
Figure 1 Particle random walk
It must be noted that every particle follows a random walk determined by the Itô's stochastic process ( Figure 1 ).
But in this case there are some Neumann boundary conditions. We describe now the procedure to take into account these boundaries. [13] .
In a general case with Neumann boundary conditions and at least a Dirichlet boundary condition the procedure will be as follows:
where are the boundaries in which Dirichlet conditions hold and the boundaries in which Neumann conditions are defined.
One should determine when the particle reaches a Neumann boundary before getting to a Dirichlet boundary.
The integration limits [ ] correspond to the time the particle takes to move from to If the coordinates correspond to a point located in a boundary with Neumann condition, the value may be determined by Taylor expansion as
In this way, the Neumann condition in is transformed to a Dirichlet condition and therefore:
If this procedure is repeated with the solution at point can be written
In a general case Itô's formula can be written as 
Itô's process is in this case:
To determine the ̿ matrix we use ̿ ̿ ̿ , this is to say
and therefore
̿ ( √ √ *
If we apply now Itô`s formula, the solution at point is
In this example:  ( ) is the expected value of the particles positions when they reach for the first time a Dirichlet boundary condition.  is the expected value of the time the particles take to reach for the first time a Dirichlet boundary condition. In other words, the expected value of the particles stopping times.
Let a particle initially at position (see Figure 1) . After a random walk as previously described the particle reaches the boundary at where a Neumann condition holds. Then the particle is reflected to , and the process will be restarted at point . After the corresponding walk, the particle reaches the boundary at where again a Neumann condition holds. The particle is then reflected to and the process continues until the particle reaches a point in which a Dirichlet boundary condition holds ). Then the process stops.
Let:
the time it takes the particle to go from to the time it takes the particle to go from to the time it takes the particle to go from to By using Itô's formula, the contribution of this particle to the solution is As previously stated the solution is
Then the simulation procedure is as follows:
3.3.1 Determine the Ito's process y coefficients:
̿ is defined as the matrix calculated from the equation
where the parameters are the elements of the ̿ matrix and the parameters are the elements of the ̅ vector.
Set the and values, where is the variance of the Brownian motion process and the increment to use in the Taylor series expansions.
The Brownian motion variance will determine the length of every leap of a particle for every time step.
The following figures show some examples of a Brownian motion process going on from the same point (x=0.6, y=2.7) with Dirichlet boundary condition at x=0 and Neumann condition at the reflecting border (Figures 2 and 3) . A high value of the variance means a faster simulation process but it is generally less exact if the boundaries lie near the particle.
The h value has to be small enough to fulfill the Taylor expansion conditions but large enough to guarantee that the particle is always inside the domain of integration. In this paper a value of h five times the standard deviation of the Brownian motion process has been used, this is to say √
Obtain the solution in ̅ .
To obtain the problem solution we must calculate
A possibility is to use Montecarlo method: we select a large number of particles for each point in which the solution must be evaluated.
From ̅ , every one of these particles performs, for each a random step defined by Itô's process, namely
where is a standard Brownian motion with Gaussian distribution Remember that the time spent for each particle to reach a boundary in which a Dirichlet condition holds, , is called stopping time.
The contribution of a particle to the solution is
where is the number of times the particle reaches a boundary with Neumann condition, the number of particles used in the simulation and the time spent for each particle to reach a boundary in which a Dirichlet condition holds (the so called stopping time). In equation (58):  is the contribution of Dirichlet type boundary conditions. It is evaluated as the value of the boundary condition at the point first reached by the particle.  ∫ is the contribution of the input function at the solution and must be evaluated until the stopping time. 
It follows that and
The numerical solution is:
because in this example there are not Neumann boundary conditions. In this case , and therefore
where is the stopping time of each particle. Figure 5 shows the comparison between the exact (analytical) solution and the simulation for different points of the integration domain.
For radii in the [0.3 al 0.9] interval 5.000 particles have been generated with a process standard deviation of 0.01.
For 0.2 and 0.1 radii 15.000 particles have been generated with a process standard deviation of 0.001. The simulation solution is
because in this case 15.000 particles have been generated for each point, the h value is 0.05 and the standard deviation of the Brownian motion is 0.01. Figure 5 shows the comparison between the exact (analytical) solution and the simulation for different points of the integration domain. where the time t may be considered as a new coordinate in the process. In the n-dimensional case ̅ ̅ ̿ ̅ that can also be written as
where is the time coordinate and the spatial coordinates. At every time interval , the particle moves randomly in the space and goes back a fixed time increment .
If the particle reaches a Neumann boundary condition, the particle bounces back and continues the random motion inside the integration domain.
The initial condition ̅ ̅ is, in this process, considered as a Dirichlet boundary condition.
The particle random motion may stop because:
 Particle reaches a Dirichlet boundary in the space  Particle reaches time t=0, because, as it was stated before, this initial condition works as a Dirichlet Condition for this simulation process.
Two dimensional parabolic example
To explain more clearly the general technique we propose the following academic example:
The PDE to solve is:
( ) with integration domain , , (see Figure 8 ) and boundary conditions where is the already defined stopping time.
Suppose we want to calculate the problem solution at a point with coordinates . As always, the simulation solution is to generate a number of particles at this point and apply the above described technique.. 
CONCLUSIONS
A simulation stochastic method to solve partial differential equations (of elliptic and parabolic type) has been presented. The analysis of the specific boundary and (in the parabolic type) initial conditions has been carried out. A number of academic examples, with known analytical solutions, have been used as benchmarks, and the simulation solution has agreed very well with the exact solutions in all cases.
The main advantages of this technique are:
 No domain discretization is necessary.  No need for a solver, because there are not systems of equations in the solution process  It is not necessary to solve the PDE in the whole integration domain. The solution can be obtained only where it is needed (a point, several points, a particular area of the domain).  In parabolic problems, to obtain the solution at time it is not necessary to obtain it at intermediate times ( ).  The approximation error is a function of the number of particles generated in the simulation, and decreases as the number of particles increases. This is so because the solution is an expected value, and because of the central limit theorem the variance will decrease as the number of elements (particles) increases.  The speed of the process increases as the variance of the stochastic process (Itô's process) increases. However, near the boundaries, the variance should be kept small enough as the walk does not go outside the domain  As the solution estimate is an expected value, parallel methods may be applied in a very easy way. For instance, the same accuracy will be obtained with a CPU generating a 10.000 particles simulation as with 100 CPU's generating a 100 particles simulation each. As the only process that can be considered time consuming is the particles generation and the corresponding random walk, the process time can be directly divided by the number of CPU's in the cluster.
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