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Color superconductivity in high density QCD exhibits the color-flavor locked (CFL) phase. To ex-
plore zero modes in the CFL phase in the presence of a non-Abelian vortex with an SU(2) symmetry
in the vortex core, we apply the index theorem to the Bogoliubov-de Gennes (BdG) Hamiltonian.
From the calculation of the topological index, we find that triplet, doublet and singlet sectors of
SU(2) have certain number of chiral Majorana zero modes in the limit of vanishing chemical poten-
tial. We also solve the BdG equation by the use of the series expansion to show that the number of
zero modes and their chirality match the result of the index theorem. From particle-hole symmetry
of the BdG Hamiltonian, we conclude that if and only if the index of a given sector is odd, one
zero mode survives generically for a finite chemical potential. We argue that this result should hold
nonperturbatively even in the high density limit.
PACS numbers: 21.65.Qr, 11.27.+d, 12.38.-t, 25.75.Nq
I. INTRODUCTION
Zero modes around a vortex in a superconductor have
been attracting much current interest, providing us with
intriguing notion of the Majorana fermion. Vortices in
a px + ipy superconductor yield zero-energy Majorana
bound states [1] which obey non-Abelian statistics [2–
8]. Generically, these degenerate states are expected to
be quite useful in constructing a fault-tolerant quantum
computer [9, 10], and the idea for topological quantum
computation utilizing non-Abelian anyons on a topolog-
ical state of matter has been developed [11]. Majorana
states have been predicted in many other systems such as
a surface state of a topological insulator with the prox-
imity effect of an s-wave superconductor [12] or of a fer-
romagnetic insulator [13], an s-wave superfluid of ultra-
cold atoms [14], the superfluid 3He B-phase [15], etc [16–
23]. Not only in condensed matter physics but also in
high density QCD with color superconductivity [24, 25],
Majorana zero modes along an Abelian vortex [26] and
along a non-Abelian vortex [27] in the CFL phase have
been discussed, and new non-Abelian statistics has been
derived [28]. Fermionic zero modes in the presence of
topological background have also been explored in the
standard model of the electro-weak interaction [29–34].
Recently, a classification scheme for zero modes associ-
ated with topological defects has been proposed [35, 36],
which is a generalization of the topological classification
for insulators and superconductors [37, 38].
Various methods of counting zero modes in such sys-
tems have been proposed [9, 39–48]. Among them, appli-
cation [44] of the index theorem [39, 40] is unique in that
it does not resort to any approximations. The index the-
orem has a long history and has elucidated, for example,
topological characteristics of anomalies in gauge theories
[49]. The index theorem applied to the present problem is
a variant, dealing with a fermion coupled to a condensate
with a nontrivial topological defect. This rigorous theo-
rem claims equivalence between following two quantities:
One is associated with the number of zero modes which
reflects the analytical property of a differential equation.
This can be obtained if one indeed solves the eigenvalue
equation [50, 51]. The other is associated with a topolog-
ical invariant of the order parameter with a defect. The
index theorem thus relates the zero modes with the topo-
logical configuration of a defect. It has been applied to
a fermion describing a topological superconductor in 3D
[52], and generalized to a Z2 index theorem for a fermion
without chiral symmetry [53].
In this paper, we apply the index theorem to the CFL
phase of a color superconductor with a non-Abelian vor-
tex ∆ = diag(∆Q,∆Q,∆q) with an SU(2) symmetry in
the vortex core, where ∆q and ∆Q have winding q and
Q, respectively. We find that triplet, doublet and singlet
sectors of SU(2) have q, Q, and 2Q fermionic zero modes,
respectively, propagating along a vortex line in the limit
of vanishing chemical potential. These modes can be re-
garded as one-dimensional chiral Majorana fermions due
to particle-hole symmetry. We obtain these results from
the calculation of the topological index as well as from
the analysis of the normalizability of the zero mode wave
functions, and find complete agreement between them.
We argue that when the chemical potential is switched
on, no (or more precisely, even) zero modes are expected
in the case of an even index, whereas one (or more pre-
cisely, odd) zero mode survives in the case of an odd
index. This holds in each sector of SU(2), and is due to
spectral symmetry between positive- and negative-energy
states of the BdG Hamiltonian. Therefore, it should be
extrapolated even into very high density limit nonpertur-
2batively.
This paper is organized as follows. In the next section
II, we derive effective Hamiltonians for triplet, doublet,
and singlet states of SU(2) from the whole BdG Hamil-
tonian. In Sec. III, we give a brief review of the index
theorem relevant to the present problem, and calculate
the topological index for all sectors of SU(2). In Sec. IV,
we switch to solving the BdG equation, and count the
zero modes and their chiralities directly, from which we
know the analytical index. We show that these two in-
dices indeed coincide. In the final section V, summary
and discussions are given. In Appendix A, we show that a
singlet zero mode found in [27] together with a new solu-
tion diverges in a short distance and is non-normalizable
although it was shown to converge in a large distance. In
Appendix B, we give a brief review of the way to solve the
differential equations of zero modes in a series expansion.
II. EFFECTIVE HAMILTONIAN
Under a non-Abelian vortex with an SU(2) symmetry,
all eigenstates in the CFL phase are decomposed into
multiplets of SU(2). Therefore, for later convenience, we
reduce BdG Hamiltonian into smaller ones which act on
each multiplet.
A. BdG equation and vortices
We start with a generic Hamiltonian with a given pair-
ing gap of superconductivity,
H =
∫
d3x
[
ψα†i
(−iγ0γ · ∇ − µ)ψαi
+∆αβij (ψ
α†
i γ5C†ψβ∗j ) + ∆αβ∗ij (ψβTj Cγ5ψαi )
]
=
∫
d3xψˆα†i (Hˆtot)αβij ψˆβj , (2.1)
where α, β and i, j are color and flavor indices, respec-
tively, C = iγ2γ0 is the charge conjugation matrix, and
∆αβij is a generic gap function with ∆
αβ
ij = ∆
βα
ji due to
Fermi statistics. In the last line, we have introduced the
Nambu representation
ψˆαi = (ψ
α
i , (ψ
α
i )
c)
T
, (2.2)
where (ψαi )
c ≡ Cψ¯T = iγ2ψα∗i is the charge conjugation
of ψαi , and the total Hamiltonian density Hˆtot is defined
by
(Hˆtot)αβij = Hˆ0δijδαβ + ∆ˆαβij , (2.3)
with
Hˆ0 =
( −iγ0γ · ∇ − µ
−iγ0γ · ∇+ µ
)
≡
( H0 − µ
H0 + µ
)
, (2.4)
∆ˆαβij =
(
∆αβij γ5γ
0
−∆αβ∗ij γ5γ0
)
.
In what follows, the hat means the Nambu representa-
tion with particle-hole symmetry, where ψαi and (ψ
α
i )
c
are referred to as a particle and a hole, respectively. This
Hamiltonian density leads us to the BdG eigenvalue equa-
tion,
HˆtotΨˆ = EΨˆ. (2.5)
Counting the zero modes of this equation is the main
interest of the present paper. Here, the zero mode means
a massless mode propagating along a vortex which will
be specified momentarily.
Now we take three flavors (i, j =) u, d, and s, and
assume the following gap function in the CFL phase
∆αβij = ǫ
αβγǫijk∆
k
γ , (2.6)
which belongs to 3¯ representation with respect to SU(3)C
as well as SU(3)F. Under the action of (e
iθ, UC, UF) ∈
U(1)B × SU(3)C × SU(3)F, the gap function transforms
as
∆kγ → eiθ(UC)αγ∆iα(UTF )ki . (2.7)
The gap function takes a form of
∆kγ = ∆CFL1 (2.8)
in the ground state, where ∆CFL is a constant. In
this state, the so-called color-flavor locking symmetry
SU(3)C+F, which acts on the gap as
∆kγ → (U∆U †)kγ (2.9)
with U ∈ SU(3), is preserved.
We consider a vortex state in the CFL phase in this pa-
per. The minimal winding non-Abelian vortex, denoted
by M1 in [54], is given by
∆kγ = diag (∆0,∆0,∆1) , (2.10)
where ∆q(r, θ) = |∆q(r)|eiqθ stands for a gap function
with a q-vorticity which obeys the boundary conditions
|∆0(∞)| = |∆1(∞)| = ∆CFL and |∆0(0)|′ = |∆1(0)| = 0.
This vortex carries a 1/3 quantized circulation of U(1)B
and a color magnetic flux is confined inside its core
which is neglected in the BdG equation. The CFL
symmetry SU(3)C+F in Eq. (2.9) is spontaneously bro-
ken into SU(2)C+F × U(1)C+F around the core of the
vortex. Consequently, Nambu-Goldstone bosonic zero
3modes CP 2 ≃ SU(3)C+F/[SU(2)C+F × U(1)C+F] appear
inside the core of the vortex [67] [55–58]. Properties of
this vortex has been extensively studied in the Ginzburg-
Landau model [54–59], and in the BdG equation [27, 28].
On the other hand, a non-Abelian vortex, denoted byM2
[54],
∆kγ = diag(∆1,∆1,∆0), (2.11)
with the same boundary conditions on the diagonal el-
ements ∆q as in M1, preserves the same symmetry
SU(2)C+F×U(1)C+F in the vortex core [68]. This vortex
carries a 2/3 quantized circulation of U(1)B.
More generally, in this paper, we consider a bound
state of q M1 and Q M2 non-Abelian vortices, for which
the gap function takes the form of
∆kγ = diag(∆Q,∆Q,∆q). (2.12)
The case of q = 1 and Q = 0 is the non-Abelian M1
vortex above, while q = 0 and Q = 1 corresponds to the
non-AbelianM2 vortex. When q 6= Q, this vortex breaks
SU(3)C+F to SU(2)C+F× U(1)C+F. Therefore, the BdG
eigenstates in (2.5) are classified as the SU(2) multiplets.
To derive an effective Hamiltonian in each multiplet is
the main task in this section.
For a generic gap function in Eq. (2.12), we adopt the
basis ψˆ = (uˆr, dˆg, sˆb, dˆr, uˆg, sˆr, uˆb, sˆg, dˆb)
T to write down
the BdG equation in Eq. (2.5) such that [60, 61]

Hˆ0 ∆ˆq ∆ˆQ
∆ˆq Hˆ0 ∆ˆQ
∆ˆQ ∆ˆQ Hˆ0
Hˆ0 −∆ˆq
−∆ˆq Hˆ0
Hˆ0 −∆ˆQ
−∆ˆQ Hˆ0
Hˆ0 −∆ˆQ
−∆ˆQ Hˆ0


uˆr
dˆg
sˆb
dˆr
uˆg
sˆr
uˆb
sˆg
dˆb

= E

uˆr
dˆg
sˆb
dˆr
uˆg
sˆr
uˆb
sˆg
dˆb

, (2.13)
where ∆ˆq is defined by
∆ˆq =
(
∆qγ5γ
0
−∆∗qγ5γ0
)
, (2.14)
and ∆ˆQ similarly.
Let us now derive an effective Hamiltonian which acts
on each multiplet of SU(2)C+F. To this end, it is conve-
nient to write the particle states as a 3 × 3 matrix via
ψαi = (ψ)iα,  ur ug ubdr dg db
sr sg sb
 = 9∑
a=1
ΨaTa, (2.15)
where Ta (a = 1, · · · , 8) is the generator of SU(3) normal-
ized by trTaTb = δab/2 defined through the Gell-Mann
matrices as Ta = λa/2 and T9 = (1/
√
6 · 1). This equa-
tion implies that the particle states of the CFL phase
can be regarded, if they are in the ground state specified
by Eq. (2.8), as the adjoint representation of SU(3)C+F,∑8
a=1ΨaTa and an invariant state of a U(1) subalgebra
Ψ9T9. The non-Abelian vortex in Eq. (2.12) tells that
we can reduce this representation into those which are
irreducible under SU(2)C+F generated by the subalgebra
(T1, T2, T3). Under such subalgebra, (T1, T2, T3) them-
selves transform as the adjoint (spin-1) representation,
(T4+ iT5, T6+ iT7) and (T6− iT7, T4− iT5) transform as
the spin-1/2 representation, and T8 and T9 transform as
spin-0 representation. Therefore, the states (2.15) are de-
composed into one triplet, two doublets, and two singlets
such that [27]
Ψt = ug(T1 + iT2) + (ur − dg)T3 + dr(T1 − iT2),
Ψd1 = ub(T4 + iT5) + db(T6 + iT7),
Ψd2 = sg(T6 − iT7) + sr(T4 − iT5),
Ψs1 =
ur + dg − 2sb√
3
T8,
Ψs2 = 2
ur + dg + sb√
6
T9. (2.16)
Likewise, the hole states can be written as
 ucr ucg ucbdcr dcg dcb
scr s
c
g s
c
b
 = 9∑
a=1
ΨcaT
∗
a , (2.17)
since they are complex conjugate of the particle states,
ψc = iγ2ψ∗. Therefore, corresponding SU(2)C+F multi-
4plets are
Ψct = d
c
r(T1 + iT2) + (u
c
r − dcg)T3 + ucg(T1 − iT2),
Ψcd1 = d
c
b(T4 + iT5) + u
c
b(T6 + iT7),
Ψcd2 = s
c
r(T6 − iT7) + scg(T4 − iT5),
Ψcs1 =
ucr + d
c
g − 2scb√
3
T8,
Ψcs2 = 2
ucr + d
c
g + s
c
b√
6
T9. (2.18)
It is now easy to see that the BdG equation in (2.13) is
decoupled into small pieces acting on the above multi-
plets, as will be done below. Among them, our primary
concern is the singlet states.
B. SU(2) doublet sector
The two doublet states, whose spaces are spanned by
uˆb, dˆb, sˆg, and sˆr, are coupled only to the gap ∆Q. Equa-
tion (2.13) shows that these are decoupled into (sˆr, uˆb)
and (sˆg, dˆb). Considering Hˆ0 in Eq. (2.4) and ∆ˆQ in
Eq. (2.14), we see that among the states (sˆr, uˆb), for ex-
ample, (sr, u
c
b) and (ub, s
c
r) are decoupled, and (sˆg, dˆb)
likewise. This means that the Hamiltonian for (sˆr, uˆb)
and (sˆg, dˆb) is block-diagonal, and BdG equation is de-
composed into( H0 − µ −∆Qγ5γ0
∆∗Qγ5γ
0 H0 + µ
)(
ϕ
ηc
)
= E
(
ϕ
ηc
)
, (2.19)
where
(ϕ, ηc) ≡ (sr, ucb), (ub, scr), (sg, dcb), (db, scg). (2.20)
It should be noted that the Hamiltonian in Eq. (2.19)
can be simply given by
Hˆ0 − ∆ˆQ. (2.21)
Thus, this can be regarded as the effective Hamiltonian
in the doublet states. We here mention that from Eqs.
(2.16) and (2.18), the SU(2) quantum number T3 reads
T3 = −1/2, 1/2, 1/2, and −1/2, respectively, for the
paired states (sr, u
c
b), (ub, s
c
r), (sg, d
c
b), and (db, s
c
g). This
implies that the initial particle and hole paired states,
e.g., (sr, s
c
r), switch their partners to (sr, u
c
b) and so on
in order to be the simultaneous eigenstates of T3 as well as
the Hamiltonian. In this representation, the new paired
states are related by(
ϕ
ηc
)
= C
(
η
ϕc
)
, (2.22)
where anti-unitary particle-hole transformation C is de-
fined by
C =
(
iγ2
iγ2
)
K, C2 = 1, (2.23)
with complex conjugation K. Correspondingly, the effec-
tive Hamiltonian (2.21) has indeed particle-hole symme-
try,
C(Hˆ0 − ∆ˆQ)C−1 = −(Hˆ0 − ∆ˆQ), (2.24)
as it should do. Although the BdG equation in the dou-
blet states is described by single equation (2.19), the
above particle-hole symmetry implies that if (ϕ, ηc) is
regarded as particle states with an energy E, correspond-
ing hole states are given by (η, ϕc) with energy −E. The
Hamiltonian (2.21), which appears in Eq. (2.19), can
thus be regarded as an effective Hamiltonian involved in
the SU(2) doublets with correct SU(2) quantum numbers
(
∑
a=1,2,3 T
2
a , T3) and with correct particle-hole symme-
try described by C.
This Hamiltonian can be further decomposed into
right- and left-handed modes, i.e., the eigenstates of γ5
with eigenvalues γ5 = ±1. Let (ϕ, ηc) be a paired SU(2)
doublet state defined in Eq. (2.20), and let ϕ = (ϕ+, ϕ−)
and ηc = (ηc−, η
c
+) be the decomposition into right and
left modes, where + and−mean the right and left modes,
respectively. We use the following γ matrices in this pa-
per,
γ0 =
(
1
1
)
, γ =
( −σ
σ
)
, γ5 =
(
1
−1
)
.
(2.25)
Then, the BdG equation (2.19) can be decomposed into( −iσ · ∇ − µ −∆Q
−∆∗Q iσ · ∇+ µ
)(
ϕ+
ηc+
)
= E
(
ϕ+
ηc+
)
,
(2.26)
and(
iσ · ∇ − µ ∆Q
∆∗Q −iσ · ∇+ µ
)(
ϕ−
ηc−
)
= E
(
ϕ−
ηc−
)
.
(2.27)
These equations define effective Hamiltonians Hˆ±d which
act on SU(2) doublets with γ5 = ±1 chirality,
Hˆ0 − ∆ˆQ →
(
Hˆ+0 − ∆ˆ+Q
Hˆ−0 − ∆ˆ−Q
)
≡
( Hˆ+d
Hˆ−d
)
, (2.28)
where
Hˆ±0 = ±
( −iσ · ∇
iσ · ∇
)
− µ
(
1
−1
)
,
∆ˆ±Q = ±
(
∆Q
∆∗Q
)
. (2.29)
When we calculate the index in the next section, it is
convenient to define new Γ matrices such that
Γj = σj ⊗ σ3, (j = 1, 2, 3)
Γ4 = 1⊗ σ1,
Γ5 = 1⊗ σ2, (2.30)
5which satisfy the relation {Γµ,Γν} = 2δµν . Then, the
Hamiltonians in the above can be written as
Hˆ±d = ±Hˆd + iµΓ4Γ5, (2.31)
where
Hˆd =
( −iσ · ∇ −∆Q
−∆∗Q iσ · ∇
)
= −iΓj∂j + Γaφa, (2.32)
with j = 1, 2, 3, a = 4, 5, and
φ ≡ (φ4, φ5)
= (−Re∆Q, Im∆Q). (2.33)
The Hamiltonian Hˆ±d in Eq. (2.31) is the final expression
of the effective Hamiltonian in the doublet states, and Hˆd
in Eq. (2.32) plays a crucial role in the index theorem in
the next section.
This Hamiltonian belongs to the generic universality
class of superconductors, class D [37, 38], since it trans-
forms
C˜Hˆ±d C˜−1 = −Hˆ±d , (2.34)
under a reduced particle-hole transformation C˜ defined
by
C˜ = iΓ2Γ4K, C˜2 = 1, (2.35)
which is associated with Eq. (2.23), acting on the spaces
of right or left modes separately.
C. SU(2) triplet sector
The triplet states couple only to the gap ∆q, and when
q = 1, the explicit solutions of the zero modes have al-
ready been obtained in [27]. Equations (2.16) and (2.18)
tell that three states uˆg, dˆr, and uˆr − dˆg are involved
in this sector. As to the T3 = ±1 states, uˆg and dˆr, it
follows from Eq. (2.13) that they obey the same BdG
equation as in the doublet sector if the gap function is
replaced by ∆ˆq, and therefore, an effective Hamiltonian
for paired state (dr , u
c
g) and (ug, d
c
r) is given by
Hˆ0 − ∆ˆq, (2.36)
in the same sense as in Eq. (2.21). As to the T3 = 0 state,
uˆr − dˆg, it is easy to derive, from the BdG equation in
Eq. (2.13), the following equation;
(Hˆ0 − ∆ˆq)(uˆr − dˆg) = E(uˆr − dˆg), (2.37)
whose Hamiltonian is just the same as the one in
Eq. (2.36). Therefore, the Hamiltonian (2.36) can be re-
garded as an effective Hamiltonian in the triplet sector.
Chiral decomposition is also carried out in the same way
as in the previous subsection, and the final Hamiltonian,
which is referred to as Hˆ±t , is given by Eqs. (2.31) and
(2.32) with a different order parameter
φ ≡ (φ4, φ5)
= (−Re∆q, Im∆q). (2.38)
This Hamiltonian also belongs to class D.
D. SU(2) singlet sector
While the doublet and triplet sectors have rather sim-
ple Hamiltonian basically equivalent to single flavor case
[27], the singlet sectors couple to gaps with different
winding, which could yield nontrivial zero modes. Actu-
ally, the two singlet states are coupled together through
∆q and ∆Q, whose BdG equations are derived from Eq.
(2.13) such that
(Hˆ0 + ∆ˆq)(uˆr + dˆg) + 2∆ˆQsˆb = E(uˆr + dˆg),
Hˆ0sˆb + ∆ˆQ(uˆr + dˆg) = Esˆb. (2.39)
Here, note that any linear combination of singlet states
is always singlet, and hence uˆr + dˆg and sˆb are two sin-
glet states. Let ((uˆr+ dˆg)/
√
2, sˆb)
T be an extended wave
function. Then, we can define a Hamiltonian which leads
to Eq. (2.39) such that( Hˆ0 + ∆ˆq √2∆ˆQ√
2∆ˆQ Hˆ0
)
. (2.40)
This Hamiltonian can be regarded as an effective Hamil-
tonian in the singlet sector. Chiral decomposition similar
to Eq. (2.28) leads to the Hamiltonian(
Hˆ±0 + ∆ˆ±q
√
2∆ˆ±Q√
2∆ˆ±Q Hˆ±0
)
, (2.41)
where Hˆ±0 and ∆ˆ±Q (and ∆ˆ±q similarly) are defined by
Eq. (2.29). Let us define new Γ-matrices
Γj = σj ⊗ σ3 ⊗ 1, (j = 1, 2, 3)
Γ4 = 1⊗ σ1 ⊗ σ1,
Γ5 = 1⊗ σ1 ⊗ σ3,
Γ6 = 1⊗ σ2 ⊗ 1,
Γ7 = 1⊗ σ1 ⊗ σ2, (2.42)
which satisfy the relation {Γµ,Γν} = 2δµν . Note that
Γ1Γ2Γ3 = i1⊗ σ3 ⊗ 1,
Γ4Γ5Γ7 = −i1⊗ σ1 ⊗ 1,
Γ5Γ6Γ7 = i1⊗ σ2 ⊗ σ1,
Γ6Γ4Γ7 = i1⊗ σ2 ⊗ σ3. (2.43)
6Then, by the use of the new Γ matrices, the above Hamil-
tonian can be written as
Hˆ±s = ±Hˆs + iµΓ1Γ2Γ3, (2.44)
where
Hˆs =

−iσ · ∇ ∆q 0
√
2∆Q
∆∗q iσ · ∇
√
2∆∗Q 0
0
√
2∆Q −iσ · ∇ 0√
2∆∗Q 0 0 iσ · ∇

= −iΓj∂j + Γaφa + i
2
EabcψaΓ
bΓcΓ7. (2.45)
Here, two kinds of indices take j = 1, 2, 3 and a = 4, 5, 6,
Eabc stands for the completely antisymmetric tensor with
E456 = +1, and
φ ≡ (φ4, φ5, φ6)
=
(√
2Re∆Q,
1
2
Re∆q,−1
2
Im∆q
)
,
ψ ≡ (ψ4, ψ5, ψ6)
=
(√
2Im∆Q,
1
2
Im∆q,
1
2
Re∆q
)
. (2.46)
The Hamiltonian Hˆ±s thus obtained in (2.44) acts on the
two singlet states with γ5 = ±1, respectively.
This Hamiltonian also belongs to the same universality
as the previous multiplets, class D, since it has particle-
hole symmetry
C˜Hˆ±s C˜−1 = −Hˆ±s , (2.47)
with a reduced particle-hole transformation
C˜ = iΓ1Γ3Γ6K, C˜2 = 1. (2.48)
III. THE TOPOLOGICAL INDEX
In the previous section, we have decomposed the to-
tal Hamiltonian into several pieces acting on irreducible
multiplets under SU(2)C+F with a definite chirality of
γ5 = ±1. These Hamiltonians, denoted as Hˆ±m with
m =d, t, and s, belong to universality class D of topo-
logical superconductors. We will omit the subscript m
for simplicity in this section below. As discussed by Teo
and Kane [35, 36], a line defect in class D allows in gen-
eral protected zero modes of Majorana type propagating
along a defect.
A. Zero modes along a vortex
To explore such Majorana zero modes, we assume that
the vortex has a cylindrical profile described by the cylin-
drical coordinates (r, θ, z) such that
∆q(r, θ, z) = |∆q(r)|eiΘq(θ), (3.1)
where generic angle function Θq(θ) has a winding q,
Θq(2π) = Θq(0) + 2πq. We also assume for the radial
part that |∆q(∞)| = ∆CFL = const. > 0 as well as
|∆q(0)| = 0 if q 6= 0 (|∆q(0)|′ = 0 for q = 0). To in-
vestigate the number of gapless modes, we first consider
the case of the zero chemical potential, µ = 0. For any
multiplets, the Hamiltonian is then given by ±Hˆ, as can
be seen from Eqs. (2.31) and (2.44). Since the ± sign
has nothing to do with the zero modes, only the Hamil-
tonian Hˆ will be henceforth investigated. The cylindrical
symmetry in Eq. (3.1) enables us to separate the motion
to the z-direction from others,
Hˆ(r, θ, kz) = Hˆ⊥(r, θ) + kzΓ3, (3.2)
where the Fourier transformation has been made for the
z-direction. Suppose that the eigenvalues for Hˆ⊥ are
obtained such that Hˆ⊥ΨˆE = EΨˆE. Then, by the use of
{Hˆ⊥,Γ3} = 0, (µ = 0), (3.3)
we see that Hˆ⊥(Γ3ΨˆE) = −E(Γˆ3ΨˆE). We will refer to
this property as Γ3-chiral symmetry of Hˆ⊥. It thus turns
out that the eigenfunctions of Hˆ are linear combinations
of ΨˆE and Γ
3ΨˆE , and hence, their eigenvalues are those
of (
E kz
kz −E
)
,
namely, ±√k2z + E2. It follows that an E = 0 state
of Hˆ⊥ yields a zero mode of Hˆ: Let Ψˆ0 be a zero-
energy state of Hˆ⊥. Due to Γ3-chiral symmetry, we can
choose it as a simultaneous eigenstate of Γ3. Suppose
Γ3Ψˆ0± = ±Ψˆ0±. Then, we see that HˆΨˆ0± = ±kzΨˆ0±.
Here, note that the phase of the wave function Ψˆ0±(r, θ)
can be chosen such that
C˜Ψˆ0±(r, θ) = Ψˆ0±(r, θ), (3.4)
because of particle-hole symmetry in Eqs. (2.34) or
(2.47). This tells that the present mode along a vortex
line is a chiral Majorana zero mode. Therefore, the num-
ber of such Majorana modes of Hˆ, denoted by NM(Hˆ),
is the same as the number of zero-energy bound states of
Hˆ⊥, denoted by N0(H⊥), which are classified by integers,
i.e., Z. Namely,
NM(Hˆ) = N0(Hˆ⊥), (µ = 0). (3.5)
On the other hand, if a nonzero chemical potential µ is
switched on, it breaks the Γ3-chiral symmetry, since the
chemical potential term in Eqs. (2.31) and (2.44), which
will be referred to as Hˆµ, is not anti-commutative with
Γ3. Let us write the Hamiltonian as
Hˆ±(r, θ, kz) = ±Hˆ⊥(r, θ) + Hˆµ︸ ︷︷ ︸+kzΓ3
≡ Hˆ±⊥(r, θ) + kzΓ3, (3.6)
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When µ is small, we can treat the term Hˆµ as a pertur-
bation to the unperturbed degenerate zero-energy states
of Hˆ⊥ [44]. We then expect that without any special sym-
metries, even number of zero modes of Hˆ⊥ become gener-
ically nonzero-energy modes with energies ±εj, whereas
odd number of zero modes allow at least one unpaired
zero mode. It may sometimes happen by chance that
several zero modes occur if we fine-tune parameters of
the model, but the evenness or oddness of this number
should be invariant. We can see this alternatively from
the symmetry property of the model: Particle-hole sym-
metry guarantees that the spectrum is symmetric with
respect to the zero energy. This implies that if we con-
sider the spectral flow as a function of µ, the number of
zero modes modulo 2 should be invariant even towards a
very large values of µ,
N0(Hˆ±⊥) = N0(Hˆ⊥) mod 2, (µ 6= 0). (3.7)
Therefore, the above number is a topological invariant
characterizing the class D superconductors.
Next let us consider the zero modes of Hˆ±. As has
been discussed, when µ = 0, we have simultaneous eigen-
states of Hˆ±⊥ and Γ3, implying they are also eigenstates
of Hˆ± for any kz. This is due to Γ3-chiral symmetry
when µ = 0. Contrary to this case, a zero-energy state
of Hˆ±⊥ is not an eigenstates of Γ3 any longer when µ 6= 0,
which makes it difficult to find out an eigenstate of Hˆ±
for generic kz . However, at least when kz = 0, it is
indeed an eigenstate of Hˆ± with the zero energy, and
therefore, we can claim the existence of a gapless mode,
although we cannot know its exact dispersion relation.
In Ref. [27], an effective theory for this gapless mode
has been derived. Even with a finite chemical potential,
the model has particle-hole symmetry and we can choose
wave function with Majorana-like condition. We thus
conclude that the number of gapless Majorana modes of
Hˆ± for µ 6= 0 is equivalent to the number of the zero-
energy states of Hˆ⊥ for µ = 0 modulo 2,
NM(Hˆ±) = N0(Hˆ⊥) mod 2, (µ 6= 0). (3.8)
In this sense, even if we are interested in CFL phase
realized at very high density QCD, it is important to
study the case of the zero chemical potential. Therefore,
we will concentrate on the number of zero-energy states
of Hˆ⊥ in each multiplet.
Now we switch to the discussion on the index of the
Hamiltonian. When µ = 0, we can define the following
index,
ind Hˆ⊥ = N+(Hˆ⊥)−N−(Hˆ⊥), (µ = 0), (3.9)
where N±(Hˆ⊥) is the number of zero-energy states of
Hˆ⊥ with the definite Γ3-chirality, Γ3 = ±1, respectively.
This is actually possible, since Eq. (3.3) guarantees that
zero-energy states can be simultaneous eigenstates of Γ3.
Since N0(Hˆ⊥) = N+(Hˆ⊥)+N−(Hˆ⊥), we have N0(Hˆ⊥) =
ind (Hˆ⊥) mod 2. Together with (3.7), we finally reach
NM(Hˆ±) = ind (Hˆ⊥) mod 2, (µ 6= 0). (3.10)
Although we have defined the number of zero modes mod-
ulo 2, the typical number is 0 and 1 when the index is
even and odd, respectively. We expect that any other
numbers can appear only by chance or due to some sym-
metries.
B. Index Theorem
The index theorem states that the index defined above
in Eq. (3.9) can be written by the topological invariant.
To see this, let us rewrite the index as follows [40, 44];
ind Hˆ⊥ = lim
m→0
TrΓ3
m2
Hˆ2⊥ +m2
, (3.11)
where Tr stands for the trace over the 2D coordinate
space as well as over the Γ-matrices. In the derivation of
the index theorem, a central role is played by the axial
vector current defined by
Jj(x,m,M) = lim
y→x
tr Γ3Γj
(
1
−iHˆ⊥ +m
− 1−iHˆ⊥ +M
)
δ2(x− y),
= lim
y→x
tr Γ3Γj (iHˆ⊥)
(
1
Hˆ2⊥ +m2
− 1Hˆ2⊥ +M2
)
δ2(x− y), (3.12)
where we have introduced a Pauli-Villars regulator with a large mass parameter M to make the current well-defined.
After all calculations, we should take the limit M → ∞. Suppose that Hˆ⊥ = −iΓj∂j + δHˆ⊥, as in the case above.
Then, the divergence of the current yields the index such that
∂jJ
j(x,m,M) = 2 lim
y→x
tr Γ3
(
m2
Hˆ2⊥ +m2
− M
2
Hˆ2⊥ +M2
)
δ2(x− y). (3.13)
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ind Hˆ⊥ = c+ lim
m→0
M→∞
1
2
∮
|x|→∞
ǫijJ
i(x,m,M)dxj , (3.14)
where
c = lim
M→∞
TrΓ3
M2
Hˆ2⊥ +M2
. (3.15)
It is known that c becomes the Chern number associated
with the gauge potential [40]. In the present case, it
vanishes, since we have neglected a color magnetic flux
confined in the vortex.
C. Doublet and triplet states
Let us first review the calculations of the topological
index, i.e., the right-hand-side of Eq. (3.14) in the simpler
cases of the doublets and triplet, which is basically the
same as the model already studied [40, 44].
In both cases of doublets and triplet, the effec-
tive Hamiltonian Hˆ⊥ in Eq. (3.14) is constructed by
Eqs. (2.32) and (3.2) with Eq. (2.33) for the doublets
and with Eq. (2.38) for the triplet. The momentum rep-
resentation for Eq. (3.12) yields
Jj =
∫
d2k
(2π)2
e−ikxtr Γ3Γj (iHˆ⊥) 1Hˆ2⊥ +m2
eikx, (3.16)
where j = 1, 2, and contributions from the regulator have
been neglected, since the above current is well-defined, as
seen below. This is due to the fact that Γj for j = 1, 2 and
the order parameter Γaφa are anti-commutative. How-
ever, it should be noted that if one considers more generic
systems, it plays an important role generically. For con-
venience, especially for comparison with the singlet sec-
tor, we introduce the following notations,
e−ikx(Hˆ2⊥ +m2)eikx = K − Λ, (3.17)
where
K ≡ k2 + φ2 +m2,
Λ ≡ iΓjΓa∂jφa + 2ikj∂j + ∂2j (3.18)
with k2 =
∑2
j=1 k
2
j and φ
2 =
∑2
a=1 φ
2
a. Here φa is given
in Eq. (2.33) for the doublet sectors and Eq. (2.38) for
the triplet. Expansion (K −Λ)−1 =∑n(K−1Λ)nK−1 =∑
n Λ
n/Kn+1 leads us to
Jj =
∞∑
n=0
∫
d2k
(2π)2
1
Kn+1
tr Γ3Γj(iHˆ⊥ + iΓℓkℓ)Λn.
(3.19)
This expansion is quite useful, since the index theo-
rem (3.14) needs the current only at |x| ≡ r → ∞:
The assumption |φ| → ∆CFL = const. at r → ∞
tells that ∂jφa ∼ O(r−1). Therefore, we see that the
terms n ≥ 2 in Eq. (3.19) vanish when substituted into
(3.14). On the other hand, the n = 0 term also van-
ishes by the trace. Therefore, only n = 1 term can con-
tribute to the index, and we finally reach, by the use of
tr Γ3ΓjΓℓΓaΓb = (2i)2ǫjℓǫab,
Jj =
∫
d2k
(2π)2
1
K2
tr Γ3ΓjiΓbφbiΓ
ℓΓb∂ℓφb +O(r
−2)
= (2i)2ǫjℓǫabφa∂ℓφb
∫
d2k
(2π)2
1
K2
= − 1
π(φ2 +m2)
ǫjℓǫabφa∂ℓφb. (3.20)
At the infinity r →∞, we see φ/|φ| = (− cosΘQ, sinΘQ)
for the doublets, and φ/|φ| = (− cosΘq, sinΘq) for the
triplets. Taking the limit m→ 0, we finally have
ind Hˆ⊥ = 1
2π
∮
dθ(∂θΘ) =
{
Q (doublet)
q (triplet)
, (3.21)
This result claims that the 2D Hamiltonian Hˆ⊥ allows at
least Q (q) zero modes for each doublet (triplet) state,
and therefore, the 3D Hamiltonian with a vortex line
Hˆ in Eq. (3.2) has at least Q (q) gapless modes along
the vortex. When the chemical potential is taken into
account, it follows from the discussion in Sec. III A that
the doublet (triplet) allow a zero mode if Q (q) is odd.
We have found that the non-Abelian M1 vortex (q = 1
and Q = 0) has one triplet zero mode as explicitly found
in [27], while the non-Abelian M2 vortex (q = 0 and
Q = 1) turns out to have one doublet zero mode.
D. Singlet states
So far we have calculated the index of the 2D Hamil-
tonian Hˆ⊥ for both the doublet and the triplet states,
which are basically the same Hamiltonian already stud-
ied. On the other hand, the Hamiltonian Hˆ⊥ for the
singlet states, which is defined by Eqs. (2.45) and (3.2),
is rather complicated and quite unique, since two kinds
of different vortices, ∆q and ∆Q, are involved simultane-
ously. In the limiting case where ∆Q = 0, the Hamilto-
nian Hˆ⊥ is decoupled into upper and lower halves. The
upper is completely the same as the triplet Hamiltonian,
whereas the lower is just a free fermion Hamiltonian. The
index of the former and the latter is q and 0, respec-
tively. However, once the nontrivial ∆Q is switched on,
it is quite interesting to ask which winding, ∆q or ∆Q,
controls the zero modes of the Hamiltonian.
Although the calculations are parallel to III C, the ex-
istence of the terms composed of three Γ-matrices in
Eq. (2.45) makes them quite complicated. First, note
that
9e−ikx(Hˆ2⊥ +m2)eikx =
[−iΓj(∂j + ikj) + Γaφa + (i/2)EabcψaΓaΓbΓ7]2 +m2
= K + Γ− Λ, (3.22)
with j = 1, 2 and a, b, c = 4, 5, 6, where φa and ψa are those in Eq. (2.46) for the singlets, and
K ≡ k2 +m2 + φ2 + ψ2,
Γ ≡ 2iEabcΓ7Γaφbψc,
Λ = iΓjΓa∂jφa − 1
2
EabcΓjΓbΓcΓ7∂jψa + 2ikj∂j + ∂
2
j , (3.23)
with φ2 =
∑3
a=1 φ
2
a and ψ
2 =
∑3
a=1 ψ
2
a. Then, the expansion of the kernel (Hˆ2⊥ +m2)−1 is also quite useful,
J i =
∫
d2k
(2π)2
e−ikxtr Γ3Γi(iHˆ⊥) 1Hˆ2⊥ +m2
eikx
=
∫
d2k
(2π)2
tr Γ3Γi
[
Γj(∂j + ikj) + iΓ
aφa − (1/2)EabcψaΓbΓcΓ7
] 1
K + Γ− Λ
=
∞∑
n=0
∫
d2k
(2π)2
tr Γ3Γi
[
Γj(∂j + ikj) + iΓ
aφa − (1/2)EabcψaΓbΓcΓ7
]( K − Γ
K2 − Γ2Λ
)n
K − Γ
K2 − Γ2 . (3.24)
Here, we have also neglected the regulator with mass M . In the last equation, it is enough to calculate only the n = 1
term for the same reason as in Sec. III C: After taking the trace, we have
Jj = 8ǫjℓ
∫
d2k
(2π)2
1
(K2 − Γ2)2
{[
K2 − 2K(φ2 + ψ2) + Γ2]φ · ←→∂ℓ ψ + 2K(φ2 − ψ2)←→∂ℓ (φ · ψ)} , (3.25)
where φ ·ψ =∑3a=1 φaψa and φ ·←→∂ℓ ψ = φ ·∂ℓψ− (∂ℓφ) ·ψ. By the use of Γ2 = 4 (φ2ψ2 − (φ · ψ)2) and the momentum
integrations ∫
d2k
(2π)2
K
(K2 − Γ2)2 =
1
8π
1
(φ2 + ψ2 +m2)2 − 4(ψ2ψ2 − (φ · ψ)2) ,∫
d2k
(2π)2
K2 + Γ2
(K2 − Γ2)2 =
1
4π
φ2 + ψ2 +m2
(φ2 + ψ2 +m2)2 − 4(ψ2ψ2 − (φ · ψ)2) ,
we end up with
Jj = ǫjℓ
2
π
m2φ · ←→∂ℓ ψ + (φ2 − ψ2)←→∂ℓ (φ · ψ)
(φ2 + ψ2 +m2)2 − 4(φ2ψ2 − (φ · ψ)2) .
(3.26)
When the limit m → 0 is taken, the following two cases
(1. ∆Q 6= 0 and 2. ∆Q = 0) should be considered sepa-
rately.
1. Generic case: ∆Q 6= 0
In this generic case, including the case of Q = 0 (but
∆Q=0 6= 0), we can take the limit m → 0 directly in
Eq. (3.26). Then, we have
Jj → ǫjℓ 2
π
(φ2 − ψ2)←→∂ℓ (φ · ψ)
(φ2 − ψ2)2 + 4(φ · ψ)2
=
1
π|Φ|2 ǫ
jℓǫαβΦα∂ℓΦβ , (3.27)
where
Φ
|Φ| =
(φ2 − ψ2, 2φ · ψ)√
(φ2 − ψ2)2 + 4(φ · ψ)2
= (cos 2ΘQ, sin 2ΘQ). (3.28)
This equation implies that the index of the Hamiltonian
is determined solely by the vortex ∆Q. Moreover, the
index is twice the winding number of ∆Q:
ind Hˆ⊥ = 1
2π
∮
dθ∂θ(2ΘQ) = 2Q. (3.29)
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This is the central result in the former part of the present
paper: The topological index of the singlet states is 2Q
in generic cases. Therefore, in the typical case of q =
1 and Q = 0 (but ∆Q=0 6= 0), we conclude that the
index is zero, implying no zero modes generically. Of
course, we cannot deny the existence of even number of
zero modes, since the index is not the number of zero
modes. However, in such cases, those zero modes are
unstable, and small perturbations yield gaps for them
[44]. In this sense, we expect in general no zero modes
in the singlet states. Actually, in the next Sec. IV, we
solve the differential equation for zero modes directly,
and reach the same conclusion.
We have thus concluded that the non-Abelian M1 vor-
tex (q = 1 and Q = 0) and M2 vortex (q = 0 and Q = 1)
has no singlet zero modes, but it seems to be inconsis-
tent with the result in [27], in which an asymptotic form
of a singlet zero mode at large distance from the vor-
tex core was given for the M1 vortex. In Appendix A
we will show that the given asymptotic solution actu-
ally diverges at short distance r → 0 around the vortex
core. We will present another solution which is also well-
defined at r →∞. However, is is diverges as well at short
distance. Therefore those are non-normalizable modes,
which the index does not count. We thus conclude that
no contradiction exists.
2. Exceptional case: ∆Q = 0
Next, let us consider the exceptional case, ∆Q = 0.
Although we do not need any concrete calculations to
know the index as discussed already, we show this case
below to check the validity of our calculations. When
∆Q = 0, a naive limit m → 0 makes the denominator
of Eq. (3.26) vanish. However, note that φ2 = ψ2 and
φ · ψ = 0 when ∆Q = 0. Thus, we can take the limit
m→ 0,
Jj = ǫjℓ
2
π
m2φ · ←→∂ℓ ψ
m4 + 4φ2m2
→ − 1
π|φ|2 ǫ
jℓǫabφa∂ℓφb, (3.30)
where φ/|φ| = (0, cosΘq,− sinΘq). Therefore,
ind Hˆ⊥ = q. (3.31)
We have thus obtained the expected index: As discussed,
when ∆Q = 0, the Hamiltonian decouples into two pieces.
One is the same as the Hamiltonian for the triplet states,
and the other is a free fermion Hamiltonian. It is obvious
without any calculations that the former and the latter
give the index q and 0, respectively. Once a nonzero ∆Q
is introduced, however small it may be, the index jumps
from q to 2Q, as seen above.
IV. ANALYTICAL INDEX — COUNTING
ZERO MODES
So far we have calculated the topological index for the
doublet, triplet, and singlet states as a winding number
of the pairing gap function. In this section, we explore
normalizable solutions of the equation
Hˆ⊥(r, θ)Ψˆ(r, θ) = 0. (4.1)
To this end, we assume Θq(θ) = qθ and ΘQ(θ) = Qθ
in this section. The merit of such an analysis is that it
informs us of the number of zero-energy states and their
Γ3-chiralities, N+ and N−, separately.
A. Doublet and triplet states
For doublet and triplet states, the Hamiltonian Hˆ⊥ is
defined by Eqs. (2.32) and (3.2). In a suitable basis in
which Γ3 = diag(1, 1,−1,−1), Eq. (4.1) becomes(
0 Hˆ⊥,−
Hˆ⊥,+ 0
)(
Ψˆ+
Ψˆ−
)
= 0, (4.2)
where ± denotes the Γ3-chirality, Γ3 = ±1, and
Hˆ⊥,± =
( −i∂± −|∆q(r)|eiqθ
−|∆q(r)|−iqθ i∂∓
)
, (4.3)
with ∂± = ∂1±i∂2 = e±iθ(∂r± ir∂θ). This is the equation
for the triplet, and if q is replaced by Q, it becomes for
the doublets. We set the (r, θ)-dependence of the wave
functions such that
Ψˆm± =
(
αm(r)e
±imθ
iβm(r)e
i(±m−q±1)θ
)
, (4.4)
where m is a quantum number associated with the angu-
lar momentum. Then, the equation for the radial part is
given by (
d
dr
− M±
r
+Ω
)
ψ = 0, (4.5)
where ψ = (αm, βm)
T ,
M± = diag (m,−m− 1± q),
Ω =
(
0 |∆q|
|∆q| 0
)
. (4.6)
Counting zero-energy states for this model has been car-
ried out by Jackiw and Rossi [51]. As they have assumed,
it may be physically natural to consider the asymptotic
gap function at r → 0 as |∆q| ∼ r|q|. We here assume
generically
Ω =
∞∑
n=0
Ωnr
n, (4.7)
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where Ω0 = 0, when q 6= 0. From a mathematical point
of view, the difference between |∆q| ∼ r|q| and |∆q| ∼ r
does not affect the number of zero-energy states. How-
ever, the latter is given by log-corrections in the series
expansion of the solutions. See Appendix B for details.
Since Eq. (4.5) is composed of two first-order differential
equations, general solution has two parameters: One of
these parameters is determined by the normalization of
the wave function. As a result, the general solution has
one free parameter. Let ψ(r) be the general solution of
Eq. (4.5). We analyze the asymptotic behavior of ψ(r)
below.
First, let us start with the consideration on the behav-
ior of ψ(r) at r → ∞, where we can neglect the term
1/r in Eq. (4.5). The gap function is constant there,
|∆q(r)| → ∆CFL (> 0). Then, the set of equations
(4.5) allows two independent solutions ∼ eλ±r, where
λ± = ±∆CFL are eigenvalues of Ω. It follows that the
general solution ψ(r) becomes at r → ∞ a linear com-
bination of such exponentially decreasing and increasing
functions ψ(r) → ∑i=± aieλir, where ai is a constant
vector. For the wave function to be normalizable, we im-
pose one condition on the wave function that e+∆CFLr
should vanish, a+ = 0. This means that one free pa-
rameter mentioned above is determined completely. One
normalizable solution of Eq. (4.5) thus corresponds to
one zero-energy solution for Hˆ⊥.
Next, let us consider the normalizability of the wave
function at r → 0. For Ω in Eq. (4.7), Eq. (4.5) can
be solved by the series expansion techniques. Details are
given in Appendix B. It turns out that two particular so-
lutions are allowed in this limit as well, which are written
in power series of r such that
ψ(i) = ψ(i)ni r
ni + ψ
(i)
ni+1
rni+1 + · · · , (4.8)
for i = 1, 2, where the leading power ni is one of the
diagonal elements ofM , i.e., n1 = m and n2 = −m−1+q
for Γ3 = +1 and n1 = m and n2 = −m− 1 − q for Γ3 =
−1. It should be noted that the general solution ψ(r)
becomes a linear combination of ψ(i)(r) in the limit r → 0
and that ψ has no free parameter any longer. It follows
that both ψ(1) and ψ(2) should be normalizable. The
normalizability of ψ(i) in the limit r → 0 is guaranteed
by ni ≥ 0. Namely, 0 ≤ m ≤ q − 1 for Γ3 = +1 and 0 ≤
m ≤ −q − 1 for Γ3 = −1. Accordingly, (1) when 1 ≤ q,
N+ = q and N− = 0, (2) when q = 0, N+ = N− = 0,
and (3) when q ≤ −1, N+ = 0 and N− = −q. Thus, we
end up with indH⊥ = N+ −N− = q in any cases above.
We have thus reproduced the index in Eq. (3.21) indeed.
B. Singlet states
For singlet states, the Hamiltonian Hˆ⊥ is defined by
Eqs. (2.45) and (3.2). In a suitable basis, the zero mode
equation becomes Eq. (4.2) with
Hˆ⊥,± =

−i∂± |∆q(r)|eiqθ 0
√
2|∆Q(r)|eiQθ
|∆q(r)|−iqθ i∂∓
√
2|∆Q(r)|e−iQθ 0
0
√
2|∆Q(r)|eiQθ −i∂± 0√
2|∆Q(r)|e−iQθ 0 0 i∂∓
 . (4.9)
We set the (r, θ)-dependence of the wave functions such
that
Ψˆm± =

αm(r)e
±imθ
−iβm(r)ei(±m−q±1)θ
γm(r)e
i(±m−q+Q)θ
−iδm(r)ei(±m−Q±1)θ
 . (4.10)
Define ψ = (αm, βm, γm, δm)
T . Then, the equation for
the radial part is given by the same as Eq. (4.5), where
M± = diag (m,−m− 1± q,m± (Q − q),−m− 1±Q),
Ω =

0 |∆q| 0
√
2|∆Q|
|∆q| 0
√
2|∆Q| 0
0
√
2|∆Q| 0 0√
2|∆Q| 0 0 0
 . (4.11)
We also assume the series expansion Eq. (4.7) for Ω.
Counting the zero-energy states will be carried out simi-
larly to the previous case. From Eq. (4.11), it is obvious
that when |∆Q(r)| = 0, Eq. (4.5) is reduced to two pieces;
One corresponds to the triplet states studied above, and
the other is just free fermions. Therefore, in the following
analysis, we assume |∆Q(r)| 6= 0 generically.
Equation (4.5) is now composed of four differential
equations. Therefore, in the present case, the general
solution includes four parameters, and one of them is de-
termined by the normalization of the wave function. The
general solution has thus three free parameters. This is
the difference between the present singlet case and pre-
vious doublet or triplet cases. Let ψ(r) be the general
solution of Eq. (4.5).
Let us first consider the asymptotic behavior of ψ(r) at
r →∞, where the 1/r term can be neglected in Eq. (4.5).
We assume that two gap function approach the same
constant, |∆q(∞)| = |∆Q(∞)| = ∆CFL = const.(> 0).
Then, ψ(r) becomes a linear combination of the four in-
12
dependent solutions ψ → ∑i aieλir with λ±1 = ±∆CFL
and λ±2 = ±2∆CFL, where ai are constant vectors. For
the wave function to be normalizable, we should impose
two conditions a+1 = 0 and a+2 = 0. Therefore, the
general solution has still one free parameter. This is in
sharp contrast to the previous case in which the general
solution has no free parameters at this stage.
Let us next consider the behavior of ψ(r) at r → 0.
In this region, we can solve Eq. (4.5) by using the power
series expansion of the wave functions. For details, see
Appendix B. We show there that the set of four equations
allow four special solutions (4.8) whose leading power ni
(i = 1, · · · , 4) is given by the diagonal elements of M±
defined by Eq. (4.11). It follows that, near r → 0, we
have
ψ →
4∑
i=1
ciψ
(i), (4.12)
where ci is a constant. When we consider the normal-
izability of the wave function ψ(r), one free parameter
plays a crucial role, since one of ni can be negative. In
what follows, we restrict our discussions to Γ3 = +1 case,
for simplicity.
Suppose Q ≥ 0. Then, the four powers are given by
n1 = m, n2 = −m − 1 + q, n3 = m + Q − q and n4 =
−m − 1 + Q for Γ3 = +1 states. We should have some
cases separately.
(I) Case of Q ≤ q.
(1) If all ni are non-negative, 0 ≤ n1,2,3,4, we
have q − Q ≤ m ≤ Q − 1. In this case, all
ψ(i) (i = 1, · · · , 4) are normalizable at r → 0.
This implies that we do not need to impose
any conditions of normalizability on ψ(r). Re-
member here that the general solution ψ(r)
has one free parameter. Therefore, ψ(r) is a
linear combination of two independent solu-
tions. In other words, this case allows degen-
erate two solutions for each quantum number
m. Therefore, we have
N+ =
{
2(2Q− q) (q ≤ 2Q)
0 (2Q ≤ q) , (4.13)
where, the factor 2 above means two indepen-
dent solutions.
(2) If n1 < 0, 0 ≤ n2,3,4, no m is possible.
(3) If n2 < 0, 0 ≤ n1,3,4, no m is possible.
(4) If n3 < 0, 0 ≤ n1,2,4, we have
0 ≤ m ≤
{
q −Q− 1 (q ≤ 2Q)
Q − 1 (2Q ≤ q) . (4.14)
Since n3 < 0, this particular solution should
be eliminated from ψ(r) at r → 0 given in
Eq. (4.12) by imposing the additional condi-
tion c3 = 0. This determines one free param-
eter which ψ(r) has, and normalizable ψ(r)
thus obtained gives one solution for each quan-
tum number m. Therefore,
N+ =
{
q −Q (q ≤ 2Q)
Q (2Q ≤ q) . (4.15)
(5) If n4 < 0, 0 ≤ n1,2,3, we have{
Q
q −Q ≤ m ≤ q − 1
(q ≤ 2Q)
(2Q ≤ q) . (4.16)
For the same reason as in the case of (4), for
each allowedm, one zero-energy state is given,
and the number of the zero-energy states are
thus
N+ =
{
q −Q (q ≤ 2Q)
Q (2Q ≤ q) . (4.17)
Summing up N+ over the cases from (1) to (5), we
conclude that the number of zero-energy state is
given by N+ = 2Q in the case of Q ≤ q.
(II) Case of q ≤ Q.
(1) If 0 ≤ n1,2,3,4, we have 0 ≤ m ≤ q − 1. Since
no additional conditions of the normalizability
need to be imposed, there are two degenerate
solutions for each m. Therefore, we have
N+ =
{
2q (0 ≤ q)
0 (q ≤ 0) . (4.18)
Note here the factor 2, as discussed in (I) (1).
(2) If n1 < 0, 0 ≤ n2,3,4, we have
q −Q ≤ m ≤
{ −1 (0 ≤ q)
q − 1 (q ≤ 0) . (4.19)
Since each allowed m gives one zero-energy
state, and the number of the zero-energy state
is given by
N+ =
{
Q− q (0 ≤ q)
Q (q ≤ 0) . (4.20)
(3) If n2 < 0, 0 ≤ n1,3,4, we have{
q
0
≤ m ≤ Q− 1 (0 ≤ q)
(q ≤ 0) . (4.21)
The number of the zero-energy state is
N+ =
{
Q− q (0 ≤ q)
Q (q ≤ 0) . (4.22)
(4) If n3 < 0, 0 ≤ n1,2,4, no m is possible.
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(5) If n4 < 0, 0 ≤ n1,2,3, no m is possible.
It turns out that the number of zero-energy states
is also given by N+ = 2Q in this case.
So far we have counted the zero-energy states with Γ3 =
+1 in the case of Q ≥ 0. In a similar way, we immediately
see that there are no solutions allowed in the Γ3 = −1
states. Thus we conclude that N+ = 2Q and N− = 0
when Q ≥ 0. On the other hand, in the case of Q ≤ 0,
we can show that N+ = 0 and N− = 2|Q|. These results
match precisely the topological index given by Eq. (3.29).
In the above analysis, we have used just the leading
power of ψi(r). In Appendix B, we discuss the higher
orders of the series expansion and show how to construct
the solutions. This formulation may be interesting on
its own right, in particular, in that we need to introduce
(ln r)n (n ≤ 3) terms to obtain four independent solu-
tions.
V. SUMMARY AND DISCUSSIONS
Non-Abelian vortices exist in the CFL phase of color
superconductivity. We have calculated the topological
and analytical indices for fermion zero modes of non-
Abelian vortices ∆ = diag(∆Q,∆Q,∆q) which preserve
SU(2)C+F symmetry in their core, where ∆Q and ∆q
have winding Q and q, respectively. Because of SU(2)C+F
symmetry unbroken in the core of the vortex, the BdG
Hamiltonian is decomposed into some sectors according
to the irreducible representations of SU(2)C+F; triplet,
doublet and singlet sectors. In the limit of the zero chemi-
cal potential µ = 0, the topological indices for the triplet,
doublet and singlet zero modes of SU(2)C+F have been
calculated to be q, Q and 2Q, respectively. We have also
analyzed the BdG equations, and from the normalizabil-
ity of the wave function we have obtained the same in-
dices of the zero modes. Because of particle-hole symme-
try, these zero modes can be regarded as chiral Majorana
fermion modes. For non-zero chemical potential µ 6= 0,
we have expected that the triplet or doublet zero modes
exist only when q or Q is odd, respectively, whereas no
zero modes in the singlet states. Technically speaking,
the derivation of the indices of the triplet and doublet
states is essentially the same with that of one component
[40, 44], but that of the singlet states is quite nontriv-
ial; the index of the singlets is q if we set ∆Q to zero by
hand, but it jumps to 2Q once non-zero ∆Q is turned on,
however small it may be.
In particular, as the most fundamental non-Abelian
vortices, the non-Abelian M1 vortex (q = 1 and Q =
0) carrying 1/3 quantized circulation of U(1)B, has one
triplet, no doublet and no singlet Majorana zero modes.
Although the number of triplets agrees with the previous
result in [27], that of singlet does not seem so at first
glance. However we have shown in Appendix A that the
asymptotic zero mode at large distance from the vortex
core found in [27] diverges in the core. The index does
not count such a non-normalizable mode, and hence, no
inconsistency exists. On the other hand, the non-Abelian
M2 vortex (q = 0 and Q = 1) carrying 2/3 quantized
circulation of U(1)B, has no triplet, one doublet and no
singlet Majorana zero modes.
Before closing this paper, several discussions are ad-
dressed here.
We have calculated the indices for non-Abelian vor-
tices of a composite of q M1 and Q M2 types, where
the SU(2)C+F×U(1)C+F symmetry remains in the core
of vortices. Generalization to the case with three com-
ponents having all different winding numbers is straight-
forward, in which case only U(1)2C+F symmetry remains.
Although we have considered (composite) vortices
placed in the same position, they can be separated if they
are composite. In fact, a non-Abelian M2 vortex can be
decomposed into two non-Abelian M1 vortices winding
in different components. It is an interesting problem to
see how the indices of SU(2) multiplets change from M2
to M1’s in this process. Here, the positions of the vor-
tices play a crucial role as a new degree of freedom. One
doublet zero mode of one M2 vortex will disappear, as it
separates into two M1 vortices, and when they are well
separated in position, a triplet zero mode will appear in
each of two M1 vortices. They are at the zero energy
when two M1 vortices are infinitely separated. Thus,
the doublet zero modes are lifted to non-zero modes in a
process of decomposition of one M2 vortex into two M1
vortices, whereas new zero modes appear in turn in the
triplet states. It implies the existence of attractive and
repulsive forces between two M1 vortices, mediated by
doublet and triplet (and maybe singlet) fermion modes,
respectively.
A new non-Abelian statistics of non-Abelian M1 vor-
tices with triplet zero modes was studied [28], in which
it was shown to be written as a tensor product of that of
Abelian vortices in a chiral p-wave superconductor [4] and
the Coxter group. Our result implies that non-Abelian
M2 vortices have doublet zero modes, which may give
another new non-Abelian statistics.
Non-Abelian vortices should exist in the core of neu-
tron stars if the CFL phase is indeed realized there. They
will constitute a vortex lattice because of the rapid rota-
tion of the stars [55, 62]. It is known that fermion zero
modes on vortex lines significantly change the transport
properties of quasi-particles [63]. Fermion zero modes
found in this paper will be essential in the study of dy-
namics of neutron stars, which may hopefully gives an
observational signal.
Finally, the CFL phase admits a variety of topolog-
ical defects; domain walls, Skyrmions [64], (confined)
monopoles [59] and instantons [65]. A generalization to
the index theorems in the presence of these topological
defects will be an interesting work to be explored. It also
counts edge modes at the phase boundary [61, 66] be-
tween the CFL phase and the hadron phase, if it exists.
Also, the inclusion of strange quark masses [57] and an
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extension to the other phases such as 2SC phase [25] will
be important in application to more realistic situation.
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Appendix A: Singlet solutions in the asymptotic
form at large r
The asymptotic form of a singlet zero mode of a non-
Abelian M1 vortex at large r was given in [27]. This is
actually a candidate of zero-energy states, which is ex-
ponentially decreasing function at r →∞. However, the
asymptotics at r → 0 is also crucial for the normalizabil-
ity of wave functions. To investigate the behavior of this
solution extrapolated into a small r region, we need to
solve the BdG equation numerically.
For numerical calculations with high accuracy, it is de-
sirable that we have two independent solutions at r →∞.
A linear combination of them is then a general solu-
tion including a parameter. Starting with such a generic
wave function, we can investigate precisely the behavior
of the numerical wave function extrapolated into r → 0
by changing the parameter of the generic wave function
at the boundary r →∞.
To this end, we will present not only the one shown in
Ref. [27] but also another asymptotic solution at r →∞
in this Appendix, and report the result of the numerical
computation of the BdG equation.
We show the explicit form of the wave functions of the
singlet solution for the right mode (γ5 = +1) in the Weyl
representation
uˆr=
(
ϕ1(r, θ)
η1(r, θ)
)
, dˆg=
(
ϕ2(r, θ)
η2(r, θ)
)
, (A1)
and
sˆb=
(
ϕ3(r, θ)
η3(r, θ)
)
, (A2)
where
ϕi(r, θ) =

fi(r)
igi(r)e
iθ
0
0
 , (A3)
ηi(r, θ) =

0
0
f¯i(r)e
−iθ
ig¯i(r)
 , (A4)
for uˆr (i = 1) and dˆg (i = 2), and
ϕ3(r, θ) =
 f3(r)e
−iθ
ig3(r)
0
0
 , (A5)
η3(r, θ) =

0
0
f¯3(r)
ig¯3(r)e
iθ
 , (A6)
for sˆb. Here we have the relations f¯1(r) = −g2(r), g¯1(r) =
f2(r), f¯2(r) = −g1(r), g¯1(r) = f2(r), f¯3(r) = −g2(r) and
g¯3(r) = f3(r) from the Majorana condition. At large r,
both |∆0| and |∆1| become a common constant |∆| given
in the bulk state, |∆0|, |∆1| → |∆| ≡ ∆CFL(> 0) at
r → ∞. Then, with an approximation of small |∆| and
large µ, we find asymptotic forms of the wave functions
with a condition of the convergence at large r. The first
solution is
fi(r) = N e−|∆|r/2J0(µr), (A7)
gi(r) = N e−|∆|r/2J1(µr), (A8)
(i = 1, 2) and
f3(r) = −N
2
e−|∆|r/2J0(µr), (A9)
g3(r) = −N
2
e−|∆|r/2J1(µr), (A10)
with a normalization constant N . This is the solution
given in the previous work [27]. As a second solution, we
find a new asymptotic solution, which was not considered
in the previous work,
f ′i(r) = N ′e−|∆|r/2
π
4
(µr)2J1(µr)(
J1(µr)N0(µr) − J0(µr)N1(µr)
)
, (A11)
g′i(r) = N ′e−|∆|r/2
1
4
(− µrJ0(µr) + J1(µr)), (A12)
15
(i = 1, 2) and
f ′3(r) = N ′e−|∆|r/2
µ
8|∆|
{
4 (µrJ0(µr) − J1(µr))
−π(µr)2
(
2J0(µr) +
|∆|
µ
J1(µr)
)
(
J1(µr)N0(µr)− J0(µr)N1(µr)
)}
, (A13)
g′3(r) = N ′e−|∆|r/2
µ
4|∆|
{
(2 + |∆|r) J0(µr)
−
( |∆|
µ
+ 2µr
)
J1(µr)
+π(µr)2J1(µr)(
J1(µr)N0(µr)− J0(µr)N1(µr)
)}
, (A14)
with a normalization constant N ′. It should be empha-
sized that these asymptotic solutions are correct only at
large r, at which |∆0| and |∆1| are constant. However,
these solutions may be divergent in small r in general,
because |∆1| becomes zero at r = 0, and we find that
it is the case. In order to see the behavior at small
r, we have solved numerically the BdG equation with
assuming an approximate r-dependence of ∆0(r) and
∆1(r) (for example, ∆0(r) = ∆CFL = const. > 0 and
∆1(r) = ∆CFL tanh ξr with a coherence length ξ) with
starting from large r in which these asymptotic solutions
are given as a boundary condition. As a numerical result,
we have found that the wave functions become divergent
at r = 0 for any linear combinations of the first and the
second asymptotic solutions as a boundary condition. It
means that these asymptotic solutions are not normaliz-
able in the whole range of r. Therefore it is confirmed
that there is no normalizable zero-energy state in the sin-
glet, consistent with the result of the index theorem in
the text.
Appendix B: Analytic solution of the differential
equations
We have counted the zero modes based on a simple
assumption that the leading power of the particular so-
lutions for Eq. (4.5) near r ∼ 0 is given by the diagonal
elements of the matrix M± in Eqs. (4.6) and (4.11). In
this Appendix we show it indeed possible to find such
solutions.
We assume that the differential equation has a power
series solution
ψ = rλ
∞∑
n=0
ψλ+nr
n. (B1)
Putting this as well as the Taylor expansion of Ω in
Eq. (4.7) into the differential equation Eq. (4.5), we can
write the differential equation as
(λ−M)ψλrλ−1 +
∞∑
n=0
{
(λ+ n+ 1−M)ψλ+n+1 +
n∑
l=0
Ωn−lψλ+l
}
rn+λ = 0, (B2)
where M± has been denoted simply as M . This gives
(λ−M)ψλ = 0, (B3)
(λ+ n+ 1−M)ψλ+n+1 +
n∑
l=0
Ωn−lψλ+l = 0, (B4)
with n ≥ 0 for the latter. From Eq. (B3), it follows that
λ should be one of the diagonal elements of M . For the
largest value of λ, Eq. (B4) can be solved recursively,
whereas for smaller λ, we could meet the difficulty, since
at a certain n, det(λ+ n+ 1−M) = 0.
1. Case of triplet and doublets
Without loss of generality, we can set
M = diag(p, s), p ≥ s, (B5)
where p and s are integers. As mentioned above, the
leading power λ is given by λ = p and λ = s. Corre-
spondingly, Eq. (B3) gives two solutions ψ
(i)
λ (i = 1, 2)
as
ψ(1)p =
(
1
0
)
, ψ(2)s =
(
0
1
)
. (B6)
If p = s, we see det(n + λ + 1 −M) 6= 0 for n ≥ 0. We
can find ψ
(i)
n+λ+1 recursively by (B4). We thus obtain two
solutions. Henceforth, we assume p > q.
a. Generic case of |∆q| ∼ r
First of all, let us consider the most generic case and
give the solutions of Eq. (4.5) just by assuming Eq. (4.7).
For λ = p, higher ψ
(1)
p+n+1 (n ≥ 0) can be obtained recur-
sively by Eq. (B4), and the solution is given by
ψ(1)(r) =
∞∑
n=0
ψ
(1)
n+pr
n+p. (B7)
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For the smaller power λ = s, the recursion relation is
ill-defined at n = p − s − 1 ≥ 0, since det(p −M) = 0.
This has a close relationship with the well-known fact
that the Bessel function Jn and J−n are not independent
when n is an integer, and the Neumann function Yn in
addition to the Bessel function Jn can be regarded as two
independent solutions of Bessel’s differential equation. In
the present problem, the standard technique of solving
differential equations leads to the following ansatz
ψ(2)(r) =
∞∑
n=0
ψ
(2)
n+sr
n+s + aψ(1)(r) ln r, (B8)
where a is an unknown constant to be determined. Sub-
stituting this into Eq. (4.5) modifies Eq. (B4) such that
(s+ n+ 1−M)ψ(2)s+n+1 +
n∑
l=0
Ωn−lψ
(2)
s+l + aψ
(1)
s+n+1 = 0,
(B9)
where ψ
(1)
n+s+1 = 0 for n = 0, · · · , p − s − 2 is assumed.
The difficulty at n = p− s− 1 due to det(p−M) = 0 is
avoided by introducing a parameter a. We can determine
both a and ψ
(2)
p by this equation. For details, especially
for the uniqueness of the solution, see the discussions in
App. B2 b. Once these are obtained, we solve ψ
(2)
n+s+1
for n ≥ p − s recursively. We thus obtain the second
solution (B8). Although it contains ln r, the expected
leading power behaviors near the origin is not altered.
b. Case of |∆q| ∼ r
|q|
So far we have shown that if the diagonal elements of
M are different integers, the solutions include generically
a ln r term. We will show below that if we assume |∆q| ∼
r|q|, the normalizable solutions of Eq. (4.5) do not include
such a term, and they can be given by purely power series
of r.
We restrict our discussions to Γ3 = +1 and q ≥ 1, for
definiteness. Then,
M =M+ = diag(m, q −m− 1), (B10)
and normalizability requires 0 ≤ m ≤ q − 1. We explore
the case m > q −m− 1 only. The solution for the larger
λ = m is given by (B7). For the smaller λ = q −m− 1,
we can choose ψ
(2)
q−m−1 to be the second one in Eq. (B6).
Eq. (B4) gives recursively ψ
(2)
n+q−m for 0 ≤ n < 2m − q.
The problematic equation at n = 2m− q can be satisfied
simply by choosing ψ
(2)
m = 0, since couplings with Ωq only
appear in (B4) for n ≥ q, whereas 0 ≤ 2m − q ≤ q − 2.
Eq. (B4) then determines ψn+q−m for n > 2m−q, giving
the second solution
ψ(2)(r) =
∞∑
n=0
ψ
(2)
n+q−m−1r
n+q−m−1. (B11)
Therefore, in this case, there are no terms including ln r.
2. Case of singlet
This case is rather complicated, since Eq. (4.5) is com-
posed of four coupled equations. We first rearrange the
differential equation Eq. (4.5) for the singlet case to sat-
isfy
M = diag(n1, n2, n3, n4),
n1 ≥ n2 ≥ n3 ≥ n4, (B12)
and introduce a set of normalized eigenvectors ψ
(i)
ni (i =
1, · · · , 4) by
ψ(1)n1 =
100
0
 , · · · , ψ(4)n4 =
000
1
 , (B13)
The solutions of Eq. (4.5) near the origin change their
forms if any of ni are equal. Such degeneracies are clas-
sified into eight different cases. We consider these sep-
arately. In particular, when there are more than two
different diagonal elements, there appear (ln r)n correc-
tions with n ≥ 2, which is a new feature absent in the
previous triplet and doublet cases.
a. n1 = n2 = n3 = n4
We define p = n1. Eq. (B3) gives four independent
solutions ψp = ψ
(i)
p (i = 1, · · · , 4) for λ = p. Eq. (B4)
then recursively determine ψp+n+1 = ψ
(i)
p+n+1. We thus
obtain four solutions given by
ψ(i)(r) =
∞∑
n=0
ψ
(i)
n+pr
n+p, (i = 1, · · · , 4). (B14)
b. n1 = n2 = n3 > n4
Let us define p = n1 and s = n4. Then, three solutions
ψ(i) (i = 1, 2, 3) with λ = p can be obtained as in the
case of App. B 2 a. The fourth solution for λ = s can be
assumed to be
ψ(4) =
∞∑
n=0
ψ
(4)
n+sr
n+s +
∑
i=1,2,3
a(4,i)ψ(i)(r) ln r, (B15)
where a(4,i) are some constants. The recursion relations
for the coefficients can be found by inserting Eq. (B15)
into Eq. (4.5). They read
(s−M)ψ(4)s = 0, (B16)
(s+ n+ 1−M)ψ(4)s+n+1 +
n∑
l=0
Ωn−lψ
(4)
s+l
+
∑
i=1,2,3
a(4,i)ψ
(i)
s+n+1 = 0, (n = 0, 1, · · · ) (B17)
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where ψ
(1,2,3)
s+n = 0 for n = 0, 1, · · · , p − s − 2 is as-
sumed. Eq. (B16) is automatically satisfied by the fourth
vector in Eq. (B13). Eq. (B17) determines ψ
(4)
s+1, · · · ,
ψ
(4)
p−1 recursively since det(s + n + 1 − M) 6= 0 for
n = 0, 1, · · · , p − s − 2. Eq. (B17) for n = p − s − 1
needs some care because of det(p − M) = 0. It gives
a(4,i) without ambiguity, whereas ψ
(4)
p cannot be de-
termined uniquely since we can freely modify ψ
(4)
p by∑
i=1,2,3 ciψ
(i)
p , where ci are arbitrary constants. It can
be seen that such an arbitrariness does not give any new
independent solutions and can be removed simply by as-
suming ψ
(4)
p ∝ ψ(4)s , i.e., the fourth in Eq. (B13). Once
ψ
(4)
p and a(4,i) are obtained, we can find ψ
(4)
s+n+1 for n ≥ p.
We shall be brief since we can infer the solutions for
any given M in a manner similar to these.
c. n1 = n2 > n3 = n4
We define p = n1 and s = n3. Two solutions ψ
(i)
(i = 1, 2) with λ = p can be obtained as in the case of
App. B 2 a. Other two solutions ψ(i) (i = 3, 4) with λ = s
can be written as
ψ(i) =
∞∑
n=0
ψ
(i)
n+sr
n+s +
∑
j=1,2
a(i,j)ψ(j) ln r. (B18)
We can find all the coefficients ψ
(i)
n+s (n > 0) and a
(i,j)
as in the case of App. B2 b.
d. n1 = n2 > n3 > n4
Defining p = n1 and s = n3, we obtain three solutions
ψ(i) (i = 1, 2, 3) as in the case of App. B 2 c. The fourth
solution takes the form
ψ(4) =
∞∑
n=0
ψ
(4)
n+tr
n+t +
∑
i=1,2
(
a(4,i) ln r +
1
2
b(4,i)(ln r)2
)
ψ(i)
+ a(4,3)ψ(3) ln r, (B19)
where t = n4. It should be stressed that (ln r)
2 term
appears. In cases where M has more than two different
diagonal elements, there appear higher ln r corrections.
e. n1 > n2 = n3 = n4
This case is similar to App. B 2b or B 2 c. We can find
solutions of the form
ψ(1) =
∞∑
n=0
ψ
(1)
n+pr
n+p,
ψ(i) =
∞∑
n=0
ψ
(i)
n+sr
n+s + a(i,1)ψ(1) ln r, (i = 2, 3, 4)
(B20)
where p = n1 and s = n2.
f. n1 > n2 = n3 > n4
The solutions can be found in the form
ψ(1) =
∞∑
n=0
ψ
(1)
n+pr
n+p,
ψ(i) =
∞∑
n=0
ψ
(i)
n+sr
n+s + a(i,1)ψ(1) ln r, (i = 2, 3)
ψ(4) =
∞∑
n=0
ψ
(4)
n+tr
n+t +
(
a(4,1) ln r +
1
2
b(4,1)(ln r)2
)
ψ(1)
+
∑
i=2,3
a(4,i)ψ(i) ln r, (B21)
where p = n1, s = n2 and t = n4.
g. n1 > n2 > n3 = n4
The solutions can be written as
ψ(1) =
∞∑
n=0
ψ
(1)
n+pr
n+p,
ψ(2) =
∞∑
n=0
ψ
(2)
n+sr
n+s + a(2,1)ψ(1) ln r,
ψ(i) =
∞∑
n=0
ψ
(i)
n+tr
n+t +
(
a(i,1) ln r +
1
2
b(i,1)(ln r)2
)
ψ(1)
+ a(i,2)ψ(2) ln r, (i = 3, 4) (B22)
where p = n1, s = n2 and t = n3.
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h. n1 > n2 > n3 > n4
ψ(1) =
∞∑
n=0
ψ
(1)
n+pr
n+p,
ψ(2) =
∞∑
n=0
ψ
(2)
n+sr
n+s + a(2,1)ψ(1) ln r,
ψ(3) =
∞∑
n=0
ψ
(3)
n+tr
n+t +
(
a(3,1) ln r +
1
2
b(3,1)(ln r)2
)
ψ(1)
+ a(3,2)ψ(2) ln r,
ψ(4) =
∞∑
n=0
ψ
(4)
n+kr
n+k
+
(
a(4,1) ln r +
1
2
b(4,1)(ln r)2 +
1
3
c(4,1)(ln r)3
)
ψ(1)
+
(
a(4,2) ln r +
1
2
b(4,2)(ln r)2
)
ψ(2) + a(4,3)ψ(3) ln r,
(B23)
where p = n1, s = n2, t = n3 and k = n4.
In any cases, (ln r)n terms appear in nonleading order
of r. We thus conclude that the solutions behave as
ψ(i)(r) ∼
r→0
ψ(i)ni r
ni , (i = 1, · · · , 4). (B24)
This justifies the counting rule of the number of regular
solutions at the origin in Sec. IV.
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