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Abstract
This paper presents a measurement of the inclusive 3-jet production differential cross
section at a proton-proton centre-of-mass energy of 7 TeV using data corresponding
to an integrated luminosity of 5 fb−1 collected with the CMS detector. The analysis
is based on the three jets with the highest transverse momenta. The cross section
is measured as a function of the invariant mass of the three jets in a range of 445–
3270 GeV and in two bins of the maximum rapidity of the jets up to a value of 2.
A comparison between the measurement and the prediction from perturbative QCD
at next-to-leading order is performed. Within uncertainties, data and theory are in
agreement. The sensitivity of the observable to the strong coupling constant αS is
studied. A fit to all data points with 3-jet masses larger than 664 GeV gives a value of
the strong coupling constant of αS(MZ) = 0.1171± 0.0013 (exp) +0.0073−0.0047 (theo).
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11 Introduction
A key characteristic of highly energetic proton-proton collisions at the LHC is the abundant
production of multijet events. At high transverse momenta pT, such events are described by
quantum chromodynamics (QCD) in terms of parton-parton scattering. The simplest jet pro-
duction process corresponds to a 2 → 2 reaction with the two outgoing partons fragmenting
into a pair of jets. Two cross sections, for which the leading-order (LO) predictions in per-
turbative QCD (pQCD) are proportional to the square of the strong coupling constant, α2S, are
conventionally defined: the inclusive single-jet cross section as a function of jet pT and rapidity
y, and the 2-jet production cross section as a function of the 2-jet invariant mass and a rapidity-
related kinematic quantity that provides a separation of the phase space into exclusive bins.
The ATLAS Collaboration usually characterizes the 2-jet system in terms of the rapidity sepa-
ration of the two jets leading in pT, while CMS employs the larger of the two absolute rapidities
of the two jets. Corresponding measurements by the ATLAS and CMS Collaborations can be
found in Refs. [1–6].
In this paper, the inclusive 3-jet production differential cross section is measured as a function
of the invariant mass m3 of the three jets leading in pT and of their maximum rapidity ymax,
which are defined as follows:
m23 = (p1 + p2 + p3)
2
ymax = sgn
(|max(y1, y2, y3)| − |min(y1, y2, y3)|) ·max (|y1|, |y2|, |y3|) , (1)
where pi and yi are the four-momentum and rapidity of the ith jet leading in pT. Following
Ref. [3], ymax is defined as a signed quantity such that the double-differential cross section,
d2σ/dm3 dymax, can be written in a way similar to the inclusive jet cross section, d2σ/dpT dy,
including a factor of 2 for rapidity bin widths in terms of |ymax| and |y|, respectively. The
absolute value of ymax is equal to the maximum |y| of the jets, denoted |y|max. A previous study
of the 3-jet mass spectra was published by the D0 Collaboration [7]. Very recently, ATLAS
submitted a 3-jet cross section measurement [8].
For this cross section, the LO process is proportional to α3S and theoretical predictions are avail-
able up to next-to-leading order (NLO) [9, 10] making precise comparisons to data possible. The
potential impact of this measurement on the parton distribution functions (PDFs) of the proton
is studied and the strong coupling constant αS is extracted. In previous publications by CMS,
the value of αS was determined to αS(MZ) = 0.1148± 0.0014 (exp)± 0.0050 (theo) by investi-
gating the ratio of inclusive 3-jet to inclusive 2-jet production, R32 [11], and αS(MZ) = 0.1185
± 0.0019 (exp) +0.0060−0.0037 (theo) by fitting the inclusive jet cross section [12]. The ratio R32 benefits
from uncertainty cancellations, but it is only proportional to αS at LO, leading to a correspond-
ingly high sensitivity to its experimental uncertainties in fits of αS(MZ). The second observable,
which is similar to the denominator in R32, is proportional to α2S at LO with a sensitivity to ex-
perimental uncertainties reduced by a factor of 1/2, but without uncertainty cancellations. It
is interesting to study how fits of αS to the inclusive 3-jet mass cross section, d2σ/dm3 dymax,
which is a 3-jet observable similar to the numerator of R32, compare to previous results.
The data analyzed in the following were recorded by the CMS detector at the LHC during the
2011 data-taking period at a proton-proton centre-of-mass energy of 7 TeV and correspond to
an integrated luminosity of 5.0 fb−1. Jets are clustered by using the infrared- and collinear-safe
anti-kT algorithm [13] as implemented in the FASTJET package [14] with a jet size parameter
of R = 0.7. A smaller jet size parameter of R = 0.5 has been investigated, but was found to
describe the data less well. Similarly, in Ref. [15] it is shown that the inclusive jet cross section
is better described by NLO theory for R = 0.7 than for R = 0.5.
2 3 Event selection
Events are studied in which at least three jets are found up to a rapidity of |y| = 3 that are above
a minimal pT threshold of 100 GeV. The jet yields are corrected for detector effects resulting in
a final measurement phase space of 445 GeV ≤ m3 < 3270 GeV and |y|max < 2. Extension of
the analysis to larger values of |y|max was not feasible with the available trigger paths.
This paper is divided into seven parts. Section 2 presents an overview of the CMS detector
and the event reconstruction. Sections 3 and 4 discuss the event selection and present the
measurement. Theoretical ingredients are introduced in Section 5 and are applied in Section 6
to determine αS(MZ) from a fit to the measured 3-jet production cross section. Conclusions are
presented in Section 7.
2 Apparatus and event reconstruction
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap
sections. Muons are measured in gas-ionization detectors embedded in the steel flux-return
yoke outside the solenoid. Extensive forward calorimetry complements the coverage provided
by the barrel and endcap detectors.
The first level (L1) of the CMS trigger system, composed of custom hardware processors, uses
information from the calorimeters and muon detectors to select the most interesting events
in a fixed time interval of less than 4 µs. The high level trigger (HLT) processor farm further
decreases the event rate from around 100 kHz to around 400 Hz, before data storage.
The particle-flow algorithm reconstructs and identifies each particle candidate with an opti-
mized combination of all subdetector information [16, 17]. For each event, the reconstructed
particle candidates are clustered into hadronic jets by using the anti-kT algorithm with a jet
size parameter of R = 0.7. The jet momentum is determined as the vectorial sum of all con-
stituent momenta in this jet, and is found in the simulation to be within 5% to 10% of the true
momentum over the whole pT spectrum and detector acceptance. An offset correction is ap-
plied to take into account the extra energy clustered into jets due to additional proton-proton
interactions within the same or neighbouring bunch crossings (pileup). Jet energy corrections
are derived from the simulation, and are confirmed with in situ measurements with the energy
balance of dijet, photon+jet, and Z+jet events [18, 19]. The jet energy resolution amounts typi-
cally to 15% at 10 GeV, 8% at 100 GeV, and 4% at 1 TeV. A more detailed description of the CMS
apparatus can be found in Ref. [20].
3 Event selection
The data set used for this analysis contains all events that were triggered by any of the single-jet
triggers. A single-jet trigger accepts events if at least one reconstructed jet surpasses a trans-
verse momentum threshold. During the 2011 data-taking period, triggers with eight different
thresholds ranging from 60 GeV to 370 GeV were employed. They are listed in Table 1 with
the number of events recorded by each trigger and the corresponding turn-on threshold pT,99%,
where the trigger is more than 99% efficient.
The different triggers are used to measure the 3-jet mass spectrum in mutually exclusive regions
of the phase space, defined in terms of the pT of the leading jet: the pT interval covered by a
single-jet trigger starts at the corresponding turn-on threshold pT,99% and ends at the turn-
3Table 1: Trigger and turn-on thresholds in leading jet pT, and the number of events recorded
via the single-jet trigger paths used for this measurement.
Trigger threshold Turn-on threshold Recorded events
pT [GeV] pT,99% [GeV]
60 85 2 591 154
80 110 1 491 011
110 144 2 574 451
150 192 2 572 083
190 238 3 533 874
240 294 3 629 577
300 355 9 785 529
370 435 3 129 458
on threshold of the trigger with the next highest threshold. The final 3-jet mass spectrum is
obtained by summing the spectra measured with the different triggers while taking trigger
prescale factors into account. Apart from the prescaling, the trigger efficiency is more than 99%
across the entire mass range studied.
In the inner rapidity region, most single-jet triggers contribute up to 50% of the final event yield,
with the exception of the two triggers with the lowest and highest threshold, which contribute
up to 80% and 100% respectively, depending on m3. In particular, starting at 1100 GeV, the
majority of the events are taken from the highest unprescaled trigger. In the outer rapidity
region, each jet trigger contributes over a large range of three-jet masses to the measurement.
With the exception of the two triggers with the lowest and highest thresholds, each trigger
contributes around 25% to the final event yield.
The recorded events are filtered with tracking-based selections [21] to remove interactions be-
tween the circulating proton bunches and residual gas particles or the beam collimators. To
further reject beam backgrounds and off-centre parasitic bunch crossings, standard vertex se-
lection cuts are applied [21]. To enhance the QCD event purity, events in which the missing
transverse energy EmissT amounts to more than 30% of the measured total transverse energy are
removed. The missing transverse energy is calculated by requiring momentum conservation
for the reconstructed particle flow candidates [19].
Jet identification (jet ID) selection criteria [22] are developed to reject pure noise or noise en-
hanced jets, while keeping more than 99% of physical jets with transverse momentum above
10 GeV. In contrast to the previous selection criteria, which reject complete events, the jet ID
removes only individual jets from the event. The jet ID applied to the particle-flow jets requires
that each jet should contain at least two particles, one of which is a charged hadron. In addition,
the jet energy fraction carried by neutral hadrons and photons must be less than 90%. These
criteria have an efficiency greater than 99% for hadronic jets.
4 Measurement and experimental uncertainties
The double-differential 3-jet production cross section is measured as a function of the invariant
3-jet mass m3 and the maximum rapidity ymax of the three jets with the highest transverse
momenta in the event:
d2σ
dm3 dymax
=
1
eL
N
∆m3(2∆|y|max) . (2)
4 5 Theoretical predictions and uncertainties
Here, L is the integrated luminosity and N is the number of events. The efficiency e is the
product of the trigger and event selection efficiencies, and differs from unity by less than one
percent for this jet analysis. Differences in the efficiency with respect to unity are included in
a systematic uncertainty. The width of a 3-jet mass bin is based on the 3-jet mass resolution,
which is derived from a detector simulation. Starting at m3 = 50 GeV, the bin width increases
progressively with m3. In addition, the phase space is split into an inner, |y|max < 1, and an
outer, 1 ≤ |y|max < 2, rapidity region. The bin widths in ymax are equal to 2. Events with
|y|max ≥ 2 are rejected.
To remove the impact of detector effects from limited acceptance and finite resolution, the mea-
surement is corrected with the iterative d’Agostini unfolding algorithm [23] with four itera-
tions. Response matrices for the unfolding algorithm are derived from detector simulation by
using the two event generators PYTHIA version 6.4.22 [24] with tune Z2 [25] and HERWIG++
version 2.4.2 [26] with the default tune. (The PYTHIA 6 Z2 tune is identical to the Z1 tune de-
scribed in [25] except that Z2 uses the CTEQ6L PDF while Z1 uses CTEQ5L.) Differences in the
unfolding result are used to evaluate the uncertainties related to assumptions in modelling the
parton showering [27, 28], hadronization [29–32], and the underlying event [27, 33, 34] in these
event generators. Additional uncertainties are determined from an ensemble of Monte Carlo
(MC) experiments, where the data input and the response matrix are varied within the limits of
their statistical precision before entering the unfolding algorithm. The unfolding result corre-
sponds to the sample mean, while the statistical uncertainty, which is propagated through the
unfolding procedure, is given by the sample covariance. The variation of the input data leads
to the statistical uncertainty in the unfolded cross section, while the variation of the response
matrix is an additional uncertainty inherent in the unfolding technique because of the limited
size of simulated samples.
The systematic uncertainty related to the determination of the jet energy scale (JES) is eval-
uated via 16 independent sources as described in Ref. [3]. The modified prescription for the
treatment of correlations as recommended in Ref. [12] is applied. To reduce artifacts caused by
trigger turn-ons and prescale weights, the JES uncertainty is propagated to the cross section
measurement by employing an ensemble of MC experiments, where the data input is varied
within the limits of the systematic uncertainty and where average prescale weights are used.
The luminosity uncertainty, which is fully correlated across all m3 and ymax bins, is estimated
to be 2.2% [35].
Residual jet reconstruction and trigger inefficiencies are accounted for by an additional uncor-
related uncertainty of 1% as in Ref. [3].
Figure 1 presents an overview of the experimental uncertainties for the 3-jet mass measure-
ment. Over a wide range of 3-jet masses, the JES uncertainty represents the largest contribu-
tion. At the edges of the investigated phase space, i.e. in the low and high 3-jet mass regions,
statistical and unfolding uncertainties, which are intrinsically linked through the unfolding
procedure, become major contributors to the total uncertainty.
5 Theoretical predictions and uncertainties
The theoretical predictions for the 3-jet mass cross sections consist of an NLO QCD calculation
and a nonperturbative (NP) correction to account for the underlying event modelled by mul-
tiparton interactions (MPI) and for hadronization effects. Electroweak corrections to inclusive
and dijet cross sections have been calculated in Ref. [36], where they are found to be limited to
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Figure 1: Overview of the measurement uncertainties in the inner |y|max < 1 (left) and the
outer rapidity region 1 ≤ |y|max < 2 (right). All uncertainty components, including the 1%
uncorrelated residual uncertainty, are added in quadrature to give the total uncertainty.
a few percent at the highest dijet masses accessible with the CMS data at 7 TeV centre-of-mass
energy. For 3-jet quantities these corrections are not known and hence cannot be considered in
the present analysis.
The NLO calculations are performed by using the NLOJET++ program version 4.1.3 [9, 10]
within the framework of the FASTNLO package version 2.1 [37]. The partonic events are sub-
jected to the same jet algorithm and phase space selections as the data events, where at least
three jets with |y| ≤ 3 and pT > 100 GeV are required. The number of massless quark flavours,
N f , is set to five. The impact of jet production via massive top-antitop quark pairs is estimated
to be negligible. The renormalization and factorization scales, µr and µ f , are identified with
m3/2. With this choice, which is identical to the jet pT in case of dijet events at central rapidity
with m2/2 as scale, the NLO corrections to the LO cross sections remain limited between 1.2
and 1.6. The uncertainty in the predicted cross section associated with the renormalization and
factorization scale choice is evaluated by varying µr and µ f from the default by the following
six combinations: (µr/(m3/2), µ f /(m3/2)) = (1/2, 1/2), (1/2, 1), (1, 1/2), (1, 2), (2, 1), and
(2, 2).
Comparisons to the NLO predictions are performed for five different PDF sets, each with NLO
and NNLO PDF evolutions, from the LHAPDF package [38]. They are listed in Table 2 together
with the corresponding number of active flavours, N f , the default values of the strong coupling
constant αS(MZ), and the ranges in αS(MZ) available for fits. All PDF sets include a maximum
of five active flavours N f except for NNPDF2.1, which has N f ,max = 6. Only the ABM11 PDF
set employs a fixed-flavour number scheme in contrast to variable-flavour number schemes
favoured by all other PDF sets. The PDF uncertainties in the cross section predictions are eval-
uated according to the prescriptions recommended for the respective PDFs. More details are
available in the references listed in Table 2.
For the NP corrections, the multijet-improved MC event generators SHERPA version 1.4.3 [45]
and MADGRAPH 5 version 1.5.12 [46] are used to simulate 3-jet events. SHERPA employs a
dipole formulation for parton showering [47, 48], a cluster model for hadronization [49], and
an MPI model for the underlying event that is based on independent hard processes similar
to PYTHIA [33, 45]. In the case of MADGRAPH, the steps of parton showering, hadronization,
and multiple parton scatterings come from PYTHIA version 6.4.26 with default settings using
the Lund string model for hadronization [29–31] and a multiple-interaction model for the un-
derlying event that is interleaved with the parton shower [27]. The 3-jet mass is determined for
6 6 Results and determination of the strong coupling constant
Table 2: The PDF sets used in comparisons to the data together with the evolution order (Evol.),
the corresponding number of active flavours, N f , the assumed masses Mt and MZ of the top
quark and the Z boson, respectively, the default values of αS(MZ), and the range in αS(MZ)
variation available for fits. For CT10 the updated versions of 2012 are taken.
Base set Refs. Evol. N f Mt [GeV ] MZ [GeV ] αS(MZ) αS(MZ) range
ABM11 [39] NLO 5 180 91.174 0.1180 0.110–0.130
ABM11 [39] NNLO 5 180 91.174 0.1134 0.104–0.120
CT10 [40] NLO ≤5 172 91.188 0.1180 0.112–0.127
CT10 [40] NNLO ≤5 172 91.188 0.1180 0.110–0.130
HERAPDF1.5 [41] NLO ≤5 180 91.187 0.1176 0.114–0.122
HERAPDF1.5 [41] NNLO ≤5 180 91.187 0.1176 0.114–0.122
MSTW2008 [42, 43] NLO ≤5 1010 91.1876 0.1202 0.110–0.130
MSTW2008 [42, 43] NNLO ≤5 1010 91.1876 0.1171 0.107–0.127
NNPDF2.1 [44] NLO ≤6 175 91.2 0.1190 0.114–0.124
NNPDF2.1 [44] NNLO ≤6 175 91.2 0.1190 0.114–0.124
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Figure 2: Overview of the NP correction factors and their uncertainties in the inner |y|max < 1
(solid line) and in the outer rapidity region 1 ≤ |y|max < 2 (dashed line).
a given event before and after the MPI and hadronization phases are performed. This allows
the derivation of correction factors, which are applied to the theory prediction at NLO. The
correction factor is defined as the mean of the corrections from the two examined event gen-
erators and ranges in value from 1.16 for the low mass range to about 1.05 at high 3-jet mass.
The systematic uncertainty in the NP correction factors is estimated as plus or minus half of the
spread between the two predictions and amounts to roughly ±2%. The NP correction factors
and their uncertainties are shown in Fig. 2 for both rapidity bins.
An overview of the different theoretical uncertainties is given in Fig. 3.
6 Results and determination of the strong coupling constant
Figure 4 compares the measured 3-jet mass spectrum to the Theory prediction. This prediction
is based on an NLO 3-jet calculation, which employs the CT10-NLO PDF set and is corrected
for nonperturbative effects. Perturbative QCD describes the 3-jet mass cross section over five
orders of magnitude for 3-jet masses up to 3 TeV. The ratios of the measured cross sections to
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Figure 3: Overview of the theory uncertainties in the inner |y|max < 1 (left) and in the outer
rapidity region 1 ≤ |y|max < 2 (right) for the CT10 PDF set with NLO PDF evolution.
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Figure 4: Comparison of the measured 3-jet mass cross section with the theory prediction for
the two regions in |y|max. This prediction is based on an NLO 3-jet calculation, which employs
the CT10-NLO PDF set and is corrected for nonperturbative effects. The vertical error bars
represent the total experimental uncertainty, while the horizontal error bars indicate the bin
widths.
the theory predictions are presented in Fig. 5 to better judge potential differences between data
and theory. Within uncertainties, most PDF sets are able to describe the data. Some deviations
are visible for small m3. Significant deviations are exhibited when using the ABM11 PDFs,
which therefore are not considered in our fits of αS(MZ).
In the following, the PDFs are considered to be an external input such that a value of αS(MZ)
can be determined. Potential correlations between αS(MZ) and the PDFs are taken into account
by using PDF sets that include variations in αS(MZ) as listed in Table 2. Figure 6 demonstrates
for the example of the CT10-NLO PDF set the sensitivity of the theory predictions with respect
to variations in the value of αS(MZ) in comparison to the data and their total uncertainty.
A value of αS(MZ) is determined by minimizing the χ2 between the N measurements Di and
the theoretical predictions Ti. The χ2 is defined as
χ2 =
N
∑
ij
(Di − Ti)C−1ij
(
Dj − Tj
)
, (3)
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Figure 5: Ratio of the 3-jet mass cross section, divided by NP corrections, to the theory predic-
tion at NLO with the CT10-NLO (top) or CT10-NNLO PDF set (bottom) for the inner rapidity
region (left) and for the outer rapidity region (right). The data are shown with error bars rep-
resenting the statistical uncertainty after unfolding added quadratically to the 1% uncorrelated
residual uncertainty and gray rectangles for the total correlated systematic uncertainty. The
light gray (colour version: yellow) band indicates the PDF uncertainty for the CT10 PDF sets
at 68% confidence level. In addition, the ratios of the NLO predictions are displayed for the
PDF sets MSTW2008, NNPDF2.1, HERAPDF1.5, and ABM11, also at next-to- (top) and next-
to-next-to-leading evolution order (bottom).
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Figure 6: Ratio of the measured 3-jet mass cross section in the inner rapidity region (left) and
in the outer rapidity region (right), divided by the NP correction, with respect to the theory
prediction at NLO while using the CT10-NLO PDF set with the default value of αS(MZ) =
0.118. In addition, ratios are shown for the theory predictions with CT10-NLO PDFs assuming
values of αS(MZ) ranging from 0.112 up to 0.127 in steps of 0.001. The error bars represent the
total uncorrelated uncertainty of the data.
where the covariance matrix Cij is composed of the following terms:
C = covunf+stat + covuncor +
(
∑
sources
covJES
)
+ covlumi + covPDF, (4)
and the terms in the sum represent
1. covunf+stat: statistical and unfolding uncertainty including correlations induced through
the unfolding;
2. covuncor: uncorrelated systematic uncertainty summing up small residual effects such as
trigger and identification inefficiencies, time dependence of the jet pT resolution, and the
uncertainty on the trigger prescale factor;
3. covJES,sources: systematic uncertainty for each JES uncertainty source;
4. covlumi: luminosity uncertainty; and
5. covPDF: PDF uncertainties.
The first four sources constitute the experimental uncertainty. The JES and luminosity uncer-
tainty are treated as fully correlated across the m3 and |y|max bins, where for the JES uncertainty
the procedure recommended in Ref. [12] is applied. The derivation of PDF uncertainties fol-
lows prescriptions for each individual PDF set. The CT10 and MSTW PDF sets both employ the
Hessian or eigenvector method [50] with upward and downward variations for each eigenvec-
tor. As required by the use of covariance matrices, symmetric PDF uncertainties are computed
following Ref. [51]. For the HERAPDF1.5 PDF set, which employs a Hessian method for the
experimental uncertainties, complemented with model and parameterization uncertainties, the
prescription from Ref. [41] is used. The NNPDF2.1 PDF set uses the technique of MC pseudo-
experiments instead of the eigenvector method to provide PDF uncertainties. The ensemble
of replicas, whose averaged predictions give the central result, are evaluated following the
prescription in Ref. [52] to derive the PDF uncertainty for NNPDF. The JES and luminosity
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uncertainties are assumed to be multiplicative to avoid the statistical bias that arises from un-
certainty estimations taken from data [53–55]. The uncertainty in a result for αS(MZ) from a χ2
fit is obtained from the αS(MZ) values for which the χ2 is increased by one with respect to the
minimum value.
The uncertainty in αS(MZ) due to the NP uncertainties is evaluated by looking for maximal
offsets from a default fit. The theoretical prediction T is varied by the NP uncertainty ∆NP as
T ·NP → T · (NP± ∆NP). The fitting procedure is repeated for these two variations, and the
deviation from the central αS(MZ) values is considered as the uncertainty in αS(MZ). Finally,
the uncertainty due to the µr and µ f scales is evaluated by applying the same method as for the
NP corrections, varying µr and µ f by the six scale factor combinations as described in Section 5.
The shape of the predicted 3-jet mass cross section depends on the QCD matrix elements and
kinematic constraints. Because each of the leading three jets is required to have a pT larger
than 100 GeV, some event configurations, possible with respect to the QCD matrix elements,
are kinematically forbidden at low m3. In the spectra shown in Fig. 4, this fact is visible in the
form of a maximum in the 3-jet mass cross section, which is shifted to higher m3 values for
the outer compared to the inner |y|max bin because the larger differences in the jet rapidities
allow higher m3 to be reached with lower pT jets. For fits of αS(MZ) the m3 region limited
through kinematical constraints is unsuited, since close to the phase space boundaries fixed-
order pQCD calculations might be insufficient and resummations might be required. To avoid
this region of phase space as done in Ref. [11], only m3 bins beyond the maximum of the 3-jet
mass cross section in the outer |y|max bin are considered. This corresponds to a minimum in
m3 of 664 GeV. Including one bin more or less induces changes only in the measured αS(MZ)
below the percent level. To study the running of the strong coupling, the comparison between
data and theory is also performed in several 3-jet mass regions above 664 GeV as shown in
Table 3.
For the evolution of αS(Q) in the fits of αS(MZ), the Glu¨ck–Reya–Vogt formula [56] is used at
2-loop order as implemented in FASTNLO. The capability of FASTNLO to replace the αS(Q)
evolution of a PDF set by such alternative codes is exploited to interpolate cross section pre-
dictions between the available fixed points of αS(MZ) listed in Table 2. Limited extrapolations
beyond the lowest or highest values of αS(MZ) provided in a PDF series are accepted if nec-
essary for uncertainty evaluations, up to a limit of |∆αS(MZ)| = 0.003. This extrapolation
method can be necessary in some cases to fully evaluate the scale uncertainty. The procedure
has been cross-checked using the original αS(Q) grid of each PDF within LHAPDF and with
the evolution code of the HOPPET toolkit [57] and of RUNDEC [58, 59].
The CT10-NLO PDF set is chosen for the main result for two reasons: The range in available
αS(MZ) values is wide enough to evaluate almost all scale uncertainties within this range and
the central value of αS(MZ) in this set is rather close to the combined fit result.
The fit results for αS(MZ) and αS(Q) for all considered m3 ranges are presented in Tables 3
and 4, respectively. Fits over the total m3 range above 664 GeV are shown for each ymax bin
separately and for both combined in the bottom three rows of Table 3.
For comparison, the combined fit was also tried for alternative PDF sets listed in Table 5. For
the ABM11 PDFs, which predict 3-jet mass cross sections that are too small, fits are technically
possible. However, to compensate for this discrepancy, the αS(MZ) results take unreasonably
high values that are far outside the αS(MZ) values that are given by the PDF authors. For
the NNPDF2.1-NLO and HERAPDF1.5-NLO PDF series, a central value for αS(MZ) can be
calculated, but the range in αS(MZ) values is not sufficient for a reliable determination of un-
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Table 3: Determinations of αS(MZ) in the considered m3 ranges. The relevant scale in each
3-jet mass range is calculated from the cross section-weighted average as given by the theory
prediction using the CT10 PDF set with NLO evolution. The three bottom rows present fits
using the whole 3-jet mass range above 664 GeV in both rapidity regions either separately or
combined (last row). Uncertainties are quoted separately for experimental sources, the PDFs,
the NP corrections, and the scale uncertainty.
m3 [GeV] 〈Q〉 [GeV] χ2/ndof αS(MZ) ±(exp) ±(PDF) ±(NP) ±(scale)
664–794 361 4.5/3 0.1232 +0.0040−0.0042
+0.0019
−0.0016
+0.0008
−0.0007
+0.0079
−0.0044
794–938 429 7.8/3 0.1143 +0.0034−0.0033
+0.0019
−0.0016 ±0.0008 +0.0073−0.0042
938–1098 504 0.6/3 0.1171 +0.0033−0.0034 ±0.0022 ±0.0007 +0.0068−0.0040
1098–1369 602 2.6/5 0.1152 ±0.0026 +0.0027−0.0026 +0.0008−0.0007 +0.0060−0.0027
1369–2172 785 8.8/13 0.1168 +0.0018−0.0019
+0.0030
−0.0031
+0.0007
−0.0006
+0.0068
−0.0034
2172–2602 1164 3.6/5 0.1167 +0.0037−0.0044
+0.0040
−0.0044 ±0.0008 +0.0065−0.0041
2602–3270 1402 5.5/7 0.1120 +0.0043−0.0041
+0.0056
−0.0040 ±0.0001 +0.0088−0.0050
|y|max < 1 413 10.3/22 0.1163 +0.0018−0.0019 ±0.0027 ±0.0007 +0.0059−0.0025
1 ≤ |y|max < 2 441 10.6/22 0.1179 +0.0018−0.0019 ±0.0021 ±0.0007 +0.0067−0.0037
|y|max < 2 438 47.2/45 0.1171 ±0.0013 ±0.0024 ±0.0008 +0.0069−0.0040
Table 4: Same as Table 3 but showing the fit result in terms of αS(Q) for each range in Q.
m3 [GeV] 〈Q〉 [GeV] χ2/ndof αS(Q) ±(exp) ±(PDF) ±(NP) ±(scale)
664–794 361 4.5/3 0.1013 +0.0027−0.0028
+0.0013
−0.0011 ±0.0005 +0.0052−0.0030
794–938 429 7.8/3 0.0933 ±0.0022 +0.0012−0.0011 ±0.0005 +0.0048−0.0028
938–1098 504 0.6/3 0.0934 ±0.0021 ±0.0014 ±0.0005 +0.0043−0.0025
1098–1369 602 2.6/5 0.0902 ±0.0016 ±0.0016 +0.0005−0.0004 +0.0036−0.0017
1369–2172 785 8.8/13 0.0885 +0.0010−0.0011
+0.0017
−0.0018
+0.0004
−0.0003
+0.0038
−0.0020
2172–2602 1164 3.6/5 0.0848 +0.0019−0.0023
+0.0020
−0.0023 ±0.0004 +0.0034−0.0021
2602–3270 1402 5.5/7 0.0807 +0.0022−0.0021
+0.0028
−0.0021 ±0.0001 +0.0044−0.0026
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Table 5: Determinations of αS(MZ) with different PDF sets using all 3-jet mass points with
m3 > 664 GeV. Uncertainties are quoted separately for experimental sources, the PDFs, the NP
corrections, and the scale uncertainty.
PDF set χ2/ndof αS(MZ) ±(exp) ±(PDF) ±(NP) ± (scale)
CT10-NLO 47.2/45 0.1171 ±0.0013 ±0.0024 ±0.0008 +0.0069−0.0040
CT10-NNLO 48.5/45 0.1165 +0.0011−0.0010
+0.0022
−0.0023
+0.0006
−0.0008
+0.0066
−0.0034
MSTW2008-NLO 52.8/45 0.1155 +0.0014−0.0013
+0.0014
−0.0015
+0.0008
−0.0009
+0.0105
−0.0029
MSTW2008-NNLO 53.9/45 0.1183 +0.0011−0.0016
+0.0012
−0.0023
+0.0011
−0.0019
+0.0052
−0.0050
HERAPDF1.5-NNLO 49.9/45 0.1143 ±0.0007 +0.0020−0.0035 +0.0003−0.0008 +0.0035−0.0027
NNPDF2.1-NNLO 51.1/45 0.1164 ±0.0010 +0.0020−0.0019 +0.0010−0.0009 +0.0058−0.0025
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Figure 7: Comparison of the αS(Q) evolution as determined in this analysis from all mea-
surement bins with m3 > 664 GeV (solid curve with light grey uncertainty band; colour ver-
sion: red curve with yellow uncertainty band) to the world average (dashed curve with dark
grey uncertainty band) [60]. The error bars on the data points correspond to the total uncer-
tainty. In addition, an overview of measurements of the running of the strong coupling αS(Q)
from electron-positron [65–67], electron-proton [69–72], and proton–(anti)proton collider ex-
periments [11, 61, 62, 68] is presented. The results of this analysis extend the covered range in
values of the scale Q up to ≈1.4 TeV.
certainty estimations. In all other cases the fit results for αS(MZ) are in agreement between the
investigated PDF sets and PDF evolution orders within uncertainties.
Figure 7 shows the αS(Q) evolution determined in this analysis with CT10-NLO in comparison
to the world average of αS(MZ) = 0.1185± 0.0006 [60]. The figure also shows an overview of
the measurements of the running of the strong coupling from various other experiments [61–
67] together with recent determinations by CMS [11, 12, 68] and from this analysis. Within
uncertainties, the new results presented here are in agreement with previous determinations
and extend the covered range in scale Q up to a value of 1.4 TeV.
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7 Summary
The proton-proton collision data collected by the CMS experiment in 2011 at a centre-of-mass
energy of 7 TeV were used to measure the double-differential 3-jet production cross section as a
function of the invariant mass m3 of the three jets leading in pT, and of their maximum rapidity
ymax. The measurement covers a 3-jet mass range from 445 GeV up to 3270 GeV in two bins
of rapidity up to |ymax| = 2. Within experimental and theoretical uncertainties, which are of
comparable size, the data are in agreement with predictions of perturbative QCD at next-to-
leading order.
The strong coupling constant has been determined in multiple regions of 3-jet mass for values
of the scale Q between 0.4 and 1.4 TeV from a comparison between data and theory. The results
are consistent with the evolution of the strong coupling as predicted by the renormalization
group equation and extend the range in Q where this could be tested up to 1.4 TeV. A combined
fit of all data points above a 3-jet mass of 664 GeV gives the value of the strong coupling constant
αS(MZ) = 0.1171± 0.0013 (exp)± 0.0024 (PDF)± 0.0008 (NP) +0.0069−0.0040 (scale).
This result, achieved with 3-jet production cross sections, is consistent with determinations pre-
viously reported by CMS using the inclusive jet cross section [12] and the ratio of inclusive 3-jet
to inclusive 2-jet production cross sections [11]. It is also consistent with a recent determination
of αS(MZ) by CMS at the top production threshold using theory at NNLO [68] and with the
latest world average of αS(MZ) = 0.1185± 0.0006 [60].
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