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Abstract—Traditional random access schemes are designed
based on the aggregate process of user activation, which is created
on the basis of independent activations of the users. However, in
Machine-Type Communications (MTC), some users are likely to
exhibit a high degree of correlation, e.g. because they observe
the same physical phenomenon. This paves the way to devise
access schemes that combine scheduling and random access,
which is the topic of this work. The underlying idea is to schedule
highly correlated users in such a way that their transmissions
are less likely to result in a collision. To this end, we propose
two greedy allocation algorithms. Both attempt to maximize the
throughput using only pairwise correlations, but they rely on
different assumptions about the higher-order dependencies. We
show that both algorithms achieve higher throughput compared
to the traditional random access schemes, suggesting that user
correlation can be utilized effectively in access protocols for MTC.
Index Terms—Random access protocols, machine-type commu-
nications, slotted ALOHA, scheduling, wireless communication.
I. INTRODUCTION
Machine-Type Communication (MTC) represents an impor-
tant pillar of 5G wireless systems. It will come in two flavors,
massive Machine Type Communications (mMTC) and Ultra-
Reliable and Low Latency Communications (URLLC) ser-
vices. In contrast to traditional uses of communication systems
dominated by bandwidth intensive, human-initiated activity,
machine-type traffic is characterized by a very large number
of devices, small packet sizes and possibly strict latency and
reliability requirements [1]. Furthermore, machines are likely
to produce more correlated and predictable traffic patterns,
e.g. if the traffic is generated based on observations of some
common physical phenomenon [2].
Current access protocols do not exploit this correlation
between users, and are usually designed based on the aggre-
gate activation process under the assumption that users are
independent. Under these conditions, the access protocols are
derivatives of slotted ALOHA [3] which achieves maximum
throughput per slot of 1/e ≈ 0.37 when the average number of
transmissions per slot is 1. The recent class of random access
protocols that rely on successive interference cancellation
(SIC), such as coded slotted ALOHA [4], [5], can achieve high
throughputs at the expense multiple packet replicas sent by the
users and complex processing at the receiver. Regardless of the
receiver model, none of these protocols considers correlation
of the activity among the transmitting devices (users).
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Fig. 1. Achievable throughputs with two correlated users and different arrival
rates λ. The gray area represents the throughput achievable by exploiting
correlation statistics.
In this paper, we investigate how knowledge about the user
activity correlation can be used to improve the throughput of
the access protocols, and consequently reduce the latency and
increase the reliability of the systems. In this first work on the
topic, we limit ourselves to the collision model, but the ideas
can be extended to the receivers based on SIC. To illustrate
the main idea, consider an example of a system with N = 2
users and K ∈ {1, 2} slots. Let X1 and X2 denote the random
binary events that user 1 and user 2 transmits in a given frame,
and let pij = Pr(X1 = i,X2 = j) with i, j ∈ {0, 1}. For
simplicity, assume that p01 = p10 , p, such that the expected
number of transmissions is λ = 2(p+ p11). If K = 1 the two
users contend for the slot, and a transmission will succeed only
in the case where a single user transmits. On the other hand,
if K = 2 the user transmissions will succeed unconditionally.
The throughput is given by
TP =
2p+ 2p111(K > 1)
K
where 1(K > 1) equals 1 if K > 1 and 0 otherwise. Under
the traditional assumption of independent users p11 = (λ/2)2.
Since by definition p = λ/2 − p11 the optimal policy is to
allocate two slots only when λ > 1. However, if the users
are correlated, i.e. p11 6= (λ/2)2, this is a suboptimal strategy
that leads to reduced utilization if p11 < (λ/2)2 or increased
collision probability if p11 > (λ/2)2. If we instead make use
of p11, the optimal strategy is to allocate 2 slots when λ/4 <
p11. This is illustrated in Fig. 1 for λ = 1.0 and λ = 1.1,
where the gray region indicates the throughput gain that can
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be achieved by considering the user correlation. Notice that the
two schemes perform equivalently in the region where p11 is
small, since allocating a single slot is optimal in both schemes.
In Section II we generalize the allocation problem to N
users and K slots and define the system model. Since this
turns out to be non-convex and hard to solve even approxi-
mately, we reformulate the problem and propose two heuristic
allocation algorithms in Section III. In Section IV-A we define
a traffic model that we use in Section IV-B to evaluate the
algorithms. Finally, we discuss practical aspects and future
work in Section V and conclude the paper in Section VI.
II. SYSTEM MODEL AND PROBLEM DEFINITION
We now generalize the scenario considered in the previous
section and consider N users that transmit to a common re-
ceiver in frames consisting of K slots. We consider a collision
model, such that when there are two or more transmissions in
a slot, the receiver observes a failure (erasure). In each frame,
each user can have at most one transmission, as in the original
framed ALOHA [3].
The user activation is defined through the joint distribution
Pr(x) = Pr(x1, x2, . . . , xN ) where xn = 1 if user n transmits
in a given slot, and xn = 0 otherwise. It is assumed that
this joint distribution is independently sampled in each new
K−slot frame. As seen in the example with N = 2 users,
the correlation can be used to decide which users should be
assigned to the same slot. Thus, in practical scenarios where
the number of slots is much smaller than the number of users,
the overall objective is to assign the users to the slots so as to
maximize the throughput. We define the allocation matrix A ∈
RN×K where Aij is the probability that user i transmits in slot
j conditioned on activation, and
∑
j Aij = 1. Let eij denote
the event that user i selects slot j, i.e. Pr(eij) = E[eij ] = Aij .
The throughput is given by the expected fraction of slots in
which exactly one user transmits:
TP(A) =
K∑
k=1
N∑
n=1
T (k)n (1)
where
T (k)n = Ex
[
xnE[enk]
N∏
m=1
(1− xmE[emk])1(n 6=m)
]
= Ex
[
xnAnk
N∏
m=1
(1− xmAmk)1(n 6=m)
]
.
Here, we used the fact that xn and eij are independent. TP(A)
is non-convex and finding the slot assignments Aij that
maximizes this throughput is hard. Furthermore, computing
the expectations requires the full activity distribution or at
least estimates of the product expectations of any subset of the
users, which are in general unknown and need to be learned.
The specification of the joint distribution Pr(x1, . . . , xN )
requires, in general, specification of 2N − 1 values. Hence, it
can only be specified (estimated) when N is low. On the other
hand, the number of pairwise correaltions scales as N2 and can
be considered feasible for estimation. We use the knowledge
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Fig. 2. Illustration of the events that contribute to the calculation of the
expected throughput of user 1 in the case of four users. The hatched region
indicates the expected throughput conditioned on a successful transmission.
of pairwise correlations to resort to alternative formulations or
heuristics that approximately maximize the throughput.
Without loss of generality, we consider the throughput
contribution by user 1 in slot k, T (k)1 . As xn are binary random
variables, the expectation equals the probability of the event,
i.e.
E[x1x2 . . . xN ] = Pr (x1, x2, . . . , xN ) .
Using this, we may express T (k)1 as the probability that only
user 1 transmits in slot k. It follows from the inclusion-
exclusion principle [6] that the terms that include expectations
of higher order than two compensate for intersecting events
as illustrated graphically in Fig. 2 for T (k)1 in the case of
4 users. Estimating the higher order expectations poses a
challenge, and a reasonable objective is to only estimate the
first and second order expectations, and put assumptions on
the higher order expectations. Since the exact throughput for
a given allocation cannot be determined without the higher
order expectations, we may instead use the inclusion-exclusion
principle to bound the throughput as
T
(k)
1 ≤ A1kE[x1]− max
m=2,...,N
A1kAmkE[x1xm] (2)
T
(k)
1 ≥ A1kE[x1]−
N∑
m=2
A1kAmkE[x1xm]. (3)
The lower bound is valid with equality if the higher order
expectations of the users that are allocated in slot k are zero,
i.e. no more than two transmissions occur in the same slot.
Similarly, the upper bound has equality either when the users
never transmit in the same slot, or when all users 2, . . . , N
always transmit jointly with user 1. Both bounds may be used
to derive allocations that approximate the optimal throughput.
However, the lower bound provides an accurate estimation if
the users are unlikely to transmit together, while the upper
bound is more accurate when the users are highly correlated.
III. HEURISTIC ALGORITHMS
Here we present two heuristic slot assignment algorithms
that attempt to maximize the throughput using only pairwise
expectations based on the throughput upper/lower bounds.
A. Min-Max Pairwise Correlation
We first attempt to maximize the throughput using the
upper bound (Eq. (2)). Since we maximize the upper bound,
we optimize for the best (in terms of probability of joint
transmission) of the set of generating distributions, namely
when all transmissions involving more than a one user happen
in the same frame. Hence, we expect it to perform well if the
users are strongly correlated in the higher order expectations,
and poorly when they are anticorrelated. Considering the
constraint
∑
j Aij = 1 we equivalently minimize:
MMPC(A) =
K∑
k=1
max
{n,m}∈[1,N ]2
AnkAmkE [xnxm] (4)
where [1, N ]2 = {{a, b} : a, b ∈ 1, 2, . . . , N, a 6= b}. While
Eq. (4) simplifies Eq. (1) it still constitutes a non-convex
quadratically constrained linear program. While methods to
approximate such problems have been proposed in the litera-
ture, including semidefinite relaxation [7], [8] and successive
convex approximation [9], [10], they require a considerable
amount of fine-tuning, or they work by lifting the variables to
a higher dimension which is inappropriate for the problem at
hand where the number of variables is already large.
Evaluating the performance of various optimization algo-
rithms is beyond the scope of this paper. Instead, we focus on
the case where Aij ∈ {0, 1}, i.e. users are assigned a single
slot in which they deterministically transmit if they are active,
and propose a simple greedy algorithm that consecutively
assigns users that are less likely to transmit together jointly to
the same slots. The algorithm, outlined in Algorithm 1, takes
a symmetric matrix C where element ij is E[xixj ] if i 6= j
and ∞ if i = j, and outputs the matrix A. Here C can be
seen as an adjacency matrix for a fully connected graph where
the vertices are slots and the edge weights are the product
expectation of two slots. Initially, each user is assigned to
its own slot. As the algorithm proceeds, C is reduced by
merging two vertices until it contains only K vertices. A
merge between vertex i and j is performed by updating the
edge weights of vertex j: Cjn = Cnj = MAX{Cni, Cnj} ∀n,
so that the new edge weight represents the maximum joint
transmission probability between two users that are assigned
to different slots. Then, the i-th column and row of C are
removed (denoted by C = C−i). A vector S that maps the
users to each of the K slots is maintained in order to construct
the (binary) A matrix in the last step. In lines 9–12 the user-
slot mapping is updated as a slot has been removed due to a
merge. The initial size of C is N × N , and hence the outer
loop has O(N) iterations. The complexity within the loop is
dominated by the MIN(C) operation with O(N logN), and
hence the total complexity is O(N2 logN).
The active users transmit unconditionally in their assigned
slots, which may result in collisions if the users are active
simultaneously. To avoid this situation, we can scale the
resulting allocation to maximize the probability of singular
transmissions. However, as we do not know the joint activity
distribution, we instead set the expected number Ni of trans-
Algorithm 1 MMPC allocation
Input: C ∈ RN×N , K
Output: A ∈ RN×K
1: S = [1, 2, . . . , N ],A = 0
2: while SIZE(C) > K ×K do
3: (i, j) = MIN(C)
4: for n = 1, . . . , ROWS(C) do
5: Cjn = MAX{Cni, Cnj}
6: Cnj = Cjn
7: end for
8: C = C−i
9: Si = MIN{Si, Sj}
10: for n = i, . . . , N do
11: Sn = Sn − 1
12: end for
13: end while
14: for n = i, . . . , N do
15: AnSn = 1
16: end for
17: return S
missions in the slot assigned to user i conditioned on activity
of user i to one. Let Si denote the slot of user i and Ai
the probability that user i will transmit conditioned on being
active. We then have
E[Ni] = Ai+
∑
n∈NSi
AnE[xn|xi] = Ai+
∑
n∈NSi AnE[xnxi]
E[xi]
,
where NSi is the set of users assigned to slot Si. For each slot
j we determine the new values 0 ≤ Ai ≤ 1 that minimizes the
least-squares
∑
i∈Nj (E[Ni]− 1)2. Although the performance
the heuristic depends on the higher-order correlation of the
users, results presented in Section IV-B suggest that it works
as intended.
B. Min-Sum Pairwise Correlations
We now consider the lower bound (Eq. (3)) and minimize
the sum of product expectations in each slot:
MPC(A) =
1
K
K∑
k=1
N∑
n=1
N∑
m=1
1(n 6= m)AnkAmkE [xnxm] .
(5)
Compared to the Min-Max Pairwise Correlation, this function
maximizes the throughput under the assumption that no more
than two users transmit in the same slot (the higher order
expectations are zero). Similar to Eq. (4), this also poses a
non-convex quadratic program and we use a similar greedy
algorithm to approximate a solution. Since we are aiming at
minimizing the sum, the weight updating step in Algorithm 1
(line 5) can simply be replaced by the sum Cin = Cij+Cni+
Cnj , while the remaining procedure remains unchanged.
C. Illustrative Allocation Examples
To illustrate how the two algorithms are different, we
consider two example correlations; one for which the Min-Max
results in a higher throughput than the Min-Sum algorithm,
and one for which the Min-Sum performs better. We consider
a scenario with four users and two slots. The first instance,
for which the Min-Max algorithm is best, is illustrated on the
left in Fig. 3, where the activity pattern in the top is repeated
indefinitely. The graph is defined from the input matrix C.
The Min-Max algorithm allocates users 1, 2 and 3 to slot
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Fig. 3. Examples where the Min-Max and Min-Sum algorithms result in
allocations with different throughputs. A filled square in the top indicates that
the user transmits in the given frame.
1, and user 4 to slot 2, resulting in a throughput of 7/4.
On the other hand, the Min-Sum algorithm allocates users
1 and 2 to slot 1, and user 3 and 4 to slot 2, yielding a
throughput of only 1. Hence, the Max-Sum algorithm achieves
75% higher throughput. In the right graph in Fig. 3, the
opposite is the case, and the Max-Min allocation results in a
throughput of 7/6 while the Max-Sum allocation achieves 9/6.
The reason for the difference in the performance is the higher
order correlations. Specifically, in the left case the higher
order correlations are more significant, and hence the upper
bound approximation is more accurate than the lower bound.
Similarly, the lower bound approximation is more accurate in
the case where the Min-Sum algorithm performs best.
IV. EVALUATION
A. Traffic Model for Correlated Activity
We first present the traffic model that will be used to
evaluate the algorithms. The existing traffic models are not
suitable for this study. The 3GPP model [2] uses a Beta(3, 4)
distribution to model the arrival process at the base station.
However, since this model describes the aggregate arrival
process, it cannot be used for scheduling of the individual
users. The activity of individual users is explicitly modeled
in [11] through a Coupled Markov Modulated Poisson Pro-
cesses, where each user is modeled as a Markov chain with
transition probabilities defined as a convex combination of a
user-local and a central (shared) process. While this exhibits
some correlation, it acts at a macro-level and the individual
users are still approximately independent at small time scales.
In the model we consider, the users are deployed uniformly
in a square area in which events are generated according to a
spatio-temporal Poisson point process. The users transmit then
if an event occurs within a certain radius. Let R = [0, L]2 de-
note the square region of size L×L and let xi ∼ Uniform(R)
r
L
L
Fig. 4. Illustration of the spatio-temporal traffic model where the black circle
indicates an event, and the red dots are active devices.
denote the location of user i (i = 1, . . . , N ). We model
random spatio-temporal events by a homogeneous Poisson
point process on R with rate λ so that the number of events
within a region D ⊆ R follows a Poisson process with rate
λA(D) where A(D) is the area of D.
The user activity is defined in such a way that all users
within radius of r from an event transmit synchronously in
the following frame, as illustrated in Fig. 4. The correlation
between two users is defined by the intersecting area between
the disks with radius r centered at the users. To overcome
edge effects caused by regions outside R, we apply the border
method in generation of user locations and regenerate locations
that are closer than r to the edge of R. The area of the disk
intersection is Dij = 2r2 cos−1
(
dij
2r
)
− dij2
√
4r2 − d2ij , where
dij = ‖xi − xj‖2, see [12]. Two users transmit in the same
frame only if an event occurs within this area, or if one or
more events occur within each user’s radius. We assume that
the frame duration is 1 and that a user transmits at most once
per frame. It follows that E[xi] = 1− e−λpir2 and for i 6= j
E[xixj ] =

(
1− e−λpir2
)2
dij ≥ r
1− e−λDij +
(
1− e−λ(pir2−Dij)
)2
dij < r.
B. Numerical Results
We evaluate the algorithms in a system with a fixed number
of N = 1000 users, and compare the throughput to the
traditional random access scenario where users transmit in a
slot drawn from a uniform distribution. Figure 5 shows the
throughput within a square area with side lengths L = 100,
correlation radius r = 15 and K = 150 slots. The global
event rate λ is varied from λ = 0.1/(L2) to λ = 30/(L2).
The schemes perform equivalently when the number of arrivals
is small since collisions are unlikely. However, as the number
of arrivals increases, the correlation based schemes perform
significantly better than the traditional case, and achieves
maximum throughput when the average arrivals is close to
the number of slots. When the number of arrivals increases
beyond the number of slots, collisions are unavoidable and the
throughput decreases significantly. However, with the scaling
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Fig. 5. Throughput in the spatio-temporal scenario with 150 slots and varying
average arrivals.
heuristic only a (random) subset of the users will transmit,
and the high throughput is maintained. Although the actual
performance of the scaling heuristic depends on the user
correlation, the results suggest that it works as intended when
the system is under high load.
V. PRACTICAL ASPECTS AND FUTURE WORK
Throughout the paper we have assumed that all product
expectations are known, and we have ignored the aspect of
control overhead involved in scheduling the users. In most
practical systems, the expectations need to be learned and it
may be desired to limit the control overhead. The expecta-
tions can be learned using maximum likelihood estimation or
Bayesian methods, although these may be challenged by the
curse of dimensionality imposed by the high number of users.
For a high number of users, it may be more suitable to apply
methods from data mining, such as frequent itemset mining,
where items that frequently occur together are tracked in an
online manner [13]. Since frequent itemset mining only keeps
track of the users that transmit most frequently together, it
will not provide correlation estimates for all pairs of users.
However, as the pairwise correlations are likely to be very
sparse, this provides a way of compressing the estimates,
assuming the remaining infrequent correlations to be zero.
The proposed random access scheme induces a certain
overhead to schedule the users. If the users are assigned single
slots, it requires at least N log2(K) bits assuming that the
exact number of users and slots are known to the users,
while in the general case where the users are assigned slot
transmission probabilities at least N(K − 1)P bits where
P is the number of bits used to encode a slot transmission
probability and K − 1 reflects the degrees of freedom in
the slot assignment. However, in practical systems where the
correlation is sparse, it is possible to reduce the amount of
signaling by only scheduling some of the users. Suppose as
an example that M  N users are scheduled, then only
M log2(NK) bits are needed in the single slot case and
M(K − 1)P log2(N) bits in the probabilistic case. Further-
more, if the activity changes over time, the information needs
to be signaled more often. In this case, the users need to be
rescheduled regularly. However, estimating new correlations
when the users are already scheduled is challenging since the
system faces the classical trade-off between exploration and
exploitation. To this end, one may use reinforcement learning
and the multi-armed bandit framework.
VI. CONCLUSION
This paper has studied how correlated users affect random
access protocols, and how information about the correlation
can be exploited in the design of random access protocols. We
present two algorithms that attempt to maximize the through-
put using pairwise correlation information, and evaluate them
in two scenarios with correlated user activity. We show that
the presented algorithms achieve considerably high throughput
compared to traditional random access schemes. This suggests
that taking correlation information into account in the random
access protocols is promising in scenarios where users are
likely to be correlated, such as in MTC.
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