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1. INTRODUCTION 
The nonlinear variation of constants formula of Alekseev [l] has been used 
by several authors [2, 3, 91 to study the stability properties of nonlinear 
differential equations. One of the advantages of its use in stability studies 
is that both the perturbed and the unperturbed equations can be nonlinear. 
However, without additional assumptions, the stability properties of the 
fundamental matrix of the variational equation are in general dependent on 
the solution being studied. This dependence has been circumvented by 
using estimates which determine various stability regions of the variational 
equation. In order to elucidate this dependence, it is the purpose of this 
paper to study the stability properties of the variational equation directly 
by the use of t,-similarity. This approach includes most types of stability, 
which are uniform in some sense and also some cases when uniformity is not 
required. In addition, sufficient conditions for a problem posed by Strauss [9] 
are stated. 
2. PRELIMINARY RESULTS 
We begin by recalling some preliminary results. For any real column vector 
x, 1 x / will denote the norm. The same symbol will be used for the compatible 
matrix norm. 
Consider the following ordinary differential equation 
k = f(t, x) (1) 
defined and continuous in the region I x D, where I is the interval 
0 < t < 00 and D is a region in the n-dimensional x-space containing the 
origin. We also require that f is continuously differentiable with respect to x 
in I x D. 
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The unique solution of (1) passing through the point (to , x,,) will be denoted 
by x(t; t,, , x0). In addition, f(t, 0) E 0 for t > 0, so that x(t; to , 0) = 0 for 
all t, > 0. 
The matrix 
,. 
w; to, 43) = $ w; to, %)I 
0 
(2) 
is the fundamental matrix solution of the variational system 
2 = fz(4 x(c to > x0)) XT (3) 
which is the identity matrix at t = to. Finally, to indicate the explicit 
dependence of the coefficient matrix of (3) on a solution of (1) the notation 
(3; B) is used to denote the variational system 
2 = fJt, B) x. (3; B) 
3. A FUNDAMENTAL LEMMA 
In this section we state a property of the fundamental matrix solution 
of (3). 
LEMMA 3.1. If ~(t; to , x0) E D for all t 3 to , then 
@(t; to, x0) = qt; s, 4s; to 9 x0)) qs; to , x0) 
for all t > s 3 to . 
(4) 
Proof. For any fixed s, s 3 to , O(t; s, x(s; to , x0)) satisfies the differential 
equation 
@t: s, x(s; to 9 q)) =f& x(t; $9 x(s; to , x0)) @(t; s, x(s; to , x0)) 
= f&Y Nt; to , x0)) @(t; s, x(s; to , x0)), 
where the equality follows from the uniqueness of the solution of (1). Thus, 
for every fixed s, @(t; to , x0) and @(t; s, x(s; to , x0)) are fundamental matrices 
for (3). Since @(s, to , x0) is a nonsingular matrix, it follows that the right side 
of (4) is a fundamental matrix for (3). For t = s the two solutions coincide; 
the lemma follows by uniqueness of the solutions of (3). 
The following observation shows that Lemma 3.1 is a generalization of a 
well-known property of fundamental matrices. If f  (t, X) = A(t) X, then the 
fundamental matrix solutions of (1) and (3) coincide. Thus (4) becomes for 
this case @(t, to) = @(t, s) @(s, to) which is the usual result for fundamental 
matrices. 
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4. f,-SIMILARITY ANII THE DINI-HVKUHARA-CALIGO THEOREM 
Following Hahn [4] we say that a real-valued function k(r) belongs to 
class K if, for some rr > 0, k(r) is continuous and strictly increasing on 
[0, r,] and k(0) = 0. 
For 0 < a: < co, we let [to, a] denote that subset of I defined by 
(t E I : to < t < a). 
Consider the following hypotheses: 
(H,) For any 8 > 0, there exists a real-valued integrable function 
&(t) 2 0, such that 
where 1 .a - x j < t. 
(H,) For every compact [t, , a] set there exists a K, in K such that 
I f&, 4 - f&, O)l G w x I) 
uniformly on I(t, , m). 
(Ha) H, is satisfied on all of I. 
We now recall the definition of t,-similarity [8, p. 4911. Let M denote the 
set of all n x n matrices A(t) defined and continuous on I. Denote by Y 
that subset of M consisting of those nonsingular matrices S(t) that are of 
class Cs with the property that S(t) and S-l(t) are bounded. 
DEFINITION 4.1. A matrix A(t) E M is t,-similar to a matrix B(t) E M 
if there exists an n x n matrix F(t) absolutely integrable over I 
J m 1 F(s)1 ds < 00 0 
such that 
S(t) + S(t) B(t) - A(t) S(t) = F(t) (5) 
for some S(t) E Y. 
DEFINITION 4.2. A solution x(t; t, , xl) is t,-similar to a solution 
x(t; t, , q,) if the coefficient matrices of the variational systems (3; x(t; to , x0)) 
and (3; x(t; t, , x1)) are &similar matrices. 
As in the linear case, the following invariance theorem is true for t,- 
similar systems. 
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THEOREM 4.1. For some solution x(t; t, , x0) of (1) let the fundamental 
matrix solution of (3; x(t; t, , x0)) satisfy the inequality 
for some positive constant L and some continuous function a(t). If x(t; t, , x1) 
t, > to is some solution of (1) t,-similar to x(t; t, , x0) then the fundamental 
matrix solution of (3; x(t; t, , x1)) satis$es the inequality 
s 
t 
I @CC s, 4s; 4 , xdl < Ll exp 44 dT, t1<s<t s 
for some positive constant L, . 
Proof. Let @(t; , , x1) denote the fundamental matrix solution of 
(3; x(t; t, , xi)). It is easily seen by differentiating that the solutions S(t) of (5) 
are 
S(t) = qt; to 9 x0) p-‘(t1; to , x0) fqt,) 
+ 1’ @-l(s; to , q,)F(s) @(s; t, , ~1) ds] Q-l@, t, , ~1) 
h 
for to < t, < t. Hence by rearranging the above equation and using Lemma 
3.1, we have 
r 
qt; t, > Xl) = =l(t) pyf; t, 9 x(t1; to 9 4) Wl> 
+ 1: @( 
t; s, 4s; t, > xo))F(s) @(s; t, 9 xl) ds 1 . 
Thus, from inequality (6) and by virtue of the boundedness of S(t) and 
S-l(t) there are positive constants c1 and ca 
s 
t 
I @(t; tl , x1)1 < cl exp CC(T) dr 
t1 
+ !I1 c2 lexp It 44 dT/ I WI I W; tl y  xl)1 ds. 
s 
By the Gronwall inequality, applied to 
I w; t, , 4exp (- ~:ld4dT)y 
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we have 
I @(C tl , x,)1 < 6 exp 
Let 
L, = cl exp ca 
s 
m /F(s)] ds. 
0 
Since t, > to and inequality (6) are satisfied uniformly, whenever to < s < t, 
the result easily follows. 
By various choices of al(t) in inequality (6) nonlinear t,-similarity theorems 
for various stability type can be obtained. For example, if a(t) = 0, then 
Theorem 4.1 is simply a statement about uniform stability. Other candidates 
for LY(~) are found in [8]. An interesting choice, not found in [8], is found 
in [5]. 
THEOREM 4.2. Let Hl be satisf;ed. Let there exist a solution x(t; to , x0) of 
(1) for which inequaZity (6) is valid. I f  any other solution x(t; t, , x1), tl 2 to of 
(1) sati$es 1 x(t; to , x0) - x(t ; t, , xl)1 < l for some e, then x(t; t, , x1) is 
t,-similar to x(t; to, x0); the fundamental matrix of (3; x(t; t, , x1)) satisfies 
the conclusion of Theorem 4.1 
Proof. Let F(t) = f%(t; x(t; to , x0)) - fz(t; x(t; t, , x1) for t 2 t, > to . 
By H, F(t) is absolutely integrable, thus 5’(t) = 1 satisfies (5) and Theorem 4.1 
applies. 
Estimate (6) admits a variable lower limit of integration and so the estimate 
is uniform in the lower limit. By employing a less stringent estimate we obtain 
another invariance theorem; however, now the estimate is not uniform. 
THEOREM 4.2. Let Ha be satisjied. Let a(t) satisfy the inequality 
s 
t 
a(~) d7 < 0 
to 
independent of to . I f  the fundamental matrix of (3; 0) satisJes 
I @(t; to, 0)l <L exp jio 4~) dT 
(7) 
(8) 
for some positive constant L and t > to 2 0, then there exists a 6 > 0 such that 
for 1 x0 I < 6 the fundamental matrix of (3; x(t; to, x0)) satisfies (8) for some 
continuous function q(t) satisfVing (7). In addition, the null-solution of 
(3; x(t; t, , x0)) is asymptotically stable. 
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Proof. By using the differentiability properties off and inequality (8) 
it can be shown that there exists a 6, > 0 such that in the region j x,, j < a1 , 
the solutions of (1) satisfy 1 x(t; t, , x0)\ -+ 0 as t + co. (See [3] or [7, p. 1061 
for details.) Since a(t) satisfies inequality (7), it follows that there exists an 
E > 0 such that 
j 
t 
liy-tup a(~) dT + l (t - to) = - co for all to 3 0. 
to 
BY Ha 
If& x(t; 63 ,x0)) -f& WI d Ml 4c to 3 x0)1) 
for all 1 x,, 1 < 6, and all t > to > 0. 
Using reasoning similar to Theorem 4.1 with S(t) = I and the asymptotic 
stability of the solutions of (l), the following inequality results: 
I @(c to , %,)I <L exp (ji, 44 d7) exp 4t - to). 
Now let c+(T) = a(t) + E; this gives the result. 
The results of this section clearly indicate that &,-similarity is useful in 
establishing invariance theorems for (3) for many stability types. As Theorem 
4.2 indicates by combining some stability assumptions for (1) with qualitative 
estimates for the Jacobian of (1) estimates for the solutions of (3; B) can be 
found, Furthermore, the direct method employed in Theorem 4.2 is an 
alternative to Kato’s [6] use of Lyapunov functions for this problem. Finally, 
it is also possible to obtain invariance theorems, when the constant L in (6) 
is a function of j x0 / . 
5. A REMARK ON A RESULT OF A. STRAUSS 
Brauer shows that in some cases the stability behavior of (3; B) in some 
region of I x D, implies the same type of stability for (1); in addition, he 
shows that their stability behavior can be drastically different. It is the purpose 
of this section to consider the converse problem, when (1) is uniformly stable 
(defined below). Strauss [9], who suggested the converse problem, asked for 
conditions which insure the boundedness of solutions of (3; B) in some region. 
Kato [6] has given an answer via Lyapunov functions. It is easy to see that 
Theorem 4.1 gives an answer to this question. Since the conditions of Theo- 
rem 4.1 require H, , it seems of some interest to state a theorem for the con- 
verse problem, when H, is replaced by H, . Clearly, H, and H, do not always 
overlap. 
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DEFINITION 5.1. The null-solution of (1) is uniformly stable if there 
exists a k in K such that 
I x(t; to , %)I < k(l %J I) 
where 12 is independent of t. 
LEMMA 5.1. Let H, be satisjed. If  the null-solution of (1) is uniformly 
stable, then for each T, to < t < T < co, there exists a k, in K such that 
I @(c to > x0) - @(c to 1 @I 
t e I 4 I x0 I) I @(s; to , O)l exp[l(k,(i x0 I) (t - 41 ds to 
(9) 
fort,<t<T<co. 
Proof. Let x(t; to, x0) be a uniformly stable solution of (1). As in the 
proof of Theorem 4.1 and Corollary 4.1, we arrive at the inequality 
I @(c to 3 x0) - @(t; to 3 0): 
I 
(10) 
< i,, I @(t; s, O)l If&, 4s; to, x0)) -f&, O)i I @(s, to9 x0)1 ds. 
Since f,(t, 0) is continuous on [to , T], @(t, to, 0) and a-l(t; to , 0) satisfy 
the estimates 
I W; to, O)l < exp 
1 @-l(t; to, 0)i < exp 
Hence, 
,T 
If&, ($1 ds < ~0, 
to 
!; s, O)[ = M(T) 
is bounded. Furthermore, from H, and the uniform stability of the null- 
solution of (1), we have on [to , T] 
I fz(t, Nc to > xo)) - f,(t, O)l d W(I xo lb 
Letting k&r) = k,(k(r)) M(T), (10) becomes 
I @(t; to , x0> - w; to ,011 
(11) 
< 4 xo I) s:” 11 W; to 7 xo) - @(s; to, ‘91 + I W; to, ON> ds- 
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The result now follows by applying a corollary of the Gronwall inequality 
[7, P. 401. 
THEOREM 5.1. Let the hypothesis of Lemma 5.1 be satisfied. If D contains a 
convex subset containing the origin and the k in K of DeJinition 5.1 satisJies the 
additional requirement 
lim sup 39 exists, 
r+o+ Y (12) 
then the solutions of (3; 0) are un$ormly stable. 
Proof. It suffices to show that @(t; s, 0), 0 < s < t < co, is uniformly 
bounded, since it is well known that for linear differential equations this is 
equivalent to uniform stability. Furthermore, it is enough to show that 
@(t; s, 0) is uniformly bounded on a linearly independent set of unit basis 
vectors, which we denote by ei , i = 1, 2 ,..., n. 
Define the constant L by 
L = sup K(r) 4-2, 
o<r<* y  
which exists since k satisfies (12). 
Claim: 
sup j @(t; s, 0) ei j <L for i = 1, 2 ,..., n. 
O<s<t<m 
If false, there exists a to and a T, to < T < co such that 
L < j @(T; to, 0) ei / < Co 
for some i. Now choose rl , 0 < yl < $, such that 
Cr,yT I @CC to , W (exp[WJ (T - to)l) < 2, 
where k, is obtained from Lemma 5.1 on [to , T]. 
Consider the following inequality 
rlL < 1 @(T; to, 0) r,e, / = lQ(T;to,O)dr*rle,I 
0 
5 
s 
’ 1 @(T; to , 0) - @(T; to , wle6) / dT I rlei I 
+ / k @(T; to , w,eJ d7 - rlei / . 
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Since there exists a convex subset of D containing the origin, the solution of 
(1) through the point (to , r1ei) can be written 
s 1 x(t; to , rlei) = @(t; to , Trle,) do * rlei 0 
[7, p. 781. By the uniform stability of (1) 
Is l@(l’;to, wl) dr . rlei f  K(r,). 0 
In addition, for 0 < 7 < 1 it follows from Lemma 3.1 and the choice of rl that 
j @(T; to ) 0) - @(T; to , Try$ < 2. 
Combining these results, the above inequality becomes r& < 2r, + k(r,), 
which contradicts the choice of L. 
The hypotheses of Theorem 5.1 in conjunction with an obvious combina- 
tion of H, and H, yield via Theorem 4.2 another answer to the problem 
posed by Strauss. 
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