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Abstract
There exist many explicit evaluations of Dirichlet series. Most of them are constructed via
the same approach: by taking products or powers of Dirichlet series with a known Euler product
representation. In this paper we derive a result of a new flavour: we give the Dirichlet series
representation to solution f = f(s, w) of the functional equation L(s − wf) = exp(f), where L(s)
is the L-function corresponding to a completely multiplicative function. Our result seems to be a
Dirichlet series analogue of the well known Lagrange-Bu¨rmann formula for power series. The proof
is probabilistic in nature and is based on Kendall’s identity, which arises in the fluctuation theory
of Le´vy processes.
Keywords: L-function, completely multiplicative function, functional equation, infinite divisibility, sub-
ordinator, convolution semigroup, Kendall’s identity
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1 Introduction and the main result
Let a : N 7→ C be a completely multiplicative function, that is, a(mn) = a(m)a(n) for all m,n ∈ N.
Denote by L(s) the corresponding L-function
L(s) =
∑
n≥1
a(n)
ns
. (1)
We assume that the above series converges absolutely for Re(s) ≥ σ. Complete multiplicativity of a(n)
implies that L(s) can be expressed as an absolutely convergent Euler product
L(s) =
∏
p
(1− a(p)p−s)−1, Re(s) ≥ σ,
where the product is taken over all prime numbers p. The following functions will play the key role in
what follows: for n ∈ N and z ∈ C we define
dz(n) :=
∏
pj |n
(
j + z − 1
j
)
, d˜z(n) := z
−1dz(n). (2)
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The function dz(n) is multiplicative and it is called the general divisor function, see [7][Section 14.6].
Starting from the Euler product representation for ζ(s) and writing the terms (1 − p−s)−z as binomial
series in p−s, it is easy to see that
ζ(s)z =
∑
n≥1
dz(n)
ns
, z ∈ C, s > 1. (3)
The multiplicative function dz(n) is well known in the literature. Selberg [12] has obtained the main
term of the asymptotics of Dz(x) :=
∑
n≤x dz(n) as x→ +∞; the information about higher-order terms
can be found in [7][Theorem 14.9]. The function dk(n) (for integer k ≥ 2) is known simply as the divisor
function (see [6][Section 17.8] or [5]). The name comes from the following fact
dk(n) =
∑
m1m2···mk=n
mi≥1
1,
which follows from from (3). In other words, dk(n) counts the number of ways of expressing n as an
ordered product of k positive factors (of which any number may be unity). For example, d2(n) is the
number of divisors of n, which is commonly denoted by d(n). Also, note that for all n ≥ 2 the function
z 7→ d˜z(n) is a polynomial of degree Ω(n)− 1, where Ω(n) is the total number of prime factors of n. In
particular, d˜z(n) ≡ 1 if and only if n is a prime number.
Let us denote
Dσ,ρ := {(s, w) ∈ C2 : Re(s) ≥ σ, |w| ≤ ρ}. (4)
The following theorem is our main result.
Theorem 1. Assume that the Dirichlet series (1), which corresponds to a completely multiplicative
function {a(n)}n∈N, converges absolutely for Re(s) ≥ σ. Denote
γ := ln
(∑
n≥1
|a(n)|
nσ
)
. (5)
Then for any ρ > 0:
(i) The series
f(s, w) :=
∑
n≥2
d˜w ln(n)(n)× a(n)
ns
(6)
converges absolutely and uniformly in (s, w) ∈ Dσ+γρ,ρ and satisfies |f(s, w)| < γ in this region;
(ii) The function f(s, w) solves the functional equation
L(s− wf(s, w)) = exp(f(s, w)), (s, w) ∈ Dσ+γρ,ρ; (7)
(iii) For any v ∈ C and (s, w) ∈ Dσ+γρ,ρ the following identity is true
1 + v
∑
n≥2
d˜v+w ln(n)(n)× a(n)
ns
= exp(vf(s, w)). (8)
The proof of Theorem 1 is presented in the next section.
2
Remark 1. Let us consider what happens with formulas (6) and (8) when w = 0. Note that d˜0(n) = 1/j
if n = pj for some prime p and d˜0(n) = 0 otherwise. Then we can write d˜0(n) = Λ(n)/ ln(n), where the
von Mangoldt function {Λ(n)}n∈N is defined as follows
Λ(n) =
{
ln(p), if n = pk for some prime p and integer k ≥ 1,
0, otherwise.
(9)
Using the above result and (6) we obtain
f(s, 0) =
∑
n≥2
Λ(n)a(n)
log(n)ns
= ln(L(s)) (10)
for Re(s) ≥ σ. Formula (10) confirms the functional identity (7) in the case w = 0. Formula (8) in the
case w = 0 also becomes a trivial identity L(s)v = exp(v lnL(s)) (see equation (26) below).
Remark 2. Formula (6), which gives a solution to the functional equation (7), has some similarities to
the Lagrange-Bu¨rmann inversion formula for analytic functions. Let us remind what the latter result
states. Consider a function ψ, which is analytic in a neighbourhood of w = 0 and satisfies ψ(0) 6= 0. Let
w = g(z) denote the solution of zψ(w) = w. Then g(z) can be represented as a convergent Taylor series
g(z) =
∑
n≥1
lim
w→0
[ dn−1
dwn−1
ψ(w)n
]zn
n!
, (11)
which converges in some neighbourhood of z = 0. Note that both formulas (11) and (6) are based on
the coefficients of the expansion of a power of the original function in a certain basis (the basis consists
of power functions zn in the case of the Lagrange-Bu¨rmann inversion formula and exponential functions
n−s in the case of formula (6)).
Remark 3. Formula (3) implies the well-known result
dt+s(n) =
∑
k|n
dt(k)× ds(n/k), t, s ∈ C. (12)
Similarly, formula (8) implies the following more general result
(t+ s)d˜t+s+w ln(n)(n) = ts
∑
k|n
d˜t+w ln(k)(k)× d˜s+w ln(n/k)(n/k), t, s, w ∈ C. (13)
Note that (12) is a special case of (13) with w = 0 and that both sides of (13) are polynomials in variables
(t, s, w). It would be an interesting exercise to try to find an elementary proof of (13).
Next we present a corollary of Theorem 1, its proof is postponed until section 3. Whenever we use
ln(L(s)) in what follows, we will always assume that Re(s) ≥ σ and the branch of logarithm is chosen so
that (10) holds (another way to fix the branch of logarithm is to require that ln(L(s))→ 0 as s→ +∞).
Corollary 1. Let γ and f(s, w) be defined as in (5) and (6). Then for all (s, w) ∈ C2 satisfying
Re(s) ≥ σ + 2γ|w| we have f(s+ w ln(L(s)), w) = ln(L(s)).
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The above result can be used to obtain new explicit evaluations of infinite series. For example,
consider the case when a(n) = 1 for all n, so that L(s) = ζ(s), which is the Riemann zeta-function.
Then, using formula (8) and Corollary 1 with σ = 1.4, s = 2 (so that ln(ζ(2)) = ln(pi2/6)) we obtain the
following explicit result ∑
n≥2
d˜v+w ln(n)(n)
nz
=
(
pi2/6
)v − 1
v
, (14)
which is valid for all v ∈ C, z in the disk {z ∈ C : |z− 2| ≤ 0.13}, and w = (z− 2)/ ln(pi2/6). A curious
fact is that the sum of the series (14) does not depend on z. As we have mentioned above, the functions
v 7→ d˜v+w ln(n)(n) are polynomials of degree Ω(n) − 1, thus formula (14) can be viewed as an expansion
of the entire function v ∈ C 7→ ((pi2/6)v − 1)/v in such an unusual polynomial basis. There are two
natural questions that arise from identity (14): (i) What is the largest domain of z for which the series
converges absolutely or conditionally? (ii) Is it possible to find an elementary proof of (14)?
2 Proof of Theorem 1
The proof of Theorem 1 will proceed in two stages. First we will prove Theorem 1 in the special case
when v > 0, w > 0 and a(n) ≥ 0 for all n ∈ N. This proof is probabilistic in nature and it is based on
the theory of Le´vy processes, see [10]. In the second stage we will complete the proof of Theorem 1 by
generalizing our earlier result to complex values v, w and a(n) by an analytic continuation argument.
For convenience of the reader, we will first review several key facts from the theory of Le´vy processes,
which will be required in our proof (one may wish to consult the books [1] and [10] for more detailed
information). A one-dimensional stochastic process X = {Xt}t≥0 is called a subordinator if it has
stationary and independent increments and if its paths (functions t ∈ [0,∞) 7→ Xt) are increasing almost
surely. We will always assume that P(X0 = 0) = 1. A probability measure ν(dx) supported on [0,∞)
is called infinitely divisible if for any n = 2, 3, 4, . . . there exists a probability measure νn(dx) such that
ν = νn ∗ νn ∗ · · · ∗ νn (ν is an n-fold convolution of the measure νn). It is known that subordinators stand
in one-to-one correspondence with infinitely divisible measures: for any subordinator X the measure
P(X1 ∈ dx) is infinitely divisible and for any infinitely divisible measure ν supported on [0,∞) there
exists a unique subordinator X such that P(X1 ∈ dx) = ν(dx).
Let X be a subordinator and e(κ) be an exponential random variable with mean 1/κ, independent
of X. We define a new process via
X˜t =
{
Xt, if t < e(κ),
+∞, if t ≥ e(κ).
The process X˜ is called a killed subordinator. Note that killed subordinators satisfy P(X˜t ∈ [0,∞)) =
P(e(κ) > t) = exp(−κt), thus the measures P(X˜t ∈ dx) are sub-probability measures.
Any subordinator (including killed ones) can be described through an associated Bernstein function
φX(z) via the identity
E
[
e−zXt
]
=
∫
[0,∞)
e−zxP(Xt ∈ dx) = e−tφX(z), Re(z) ≥ 0, t > 0. (15)
The above identity expresses the fact that the probability measures µt(dx) = P(Xt ∈ dx) form a
convolution semigroup on [0,∞), that is µt ∗ µs = µt+s. The Le´vy-Khintchine formula tells us that
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Figure 1: The relationship between subordinators X, Y and the spectrally-negative process Z. Here
c = 2 and 0 ≤ t ≤ 12. We have max(Zt : 0 ≤ t ≤ 12) = Z(12) ≈ 2.6, so the x-axis on graph (c) has
range 0 ≤ x ≤ 2.6. The red curve in figure (c) is obtained as a reflection of the red curve in figure (b)
with respect to the diagonal line (the same transformation that we would use to find the graph of the
inverse function).
any Bernstein function has an integral representation
φX(z) = κ+ δz +
∫
(0,∞)
(1− e−zx)Π(dx), Re(z) ≥ 0, (16)
for some κ ≥ 0, δ ≥ 0 and a positive measure Π(dx), supported on (0,∞), which satisfies the integrability
condition
∫
(0,∞)(1 ∧ x)Π(dx) < ∞. The constant κ is called the killing rate, δ is called the linear drift
coefficient and the measure Π(dx) is called the Le´vy measure. The Le´vy measure describes the distribution
of jumps of the process X. The killing rate and the drift can be recovered from the Bernstein function
as follows:
κ = φX(0) and δ = lim
z→+∞
φX(z)
z
.
See the excellent book [11] for more information on Bernstein functions.
In this paper we will only be working with a rather simple class of subordinators – the ones that
have compound Poisson jumps. The Le´vy measure of such a process has finite mass λ = Π([0,∞)) <∞
and the process itself can be constructed as follows. Take a sequence of independent and identically
distributed random variables ξi, having distribution P(ξi ∈ dx) = λ−1Π(dx), and take an independent
Poisson process N = {Nt}t≥0 with intensity λ (that is, E[Nt] = λt). Then the pathwise definition of the
subordinator X is
Xt = δt+
Nt∑
i=1
ξi, t ≥ 0.
Now, given a subordinator X, we fix c > 0 and define a process Zt = t/c−Xt. For x ≥ 0 we introduce
Yx := inf{t > 0 : Zt > x}, (17)
where we set Yx = +∞ on the event max{Zt : t ≥ 0} ≤ x. The relationship between processes X, Y and
Z can be seen on Figure 1. The process Zt = t/c−Xt is an example of a spectrally-negative Le´vy process,
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and the random variables Yx are called the first-passage times, see Chapter 3 in [10]. It is known that
the process Y = {Yx}x≥0 is a (possibly killed) subordinator, see [10][Corollary 3.14], thus there exists a
Bernstein function φY (z) such that for w > 0 and x > 0 we have
E[e−wYx ] = e−xφY (w). (18)
The Bernstein function ΦY (w) is known to satisfy the functional equation
z/c− φX(z) = w, w > 0⇐⇒ z = φY (w), (19)
see [10][Theorem 3.12]. Moreover, the distributions of {Yx}x≥0 and {Xt}t≥0 are related through Kendall’s
identity (see [2], [3], [8] or [10][exercise 6.10])∫ ∞
y
P(Yx ≤ t)dx
x
=
∫ t
0
P(Zs > y)
ds
s
, y > 0, t > 0. (20)
The above identity will be the main ingredient in our proof of Theorem 1.
2.1 Probabilistic proof of the case when a(n) ≥ 0, v > 0 and w > 0
We recall that the von Mangoldt function is defined via (9) and we introduce a positive measure
Π(dx) =
∑
n≥2
Λ(n)a(n)
log(n)nσ
δln(n)(dx), (21)
where δy(dx) denotes the Dirac measure concentrated at point y. In the above formula σ is chosen so
that the Dirichlet series (1) converges absolutely for Re(s) ≥ σ. For Re(s) ≥ σ we have
L(s) =
∏
p
(1− a(p)p−s)−1 = exp(−
∑
p
ln(1− a(p)p−s)) (22)
= exp
(∑
p
∑
k≥1
a(p)k
kpks
)
= exp
(∑
n≥2
Λ(n)a(n)
log(n)ns
)
,
which implies that Π is a finite measure of total mass Π((0,∞)) = ln(L(σ)). Let us now consider a
Bernstein function corresponding to the measure Π, that is
φX(z) =
∫
(0,∞)
(1− e−zx)Π(dx). (23)
From formulas (21) and (22) we see that
φX(z) = − ln(L(σ + z)) + ln(L(σ)). (24)
Let X be a compound Poisson subordinator associated to the Bernstein function φX . Comparing (16)
and (23) we see that the process X has zero killing rate and zero linear drift, so it is a pure jump
compound Poisson process. Due to (15) and (24) this process satisfies
E[e−zXt ] = e−tφX(z) =
(L(σ + z)
L(σ)
)t
. (25)
6
We would like to point out that the above observations are not new: in the case L(s) = ζ(s) it was
observed by Khintchine [9] back in 1938 that L(σ + iz)/L(σ) is a characteristic function of an infinitely
divisible distribution, and, more recently, the connections between more general L-functions and infinite
divisibility were studied in [4].
Using binomial series we can easily find the measure P(Xt ∈ dx). For Re(s) ≥ σ and t > 0 we
calculate
L(s)t =
∏
p
(1− a(p)p−s)−t =
∏
p
∑
j≥1
(
j + t− 1
j
)
a(p)j
pjs
=
∑
n≥1
dt(n)
a(n)
ns
. (26)
The above formula combined with (25) show that for every t > 0 the random variable Xt is supported
on the set {ln(n)}n∈N and
P(Xt = ln(n)) = L(σ)−tdt(n)× a(n)
nσ
. (27)
Now we fix c > 0, denote Zt = t/c−Xt and we define the subordinator Y as in (17). The goal now is
to use Kendall’s identity to find the distribution of Yx. The calculation that follows will be very similar
to the one performed in the proof Proposition 3 in [3].
First of all, we claim that for every x > 0 the random variable Yx has support on the set {cx +
c ln(n)}n∈N. This can be seen as follows. If the spectrally negative process Zt = t/c − Xt has no
jumps before it hits level x, then Yx = cx; if Z has one jump of size ln(n1) before it hits the level
x, then Yx = cx + c ln(n1); if Z has two jumps of size ln(n1) and ln(n2) before it hits level x, then
Yx = cx+ c ln(n1n2), etc. Thus in order to describe the distribution of Yx it is enough to compute
p(n, x) := P(Yx = cx+ c ln(n)), n ∈ N, x > 0.
The left-hand side of Kendall’s identity (20) can be written in the following way∫ ∞
y
P(Yx ≤ t)dx
x
=
∫ ∞
y
∑
n≥1
I{cx+ln(n)≤t}p(n, x)
dx
x
=
∑
1≤n≤exp(t/c−y)
∫ t/c−ln(n)
y
p(n, x)
dx
x
. (28)
And the right-hand side of (20) is transformed into∫ t
0
P(Xs < s/c− y)ds
s
=
∫ t
0
∑
1≤n<exp(s/c−y)
P(Xs = ln(n))
ds
s
=
∑
1≤n<exp(t/c−y)
∫ t
cy+c ln(n)
P(Xs = ln(n))
ds
s
(29)
=
∑
1≤n<exp(ct−y)
∫ t/c−ln(n)
y
P(Xcu+c ln(n) = ln(n))
du
u+ ln(n)
,
where in the last step we have changed the variable of integration s = cu + c ln(n). Using Kendall’s
identity (20) and comparing the expressions in the right-hand side in (28) and (29) we conclude that
p(n, x) = P(Xcx+c ln(n) = ln(n))
x
x+ ln(n)
.
Applying (27) to the above formula we see that for n ∈ N
P(Yx = cx+ c ln(n)) = p(n, x) = L(σ)−cx−c ln(n)dcx+c ln(n)(n)× a(n)
nσ
× x
x+ ln(n)
= L(σ)−cxdcx+c ln(n)(n)× a(n)
nσ+c ln(L(σ))
× x
x+ ln(n)
.
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Next, combining the above result with (18) we conclude that for x > 0 and w > 0
E[e−wYx ] =
∑
n≥1
e−w(cx+c ln(n))P(Yx = cx+ c ln(n))
=
∑
n≥1
e−cwxn−cwL(σ)−cxdcx+c ln(n)(n)× a(n)
nσ+c ln(L(σ))
× x
x+ ln(n)
= e−xφY (w).
We use our definition of d˜t(n) = t
−1dt(n), rearrange the terms in the above identity and rewrite it in the
form ∑
n≥2
d˜cx+c ln(n)(n)× a(n)
nσ+c(w+ln(L(σ)))
=
1
cx
(
ex(cw−φY (w)+c ln(L(σ))) − 1
)
. (30)
We emphasize that formula (30) is valid for all x > 0 and w > 0 and that z = φY (w) is the solution to
the equation
z/c+ ln(L(σ + z))− ln(L(σ)) = w, (31)
see (19) and (24).
Let us introduce a new function
f(s, c) = c−1 × (s− φY ((s− σ)/c− ln(L(σ)))− σ), s > σ + c ln(L(σ)). (32)
Using (31) we check that f satisfies the equation L(s− cf(s, c)) = exp(f(s, c)) and formula (30) can be
rewritten as ∑
n≥2
d˜cx+c ln(n)(n)× a(n)
ns
=
1
cx
(
ecxf(s,c) − 1
)
, s > σ + c ln(L(σ)). (33)
This ends the proof of (7) and (8). Formula (6) is derived by taking the limit in (33) as x → 0+. For
s > σ + c ln(L(σ)), the lower bound 0 < f(s, w) follows from (6), and the upper bound f(s, w) < γ can
be easily established from (32) and the fact that
φY (w) = cw + cφX(φY (w)) > cw,
which is a consequence of (19). Thus 0 < f(s, w) < γ for s > σ + c ln(L(σ)), and since |f(s, w)| ≤
f(Re(s), w) the result holds for complex s in the half-plane Re(s) > σ + c ln(L(σ)) as well.
Thus we have proved all statements of Theorem 1 in the case v = cx > 0, w = c > 0, and a(n) ≥ 0.
2.2 Proving the general result via analytic continuation
So far we have proved that Theorem 1 holds for v > 0, w > 0 and a(n) ≥ 0. Our first goal is to extend
this result to complex values of v and w. The key observation is that d˜t(n) is a polynomial of t whose
roots are non-positive integers. Writing this polynomial as a product of linear factors and applying the
inequality |q + t| ≤ q + |t| (with q > 0 and t ∈ C) to each linear factor, we deduce the upper bound
|d˜t(n)| ≤ d˜|t|(n), n ≥ 2, t ∈ C. (34)
Therefore, if the series (6) converges for some w = ρ > 0 and s = σ + γρ, it will converge uniformly
for (s, w) ∈ Dσ+γρ,ρ. From this fact we see that the function f(s, w) is an analytic function of two
variables (s, w) ∈ Dσ+γρ,ρ. Moreover, the inequality (34) implies that |f(s, w)| ≤ f(Re(s), |w|) < γ for
(s, w) ∈ Dσ+γρ,ρ. Since L(s) is analytic in Re(s) > σ and the function f(s, w) satisfies the functional
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equation (7) for w ∈ (0, ρ), we conclude by analytic continuation that the same equation must hold for
all (s, w) ∈ Dσ+γρ,ρ. Thus we have extended Theorem 1 to allow for complex values of w. To prove (8)
in the general case when v is complex, we use the same approach and an analytic continuation in v.
Our goal now is to remove the remaining restriction – the condition that a(n) ≥ 0. Let us denote
i-th prime number by pi (so that p1 = 2, p2 = 3, p3 = 5, etc.). Consider u = (u1, u2, . . . , uk) ∈ Ck and a
Dirichlet L-function
L(s;u) =
k∏
i=1
(1− uip−si )−1. (35)
Denote by a(n;u) the corresponding completely multiplicative function, that is
a(n;u) = ul11 . . . u
lk
k if n = p
l1
1 . . . p
lk
k (36)
and a(n;u) = 0 otherwise. Let us now fix u ∈ Ck and denote
B(u) := {x ∈ Ck : |xi| ≤ |ui|} and C(u) := {x ∈ Rk : 0 ≤ xi ≤ |ui|}.
For x ∈ C(u) the completely multiplicative function a(n;x) is non-negative, thus Theorem 1 holds
for L(s;x). Consider a function L(s; |u|), where |u| := (|u1|, . . . , |un|). There exists σ such that the
Dirichlet series for this function converges absolutely for Re(s) ≥ σ. Note that for any x ∈ C(v) the
Dirichlet series for L(s;x) also converges absolutely in Re(s) ≥ σ, since |a(n;x)| ≤ a(n; |u|).
Let us denote
γ = γ(|u|) = ln
(∑
n≥1
a(n; |u|)
nσ
)
. (37)
Applying Theorem 1 to each Dirichlet L-function L(s;x) we conclude that for any ρ > 0 and any
x ∈ C(u) the following results hold:
(i) The series
f(s, w;x) :=
∑
n≥2
d˜w ln(n)(n)× a(n;x)
ns
(38)
converges absolutely and uniformly for all (s, w) ∈ Dσ+γρ,ρ and satisfies |f(s, w;x)| < γ in this
region;
(ii) The function f(s, w;x) solves the functional equation
L(s− wf(s, w;x);x) = exp(f(s, w;x)), (s, w) ∈ Dσ+γρ,ρ; (39)
(iii) For any v ∈ C \ {0} and (s, w) ∈ Dσ+γρ,ρ the following identity is true
1 + v
∑
n≥2
d˜v+w ln(n)(n)× a(n;x)
ns
= exp(vf(s, w;x). (40)
Let us now fix values of v ∈ C and (s, w) ∈ Dσ+γρ,ρ. Note that the function x 7→ L(s;x) is analytic in
the interior of the set B(u) and continuous in B(u). Next, formula (36) shows that a(n;x) are monomials
in variables x1, x2, . . . , xk, thus formula (38), which defines the function f(s, w;x), can be viewed as a
Taylor series for the function x 7→ f(s, w;x). Since |f(s, w;x)| ≤ f(Re(s), |w|; |x|) < γ, this Taylor series
converges uniformly for all x ∈ B(u), so that x 7→ f(s, w;x) is an analytic function in the interior of
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the set B(u), and it is continuous in B(u). Using these results and analytic continuation, we can extend
the functional equation (39) for all x ∈ B(u) (since we have already established that (39) holds true for
x ∈ C(u)).
The same argument applies to the identity (40). The right-hand side is an analytic function of x
in the interior of the set B(u), and it is continuous in B(u). The left-hand side is a power series in x,
convergent uniformly in B(u). By analytic continuation, since the identity (40) holds for x ∈ C(u), it
must hold everywhere in B(u).
Thus we have shown that formulas (39) and (40) hold for all v ∈ C, (s, w) ∈ Dσ+γρ,ρ and x ∈ B(u).
In particular, they must hold for x = u. This ends the proof of Theorem 1 for L-functions of the form
(35).
Finally, consider a general Dirichlet L-function L(s) defined via (1). Assume that the Dirichlet series
for L(s) converges absolutely for Re(s) ≥ σ. Let us define
Lk(s) =
k∏
i=1
(1− a(pi)p−si )−1, k ≥ 1, (41)
and
L˜(s) =
∞∏
i=1
(1− |a(pi)|p−si )−1. (42)
It is clear that the Dirichlet series for all L-functions Lk(s) and L˜(s) converge absolutely when Re(s) ≥ σ.
Let us denote by ak(n) the completely multiplicative function corresponding to the L-function Lk(s) and
let γ be defined via (5). We have proved already that Theorem 1 holds true for Lk(s) and L˜(s). Thus
the following results hold true. For any ρ > 0:
(i) The series
f˜(s, w) :=
∑
n≥2
d˜w ln(n)(n)× |a(n)|
ns
(43)
converges absolutely and uniformly for all (s, w) ∈ Dσ+γρ,ρ and satisfies |f˜(s, w)| < γ in this region;
(ii) For each k ≥ 1, the series
fk(s, w) :=
∑
n≥2
d˜w ln(n)(n)× ak(n)
ns
(44)
converges absolutely and uniformly for all (s, w) ∈ Dσ+γρ,ρ and satisfies |fk(s, w)| < γ in this region;
(iii) For each k ≥ 1, the functions fk(s, w) solve the functional equation
Lk(s− wfk(s, w)) = exp(fk(s, w)), (s, w) ∈ Dσ+γρ,ρ; (45)
(iv) For any v ∈ C \ {0} and (s, w) ∈ Dσ+γρ,ρ the following identity is true
1 + v
∑
n≥2
d˜v+w ln(n)(n)× |a(n)|
ns
= exp(vf˜(s, w)); (46)
(v) For any k ≥ 1, v ∈ C \ {0} and (s, w) ∈ Dσ+γρ,ρ the following identity is true
1 + v
∑
n≥2
d˜v+w ln(n)(n)× ak(n)
ns
= exp(vfk(s, w)). (47)
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Note that the function f(s, w) in (6) is well-defined, since the series converges absolutely for all
(s, w) ∈ Dσ+γρ,ρ, due to the absolute convergence of (43). It is clear from our definition that for each
n ∈ N we have ak(n)→ a(n) as k → +∞ and that |ak(n)| ≤ |a(n)| for all k, n ∈ N. Thus, we can use the
Dominated Convergence Theorem, the fact that the series in (43) converges absolutely and, by taking
the limit as k → +∞ in (44), we conclude that for all (s, w) ∈ Dσ+γρ,ρ it is true that fk(s, w)→ f(s, w)
as k → +∞. Since the functions Lk(s) converge to L(s) uniformly in the half-plane Re(s) ≥ σ, we
can take the limit as k → +∞ in (45) and conclude that the functional equation (7) holds for all
(s, w) ∈ Dσ+γρ,ρ. Finally, formula (8) can be established by taking the limit as k → +∞ in (47) and
applying the Dominated Convergence Theorem (with the help of the absolute convergence in (46)).
This ends the proof of Theorem 1.
3 Proof of Corollary 1
Assume that (s, w) ∈ Dσ+γρ,ρ for some ρ > 0, which is equivalent to saying that Re(s) ≥ σ + γ|w|.
Denote α := s − wf(s, w). Since |f(s, w)| < γ, Re(s) ≥ σ + γρ and |w| ≤ ρ, we have Re(α) > σ.
Identity (7) tells us that L(α) = exp(f(s, w)), so that f(s, w) = ln(L(α)) =: β. Moreover, from equation
α = s− wf(s, w) we express s = α + wf(s, w) = α + βw and then the equation f(s, w) = β gives us
f(α + βw,w) = β. (48)
We emphasize that (48) holds for all (α,w) ∈ C2 such that α = s − wf(s, w) for some (s, w) ∈ C2
satisfying Re(s) ≥ σ + γ|w|. By analytic continuation we can extend (48) to all (α,w) such that
Re(α) ≥ σ and Re(α + βw) ≥ σ + γ|w|, (49)
where β = ln(L(α)).
The last step is to prove that condition Re(α) ≥ σ + 2γ|w| implies (49). This follows from the
following sequence of inequalities
Re(α + βw) ≥ Re(α)− |Re(βw)| ≥ σ + 2γ|w| − |β||w| ≥ σ + γ|w|,
where in the last step we have used the fact that |β| = | ln(L(α))| ≤ γ, which follows from (5) and (10). uunionsq
Acknowledgements
The author would like to thank Aleksandar Ivic´ for comments and for pointing out relevant literature.
The research is supported by the Natural Sciences and Engineering Research Council of Canada.
References
[1] J. Bertoin. Subordinators: Examples and Applications. Springer, 1999.
[2] K. Borovkov and Z. Burq. Kendall’s identity for the first crossing time revisited. Electron. Commun.
Probab., 6:91–94, 2001.
11
[3] J. Burridge, A. Kuznetsov, M. Kwas´nicki, and A. Kyprianou. New families of subordinators with
explicit transition probability semigroup. Stochastic Processes and their Applications, 124(10):3480
– 3495, 2014.
[4] G. Dong Lin and C.-Y. Hu. The Riemann zeta distribution. Bernoulli, 7(5):817–828, 2001.
[5] H. W. Gould and T. Shonhiwa. A catalog of interesting Dirichlet series. Missouri J. Math. Sci.,
20(1):2–18, 2008.
[6] G. H. Hardy and E. M. Wright. An introduction to the theory of numbers. Oxford University Press,
4th edition, 1960.
[7] A. Ivic´. The Riemann zeta-function. John Wiley & Sons, 1985.
[8] D. G. Kendall. Some problems in the theory of dams. Journal of the Royal Statistical Society. Series
B (Methodological), 19(2):207–233, 1957.
[9] A. Y. Khintchine. Limit theorems for sums of independent random variables (in Russian). Moscow
and Leningrad: GONTI, 1938.
[10] A.E. Kyprianou. Fluctuations of Le´vy Processes with Applications: Introductory Lectures. Second
Edition. Springer, 2014.
[11] R. L. Schilling, R. Song, and Z. Vondracek. Bernstein Functions, Theory and Applications. De
Gruyter, 2012.
[12] A. Selberg. Note on a paper by L.G. Sathe. J. Indian Math. Soc., 18:83–87, 1954.
12
