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Abstract
In this work, some unsupervised learning frameworks using kernel based representations are
proposed. Our goal is to properly reveal relevant data structures. Therefore, we propose a
technique which takes advantage of user prior knowledge, improving clustering performance.
Besides, we propose a general scheme able to highlight relevant input data patterns by
means of a compensation between two mapping functions. Finally, we propose a automatic
parameter selection strategy by using complementary similarity/ dissimilarity functions and
relevance analysis to reveal the intrinsic local and global data structures for unsupervised
learning tasks, enhancing the performance in further unsupervised learning stages.
Keywords: unsupervised learning, kernel functions, principle of relevance, clustering,
graph representation, mapping function.
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Resumen
En este trabajo se proponen algunos esquemas de aprendizaje no supervisado usando rep-
resentaciones basadas en kernel. Nuestra meta es revelar apropiadamente estructuras rele-
vantes en datos. Por lo tanto, proponemos una te´cnica que aproveche conocimiento previo
por parte de un usuario, mejorando el desempen˜o de agrupamiento. Adema´s, proponemos un
esquema general capaz de resaltar patrones relevantes en los datos de entrada por medio de
una compensacio´n entre dos transformadores. Finalmente, proponemos una estrategia para
la seleccio´n automa´tica de para´metros haciendo uso de funciones de similitud/disimilitud y
ana´lisis de relevancia para revelar estructuras locales y globales en los datos para tareas de
aprendizaje no supervisado, mejorando el desempen˜o en etapas posteriores de aprendizaje
no supervisado.
Palabras clave: aprendizaje no supervisado, funcio´n kernel, principio de relevancia, agru-
pamiento, representacio´n en grafo, funcio´n de transformacio´n.
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Part I.
Preliminary
1. Motivation
Machine learning studies how machines learn to perform a task from observed data [1]. Due
to the fast spread of computer systems during the last years, the study and development
of new machine learning techniques has become a research topic of great interest. Machine
learning based applications can be found in almost every aspect of the human life, some of
them are: computer vision, bioinformatics, web search, biosignal analysis, vector quantiza-
tion, image segmentation, text mining and many other applications. Unsupervised learning
is a branch of machine learning which seeks for structure in unlabeled data. Machine learning
applications based on unsupervised learning techniques are widely used, since most of the
available data samples attained from the real world do not posses any label, e.g., genomic
information, biosignals, images.
In a local context, the Signal Processing and Recognition Group – SPRG of the Univer-
sidad Nacional de Colombia has been working in the analysis of biosignal data and image
segmentation by means of unsupervised learning [2–6]. Moreover, SPRG is interested in
gain insight on unsupervised learning frameworks since it allows the use of large amount of
unlabeled data, which is common in pathological diagnosis and image segmentation tasks.
2. State of the Art
Unsupervised learning methods can be mainly divided into three different categories: vector
quantization, principal curves and clustering [7]. Vector quantization [8] aim at efficiently
representing input data with few code vectors lowering the required computational burden.
In this sense, several applications based on vector quantization methods can be found in
the state of the art, e.g., for recognizing patterns in data streams [9], MRI image segmen-
tation [10], image compression [11], image descriptors [12], compression of spike data [13],
among others.
The second category are the principal curves, which are defined as smooth curves that
pass through the middle of data input providing a suitable one-dimensional summary of the
entire data input. Recently principal curves have been used to support data compression and
regression applications [14], also to extract structural features on handwritten recognition
tasks [15] and to find skeletons from objects in images [16–18].
The last category of unsupervised learning is the clustering-based techniques, which aim to
group similar data samples into clusters, according to a similarity criterion. The main goal of
clustering techniques is to attain meaningful partitions, which could be used to support other
higher level machine learning procedures [19]. Traditional techniques as k-means [20, 21] are
still used given their simplicity [22–25]. Moreover, k-means ensure good results when data
fulfill assumptions about compactness and separability. Nonetheless, k-means tend to fail
when data are not organized according to the assumed model or when data are non-linearly
separable in input space [26, 27]. Besides, k-means performance is highly dependent of its
initialization, often yielding to erroneous clustering solutions.
An interesting work presented in [7], couples the three unsupervised learning categories
as cases of a principle of relevance expression based on information theory measures. Such
information theory measures are calculated from the probability density function of data in-
put, which is computed by means of non-parametric estimators. Then, clustering is achieved
by the convergence of data instances to the peaks or modes similar as the Gaussian mean
shift [28] and Gaussian Blurring Mean shift algorithm [29]. Such mode finding ability leads
to a clustering technique able to find the number of clusters in data. Moreover, the principal
curves ability performed by finding a smooth curve which connects the modes, i.e., the ridge
of the probability density function. Finally, vector quantization is achieved by finding a
small subset of the data input, which represents as best as possible the entire data.
Furthermore, when the input data present non-linear relationships and exhibits com-
plex structures, traditional unsupervised methods tend to attain inaccurate results. In this
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sense, two different approaches emerged, namely, kernel k-means [30–32] and spectral clus-
tering [33–36].
The idea behind kernel k-means is to map input data to a high-dimensional space, re-
ducing the non-linearity separation of clusters. Therefore, good results in terms of cluster
separability can be achieved by performing the simple k-means algorithm over the attained
high-dimensional space. However, a major drawback of kernel k-means is the clustering ini-
tialization of the k-means algorithm employed over the high-dimensional space, which could
lead to low performance results.
In order to highlight structure connectivity data can be represented as a weighted graph
by means of a matrix whose elements are the similarities among samples. Graph partitioning
techniques seek the best partition of a given graph by minimizing a cost function. There
can be found some variations of the graph partitioning task, such as minimum cut, ratio
cut and normalized cuts [33, 37–39]. Generally, such cost functions are complex to solve
given its combinatoric nature. Therefore, spectral clustering emerges as the relaxation of
such graph partitioning problems [33, 36, 40, 41]. Which, by using spectral information and
orthonormal transformations of the graph weights performs the partition of the data. Often
such weights are computed by means of a kernel function [42], leading to a stable spectral
decomposition. There are several variations of spectral clustering, perhaps the most well
known are normalized cuts approach [35, 37].
A suitable graph representation can enhance spectral clustering performance [43]. There-
fore, some works have been presented in order to improve the graph representation [27, 35].
Moreover, since a kernel function is used to represent similarities among samples when build-
ing the graph representation, free parameters of such kernel functions must be tuned in order
to improve spectral clustering performance. Such tuning has been done by using an expres-
sion which analyses local structures on data [27]. Another approach that selects empirically
the parameter that minimizes a given measure of distortion was presented in [35].
3. Objectives
3.1. General objective
Develop kernel representation frameworks able to support unsupervised learning tasks by
revealing properly relevant data structures related to the main sample patterns. Proposed
frameworks should enhance the performance of clustering systems in terms of data inter-
pretability and discrimination.
3.2. Specific objectives
• Propose a clustering methodology based on normalized cuts criterion that allows to
incorporate user prior knowledge about the input data. The proposed methodology
should be able to cluster data sets with a large number of data points and strong
unbalanced classes. The obtained results should be compared against related works in
terms of both clustering accuracy and visual evaluation.
• Build a feature extraction scheme that considers complementary mapping functions
based on a principle of relevance analysis over input data. In fact, it should be useful
to identify correctly complex data structures supporting further unsupervised learning
stages.
• Develop an automatic parameter selection strategy by using complementary similarity/
dissimilarity functions and relevance analysis to reveal the intrinsic local and global
data structures in unsupervised learning tasks. Proposed strategy should be tested as
a tool to compute a suitable graph representation from input data to support spectral
clustering approaches.
Part II.
Materials and Methods
4. Enhancing Unsupervised Learning
Methods by Prior user Knowledge: A
Spectral Clustering Approach
Given some data, the goal of a machine learning system is to learn by finding patterns or
structures from data. Such structures are used to predict properties of unknown samples,
or to perform other kind of decision making. There are two main types of machine learn-
ing: supervised learning and unsupervised learning. Supervised learning deals with data
presented as a labeled set of input-output pairs D = {(x1, ℓ1) , (x2, ℓ2) , . . . , (xN , ℓN)} with
N p-dimensional instances xi ∈ Rp and an additional attribute ℓi ∈ Z or R, known as label.
Supervised learning aims to learn a mapping function f(x) = ℓ from inputs x to outputs
ℓ in order to predict the label of a future sample given its set of features. If the set of
labels ℓ is discrete the learning method is called classification, if ℓ is continuous, the learning
method is called regression. Now, unsupervised learning deals with a set unlabeled data
D = {x1,x2, . . . ,xN} and the goal is to discover automatically hidden structure in data
by finding similarities between data, these kind of learning is widely used since it does not
require an expert to label data.
In data mining, image segmentation and pattern classification disciplines is common to
find data that are partially or not labeled, therefore a training stage is unfeasible. Clustering
techniques, one of the main branches of unsupervised learning, addresses such problem by
dividing data into groups of similar patterns, called clusters. Patterns within a cluster
are similar among themselves and dissimilar to patterns in other clusters. Therefore, the
goal of clustering is to group patterns into meaningful clusters [19]. There exists several
clustering approaches as hierarchical, partitional and density based methods [19, 20, 44].
Traditional techniques as k-means [20] and single linkage tend to fail if data are not organized
according to an assumed model or when data are non-linearly separable in input space [26,
27]. Therefore, two approaches have emerged as an alternative to analyze clusters that are
non-linearly separable, namely, kernel k-means and spectral clustering. Spectral techniques
seek data representation as a graph, with data points represented as nodes and the edges
between these nodes are weighted according to the affinity between them [45]. In addition,
using an affinity matrix allows to employ powerful operators such as kernel functions, in order
to reveal the main data structures [42]. One of the most frequently used spectral technique
is the well-known normalized cut clustering (NCC). The NCC methods are discriminative
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approaches lacking of prior assumptions about the nature of data [46]. The goal of spectral
clustering is to partition data represented as a graph into a desired number of clusters, by
keeping strong relationships within a cluster and low relationships between clusters.
Spectral clustering techniques need to fix two kinds of parameters: the desired number
of groups and the kernel free parameters to build the data graph. Sometimes there is prior
knowledge available about the data, but this prior knowledge information is often ignored
in clustering techniques, leading to poor results. Therefore, to enhance spectral clustering
performance, in this work is proposed a new framework that allows to incorporate prior user
data knowledge into a spectral clustering-based approach, which is solved by a heuristic-
based optimization.
4.1. Kernel-based Unsupervised Learning
Given some data linearly separable as the one depicted in Figure 4-1 it is a straightforward
task to find linear relations between data, since its low complexity and compactness, there-
fore, a subsequently learning stage would achieve an outstanding performance, for instance, a
classification algorithm would compute a decision boundary as the one depicted as the green
dashed line, separating both groups, or an unsupervised learning algorithm would establish
how the clusters are distributed.
Figure 4-1.: A linearly separable data set.
But if data are distributed in a non-linearly separable way, as the one depicted in Fig-
ure 4-2, which is often the case in practice, then classical linear techniques will tend to fail.
Therefore, it becomes necessary the use of non-linear techniques, however, they present the
following drawbacks: high computational cost, prone to local optima and slightly generaliz-
ing due to their dependence of free parameters. Non-linear methods require the tuning of
different parameters in order to be able to achieve good results in both Figure 4.2(a) and
Figure 4.2(b).
Let X ⊆ X ∈ RN×p be a feature matrix with N samples and p features, where data
has non-linear relationships thus linear methods will tend to fail. In this sense, a common
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(a) (b)
Figure 4-2.: Non-linearly separable data sets.
solution is to map the data into a higher dimensional space by a non-linear mapping function
ϕ as:
ϕ :Rp −→ RP
x 7−→ ϕ (x)
with P > p. According to Cover’s theorem, in the high dimensional space, often called
feature space, instances are more likely to be linearly separable, i.e., linear relations exist
among the data [47]. A synthetic example is shown in Figure 4-3, where the same data
depicted in Figure 4.2(b) is now mapped to the feature space, where relations are separable
by a hyperplane and a linear algorithm could be applied in such space, leading to a non-linear
decision boundary in the original space.
Figure 4-3.: Mapping function.
The problem here is that mapping each instance of X by ϕ can be expensive computa-
tionally and if the mapping function is manually tuned, it should be done by an expert in
the respective domain, and sometimes even such features may not be robust. Hence, instead
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of performing the mapping for each instance, it is measured the dot product among data
points in the feature space by means of the “kernel trick” [42], defined as:
κ (xi,xj) = 〈ϕ (xi) , ϕ (xj)〉 (4-1)
where κ : X × X −→ R is a continuous, symmetric, positive-definite function, also known
as Mercer’s kernel. Moreover, according to Mercer’s theorem, any Mercer’s kernel κ(·, ·)
induces a mapping ϕ from input space X to a high dimensional Hilbert space H [48, 49].
Moreover, mapping ϕ does not need to be applied explicitly to compute the dot product
in the feature space, but only a kernel function could be used, allowing to replace any dot
product-based technique by the value of the kernel and thus working in a high-dimensional
space. Besides, mapping ϕ could be unknown and dimensionality of feature space could be
infinite [31].
An interesting and important matrix which holds all necessary information in the high-
dimensional space about X can be made by using the kernel trick, called the Gram matrix
Ω ∈ RN×N , defined as:
Ωij = Ω(xi,xj) = κ(xi,xj), ∀ i, j ∈ [1, 2, . . . , N ]
4.2. Spectral Clustering Fundamentals
4.2.1. Graph Theory
Graph representation is a useful way of representing a data set when dealing with pair-
wise relationships among data points. Given an input data matrix X, a weighted graph
representation can be built as G (V ,E), which contains a set of vertices or nodes V =
{v1, . . . , vN} where vi ∈ Rp with i = 1, 2, . . . , N corresponding to the N samples and a set
of the edges formed between every pair of nodes E. Edge weights for connecting every pair
of nodes i and j (i 6= j) are defined by a function of the similarity between such nodes, and
represented as an affinity matrix Ω. Three main approaches are used to represent the input
data as a graph [33]:
– ε-neighborhood graph: states that two vertices vi, vj are connected if the distance
between them is smaller than a value ε ∈ R+.
– k-nearest neighbor graphs: connects vj with vi if vj is among the k-nearest neighbors of
vi. This approach builds directed graphs, i.e. pointing edges from i to j. Therefore, its
corresponding weighted matrix Ω is not symmetric. In this sense, it becomes necessary
to make the graph undirected, simply by ignoring the directions or connecting vj and
vi only if they are both among the k-nearest neighbors of each other.
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– Fully connected graph: there is an edge between each pair of vertices weighted by a
positive similarity value Ωij .
Since there is a value for every i, j in Ωij the graph is said to be complete, i.e., it has an
edge for every pair of nodes. Moreover, the graph is undirected due to Ωij = Ωji. Figure 4-4
shows an example of a weighted graph.
vv
v
Figure 4-4.: Weighted graph
As mentioned before, kernel functions allow to measure similarities in a high-dimensional
space, therefore it is often used as the way to create the affinity matrix Ω, as Ωij = κ(xi,xj),
being κ(·, ·) the selected kernel function, mostly, the Gaussian kernel [45], defined as:
Ωij = exp
(−‖xi − xj‖22
2σ2
)
(4-2)
where, σ ∈ R+ is the kernel band-width.
Clustering can be seen as a graph cut problem, where the goal is to partition the set of
vertices V into C disjoint subsets Vc, such that V = ∪Cc=1Vc and Vl ∩ Vc = ∅, ∀ l 6= c.
Clustering is achieved by removing edges connecting the C clusters. Depending on the
function to optimize, the graph cut problem is formulated in several ways [45]. Three well-
known functions to optimize are cut, ratio cut and normalized cuts [37, 50, 51]. To explain
these objective functions is necessary to introduce some notation as follows:
• Degree of a node: the degree of a node vi represents the total weights of its adjacent
vertices, the degree is defined as:
di =
N∑
j=1
Ωij (4-3)
• Cardinality: it refers to the number of vertices in a subset Vl, and is noted as |Vl|.
• Volume of a subset: quantifies a subset Vl by summing all the degrees of every node
in Vl. It is computed as:
vol(Vl) =
∑
i∈Vl
di (4-4)
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• Cut: it is the sum of weights related to the edges connecting Vl to Vc, yielding:
cut (Vl,Vc) =
∑
i∈Vl,j∈Vc
Ωij (4-5)
By minimizing the cut function in Equation (4-5), it is ensured that the edges that should
be removed in order to partition G into C partitions are the ones with less total weight,
such minimization is noted as minimum cut and is defined as:
Mcut(V1,V2, . . . ,VC) =
C∑
c=1
cut(Vc,Vc) (4-6)
where Vc is the complement of Vc.
The problem with minimum cut is that it tends to identify isolated nodes as a single
cluster [52, 53]. Therefore, to avoid that drawback, some variants have been proposed, as
the one presented in [51] which proposes an equipartition solution, named ratio cut, which
aims to find partitions of even sizes, and is defined as:
Rcut(V1,V2, . . . ,VC) =
C∑
c=1
cut(Vc,Vc)
|Vc| (4-7)
Another proposed solution is the normalized cuts [37], which aims to find partitions with
even volumes and is defined as:
Ncut(V1,V2, . . . ,VC) =
C∑
c=1
cut(Vc,Vc)
vol(Vc)
(4-8)
4.2.2. Spectral Clustering
The variations of the cut function (Equation (4-5)) such as ratio cut and normalized cuts
in Equations (4-7) and (4-8), respectively, has very high complexity. Therefore, it has been
proposed to relax them by means of spectral concepts of graph analysis, an approach known
as spectral clustering. The aim of spectral clustering is to decompose the set V into C
disjoint subsets, such decomposition is done, commonly, by using spectral information and
orthonormal transformations of Ω [36, 37, 46]. It is worth to note that using a kernel
function to compute pair-wise similarities ensures a stable spectral decomposition, due to it
must satisfy the Mercer conditions.
As stated previously, the minimization of minimum cut problem could lead to C−1 nearly
isolated nodes as clusters [52, 53], thus are preferable the ratio cut and normalized cut,
however, these problems are NP hard because of the combinatoric nature of the problem [33,
37, 54–56]. Hence, a relaxation has been proposed by means of spectral concepts of graph
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analysis. Such relaxation can be formulated by introducing a linear operator on graph G
called the Laplacian matrix. First of all we define a diagonal degree matrix D ∈ RN×N as:
Dii = di
with di defined as in Equation (4-3).
There are some alternative definitions of Laplacian matrix:
• The unnormalized Laplacian is defined as:
L =D −Ω (4-9)
where L ∈ RN×N satisfies the following properties:
1. For every vector f ∈ RN we have
f⊤Lf =
1
2
N∑
i,j=1
Ωij(fi − fj)2
2. L is symmetric and positive semi-definite.
3. The smallest eigenvalue of L is 0, the corresponding eigenvector is the constant
one vector 1N .
4. L has N non-negative, real-valued eigenvalues 0 = λ1 ≤ λ2 ≤ · · · ≤ λN
• Normalized Laplacian, defined as:
Lsym = D
−1/2LD−1/2 = I −D−1/2ΩD−1/2 (4-10)
we will denote it Lsym, due to its symmetry and to differentiate it with the unnormal-
ized Laplacian. Lsym satisfies the following properties:
1. For every vector f ∈ RN we have
f⊤Lsymf =
1
2
N∑
i,j=1
Ωij
(
fi√
di
− fj√
dj
)2
2. 0 is an eigenvalue of Lsym with eigenvector D
1/21N
3. Lsym is positive semi-definite and has N non-negative, real-valued eigenvalues
0 = λ1 ≤ λ2 ≤ · · · ≤ λN
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The relaxation of the ratio cut problem leads to spectral clustering using L. Lets define
C indicator vectors as:
hic =
{
1/
√|Vc| if i ∈ Vc
0 otherwise
for i = 1, 2, . . . , N and c = 1, 2, . . . , C. We can see that [33]:
h⊤c Lhc =
cut (Vl,Vc)
|Vc| = Rcut (Vl,Vc)
If we set the C indicators vectors as a matrix H ∈ RN×C , then H⊤H = I, i.e., columns
in H are orthonormal. Moreover, Rcut(V1,V2, . . . ,VC) is then expressed as:
Rcut(V1,V2, . . . ,VC) =
C∑
c=1
h⊤c Lhc =
C∑
c=1
(H⊤LH)cc = tr(H
⊤LH)
where tr denotes the trace of a matrix. Finally the problem of minimizing ratio cut can be
rewritten as:
V ∗c = argmin
Vc
tr(H⊤LH), s.t. H⊤H = I
The minimization of ratio cut is to findH which allows to compute an adequate partition
V ∗c . Furthermore, by relaxing the entries H to take arbitrary values, the ratio cut problem
can be rewritten as:
H∗ = argmin
H
tr(H⊤LH), s.t. H⊤H = I (4-11)
therefore, cost function presented in Equation (4-11) allows to find the indicator matrix H∗
which minimizes the ratio cut problem. As stated in [52, 57], the matrix which minimizes
Equation (4-11), is the N × C matrix whose C columns consist of the C eigenvectors of L
corresponding to the C smallest eigenvalues of L.
The relaxation of the normalized cut problem leads to spectral clustering using Lsym. As
in the ratio cut problem relaxation, C indicator vectors fi are defined as:
fic =
{
1/
√
vol(Vc) if i ∈ Vc
0 otherwise
Similarly as the ratio cut relaxation aforementioned, normalized cut minimization problem
can be rewritten as:
V ∗c = argmin
Vc
tr(F⊤LF ), s.t. F⊤DF = I
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Relaxing the discreteness condition and substituting O = D1/2H ∈ RN×C we obtain the
relaxed problem:
O∗ = argmin
O
tr(O⊤D−1/2LD−1/2O), s.t. O⊤O = I (4-12)
Recall Lsym = D
−1/2LD−1/2. Again, by computing the matrix whose C columns consist
of the C eigenvectors of Lsym corresponding to the C smallest eigenvalues of Lsym we solve
the normalized cut problem rewritten as Equation (4-12) [37].
4.3. Introducing prior knowledge into Spectral
Clustering-based Approaches
Inspired by the work presented in [46], where is introduced a multiclass normalized cuts par-
tition criterion, and the goal is to find the best partition of V denoted as ΓCV = {V1, . . . ,VC},
we propose a novel methodology by taking advantage of prior or user knowledge. The use
of prior knowledge can reduce the amount of data poorly grouped by ensuring a suitable
initialization of the proposed method. In order to measure the connections between and
within partitions, the volume in Equation (4-4) is used as a normalization term for the cut
function in Equation (4-5). Such normalization leads to an expression noted as normalized
links, which can be defined as:
linkratio(Vl,Vc) =
cut(Vl,Vc)
vol(Vl)
(4-13)
Two special linkratios are considered for clustering, linkratio(Vl,Vl), which measures how
many links stay within Vl itself [46], and linkratio(Vl,Vl), which is complement of the first
one and measures how many links escape from Vl. Therefore, a good clustering is achieved
by keeping strong connections within partitions and loose connections between partitions.
These two goals are captured in the C-way normalized associations (knassoc) and normalized
cut criteria (kncuts), as follows:
knassoc(ΓCV ) =
1
C
C∑
c=1
linkratio(Vc,Vc) (4-14)
kncuts(ΓCV ) =
1
C
C∑
c=1
linkratio(Vc,Vc) (4-15)
Because a normalization term was applied, it can be proved that:
knassoc(ΓCV ) + kncuts(Γ
C
V ) = 1 (4-16)
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Thus, maximizing the associations and minimizing the cuts are achieved simultaneously.
Therefore, the objective function to be maximized in order to obtain a good clustering is
only:
ε(ΓcV ) = knassoc(Γ
c
V ) (4-17)
In order to represent the partitions, a matrix M ∈ {0, 1}N×C is introduced, where each
element mic = 1 if element i ∈ Vc. Given that each node can only belong into one partition,
the condition M1C = 1N must be satisfied, where 1N is an N -dimensional all-ones vector.
In matrix representation, Equation (4-4) for similarity matrix Ω can be defined as:
vol(Vc) =M
⊤
c DMc (4-18)
Additionally, Equation (4-5) can be expressed as:
cut (Vc,Vc) =M
⊤
c ΩMc (4-19)
Then, the multiclass normalized cuts partition criterion ε(M), can be written as Equa-
tion (4-20) allowing to compute the optimal partition matrix M ∗. Besides, we noted such
criterion as NCC.
M ∗ = argmax
M
ε(M) = argmax
M
1
C
tr(M⊤ΩM)
tr(M⊤DM)
; s.t. M ∈ {0, 1}N×C, M1C = 1N
(4-20)
4.3.1. Solution of NCC problem
To suitable optimize Equation (4-20) by taking into account user prior knowledge, we propose
to rewrite Equation (4-18) as follows: let T ∈ RC×C be the resulting matrix of M⊤DM
computed as:
Tij = (m1i, . . . , mNi)


d1 0 · · · 0
0 d2 · · · 0
...
...
. . .
...
0 0 · · · dN




m1j
m2j
...
mNj


= (m1id1, m2id2, . . . , mNidN)


m1j
m2j
...
mNj


=
N∑
s=1
msimsjds
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note that the trace of T can be defined as,
tr(M⊤DM) =
C∑
i=1
Tii =
C∑
i=1
N∑
s=1
m2sids
=
C∑
i=1
(
m21id1 +m
2
2id2 + · · ·+m2NidN
)
=
N∑
i=1
di but di =
N∑
j=1
Ωij
tr(M⊤DM) =
N∑
i=1
N∑
j=1
Ωij = ||Ω||L1 = const. (4-21)
Now, let R = [rij ]C×C =M
⊤ΩM , then,
rij = (m1i, . . . , mNi)Ω


m1j
...
mNj


=
(
N∑
t=1
mtiΩt1,
N∑
t=1
mtiΩt2, . . . ,
N∑
t=1
mtiΩtN
)
m1j
...
mNj


=
N∑
s=1
msj
N∑
t=1
mtiΩts
we can define the trace of R as,
tr
(
M⊤ΩM
)
=
C∑
i=1
rii
then,
tr
(
M⊤ΩM
)
=
C∑
i=1
N∑
s=1
N∑
t=1
msjmtiΩts
=
C∑
i=1
N∑
s=1
msi (m1iΩ1s +m2iΩ2s + · · ·+mNiΩNs)
=
C∑
i=1
m1i (m1iΩ11 +m2iΩ21 + · · ·+mNiΩN1)
+m2i (m2iΩ12 +m2iΩ22 + · · ·+mNiΩN2) + . . .
+mNi (m1iΩ1N +m2iΩ2N + · · ·+mNiΩNN )
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due to the symmetric property of matrix Ω, it can be stated,
tr
(
M⊤ΩM
)
=Ω11
C∑
i=1
m21i + Ω21
C∑
i=1
(m1im2i +m2im1i) + · · ·+ ΩNN
C∑
i=1
m2Ni
now, by the definition of matrix M ,
C∑
i=1
m2vi = 1 ∀ v = 1, . . . , N
then,
tr
(
M⊤ΩM
)
=Ω11 + Ω22 + · · ·+ ΩNN + 2
∑
t>s
N∑
i=1
Ωtsmtimsi
tr
(
M⊤ΩM
)
= tr (Ω) + 2
∑
t>s
Ωtsβts ∀ t, s = 1, . . . , N (4-22)
where,
βts =
{
1 if t = s
0 if t 6= s (4-23)
Notice that the dot product between the row vectors mt∗ ∈ RC and ms∗ ∈ RC is equal
to 1 only if t = s, which means that samples t and s belongs to the same cluster. On the
other hand, if t 6= s the dot product is equal to 0. Finally, according to Equation (4-22),
since tr(Ω) is constant, the term to be maximized is plainly
∑
p>q Ωpqβpq.
4.4. Heuristic Search based on Normalized Cut Clustering
In order to solve the NCC problem in Equation (4-20) and seeking for a fast solution, we
propose a heuristic method named Heuristic Search based on Normalized Cuts Clustering -
NCChs, by using prior knowledge about the known data labeling and a pre-clustering stage
to heuristically cluster the input data represented as a graph G. Our proposed method can
be divided into three main stages: prior or user knowledge setting, pre-clustering stage and
grouping by a heuristic search.
4.4.1. Prior knowledge stage
In some cases, users could have an intuition or idea about the number of clusters as well
as the features corresponding to discriminating patterns, therefore, it is important to take
into account such information on learning approaches. Assuming that the user knows which
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instances of X belonging to different clusters (one per class), then, such initial points are
assigned into the membership matrix M by setting the entry mic representing the known
nodes to be 1 in the position of the c-th group and 0 for the remaining entries on the same
row i. We noted the indexes related to initial nodes as Q = (Q1, . . . , QC) where Qc ∈ V .
4.4.2. Pre-clustering Stage
To avoid wrong assignments when data points from different clusters are close, we propose
to carry out a pre-clustering process. Let Pǫ ∈ N be the closest integer to the ǫ percentage
of the number of data N , with ǫ ∈ [0, 1]. Therefore, pre-clustering stage assigns for every
initial node Qc the Pǫ nodes whose similarity is maximum with respect to that initial node.
In this way C initial clusters were created. We we will note the set of nodes contained in
every cluster as h(c), which is incremented as new data points are added to cluster c.
4.4.3. Heuristic search
The remaining data points are assigned in accordance to the maximum similarity value
between itself and any of the previously assigned data points. The proposed heuristic to
form the final clusters works as follows: Each time that an entry Ωij is chosen as the max-
imum similarity in the actual iteration, it is then removed by setting Ωij = 0 in order
to avoid taking it into consideration for the next iteration, and so on. This assignment
process is done until all the data points have been assigned to a cluster, in other words,∑N
i=1
∑C
c=1mic = ‖M‖L1 = N . Note that we can employ L1-norm since all entries of M
are positive. A graphic explanation of the search is shown in Figure 4-5.
Figure 4-5.: NCChs scheme.
As it can be appreciated, the initial data points assigned to each cluster correspond to
the coordinates given by the seed nodes: {Q1, . . . , QC}. After, the seed nodes are assigned,
pre-clustering is done by adding Pǫ data points to every seed node to form the initial clusters.
In the example shown in Figure 4-5, xj is the new data point to be grouped. To cluster
it, we compare the similarity between xj and the actual formed clusters, i.e., Ωjh(c). At the
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end, xj is assigned to that cluster presenting maximum similarity value regarding node j.
The steps for heuristic search are detailed in Algorithm 1.
Algorithm 1 Heuristic Search for Clustering with prior knowledge and pre-clustering stage
1: Input: C, Ω, Q, ǫ
2: Set Pǫ in accordance to ǫ% of N
3: M = 0N×C being 0N×C an all-zeros matrix of size N × C.
4: mQcc = 1; ∀ c = 1, . . . , C
5: Q = [Q1, . . . , QC ]
6: for i = 1 to Pǫ do
7: for h = 1 to C do
8: i = max argΩiQh
9: mih = 1; ΩiQh = 0
10: ΩQhi = 0
11: Q = [Q, i]
12: end for
13: end for
14: while ‖M‖L1 < N do
15: i, j = max argΩij
16: while j 6∈ Q do
17: if
C∑
c=1
mic = 0 then
18: ℓ = arg{Q == j}
19: mj = mℓ; Ωij = 0
20: Q = [Q, j]
21: end if
22: end while
23: end while
24: Output: M
4.5. Experimental set-up
To test the performance of the proposed heuristic search NCChs for clustering data while
taking advantage of user prior information, experiments are carried out over synthetic and
real world data.
4.5.1. Considered data sets
To assess the performance of our method, we employ some real data sets drawn from UCI
repository [58], namely: Iris, Biomed, Heart, Glass, shown in upper row of Figure 4-6; as well
as some of the synthetic data sets described in [27] (Bulls eye 3 circles, Four Gaussians and
Happy face), shown in bottom row of Figure 4-6. All data sets encode complex structures
and are commonly used to test the capability of clustering algorithms. Moreover, real-world
images are used to evaluate the performance of the proposed method at image segmentation
tasks by taking advantage of user prior knowledge. In this sense, 30 images are randomly
selected from the free Access Berkeley Segmentation Data set [59]. It is important noting that
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the data set also provides hand-labeled segmentations, enabling to assess the segmentation
performance. Some of the selected images are shown in Figure 4-7, where it can be seen
that selected images has different complex structures and number of groups. Furthermore,
due to limitations in memory usage, images are resized at 15%. Then, resized images are
characterized by RGB color space features and the 2D position of each pixel, therefore, each
image is represented as X ∈ RN×5.
(a) Iris data set (b) Biomed data set (c) Heart data set (d) Glass data set
(e) Bulls eye 3 circles (f) Four Gaussians (g) Happy face
Figure 4-6.: Considered real and toy data
(a) 118035 (b) 35010 (c) 135069 (d) 161062 (e) 12003
Figure 4-7.: Some of the employed images
4.5.2. Clustering validity measurements and initial parameters
Initial parameters
A local scaling parameter is introduced in [27] to identify a suitable similarity matrix Ω by
scaling a kernel function. Kernel band-width σ of Equation (4-2) is computed as,
σ2 = σiσj (4-24)
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where σi = ||xi−xh||22, being xh the h-th neighbor of xi according to the Euclidean distance.
As a drawback, it requires to fix a free parameter that is not always a straightforward task.
We set h empirically to be 9.
Since ground truth are known for synthetic and real data, the number of groups C is
known and the initial seed nodes are randomly selected from true labels, one for each class.
Moreover, in the image segmentation task, C seed nodes are visually selected by a user for
every image. The proposed method is compared with kernel k-means (KKM) [26], min cuts
(Min-cuts) [37] and multiclass spectral clustering (MCSC) [46]. To adequately compare the
methods, NCChs, KKM and Min-cuts methods are initialized with the same seed nodes.
Adjusted Rand Index
In order to quantify the clustering performance, the Adjusted Rand Index (ARI) is used,
which measures the agreement between the labels returned by the clustering method and
the ground truth [60], by ignoring permutations and with chance normalization; then sim-
ilar labels have a positive ARI value in such a way it becomes 1 when the match score is
perfect, 0 when occurring an expected agreement due to chance, and negative values when
the agreement is less than that expected from chance alone.
Normalized Probabilistic Rand
Berkeley Segmentation Data set [59] has human segmentation for all images. Therefore,
an index, called Normalized Probabilistic Rand - NPR ∈ [0, 1], is computed to quantify
the image segmentation performance, since it allows to compare a test segmentation with
multiple hand-labeled ground-truth images [61]. NPR can be seen as a function φ (S,H) ,
which compares a test segmentation S with a multiple hand-labeled ground truth images
H , through soft nonuniform weighting of pixel pairs as function of the variability in the
ground-truth set [61].
4.6. Results and Discussion
4.6.1. Results over real and toy data
Regarding synthetic and real world data, we propose to compare the performance of our
NCChs method when given initial seed nodes are provided by an expert user and when those
seed nodes are given in a random way. Then we propose to use the ground truth to initialize
the C seed nodes for every data set correctly, i.e. one per different class. Also, we propose
to initialize those C seed nodes in a random way. Table 4-1 shows the performance when
seed nodes are selected from ground truth. Results are the mean and standard deviation for
10 iterations. It can be seen that the proposed method achieves comparable results for data
with low class overlapping as Figures 4.6(e) to 4.6(g), instead for data with high overlapping
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the results are lower for our proposed method, given the high similarities among data of
different clusters.
Data Set KKM Min cuts MCSC NCChs
bullseye 1.000 - 0.000 1.000 - 0.000 1.000 - 0.000 1.000 - 0.000
fourgaussians 1.000 - 0.000 1.000 - 0.000 1.000 - 0.000 0.908 - 0.091
happyface 0.017 - 0.013 1.000 - 0.000 1.000 - 0.000 1.000 - 0.000
iris 0.782 - 0.031 0.782 - 0.031 0.789 - 0.042 0.787 - 0.133
biomed 0.306 - 0.216 0.269 - 0.000 0.505 - 0.013 0.090 - 0.138
heart 0.021 - 0.000 0.026 - 0.000 0.027 - 0.007 0.004 - 0.006
glass 0.251 - 0.016 0.175 - 0.043 0.241 - 0.008 0.192 - 0.092
Table 4-1.: ARI results for real data
Moreover, Table 4-2 summarizes the performance when seed nodes are randomly given
to the method, again, results are the mean and standard deviation for 10 iterations. As
expected, results are lower in comparison with that ones achieved with prior knowledge.
Data Set KKM Min cuts MCSC NCChs
bullseye 0.744 - 0.270 0.845 - 0.251 1.000 - 0.000 0.495 - 0.321
fourgaussians 0.862 - 0.178 0.862 - 0.178 1.000 - 0.000 0.550 - 0.210
happyface 0.052 - 0.049 0.839 - 0.260 1.000 - 0.000 0.543 - 0.212
iris 0.802 - 0.030 0.794 - 0.031 0.795 - 0.039 0.630 - 0.184
biomed 0.359 - 0.195 0.269 - 0.000 0.506 - 0.010 0.071 - 0.123
heart 0.021 - 0.000 0.026 - 0.000 0.028 - 0.009 0.005 - 0.010
glass 0.254 - 0.012 0.179 - 0.042 0.244 - 0.008 0.198 - 0.073
Table 4-2.: ARI results for real data with random seed initialization
4.6.2. Results over image databases
Regarding image segmentation task, as in the synthetic and real world data sets experiments,
a first experiment is carried out with seed nodes given by an expert user and a second ex-
periment where seed nodes are randomly selected, both experiments are performed 10 times
in order to assess stability of the methods. Clustering performance of the 30 selected im-
ages and seed nodes given by a user is summarized in Table 4-3, where NCChs outperforms
in most cases the comparison methods. In Figure 6-5 are depicted some especial cases as
image 118035 shown in Figure 4.7(a), which NPR measure for the proposed method is mod-
erately higher than the one achieved by the comparison methods as shown in Figures 4.8(a)
to 4.8(d), another images with similar results are 113044, 140075, 144067, 181091, 198023,
306005, 56028 and 67079. Figures 4.8(i) to 4.8(l) and Figures 4.8(m) to 4.8(p) are examples
of cases where NPR measure of our proposed method outperforms the values of the NPR
measure obtained by the comparison methods being able to detect details and segment the
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image in a correct manner, images with similar results are 108073, 210088, 295087, 3096,
317080, 42049 and 66075. Some results are lower but comparable for our method as shown
in Figures 4.8(q) to 4.8(t) where our method is not able to discriminate among objects in the
image, images with similar behaviors are 124084, 24004, 296059, 376043, 388016, 46076,
66053 and 97033. Finally, for a few images our method result is significantly lower as the
one achieved by comparison methods, in Figures 4.8(e) to 4.8(h) is shown an example of
that behavior, also in images 353013 and 41004. In terms of stability our proposed and
comparison methods behaves similarly, in some images is high but it can be explained by
the intrinsic variability of the user input.
Image ID KKM Min cuts MCSC NCChs
108073 0.509 - 0.039 0.530 - 0.058 0.507 - 0.038 0.621 - 0.044
113044 0.551 - 0.011 0.553 - 0.014 0.568 - 0.030 0.575 - 0.020
118035 0.791 - 0.050 0.767 - 0.035 0.774 - 0.034 0.841 - 0.016
12003 0.649 - 0.115 0.665 - 0.085 0.674 - 0.084 0.623 - 0.121
124084 0.565 - 0.034 0.566 - 0.023 0.615 - 0.035 0.588 - 0.021
135069 0.520 - 0.027 0.520 - 0.023 0.516 - 0.020 0.977 - 0.005
140075 0.676 - 0.041 0.600 - 0.113 0.690 - 0.005 0.723 - 0.024
144067 0.696 - 0.006 0.681 - 0.033 0.747 - 0.017 0.758 - 0.044
161062 0.662 - 0.016 0.655 - 0.045 0.669 - 0.042 0.844 - 0.012
181091 0.768 - 0.020 0.760 - 0.017 0.772 - 0.017 0.801 - 0.022
198023 0.845 - 0.056 0.844 - 0.050 0.844 - 0.018 0.873 - 0.021
210088 0.454 - 0.039 0.430 - 0.021 0.432 - 0.031 0.544 - 0.057
24004 0.676 - 0.019 0.663 - 0.022 0.706 - 0.012 0.695 - 0.093
295087 0.672 - 0.055 0.689 - 0.073 0.685 - 0.022 0.762 - 0.061
296059 0.585 - 0.106 0.580 - 0.098 0.673 - 0.108 0.663 - 0.047
306005 0.615 - 0.026 0.635 - 0.039 0.681 - 0.033 0.711 - 0.071
3096 0.548 - 0.000 0.588 - 0.000 0.589 - 0.027 0.901 - 0.002
317080 0.556 - 0.055 0.577 - 0.062 0.579 - 0.039 0.712 - 0.039
35010 0.717 - 0.050 0.703 - 0.050 0.759 - 0.029 0.669 - 0.069
353013 0.745 - 0.064 0.700 - 0.061 0.767 - 0.078 0.729 - 0.057
376043 0.678 - 0.021 0.687 - 0.024 0.684 - 0.034 0.645 - 0.064
388016 0.681 - 0.020 0.688 - 0.018 0.712 - 0.017 0.642 - 0.036
41004 0.803 - 0.035 0.888 - 0.061 0.887 - 0.040 0.799 - 0.051
42049 0.587 - 0.035 0.597 - 0.031 0.640 - 0.033 0.735 - 0.059
46076 0.798 - 0.016 0.788 - 0.043 0.799 - 0.004 0.761 - 0.037
56028 0.581 - 0.019 0.581 - 0.011 0.586 - 0.010 0.610 - 0.014
66053 0.702 - 0.011 0.701 - 0.012 0.700 - 0.016 0.681 - 0.043
66075 0.540 - 0.042 0.491 - 0.000 0.494 - 0.009 0.797 - 0.107
67079 0.617 - 0.015 0.614 - 0.014 0.639 - 0.011 0.682 - 0.056
97033 0.827 - 0.029 0.779 - 0.036 0.758 - 0.018 0.804 - 0.072
Total 0.654 - 0.103 0.651 - 0.104 0.672 - 0.1060 0.726 - 0.102
Table 4-3.: NPR image segmentation results for user given initialization
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KKM Min cuts MCSC NCChs
(a) NPR = 0.791 − 0.050 (b) NPR = 0.767− 0.035 (c) NPR = 0.774− 0.034 (d) NPR = 0.841− 0.016
(e) NPR = 0.717 − 0.050 (f) NPR = 0.703 − 0.050 (g) NPR = 0.759− 0.029 (h) NPR = 0.669− 0.069
(i) NPR = 0.520 − 0.027 (j) NPR = 0.520− 0.023 (k) NPR = 0.516− 0.020 (l) NPR = 0.977− 0.005
(m) NPR = 0.662 − 0.016 (n) NPR = 0.655 − 0.045 (o) NPR = 0.669− 0.042 (p) NPR = 0.844− 0.012
(q) NPR = 0.649− 0.115 (r) NPR = 0.665− 0.085 (s) NPR = 0.674 − 0.084 (t) NPR = 0.623− 0.121
Figure 4-8.: NPR average performance for image segmentation task
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4 Enhancing Unsupervised Learning Methods by Prior user Knowledge: A Spectral
Clustering Approach
Moreover, NPR results shown in Table 4-4 make clear how a random seed node initializa-
tion is not enough to attain a suitable segmentation performance. It is worth to note that the
MCSC method performs similarly for both prior knowledge given by a user and for random
initialization, due to MCSC method do not require seed nodes. In general terms, proposed
method achieves outstanding results for synthetic data sets and real-world clustering tasks.
For highly overlapped data sets, the proposed approach is sensitive to its initialization and
the graph representation G (V ,E), leading to wrong assignments if initial points are given
in a close border between classes. At image segmentation task, it is shown how the prior
knowledge is of importance to a correct clustering performance. Low results can be explained
because of initial points given in areas shared by different clusters. Also, free parameters of
the used kernel could not be the most appropriate in some cases given that the h neighbor
could lead to biased similarities among data points in low density areas. Besides, h is em-
pirically estimated. Therefore, there is an open issue related to how the graph must be built
and its parameters correctly tuned.
4.7. Conclusions
A clustering technique based on normalized cuts criterion that allows to incorporate user
prior knowledge about the input data was presented. In this sense, we proposed a heuristic
search which takes advantage of prior knowledge available about the data by means of a
spectral clustering-based approach. Besides of the prior knowledge use, in order to enhance
the criterion optimization our method performs a pre-clustering stage and a heuristic search.
The proposed approach was tested on synthetic data and real-world data for clustering and
image segmentation tasks. We use the Adjusted Rand Index - ARI to quantify cluster-
ing performance and Normalized Probabilistic Rand - NPR to evaluate image segmentation
performance. Our proposed technique NCChs is compared to some of the state of the art
methods, namely kernel k-means (KKM), minimum cuts (Min cuts) and multiclass spec-
tral clustering (MCSC). Given a high overlapping of data belonging to different clusters in
the synthetic data experiments results for NCChs are lower than the ones achieved by the
comparison methods due to its high overlapping. Moreover, in image segmentation task the
proposed method achieved results outperforms comparison methods in terms of NPR mea-
sure. For some cases results are lower, leading to the need of improve graph representation,
i.e., a correct construction of its similarity matrix by choosing a generalizing kernel and fixing
in an optimal manner its free parameters, which remains as an open issue. Such graph build-
ing improvement should enhance unsupervised learning tasks, specifically spectral clustering
performance.
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Image ID KKM Min cuts MCSC NCChs
108073 0.489 - 0.035 0.492 - 0.050 0.491 - 0.030 0.538 - 0.057
113044 0.551 - 0.011 0.553 - 0.014 0.568 - 0.030 0.565 - 0.029
118035 0.790 - 0.042 0.776 - 0.043 0.771 - 0.037 0.733 - 0.066
12003 0.649 - 0.104 0.659 - 0.082 0.671 - 0.082 0.642 - 0.079
124084 0.555 - 0.048 0.562 - 0.055 0.622 - 0.043 0.574 - 0.040
135069 0.520 - 0.027 0.502 - 0.046 0.514 - 0.020 0.612 - 0.147
140075 0.680 - 0.049 0.634 - 0.131 0.687 - 0.014 0.691 - 0.039
144067 0.682 - 0.035 0.697 - 0.051 0.742 - 0.021 0.733 - 0.056
161062 0.643 - 0.037 0.650 - 0.049 0.673 - 0.036 0.670 - 0.092
181091 0.758 - 0.029 0.757 - 0.018 0.777 - 0.015 0.761 - 0.044
198023 0.846 - 0.019 0.842 - 0.020 0.836 - 0.012 0.788 - 0.046
210088 0.462 - 0.043 0.430 - 0.021 0.433 - 0.028 0.481 - 0.055
24004 0.669 - 0.020 0.671 - 0.027 0.709 - 0.013 0.679 - 0.059
295087 0.650 - 0.075 0.641 - 0.069 0.677 - 0.050 0.700 - 0.066
296059 0.568 - 0.101 0.567 - 0.099 0.720 - 0.096 0.642 - 0.087
306005 0.615 - 0.026 0.629 - 0.040 0.669 - 0.032 0.713 - 0.036
3096 0.548 - 0.000 0.588 - 0.000 0.574 - 0.019 0.641 - 0.100
317080 0.552 - 0.055 0.548 - 0.042 0.595 - 0.036 0.666 - 0.071
35010 0.715 - 0.033 0.719 - 0.045 0.765 - 0.033 0.673 - 0.066
353013 0.755 - 0.066 0.740 - 0.056 0.798 - 0.031 0.649 - 0.069
376043 0.684 - 0.033 0.693 - 0.034 0.685 - 0.034 0.618 - 0.044
388016 0.701 - 0.021 0.691 - 0.019 0.711 - 0.022 0.641 - 0.047
41004 0.833 - 0.058 0.879 - 0.060 0.881 - 0.051 0.711 - 0.102
42049 0.587 - 0.035 0.597 - 0.031 0.630 - 0.036 0.627 - 0.137
46076 0.795 - 0.026 0.763 - 0.046 0.796 - 0.004 0.740 - 0.037
56028 0.577 - 0.014 0.577 - 0.015 0.585 - 0.013 0.589 - 0.040
66053 0.680 - 0.042 0.695 - 0.033 0.704 - 0.012 0.637 - 0.051
66075 0.540 - 0.042 0.491 - 0.000 0.491 - 0.000 0.640 - 0.158
67079 0.617 - 0.015 0.614 - 0.014 0.639 - 0.011 0.627 - 0.103
97033 0.734 - 0.050 0.737 - 0.047 0.758 - 0.018 0.663 - 0.112
Total 0.648 - 0.102 0.646 - 0.106 0.672 - 0.108 0.655 - 0.067
Table 4-4.: NPR image segmentation results for random initialization
5. Unsupervised Learning as a General
Principle of Relevance Framework
How to identify patterns on data is an open issue in the machine learning field. Correct
identification of underlying structures in data could improve the performance of unsupervised
learning techniques. Approaches like [27] attempts to uncover the hidden structure of data,
but sometimes these approaches are not generalizing, leading to empirical tuning. Therefore,
it is important to build a general scheme able to highlight the relevant input data patterns.
In [7], is presented a novel framework for unsupervised learning which unify the branches
of unsupervised learning, namely, clustering, principal curves and vector quantization, by
means of the compensation of an information preservation term and a redundancy reduction
term.
In this sense, based on [7], we propose a general principle of relevance framework, our
goal is to give some freedom in the terms to use and how they are compensated, in order to
support further unsupervised learning tasks, i.e., clustering, principal curves, dimensionality
reduction, among others.
5.1. Principle of relevance: General Scheme
From an unsupervised analysis it is proposed a principle of relevance dependent of two terms
which allows to reveal the underlying data structure in a correct manner. New data set is
noted as Y ∈ Rn×p with row vectors yi ∈ Rp for i = 1, 2, . . . , n where n ≤ N which can be
seen as the subset of the relevant data of X, i.e., Y ⊆X. The general form of the proposed
principle of relevance is expressed as follows:
{δ∗,Y ∗} = argmin
δ,Y
F (X,Y ) + δG(X,Y ) (5-1)
where the terms F : X × X −→ R and G : X × X −→ R are two different functions that
attempts to quantify the underlying structure based on two different mapping functions ξ
and γ, defined as:
ξ : X × X −→ R
γ : X × X −→ R
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and δ ∈ R+ is a regularization parameter, which determines the strength of every term in
Equation (5-1). Moreover, δ∗ and Y ∗ are the optimal values computed by the cost function
of the Equation (5-1).
The main goal is to compute a trade-off between F and G in Equation (5-1) which allows
to reveal data structure enhancing data analysis studies.
5.2. Principle of relevance based on similarity and
dissimilarity functions
5.2.1. k-means
In this case δ = 0, which can be seen as a method that only considers a single mapping
function. So, let X be the input data matrix, the well known k-means clustering algo-
rithm [20], aims to partition X into C disjoint sets. Let Υ = {s1, s2, . . . , sC} be the set of
cluster centers with sc ∈ Rp, k-means attempts to minimize the sum of squared distances
or distortion from each sample xi to its nearest cluster center, such distance is usually the
Euclidean distance. k-means criterion is expressed as:
Υ∗ = argmin
Υ
C∑
c=1
N∑
i=1
∥∥∥x(c)i − sc∥∥∥2 (5-2)
According to Equation (5-1), the set of cluster centers Υ∗ can be seen as the underlying
data structure Y and the sum of the squared Euclidean distances as the mapping function
F (X,Y ) to be minimized.
5.2.2. Kernel k-means
If data to be grouped has complex shapes or are non-linearly separable, linear techniques as
k-means tend to fail. Kernel k-means emerged as a solution, by mapping the data points
xi into a higher dimensional (and possibly infinite-dimensional) Hilbert space H. Kernel
k-means criterion is defined as:
Υ∗ = argmin
Υ
C∑
c=1
N∑
i=1
∥∥∥ϕ(x(c)i )− ϕ (sc)∥∥∥2 (5-3)
where ϕ (sc) are the C cluster centers in H. Once again, set Υ∗ of cluster centers can be
related to the underlying data structure Y and the criteria in Equation (5-3) as the mapping
function F (X,Y ).
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5.2.3. Spectral Clustering: Graph cut point of view
Recall graph representation from section Section § 4.2, where X is represented as G (V ,Ω),
such graph can be constructed by a trade-off of a similarity/dissimilarity mapping function
which highlights global properties of data and a similarity/dissimilarity mapping function
that highlights the local properties, that process can be seen as a function giving weight to
all edges, i.e., creating a dense similarity matrix Ω, while the other function will disconnect
some edges accordingly to some criteria, thus performing the graph partition. Restrictions at
the moment of performing the cuts are widely described in Section § 4.2, in Equations (4-6)
to (4-8).
Normalized cuts is the most used spectral clustering approach given that is able to find
dense groups and is not sensitive to outliers, in [35] an algorithm was proposed, often called
the Ng-Jordan-Weiss’s algorithm explained in Algorithm 2.
Algorithm 2 – Ng-Jordan-Weiss’s algorithm
Require: X ∈ RN×p: input data. C: number of clusters.
1: Form the affinity matrix Ω defined in Equation (4-2).
2: Compute the degree matrix D defined as D = Diag(Ω1N), where Diag(·) de-
notes a diagonal matrix formed by its argument vector, and construct the matrix
L =D−1/2ΩD−1/2.
3: Find z1, z2, . . . , zC , the C largest eigenvectors of L, and form the matrix Z =
[z1, z2, . . . , zC ] ∈ Rn×C by stacking the eigenvectors in columns.
4: Form the matrix W from Z by normalizing each of Z’s rows to have unit length(
i.e. wij = zij/
(∑
j x
2
ij
)1/2)
5: Treating each row of W as a point in RC , cluster them into C clusters via k-means.
6: Finally, assign the original point xi to cluster c if and only if row i of the matrixW was
assigned to cluster c.
5.3. Principle of relevance: An Information approach
As an alternative, information theory can be used as a tool to quantify the relations among
samples by revealing relevant patterns and structure in input data. In this sense, given that
a good strategy to learn is to find structure on data, non-parametric estimators for Renyi’s
entropy and cross entropy are suitable to highlight the main data structures on data [7].
Since the structure can be seen as a compact representation of data it is correct to think
of it as a subset of the original data set, then the entropy of the structure is less than the
entropy of the data set. Besides, minimizing the entropy reduces the redundancy which is
ideal if the task to achieve is to find structure, but it is not enough with minimizing the
entropy, since this would lead to a trivial solution where all data points would be directed to
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a single point. This is useless since it is not structure. Therefore, it is introduced a distortion
measure which allows to measure the connection between data and the structure to be found,
avoiding the data to be directed to a single point by adding relevance. Then we have an
expression with two terms as Equation (5-1), named Principle of relevance information –
PRI, the first term seeks to reduce redundancy and the second one to preserve information
as presented in [7], where the goal is to find the underlying data structure Y . Let f(x) be
the probability density function (pdf) of Y , which captures the structure of an original data
set X with pdf g(x), thus in Equation (5-1), the mapping function ξ is set as the Renyi’s
entropy (H(Y )) and the mapping function γ as the Cauchy Schwartz divergence measure
(Dcs(pY ‖pX)) between the probability densities of Y and X . Then, the expression is:
Y ∗ = argmin
Y
H (Y ) + δDcs (pY ‖pX) (5-4)
Renyi’s entropy H (Y ) is defined as:
H (Y ) = − log
(∫
f 2(x)dx
)
(5-5)
and the Cauchy Schwartz divergence Dcs (pY ‖pX) as:
Dcs (pY ‖pX) = − log

 ∫ f(x)g(x)dx√(∫
f 2(x)dx
) (∫
g2(x)dx
)

 (5-6)
which could be expressed as:
Dcs (pY ‖pX) = − log
( (∫
f(x)g(x)dx
)2(∫
f 2(x)dx
) (∫
g2(x)dx
)
)
and
Dcs (pY ‖pX) = −2 log
(∫
f(x)g(x)dx
)
+ log
(∫
f 2(x)dx
)
+ log
(∫
g2(x)dx
)
(5-7)
where
[− log (∫ f(x)g(x)dx)] can be considered as the Renyi’s cross entropy, noted as
H (Y ;X). Finally, the Cauchy Schwartz divergence can be expressed as:
Dcs (pY ‖pX) = 2H (Y ;X)−H (Y )−H (X)
The cost function given by the Equation (5-4) can be expressed as follows:
Y ∗ = argmin
Y
H (Y ) + δ [2H (Y ;X)−H (Y )−H (X)]
Y ∗ = argmin
Y
(1− δ)H (Y ) + 2δH (Y ;X) (5-8)
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where the term H (X) has been dropped since it is constant with respect to Y .
Since both f(x) and g(x) are unknown pdf’s, it becomes necessary to estimate them from
data. Non-parametric estimators as Parzen density estimators [62] provide a useful tool to
estimate the pdf of a given data by overlapping kernel functions placed at each data point,
thus the probability density estimate is given by:
pY =
1
n
n∑
i=1
Gσ(y − yi) (5-9)
where Gσ is the Gaussian kernel defined in Equation (4-2).
Using Equation (5-9) as the estimate of f(x) a non-parametric estimator of the Renyi’s
entropy H(Y ) is obtained as:
H (Y ) = − log
(
1
n2
n∑
i=1
n∑
j=1
∫
Gσ(y − yi)Gσ(y − yj)dx
)
= − log
(
1
n2
n∑
i=1
n∑
j=1
Gσ(yi − yj)
)
(5-10)
Similarly, Renyi’s cross entropy can be expressed as:
H (X;S) = − log
(
1
nN
n∑
i=1
N∑
j=1
∫
Gσ(u− yi)Gσ(u− xj)du
)
= − log
(
1
nN
n∑
i=1
N∑
j=1
Gσ(yi − xj)
)
(5-11)
A general fixed point update rule can be found from the formulation, leading to the
Algorithm 3.
Due to PRI function in Equation (5-4) can be useful to find the structure of given data
set by properly fixing the entropy in Equation (5-10), the Cauchy Schwartz in Equation (5-
11) and the δ parameter in Equation (5-4). In this sense, there are four special cases for
the parameter δ, leading to the solution of different unsupervised learning tasks: clustering,
vector quantization and principal curves, which allows the method to be useful in several
applications.
5.3.1. Modes
Finding modes of a pdf which can be performed by using the non-parametric Parzen density
estimators in Equation (5-9) and is related to the clustering task given that PRI expression
could lead to a mode finding algorithm. In the concrete case when δ = 0 the cost function
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Algorithm 3 – Principle of relevance information algorithm –PRI
Require: X ∈ RN×p: input data.
1: Initialize Y (0) =X.
2: Compute the information potential of Y (τ) with τ ∈ N as,
V (Y (τ)) =
1
n2
n∑
i=1
n∑
j=1
Gσ(y
(τ)
i − y(τ)j )
3: Compute the cross information potential between Y and X as,
V (Y (τ);X) =
1
nN
n∑
i=1
N∑
j=1
Gσ(y
(τ)
i − xj)
4: Update the elements of Y with the following fixed point rule:
y
(τ+1)
i =d
(1− δ)
δ
∑n
j=1Gσ(y
(τ)
i − y(τ)j )y(τ)j∑N
j=1Gσ(y
(τ)
i − xj)
+
∑n
j=1Gσ(y
(τ)
i − x(τ)j )x(τ)j∑N
j=1Gσ(y
(τ)
i − xj)
− d(1− δ)
δ
∑n
j=1Gσ(y
(τ)
i − y(τ)j )∑N
j=1Gσ(y
(τ)
i − xj)
y
(τ)
i
where d =
V (Y (τ),X)
V (Y (τ))
N
n
.
5: Iterate steps 2 through 4 until convergence.
in Equation (5-8) directly minimizes the Renyi’s entropy of Y . Given that the information
preservation term is removed, all samples converge at one point, therefore, leading to a trivial
solution, that is:
Y ∗ = argmin
Y
H (Y )
Since log is a monotonous function, its minimization is equivalent to maximize its argu-
ment, in this case:
Y ∗ = argmin
Y
[
− log
(
1
n2
n∑
i=1
n∑
j=1
Gσ(yi − yj)
)]
Y ∗ = argmax
Y
(
1
n2
n∑
i=1
n∑
j=1
Gσ(yi − yj)
)
Y ∗ = argmax
Y
V (Y )
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where V (Y ) stands for the information potential of Y . Differentiating this expression with
respect to yi and equating to zero we obtain the following fixed point update rule:
∂
∂yi
V (Y ) = 0
2
n2
n∑
j=1
Gσ(yi − yj)
{
yj − yi
σ2
}
= 0
n∑
j=1
Gσ(yi − yj)yi =
n∑
j=1
Gσ(yi − yj)yj
yi =
∑n
j=1Gσ(yi − yj)yj∑n
j=1Gσ(yi − yj)
since this fixed point update rule is performed continuously, we can write the iteration τ as:
y
(τ+1)
i =
∑n
j=1Gσ(y
(τ)
i − y(τ)j )y(τ)j∑n
j=1Gσ(y
(τ)
i − y(τ)j )
(5-12)
It is worth to note that Equation (5-12) is the same expression introduced in [29], which
is known as a Gaussian Blurring Mean Shift (GBMS) algorithm. This process start with
the initialization Y (0) = X and, at every iteration Y is being successively blurred by the
modification of itself. Because this approach leads to all data samples converging to a single
point, a stopping criteria is required, making this process unstable.
In a second case when δ = 1 in Equation (5-8), the cost function minimizes Renyi’s cross
entropy between Y and X. Using the monotonous property of the log, the cost function
can be rewritten as:
Y ∗ = argmin
Y
H (Y ;X)
Y ∗ = argmin
Y
[
− log
(
1
nN
n∑
i=1
N∑
j=1
Gσ(yi − xj)
)]
Y ∗ = argmax
Y
(
1
nN
n∑
i=1
N∑
j=1
Gσ(yi − xj)
)
Y ∗ = argmax
Y
V (Y ;X)
where V (Y ;X) stands for the cross information potential between Y and X. By differen-
tiating V (Y ;X) with respect to yi and equating to zero we obtain the following fixed point
update rule:
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∂
∂yi
V (Y ;X) = 0
2
n2
n∑
j=1
Gσ(yi − xj)
{
xj − yi
σ2
}
= 0
n∑
j=1
Gσ(yi − xj)yi =
n∑
j=1
Gσ(yi − xj)xj
yi =
n∑
j=1
Gσ(yi − xj)xj
n∑
j=1
Gσ(yi − xj)
y
(τ+1)
i =
n∑
j=1
Gσ(y
(τ)
i − xj)xj
n∑
j=1
Gσ(y
(τ)
i − xj)
(5-13)
Note that update rule in Equation (5-13) is known as the Gaussian Mean Shift (GMS)
algorithm [28]. This algorithm has a mode find ability on data, which is an stable approach
and it can be seen as a clustering technique with an advantage of being able to estimate the
number of groups C by properly fixing the kernel free parameters.
To make clear the capability of PRI for finding modes points over complex data structures,
let consider the synthetic data set presented in Figure 4.6(f). After applying the PRI-based
modes method in Algorithm 3 and setting δ = 1, it is possible to note in Figure 5-1 the
process of PRI. Particularly, in Figure 5.1(a) is shown how Y (red dots) is initialized as the
whole data set X (blue dots). Moreover, in order to minimize Renyi’s cross entropy between
Y and X, data samples moves towards to the modes in the corresponding pdf as shown
in Figures 5.1(b) to 5.1(d). Finally, in Figure 5.1(e) PRI converges and the final result is
obtained as shown in Figure 5.1(f).
5.3.2. Vector quantization
Now, as a tool to extract relevant points from input data, PRI scheme in Equation (5-8) can
be tuned as a vector quantization method. So, by fixing δ →∞ in Equation (5-8) a general
fixed point update rule is presented:
y
(τ+1)
i =d
(1− δ)
δ
∑n
j=1Gσ(y
(τ)
i − y(τ)j )y(τ)j∑N
j=1Gσ(y
(τ)
i − xj)
+
∑n
j=1Gσ(y
(τ)
i − x(τ)j )x(τ)j∑N
j=1Gσ(y
(τ)
i − xj)
− d(1− δ)
δ
∑n
j=1Gσ(y
(τ)
i − y(τ)j )∑N
j=1Gσ(y
(τ)
i − xj)
y
(τ)
i (5-14)
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(a) Iteration 1 (b) Iteration 2 (c) Iteration 3
(d) Iteration 10 (e) Final result (f) Clustering
Figure 5-1.: PRI results for δ = 1.
In the asymptotic case δ →∞ the fixed point update rule minimize the Cauchy-Schwartz
divergence measure Dcs (pY ‖pX). Since Y (0) = X we get back data itself as the solution
given that all the information is preserved and there is no redundancy reduction.
Consequently, in order to use this approach as a vector quantization technique, the size
of the output data Y is set to v << n. Therefore, the algorithm is able to find the v
values which captures the maximum information about the data. This approach could be
useful in data and image compression. To make clear the vector quantization capability
of PRI some experiments are carried out with synthetic data presented in Figures 4.6(f)
and 4.6(g) and a new synthetic dataset named Bull’s eye 2 circles (Figures 5.2(e) and 5.2(f)).
Results are shown in Figure 5-2, where it can be appreciated how Y (red dots) are the most
representative points of the whole data set X.
5.3.3. Principal curves
The idea of principal curves is to find the intrinsic lower dimensional manifold from which the
data originated [7]. Now, for the case 1 < δ < 3 in Equation (5-8) the principle of relevance
gives as a solution the principal curves of data, if δ is increased, then the divergence term
will give more information that the one given by the mere modes. Actually, it returns a
curve passing through the data modes. This approach could be useful in manifold learning
techniques and denoising tasks.
In order to show how PRI expression for 1 < δ < 3 finds the principal curve of a given
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(a) 16 vectors (b) 32 vectors (c) 16 vectors
(d) 32 vectors (e) 16 vectors (f) 32 vectors
Figure 5-2.: PRI results for δ →∞.
data, synthetic data sets introduced in Figure 4-6 are used. Results are shown in Figure 5-3,
where Y (red dots) represents a smooth curve passing trough the modes of the original data
X.
(a) (b) (c)
Figure 5-3.: PRI results for 1 < δ < 3.
5.4. Experimental set-up
In order to test the capability of the studied methods to identify structures some synthetic
and real-world data are used (see Section § 4.5). Experiments are intended to show how the
k-means, kernel k-means, spectral clustering and PRI mode finding ability performs over
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synthetic and real data for clustering and image segmentation tasks.
5.5. Results and Discussion
When data are non-linearly separable k-means clustering technique yields to wrong clusters
as depicted in Figure 5-4, where the three synthetic data sets used are clearly non-linearly
separable and achieved results can be visually inspected as incorrect.
(a) (b) (c)
Figure 5-4.: k-means clustering results for non-linearly separable data.
Moreover, due to the k-means random initialization, it could lead to local optima as shown
in Figure 5-5, where Figure 5.5(a) shows a correct clustering result, whereas Figure 5.5(b)
and Figure 5.5(b) shows wrong solutions of the clustering technique. Experiments demon-
strate how k-means technique is sensitive because of its random initialization.
(a) (b) (c)
Figure 5-5.: Effect of random initialization for k-means clustering technique.
Both kernel k-means and spectral clustering achieves outstanding results for non-linearly
separable data, however, they depend on the free parameters of the kernel function, namely
the kernel band-width σ. Therefore, clustering results varies with changes in those param-
eters as depicted in Figures 5-6 and 5-7, for a low value of sigma, e.g. σ = 0.01, similarity
among samples stored in the kernel matrix Ω is low given that each sample is similar to itself
and its nearest neighbors and hence kernel matrix is not useful to the techniques as show in
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Figures 5.6(a), 5.6(d), 5.6(g), 5.7(a), 5.7(d) and 5.7(g). For suitable values of σ parameter
leads to correct clustering performances as shown in Figures 5.6(b), 5.6(e), 5.6(h), 5.7(b),
5.7(e) and 5.7(h), conversely, if σ is high, kernel function will compute all samples as similar
to each other, leading to wrong clustering results as shown in Figures 5.6(c), 5.6(f), 5.6(i),
5.7(c), 5.7(f) and 5.7(i).
(a) σ = 0.01 (b) σ = 0.25 (c) σ = 0.6
(d) σ = 0.01 (e) σ = 0.25 (f) σ = 0.6
(g) σ = 0.01 (h) σ = 0.25 (i) σ = 0.6
Figure 5-6.: Effect of σ value for kernel k-means clustering technique.
Finally, given that PRI approach is dependent on a pdf estimator, it can be shown how
the selected of kernel band-width leads to different responses in the unsupervised learning
tasks. In Figure 5-8 is shown how vector quantization and principal curves performance
is affected when σ is not correctly fixed. On one hand, when σ = 0.35 (column 1) vector
quantization with 32 vectors and principal curves visually achieves a suitable solution. On
the other hand, when σ = 0.9 all data points are computed as similar to each other, leading
to wrong solutions for vector quantization and principal curves (column 2). Moreover, for
the PRI approach when δ = 1, i.e. mode find ability, from Figure 5-9 can be seen how
the technique responses to the selection of the kernel band-width σ. When σ is low (see
Figures 5.9(a), 5.9(d) and 5.9(g)), due to the ability of the method to find automatically
the number of clusters, the method will find a lot of different clusters because of the low
similarity of further samples. On the other hand, that drawback is reduced if σ is correctly
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(a) σ = 0.01 (b) σ = 0.25 (c) σ = 0.6
(d) σ = 0.01 (e) σ = 0.25 (f) σ = 0.6
(g) σ = 0.01 (h) σ = 0.25 (i) σ = 0.6
Figure 5-7.: Effect of σ value for spectral clustering technique.
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tuned as depicted in Figures 5.9(c), 5.9(f) and 5.9(i).
(a) Principal Curves
σ = 0.35
(b) Principal Curves
σ = 0.9
(c) Vector quantization
σ = 0.35
(d) Vector quantization
σ = 0.9
Figure 5-8.: Effect of σ value for PRI vector quantization and principal curves.
For real-world image segmentation task some experiments are carried out to test the mode
finding ability of PRI method. In this regard, some images of the Berkeley Segmentation
Data set (see Section § 4.5) are used. Experiments are carried out as follows: first, PRI
algorithm is used with δ = 1 in order to find C clusters, recall that the number of groups C
is computed by the technique. Then, comparison methods are used to segment the images
into C clusters. Results are depicted in Figures 5-10 to 5-12, where it can be seen how
increasing σ the method tend to fail given that all samples are computed as similar to each
other.
5.6. Conclusions
A general principle of relevance framework was proposed, which considers the compensation
between two mapping functions to highlight structure on data to support further unsuper-
vised learning tasks. Proposed scheme is general in a sense where any two complementary
mapping functions could be used, leading to an improvement in data representation and
interpretability. In addition, some of the well known clustering techniques are expressed in
terms of the proposed scheme and finally an information approach is explained, which enables
to perform some unsupervised learning tasks while varying by modifying its compensation
term.
Experiments on synthetic and real-world data were carried out to show how the proposed
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(a) σ = 0.01 (b) σ = 0.25 (c) σ = 0.6
(d) σ = 0.01 (e) σ = 0.25 (f) σ = 0.6
(g) σ = 0.01 (h) σ = 0.25 (i) σ = 0.6
Figure 5-9.: Effect of σ value for PRI modes.
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KM KKM SC Modes
Figure 5-10.: Results for σ = 0.6 for PRI modes.
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KM KKM SC Modes
Figure 5-11.: Results for σ = 1 for PRI modes.
5.6 Conclusions 45
KM KKM SC Modes
Figure 5-12.: Results for σ = 1.4 for PRI modes.
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scheme reveals data structure. Moreover, it was also demonstrated how a correctly tuned
pair-wise relationship measure is of great importance for further unsupervised learning stages,
therefore, it emerges a problem on the estimation of the parameters needed for such task.
6. A New Approach to Enhance Data
Structure Modelling for Unsupervised
Learning
Clustering techniques are widely used to explore data patterns and they provide the ad-
vantage to work with unlabeled data. These techniques have been addressed in many dis-
ciplines as data mining, image segmentation, and pattern classification [35, 45]. Although,
well-known algorithms, such as k-means, are employed in clustering applications, however,
they only consider similarity values of instances to a fixed number of centers. Moreover, they
require extra information about cluster shape, which is not always available.
As shown in previous sections, using an affinity matrix allows to employ powerful opera-
tors such as kernel functions, in order to reveal the main data structures. Moreover, in Sec-
tion § 5.4 is demonstrated how the kernel operator is crucial for the clustering performance.
Specifically, fixing in a proper manner the Gaussian kernel parameter in Equation (4-2), is
crucial for the clustering performance. In Section § 4.5 a closed approach were presented,
where a local scaling parameter is introduced to identify a suitable kernel function consider-
ing the neighborhood relationships [27]. Nonetheless, it requires to fix a free parameter that
is not always a straightforward task. Moreover, due to the fact that the method considers
a different local scaling for a given sample, the obtained representation does not correspond
to conventional kernel function class satisfying the Mercer conditions [63]. Though some
applications are discussed on this matter [64–66], this method can not longer be framed as
a suitable kernel based representation. Moreover, as shown in our experiments, it is not
always a good alternative to build the graph for spectral clustering.
We propose alternatives to build automatically the graph representation in spectral clus-
tering approaches. Firstly, inspired by a previous method that allows to identify the local and
global data structures for manifold learning tasks [67], two different operators (namely, the
Euclidean and the geodesic distances) are used to highlight the main relationships between a
given point and the neighboring samples. To this end, a neighborhood size is calculated for
each sample, looking for the largest patch that allows to model each neighborhood as locally
linear. Provided that the local data structure information is encoded into neighborhood
sizes, we estimate an affinity matrix by means of a Gaussian kernel, fixing the band-width
parameter as a function of the found neighborhoods.
Another alternative to automatically construct the graph representation is proposed, which
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attempts to enhance graph representation, therefore, discover hidden structure by based on
a compactly supported kernel technique. A sparse kernel matrix is computed by removing
irrelevant connections, therefore, improving data interpretability. To find the best sparse
representation while holding information, a trade-off between two functions is proposed,
ensuring a suitable local and global data structure representation.
For the sake of assessing the proposed methodologies performance, some experiments are
carried put over synthetic and real-world data sets. Obtained results are compare against
state of the art approaches [27, 64, 65]
6.1. Topological data structure identification: heuristic
approach
Computation of affinity matrix Ω is a crucial step in spectral clustering, since it models both
local and global data properties. Commonly, the relationships among samples are identified
by means of a Gaussian kernel, defined in Equation (4-2). However, the question arises as
how to select the kernel band-width σ for revealing the real data structure. In [27], as an
alternative solution, a local scaling is introduced that finds a different band-width for each
pair of points expressed in Equation (4-24). Nonetheless, the selection of the neighbor value
h-th is not a straightforward task. In [27, 64], h is empirically fixed as 7, but as shown in our
experiments, it is not always a suitable value. Moreover, taking into account that a kernel
representation induces a non-linear mapping ϕ explained in Section § 4.1, which maps each
data sample to a space H, termed as Reproducing Kernel Hilbert Space - RKHS, choosing a
different kernel generates a different RKHS for each pair of nodes (i, j). Therefore, variation
of Gaussian kernel band-width, as the product σiσj , generates a different RKHS for each
input sample. Hence, matrix Ω should not correspond to a kernel representation satisfying
Mercer conditions [63]. Certainly, the above mentioned procedure is often carried out in
practice, but it can no longer be framed as a suitable kernel based representation.
From a topological and geometrical point of view it is proposed a heuristic method to solve
Equation (5-1) inspired by the work presented in [67], by setting the mapping function ξ as
the Euclidean distance (DE : X×X −→ R, DE(xi,xj) 7−→ ‖xi−xj‖2) over feature matrix
X and the mapping function γ as the geodesic distance (DG) over a graph representation
which highlights the relationships among samples by means of a weighted and undirected
graph representation noted as G (see Section § 4.2).
The idea with both mapping functions is to find a patch as large as possible for every
sample xi, comparing the results of both distances in order to preserve the global properties
of data and be able to model a sample and its neighbors as locally linear.
To conserve the global data properties a set k = {kmin, kmin + 1, . . . , kmax} of neighbors
allowed is computed, with lower bound (kmin) estimated as the minimum value of neighbors
that ensures total connectivity of the graph, i.e., there is always a path between any pair of
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nodes. The upper bound of k is computed as a function of the number of nodes (N) and
the number of edges of the graph calculated with kmin, the upper bound (kmax) is used to
limit the neighborhood size in order to keep the patches locally linear. From k the set of
neighbors for every mapping function is defined as:
∆
(i)
ξ,ki
= {xl : l = 1, . . . , ki | ξ (xi,xl) < ξ (xi,xki)}
∆
(i)
ς,ki
= {xl : l = 1, . . . , ki | ς (xi,xl) < ς (xi,xki)} ∀ i = 1, 2, . . . , N, ki ∈ k
furthermore, if the region around a point is linear and dense, the Euclidean and geodesic
distances should obtain a similar set of nearest neighbors for each xi. Otherwise, the neigh-
borhood computed using Euclidean distance should contain short circuits, while geodesic
distance will be able to correctly identify the neighbors of each sample avoiding such short
circuits, because it is able to model non-linear data structures. Then, the size of every neigh-
borhood is found as the maximum value which gives the same set of neighbors for Euclidean
and geodesic distances, that is:
∆(i) = argmax
k
∣∣∣∆(i)ξ −∆(i)ς ∣∣∣ < θ ∀ i = 1, 2, . . . , N (6-1)
It should be noted how the Equation (6-1) can be seen as the Equation (5-1), where
θ ∈ R+ is directly related with the regularization parameter δ giving a trade-off between
both distance functions. In Algorithm 4 is summarized the algorithm used to identify the
neighbors in X.
Given the vector k holding information about the local data structure and computed by
the Algorithm 4, our goal is to estimate an affinity matrix by means of a kernel function that
allows to model properly the data. In this regard, to fix the Gaussian kernel band-width
parameter, a σ†i value is computed for each sample as σ
†
i = ‖xi−xki‖2, where xki is the ki-th
nearest neighbor of xi. Note that σ
†
i provides information about the data dispersion into the
largest local linear patch around each node in the graph. Afterwards, the kernel band-width
value is computed as σˆ = E{σ†i }, where E· stands for expectation operator. Finally, the
graph G is built over X using the σˆ value to estimate Ω. Figure 6-1 presents the general
scheme of the proposed approach, termed Automatic Graph Building - AGB.
Data structure
analysis
Band-width
estimation
Graph
building
Figure 6-1.: Automatic graph building general scheme.
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Algorithm 4 – klocal algorithm
Require: X ∈ RN×p: input data.
1: Compute the Euclidean distance for all points in X, noted as DE .
2: Construct the minimal connected neighborhood graph G by the k-nearest neighbors
method with kmin, initializing kmin = 1. If the graph is not full connected, update
kmin = kmin + 1 and start again this step.
3: Compute the geodesic distance over G, noted as DG.
4: Define kmax = N
2/(kminNE), being NE the number of edges in G. Set the vector
ks = [kmin + 1, ..., kmax], with ks ∈ Rb. The vector ks contains the possible values of k
for every xi.
5: For each xi define the sets η
(t)
DE
and η
(t)
DG
, with t = 1, ..., b. Each element in η
(t)
DE
and η
(t)
DG
corresponds to the kst nearest neighbors xj of xi (j = 1, ..., kst) according to DE and
DG respectively.
6: Calculate the linearity conservation matrix R of size N×b, which analyzes the similarity
of the neighborhoods obtained by DE and DG, taking into account the patch size. Each
element of R can be computed as, Ric = |{η(c)DE ∩ η
(c)
DG
}|/kst, where |·| calculates the
cardinality of a set and {·} the complement of η(c)DE ∩ η
(c)
DG
.
7: Initially, for each xi define the set ko = ∅. Verify the equality Rit = min {ri}, where ri
is a row vector of R of size 1× b. If the equality is fulfilled update ko = ko ∪ kst.
8: Define ki for each xi as ki = max {ko}.
9: Smooth the vector ki to obtain similar properties in near neighborhoods as ki =
(ki + kη1) / (ki + 1), where kη is a vector of size 1 × ki, with the sizes of the neigh-
borhoods of each element in η (set with the xj nearest neighbors of xi using Euclidean
distance, with j = 1, .., ki), and 1 is a column vector of size ki × 1.
10: Store all the values ki in the vector k.
11: Remove the outliers in k (see [68]), and replace them by the average of the elements in
k, which were not identified as outliers.
12: Each element in k contains the number of nearest neighbors ki for each xi.
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6.2. Topological data structure identification: Compactly
supported kernel approach
Here is introduced a different use for the computed neighbors to tune matrix Ω in an appro-
priate manner, both in band-width kernel parameter as in its sparsity, giving a better use of
the estimated local and global information.
The simplest way is to use a threshold over Gram matrix, where the smallest entries (less
than a threshold ε ∈ R+) are set to zero, which can be seen as a sparsification method,
by removing the entries that does not belong to the neighbor of a sample. These kind of
sparsification causes the Gram matrix to lose the definite positive property, therefore this way
to sparsify the matrix is said to be naive and wrong. Hence, it is needed a way to sparse the
Gram matrix while keeping it positive definite. Therefore, to achieve this purpose, in [69] are
proposed two quantitative measurements, namely a sparsity measurement and a similarity
measurement, the aim is to get the trade-off between them. In that work, the importance of
a sparse matrix is related to the storage capability, whereas in this work is more important
the appropriate use of each sample neighborhoods.
In [69] is stated that for any RBF kernel κ, a class of compactly supported kernels can be
constructed by multiplying κ(·, ·) with some compactly supported radial basis function. In
this work, we introduced a different use for the computed neighbors in order to tune matrix
Ω in an appropriate manner, both in band-width kernel parameter as in its sparsity, giving
a better use of the estimated local and global information. Compactly supported kernel can
be constructed by multiplying κ(·, ·) with any compactly supported radial basis function.
Let ΩB ∈ RN×N be the modified similarity matrix which preserves positive definiteness by
using the Hadamard product of the following matrices:
ΩB = ΦB ◦Ω (6-2)
where B > 0 is called the thresholding or truncation parameter, which controls the support
size of the kernel ΩB, or the degree of the sparsity in ΩB. Matrix ΦB ∈ RN×N performs
a sparsifying operation by thresholding its entries satisfying ‖xi − xj‖ ≥ B to zeros and is
expressed as:
[ΦB]ij =
[(
1− ‖xi − xj‖
B
)
+
]ν
(6-3)
with ν ≥ d+1
2
, (·)+ representing the positive part of its argument and the power term ν
decides the degree of smoothness or differentiability of φB.
We need to compute the parameter B properly to achieve a gain in neighbors representa-
tion. Such parameter is tuned with seeking a trade-off between a similarity and a sparsity
measurement. Empirical alignment of two Gram matrices is used to assess the similarity
between Ω and ΩB, it can be viewed as the Pearson coefficient of two bidimensional vectors
defined by Ω and ΩB. Empirical alignment [70] is defined as:
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A(B) =
〈Ω,ΩB〉F√〈Ω,Ω〉F 〈ΩB,ΩB〉F (6-4)
where 〈Ω1,Ω2〉F =
∑n
i,j=1Ω1(xi, xj)Ω2(xi, xj) is the Frobenius inner product between two
matrices. The sparsity of ΩB relative to Ω is defined as,
S(B) =
N0
n2
(6-5)
where N0 stands for the number of zero entries in ΩB.
It is worth to note that both empirical alignment A(B) and sparsity S(B) values are in
the range [0, 1]. A large empirical alignment A(B) indicates little information loss due to
the sparsifying process and a large sparsity S(B) implies a high degree of sparsity. As B
increases, A(B) increases and S(B) decreases, hence it is impossible to maximize both scores
simultaneously. In [69] three procedures are proposed to tune B adaptively aiming to build
a sparse matrix ΩB from the dense matrix Ω while maintaining the positive definiteness
property of the matrix.
We propose a single mixture from the procedures presented in [69], aiming to maximize
the linear combination between alignment and sparsity, and a trade-off parameter µ ∈ [0, 1]).
Such parameter is used given that it is more important to retain relevant information from
neighborhoods than makeΩ sparse due to storage limitation. Objective function to maximize
is:
B∗ = argmax
B
A2(B) + µS2(B)
where the terms A2(B) and S2(B) can be seen as the functions F (·) and G(·) of the Equa-
tion (5-1). Finally the optimal value of B is used to modify the original kernel matrix Ω with
Equation (6-2). Furthermore, to optimize B we use the well-known particle swarm optimiza-
tion – PSO technique [71], which is a population based technique that by means of particles
who fly through the search space of the function to be optimized with given velocities. Each
particle stores the best position of itself and the best position of its neighbor in terms of the
function to optimize and according those positions the technique iterate to adjust velocities
and hence the movement of the particles, leading to an optimal or near-optimal solution [72].
Finally by finding B we are able to compute ΩB from Equation (6-2) and apply in further
learning stages, we named the proposed apprach Compactly Supported Kernel - CSK.
6.3. Experimental set-up
To visualize how the tuning of the kernel free parameter σ affects the graph G building
over X some experiments are carried out over synthetic data, due to its capability of visual
inspection.
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As stated previously we use the Gaussian kernel in Equation (4-2) to identify the relation-
ships among samples in a similarity matrix Ω, in order to build the graph G. Given that the
Gaussian kernel function depends on the free parameter σ, a correct tuning enhance the per-
formance of further tasks. In the Figure 6-2 are depicted some examples of the connections
that are created when using different values for σ over the synthetic data set introduced in
Figure 4.6(g). In Figure 6.2(a) is depicted how a low σ value originates a highly disconnected
graph, instead using a moderately high value of σ increases the connections of the graph. For
the local scaling approach (see Equation (4-24)) the resulting graph is denser, meaning that
the similarity among points is greater, which could not always be the most ideal scenario
since its high connectivity could lead to poorly clustered data.
(a) Happy face σ = 0.02 (b) Happy face σ = 0.1 (c) Happy face local scal-
ing
Figure 6-2.: Graphs of synthetic data sets.
Also real-world data sets are used to highlight the importance of a correct construction of
the graph. More precisely at image segmentation tasks, using an image selected from the
Berkeley Segmentation data set and characterized as explained in Section § 4.5. Moreover,
the graph is built ith a fixed value of σ and with the local scaling approach and finally the
image is segmented using Algorithm 2. Image segmentation results are depicted in Figure 6-
3.
(a) Original image (b) Segmentation result for
σ = 0.4
(c) Segmentation result for lo-
cal scaling
Figure 6-3.: Original image and segmentation results.
Results shows how the local scaling is not always the best strategy to construct the sim-
ilarity matrix, due to it is not a generalizing method which depends on free parameters
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often estimated empirically, in Figure 6.3(c) the plane is not correctly discriminated with
the background, instead for the graph constructed by a σ fixed value in Figure 6.3(b), the
resulting segmentation shows how the plane and the background are separated segments of
the image, which is the logical result.
Furthermore, to test the capability of the proposed approaches AGB and CSK for finding
a suitable graph representation in spectral clustering based methods, some synthetic and
real-world data set are used. AGB and CSK are employed to compute the affinity matrix Ω
building a graph G over the input data. Then, a spectral clustering method is employed to
estimate the label vector y. Firstly, the synthetic data sets Four Gaussians and Happy face
presented in section Section § 4.5 and a new data set named Elongated groups are studied.
All data sets encode complex structures and are commonly used to test the capability of
clustering algorithms. For concrete testing, the number of groups C is manually fixed as 4,
4, and 3, respectively, as detailed in [27]. Synthetic data clustering results are depicted in
Figure 6-4, which can be visually evaluated.
(a) Four Gaussians (b) Elongated groups (c) Happy face
Figure 6-4.: AGB clustering results over synthetic data.
Regarding to real-world data sets experiments, images presented in Section § 4.5 are
employed. Particularly, randomly selected images identified as 100075-bears, 113044-horses,
12003-starfish, 388016-woman, 56028-wall, and 124084-flowers are studied. Again, AGB and
CSK are employed to represent properly relationships among samples, taking into account
the RGB color space and the 2D position of each pixel as an input sample. However, due to
limitations in memory usage, images are resized at 15%. Furthermore, the closed approach
introduced in Section § 4.5, and termed 7-Nearest Neighbor Spectral Clustering - 7-NNSC,
is tested. 7-NNSC is based on a local scaling analysis to build G, (for details see [27, 64]).
NPR index explained in Section § 4.5 is computed to quantify the image segmentation
performance. Figure 6-5 shows images segmentation results.
Finally, some classification experiments are developed to verify the advantages of our AGB
approach for highlighting the main data structures. Thus, the UCR time-series data set is
used [73]. This repository contains contributed labeled time-series data sets from different
fields, such as: shape identification on images, time-series extracted from physical process,
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Original Hand-labeled 7-NNSC AGB
(a) Bears (b) (c) NPR = 0.63 (d) NPR = 0.69
(e) Horses (f) (g) NPR = 0.63 (h) NPR = 0.71
(i) Starfish (j) (k) NPR = 0.78 (l) NPR = 0.75
(m) Woman (n) (o) NPR = 0.76 (p) NPR = 0.58
(q) Wall (r) (s) NPR = 0.65 (t) NPR = 0.68
(u) Flowers (v) (w) NPR = 0.72 (x) NPR = 0.77
Figure 6-5.: Images segmentation results.
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(a) NPR = 0.71 (b) NPR = 0.71 (c) NPR = 0.72
(d) NPR = 0.50 (e) NPR = 0.67 (f) NPR = 0.73
Figure 6-6.: Images segmentation results for CSK.
Table 6-1.: Time-series classification results - testing set accuracy percentage
Dataset Benchmark 7-NNSC AGB Dataset Benchmark 7-NNSC AGB
synthetic control 88.00 99.33 98.33 OSULeaf 51.65 47.52 54.55
Gun Point 91.33 66.67 86.00 50words 63.08 51.87 63.52
ECG200 88.00 79.00 88.00 Trace 76.00 53.00 77.00
FaceAll 71.36 35.50 67.28 wafer 99.55 32.17 99.43
SwedishLeaf 78.88 71.04 81.44 Lighting2 75.41 67.21 75.41
CBF 85.22 57.00 91.67 Lighting7 57.53 42.47 63.01
Coffee 75.00 50.00 71.43 Adiac 61.13 37.85 56.27
OliveOil 86.67 73.33 80.00 FISH 78.29 58.86 72.00
Two Patterns 90.67 48.25 90.47 Beef 53.33 36.67 46.67
yoga 83.03 52.37 79.47 FaceFour 78.41 37.50 80.68
or even synthetic data. All data sets contain different number of classes, observations, and
lengths. Moreover, it is assumed to be used on both classification and clustering tasks. As
recommended in UCR, we test the 1-Nearest Neighbor - 1-NN classifier using the Euclidean
distance as benchmark. UCR databases are divided into training and testing sets. In this
case, AGB is employed to compute the affinity matrix Ω over the training set, which is
employed as features in the 1-NN classifier. So, given a new sample xnew (testing set), the
similarity among xnew and the training set is calculated using the AGB kernel band-width.
Then, the 1-NN estimated testing set labels are used to compute the system performance.
Also, 7-NNSC approach is used to compare the performance of the proposed algorithm. The
attained time-series classification results are presented in Table 6-1.
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6.4. Results and Discussion
Taking into account the synthetic clustering results, from Figure 6-4 it can be seen how
the proposed AGB methodology is able to find a suitable kernel function, i.e., Gaussian
kernel band-width, which allows to build the graph G over the input data, identifying the
complex synthetic data set structures. Moreover, it can be seen how the proposed CSK
methodology is able to sparsify a given kernel while keeping its information below a thresh-
old. Note that, even when some data set are composed by disjoints data structures, with
different properties, our algorithms allows to find a complete graph that encodes the main
relationships among samples, as can be visually corroborated in Figures 6.4(a) to 6.4(c).
Namely, Figure 6.4(b) and Figure 6.4(c) describes how AGB performance is in agreement
with a benchmark approach presented in [27].
Regarding to the images segmentation results described in Figure 6-5, overall, our algo-
rithms obtains a better performance in comparison with the benchmark method 7-NNSC.
Particularly, for Bears, Horses, Wall, and Flowers AGB and CSK are able to find the lo-
cal and global relationships among samples, highlighting the main details of each cluster.
Due to each pixel is modeled with the largest linear neighborhood around it, the whole
image structure is properly revealed by the estimated graph representation. However, for
Starfish and Woman AGB and CSK obtains a lower performance than 7-NNSC, which can
be explained by the fact that such images contain many details, that could be hand-labeled
subjectively. For example, the Woman image AGB segmentation is smoother than the 7-
NNSC, which is biased by abrupt changes. Even though the NPR values are higher for the
Woman and Starfish 7-NNSC segmentations, the obtained AGB and CSK results are visually
acceptable. In addition, because of 7-NNSC employs a fixed neighborhood size for all the
samples, it is sensitive to outliers, thus is, noisy data structures. Moreover, 7-NNSC can no
longer be framed as a suitable kernel based representation from a theoretical view. In these
experiments, we also demonstrated that such drawback is also revealed in practice.
Finally, from the time-series classification results (Table 6-1), even though AGB based ap-
proach does not overcome the baseline results for all the provided data sets, it achieves com-
petitive results. For example, for synthetic control, ECG200, SwedishLeaf, CBG, OSULeaf,
50words, Trace, Lighting2, Lighting7, and FaceFour data set our approach attained the best
performance. Again, the AGB local and global analysis encoded into the neighborhood size
estimation allows to deal with the complex relationships among time-series. Now, 7-NNSC
based classification is not able to unfold the complex data structures, because such technique
assumes an unique neighborhood size. It is important to note that some of the time-series
data sets are composed for many classes, which can not be suitable modeled by one kernel
function, being necessary to extend the data structure analysis considering different affinity
matrices.
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6.5. Conclusions
A methodology to build automatically a graph representation over the input data for spectral
clustering based approaches was proposed. For such purpose, a data structure analysis is
performed using the Euclidean and geodesic distances to identify the linear and density
properties of each sample neighborhood. Thus, the local and global properties of the data
are revealed to estimate a suitable kernel function, which is used to construct a data graph
representation. Our approach, AGB, was tested over synthetic and real-world data. Attained
results showed how our approach achieved good results for clustering, image segmentation,
and even classification tasks. A benchmark approach 7-NNSC, which aims to make a local
scaling analysis to build the graph, was also tested. However, 7-NNSC is not able to unfold
complex data structures in many cases. Such issues were demonstrated from both theoretic
and experiments.
7. Conclusions
In this work, some kernel representation frameworks have been proposed, which reveals rele-
vant data structures of data thus supporting unsupervised learning tasks. As a first approach
a clustering methodology based on an well known spectral clustering criteria is proposed.
It is proposed a technique which takes advantage of prior knowledge about the input data.
Moreover, proposed approach performs a pre-clustering and a heuristic search stage in order
to minimize the criterion optimization in a properly manner. Proposed approach was tested
over real and synthetic data and compared with state of the art techniques. Attained results
shown were measured in terms of supervised measures, namely Adjusted Rand Index - ARI
for the experiments carried out over synthetic data case and Normalized Probabilistic Rand
-NPR for the image segmentation task evaluation. Results shown how when data are highly
overlapped as the synthetic data sets used, our method tends to fail. Moreover, experiments
remarks the importance of estimate correct relationships among data points. For the im-
age segmentation task attained results outperformed comparison methods in term of NPR
measure.
Our second proposed approach is presented as an principle of relevance scheme that con-
siders the trade-off of complementary mapping functions which attempts to uncover hidden
structure of data. It is shown how some classical learning techniques can be written in terms
of such scheme, enhancing user understanding about unsupervised learning techniques. Also,
is shown how an state of art approach which employs information theory measures combined
with non-parametric estimators for probability density functions can be fitted as the pre-
sented principle of relevance. Synthetic and real world data were used to show how each of
the particular methods behaves in clustering and image segmentation tasks. Results showed
how the free parameters affects achieved results.
In this sense, our third proposed approach was an automatic parameter selection strat-
egy by using complementary functions. As a first solution, we proposed to measure local
and global properties on data by means of two complementary functions namely, Euclidean
distance and geodesic distance. Such functions gave as the answer a set of patches where
data can be thought as linear. A second solution was presented where the goal is to spar-
sify a dense similarity matrix by means of two complementary functions, namely, empirical
alignment and sparsification. In this sense, the result is a matrix with the most relevant
pair-wise similarities. Experiments were carried out over synthetic and real world showing
how the correct tuning of parameters should lead to better performances of unsupervised
learning techniques. Proposed frameworks allows to reveal relevant data structures and
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thereby enhancing the performance of unsupervised learning tasks.
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7.1. Academic Discussion
National and International Conferences:
– C. Castro, A.E. Castro, D.H. Peluffo, G. Castellanos. On the groups number estimation
for unsupervised clustering. In 16th Simposio de Tratamiento de sen˜ales, Ima´genes y
Visio´n Artificial - STSIVA, 2011.
– A.E. Castro-Ospina, L. Duque-Mun˜oz, and G. Castellanos-Domı´nguez. P300 analy-
sis based on time frequency decomposition methods for adhd discrimination in child
population. In XVIII Symposium of Image, Signal Processing, and Artificial Vision -
STSIVA, 2012.
– D. Peluffo-Ordo´n˜ez, A.E. Castro-Ospina, D. Cha´vez-Chamorro, C. D. Acosta-Medina,
and G. Castellanos-Domı´nguez. Normalized Cuts Clustering with Prior Knowledge
and a Pre-clustering Stage. In European Symposium on Artificial Neural Networks,
Computational Intelligence and Machine Learning - ESANN, 2013.
– A.E. Castro-Ospina, C. Castro-Hoyos, D. Peluffo-Ordo´n˜ez and G. Castellanos-Domı´nguez.
Novel heuristic search for ventricular arrhythmia detection using normalized cut clus-
tering. In 35th Annual International Conference of the IEEE Engineering in Medicine
and Biology Society - EMBC, 2013.
– A.E. Castro-Ospina, A. M. A´lvarez-Meza and G. Castellanos-Domı´nguez. Automatic
Graph Building Approach for Spectral Clustering. In 18th Iberoamerican Congress on
Pattern Recognition - CIARP, 2013.
– D. Ca´rdenas-Pen˜a, M. Orbes-Arteaga, A.E. Castro-Ospina, A. M. A´lvarez-Meza and
G. Castellanos-Domı´nguez. A Kernel-based Representation to Support 3D MRI Unsu-
pervised Clustering. In 22nd International Conference on Pattern Recognition - ICPR
2014, (submitted).
– A. A´lvarez-Meza, D. Ca´rdenas-Pen˜a, A.E. Castro-Ospina, and G. Castellanos-Dominguez.
Tensor-Product Kernel-based Representation encoding Joint MRI View Similarity. In
36th Annual International Conference of the IEEE Engineering in Medicine and Biol-
ogy Society - EMBC 2014. submitted.
– A.E. Castro-Ospina, A.M. A´lvarez-Meza, and G. Castellanos-Dominguez. Compactly
Supported Graph Building for Spectral Clustering. In International Conference and
Workshop on Bioinspired Intelligence 2014 - IWOBI. submitted.
8. Future work
Based on the unsupervised learning frameworks where proposed in this thesis and the at-
tained results, there are some open issues.
• Test AGB and CSK providing user prior knowledge as in NCChs. Besides, it can be
improved by making it able to detect and/or remove outliers of input data.
• Test different mapping functions using PR-based framework.
• Extend AGB into a multi-kernel convex combination.
• To investigate the properties of the functions used in ITL-based principle of relevance
and in cases of unsupervised learning beyond clustering.
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