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BROWNIAN MOTION ON PERELMAN’S ALMOST
RICCI-FLAT MANIFOLD
ESTHER CABEZAS-RIVAS AND ROBERT HASLHOFER
Abstract. We study Brownian motion and stochastic parallel transport on
Perelman’s almost Ricci flat manifold M = M × SN × I , whose dimension
depends on a parameter N unbounded from above. We construct sequences
of projected Brownian motions and stochastic parallel transports which for
N → ∞ converge to the corresponding objects for the Ricci flow. In order
to make precise this process of passing to the limit, we study the martingale
problems for the Laplace operator on M and for the horizontal Laplacian on
the orthonormal frame bundle OM .
As an application, we see how the characterizations of two-sided bounds on
the Ricci curvature established by A. Naber applied to Perelman’s manifold
lead to the inequalities that characterize solutions of the Ricci flow discovered
by Naber and the second author.
1. Introduction
Typically, elliptic theories are regarded as the static case of the corresponding
parabolic problem; in that sense, many times the better-understood elliptic the-
ory has been a source of intuition to generalize the corresponding results in the
parabolic case. Examples of this feedback are minimal surfaces/mean curvature
flow and harmonic maps/solutions of the heat equation.
In the present paper, we will focus on an alternative approach: view the par-
abolic theory as a limiting case of the related elliptic problem as the dimension
goes to infinity. This interpretation appears in the previous literature (see [22,
§6], [18, Section 8] and [28, Section 2.10.2]), but usually is only treated from a
heuristic point of view.
The approximation of a parabolic problem by taking suitable limits of an el-
liptic counterpart has been fruitfully used before, for instance, this idea is behind
elliptic regularization techniques. In particular, a possible way to construct weak
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solutions of the mean curvature flow is based on the level set flow method [7, 9],
which can be geometrically interpreted as solving an associated elliptic problem
in an ambient space that is one dimension higher [16].
To find a similar connection between almost Einstein manifolds and Ricci flow,
it is not that clear how to implement analogous ideas, because of the tensor nature
of the equations involved and the lack of an ambient space. The present paper
succeeds to provide such a correspondence by performing analysis on the path
space of Perelman’s almost Ricci flat manifold M (see [22, §6]), whose dimension
depends on a parameter N unbounded from above. After a suitable averaging
and limiting process as N →∞ we get the corresponding analytic properties for
the path space associated to a manifold evolving under the Ricci flow.
Let us briefly describe Perelman’s manifold: Let (M,g(t))t∈[0,T1) be a solution
of the Ricci flow, which once seen with respect to a reverse time parameter
τ = T − t (for some T ∈ (0, T1)) is defined for τ lying in some interval I ⊂ R+.
Perelman considered the manifold
M =M × SN × I equipped with G = gτ + τh+
(N
2τ
+R
)
dτ2, (1.1)
where gτ = g(T − τ), R denotes the scalar curvature of gτ , and h is the metric
on SN with constant curvature 12N . One can find a constant C <∞ so that
|RicG | ≤
C
N
.
As these bounds converge to 0 as N → ∞, we regard M as an almost Ricci-flat
manifold for very large N . This was used by Perelman in [22] to heuristically
deduce the monotonicity of the reduced volume as a limiting estimate obtained
after formally applying the Bishop-Gromov comparison theorem to (M, G).
Broadly speaking, our first main result consists in studying the Brownian mo-
tion on Perelman’s manifold M and showing that, after averaging over the sphere
factor to remove the SN-dependence and projecting on the space-time part, we
obtain a sequence that converges as N → ∞ to the parabolic Brownian motion
associated to the family of manifolds evolving under the Ricci flow (Theorem 1).
Let us illustrate why this result is rather surprising: Even after averaging
out the influence of the sphere factor, curves of Brownian motion are allowed to
move randomly in any direction of the whole space-time. However, the parabolic
Brownian motion associated to a Ricci flow only consists of space-time curves
moving backwards in time with unit speed, see [13]. Interestingly enough, our
computations reveal that Perelman’s metric enforces exactly this type of motion
for N → ∞. Namely, on the one hand the influence of the big sphere in (1.1)
causes a large drift term in backwards time direction, and on the other hand the
coefficient of Brownian motion in time direction converges to zero for N → ∞.
Combining these two effects, for N → ∞ the motion concentrates exactly on
those space-time curves that move backwards in time with unit speed.
BROWNIAN MOTION ON PERELMAN’S ALMOST RICCI-FLAT MANIFOLD 3
In addition to Brownian motion, the second main ingredient for doing analysis
on path space is stochastic parallel transport. Roughly speaking, the Brownian
motion (Wiener measure) allows one to do integration on path space, and the
stochastic parallel transport enables one to define suitable derivatives on path
space. Our second main result shows the parabolic stochastic parallel transport
on a Ricci flow space-time can be obtained as a limit for N →∞ of a sequence of
stochastic parallel transport maps on Perelman’s manifold M after carrying out
an averaging and (somewhat more involved) projection procedure (Theorem 2).
The machinery from Theorem 1 and Theorem 2 provides a rigorous link be-
tween the elliptic and parabolic theories associated to manifolds with bounded
Ricci curvature and the Ricci flow, respectively. As an application to illustrate
this effective link, we consider the following two recent developments: the charac-
terizations of two-sided bounds on the Ricci curvature established by A. Naber in
[21] (see also [5, 14, 29]) and the charachterizations of solutions of the Ricci flow
obtained by Naber and the second author [13]. By applying the characterizations
from [21] to Perelman’s manifold M and letting N →∞, we obtain the estimates
from [13], which characterize solutions of the Ricci flow (see Corollary 3).
1.1. Background on characterizations of bounded Ricci curvature. On a
smooth Riemannian manifold M , it is well known that by exploiting the Bochner
formula one can obtain estimates that characterize lower bounds on the Ricci
curvature. For instance, if Ht denotes the heat flow, one can easily prove the
following characterization via a sharp gradient estimate:
Ric ≥ −κ ⇔ |∇Htf | ≤ e
κt
2 Ht|∇f | (1.2)
for all test functions f : M → R. Such characterizations are very useful to
make sense of Ricci curvature bounded from below by −κ in non-smooth metric
measure spaces (cf. [1, 2, 10, 19, 27]). Apart from the above gradient estimate,
one can characterize lower Ricci bounds via optimal transport, by means of sharp
logarithmic Sobolev and Poincare´ inequalities, etc (see [3, 4, 6, 23]).
Until the recent appearance of [21] nothing was known about analogous char-
acterizations of two-sided bounds on the Ricci curvature. The main new insight
by Naber in [21] which allows to characterize also upper bounds on the Ricci
curvature consists in understanding the analytic properties of the infinite dimen-
sional path space P (M) instead of working on M itself. Recall that P (M) is
the space of continuous curves X : [0,∞) → M . It is naturally endowed with
a family of probability measures {Px}x∈M , where each Px is the Wiener mea-
sure of Brownian motion starting at x ∈ M . One can introduce a notion of
stochastic parallel transport (see [8, 17, 20]), which facilitates the definition of a
family of gradients {∇
||
s}s≥0 which, loosely speaking, take derivatives of functions
F : P (M) → R along vector fields that are parallel after time s. In [21] Naber
discovered an infinite-dimensional generalization of (1.2), which actually char-
acterizes two-sided bounds of the Ricci curvature by means of a sharp gradient
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estimate:
− κ ≤ Ric ≤ κ ⇔∣∣∣∣∇x ∫
P (M)
F dPx
∣∣∣∣ ≤ ∫
P (M)
(∣∣∇||0F ∣∣+ κ2
∫ ∞
0
eκs/2
∣∣∇||sF ∣∣ ds) dPx (1.3)
for all test functions F : P (M) → R. To understand the estimate in (1.3), note
that in the special case F (X) = f(Xt), where f : M → R and t are fixed, we
recover the finite dimensional estimate (1.2). Of course there are many more test
functions F on path space, and this is one of the reasons why the estimate (1.3)
is actually strong enough to characterize two-sided Ricci bounds and not just
lower bounds. Naber also proved infinite dimensional log-Sobolev and Poincare´
inequalities on path space which also characterize −κ ≤ Ric ≤ κ.
1.2. Background on characterizations of solutions of Ricci flow. Let now
(M,g(t))t∈[0,T1) be a family of evolving manifolds. The parabolic counterpart of
(1.2), a characterization of supersolutions of the Ricci flow via sharp gradient
estimates, can be obtained by playing around with the Bochner formula: If we
write HsTf for the solution at time T of the heat equation ∂tw = ∆g(t)w with
initial condition f at time s, then it holds that
∂g
∂t ≥ −2Ricg(t) ⇔ |∇HsTf | ≤ HsT |∇f | (1.4)
for all test functions f :M → R.
To prove an infinite dimensional version of (1.4), Naber and the second author
introduced in [13] suitable parabolic versions of the notions of path space, Wiener
measure, stochastic parallel transport, and parallel gradient. The first main
difference with the elliptic case is that on the path space associated to an evolving
family of manifolds the curves are not allowed to move freely in all directions of the
whole space-time M =M × [0, T1]. Instead, only those curves moving backwards
in time with unit speed are taken into account to define the parabolic path space
P parT (M) =
{
(xs, T − s) | s ∈ [0, T ] and x ∈ C
0([0, T ],M)}.
This can be endowed with a parabolic Wiener measure Ppar(x,T ), given by Brownian
motion on (M,g(t)) based at (x, T ) ∈ M. The space-time M comes equipped
with a natural metric connection defined by
∇XY = ∇
g(t)
X Y and ∇tY = ∂tY +
1
2
∂g
∂t (Y, · )
♯g(t) . (1.5)
Using this space-time connection a notion of stochastic parallel transport on M,
and the parabolic parallel gradients {par∇
||
s}s≥0 have been introduced in [13], and
an infinite dimensional generalization of (1.4) has been established:
∂g
∂t = −2Ricg(t) ⇔
∣∣∣∣∇x ∫
P parT (M)
F dPpar(x,T )
∣∣∣∣ ≤ ∫
P parT (M)
∣∣par∇||0F ∣∣ dPpar(x,T ) (1.6)
for all test functions F : P parT (M) → R. In [13] one can also find corresponding
characterizations in terms of log-Sobolev and Poincare´ inequalities.
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1.3. Main results. Given a Ricci-flow (M,g(t))t∈[0,T1), we can associate to it
Perelman’s almost Ricci-flat manifold M as defined in (1.1). With the aim of
relating analysis on the path space P (M) with analysis on the parabolic path
space P parT (M), we consider the natural projection π : M → M × I, and the
induced projection map πˆ : P (M)→ P (M × I) between path spaces.
Given p = (x, y, T ) ∈ M, let PNp be the Wiener measure on P (M) based at
p ∈M and consider the following probability measures defined by averaging out
the sphere factor
P
N
(x,T ) = −
∫
π−1(x,T )
PNp dµπ−1(x,T )(p).
After pushing forward the above measure by means of πˆ, we obtain a sequence
QN(x,T ) = πˆ∗P
N
(x,T ) (1.7)
of probability measures on P (M × I). Our first main result concerns the limiting
and concentration behavior of this sequence of probability measures. Before
stating it, let us point out that we have the natural inclusion
P parT (M) ⊂ P (M × [0, T ]). (1.8)
and that in the definition of Perelman’s manifold in (1.1) one can essentially
choose T = T and thus I = [0, T ].1
Theorem 1. (Convergence of Brownian motion) For every (x, T ), the se-
quence of probability measures {QN(x,T )}N∈N converges to the parabolic Wiener
measure Ppar(x,T ). In particular, the limiting measure concentrates on space-time
curves that move backwards in time with unit speed.
Having obtained the limiting behavior of Brownian motion for N → ∞, the
other main goal will be to show that the stochastic parallel transport on M
converges in a suitable sense to the corresponding parabolic one on space-time.
To this end, we need to recall the construction of the horizontal Brownian motion
Us on the orthonormal frame bundle P : OM → M. Given U ∈ OM, following
Eells-Elworthy-Malliavin one solves the the stochastic differential equation
dUs =
D−1∑
A=0
HA(Us) ◦ dW
A
s with U0 = U. (1.9)
Here D = n + N + 1, HA are the canonical horizontal fields, Ws is Brownian
motion in RD, and ◦ indicates that the equation has to be integrated in the
Stratonovich sense.
Now let P0 the Wiener measure based at the origin on P (R
D). The solution of
(1.9) gives a map U : P0(R
D)→ PU(OM) that defines a probability measure
PN
U
= U∗P0, (1.10)
1To make things precise, one has to sneak in a δ > 0 (see Section 2 for details on that).
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the Wiener measure of horizontal Brownian motion on OM. Note that the Wiener
measure of Brownian motion on M can be recovered as
PNp = Pˆ∗P
N
U
, (1.11)
where Pˆ denotes the map between path spaces induced by the projection P.
Let us also recall the parabolic counterpart of the above, which has been con-
structed in [13]: Let p : O → M the orthonormal frame bundle whose fibers are
the linear isometries u : Rn → (TxM,gt). On the bundle O one solves
dUs = −Ds ds+
n∑
a=1
Ha(Us) ◦ dW
a
s , with U0 = u ∈ O(x,T ), (1.12)
where (H1, . . . ,Hn,Ds) are the n + 1 canonical horizontal vector fields for the
space-time connection (1.5). The solution {Us}s∈[0,T ] satisfies p(Us) = (Xs, T −
s) ∈ P parT (M), see [13, Proposition 3.7], and gives a map U : P0(R
n) → Pu(O),
which yields a family of probability measures on P (O) defined by
Pparu = U∗P0, (1.13)
the parabolic Wiener measure of horizontal Brownian motion on space-time. We
can recover the parabolic Wiener measure on P parT (M) via
P
par
(x,T ) = pˆ∗P
par
u . (1.14)
With the goal of expressing Ppar(x,T ) as a suitable limit of P
N
U
, we define the
following bundles and projection maps: Let F 7→M × I be the GLn-bundle with
fibres given by invertible linear maps u : Rn → TxM . Let π
1 : M → M be the
projection from Perelman’s manifold onto the first factor, and let ι : Rn → RD
be the inclusion. We define the map
Θ : OM→ F, U 7→ π1∗ ◦ U ◦ ι,
and denote by
Θˆ : P (OM)→ P (F)
the induced map between the path spaces.
Now, for u ∈ O(x,T ) ⊂ F(x,T ) we define averaged probability measures by
P
N
u = −
∫
Θ−1(u)
PN
U
dµ
Θ−1(u)
(U).
Pushing forward, we obtain a sequence of probability measures
QNu = Θˆ∗P
N
u
on P (F). We are now in the position to state our second main result:
Theorem 2. (Convergence of stochastic parallel transport) The sequence
{QNu }N∈N on P (F) constructed above converges for N → ∞ to P
par
u , the para-
bolic Wiener measure of horizontal Brownian motion. In particular, the limiting
measure concentrates on the orthonormal frame bundle over space-time.
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As mentioned at the beginning, Theorem 1 and Theorem 2 provide an effective
link between the theory of spaces with bounded Ricci curvature and the analysis
of Ricci flow. To illustrate this, let us show how the infinite dimensional gradient
estimate for the Ricci flow can be obtained by this limiting process:
Corollary 3. If we apply the gradient estimate (1.3) with κ = C/N to Perelman’s
manifold M and choose suitable test functions independent of the SN-factor, then
after passing to the limit as N → ∞, we obtain the gradient estimate for the
Ricci flow: ∣∣∣∣∇x ∫
P parT (M)
F dPpar(x,T )
∣∣∣∣ ≤ ∫
P parT (M)
∣∣par∇||0F ∣∣ dPpar(x,T )
for all F ∈ L2(P parT (M)).
Similarly, we can also obtain the the quadratic variation estimate, the log-Sobolev
inequality, and the spectral gap estimate for the Ricci flow by an analogous
limiting procedure based on Theorem 1 and Theorem 2 (see Section 4). Further
applications of Theorem 1 and Theorem 2 will be discussed elsewhere.
1.4. Strategy of the proofs. We hereafter describe the strategy and main steps
of the proofs of Theorem 1, Theorem 2, and Corollary 3.
Instead of working directly with the stochastic differential equations describing
the problem under consideration, such as (1.9) and (1.12), we use the martingale
approach which was initiated by Stroock and Varadhan [24, 25, 26]. This formu-
lation in terms of the martingale problem has the advantage of being particularly
well suited for compactness and convergence arguments, and is equivalent to
solving the related stochastic differential equations in a weak sense.
The starting point to prove Theorem 1 is to regard the Wiener measure PNp
as the solution of the martingale problem for the Laplacian ∆M based at p (see
Section 2.3 for precise definitions). Let us denote by Q(x,T ) any subsequential
limit of the sequence described in (1.7). We first prove that any such limit (if it
exists) is a solution of the martingale problem for the Ricci flow associated to the
heat operator ∂τ +∆gτ based at (x, T ), see Theorem 2.1. We then use this result
and some estimates from its proof to show that the limit indeed exists (Theorem
2.2), is unique, and concentrates on the parabolic path space, cf. (1.8).
To prove Theorem 2 we view the diffusion measure PN
U
in (1.10) as the solution
of the martingale problem associated to the horizontal Laplacian ∆OM based at
U (for preliminaries about computations on the frame bundle see Section 3.1).
The basic scheme of proof is the same as for Theorem 1, but there is a key new
difficulty: While the probability measure Pparu from (1.13) lives on the parabolic
path space of the On-bundle O → M, the sequence of P
N
U
lives on a much larger
bundle, i.e. depends on many more variables. To facilitate the limiting process,
we introduce an intermediate GLn+1-bundle G ⊃ O (see Section 3.2). We can
pass to a limit on the bundle G, and the limit satisfies a martingale problem
given by some rather complicated differential operator D+N (Theorem 3.1). We
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then, roughly speaking, reduce the number of variables by solving some of the
equations. More precisely, plugging some suitable test functions into the mar-
tingale problem formula, using that the initial condition is in O, and employing
a Gronwall-type argument, we prove that the limiting measure, suitably inter-
preted, actually concentrates on the On-bundle O. On this smaller bundle, the
complicated operator D+N simplifies dramatically. Namely, the operator N van-
ishes identically when restricted to O, and the operator D becomes exactly the
horizontal heat operator for the Ricci flow, i.e. D|O = Dτ +∆H . Using this, it is
easy to conclude the proof of Theorem 2.
Finally, in Section 4, we prove Corollary 3 by applying Nabher’s gradient
estimate (1.3) with κ = C/N to Perelman’s manifold M and passing to the
limit N →∞ via Theorem 1 and Theorem 2.
2. Martingale Problem on Perelman’s almost Ricci flat manifold
The goal of this section is to prove Theorem 1. We start with some preliminar-
ies about path space, Perelman’s almost Ricci-flat manifold, and the martingale
problem (Section 2.1–2.3), and then carry out the proof in Section 2.4–2.6.
2.1. Convergence on path space. Given a Riemannian manifold M, its path
space P (M) is the space of all continuous curves X : [0,∞) → M equipped
with the natural topology induced by uniform convergence on bounded intervals.
With this topology, P (M) is a Polish space (i.e. a separable, completely metris-
able, topological space), see [24, §1.3]. We denote by Σ = BP (M) the σ-algebra
generated by the Borel sets.
Recall the notion of convergence of probability measures that we will use re-
peatedly hereafter: A sequence {Pk}k∈N of probability measures on (P (M),Σ)
converges to a probability measure P if
lim
k→∞
∫
ϕdPk =
∫
ϕdP for all bounded continousϕ : P (M)→ R. (2.1)
There are several characterizations of this convergence (sometimes referred to as
Portmanteau Theorem); in particular, (2.1) is equivalent to
lim sup
k→∞
Pk(Ω) ≤ P (Ω) for any closed set Ω in P (M), (2.2)
see e.g. [24, Theorem 1.1.1].
2.2. Perelman’s almost Ricci flat metric. Let (M,g(t))t∈[0,T1) be a solution
of the Ricci flow. To avoid technicalities, we assume throughout the paper that
either M is closed or that (M,g(t)) is complete for every t and has uniformly
bounded curvatures. By standard interior estimates, this also yields bounds for
all the derivatives of the curvatures.
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Fix T < T1. Let δ > 0 small enough so that T = T +δ < T1, and let I = [δ, T ].
Note that t ∈ I if and only if τ = T − t ∈ I. Recall that Perelman’s almost
Ricci-flat manifold is defined as
M =M × SN × I
equipped with the metric
G = gτ + τh+
(N
2τ
+R
)
dτ2,
where gτ = g(T − τ), R denotes the scalar curvature of gτ , and h is the metric
on SN with constant sectional curvature 1/2N . Throughout the paper, we tacitly
assume that N is large enough to ensure that G is positive definite.
We use i, j, k, . . . to denote coordinates indices on the M factor, α, β, γ, . . .
for those on the SN factor, and we denote with index 0 the coordinate τ on I.
Moreover, we use I, J,K, . . . to denote indices ranging over all parts 0, 1 ≤ i ≤ n
and 1 ≤ α ≤ N , and we use doublestroke symbols i, j,k, . . . to denote indices
ranging within {0, 1, . . . , n}. Usually we denote with capital or calligraphic letters
quantities on M and with the corresponding lower case or non-calligraphic letters
the same quantities on M .
With these conventions, the non-vanishing Christoffel symbols ΓKIJ of the metric
G are:
Γkij =
gΓkij
Γki0 = R
k
i
Γk00 = −
1
2∇
kR
Γ0ij = −G
00Rij
Γ0i0 =
G00
2 ∇iR
Γ000 =
G00
2
(
∂R
∂τ +
R
τ
)
− 12τ
Γγαβ =
hΓγαβ
Γγα0 =
1
2τ δ
γ
α
Γ0αβ = −
G00
2 hαβ
(2.3)
Moreover, there exists a constant C < ∞ such that the Ricci curvature of
(M, G) satisfies the bound
|RicG| ≤
C
N
.
Detailed computations of the Christoffel symbols and the Ricci curvatures of the
metric G can be found for instance in [30].
2.3. The martingale problem on M. Consider Perelman’s almost Ricci-flat
manifold (M, G). As before, let P (M) be the path space of all continuous curves
X : [0,∞) → M equipped with the Borel σ-algebra Σ = BP (M). The Borel σ-
algebra of path space coincides with the σ-algebra generated by all the evaluation
maps, i.e.
Σ = σ{Es | 0 ≤ s <∞},
where for every s ∈ [0,∞) fixed, Es denotes the evaluation map defined by
Es : P (M) −→M X 7−→ Xs.
Furthermore, there is a natural filtration
Σs = σ{Er | 0 ≤ r ≤ s} ⊂ Σ,
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which captures the events observable at time s. The corresponding filtration and
evaluation maps on M are denoted by {σs}s≥0 and εs, respectively. Note that
the projection map
π : M→M × I
induces a projection map
πˆ : P (M)→ P (M × I)
so that
εs ◦ πˆ = π ◦ Es. (2.4)
Given a point p ∈ M, the Wiener measure PNp on (P (M),Σ) is characterized
as the unique solution of the martingale problem for the Laplacian ∆M based at
p. More precisely, this means that PNp satisfies the following two conditions:
PNp
(
X0 = p
)
= 1, (2.5)
and
EP
N
p
[
F (Xb)−
∫ b
a
∆MF (Xs) ds
∣∣∣Σa] = F (Xa) (2.6)
for all smooth functions with compact support F ∈ C∞c (M) and all b > a ≥ 0.
2
To be precise, we should also say that we put absorbing boundary conditions
to take care of the possibility that the motion reaches the boundary ∂M. Since in
the limit the motion will reach ∂M exactly at time T , for the ease of presentation
in the following we don’t explicitly indicate the stopping time T∂M.
2.4. The limiting martingale problem. Recall from the introduction that we
consider the sequence of probability measures
QN(x,T ) = πˆ∗P
N
(x,T ) where P
N
(x,T ) = −
∫
π−1(x,T )
PNp dµπ−1(x,T )(p). (2.7)
In order to prove that QN(x,T ) converges to P
par
(x,T ) we first identify the martingale
problem that any subsequential limit satisfies.
Theorem 2.1. Any subsequential limit Q(x,T ) of the sequence defined by (2.7)
solves the martingale problem for the Ricci flow, that is, the martingale problem
based at (x, T ) associated to the heat operator ∂τ + ∆gτ . More precisely, Q(x,T )
satisfies the following two properties:
(a) Q(x,T )
[
X0 = (x, T )
]
= 1,
(b) EQ(x,T )
[
f(Xb)−
∫ b
a
(∂τ +∆gτ )f(Xs) ds
∣∣∣ σa] = f(Xa) for all f ∈ C∞c (M × I).
Proof. If D is a differential operator on a manifold M, and ϕ ∈ C∞c (M), we set
Zϕs (D) := ϕ(Xs)−
∫ s
0
(Dϕ)(Xr) dr (s ≥ 0).
2In this paper, we use the normalization dWs dWs = 2 ds.
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Notice that assertion (b) can be rephrased by saying that
Zfs
(
∂τ +∆gτ
)
is a Q(x,T )-martingale for all f ∈ C
∞
c (M × I). (2.8)
Hereafter we fix an arbitrary function f ∈ C∞c (M × I), and b > a ≥ 0. We divide
the proof of (2.8) into several steps:
Step 1. EP
N
(x,T )
[
Zπ
∗f
b (∆M)
χ
πˆ−1(L)
]
= EP
N
(x,T )
[
Zπ
∗f
a (∆M)χπˆ−1(L)
]
for all L ∈ σa.
Notice that equation (2.6) says that ZFs (∆M) is a P
N
p -martingale for all F ∈
C∞c (M). In particular, for any test function F independent of S
N , namely if we
choose F = π∗f , we have that Zπ
∗f
s (∆M) is a P
N
p -martingale, i.e.
EP
N
p
[
Zπ
∗f
b (∆M)
∣∣Σa] = Zπ∗fa (∆M).
By the definition of conditional expectation this means that
EP
N
p
[
Zπ
∗f
b (∆M)
χL
]
= EP
N
p
[
Zπ
∗f
a (∆M)χL
]
for all L ∈ Σa. (2.9)
To proceed, recall that
σa = σ
(
{ε−1s (U) | s ≤ a, U ⊂M × I open}
)
.
Now for any s ≤ a and U ⊂ M × I open, using the composition rule (2.4) for
evaluation maps we see that
πˆ−1
(
ε−1s (U)
)
= E−1s (π
−1(U)) ∈ Σa.
Since Σa is a σ-algebra, we infer that πˆ
−1(L) ∈ Σa whenever L ∈ σa. We can thus
take L = πˆ−1(L) with L ∈ σa in (2.9). Finally, as we are taking expectations of
random variables that are constant on the SN-factor, we can replace PNp by P
N
(x,T ),
and this finishes the proof of Step 1.
Step 2. ∆M(π
∗f) = π∗(DNf) with DNf = (∂τ +∆gτ )f +EN , where |EN | ≤ C/N
for some constant C <∞.
Using expression (2.3) for the Christoffel symbols, one can compute that ∆M has
the following form when acting on functions F constant on the SN factor:
∆MF = G
IJ(∂I∂J − Γ
K
IJ∂K)F
= ∆gτF −
(
GαβΓ0αβ +G
ijΓ0ij +G
00Γ000
)
∂F
∂τ +G
00 ∂2F
∂τ2
−G00Γi00
∂F
∂xi
= ∆gτF +
(
G00
2τ N +G
00R− (G
00)2
2 (
∂R
∂τ +
R
τ ) +
G00
2τ
)
∂F
∂τ +G
00 ∂2F
∂τ2
+ G
00
2 ∇
iR ∂F
∂xi
.
Recalling that G00 =
(
N
2τ +R
)−1
we infer that ∆M(π
∗f) = π∗(DNf), where
DNf = (∂τ +∆gτ )f + EN ,
and
EN =
(
1
N+2τR −
(G00)2
2 (
∂R
∂τ +
R
τ )
)
∂f
∂τ +G
00
(
∂2f
∂τ2
+ 12∇
iR ∂f
∂xi
)
.
Observe that
max{G00, (N + 2τR)−1} ≤ C/N.
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Furthermore, recall that the curvatures and their derivatives are bounded. Since
f is smooth with compact support, its derivatives are also bounded. We thus
conclude that |EN | ≤ C/N for some C <∞, as desired.
Step 3. EP
N
(x,T )
[
Zπ
∗f
s (∆M)χπˆ−1(L)
]
= E
QN
(x,T ) [Zfs (D
N)χL] for all L ∈ σs.
The composition rule (2.4) for evaluation maps, the identity from Step 2, and the
definition of push-forward measure yield
EP
N
(x,T )
[
Zπ
∗f
s (∆M)χπˆ−1(L)
]
=
∫
P (M)
[
π∗f ◦ Eτ −
∫ s
0
π∗(DNf) ◦ Eξ dξ
]
·(χL ◦ πˆ) dP
N
(x,T )
=
∫
P (M×I)
[
f ◦ ετ −
∫ s
0
DNf ◦ εξ dξ
]
·χL d
[
πˆ∗P
N
(x,T )
]
= E
QN
(x,T )
[
Zfs (D
N)χL
]
,
which is what we wanted to prove.
Step 4. Assertion (2.8) holds true.
Take b > a ≥ 0 and any L ∈ σa ⊂ σb. If Q
N
(x,T ) converges to Q(x,T ), then by the
definition of convergence of probability measures we have
EQ(x,T )
[
Zfa (∂τ +∆g(τ))χL
]
= lim
N→∞
E
QN
(x,T )
[
Zfa (∂τ +∆g(τ))χL
]
= lim
N→∞
E
QN
(x,T )
[
Zfa (D
N)χL
]
, (2.10)
where we used that
∣∣Zfa (DN) − Zfa (∂τ + ∆gτ )∣∣ ≤ C/N by Step 2. Now using
equation (2.10) we deduce that
EQ(x,T )
[
Zfa (∂τ +∆gτ )χL
]
= lim
N→∞
EP
N
(x,T )
[
Zπ
∗f
a (∆M)χπˆ−1(L)
]
(by Step 3 for s = a)
= lim
N→∞
EP
N
(x,T )
[
Zπ
∗f
b (∆M)
χ
πˆ−1(L)
]
(by Step 1)
= EQ(x,T )
[
Zfb (∂τ +∆gτ )
χL
]
, (2.11)
where the last equality follows by reversing the above chain of equalities (including
those from (2.10)) but using the corresponding steps for s = b instead of s = a.
As (2.11) holds for any L ∈ σa and arbitrary f ∈ C
∞
c (M × I), by definition of
conditional expectation we reach (2.8).
Finally, it remains to prove (a). As the set {X0 = (x, T )} is σ0-measurable
and closed, applying (2.2) and the definition of push-forward measure we get
Q(x,T )
[
X0 = (x, T )
]
≥ lim sup
N→∞
QN(x,T )
[
X0 = (x, T )
]
= lim
N→∞
−
∫
π−1(x,T )
PNp
[
X0 = p
]
dµπ−1(x,T )(p) = 1,
where we used (2.5) in the last step. This finishes the proof of the theorem. ⊔⊓
BROWNIAN MOTION ON PERELMAN’S ALMOST RICCI-FLAT MANIFOLD 13
2.5. Existence of a subsequential limit. We now need to ensure that a sub-
sequential limit indeed exists. Essentially the proof consists in adapting to our
non-Euclidean setting the arguments in Stroock-Varadhan [24, Section 1.4]. The
main change is to check that we can construct a large enough family of QN(x,T )-
submartingales which satisfy the hypotheses of [24, Theorem 1.4.6].
Theorem 2.2. For every (x, T ) ∈M × I there exists a subsequential limit Q(x,T )
of the sequence of probability measures
{
QN(x,T )
}
N∈N
defined by (2.7).
Proof. Given ρ > 0 and S <∞, by the precompactness result on path space [24,
Theorem 1.3.2], it is enough to check that
lim
δց0
lim sup
N→∞
QN(x,T )
[
sup
0 ≤ s1 ≤ s2 ≤ S
s2 − s1 < δ
dgˆ(Xs1 ,Xs2) ≤ ρ
]
= 1,
where we use the metric gˆ = gτ + dτ
2 on M × I.
By combining Step 1 and Step 3 from the proof of Theorem 2.1, we deduce
that Zfs (DN) is a QN(x,T )-martingale for every f ∈ C
∞
c (M × I), i.e.
f(Xa) = E
QN
(x,T )
[
f(Xb)−
∫ b
a
DNf(Xs) ds
∣∣∣ σa]
for all b > a ≥ 0. Now by Step 2 from the proof of Theorem 2.1 we see that∣∣DNf(Xs)∣∣ ≤ sup
M×I
∣∣(∂τ +∆M )f(Xs)∣∣+ C ≤ Af , (2.12)
where Af <∞ depends only on the curvature bounds for our Ricci flow and the
C2-norm of f . Accordingly, for any non-negative function f we get
f(Xa) ≤ E
QN
(x,T )
[
f(Xb) +Af (b− a)
∣∣∣ σa],
which says that (f(Xs) + Afs, σs,Q
N
(x,T )) is a non-negative submartingale. This
tells us that QN(x,T ) satisfies the first hypothesis in [24, Theorem 1.4.6].
The second hypothesis in [24, Theorem 1.4.6] has to be adapted to our non-
Euclidean space M × I. To this end, instead of translates of f , we use as test
functions the following space-time bump functions: fix (x¯, τ¯ ) ∈M × I and choose
fρ ∈ C
∞
c (M × I) so that 0 ≤ fρ ≤ 1, fρ = 1 on B ρ8
(p) × [τ¯ − ρ8 , τ¯ +
ρ
8 ] and
fρ(x, τ) = 0 for each x ∈ M \ B ρ
4
(p) and each τ with |τ − τ¯ | ≥ ρ4 . Note that
the corresponding constant Afρ from (2.12) can be chosen independent of the
base point (x¯, τ¯). This independence is the suitable replacement for the second
hypothesis of [24, Theorem 1.4.6]. The rest of the proof goes through exactly as
in [24, Section 1.4]. ⊔⊓
2.6. Concentration on the parabolic path space. In order to finish the
proof of Theorem 1 it remains to show that our limiting measure concentrates on
space-time curves moving backwards in time with unit speed.
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Proof of Theorem 1. Given the Ricci flow (M,g(t))t∈[0,T1) and a space-time point
(x, T ) ∈M×(0, T1), consider Perelman’s manifoldM =M×I×S
N equipped with
the almost Ricci-flat metric G as in Section 2.2. By Theorem 2.1 and Theorem
2.2 the probability measures QN(x,T ), which have been defined in (2.7), converge
along a subsequence to a probability measure Q(x,T ) which solves the martingale
problem based at (x, T ) associated to the heat operator ∂τ +∆gτ .
Let πI : M × I → I be the natural projection πI(x, t) = t. We apply the
conclusion of Theorem 2.1 to the particular function f = h ◦ πI with h ∈ C
∞
c (I)
and the curve Xs = (xs, αs) with α ∈ P (I) satisfying α0 = T . Noticing that
(∂τ +∆gτ )f = −h
′ we get that
EQ(x,T )
[
h(αb) +
∫ b
a
h′(αs) ds
∣∣ σa] = h(αa) (2.13)
for all b > a ≥ 0 and all h ∈ C∞c (I).
In particular, choosing h(t) = t, b = s and a = 0 equation (2.13) yields
EQ(x,T )[αs] = T − s. (2.14)
Next we apply (2.13) for the function h(t) = t2, b = s, and a = 0 to obtain
T 2 = EQ(x,T )
[
α2s +
∫ s
0
2αr dr
]
= EQ(x,T )
[
α2s
]
+ 2
∫ s
0
EQ(x,T )
[
αr] dr
= EQ(x,T )
[
α2s]− (T − s)
2 + T 2,
where we used equation (2.14). Putting things together, we infer that
EQ(x,T )
[(
αs − (T − s)
)2]
= EQ(x,T )
[
α2s − 2(T − s)αs + (T − s)
2
]
= 0,
and thus αs = T − s holds Q(x,T )-almost surely.
Summing up, Q(x,T ) is a probability measure on P (M × [δ, T ]) supported on
space-time curves of the form {Xs = (xs, T − s)}s∈[0,T−δ] which solves the mar-
tingale problem (that we now express using t instead of τ) given by
Q(x,T )
[
X0 = (x, T )
]
= 1,
EQ(x,T )
[
f(xb, T − b)−
∫ b
a
[
(−∂t +∆g(T−s))f(·, T − s)
]
(xs) ds
∣∣∣ σa] = f(xa, T − a).
Letting δ ց 0, this is exactly the martingale problem for the Ricci flow, which
is obtained after projecting to M the stochastic differential equation (1.12). By
uniqueness of the solutions of the martingale problem, any subsequential limit
Q(x,T ) coincides with the parabolic Wiener measure P
par
(x,T ) and therefore we obtain
full convergence (without passing to a subsequence) in Theorem 2.2. ⊔⊓
3. Stochastic parallel transport on Perelman’s manifold
The goal of this section is to prove Theorem 2.
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3.1. Frame bundles over M. Set D = n+N + 1 and consider the GLD-frame
bundle P : FM→M whose fibers P−1(p) are linear isomorphisms U : RD → TpM.
The group GLD acts on FM from the right via composition.
Given local coordinates (xi, yα, τ) on M, a local chart on FM is induced as
follows. Let ∂
∂xI
∈ { ∂
∂xi
, ∂∂yα ,
∂
∂τ } be the coordinate frame and denote by {EI}
D−1
I=0
the canonical basis of RD. For a frame U ∈ FM we write
UEA = E
I
A
∂
∂xI
= EiA
∂
∂xi
+ EαA
∂
∂xα + E
0
A
∂
∂τ (3.1)
for some matrix (EIA) ∈ GLD. Then (x
i, yα, τ, EIA) ∈ R
D+D2 are local coordinates
for FM. Note that we are using A,B, . . . for frame bundle indices, and I, J, . . .
for manifold indices.
The Levi-Civita connection gives a splitting of the tangent bundle
TU(FM) = HU ⊕ VU
into horizontal and vertical subspaces. The horizontal lift of X ∈ TP(U)M to
TU(FM) is the unique vector X
∗ ∈ HU so that P∗(X
∗) = X.
The orthonormal frame bundle
OM =
{
U ∈ FM | GP(U)(UEA,UEB) = δAB for A,B = 0, . . . , D − 1
}
is a subbundle of FM with structure group OD. In addition to the canonical
horizontal vector fields
HA(U) = (UEA)
∗,
there are D(D − 1)/2 vertical vector fields defined by
VAB(U) =
d
dt
∣∣∣∣
t=0
UetMAB ,
where MAB ∈ o(n) is the matrix with −1 at the (A,B) position, 1 at the (B,A)
entry, and 0 elsewhere. We can endow OM with a Riemannian metric uniquely
determined by the formulas
〈X∗, Y ∗〉 = G(X,Y ), 〈X∗, VAB〉 = 0, 〈VAB , VCD〉 = δACδBD − δADδBC .
Explicit expressions in coordinates for the horizontal and vertical vector fields
are given by
HA = E
I
A
(
∂
∂xI
− ΓKIJ E
J
B
∂
∂EKB
)
, (3.2)
and
VAB = E
I
B
∂
∂EIA
− EIA
∂
∂EIB
, (3.3)
respectively, see e.g. [15, Proposition 2.1.3]. The horizontal Laplacian on OM is
defined by
∆
OM
=
D−1∑
A=0
H2A. (3.4)
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Finally, note that by the definition of OM and equation (3.1) we have
δAB =
〈
EIA
∂
∂xI
, EJB
∂
∂xJ
〉
G
= EIAGIJE
J
B.
Equivalently, taking inverses this gives the useful formula
GIJ =
D−1∑
A=0
EIAE
J
A. (3.5)
3.2. Martingale Problem on the frame bundle of Perelman’s manifold.
Consider the path space P
(
OM
)
with the filtration {Σt}t≥0 generated by the
evaluation maps Et : P
(
OM
)
→ OM. A probability measure PN
U
on P
(
OM
)
is
a solution of the martingale problem for the horizontal Laplacian (3.4) on OM
based at U ∈ OM if the following two conditions hold:
PN
U
[
U0 = U
]
= 1, (3.6)
and
EP
N
U
[
Ψ(Us2)−
∫ s2
s1
∆
OM
Ψ(Us) ds
∣∣∣Σs1] = Ψ(Us1) (3.7)
for all smooth functions with compact support Ψ ∈ C∞c (OM) and all s2 > s1 ≥ 0.
Consider the GLn+1-bundle G over M × I whose fibers are given by
G(x,τ) = {u : R
n+1 −→ R× TxM linear isomorphism}. (3.8)
Using the inclusion ι : Rn+1 → RD and the projection ̟ : T(x,y,T )M→ TxM ×R,
we define the map
Φ : OM −→ G, U 7−→ ̟ ◦ U ◦ ι,
and we denote by Φˆ : P
(
OM
)
−→ P
(
G
)
the induced map between path spaces.
For every u ∈ O ⊂ G, where the inclusion is given by u
i
7−→ uˇ =
[
1 0
0 u
]
, we
define
QNu = Φˆ∗P
N
u , with P
N
u = −
∫
Φ−1(uˇ)
PN
U
dµ
Φ−1(uˇ)
(U). (3.9)
We now follow the same scheme as in the previous section, and first identify
the martingale problem for subsequential limits of the sequence {QNu }N∈N.
Theorem 3.1. Any subsequential limit Qu of the sequence defined by (3.9) solves
the martingale problem associated to a certain differential operator D + N based
at u ∈ O; more precisely, Qu satisfies the following two properties:
(a) Qu
[
U0 = uˇ
]
= 1,
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(b) EQu
[
ψ(Us2) −
∫ s2
s1
[
(D + N)ψ
]
(Us) ds
∣∣∣ σs1] = ψ(Us1) for all ψ ∈ C∞c (G),
where D and N denote the differential operators
Dψ = giℓ
[
∂2ψ
∂xℓ∂xi
− ejb
[
∂Γkij
∂xℓ
∂ψ
∂ek
b
+ Γkij
∂2ψ
∂xℓ∂ek
b
− emc Γ
r
ℓmΓ
k
ij
∂2ψ
∂erc∂e
k
b
]
+ emc Γ
r
ℓmΓ
k
ir
∂ψ
∂ekc
]
− gℓrΓiℓr
(
∂ψ
∂xi
− Γkij e
j
b
∂ψ
∂ek
b
)
+ ∂ψ∂τ − e
j
bR
k
j
∂ψ
∂ek
b
, (3.10)
and
Nψ = 12τ e
0
b
∂ψ
∂e0
b
+ ej0B
k
j
∂ψ
∂ek0
+ e0
b
Bk ∂ψ
∂ek
b
− ej0g
iℓΓkij
[
∂
∂xℓ
− Γrℓme
m

∂
∂er

]
∂ψ
∂ek0
− giℓRki e
0
b
[
∂
∂xℓ
− Γrℓme
m

∂
∂er

]
∂ψ
∂ek
b
. (3.11)
Here, Bk and Bkj denote some bounded functions on M × I, whose precise form
is not needed.
Proof. Regarding the scheme of proof, we can mimic the steps in the proof of
Theorem 2.1, but now working with the martingale problem on the frame bundle
given by (3.6) and (3.7). The main difference in carrying this out is that we need
to find an explicit expression in this case for the operator DN in Step 2. Therefore
the goal is to compute ∆
OM
(Φ∗ψ) for any ψ ∈ C∞c (G).
Set Ψ = Φ∗ψ. This function only depends on the coordinates xi, τ , Ek
b
of OM.
Taking this into account we get by means of (3.2) that
HAΨ = E
i
ADiΨ with DiΨ =
∂Ψ
∂xi
− Γk
iJE
J
b
∂Ψ
∂Ek
b
.
We can thus write the horizontal Laplacian of Ψ as
∆
OM
Ψ =
D−1∑
A=0
HA(E
i
ADiΨ) =
D−1∑
A=0
(
EiAE
l
ADlDiΨ+HA(E
i
A)DiΨ
)
.
To proceed, using again (3.2) and the fact that
∂EiA
∂xj
= 0, we compute
D−1∑
A=0
HA(E
i
A) = −
D−1∑
A=0
EJAE
K
A Γ
i
JK = −G
JKΓiJK, (3.12)
where the last equality follows from (3.5). In particular, if we denote by EN any
general function satisfying limN→∞ EN = 0, and use the formula (2.3) for the
Christoffel symbols, we get
D−1∑
A=0
HA(E
0
A) = −(G
00Γ000 + g
msΓ0ms +G
αβΓ0αβ) = 1 + EN ,
and
D−1∑
A=0
HA(E
i
A) = −(g
ℓmΓiℓm +G
00Γi00) = −g
ℓmΓiℓm + EN .
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Putting things together, the formula for the horizontal Laplacian of Ψ becomes
∆
OM
Ψ = GilD
l
D
i
Ψ+D0Ψ− g
ℓmΓiℓmDiΨ+ EN
= giℓ
(
∂
∂xℓ
− ΓrℓmE
m

∂
∂Er

)(
∂Ψ
∂xi
− ΓkijE
j
b
∂Ψ
∂Ek
b
)
+ ∂Ψ∂τ − Γ
k
0JE
J
b
∂Ψ
∂Ek
b
− gℓmΓiℓm
(
∂Ψ
∂xi
− ΓkiJE
J
b
∂Ψ
∂Ek
b
)
+ EN
= giℓ
(
∂Ψ
∂xℓ∂xi
− Ej
b
[
∂Γkij
∂xℓ
+ Γkij
(
∂
∂xℓ
− ΓrℓmE
m

∂
∂Er

)]
∂Ψ
∂Ek
b
+ ΓrℓmE
m

Γkir
∂Ψ
∂Ek

)
+ ∂Ψ∂τ −R
k
jE
j
b
∂Ψ
∂Ek
b
− Γk00E
0
b
∂Ψ
∂Ek
b
− Γ00jE
j
b
∂Ψ
∂E0
b
− gℓrΓiℓr
(
∂Ψ
∂xi
− ΓkijE
j
b
∂Ψ
∂Ek
b
− Γki0E
0
b
∂Ψ
∂Ek
b
− Γ0ijE
j
b
∂Ψ
∂E0
b
)
+ EN .
Next we use again (2.3) and group together in a new differential operator N all
the terms which contain an index 0 somewhere. This yields
∆
OM
Ψ = (D +N)Ψ + EN ,
with
DΨ = giℓ
(
∂Ψ
∂xℓ∂xi
− Ejb
[
∂Γkij
∂xℓ
+ Γkij
(
∂
∂xℓ
− ΓrℓmE
m
c
∂
∂Erc
)]
∂Ψ
∂Ek
b
+ ΓrℓmE
m
c Γ
k
ir
∂Ψ
∂Ekc
)
+ ∂Ψ∂τ −R
k
jE
j
b
∂Ψ
∂Ekb
− gℓrΓiℓr
(
∂Ψ
∂xi
− ΓkijE
j
b
∂Ψ
∂Ekb
)
,
and
NΨ = 12τE
0
b
∂Ψ
∂E0
b
+ Ej0
[
giℓ
(
ΓriℓΓ
k
rj + Γ
r
ℓjΓ
k
ir −
∂Γkij
∂xℓ
)
−Rkj
]
∂Ψ
∂Ek0
+ E0
b
[
giℓ
(
ΓriℓR
k
r +R
r
ℓΓ
k
ir −
∂Rki
∂xℓ
)
− Γk00
]
∂Ψ
∂Ek
b
− Ej0g
iℓΓkij
[
∂
∂xℓ
− ΓrℓmE
m

∂
∂Er

]
∂Ψ
∂Ek0
− giℓRkiE
0
b
[
∂
∂xℓ
− ΓrℓmE
m

∂
∂Er

]
∂Ψ
∂Ek
b
.
It remains to write DΨ and NΨ in terms of the coordinates (xi, τ, eia, e
0
a, e
i
0, e
0
0)
of G. Note that to get the formulas (3.10) and (3.11) in the statement of the
theorem, it is enough to show that
ei
a
◦Φ = Ei
a
, (3.13)
and
∂(ψ ◦ Φ)
∂Ei
a
=
∂ψ
∂ei
a
◦Φ and
∂(ψ ◦Φ)
∂xi
=
∂ψ
∂xi
◦ Φ. (3.14)
If {e
a
} is the canonical basis of Rn+1, from equation (3.1) we get
Φ(U)e
a
= ̟(UE
a
) = ̟
(
EI
a
∂
∂xI
)
= Ei
a
∂
∂xi
,
which implies (3.13). To proceed, observe that equation (3.13) implies that
Φ∗(
∂
∂Ei
a
) = ∂
∂ei
a
.
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Using this, we compute
∂(ψ ◦ Φ)
∂Ei
a
∣∣∣∣
U
= ψ∗Φ(U)
(
Φ∗U
∂
∂Ei
a
)
= ψ∗Φ(U)
(
∂
∂ei
a
)
=
∂ψ
∂ei
a
∣∣∣∣
Φ(U)
,
which proves the first part of (3.14). Arguing similarly, the identity xi ◦ Φ = xi
yields the second part of (3.14).
Summing up, we reach the conclusion that
∆OM(Φ
∗ψ) = Φ∗(DNψ) with DNψ = (D +N)ψ + EN ,
where the operators D and N are defined in (3.10) and (3.11), and limN→∞ EN =
0. Using this specific DN in Step 2, the rest of the proof of Theorem 3.1 follows
now exactly as in the proof of Theorem 2.1. ⊔⊓
3.3. Conclusion of the proof. The goal of this section is to finish the proof of
Theorem 2.
Recall that for the Ricci flow we work on the On-bundle
O→M × I.
The canonical horizontal vector fields on this bundle are defined via the space-
time connection (1.5). Namely, there are the n spatial horizontal vector fields
Hi(u) = (uei)
∗ where ∗ denotes the horizontal lift of uei ∈ (TxM,gτ ) using the
metric gτ , and the time-like horizontal vector field Dτ which is the horizontal
lift of the vector field ∂τ . In local coordinates (as always we view On-bundle O
sitting inside the corresponding GLn-bundle F) these vector fields are given by
Ha(u) = e
i
a
(
∂
∂xi
− Γkije
j
b
∂
∂ekb
)
, (3.15)
and
Dτ (u) =
∂
∂τ − e
k
aR
i
k
∂
∂eia
,
cf. [12, 13]. The horizontal Laplacian on O is given by
∆H =
n∑
a=1
HaHa. (3.16)
Proof of Theorem 2. Let O → M × I be the On-bundle as above, and let G →
M × I be the GLn+1-bundle defined in (3.8). Recall from the paragraph before
the statement of Theorem 3.1 that we have the inclusion map
i : O→ G, u 7→
[
1 0
0 u
]
.
If Qu is any subsequential limit as in the statement of Theorem 3.1 (existence of
such a subsequential limit follows similarly as in Section 2.5), then it solves the
martingale problem for the differential operator D+N, where D and N are defined
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in (3.10) and (3.11), respectively. The key is now to observe that N restricted to
i(O) vanishes identically, i.e.
N|i(O) ≡ 0, (3.17)
and that D restricted to i(O) is exactly the horizontal heat operator for the Ricci
flow, i.e.
D|i(O) = Dτ +∆H , (3.18)
where the operator on the right hand side is given by (3.15)–(3.16).
Consider the projection map
Π : G→ F,
[
e00 e
0
i
ea0 u
]
7→ u
from the GLn+1-bundle G to the GLn-bundle F. Note that Π(i(u)) = u.
Claim. Π(Us) ∈ O for all s ∈ I almost surely.
To prove the claim, we use the test function
ψ(Us) = dG(i(Π(Us)), i(O))
2.
After multiplication with a suitable cut-off function, we may consider ψ ∈ C∞c (G).
Note that Theorem 3.1 (a) ensures that ψ(U0) = 0. Denote byK ⊂ G any compact
neighborhood of i(Π(U0)). By the key observation (3.17)–(3.18), and since the
vector fields Dτ and Ha are tangential to i(O), there exists an open neighborhood
V ⊂ G of i(O), and a constant CK <∞, such that
(D +N)ψ ≤ CKψ on V ∩K. (3.19)
Now take the first exit time from V ∩K as a stopping time, i.e. set
σ = inf{s > 0 |Us 6∈ V} ∧ inf{s > 0 |Us 6∈ K}.
Using Theorem 3.1 and equation (3.19), a Gronwall-type argument implies that
ψ(Us) = 0 for all s ≤ σ almost surely.
This in turn means that Π(Us) ∈ O for all s ≤ σ almost surely. Taking an
exhaustion by compact sets K, we conclude that Π(Us) ∈ O for all s ∈ I almost
surely, as claimed.
Summing up, given u ∈ O, we have shown that any subsequential limit of the
sequence Πˆ∗Φˆ∗P
N
u , where P
N
u is defined in (3.9), concentrates on curves in P (O)
and solves the martingale problem associated to the operator Dτ +∆H based at
u. This coincides with the martingale problem corresponding to the stochastic
differential equation (1.12), and thus, by uniqueness, we get that the limiting
measure must be equal to Pparu and that the subsequential convergence actually
entails full convergence.
Finally, since Θ = Π ◦ Φ this implies the assertion of Theorem 2 as stated in
the introduction. ⊔⊓
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4. Application: from Ricci bounds to Ricci flow estimates
In this final section, we explain how one can recover the estimates from [13].
Proof of Corollary 3. We work with test functions F : P (M)→ R of the form
F (X) = f(Xs1 , . . . ,Xsk),
where f :Mk → R is smooth with compact support, s = {0 < s1 < · · · < sk < T}
are given evaluation times, and Xsi denotes the M -component of Xsi .
More systematically, in terms of the commutative diagram
P (M)
Es−−−−→ Mkyπˆ yπk
P (M)
εs−−−−→ Mk
f
−−−−→ R,
(4.1)
where Es and εs are the evaluation maps at the k times given by s, this means
that
F = (εs ◦ πˆ)
∗f = (πk ◦ Es)
∗f.
Applying the gradient estimate (1.3) with κ = C/N we get3
lim sup
N→∞
∣∣∣∣∇p ∫
P (M)
πˆ∗ε∗sf dP
N
p
∣∣∣∣ ≤ lim sup
N→∞
∫
P (M)
∣∣N∇||0(E∗sπ∗kf)∣∣ dPNp , (4.2)
where we used that F is ΣT -measurable to control the error term. Note also that,
since our test function doesn’t depend on the SN-factor, in (4.2) we can replace PNp
by the averaged probablity measure P
N
(x,T ), where (x, T ) = π(p). Using Theorem
1 we compute
lim
N→∞
∫
P (M)
πˆ∗ε∗sf dP
N
(x,T ) =
∫
P parT (M)
ε∗sf dP
par
(x,T ). (4.3)
Combining (4.2) and (4.3), and using lower-semicontinuity, we infer that∣∣∣∣∇x ∫
P parT (M)
ε∗sf dP
par
(x,T )
∣∣∣∣ ≤ lim sup
N→∞
∫
P (M)
∣∣N∇||0(E∗sπ∗kf)∣∣ dPNp , (4.4)
where the left hand side is understood as local Lipschitz slope.
To compute the right hand side of (4.4), it is best to lift things to the frame
bundle using the map Pˆ : P (OM)→ P (M). By definition of the parallel gradient
[21, Section 6] we compute that
Pˆ∗
∣∣N∇||0(E∗sπ∗kf)∣∣2 = E∗s D−1∑
A=0
∣∣∣∣ k∑
i=1
H
(i)
A (π˜
∗
kf)
∣∣∣∣2,
3To be precise, we use the variant of the gradient estimate for manifolds with boundary
established by Wang-Wu [29]. Since τ (Xs) = s almost surely in the limit, the boundary term,
which is proportional to the local time spent at the boundary, disappears in the limit.
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where π˜∗kf : (OM)
k → R denotes the invariant lift of π∗kf , and Es : P (OM) →
(OM)k is the evaluation map on the frame bundle. Using this and the relation
(1.11) we infer that
∫
P (M)
∣∣N∇||0(E∗sπ∗kf)∣∣ dPNp = ∫
P (OM)
(
E∗s
D−1∑
A=0
∣∣∣∣ k∑
i=1
H
(i)
A (π˜
∗
kf)
∣∣∣∣2
)1/2
dPNU .
Repeating the same argument for the Ricci flow, and using (1.14), we obtain
∫
P parT (M)
∣∣par∇||0(ε∗sf)∣∣ dPpar(x,T ) = ∫
P (O)
(
e∗s
n∑
a=1
∣∣∣∣ k∑
i=1
H(i)a (p˜
∗
kf)
∣∣∣∣2
)1/2
dPparu ,
where p˜∗kf : O
k → R denotes the invariant lift of f ◦ pk : M
k → Mk → R, and
es : P (O) → O
k is the evaluation map on space-time. Finally, considering the
augmented diagram
P (OM)
Pˆ
−−−−→ P (M)
Es−−−−→ MkyΘˆ yπˆ yπk
P (F)
pˆ
−−−−→ P (M)
εs−−−−→ Mk
f
−−−−→ R,
(4.5)
and using in particular Theorem 2, it follows that
lim
N→∞
∫
P (OM)
(
E∗s
D−1∑
A=0
∣∣∣∣ k∑
i=1
H
(i)
A (π˜
∗
kf)
∣∣∣∣2
)1/2
dPNU
=
∫
P (O)
(
e∗s
n∑
a=1
∣∣∣∣ k∑
i=1
H(i)a (p˜
∗
kf)
∣∣∣∣2
)1/2
dPparu .
Putting everything together, we conclude that for any cylinder function ε∗sf we
have the estimate∣∣∣∣∇x ∫
P parT (M)
ε∗sf dP
par
(x,T )
∣∣∣∣ ≤ ∫
P parT (M)
∣∣par∇||0(ε∗sf)∣∣ dPpar(x,T ).
Since cylinder functions are dense in L2(P parT (M)), this proves the corollary. ⊔⊓
Remark 4.1. Similarly, the other main estimates for the Ricci flow from [13],
namely, the quadratic variation estimate∣∣∣∣ ∫
P parT (M)
d[F pars , F
par
s ]
ds
dPparT
∣∣∣∣ ≤ 2∫
P parT (M)
∣∣par∇||sF ∣∣2 dPpar(x,T ),
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the log-Sobolev inequality on path space∫
P parT (M)
(
(F 2)pars1 log(F
2)pars1 − (F
2)pars0 log(F
2)pars0
)
dPpar(x,T )
≤ 4
∫
P parT (M)
∫ s1
s0
∣∣par∇||sF ∣∣2 ds dPpar(x,T ),
and the sharp spectral gap estimate on path space∫
P parT (M)
(
F pars1 − F
par
s0
)2
dPpar(x,T ) ≤ 2
∫
P parT (M)
∫ s1
s0
∣∣par∇||sF ∣∣2 ds dPpar(x,T )
can also be recovered by applying the estimates from [21] with κ = C/N on
Perelman’s manifold M and taking the limit N →∞ via Theorem 1 and 2. The
computations are almost the same as in the proof of Corollary 3. Essentially, the
only new step is to observe that for πˆ∗F : P (M) → P parT (M) → R the induced
martingale
(πˆ∗F )s(X) =
∫
PXs (M)
(πˆ∗F )(X|[0,s] ∗ X˜) dP
N
Xs
(X˜)
converges for N →∞ to πˆ∗F pars , where
F pars (γ) =
∫
P parT−s(M)
F (γ|[0,s] ∗ γ˜) dP
par
γs
(γ˜).
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