In this paper, we present the convergence analysis for some modified Gauss-Seidel and Jacobi type iterative methods and provide a comparison of spectral radius among the GaussSeidel iterative method and these modified methods. Some recent results are improved.
Introduction
Consider the following linear system
where A is an n × n square matrix, and x and b are n-dimensional vectors. For any splitting, A = M − N with the non-singular matrix M, the basic iterative methods for solving Eq. (1.1) is
For simplicity, we assume that A has unit diagonal entries and let A = I − L − U, where L and U are strictly lower and strictly upper triangular matrices, respectively. Then the iteration matrices of the classical Jacobi and classical Gauss-Seidel methods are J = L + U and T = (I − L) −1 U, respectively. We consider a preconditioned system of (1.1)
The corresponding basic iterative method is given in general by They showed that if A is a non-singular diagonally dominant Z-matrix with some conditions, then there exists an α > 1 such that (I + S α )A is a strictly diagonally dominant Z-matrix for all α i ∈ [0, α ] and presented some numerical investigation for the choice of the optimal parameter. It is shown in [2] by numerical investigation that their method is superior to other methods. Now we give one main result of [2] as follows. 
U − S + SU ). Then (a) ρ(T ) < ρ(T GS ) if ρ(T GS ) < 1, (b) ρ(T ) = ρ(T GS ) if ρ(T GS ) = 1, (c) ρ(T ) > ρ(T GS ) if ρ(T GS
Theorem 1.2 provides a convergence result that the general MGS method is convergent when A is a non-singular diagonally dominant M-matrix.
Throughout this paper, we always assume that a i,i+1 / = 0, i = 1, . . . , n − 1 and
where L m and U m are strictly lower triangular non-negative and general non-negative matrices, respectively. Now we consider more general MGS methods, which say to be an MGS type method, its iterative form is given by
where x (0) is an initial approximation, and
Notice that, if we take some specific values of α and U m , then the MGS type method reduces to the well-known methods as classical Jacobi, classical Gauss-Seidel and MGS method given in [1, 2] . By T and J we denote T = T α=0 and J = L m + U m , which are iteration matrices of Gauss-Seidel type method and Jacobi type method, respectively. Our work in the presentation is to provide convergence analysis. 
Preliminaries
For an n × n matrix A, the directed graph (A) of A is defined to be the pair (V , E), where V = {1, . . . , n} is a set of vertices and E = {(i, j ) : Some basic properties are given below, which will be used in the proof of our main theorems. 
Convergence theorem
The following lemmas are useful to prove our main theorem. [4, 7] .
Lemma 3.3. Let A be a Z-matrix. Then A is a non-singular M-matrix if and only if for any
Since A is a Z-matrix,â ij 0 for i / = j, i.e.,Ã is a Z-matrix. Since A is a non-singular M-matrix, by Theorem 2.1 there exists a positive vector x such that Ax 0. Also we haveÃx = (I + S α )Ax 0. By Theorem 2.1Ã is a non-singular M-matrix. IfÃ is a non-singular M-matrix,Ã T is also a non-singular M-matrix. By Theorem 2.1 there is a positive vector x such thatÃ T x 0, i.e.,
Then y 0 and A T y 0, which imply that A T is a non-singular M-matrix from Theorem 2.1, and so is A.
be written by the following block form:
where A ii is irreducible, i = 1, . . . , k.
Proof. We use the induction on n to prove this theorem. It is obvious that this is true for n = 2. We assume that it is true for any matrices with dimension < n. Let i 1 = max 1 j n {j | there is a path from j to 1 in (A)} and δ = {1, . . . , i 1 }. Further properties for matrix splitting are given in the following two lemmas. The proof of the first one can be obtained by noting Theorem 6.3 in [5] and the second one follows Lemma 3.3 in [6] and Theorem 2.3.10 in [3] . Our main result in this section is as follows. 
Lemma 3.5. Let A be a non-singular M-matrix and
A = M 1 − N 1 = M 2 − N 2 be two
convergent splittings, one weak non-negative and one regular. If
N 1 N 2 , then ρ(M −1 2 N 2 ) ρ(M −1 1 N 1 )., i = 1, . . . , n − 1, ρ(T α ) < 1 if ρ(T ) < 1. In this case, we have ρ(T α ) ρ(T ) ρ(J ) < 1. Moreover, if A is irreducible, then ρ(T α ) < ρ(T ) for α i ∈ (0, 1], i = 1, . . . , n − 1. (b) For any α i ∈ [0, 1), i = 1, . . . , n − 1, ρ(T α ) = 1 if ρ(T ) = 1.
Proof. Let
where E α = (e ij ), L m = (l ij ) and U m = (u ij ). Clearly, we havẽ 
. We obtain ρ(T ) ρ(J ) by noting Lemma 2.3(1) in [4] . The first part of (a) is proved.
For the second part of (a), let A be irreducible. By Lemma 3.6 there is a positive vector x such that T x = ρ(T )x and by the same proof as [1, p. 133], we have [6] , there exists a permutation matrix P, such that
where H 2 is an irreducible square matrix whose dimension is equal to the number of non-zero columns in F α . It is readily to see (
. . , n − 2, i.e., F α has at least n − 2 non-zero columns. Hence, the dimension of H 2 is equal to or larger than n − 2. When n 4, the dimension of H 2 is at least 2. Since T α x = ρ(T )x − y we have P H 2 P T P x < ρ(T )P x, which deduces ρ(H 2 ) < ρ(T ) from Perron-Frobenius Theorem (see [3] ), and therefore, ρ(T α ) < ρ(T ). When n 3, we consider the following two cases, respectively. First we need to prove that E α is non-singular. Clearly, E α is a lower triangular Zmatrix with the diagonal entries as in (3.4 We can conclude thatÃ = E α − F α is an M-splitting of a singular M-matrix. It follows from Lemma 3.2 that ρ(T α ) = 1.
From Theorem 3.1 we can easily obtain the following theorem. 
(b) Under the assumption in Theorem 3.1, one still cannot obtain ρ(T ) 1 from ρ(T α ) 1. For example, let α 1 = 1 and
We have
It is easy to obtain ρ(T α ) = 0 < 1 and ρ(T ) = ρ(T GS ) = 2 > 1. In the following section, we shall consider this problem. 
Remark 3.3.
When U m is a classical upper triangular non-negative matrix, the conditions in Theorem 3.1 become that A is Z-matrix and ρ(T ) 1, i.e., A is an M-matrix, which are still weaker than the conditions in Theorem 1.2.
Notice that the inequality
is not true even for diagonally dominant M-matrix case. For example, let 
Corollary 3.3. Let A be a non-singular M-matrix,
A = I − L m − U m = I − L m − U m with L m L m , then ρ(T α ) ρ(T α ) for all α ∈ [0, 1]. Proof. Since A α = (I + S α )A = (I − L m − S α L m ) − (U m − S α + S α U m ) = (I − L m − S α L m ) − (U m − S α + S α U m ) ≡ M α − N α = M α − N α , for all α i ∈ [0, 1],
Stein-Rosenberg type theorem
In Section 3, we have given a counterexample for which ρ(T ) > 1 although the conditions in Theorem 3.1 are satisfied and ρ(T α ) 1. In order to present some necessary and sufficientconditions, some additional restrictions on A are necessary. Proof. By Theorem 3.1, we only need to prove the necessity of (a) and (b). Since E α is a lower triangular Z-matrix with diagonal entries given in (3.4), E α is a non- It is easy to see that for any α ∈ [0, 1], ρ(T α ) = ρ(T ) = 0. In order to obtain the strict inequalities, the irreducibility of A is necessary. We present the result in the following theorem and the proof is similar to those for Theorems 4.1 and 3.1(a). Since U m is a general non-negative matrix, it is easy to extend the results to some Jacobi type iteration methods. A natural and open problem is whether the convergence rate of MGS type methods is a monotonic function of the parameter α.
Lemma 4.1. Let
A = (a ij ) ∈ R n×n with a i,i+1 a i+1,i < 1, i, j = 1, . . . , n − 1, be irreducible. If ρ(T ) > 1, then for any α i ∈ [0, 1], ρ(T α ) ρ(T ) > 1. Proof. Clearly, A = (I − L) − U is an M-splitting. By Lemma 3.6, there is x 0 such that T x = ρ(T )x. Since T = M −1 α N α (as defined in (3.2)), we have M −1 αÃ x = (I − T )x = [1 − ρ(T )]x. ThenÃx = [1 − ρ(T )]M α x. This implies that E −1 αÃ x = [1 − ρ(T )]E −1 α M α x, i.e., (I − T α )x = [1 − ρ(T )]E −1 α M α x.singular M-matrix for α i ∈ [0, 1] andÃ = E α − F α is an M-splitting. (a) Let ρ(T α ) < 1. SinceÃ = E α − F α is an M-
