Accurate estimation of cancer mortality rates and the comparison across cancer sites, populations or time periods is crucial to public health, as identification of vulnerable groups who suffer the most from these diseases may lead to efficient cancer care and control with timely treatment. Because cancer mortality rate varies with age, comparisons require age-standardization using a reference population. The current method of using the Year 2000 Population Standard is standard practice, but serious concerns have been raised about its lack of justification. We have found that using the US Year 2000 Population Standard as reference overestimates prostate cancer mortality rates by 12-91% during the period 1970-2009 across all six sampled U.S. states, and also underestimates case fatality rates by 9-78% across six cancer sites, including female breast, cervix, prostate, lung, leukemia and colon-rectum. We develop a mean reference population method to minimize the bias using mathematical optimization theory and statistical modeling. The method corrects the bias to the largest extent in terms of squared loss and can be applied broadly to studies of many diseases.
Introduction
Cancer is one of the leading causes of death in the United States and a major public health concern [1] [2] [3] [4] [5] . Cancer mortality rates are often reported in age-specific groups, making it difficult to extrapolate the overall mortality assessment or generate comparisons across populations [6] . Researchers often calculate a summary rate, such as the crude rate, which is an average of the agespecific mortality rates weighted to the proportions of age groups in the population. Such summary rates depend on the age-specific mortality rates and the population's age structure, where the latter may vary largely and cause unfair comparison among populations, presenting numerical illusion of large differences in the summary rate even as the age-specific mortality rates remain the same [7] . This discrepancy motivated the direct age-standardization procedure for comparing mortality rates across populations [7] [8] [9] using a standard population as reference, such as the US Year 2000 Population Standard in current practice.
The age-standardization method calculates an age-adjusted rate using the age structure of a standard population to compare disease rates across populations or time periods. This method has been extensively adopted by the United States and world health agencies [4] [5] [10] [11] [12] following a memorandum from the Secretary of the U.S. Department of Health and Human Services in 1998 [13] mandating the use of the US Year 2000 Population Standard to calculate age-adjusted mortality rate starting 1999 for more consistent reporting of mortality rate [14] . Accordingly, the US Year 2000 Population Standard or the Year 2000 World Standard Population has been used as reference in public health reports by many U.S. states [15] [16] [17] [18] [19] [20] and worldwide agencies [12] .
Although age-standardization provides a way to compare disease rate among populations and has acknowledged merits [6] [7] [10] [11] [12] , the current approach of using standard reference population also has caveats. It has been noted that choosing different reference populations may change the age-adjusted mortality rates dramatically and may also alter the ranking [7, 21] . As a result, the selection of standard population is still in debate [7, 12] . On one hand, selecting the Year 2000 Population Standard keeps the mortality rate adjustment consistent with a contemporary reference population [13, 14] , making the comparison procedure easy to follow with uniformity [21] . On the other hand, a study by the World Health Organization (WHO) pointed out "There is clearly no conceptual justification for choosing one standard over another, hence the choice is arbitrary" [12] . Further, a health disparities study attributed declining racial/ethnic and socioeconomic inequalities in health to the change of the reference population from Year 1940 Year , 1970 to Year 2000, a "statistical illusion" due to the use of the Year 2000 Population Standard [23] . This illusive effect of the Y2K or millennium bug is not the result of a technical problem as in the computer programming case, but rather of a more difficult methodological one that requires theoretical research in quantitative science. The change of reference from US Year 1940 Population to US Year 2000 Population Standard may cause age-adjusted mortality rate to increase largely [14] , sometimes even more than doubling in size [24] . The fact that the conclusion of mortality rate comparison depends on the choice of reference population creates confusions and misinterpretation [23] . Consequently, concerns about inadequate public health policymaking on healthcare, racial/ethnic and socioeconomic inequalities that result from improper comparisons need to be addressed urgently.
In this study, we investigated the issue of reference population selection using the Surveillance, Epidemiology and End Results (SEER) database [25] . We analyzed prostate cancer mortality rates in six U.S. states (California, Massachusetts, Michigan, Missouri, New Jersey and New York) from 1970 to 2009 and also examined the U.S. case fatality rates in 2008 of six sites: female breast, cervix, prostate, lung, leukemia, and colon-rectum. We found that the age-standardization procedure using the US Year 2000 Population Standard as reference overestimated prostate cancer mortality rates in all six states and underestimated case fatality rates of all six cancer sites. This finding clearly indicates that bias has been introduced by the age-standardization procedure. To minimize the bias, we developed a mean reference population method to compare different populations. This method possesses a number of advantageous properties. First, the mean reference population minimizes the overall squared bias among all convex linear combinations. Second, by construction the mean reference population resembles the age profiles of all populations in comparison and thus represents them accurately while a standard population may present a largely different profile. Third, the existence and uniqueness of such a mean reference population is guaranteed by the mathematical optimization theory and can be computed using a mathematical quadratic programming method or a statistical sampling method. Fourth, the mean reference population method does not depend on the specifics of cancer mortality and can thus be applied to studies of incidence and mortality rates of other diseases. We show that the mean reference population method reduced to a large extent the overall bias associated with the use of the US Year 2000 Population Standard in the age-standardization procedure and yielded cancer mortality rate close to the crude rate. 
Results
By definition, the crude rate calculated with the total probability rule provides an unbiased estimate of the mortality rate [26] . To achieve fair comparison, however, a reference population is needed to remove artifacts due to varying age structure and bias is inevitably introduced by a reference population. See Material and Methods for more details and the definitions of various rates.
Compared to the crude rate, the age-adjusted rate using the US Year 2000 Population Standard as reference overestimated prostate cancer mortality rate by 12% to 91% in all eight periods studied during 1970-2009, consistently in all six states (Tables 1). The cumulative rate, which takes the sum of the age-specific mortality rates from age 40 to 79 of each population [6] , yielded relative deviation of 1227% to 3145%, or 13 to 32 times that of the crude rate. In contrast, the mean reference population yielded age-adjusted rates much closer to the crude rates, with relative deviation between -25% and 27% and no systematic deviation towards either overestimation or underestimation. Fig.  1 illustrates the comparison in the State of California. Similar patterns were observed in the other five states (Fig. S1 in Supplementary Material). Due to its large scale, the cumulative rate is not shown. Table 2 compares the observed number of deaths with the expected one in each population by the crude rate, the age-adjusted rates using the US Year 2000 Population Standard and using the mean reference population. The crude rate yielded exactly the same number of deaths as the observed, indicating unbiased estimation, whereas the age-adjusted rate using the US Year 2000 Population Standard yielded much larger number of deaths than the observed, indicating biased estimation by age-adjusted rate. Overall, the mean reference population yielded a more accurate estimation of the number of deaths than the US Year 2000 Population Standard. The expected number of deaths by the cumulative rate was not calculated because the cumulative rate is not a weighted average of the age-specific rates and thus is not a rate in a strict sense.
The age-adjusted rate using the US Year 2000 Population Standard as reference underestimated Comparison of age profile of the reference populations and the cancer patient populations of six sites. The profile of the mean reference population was similar to those of all cancer patient populations except for leukemia (which differed from others in early ages). In contrast, the decreasing trend of the US Year 2000 Population Standard differed largely from the increasing trend of the others, resulting in large bias in age-adjusted rate.
the case fatality rate of all six cancer sites, as shown in Table 3 . The relative deviations were -78%, -52%, -42%, -39%, -32% and -9% for cancer of prostate, lung, cervix, leukemia, female breast, and colon-rectum, respectively, indicating underestimation consistently across cancer sites. This discrepancy altered the ranking between leukemia and colon-rectum cancer. The cumulative rate overestimated the case fatality rate by 284-755%. In contrast, the mean reference population yielded estimate much closer to the crude rate, with a mean deviation equal to 403.4, 90% less than that by the US Year 2000 Population Standard (4305.1) and 99% less than that by the cumulative rate (53351.3). Fig. 2 illustrates the comparison, again with the cumulative rate not shown because of its large scale. We then explored possible explanations for the large contrast of the age-adjusted rates between the two references of the US Year 2000 Population Standard and the mean reference population. We first examined the age profile of the reference populations using the case fatality study data and compared them to those of the six cancer patient populations. As shown in Fig. 3 , five out of six cancers (except for leukemia) had virtually no patients before age 20, followed by a sharp increase between age 20, a peak between age 50 and 70 and a decline thereafter (except for colon-rectum cancer, which increased through age 85+). Mortality rates for leukemia were positive in early age, decreased slowly between age 15 and 40, and then increased thereafter. Overall, the mean reference population had an increasing trend similar to those of the six cancers, suggesting that it represented the cancer patient populations accurately. In contrast, the US Year 2000 Population Standard had an overall decreasing trend, staying large before age 20, peaking around 40 and then decreasing sharply thereafter. This sharp contrast suggests that the US Year 2000 Population Standard did not represent cancer patient populations, which explains why it yielded large deviation from the crude rate in comparing case fatality rates.
We then examined the weights of the reference populations. The mean reference population had a positive weight for each cancer site by construction and accurately represented the six cancer patient populations on the average. n mean = 0.5756n 1 + 0.2172n 2 + 0.0261n 3 + 0.1757n 4 + 0.0105n 5 + 0.0048n 6 , where n 1 , . . . , n 6 are the population proportions of female breast, cervix, prostate, lung, leukemia, and colon-rectum, respectively. We further decomposed the US Year 2000 Population Standard by the six cancer patient populations using a linear regression model with no intercept for comparison with the above n mean .
The regression yielded three negative weights on breast, lung and colon-rectum cancers. In addition, the sum of the absolute values of all weights was 4.24, much greater than 1 as in the mean reference population. This result suggests that the US Year 2000 Population Standard was not "close" to a weighted average of the six cancer patient populations and thus was not a representative of them.
We also examined the population profile of the six states during the period 1970-2009 ( Fig.  S2-S7) . Although the population in each state remained relatively stable, the effect of aging was observed by a shift of the peak from 1970 to 2009, indicating the change of population structure, the needs of age-standardization and the subsequent minimization of the overall bias as shown in Table 1 and Fig. 1 and S1.
Discussion
Accurate estimation of cancer mortality rate is a challenging task and has a major impact on cancer care and public health policymaking for cancer prevention, treatment and control [27] [28] .
The method of direct age-standardization has been studied for over a century [8] . Although concerns about the arbitrary selection of reference population are not new, they have become more urgent in recent years with the U.S. and world health agencies changing the reference population to reflect the contemporary, aging population structure. Such a change, though appealing in keeping mortality rate estimation consistent with a contemporary reference population, still lacks theoretical justification. As mentioned previously, the observed illusive effect on the declining racial/ethnic and socioeconomic inequalities raises more questions and demands renewed comparison in various aspects of disease incidence and mortality rates. The confusion caused by the selection of reference population is far from being clarified, and though a mandate of using a standard population as reference may help to streamline the age-standardization task, it may not help to adequately address the above concerns. Further theoretical research is urgently needed, more so than ever before.
We have demonstrated that age-standardization using the US Year 2000 Population Standard overestimated prostate cancer mortality rate by up to 91% and underestimated case fatality rate by up to 78%. Such large bias may result in confusion and misinterpretation of cancer mortality. For example, prostate cancer mortality may be misinterpreted as much higher than it actually was in all six states, and lung cancer case fatality rate may be misinterpreted as less than 10,000 per 100,000 person-year, while the actual rate was more than doubled (> 19, 700 per 100,000 person-year). Our observation is consistent with the concerns raised in the literature [7, 21, 22] .
Since the age-adjusted rate using the US Year 2000 Population Standard has been widely used in epidemiological studies and public heath reports, it has been regarded as the standard approach to comparing disease rates across populations. Many public health reports use it to generate disease rate estimation while acknowledging that the crude rate yields poor comparison with potential bias. For the first time, our study points out that the crude rate is unbiased and age-adjusted rates are biased. The use of a standard population in the direct age-standardization introduces bias and results in confusion and misinterpretation, as shown in Tables 1 and 2 . The merit of the age-standardization is that it provides an equal footing for comparing disease rates among populations with different age structure, eliminating artifacts introduced by different population structure. Furthermore, we show in this paper that as long as one uses a common age structure to calculate age-adjusted rates, such equal footing is guaranteed. However, equal footing does not necessarily yield fair comparison because an age-structure may be in favor of one population over others. Hence, an equal footing age-structure may not be used as the only criterion for the fairness of comparison. This issue motivated us to search for a population that minimized the overall bias among all possible reference populations and led us to construct the mean reference population based on the populations in comparison. Our mean reference population method not only provided a common population structure for comparison but also minimized the overall bias.
Although the effect of age-standardization differed in the two cancer mortality studies, overestimation of mortality rate and underestimation of case fatality rate, both showed a consistent lack of calibration by age-adjusted rate, indicating the need for improvement. Our mean reference population method minimizes the overall bias, and may also help to address the issue of arbitrary selection of reference population raised in the WHO report [12] .
Although cancer case fatality rates may be inaccurate due to lead bias in cancer diagnosis, the principle of our analysis remains the same, and the underestimation of case fatality rates by the US Year 2000 Population Standard remains a valid conclusion. For example, take prostate cancer, a disease with a late onset at age 35 or older (Table S1) . A major proportion (45%) of the US Year 2000 Population Standard is younger than age 35, a population in which prostate cancer rarely develops (assuming equal distribution by age between males and females, thus gender effect need not be considered). Hence, the age-standardization by the US Year 2000 Population Standard only accounts for 55% weight on death from prostate cancer, largely underestimating the case fatality rate. Similar explanation holds for other cancers.
We appreciate that although the mean reference population provides a unique reference population and minimizes the overall bias of age-adjusted rate among given populations, it does not remain the same in different studies and has to be constructed for each comparison study. This leads to technical inconvenience in comparing disease rates. To resolve this issue, we plan to provide a computer software package to implement the procedure, for which computation of optimal weights and storage of population proportions of racial and sex groups in geographic locations is inexpensive.
We conclude that direct age-standardization using a standard population may lead to inaccurate estimation and incorrect interpretation, resulting in confusions and inappropriate decision and policy making. It is hoped that the mean reference population method may lead to improved cancer patient care and efficient healthcare management. Furthermore, since the method relies on no specification of cancer mortality rates, it applies broadly to studies comparing incidence or mortality rates of a wide range of diseases in varied countries and geographic regions.
Materials and Methods

Data
Prostate cancer mortality rates and population proportions of five year age groups and five year periods during the years 1970 -2009 were generated for six US states (California, Massachusetts, Michigan, Missouri, New Jersey, and New York), from the Surveillance, Epidemiology and End Results (SEER) database [25] using the SEER*Stat software version 8.0.4 [29] . These six states were selected because they used the age-standardization method to generate state public health reports of cancer mortality [15] [16] [17] [18] [19] [20] . The SEER database consists of cancer incidence and mortality data of U.S. cancer registries in a growing number (nine and more) of metropolitan areas since the 1970s. Hence research results based on the SEER database are often interpreted as the results for the United States.
The U.S. case fatality rates in 2008 were generated using the SEER database and the Cancer Prevalence database of the NCI/NIH [30] . We first generated the U.S. cancer mortality rates for each cancer site with the SEER*Stat software, and then calculated the case fatality rates using the prevalence of each cancer site estimated by the software CanQues Version 4.2 [30] . See Supplementary Material for details.
Methods
Age-standardization for comparing mortality rate across populations Cancer mortality rate varies with age (Tables S3, S5 , S7, S9, S11 and S13), and a summary rate (e.g. the crude rate) is often preferred to a sequence of age-specific rates in comparing the mortality [6] [7] [10] [11] [12] . The age-standardization yields an age-adjusted rate, a weighted average of the age-specific rates m a with selected weights n a ,
m a n a .
(1)
Age-adjusted rates Four rates were calculated to summarize the age-specific mortality rates for comparison, the crude rate, the cumulative rate, age-adjusted rates using the US Year 2000 Population Standard and using the mean reference population. They were calculated as follows for given age-specific mortality rate m ia , population proportion n ia of population i, and population proportion of a standard population n 0a . The crude rate r crude i of prostate cancer mortality in population i in each state and each period during 1970-2009 was calculated using the total probability rule [26] 
where the weights were its own population proportions n ia . The US crude case fatality rate of each cancer site in 2008 was calculated similarly. The cumulative rate r cumul i of each population i was calculated to be the sum of the age-specific mortality rates from age 40-44 to age 75-79 for each state and each period [6] , r cumul i = 75 a=40 m ia , where the weights n ia = 1 for a = 40, 45, . . . , 75, and 0 otherwise. Each age-adjusted rate was calculated following the direct age-standardization procedure in equation (1) see [6] . The US 2000 age-adjusted rate r U S2000 was calculated using the US Year 2000 Population Standard proportions n U S2000 a as weights, and the mean reference rate r mean was calculated using a mean reference population proportion n mean a as weights, where the mean reference population was constructed using a convex linear combination of the proportions n ia of the populations in comparison. See Statistical Modeling below for details. Unbiased estimation of overall mortality by crude rate Assume we have A age groups. The A age-specific mortality rates of each population form an A-vector m = (m 1 , . . . , m A ) T . Also assume the proportion of a given population with the disease is n = (n 1 , . . . , n A ) T for A age groups, A a=1 n a = 1. Assume that a study has p populations, and each population has a mortality rate vector m i and a corresponding population proportion vector n i , i = 1, . . . , p. The mortality rate of each population in a given period of time is defined in [6] as r = Total number of deaths during given period Mid point population × duration of period .
By the total probability rule [26] , the crude mortality rate of each population is estimated witĥ r = A a=1 m a n a = m T n, an inner product of the two vectors m and n, i.e. the crude mortality rate is a weighted average of the age-specific rates. It is shown below that the crude mortality rate provides an unbiased estimate of the overall mortality rate over one year period for each population. This explains why the crude rate yielded the same number of deaths as the observed (Table 2) .
Number of deaths in a−th age group Population in a−th age group × 1 year × Population in a−th age group Total population
Number of deaths in a−th age group Total population × 1 year = Total number of deaths Total population × 1 year .
Thus the unbiased estimates of the mortality rates of the p populations arê
Comparing multiple populations with age-adjusted mortality rates Equation (3) provides an unbiased estimate of the overall mortality rate for each population. However, the rates so generated cannot provide a fair comparison across populations as different populations may have different age structures. With a late-onset disease, it is very likely that an older population yields a higher mortality rate than a younger population, even if the two populations have the same age-specific mortality rates [7, 10] . For fairer comparison, a direct age-standardization procedure was studied [7] , in which an age-adjusted rate was calculated based on age-specific rates m of a population in comparison and age structure n of a standard population, such as the US Year 2000 Population Standard [4, 5, 10] or the WHO World Standard Population [12] . The age-adjusted mortality rate was calculated as R i = m T i n for the i-th population. The expected number of deaths was thus calculated by multiplying the rate R i by the total population N i of population i, R i N i . The calculation of expected number of deaths allowed comparison of the rate among populations, and more importantly allowed comparison of the expected number of deaths of each population to the observed, assessing the bias of each rate. Bias introduced by age-standardization We made four observations below. 1) The crude rate in equation (3) provides unbiased estimation for each population. 2) An ageadjusted rate using a reference population n may deviate from the crude rate and introduce bias. The deviation is calculated with
3) The bias is often inevitable in comparison among multiple populations. b i = 0 unless the difference vector n − n i between the reference population and the i-th population is perpendicular to the rate vector m i . Since multiple populations are often compared in a given study, the chance that one single reference population n makes the deviation of all populations equal to 0 is extremely small because n = (n 1 , . . . , n A ) T needs to satisfy conditions n a ≥ 0 and A a=1 n a = 1. 4) It is thus desirable to find a reference population n to minimize the overall bias for all p populations [7] .
The difference between age-adjusted and crude rates represents an estimate of bias caused by using a reference population. We define a relative deviation to be the deviation of an age-adjusted rate (R adjust ) as a percentage of the crude rate (R crude ),
A positive value indicates overestimation and a negative one indicates underestimation.
To calibrate the age-adjusted rate with a mean reference population, we took a weighted average of the proportions of all populations in comparison, i.e. the proportions of six US cancer patient populations (Table S1 ) or the population proportions in eight periods of each state (Tables S4, S6 , S8, S10, S12 and S14). We selected the weights by minimizing the total deviation, which is defined as the sum of squares of the deviations across all populations in comparison. By definition, the mean reference population is optimal in calibrating the age-adjusted mortality rate.
We compared the age-adjusted rate with the crude rate, using the US Year 2000 Population Standard or the mean reference population as reference. We used the mean deviation (averaged over all populations in comparison) to assess each age-adjusted rate. See equation (8) below for the definition of mean deviation. We also compared age profile of the US Year 2000 Population Standard and the mean reference population with the populations in comparison, as shown in Fig.  3 . Criteria in searching for a reference population We searched for a reference population n by minimizing the total squared deviation of p populations
Technically, a reference population n needs to satisfy n a ≥ 0 and A a=1 n a = 1 for population proportion. However, these conditions may not be enough to ensure that the reference population is "close" to or representative of the given populations n 1 , . . . , n p . In order to make the reference population represent the given populations, we further required that the search for the reference population be conducted among weighted averages of the given populations. Mathematically they are convex linear combinations of these populations n = t 1 n 1 +. . .+t p n p with t i ≥ 0 for i = 1, . . . , p and p i=1 t i = 1. Such a convex linear combination ensured that the target reference population n was representative and retained the characteristics of the p populations. Therefore, our objective was to search for a set of weights t i ≥ 0 for i = 1, . . . , p satisfying p i=1 t i = 1 such that the linear combination n minimized the total deviation in equation (4) . This approach formulated the objective into a mathematical optimization problem [32, 33] . Optimization by quadratic programming Let f (t) = p i=1 b 2 i be the total deviation to be minimized. Then
where M = (m 1 , . . . , m p ) is an A × p matrix. The column vectors R = (r 1 , r 2 , . . . , r p ) T and t = (t 1 , . . . , t p ) T . · is the Euclidean norm. Since n = t 1 n 1 + . . . + t p n p , f (t) is a quadratic function of t 1 , . . . , t p , and can be minimized in a compact domain. Since the constraints t i ≥ 0 for i = 1, . . . , p and (5) has a minimum in the domain D, which can be attained at some finite point t 0 ∈ D.
Theorem 1 can be proved based on the continuity of function f (t) in the compact domain D. This minimization problem is equivalent to a quadratic programming problem using the following Lagrange multiplier for convex programming ( [32] , page 13), for which the existence of the solution is guaranteed by the Khun-Tucker Theorem.
where λ = (λ 1 , . . . , λ p ) T with λ 1 , . . . , λ p ≥ 0 and µ is a real number. We also provide the uniqueness of the solution. Theorem 2. The quadratic function f (t) in equation (5) has a unique minimum in the domain D. We prove Theorem 2 by contradiction. Assuming that there exist two distinct minima t 1 = t 2 (including local minimum) and further f (t 1 ) ≤ f (t 2 ) without loss of generality, by Jensen's inequality [33] one has f (st 1 + (1 − s)t 2 ) ≤ sf (t 1 ) + (1 − s)f (t 2 ) ≤ f (t 2 ) for any real number 0 ≤ s ≤ 1 with convex function f (t), which implies that t 2 is not a local or global minimum, unless f (t 1 ) = f (st 1 + (1 − s)t 2 ) = f (t 2 ), which is impossible for a quadratic function. This contradiction completes the proof. Algorithm for computing the optimal weights and reference population To solve the optimization problem, the following two approaches can be employed. I. Quadratic programming approach The optimization problem in equation (6) leads to an equation system (7) below using the Lagrange multiplier approach by minimizing the objective function, see [32] for details.
with parameters t, λ and µ, where N = (n 1 , . . . , n p ) is a matrix with p column vectors n 1 , . . . , n p , and 1 is a p-vector of components 1.
II. Statistical sampling approach A statistical sampling method can also find the optimal vector t 0 ∈ D that minimizes the total deviation f (t).
Step (a). Set an initial threshold δ = p i=1 b 2 i (t * ), i.e. the total deviation with initial value t * = (1/p, . . . , 1/p).
Step (b). Take a random sample (t 1 , . . . , t p−1 ) from uniform distribution Unif [0,1] and take the sum.
Step (c). If (t 1 + . . . + t p−1 ) ≤ 1 set t p = 1 − (t 1 + . . . + t p−1 ) and go to Step (d). Otherwise, discard the sample and repeat Steps (b) and (c) until the condition (t 1 + . . . + t p−1 ) ≤ 1 is satisfied.
Step (d). Check the total deviation f (t) in equation (5) . If f (t) < δ, update the threshold by setting δ = f (t). If not, repeat the above steps with a new sample.
Step (e). Repeat the above steps (b-d) to achieve a reasonably small total deviation δ.
Step (f). Repeat
Step (e) to fine-tune the search by shrinking the sampling domain from [0,1] to a small one [t i − δ i1 , t i + δ i2 ] for t i (i = 1, . . . , p − 1) with δ i2 − δ i1 → 0 and t i − δ i1 ≥ 0, t i + δ i1 ≤ 1. This fine-tuning leads to the convergence of t by the existence and uniqueness in Theorems 1 and 2.
Comparison of cancer mortality rates by age -standardization methods The crude rate was set as the reference for comparison, the cumulative rate and the age-adjusted rates using the US Year 2000 Population Standard and the mean reference population were compared to the crude rate. The relative deviation was calculated and reported as a percentage for each population i, and the mean deviation of an age adjusted rate was calculated with equation (8) below as an average over all p populations and used to assess an age adjustment method.
A large mean deviation indicates inaccurate estimation while a small one indicates accurate estimation. Software SEER*Stat Version 7.1.0 [29] was used to generate the total US population-based cancer mortality rates. CanQues Version 4.2 [30] was used to calculate disease prevalence. R version 2.13.0 [34] was used for modeling, data analysis, and producing the figures. b Mean deviation is calculated as the square-root of the average of the squared deviation over all six cancer sites, see equation (8) in Methods.
SUPPLEMENTARY MATERIALS Data Generating Cancer Mortality and Case Fatality Rates
We generate prostate cancer mortality rate of each state with the US SEER 9 registration data using the Mortality All COD -Aggregated with State, Total US (1969-2009) <Katrina/Rita Population Adjustment> with the state specified to be one of the six states and gender specified to be "Male" and Site and Morphology Cause of Death Record to be "Prostate". Eight 5 year periods (1970-74, . . ., 2005-09) were specified to generate the age-specific cancer mortality rate for the eight periods. By default, the numbers of cases less than 10 were set to 0 with a corresponding mortality rate 0. The newborn group age 0 was excluded for data analysis and the remaining 18 age groups (1-4, 5-9, . . ., 80-84, and 85+) were used for data analysis.
We generate the cancer mortality rate with the US SEER 9 registry data using the incidencebased mortality (IBM) database (31) (31), we specify the maximum number of months of the "Survival time recode" in the database to ensure that all cancer records in the database are included in calculating the age-specific mortality rate for the year 2008. Also generated by the SEER*Stat software are the numbers of deaths reported in 2008 by age group and the numbers of people in the general public (including healthy people). Similar to the above, we exclude the age 0 group and thus have the mortality rates, the numbers of deaths, and the population exposures in 18 age groups (age 1-4, 5-9, . . . , 80 and 85+). Note that although SEER*Stat is used to estimate mortality rate based on the total population in the database, it does not provide patient exposure-based case fatality rate (25). We further generate the prevalence of each cancer as of January 1, 2009 by the same 18 age groups using CanQues, and calculate the case fatality rate as follows.
Let m p denote the mortality rate based on the general population (including the healthy people), m c the case fatality rate based on the cancer patient exposure to death from the disease, D the number of deaths from the disease, E the cancer patient exposure, P op the total population, and P rev the prevalence of the disease in the general population. It can be seen that
i.e., each age-specific case fatality rate m c can be calculated with the age-specific mortality rate m p divided by the age-specific prevalence of the disease P rev. Note that the following two rules apply in calculating the mortality rates: 1) If the age-specific prevalence P rev = 0, the mortality rate m c is set to be 0.
2) To ensure the stability of mortality rate based on a small number of cases, the age-specific case fatality rate m c is set to be 0 if the age-specific number of deaths is small (D < 5). Table S1 displays the person-year exposure in 2008 by cancer site and age group and the US Year 2000 Population Standard by age group. Table S2 displays the case fatality rates in 2008 by age group of six cancer sites: female breast, cervix, prostate, lung, leukemia, and colon-rectum. Tables S3-S14 in the Supplementary Materials display the mortality rate and population exposure during 1970-2009 of the six states. The newborn group of age 0 is excluded from all tables as they are not considered for cancer mortality in this study. 
