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ANALYTIC NORMALIZATION OF ANALYTICALLY
INTEGRABLE DIFFERENTIAL SYSTEMS NEAR A
PERIODIC ORBIT
KESHENG WU AND XIANG ZHANG
Abstract. For an analytic differential system in Rn with a pe-
riodic orbit, we will prove that if the system is analytically in-
tegrable around the periodic orbit, i.e. it has n − 1 functionally
independent analytic first integrals defined in a neighborhood of
the periodic orbit, then the system is analytically equivalent to its
Poincare´–Dulac type normal form. This result is an extension for
analytic integrable differential systems around a singularity to the
ones around a periodic orbit.
1. Introduction and statement of the main results
Normal form theory has been playing key roles in the study of
dynamics for ordinary differential equations and dynamical systems
(smooth and discrete ones). Because of its importance, it has been ex-
tensively studied, see for instance [1, 2, 3, 4, 5, 6, 7, 8, 11, 12, 13, 15, 19,
20, 21, 22, 23, 24, 27, 29, 30] and the references therein. In the normal
form theory, one of the main topics is to study the existence of analytic
normalization for an analytic dynamical system to its normal form. In
this direction there are lots of well known results, which involved the
works of Poincare´ [16, 17], Siegel [2], Bruno [6], Ilyashenko [12] and so
on.
Here we mainly concern the analytically integrable systems. Along
this direction Zung [30] showed via torus action that any analytic vector
field which is analytic integrable in a neighborhood of the origin in the
non-Hamiltonian sense admits a convergent Poincare´–Dulac normal-
ization. Zhang [27] presented a similar result using analytic methods
and provided the explicit expression of the normal form, which was not
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obtained in [30]. Furthermore Zhang [28] extended the results in [27] to
degenerate cases and also obtained a result on analytically integrable
diffeomorphisms around a fixed point. On the existence of analytic
normalization of analytically integrable differential systems, we refer
the readers to [14], too.
About the integrability and normalization of a differential system
near a periodic orbit, Yakovenko [25] studied the existence of C∞ nor-
malization of a planar C∞ differential system near a periodic orbit to
a very simpler normal form. Peralta–Salas [18] presented a character-
ization between integrability and normalizers of smooth vector fields
in a region fulled up with periodic orbits. But as our knowledge it is
unsolved that the problem on whether an analytically integrable dif-
ferential systems around a periodic orbit is analytically equivalent to
its Poincare´–Dulac normal form.
Consider the analytic differential system
(1.1) x˙ = f(x), x ∈ Ω ⊂ Rn,
where the dot denotes the derivative with respect to the time t, Ω is
an open subset of Rn and f(x) ∈ Cω(Ω). Here Cω(Ω) denotes the ring
of analytic functions defined in Ω. Assume that system (1.1) has a
periodic orbit, saying Γ, located in the region Ω.
We say that system (1.1) is analytically integrable in a neighborhood
of Γ, if it has n − 1 functionally independent analytic first integrals
defined in the neighborhood of Γ. Here we say that k > 1 first integrals
defined in D ⊂ Ω are functionally independent if the gradients of the
k first integrals have rank k in a full Lebesgue measure subset of D.
A nonconstant function H(x) is a first integral of system (1.1) in D if
along any orbit located in D of system (1.1), the function H takes a
constant value.
Let x = ϕ(t) be an expression of Γ with period T . Since system (1.1)
is analytic, the periodic solution φ(t) is also analytic on R. Taking the
transformation X = x− ϕ(t), system (1.1) becomes
(1.2) X˙ = f(X + ϕ(t))− f(ϕ(t)).
It can be written in the form
(1.3) X˙ = A(t)X + g(X, t), g(X, t) = O(|X|2),
with A(t) analytic and periodic in t of period T , and g(X, t) analytic
in X and t and periodic in t of period T .
By the Floquet theory [10], there is a change of coordinates X =
Q(t)Y with Q(t) invertible, analytic and periodic of period T , under
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which system (1.3) is transformed to
(1.4) Y˙ = AY + h(Y, t),
where A is a constant matrix (real or complex), and h = O(|Y |2) is
analytic in its variables and periodic in t of period T . Thus we reduce
system (1.1) near the periodic orbit Γ to system (1.4) with the constant
solution Y = 0. It is well known that the constant matrix A has a zero
eigenvalue with its characteristic direction tangent to the periodic orbit
Γ. In what follows, for convenience we still use variable x to replace Y
in (1.4).
Let λ = (λ1, ..., λn) be the n–tuple of eigenvalues of A. For the
analytic function h(x, t) periodic in t, expanding it in Taylor series in
x and Fourier series in t as follows
h(x, t) =
n∑
j=1
∑
l∈Zn
+
∑
k∈Z
al,k,jx
leiktej,
where i =
√−1, Z+ is the set of nonnegative integers, ej is the unit
vector with its jth component equal to 1, and xl = xl11 . . . x
ln
n . We call
the pseudomonomial xleiktej in the jth component of h(x, t) resonant
if
ik + 〈l, λ〉 − λj = 0,
where 〈·, ·〉 denotes the inner product of two n–dimensional vectors.
System (1.4) is in the Poincare´–Dulac normal fom if h(x, t) contains
resonant pseudomonomials only. We should say that the Poincare´–
Dulac normal form defined here is an extended version of the classical
one for autonomous differential systems.
System (1.4) is formally equivalent to its Poincare´–Dulac normal
form if there exists a tangent to identity transformation of the form
(1.5) x = y + Φ(y, t),
with Φ(y, t) = O(|y|2) a formal series in y and periodic in t, which
transforms (1.4) to a system
(1.6) y˙ = Ay +G(y, t),
which is in the Poincare´–Dulac normal form. Furthermore,
• If the transformation (1.5) is analytic, we say that system (1.4)
is analytically equivalent to its Poincare´–Dulac normal form.
• If Φ(y, t) in the transformation (1.5) contains only non–resonant
pseudomonomials, i.e xleiktej in Φ(y, t) satisfies ik + 〈l, λ〉 6= 0,
we say that system (1.4) is analytically equivalent to its distin-
guished normal form. The transformation (1.5) is called distin-
guished normalization.
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We should mention the difference between the resonances of the pseu-
domonomials in a vector field and in a transformation (or a function).
Now we can state our main results.
Theorem 1.1. Assume that system (1.1) is analytic and has a peri-
odic orbit. If system (1.1) is analytically integrable in a neighborhood
of the periodic orbit, then the system is analytically equivalent to its
distinguished normal form in a neighborhood of the periodic orbit.
Theorem 1.1 will be proved in the next section.
We should mention that Theorem 1.1 is an extension of the results
given in [16, 17, 14, 27, 28, 30] for local analytically integrable differen-
tial systems around a singularity to the ones around a periodic orbit.
As shown in [27, 28] for analytic integrable differential systems (1.1)
around a singularity S we must have that the Jordan normal form of
∂xf(S) is diagonal, where ∂xf(S) denotes the Jacobian matrix of f
at S. Here in general we do not know whether the Jordan normal
form of A in (1.4) is diagonal. And so it increases the difficulty in the
proof of the convergence of the normalization from system (1.4) to its
distinguished normal form.
Next result exhibits the properties of the characteristic exponents of
periodic orbits of analytically integrable differential system.
Corollary 1.2. If the analytic differential system (1.1) has n−1 func-
tionally independent analytic or formal first integrals around a periodic
orbit, then the characteristic exponents of the periodic orbit satisfy
λ1 = ν1i, . . . , λn−1 = νn−1i, λn = νni, νj ∈ Q.
The proof of Corollary 1.2 can be obtained as an easy consequence
of the proof of Lemma 2.4. The details will be omitted.
This last result presents a new phenomena on the characteristic ex-
ponents of a periodic orbit for an analytically integrable differential
system. Recall that a characteristic multiplier of the periodic orbit Γ
of system (1.1) is by definition the eigenvalues of the monodromy oper-
ator of the linear part, i.e. x˙ = A(t)x, of system (1.3). A number µ is a
characteristic exponent of the periodic orbit Γ if eµT is a characteristic
multiplier, where T is the period of Γ. We must say that if µ is a char-
acteristic exponent, then µ + 2mπi/T , m ∈ Z, are also characteristic
exponents. Here we do not consider these later exponents. In fact, here
the characteristic exponents are the eigenvalues of the constant matrix
A in (2.1).
The remaining part is the proof of our main results.
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2. Proof of Theorem 1.1
In order to prove Theorem 1.1, we first prove the existence of distin-
guished formal normal form of system (1.1).
2.1. Distinguished formal normal form. As we described in Sec-
tion 1, system (1.1) near the periodic orbit Γ : x = ϕ(t) with period
T can be reduced by an invertible analytic change of variables to the
normal form system
(2.1) x˙ = Ax+ F (x, t), x ∈ Rn, t ∈ R
where the constant matrix A has a zero eigenvalue and F (x, t) =
O(|x|2) is analytic and periodic in t.
Lemma 2.1. The analytic periodic differential system (2.1) is formally
equivalent to its distinguished normal form.
Proof. Assume that system (2.1) is transformed to
(2.2) y˙ = Ay +G(y, t)
via the transformation
(2.3) x = y + Φ(y, t),
where G(y, t) and Φ(y, t) are formal series in y without constant and
linear terms and periodic in t of period T . Then Φ(y, t) and G(y, t)
satisfy the equations
(2.4) ∂tΦ+ 〈∂yΦ, Ay〉 − AΦ = F (y + Φ, t)− 〈∂yΦ, G〉 −G,
where ∂tΦ denotes the partial derivative of Φ with respect to t, and
∂yΦ denotes the Jacobian matrix of Φ with respect to y.
Expanding F,G,Φ in Taylor series in y
H(y, t) =
∞∑
j=2
Hj(y, t), H ∈ {F,G,Φ},
whereHj are homogeneous polynomials in y of degree j with coefficients
periodic functions in t of period T . Substituting these expansions in
(2.4) and equating the homogeneous terms in y with the same degree
gives
(2.5) ∂tΦs + 〈∂yΦs, Ay〉 − AΦs = [F ]s −
s−1∑
j=2
∂yΦjGs+1−j −Gs,
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where [F ]s are inductively known vector–valued homogeneous polyno-
mial in y of degree s obtained after re–expanding F
(
y +
s−1∑
j=2
Φj(y, t), t
)
in the power series of y.
Set
(2.6) Ws(y, t) = [F ]s −
s−1∑
j=2
∂yΦjGs+1−j.
Clearly Ws are inductively known. Expanding the coefficients of Vs,
V ∈ {Φ, G,W}, in the Fourier series of t, we get
Vs(y, t) =
∑
k∈Z
V ks (y)e
ikt.
For studying the existence of solutions of (2.5), we need the following
result, which is due to Bibikov [4].
Lemma 2.2. Denote by Gr(F), F = R or C, the linear space of n-
dimensional vector–valued homogeneous polynomials of degree r in n
variables with coefficients in F. Let A and B be two square matrices
with entries in F, and their n–tuples of eigenvalues be λ and κ, respec-
tively. Defining an operator L∗ on Gr(F) by
L∗h = 〈∂xh,Ax〉 − Bh, h ∈ Gr(F).
Then the spectrum of the operator L∗ is
σ(L∗) := {〈l, λ〉 − κj; l ∈ Zn+, |l| = r, j = 1, ..., n}.
Set Gs(F, t) be the F–linear space spanned by the base{
xleiktej ; l ∈ Zn+, |l| = s, k ∈ Z, j = 1, . . . , n
}
.
Defining a linear operator on Gs(F, t) by
L := ∂t + 〈∂y, Ay〉 − A.
Then it follows from Lemma 2.2 that the spectrum of L in Gs(F, t) is
{ik + 〈l, λ〉 − λj ; k ∈ Z, l ∈ Zn+, |l| = s, j = 1, ..., n}.
Separate Gs(F, t) = Gs0(F, t) ⊕ Gs1(F, t) in such a way that Gs1(F, t)
is formed by non–resonant pseudomonomials and Gs0(F, t) is formed
by resonant pseudomonomials. Clearly L is invertible on Gs1(F, t) and
L(Gs0(F, t)) ⊂ Gs0(F, t). Of course, if A is diagonal then L|Gs0(F,t) = 0.
According to the decomposition of Gs(F, t), we separate the right–
hand side of (2.5) in two parts with one component resonant and an-
other one nonresonant. Then equation (2.5) can be written in two
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equations
LΦs,r = Ws,r −Gs,r,(2.7)
LΦs,nr = Ws,nr −Gs,nr,(2.8)
where r and nr in the subscription denote the resonant and nonresonant
terms, and Vs = Vs,nr + Vs,r, V ∈ {Φ, G,W} with Ws defined in (2.6),
For equation (2.7) we choose
Gs,r =Ws,r.
Then the equation has always the solution Φs,r = 0.
For equation (2.8) the operator L is invertible in Gs1(F, t), so for any
Gs,nr ∈ Gs1(F, t) equation (2.8) has a unique solution in Gs1(F, t). We
set Gs,nr = 0, equation (2.8) has the unique solution
Φs,nr = L
−1(Ws,nr).
Clearly Φs,nr ∈ Gs1(F, t).
From the above construction, we get that
Φ(y, t) =
∞∑
s=2
Φs,nr(y, t),
consists of only nonresonant pseudomonomials. So the formal normal-
ization x = y + Φ(y, t) is distinguished, and the distinguished formal
normal form is of the form
y˙ = Ay +
∞∑
s=2
Gs,r(y, t).
This proves that system (2.1) is formally equivalent to its distinguished
normal form. We complete the proof of the lemma. 
Next we will study the relation between the first integrals of the orig-
inal system (2.1) and of the distinguished normal form system (2.2).
Furthermore we will present some properties on the resonance of eigen-
values of A when system (1.1) is analytically integrable in a neighbor-
hood of the periodic orbit Γ.
2.2. First integrals and resonances. In this subsection, we first
study the structure of first integrals for the distinguished normal form
systems of system (1.1) with first integrals.
Recall that a pseudomonomial yleikt in a (vector–valued) function is
resonant if
ik + 〈λ, l〉 = 0,
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where λ = (λ1, ..., λn) are the n–tuple of eigenvalues of the matrix A.
A periodic function W (y, t) is resonant if its expansion
W (y, t) =
∑
l∈Zn
+
∑
k∈Z
al,kx
leikt,
has all its pseudomonomials resonant.
The next result characterizes the first integrals of a distinguished
normal form system of system (2.1) with first integrals around the
trivial solution x = 0.
Lemma 2.3. Assume that system (2.1) has an analytic or a formal
first integral H(x, t) which is periodic in t of period T and that system
(2.2) is the distinguished normal form of (2.1) under the normalization
(2.3). The following statements hold.
(a) H˜(y, t) := H(y + Φ(y, t), t) is a first integral of (2.2).
(b) H˜(y, t) is resonant.
Proof. (a) From the assumption, we know that the first integral H(x, t)
of system (2.1) satisfies
∂tH(x, t) + 〈∂xH(x, t), Ax+ F (x, t)〉 = 0.
Substituting x = y + Φ(y, t) to this last equality, we get
∂tH(y + Φ(y, t), t) + 〈∂xH(y + Φ(y, t), t), Ay〉
= −〈∂xH(y + Φ(y, t), t), AΦ(y, t) + F (y + Φ(y, t), t)〉.
On the other hand, some direct calculations show that
∂tH˜(y, t) = ∂tH(y + Φ(y, t), t) + ∂xH(y + Φ(y, t), t)∂tΦ(y, t),
∂yH˜(y, t) = ∂xH(y + Φ(y, t), t)(E + ∂yΦ),
where E is the nth order unit matrix.
Using these equalities, we get that
∂tH˜(y, t) + 〈∂yH˜(y, t), Ay +G〉
= ∂tH(y + Φ, t) + ∂xH(y + Φ, t)∂tΦ
+〈∂xH(y + Φ, t)(1 + ∂yΦ), Ay +G〉
= 〈∂xH(y + Φ, t), −AΦ − F (y + Φ, t)(2.9)
+∂tΦ+G+ ∂yΦ(Ay +G)〉 ≡ 0.
where in the last equality we have used (2.4), i.e. the transformation Φ
from (2.1) to its distinguished normal form (2.2) satisfies the equality
∂tΦ + 〈∂yΦ, Ay〉 − AΦ = F (y + Φ, t)− 〈∂yΦ, G〉 −G.
ANALYTIC NORMALIZATION OF INTEGRABLE SYSTEMS 9
This proves that H˜(y, t) is a first integral of system (2.2). So the
statement holds.
(b) Write
(2.10) H˜(y, t) =
∞∑
k=l
H˜k(y, t),
with l ∈ N and H˜k(y, t) ∈ Gk(F, t), k = l, l + 1, . . . Since H˜(y, t) is a
first integral of system (2.2) by statement (a), it follows that
(2.11) ∂tH˜l + 〈∂yH˜l, Ay〉 = 0.
We define a new linear operator on Gk(F, t)
L˜ := ∂t + 〈∂y, Ay〉.
It follows from Lemma 2.2 that the spectrum of L˜ is
{ik + 〈λ, s〉; s ∈ Zn+, |s| = l, k ∈ Z}.
Working in a similar way as that in the last subsection we can prove
that equation (2.11) has only solutions H˜l which consist of resonant
pseudomonomials.
Now we will use the induction to prove that all H˜k, k = l+1, l+2, . . .,
are resonant. By induction we assume that for any given m > l, H˜j,
j = l, ..., m− 1, are all resonant.
By the expansion (2.10) of the first integral H˜(y, t), some easy com-
putations show that
(2.12) L˜(H˜m(y, t)) +
m∑
j=2
〈
∂yH˜m+1−j(y, t), Gj(y, t)
〉
= 0,
where H˜s = 0 for s < l. We note that Gj and H˜m+1−j are resonant
homogeneous polynomials in y in a vector field and in a function, re-
spectively. Then some further calculations show that all the terms in
the last summation of (2.12) are resonant as a function. So we get from
the spectrum of L˜ that the solution H˜m(y, t) of equation (2.12) con-
sists of resonant pseudomonomials only. By induction we have proved
statement (b) and consequently the lemma. 
Next we will study the properties of the nonresonant eigenvalues of
A for analytically integrable system (2.1), which is a key point in the
proof of our main result.
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Lemma 2.4. If system (2.2) has n− 1 functionally independent ana-
lytic or formal first integrals, then there exists ǫ > 0 such that for all
ik + 〈m, λ〉 − λi 6= 0, k ∈ Z, m ∈ Zn+, |m| ≥ 2, we have
|ik + 〈m, λ〉 − λi| > ǫ.
Proof. Recall that the constant matrix A in (2.2) has a zero eigenvalue,
which was prescribed in Section 1. Without loss of generality we set
λn = 0. By Theorem 1.1 of [8], we know that the number of functionally
independent analytic or formal first integrals of system (2.2) is less than
or equal to Rλ, where Rλ is the rank of the Z–linear space spanned by{
(k, l); ik + 〈λ, l〉 = 0, k ∈ Z, l ∈ Zn+
}
,
Recall that λ = (λ1, ..., λn) is the n–tuple of eigenvalues of A. By
Lemma 2.3 and the assumption of this lemma we get that Rλ ≥ n− 1.
On the other hand, we have clearly Rλ ≤ n.
Case 1. Rλ = n− 1. Then there are n− 1 linearly independent vectors
in Z× Zn+, saying
(p1, m1,1, ..., m1,n), (p2, m2,1, ..., m2,n), ..., (pn−1, mn−1,1, ..., mn−1,n),
such that
ip1 +m1,1λ1 + ...+m1,n−1λn−1 = 0,
ip2 +m2,1λ1 + ...+m2,n−1λn−1 = 0,
...
ipn−1 +mn−1,1λ1 + ...+mn−1,n−1λn−1 = 0.
Without loss of generality, we just need to consider the following two
cases:
(2.13) det

m1,1 m1,2 ... m1,n−1
m2,1 m2,2 ... m2,n−1
... ... ... ...
mn−1,1 mn−1,2 ... mn−1,n−1
 6= 0,
or
(2.14) det

p1 m1,2 ... m1,n−2
p2 m2,2 ... m2,n−2
... ... ... ...
pn−1 mn−1,2 ... mn−1,n−2
 6= 0.
In Case (2.13), we have λ1...
λn−1
 =
 m1,1 ... m1,n−1... ... ...
mn−1,1 ... mn−1,n−1
−1 −p1i...
−pn−1i
 .
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Thus, it follows that
λ1 =
µ1
ν
i, λ2 =
µ2
ν
i, ..., λn−1 =
µn−1
ν
i,
with µi ∈ Z for i = 1, 2, ..., n− 1, and ν ∈ N.
For ik + 〈m, λ〉 − λj 6= 0, k ∈ Z, m ∈ Zn+ and |m| ≥ 2, the following
holds
|ik + 〈m, λ〉 − λj | =
∣∣∣∣kν +m1µ1 + ...+mn−1µn−1 − µjν
∣∣∣∣ ≥ 1ν .
In Case (2.14), we have
i
λ1
...
λn−2
 =

p1 m1,1 ... m1,n−2
p2 m2,1 ... m2,n−2
...
...
...
...
pn−1 mn−1,1 ... mn−1,n−2

−1
m1,n−1λn−1
m2,n−1λn−1
...
mn−1,n−1λn−1
 .
Clearly we have λn−1 6= 0. Then for ik + 〈m, λ〉 − λj 6= 0, k ∈ Z,
m ∈ Zn+ and |m| ≥ 2, we also have
|ik + 〈m, λ〉 − λj | ≥ 1
µ
,
for some µ ∈ N.
Case 2. Rλ = n. Recall that λn = 0. There are n linearly independent
vectors in Z× Zn+, saying
(2.15) (0, 0, ..., 1), (p1, m1,1, ..., m1,n), ..., (pn−1, mn−1,1, ..., mn−1,n),
such that 
0 0 ... 1
p1 m1,1 ... m1,n
...
...
...
...
pn−1 mn−1,1 ... mn−1,n


i
λ1
...
λn
 = 0.
From (2.15) we get that the vectors
(p1, m1,1, ..., m1,n−1), ..., (pn−1, mn−1,1, ..., mn−1,n−1) ∈ Z× Zn−1+ ,
are linearly independent. This implies that we can reduce this case to
the case Rλ = n − 1. So, working in a similar way as in the proof of
the case Rλ = n− 1, we can finish the proof of the lemma. 
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2.3. Proof of Theorem 1.1. Recall that system (1.1) near a periodic
orbit can be reduced to the periodic normal form system (2.1) near the
trivial solution x = 0 by an analytic invertible transformation.
In what follows we shall prove the convergence of the normalization
which transforms system (2.1) to its distinguish normal form (2.2).
By the assumption of the theorem and Lemma 2.3 together with the
special form of the transformation (2.3) we get that system (2.2) has
n− 1 functionally independent formal first integrals.
For w(z) ∈ {fj , φj, gj} with fj , φj and φj the jth components of F,Φ
and G respectively, we expand them in the Taylor series in z
w(z) =
∑
k∈Z+
∑
l∈Zn
+
, |l|=k
wl(t)zl,
where the coefficients wl(t) are periodic functions.
For convenience to notations, we define an order in Zn+: for k =
(k1, k2, ..., kn), l = (l1, l2, ..., ln) ∈ Zn+, we say k ≻ l, if either |k| < |l| or
|k| = |l| and there is a number s ∈ {1, 2, ..., n} such that kj = lj for
j ∈ {1, 2, ..., s− 1} and ks < ls.
Using the calculations in [4, 13] (see also [27, 28]) and the order
defined in the last paragraph, we get from equation (2.5) that φls(t)
satisfy the equality
∂tφ
l
s(t) + (〈l, λ〉 − λs)φls(t)
+
n∑
j=2
(1 + lj)σjφ
l−ej−1+ej
s (t)− σsφls−1(t)(2.16)
= [fs(y + Φ(y, t))]
l − gls(t)−
n∑
j=1
∑
k<l,k∈Zn
+
φks(t)kjg
l−k+ej
j (t),
where [fs(y + Φ(y, t))]
l is the coefficient of yl obtained after re–expanding
fs(y + Φ(y, t)) in the power series in y, and k < l means k − l ∈ Zn+,
and σj are the elements just under the diagonal entries of the matrix
A, i.e.
A =

λ1 0 ... 0
σ2 λ2 ... 0
...
. . .
. . .
...
0 ... σn λn
 .
For the Jordan normal form A to be lower triangular, we need the
complex coordinates instead of the real ones as did in [26].
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Further, we expand the periodic functions ωls(t), ω ∈ {φ, g}, into
Fourier series
ωls(t) =
∑
m∈Z
ωls,me
imt,
Substituting these expansions in (2.16) and equating the coefficients of
eimt give
(im + 〈l, λ〉 − λs)φls,m
+
n∑
j=2
(1 + lj)σjφ
l−ej−1+ej
s − σsφls−1,m(2.17)
= [fs(y + Φ(y, t))]
l
,m − gls,m −
n∑
j=1
∑
k<l
∑
m1+m2=m
φks,m1kjg
l−k+ej
j,m2
,
where [fs(y + Φ(y, t))]
l
,m, m ∈ Z, are the Fourier coefficients in the
Fourier expansion of [fs(y + Φ(y, t))]
l.
Since we consider the distinguish normal form, by Subsection 2.1, if
im+ 〈l, λ〉 − λs = 0,
equation (2.17) has the solutions
φls,m = 0,
gls,m =
n∑
j=2
(1 + lj)σjφ
l−ej−1+ej
s − σsφls−1,m
− [fs(y + Φ(y, t))]l,m +
n∑
j=1
∑
k<l
∑
m1+m2=m
φks,m1kjg
l−k+ej
j,m2
.(2.18)
If
im+ 〈l, λ〉 − λs 6= 0,
equation (2.17) with the choice gls,m = 0 has the solution
φls,m = (im+ 〈l, λ〉 − λs)−1
×
(
−
n∑
j=2
(1 + lj)σjφ
l−ej−1+ej
s + σsφ
l
s−1,m(2.19)
+ [fs(y + Φ(y, t))]
l
,m −
n∑
j=1
∑
k<l
∑
m1+m2=m
φks,m1kjg
l−k+ej
j,m2
)
.
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Summarizing the above calculations, we achieve the distinguished nor-
malization
xs = ys +
∑
l∈Zn
+
,|l|>1,m∈Z
φls,my
leimt, s = 1, . . . , n,
with φls,m satisfying (2.19), and the distinguished normal form
y˙s = (σsys−1 + λsys) +
∑
l∈Zn
+
,|l|>1,m∈Z
gls,my
leimt, s = 1, 2, . . . , n,
with gls,m satisfying (2.18).
From Lemma 2.4, there exists a positive number ε > 0 such that if
im+ 〈l, λ〉 − λs 6= 0, m ∈ Z, l ∈ Zn+, |l| ≥ 2,
we have
|im+ 〈l, λ〉 − λs| > ε.
Next we estimate φls,m in (2.19). Some calculations show that
|φls,m| ≤ ε−1
∣∣∣[fs(y + Φ(y, t))]l,m∣∣∣ + ε−1σ ∣∣φls−1,m∣∣
+ |im+ 〈l, λ〉 − λs|−1
n∑
j=2
(1 + lj)σj
∣∣φl−ej−1+ejs ∣∣
+ |im+ 〈l, λ〉 − λs|−1
n∑
j=1
∑
k<l
∑
m1+m2=m
∣∣∣φks,m1kjgl−k+ejj,m2 ∣∣∣(2.20)
:= I + II + III + IV.
From the proof of Lemma 2.4 or Lemma 1.2, we know that
λ1 = ν1i, ..., λn−1 = νn−1i, λn = 0, νj ∈ Q
So there is a positive number d1 such that
|im+ 〈l, λ〉 − λs|−1(1 + lj) ≤ d1.
This shows that
III ≤ d1σ
n∑
j=2
|φl−ej−1+ejs |,
where σ = max{σ2, σ3, ..., σn}.
If g
l−k+ej
j,m2
6= 0, then 〈l− k+ ej , λ〉 = λj and 〈l, λ〉 = 〈k, λ〉. Similarly,
there is a positive number d2 such that
|im+ 〈l, λ〉 − λs|−1|kj| = |im+ 〈k, λ〉 − λs|−1|kj| ≤ d2.
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Thus we have
IV ≤ d2
n∑
j=1
∑
k<l
∑
m1+m2=m
|φks,m1||g
l−k+ej
j,m2
|.
Since the function F (x, t) = (f1, f2, ..., fn) is analytic with x in a
neighborhood of x = 0 and t ∈ R, by the Cauchy inequality and
[23, Lemma 2.2], there is a set D := {(x, t); t ∈ [0, T ], |xs| ≤ r, s =
1, 2, ..., n} such that
|[fs]k,m| ≤Mr−|k|−|m|, M = max
s
sup
∂D
{|fs|},
where |k| = k1 + k2 + ... + kn and |m| represents the absolute value of
m ∈ Z.
Define
f̂(x, t) =M
∞∑
|k|=2
k∈Zn+
∑
m∈Z
r−|k|−|m|xkeimt.
This is an analytic function in the interior of D, and is a majorant series
of fs, s = 1, 2, ..., n. In the following, we denote by ŵ the majorant
series of a given series w.
Using the estimations on III and IV , we get from (2.20) that
|φls,m| ≤ ε−1
∣∣∣∣[f̂(y + Φ̂)]l
,m
∣∣∣∣ + ε−1σ ∣∣φls−1,m∣∣
+dσ
n∑
j=2
∣∣φl−ej−1+ejs ∣∣ + d n∑
j=1
∑
m1+m2=m
∣∣∣(φ̂s,m1 ĝj,m2)l+ej ∣∣∣ ,(2.21)
where d = max{d1, d2}.
Since the coefficients in φ̂s are all positive, the convergence of the
series
n∑
s=1
φ̂s is equivalent to that in the case y1 = y2 = ... = yn = z.
Set
φ =
∞∑
p=2
∑
m∈Z
φ¯p,mz
peimt, φ¯p,m =
∑
|l|=p
l∈Zn+
n∑
s=1
|φls,m|
Under these notations we get from (2.21) that
φ¯p,m ≤ ε−1
∣∣∣∣[f̂(z + Φ¯)]p
,m
∣∣∣∣+ ε−1σφ¯p,m
+dσ(n− 1)φ¯p,m + d
n∑
j=1
(
φ¯gˆj(z, ..., z, t)z
−1
)p
,m
,
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where (·)p,m represents the coefficient of zpeimt.
Set
Γ(z, t, h) = h− ε−1nf̂(z + h, ..., z + h, t)− ε−1σh
−dσ(n− 1)h− d
n∑
j=1
hgˆj(z, ..., z, t)z
−1.
Obviously, Γ(z, t, h) is analytic in a neighborhood of {0}× [0, T ]×{0},
and it satisfies
Γ(0, t, 0) = 0,
∂Γ
∂h
(0, t, 0) = 1− ε−1σ − dσ(n− 1), t ∈ [0, T ].
By the linear algebra, we can take an invertible linear transformation
such that the elements σj of the matrix A are suitably small and keeping
the eigenvalues of A do not change. So we have that σ is suitably small.
Under this surgery we get ∂Γ
∂h
(0, t, 0) > 0, t ∈ [0, T ]. By the Implicit
Function Theorem, it follows that Γ(z, t, h) = 0 has a unique analytic
solution h(z, t) defined in a neighborhood of {0} × [0, T ]. Then we get
from [9] or [27] that the distinguished normalization
xs = ys +
∑
l∈Zn
+
,|l|>1,m∈Z
φls,my
leimt, s = 1, ..., n,
is convergent in a neighborhood of {0}×[0, T ]. This proves that system
(2.1) is analytically equivalent to its distinguished normal form (2.2).
Consequently system (1.1) is analytically equivalent to its distinguished
normal form (2.2).
We complete the proof of the theorem.
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