Modelling aphid populations that are resistant to a fungal pathogen by White, Steven
        
University of Bath
PHD








Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 13. May. 2019
M odelling Aphid Populations 
that are R esistant to a Fungal 
Pathogen
subm itted  by
Steven White




C O P Y R IG H T
Attention is drawn to the fact that copyright of this thesis rests with its 
copy of the thesis has been supplied on the condition tha t anyone who 
understood to recognise that its copyright rests with its author and that 
from the thesis and no information derived from it may be published without the prior 
written consent of the author.
This thesis may be made available for consultation within the University Library and 
may be photocopied or lent to other libraries for the purposes of consultation.
Signature of Author
author. This 





INFORMATION TO ALL USERS  
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com plete manuscript 
and there are missing pages, th ese  will be noted. Also, if material had to be removed,
a note will indicate the deletion.
Dissertation Publishing
UMI U 177012
Published by ProQuest LLC 2014. Copyright in the Dissertation held by the Author.
Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 
unauthorized copying under Title 17, United States Code.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346
b 3 0 .iUft in04
? c d  ■
Acknowledgements
I would like to thank the following the following people for their support over the 
duration of my PhD:
• Dr. Jane White for initially offering me the project and for her continued support 
and encouragement throughout my time at Bath. W ithout Jane’s guidance I 
would have found completing my PhD a far more difficult and less enjoyable 
experience.
• Dr. Keith Charnley for initially offering me the project and for support on all 
things biological.
• BBSRC for their three years of funding.
• My parents who have encouraged, supported and helped in numerous ways through­
out my life.
• Dr. JF  Williams who has given me excellent advice and friendship. I would 
also like to thank JF  for the many interesting and hotly debated mathematical 
discussions.
• Dr. Andy Holt for his friendship and our discussions on theses styles.
• Dr. Nick Britton for his help on mathematical technicalities.
• Dr. Andy White for his help on Adaptive Dynamics.
• My friends, especially Andy W hittle, Jorg Berns-Miiller, Fas Yousaf, Damien 
Harwin and Alex Cox.
Summary
The aim of this thesis is to investigate the dynamical behaviour of two groups of 
aphid, one tha t is susceptible to a fungal pathogen, and the other being resistant, 
using deterministic mathematical models.
Chapter 1 concerns itself with the biological details of aphids, control techniques and in 
particular fungal pathogens and resistance. This chapter is motivational and is intended 
to introduce the area of pest insect management, and in particular the problems arising 
from resistance.
In Chapter 2 I formulate a discrete-time model to investigate the impact of competition 
between the two strains of insect, and the effect of externally applying the fungal 
pathogen to the system. The model outcomes are discussed in terms of control of the 
insect species. The model is then extended to include spatial effects.
Following on from the work carried out in Chapter 2, Chapter 3 considers the implica­
tions of using a time-dependent spraying strategy where the control is applied to the 
system at regular intervals, as opposed to assuming a continuous application of the 
control. The chapter also compares the fungal pathogen with a chemical insecticide. 
Analysis is carried out on the long-term behaviour of the models, and pays particular 
attention to the time between successive applications of control.
Chapter 4 is primarily on adaptive dynamics, and the evolution of resistance. I discuss 
what effects the externally applied pathogen has on the evolutionary behaviour.
Since many species of aphid can over-winter, a discrete-time model is presented in 
Chapter 5. The long-term behaviour of the model is studied and results are discussed 
in terms of the contributions from the susceptible and resistant insects.
In Chapter 6  I present a general framework for the analysis of coupled map lattices. I 
mainly concern myself with the analysis of dispersal-driven instabilities, and apply my 
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Chapter 1
Biological Background
It is well understood tha t common agricultural pests play a significant role in crop 
production. Although humans clearly dominate the world in terms of our impact on 
the environment, the class Insecta can claim to be as important. Insects are hum anity’s 
greatest rival for the world’s food resources by either eating the plants cultivated for 
food, or acting as vectors of disease-causing organisms which subsequently damage the 
crop.
In this introduction, I outline some of the problems caused by insect pests, introduce 
the aphid as a specific pest, discuss types of pest control, introduce fungal pathogens 
as a specific type of biocontrol and finally discuss the issue of resistance to the control 
method.
1.1 The Problem
A pest insect is defined (in the widest sense) as an insect that causes harm to humans, 
their livestock, crops or possessions (Hill 1997), and is given a pest status when the 
insect (population) causes a particular level of damage. If an insect species has members 
that are regularly of pest status then we may refer to the species as a pest species. 
Example of pest species include the Colorado Beetle and the Tsetse Fly.
Insect pests can be classified into five distinct categories
1. Medical pests
2. Veterinary pests
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For the purpose of this thesis I will only concentrate on agricultural pests, where 
agriculture refers to the cultivation of plants for food and products such as potatoes, 
rice, cotton, rubber, and ornamental plants etc.
Direct damage occurs when the insect pest causes visible harm to the plant. One ob­
vious form of direct damage to the plant is caused by the insect feeding. Generally 
insects feed on leaves, buds, stems, roots, fruits, and seeds, as well as on plant tissue 
in various stages of decay (Evans 1984). Phytophagous insects feed externally or inter­
nally, as borers or leaf miners; they produce galls and other distortions; sucking insects 
drink plant juices. Some insects are restricted to feeding from one type of plant species 
(monophagous) while others may have a variety of plants in their diet (polyphagous). 
When the insect pest does not cause direct discernible harm to the body of the host 
plant the damage is called indirect damage. By far the most im portant form of indirect 
damage is when the insect acts as a vector for a parasite or pathogen. The simplest form 
of parasite/pathogen dispersal is known as mechanical transmission, whereby the insect 
picks up the parasite or pathogen from the host plant whilst feeding, and then deposits 
it on to a new host or contaminates the food of the host. In agriculture, almost all 
viral diseases are spread by feeding insects (Hill 1997), such as aphids and leafhoppers. 
Another form of dispersal is known as biological transmission. This is when the parasite 
or pathogen undergoes a developmental stage inside the insect vector. In many cases 
the insect is more than just a vector and is in fact an intermediate host which plays an 
im portant part in the parasite or pathogen life-cycle.
The reason tha t pest insects are such an im portant problem is tha t their reproductive 
potential is massive and often they can accumulate into large numbers in a short 
period of time. It has been estimated that 1018 insects are alive at any one time 
in the world (Hill 1997). A large locust swarm may contain one billion insects, in an 
infested agricultural crop. There can be up to 2 x 106 sycamore aphids (Drepanosiphum 
plantanoidis) on a 2 0 m sycamore tree (Hill 1997). In agriculture, it has been estimated 
tha t pest insects and plant pathogens destroy approximately 28% of the potential world 
food production (Paoletti & Pimentel 2000).
1.2 Aphids
Aphids are insects of the family Aphididae (Aphidae) of the Hemiptera and they are 
one of the largest and most im portant groups of pest insects. The family contains 
approximately 4000 species and can be found worldwide, but are most abundant in 
north tem perate regions (Dixon 1985). Generally aphids axe small soft-bodied, plant- 
sucking insects. Several or all generations comprise parthenogenetic females which do 
not require fertilisation and are viviparous (i.e. produce live young rather than lay eggs) 
(Dixon 1985). In some species there are periods of alternating sexual and asexual repro-
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Figure 1-1: A close-up of a Peach Aphid Myzus persicae
duction and these species are said to show cyclical parthenogenesis, where there may be 
several generations of parthenogenesis between each bout of sexual reproduction. The 
aphid life cycle is characterised by a sequence of morphs, called a polyphenism. The 
morphs differ in behaviour, physiology and structure, and it’s due to this characteristic 
that aphids are robust to environmental change.
Host plants are colonised primarily by alate (winged) aphids that have little control 
over their flight. When in a relatively still air area around the vegetation, aphids can 
control their landing and respond to visual and/or olfactory (smell) cues. Once settled, 
the aphid tests the quality of the plant using their antennae and mouthparts. The 
probing usually tests the structure and chemistry of the surface, and the outermost 
internal tissue. This initial investigation of the surface rarely uses the aphids stylets. 
However, when settled the aphid’s stylets probe deep into the plant tissue to get at the 
phloem (sap). During feeding, aphid saliva is secreted and can be severely toxic to the 
host (Roditakis 1999).
Phloem sap is rich in sugars but relatively poor in amino acids, which are essential 
for growth, and therefore aphids must ingest large amounts of sap in order to ingest 
sufficient amounts of protein (Dixon 1985). They also rely on intracellular symbiotic 
bacteria (Buchnera) to provide essential amino acids, nutrients in short supply in the 
aphid diet of plant phloem sap. Most of the sap is excreted as droplets of honeydew 
which can cover the leaves, fruit and vegetables. This rich source of sugar attracts 
other insects such as ants, and forms an ideal substrate for the growth of moulds 
(Roditakis 1999).
Most species of aphid, at all stages of development, move about the surface of the host 
plants and between adjacent plants. This slow dispersal is also coupled with a faster
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Figure 1-2 : Galls caused by Pemphigus sp. aphids
dispersal, which is a characteristic of winged morphs. The development of alate aphids 
is usually a response to crowding and/or poor host quality.
Direct damage to the host plant caused by aphids usually comes in the form of compe­
tition for nutrients and water stress, which can result in reducing the final yield of crop. 
Moreover, the common response of plant tissue when pierced by the stylet is to form 
necrotic spots, which can reduce product quality and value (Roditakis 1999). Some 
aphids induce the development of local structural abnormalities of their host plants 
(Dixon 1973) (see Figure 1-2). In true galls (as opposed to pseudo-galls, where the 
galls do not completely close) the plant tissue grows around and completely encloses 
the aphid and its progeny. Later in the season the gall splits open and the aphids search 
for a new host. When some aphids feed they cause leaves of the terminal shoots to roll 
and curl, protecting the aphids inside from natural enemies, weather and pesticides. 
One explanation as to why this happens is that as the aphids feed on the underside 
of the leaf, they cause damage to developing cells and clogging and disruption to the 
vascular system, then as the leaf develops the topside of the leaf develops faster than 
the bottomside, thus causing the leaf to curl downwards.
The major damage caused by most aphids is due to transmission of viruses. More plant 
viruses are transm itted by aphids than by any other group of animals (Dixon 1973). 
Aphids axe very efficient virus vectors because of the needle like structure of their 
maxillary stylets that penetrate deep into the plant tissue (Roditakis 1999). Aphids 
can carry viruses and pathogens which are retained for life (persistent) or that are lost 
well before death (non-persistent or semi-persistent) (Harris & Maramorosch 1982).
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1.3 Control M ethods
There are many different methods of pest control available, depending on the type of
pest. In this section I discuss some methods for general types of pest.
P h y sica l M e th o d s  These types of method are often desirable as they do not rely on 
synthetic or toxic agents. Some methods, such as hand picking caterpillars on 
young fruit trees, can be effective but incur high labour costs. Other types of 
physical methods include providing netting/shelters and using extreme tem pera­
tures.
C u ltu ra l C o n tro l Generally these types of method do not give high levels of pest 
control but are usually inexpensive. Typical forms of this method are optimal 
growing conditions, specific times of sowing and harvesting, crop rotations and 
intercropping.
B re e d in g /G e n e tic  M e th o d s  Host resistance to pest attack is shown by all groups of 
plants. The idea is to selectively breed or genetically modify (GM) the host plant 
in order to enhance the resistance to the pest (and also improve the appearance, 
size, speed of growth and taste of the crop etc). However, there has been much 
concern in using GM products (see Pollan (1998), Anon (2002) and Cruywagen, 
Kareiva, Lewis & Murray (1996) for examples) with the possible risks to human 
health and to the environment.
B io logical C o n tro l Biological control (biocontrol) is usually defined as the deliber­
ate supplementation of existing natural control by the introduction of selected 
predators, parasites or pathogens to the pest/crop ecosystem. Im portant groups 
of natural control include birds, spiders, pathogens and many types of insects in­
cluding wasps and ants. It does appear that in many cases common crop pests are 
subject to an 80-90% loss of population by the local natural enemies (Hill 1997), 
and so it is im portant that this predation is preserved when adopting a control 
programme. A specific type of biocontrol, namely the use of fungal pathogens, is 
discussed in Section 1.4. Another common scheme is insect sterilisation, whereby 
males are sterilised (without affecting their sexual behaviour) and released so tha t 
they outnumber normal males. One other type of natural control uses semiochem- 
icals and in particular, pheromones. These may be used to attract and trap  the 
insects or to disrupt sexual behaviour.
C h em ica l C o n tro l Chemical poisons tha t kill insects are known as insecticides, while 
acaricides kill mites and ticks. The main modes of action for insecticides are:
R e p e lle n ts  Designed to keep pest insects away from the host.
A n tife e d a n ts  Chemicals which block part of the feeding response.
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F u m ig an ts  Volatile chemicals that vaporise, with the resultant toxic gas killing 
the pest.
Sm okes Insecticidal powder mixed with combustible material and dispersed as 
smoke.
S to m ach  P o isons Poisons that are sprayed on foliage or mixed with bait to 
encourage ingestion. These were the earliest forms of insecticide.
C o n ta c t P o isons Poisons that are sprayed onto the crop and are typically ab­
sorbed directly through the cuticle of the pest. These types of poisons can 
be long or short lived.
S ystem ic  P o isons Poisons axe taken up by the plant and kill the pest when it 
feeds. They are mostly used against sap-sucking insects such as aphids.
It has been estimated that without insecticides, crop losses due to pests might 
increase by 30%, and it has also been estimated that insecticides return about $4 
per dollar invested in insecticide applications (Paoletti h  Pimentel 2000). Despite 
the undoubted success of chemical insecticides there has been much concern over 
their use, particularly their effect on the environment. Problems include safety for 
humans and other non-target organisms, decreased activity of natural enemies, 
decreased biodiversity in managed ecosystems and pesticide residues in food (see 
the Soil Association (w w w .so ila sso c ia tio n .o rg )). There is also an extensive 
problem with pest insects becoming resistant to insecticides, which is discussed 
in Section 1.5.
As Hill (1997) discussed, when considering which method of control to use, the main 
factors to be considered can be grouped under the following headings: expected damage 
to the host, degree of risk to the host, nature of the pest complex, economic factors, 
and biological/ecological factors.
1.4 Fungal Pathogens
The development of insecticide resistance and concerns over environmental impact, 
increased attention on alternative forms of insect pest control (Charnley 1997).
Like other natural enemies, insect pathogens can exert considerable control on target 
pest populations. Various natural enemies have been tested as candidate biocontrol 
agents. However, very few have been widely accepted.
Aphid reproductive capacity is very high. Some aphids produce hundreds of offspring 
(Dixon 1985) and only few natural enemies, except for micro-organisms, have simi­
lar reproductive potentials. Successful biological control must therefore be based on 
repeated releases (Roditakis 1999).
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Figure 1-3: Spores (conidia) of the entomopathogenic fungus Verticillium lecanii
In most species of entomopathogenic fungi, access to the host is through the cuticle 
and may involve complex biochemical interactions between the host and the fungus 
before germination, penetration, growth, and reproduction of the fungus can occur 
(Lacey, Frutos, Kaya & Vail 2001). Therefore insect pathogenic fungi do not have to 
be ingested, unlike most entomopathogens (Charnley 1997). This has the advantage 
that they can infect non-feeding stages such as eggs and pupae.
Fungal invasion of the insect host starts with the spores of the fungus binding to 
the insect cuticle on which it germinates. See Figure 1-3 for an example of fungal 
spores. After a period of horizontal growth on the surface of the cuticle, the fungus 
initiates cuticle penetration. Once the fungus breaks through the cuticle and underlying 
epidermis, it may grow profusely in the blood, in which case death of the insect is 
probably caused by starvation or physiological/biochemical disruption. Alternatively, 
insecticidal secondary metabolites may contribute to the demise of the insect and, in 
this case, extensive growth of the fungus may occur on the cadaver of the host. For 
many fungi the reality is probably somewhere between these two extremes (Charnley 
1997). The life cycle is then completed when the fungus sporulates on the cadaver of 
the host insect. Under certain conditions, the fungus may produce aerial spores which 
may allow horizontal or vertical transmission of the disease within the host insect 
population. Some spores may be able to survive for long periods in adverse conditions 
in the dead insect. Environmental conditions, particularly humidity and temperature 
and to a lesser extent light and air movement, are very important in the infection and 
sporulation of entomopathogenic fungi (Tanada &; Kaya 1993). This has lead to major 
constraints on the use of fungi for insect control. However, there is massive potential 
for the use of fungal pathogens in insect pest control.
Verticillium lecanii is one of the most important and common pathogens of scale insects 
and aphids in tropical and semitropical environments (Roditakis 1999). It has been 
used in crop protection in glasshouses with good results. Under the name Vertalec™ , 
V. lecanii has been developed as the only commercially produced myco-insecticide 
against aphids.
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1.5 Resistance
Resistance is defined as the development of an ability in a strain of insects to tolerate 
doses of toxicants or pathogens, which would prove lethal to the majority of individuals 
in a normal (susceptible) population of the same species.
Resistance to pesticides in arthropod pests is a significant economic, ecological and 
public health problem. More than 500 arthropod species have become resistant to 
insecticides and acaricides, with many species having become resistant to the major 
classes of such products (Hoy 1998). Some strains have become so resistant to a given 
insecticide that they can survive exposure to virtually any dose (Scott 1990).
In glasshouses, some aphids such as Myzus persicae reproduce continuously by partheno­
genesis under a strong selection pressure from insecticides. The result is a resistant 
aphid and the development of the resistance mechanism is much faster than compared 
to field populations. Moreover, the resulting resistance is also considerably stronger 
than tha t of the resistant field aphid (Roditakis 1999).
It was generally thought tha t resistance to natural biocontrols would not occur, and 
initially this did seem to be the case; however, it is now clear tha t some resistance 
to these products is developing (Hill 1997). For example, resistance has been found 
in natural populations of pea aphids (Acyrthosiphon pisum) to the pathogenic fungus 
Erynia neoaphidis (Milner 1985, Milner 1982, Ferrari & Godfray 2003). There has also 
been evidence that it is possible to induce resistance, for example in Milks h  Theilmann 
(2 0 0 0 ) the authors were able to select for resistance to a baculovirus in cabbage loopers. 
Although induced resistance to biocontrols in insect pests has only been shown in 
laboratory conditions to date, the question as to whether resistance to biocontrols 
occurs in the fields and glasshouses remains unanswered.
Chapter 2
Continuous-Tim e M odel
2.1 M otivation and Background
2.1.1 Chapter O utline
This chapter is split into two sections. The first section presents a simple continuous­
time model to investigate the competition between a susceptible and resistant strain of 
aphid under the attack of a fungal pathogen. I consider the spatially homogeneous case 
which results in a model consisting of system of coupled nonlinear ordinary differential 
equations (ODE’s). The long-term behaviour of this model is then analysed in detail. 
The model formulated in the first section is then spatially extended using a lattice ODE 
approach. Simulations are then carried out.
2.1.2 M otivation
In warmer more constant climates aphids may not produce sexual morphs. In fact 
it is well known tha t of the factors in the environment of an aphid, day-length, tem­
perature and the quality of the host are im portant in the induction of sexual morphs 
(Dixon 1973). Therefore, in environments such as greenhouses where the conditions 
remain nearly constant, aphids are likely to remain as parthenogenetic morphs, which 
reproduce continuously at the population level. Moreover, in temperate climates, where 
the summer may be long, the aphids may reproduce parthenogenetically for many 
months before sexual morphs are formed in the autum n (Dixon 1973).
This almost constant reproduction can be well approximated by a continuous time 
model (as opposed to a discrete time model).
9
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2.1.3 Background Reading  
Continuous Time Models
In the past, models have been developed to study host-pathogen (or parasite) systems 
which include a dynamical description of the free-living infective stages of the pathogen. 
In Anderson & May (1981) the authors consider in great detail the population dynamics 
of microparasites (which include viruses, bacteria, protozoans and fungi) and their 
insect hosts. In particular, in their Model G, the authors include the free-living stage 
of the microparasite. This model takes the form
a (X  + Y ) - b X -  v W X  +  7 Y, 
v W X - ( a  + b + j)Y ,  
r H  -  a Y ,
Ay -  (/i +  vH)W,
where X ( t ) ,Y ( t ) ,  H(t)  and W(t)  axe the densities of susceptible hosts, infected hosts, 
total hosts (H = X  +  Y)  and of free-living infective stages of the parasite, at time t 
respectively and r = a —b. This model assumes the mass-action law for disease trans­
mission, that is, the per capita rate of infection for susceptibles is directly proportional 
to the density of free-living parasites, with transmission coefficient v.
Other im portant assumptions in Anderson and May’s Model G include:
• No vertical transmission. That is, there is no parasite transmission between 
parent and unborn offspring.
• Infected individuals can recover from infection at rate 7 . As the authors pointed 
out, for most microparasitic infections of invertebrates there is no recovery. There­
fore in the models presented in this thesis, I assume this term  to be zero.
• The free-living stages of parasite are lost upon being picked up by the hosts 
( vW H )  or by mortality (tiW). When considering a control strategy (i.e. applying 
large amounts of parasites into the system), the amount of parasites lost to pick­
up will be relatively small when compared to the amount released. Therefore, in 
my models I shall neglect this term.
• In the absence of parasitism, the hosts grow exponentially. Therefore any host 
population regulation (if it exists) comes from parasitism. Clearly this assumption 
is unrealistic for many pest species, as competition for resources must play an 
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Alternative forms of transmission terms (or incidence rates) have been considered in 
Liu, Hethcote Sz Levin (1987) and Hochberg (1991) where instead of the standard bi­
linear form, a nonlinear form v W pX q is considered. They have shown that models with 
the nonlinear incidence rates have a much wider range of dynamical behaviours than 
those with bilinear incidence rates. In the models presented in this thesis, only bilinear 
forms are considered. This enables the analysis of the models to be less cumbersome, 
and to obtain tractable ecological results.
As Anderson & May’s (1981) paper identifies, it is possible to regulate the host popula­
tion by the use of a parasite, where the only form of regulation comes from the parasite, 
and not the host itself. In Holt Sz Pickering (1985) the authors consider a model with 
two species that have no self-regulation but are regulated by a common infectious dis­
ease. Although similarities are drawn to Lotka-Volterra competition models in the way 
that the hosts are regulated, if one of these species is resistant to the disease then the 
regulation is lost.
As discussed in Section 1.5, resistance to a pathogen can be induced by its overuse. 
If this resistant strain of insect hosts invades the resident susceptible population such 
that a polymorphism exists, the host population dynamics will significantly change. 
In both Antonovics Sz Thrall (1994) and Bowers, Boots &; Begon (1994) the authors 
consider the dynamics of a resistant and a susceptible strain of a self-regulated host 
species, in the presence of a directly transm itted pathogen (i.e. the pathogen does not 
have free-living infective stages explicitly modelled). In both studies, the authors con­
clude tha t a polymorphism is most likely when the differences between strains are large. 
These differences are encapsulated by varying degrees of susceptibility and reproduc­
tion potentials. Bowers et al. (1994) found tha t with highly pathogenic pathogens, a 
susceptible strain may exclude a resistant strain because its higher growth rate is more 
effective against the pathogen than reduced transmissibility. In both papers, the trade­
off with a reduced susceptibility to the pathogen is a reduced intrinsic growth rate and 
a higher cost to over-crowding. However, as Ferrari Sz Godfray (2003) indicates, the 
trade-off may not as easily be attributed. For example, interspecific and intraspecific 
competitive abilities may vary between the two strains of host.
In this chapter I build upon the work cited above to include
• competition between susceptible and resistant aphids,
• an explicitly modelled free-living fungal pathogen,
• a constant spraying strategy.
Metapopulations, Cellular Automata and ODE Lattices
A metapopulation can be defined as an ensemble of local populations (or subpop­
ulations) which interact through the interchange of individuals through migration
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(Hanski & Simberloff 1997). This concept was originally formalised in ecology by 
Levins (1969, 1970) who developed a simple patch-occupancy model. In this model it 
is assumed tha t there are a large number of identical habitat patches, which are either 
occupied by a certain species or are empty. The model derived is
^  =  mp{ 1 - p ) - e p
where p(t) represents the proportion of occupied patches at time t, and m  is the migra­
tion rate and e is the extinction rate. The model predicts tha t the species persists if, 
and only if, the migration rate is greater than the extinction rate. The main criticisms 
of this model is tha t the spatial structure and effects are ignored, and that the demo­
graphics and density of the species are not taken into account, which may be important 
to the behaviour of the system as a whole.
There axe many types of metapopulations including, cellular autom ata, coupled map 
lattices (see Chapter 6 ) and ODE lattices.
A cellular automaton (CA) usually consists of a regular spatial lattice of cells, each of 
which can be in any one of a finite number of states. The states of all cells in the lattice 
are updated simultaneously and the state of the entire lattice advances in discrete time 
steps. The state of each cell in the lattice is updated according to local rules which 
may depend on the state of the cell and the neighbouring cells at the previous time 
step. Erm entrout Sz Edelstein-Keshet (1993) provides an excellent review of examples 
of cellular autom ata tha t have been used to model biological systems. One downside to 
the CA is that the number of states for the cell is finite, and so for insect populations 
for example, these types of models may not be suitable where the dynamics may require 
variable states.
The idea of ODE lattices is tha t an ODE system is solved on a lattice domain with 
associated movement rules. The main problems with ODE lattices are that simulations 
are often difficult and time consuming to perform, and that there are few analytical 
techniques available (but see Chow, Mallet-Paret Sz Shen (1998) and Jansen Sz Lloyd 
(2000)). However, they do have some advantages over the CA, since ODE lattices allow 
for continuous states at each cell, rather than a finite number of states, and since the 
within cells growth rules are determined by a system of ODEs, the simulations may be 
more realistic than their CA counterparts.
2.2 The Continuous-Time M odel
I staxt this section by reviewing the classical Lotka-Volterra Competition Model (Murray 
1989) for two interacting organisms. I then extend this model to incorporate the free- 
living fungal pathogen.
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2.2.1 Lotka-Volterra C om petition M odel
In the Lotka-Volterra competition model it is assumed that there are two species (or 
organisms) dwelling in the same habitat which share (compete for) resources. In my 
context, these two species are the susceptible and resistant aphids. In the absence 
of one of the competitors the species grows according to the logistic law. Thus there 
are two types of competition acting on each of the species, both intraspecific (within 
species) and interspecific (between species) competition. The model has the form
tively at time t , rs and rR are the intrinsic growth rates, K s and K R are the carrying 
capacities, and and a 2 are the competition coefficients (a measure of how much 
competition a strain exerts on the competing strain).
The Lotka-Volterra model (2.1) has four steady states:
1. The trivial steady state (5, R) = (0,0).
2. The resistants-eliminated steady state (S , R ) = (K s , 0).
3. The susceptibles-eliminated steady state (S , R ) =  (0 ,K R).
never go extinct simultaneously, since it is assumed tha t rs , r R > 0 .
2. The resistants-eliminated steady state is stable if, and only if, K R — a 2K s <  0. 
In this case the susceptibles are strong interspecific competitors, and have out- 
competed the resistants.
3. The susceptibles-eliminated steady state is stable if, and only if, K s ~ a i K r < 0 . 




where S ( t ) and R ( t ) axe the densities of the susceptible and resistant aphids respec-
4. The coexistence (non-trivial) steady state {S,R)  =  ^ K\-a ia2R ? K\-a ia2S ) •
From the linear stability analysis using the Jacobian, it can be shown that:
1. The trivial steady state is never stable. In other words, both strains of aphid will
4. The coexistence steady state is stable if, and only if, K R — a 2K s > 0 and K s — 
a i K r >  0 (which imply that a xa 2 < 1). In this case both the susceptibles and
resistants are weak competitors, and so neither strain is out-competed.
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Note tha t it is possible tha t both strains of aphid are strong competitors (KR—a 2K s <  0 
and K s — a xK R < 0), in which case the long-term outcome will depend on the initial 
densities as to which strain out-competes the other strain.
2.2.2 M odel A ssum ptions and Formulation
I now build upon the Lotka-Volterra model by assuming that:
• In the absence of the fungus, the susceptibles and resistants grow according to 
the Lotka-Volterra competition model.
• The susceptibles become infected by the fungi at rate (3 proportional to the num­
ber of susceptibles and the amount of free-living fungi in the environment (the
mass-action law).
• The resistants are totally resistant to the fungus and so do not become infected.
• Once a susceptible becomes infected, it cannot reproduce nor compete for re­
sources.
• The infecteds do not compete for resources.
• The infected have an induced mortality rate 5.
• On average, the deceased infected release cj free-living fungal spores into the 
environment.
• The free-living spores have a natural mortality rate d.
• The fungus is externally applied to the system at constant rate a.









where S( t ) ,R ( t ) , I ( t )  and F(t)  are the densities of susceptibles, resistants, infecteds 
and free-living fungal spores at time t.
rs S ( l - S+Kas 'R ) - p S F (2.2a)
n ( ,  R +  a 2S \
(2.2b)
PSF -  61 (2.2c)
lj6I — dF +  a (2.2d)
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2.2.3 Long-term  Behaviour
In now consider the long-term behaviour of Model 2.2 in two stages. Firstly I consider 
the case when a =  0, tha t is, when there is no external application of fungus. This 
can be thought of as a natural epidemic or as an initial single application of fungus 
which uses the secondary infection of the fungal pathogen to control the pest aphids (if 
possible). Secondly I consider the case when a > 0, that is, when there is an external 
application of fungus. I then compare the two cases.
No External Application of Fungus: a = 0
Putting a =  0 into Model 2.2 and setting
d ^ _ d R _ d J _ d F _ Q
dt dt dt dt 
it can be shown that six steady states axe possible:
1. The trivial steady state
(S ,R , I ,  F) = (0 , 0 , 0 , 0 ).
2. The susceptibles-only steady state
( S , R , I , F )  = (Ks ,0,0,0).
3. The resistants-only steady state
( S , R , I , F )  = (0 ,K a ,0,0).
4. The susceptibles- and resistants-only steady state
(5 ,R,I ,F)  = ( K s ~ a'K« , ^  - a?K s ,0,0
\  1 — Q'1a 2 1 — OL i a 2
which is ecologically realistic provided K s — a xK R > 0 and K R -  a 2K s > 0, or 
K s — a 1 K r < 0 and K R — a 2K s < 0.
5. The resistants-eliminated steady state
-  (£Ad k i K- s)) -
which is ecologically realistic provided K s > -jj .^
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P v J J '
K s ~  ~]Lj} ~  a ' I K r a  2 * ) ) ■
Thus the non-trivial steady state is ecologically realistic provided K R — > 0
and ^K s — — a r {k r — > 0. Hence a necessary condition is that
* s - £ > 0 .
One can now determine the linear stability of these steady states by determining the 
Jacobian, J , and evaluating it at the respective steady states, where J  is given by
J ( S , R , I , F )  =







a i r s  q  
'  K S b 0 - p s ^
2 R + a 7 . S ^
o 0K r  j
0 - 6 p s
0 uj5 - d )
(2.3)
1. For the trivial steady state the Jacobian is
J  =
( r s 0  0
0  r R 0  




^0 0  u>5 —dj
Thus the spectrum of J  is a(J)  = {rs , r R, —6, —d} and so the steady state is not 
stable for any parameter combination, since there exist eigenvalues with positive 
real part. Therefore, it is impossible to completely eradicate the aphids using a 
single application of fungus.
2. For the susceptibles-only steady state the Jacobian has characteristic polynomial 
( r R f l  -  -  X \  {—r s -  A) (A2 +  (<5 +  d) A +  S(d -  0 u K s )) =  0.
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Therefore it follows tha t all eigenvalues have negative real part if, and only if,
K R oi2K s ^  0
and the roots of
A2 +  (6 +  d)A +  6(d -  (3u>KS) = 0  (2.4)
have negative real part. From the Routh-Hurwitz criteria for quadratics (see 
Appendix A.2 ) it follows tha t (2.4) has eigenvalues with negative real parts if, 
and only if,
d
Hence the susceptibles only steady state is stable if, and only if,
d
K r -  a 2K s < 0 and K s < —
puj
Thus the susceptibles must be stronger competitors than the resistants (which is 
the same for the Lotka-Volterra model) and in addition the susceptibles steady 
state must be below some critical threshold in order to stop the fungal pathogen 
from spreading.
3. For the resistants-only steady state the steady state is stable if, and only if, K s — 
oiiKR < 0. This makes intuitive sense when comparing this stability condition 
with the stability conditions on the susceptibles only steady state. In order for the 
resistants to out-compete the susceptibles the resistants just have to be a stronger 
competitor. However, if the susceptibles want to out-compete the resistants then 
they must be a stronger competitor and survive the attack from the pathogen.
4. When considering the stability of the susceptibles- and resistants-only steady 
state, the characteristic polynomial satisfies
0 =  ( a 2 +  (6 + d) A +  6 ( d  -  )  )  and
0  =  ( a 2 + A +  (l — a i a 2) rsrR K s - ^ K - r K h - ^ K s
K r K s J  K s K r 1 -  a xa 2 1 -  a xa 2
Thus the steady state is biologically realistic (i.e. the steady state is positive) and 
stable if, and only if,
Ifc ot-\K.R dK s -  a ^ j i  > 0 ,  K r -  a 2K s > 0, and —--------------<  — .
1 — axa2 puj
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The first two conditions are the same as those for the Lotka-Volterra model, 
and the third condition simply says tha t the susceptible population must be 
sufficiently low to stop the fungal pathogen spreading.
5. The resistants-eliminated steady state is stable and biologically realistic if, and 
only if,
K s > j ^ ,  K R - a 2- ^ <  0, and +  5 +  2d ~  P v K s > 0.
The first condition simply ensures that there are sufficient susceptibles in the 
population for the pathogen to sustain itself. The second condition says that the 
susceptibles are strong competitors even in the presence of the pathogen. I have 
been unable to attach any biological meaning to the third condition.
6 . The conditions for the coexistence steady state to be stable can be explicitly found 
but have no clear biological meaning, and so are not presented here. However, for 
the coexistence steady state to be biologically realistic, the following conditions 
must hold:
K R - a 2^ > 0  and (Ks -  a xK R) -  (1 -  a ^ )  > 0 .
The first condition states that the resistants must be a strong competitor when 
the pathogen interacts with the susceptibles. If the two conditions hold, then it 




in other words there are sufficient susceptibles in the population for the pathogen 
to exist. Moreover, if the second condition holds and we assume that in the 
absence of the pathogen, the susceptibles and resistants can coexist (so that 
1 — a xa 2 > 0 ) then
d K s — ociK r
/3u> 1 — a 2
Therefore, the density of susceptibles has been reduced with the introduction of
the fungal pathogen. Moreover,
K s — oliK r K r — a 2K s d f  d \
H  -------------->  —— H I K r — ol2-t-  if, and only if, a 2 < 1.
1 — otiOt2 1 — a xa 2 (3u) \  (3uj
In other words, the total number of aphids when there is no pathogen present is 
greater than the total when there is pathogen present if, and only if the suscep-
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tibles do not exert a relatively large amount of competition on the resistants. 
Notice tha t since
Therefore, when the pathogen can persist, the addition of the resistants has 
lowered the amount of fungal pathogen in the environment and the density of 
infecteds.
Since I have not been able to cover the whole of the possible parameter space for this 
model, there is the possibility of cycles for certain parameter regions.
E x te rn a l A p p lic a tio n  o f F ungus: a  >  0
Now setting
then
Ks - 4 ~ > ( K s -  ociKn) -  4 -  (1 -  a , a a) .
dS dR d l  dF
dt dt dt dt
in to Model 2 .2  it can be shown that there exist four feasible equilibria:
1. The pathogen only steady state
( S , R , I , F )  = (0,0,0, a/d).
2. The resistants and pathogen steady state
( S , R , I , F )  = (0 ,K R,0,a/d) .
3. The resistants-eliminated steady state
( S , R , I , F )  = ( S ,0 , i , F ) ,
where S  satisfies the quadratic
A S 2 -  B S  + C  =  0 (2.5)
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with
A = u>(3rs > 0 
B  = drs +  u>rs(3Ks > 0 
C — drs K s — a(3Ks
and
' - n - s ) *
' ■ ? M ) -
Note tha t S  < K s so tha t / ,  F  > 0. Now there are two possible solutions to (2.5),
a B  +  V B 2 -  4A C  , * B -  V B 2 -  4AC
S+ =  —  and S -  = ----------—---------- .+ 2 A  2 A
Now S+ > K s if, and only if,
y / B 2 -  4AC  > 2 K SA — B = rs (a>0KS -  d) .
Thus, if u}j3Ks — d < 0 then S+ > K s . Conversely, if co(5Ks — d >  0 then S + > K s 
if, and only if,
B 2 -  4AC > (2K SA -  B)2 .
Then by simplifying the above expression, it is easily seen tha t 5+ > K s . A 
simular argument shows that S -  < K s . Hence 5  =  5_ is the only feasible 
solution. Thus the steady state is biologically realistic (i.e. 0 < S  < K s ) if, and 
only if, C > 0 , or equivalently
dr $
a < — . (2 .6 )
A simple calculation shows tha t the steady state, S' is a decreasing function of a.
4. The coexistence (non-trivial) steady state is
( S ,R , I ,  F ) =  (S* ,R * , I* ,F *)
where S* is given by the quadratic
(S*)2 -  B*S* + C* = 0 ,
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and
g* _  d Ks — otiKR
C
uj/3 1 — oliOl2 
d Ks  — cxiK r Q>K$
oj/3 I -  a xa 2 u r s ( 1 -  a ^ )
R * =  K r — a 2S*
F* = - ^ ( ( K s - a i K R) - ( l - a ia2) S ' )
rs ((1 - a i a 2) R * - ( K R - a , K s ))
r
Thus if I* > 0 then
p K s cx 2 
dF* - a
Lj6
F* > -J. (2.7)
d
Now, if
K s — 0£iKr > 0  and K R — a 2K s > 0  (2 .8 )
the non-trivial steady state in the Lotka-Volterra model is positive and stable.
Thus in order tha t the non-trivial steady state is biologically realistic, we get the
necessary conditions
S* < Kf  ~  aiKR  and R * > K ’> ~  a , K s . (2.9)
1 — OCiCt2 1 — Q(1Q!2
If the inequalities in (2.8) were to be reversed, then the inequalities in (2.9) would 
be reversed.
Under assumption (2.8) there is only one biologically realistic solution to the 
quadratic for S* given by
5 ,  _  B » - V ( B « ) 2 - 4 C »
On the other hand, if the inequalities in (2.8) are reversed then again there is 
only one biologically realistic solution to the quadratic for S* but this time it is 
given by
„  B* +  v /(B * ) 2 -  4C*
2
One can now determine the stability of these steady states by the Jacobian. Since the 
case for externally applied pathogen only differs by a constant from the no externally 
applied pathogen case, the Jacobian for the externally applied pathogen is also given
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by (2.3).
1. For the pathogen only steady state, the spectrum of the Jacobian is
Since 0 < rR G cr(J) the steady state is unstable. Hence it is impossible to 
completely eradicate the aphid population. However, if there are no resistant 
aphids present (i.e. R  =  0) then the steady state is stable if, and only if,
tha t is, provided tha t sufficient amounts of externally applied pathogen is used.
2. For the resistants and pathogen steady state the spectrum of the Jacobian is
Thus if in the absence of the pathogen the resistants are strong competitors (such 
that Ks — ^ K j i  < 0 ) then the steady state will always be stable and the resistants 
will always persist. Moreover, if the resistants are weak competitors (such that 
K s — a xK R > 0) then in the absence of the pathogen the susceptibles may be
holds) it will be possible to eradicate the susceptible aphid population. Moreover,
then the steady state will be stable and no biologically realistic resistants elimi­
nated steady state will exist.
3. The resistants-eliminated steady state is stable if, and only if,
a
and so the steady state is stable if, and only if,
(2 . 10)




0 > K r — a 2S  
0  < 0 3
0  <  a\CL2 — 03
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where
cl\ = ——S  +  5 +  d 
As
a2 = + d)S  + S(d -  uiPS)
K-s
a3 = u>5/32S F  + ^ r - S ( d  -  w/3S)
Ks
Note tha t 0 3  >  0 if S' <
4. For the non-trivial steady state the conditions for stability can be written down 
using the Routh-Hurwitz conditions for quartics but have no biologically tractable 
meaning, and so they are not discussed here.
2.2.4 Varying (3
An im portant question to ask is whether if we change the pathogenicity of the fungus 
that is applied to the aphids, will there be any dynamical differences observed? This is 
an im portant question from a control point of view since it may be beneficial to some 
extent to determine which biotype of aphid will survive.
As a starting point I shall consider the case where f3 = 0. This is essentially the 
Lotka-Volterra competition model. As we have seen, there can be only three types 
of behaviour where we have two types of competitive exclusion or coexistence. In 
Figure 2 - 1  the parameters have been chosen to give coexistence, and the value for a 
has been chosen to be small, so that the effects of varying (3 can been seen clearly. 
Now using a small value for beta (ft =  0.1) we can see tha t comparing Figure 2-1 and 
Figure 2 - 2  tha t very little has changed in the behaviour. W hat this tells us is that if 
the mycoinsecticide is not virulent enough, then it’s a ineffective form of control. 
Increasing the value of (3 a little more causes the total density of healthy aphids to drop 
(i.e. S  +  R  gets smaller). From a control point of view this is what one would hope 
for, as reducing the density of healthy aphids reduces the amount of damage caused 
to the crops. Notice however that in Figure 2-3 although the total density of aphids 
drops, the actual number of resistant aphids actually increases, and it is the number 
of susceptible aphids that decrease significantly.
As (3 increases further (see Figure 2-4) one can see tha t damped oscillations start to 
occur. Note tha t the total number of aphids is still decreasing.
When the value of (3 becomes sufficiently high (as in Figure 2-5) the steady state loses 
its stability and we observe unstable oscillatory behaviour. W ith this type of behaviour 
it is difficult to predict the population sizes at a given time or in the distant future. 
Finally we look at the case where (3 is very large (see Figure 2-6). In this case (3 has 
become sufficiently large that (2.10) is true. Hence, we see competitive exclusion since






























Figure 2-1: Coexistence in the Competition Model rs  = 1,-Ks =  10, a\ = 0.2, 
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Figure 2-2: Varying (3: Small Beta rs = 1, K s = 10, a x = 0.2, rR =  0.9, K R = 10.1, a 2 
0 .1 , S = 1 , a = 0 .0 0 1 , d = l,u ; =  1 and (3 =  0 .1 .
the susceptibles are unable to cope with the highly infectious fungus. This is the best 
strategy for control in the case where in the absence of the fungal control one observes
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Figure 2-5: Varying (3: Moderately High Beta rs = 1 , K S =  1 0 , 0 :! =  0.2, r R =  
0.9, K r = 10.1, o 2 =  0.1,6 = 1, a = 0.001, d = 1, cj =  1 and (3=1.
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Figure 2-6: Varying (3: High Beta rs = l , K s = 1 0 , 0 !! =  0.2, rR = 0.9, K R = 10.1, o 2 
0 .1 , S = 1 , a = 0 .0 0 1 , d = 1 , u  = 1 and (3 = 800.
Note that if
drs 1 - o^ \Kr
K S
( 2 . 1 2 )
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then the behaviour of the system will not change in tha t you reach the same steady 
state. However, the speed at which the steady state is approached will be increased. 
This could be im portant from a costing point of view since it could cost more to produce 
a highly infective fungus, although it may be desirable to produce a fast-acting control. 
This type of trade-off would be im portant in a marketing plan.
2.3 Spatially Extended Continuous-Tim e M odel
An im portant question to ask is whether spatial effects can influence the dynamics of 
the aphid interactions. One possible way to do this is to consider a PDE model which 
has diffusion term s to represent aphid movement and reaction terms to represent the 
aphid interactions. In the models that I have considered such a model could take the 
form:
However, there are assumption problems with such a model. For example the above 
model assumes th a t space is continuous. However, this may not be true since the sites 
(i.e. plants) tha t aphids occupy are not continuously spread especially when dealing 
with larger plant types in the greenhouses or fields. Therefore perhaps a more realistic 
approach would be to use an ODE lattice.




Figure 2-7: ODE Lattice Diagram
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The ODE lattice uses the full continuous time model (2.2) for the local dynamics. When 
the joint density of susceptible and resistant aphids reach some threshold density, K* 
say, a certain proportion of each aphid type is able to move to a neighbouring site (see 
Figure 2-7). The reasoning for such dispersion arises from the crowding response of 
aphids.
Unfortunately I was unable to derive any analytical results from the automata, how­
ever I did carry out an extensive series of numerical simulations which indicated some 
interesting results. I found that domain size (i.e. the number of cells) did not make a 
difference to the outcomes of the spatial model, and so I used a 10 x 10 grid for all 
simulations. Reflective boundary conditions were also used.
To begin with I looked at the case where no fungal pathogen was present and began 










Figure 2-8: No Fungal Pathogen: rs =  l , a x =  0.8, K s = 700, rR =  0.7, a 2 = 0.1 , K R =  
650 and K* = 600.
rs > rR the susceptibles can invade more quickly. This makes sense because as both 
aphid strains reproduce at a site only a small number of these types move to a new 
site as a response to crowding. Therefore as rs > rR we know that the susceptibles 
reproduce more quickly at low density and therefore reach thier threshold density more 
quickly and thus spread throughout the domain more quickly. When the simulation is 
run for a longer period of time, we see that the populations settle down to a steady 
state distribution as predicted by the temporal model (see Figure 2-9).
Now what difference does the inclusion of the fungal pathogen have? I ran the same sim-




























Figure 2-9: No Fungal Pathogen: rs = 1 , 0  ^ =  0.8, K s = 700, rR = 0.7, a 2 = 0.1, K R 
650 and K* = 600.
ulation as above but this time included the parameters of the fungal pathogen and the 




























Figure 2-10: With Fungal Pathogen: r s =  1, Qfx =  0.8, K s =  700, rR = 0.7, a 2 = 
0.1, K r = 650, S = 0.3, a = 1, d = 1.5, w =  0.05 and K* = 600.
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the susceptible aphid movement. This is because the fungus significantly reduces the 
steady state value of susceptibles to lower than the threshold density. Therefore the 
susceptibles do not move because there is no significant crowding. However, since the 
resistants are not affected by the pathogen they are free to move about the domain. 
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Figure 2-11: With Fungal Pathogen: rs = l , ^  =  0.8, K s =  700, rR = 0.7, a 2 =
0.1 , K r = 650, S = 0.3, a = 1, d = 1.5, u  =  0.05 and K* =  600.
begin to approach their equilibrium distribution. However, in the corner where the two 
biotypes begin to mix we see that the previously stationary susceptible aphids begin 
to move. This is due to the mixing effect and thus the susceptibles begin to respond 
to crowding provided by the resistant strain. Note that although the susceptibles can 
now move, their density is still relatively low. Eventually this simulation leads to an 
equilibrium distribution where the resistants are close to their carrying capacity and 
the susceptibles do survive but at a low level, which is consistent with the temporal 
model prediction.
One might ask whether spatial effects can alter the behaviour of a temporal model. For 
example, can one observe any spatial patterning or patchiness? Unfortunately with my 
numerical studies I did not observe any such behaviour. However, when exploring the 
parameter domain where it is possible to observe local stability of equilibria I found 
that when using a random distribution of starting values the resulting equilibrium 
distribution always favoured the resistant aphids.
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2.4 Conclusions &; Discussion
As the analysis of the models show, the presence of resistant insects can have negative 
effects on the control strategy. When using a single application of fungal pathogen, 
it is impossible to eradicate the aphids even if there are no resistant aphids present. 
However, using a constant spraying strategy, this is no longer the case. If the resistants 
are absent, then eradication is possible if sufficient amounts of the pathogen are applied. 
However, if the resistants are present, then eradication is impossible.
The effects of competition between the two aphid types does not help with the total 
species eradication. However, it does play an im portant part in the eradication of 
one of the species. If the resistants are strong competitors and the susceptibles are 
weak competitors then the susceptibles will always be eliminated, independent of the 
spraying strategy. But, if the competition roles are reversed then the spraying strategy 
plays a part as to which of the two aphid species persists. In both the spraying strategy 
cases, the susceptibles must be able to sustain their competitive advantage over the 
resistants in the presence of the pathogen. However, by increasing the amount of spray 
applied it is possible to destabilise the steady state. Clearly this is not the case with 
the single application strategy.
W hat is clear from this analysis, is that if the sufficiently large amounts of the fungal 
pathogen is applied, then the susceptible insects can be eradicated, but will be replaced 
by resistant insects.
When both types of aphid coexist, the susceptible aphid levels decrease as the amount of 
pathogen increases. But since R* = K R — a 2S *, the resistant aphid levels must therefore 
increase. This is intuitively obvious since an increase in the pathogen levels must 
decrease the susceptible numbers, and therefore decrease the amount of competition 
exerted on the resistants, and so the resistant numbers increase.
As shown in Section 2.2.4, the non-trivial steady state may be destabilised, so that 
oscillatory behaviour will be observed. The numerical simulations show that if the 
pathogen is not administered carefully, then the result may be insect outbreaks, making 
control of the pests difficult to assess.
From the spatially extended model, we see that the fungal pathogen may reduce the 
spread of the susceptible insects since the pathogen reduces the susceptible insect num­
bers, and hence there is little crowding, and so the susceptible insects do not move. 
However, if resistant insects are present (which are not affected by the pathogen), then 
when both species share a site the numbers may cause sufficient crowding so tha t the 
susceptible insects disperse.
Chapter 3
Tim e-D ependent Spraying 
Strategies
3.1 M otivation and Background
3.1.1 Chapter O utline
This chapter uses the continuous-time model developed in Chapter 2 to investigate the 
scenario when the control is not applied continually, but instead is applied in pulses.
I consider two forms of control, firstly a chemical insecticide and then the fungal 
pathogen, and in each case, discuss when resistance has developed or not. I also 
develop the notion of a minimal spraying strategy and derive conditions for the pest 
insect to be eradicated.
3.1.2 M otivation
In Chapter 2 it is assumed tha t the control is applied to the environment at constant 
rate, independent of the control levels. However, this may not be very realistic. Perhaps 
a more realistic assumption is that the control is applied at regular or irregular intervals. 
Chemical and pathogen controls are mostly applied either by a foliar spray, or, in the 
case of some chemical insecticides, by applying the control to the soil and relying on 
the plant to take up the control as it feeds, thus providing protection as the plant 
grows. The models presented in this thesis are only suitable for foliar applications, 
where typically the controls are applied in pulses.
This idea of a pulsed spray forms the basis for the topic of this chapter.
32
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3.1.3 Background Reading
In Shulgin, Stone & Agur (1998) the authors consider a simple SIR model used to 
model a measles epidemic. The SIR model equations are
m  — (PI + m )S  
P I S  — (m  +  g)I  
g l  — m R
where S, I  and R  are the densities of susceptibles, infected and removed hosts at time 
t, m  is the birth  and death rate, P is the contact rate, g is the removal rate (i.e. the 
rate at which the infected become immune to the disease), and hence 1/g is the mean 
infectious period and the total population size has been normalised to unity:
S(t) + I(t) + R{t) =  1.
Further information about the model assumptions and its analysis can be found in 
Anderson Sz May (1992).
The authors then considered two different types of vaccination strategies. Firstly they 
considered a constant vaccination strategy, by vaccinating a proportion, p , of all new­
born so th a t the susceptible equation becomes
^  =  ( 1  - p ) m  -  { p i  +  m)S.
The second strategy is a pulse strategy where a proportion p of the entire susceptible 
population is vaccinated in a single pulse, every T  years. The underlying principle is to 
apply vaccination pulses frequently enough so as to prevent the infectious population 
from ever growing, i.e., by maintaining d l /d t  <  0 for all time. Such a strategy will 
ensure tha t I{t) is a decreasing function of time, and the infectious population will 
eventually dwindle to zero. For this strategy, the susceptible equation becomes
dS  °°
—  =  m  — ( p i  + m )S  — p 'Y 2S (nT~ )6 ( t  — nT).
n —0
where
S ( n T ~ ) =  lim S (n T  — e), e > 0.
£ —>0
Two types of analysis are carried out. The first revolves about the derivation of a 
stroboscopic (discrete time) map, under the assumption that I(t)  =  0  for all t > 0 , 
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analysis is then carried out on the map to determine conditions for which the infection 
can be eradicated. The second uses Floquet Theory (Iooss & Joseph 1980) to determine 
a time, Tmax, which is the maximum allowable period of the pulse, such that the 
’infection free’ equilibrium is stable. For this theory to be used, the authors rely on 
the calculation of Floquet multipliers, which may be difficult to compute for more 
complicated models.
The main pitfall of this analysis is that it relies on the time-dependent solution of an 
ODE or system of ODEs. For many models this is not possible, even under severe 
assumptions. However, it is possible for some simple models, and of course numerical 
simulations are simple to run.
Other examples of periodically pulsed systems can be found. For example in Funasaki 
& Kot (1993) the authors consider a model for a chemostat (a common piece of lab­
oratory apparatus used to culture microorganisms) with predator-prey dynamics and 
a periodically pulsed substrate. Stroboscopic maps are then derived and analysed. 
In Sabin & Summers (1992) the authors consider a periodically forced Lotka-Volterra 
predator-prey model with logistic prey growth, where the forcing term  enters via a 
periodically varying intrinsic growth rate in the prey. Numerical simulations are then 
carried out, as well as graphing Poincare maps (the result of graphing stroboscopic 
maps). In both of these papers the authors found tha t simple cycles may give way to 
chaos in a cascade of period-doubling bifurcations.
In Sherratt (1995), the author considers the possibility of Turing bifurcations when the 
parameter values (both diffusion coefficients and kinetic parameters) oscillate in time 
between two sets of constant values, with a period tha t is either very short or very long 
compared to the time scale of the growth and predation kinetics. In particular, the 
model investigated is
^  =  D u(t)V2u + f ( u , v , t )
^  =  D v(t)V2v + g(u,v, t )
where on n T  < t < (n +  1/2)T
D u(t) = DUt i, Dv(t) = DVti, f ( u , v , t )  = f i {u ,v) ,  g{u,v, t ) = gi{u,v)
and on (n +  1/2)T  < t < (n +  1)T
Du(t) = DUi 2, Dv(t) = Dv> 2, f ( u , v , t )  = f 2(u,v), g(u ,v, t )  = g2(u,v)
and where T  is the period and n E N.
The author assumes tha t fa and gi are such that the system has a spatially homogeneous 
solution (u,v) = (us(t) ,vs (t)) that is periodic in time with the same period T  as the
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model parameters. As pointed out in the paper, one intuitively expects such a solution 
to exist for ecologically realistic models, but conditions on fa and gi for such a solution 
to exist are not known by the author, nor by myself.
Although the author is mainly concerned with diffusion-driven instability as T  —> 0 and 
T  —>• oo, conditions axe derived for the spatially homogeneous solution to be stable.
In the limit as T  —> 0, the spatially homogeneous solution is stable if the eigenvalues 
of the m atrix M  have negative real part, where



















and (uq, vo) is a solution of
f i ( u 0,v0) +  fa(u0,v0) = gi{u0,v0) + g 2 {uo,v0) = 0 .
The interpretation of (uo, vq) can be thought of as the average equilibrium values over 
the period. Hence the stability condition is reduced to
a +  d <  0  and ad — be > 0
by the Routh-Hurwitz conditions for quadratics (see Appendix A.2 ). The values a, 6 , 
c and d can be thought of as the average values of the Jacobian over the period.
In the limit as T  —> oo an additional assumption was made on the kinetics, tha t for 
both i = 1 and i = 2 , fa{u,v) and gi{u,v) have a unique steady state in the first 
positive quadrant, tha t is both globally attracting in this quadrant and also linearly 
stable (this second assumption rules out the possibility of neutral stability). Let these 
steady states be denoted by ( u Sti , v S)i )  for i = 1 , 2 .
Now for i =  l ,2  let
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and let Ti =  a* +  d{ and A* =  aidi — b{Ci. Then the author shows that the homogeneous 
solution is stable if
I now follow this analysis for the system below.
3.2 The Tim e-D ependent Spraying Strategy M odel
3.2.1 M odel Formulation
Consider Model 2.2 where S(t), R(t), I(t)  and F(t)  are the densities of susceptibles, 
resistants, infecteds and free-living fungal spores at time t. For the purposes of this 
chapter, I will redefine F(t)  as the density of control (either a chemical insecticide or 
fungal pathogen) at time t. I also remove the constant spraying strategy, a, and include 
a time dependent spraying strategy by considering a sequence of times { to , t i , t 2 , • • ■} 
where the control is sprayed on the foliage. At each time a set amount, a, of control, 
F , is applied. Moreover, I do not explicitly model the infected class, and assume that 
the per capita rate at which the susceptibles become infected/inoculated is directly 
proportional to the density of control in the environment (i.e. the mass-action law). 
Hence for t G (£+ Model 2.2 becomes:-
t2(2ti -I- r2) +  4Ai > 0 
ti(2t2 + ti) +  4A2 > 0
(t2A i +  tiA2)(ti +  t2) + (<$i -  A2)2 > 0
ti + t2 < 0 .
(3.1b)
(3.1a)




S(t~) = S(t+) = sn
F{tn ) ~  -^(^n) ~  Rn 





where Sn, Rn and Fn are the densities of susceptibles, resistants and control remaining 
at the end of the previous interval.
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To analyse Model 3.1 I consider two cases. The first is when the control is a chemical 
insecticide, and the second when the control is a fungal pathogen. I then compare the 
two results.
3.2.2 Chem ical Insecticide
The main difference between most chemical insecticides and fungal pathogens is that 
when the host insect is inoculated with the insecticide, the poison kills the host (if 
given a large enough dose) and remains within the host. Thus there is no possibility of 
secondary infections, and hence u  = 0 .
Let us first consider the case when no resistance develops.
No Resistance
W ith R(t) = 0 and u  = 0, Model 3.1 becomes
f  =  rt s ( l - ± ) - p S F  (3.2a)
dF  , „  x—  =  - d F  (3.2b)
for t e  (C > 4n+i)> with
S(t~) = S(t+) = Sn (3.2c)
F ( t i ) = a  + F(t~) = a + Fn . (3.3d)
If there is only a single application of chemical insecticide at to = 0 then the long-term 
behaviour is simple to determine. The trivial steady state (S *, F*) = (0 ,0 ) is unstable, 
whereas the steady state (S *, F*) = (Ks , 0) is always stable. In other words, if there is 
one initial application of the chemical insecticide, the chemical will simply decay in the 
environment and the susceptible insects will go to their carrying capacity. Therefore, 
it is impossible to eradicate the insects with a single application of chemical.
Can we control the insect population using a time-dependent spraying strategy? For 
t  e  ( t i ,  tn_i-i) we can integrate (3.2b) to get
F(t)  =
T i m e - D e p e n d e n t  S p r a y in g  S t r a t e g ie s 38
Thus,
Fn+1 =  F'{tn+1)
=  F(t+)e ^
=  (a +  P ( i - ) ) e - « + i  
=  (a +  Fn)e_ 'i*l”+1_t" '.
Now we can rearrange (3.2a) to get the Bernoulli equation
f  +  ( m * ) - r  s )S  = - £ f .
So substituting V =  5 _ 1  we get the linear equation
Thus, introducing the integrating factor
E(t) = exp ( r s ( +  ^ F ( t i ) e - ^ - l t A  ,
we get
iM -ir* '
and integrating from to t we have
E(t)V(t)  -  E ( t i ) V ( t i )  = j2 -  f  E(u) du.
s j  tn
Hence
s i t )  =  K s S ( t j ) m
rs S ( t i )  J(+ E(u) du +  K sE ( t t )
Finally setting t = t~+1 in (3.3) we get the system of discrete maps
K s SnE ( t - +l)
§n+ 1 —
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where
E(t)  := exp j i  ( rs dt +  fi(a +  Fn)e (3.4c)
So that the reader can easily follow the analysis of Model 3.4, I have broken the results 
down into a series of lemmas.
L em m a 3.2.1. I f  there exists a positive steady state, the time between successive sprays, 
Tn, must satisfy
Tn : = t - +1- t + > ^ - ,  (3.5)
where Tn must be constant and independent of n.
Proof. At steady state we have that
Sn+l = Sn = S*
Fn + 1 = Fn = F*
and so
ae~dTn
F '  =  <3-6) 
Now, (3.4a) gives that either S* = 0 (the trivial steady state) or
r s S* E(u) du = K s ( E ( t - +1) -  £(<+)) •
Jtn
But E(t)  >  0 'it and thus
35* > 0  E(t~+1) - E ( t + ) >  0
&  rsdt~+, +  P (a + F*)e_<iT” > rs dt+ + f3(a + F*)
«  rsdTn > 0(a +  F * )(l — e~dT")
_  j3a
** Tn > dr 5
□
L em m a 3.2.2. When using a periodic spraying strategy, tn = nh, for some h > 0, the 
resulting system of discrete equations (3.4) are autonomous, and are given by
K s Sn exp ( rs h +  f  (a +  Fn)e~dh)
Sn+l =  --------- 7-------7---------   x--------- ---— s --------  (3.7a)
rsSn f Q exp +  f  (a +  Fn)e~dvJ dv +  K s e d ( a+Fn)
Fn-fi =  (a +  Fn)e dh. (3.7b)
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Proof. W ith the periodic spraying strategy, tn = n h , the system of discrete equations 
(3.4) become (dropping the upper and lower limits as they can be neglected from the 
following calculations)




rsSn J ^ +1)h E(u) du +  K s E(nh)  
Fn + 1 =  (a + Fn)e~dh
E(t)  = exp (  ~ ( r s dt + p(a + Fn)e d(t nh'1)  | .
B((n  + l)h) = exp (rs nh)exp  ( rs h + ^ ( a  +  Fn)e dh 
E (n h ) =  exp (rsnh ) exp ( ^ ( a  +  Fn)
p ( n + l ) h   ^ rh
/ F(u) d u =  E(v  +  nh) dv 
J n h  JO
= exp (rs nh) j  exp ^ r sv + ^ ( a  + Fn)e dv.
Then substituting into our discrete equation system we get (3.7). Clearly (3.7) is an 
autonomous system. □
L em m a 3.2.3. The discrete system (3.7) admits two steady states and their stabil­
ity depends on the transcritical bifurcation point h* = The trivial steady state,
(S * ,F *) =  (0 ,F) (where F  > 0) is stable if, and only if, h < h*. The non-trivial 
steady state, (S * , F *) = (S , F ) (where S  > 0) is stable if, and only if, h > h*.
Proof. Now at steady state we set Sn+i = Sn = S* and Fn+\ = Fn = F*. Now 
substituting this in to our system (3.7) we immediately see that





K s e x p l r sh + ^ { a  + F*)e-dh\ > 0
= rs J  exp +  ^ ( a  +  F*)e dv ) dv > 0
=  K . e ^ a+F^  > 0 .
Now clearly F  > 0 for all parameter values and by Lemma 3.2.1 we have tha t S  > 0 
if, and only if, h >  h*. Thus the two steady states are
(S*,F*) =  (0 ,F ) ,(S ,F ) .
The stability of these steady states depends on the magnitude of the eigenvalues of the 
Jacobian being less than unity. Now




cS * ,F *) = e~dh < 1 and
(S*,F*) = 0 .






( ,S * , F * )
■(5*, F*) < 1 .
A*C"
(B*S* + C * )2 ’
and thus S* = 0 is stable if, and only if, A*/C* < 1. Now,
^ < 1  r s ft +  ^ ( a  +  F * )e -d'* < ^ ( a  +  F*)
4* rsh + ^ F "  < ^ ( a  + F f ) 
d d
h < ^ L = h*. 
dr s
Also, S* = S  is stable if, and only if, C*/A* < 1 , which is equivalent to h > h*. □
Lemma 3.2.3 is verified numerically by Figure 3-1. It is clear tha t with a single appli­
cation of chemical insecticide, the aphid population begins to decline at first, but then
as the insecticide decays, the population levels begin to rise, and eventually approach
the environmental carrying capacity. In the case where h > h*, the period between
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sprays is too long to eradicate the aphid population. However, since the insecticide 
is repeatedly topped-up, it never completely decays, and so the aphid population is 
maintained at a lower level than the carrying capacity (this is shown in Lemma 3.2.4). 
In the case where h < h* the time between successive sprays is sufficiently small so 
that the insecticide level is maintained high enough to eradicate the aphid population 
(recall that F* = F*(h) and F* is a strictly decreasing function of h).
—  h>h 
— - h<h*





Figure 3-1: Three Spraying Strategies. The parameter values are rs = 0.5, K s = l,/3 = 
l,d  =  l , a  =  0.3 and hence h* =  0.6. The case where h > h* has h =  0.7 and where 
h < h* has h = 0.5. The simulations use the system of differential equations (3.2) and 
a periodic spraying strategy tn = n h , h > 0 .
L em m a 3.2.4. S*(h*) = 0 and S*(h) ->• K s as h -¥ oo.
Proof. Recall that
S*(h) = ___ -__________________ -
Then clearly we have that S*(h*) = 0 since
e ^ + f F - _  e f < « + f )  =  e f F - (er s V _ e a ? }
=  0 .
T im e - D e p e n d e n t  S p r a y in g  S t r a t e g ie s 43
Now F* -» 0 as h —> oo, so
rs f  ersv+^(a+F*
erSh+%F* ^  ers h 
e ? (a+F*) ~
F')*~dvdv ~  er*fc
. /0
Therefore,
—» i^s as h —y oo.
□
I have shown tha t using a periodic spraying strategy it is possible to eradicate the 
aphid population if the spraying times are sufficiently close together (h < h*), whereas
a single application cannot eradicate the pests. In terms of cost effectiveness it may 
be beneficial to spray as little as possible, therefore increasing the effectiveness of the
can be decreased.
Notice tha t h* does not depend on environmental carrying capacity, K s . This is due 
to the fact tha t the carrying capacity can be scaled out of the equations by making the 
substitution s =  S / K s . Hence, h* is independent of the carrying capacity.
So far I have shown tha t if h < h* then the aphid population can be eradicated. 
However, can we choose a series spraying times such tha t we achieve eradication, and 
do it in a minimalist way?
Consider an interval 1). When the chemical insecticide is applied, the aphid
population begins to decline (see Figure 3-2), if enough is applied . When the insecticide 
has sufficiently decayed, the insect population then begins to grow. Thus the idea of 
the minimal spraying strategy is to pick the spraying times according to the points 
where growth of the of the insect population is zero.
L em m a 3.2.5. For t > t+ the minimal spraying time is given by
(r-s -  0{a +  ( r sS„ J ‘ E(u) du + K s E ( tJ j  -  rsSnE(t)  = 0 . (3.8)
Proof. Recall that the governing equation is
chemical insecticide (i.e. increasing 1/d  and /?), means that the time between sprays






Figure 3-2: Sketch showing the minimal time to spray.
Now the minimal spraying time is simply given by the time t > t* for which ^  =  0. 
Thus by differentiating (3.9) and rearranging we get (3.8).
Now, for t > we have
1 - P S F  
= rsS  — gr-S2 — +
Hence differentiating with respect to t gives
§=^ 1 - 2i sf  ~ + * > f + w-*-*'-
At the possible minimal spraying strategy, ^  =  0, and so
=  d/?(a +  F „)5 e-‘,(!- ‘" ) > 0 .
Hence the minimal spraying strategy is given by (3.8). □
L em m a 3.2.6. I f  there exists an minimal spraying time then it is unique.
dS S  
a  =  rsSl
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Proof. Let
f ( t )  -  ( r s -  /}(a +  Fn) e - ^ >) ( r s Sn J ‘ E(u) du + K s E(t+)^  -  rs SnE(t)  (3.10) 
for t > t+. Then the minimal spraying time is given by f ( t ) =  0. Now
/'(*) = {d^a + F ^ e - ^ - ^ L s S n  J^E(u)du + KsE{tl)
+  ( r s -  0(a + Fn)e - i(f - ^ )  rsSnE(t)  -  rsSnE'(t),
but
E'{t) = ( r s -  p(a + E(t).
So finally we have that
/'(<) = (dpia + FJe-^1- ^ )  (rsSnJ*+ E(u)du + KsE{t
>  0  v t >  *+.
Therefore /  is strictly increasing and thus, if there exists a t > t+ such that f ( t )  = 0 
then it is unique. □
L em m a 3.2.7. An minimal spraying time exists for t > t+ if, and only if,
1. £ < 0  i f S n < K s
2. £ < 0 and £ > 0 i f  Sn > K s 
where
£ = rs (Ks - S n) - p K s (a + Fn)
+'
C =  rs Snp(Fn +  a) lim
t —>oo
+rsE(t+)(Ks -  Sn).
f e d<u l t ) E(u) du -  ed<t !” ) f E(u) du 
-*'tn Jin
Proof. Now,
/ ( # )  = (rs - P ( a  + Fn) )Ks E ( t + ) - r s SnE ( t i )
= E ( 4 ) { r s (Ks - S „ ) - p K s (a + Fn)}.
Thus, f{t+)  <  0 if, and only if, £ <  0. Since /  is a strictly increasing function 
(see Lemma 3.2.6) then it is necessary to force f ( t+)  <  0 for a solution to exist. 
Then we will have necessary and sufficient conditions for the existence of a solution if 
lim ^oo / (t) > 0 .
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lim f ( t )t—>00 limt-+ 00 ( r s -  /3(a + ( r s Sn j  E(u) du + K s E(t+)
—rsSnE(t)
= limt-¥ 00 rs Sn ( /  rsE(u) du -  E(t)
~P(Fn +  a) limt—too
-d(t- ^rs s n (  E(u) du 
J tn
— limt—>00
=  rsSn limt-+ 00
— limt—¥ OO
+ rsK s E{tZ)f3(Fn + a ) e - « ,- t’''>Ks E ( t i )
f  ( rsE{u) -  £ » )  d«| -  rs E(t+)(Sn -  K s )
Jtn J





lim f i t ) =  0t—►oo
e d(t t+) <  e d{u i+) £or all u e
J ^ e d(u t ^ E ^ d u - e  ^  j ^ E { u ) d u >  0.
Thus if
1. Sn < K s then £ > 0 always,
2 . Sn > K s then we must impose tha t £ > 0. 
Hence the result follows. □
The analytical result presented in Lemma 3.2.7 is demonstrated numerically in Figure 3- 
3. In the model formulation, the parameter values remain constant, and only the 
spraying times change. Hence, each spraying time corresponds to an initial condition 
(5 (t+) =  Sn and F(t+) = Fn + a) in the phase plane. Therefore, depending on which 
region the initial condition lies determines the quantitative behaviour of the system.
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It is trivial to show that the nullcline drawn in the phase plane corresponds to £ =  0, 
and that the minimal spraying time is given by the oo-cline (i.e. where the solution 
trajectory (phase curve) crosses the nullcline).
Hence, £ > 0 corresponds to the region under the nullcline, and as indicated from 
Figure 3-3 the solution trajectory does not cross the oo-cline and so there is no minimal 
spraying time.
In the region above the nullcline (£ < 0) and initial condition, Sn < K s the solution 
trajectory must cross the nullcline in order to reach the stable steady state. Therefore, 
in this region an minimal spraying time must exist.
If the initial condition, Sn > K s , then the solution trajectory may, or may not, cross 
the nullcline, and therefore there may, or may not, be an minimal spraying strategy. 
Hence there must be a separatrix which marks a boundary between the two cases. In 
Lemma 3.2.7 I proved that if Sn > K s then the existence of the minimal spraying 
strategy depended on the sign of £. Therefore, I conjecture that the separatrix is given 
by £ =  0; however, I am unable to prove this to be true or false.
— £>0
 4<0 and Sn< K
—  £<0 and Sn> K and f>0  






0.2 0.4 0.6 0.8
S
Figure 3-3: Phase Plane of Model 3.2. The parameter values are rs = K s = (3 = d = 1.
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With Resistance
When resistance is included in the model, then (3.1) becomes
dS = rsS  ( l  — S + * iR  I -  0 S F  (3.11a)
dt \  K
=  - d F  (3.11c)dF
dt
with the conditions
S{t-) =  S(t+) = S„ (3.l id )
R(t~) = R(t+) = Rn (3. lie )
F(t+) = F ( t - )  + a (3. I lf )
F{t~)  =  Fn. (3-llg)
Equation (3.11) cannot be solved explicitly. Therefore, the analysis carried out in the 
No Resistance section cannot be conducted here. Hence, I resort to detailed numerical 
simulations to demonstrate the types of behaviour tha t (3.11) exhibits.
To simplify the simulations, I rescale the state variables and model parameters using 
the following substitutions
S  = K s x R  = K Ry r  = rst z = ^ F
0 1 = 21FJEL 0  = 22p L  r =  d l b — — 1 Ks z Kr rs rs
to get the model
dx
—  = x ( l  — x — 6 \y) — xz  (3.12a)
dr
^  =  r y { l - y - 0 2 x) (3.12b)
^  =  -bz .  (3.12c)
dr
Since the chemical insecticide level always decays to zero with a single application, the 
resulting system tends to the Lotka-Volterra competition model as t oo. Hence, 
using a single application Model 3.12 has four steady states:
(x*,y*,z*) = (0,0,0) which is never stable
(x*,y*,z*) = (1,0,0) which is stable if, and only if, 0 2 > 1
(x*,y*,z*) = (0,1,0) which is stable if, and only if, 0 \ >  1
(x*,y*, z*) =  > i > o) which is stable if, and only if, 0 \ <  1 and 0 2 < 1.
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There are four parameter regions that exhibit different long-term behaviours, and there­
fore, there are four regions to investigate the long-term behaviours for the periodic 
spraying strategy, tn = nh  for h > 0.
01  <  1 , 0 2  <  1 : In this case under a single application of insecticide, the non-trivial 
steady state is globally stable and
Using a periodic spraying strategy causes an increase in the resistants and a de­
crease in the susceptibles. Decreasing the time between sprays (decreasing h) 
causes a greater increase in the resistants and a greater decrease in the suscepti­
bles. If the time between sprays is sufficiently small then the susceptibles can be 
eradicated, and the resistants go to carrying capacity, as indicated in Figure 3- 
4. This effect is due to the fact tha t both susceptibles and resistants are weak 
competitors, and the additional insecticide causes a decrease in the susceptibles 
growth rate, and hence the relative competitive ability of the resistants increases, 
thus causing the resistants to out-compete the susceptibles.
01 < 1,02 > 1 : In this case the susceptibles are strong competitors and the resistants 
are weak competitors. Hence, in the absence of a pulsed spraying strategy, the 
susceptibles out-compete the resistants. So how does the insecticide affect this 
relationship? Is it possible to eradicate the aphid population?
From the extensive numerical experiments that I have carried out, I have found 
no indication tha t the aphid population can be completely eradicated. However, 
as indicated in Figure 3-5 (a) it is possible to reduce the total aphid numbers. We 
see that if the time between sprays is sufficiently long then the susceptibles are 
still able to out-compete the resistants but suffer losses due to the presence of the 
insecticide. Hence the susceptibles are unable to approach carrying capacity. On 
the other hand, if the time between sprays is sufficiently short then the suscepti­
bles lose their competitive edge and the resistants out-compete the susceptibles. 
Moreover, it doesn’t seem possible to drive the susceptibles arbitrarily close to 
eradication by decreasing the times between sprays before the competitive switch 
takes place. Thus from a control point of view, the times between sprays may be 
crucial in devising a control strategy for the pest insects.
In Figure 3-5 (b) we see that different initial conditions affects which biotype
1 - 0 !
< 1 and
1 -  0102 <  L1 -  0102
Moreover,
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0.9
—  Susceptibles single spray
—  Resistants single spray 
— Susceptibles long spray
Resistants long spray 
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Figure 3-4: 9\ < 1,02 < 1- The parameter values are 6 \ = 0.9,02 =  0.8,6 =  10, r = 
1, a =  0.2. In the case where the time between sprays in long h = 1, and the case where 
the time between sprays is short h = 0.1.
out-competes the other. This is not the case in the single application strategy, 
where the susceptibles only steady state is globally stable.
01 >  1,02 <  1 : In this case the susceptibles axe weak competitors and the resistants 
are strong competitors. Thus using a single application of the insecticide, the 
resistants will always out-compete the susceptibles. Hence introducing the pulsed 
insecticide will have no effect on the long-term outcome of the model. However, 
with the introduction of the pulsed insecticide, the susceptibles will be eradicated 
more quickly, and the resistants approach carrying capacity at a faster rate. This 
is due to the inhibiting effect on the susceptibles growth rate.
01 >  1,02 >  1 : In the case where no insecticide is applied, this system reverts to the 
Lotka-Volterra competition model, where both species are strong competitors. 
Hence the system is bistable, and so the steady state that is approached de­
pends on the initial populations as shown in Figure 3-6. One can clearly see 
the separatrix that exists (the proof that such a separatrix exists can be found 
in Langa, Robinson & Suarez (2003)) passes through the nullclines intersection. 
Although this separatrix can be shown to exist, there is no explicit equation for 
the separatrix.
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—  Susceptibles single spray 
-  Resistants single spray
—  Susceptibles long spray 
Resistants long spray
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—  Susceptibles single spray
—  Resistants single spray
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Figure 3-5: 9\ < 1,02 > 1- The parameter values are 6 \ = 0.9,02 =  1-2,6 =  10, r =  
I, a = 0.2. In the case where the time between sprays in long h = 0.15, and the case 
where the time between sprays is short h = 0.14. In both plots, the parameter values 
are the same, only the initial population densities differ.
By studying the phase planes, it is simple to show that a single release of chem­
ical insecticide has no effect on the long-term behaviour of the system, and the 
separatrix does not change in the (x, y) plane. However, introducing a period­
ically pulsed input of insecticide can have a significant effect on the long-term 
behaviour.
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Figure 3-6: 91 > 1,02 > 1. The parameter values are 6 \ =  1.1,02 — 1-2,6 =  10, r  =  
1. The two black lines are the non-zero nullclines for the system. The colouring 
indicates the steady state value approached by the susceptibles from the specified initial 
populations. Red indicates that the susceptibles have gone to a positive steady state, 
whereas blue denotes that the susceptibles have died out. The plot for the resistants is 
the negative of the plot for the susceptibles, since both species are strong competitors.
In Figure 3-7 we immediately see that the basins of attraction have changed 
when using a pulsed insecticide. As the time between pulses decreases, the basin 
of attraction for the susceptibles to go to a positive steady state decreases. For the 
susceptibles to out-compete the resistants, the initial population of susceptibles 
must be significantly larger than that of the resistants. Intuitively, we see that 
as the time between sprays decreases, the positive steady state levels for the 
susceptibles also decreases.
3 .2 .3  F u n g a l P a th o g e n
The main difference between the fungal pathogen and the chemical insecticide (from a 
modelling point of view) is that secondary infections may occur, thus we assume that 
u) > 0 in equations (3.1).
Let us first consider the case where no resistance develops.
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(a)
Figure 3-7: 0\ > 1,#2 > 1- The parameter values are 6 \ =  1.1, 6 2  = 1.2,6 =  10, r = 
l , a  =  0.2. In (a) the time between sprays is relatively long, h = 0.15, and in (b) the 
time between sprays is relatively short, h = 0.1. The colour coding is the same as in 
Figure 3-6.
No R esistance
With R(t) =  0 and u> > 0, Model 3.1 becomes
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for t e  ( tf ,* n+1), with
S(t~) = S(t+) = Sn (3.13c)
) = a +  ) = a +  (3.13d)
Since u  > 0 the system is coupled, and deriving an explicit stroboscopic map is impos­
sible. Therefore, I use Floquet theory (as used in Sherratt (1995)) to derive conditions 
on the stability of periodic solutions.
Let us consider a system of equations
f ( S , F , t )  (3.14a)
9 (S,F ,t )  (3.14b)
where the parameters in /  and g vary in a ’square-tooth’ manner, tha t is, /  and g have 
different dynamics on n T  < t < (n +  1/2)T  and (n +  1/2)T < t < (n +  1)T (neN). 
Here T  is the period. This ’square-toothed’ manner corresponds to the fungus being 
switched on and off. Specifically I will take
f (S,F, t )  = f l (S,F) =  rss ( l - j ^ - \ - 0 S F  (3.15a)
g(S ,F ,t )  = gi (5, F) = cj/3SF — dF  +  a (3.15b)
on n T  < t < ( n  + 1 /2)T  as the on-state and
f (S,F, t )  = f 2(S,F) = rss ( l - ~ ] - 0 S F  (3.15c)
g(S, F, t) =  g2( S , F ) = u > p S F - d F  (3.15d)
on (n -I- 1/2)T  < t < (n +  1)T as the off-state. I assume tha t there exists a periodic 
solution (5, F) = (Ss(t), Fs(t)) with the same period T. Ecologically this makes sense 
since it is this pulsing of the fungal pathogen tha t drives the long-term dynamics. 
Moreover, I have extensive numerical evidence that suggests at such a solution. The 
idea now is look for stability of such periodic solutions as in Sherratt (1995). To do 
this I look at two extreme cases. The first is where the period is very small which 
corresponds to frequent application of the fungal pathogen. The second is where the 
period is very long.
T  —»• 0 : Let’s consider what happens as the period tends to zero. Then as derived by





a +  d <  0 and ad — be >  0 (3.16)































h (So ,F0) +  h(SoiFo)  =  gi{So,Fo) +  <72(^0 , -Fo) =  0. 
Now, the solutions of (3.17) are
(So,Po) =  (o ) ^ ) , ( 5 0*)F0*)
where S q satisfies the quadratic
Kq (  2 dr
(3.17)
(3.18)
2u;r5 \  (3 
and Fq is given by
Notice tha t in order for the steady state (5o,F o )  = ( S q , F q )  to be biologically realistic 
we must impose that
(3a
r s ~ 2 d > 0 '
(3.19)




b = - p S Q
C =  Uj P F q
d = ljPSq — d.
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Figure 3-8: Solutions to the steady state of the sum of the kinetic terms (3.17). 
So for (So,Fb) =  (0, a/2d) the stability conditions (3.16) give
rs“S) _ d < 0  and -d(rs“S l>a
Hence the periodic solution is stable if, and only if,
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So now let’s consider the other steady state solution (So,Fq) — (So,Fq)- Then the 
stability conditions (3.16) become
— +  M S J  -  d) <  0 and — -  d) + o>/32SJF0* > °-
■Ks -K-s
Now, from Figure 3-8 we see that S q <  which is equivalent to uj(3Sq — d < 0. Thus 
if the solution is biologically relevant, that is,
(3 cl
r s ~ 2 d > 0
(3.21)
then the periodic solution will be stable.
T  -> oo : Let us now consider what happens when the period becomes very long. To
analyse this periodic behaviour we must impose two additional conditions on the ki­
netics, for i = 1,2, f i ( S , F ) and g i(S ,F ) must have a unique steady state in the first 
positive quadrant tha t is globally attracting and linearly stable. Under this assump­
tion, in the limit as T  —> oo, any periodic solution will tend towards (5S)i , $ S)i) and 


















’.(*), Fs(t)) is stable to perturbations if
t2(2ti +  r2) -I- 4Ai > 0 
ti(2t2 -I- ri) +  4A2 > 0 
(t2A i +  tiA2)(ti +  t2) +  (Ai -  A2)2 > 0





where = ai + di and A i = aidi — b{Ci for i = 1,2.
Let’s now consider the on-state. The steady states are given by
f i ( S s, i ,FSji) = gi(Ss, i ,FSti) = 0.
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Thus,
(Ss,l t FSil) = (O ,^ )
where (S * i,F * i) satisfy
* 2  f  1 i d \  q* . Ks ( drs \  j  ip* rs ( -i—— I---- -p S* i H —  -  a =  0 and Fs 1 = —  1 -  —j -
K s UJ/3J S)1 turs \  (3 J  5)1 0  V ^ 5
By analysing the Jacobian and the phase plane (see Figure 3-9), it can be shown that 
(SS)i ,F S)i) =  (<S'*i,.F*i) is biologically realistic and therefore stable if, and only if,
rs ~ Y > ° <  (3-24)
otherwise (5S)i, FSyi) =  (0, is stable. So, to use the Floquet Theory we must assume
(3.24) to be true (otherwise the susceptibles die out).
Now let’s consider the off-state. Again, we look for equilibria by setting
f2(Ss,2,Fs>2) = g2 (Ss,2 , FSy2) = 0.
So the steady states are
u)(3KS
(3.25)
Notice tha t in order for the non-trivial steady state to be biologically relevant, we must 
impose that
uj(3Ks -  d > 0. (3.26)
In fact, (3.26) is enough to guarantee stability which can be seen by considering Fig­
ure 3-10 and determining the eigenvalues of the Jacobian. Thus to use the Floquet 
theory, we can impose (3.24) and (3.26) and we have necessary and sufficient condi­
tions for the existence of the equilibrium to lie in the first positive quadrant that axe 
globally and linearly stable.
Now for the periodic solution to be stable we must check conditions (3.23) hold. Re­
call tha t Ti and A i (i = 1,2) are simply the trace and determinant of the Jacobian 
respectively. Thus, by the assumption that (3.24) and (3.26) are true we ensure that 
Ti < 0  and Ai > 0 (i = 1,2). Hence conditions (3.23) hold. This makes intuitive sense 
since the period is sufficiently long so tha t in each half of the period you are tending 
to a steady state and then switching to another. Thus stability conditions for each 
equilibria should ensure stability of the periodic solution.
N u m eric a l S im u la tio n s: In this brief section I present a few numerical simulations
to show some of the typical behaviours that are observed.
T im e - D e p e n d e n t  S p r a y in g  S t r a t e g ie s 59




i i )  ( a /d )< (r s/P)
a / d
S0
Figure 3-9: The phase planes for the on-state.
In Figure 3-11 (a) and (b) the model parameters remain constant in each plot, but 
the period, T, changes. In (a) when the period is large we clearly see the two periods. 
In the first half of the period (the on-state), the parameters have been chosen so that 
the susceptible aphids tend to zero. However, in the second half of the period (the 
off-state), the parameters have been chosen so that the susceptible aphids tend to a 
positive equilibrium with decaying oscillations as one would expect from the phase 
plane (Figure 3-10). Hence when the fungus is switched off, one would expect to see 
large fluctuating populations which are not desirable for control.
In (b) where the period is of intermediate length, the susceptible aphids no longer
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Figure 3-10: The phase planes for the off-state.
approach zero in the on-state since the period is not long enough. However, we do see 
a stable periodic solution.
In Figure 3-12 the period has been made very small. In (a) the parameters have been 
chosen so tha t (3.21) holds. Then as the theory predicts, as T  —»• 0 there will be a 
stable positive periodic solution (see inlay). Notice that in both Figure 3-11 (b) and 
Figure 3-12 (a) the model parameters remain the same, and only the period differs.
In Figure 3-12 (b) the intrinsic growth rate of the susceptible aphids has decreased so 
that condition (3.21) is violated, and we see that the aphids die out, and the solution 
is not periodic.
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Figure 3-11: Two numerical simulations of Model 3.14 where /  and g are given by 
(3.15). Only the period, T, differs in each plot; in (a) T  =  500 and in (b) T =  10. 
The model parameters for each plot are rs = 0.25, K s =  2, (3 =  1, d = 1, a = 0.3 and 
oo — 2.
Clearly the long-term behaviour of the pulsed system depends on the fungus dynamics. 
It is clear that if the pathogen is sufficiently virulent (i.e. (3 is sufficiently large) such 
that

























Figure 3-12: Two numerical simulations of Model 3.14 where /  and g are given by 
(3.15). Only the intrinsic growth rate differs in each plot, and the period is T  = 0.1 
for each plot. The model parameters for each plot are K s =  2, (3 = 1, d = 1, a =  0.3, 
cj = 2; and in (a) rs = 0.25, and in (b) rs = 0.1.
then the pathogen will always be able to eradicate the susceptible hosts independent 
of the period.
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W ith Resistance
In the following section I consider a fungal pathogen where resistant insects are present. 







f ( S , R , F , t )  (3.27a)
g{S ,R ,F , t )  (3.27b)
h (S ,R ,F , t )  (3.27c)
where
f ( S , R , F , t )  =  / i ( S ,  R, F)  =  rsS  f  1 -  S  -  0 S F  (3.28a)
g(S ,R ,F , t )  = g i (S ,R ,F )  =  r HR  b -  (3.28b)
h ( S , R , F , t ) =  hi(S,  R, F) = u)f3SF — dF  +  a (3.28c)
on n T  < t < (n + 1 /2)T as the on-state and
f ( S , R , F , t )  = f 2 (S , R, F) =  rsS  ( l  -  S  +j ^ ' R )  ~  0 S F  (3.28d)
g (S ,R ,F , t )  =  g2 ( S , R , F ) = r RR (  i - * ± £ £ \  (3.28e)
h (S ,R ,F , t )  = h2 (S, R, F) = uipSF -  dF  (3.28f)
on (n  - |-1/2)T  <  t < (n +  1 )T  as the off-state. Due to the complexity of this system, I
will only show some typical numerical solutions. To reduce the number of parameters,
I rescale (3.28) using the following substitutions
S  = K sx  R  = K rV r  = rst z  = §-s F  9l = ^
q  =  r = rR  b = J L  u g K z  A = 9 f
z  K r  r s  r s  r s  r |







x{\  — x  — 6 \y) — xz  (3.29a)
ry( 1 -  y -  02 x) (3.29b)
—bz +  cxz  +  A  (3.29c)
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on n T  < t < (n +  1/2)T and
a:(l — x — Oiy) — xz  (3.29d)
ry( 1 -  y -  02x) (3.29e)
—bz +  cxz (3.29f)
on (n +  1/2 )T  < t < (n +  1 )T.
As with the numerics carried out with the chemical insecticide, I consider four separate
cases when the susceptibles and resistants are either strong or weak competitors.
01 < 1,02 < 1 : In this case both species of aphid are weak competitors. Hence if 
no pathogen is present then both species will go to positive equilibrium levels. 
When the period is sufficiently long, both species will go to the same equilibrium 
levels in the off-state as the equilibrium levels when no pathogen is present. In 
the on-state, when there is an external application of the fungal pathogen, the 
susceptibles equilibrium level must be reduced, and so therefore the resistants 
equilibrium level must increase. This can be seen in Figure 3-13 (a). Although 
one of species may be significantly reduced in numbers in one of the states, the 
other species will relatively flourish.
When the period is shortened (as in Figure 3-13 (b)) we see that although the 
solution converges to a periodic solution (see inlay), the amplitude of the oscilla­
tion is small. Since the amplitude is small, it can be approximated by the average 
of the peak and trough values. This in turn  can be approximated by the average 
of the on- and off-state equilibrium values when the period is sufficiently long.
01 <  1 , 0 2  >  1 : In this case, the susceptibles are strong competitors and the resistants 
are weak competitors. Hence, when no pathogen is present the susceptibles will 
out-compete the resistants. Thus in the off-state when the period is sufficiently 
long, the susceptibles will out-compete the resistants. However, in the on-state, 
the long-term behaviour depends on how much fungal pathogen has been exter­
nally applied. If a is sufficiently small (and hence A  is sufficiently small) then 
the susceptibles are able to maintain their competitive advantage, and thus out- 
compete the resistants, otherwise the resistants out-compete the susceptibles, 
as shown in Figure 3-14 (a). When the period is sufficiently small, as in Fig­
ure 3-14 (b) we see that the periodic solution can be approximated by average 
equilibrium values from the long period on- and off-states.
On the other hand, if a is sufficiently large then the resistants out-compete the 
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Figure 3-13: Two numerical simulations of Model 3.29. The model parameters for each 
plot are r  =  1, 6 \ =  0.9, 62 =  0.8, b = 10, c =  2, A  =  1; and in (a) T = 500, and 
in (b) T  = 0.1. The solid line represents susceptibles and the dashed line represents 
resistants. The inlay in (b) is a magnification of part of the solution. In the on-state, 
x* =  0 and y* =  1. In the off-state, x* «  0.35 and y* «  0.71. The average values are 
x *0 «  0.175 and y*Q «  0.86.
6 \ > 1 , 02  < 1 : In this case the resistants are strong competitors and the susceptibles 
are weak competitors. Hence in the absence of the pathogen the resistants go to 
carrying capacity and the susceptibles die out. Thus, the addition of the periodic
















Figure 3- 14: Two numerical simulations of Model 3.29. The model parameters for each 
plot are r  =  1, 9\ =  0 .9, 62 =  1-2 , b = 10, c =  2, A  =  1; and in (a) T  =  500, and 
in (b) T  = 0 . 1. The solid line represents susceptibles and the dashed line represents 
resistants. In the on-state, x* ~  0.80 and y* = 0 . In the off-state, x* = 1 and y* = 0 . 
The average values are Xq = 0.90 and yq =  0 .
spraying strategy has no long-term effects on the insect populations.
6 \ >  1 , 6 2  >  1 : In this case both species are strong competitors. In the absence of the 
pathogen the system is bistable, thus the initial populations of susceptibles and
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resistants determines which species out-competes the other. The introduction of 
the fungal pathogen reduces the basin of attraction for which the susceptibles 
out-compete the resistants (similar to that seen for the chemical insecticide).
3.3 Conclusions & Discussion
When using a chemical insecticide, the time between sprays is clearly important. If no 
resistance develops then it is possible to eradicate the pest species providing tha t the 
time between sprays is sufficiently short. This critical time may be reduced (so that 
one doesn’t have to spray as often) by increasing the periodic dosage, a, or increasing 
the coefficient of inoculation, /?, or decreasing the decay rate of the chemical insecticide 
in the environment, d. As the time between sprays increases, the pest population rises 
but may be maintained at an arbitrarily low level by adjusting the periodic dosage or 
the time between sprays. The minimal spraying strategy picks a series of times such 
that the insect pests are eradicated in an efficient manner.
The addition of resistance has a significant effect on the long-term behaviour of the 
system. If in the absence of the chemical insecticide both pest insect species can coexist, 
then the periodic spraying strategy can decrease the susceptible population, but will 
result in an increase in the resistant population. If in the absence of insecticide the 
susceptibles are able to out-compete the resistants, then applying periodic doses of 
insecticide will result in lowering the susceptible population as well as allowing the 
resistant population to out-competed. However, if the time between sprays is too 
short then the susceptibles will be eradicated, allowing the resistants to go to carrying 
capacity. If in the absence of the insecticide the resistants are able to out-compete the 
susceptibles, then the addition of the periodic spraying strategy has little effect on the 
long-term behaviour.
When using a fungal pathogen, the analysis shows tha t as the period tends to zero, the 
susceptible insects can be eradicated if
rs — 7T7 <  0 or equivalently 2 < h* =  (3.30)2 d dv ^
This condition is clearly comparable to the condition for eradication when using the 
chemical insecticide, and therefore eradication can be achieved by applying sufficiently 
large amounts of the control. Notice tha t condition (3.30) is independent of uj. This 
may be due to the fact tha t as the time between sprays becomes small, the effect of the 
secondary infections is negligible when compared to the effect of the new applications 
of pathogen.
However, as the period becomes larger, the secondary infections are required to control 
the insect population in the off-state (i.e. u(3Ks — d <  0) as well as the condition for 
the on-state (i.e. 1 < h*).
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Although I have used two different methods for modelling the chemical insecticide and 
the fungal pathogen, the results can be compared. For example, if the Floquet analysis 
is carried out for the chemical insecticide model (u = 0) then as the period tends to 
zero, the condition for eradication will be the same as for the fungal pathogen (since 
the result is independent of lj). A s  the period becomes large, the periodically pulsed 
chemical insecticide would be unable to eradicate the pests, since in the off-state the 
chemical would decay allowing the insects to go to carrying capacity. The addition of 
resistance in the fungal pathogen case leads to similar results as the chemical insecticide 
case.
The main comparisons between the fungal pathogen and the chemical insecticide are:
• In the absence of resistance, the chemical insecticide will always be able to erad­
icate the insects if the time between sprays is sufficiently short. However, as 
the period becomes longer the insecticide may not be able to eradicate the hosts 
even if large doses axe applied each time. However, this is not true of the fungal 
pathogen where it is possible to eradicate the insects independently of the pe­
riod of the spraying strategy. This is due to the fact that the fungal pathogens 
can inflict secondary infections via sporulation (u; >  0), whilst chemical insecti­
cides cannot (uj = 0). If the pathogen is sufficiently virulent (i.e. (3 is sufficiently 
large) then the pathogen can eradicate the insects, independently of the spraying 
strategy adopted.
• W ith the inclusion of resistance, the differences between the chemical insecti­
cide and the fungal pathogen is minimal. W hat is clear from the above analysis 
is that the underlying competition between the susceptible and resistant hosts 
determines the long-term behaviour. In particular, we see that both the fun­
gal pathogen and the chemical insecticide fail to completely eradicate the insect 
population. However, by further understanding this intraspecific competition be­




4.1 M otivation and Background
4.1.1 Chapter O utline
This chapter is on adaptive dynamics and the evolution of resistance. The model that 
is used is based upon the continuous time model presented in Chapter 2. Conditions 
are derived on the evolutionary outcomes tha t depend on the trade-off between sus­
ceptibility to infection from the fungal pathogen and intrinsic growth rates, and the 
amount of externally applied fungal pathogen. Moreover, I highlight the differences in 
evolutionary behaviour when differing forms of the carrying capacity are used.
4.1.2 M otivation
The theory of adaptive dynamics is used to explain the evolution of species, and in par­
ticular, it attem pts to explain speciation through a process of evolutionary branching. 
The idea of adaptive dynamics is as follows:
• The individuals who constitute a population, the residents, will necessarily affect 
the environment they populate.
• New types of individuals, the mutants, arise at low density from small mutations.
• For the mutants to be successful they must first prosper in the environment 
determined by the resident.
• If the mutants are successful then they increase in density and begin to shape the 
environment.
• In the long-term the mutant may coexist with the original resident or oust it to 
become the new resident itself.
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The theory imposes a clear separation of the (slow) evolutionary and (fast) population 
dynamical time scales, that is, mutations occur sufficiently infrequently that the popu­
lation has reached its attractor before a new mutation occurs (Bowers & White 2002). 
W ith insect species this assumption may not strictly hold, especially when externally 
applied pathogens are used where evolution may act quickly. In Bowers, White, Boots, 
Geritz & Kisdi (2003) the authors allowed the new mutants to evolve before the previ­
ous mutants had reached equilibrium or gone extinct. This had no effect on the model 
predictions under the assumption tha t the mutants are allowed to go to equilibrium. 
Therefore, this rather strict assumption may be relaxed in some circumstances.
I will use this theory to explain the existence of resistant species of aphids.
As a motivational example I first consider the case where there is no fungal pathogen 
present. Then the population dynamics are modelled by the Lotka-Volterra competition 
model
dS a (^ S  +  a lR \
A  =---r s S V -------- K ^ J  (41a)
dR  _ / \  R  + a 2S \  /A _  .
* =  (4 ib )
where S{t) and R(t)  are the densities of the susceptible and resistant aphids at time t 
respectively, r* (i =  5, R ) are the intrinsic growth rates, K{ (i = 5, R)  are the carrying 
capacities and ai (i =  1,2) are the competition coefficients. In this model I assume that 
the residents/susceptibles and m utants/resistants have the same competitive abilities 
so that a x = a 2 = 1.
Now let us assume that initially tha t the resident/susceptible population are at steady
state S* = K s (note this is the steady state for which the susceptible aphids approach
when alone in the environment) and the m utant/resistant population is initially low. 
Then the mutant dynamics are well approximated by the differential equation
<«>
Hence it clearly follows that the m utant/resistant population can grow if, and only if,
r „ ( 1 - £ ) > 0 > (4.3)
or equivalently
K r > S *  i.e. K r > K s . (4.4)
This asserts tha t evolution will favour individuals capable of replacing themselves in 
the most crowded environment (Gurney & Nisbet 1998).
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This simple example only suggests tha t in the absence of the pathogen, the aphids 
will evolve towards a state in which they have the largest steady state for the given 
environment. But of course this evolution of traits cannot go on without bound. There 
must be some physical or environmental factors tha t will limit the aphids’ growth. This 
is one of the key ideas behind adaptive dynamics and trade-offs.
4.1.3 Background Reading
In Geritz, Kisdi, Meszena & Metz (1998) the authors present a general framework 
for modelling adaptive trait dynamics in which are integrated various concepts and 
techniques from modern ESS-theory. An evo lu tionary  stable strategy (Maynard Smith 
&; Price 1973) is defined as a strategy tha t cannot be displaced by any other known 
strategy, where strategy is defined as a behaviour (or set of behaviours) used by an 
individual to deal with an im portant life-history problem. The ESS is effectively defined 
as an evolutionary trap, with the main drawback being tha t it always remains to be 
seen whether during the course of evolution the ESS will actually become established 
at all. The authors also make the distinction between ESS-stability (which renders 
a population immune against invasion by any new mutant) and convergence stability 
(which ensures the gradual approach through a series of small evolutionary steps). The 
authors introduce the concept of an evo lu tionary  singular strategy as a generalisation 
of the ESS concept which is a point at which a number of evolutionary outcomes are 
possible.
The assumptions used for the framework are as follows:
• Individuals reproduce asexually, and offspring are phenotypically identical to the 
parent. Phenotypes are denoted by their strategy (which is assumed to be one­
dimensional), which can vary continuously.
• The strategies in a given resident population can be considered as a set of model 
parameters tha t implicitly specify a unique attractor for the resident population 
dynamics.
• Mutations occur sufficiently infrequently so that the population has reached its 
attractor before a new mutant comes along.
• Each resident strategy present is protected against extinction by a positive growth 
rate when rare.
• The phenotypic mutations are small but random.
For monomorphic populations, fitness is defined as the long-term exponential growth 
rate of a phenotype in a given environment (see (4.2) and (4.3)) (Metz, Nisbet & 
Geritz 1992, Geritz et al. 1998). Sometimes this fitness is known as the marginal
A d a p t iv e  D y n a m ic s 72
growth rate of the rare mutant against the resident population (see Boots &; Haraguchi 
(1999)).
Let E x denote the environment in a population of a single phenotype x , and let r(x, Ex ) 
denote the population’s long-term exponential growth rate. Hence, at the demographic 
attractor
r(x, E x) = 0.
Now consider a new mutant with strategy y emerging in a population of residents with 
strategy x. Since the mutant is assumed to be rare, its effect on the environment E x 
(set by the residents) is negligible. Therefore, the fitness of the m utant is equal to
<p(y\x) =  r ( y ,E x).
If 4>(y\x) > 0 the mutant can spread, and if <f>(y\x) <  0 it will die out. If <i>{y\x) > 0 
and <f){x\y) <  0 then the mutant can spread but the resident cannot recover when rare 
itself, and therefore the mutant will normally eventually replace the resident.
Since the mutations are small, the authors are able to approximate the m utant’s fitness 
by
4>{y\x) = <i>(x\x) +  D(x)(y -  x)
which is in terms of the local fitness gradient, defined as
d<f>(y\x)D(x) =
dy y = x
However </>(x\x) = r ( x , E x) = 0 for all x,  and thus the sign of D(x)  determines which 
mutants can invade. The population evolves in the direction of the local fitness gradient
until it reaches the neighbourhood of a strategy for which D(x) = 0. A strategy for
which D(x) = 0 is called and evolutionarily singular strategy (or ESS).
The authors are then able to classify the properties of the singular strategies in terms 
of the fitness. The results of which can be found in Table 4.1 (note tha t the notation 
has been altered to coincide with the work tha t follows).
The four properties of the singular strategy axe summarised below:
E S S -stab le  Otherwise known as evolutionarily unbeatable strategy (EUS) is if no 
nearby mutant can invade. A singular strategy that is ESS-stable is an evolu­
tionary trap  in the sense that once it has become established in a population, no 
further evolutionary change is possible by small mutations.
C onvergence S tab le  A singular strategy tha t is convergence stable (CS) is an evolu­
tionary attractor. A singular strategy tha t is not CS is an evolutionary repeller.
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S in g u la rity  can  S p read  A singular strategy can spread in other populations when 
initially rare itself.
M u tu a lly  In v ad ab le  The strategy and any nearby strategy can mutually invade, and 
hence give rise to a dimorphic population.
Although these four properties are not fully independent of one another, the properties 
can be combined in various ways to yield eight different configurations, which exhibit 
different evolutionary behaviour.
In Bowers & White (2002) the authors marry together the theory of adaptive dynamics 
and trade-offs between evolving life-history constraints. As the authors point out, 
the mutation which occurs in adaptive dynamics probably will not affect just one 
parameter. W hat is becoming increasingly accepted is tha t a benefit gained in one 
area of a species life history (a model parameter) will trade-off with a cost in another. 
The key to this theory is the trade-off function, / ,  which links two parameters; one of 
which is the parameter that mutates, and the other which bears the cost.
An im portant study by Boots k  Haraguchi (1999) considers the evolution of costly 
resistance in host-parasite systems, whereby the hosts interact with a non-evolving 
parasite. The authors concentrate on a trade-off between the susceptibility to infection 
and the intrinsic growth rate such tha t as the host becomes more resistant (i.e. less 
susceptible) to the pathogen, the host pays for the benefit by a reduced intrinsic growth 
rate. The model studied has the form
rate. Notice that density dependence depends on the total population density of all 
the healthy strains and the infected. Hence, the model does not allow for varying 
intraspecific competition between strains.
W ith this model the authors are able to show tha t the evolutionary outcome depends 
crucially on the shape of the trade-off function between resistance and its assumed cost 
in intrinsic growth rates.
In Bowers et al. (2003) the authors use the theory of adaptive dynamics to highlight 
the differences in evolutionary behaviour when contrasting formulations of the carrying 
capacity are used. This notion will be more thoroughly discussed in the following
^  =  r i X i - q l f ^ X i  + Y ^ X i - p i X i Y
where X{ is the density and r* is the intrinsic growth rate of the i th healthy strain of 
host; Pi is the rate at which the pathogen is transm itted to the i th healthy strain of 
host; q is the coefficient of crowding which corresponds to r / K ,  where K  is the carrying 
capacity; Y  is the density of the infected class and T is the disease induced mortality
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section.
4.2 The Adaptive Dynam ics of M odel (2.2) with Trade- 
Offs
An im portant question to ask is whether a mutant (more resistant) population of aphids 
can invade a resident population in the presence of a fungal pathogen?
In this section I will use the model considered in Chapter 2 to investigate the evolution 
of resistance in an aphid population. I shall do this in two ways; firstly I will consider 
the case where the carrying capacity is explicitly modelled, and secondly when the 
carrying capacity is implicitly modelled.
4.2.1 M odel Formulation &; A nalysis 
Carrying Capacity Explicitly Modelled
Consider a model for the resident (susceptible) population tha t interacts with a fungal 
pathogen. Its dynamics axe given by (2.2) with R  =  0 and for notational convenience 
I shall write f3 = (3S and K s = K .  Hence the model for the resident population is
§ = rs5 (*~ I ) " 0sSF = (rs i1~ I) - AF)s (4-5a)
~  = 0s S F - S I  (4.5b)
dF
—— = ujSI  — dF  +  a. (4.5c)
dt
As seen in Chapter 2, Model 4.5 has a unique coexistence steady state (5* ,/* ,F *), 
where S* < K  and which is biologically realistic if, and only if,
In fact, this steady state is the resistants-eliminated steady state in the full model (2.2) 
with a > 0. I assume that this steady state is locally stable. I now consider a mutant 
(resistant) population with the same carrying capacity but with a different intrinsic 
growth rate, rR, and transmission rate, (5R. Such trade-offs have been reported in 
experimental systems where species strains with a high resistance to disease pay a cost 
in terms of a reduced rate of disease-free reproduction (Boots & Begon 1993, Boots & 
Begon 1995). However, the precise correlation between the two is not clear.
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Hence the full system is given by
f t  =  i 1 ~ -  ?*S F  =  ( rs  ( x -  "  f t F ) 5  <4-6a)
^  =  r RR  ( l  -  )  -  0r R F  =  ( r R ( l  -  )  -  PrF ^  R  (4.6b)
~  = /3s S F  +  0r R F  -  SI  (4.6c)
at
dF
—  = u S I - d F  + a. (4.6d)
dt
In this model it has been assumed tha t both S  and R  have the same interspecific 
competitive abilities.
I assume that the density of the mutants, R, is initially small. Thus the initial dynamics 
are
Hence the marginal growth rate of the rare mutant against the resident population is
Pr \t s -> fis) — Tr —  ~ j ( Sj  ~  Pr F*  •
This fitness function, 0, is key in adaptive dynamics. If 0 is negative the mutant will die
out, if 0  is positive, the mutant may spread, increase in density and begin to interact
with the environment.
I now assume tha t there exists a trade-off function between the intrinsic growth rate 
and transmissibility, such that
rR = and rs = f ( p s ),
with f  > 0 , which means that as the mutants become more resistant, they trade-off 
some of their ability to reproduce. Thus, using the equations for the steady state we 
get
4>( M P s )  = f ( P R ) ( ^ - ^ ^ ■ ) - p R F ,
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Property Characteristic
Evolutionarily Unbeatable Strategy (EUS) Sl 4>jd0i < 0
Convergence Stable (CS) d2<l>/d0s -  d24>/d0l > 0
Singularity can Spread (SPR) d2<t>/902 < 0
Mutually Invadable (MI) 0 2</>/d0l +  d2<f>/d0l > 0
Table 4.1: Properties of the evolutionarily singular strategy, (3* (see Geritz et al. (1998) 
and Bowers et al. (2003)). Note tha t all derivative are evaluated at (3S = (3R = (3*. 
Also note that EUS is sometimes also called ESS-stable.
since
F* =  ! z ( i - r
0s \  K
f (0 s ) _  S*(05)
0s \  K
I now analyse this model by using the method of adaptive dynamics (Geritz et al. 1998).
Thus the mutants can invade if, and only if,
4>(0r \0s ) >  0  <3 - (4 .7 )
H R  HS
Hence any invading mutant that satisfies (4.7) will be able to invade the resident pop­
ulation. Given tha t mutations are small, the population will evolve along the fitness 
gradient (d<f)/d(3R) until it reaches the neighbourhood of an evolutionarily singular 
strategy (ESS), (3*, which satisfies
But since S* < K ,  the candidate singular strategy must satisfy
f ' ( 0 ' )  -  =  0- (4-8)
The behaviour at the singular strategy is determined from combinations of the non­
mixed partial second derivatives of 0  evaluated at (3S =  (3r = (3* and can be charac­
terised by four properties (see Table 4.1).
Now,
A („ , ,  =
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and so
a2<V « l/3 s ) =  )/"(/?«)•
Also
=  1 d S ' ^  g/3s (PR\Ps) K
L ^ f W U / W  / ( & )
K  7 1 0s 01
and therefore
§t(m) =
20R 3S‘ (0s) { ,  f ( 0s) \
+ W s ^ 0 r \ n 0 s ) ~ ^ r s  
o a  m i y m i  „ m >  . „ / ( & )  1 
“ ^ J o r  / s r +  T a r r
Thus, evaluating the second derivatives of (f> at the singular strategy we get
||(/r|/3*) = (1 -  /"(/?*)
^ V i / n  =3 0 1 ^  '  v K
by (4.8).
According to Table 4.1, if the ESS is not EUS, then it cannot be CS, since if the ESS 
is not EUS then
901
and thus
(/?*!/?*) >  0 o  /"(/?*) > 0
^2^ (P*\P*) -  7r £ ( 0m\0*) =  - 2 ( 1 -  P P ) /"(/?*) <  0,30% ^  7 3 0 1 ^  ' \  K
that is, the ESS is not CS. Moreover, for this model EUS and CS are equivalent. There­
fore this model is incapable of supporting branching/speciation, and only evolutionary 
attractor or repeller dynamics can be obtained. In fact, it is easy to see from (4.7) 
that any invading mutant that satisfies (4.7) will replace the resident. The population 
evolves to the type that maximises f (P ) /P  and the unique global maximum of f (P ) /P  
(if it exists) is the global optimal strategy.
As the above analysis shows, this model can only exhibit attractor or repellor dynamics,
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Figure 4-1: Two numerical simulations of Model 4.5. The model parameters for each 
plot are K  = 1, d = 0.1, uj =  0.1, d = 1, a = 0.1; and in (a) a  =  —0.3 and so P* = 1 is 
an evolutionary attractor, and in (b) a = 0.3 and so p* =  1 is an evolutionary repellor. 
See text for further details.
which is dependent on the sign of the second derivative of the trade-off function. In 
Figure 4-11 use the trade-off function
/ ( / ? )  =  c t / ? 2 (4.9)
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Hence, the sign of the second derivative of /  is given by the sign of a. Moreover, a 
candidate ESS, /?*, satisfies (4.8) and so using (4.9) the candidate ESS is (3* =  1. Note 
that for (3 values in the neighbourhood of f3* the trade-off function is positive for the 
values of a  used in the numerical simulations. This is required so that the evolving 
intrinsic growth rates are always positive. Moreover, the parameters in the simulation 
satisfy all the criteria set out in Geritz et al. (1998) so that the technique may be used, 
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Figure 4-2: The function r =  f(/3) for two values of cc; a =  —0.3 the solid line; a =  0.3 
the dashed line.
The shape of the trade-off curves presented in this chapter are chosen so that the full 
range of behaviours can be observed. It is difficult and resource intensive to measure 
the shape of trade-off curves (Stearns 1992). However, it is possible to empirically 
model the trade-off curves by understanding the detailed mechanism of resistance. For 
example, a primary form of defence against pathogens in insects is passive barriers 
such as the gut wall and the cuticle, which effectively exclude the pathogen (Boots &; 
Haraguchi 1999). I assume a model in which the resistance of the insect increases in 
proportion to the defence mechanism (such as an increased gut wall, cuticle or perhaps 
a encapsulation mechanism), in turn this must depend on the amount of resource 
available to the mechanism, and hence it must have a cost on another process of the 
insect such as the intrinsic reproductive rate (as assumed in my model).
This result is consistent with Bowers et al. (2003), where the authors considered a 
simpler predator-prey model. What is interesting about this result is that the singular 
strategy and its properties are determined only by the trade-off function and not the
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param eter values of the insects or pathogen as one might expect. In particular, one 
might expect the amount of externally applied fungus will have some sort of influence 
on the evolutionary behaviour, whether this is in terms of the singular strategy value 
or the singular strategy’s stability.
As Bowers et al. (2003) suggested, the explicit modelling of the carrying capacity can 
produce biologically counter-intuitive results. They also stated that an explicit carrying 
capacity may only be appropriate for systems where the major limiting resource is 
rigidly externally fixed, which is clearly not the case when considering aphids in the 
field. Therefore, they argued that there are good reasons to use an implicit formulation 
for the carrying capacity that is an emergent property of the intrinsic growth rate and 
a susceptibility to crowding.
Carrying Capacity Implicitly Modelled
I now consider the a marginally different model to (4.5), in tha t the carrying capacity 
is incorporated implicitly through a parameter q, the susceptibility to crowding. The 
model is
^  =  (rs - q S - / 3 s F ) S  (4.10a)
^  =  0 s S F - 6 I  (4.10b)
at
dF
—— =  u S I  — dF  +  a. (4.10c)
dt
The initially rare invading mutant dynamics are
dft
—  = (rR - q S ' - f 3 RF * ) R , 
where S*,I*  and F* are steady state solutions to (4.10) and are given by
s .  _  ( 4 j u )
u>6
F * =  rjLIg ^  (4.11c)
Ps
where
B  = -  +  4 -  (4.l id )q uj(3s
C  = (4. lie )qu(3s qu>
I now introduce the trade-off function, r{ = f  {Pi) where i = S ,R ,  and hence the fitness
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function is given by
< K P r \ Ps ) = f ( M - q S * - 0 R F * ( J . 3 S)
since at equilibrium




and hence the singular points, /3* satisfy
d(f)
(A>|A0 =  /'( /3n) -  F*(0S),
<J?\P) =  /'(/?*) - F " ( n  = 0 ,  (4.13)
where F*{(3*) is the equilibrium level of the non-trivial steady state of model (4.10). 
Now (4.13) is equivalent to
/ r f ( / r ) - f ( F )  + qs*(/r) = o
by (4.11c). Then substituting (4.11a), (4.l id )  and (4.lie ) , and simplifying we get that 
(4.13) is equivalent to





(A.IA0 =  /"(AO
£jfs (P*\0s) =  - f ' W s )  +  F*(Ps) ~  (A. ~  A O ^ j ^
and therefore
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Hence, the non-mixed second derivatives at the singular point are
d2(f>
901 m n  =  / " o n
f ^ ( / 3 * i / n  =  - /" ( /? * ) + 2|£ ( /5 * )
=  - f " ^ ~ 2w w s { n
by (4.12) and (4.13).
Recall tha t the steady state, S* = S*((3s ) is given by the quadratic
-  BS*{(3*) + C = 0, 
where B  = B(PS) and C = C(PS). Thus, it is simple to show that
d S *. (/?*) =  -
9 0 s '  q ^ ( B ( 0 ' ) f  -  i C ( 0 ' ) ’
and hence,
a V r )  =  - n / m  2^ 2>5 * ^
9 0 V  0 ‘ ^ / {B (0 ‘ ))2 - i C ( 0 * ) '
Thus, the singularity will be non-EUS if, and only if, f"(P*) > 0 and convergence 
stable if, and only if,
*»(#)  ^  n n s ' W )  r
0 ' V ( B ( 0 * f ) - i C ( 0 * )
Since f  > 0, it follows tha t branching/speciation occurs if, and only if,
0 <  /"(/?*) < L. (4.15)
To summarise, if f"{P*) < 0, then p* is an evolutionary attractor; if f"(P*) > 0 but 
(4.15) is not satisfied then P* is an evolutionary repeller, and if (4.15) is satisfied then 
P* is an evolutionary branching point.
N u m eric a l S im u la tio n s  To investigate the types of behaviours observed I take the 
trade-off function to be
f (P) = otp2 +  2 P + a.
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Substituting this trade-off function into (4.14) gives that the singular strategies are 
given by the roots of the quartic
a 2 (34 +  a/33 — a 2(32 -I- a  — 1^ /? +  -  ^ (d — ^ )  = 0 .
Now choosing suitable model parameter values one can find the all the singular strate­
gies, and determine there evolutionary behaviour using the above analysis, or using a 
pairwise invasibility plot (or PIP) (see Kisdi & Meszena (1995) and Metz et al. (1992) 
for examples).
i"((3*) > 0 : For f"{(3*) > 0 the above analysis tells us that if a singular strategy
exists, then it is either an evolutionary branching point or an evolutionary repellor. 
Now, for the set of parameter values chosen for my simulations there are two biologically 
feasible singular strategies. These are shown in the PIP in Figure 4-3. In this a
0.1 0.2 0.3 0.4 0.5 0.6 0.7  0.8 0.9 1
Resident, pg
Figure 4-3: A pairwise invasibility plot for Model 4.10. The model parameters plot are 
q =  0.1, 6 =  0.1, oo = 0.1, d = 3.4, a =  5 and a  =  12. Areas in red denote where 
4 > { P r \ P s )  > 0, areas in blue denote where 4>{(3R\(3S) <  0. See text for further details.
plot of the sign of 4>((3R\/3S) as a function of (3R and (3S. To see what mutants can 
spread in a given resident population, we look along a vertical line through a point on 
the z-axis representing the resident’s strategy. The parts of this line inside a region 
that is red correspond to strategies on the y-axis for which 4>{(3R\f3s ) >  0, and hence 
denote potentially invading mutants. The parts of the line inside a region tha t is 
blue correspond to mutants for which (/>(/3R\(3s ) < 0? and therefore cannot invade. By
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definition (j)(P\P) = 0, and the intersection of this diagonal with another line on which 
4>{Pr \Ps ) = 0 (i-e. the line which separates the red and blue regions) corresponds to a 
singular strategy, P*. If mutations are small, we only need to consider strategies within 
a narrow band along the diagonal. A red region just above and a blue region just 
below the diagonal indicates a positive fitness gradient, whereas vice versa indicates 
a negative fitness gradient. Close to a singular strategy there are only eight possible 
generic local configurations of the PIP (Geritz et al. 1998).
For the parameters used in Figure 4-3 there are two singular strategies, p\  «  0.245 and 
/?2 ~  0.824. As the PIP indicates, is a possible evolutionary branching point, and 
moreover 0 <  f"(P{)  < L (/?*). Clearly, /?£ is an evolutionary repellor, and moreover 
0 < f " {p£) it L(p2 )- This result can be seen numerically in Figure 4-4 where we clearly 
see that P2 is an evolutionary repellor and P{ is an evolutionary branching point so 
that the initially monomorphic population evolves toward the singular strategy and 
then branches to a dimorphic population where both strains evolve away from the 











Figure 4-4: A simulation of Model 4.10. The model parameters are as in Figure 4-3.
f"(P*) < 0 : For f"(P*) < 0 the above analysis tells us that if a singular strategy
exists then it is an evolutionary attractor. In Figure 4-5 (a) the PIP indicates that 
there is a singular strategy at P* ~  2.881 and that it is an attractor. This is confirmed 
in Figure 4-5 (b) where the monomorphic population evolves towards the singular 
strategy and remains at the singular strategy once it has reached it.
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Figure 4-5: A PIP and a numerical simulation of Model 4.10. The model parameters 
for each plot are q =  1, 6 =  0.1, uj =  0.1, d =  1, a =  0.1 and a =  —0.3. Since a <  0 
we may only consider a restricted interval of the resident and mutant strategies (see 
Figure 4-2).
T he E v o lu tio n a ry  D ependence on th e  A pp lica tio n  th e  o f P a th o g en : The
question remains, ’How does a affect the evolution of the susceptibility trait in the 
insects?’ Can we change a so that we can change the evolutionary outcome?
From the above analysis we know that if the carrying capacity is modelled explicitly 
then changing the amount of externally applied fungal pathogen, a, has no effect on
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the evolutionary behaviour of the model which is unrealistic.
However, if the carrying capacity is implicitly modelled then the evolutionary outcome 
depends on the sign of the second derivative of the trade-off function, / .  If < 0
then the singular strategy (if it exists) is an evolutionary attractor. However, in this 
case the singular strategy depends on a. So by changing the amount of externally 
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Figure 4-6: The effects on singular strategy, (3* as a changes. The model parameters 
are as in Figure 4-5.
In Figure 4-6 we see that as the amount of externally applied pathogen increases, the 
evolutionary attractor decreases. Thus, as more of the fungal pathogen is applied to the 
system, the insect species evolve towards a more resistant state. If a is sufficiently large 
then the singular strategy cannot exist, because if a is sufficiently large then no strain 
of insect will be able to coexist with the pathogen. Hence only completely resistant 
strains of insect will be able to survive in the environment.
If > 0 then the singular strategy is either an evolutionary branching point or
an evolutionary repellor. Thus varying a not only varies the singular strategy, but also 
has an effect on its stability.
In Figure 4-7 we see tha t there are at most three biologically realistic singular strategies 
for varying values of a. The singular strategy that corresponds to the black line denotes 
tha t the singular strategy satisfies (4.15) and so is a branching point. The strategies 
that correspond to a red line denotes tha t the singular strategy does not satisfy (4.15) 
and so the singular strategy is an evolutionary repellor. Hence for sufficiently low values 
of a if the populations initial strategy is low then the population will evolve towards the










Figure 4-7: The effects on singular strategy, (3* as a changes. The model parameters are 
as in Figure 4-4. The black line denotes that the singular strategy is an evolutionary 
branching point. The red lines denote that the singular strategies are evolutionary 
repellors. See text for more detail.
branching singular strategy and the monomorphic population will become dimorphic, 
with one strain becoming more resistant whilst the other becomes more susceptible. 
However, if a is sufficiently large then the branching singular strategy does not exist, 
and so for an initially low in trait monomorphic population will remain monomorphic 
and evolve towards a more resistant state. Moreover, this becomes more likely as a 
increases the repelling singular strategy value increases.
4.3 C o n c lu sio n s &; D iscussion
In this chapter I have demonstrated that branching/speciation is not possible when the 
carrying capacity is modelled explicitly, but is possible when the carrying capacity is 
modelled from the interplay between the intrinsic growth rate and a susceptibility to 
crowding. This may attributed to the fact that when the carrying capacity is modelled 
explicitly, the evolution does not change the carrying capacity, on the other hand, if 
the carrying capacity is modelled implicitly then the carrying capacity evolves as the 
population evolves.
When the carrying capacity is modelled explicitly there can only be evolutionary attrac­
tion or repulsion. Moreover, the singular strategy is independent of the host-pathogen 
parameter values. I believe that this seems to be biologically unrealistic in tha t one
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can control the environment by varying the amounts of the fungal pathogen applied 
which one would expect to have some impact on the way in which the insects evolve. 
If the carrying capacity is modelled implicitly we see a more complex set of evolu­
tionary outcomes. In particular, the singular strategies and their stability depend on 
the amount of externally inputted fungal pathogen, with the consequence that is more 
pathogen is inputted into the environment, the more likely it is that the insects evolve 
towards a more resistant state, and in some cases may become completely resistant to 
the pathogen.
Throughout this chapter I have assumed tha t the trade-off is between susceptibility to 
infection and the intrinsic growth rate of the insect species. The form of this function 
has been chosen to satisfy certain criteria, for example f  > 0. However, I have no 
biological reasoning for choosing such a particular function, and to my knowledge there 
are no studies yet published to model this function. However, it is clear that the case 
where /  is concave (i.e. f "  <  0) corresponds to the scenario where resistance becomes 
increasingly costly, and where /  is convex (i.e. f "  > 0) corresponds to the scenario 
where resistance becomes decreasingly costly. Perhaps a biological reasoning for these 
two cases can be though of in the following way:
In c rea s in g ly  C o s tly  There are a limited amount of resources available to the devel­
opment of the resistance mechanism. Therefore, to become more resistant to the 
pathogen the insect species must pay a  higher and higher price in terms of its 
reproductive output.
D ecreasin g ly  C o s tly  If the costly defence mechanism is produced, but once pro­
duced, has a wide range of defence at little extra cost then this would make the 
resistance decreasingly costly.
Boots & Haraguchi (1999) considered a trade-off function which is sigmoidal in shape, 
since it is unlikely tha t the resistance mechanism becomes indefinitely cheaper to pro­
duce as in the decreasingly costly case ( /  convex). The sigmoidal curve assumes tha t 
after a region in which the trade-off function is decreasingly costly, the trade-off reaches 
maximal efficiency, after which becomes increasingly costly. However, the authors found 
that this curve effectively had the same properties as the more simple convex (decreas­
ingly costly) trade-off function.
Clearly further studies are required to better understand the trade-offs associated with 
resistance to fungal pathogens, so that work similar to tha t presented in this chapter 
can be extended to incorporate more complex (and perhaps more realistic) dynamics.
Chapter 5
D iscrete-T im e M odel
5.1 M otivation and Background
5.1.1 Chapter O utline
In this chapter I present a discrete-time insect-pathogen model to describe the interac­
tion between a host insect that can develop a resistant strain, and a fungal pathogen 
that can be applied externally to the system. I then investigate the long-term be­
haviour of the model for three scenarios, when no pathogen is present, when there is 
no externally applied pathogen, and when the pathogen is externally applied. These 
three scenarios are then compared.
5.1.2 M otivation
Many insect species have non-overlapping generations or are subject to some naturally 
occurring periodicity within their life-cycles. Aphids have essentially two modes of 
over-wintering: holocylic species produce a sexual generation in autumn, which mate 
to produce over-wintering eggs. Anholocylic species are dependent on parthenogenic 
females surviving the winter (Wade k  Leather 2002). A diagrammatic representation 
of a holocylic species is presented in Figure 5-1, which is considered in this chapter.
Eggs Sexual Reproduction Eggs







Figure 5-1: Aphid Life-Cycle.
To model this type of naturally occurring periodicity it is often convenient to use a 
discrete-time model. In the background reading section that follows I discuss some
89
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models that use discrete time.
5.1.3 Background Reading
I begin with the classical Nicholson-Bailey model (Nicholson Sz Bailey 1935). The 
model describes a host-parasitoid interaction, and assumes tha t the census takes place 
at the beginning of the season, before parasitism takes place. The model has the form
N t+l = r N tf ( N u Pt) 
Pt+1 =  ujNt ( l - f ( N u Pt ))
where
• N t is the number (or density) of hosts at generation t\
• Pt is the number of parasitoids at generation t\
• r  is the per capita reproduction of the host in the absence of parasitism (also 
known as the basic reproductive ratio);
• u) is the average number of parasitoids emerging from a single parasitised host;
• f ( N t , Pt) is the fraction of hosts tha t escape parasitism.
One major criticism of the model is tha t in the absence of the parasitoids, the hosts 
grow exponentially if the basic reproductive ratio is greater than unity. The reason for 
this is tha t the model does not allow for host density dependent effects such as host 
intraspecific competition. Hence if any host population regulation exists it must come 
from the parasitoids.
Classically the the parasitoid search for a host is assumed to be a Poisson process which 
leads to the function /  taking the form
f ( N t , P t ) =  e x p ( - p P t )
where (3 is known as the searching efficiency.
W ith this form of / ,  the Nicholson-Bailey model has unrealistic behaviour in that 
as time increases both the hosts and parasitoids exhibit oscillations which grow in 
amplitude without bound (see Murray (1989) or Britton (2003) for further details). 
Other forms of /  have been considered by many authors (Rogers 1972, Beddington 
1975, May 1978, Hassell 1980) who consider the interactions between the parasite and 
the host in more detail. In particular, theorists have considered interactions where the 
parasitoids search according to a distribution which is more clumped than a Poisson
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distribution. For example May (1978) considered /  to take the form
} ( N t ,P t) =  ( l  +  ^ j p '
where k is the exponent from the negative binomial distribution and is often known 
as the clumping parameter. The use of this form of /  can stabilise the Nicholson- 
Bailey model if k <  1. Other biological factors tha t have been considered include the 
amount of time wasted by the parasitoid when encountering a host, the total time of 
the interaction and handling time.
As mentioned above, in the absence of parasitoids in the Nicholson-Bailey model the 
hosts dynamics are density independent where the model has the form
N t + 1  =  F ( N t) where F ( N t) =  r N t.
Many authors have investigated different forms of F(Nt)  which are nonlinear to incor­
porate intraspecific competition. A list of such functions can be found in May & Oster 
(1976). Two of the more commonly used forms are the Ricker model (Ricker 1954) 
(or sometimes it is known as the Moran-Ricker equation (Moran 1950)) which has the 
form
F ( N t) = TV, exp
and the Hassell model (Hassell 1974) which has the form
A N tF ( N t ) =
(1 +  aNt)b'
Both of these models exhibit stable or unstable dynamics depending on the parameter 
space.
Although there is a wealth of publications on host-parasite models, there are relatively 
few tha t deal with host resistance to the parasite. However W hite &; Wilson (1999) 
consider a discrete-time model where the host population is split into two categories; 
those who are susceptible to a pathogen (which can be though of as a type of parasite) 
and those who are resistant. The model considered has the form
S t+1 =  A s f ( N t )Nt
R t+l = A r (1 - f ( N t))Nt
Pt+i  =  ° p P t  +  A(<7 5 (0 ) -  a s (Pi ) )S t
where
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• St , Rt and Pt are the densities of susceptible larvae, resistant larvae and free-living 
pathogen at the start of the tth generation respectively;
• N t = &s(Pt)St +  crjiRt is the total number of hosts which survive to the end of 
the t ih generation;
• Ai is the basic reproductive ratio;
• A is the number of pathogen propagules produced per infected death;
® f ( N t) is the fraction of surviving individuals giving birth to susceptibles;
• <Ji is the survival probability.
The authors show that the inclusion of a resistant class can stabilise unstable host- 
pathogen interactions but there is greatest regulation when the fraction born resistant 
is density independent. Nonetheless, inclusion of density dependence can still allow 
intrinsically unstable host-pathogen dynamics to be stabilised provided that this effect 
is sufficiently small.
Although this model takes into account the dynamics of resistance it does not deal 
with the application of the pathogen to the system, which is im portant in controlling 
the pest host species. In the model developed in this chapter I take into account the 
application of the pathogen and how it affects the susceptible and resistant hosts.
5.2 M odel Formulation
For the model presented in this chapter, I make use of the fact tha t aphids can have 
non-overlapping generations and use a discrete-time population model which is based 
on the Nicholson-Bailey model. I assume that for the host population
• there are two subclasses of host which have a total density N t at generation t , 
where one subclass is susceptible to the pathogen and the other is totally resistant 
to the pathogen;
• the average number of offspring produced by surviving individuals (basic repro­
ductive ratio) is Aj, where i = 1 is the susceptible subclass and i = 2 is the 
resistant subclass;
• the probability that an individual from subclass i survives the generation is as­
sumed to be density dependent and of the form die~r' Nt, where di is the probabil­
ity of survival in the absence of density dependent effects and r* is the coefficient 
of density dependence;
• the probability of remaining susceptible at each generation is p , and thus 1 — p is 
the probability of becoming resistant.
D i s c r e t e - T im e  M o d e l 93
Thus the host dynamics in the absence of the pathogen is given as
Nt+i =  AidlPNte - T' N‘ +  A2d2(l -  p)Nte~r M . (5.1)
Let be the density of free-living pathogen at generation t and assume that
• the probability tha t a susceptible individual avoids pathogenesis is /(3>t), where 
I assume tha t the process is Poisson with mean so tha t /($* ) =
• the average amount of pathogen released from an infected susceptible host is u;;
• the average proportion of pathogen surviving to the next generation is a  6 [0,1);
• the average amount of pathogen applied externally to the environment at each 
generation is a. I interpret this parameter as a potential control mechanism for 
the hosts.
For notational convenience I introduce the parameter Ai = Xidi (i = 1, susceptible; 
i = 2, resistant) which denotes the average contribution by each subclass to the next 
generation in the absence of density dependent effects or pathogenesis. Hence under 
the above assumptions the full model system is
N t + 1 =  A lPN te - r M f ( ^ t) +  4 i ( l  -  p)Nte~r M  (5.2a)
$ t+ i =  1 — /  ($ t)) +  Q:$t +  a. (5.2b)
Notice that the host population has density dependence acting upon it through sur­
vival which is independent of the pathogen presence, hence the pathogen impact is 
independent of tha t process. Moreover, the density dependence on the host population 
impacts on the pathogen by lowering Nt  in the next generation.
This model also assumes tha t if a resistant host is encountered by a free-living pathogen 
then the resistant host does not become infected and hence no pathogen is released upon 
the resistant hosts death. Thus if the resistant host densities are relatively high (i.e. p 
is relatively small) then this will have an impact on the pathogen levels.
The model also assumes that p is constant. This assumption is made so tha t the effects 
of the external spraying strategy, a, and the role of a  can be clearly explored. The 
analysis of the model is carried out in several stages, exploring in particular the long­
term  outcomes. Initially, the interaction between susceptible and resistant subclasses 
was analysed in the absence of the pathogen (N  >  0, j3 = 0). This is done to understand 
the underlying behaviour of the host dynamics, so tha t the presence of the pathogen 
can analysed. Following this a “natural” pathogen was introduced into the system 
(/3 > 0, a = 0) and finally the complete model system was considered. This allows 
comparisons between a controlled and uncontrolled system. The results are discussed 
below.
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5.3 Results
Throughout this section, N  refers to the host only non-trivial steady state (4> =  0), 
and N* refers to the host-pathogen non-trivial steady state >0 ) .
I begin with examining the case where no pathogen is present.
5.3.1 N o Pathogen
Setting f3 = 0 in (5.2), I consider the case when no pathogen interacts with the hosts. 
Thus we have the reduced model
N t+i = A ip N te~riN‘ + A 2( 1 -  p)Nte~r*N‘ = : F{Nt). (5.3)
For ease of reading I now investigate the long-term behaviour of (5.3) in the following
lemma.
L em m a 5.3.1. Model 5.3 has two steady states; the trivial steady state, N  = 0, which 
is linearly stable if, and only if,
A lP + A 2( l - p ) < l ,  (5.4)
and the non-trivial host-only steady state N  = N  > 0 which exists if, and only if,
A lP + A 2( l - p )  >  1. (5.5)
Moreover, it is impossible for the steady state to bifurcate through a tangent bifurcation 
(+1 bifurcation) for all parameter space, and if  A ip A 2(l — p) > e2 then N  is not linearly 
stable.
Proof. Setting Nt+i = N t = N  in (5.3) we get that N  = 0 or
1 =  A lPe~riN + A 2( 1 -  p)e~r2N. (5.6)
Now let
/(iV) =  A lPe~riN and g{N) = 1 -  A 2( 1 -  p)e~r2N.
Now / ( 0) =  A\p  > 0, f ( N )  —> 0 as N  —> oo and f ( N )  > 0 for all N  > 0. Also 
#(0) =  1 — A 2(l — p) and g{N) -» 1 as N  —> oo. Then by the monotonicity of /  and 
g (since / '  <  0 and g' > 0 VAQ, there exists a unique positive equilibrium N  given by 
f ( N )  = g ( N ) if, and only if, (5.5) holds.
To determine the stability of the equilibria we see if |F'(AT)| <  1 at the steady state, 
where
F ’(N) = (1 -  r \N )A \pe~ riN +  (1 -  r2N ) A 2(l -  p)e~r2N.
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Thus the trivial steady state, N  = 0, is stable if, and only if, A\p  +  ^ ( 1  — p) <  1 and 
the non-trivial steady state, N  = N  is stable if, and only if,
0 < r \A ip N e~ ri^  +  r2A 2(l  — p)Ne~r < 2
by (5.6). Hence the non-trivial steady state is stable if, and only if,
r \A \p N e ~ Tl^  +  r2A 2{ 1 - p)Ne~r2f{ < 2. (5.7)
Moreover, we see tha t it is impossible for the steady state to bifurcate through a tangent
bifurcation (+1 bifurcation).
By (5.6)
and i V> ln( ^ ( l - P ) )  
r  i r2
and therefore
r iA ip N e ~ n ^  +  r2A 2{\ — p)Ne~r > ln(Aip) +  ln(A2 (l — p)). (5.8)
Thus if A ip A 2(l — p) > e2 then N  is not linearly stable. □
Condition (5.5) can be expressed as the joint average contribution to the next generation 
exceeding unity, which means biologically that the population will grow exponentially 
in the absence of density dependent effects. This condition features throughout this 
chapter.
Lemma 5.3.1 shows that it is impossible to have a tangent bifurcation at the non­
trivial steady state, but numerics suggest tha t the steady state can be destabilised via 
a pitchfork bifurcation (see Figure 5-2), which occurs when inequality (5.7) is violated. 
This type of complex dynamics is typical for this type of discrete-time model (May &; 
Oster 1976).
The Role of p
The host only non-trivial steady state exists if, and only if, (5.5) holds. In Table 5.1 
we demonstrate how p affects the validity of this inequality in terms of the average 
contributions to the next generation from each subclass. In particular, if both A\  and 
A 2 are less than unity then the non-trivial steady state does not exist. This is consistent 
with the extreme cases (i.e. when p = 0 or p = 1) in which the average contribution to 
the next generation of each subclass must exceed unity for the steady state to exist. At 
the other extreme, if each subclass has an average contribution to the next generation 
larger than unity, then any proportion of susceptible and resistant individuals will 
result in a non-trivial total population. In the remaining cases p is restricted to either
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Figure 5-2: Bifurcation diagram on the no pathogen model (5.3).
a 2 <  1 a 2 > 1
Ai > 1 p > p * Any p
Ai  < 1 No p P < P*
Table 5.1: Conditions on the average contributions from each subclass (either suscep­
tible or resistant) and p such that there exists a positive equilibrium to Model 5.3. 
„ *  _  i - a 2 
P ~  A\ —A2 '
0 <  p < p* or p* < p < 1 where p* = (1 — A 2)/{A \ — A 2). This result means that 
the subclass (either the susceptible or resistant) which has exponential growth in the 
absence of density dependent effects needs to make up a sufficiently large proportion 
of the whole population.
M odel S im plification
It is not possible to find an explicit expression for the host-only non-trivial steady 
state, N  from (5.6) or to determine tractable linear stability criteria. Here I consider 
two simplifications which allow us to obtain approximate solutions for the non-trivial 
steady state and its stability. These are then used to validate the numerical results 
obtained for the no pathogen model and the complete system.
r 2 ~  1*1 : If r2 =  n ,  the model system (5.3) simplifies to the Ricker equation with 
non-trivial equilibrium
N  =  H A i P  +  A 2 ( l  - p ) )  
r 1
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which has stability condition
1 < Aip  +  ^ ( 1  — p) < e2. (5.10)
Now suppose tha t 7-2 ~  n ,  and set 7*2 = r i ( l  +  e) where \e\ <C 1. This leads 
to a regular perturbation problem to solve for the steady state (5.6). Taking 
N  = No +  eNi  to O(e) and substituting into (5.6) gives
No = H A lP + A 2( i - p ) )  and N  N  M i - p )  (8>u)
r\ A ip  + A 2 ( l - p )
Note that as e <  0 decreases from zero, the non-trivial steady state increases, and 
conversely, as e >  0 increases from zero, the non-trivial steady state decreases. 
This is intuitively obvious since a decrease in the density dependent effects should 
increase the population steady state level.
Considering the linear stability condition for this non-trivial steady state, to 0(e)  
the stability condition is the same as the case when r2 = r \ . Thus if the combined 
contribution to the next generation is too large ( A \p + A 2 ( l — p) ^  e2), population 
outbreaks can be observed.
r 2 r i  : Setting 7*2 =  er\ where 0 < e <C 1, I obtain a perturbation solution to (5.6) 
which to O(e) is
N  = N 0 + eN 1 (5.12)
where
N ° = ~ l n ( ' 1i— T7T— t )  and Nl = ~ i A2A n  P) ) N °-ri \  1 A 2(l p ) J  l - A 2( l - p )
I must impose ^ 2 ( 1  — p) < 1 otherwise No is undefined and (5.5) must hold for 
the steady state to be biologically realistic. This is clearly shown in the limiting 
case where e = 0 (i.e. r 2 =  0), where the host population will grow exponentially 
if ^ 2 (1  — p) > 1 and host only steady state does not exist. Taking e > 0, increases 
the density dependent effects of the resistant population, and hence decreases the 
total host population steady state.
For stability the 0(1) condition is
AlP < exp (  ----- -----------r )  • (5.!3)
l - A 2( l - p )  \  1 — -<4.2(1 — p)
In Table 5.2 I explore the effect p has on the existence and stability of the 0(1) 
non-trivial steady state in (5.12), which is equivalent to setting 7*2 =  0 in (5.3). 
Biologically this means tha t there is no density dependent effects acting on the
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A 1 <  1 1 <  Ai < e2 Ai > e2
A.2 <  1 No p pe{p, 1] pe(p,p*)
A 2 >  1 pe(p*,p) pe{p*, 1] pe(p,p*)
Table 5.2: Conditions on p such that the 0(1) non-trivial steady state in (5.12) is 
biologically realistic and stable. p*e(0,1) is given by the solution to the implicit equation
i- aS - p") = exp ( i-^ fi-y ))' P =  and P = * aT <  P*-
resistant subclass.
• If A\ < 1 then in the absence of the resistant subclass (p = 1) the host pop­
ulation would die out, i.e. no non-trivial steady state would exist. However, 
if A 2 >  1 (i.e. the average contribution to the next generation in the resis­
tant subclass is greater than unity) then a stable non-trivial steady state is 
possible for a specific range of p. W hat is interesting about this result, is 
tha t in the absence of susceptible class (p = 0) the host population would 
grow exponentially.
• If 1 <  A\  < e2 then in the absence of the resistant subclass the host pop­
ulation would exhibit a stable non-trivial steady state. Hence, the host 
population retains a stable non-trivial steady state with the introduction of 
the resistant subclass if p is sufficiently large.
• If A\ > e2 then in the absence of the resistant subclass the host popula­
tion would exhibit oscillatory behaviour. However, introducing sufficient 
proportions of the resistant subclass can have a stabilising effect.
In Figure 5-3 I present numerical simulations of Model 5.3 when r<i ~  T\ and 7*2 r\.
The approximate solution always underestimates the true solution for e sufficiently 
small since the 0{e2) correction term is always positive.
5.3.2 N o E xternally Applied Pathogen
Setting a = 0 in (5.2) gives rise to a model system which describes host-pathogen inter­
actions in the absence of external applications of the pathogen. The control strategy 
is to apply an initial application of pathogen and rely on its pathogenicity to regulate 
the host population levels in subsequent generations.
L em m a 5.3.2. The steady state solutions in this case are given as
(N , <&) =  (0,0), ( N , 0), (N* , $*) (5.14)
where N  satisfies (5.6), and the non-trivial steady state (N,  <$) =  (iY*,3>*) satisfies the
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Figure 5-3: Numerical and approximate non-trivial steady state solutions to Model 5.3. 
The model parameters are A\  =  2.4, A 2 = 1.5, p = 0.7 and r\ = 0.3.
implicit relation f (N*)  = g(N*) where
'<*•) = (5-15a>
j(AT) =  u ,pN'  (l-  1 ~  )  , (5.15b)
* • =  (5.15c)1 — a
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This relation admits a biologically realistic host-pathogen non-trivial steady state solu­
tion (iV,$) =  (iV*,$*) if
A \p  +  A 2(l — p) > 1 and N  > (5.16)
u(Jp




1 =  A\pe riNe + A 2(l — p)e r2N
$  =  ujpN ( l  -  +  a$.
0 < 1 - Af - p)r N = e - ^ < l  (5.17)A lpe~riN v '
1 -  A 2(l -  p)e~r2N > 0 (5.18)
0{N) := Aipe~riN +  A 2( 1 -  p)e~r2N > 1. (5.19)
If Aip  + A 2(l — p) < 1 then (5.19) does not hold for any N  > 0, thus I assume
A\p  +  A 2{1 -  p) >  1. Now,
$(1 — a) =  ujpN ^1 — e ~ ^ ^  >  0 for all N  >  0,
and the host steady state is given by f ( N )  = g{N)  where
and the pathogen steady state is given by
I f A i p e ' TlN ^  — — In
Thus $  > 0
P \  1 — A 2(l — p)e~r2N J
** r W  :=   f lPe Tl1!  j f  >  1v ’ 1 -  A 2(l - p ) e ~ r*N
& 9 { N )  > 1 by (5.18) & (5.19)
<=> 9(N)  > 9(N)  where N  >  0 satisfies 9(N) = 1 
N  < N  since 9 is strictly decreasing.
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Now, g(0) =  g ( N ) =  0 and g ( N ) >  0 for all iVe(0, N)  by (5.17). Also
and note tha t A2(l — p) <  1 for /(0 ) to be defined. Also, f ( N )  = 0 with iV > 0 if, and 
only if,
A \p  + A2(l - p )  > 1
and if A2(l — p) <  1 then /(0 ) >  0. Now since T (N)  is a strictly decreasing function 
VA > A , (where A  = lniA2(^~p)) [s thg pGie Gf y) it follows tha t / ( A ) is a strictly 
decreasing function VA > A  and is undefined VA <  A.
Thus it suffices to show tha t f ' ( N )  > g’(N ) which is equivalent to
AT 1  “  a  N >  — ~  .
upp
Hence if A \p  + A2(l — p) > 1 and N  >  then there exists a non-trivial steady state 
iV*e(0, N ). Moreover, if A2(l — p) > 1 then A*e(iV, N ). □
When considering the linear stability of these steady states using the Jacobian, we see 
tha t the trivial steady state is stable if, and only if,
A \p  +  A2(l -  p) < 1.
This condition for the stability of the trivial steady state is the same as the no pathogen 
case. Thus, the hosts can be eradicated if, and only if, their joint average contribution 
to the next generation is less than unity. However, if A \p  +  A2(l — p) > 1 then it is 
impossible to completely eradicate the hosts, no m atter how large the initial application 
of pathogen is.
The host-only steady state is stable only if the joint contribution to the next generation 
exceeds unity and
N  < (5.20)
a)/3p
Lemma 5.3.2 also tells us that:
1. For the host-pathogen non-trivial steady state to be biologically realistic the 
combined average contribution to the next generation must exceed unity and the 
host only steady state must exceed some critical value. This is consistent with the 
classical threshold theory for infectious diseases (Kermack & McKendrick 1927) 
where disease will only increase in a population if the susceptible exceeds a critical 
level.
2. N* < N , tha t is, the host-pathogen steady state is lower than the host only
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steady state. Thus, the presence of the pathogen has had a positive impact on 
the control of the pest host species.
3. If the virulence of the pathogen is increased (i.e. an increase in u>, a  and (3) then 
the non-trivial host steady state, N*, will decrease. However, if A 2(l — p) > 1 
then N* tends to N  = lnA2(^~P) >  o and if A 2(l — p) <  1 then N* tends to zero, 
as the virulence of the pathogen increases. Hence, if resistant hosts develop which 
are sufficiently fecund then it may be impossible to reduce the host population 
to a desired level.
4. If the pathogen initially released is not sufficiently virulent, such that (5.20) holds 
then eventually the pathogen will decay and the hosts will persist. Thus releasing 
an insufficiently virulent pathogen will in the long run have little effect.
5.3.3 Full Model: Controlled Scheme
I now consider the full model (5.2) with a > 0.
L em m a 5.3.3. There are two steady state solutions. The trivial steady state is given
as
(5.21)
which is stable, if  and only if,
  op
A\pe  1~Q -I- ^ 2 (1  — p) <  1- (5.22)
The host-pathogen non-trivial steady state is
(JV,$) =  (7V*,$*) (5.23)





In this case the non-trivial solution is biologically realistic if
_ °P
Aipe  +  A 2( 1 — p) > 1, (5.25)
Proof Setting N t+ 1 = Nt = N  and 4>*+i =  =  $ , the non-trivial steady state




1 = A\pe~riN +  A2(l — p)e~T2N 
$  = uipN ( l  — e~^')  + + a.
0 <  = e_/”  < 1 (5-26>
1 -  A2(l -  p)e~r*N > 0 (5.27)
9(N)  :=  Aipe~r,N + A 2(l -  p)e~r2N > 1. (5.28)
If A ip  +  A2(l — p) <  1 then (5.28) does not hold for any N  >  0, thus I assume
A \p  +  A2(l — p) > 1. Now,
$(1 — a) — a = ujpN ^1 — > 0 for all N  > 0,
and so for a > 0, $  >  y ^ ,  and the host steady state is given by f ( N )  =  g ( N ) where
and the pathogen steady state is given by
*  =  I l  J  A ' pe~riN 1 .
/3 \  1 -  A2(l -  p)e~riN J
Thus $  > 0
jA 1 Tip ^  ^
9{N) > 1 by (5.27) & (5.28)
^  9(N) > 9(N)  where N  > 0 satisfies 9(N) = 1 
o  N  < N  since 9 is strictly decreasing.
Now, g(0) =  g(N) = 0 and g(N) > 0 for all Ne(0, N ) by (5.26). Also
and note that A2(l — p) <  1 for /(0 ) to be defined. Also, f ( N )  = 0 with N  > 0 if, and
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only if,
o/3
A\pe +  A 2(l -  p) > 1
and if A^{ 1 — p) <  1 then /(0 ) > 0. Now since T(N)  is a strictly decreasing function 
ViV > N,  (where N  = ln(A2i^~P)) [s the pole of / )  it follows that f ( N )  is a strictly 
decreasing function ViV > N  and is undefined ViV <  N.
Thus it suffices to show that N  < N.  But, f { N)  =  0 > —a = f ( N )  which is equivalent
at3
to N  < N  since /  is strictly decreasing. Hence if A\pe 1~a +  ^ ( l  — p) > 1 then
there exists a non-trivial steady state iV*e(0,iV). Moreover, if ^ ( l  — p) > 1 then
N*e(N,N) .  □
Hence Lemma 5.3.3 tells us that the hosts will die out if the average contribution to the 
next generation by the whole host population in the presence of the pathogen is less 
than unity. Clearly, if A\p  +  ^ 2 (1  — p) < 1 then (5.22) holds, which means that if the 
average contribution to the next generation in the absence of the pathogen is less than 
unity then the host population will die out whether the pathogen is present or not. 
Also notice that if ^ ( 1  — p) > 1 then the host free (trivial) steady state is never stable. 
Biologically this means that if there are too many resistants being produced with a 
large average number of offspring, then one cannot eradicate the host population. 
Numerical simulations indicate that in some regions of parameter space, the non-trivial 
steady state is stable (see Figure 5-4). Observe that:
Bifurcation Diagram
Aj = 1.5  
r, = 0.3 
r2 = 0.21 
p = 0.7
(0 = 1  
a = 0.01 
a  = 0.1
'2 3
A.1
Figure 5-4: Bifurcation diagram for the model system (5.2).
1. If (5.25) holds then A\p + ^ 2(1 — p) >  1, in other words, if the hosts can persist
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under the attack of the pathogen, then they can persist in the absence of the 
pathogen.
2. If j42(1 — p) > 1 then (5.25) holds, tha t is, if there are sufficiently many resistant 
hosts produced which are sufficiently fecund then the non-trivial solution is bi­
ologically feasible. Moreover, the host population will always persist no m atter 
how fit the susceptible hosts are under the attack of the pathogen, even if large 
applications of pathogen is applied.
3. If j42(1 — p) <  1, then the susceptible hosts must be able to produce (on average) 
more than one offspring under the attack of the pathogen. Clearly from (5.25), 
by increasing the application and/or the virulence of the pathogen, one can break 
this condition.
4. 4>* > tha t is the pathogen steady state level in the non-trivial case is larger 
then tha t in the trivial case.
5. If (5.25) holds for a given pathogen, i.e. a, (3 and uj are fixed, then increasing a 
decreases the host population equilibrium level. If A2(l — p) <  1 then condition 
(5.25) can be violated and the trivial steady state becomes stable, and so the host 
population will die out. However, if A2( 1 —p) > 1 then condition (5.25) can never 
be broken no m atter how large a becomes, and moreover, N* is bounded below 
by ln A2^ ~ p  ^• Biologically this means tha t if A2(l — p) < 1 then by increasing the 
applications of pathogen will cause the hosts to die out, and if A2(l — p) > 1 then 
it is impossible for the hosts to die out no m atter how much pathogen is applied.
6. If (5.25) holds then N* < N , tha t is, the non-trivial steady state for the hosts in 
the presence of the pathogen is lower than tha t in the absence of the pathogen. 
Therefore, the addition of the pathogen has had a positive effect on the control 
of the hosts.
7. a > 0 can have a stabilising effect on the model system. In Figure 5-5 we see that 
for a = 0 the non-trivial steady state is unstable, but as a increases the periodic 
solution is dampened and eventually becomes stable. I have found this to be true 
for a wide range of parameter values.
5.4 Varying p
In this section we investigate how p affects the steady state levels using analytical and 
numerical techniques. I first consider the case when no pathogen is present.
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Figure 5-5: Bifurcation diagram for Model (5.2) as a increases.
r i  > r 2 r i  < r 2
A i > A 2
dN >  0  if InAj. <  InAjLdp ri r1 
dN ^  n :r I11A2 s  InAi





A i < A 2 M  < 0dP ^  u
dN ^ n \n A2 ^ ln/li 
dp ^  U 11 r2 ^  n
dN >  0  if l&Al <  l^dl dp r-2 'T
Table 5.3: Necessary and sufficient conditions on the growth parameters in the no 
pathogen model (5.3) such that the non-trivial steady state is either strictly increasing 
or decreasing as p increases.
5 .4 .1  N o  P a th o g e n
In Figure 5-6 and Table 5.3 I show how p affects the non-trivial steady state levels 
depending on the other model parameters when no pathogen is present {(5 =  0). These 
results can be interpreted ecologically in terms of the strength of intraspecific com­
petition acting each subgroup (ri and r 2) and their intrinsic growth rates (A\ and 
^ 2 )-
In this subsection I assume that A\, A 2 > 1 so that the non-trivial steady state exists 
for any value of p as predicted in Section 5.3.1.
If the intraspecific competition is lower for the susceptible subclass (ri < r2) but they 
have a larger intrinsic growth rate (A\ >  A2), then N  is an increasing function of 
p, that is, the larger the proportion of susceptibles in the population, the greater the
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Figure 5-6: How varying p affects the non-trivial steady state in the no pathogen model 
(5.3). (a) A i > A 2 , r\ > 7*2 and < ^77^: Parameter values A \ =  1.2, A 2 = 1.05, 
r\ =  0.2 and r2 =  0.1 (b) A \ > A 2 , r\ > 7*2 and Parameter values
A \ =  1.2, A 2 = 1.1, ri =  0.2 and 7*2 = 0 .1  (c) A \ >  A 2 and r\ < 7-2 : Parameter values 
A \ =  1.2, A 2 =  1.1, 7T =  0.1 and r2 = 0.2 (d) A \ < A 2 and r\ > 7*2 : Parameter values 
A \ =  1.1, A 2 = 1.2, 7T =  0.2 and 7^ =  0.1 (e) A \ < A 2 , r\ <  7*2 and 
Parameter values A \ =  1.1, A 2 = 1.2, r\ = 0 .1  and r2 =  0.2 (f) A \ < A 2 , r\ < 7*2 and 
^T^2- >  ^7 7 ^  Parameter values A \ =  1.05, A 2 = 1.2, t t  = 0 .1  and 7^  =  0.2
population levels. The converse is true if A \ < A 2 and t t  > 7*2 , because the resistant 
subclass has the greatest growth potential.
When there is a trade-off between the benefit of a larger intrinsic growth rate and 
the cost of greater intraspecific competition (Ai > A 2 and r\ >  7*2 or A \ < A 2 and 
r i < r2)» whether the population is an increasing or decreasing function of p depends on
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the steady state levels in the absence of an intraspecific competitor. In the case where 
A \ > A 2 and r\ > r2 then the steady state increases with p if the steady state in the 
absence of the resistant subclass is higher than tha t in the absence of the susceptible 
subclass ( ^ 1 >  Otherwise the steady state decreases with p. The converse is
true if A i < A 2 and r\ < r 2 -
As we have seen in Chapter 4, it is often assumed tha t there is a trade-off between 
susceptibility to disease and differences in birth rate (A) and/or resistance to crowding 
(r) (Bowers et al. 1994). This is because a benefit gained in one area of a species life 
history will trade-off with a cost in another. However, in the absence of the pathogen 
we are more likely to see the tha t the susceptible subclass will have greater growth 
potential than the resistants, since the trade-off in susceptibility is of no importance. 
Hence, one would expect tha t however, it is still possible for there to
be a trade-off in birth rate and resistance to crowding. Moreover, as Bowers et al. 
(1994) discusses, resistance is most likely to evolve in species with high intrinsic birth 
rates and low resistance to crowding. This is because of the opportunities they present 
for resistant mutants appearing and then growing rapidly in proportion within the 
population.
5.4.2 The C om plete System
To explore the effect of p on the host population levels I use numerical simulations 
(since the algebraic relations which we need to explore are intractable). In Figures 5-7 
to 5-9 I present some typical results and I use these to highlight how the host-pathogen 
interaction interacts with the parameter p. The parameters chosen for these numerical 
simulations were arbitrary but were chosen to demonstrate the range of outcomes which 
have been observed in extensive numerical simulations.
In Figure 5-7 I observe three distinct cases.
C ase  1: H o st levels in c rease  w ith  p. See Figure 5-7 (c). The cost of resistance, 
in terms of intraspecific competition is large and so increasing the proportion of 
susceptibles in the population results in an increase in total host levels. Pathogen 
levels increase with p as the pathogen induced mortality increases with the hosts 
increase.
C ase  2: H o st levels d ec rease  w ith  p. See Figure 5-7 (b),(d),(e) h  (f). This arises 
when the relative effect of pathogenicity on the susceptible hosts is large, so 
tha t an increase in the proportion of susceptible hosts results in more pathogen 
induced mortality. For the parameters used in these figures, pathogen levels 
initially increase despite a decrease in total host numbers because there is an 
increase in the proportion of hosts which axe susceptible. When host numbers 
fall sufficiently, this causes a reduction in pathogen numbers. In Figure 5-7 (e)
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(a) A>Ap r ^ a n d  ln(A^/r2<ln(A/rt
0 0.2 0.4 0.6 0.8
(e) A y<At  rt<^ and ln(A /r1<ln(A/rl
(b) At>Af r ,> ^ a n d  In fA /r^ ln tA /^
 .   • • 10.5
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(d) A ^ A ^ n d  r>.-?
(f) A t<Ap rf<r2 and ln(A2)/r2>ln(Ajyrl 
1i         10.4
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(o) At>Asanirt<r2
Figure 5-7: How varying p affects the steady states in the full model system (5.2). The 
solid and dashed lines represent the host and pathogen steady state levels respectively. 
The host growth parameters are as in Figure 5-6 with a = 0.1338, f3 = 0.2071, a = 
0.6299 and u> = 0.6072. For the parameter values used here, N  > for all values 
of pe(0,1]. Thus the host steady state levels are the same for the /3 = 0 and the 
P > 0, a = 0 cases.
host levels decrease as p increases, where they previously increased when no 
pathogen was present (see Figure 5-6 (e)). This is because the pathogen benefits 
from an increase in the host susceptibility and therefore increases. This results 
in a decline of the hosts from pathogen induced mortality. In Figure 5-7 (f) the 
host levels decrease as in Figure 5-6 (e). However, in this case the hosts vanish as 
the proportion of susceptibles increases. This is not true in the case when there 
is no external input (a =  0).
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C ase  3: H o st m ax im u m  for p e (0 ,1). See Figure 5-7 (a). The initial increase in 
host levels as p increases reflects the larger intrinsic growth rate of the suscepti­
ble population compared with the resistant group. Increased host levels results 
in increased pathogen levels which eventually causes a decline in the host popula­
tion levels (since a greater proportion of hosts are susceptible to disease induced 
mortality). Pathogen levels increase throughout the domain due to a combination 
of external input (a) and pathogen induced host mortality.
From the analysis of the steady states of the hosts in the external (a > 0) and no 
external (a = 0) input cases, it follows tha t increasing the amount of external input 
(increasing a) decreases the non-trivial host steady state levels for all positive values 
of p. In particular, the non-trivial host steady state in the external input case must be 
less than the no external input case for all positive values of p. Thus any amount of 
external input is beneficial over no external input. This is demonstrated in Figure 5-8. 
Moreover, for p sufficiently small, in cases (a),(b),(c),(e) and (f) the host only steady 
state, iV, is stable when there is no external input since N  <  When p is sufficiently 
large the host only steady state loses stability and the host-pathogen non-trivial steady 
state, N*, becomes stable. Biologically this means tha t if the host population has 
sufficiently many resistant hosts then the natural epidemics of the pathogen will have 
no effect. In case (d), N  is stable for all values of p , thus the natural epidemics have 
no effect on the host population.
One may also observe population outbreaks for some parameter sets. In the absence 
of pathogen interactions (see Figure 5-9 (a)), the host population levels are stable. 
Introducing the pathogen (see Figure 5-9 (b)) destabilises the system such that, if p is 
sufficiently large, the dynamics axe driven unstable with population outbreaks larger 
than tha t in the case where no pathogen is present. However, when an external input 
is included the population outbreaks are reduced in magnitude and outbreaks occur 
for a smaller range of p. I suggest that this phenomenon is due to the inhibiting effects 
of the external input on the growth of the hosts.
5.5 Conclusions &; Discussion
I have analysed the population dynamics of host and pathogen as a prelude to a study 
of the management of resistance and the effects of an external input of pathogen.
I have shown tha t if the hosts average contribution to the next generation is less than 
unity (whether the pathogen is present or not) then they will die out. However, if 
the contribution is greater than unity then under a scheme with no external input of 
pathogen the hosts will always be able to persist, whilst under an external input scheme, 
this may not be the case. This suggests tha t if the pathogen is insufficiently virulent 
then a single application of pathogen and relying on the resultant epidemic may not
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Figure 5-8: How varying p affects the host steady state in the no external input (a =  0) 
and external input (a >  0) cases. In all the figures ((a) to (f)), the dashed line represents 
the host steady state when a =  0 and the solid line represents the host steady state 
when a =  0.1388 > 0. The pathogen parameters are u; =  0.6072, /3 =  0.2071 and 
a  =  0.6299. The host parameters are (a) A\ =  2.2, A2 = 1.4, r\ = 0.2 and r<i =  0.1 (b) 
Ai =  2.2, A2 = 1.5, r\ =  0.2 and r2 =  0.1 (c) A\ =  2.2, A2  =  1.5, r\ =  0.1 and r2 =  0.2 
(d) Ai =  1.5, A2 =  2.2, n  =  0.2 and r2 =  0.1 (e) Ai =  1.5, A2 =  2.2, n  =  0.1 and 
r2 =  0.2 (f) Ai =  1.4, A2 = 2.2, ri = 0 .1  and 7*2 =  0.2. The sharp change in behaviour 
of the dashed line corresponds to a change in stability of the steady states. Closer 
inspection of the plots reveals that the change in hosts steady state is more smooth 
than it appears in the plots.
have the desired level of host control. However, by including an external input, the 
pathogen will always have a positive impact on host control. Moreover, the external 
input may reduce the level of host population outbreaks and reduce the parameter
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Figure 5-9: How p affects the stability of the hosts steady state. The parameter values 
are A\ = 5.6, A i =  4.59, r\ =  0.2, r 2 =  0.1, a =  0.3, [3 =  1.78, u  =  1.07 and a  =  0.06.
range for which an outbreak may occur.
In both the external and no external input schemes, the level of control over the hosts 
may depend on the fitness of the resistant hosts. If the resistant hosts are fit (i.e. 
A 2{1  — p) > 1) then desired levels of control over the hosts may not be possible. 
Moreover, applying more pathogen, or increasing pathogenicity, may have little effect 
on the host population levels.
In this chapter I have shown that the role of p can have a large impact on the control of 
the hosts. If large proportions of resistant hosts develop then control may be impossible. 
Throughout this chapter I have assumed that p is constant in order to fully understand 
the impact of the externally controlled fungal pathogen has on the system. However, it 
may be more realistic to assume that this probability is dependent on the abundance of
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the free-living pathogen. Empirically one would expect tha t as the abundance of free- 
living pathogen increased, the probability of remaining susceptible at each generation 
will decrease. Thus one might expect that p  is a decreasing function of However, 
this scenario is not considered in this thesis, but is to be considered in future work. 
This chapter is focussed entirely on the temporal interactions of an insect host and 
its pathogen. The majority of these interactions take place in a spatial context and 
im portant behaviours such as patchiness of insect distributions and refugia positioning, 
can be modelled in a spatially extended system which is the topic of the next chapter. 
It is well understood that for a polymorphism to exist betwreen susceptible and resistant 
hosts tha t some degree of cost must be associated with resistance (see Gillespie (1975)). 
Usually the cost comes in the form of reduced fecundity or lack of competitive ability. 
These costs are often regarded as trade-offs between the susceptible and resistant traits, 
and moreover, it is thought tha t polymorphism is least likely to occur when the traits 
of two strains are similar (see Antonovics & Thrall (1994) and Bowers et al. (1994)). 
Recent studies have shown tha t such costs are not always as easily attributed. Fer­
rari, Muller, Kraaijeveld &; Godfray (2001) suggested tha t there was no correlation 
in defensive ability to a fungal pathogen and fecundity in pea aphids. More subtle 
costs have been investigated, such as host plant specialisation in pea aphids (Ferrari 
Sz Godfray 2003). Other costs may include the correlation between host plant quality 
and competition between biotypes of pest. This suggests that new investigations into 
tritrophic insect-pathogen-plant system may lead to deeper insight into the speciation 
and development of resistance in insects.
Clearly the models presented in this chapter have assumed tha t p is constant. Rather 
than using this model formulation, one could formulate the problem in terms of evo­
lutionary adaptive dynamics where there exists a trade-off between susceptibility and 
some other model param eter (such as A) using the full model (5.2) with p = 1. Then 
following Metz et al. (1992) one can calculate the time-averaged logarithmic growth 
rate to determine the ESS if it exists, and whether the ESS is convergent stable. This 
idea is similar to tha t dicussed in Chapter 4 for the continuous-time model. Thus con­
ditions can be found (if they exist) to get branching and hence a dimorphic population, 
where one strain is more susceptible to disease than the other.
Chapter 6
Coupled Map Lattices
6.1 M otivation and Background
6.1.1 Chapter O utline
In this chapter I consider a spatial extension to the discrete-time model that is con­
sidered in Chapter 5. To do this I use coupled map lattices. In order to analyse the 
coupled map lattice (CML), I first consider a general model. To analyse this general 
model I make a link between the CML and integro-difference equations. Then I derive 
general conditions for dispersal-driven instabilities on the CML to determine under 
what conditions spatial patterning can be observed.
I apply this theory to the discrete-time model presented in Chapter 5. I then investigate 
the case where the local temporal dynamics are unstable, but can give rise to spatially 
structured populations on the CML.
6.1.2 M otivation
Although the population model in Chapter 5 considers the temporal dynamics of a host- 
pathogen system, it does not take into account the spatial dynamics. In Holland, Perry 
& Winder (1999), Winder, Alexander, Holland, Woolley Sz Perry (2001) and Holland, 
Winder Sz Perry (2000) the authors have found spatial patterning in insect species. In 
particular, in Winder et al. (2001) the authors demonstrated tha t there exists spatial 
patterning in the predator-prey dynamics between two species of aphid and a generalist 
beetle predator. Moreover, the authors observe a positive, lagged beetle response to 
the aphids spatial pattern; and conversely, the aphids displayed a negative, lagged 
response to beetle spatial pattern. In Holland et al. (2000) the spatial distributions 
of beneficial arthropods (beneficial arthropods generally refer to terrestrial arthropods, 
mostly insects, tha t are im portant in the biological control of agronomic pests, typically 
through predation or parasitism) before and after the application of dimethoate (an 
insecticide used to kill mites and insects systematically and on contact) were observed.
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The authors where able to show tha t before spraying, these non-target insects showed 
spatial patterning. After spraying the spatial patterning significantly altered, with 
some species not showing much patterning at all.
In this chapter I investigate some of the possible mechanisms for this spatial patterning 
using CML’s.
6.1.3 Background Reading
The CML depicts an environment which is divided into local habitats that contain 
resources (i.e. plants) for herbivorous insects with discrete generations. The emerging 
adult insects either remain at their present site and oviposit or move to a neighbouring 
site and oviposit. The remainder of the life-cycle is spent at the current site.
This environment is generally represented mathematically by a two-dimensional square 
grid of lattice points (cells/sites/patches), with each lattice point representing a habitat 
for a local population. Most single species CML formulations assume tha t within each 
generation there are two distinct phases:
T h e  d isp e rsa l phase : In this phase a certain fraction of hosts, //, leave the currently 
occupied lattice point from which they emerged to a neighbouring lattice point. 
A fraction 1 — /i remain in their current lattice point. Thus the equation of the 
dispersal stage is
where A^)t and N ^t denote the pre-dispersal and post-dispersal host densities at 
lattice point i at generation t respectively, Af  is the interacting neighbourhood 
and m  is the number of lattice points in the neighbourhood. I assume that the 
interacting neighbourhood is the eight nearest neighbours in the two dimensional 
lattice, however using the theory developed in this chapter more complex and 
indeed perhaps more realistic neighbourhoods can be investigated with little dif­
ficulty.
W ith in  p a tc h  phase: In this phase the local population reproduces and matures 
within its patch. It is assumed that all patches are identical in quality. Mathe­
matically we have
where /  represents the growth rate for the population (see Chapter 5 for exam­
ples).
There has been some discussion into the formulation of the single species CML. In 
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act simultaneously. The model tha t they considered was
Nt+i (i , j )  = f ( N t ( i , j ) ) + D V 2N t(r)
where N t{i, j)  is the density of hosts at generation t a t the ( i , j ) th lattice position, D 
is the dispersal rate, and
V 2JVt(r) =  N ,(i -  l , j )  + N t (i +  1, j)  +  N t( i , j  -  1) +  N, ( i , j  +  1) -  4N t (i, j).
However, as discussed in Hassell, Miramontes, Rohani & May (1995) and Bascompte 
& Sole (1995) there are certain problems with this formulation. Hassell et al. (1995) 
argue tha t the result ‘as the dispersal rate increases the dynamics become increasingly 
unstable’, is surprising for single species models. Hassell et al. (1995) conclude that 
this counter-intuitive result arises solely from the biologically unreasonable assumption 
tha t individuals may fail to survive and yet may still disperse, leading to negative 
population densities at some patches. Therefore, Hassell et al. (1995) argue tha t the 
growth and dispersal must be separated in the CML formulation. To tha t end, Hassell 
et al. (1995) split the host class into two age classes; one for adults and one for larvae. 
From this structure the authors show tha t the addition of dispersal has no effect on 
the stability of the homogeneous steady state. However, in order to achieve this, the 
authors had to use a specific form of population model.
On a technical note, the neighbourhood may differ from patches on the boundary of 
the arena. Generally three scenarios are considered:
P e rio d ic  Periodic (or cyclic) boundaries have opposite edges of the arena joining to­
gether. Thus if the arena is a two-dimensional lattice, then using periodic bound­
ary conditions effectively turns the arena into a torus. This is clearly unrealistic, 
but has the advantage that all lattice points are equivalent, as there are no edge 
effects.
A b so rb in g  When an individual disperses across the boundary, it is assumed to be 
lost.
R eflec tive  Individuals are not allowed to cross the boundary, and so are reflected back 
into the arena.
Equations (6.1) and (6.2) along with prescribed boundary conditions define the CML. 
Further reading on CML’s can be found in Tilman &; Kareiva (1997), Kaneko (1992) 
and Hassell (2000).
One key question has been asked of CML’s; ‘under what conditions can dispersion desta­
bilise population dynamics, or does the dispersal have a stabilising effect’? This idea 
is discrete-time equivalent to Turing instabilities (Murray 1989) for reaction diffusion
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systems. Many authors have attem pted this question (Rohani, May & Hassell 1996, Ro- 
hani & Ruxton 1999a, Rohani & Ruxton 1999b, Neubert, Caswell & Murray 2002, Bas- 
compte &; Sole 1994) but they only cover stability for specific types of models as opposed 
to a general framework. In this chapter I draw up this general framework by using the 
analysis for integro-difference equations.
Integro-difference equations are simple models that have discrete-time population dy­
namics and a continuous spatial habitat. The concept of the model is much the same 
as the CML in that there are two distinct stages; a growth stage and a redistribution 
stage. The composition of these two stages yields the integro-difference equation
N t+ iM =  [  H x , y ) f ( N t (y))dy (6.3)
Jn
where N t (x) is the population at generation t at point x  in space, k ( x , y) is the redistri­
bution kernel where k(x,  y)dy is the probability tha t an individual, iV, at x  originated 
from an interval of length dy about y, and Q, is the spatial domain. It is often the 
case tha t the redistribution kernel depends on the absolute location or on the relative 
distance, in which case we may rewrite (6.3) as
N t+i(x) = [  k(x  — y ) f ( N t {y))dy. (6.4)
Jn
Different types of redistribution kernels can be used in order to best fit the species that 
is being model. An excellent review of integro-difference equations and their analysis 
can be found in Neubert, Kot & Lewis (1995).
For two species CML models, one model in particular has drawn some interest; the 
spatially extended Nicholson-Bailey model that features in Comins, Hassel & May 
(1992). The authors show that a wide range of spatially structured patterns are ob­
served which depend on the fractions of hosts and parasitoids tha t disperse in each 
generation. These spatial patterns arise from the locally unstable population dynam­
ics, as opposed to dispersal-driven instabilities. However, due to the unstable nature 
of this model, the authors have to make some numerical adjustments to compensate 
for this. In this chapter I show that these types of spatial behaviours are possible for 
a more realistic population model.
6.2 M odel & Analysis
Throughout this chapter I assume tha t the CML has periodic boundary conditions so 
tha t each lattice point is equivalent. However, many of the results and observations 
presented here can be seen with other boundary conditions.
Let us first consider the case where a single species can disperse over the CML.
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6.2.1 Single Species Interactions
Rather than splitting the host population as considered in Hassell et al. (1995), I suggest 
the following formulation:
JVj,t+1 =  (1 -  li)f(Ni,t) +  ^  for i e c  (6.5)
m j€AC
where C is the set of all lattice points. In this formulation the density dependent 
growth acts at each site before dispersal, therefore avoiding dead individuals dispersing. 
This two stage process is similar to that exhibited by integro-difference equations (see 
Section 6.2.2).
In the following lemma I will show tha t dispersal driven instabilities are not possible 
with single species models.
L em m a 6.2.1. For a single species CML (6.5) with cyclic (periodic) boundary condi­
tions, dispersion cannot destabilise the spatially homogeneous equilibrium.
Proof. Suppose tha t the local population dynamics given by N t+\ = f{ N t), has a 
unique positive equilibrium that is linearly stable, tha t is, there exists a unique N* > 0 
such tha t N* = f ( N*)  where |/'(A^*)| <  1.
Now suppose we spatially extend the local population using the CML (6.5) which has 
periodic boundary conditions. Suppose tha t the lattice has n  x n  lattice points which 
I label in the following way:
(6 .6)
1 2 . . .  n
n  +  1 n  +  2 . . .  2 n
n 2 — n  +  1 n 2 — n  +  2 . . .  n2
Then (6.5) can be w ritten as
Uj+i = K F (U t) (6.7)
where Ui = Ni for i = 1 . . .  n 2, Fi(Ui) = f {Ni )  for i = 1 . . .  n 2 and K  G K™2 xn2 is the 
redistribution m atrix whose rows and columns are made from the diffusion coefficient. 
Hence the rows and columns of K  must sum to unity since redistribution must conserve 
mass as the boundary conditions are periodic. The exact nature of K  depends on the 
local dispersion rules, however the m atrix has a block structure. An example of this 
m atrix can be found in Figure 6-3.
Now if there is no diffusion then K  =  I, the identity matrix, and hence (6.7) becomes
U t+i =  F(U*)
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and hence the homogeneous state state is given by
U* =  F(U*) i.e. N* = f (N*) .
Now linearising about this homogeneous steady state, U*, gives
V m  =  K JV t
for the growth rate of the spatially heterogeneous perturbation V*, where
J  =  diag { /'(iV *),. . . ,  f ' (N*) }  e  K"2xn2.
It follows tha t if p (K J) <  1 (where p(-) is the eigenvalue of the m atrix with great­
est modulus) then U* is stable to heterogeneous perturbations, i.e. dispersion cannot 
destabilise.
Now
p(K J) < || K J  | 2
—  11^ 112 IIII2
< ^IIK IIJIK IL IIJIIj 
=  | |J | |2 since IIKII, =  U K ^  =  1 
=  p(J) since J  =  J T 
< 1
□
W hat Lemma 6.2.1 is saying is that if the local population dynamics are stable, then 
the addition of dispersion will have no destabilising effect. Moreover, this result is 
independent of the grid size, and the neighbourhood of dispersion, and of the fractions 
of hosts dispersing, which is consistent with the formulation in Hassell et al. (1995). 
Therefore, the CML (6.5) produces biologically and mathematically realistic results, 
which does not rely on splitting the host population into two age classes.
This result can be seen numerically in Figure 6-1. For this figure I use the Ricker 
model, and for the parameters used there exists a unique positive stable steady state. 
Thus Lemma 6.2.1 predicts tha t the homogeneous steady state will be stable since the 
local dynamics are stable. As we see in the figure, as time evolves the initial random 
perturbations from the homogeneous steady state decay and the CML settles down to 
the homogeneous steady state.
Figure 6-2 (a) shows tha t the average host density per patch tends to the homogeneous 
steady state monotonically. This behaviour is consistent with tha t of the non-spatial
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Figure 6-1: A single species CML with periodic boundary conditions. The local dy­
namics are given by the Ricker model N t+ 1 =  A N te~rNt. The model parameters are 
Ijl = 0.1, A = 2.3 and r = 1. The hosts disperse to their eight nearest neighbours with 
equal weighting. The grid size is 25. Areas on the grid in red are high densities and 
areas in blue are low densities. The left hand figure is the initial random densities. The 







Figure 6-2: Host density per patch. In the above figures the average host density per 
patch is plotted against time. In (a) the model parameters are as in Figure 6-1. In (b) 
the model parameters are as in (a) but with A = 8.
model. In Figure 6-2 (b) the value of A has been increased to 8 so that the non-spatial 
model has an unstable positive steady state that oscillates with period two. This is 
clearly mimicked by the CML where after a transient period the CML switches between 
two homogeneous population levels in subsequent generations.
As a side note, by representing the CML as (6.7), once the dispersion matrix K has 
been prescribed, the numerical simulations for the CML are straightforward. This 
is because future populations can easily be calculated by matrix multiplication. The 
structure of the dispersion matrix K  is shown in Figure 6-3 for a 2D single species 
model where hosts disperse to there eight nearest neighbours. Notice that the matrix 
is obviously symmetric and the rows and columns sum to unity, since the dispersion 
rules are symmetric and the boundary conditions are periodic.







0 5 10 15 20 25
Columns of K
Figure 6-3: The structure of the dispersion matrix K  for a 2D single species model 
where hosts disperse to their eight nearest neighbours. The boundary conditions are 
periodic. The *’s denote elements of K  whose value is 1 — //, where n is the dispersion 
coefficient. The + ’s denote elements of K  whose value is /z/8. The lattice has 5 x 5  
lattice points.
I now extend the single species CML to two interacting species.
6 .2 .2  T w o  In te r a c t in g  S p ec ies
Now suppose that we wish to spatially extend the two interacting species model
N t+l = (6.8a)
Pt+i = (6.8b)
Then extending (6.5) to two species we have
Ni,t+1 = ( l - ^ ) f ( N i , t ,Pi,t) + —  Y,(6-9a)
Pi,(+1 =  ( I - M p )s (A k ,uP ,t (6.9b)
In this formulation I assume that both species have the same dispersion rules but may 
have differing dispersion coefficients n N and n P. However, the following results can 
be extended to differing dispersion rules as long as each rule assumes that mass is 
conserved, i.e. there is no mortality during dispersal.
* + + + + + + +
i
+
+ * + + + + + + +
+ * + + + + + + +
+ * + + + + + + +
- + + * + + + + + +  -
+ + + * + + + + +
+ + + + * + + + +
+ + + + * + + + +
+ + + + * + + + +
- + + + + + * + + +
+ + + * + + + + +
+ + + + * + + + +
+ + + + * + + + +
+ + + + * + + + +
+ + + + + * + + +
+ + + * + + + + +
+ + + + * + + + +
+ + + + * + + + +
+ + + + * + + + +
4* + + + + * + + +  -
+ + + + + + * + +
+ + + + + + + * +
+ + + + + + + * +
+ + + + + + + * +
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Now, one im portant question to ask is ‘can dispersal destabilise locally stable pop­
ulation dynamics?’ These types of questions have been posed for reaction-diffusion 
equations which was first discussed in Turing’s seminal paper on the chemical basis of 
morphogenesis (Turing 1952). This theory has led to explanations for mammalian coat 
patterns, butterfly wing patterns and hair patterns to name but a few.
To answer such a question for the CML I first develop the notion in one spatial dimen­
sion (so tha t the CML is a line of coupled lattice points that are joined at the ends due 
to the periodic boundary conditions to form a ring), I then extend this notion to two 
spatial dimensions.
The ID CML
The key to the following analysis is to notice the structure of (6.9). By noticing that 
the growth terms act before dispersion, it is possible to formulate the one-dimensional 
CML in terms of an integro-difference model by choosing a special redistribution kernel. 
The one spatial dimensional CML of n  lattice points is
Ni,t+i =  (1 -  Pi,t) + ^  Pi+i,t) +  f ( N i - 1,(, P j_llt)) (6.10a)
Pi,t+1 =  (1 — Pi,t) +  ^  (g(Ni+i.ti P*+i,i) +  s(A i-i.t, P i- i,t)) (6.10b)
for i = { 1 ,2 , . . . ,  n}. This is equivalent to the one dimensional integro-difference model
N t+i(x) = f kN( x - y ) f ( N t (y) ,Pt (y))dy (6.11a)
Jn
Pt+i(x) = [  kp ( x - y ) g ( Nt ( y ) , P t ( y ) ) dy  (6.11b)
Jn
where x  E [0,1] =  Q, and the redistribution kernels are given by
kj{x - y ) =  (1 -  Vj)d{x -  y) +  y  {<5(z - y  + 1 /n)  + S ( x - y -  1/n)}  / ( \x -  y\)
(6.11c)
for j  G {IV, P}, where 8(-) is the usual Dirac delta function, and
I { \ x - y \ )  = [  J (6 .n d )I 0 otherwise
is the indicator function, and C =  {0 ,1/n, 2 /n , . . . ,  1} is the set of lattice points. 
Clearly (6.10) is equivalent to (6.11) since the integro-difference model has a two stage 
process. Firstly the growth phase acts, followed by dispersal. Although the integro- 
difference model acts over all space (since the space is a continuum) only points on the 
lattice are picked up and moved due to the indicator function, / ,  and move to adjacent
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lattice points. All other points in the continuum do not move. Moreover,
f  k j (x)dx = (1 — pj) f  6(x)I(\x\)dx + [  6(x +  l / n) I ( \ x \ )dx
Jo Jn 2 Jq
+ Y  [  ~  l/^ )J(|^ |)do ;
J Cl
= + f + f
=  1
for j  6 {iV, P}. Hence there is no mortality during dispersal.
Since (6.10) is equivalent to (6.11) we may use theory developed for integro-difference 
for the CML. Therefore, I now give conditions for dispersion-driven instabilities using 
theory developed in Neubert et al. (1995).
L em m a 6.2.2. For the two interacting species model (6.8), the spatially extended one 
dimensional CML (6.10) (or equivalently (6.11),) can be destabilised by dispersion if, 
and only if, one or more of the following inequalities are violated:
1 -  tr(K J) +  det(K J) > 0 (6.12a)
1 +  tr(K J) +  det(K J) >  0 (6.12b)
where tr(-) and det(-) are the trace and determinant of the matrix respectively, and 
K  =
1 fi>N fj,N cos (■“) 0
0 1 -  [ip +  cos (^ )
where n is the number o f lattice points in the CML and uj is the wave number, and J  
is the Jacobian of (6.8).
Proof Consider a linearly stable unique positive steady state, N*,P* > 0, of (6.8) 
where
N* = f (N*j  P*)
P * =  g(N*,P*).
Then assuming periodic boundary conditions, then the steady state (N * , P *) is a spa­
tially uniform (homogeneous) steady state of the integro-difference system (6.11) (and 
equivalently the CML (6.10)). Now consider perturbations from the homogeneous 
steady state of the form
N t(x) = N* + n t {x) 
Pt (x) = P * + p t (x).
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For sufficiently small perturbations, n* and pt , we may linearise about the steady state 
(N*,P*)  to get
n t+i(x) = /  kN( x - y )  [J\\n t (y) + JnPt (y) \dy  (6.13a)
Jn
p t+i (x)  =  / kP( x - y ) [ J 2i n t (y) +  J22Pt (y) \dy (6.13b)
Jn
since j ^ kj (x)dx = 1, and where Jij are the elements of the Jacobian, J .
Now consider the Fourier transform pair
/ +oo etujxf ( x ) dx
-O O
f(oj) =  2 .  j +" e - ^ f ( w ) d o j  
and the transformed perturbations




where i = \ / —I. Then taking the Fourier transform of linearised equations (6.13) we 
get n t+ iM =  K J n t ( u>)
Pt+iM _ Pt(u)_
where K  is given by
_  kN(u) 0 
0 kP(u>)
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Now for j  G {N , P }
kj{uj) = /  kj(x)(
Jn
= (1 — nj) f  S(x)I(\x\)etuxd x j  5(x +  l ln)I{\x\ )e%UJXdx  
Jn 2 Jn
+ V  f  *(x ~  l / n) I ( \x \ )eiuxdx
2 Jn
= 1 -  H  +  f  S(y)I(\y -  l / n\ )etujydy
J  Q
+  y e “  J  S(y)I(\y + l/n\)e™vdy
= l - „ ) +  f ( e - ? + e ^ )
=  1 — y j  +  y,j cosh j  
=  1 — flj +  /ij cos  ^—^  .
Now, in the absence of dispersal K  =  I and under the assumption tha t (N*,P*)  is 
linearly stable, it follows that all the eigenvalues of J  have modulus less than one. 
Hence, a dispersal-driven instability can arise if, and only if, the matrix K J  has one 
or more eigenvalues with modulus greater than one. Now by the Jury conditions the 
local dynamics axe linearly stable if, and only if,
1 — tr(J )  +  det(J) >  0 (6.14a)
l + t r ( J ) + d e t ( J )  >  0 (6.14b)
l - d e t ( J )  > 0. (6.14c)
Hence adding (6.14a) and (6.14b) and combining with (6.14c) yields
|det(J) | <  1.
Note tha t \kj\ < 1 for j  G {N , P} ,  and therefore
|det(K J)| =  ^ fcp d e t(J)
< 1.
Hence by the Jury conditions the result follows. □
Notice tha t the matrix K  depends on the wave number cj, and hence dispersal-driven 
instability will occur (it at all) for limited ranges of u.
Inequality (6.12a) guarantees tha t all real eigenvalues of K J  are less than +1. If this 
inequality is violated then the spatially homogeneous steady state will lose stability, and
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the solution will become spatially structured. This bifurcation is known as a plus-one
lose stability, and the solution will become spatially structured and time-periodic with 
period two. This type of bifurcation is known as a minus-one bifurcation.
Neubert et al. (1995) are able to show tha t for integro-difference equations that exploiter- 
victim type of dynamics are necessary for dispersal-driven instabilities. Therefore, it 
may be possible to get dispersal-driven instabilities for the host-pathogen model studied 
in Chapter 5. However, there can be no dispersal-driven instabilities for competition 
models which is consistent with the Hassell formulation (Rohani et al. 1996).
In this model formulation, I have assumed tha t the species only disperse to the neigh­
bouring patches. However, with a simple adjustment to the functions kN and kP, 
more complex dispersal structures may be used. For example, one could easily modify 
the above analysis to incorporate movement to further patches, or to include unequal 
weighting to represent wind effects or olfactory cues.
By way of an example I will demonstrate this theory on a discrete-time predator-prey 
model
where Nt  and Pt are the densities of the prey and predators at generation t. The 
dynamics of this system are not im portant for the purpose of this example, other than 
this model exhibits exploiter-victim type dynamics.
Model 6.15 has a unique positive steady state
Now for a plus-one bifurcation inequality (6.12a) must be violated. Thus we may plot
bifurcation. Inequality (6.12b) guarantees tha t all real eigenvalues of K J  axe greater 
than —1. If this inequality is violated then the spatially homogeneous steady state will









which is biologically realistic if c > 1 and is linearly stable if, and only if,
1 < c <  2
Q = 1 -  tr(K J) +  det(K J)
as a function of cj. If Q(oj) <  0 for some value of cj then dispersion will have destabilised 
the homogeneous steady state, giving rise to a spatially structured solution.
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Figure 6-4: A plus-one bifurcation for a ID CML. In (a) the function Q(u) > 0 thus 
the CML in (b) has a spatially uniform steady state. In (c) the function Q(cj) < 0 
for some interval of u>. Therefore there is a plus-one bifurcation, which is seen in the 
CML (d) where the solution is spatially structure. The simulations have been run for 
10000 generations from random initial conditions. The parameter values for each plot 
are n = 60, r = 0.9, c =  1.75, f.iP =  0.09 and in (a) & (b) n N =  0.89 and in (c) & (d) 
HN = 0.90.
In Figure 6-4 we see that by increasing the fraction of prey dispersing the uniform 
steady state is destabilised. This dispersal-driven instability occurs because the prey 
species disperses so quickly that the predators are unable to keep up and exert their 
stabilising influence on the prey which is consistent with reaction-diffusion equations 
(Segel & Jackson 1972).
I now turn my attention to two spatial dimensions.
T h e  2D CM L
The formulation of the 2D CML is much the same as the ID case. I assume that 
each species can disperse to it’s eight nearest neighbouring lattice points with equal 
weighting and that there are n x n lattice points. Stability conditions are similar to 
that of the ID case and the analysis depends on the 2D integro-difference model with
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periodic boundary conditions:
N t+i(x ,y )  = kN( x - u , y - v ) f { N t (u ,v ),P t {u,v))dudv
Jn Jn
Pt+ \{x,y) = kP(x -  u ,y  -  v)g(N t {u ,v),P t {u,v))dudv
Jn Jn
where (x, y) G [0,1] x [0,1] =  ft x ft and the redistribution kernels are given by
k j(x  — u ,y  — v) — (1 — yj)8 (x  — u ,y  — v) +  ~  u +  V n > V ~  v )
+ 8(x — u — 1/n, y — v) + 8(x — u, y — v + 1 /n )
8{x — u ,y  — v — 1/n) + 8{x — u -\- 1 /n ,y — v +  1/n)
+  8(x — u — l / n ,y  — v — 1/n) + 8(x — u + 1/n, y — v — 1/n) 
+ 8(x — u — 1/n, y — v +  l / n ) | j / ( |o ;  — u\,\y  — v\)
for j  G {N , P}, where 8(-, •) is the 2D Dirac delta function, and
1 if (|:r — ti|, \ y - v \ )  e C x C
(6.16a)
(6.16b)
I ( \ x - u , y - v  |) =
0 otherwise
is the indicator function, and C = {0 ,1/n, 2 /n , . . . ,  1} is the set of lattice points.
L em m a 6.2.3. For the two interacting species model (6.8), the spatially extended two 
dimensional CML or equivalently (6.16), can be destabilised by dispersion if, and only 
if, one or more of the following inequalities are violated:
1 -  tr(K J) +  det(K J) > 0 
1 +  tr(K J) +  det(K J) > 0
(6.17a)
(6.17b)





k,{w i.w j) =  1 -  Mi +  y  [cos ( ^ )  +  cos 0 )  +  2 cos ( ^ )  cos ( ^ )
and n  x n is the number o f lattice points in the CML, to\,UJ2 are the wave numbers, and 
J  is the Jacobian of (6.8).
Proof. The proof is similar to that of Lemma 6.2.2. The only extra information required
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is the two dimensional Fourier transform
f ( u u u 2) =  [  [  f ( x ,
Jn Jn
The result then follows.




Figure 6-5: A plus-one bifurcation for a 2D CML. The model parameters are r  =  0.9, 
c = 1.75, n =  50, ^iN = 0.97 and /xP = 0.05. In (a) the figure shows a plot of 
Q = 1 -  tr(K J) -I- det(K J) for varying values of u>\ and o>2 - In (b) the figure shows the 
corresponding CML, which is simulated with random initial conditions.
In Figure 6-5 (a) I plot
Q = 1 — tr(K J) +  det(K J) 
for varying values of u>i and u>2 - Clearly Q < 0 for some values of and u>2 and
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thus there is a plus-one bifurcation, which leads to spatially structured solutions in 
the CML. This is shown in Figure 6-5 (b). To observe this type of dispersal-driven 
instability it is necessary tha t the prey have much a larger dispersion coefficient than 
the predators, so tha t the predators fail to have a stabilising effect on the prey. Failure 
to satisfy this condition leads to a spatially uniform solution.
6.2.3 M odel 5.2 Spatially Extended - D ispersal-Driven Instabilities
I now consider the Host-Pathogen model considered in Chapter 5. Recall tha t the 
model is
Nt+i = AlPNte-r M f ( ^ t) + A2( 1 -  p)Nte~rM  (6.18a)
$ t+i =  £pNt {l -  f ( $ t ) )  +  ot$t +  a (6.18b)
where N t and are the densities of hosts and free-living pathogen at generation t, 
and
/ ( $ , )  =  e-P*1. (6.18c)
Note tha t I have changed the parameter lj to £ so that there is no confusion between 
the average number of spores released and the wave number.
In this section I consider whether Model 6.18 can give rise to dispersal-driven insta­
bilities. To do this I only consider one spatial dimension so tha t the analysis is less
complex, however conclusions derived for the ID case can be extended to 2D.
As the above analysis shows, dispersal-driven instabilities can only occur if the local 
population model has exploiter-victim dynamics. That is,
J12J21 < 0
where Jij are elements of the Jacobian. For Model 6.18 we have
J n  =  (1  -  r \N *)A \p e~rxN*e~P®* +  (1  -  r2N*)A2( 1 -  p)e~r2N*
J l2 = —PAipN*e~riN*e~P®* < 0 
J 21 =  up  ^1 — j  > 0
J 22 =  (3upN*e~P® +  a.
Thus clearly J \2J2\ <  0 and so it may be possible to get dispersal-driven instabilities. 
Recall tha t to get these instabilities we require to violate either (6.12a) or (6.12b).
I now consider general conditions for a plus-one bifurcation.
A plus-one bifurcation in a ID CML happens when the local population dynamics are
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stable and (6.12a) is violated, i.e.
Q(w) =  1 — tr(K J) 4- det(K J)
=  1 — (kN J n  +  k*J22) +  kNk#det(J) < 0
where
kj = 1 — jij +  /ij cos  ^ .
Now, we may rewrite Q as a quadratic in cos to get
Q(u>) = A cos2  ^ +  B  cos  ^ +  C  (6.19)
where
A = det(J)
B  = — UnJii ~  ^ 9 ^ 2 2  +  {(1 — Abv)/^ * +  (1 — ^ ) ^ n }  det(J)
C = 1 -  (1 -  fiN)J n  -  (1 -  M# )^ 2 2  +  (1 -  A*iv)(l -  /i*)det(J).
Now
Q(0) =  1 — tr(J )  +  det(J) >  0
since we assume tha t the local dynamics are stable. Also since Q is a quadratic in 
cos, Q must be periodic. Hence, if a plus-one bifurcation is possible by varying the 
dispersal coefficients, the point at which Q(cj) first crosses the a;-axis, u>*, is given by 
simultaneously solving
Q(u>*) =  0 and =  0. (6.20)
du
Now
dQ 2A  / u a  . / u a  B  . / u a
—  =  cos I — sin I —  sin ( — ,
du n  V n / \ n / n  V n /
and so = 0  if, and only if,
sin( D =0 or cos0  = - ^ -  (6-21)
The period of Q is 2n7r, since Q(0) =  Q(2n7r) >  0. Hence there are only 3 possible 
solutions to (6.21):
1. If 0 <  — < 1 then u  =  n  arccos ( — | Hence there exists an to*
2 A \  2A J  2
71/IT
satisfying (6.20) if B 2 — 4A C  = 0 where 0 <  u* <
Z
„ B  n , 7T7T /  B  \  __ ,
2. If — 1 < ------   <  0 then —  <  u  = n  arccos — —— < niv. Hence there exists an
2A 2 V 2 A
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3. If 
0.
uj* satisfying (6.20) if B 2 — 4AC  = 0 where n7r/2 <  uj* < n7r. 
B
2 A
> 1 then uj = nir. Hence there exists an u* satisfying (6.20) if A —B  + C  =
The value uj* predicts the wavelength of the spatially structured solution close to the 
bifurcation. Since I have assumed in the CML formulation tha t the length of the 
domain is one, it follows tha t there will be uj*/2tt troughs in the spatially structured 
solution. Clearly if uj* = mr (as in case 3 above) then there will be n /2  troughs in the 
spatially structured solution, which means tha t the values will alternate between two 
values in the ID CML (as in Figure 6-4). This is the maximum number of troughs 
possible.
For a minus-one bifurcation a similar result holds. This time the function we are 
interested in is
Q(w) = 1 +  tr(K J) +  det(K J)
which can be written as
Q(uj) = A cos2 +  B  cos +  C  (6.22)
where
A = HnH,*,det(J)
B  = (Jn J ii  +  +  {(1 — +  (1 — det(J)
C — 1 +  (1 — tiN)Jn  +  (1 — H*)J22 +  (1 — /Jn)( 1 — ^$)det(J).
Then using the above analysis the result follows except the solution will also be time- 
dependent and have period 2.
I now apply this result to Model 6.18 and discuss some of its implications.
In Figure 6-6 I fix the model parameters for Model 6.18 and vary the dispersion coef­
ficients, fiN and (jl$. One can see tha t in graphs (a), (b) and (c), where host dispersal 
is large and pathogen dispersal is small then the function (6.22) becomes negative for 
some wave number interval, whilst (6.19) remains positive. Hence one would expect 
to observe a minus-one bifurcation, which gives period two time-dependent spatially 
structured solution in the CML. This is shown in (c) where successive snapshots of 
the CML simulation have been shown after a transient period of 1000 generations (the 
solid and dashed lines). In (d), (e) and (f), where there is little difference in the two 
dispersion coefficients, we see tha t both the functions (6.22) and (6.19) are positive 
for all wave numbers. Hence the CML has a spatially uniform solution. In (g), (h) 
and (i), where host dispersal is small and pathogen dispersal is large then the function
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Figure 6-6: Dispersal-driven instabilities. The local host-pathogen parameter values 
for Model 6.18 are A\ =  5.6, A2 = 2.59, r\ =  0.03, =  2, (3 =  1.78, £ =  1.07,
a = 0.06, p = 0.95 and a = 0.8. For these parameter values Model 6.18 has a unique 
positive linearly stable equilibrium value. In (a), (b) & (c) the dispersion coefficients 
are p N = 0.99 and p# =  0.3. In (d), (e) & (f) the dispersion coefficients are pN = 0.02 
and p* = 0.3. In (g), (h) & (i) the dispersion coefficients are p N = 0.02 and p* = 0.99. 
Graphs (a), (d) Sz (g) are plots of the function (6.22), hence if the function becomes 
negative for some wave number then a minus-one bifurcation will be observed. Graphs 
(b), (e) Sz (h) are plots of the function (6.19), hence if the function becomes negative 
for some wave number then a plus-one bifurcation will be observed. Graphs (c), (f) &; 
(i) are the resultant CML simulations. The CML simulations are started from random 
initial population values and are run for a transient period of 1000 generations. See 
text for more detail.
(6.19) becomes negative for some wave number interval, whilst (6.22) remains positive. 
Hence the CML exhibits a spatially structured solution that is stationary in time, since 
a plus-one bifurcation has occurred.
In Figure 6-7 we see that as the amount of externally applied pathogen is increased the 
regions in (pN, p*)-space where dispersal-driven instabilities occur become smaller. If 
a is increased sufficiently then the regions vanish as the host population dies-out and 
therefore no dispersal-driven instabilities can occur.
In Figure 6-8 we see that the number of lattice points makes no difference to the re­
gions in (pN, p ,*,)-space where dispersal-driven instabilities occur (compare to Figure 6-
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Figure 6-7: Dispersal-driven instabilities in Model 6.18. The areas shaded in black 
correspond to regions in (pN, ^$)-space where a minus-one bifurcation occurs, so that 
the spatial solution is spatially structured and time-dependent. The areas in gray 
correspond to regions in (//tv, AO-space where a plus-one bifurcation occurs, so that the 
spatial solution is spatially structured and time-independent. In both regions \B/2A\ > 
1, and so the number of troughs is half the number of lattice points. The local host- 
pathogen parameter values for Model 6.18 axe A\ =  5.6, A 2 = 2.59, rq = 0.03, 7*2 =  2, 
(3 =  1.78, £ =  1.07, a = 0.06, p = 0.95 and in (a) a = 0.5 and in (b) a = 0.8. The ID 
CML has 60 lattice points.
7 (b)). This obvious from observing the functions (6.19) and (6.22) which determine if 
dispersal-driven instabilities are possible. This is because the number of lattice points, 
n, determines the frequency of the functions (6.19) and (6.22), which gives the number 
of troughs in the CML, whilst the coefficients A, B , and C  (which depend on the model 
parameters) determine the amplitude of the functions.
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Figure 6-8: Dispersal-driven instabilities in Model 6.18. The areas shaded in black 
correspond to regions in pace where a minus-one bifurcation occurs, so that
the spatial solution is spatially structured and time-dependent. The areas in gray 
correspond to regions in (nN, /i^-space where a plus-one bifurcation occurs, so that the 
spatial solution is spatially structured and time-independent. In both regions \B /2 A\ > 
1, and so the number of troughs is half the number of lattice points. The local host- 
pathogen parameter values for Model 6.18 are the same as in Figure 6-7 (b). The ID 
CML has 20 lattice points.
6.3 S p a tia l ly  S t r u c tu r e d  S o lu tio n s  W i th  U n s ta b le  Local 
D y n am ics
So far I have only discussed dispersal-driven instabilities. W hat if the local temporal 
dynamics are unstable? W hat effects do the dispersal coefficients have on the spatial 
dynamics?
Suppose that the local dynamics are unstable, so that in the absence of dispersal the 
host and pathogen densities oscillate in time. I now investigate the behaviour of the 
CML when these unstable dynamics are spatially extended.
From the extensive simulations that I have carried out on Model 6.18, I have classified 
the behaviours into two categories:
S p ira l W aves: The hosts and pathogens form waves that sweep across the lattice that 
roughly repeat themselves in an ordered way. When plotting the total density of 
hosts against the total density of pathogen in a phase-plot, the results look very 
similar to that of limit cycles (see Figure 6-9). Due to the periodic boundary 
conditions the patterns that are observed are symmetric. When using smaller 
domains, the spirals may not be observed so clearly, and may result in ’periodic 
waves’ that have similar properties as the spiral waves. The basis for the spiral
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wave is founded on the propagation of a wave, in which the hosts invade the 
(almost) empty space which is then attacked by the pathogen, and then die out. 
This is clearly shown in Figure 6-10 where we see that the pathogen wave leads 
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Figure 6-9: Spiral waves. The local host-pathogen parameter values for Model 6.18 are 
A i = 5.6, A 2 = 2.59, n  =  0.03, r2 =  2, (3 = 1.78, f  =  1.07, a = 0.3, a  =  0.06 and 
p  = 0.95. The dispersion coefficients are p N = 0.5 and / i*  =  0.9. There are 200 x  200 
lattice points. The white areas denote where there are high densities of hosts, and black 
areas denote low densities. Initially the simulation had a positive host population at 
position (1,1) on the lattice and zero elsewhere. The CML snapshot is taken after a 
transient period of 1000 generations. The phase plot in figure (b) is the average host 
density per lattice point plotted against the average pathogen density. The phase plot is 
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S tab le  P a tte rn s : After a transient period the CML settles down to a spatially struc-






Figure 6-10: Wave Propagation. The local host-pathogen parameter values for
Model 6.18 are Ai =  5.6, A 2 = 2.59, n  =  0.03, r2 = 2, /3 = 1.78, f  =  1.07, a =  0.3, 
a: =  0.06 and p = 0.95. The dispersion coefficients are p N = 0.5 and /i* =  0.9. There 
are 50 x 50 lattice points. Initially the simulation had a positive host population at 
position (1,1) on the lattice and zero elsewhere. There is a transient period of 1000 
generations before records are kept. The solid line and dashed line denote the densities 
of hosts and pathogen at position (1,1) on the lattice respectively.
tured pattern that remains stationary over time, as opposed to the spiral waves 
case. The patterns usually have patches where there is a high density of hosts 
(see Figure 6-11). In general, where the hosts have high densities, the pathogen is 
at low density and vice versa. One can clearly see in the phase plot the densities 
of hosts and pathogen tend to a stable value over time, as indicated in the top 
right corner of the plot, where the host-pathogen densities spiral in to a fixed 
point. Thus the average host-pathogen densities tend to a constant value over 
time, as opposed to the oscillatory behaviour seen in the spiral waves case.
In Comins et al. (1992) the authors discuss another type of behaviour that they call 
spatial chaos. In this case the host and parasitoid (in my case a pathogen) populations 
fluctuate from patch to patch with no long-term spatial organisation. However, I do 
not observe these phenomenon with my CML and model. There are a few notable dif­
ferences between the model presented in Comins et al. (1992) and the model presented 
here:
• The authors in the Comins et al. (1992) paper consider the Nicholson-Bailey 
model which is inherently more unstable than my model. However, I do not see
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Figure 6-11: Stable Patterns. The local host-pathogen parameter values for Model 6.18 
are the same els in Figure 6-9. The dispersion coefficients are fiN = 0.01 and /Li* =  0.98. 
The CML has 50 x 50 lattice points, and the initial conditions are as in Figure 6- 
9. The CML in figure (a) are of the host population densities. Lattice points that 
are coded in white denote areas of high population density and areas coded in black 
denotes areas of low density. The CML snapshot is taken after a transient period of 
1000 generations. The phase plot in figure (b) is the average host density per lattice 
point plotted against the average pathogen density. The phase plot is taken after a 
transient period of 400 generations, and run for a further 200 generations. Initially 
the simulation had a positive host population at position (1,1) on the lattice and zero 
elsewhere.
this to cause any differences in the types of behaviours observed as my model can 
be driven unstable by suitable choices of parameters.
• The authors in the Comins et al. (1992) paper use reflective boundary conditions, 
where I use periodic boundary conditions. I claim that this difference is the reason
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as to why I do not observe the spatial chaos. This is due to the symmetry that the 
periodic boundary conditions impose. I have also carried out extensive numerical 
simulations on my model with absorbing boundary conditions and found that I 
could observe spatial chaos, as shown in Figure 6-12, where identical simulations 
are run on the CML but with differing boundary conditions. It is clear that 
in both the CML snapshots, (a) and (c), that the spatial patterning is complex 
spiral waves, however, in the figure (c) the patterning is symmetric due to the 
periodic boundary conditions. When examining the phase diagrams in figures 
(b) and (d), we clearly see that the CML with absorbing boundary conditions is 
more chaotic than the CML with the periodic boundary conditions.
(b)
(d) 106
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Figure 6-12: Spatial chaos. The local host-pathogen parameter values for Model 6.18 
are the same as in Figure 6-9, with identical initial conditions. The dispersion co­
efficients are / j , n  = 0.1 and f i *  = 0.11. In figures (a) and (b), the simulations have 
absorbing boundary conditions, as opposed to periodic boundary conditions in figures
(c) and (d).
As the authors in the Comins et al. (1992) paper point out strictly speaking, the spiral 
waves case is still chaotic since the position and the number of focal points varies 
slowly with time in non-repeating patterns. This can be clearly seen in the phase plot
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in Figure 6-9, where the phase is almost periodic, but not quite.
The size of the lattice does not seem to have a massive difference on the spatial struc­
tures observed. However, the spatial patterning in the spiral waves case does differ. 
In smaller lattice sizes it is often harder to see the spirals, but instead one observes 
’periodic’ regions of high and low densities of host and pathogen that vary over time. 
However, it is clear that these are still spiral waves since the phase plots are similar 
(see Figure 6-13).
A verage H ost Density
Figure 6-13: Spiral waves in a smaller lattice. The conditions and parameter values 
are identical to that in Figure 6-9 except that the lattice has 50 lattice points.
I have also observed that:
• The effects of increasing the average contributions to the next generation (v4;’s) 
has the effect of making the spatial patterning more complex. This is due to the 
fact that as the average contribution to the next generation is increased, the local
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population dynamics become more unstable in time. Thus producing more spiral 
waves tha t collide and produce more complex dynamics.
• An increase in the amount of externally applied pathogen (a) has the opposite 
effect. As shown in Chapter 5, an increase in the amount of externally applied 
pathogen has a stabilising effect on the host dynamics. Therefore, by increasing 
the amount of externally applied pathogen, one can stabilise the locally unstable 
dynamics and therefore prevent this type of spatial patterning. However, depend­
ing on the model parameters, the system may still show spatial patterning via 
dispersal-driven instabilities.
6.4 Conclusions & Discussion
In this chapter I have shown tha t the CML can be represented in the form of an 
integro-difference equation. For a general single species model, I have shown tha t the 
size of the CML has no effect on the spatial stability of the model which also does not 
depend on the dispersal coefficients. Therefore, this formulation of the CML seems like 
a biologically sensible idea.
To get dispersal-driven instabilities we need at least two interacting species, which is 
consistent with continuous-time reaction-diffusion models. I then derive general con­
ditions for the instabilities, and demonstrate that they occur when there are large 
differences in the dispersal coefficients between the two species. Moreover, the insta­
bilities will only occur when the species have an exploiter-victim type of relationship. 
The dispersal-driven instabilities are independent of the size of the CML.
From the numerous numerical simulations tha t I have carried out on Model 6.18, it 
seems tha t when the host dispersal coefficient is small and the pathogen coefficient is 
large, then if a dispersal-driven instability is possible, a plus-one bifurcation is always 
observed. If the dispersal coefficients are reversed then a minus-one bifurcation is 
always observed. It seems clear that dispersal-driven instabilities can only occur when 
the difference in the dispersal coefficients is large. This is required because the pathogen 
needs to lose its stabilising effect on the host.
Since the pathogen has a stabilising effect on the host population densities (as shown 
in Chapter 5), it is unsurprising tha t by increasing the amount of externally applied 
pathogen, a, the less probability there is of obtaining dispersal-driven instabilities.
For the numerical simulations that I have carried out, I have only been able to get 
bifurcations where the number of troughs is half the number of lattice points (the 
maximum number of troughs possible). I have been able to show (numerically) that 
the regions in (fiN, fi*)-space where a bifurcation is possible then | ^ |  >  1.
The results published in Winder et al. (2001) show tha t there is spatial patterning 
between a prey aphid species and a predatory beetle species. From the data collected,
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the authors are able to show that the spatial patterning is not stationary but moves 
about the field, with the aphid species following the beetles. The analysis and simula­
tions carried out in this chapter would suggest tha t the mechanism for this patterning 
comes from unstable temporal dynamics, rather than from dispersal-driven instabili­
ties. One might expect to see this since aphids have massive reproductive potentials, 
and hence the average contribution to the next generation, Ai, will be large. As seen 
in Chapter 5, if the average contribution to the next generation is large then the lo­
cal population dynamics are likely to be unstable, resulting in oscillating population 
densities.
The main results of this chapter rely on the fact that the CML may be written as an 
integro-difference equation with a special redistribution kernel. Due to this simple idea, 
many of the results obtained for integro-difference equations can now be applied to the 
CML. For example, many authors are interested in invasions of species or diseases, 
which are modelled by integro-difference equations (see Kot (1992), Hart & Gardner 
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Figure 6-14: Second bifurcation. CML simulations of Model 6.15 with the model 
parameters r = 0.9, c =  1.75, = 0.02 and n# = 0.99. The simulation is started
from random initial conditions. The top set of figures are snapshots of the CML after 
10000 generations. The bottom  set of plots are snapshots of the same CML after 10004 
generations.
For the example predator-prey model (6.15), numerics for the ID CML have indicated
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that a second bifurcation is possible where there are two periodic frequencies. Firstly 
from the minus-one bifurcation where the densities oscillate between neighbouring lat­
tice points in successive generations (as in Figure 6-6 (c)), and a second frequency 
where the densities vary over time periodically (see Figure 6-14).
Figure 6-14 shows that more complex spatial patterning can be observed by dispersal- 
driven instabilities. However, this second bifurcation is currently not well understood 
and needs more analytical and numerical investigation, which I propose to do in the 
future.
In this chapter I have also considered what happens when locally unstable dynamics 
are spatially extended using the CML. The patterning observed depends on the size 
of the lattice, the boundary conditions and the dispersion coefficients. For periodic 
boundary conditions the types of behaviour observed can be generally classified into 
two categories; spiral waves and stable patterns, which can both be observed from 
identical local dynamics but differing dispersion coefficients. In the spiral waves case 
we see that (see Figure 6-9) the average host density fluctuates over time, and mimics 





Figure 6-15: Non-spatial model solution of Model 6.18 with the model parameters 
identical to that in Figure 6-9 and Figure 6-11. The solid lines denote the host density 
and the dashed line denotes the pathogen density.
However, we can clearly see that this local behaviour is not mimicked in the stable 
patterns case, where the average host density goes to a fixed point (see Figure 6- 
11 (b)). Interestingly the fixed point (IV «  2.71) is much larger than the time-averaged 
average host density in the spiral waves case (N  ~  0.77). Therefore, from a control
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point of view, the stable patterns case is not desirable.
Chapter 7
Sum m ary Sz D iscussion
In this thesis I have investigated the role of resistance to controlled host-pathogen 
systems.
In Chapter 2 I considered a continuous-time model for two strains of aphid; one tha t is 
susceptible to the pathogen, and the other resistant to the pathogen. The interspecific 
competition between the the two strains is investigated in two cases; when no pathogen 
is externally applied, and when the pathogen is externally applied. The presence of the 
resistant strain means tha t total eradication of the aphid populations is not possible, no 
m atter how much of the pathogen is applied to the system. However, the interspecific 
competition between the two strains plays an im portant part in the possible eradication 
of one of the species. By adjusting the amount of externally applied pathogen, it may 
be possible to control the pest insect levels in the field, since the susceptible aphids will 
always decrease in density, which may allow the resistant aphids to increase in density. 
Therefore, damage to the crops by the feeding insects could be minimised by selecting 
appropriate levels of externally applied pathogen.
So far, many authors have only considered the trade-off between resistance and repro­
ductive output (see Antonovics & Thrall (1994) and Bowers et al. (1994) for examples), 
however, these models do not take into account the differing competitive abilities. From 
the analysis carried out in Chapters 2 and 3, it is clear that there exists a trade-off be­
tween the ability to compete and the ability to defend from the attack of the pathogen. 
If both strains are strong interspecific competitors then the susceptible and resistant 
strains can persist if insufficient amounts of pathogen are applied. However, applying 
sufficient amounts of pathogen causes the susceptible strain to dwindle to eradication, 
whilst leaving the resistant strain to go to their environmental carrying capacity. 
Perhaps the more interesting scenario is when the susceptible strain is a strong inter­
specific competitor and the resistant strain is a weak interspecific competitor. Then 
depending on the amount of externally applied pathogen, and the time between sprays, 
the resistant strain can out-compete the susceptible strain.
In Chapter 4 I assume that there exists a trade-off between resistance and reproductive
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rate to show tha t depending on how costly the acquired resistance is determines the 
evolutionary behaviour. Moreover, by increasing the amount of externally applied 
pathogen, I have been able to show tha t it is more likely that the insects will evolve to 
a more resistant state. Exactly how this happens depends on the shape of the trade­
off function. If the trade-off function is increasingly costly then a unique attracting 
singular strategy exists, which decreases as the amount of externally applied pathogen 
increases, meaning tha t the aphid population will evolve towards a more resistant state. 
However, if the trade-off function is decreasingly costly then depending on certain 
param eter constraints, the singular strategies are either repellors or branching points. 
By increasing the amount of externally applied pathogen the branching point vanishes 
since as the conditions for the insects become more harsh, there is less to be gained by 
the population becoming dimorphic, where one strain becomes more resistant and less 
fecund and the other strain becoming less resistant and more fecund. After the critical 
point the population can only remain monomorphic which evolve to a highly resistant 
state.
As shown in Chapters 2 & 3, there clearly exists a trade-off between resistance and in­
traspecific competitive ability. Using the technique of adaptive dynamics the evolution 
of this interspecific trait could be further explored.
Chapter 5 investigates a host-pathogen model in discrete time to represent the aphids 
ability to overwinter. Whilst the model results axe similar to those presented in the 
continuous time model, I was able to show tha t the host-pathogen dynamics can be 
stabilised by an increase in the amount of externally applied pathogen. This is further 
shown in the model’s spatial extension in Chapter 6. This is due to the inhibiting effect 
on the susceptible population.
Chapter 6 shows tha t incorporating space into the discrete-time model presented in 
Chapter 5 can have surprising effects. If the local dynamics are locally stable, then 
depending on the dispersion coefficients of the hosts and pathogen, dispersal-driven 
spatially structured distributions of the hosts may be possible. This could be im portant 
in pest management schemes where inspection of the crop for pests is vital, since a pest 
density sample may lead to false conclusions about the state of the pest problem, since 
the distribution of the pests may not be uniform.
If on the other hand, the local dynamics are unstable then applying the pathogen may 
have to be done carefully. Since if the pest insects are highly mobile (i.e. fiN is large), 
then applying a pathogen tha t cannot easily disperse (i.e. is small) will lead to pest 
insect levels tha t are higher than the levels for a pathogen that can easily disperse. This 
result could be im portant when dealing with pathogens tha t rely on water droplets to 
disperse, since watering the crops will help with pathogen dispersal and hence rule out 
the possibility of stable spatial patterns forming which allow high pest insect densities. 
I have shown in Chapter 5 that by increasing the amount of externally applied pathogen
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can have a stabilising effect on the local population dynamics. Therefore, it follows that 
increasing the amount of externally applied pathogen can have a stabilising effect on 
the spatial distribution of the insects. However, if the difference in the dispersion 
coefficients of the hosts and pathogen is large then spatial patterning may occur via a 
diffusion-driven instability.
7.1 Future Work
In all of the models presented in this thesis, I have assumed tha t the state of the crop 
remains constant. However, this may not be realistic for some species of aphid which 
cause serious amounts of damage to the plants. To model this, a new state variable 
would have to be introduced into the model equations that represent the state of the 
plants. The plant dynamics must depend on the density of hosts, and have a negative 
effect on the state of the plant as the density of insects increase. Moreover, as the state 
of the plant decreases, the dynamics of the insects must change. For example, since the 
plant is decreasing in quality, there maybe be effects on the hosts reproductive ability 
(i.e. a decrease in the intrinsic growth rate or a higher susceptibility to crowding) or 
pehaps an increase in the aphids dispersal, since low plant quality will mean tha t the 
aphids will not want to stay feeding on the plant.
In Chapter 4 I assume tha t there is a trade-off between susceptibility to the pathogen 
and intrinsic growth rate. However, as indicated in Chapters 2 and 3, there exists a 
trade-off in interspecific competitive ability. Firstly it would be interesting to explore 
the evolution resistance which has a trade-off with this competition trait. Then secondly 
to explore the evolution of resistance which has a simultaneous trade-off with both the 
intrinsic growth rate and the interspecific competitive ability.
In Chapter 5 I assumed tha t the probability of remaining susceptible at each generation, 
p, is constant. In future work it may be of interest to make this a function of the density 
of free-living pathogen. An interesting biological experiment would be to investigate 
the shape of this function and then try  to fit a curve to the data. One might expect 
tha t as the amount of pathogen is increased, the probability of remaining susceptible 
at each generation will decrease. One possible suggestion is to use the funtion
p ($ t) =  e_0$t
where 6 is a coefficient of resistance. This function decreases as 4>t increases, and has 
a range tha t lies in [0,1].
In Chapter 6 I investigate the stability of coupled map lattices for general systems of 
coupled two-species discrete-time models. To achieve this I transform the CML into an 
integro-difference equation via a special redistribution kernel. Therefore any analysis 
on integro-difference equations can now be applied to CML’s, provided the indicator
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function can be dealt with in the analysis.
As mentioned in Chapter 6, it is possible for some models to exhibit a second dispersal- 
driven instability, which allows the host population to be spatially patterned and to 
fluctuate periodically in time. So far I have been unable to simulate this result for the 
model presented in Chapter 5. Clearly further study is required in order to analyse this 
second bifurcation as it may be biologically im portant in terms of pest management. 
Advances in molecular techniques have revealed tha t infections are often caused by 
multiple pathogen genotypes (see Hodson, Hitchman, Vanbergen, Hails, Hartley, Pos- 
see, W att & Cory (2003) for example). Epidemiological mathematical models have 
tended to either avoid explicit consideration of mixed infections, or to assume within- 
host dynamics as a simple race between genotypes to gain the greatest share of host 
resources, as in the tragedy of the commons’ hypothesis (Hardin 1968). In particular, 
models of mixed infections have not included obligate killers with external persistent 
infectious stages, as is the case with baculoviruses (Begon & Bowers 1995), this impor­
tan t omission being due to a lack of knowledge as to how mixed infections behave. We 
(myself, Prof. Philip Maini (Centre for Mathematical Biology, University of Oxford) 
and Dr. Rosie Hails (Centre for Ecology and Hydrology, University of Oxford)) aim 
to address this gap in the theoretical literature by developing mathematical models in 
continuous time, extending the approach of Ebert Sz Weisser (1997) to include multiple 
strains within a host, and to account for competitive dynamics between the strains. 
These models will be parameterised using data from laboratory experiments. Under­
standing the within host dynamics of mixed infections is the first step to developing 
more realistic population models.
Appendix A
Stability
A .l  Linear Stability Analysis
Linear stability analysis of systems of ordinary differential equations of the form
Tt = f  ( x )
which has steady state x* given by f(x*) =  0, involves linear systems of the form
dx—  = Jx  
dt
where J  is the Jacobian or community matrix. It can be shown tha t the steady state 
x* is linearly stable (or just stable) if all the eigenvalues of J  have negative real part 
(see King, Billingham &; O tto (2003) for example).
If the system is of n-th  order, the characteristic polynomial of J  can be written as
P(X) =  A" +  a1An_1 H + an = 0 (A.l)
where the coefficients ai, i =  0 ,1, . . . ,  n  are all real.
Thus for (linear) stability we require tha t all roots of P (A) have Re(A) < 0.
A .2 Routh-H urwitz Criteria for Quadratics
L em m a A .2.1 . I f  P(X) = A2 +  a\ \  +  a2 , then Re(A) < 0 if, and only if, a \,a 2 > 0.
A .3 Routh-H urwitz Criteria for Cubics
L em m a A .3.1. I f  P ( \ )  = A3 +  aiA2 +  c^A +  0 3  =  0, then Re(A) < 0 if, and only if,
a\ > 0 , £13 >  0 , and a\a2 — a$ > 0 .
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