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Fix a matroid N . A matroid M is N-fragile if, for each element e of
M , at least one of M \ e and M/e has no N-minor. The Bounded
Canopy Conjecture is that all GF(q)-representable matroids M that
have an N-minor and are N-fragile have branch width bounded by
a constant depending only on q and N .
A matroid N stabilizes a class of matroids over a ﬁeld F if, for every
matroid M in the class with an N-minor, every F-representation of
N extends to at most one F-representation of M .
We prove that, if Rota’s Conjecture is false for GF(q), then either
the Bounded Canopy Conjecture is false for GF(q) or there is an
inﬁnite chain of GF(q)-representable matroids, each not stabilized
by the previous, each of which can be extended to an excluded
minor.
Our result implies the previously known result that Rota’s Conjec-
ture holds for GF(4), and that the classes of near-regular and sixth-
roots-of-unity matroids have a ﬁnite number of excluded minors.
However, the bound that we obtain on the size of such excluded
minors is considerably larger than that obtained in previous proofs.
For GF(5) we show that Rota’s Conjecture reduces to the Bounded
Canopy Conjecture.
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Rota’s Conjecture, widely regarded as the most important open problem in matroid theory, is as
follows.
Conjecture 1.1. (Rota [21]) For all prime powers q, the class of matroids representable over GF(q) can be
characterized by a ﬁnite set of excluded minors.
Progress on this conjecture has been intermittent. It has been settled completely only for q  4
[28,2,23,11]. Geelen et al. [5] showed that an excluded minor contains no large projective geometry.
Another partial result toward Rota’s Conjecture is the following:
Theorem 1.2. (Geelen and Whittle [10]) Let F be a ﬁnite ﬁeld and k ∈ N. Let M be a minor-closed class of
F-representable matroids. Then ﬁnitely many excluded minors for M have branch width k.
In 1996, Semple and Whittle [22] introduced matroids representable over partial ﬁelds. Anticipating
some of the deﬁnitions in Section 2, we say a partial ﬁeld P is ﬁnitary if there exists a homomorphism
ϕ : P → GF(q) for some prime power q. We denote by M (P) the set of P-representable matroids.
Since homomorphisms preserve representability, M (P) ⊆ M (GF(q)) for some prime power q if P is
ﬁnitary. Conjecture 1.1 can then be generalized as follows:
Conjecture 1.3. For every ﬁnitary partial ﬁeld P,M (P) can be characterized by a ﬁnite set of excluded minors.
Like Rota’s Conjecture, this conjecture has been settled for only a handful of partial ﬁelds. In
particular, it is known for the regular, sixth-roots-of-unity, and near-regular partial ﬁelds [28,11,12].
At the moment Geelen, Gerards, and Whittle are carrying out a project aimed at proving that
M (GF(q)) is well-quasi-ordered with respect to the minor order (see, for instance, Geelen et al. [6]).
That result, when combined with a proof of Conjecture 1.1, would imply Conjecture 1.3, since proper
minor-closed classes of M (GF(q)) would be characterized by a ﬁnite set of excluded minors. In
this paper we set the stage for a proof of Rota’s Conjecture for q = 5, by reducing it to a conjec-
ture that should be a consequence of the structure theory being developed for the matroid minors
project.
To state our main result we need to introduce a few concepts. We say that a matroid N stabilizes a
matroid M over a partial ﬁeld P if, for each minor M ′ of M isomorphic to N , each P-representation of
M ′ extends to at most one P-representation of M . A matroid N is a stabilizer for a class of matroids
M if N stabilizes each 3-connected member of M . We will be more precise in Deﬁnition 2.21.
Stabilizers were introduced by Whittle [33], who proved that checking if a matroid is a stabilizer
requires a ﬁnite amount of work.
A second concept we need is fragility. Let N , M be matroids. Then M is N-fragile if, for all e ∈ E(M),
at least one of M \e,M/e has no minor isomorphic to N . If M is N-fragile and N is a minor of M then
M is strictly N-fragile. A slightly more general deﬁnition will be given in Section 4. Note that fragility
has been studied previously under a different name. If M is a minor-closed class of matroids, then a
matroid M is almost-M if, for each e ∈ E(M), at least one of M \e and M/e is in M. See, for instance,
[17,14].
A third concept, already mentioned in Theorem 1.2, is branch width. Roughly speaking, a matroid
with high branch width cannot be decomposed into small pieces along low-order separations. It is
closely related to the notion of tree width in graphs. We will deﬁne the branch width of a matroid,
denoted by bw(M), in Section 3.
Deﬁnition 1.4. Let M be a class of matroids. Then N has bounded canopy over M if there exists an
integer l such that, for all strictly N-fragile matroids M ∈M , bw(M) l.
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Deﬁnition 1.5. A class of matroids is well-closed if it is closed under isomorphism, duality, taking
minors, direct sums, and 2-sums.
Our main result now is the following:
Theorem 1.6. Let P be a ﬁnitary partial ﬁeld, let M be a well-closed class of P-representable matroids, each
of which has bounded canopy overM , and let N ∈M be such that
(i) N is 3-connected and not binary;
(ii) N stabilizesM over P;
(iii) M contains all 3-connected P-representable matroids that have an N-minor and are stabilized by N.
Then there are ﬁnitely many excluded minors forM having an N-minor.
Of course the set M we are most interested in is M (P), but it might be possible to establish by
other means that certain P-representable matroids do not occur as minors of some excluded minor.
Then Theorem 1.6 can be applied to a more restricted class.
The condition that the matroids in M have bounded canopy is needed because our result depends
crucially on Theorem 1.2. At ﬁrst it may seem like a rather strong restriction. However, it is expected
that, if P is a ﬁnitary partial ﬁeld, every matroid N has bounded canopy over M (P). The following is
a weaker version of Conjecture 5.9 in Geelen et al. [6].
Conjecture 1.7. Let N be a GF(q)-representable matroid. There is an integer l, depending only on N and q,
such that, if M is a GF(q)-representable matroid with bw(M) > l and N is a minor of M, then there exists an
e ∈ E(M) for which both M \ e and M/e have a minor isomorphic to N.
The difference with Geelen et al.’s conjecture is that they require that both M \ e and M/e have a
ﬁxed N-minor. Our conjecture is clearly implied by theirs.
Our main application of Theorem 1.6 is the following result:
Theorem 1.8. Rota’s Conjecture for GF(5) is implied by Conjecture 1.7.
Unfortunately we cannot make a similar statement for bigger ﬁnite ﬁelds, since our proof relies on
the fact that 3-connected quinary matroids have a bounded number of inequivalent representations,
a property that is not shared by bigger ﬁelds [16].
Theorem 1.6 comes very close to the following conjecture:
Conjecture 1.9. Let P be a partial ﬁeld. IfM (P) has inﬁnitely many excluded minors, then there is an inﬁnite
chain of matroids N1,N2, . . . such that Ni has at least i inequivalent representations over P, and such that Ni
is a minor of some excluded minor.
The catch is in the observation that a matroid may not be stabilized by N yet have fewer repre-
sentations than N . We can, however, deduce the following:
Corollary 1.10. Let P be a partial ﬁeld. IfM (P) has inﬁnitely many excluded minors, but Conjecture 1.7 holds
for P, then there is an inﬁnite chain N1,N2, . . . , with Ni a minor of Ni+1 and Ni+1 not stabilized by Ni .
The paper is built up as follows. First, in Section 2, we give an overview of the theory of matroid
representation over partial ﬁelds. Next, in Section 3 we recall some standard results on connectivity.
Section 3.4 contains a few new results on 2-separations. Section 4 contains a number of observations
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should represent a matroid M having an N-minor, if M were representable over P. We introduce an
incriminating set which indicates where this particular representation fails. Deletion pairs and incrim-
inating sets dictate the basic structure of the proof, in Section 6, of a weaker version of Theorem 1.6,
in which N is required to be a strong stabilizer. In Section 7, then, we show how to prove Theo-
rem 1.6 from this weaker version, and prove Corollary 1.10. We conclude in Section 8 with a number
of applications of our result.
Unexplained notation follows Oxley [18]. We write si(M) for the simpliﬁcation of M and co(M) for
the cosimpliﬁcation of M . We write N  M if N is isomorphic to a minor of M . The smallest member
of N is 0.
2. Partial ﬁelds and representations
We start with the deﬁnition of a partial ﬁeld. In this section we omit proofs, all of which can be
found in at least one of [22,19,20]. All proofs are also collected in Van Zwam [29].
Deﬁnition 2.1. A partial ﬁeld is a pair (R,G), where R is a commutative ring and G is a subgroup of
the group of units of R such that −1 ∈ G .
In some contexts (for instance in Deﬁnition 2.2) we may implicitly identify P with the set G ∪ {0}.
Likewise, we say that p is an element of P (notation: p ∈ P) if p = 0 or p ∈ G . We deﬁne P∗ := G .
Clearly, if p,q ∈ P then also p · q ∈ P, but p + q need not be an element of P.
Deﬁnition 2.2. Let P1,P2 be partial ﬁelds. A function ϕ : P1 → P2 is a partial-ﬁeld homomorphism if
(i) ϕ(1) = 1;
(ii) For all p,q ∈ P1, ϕ(pq) = ϕ(p)ϕ(q);
(iii) For all p,q, r ∈ P1 such that p + q = r, ϕ(p) + ϕ(q) = ϕ(r).
We say that P is ﬁnitary if there is a partial-ﬁeld homomorphism P → GF(q) for some prime
power q. We single out some special homomorphisms:
Deﬁnition 2.3. Let P1,P2 be partial ﬁelds and let ϕ : P1 → P2 be a homomorphism. Then ϕ is an
isomorphism if
(i) ϕ is a bijection;
(ii) ϕ(p) + ϕ(q) ∈ P2 if and only if p + q ∈ P1.
Deﬁnition 2.4. A partial-ﬁeld automorphism is an isomorphism ϕ : P → P.
We introduce some notation related to matrices. Recall that formally, for linearly ordered sets X
and Y , an X × Y matrix A over a partial ﬁeld P is a function A : X × Y → P. If X = (1,2, . . . ,k) then
we say that A is a k × Y matrix.
If X ′ ⊆ X and Y ′ ⊆ Y , then we denote by A[X ′, Y ′] the submatrix of A obtained by deleting all
rows and columns in X − X ′ , Y − Y ′ . If Z is a subset of X ∪ Y then we deﬁne A[Z ] := A[X ∩ Z , Y ∩ Z ].
Also, A − Z := A[X − Z , Y − Z ].
Let A1 be an X × Y1 matrix over a partial ﬁeld P and A2 an X × Y2 matrix over P, where Y1 ∩ Y2
= ∅. Then A := [A1 A2] denotes the X × (Y1 ∪ Y2) matrix with Axy = (A1)xy for y ∈ Y1 and Axy =
(A2)xy for y ∈ Y2. If X is an ordered set, then I X is the X × X identity matrix. If A is an X × Y matrix
over F, then we use the shorthand [I A] for [I X A].
Note that, for our purposes, the ordering of X and Y is only signiﬁcant for the sign of determinants.
And since the sign is irrelevant to the underlying matroid structure, we will freely permute rows and
columns, always along with their labels, throughout the paper.
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P-matrix if, for each square submatrix D of A, det(D) ∈ P.
In particular, all entries of A are in P.
Proposition 2.6. Let P = (R,G) be a partial ﬁeld, let A be an r × E P-matrix, and deﬁne
B := {X ⊆ E: |X | = r,det(A[r, X]) 
= 0}.
IfB 
= ∅ thenB is the set of bases of a matroid.
Following the notation for matroids representable over ﬁelds, we denote the matroid of Proposi-
tion 2.6 by M[A]. Some more terminology:
Deﬁnition 2.7. Let M be a matroid. We say M is representable over a partial ﬁeld P (or, shorter,
P-representable) if there exists a P-matrix A such that M = M[A]. Moreover, we refer to A as a
representation matrix of M and say M is represented by A.
Proposition 2.8. Let A be a P-matrix. Then AT and [I A] are also P-matrices. Let ϕ : P → P′ be a partial-ﬁeld
homomorphism. Then ϕ(A) is a P′-matrix and M[I A] = M[I ϕ(A)].
We will sometimes refer to the rank of a P-matrix.
Deﬁnition 2.9. Let A be an X × Y P-matrix. The rank of A is
rk(A) := max{k ∈ N: there are X ′ ⊆ X, Y ′ ⊆ Y with ∣∣X ′∣∣= ∣∣Y ′∣∣= k,
and det
(
A
[
X ′, Y ′
]) 
= 0}.
It is not hard to verify that the rank function is preserved by partial-ﬁeld homomorphisms, and
that it corresponds to the usual rank function if P is a ﬁeld.
Deﬁnition 2.10. Let A be an X × Y matrix over a ring R and let x ∈ X, y ∈ Y be such that Axy ∈ R∗ .
Then we deﬁne Axy to be the (X − x) ∪ y × (Y − y) ∪ x matrix with entries
(
Axy
)
uv =
⎧⎪⎪⎨
⎪⎪⎩
(Axy)−1 if (u, v) = (y, x)
(Axy)−1Axv if u = y, v 
= x
−Auy(Axy)−1 if v = x,u 
= y
Auv − Auy(Axy)−1Axv otherwise.
We say that Axy is obtained from A by pivoting over xy. To give some intuition for this deﬁnition,
we remark that it corresponds to row reduction in the matrix [I X A], as follows. Multiply row x
by (Axy)−1, then add multiples of row x to the other rows so the other entries in column y become
zero. Finally, exchange columns x and y, and relabel row x to y. The resulting matrix is [I(X−x)∪y Axy].
The next lemma formalizes this.
Lemma 2.11. Let A, x, y be as in Deﬁnition 2.10. Deﬁne a := Axy , b := A[X − x, y], X ′ := X − x, and
F :=
x X ′
y
X ′
[
a−1 0 · · ·0
−a−1b I X ′
]
. (1)
Let P be the (X ∪ Y ) × (X ∪ Y ) permutation matrix swapping x and y. Then
F [I A]P = [I Axy].
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Proposition 2.12. Let A be an X × Y P-matrix and let x ∈ X, y ∈ Y be such that Axy 
= 0. Then Axy is a
P-matrix.
We introduce some notions of equivalence of P-matrices.
Deﬁnition 2.13. Let A, A′ be matrices with entries in a partial ﬁeld P.
(i) If A′ can be obtained from A by repeatedly scaling rows and columns by elements of P, then we
say that A and A′ are scaling-equivalent.
(ii) If A′ can be obtained from A by repeatedly scaling rows or columns, permuting rows, permuting
columns, or pivoting, then we say that A and A′ are geometrically equivalent.
(iii) If ϕ(A′) is geometrically equivalent to A for some partial-ﬁeld automorphism ϕ , then we say that
A′ and A are algebraically equivalent.
Note that in all operations, labels are exchanged along with their rows and columns. It is easy
to verify that the deﬁned relations are indeed equivalence relations, and that equivalent matrices
represent the same matroid, as follows.
Lemma 2.14. Let A, A′ be algebraically equivalent P-matrices. Then M[I A] = M[I A′].
From this deﬁnition it is clear that there is a choice in how to count representations of a matroid.
When we say “M has k inequivalent representations”, we mean that M has k algebraically inequivalent
representations. In contrast, for the deﬁnition of a stabilizer below we use geometric equivalence.
In the remainder of the section we introduce some tools to help us to recognize when matrices
are equivalent.
Deﬁnition 2.15. Let M be a matroid, B a basis of M , and D := E(M)− B . Then G(M, B) is the bipartite
graph with vertices B ∪ D and edges {bd: B{b,d} is a basis of M}.
The graph G(M, B) is the B-fundamental cocircuit incidence graph of M with respect to B (cf. [18,
p. 194]). It has the following properties:
Lemma 2.16. Let M be a matroid and B a basis of M.
(i) M is connected if and only if G(M, B) is connected.
(ii) If M is 3-connected, then G(M, B) is 2-connected.
Deﬁnition 2.17. Let A be an X × Y matrix. Then G(A) is the bipartite graph with vertices X ∪ Y and
edges {xy: Axy 
= 0}.
Lemma 2.18. Let A be an X × Y P-matrix and M := M[I A]. Then G(M, X) = G(A).
The following is a straightforward generalization of a well-known result by Brylawski and Lucas
[3] to partial ﬁelds (see also [18, Theorem 6.4.7]).
Lemma 2.19. Let A, A′ be matrices with entries in a partial ﬁeld P. If A′ is scaling-equivalent to A and A′e = Ae
for all edges e of a maximal spanning forest of G(A), then A′ = A.
Some more terminology: if Ae = 1 for all edges e of a maximal spanning forest T of G(A), then
we say A is T -normalized.
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equivalent:
Proposition 2.20. Let A, A′ be geometrically equivalent X × Y P-matrices, where X, Y are disjoint sets. Then
A is scaling-equivalent to A′ .
Proof. Since A is geometrically equivalent to A′ , we have[
I X A
′]= F [I X A]D (2)
for an invertible matrix F and a diagonal (X ∪ Y ) × (X ∪ Y ) matrix D , by Lemma 2.11. From (2) we
conclude that
I X = F I X D[X, X].
This implies that F is a diagonal matrix. But then A is scaling-equivalent to A′ , as desired. 
2.1. Stabilizers
We now give a more precise deﬁnition of stabilizers.
Deﬁnition 2.21. Let P be a partial ﬁeld, M a matroid, X a basis of M , Y := E(M) − X , S ⊆ X , T ⊆ Y ,
and N := M/S \ T . If, for all X × Y P-matrices A1, A2 such that
(i) M = M[I A1] = M[I A2],
(ii) A1[X − S, Y − T ] is scaling-equivalent to A2[X − S, Y − T ],
we have that A1 is scaling-equivalent to A2, then we say that N stabilizes M .
Deﬁnition 2.22. If N stabilizes M over P, and every representation of N extends to a representation
of M , then we say N strongly stabilizes M over P.
If N has a unique representation over P and N stabilizes M , then N is necessarily a strong stabi-
lizer. Strong stabilizers were introduced by Geelen et al. [8].
We say that N stabilizes a set of matroids M over a partial ﬁeld P if, for each 3-connected
M ∈M , every minor M ′ isomorphic to N stabilizes M over P. The following is easily veriﬁed:
Lemma 2.23. Let M and N be P-representable matroids such that N  M and N stabilizes si(M) over P. Then
N stabilizes M over P.
3. Connectivity and branch width
3.1. The connectivity function
Recall the standard deﬁnition of the connectivity function:
Deﬁnition 3.1. Let M be a matroid with ground set E . The connectivity function λM : 2E → N of M is
deﬁned by
λM(Z) := rkM(Z) + rkM(E − Z) − rk(M).
As usual, a k-separation of M is a partition (X, Y ) of E(M) with |X |, |Y | k and λM(X) < k. A ma-
troid is k-connected if it has no separations of order k − 1 or less.
We start with some elementary and well-known properties of the connectivity function.
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For representable matroids, the following lemma reformulates the connectivity function in terms
of the ranks of certain submatrices of A.
Lemma 3.3. (Truemper [25]) Suppose A is an (X1 ∪ X2) × (Y1 ∪ Y2) P-matrix (where X1, X2, Y1, Y2 are
pairwise disjoint). Then
λM[I A](X1 ∪ Y1) = rk
(
A[X1, Y2]
)+ rk(A[X2, Y1]).
To keep track of the connectivity of minors of M it is convenient to introduce some extra notation.
Deﬁnition 3.4. Let M be a matroid, B a basis of M , and Y = E(M) − B . If Z ⊆ E(M) then MB [Z ] :=
M/(B − Z) \ (Y − Z) and MB − Z := MB [E − Z ].
The following is easily seen:
Lemma 3.5. If M = M[I A] for an X ×Y P-matrix A, sets X and Y are disjoint, and Z ⊆ X ∪Y , then MX [Z ] =
M[I A[Z ]].
To counter the stacking of subscripts we introduce alternative notation for the connectivity func-
tion. This deﬁnition generalizes Lemma 3.3 to arbitrary matroids M and to arbitrary minors of M . It
is equivalent to the deﬁnition found in Geelen et al. [11].
Deﬁnition 3.6. Let M be a matroid and B a basis of M . Then λB : 2E(M) × 2E(M) → N is deﬁned as
λB(X, Y ) := rkM/(B−Y )(X − B) + rkM/(B−X)(Y − B)
for all X, Y ⊆ E(M).
The following lemma shows that this is indeed the connectivity function of a minor of M when X
and Y are disjoint. Once again we omit the straightforward proof.
Lemma 3.7. Let M be a matroid, B a basis of M, and X, Y disjoint subsets of E(M). Then
λB(X, Y ) = λMB [X∪Y ](X).
The following two results can be found in Oxley [18, Proposition 4.3.6, Corollary 11.2.1].
Theorem 3.8. Let M and N be connected matroids, N  M, with |E(N)| < |E(M)|. Then there is an e ∈ E(M)
such that some M ′ ∈ {M \ e,M/e} is connected with N  M ′ .
Theorem 3.9 (Splitter Theorem). Let M and N be 3-connected matroids, N  M, with |E(M)| > |E(N)| 4,
such that M is not isomorphic to a wheel or a whirl. Then there is an e ∈ E(M) such that some M ′ ∈ {M \ e,
M/e} is 3-connected with N  M ′ .
3.2. Blocking sequences
The following deﬁnitions are from Geelen et al. [11].
Deﬁnition 3.10. Let M be a matroid on ground set E , M ′ a minor of M on ground set E ′ ⊆ E , and
(Z ′1, Z ′2) a k-separation of M ′ . We say that (Z ′1, Z ′2) is induced in M if there exists a k-separation
(Z1, Z2) of M with Z ′1 ⊆ Z1 and Z ′2 ⊆ Z2.
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Deﬁnition 3.11. Let M , M ′ , E , E ′ , Z ′1, and Z ′2 be as in the previous deﬁnition. A blocking sequence for
(Z ′1, Z ′2) is a sequence of elements v1, . . . , vt of E − E ′ such that
(i) λB(Z ′1, Z ′2 ∪ v1) = k;
(ii) λB(Z ′1 ∪ vi, Z ′2 ∪ vi+1) = k for i = 1, . . . , t − 1;
(iii) λB(Z ′1 ∪ vt , Z ′2) = k; and
(iv) no proper subsequence of v1, . . . , vt satisﬁes the ﬁrst three properties.
Blocking sequences ﬁnd their origin in Seymour’s work on regular matroid decomposition [24,
Section 8]. The ﬁrst general formulation was due to Truemper [26], but blocking sequences truly took
off with the publication of the proof of Rota’s Conjecture for GF(4) [11]. We have opted to use their
notation rather than the notation used in, for instance, Geelen et al. [7], because Deﬁnition 3.11 clearly
exhibits the symmetry.
The following theorem illustrates the usefulness of blocking sequences:
Theorem 3.12. (Geelen et al. [11, Theorem 4.14]) Let M be a matroid on ground set E, B a basis of M, M ′ :=
MB [E ′] for some E ′ ⊆ E, and (Z ′1, Z ′2) an exact k-separation of M ′ . Exactly one of the following holds:
(i) There exists a blocking sequence for (Z ′1, Z ′2);
(ii) (Z ′1, Z ′2) is induced in M.
In the ﬁrst case we say that (Z ′1, Z ′2) is bridged in M .
Another useful property of blocking sequences is the following:
Lemma 3.13. (Geelen et al. [11, Proposition 4.15(iv)]) If v1, . . . , vt is a blocking sequence for the k-separation
(Z ′1, Z ′2), then vi ∈ B implies vi+1 ∈ E − B and vi ∈ E − B implies vi+1 ∈ B for i = 1, . . . , t − 1.
We will use the following lemma:
Lemma 3.14. (Geelen et al. [11, Proposition 4.16(i)]) Let v1, . . . , vt be a blocking sequence for (Z ′1, Z ′2). If
Z ′′2 ⊆ Z ′2 is such that |Z ′′2 | k and λB(Z ′1, Z ′′2) = k − 1, then v1, . . . , vt−1 is a blocking sequence for the exact
k-separation (Z ′1, Z ′′2 ∪ vt).
3.3. Branch width
A graph T = (V , E) is a cubic tree if T is a tree in which each vertex has degree exactly one or
three. We denote the leaves of T by L(T ).
Deﬁnition 3.15. Let M be a matroid. A partial branch decomposition of M is a pair (T , l), where T is a
cubic tree and l : V (T ) → 2E(M) a function assigning a subset of E(M) to each vertex of T such that
{l(v): v ∈ V (T )} partitions E(M).
If T is a tree and e = vw ∈ E(T ), then we denote by Tv the component of T \ e containing v .
Deﬁnition 3.16. Let M be a matroid and let (T , l) be a partial branch decomposition of M . We deﬁne
w(T ,l) : V 2 → N as
w(T ,l)(v,w) =
{
λM(
⋃
u∈V (Tv ) l(u)) + 1 if vw ∈ E(T );
0 otherwise.
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(
⋃
u∈V (Tv ) l(u),
⋃
u∈V (Tw ) l(u)) is a partition of E(M), so w(T ,l)(v,w) = w(T ,l)(w, v). Hence, for e =
vw ∈ E(T ), we will write w(T ,l)(e) as shorthand for w(T ,l)(v,w).
Deﬁnition 3.17. Let M be a matroid and let (T , l) be a partial branch decomposition of M . The width
of (T , l) is
w(T , l) :=
{
maxe∈E(T ) w(T ,l)(e) if E(T ) 
= ∅
1 otherwise.
Deﬁnition 3.18. Let M be a matroid. A branch decomposition of M is a partial branch decomposition
such that |l(v)| 1 for all v ∈ L(T ), and such that l(v) = ∅ for all v ∈ V (T ) − L(T ).
Deﬁnition 3.19. Let M be a matroid. A reduced branch decomposition of M is a branch decomposition
such that |l(v)| = 1 for all v ∈ L(T ).
We denote the set of reduced branch decompositions of M by DM .
Deﬁnition 3.20. Let M be a matroid. The branch width of M is
bw(M) := min
(T ,l)∈DM
w(T , l).
We start with some elementary and well-known observations. We omit the proofs.
Lemma 3.21. Let (T , l) be a branch decomposition of a matroid M. There is a reduced branch decomposition
(T ′, l′) of M such that w(T , l) = w(T ′, l′).
Proposition 3.22. Let M be a matroid and e ∈ E(M). Then
bw(M \ e) bw(M) bw(M \ e) + 1.
Series and parallel classes do not have an effect on the branch width of a matroid:
Proposition 3.23. Let M be a matroid with bw(M) 2. Then bw(M) = bw(si(M)).
Geelen et al. [7, Theorem 1.4] proved the following result, which states that a blocking sequence
does not increase branch width by much:
Theorem 3.24. Let M be a matroid having basis B, and let Z ⊆ E(M). Suppose that MB [Z ] has a k-separation
(X, Y ), and that v1, . . . , vt is a blocking sequence for (X, Y ) in M. Then bw(MB [Z ∪ {v1, . . . , vt}]) 
bw(MB [Z ]) + k.
We note one particular case for the examples in Section 8:
Lemma 3.25. For all n 2, bw(Wn) = 3.
3.4. Results on 2-separations
We will need to bound the number of 2-separations in small extensions of a 3-connected matroid.
The following lemma does just that.
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then the number of 2-separations in M is at most 2k+1 .
Proof. Let tk denote the maximum number of 2-separations of a k-element extension of a 3-
connected matroid. We argue by induction on k. By Theorem 3.8 there exist a basis B of M , a subset
X of E(M), and an ordering e1, . . . , ek of the elements of E(M) − X such that N ∼= MB [X] and
MB [X ∪ {e1, . . . , ei}] is connected for all i ∈ {1, . . . ,k}.
If k = 1 then e1 can be in series or in parallel with at most one element of MB [X], and it cannot
be both in series and in parallel. Hence t1 = 1.
By duality we may assume ek /∈ B . Let (Z1, Z2) be a 2-separation of M , with ek ∈ Z1. If |Z1|  3
then λM\ek (Z2)  1, and connectivity of M \ ek implies that equality holds. Hence (Z1 − ek, Z2) is a
2-separation of M \ ek . This leads to at most two 2-separations of M: (Z1, Z2) and (Z1 − ek, Z2 ∪ ek).
If a 2-separation of M is not an extension of a 2-separation of M \ ek , then we must have |Z1| = 2.
There is one of these for each f ∈ E(M) − {ek} such that ek, f are in series or in parallel. But ek can,
again, be in series or in parallel with at most one element of X , as well as with each of e1, . . . , ek−1,
so it follows that
tk  2tk−1 + k.
Deﬁne t′k := 2k+1 − k− 2. We claim that tk  t′k . Indeed: t′1 = t1 = 1, and if the claim is valid for k− 1,
then
tk  2tk−1 + k 2t′k−1 + k = 2
(
2k − (k − 1) − 2)+ k = 2k+1 − k − 2 = t′k.
Obviously t′k  2k+1, and the result follows. 
The following deﬁnitions are from Geelen et al. [11].
Deﬁnition 3.27. Let M be a matroid and let (X1, X2) and (Y1, Y2) be 2-separations of M . If Xi ∩Y j 
= ∅
for all i, j ∈ {1,2}, then we say that (X1, Y1) and (X2, Y2) cross.
Deﬁnition 3.28. Let M be a matroid and let (X1, X2) be a 2-separation of M . We say that (X1, X2) is
crossed if there exists a 2-separation (Y1, Y2) of M such that (X1, X2) and (Y1, Y2) cross. Otherwise
we say (X1, X2) is uncrossed.
Crossing 2-separations have previously been studied by Cunningham and Edmonds [4]. Oxley et
al. [15] characterized crossing 3-separations in 3-connected matroids, and those results have been
generalized to crossing k-separations by Aikin and Oxley [1]. The proof of the following lemma is an
instance of the technique of “uncrossing” from those papers.
Lemma 3.29. Let M be a connected, nonbinary matroid. If M has a 2-separation, then M must have an un-
crossed 2-separation.
Proof. Since M is nonbinary, M has a U2,4-minor. Fix such a minor, say with elements {a,b, c,d}. If
(X, Y ) is a 2-separation of M , then either |X ∩ {a,b, c,d}| 1 or |Y ∩ {a,b, c,d}| 1. Let (X ′, Y ′) be a
2-separation of M such that Y ′ is maximal subject to |Y ′ ∩{a,b, c,d}| 1. Let (U , V ) be a 2-separation
that crosses (X ′, Y ′), and assume |V ∩ {a,b, c,d}|  1. Then X ′ ∩ U has at least two elements from
{a,b, c,d}. Now
2 = λM
(
X ′
)+ λM(U ) λM(X ′ ∩ U)+ λM(X ′ ∪ U),
so we must have λM(X ′ ∩ U ) = 1 = λM(Y ′ ∪ V ). Since |(X ′ ∩ U ) ∩ {a,b, c,d}|  2, it follows that
|(Y ′ ∪ V ) ∩ {a,b, c,d}| 1. But |Y ′ ∪ V | > |Y ′|, a contradiction. 
Uncrossed 2-separations are relevant because they can be bridged without introducing new 2-
separations:
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an uncrossed 2-separation of MB [E ′]. Let v1, . . . , vt be a blocking sequence for (Z ′1, Z ′2). If (Z1, Z2) is a 2-
separation of MB [E ′ ∪ {v1, . . . , vt}] then Z ′i ∪ {v1, . . . , vt} ⊆ Z j for some i, j ∈ {1,2}.
Corollary 3.31. Let M be a matroid, B a basis of M, E ′ ⊆ E, and (Z ′1, Z ′2) an uncrossed 2-separation of the
connected matroid MB [E ′]. Let v1, . . . , vt be a blocking sequence for (Z ′1, Z ′2). Then MB [E ′ ∪ {v1, . . . , vt}]
has strictly fewer 2-separations than MB [E ′].
Proof. Let (Z1, Z2) be a 2-separation of MB [E ′ ∪ {v1, . . . , vt}]. Possibly after relabeling, Lemma 3.30
implies that Z ′2 ∪ {v1, . . . , vt} ⊆ Z2. Therefore we know that |Z2 − {v1, . . . , vt}|  2. Also |Z1|  2
so, since MB [E ′] is connected, 1  λB(Z1, Z2 − {v1, . . . , vt})  λB(Z1, Z2) = 1. Hence (Z1, Z2 −
{v1, . . . , vt}) is a 2-separation of MB [E ′], and the result follows. 
3.5. Excluded minors for well-closed classes
We omit the easy proofs of the observations in this section. In all results, M is a well-closed class
of matroids.
Lemma 3.32. Let M be an excluded minor forM . Then M∗ is an excluded minor forM .
Lemma 3.33. Let M be an excluded minor forM . Then M is 3-connected.
Lemma 3.34. Suppose all matroids in M are representable over some ﬁnite ﬁeld GF(q). Let r ∈ N. Then there
are ﬁnitely many rank-r excluded minors forM .
4. Fragility
In the introduction we deﬁned fragility for a single matroid. A slightly more general deﬁnition is
the following:
Deﬁnition 4.1. Let N be a set of matroids. A matroid M is N -fragile if, for all e ∈ E(M), at least one
of M \ e and M/e has no minor isomorphic to a member of N . Moreover, an N -fragile matroid M
is strictly N -fragile if some minor of M is isomorphic to a member of N .
Let N be a matroid. We say that a matroid M is N-fragile if M is {N}-fragile. We establish a few
basic properties of N -fragile matroids. The following is easy to see from the deﬁnition:
Lemma 4.2. If M isN -fragile and M ′  M then M ′ isN -fragile.
The following proposition is well-known; see, for instance, Geelen et al. [9, Corollary 2.4] for a
proof technique.
Proposition 4.3. Let M be a matroid with a 2-separation (A, B) and let N be a 3-connected minor of M.
Assume |E(N)∩ A| |E(N)∩ B|. Then |E(N)∩ B| 1. Moreover, unless B consists of a parallel class or series
class, there is an e ∈ B such that both M \ e and M/e have a minor isomorphic to N.
An immediate corollary is the following. It was also proven by Kingan and Lemos [14, Proposi-
tion 3.1].
Proposition 4.4. Let N be a set of 3-connected matroids with |E(N)|  4 for all N ∈ N , and let M be a
strictly N -fragile matroid. Then M is 3-connected up to series and parallel classes.
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Deﬁnition 4.5. Let N be a set of matroids, let M be a matroid, and let e ∈ E(M).
(i) If M/e has a minor isomorphic to a member of N then e is N -contractible;
(ii) If M \ e has a minor isomorphic to a member of N then e is N -deletable;
(iii) If neither M \ e nor M/e has a minor isomorphic to a member of N then e is N -essential.
We will drop the preﬁx “N -” if it is clear from the context which set is intended. For readers
familiar with the work of Truemper [27] this deﬁnition may cause some confusion: Truemper deﬁnes
a con element e to be such that M/e has no F7-minor and no F ∗7 -minor, and a del element e to be
such that M \ e has no F7- and no F ∗7 -minor. The reasoning behind his choice is clear: rather than
studying {F7, F ∗7}-fragile binary matroids, he studies almost regular binary matroids. Hence losing the
minor is a good thing for him. For us the elements of N will be stabilizers, so we want to keep a
member of N by all means. We use the following notation:
Deﬁnition 4.6. Let N be a set of matroids and let M be a matroid.
CN ,M :=
{
e ∈ E(M): e isN -contractible};
DN ,M :=
{
e ∈ E(M): e isN -deletable};
EN ,M :=
{
e ∈ E(M): e isN -essential}.
We conclude the section with a number of elementary properties of N -fragile matroids. We omit
the straightforward proofs.
Lemma 4.7. LetN be a set of matroids, and let M be an N -fragile matroid.
(i) CN ,M, DN ,M, EN ,M are pairwise disjoint and partition E(M).
(ii) Let N ∗ := {N∗: N ∈ N }. Then M∗ is N ∗-fragile with CN ∗,M∗ = DN ,M, DN ∗,M∗ = CN ,M, and
EN ∗,M∗ = EN ,M.
(iii) Let M ′  M.
(a) If e ∈ E(M ′) and e ∈ CN ,M then e ∈ CN ,M′ ∪ EN ,M′ ;
(b) If e ∈ E(M ′) and e ∈ DN ,M then e ∈ DN ,M′ ∪ EN ,M′ ;
(c) If e ∈ E(M ′) and e ∈ EN ,M then e ∈ EN ,M′ .
(iv) If N is 3-connected and |E(N)| 4 for all N ∈N , and if rkM({e, f }) = 1, then e and f are both deletable.
(v) If N is 3-connected and |E(N)|  4 for all N ∈ N , and if rk∗M({e, f }) = 1, then e and f are both con-
tractible.
5. Deletion pairs and incriminating sets
The results in this section form part of the basic strategy of our proof. They are closely related to
results in Geelen et al. [11] and Hall et al. [12]. Our ﬁrst ingredient is an easy corollary of a theorem
by Whittle [33]. We start by deﬁning a deletion pair.
Deﬁnition 5.1. Let M be a matroid having an N-minor. Then {u, v} ⊆ E(M) is a deletion pair preserving
N if M \ {u, v} is connected and co(M \ u), co(M \ v), co(M \ {u, v}) are 3-connected and have an
N-minor.
A deletion pair is guaranteed to exist, provided that M is suﬃciently large and 3-connected:
Theorem 5.2. (Whittle [33, Theorem 3.2]) Let M, N be matroids such that N  M, rk(M) − rk(N)  3, and
both M and N are 3-connected. If there exists a u ∈ E(M) such that si(M/u) is 3-connected and has an
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= u, such that si(M/v) and si(M/{u, v}) are both 3-connected, and
si(M/{u, v}) has an N-minor.
Corollary 5.3. Let M and N be 3-connected matroids, with N  M, and suppose M is not a wheel or a whirl. If
rk(M)−rk(N) 3 and rk(M∗)−rk(N∗) 3, then for some (M ′,N ′) ∈ {(M,N), (M∗,N∗)}, M ′ has a deletion
pair {u, v} preserving N ′ . Moreover, {u, v} can be chosen such that M ′ \ u is 3-connected.
Proof. By the Splitter Theorem there is a u ∈ E(M) such that either M \ u is 3-connected with an
N-minor, or M/u is 3-connected with an N-minor. Using duality we may assume, without loss of
generality, that the former holds. Then the dual of Theorem 5.2 implies the existence of a v ∈ E(M)−u
such that co(M \ v) and co(M \ {u, v}) are 3-connected with an N-minor. To ensure that {u, v} is a
deletion pair we need to prove that M \ {u, v} is connected. But M \ {u, v} = (M \ u) \ v , and since
M \ u is 3-connected, M \ {u, v} is 2-connected. 
In the remainder of this section P will be a partial ﬁeld, M will be a well-closed class of P-
representable matroids, N ∈ M will be a 3-connected P-representable matroid that is a strong P-
stabilizer for M , M will be a 3-connected matroid with an N-minor, and {u, v} ⊆ E(M) will be a
deletion pair preserving N .
Next we employ the deletion pair to create a candidate P-representation for M when M \ u and
M \ v are P-representable.
Lemma 5.4. Let D, D ′ be X × Y matrices with entries in a partial ﬁeld P. Let u, v ∈ Y be such that
(i) D − u is scaling-equivalent to D ′ − u and D − v is scaling-equivalent to D ′ − v;
(ii) G(D − {u, v}) is connected.
Then D is scaling-equivalent to D ′ .
Proof. If one of D[X,u] and D[X, v] is an all-zero column then the result is trivially true, so we
assume this is not the case. Now let T ′ be a spanning tree for G(D −{u, v}) and let T := T ′ ∪ {xu, x′v}
for some x, x′ ∈ X with Dxu 
= 0, Dx′v 
= 0. Then T is a spanning tree for G(D) = G(D ′). Assume,
without loss of generality, that D and D ′ are T -normalized. Then D − u and D ′ − u are (T − xu)-
normalized, and hence, by Lemma 2.19, D − u = D ′ − u. Likewise D − v = D ′ − v . But then D = D ′ ,
and the result follows. 
Theorem 5.5. Let D be an XN × YN P-matrix such that N = M[I D]. Choose sets B, EN ⊆ E(M) such that B is
a basis of M \ {u, v}, EN ⊆ E(M)−{u, v} is such that MB [EN ] = N, and XN ⊆ B. Suppose M \u,M \ v ∈M .
Then there is a B × (E(M) − B) matrix A with entries in P such that
(i) A − u and A − v are P-matrices;
(ii) M[I (A − u)] = M \ u and M[I (A − v)] = M \ v;
(iii) A[EN ] is scaling-equivalent to D.
Moreover, A is unique up to scaling of rows and columns.
Proof. Suppose D , B , EN are as in the theorem. Let T be a spanning tree for G(M, B) having u and
v as leaves; T exists since {u, v} is a deletion pair. The fact that N is a strong P-stabilizer for M ,
together with the dual of Lemma 2.23, shows that there is a unique (T − u)-normalized P-matrix A′
such that A′[EN ] is scaling-equivalent to D and M \ u = M[I A′], and a unique (T − v)-normalized
P-matrix A′′ such that A′′[EN ] is scaling-equivalent to D and M \ v = M[I A′′]. Since N is a strong
P-stabilizer, also A′ − v = A′′ − u. Now let A be the matrix obtained from A′ by appending column
A′′[B, v]. Then A satisﬁes all properties of the theorem. Uniqueness follows from Lemma 5.4. 
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of M . If a matrix with entries in a partial ﬁeld does not represent a matroid, then it must have one
of three problems, described by the next deﬁnition.
Deﬁnition 5.6. Let B be a basis of M and let A be a B × (E(M) − B) matrix with entries in P. A set
Z ⊆ E(M) incriminates the pair (M, A) if A[Z ] is square and one of the following holds:
(i) det(A[Z ]) /∈ P;
(ii) det(A[Z ]) = 0 but BZ is a basis of M;
(iii) det(A[Z ]) 
= 0 but BZ is dependent in M .
The proof of the following lemma is obvious and therefore omitted.
Lemma 5.7. Let A be an X × Y matrix, where X and Y are disjoint and X ∪ Y = E(M). Exactly one of the
following statements is true:
(i) A is a P-matrix and M = M[I A];
(ii) some Z ⊆ X ∪ Y incriminates (M, A).
For the remainder of this section we will assume that A is an X × Y matrix with entries in P such
that X and Y are disjoint, X ∪ Y = E(M), and u, v ∈ Y .
It is often desirable to have a small incriminating set. If we have some information about minors
of A then this can be achieved by pivoting.
Theorem 5.8. Suppose A − u, A − v are P-matrices and M \ u = M[I (A − u)], M \ v = M[I (A − v)].
Suppose Z ⊆ X ∪ Y incriminates (M, A). Then there exists an X ′ × Y ′ matrix A′ and a,b ∈ X ′ , such that
u, v ∈ Y ′ , A − u is geometrically equivalent to A′ − u, such that A − v is geometrically equivalent to A′ − v,
and such that {a,b,u, v} incriminates (M, A′).
Proof. Suppose the theorem is false. Let X, Y , A,u, v,M, Z form a counterexample, and suppose the
counterexample was chosen such that |Z ∩ Y | is minimal. Clearly u, v ∈ Z . Suppose y ∈ Z for some
y ∈ Y − {u, v}.
Claim 5.8.1. Some entry of A[X ∩ Z , y] is nonzero.
Proof. Suppose all entries of A[X ∩ Z , y] equal zero. Then det(A[Z ]) = 0. Since Z incriminates (M, A),
this implies that XZ is a basis of M . Now there is an x ∈ Z ∩ X such that B := X{x, y} is a basis
of M . But since u, v /∈ B , B is also a basis of M \ {u, v}. Since M \ u = M[I (A − u)], this implies that
Axy 
= 0, a contradiction. 
Now pick x ∈ X ∩ Z such that Axy 
= 0, let X ′ := X{x, y}, let Y ′ := Y{x, y}, A′ := Axy , and let
Z ′ := Z −{x, y}. Since Axy − u = (A − u)xy , the matrix A′ − u is a P-matrix and M \ u = M[I (A′ − u)].
Likewise A′ − v is a P-matrix and M \ v = M[I (A′ − v)].
Claim 5.8.2. Z ′ incriminates (M, A′).
Proof. Note that det(A′[Z ′]) = ±A−1xy det(A[Z ]). Therefore, if det(A[Z ]) /∈ P, then certainly det(A′[Z ′])
/∈ P and the claim follows. Otherwise, observe that X ′Z ′ = XZ , so X ′Z ′ is a basis of M if and
only if XZ is a basis. Moreover, det(A′[Z ′]) = 0 if and only if det(A[Z ]) = 0. The claim now follows
from Deﬁnition 5.6. 
But Z ′ ∩ Y ′ = (Z ∩ Y ) − y, contradicting minimality of |Z ∩ Y |. 
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M \ v = M[I (A − v)], and M \ u,M \ v ∈ M . We also assume that a,b ∈ X are such that {a,b,u, v}
incriminates (M, A).
Pivots were used to create a small incriminating set, but they may destroy it too. We identify some
pivots that don’t.
Deﬁnition 5.9. If x ∈ X, y ∈ Y − {u, v} are such that Axy 
= 0, then a pivot over xy is allowable if there
are a′,b′ ∈ X{x, y} such that {a′,b′,u, v} incriminates (M, Axy).
Lemma 5.10. If x ∈ {a,b}, y ∈ Y − {u, v} are such that Axy 
= 0, then {a,b,u, v}{x, y} incriminates
(M, Axy).
Proof. By symmetry we may assume x = a. Let Z := {a,b,u, v} and Z ′ := {y,b,u, v}. First suppose
det(A[Z ]) /∈ P, but det(Aay[Z ′]) ∈ P. Then Aay[Z ∪ y] is a P-matrix. Indeed: all entries are in P,
det(Aay[{y,b,a,u}]) ∈ P, and det(Aay[{y,b,a, v}]) ∈ P. This is clearly impossible, since (Aay)ya is
scaling-equivalent to A, after which Proposition 2.12 implies that A[Z ∪ y] is a P-matrix. Hence
det(Aay[Z ′]) /∈ P, and the lemma follows.
Next suppose that det(A[Z ]) = 0 and that XZ is a basis of M . Consider M ′ := MX [Z ∪ y]. Since
det(A[Z ]) ∈ P, A[Z ∪ y] is a P-matrix. Let N ′ := M[I A[Z ∪ y]]. We have N ′ 
= M ′ , since {u, v} is a
basis of M ′ yet dependent in N ′ . But since {u, v} is dependent in N ′ , we have det(Aay[Z ′]) = 0. Since
XZ = (X{a, y})Z ′ , the lemma follows.
The ﬁnal case, where det(A[Z ]) ∈ P∗ and BZ is dependent in M , is similar to the second and we
omit the proof. 
Lemma 5.11. If x ∈ X − {a,b}, y ∈ Y − {u, v} are such that Axy 
= 0 and either Axu = Axv = 0 or Aay =
Aby = 0, then {a,b,u, v} incriminates (M, Axy).
Proof. Let Z := {a,b,u, v} and deﬁne X ′ := X{x, y}. Since Axy[Z ] = A[Z ], we have det(Axy[Z ]) ∈ P
if and only if det(A[Z ]) ∈ P. Therefore we only need to prove the two cases where det(A[Z ]) ∈ P.
Deﬁne M ′ := MX [Z ∪ {x, y}].
Claim 5.11.1. x and y are either in series or in parallel in M ′ .
Proof. If Aay = Aby = 0 then x and y are clearly in parallel, since they are in parallel in M ′ \ v =
M[I A[{x,a,b, y,u]]. Now assume Axu = Axv = 0. If x and y are not in series, then {x, y, z} is a
cobasis of M ′ for some z ∈ Z . Clearly {y,u, v} is a cobasis of M ′ , so {x, y,u′} is a cobasis of M ′
for some u′ ∈ {u, v}. Without loss of generality, assume u′ = u. But then a pivot over xv should be
possible in M ′ \ u = M[I A[{x,a,b, y, v}]], contradicting Axv = 0. 
But now it follow that {x,u, v} is a basis of M ′ if and only if {y,u, v} is a basis of M ′ , and hence
that XZ is a basis of M if and only if X ′Z is a basis of M . The lemma follows. 
The next theorem gives suﬃcient conditions under which a certain minor of M can be shown to
be outside M .
Theorem 5.12. Let N ′ be a strong stabilizer for M and suppose C ⊆ E(M) is such that MX [C] is strictly
N ′-fragile. If there exist subsets Z , Z1, Z2 ⊆ E(M) such that
(i) u ∈ Z1 − Z2 , v ∈ Z2 − Z1;
(ii) C ∪ {a,b} ⊆ Z ⊆ Z1 ∩ Z2;
(iii) MX [Z ] is connected;
(iv) MX [Z1] is 3-connected up to series and parallel classes;
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(vi) {a,b,u, v} incriminates (MX [Z1 ∪ Z2], A[Z1 ∪ Z2]);
then MX [Z1 ∪ Z2] is not strongly P-stabilized by N ′ .
Proof. Let C , Z1, and Z2 be as in the theorem. Suppose that, contrary to the result claimed, MX [Z1 ∪
Z2] is strongly P-stabilized by N ′ . Then MX [Z1 ∪ Z2] = M[I A′], where A′ is an (X ∩ (Z1 ∪ Z2))× (Y ∩
(Z1 ∪ Z2)) P-matrix. Since N ′ is a strong stabilizer for M , we may assume that A′ was chosen so
that A′[C] = A[C]. By Lemma 2.23 and its dual, then, A′[Z1] is scaling-equivalent to A[Z1] and A′[Z2]
is scaling-equivalent to A[Z2]. Since Z ⊆ Z1 ∩ Z2, also A′[Z ∪ u] is scaling-equivalent to A[Z ∪ u] and
A′[Z ∪ v] is scaling-equivalent to A[Z ∪ v].
Since MX [Z ] is connected, it follows from Lemma 5.4 that A′[Z ∪ {u, v}] is scaling-equivalent
to A[Z ∪ {u, v}]. But then det(A′[{a,b,u, v}]) = p det(A[{a,b,u, v}]) for some p ∈ P∗ , and hence
{a,b,u, v} incriminates (MX [Z1 ∪ Z2], A′), a contradiction. 
6. Excluded minors containing a strong stabilizer
The main step in our proof of Theorem 1.6 is the following result:
Theorem 6.1. Let s, t be positive integers, let P be a ﬁnitary partial ﬁeld, let M be a well-closed class of
P-representable matroids, and letN be a set of P-representable matroids such that, for each N ′ ∈N ,
(i) N ′ is 3-connected and nonbinary;
(ii) N ′ is a stabilizer forM (P);
(iii) N ′ is a strong stabilizer forM .
Let N ∈N be a matroid with the following additional property.
(iv) If M ′ is an excluded minor for M having an N-minor and M ′ is P-representable, then either M ′ is not
strongly stabilized by N or M ′ has branch width at most s.
If all strictly N -fragile matroids have branch width at most t, then there is a constant l depending only on
s, t,P,M ,N ,N, such that an excluded minor M forM , with N  M, has branch width at most l.
Note that (iv) is trivially satisﬁed if M contains all 3-connected P-representable matroids strongly
stabilized by N . In the applications in this paper this will always be the case. Moreover, within this
paper we will only apply this result with |N | = 1. We expect that the more general version will be
useful in other contexts.
The proof can be summarized as follows. First, we pick an excluded minor having an N-minor
but big branch width, and we select a deletion pair {u, v} preserving N . We construct a matrix A
that is close to representing M and locate a small incriminating set, {a,b,u, v}. Then we identify
a 3-connected minor M ′ using {a,b,u, v} such that M ′/{a,b} \ {u, v} is N -fragile. Now {u, v} may
not be a deletion pair for M ′ since the connectivity of co(M ′ \ u), co(M ′ \ v), co(M ′ \ {u, v}) may be
too low. We count the 1- and 2-separations and ﬁnd that the number does not depend on N or P.
But then only a constant number of blocking sequences need to be added back to M ′ to repair the
connectivity. The resulting matroid, M ′′ say, has branch width bounded by the branch width of M ′
plus some constant. But M ′′ still has a strong stabilizer N ′ ∈N as minor, and we can show M ′′ /∈M ,
which leads to a contradiction.
Proof of Theorem 6.1. Let P, M , N , N , s, t be as in the theorem. Let r be an integer such
that the excluded minors M for M with min{rk(M) − rk(N), rk(M∗) − rk(N∗)} < 3 have branch
width at most r. By Lemmas 3.32 and 3.34 there are ﬁnitely many such M , so r exists. Let l :=
max{r, s, t + 4109}.
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rk(N) 3 and rk(M∗)−rk(N∗) 3. Let E be the ground set of M . By Corollary 5.3, some M ′ ∈ {M,M∗}
has a deletion pair {u, v} such that M ′ \ u is 3-connected. By swapping N with N∗ and M with M∗ if
necessary, we may assume M ′ = M . Pick sets B, EN such that B is a basis of M and EN ⊆ E − {u, v}
is such that MB [EN ] ∼= N .
By (iv) and the fact that bw(M) > s, M is either not P-representable or M is not strongly stabilized
by N . In the latter case it follows from (ii) that M is stabilized by N . So in both cases there must be
some representation of N that does not extend to a representation of M . Fix an (EN ∩ B) × (EN − B)
P-matrix D with N = M[I D] such that D does not extend to a representation of M , and let A′ be
the matrix described in Theorem 5.5.
It follows that some S ⊆ E incriminates (M, A′). Clearly u, v ∈ S . By Theorem 5.8, there exists an
X×Y matrix A geometrically equivalent to A′ such that a,b ∈ X , u, v ∈ Y , and {a,b,u, v} incriminates
(M, A). By Proposition 2.20, A is unique up to scaling.
Let C ⊆ E−{u, v} be a smallest possible set such that MX [C] has a minor isomorphic to a member
of N . Since M \ {u, v} has an N-minor, C exists.
Claim 6.1.1. MX [C] is 3-connected.
Proof. For all x ∈ C , MX [C − x] has no minor in N . Hence, if x ∈ C ∩ X then x /∈ CN ,M , and if
x ∈ C ∩ Y then x /∈ DN ,M . It follows that MX [C] is strictly N -fragile. Clearly MX [C] has no loops or
coloops. By Proposition 4.4, MX [C] is 3-connected up to series and parallel classes. Suppose MX [C]
is not 3-connected, and let {e, f } be a parallel pair. By Lemma 4.7(iv), e, f ∈ DN ,M . Since X is a
basis of M and rkM({e, f }) = 1, |X ∩ {e, f }| 1, say f /∈ X . But then MX [C − f ] has a minor in N , a
contradiction. The same argument shows that MX [C] has no series pairs. 
Be aware that MX [C] may have no N-minor. However, it still contains some strong stabilizer as
minor. Let N ′ be a minor of MX [C] such that N ′ ∈N . By our assumptions we have bw(MX [C]) t .
We now reﬁne the choice of our small incriminating set. By dX (U ,W ) we denote the minimal
distance between the vertices indexed by U and the vertices indexed by W in G(M, X).
Assumption 6.1.2. X,a,b,C were chosen such that (dX (a,C),dX (b,C)) is lexicographically minimal.
We now start constructing sets Z , Z1, Z2 having the properties in Theorem 5.12.
Claim 6.1.3. There exists a set Z ⊆ E − {u, v}, with C ∪ {a,b} ⊆ Z , such that MX [Z ] is connected. Moreover,
Z can be chosen so that |Z | |C | + 8.
Proof. Let Pa be a shortest a−C path in G(M, X). Suppose |Pa| = k > 3, say Pa = (a, x1, x2, x3, . . . , xk),
where xk ∈ C . Then x2 labels a row of A. Also Ax2c = 0 for all c ∈ C , and Aax3 = Abx3 = 0. It follows
that a pivot over x2x3 is allowable and Ax2x3 [C] = A[C]. However, dX{x2,x3}(a,C) < dX (a,C), a con-
tradiction to Assumption 6.1.2.
Similarly, if Pb is a shortest b − (C ∪ Pa) path, then |Pb| 3. Now MX [C ∪ Pa ∪ Pb] is connected,
and the result follows. 
Let Z be as in Claim 6.1.3. Note that bw(MX [Z ]) bw(MX [C])+8, by Proposition 3.22. Since {u, v}
is a deletion pair, co(M \ v) is 3-connected.
Claim 6.1.4. There is a set S ⊆ (X − Z) ∪ {a,b} such that MX [E − (S ∪ v)] is 3-connected and isomorphic to
co(M \ v).
Proof. Let S1 be a series class in M \ v . At most one element of S1 is not in X . It follows that we
can obtain a matroid isomorphic to co(M \ v) by contracting only elements from X . Let S ⊂ X be
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x ∈ (X − (C ∪ {a,b}))∩ Z . Then x is in a shortest a− C path or in a shortest b− C path. In either case
A[x, Y − v] has at least two nonzero entries. Likewise, if x ∈ X ∩ C then A[x, Y − v] has at least two
nonzero entries, since MX [C] is 3-connected. It follows that, if x ∈ (Z − {a,b}) ∩ S , then also y ∈ X
for all y such that x, y are in series. Clearly y /∈ Z − {a,b}, as MX [Z − {a,b}] has no series classes.
There is such a y that is not in S . But then MX [Z − (S ∪ v)] ∼= MX [Z − (S{x, y} ∪ v)], contradicting
minimality of |S ∩ (Z − {a,b})|. 
Let S be as in Claim 6.1.4.
Claim 6.1.5. Let Z ′0 ⊆ E − (v ∪ S) be such that (Z − S)∪ u ⊆ Z ′0 and such that MX [Z ′0] has exactly k distinct
2-separations. Then there exists a set Z0 ⊆ E − (v ∪ S) such that Z0 ⊇ Z ′0 , MX [Z0] is 3-connected and such
that bw(MX [Z0]) bw(MX [Z ′0]) + 2k.
Proof. The result is obvious if k = 0, so we suppose k > 0. Since MX [Z ′0] is a minor of the 3-
connected matroid M/S \ v , no 2-separation of MX [Z ′0] is induced. Since each matroid in N
is nonbinary, U2,4  N ′ . It then follows from Lemma 3.29 that MX [Z ′0] has an uncrossed 2-
separation, say (W1,W2). Let v1, . . . , vt be a blocking sequence for (W1,W2). By Theorem 3.24,
bw(MX [Z ′0 ∪ {v1, . . . , vt}])  bw(MX [Z ′0]) + 2. By Corollary 3.31, the number of 2-separations in
MX [Z ′0 ∪ {v1, . . . , vt}] is strictly less than k. The result now follows by induction. 
Pick Z ′0 = (Z − S) ∪ u. Then |Z ′0| − |C |  9, by Claim 6.1.3. By Lemma 3.26, MX [Z ′0] has at most
29+1 distinct 2-separations. Then Claim 6.1.5 proves the existence of a set Z0 ⊇ Z ′0 such that MX [Z0]
is 3-connected and such that bw(MX [Z0]) bw(MX [Z ′0]) + 2 · 29+1.
Deﬁne Z1 := Z0 ∪ {a,b}. For all x ∈ S ∩ {a,b}, Z0 ∪ x is either 3-connected or has a series pair. It
follows that MX [Z1] is 3-connected up to series classes. Also, bw(MX [Z1]) bw(MX [Z0]) + 2.
Claim 6.1.6. Let Z ′2 ⊆ E−u be such that Z∪v ⊆ Z ′2 and such that MX [Z ′2] has exactly k distinct 2-separations.
Then there exists a set Z2 ⊆ E −u such that Z2 ⊇ Z ′2 , MX [Z2] is 3-connected, and bw(MX [(Z1 −u)∪ Z2])
bw(MX [(Z1 − u) ∪ Z ′2]) + 2k.
Proof. The result is obvious if k = 0, so we suppose k > 0. Since MX [Z ′2] is a minor of the 3-connected
matroid M \ u, no 2-separation of MX [Z ′2] is induced. Again it follows from Lemma 3.29 that MX [Z ′2]
has an uncrossed 2-separation, say (W1,W2). If (W1,W2) is bridged in MX [(Z1 − u) ∪ Z ′2] then we
set T = ∅. Otherwise let (W ′1,W ′2) be a 2-separation of MX [(Z1 − u) ∪ Z ′2] such that W1 ⊆ W ′1 and
W2 ⊆ W ′2. Let v ′1, . . . , v ′p′ be a blocking sequence for (W ′1,W ′2) and set T := {v ′1, . . . , v ′p′ }.
Now (W1,W2) is bridged in MX [(Z1 − u) ∪ Z ′2 ∪ T ], so there is a blocking sequence v1, . . . , vt
contained in Z1 − u ∪ T . By Theorem 3.24, bw(MX [(Z1 − u) ∪ Z ′2 ∪ {v1, . . . , vt}]) bw(MX [(Z1 − u) ∪
Z ′2 ∪ T ])  bw(MX [(Z1 − u) ∪ Z ′2]) + 2. By Corollary 3.31, the number of 2-separations in MX [Z ′2 ∪{v1, . . . , vt}] is strictly less than k. The result now follows by induction. 
Pick Z ′2 := Z ∪ v . Then |Z ′2| − |C |  9, by Claim 6.1.3. By Lemma 3.26, MX [Z ′2] has at most 29+1
distinct 2-separations. Then Claim 6.1.6 proves the existence of a set Z2 ⊇ Z ′2 such that MX [Z2] is
3-connected and such that bw(MX [Z1 ∪ Z2]) bw(MX [(Z1 −u)∪ Z2])+1 bw(MX [(Z1 −u)∪ Z ′2])+
2 · 29+1 + 1.
It now follows from Theorem 5.12 that MX [Z1 ∪ Z2] is not strongly stabilized by N ′ , and hence
MX [Z1 ∪ Z2] /∈M . But M is an excluded minor for M , so we must have M = MX [Z1 ∪ Z2]. By liberal
application of Proposition 3.22 we can now deduce
bw(M) = bw(MX [Z1 ∪ Z2]) (3)
 bw
(
MX
[
(Z1 − u) ∪ Z2
])+ 1 (4)
 bw
(
MX
[
(Z1 − u) ∪ Z ′2
])+ 2 · 29+1 + 1 (5)
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(
MX [Z1 − u]
)+ 2 · 29+1 + 2 (6)
 bw
(
MX [Z1]
)+ 2 · 29+1 + 2 (7)
 bw
(
MX [Z0]
)+ 2 · 29+1 + 4 (8)
 bw
(
MX
[
Z ′0
])+ 4 · 29+1 + 4 (9)
 bw
(
MX
[
Z ′0 − u
])+ 4 · 29+1 + 5 (10)
 bw
(
MX [Z ]
)+ 4 · 29+1 + 5 (11)
 bw
(
MX [C]
)+ 4 · 29+1 + 13 (12)
 t + 4 · 29+1 + 13, (13)
where (5) follows from Claim 6.1.6, (6) holds because Z ′2 − (Z1 −u) = {v}, (8) holds because Z1 − Z0 ⊆{a,b}, (9) follows from Claim 6.1.5, (11) holds because Z − (Z ′0 − u) ⊆ {a,b}, and (12) follows from
Claim 6.1.3. But this contradicts our choice of M , and our proof is complete. 
7. Proof of Theorem 1.6 and Corollary 1.10
Proof of Theorem 1.6. Let P be a ﬁnitary partial ﬁeld and let M be a well-closed class of P-
representable matroids, each of which has bounded canopy. Suppose that Theorem 1.6 is false for
a matroid N . Then N satisﬁes all conditions of the theorem, yet occurs in an inﬁnite number of ex-
cluded minors for M . Choose N with as few algebraically inequivalent representations over P as
possible.
If N has a unique representation over P then N is clearly a strong stabilizer. If we apply Theo-
rem 6.1 with N = {N} then we ﬁnd that there is a constant l such that excluded minors for M with
an N-minor have branch width at most l. Then Theorem 1.2 implies the result.
Therefore N has at least two algebraically inequivalent representations over M . Let MN ⊆M be
the smallest well-closed class containing N and all matroids that are strongly stabilized by N . If we
apply Theorems 6.1 and 1.2 to MN , again with N = {N}, then we ﬁnd that there are ﬁnitely many
excluded minors for MN having an N-minor.
Let N ′ be such an excluded minor. Then either N ′ is also an excluded minor for M , or N ′ ∈ M
but N ′ is not strongly stabilized by N . Assume the latter holds. We know that N ′ is stabilized by N , so
N ′ must have strictly fewer algebraically inequivalent P-representations than N . Hence, by induction,
N ′ is contained in a ﬁnite number of excluded minors for M . It follows that N is contained in only
a ﬁnite number of excluded minors for M , a contradiction. 
A similar argument proves Corollary 1.10:
Proof of Corollary 1.10. Let P be a ﬁnitary partial ﬁeld. Suppose the Bounded Canopy Conjecture
holds for P, yet P has inﬁnitely many excluded minors. First consider the excluded minors with no
U2,4-minor. Either this set is empty (i.e. M (P) contains all binary matroids) or it is {F7, F ∗7} (since
matroids with no minor in {U2,4, F7, F ∗7} are regular and hence certainly P-representable). Hence
inﬁnitely many excluded minors contain U2,4.
Now consider the following algorithm. Initially, deﬁne S := {U2,4}. While S 
= ∅, do the follow-
ing. Take N ∈S . Let MN be the smallest well-closed class in M (P) such that every P-representable
matroid stabilized by N is in MN . By Theorem 1.6, ﬁnitely many excluded minors for MN have
an N-minor. Let {M1, . . . ,Mk} be these excluded minors, and let {Mi1 , . . . ,Mil } be the subset that
is representable over P. By deﬁnition of MN , none of these is stabilized by N . Replace S by
(S − {N}) ∪ {Mi1 , . . . ,Mil } and continue.
Since M (P) has inﬁnitely many excluded minors, this algorithm does not terminate. It is now
straightforward to extract an inﬁnite chain as in the corollary. 
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In all examples presented here we will have a strong stabilizer at our disposal, so we can apply
Theorem 6.1. An advantage of this is that we only need N to have bounded canopy, which we can
actually prove in a few cases.
8.1. Excluded minors for the classes of near-regular and 6
√
1 matroids
Near-regular matroids were introduced in [30] as the class of matroids representable over a cer-
tain partial ﬁeld that we denote here by U1. It turns out that the class of near-regular matroids is
exactly the class of matroids representable over all ﬁelds of size at least 3. These representations can
be obtained from partial-ﬁeld homomorphisms, so U1 is ﬁnitary. We apply Theorem 6.1 to give an
alternative proof of the following result:
Theorem 8.1. (Hall et al. [12]) The classM (U1) has a ﬁnite number of excluded minors.
First we need to ﬁnd the structure of U2,4-fragile matroids.
Lemma 8.2. Let M be a 3-connected U2,4-fragile matroid that has no minor isomorphic to U2,6 or U4,6 . Then
exactly one of the following holds.
(i) M has rank or corank two;
(ii) M has a minor isomorphic to F−7 or (F
−
7 )
∗;
(iii) M has rank at least 3 and is a whirl.
The proof follows easily from the following result:
Lemma 8.3. (Geelen et al. [11, Lemma 3.3]) Let M be a 3-connected, nonbinary matroid that is not a whirl.
Then M has a minor in the set
{
U2,5,U3,5, F
−
7 ,
(
F−7
)∗
, P7, P
∗
7, O 7, O
∗
7
}
.
Proof of Lemma 8.2. Suppose that the lemma is false, and let M be a matroid that is not in one of
the classes mentioned. Then M must have rank and corank at least 3. It is easily checked that each
of P7, O 7, and their duals has an element that is both deletable and contractible, so by Lemma 8.3,
M must have a U2,5- or U3,5-minor.
By the Splitter Theorem, M must have a one-element extension of Un−2,n or a one-element coex-
tension of U2,n as a minor, where n 5. It is readily checked that M then has a minor in P6, Q 6,U3,6,
each of which has an element that is both deletable and contractible, a contradiction. 
Lemma 8.4. Let M be an excluded minor forM (U1). If M /∈ {F7, F ∗7}, then M has a U2,4-minor.
Proof. It is readily checked that F7 is an excluded minor for M (U1). But if M has no minor in
{F7, F ∗7 ,U2,4}, then M is regular and hence certainly near-regular. 
Lemma 8.5. If M ∈M (U1) is 3-connected and strictly U2,4-fragile, then M is a whirl.
Proof. The matroids U2,5, F
−
7 , and their duals are not near-regular. The result follows from
Lemma 8.2. 
Lemma 8.6. (Geelen et al. [8]) The matroid U2,4 is a strong stabilizer forM (U1).
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stabilizer theorem from [31] immediately implies that U2,4 is a stabilizer. Since U2,4 is uniquely
representable over U1, it is strong. 
Proof of Theorem 8.1. Lemma 8.4 implies that ﬁnitely many excluded minors have no U2,4-minor. But
U2,4 is nonbinary, 3-connected, a strong stabilizer, and has bounded canopy over U1 (by Lemma 8.5
and Lemma 3.25). Hence Theorems 6.1 and 1.2 imply that ﬁnitely many excluded minors do have a
U2,4-minor, so the result follows. 
Let S be the sixth-roots-of-unity partial ﬁeld introduced by Whittle [32]. He showed that M (S)
equals the set of matroids representable over both GF(3) and GF(4). All results above remain valid if
we replace U1 by S. Hence we also have the following result by Geelen et al. [11]:
Theorem 8.7. The classM (S) has a ﬁnite number of excluded minors.
8.2. Excluded minors for the class of quaternary matroids
Using almost the same arguments as in the previous section we can give an alternative proof of
the following result by Geelen et al. [11]:
Theorem 8.8. (Geelen et al. [11]) The classM (GF(4)) has a ﬁnite number of excluded minors.
Lemma 8.9. Let M be an excluded minor forM (GF(4)). Then M has a U2,4-minor.
Proof. If M has no U2,4-minor then M is binary and hence certainly GF(4)-representable. 
Lemma 8.10. The matroid U2,4 is a strong stabilizer forM (GF(4)).
Proof. Whittle [33] proved that U2,4 is a GF(4)-stabilizer. Since U2,4 is uniquely representable over
GF(4) (cf. Kahn [13]), it is also strong. 
Proof of Theorem 8.8. Lemma 8.9 implies that all excluded minors have a U2,4-minor. But U2,4 is
nonbinary, 3-connected, a strong stabilizer, and has bounded canopy over GF(4) (by Lemma 8.2, the
fact that F−7 and (F
−
7 )
∗ themselves are excluded minors for M (GF(4)), and Lemma 3.25). Hence
Theorems 6.1 and 1.2 imply that ﬁnitely many excluded minors do have a U2,4-minor, so the result
follows. 
9. On Rota’s Conjecture for quinary matroids
We will now prove Theorem 1.8 from the introduction. First we need to deal with certain degen-
erate cases. We will use the following explicit excluded-minor characterizations:
Theorem 9.1. (Tutte [28]) The excluded minors for the class of regular matroids are U2,4 , F7 , and F ∗7 .
Theorem 9.2. (Bixby [2], Seymour [23]) The excluded minors forM (GF(3)) are U2,5 , U3,5 , F7 , and F ∗7 .
Theorem 9.3. (Hall et al. [12]) The excluded minors for the class of near-regular matroids are U2,5 , U3,5 , F7 ,
F ∗7 , F
−
7 , (F
−
7 )
∗ , P8 , AG(2,3) \ e, (AG(2,3) \ e)∗ , and T (AG(2,3) \ e).
Lemma 9.4. Conjecture 1.7 implies that ﬁnitely many excluded minors for M (GF(5)) have no minor isomor-
phic to U2,5 and U3,5 .
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isomorphic to U3,5. It is well-known that F7 and F ∗7 are excluded minors for M (GF(5)), so assume
M does not have a minor isomorphic to these two matroids either. Then M is ternary. The class of
matroids representable over both GF(3) and GF(5) is the class of dyadic matroids. Hence M is an
excluded minor for this class.
If M has no minor in {F−7 , (F−7 )∗, P8,AG(2,3) \ e, (AG(2,3) \ e)∗,T (AG(2,3) \ e)} then M is near-
regular, and hence certainly quinary. Of this list, only the ﬁrst three matroids are quinary. But each
of these is a stabilizer for the class of dyadic matroids (see Pendavingh and Van Zwam [19]), so
Theorem 1.6 implies that ﬁnitely many excluded minors have these as a minor, provided that Conjec-
ture 1.7 is true for GF(3) or for GF(5). 
Proof of Theorem 1.8. Suppose Conjecture 1.7 holds for GF(5). By Lemma 9.4 all but ﬁnitely many
excluded minors for M (GF(5)) have no minor isomorphic to U2,5.
Now U2,5 is a stabilizer for M (GF(5)) (see Whittle [33]), so ﬁnitely many excluded minors for
M (GF(5)) have a U2,5-minor, by Theorem 1.6. This concludes the proof. 
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