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Abstract
Several scales of smooth functions are introduced in the setting of connected inﬁnite-
dimensional compact groups. These are spaces of functions on the group with continuous
derivatives in certain directions. We study properties of these spaces and of associated distri-
bution spaces. Some of these spaces are intrinsically associated with the inﬁnitesimal generator
of a given Gaussian convolution semigroup. One of the reasons for studying these smooth
function and distribution spaces is to obtain sharp results concerning the hypoellipticity of the
inﬁnitesimal generators of Gaussian convolution semigroups, i.e., invariant sub-Laplacians on
compact groups.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a compact connected group equipped with its normalized Haar measure .
Let (t )t>0 be a symmetric Gaussian convolution semigroup of measures and −L be
its inﬁnitesimal generator. The operator L can be viewed as a second-order differential
operator on G and we call such operator L a sub-Laplacian on G (sub-Laplacians can
be characterized in several different ways, see [10]). In [10,9] the authors study the
hypoellipticity of sub-Laplacians under various assumptions. The notion of hypoellip-
ticity must be carefully deﬁned since several interpretations are possible in this setting.
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In the present paper, we study some spaces of smooth functions that have been in-
troduced in [8,10] and some spaces of distributions that turns out to play a crucial
role in the study of the hypoellipticity of sub-Laplacians. Indeed, in this setting, sharp
hypoellipticity results for a sub-Laplacian L involve spaces of distributions and spaces
of smooth functions that depend on L. Our study of the hypoellipticity of invariant
Laplacians on compact groups is related to the work of Gross [24,25] and his students
[1,21] who developed tools for similar questions on abstract Wiener spaces. However,
most of our work in [10,9] and in this paper takes advantage of the compacity of the
underlying space to obtain results that cannot have precise equivalent in linear spaces
that are not locally compact.
We study several scales of spaces of smooth functions that are spaces of continu-
ous functions having a certain number of continuous derivatives in some prescribed
directions. We consider whether or not the injections along such a scale of smooth
function spaces are compact operators (in the classic case of Ck(Tn), the injection
i : Ck(Tn)→ Ck−1(Tn) is compact).
We obtain spaces of distributions by considering the dual of certain spaces of smooth
functions. The compacity issue discussed above plays a role in determining topological
properties of these spaces of distributions. Multiplication and convolution by smooth
functions are two important operations in many applications and we study these oper-
ations in the context of our smooth function spaces and spaces of distributions.
2. Spaces of smooth functions
2.1. Projective structure
The following setup and notation will be in force throughout this article. Let G be a
connected compact metrizable group with neutral element e. Such a group contains a
decreasing family of compact normal subgroups K,  ∈ ℵ, (ℵ is either ﬁnite or equal
to N because G is metrizable) such that ⋂∈ℵK = {e} and, for each , G/K is a Lie
group [23]. Consider the projection maps , : G → G,  and  : G → G.
The group G is the projective limit of the projective system (G,,), i.e.,
G ∼=
{
(g) ∈
∏
∈ℵ
G : g = ,(g) for all 
}
.
The Lie algebra G of G is then deﬁned to be the projective limit of the Lie algebras
G of the groups G equipped with the projection maps d,. Following [14,19], we
deﬁne the notion of projective family and projective basis.
Deﬁnition 2.1. Given a descending family (K)∈ℵ as above, we say that a family
(Yi)i∈I of elements of the projective Lie algebra G is:
• a projective family of left-invariant vector ﬁelds (w.r.t. (K)∈ℵ) if for each  ∈ ℵ
there is a ﬁnite subset I ⊂ I such that d(Yi) = 0 if i ∈ I;
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• a free projective family if for each  ∈ ℵ there is a ﬁnite subset I ⊂ I such that
d(Yi) = 0 if i ∈ I and (d(Yi))i∈I is linearly independent in G;
• a projective basis if for each  ∈ ℵ there is a ﬁnite subset I ⊂ I such that
d(Yi) = 0 if i ∈ I and (d(Yi))i∈I is a basis of the Lie algebra G.
Let us give some simple examples to illustrate this deﬁnition.
Example 1. Let G = T∞ with standard coordinates x = (xi)∞1 . Here
Kn = {x = (xi) : x1 = · · · = xn = 0} and Gn = Tn.
Let Ei = i be the partial derivative with respect to xi . Then (Ei) forms a projective
basis. For each i = 1, 2, . . ., set
Y1,i =
∑
j i
Ej , Y2,i = Ei−1 + Ei, Y3,i =
i∑
j=1
Ei, Y4,i = E2i
(with the convention that E0 = 0). Then (Y1,i )∞1 is a projective basis, (Y2,i ) is a
projective family but not a free projective family. The family (Y3,i ) is not a projective
family. Of course it follows that neither (Y2,i ) nor (Y3,i ) are projective basis. The family
(Y4,i ) is a free projective family but not a projective basis.
By Born [14], G does admit a projective basis. If (Yi)i∈I is a projective basis, we can
identify G with RI as topological vector space: For any Z ∈ G, there exists a unique
a = (ai)i∈I such that for any  ∈ ℵ, d(Z) =∑i∈I aid(Yi) and convergence in G
is equivalent to convergence coordinate by coordinate. Since the group G is assumed
to be metrizable, projective families have at most a countable number of elements.
2.2. Bruhat test functions
For a compact Lie group N, denote by C∞(N) the set of all smooth functions on
N. For any compact connected group G, set
B(G)={f : G→ R such that f =  ◦  for some  ∈ ℵ
and  ∈ C∞(G)
}
. (2.1)
The space B(G) is the space of Bruhat test functions introduced in [19]. We refer to
[19] for a precise deﬁnition of its topology. Since G is metrizable, i.e., ℵ is countable,
B(G) is the inductive limit of the topological vector spaces B(G) ([19, p. 46]). By
[19, Lemma 1], B(G) is independent of the choice of the family K,  ∈ ℵ.
Given any projective family Y = (Yi)I and  = (1, . . . , k) ∈ I k , we set
Y  = Y1 · · ·Yk . (2.2)
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Fix a projective basis Y = (Yi)i∈I . By deﬁnition, a homogeneous left-invariant dif-
ferential operator of degree k on G is a sum (possibly inﬁnite)
P =
∑
∈I k
aY
, a ∈ C.
One easily checks that this notion does not depend on Y. Such a P can be interpreted
as a linear operator from B(G) to B(G). Indeed, if f =  ◦  ∈ B(G), we have
Pf (x)=
∑
∈I k
aY
f (x)
=
∑
(1,2,...,k)∈I k
a
[
d(Y1) d(Y2) · · · d(Yk )
]
((x)),
where the right-hand side is a ﬁnite sum since I is ﬁnite for each  ∈ ℵ. The formal
adjoint of P is the homogeneous left-invariant differential operator P ∗ of the same
degree k deﬁned by
P ∗ = (−1)k
∑
∈I k
aY
ˇ,
where ˇ = (k, . . . , 1) if  = (1, . . . , k). A differential operator P of ﬁnite order k is
a ﬁnite sum of homogeneous differential operators of degree at most k and its formal
adjoint P ∗ is deﬁned by linearity.
Recall that the convolution of two functions u, v ∈ B(G) is deﬁned by
u ∗ v(x) =
∫
G
u(y)v(y−1x) d(y) =
∫
G
u(xy−1)v(y) d(y).
Accordingly, for f ∈ B(G), deﬁne the left and right convolution operators by a measure
 as
Clf (x)=
∫
G
f (y−1x) d(y) =  ∗ f (x),
Crf (x)=
∫
f (xy−1) d(y) = f ∗ (x).
If  is a central, i.e., (a−1Ba) = (B) for any Borel set B and any a ∈ G, then
Cl = Cr.
2.3. The spaces CkX and SkX
Any left-invariant vector ﬁeld Z ∈ G generates a one parameter group t → etZ
in G. By deﬁnition, a function f : G → R has a derivative at x in the direction
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of Z if
Zf (x) = lim
t→0
f (xetZ)− f (x)
t
= d
dt
f (xetZ)
∣∣∣∣
t=0
exists. For Zi ∈ G, Z1 · · ·Zkf (x) = Z1[Z2 · · ·Zkf ](x) is deﬁned inductively and we
set
Dkxf (Z1, . . . , Zk) = Z1 · · ·Zkf (x).
For instance, for all x ∈ G, any function f in B(G) has a derivative at x in any direction
Z ∈ G and Dkxf is a k-linear functional on G. Moreover, for f ∈ B(G), the quantities
Z1 · · ·Zkf (x) can be computed as
Z1 · · ·Zkf (x) = 
n
t1t2 · · · tk f (xe
t1Z1et2Z2 · · · etkZk )
∣∣∣∣∣
t1=t2=···=tk=0
. (2.3)
See, e.g., [31, Lemma 2.12.2].
Fix a projective family X = (Xi)i∈I of G. Let N = {0, 1, 2, . . .}. For any k ∈ N
and any  ∈ I k , consider the seminorms on B(G) deﬁned by
‖Xf ‖∞ = sup
G
|Xf |. (2.4)
Deﬁnition 2.2. Let C0(G) = C(G) be the set of all continuous functions on G and,
for each k = 1, 2, . . . , let CkX be the completion of B(G) for the seminorms (2.4) with
 ∈ Im, m = 0, 1, . . . , k. The space CkX is equipped with the topology deﬁned by this
family of seminorms. Set also
C∞X =
⋂
k∈N
CkX,
equipped with the topology deﬁned by the seminorms (2.4) with  ∈ Im, m =
0, 1, 2, . . . .
For f ∈ B(G), set
|Dkxf |X=
 ∑
(1,2,...,k)∈I k
|Dkxf (X1 , X2 , . . . , Xk )|2
1/2
=
∑
∈I k
|Xf (x)|2
1/2 . (2.5)
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Consider the function |Dkf |X : G→ [0,+∞] deﬁned by x → |Dkf |X(x) and set
SkX(f ) = sup
mk
‖|Dmf |X‖∞ where ‖|Dmf |X‖∞ = sup
x∈G
{|Dmx f |X} . (2.6)
Deﬁnition 2.3. Given a projective family X = (Xi)I , let SkX be the completion of
B(G) for the norm SkX(f ). Let S∞X be the space
S∞X =
⋂
k∈N
SkX
equipped with the topology deﬁned by the family of seminorms SkX, k = 0, 1, 2, . . . .
The following proposition gather some important properties of the spaces CkX and
SkX. See, e.g., [8,10].
Lemma 2.4. Fix a projective family X and k = 0, 1, 2 . . . .
(1) For any Borel measure  of total mass ‖‖, Cl is a bounded operator on CkX and
on SkX. Moreover
∀ f ∈ B(G), ‖XClf ‖∞‖‖‖Xf ‖∞, SkX(Clf )‖‖SkX(f ).
(2) Let n ∈ L1(G), n → e. Then, for any f ∈ CkX (resp. S∞X ), fn = n ∗ f
converges to f in CkX (resp. in S∞X ).
(3) A function f is in CkX if and only if it has continuous derivatives Xf for all
 ∈ In, n = 0, 1, . . . , k. It is in SkX if and only if, for any nk and  ∈ In, thefunctions x → Xf (x), and x → |Dnxf |X are continuous on G.
(4) CkX and SkX are algebras for pointwise multiplication.
(5) Let E ⊂ C(G) be such that, for any projective basis Y, E ⊂ C∞Y . Then E ⊂ B(G).
Remark. Given p ∈ [1,∞], one can consider the spaces Sp,kX obtained for each
k = 0, 1, 2, . . . as the completion of B(G) for the norm
S
p,k
X (f ) = sup
nk
∥∥∥∥∥∥∥
 ∑
(1,2,...,n)∈In
|Xf (x)|p
1/p
∥∥∥∥∥∥∥∞
.
Note that S∞,kX ⊂ CkX is a proper subspace, in general. Proposition 2.4 holds for these
spaces without changes.
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3. Gaussian semigroups and the spaces T kL
3.1. Gaussian semigroups
Let (t )t>0 be a weakly continuous convolution semigroup of probability measures
on G. This means precisely that each t , t > 0, is a probability measure on G and
that (t )t>0 satisﬁes
(i) t ∗ s = t+s , t, s > 0;
(ii) t → e weakly as t → 0.
Such a semigroup is called Gaussian if it also satisﬁes
(iii) t−1t (V c)→ 0 as t → 0 for any neighborhood V of the identity element e ∈ G.
Given a convolution semigroup (t )t>0, deﬁne the associated Markov semigroup Ht
acting on continuous functions by
Htf (x) =
∫
G
f (xy) dt (y). (3.1)
With this notation we have
Htf = f ∗ ˇt = Crˇt f
where ˇ(B) = (B−1) for any Borel set B and any Borel measure . We denote by L
the inﬁnitesimal generator of Ht acting on continuous functions. We say that (t )t>0
is symmetric if t (A) = t (A−1) for all t > 0 and all Borel sets A ⊂ G. We say that
(t )t>0 is central if t (a−1Aa) = t (A) for all t > 0, all a ∈ G, and any Borel subset
A ⊂ G.
Using [28] and the projective structure, Heyer and Born [26,15] proved a more
general version of the following theorem. Given a (ﬁnite or) countable set I, let R(I )
be the set of all z = (zi) ∈ RI with ﬁnitely many non-zero entries.
Theorem 3.1. Given a projective basis (Yi)i∈I , the inﬁnitesimal generators of sym-
metric Gaussian convolution semigroups on G—restricted to B(G)—are exactly the
second-order left-invariant differential operators
L = −
∑
i,j∈I
ai,j YiYj ,
where A = (ai,j )I×I is a real symmetric non-negative matrix in the sense that ai,j =
aj,i ∈ R and ∀  ∈ R(I), ∑ ai,jij0.
3.2. Sums of squares
Theorem 3.1 describes the form of the inﬁnitesimal generator of any symmetric
Gaussian semigroup in a ﬁxed projective basis. Based on this description, it is easy
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to show that there are many free projective families X = (Xi)i∈I which are adapted to
L in the sense that
∀ f ∈ B(G), Lf = −
∑
i∈I
X2i f.
See [6,7,11,8] for details. Very generally, consider a sequence of left-invariant vector
ﬁelds (Xi)I (not necessarily a projective family). Write Xi = ∑j 	i,j Yj where Y =
(Yi)I is an arbitrary projective basis. It is easy to see that
L = −
∑
i∈I
X2i
is well deﬁned as an operator acting on B(G) if and only if
∀ j ∈ I,
∑
i∈I
|	i,j |2 <∞. (3.2)
In an obvious sense, this condition is independent of the projective basis Y = (Yi).
Under this condition, L =∑i,j ai,j YiYj with ai,j =∑k 	k,i	k,j . Hence, the generator−L of a symmetric Gaussian semigroup can be written in many ways as a sum of
squares.
What all the families X = (Xi) such that L = −∑i X2i have in common is that they
all span (in 2 sense) a certain Hilbert space H(L) contained in G and canonically
attached to L. This Hilbert space plays a crucial role in our analysis. We recall below
its deﬁnition and some of its properties. Deﬁne the ﬁeld operator 
 to be the symmetric
bilinear form

(f, g) = 12 (−L(fg)+ fLg + gLf ) (3.3)
on the space B(G) of Bruhat test functions. Computing 
 in an arbitrary projective
basis Y = (Yi)I where L = −∑i,j ai,j YiYj yields

(f, g) =
∑
i,j∈I
ai,j Yif Yig. (3.4)
Computing 
 in a family X = (Xi)i∈I satisfying (3.2) and such that L = −∑i∈I X2i
gives

(f, g) =
∑
i∈I
(Xif )(Xig). (3.5)
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Deﬁnition 3.2. Given the generator −L of a symmetric Gaussian semigroup on G, let
H(L) be the vector space
H(L) = {Z ∈ G : ∃ c(Z), ∀ f ∈ B(G), |Zf (e)|2c(Z)
(f, f )(e)}
equipped with the norm
‖Z‖L = sup
f∈B(G)

(f,f )(e) 1
{|Zf (e)|}.
Example 2. On the inﬁnite-dimensional torus T∞ with standard coordinates (xi), let
Ei = i as in Example 1. Given (ai)∞1 with ai > 0, set L = −
∑∞
1 aiE
2
i . Then it is
easy to see that H(L) = {Z =∑ ziEi :∑ z2i /ai <∞} and ‖Z‖2 =∑∞1 z2i /ai .
The following lemma generalizes the representation of H(L) described in the example
above.
Lemma 3.3. The space H(L) equipped with the norm ‖Z‖L is a Hilbert space. More-
over, let X = (Xi)i∈I be a family of vectors in G such that:
(a) X satisﬁes (3.2) and L = −∑i∈I X2i .
(b) For any sequence (i ) of reals satisfying
∑
I |i |2 <∞ we have∑
I
iXi = 0 in G ⇒ ∀ i ∈ I, i = 0.
Then X is an orthonormal basis of H(L), that is,
H(L) =
{
Z =
∑
I
iXi :
∑
I
|i |2 <∞
}
and ‖
∑
I
iXi‖2L =
∑
2i .
The space H(L) must be interpreted as a space of good directions for L in G. It
captures very important non-trivial information about L and necessarily plays a crucial
role in any precise analysis of L and the associated Gaussian semigroup. This is apparent
in the present paper and in [8].
Example 3. On the inﬁnite-dimensional torus T∞ with standard coordinates (xi), let
Ei = i as in Examples 1,2. Let
L1 =
∑
i,j
min{i, j}EiEj , L2 = 2
∑
i j
EiEj .
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In the notation of Example 1, it is not hard to see that
L1 =
∑
i
Y 21,i , L2 =
∑
i
Y 22,i ,
where Y1,i = ∑j i Ej and Y2,i = Ei−1 + Ei (E0 = 0). The families (Y1,i ), (Y2,i )
are projective: (Y1,i ) is a projective basis (hence satisﬁes (b)) whereas (Y2,i ) is not a
projective basis nor a free projective family but does nevertheless satisfy (b). Hence,
the family (Yn,i) forms an orthonormal basis of H(Ln) for n = 1 and n = 2.
Proof of Lemma 3.3. This lemma improves upon [8, Lemma 2.6]. The proof is two
steps. First, consider a free projective family X˜ = (X˜i)I such that L = ∑I X˜2i . Such
a family always exists (see [8, Theorem 2.4] and its proof). The proof of [8, Lemma
2.6] shows that H(L) is indeed a Hilbert space with orthonormal basis X˜. Let 2(I )
denote the Hilbert space of all square summable families of reals  = (i )I . To prove
the result for X = (Xi) as in Lemma 3.3, observe that (a) implies that for any  ∈ 2,
Z =∑i iXi ∈ H(L). Hence, there is a matrix M = (mi,j ) such that Xi =∑j mi,j X˜j .
By (3.2), the matrix M deﬁnes an operator on 2(I ) with dense domain (the set of all
vectors (i )I ∈ 2(I ) with i = 0 for atmost ﬁnitely many i) and the product M tM is
well deﬁned. Moreover, computing 
 in the free projective family X˜ in two different
ways using (3.4) and (3.5), we get
∀ f, g ∈ B(G), 
(f, g) =
∑
i
X˜if X˜ig =
∑
i,j
(M tM)i,j X˜if X˜j g.
As X˜ is free projective, this implies (see [8]) that M tM = Id as inﬁnite matrices
indexed by I. Thus M deﬁnes an isometry from 2(I ) to 2(I ). If we can show that
M t (understood as the adjoint of the isometry M) is invertible, i.e., that M t has trivial
kernel, then M will deﬁne an orthogonal transformation of 2(I ) and this will imply that
X is indeed an orthonormal basis of H(L). For any  ∈ ker M t , consider Z =∑i iXi .
Then, for any f ∈ B(G), we have
Zf =
∑
iXif =
∑
i
i
∑
j
mi,j X˜j f =
∑
i
(M t)j X˜j f = 0.
By hypothesis (b), this implies that  = 0, ﬁnishing the proof. 
3.3. The spaces SkL, D2kL and T kL
We start this section with an important observation concerning the spaces SkX.
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Proposition 3.4 (Bendikov and Saloff-Coste [8]). Let X = (Xi)I , Z = (Zi)i∈I be two
projective families such that
L = −
∑
i∈I
X2i = −
∑
i∈I
Z2i .
Then, for any k = 1, 2, . . . , |Dkxf |X = |Dkxf |Z and SkX(f ) = SkZ(f ). In particular,
SkX = SkZ .
Deﬁnition 3.5. Given L = −∑i∈I X2i where X is a projective family, for k = 0, 1, 2,
. . ., we set
∀ f ∈ SkX, |Dkxf |L = |Dkxf |X =
∑
∈I k
|Xf (x)|2
1/2 and SkL(f ) = SkX(f ).
Finally, for k = 0, 1, 2, . . . ,∞, we set SkL = SkX.
Remarks. (1) The notation SkL indicates that |Dkxf |L is the Hilbert–Schmidt norm of
the k-linear functional Dkxf acting on the Hilbert space H(L) introduced in Deﬁnition
3.2 (Note that Dkxf is not symmetric unless G is abelian).
(2) Given that, in general, |Dkf |L depends in fact only on L, not on X, it is natural
to inquire what is the formula for this quantity in an arbitrary projective basis Y where
L = −∑i,j∈I ai,j YiYj . A simple argument (using parts of the proof of Lemma 3.3)
gives
|Dnf |2L =
∑
((i1,j1),...,(in,jn))∈(I×I )n
ai1,j1 · · · aik,jk (Yi1 · · ·Yinf )(Yj1 · · ·Yjnf ).
In principle, the space S∞L should provide an excellent space of test functions asso-
ciated to L. Unfortunately, it is not known if S∞L is contained in the C(G)-domain of
L and this seems to be a delicate question.
Deﬁnition 3.6. Let D2kL be the completion of B(G) for the norm
D2kL (f ) = sup
nk
{‖Lnf ‖∞} (3.6)
and set
D∞L =
⋂
n∈N
D2nL
equipped with the family of seminorms f → ‖Lnf ‖∞, n = 0, 1, . . . .
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Remark. An alternative equivalent deﬁnition of D2kL is as follows. Consider Ht deﬁned
at (3.1) as a C0 semigroup acting on C(G). As such, Ht admits a C(G)-inﬁnitesimal
generator which is an extension of the differential operator −L. Using left convolution
by functions in B(G) it is easy to prove that D2kL is the domain of the kth power of
this inﬁnitesimal generator.
In inﬁnite dimension, it is rather hard to describe D2kL . In particular, it is not clear
that these spaces are algebras for pointwise multiplication. It is not even clear that B(G)
acts on these spaces by pointwise multiplication. See however Theorem 4.7 below for
the case of the inﬁnite-dimensional torus. To solve this difﬁculty we arrive at the
following deﬁnitions. Fix k, n ∈ N. Consider the set
(k, n) = { = (0, 2, . . . , k) : i ∈ N,
∑
i = n}
of all possible ways to put n indistinguishable balls in a rack of k + 1 boxes (these
are called compositions of n into k + 1 parts). For f ∈ B(G),  ∈ (k, n) and left
invariant vector ﬁelds Z1, . . . Zk , deﬁne the linear k-form Dk,x f by
Dk,x f (Z1, . . . , Zk) = L0Z1L1Z2 · · ·Lk−1ZkLk f (x).
Given a projective family X = (Xi)I and L = −∑I X2i , consider
|Dk,x f |X = |Dk,x f |L =
∑
∈I k
|L0X1L1X2 · · ·Lk−1XkLk f (x)|2
1/2 .
As in the case of |Dkxf |L (see the proof of this fact in [8]), the quantity above does
not depend of the projective family X used to write L = −∑I X2i as a sum of squares.
It equals the Hilbert–Schmidt norm of the k-linear form Dk,x f on H(L). It will be
useful to set, for  ∈ I k and  ∈ (k, n),
P ,f = L0X1L1X2 · · ·Lk−1XkLk f (3.7)
so that
|Dk,x f |2X = |Dk,x f |2L =
∑
∈I k
|P ,f |2.
Given ,m ∈ N, set w(,m) = + 2m and
MkX(f ) = MkL(f ) = sup
x∈G
sup
(,m)∈N
w(,m) k
sup
∈(,m)
{
|D,x f |L
}
. (3.8)
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Deﬁnition 3.7. Given a projective family X = (Xi)I and L = −∑I X2i , let T kX = T kL
be the completion of B(G) for the norm MkL(f ). Deﬁne TL = T ∞L to be the space
TL = T ∞X =
⋂
k∈N
T kL
equipped with the topology deﬁned by the family of seminorms MkL, k = 0, 1, 2, . . . .
Note that, if X = (Xi) is a projective family, we have
B(G) ⊂ T kX ⊂ SkX ⊂ CkX ⊂ C(G).
The next proposition records important properties of these spaces.
Proposition 3.8. Let X = (Xi)I be a projective family and set L = −∑I X2i .
(1) Let  be a Borel measure of total mass ‖‖ = ||(G). Then
∀ f ∈ T kL , MkL(Clf )‖‖MkL(f )).
(2) A function f is in T kL if and only if, for any ,m ∈ N with +2mk, j ∈ I , and
any  ∈ (,m), the functions x → P j,f (x) and x → |D,x f |L are continuous
on G.
(3) Let n ∈ L1(G), n → e as n tends to inﬁnity. Then for any function f ∈ T kL
the sequence (fn) deﬁned by fn = n ∗ f converges to f in T kL .
(4) The spaces T kL , k = 0, 1, . . . ,∞, are algebras for pointwise multiplication, that
is, for any f, g ∈ T kL ,
MkL(fg)CkMkL(f )MkL(g).
Proof. (1): For any integers ,m with w(,m)k, and for any  ∈ (,m), j ∈ I ,
∀ f ∈ B(G), P j,(Clf )(x) =
∫
G
P j,f (y−1x) d(y) = Cl[P j,f ](x). (3.9)
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Minkowsky’s inequality and (3.9) yields
|D,x Clf |L
∫
G
|D,
y−1xf |L d||(y)‖‖ ‖|D,f |L‖∞.
(2) and (3): Assume that f ∈ T kL . Then, for each ,m with  + 2mk, each
 ∈ (,m), and each j ∈ I , the function
P j,f : x → P j,f (x) = D,x f (Xj1 , . . . , Xj)
is continuous as the uniform limit of continuous functions. The function
|D,f |L : x → |D,x f |L
is also continuous as the uniform limit of continuous functions. Indeed, if fn → f
in T kL and fn ∈ B(G), then |D,fn|L is a continuous function as a ﬁnite sum of
continuous functions.
Keeping the same notation, assume now that f, P j,f , |D,f |L are continuous
functions. Let n ∈ B(G), n → e and set fn = n ∗ f ∈ B(G). Note that
K = sup
n
∫
G
|n| d < +∞.
By a classical argument P j,fn = n ∗ [P j,f ] tends to P j,f (x), uniformly in G. As
|D,f |L is continuous, Dini’s theorem shows that the partial sums ∑j∈J |P j,f (x)|2
converge uniformly to |D,x f |2L as the ﬁnite set J ⊂ I  increases to I . Hence, for
any  > 0 there exists a ﬁnite set J such that
∀ x ∈ G,
∑
j∈J c
|P j,f (x)|2.
As
sup
x∈G
∑
j∈J c
|P j,fn(x)|2
1/2 K sup
x∈G
∑
j∈J c
|P j,f (x)|2
1/2 ,
we obtain
|D,x (fn − f )|2L
∑
j∈J
|P j,(fn − f )(x)|2 + (1+K).
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This shows that MkL(fn − f ) → 0. Hence, f belongs to T kL . A similar argument
proves (3).
(4): This is a small nightmare as far as notation is concern. We urge the reader to
skip the proof in a ﬁrst reading. We need to expand
P i,(fg) = L0Xi1 · · ·XikLk (fg)
for f, g ∈ B(G),  ∈ (k, n), i ∈ I k . We need some notation. For  = (i )k1 ∈ {0, 1}k ,
let ′ be the “complement” of  obtained by adding 1 modulo 2 to each coordinate and
set || =∑k1 i . For i ∈ I k and  as above, set
X,i = X1i1 · · ·X
k
ik
where X1j h = Xih, X0j h = h.
Using Leibnitz rule and this notation, we ﬁnd that there exists an integer N(k, )
such that P i,(fg) is a ﬁnite sum of at most N(k, ) terms of the form
E =
∑
0∈Im0 ,...,k∈Imk
(P0,0X
1
i1
P1,1 · · ·Xkik Pk,kf )(P ′0,0X
′1
i1
P ′1,1 · · ·X
′k
ik
P ′k,k g),
where Pi,i , P ′i,i have the form
Pi,i = Li,0Xi,0Li,1 · · ·Xi,mi L
i,mi , P ′i,i = L
′
i,0Xi,0L
′i,1 · · ·Xi,mi L
′i,mi
with i,j being the jth coordinate of i ∈ Imi , mi +∑mij=0(i,j + ′i,j ) = i , mj ,i,j ,
′i,j ∈ N. It follows that |L0Xi1 · · ·XikLk (fg)|2 is bounded above by N(k, ) times
a ﬁnite sum of at most N(k, ) terms of type |E|2. Now,
|E|2
 ∑
0∈Im0 ,...,k∈Imk
|P0,0X1i1 P1,1 · · ·X
k
ik
Pk,kf |2

×
 ∑
0∈Im0 ,...,k∈Imk
|P ′0,0X
′1
i1
P ′1,1 · · ·X
′k
ik
P ′k,k g|2
 .
Summing over i1, . . . , ik ∈ I , we obtain
|Dk,x (fg)|LN(k, )
∑ ∑
0∈Im0 ,...,k∈Imk
ij ∈I,j∈{1,...,k}, j=1
|P0,0X1i1 P1,1 · · ·X
k
ik
Pk,kf |2

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×
 ∑
0∈Im0 ,...,k∈Imk
ij ∈I,j∈{1,...,k}, j=0
|P ′0,0X
′1
i1
P ′1,1 · · ·X
′k
ik
P ′k,k g|2
 ,
where
∑
denote a ﬁnite sum over at most N(k, ) terms. Finally,
∑
0∈Im0 ,...,k∈Imk
ij ∈I,j∈{1,...,k}, j=1
|P0,0X1i1 P1,1 · · ·X
k
ik
Pk,kf |2 = |Dk1,1x f |2L,
where k1 = ||+∑k1mj and 1 is a certain composition of n1 = n−∑k1mj into k1+1
parts. In particular, w(k1, n1) = k1 + 2n1w(k, ) = k + 2n. A similar equality holds
for the term involving the function g. Thus, for any integer K, we arrive at the bound
∀ f, g ∈ B(G), MKL (fg)CKMKL (f )MKL (g).
It follows that each T KL is an algebra for pointwise multiplication. This ends the proof
of Proposition 3.8. 
Remark. It is useful to observe that, obviously, the statement made in Proposition
3.8(4) can be localized. For any set  ⊂ G and f ∈ B(G), consider
MkX(, f ) = MkL(, f ) = sup
x∈
sup
(,m)∈N
w(,m) k
sup
∈(,m)
{
|D,x f |L
}
.
Then, the proof of Proposition 3.8(4) given above yields
∀ ⊂ G, ∀ f, g ∈ B(G), MKL (, fg)CKMKL (, f )MKL (, g). (3.10)
3.4. Compactness results
It is natural to study the compactness properties of the trivial embedding Sk+1L →
SkL and T k+1L → T kL . Unfortunately, it is not clear that any kind of compactness holds
without further assumptions. Even under strong assumption, we are only able to obtain
a rather weak compacity result. The situation is even worse for the space CkX for which
we know of no compactness result whatsoever. It is useful to start with a simple,
general and rather satisfactory result which concerns the C(G)-domains D2kL of Lk . We
need the following deﬁnition.
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Deﬁnition 3.9. Let (t )t>0 be a convolution semigroup of measures on G. We say
that (t )t>0 has the property (AC) if t is absolutely continuous with respect to Haar
measure for all t > 0.
The ﬁrst examples of Gaussian semigroups having the property (AC) on T∞ were
constructed in [3,13]. It is proved in [7] that any compact connected locally connected
metrizable group G carries many symmetric central Gaussian semigroups satisfying
(AC).
Theorem 3.10. Let (t )t>0 be symmetric Gaussian semigroup with inﬁnitesimal gen-
erator −L.
(1) If (t )t>0 satisﬁes (AC) then the trivial embedding i : D2kL → D2k−2L is compact.
(2) If the trivial embedding D2kL → C(G) is compact for some k then (t )t>0 satisﬁes
(AC).
Proof. (1): Let gu =
∫∞
0 e
−tut dt so that (uI + L)−1f = f ∗ gu. Property (AC)
implies that the measure g1 is absolutely continuous. Denote by x → g1(x) its density.
Then, for any f ∈ D2kL and n < k, we can write Lnf = [(I + L)Lnf ] ∗ g1. Setting
(I + L)Lnf = fn, we get
|[Lnf ](x)− [Lnf ](y)|
∫
G
|fn(z)|g1(z−1x)− g1(z−1y)| dz
D2kL (f )
∫
G
|g1(z)− g1(zx−1y)| dz.
Thus, for any bounded set B in D2kL and any n < k, the set {Lnf : f ∈ B} is bounded
in uniform norm and equicontinuous. By the Ascoli–Arzela theorem this provides the
desired compacity.
(2): For clarity, we ﬁrst prove the result when k = 1. Let the measure g1 be as
above. For any compact set K, consider the set
BK = { = f ∗ g1 : f ∈ C(G), 0f 1, f ≡ 1 on K}.
This set is bounded in D2L hence precompact in C(G). It follows that
1K ∗ g1 = inf{ :  ∈ BK}
is continuous. If K has Haar measure 0 then 1K ∗ g1 = 0 almost everywhere. Since
1K ∗ g1 is continuous we must have 1K ∗ g1(e) = g1(K) = 0. As g1 is a Borel
measure, this shows that g1 is absolutely continuous with respect to Haar measure.
By a theorem of Fukushima [22, Theorem 4.2.4], this implies that the symmetric
convolution semigroup (t )t>0 has property (AC).
Next, we consider the case k > 1. Let g(n)u denotes the nth convolution power of
gu. Applying the same reasoning as above with gu ∗ g(k−1)1 instead of g1, we conclude
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that the measure gu ∗g(k−1)1 is absolutely continuous with respect to Haar measure. By
the resolvent identity gu − gv = (v − u)gu ∗ gv , u, v0, we have
gu ∗ g(n−2)1 − g(n−1)1 = (1− u)gu ∗ g(n−1)1 (3.11)
for any integer n. Let A be a Borel set of Haar measure 0. Then gu ∗ g(k−1)1 (A) = 0
for any u > 1. As the total mass of gu tends to 0 as u tends to inﬁnity, (3.11) implies
gu ∗ g(k−2)1 (A) = g(k−1)1 (A) = 0
for any u > 1. By a descending induction it follows that g1(A) = 0. This shows that
g1 is absolutely continuous and the desired conclusion follows by Fukushima’s theorem
as in the case k = 1. 
Deﬁnition 3.11. Given a symmetric Gaussian semigroup (t )t>0 on G with inﬁnitesi-
mal generator −L, we set
d(x, y) = dL(x, y) = sup{|f (x)− f (y)| : f ∈ B(G), 
(f, f )1}
and
(x, y) = L(x, y) = sup{|f (x)− f (y)| : f ∈ B(G), 
(f, f )1, |Lf |1}.
These quasi-distances are called, respectively, the intrinsic distance and the relaxed
distance associated with L.
A few remarks are in order. The intrinsic distance is a classic object in the theory
of local Dirichlet spaces. See, e.g., [20,30]. The relaxed distance was introduced by
the authors in [6]. By deﬁnition, these two quasi-distances are lower semi-continuous
functions. In the present setting they are also left-invariant. In general, the intrinsic
distance may well be discontinuous or even ∞ almost everywhere. See [6]. The relaxed
distance is not greater than the intrinsic distance. There are examples where  is
continuous whereas d = ∞ almost everywhere. Assuming that (t )t>0 has a continuous
density, there are criterions for the continuity of d and  in terms of the behavior of
t (e) as t tends to zero [6]. An important remark is that, in the present setting, d and
 do not change if, in their respective deﬁnition, we replace B(G) by T 1L .
Before we discuss the announced compactness property, we need to introduce the
following tools which will be used to linearize the seminorms involved in the deﬁnition
of the spaces SkL and T kL . For any ﬁxed k, and any a = (a) ∈ 2(I k), set
Qka =
∑
∈I k
aX
. (3.12)
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Similarly, for any (k, n), any  ∈ (k, n), and any a = (a) ∈ 2(I k), set
Qk,a =
∑
∈I k
aP
,. (3.13)
Lemma 3.12. For any f ∈ SkL, any nk and any a = (a) ∈ 2(In) with
∑ |a|21,
Qnaf belongs to S
k−n
L and we have
Sk−nL (Q
n
af )SkL(f ).
Moreover,
‖|Dnf |L‖∞ = sup
a∈2(In)∑
a2

 1
{‖Qnaf ‖∞}.
Similarly, for any f ∈ T kL , any n,m,  with w(n,m)k and  ∈ (n,m), Qn,a f
belongs to T k−w(n,m)L and
M
k−w(n,m)
L (Q
n,
a f )MkL(f ).
Moreover,
‖|Dn,f |L‖∞ = sup
a∈2(In)∑
a2

 1
{‖Qn,a f ‖∞}.
Proof. We only treat T kL . Clearly it sufﬁces to prove the norm inequality. Fix (p, q)
with w(p, q)k − w(n,m) and  ∈ (p, q). Then we have
|Dp,x (Qm,a f )|2L=
∑
i∈Ip
|P i,Qm,a f |2 =
∑
i∈Ip
∣∣∣∣∣∑
∈Im
aP
i,P ,f
∣∣∣∣∣
2

∑
i∈Ip
∑
∈Im
|P i,P ,f |2MkL(f )2
as desired. 
We are now ready to state and prove a result that gives a weak type of compacity.
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Theorem 3.13. Fix a projective family (Xi)I and set L = −∑I X2i .
(1) Assume that the relaxed distance L is continuous. For any bounded set B of
functions in T k+2L there exists a sequence (fn)n∈N in B and a function f ∈ T kL
such that for each ,m with + 2mk, each j ∈ I , and each  ∈ (,m), the
sequence P j,fn converges uniformly to P j,f .
(2) Assume that the intrinsic distance dL is continuous. Then for any bounded set B
of functions in Sk+1L there exists a sequence (fn)n∈N in B and a function f ∈ SkL
such that for each k and j ∈ I , the sequence Xjfn converges uniformly to
Xjf .
Proof. We only prove the ﬁrst assertion. The proof of the second assertion similar.
Let B be a bounded set in T k+2L such that
sup
f∈B
Mk+2L (f )M.
Consider D,x f as a vector in 2(I ) with coordinates
D,x f (Xj1 , . . . , Xj) = P j,f (x).
We claim that for any ,m ∈ N with w(,m)k,  ∈ (,m), we have
|D,x f |M, (3.14)∣∣∣D,x f −D,y f ∣∣∣ML(x, y), (3.15)
where the absolute values represent norms in 2(I ) (equivalently, D,x f can be inter-
preted as a -form on H(L) and | · | as the corresponding Hilbert–Schmidt norm).
It is enough to prove these assertions assuming that all elements of B are cylindric
functions. Assertion (3.14) is obvious from the deﬁnition of the norm Mk+2L .
To prove (3.15), for each sequence aj , j ∈ I , ∑j a2j = 1, consider the function
x → F(x) =
∑
j∈I 
ajP
j,f (x), f ∈ B.
These are continuous functions on G. By Lemma 3.12,
M2L(F )Mk+2L (f )M.
That is,

(F, F )M2 and |LF |M. (3.16)
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By deﬁnition of the relaxed distance , (3.16) implies that
∀f ∈ B, |F(x)− F(y)| M2(x, y).
Taking supremum over all sequences (aj )j∈I  with
∑
a2j = 1 yields (3.15).
Now, (3.14) and (3.15) imply that each of the families
{x → P j,f (x), f ∈ B}
is equicontinuous and uniformly bounded on G. Thus by the Ascoli–Arzela theorem
and a classical diagonal argument, we can ﬁnd a sequence (fn), fn ∈ B and functions
f j,, j ∈ I , such that P j,fn converges uniformly to f j,. By the closedness of the
operators P j,, it follows that f j, = P j,f where f = f 0,0 is the uniform limit of
the sequence (fn). Moreover, by (3.14) and (3.15), |D,f | is a bounded -Lipschitz
function. In particular, it is continuous. By Proposition 3.8(2), it follows that f ∈ T kL .
Unfortunately, we do not see how to prove that |D,fn| → |D,f |. If that was the
case it would follow by a simple additional argument that fn → f in T kL . 
Remarks. (1) The conclusion of Theorem 3.13(1) can be restated as saying that there
exists a sequence fn in B and a function f in T kL such that for each ,m with +2mk,
each  ∈ (,m), and each j ∈ I ,
D,fn(Xj1 , . . . , Xj)→ D,f (Xj1 , . . . , Xj)
uniformly on G. By an easy argument, this shows that the -form D,fn on H(L)
converges in operator norm to D,f , uniformly on G. That is, for any Z1, . . . , Z ∈
H(L),
sup
Z1,...,Z∈H(L)‖Z1‖,...,‖Z‖ 1
|D,fn(Z1, . . . , Z)−D,f (Z1, . . . , Z)| → 0
uniformly on G. This should be compared with the fact that convergence of fn to f in
T kL means convergence of D,fn to D,f in the Hilbert–Schmidt norm, uniformly
on G.
(2) In Theorem 3.13(1), the limit point f of the set B not only is in T kL as stated
but also has derivatives of order k+ 1 D,(Xj1 , . . . , Xj) in the sense of distributions
for all ,m with + 2m = k + 1,  ∈ (,m), j = (j1, . . . , j) ∈ I . Moreover, these
derivatives of order k+ 1 are bounded functions and inequality (3.14) holds for almost
all x ∈ G. They might however not be continuous.
(3) The two remarks above can easily be adapted to the case of the embedding
Sk+1L → SkL treated in Theorem 3.13(2).
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4. The spaces SkL, T kL and D2kL in the bi-invariant case
4.1. Iterated gradients
In this section, we specialize the constructions above to the case where the symmetric
Gaussian semigroup (t )t>0 is central, i.e., the case where the inﬁnitesimal generator
−L is bi-invariant. It is easy to check that the bi-invariance of L implies that L
commutes with any left-invariant vector ﬁeld Z. That is,
∀Z ∈ G, ∀ f ∈ B(G), LZf = ZLf.
It follows that the deﬁnition of the spaces T kL simpliﬁes somewhat since, for any
 ∈ (m, n),
P j,f = L0Xj1 · · ·XjmLmf = XjLnf,
|Dm,f |2L =
∑
j∈Im0
|XjLnf |2 = |Dm(Lnf )|2L
and thus
MkL(f ) = sup
x∈G
sup
m,n
m+2n k
|Dmx (Lnf )|L.
In fact, in this case, one can describe these objects more intrinsically as follows.
Recall the deﬁnition of the iterated gradient associated to a general Markov generator
L. See [2,29] and the references therein. Assuming the existence of an algebra A of
continuous functions contained in the domain D22 of L and stable by L, i.e., such that
LA ⊂ A, (in our setting A = B(G) is such an algebra), deﬁne 
n recursively for
n = 1, 2, 3, . . . , by

n(f, g) = 12 (−L
n−1(f, g)+ 
n−1(f, Lg)+ 
n−1(Lf, g))
and 
0(f, g) = fg, f, g ∈ A. From this deﬁnition one easily proves by induction that,
for any f, g ∈ A,

n(f, g) = 2−n
∑
++=n
(−1)n!
!!! L

[
(Lf )(Lg)
]
. (4.1)
Higher iterated gradients, are difﬁcult to compute, in general, even in our setting
where A = B(G) (Recall that this algebra is a core for L). However, when L is
bi-invariant we have the following simple result whose proof is left to the reader.
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Lemma 4.1. Assume that L = −∑i∈I X2i is bi-invariant. Then
∀ f, g ∈ B(G), 
n(f, g) =
∑
(1,...,n)∈In
(X1 · · ·Xnf )(X1 · · ·Xng).
In particular
|Dnf |2L = 
n(f, f ) and |Dm(Lnf )|2L = 
m(Lnf,Lnf ).
Note that Lemma 4.1 gives an intrinsic deﬁnition of |Dnxf |L in terms of L in the
bi-invariant case.
Proposition 4.2. Assume that L is bi-invariant. The operators
La : f → Laf, Laf (x) = f (ax), a ∈ G, (4.2)
Ra : f → Raf, Raf (x) = f (xa), a ∈ G (4.3)
and
f → fˇ , fˇ (x) = f (x−1) (4.4)
all act on the spaces SkL and T kL , k = 0, 1, 2, . . . ,∞ as homeomorphisms. Moreover,for any f ∈ B(G) and any integers n,m,
|Dmx (LaLnf )|L = |Dmax(Lnf )|L, |Dmx (RaLnf )|L = |Dmxa(Lnf )|L
and
|Dmx (Lnfˇ )|L = |Dmx−1(Lnf )|L.
Proof. For La this is true in the general left-invariant case. When L is bi-invariant,
so are the 
n (by induction) and the result for Ra follows from Lemma 4.1.
To prove the result for f → fˇ , observe that if  is a central symmetric measure,
fˇ ∗ (x) =
∫
fˇ (xy−1) d(y) =
∫
f (yx−1) d(y)
=
∫
f (x−1y) d(y) =
∫
f (x−1y−1) d(y) = f ∗ (x−1).
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From this and Lf = limt→0 t−1(f − f ∗ ˇt ), it follows that Lfˇ = (Lf )ˇ. From here,
the desired result follows from Lemma 4.1. 
As a simple application of Proposition 4.2, we have the following result.
Proposition 4.3. Assume that L is bi-invariant.
(1) Let  be a Borel measure on G. Fix k = 0, 1, 2, . . . ,∞. Then the operator Crf =
f ∗  is bounded on SkL and T kL and, for all f ∈ B(G),
SkL(C
r
f )‖‖SkL(f ), MkL(Crf )‖‖MkL(f ).
(2) Let n ∈ B(G), n → e. Then for any function f ∈ SkL (resp. f ∈ T kL ) the
sequence (fn) deﬁned by fn = f ∗ n converges to f in SkL (resp. T kL ).
Proof. We prove (2). The proof of (1) is similar. By Proposition 2.4(3) (resp. 3.8(3))
applied to ˇn and Proposition 4.2, the sequence [fn ]ˇ = (ˇn ∗ fˇ ) converges to fˇ in SkL
(resp T kL ). Hence Proposition 4.2 shows that fn converges to f in SkL (resp. T kL ). 
4.2. Compactness results in the bi-invariant case
We now return to the question of the compactness of the embeddings T kL → T mL ,
k > m, and complement the results of Section 3.4 under the assumption that L is bi-
invariant. We start with a lemma which takes advantage of formula (4.1) together with
the fact that T kL is an algebra. Note that for this lemma, L need not be bi-invariant.
Lemma 4.4. Let −L be the inﬁnitesimal generator of a symmetric Gaussian semigroup
(t )t>0. Assume that (t )t>0 satisﬁes property (AC). Let B be a bounded set in T 2kL .
Then there exists a sequence (fn)n∈N, fn ∈ B, and a function f ∈ D2k−2L such thatfor any integers ,  with + k − 2 we have
(Lfp)(L
f ), (Lf )(Lf ) ∈ D2k−2(+)−2,
lim
q→∞[(L
fq)(L
fq ] = (Lf )(Lf ), lim
q→∞[(L
fp)(L
fq)] = (Lfp)(Lf )
and
lim
q→∞[(L
fq)(L
f )] = (Lf )(Lf )
in D2k−2(+)−4. In particular, for any mk − 2
lim
n→∞‖
m(fn − f, fn − f )‖∞ = 0.
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Proof. As T 2kL ⊂ D2kL , Theorem 3.10 shows that we can ﬁnd a sequence fn ∈ B which
converges to a function f in D2k−2L . As T sL is an algebra for each s, for any integers
,  with +  < k, the families
[Lfp][Lfq ], p, q ∈ N,
[Lfp][Lfp], p ∈ N
are bounded in T 2k−2(+) and thus in D2k−2(+)L . Let  be an integer such that
+ +  < k. Applying Theorem 3.10 for each ﬁxed p and a diagonal argument, we
can extract a subsequence which we call again fn such that
L
(
[Lfp][Lfq ]
)
and
L
(
[Lfq ][Lfq ]
)
converge uniformly to continuous functions when q tends to inﬁnity and p is ﬁxed. As
L is a closed operator, it follows that [Lfp][Lf ], [Lf ][Lf ] ∈ D2k−2(+)−2 and
lim
q→∞[L
fp][Lfq ]=[Lfp][Lf ],
lim
q→∞[L
fq ][Lfq ]=[Lf ][Lf ] (4.5)
in D2k−2(+)−2L . In particular, the family
[Lfp][Lf ], p ∈ N
is bounded in D2k−2(+)−2. Repeating the same argument, we obtain a subsequence
such that
lim
p→∞[L
fp][Lf ] = [Lf ][Lf ] (4.6)
in D2k−2(+)−4L . Now, (4.1), (4.5), (4.6) imply that
lim
p→∞‖
m(fp, fp)− 
m(f, f )‖∞ = 0, limp→∞‖
m(fp, f )− 
m(f, f )‖∞ = 0
as long as mk − 2. By the bi-linearity of 
m, the desired result follows. 
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Theorem 4.5. Let −L be the inﬁnitesimal generator of a symmetric central Gaussian
semigroup (t )t>0. Assume that (t )t>0 satisﬁes property (AC). Then, for each integer
k2, the embedding
i : T 2kL → T k−2L
is compact.
Proof. Let B ⊂ T 2kL be a bounded set. Then, for any mk, LmB = {Lmf : f ∈ B}
is bounded in T 2k−2mL . By using Lemma 4.4 repeatedly, we can ﬁnd a sequence of
functions fn ∈ B which converges to a function f in D2k−2 and such that for each pair
of integers ,m with + 2mk − 2, we have
lim
n→∞‖
(L
m(fn − f ), Lm(fn − f ))‖∞ = 0. (4.7)
Since (t )t>0 is central, i.e., L is bi-invariant, Lemma 4.1 shows that 
s(,)0
for any  ∈ T 2sL . By construction we also have 
(,)0 for any  in the linear
span of Em = {Lm(fn − f ) : n = 1, 2, . . .} as long as + 2mk − 2. Thus we have
∀, ∈ Em, 
(+ ,+ )(
(,)1/2 + 
(,)1/2)2.
Using this remark and (4.7), we see that the sequence (fn)n∈N satisﬁes
lim
p,q→∞‖
(L
m(fq − fp), Lm(fq − fp))‖∞ = 0
for all ,m such that  + 2mk − 2, that is, (fn)n∈N is Cauchy in T k−2L . It follows
that (fn)n∈N converges in T k−2L as desired. 
Remark. When L = −∑I X2i is bi-invariant, (4.1) and Lemma 4.1 show that for any
f ∈ B(G) and  ∈ I k ,
‖Xf ‖∞SkX(f )(3/2)k sup
,,:
++ k
‖L[(Lf )(Lf )]‖∞.
Let A ⊂ C(G) be an algebra (for pointwise multiplication) which is stable by L and
contains B(G) . The last inequality shows that A ⊂ TL. If A is assumed to be closed
in D∞L then it coincides with TL. Thus TL is the smallest closed algebra in D∞L which
is stable by L and contains B(G).
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4.3. The spaces D2kL on the inﬁnite-dimensional torus
The following result gives a useful bound valid for an arbitrary symmetric Gaussian
semigroup on T∞. It is a good example of a special property satisﬁed by the vector
ﬁelds in H(L). Whether or not it can be extended to (central) symmetric Gaussian
semigroups on arbitrary compact groups is an interesting open question.
Theorem 4.6. Let (t )t>0 be a symmetric Gaussian semigroup on T∞ with inﬁnitesi-
mal generator −L. For any Z ∈ H(L), Zt is a signed Borel measure of total mass
bounded by
‖Zt‖
‖Z‖L√
t
. (4.8)
More generally, let (Xi)I be a free projective family such that L = −∑I X2i . Then,
for any integer k, for any family a = (a)∈I k of reals such that ‖a‖2 =
∑ |a|2 <∞,∑
aX
t is a signed Borel measure of total mass bounded by
‖
∑
aX
t‖(k!)1/2 (2t)−k/2 ‖a‖. (4.9)
Proof of (4.8). Let Z ∈ H(L). Let Kn = {x = (xi) ∈ T∞ : x1 = · · · = xn = 0}
so that we have Tn = T∞/Kn. Let n : T∞ → Tn be the canonical projection and
set Zn = dn(Z). As usual, we denote by (nt ) the projection of (t ) on Tn and by
−Ln the associated generator. Let Hn = dn[H(L)] = H(Ln). Obviously, it sufﬁces
to prove that
‖Znnt ‖
‖Z‖L√
t
. (4.10)
Now, consider the (unique) Gaussian semigroup (˜nt ) on Rn whose projection on Tn =
Rn/Zn is (nt ) and let Z˜n be Zn lifted to Rn. It sufﬁces to show that
‖Z˜n˜nt ‖
‖Z‖L√
t
. (4.11)
Since Zn ∈ H(Ln), we can pick a basis (v1, . . . , vn) of Rn in which the generator of
˜nt is −
∑k
1 V
2
i for some kn and Z˜n is collinear to v1 at the origin. Here, Vi denotes
the translation invariant vector ﬁeld in Rn whose value at the origin is vi . We claim
that
‖V1˜nt ‖ =
1√
t
. (4.12)
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Indeed, by the product structure of nt in the basis (v1, . . . , vn), this reduces to the
one-dimensional identity
∫ +∞
−∞
∣∣∣∣∣ ddx e−x
2/4t
√
4t
∣∣∣∣∣ dx = 1√t .
By construction, we have Z˜n = aV1 with |a|‖Z‖L. Hence (4.11) follows from (4.12).
This proves (4.10) which, in turn, shows that ‖Zt‖‖Z‖L/
√
t as desired. 
Proof of (4.9). Following the line of reasoning used for the proof of (4.8), we easily
reduce the desired inequality to∫
Rn
|
∑
∈{1,...,n}k
a
(1)
1 · · · (n)n nt (x)| dx(k!)1/2(2t)−k/2‖a‖,
where nt (x) = (4t)−n/2 exp
(− (∑n1 x2i ) /4t) and, for  ∈ {1, . . . , n}k , i ∈ {1, . . . , n},
we have set (i) = #{j ∈ {1, . . . , k} : j = i}. Note that (1)+ · · · + (n) = k.
To prove this estimate, let hn(r) = er2/2
(
d
dr
)n
e−r2/2 be the nth Hermite polynomial.
Let also hn,t (r) = er2/4t
(
d
dr
)n
e−r2/4t . Then
hn,t (r) = (2t)−n/2hn(r/
√
2t)
and ∫ +∞
−∞
|hn,t (r)|2 e
−r2/4t
√
4t
dr=(2t)−n/2
∫ +∞
−∞
|hn(r)|2 e
−r2/2
√
2
dr
=(2t)−n/2n!. (4.13)
Now, we have ∫
Rn
|
∑
∈{1,...,n}k
a
(1)
1 · · · (n)n nt (x)| dx
=
∫
Rn
|
∑
∈{1,...,n}k
ah(1),t (x1) · · ·h(n),t (xn)|nt (x) dx.
By Jensen’s inequality, the orthogonality relations of Hermite polynomials, the product
structure and (4.13), we obtain∫
Rn
|
∑
∈{1,...,n}k
a1 · · · knt (x)| dx
2
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
∑
∈{1,...,n}k
a2
∫
Rn
∣∣h(1),t (x1) · · ·h(n),t (xn)∣∣2 nt (x) dx
=
∑
∈{1,...,n}k
a2(1)! · · · (n)!(2t)−kk!(2t)−k‖a‖2.
This is the desired inequality. 
We end this section concerning function spaces by a remarkable consequence of
Theorem 4.6. Note that, obviously, we always have T 2kL ⊂ D2kL , for all k = 1, 2, . . . .
In particular, TL ⊂ D∞L . The following result shows that, when −L is the generator
of a symmetric Gaussian semigroup on the inﬁnite-dimensional torus, we have in fact
TL = D∞L . This gives a number of non-trivial properties of D∞L .
Theorem 4.7. Let −L be the inﬁnitesimal generator of a symmetric Gaussian semi-
group on the inﬁnite-dimensional torus T∞. Then, for each integer k1, D2kL ⊂ T 2k−1L
and we have
∀ f ∈ D2kL , M2k−1L (f )CkD2kL (f ). (4.14)
Moreover, D2kL is an algebra under pointwise multiplication and
∀ f, g ∈ D2kL , D2kL (fg)CkD2kL (f )D2kL (g). (4.15)
Finally, TL = D∞L ⊂ S∞L .
Proof. First, we prove (4.14). Let X = (Xi) be a free projective family such that
L = −∑i X2i . Let Qna be deﬁned by (3.12). By Lemma 3.12 and the fact that any
invariant vector ﬁeld commutes with L (since the group is abelian), it sufﬁces to prove
that
∀ f ∈ B(G), ‖Qnaf ‖∞CD2kL (f ) (4.16)
for all n2k−1 and all a = (a)∈In with ∑ |a|21. To prove (4.16), let Ht = e−tL
denote the semigroup of operators generated by −L. Write f = H1f +
∫ 1
0 LHsf ds.
For any integer k, repeated integration by parts gives
f =
k−1∑
0
(−1)m
m! L
mH1f + (−1)
k
(k − 1)!
∫ 1
0
sk−1LkHsf ds.
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Using this formula, we obtain
Qnaf =
k−1∑
0
(−1)m
m! Q
n
aH1(L
mf )+ (−1)
k
(k − 1)!
∫ 1
0
sk−1QnaHsLkf ds.
Now, Theorem 4.6 gives
‖QnaHsLmf ‖∞(n!)1/2(2s)−n/2‖Lmf ‖∞.
As n2k − 1, we obtain
‖Qnaf ‖∞(n!)1/22−n/2
k−1∑
0
1
m! ‖L
mf ‖∞ + (n!)
1/22−n/2
(k − 1)!
×
∫ 1
0
sk−1−n/2‖Lkf ‖∞ ds
(n!)1/22−n/2
k−1∑
0
1
m! ‖L
mf ‖∞ + (n!)
1/22−n/2
(k − 1)!(k − n/2)‖L
kf ‖∞
 2e(n!)
1/2k
2n/2(2k − n)D
2k
L (f ).
This proves (4.16) and (4.14) follows.
Next we prove (4.15). For f, g ∈ B(G), we have
Lk(fg) =
∑
k1,k2,k3
k1+k2+k3=k
2k3
∑
i∈I k3
XiLk1fXiLk2g.
Hence
D2kL (fg)
∑
k1,k2,k3
k1+k2+k3=k
2k3
∑
i∈I k3
|XiLk1f |2
1/2∑
i∈I k3
|XiLk2g|2
1/2
D2kL (f )‖g‖∞ +D2kL (g)‖f ‖∞ + CkM2k−1L (f )M2k−1L (g)
C′kD2kL (f )D2kL (g)
where the last inequality follows from (4.14). This ﬁnishes the proof of Theorem 4.7.

Theorem 4.8. Let −L be the inﬁnitesimal generator of a symmetric Gaussian semi-
group (t )t>0 on the inﬁnite-dimensional torus T∞.
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(1) Assume that (t )t>0 has property (AC). Then, for each integer k4 the natural
injection i : T kL → T k−4L is compact.
(2) Assume that, for some k, the natural injection i : T kL → C(G) is compact. Then
(t )t>0 has property (AC).
Proof. (1): By Theorem 3.10(1), the injection D2nL → D2n−2L is compact. If k = 2n,
by Theorem 4.7 we have
T 2nL → D2nL → D2n−2L → T 2n−3L ,
where each arrow is a bounded embedding and the middle one is compact. Hence, the
injection T kL → T k−3L is compact. If k = 2n+ 1, we have instead.
T 2n+1L → D2nL → D2n−2L → T 2n−3L
and the injection T kL → T k−4L is compact (note that for k = 3, the injection T 3L →
C(G) = T 0L is compact).
(2): By Theorem 4.7 we have D2kL ⊂ T kL . Hence the desired statement follows from
Theorem 3.10(2). 
5. Examples
The aim of this section is to give more explicit descriptions of some of the spaces
of smooth functions discussed above in the presence of some additional assumptions.
5.1. Differential operators of ﬁnite L-order
Very generally, let −L be the inﬁnitesimal generator of a symmetric Gaussian semi-
group. It turns out to be rather important and useful to understand which left-invariant
vector ﬁelds Z act continuously on TL (resp. S∞L ). Hence we introduce the following
deﬁnition.
Deﬁnition 5.1. Let −L be the inﬁnitesimal generator of a symmetric Gaussian semi-
group. Let P be a left-invariant differential operator of ﬁnite order.
(a) We say that P has ﬁnite TL-order (equivalently, ﬁnite L-order) at most k if there
exists C such that
∀ ∈ B(G), ‖P‖∞CMkL(). (5.1)
(b) We say that P has ﬁnite SL-order at most k if there exists C such that
∀ ∈ B(G), ‖P‖∞CSkL(). (5.2)
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Note that P has ﬁnite TL-order at most k if it has SL-order at most k.
Lemma 5.2. Referring to Deﬁnition 5.1, assume that L is bi-invariant. Then P has
ﬁnite TL-order (resp. SL-order) if and only if P ∈ TL (resp. S∞L ) for all  ∈ TL
(resp. S∞L ).
Proof. Consider the case of TL (the other case is similar). If P ∈ TL for any  ∈ TL
then, by the closed graph theorem, P must have TL-order at most k for some ﬁnite k
(this does not use the hypothesis that L is bi-invariant).
To prove the converse, we need the following observation. Let X = (Xi) be a
projective family such that L = −∑X2i . For each Xi , let X˘i denote the right-invariant
vector ﬁeld on G such that X˘i(e) = Xi(e). As L is bi-invariant, we have also L =
−∑ X˘2i . It follows that the norms SkL,MkL can be computed in terms of the right-
invariant vector ﬁelds X˘i . Indeed, by the right invariant version of Lemma 4.1, for any
function f ∈ B(G) and any x ∈ G,
∑
j∈I k
|X˘jLnf (x)|2 =
∑
j∈I k
|XjLnf (x)|2.
In particular, if we denote by RSmX, RT mX the right invariant versions of SmX , T mX , we
have RSmX = SmX = SmL and RT mX = T mX = T mL (this does not seem to hold when
L is not bi-invariant). We also have X˘jLnPf = PX˘jLnf because left-invariant ﬁelds
commute with right-invariant ﬁelds and L commutes with left- and right-invariant vector
ﬁelds. This, (5.1), and the right-invariant version of Lemma 3.12, yield
∀ f ∈ TL, |Q˘ma LnPf |CMm+k+2nL (f ).
By Lemma 3.12 again, we obtain
MmL (Pf )CMm+kL (f ).
Applying this to f −n ∗ f where n is a delta-sequence of Bruhat test functions, we
see that P(n ∗ f ) converges to Pf in TL. Thus Pf belongs to TL as desired. 
From Deﬁnition 5.1 it follows that a left invariant vector ﬁeld Z has SL-order 1 if
and only if Z ∈ HL. Moreover, P = Z1 · · ·Zk with Zi ∈ HL has ﬁnite SL-order k.
It would be interesting to characterize the left-invariant vector ﬁelds of a given SL-
order m > 1. The following Proposition can be used to produce vector ﬁelds of higher
SL-order in certain cases.
Proposition 5.3. Let L be the inﬁnitesimal generator of symmetric Gaussian semi-
group. Let X1, X2, . . . be left-invariant vector ﬁelds in HL such that ‖Xi‖L1. Assume
that each of the one parameter groups {xi(t) = exp(tXi) : t ∈ R} is compact in G
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and set
ti = inf{t > 0 : exp(tXi) = e}.
Consider Z =∑ ziXi and assume that there exists an integer k such that∑
i
|zi |tki <∞.
Then Z has ﬁnite SL-order at most m = k + 1.
Proof. Let  ∈ B(G). For any integer k0 and any x ∈ G, consider the function
of the real variable t deﬁned by k(t) = t → [Xki ](x exp(tXi)). This is a smooth
periodic function of period ti and k = ′k−1, k1. Hence, for m1, there exists
s ∈ [0, ti) such that k(s) = 0 (this s depends on i and k). By the fundamental
theorem of Calculus, it follows that:
∀ k1, ‖k‖∞
1
2
∫ ti
0
|k+1(t)| dt(ti/2)‖k+1‖∞.
Hence,
‖Xi‖∞(ti/2)k‖Xk+1i ‖∞.
By assumption and Lemma 3.12, ‖Xk+1i ‖∞Sk+1L (). Hence,
‖Z‖∞
∑
|zi |‖Xi‖∞2−k
(∑
|zi |tki
)
Sk+1L ().
This shows that Z has SL-order at most k + 1. 
5.2. Diagonal laplacians on T∞
Let G = T = R/2Z where R = R∞ and Z = Z∞. Thus, T is the countable
product of circle groups, each isomorphic to T = R/2Z. Fix a sequence a = (ai)∞1
of positive numbers and consider the symmetric Gaussian semigroup (t )t>0 generated
by
L = −
∑
ai
2
i .
Set
N(s) = #{i : ais}. (5.3)
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Many properties of (t )t>0 can be characterized in terms of the function N. In particular,
we have (see [4,6,13]):
• (t )t>0 is (AC) if and only if logN(s) = o(s) at inﬁnity. In this case, t admits a
continuous density for all t > 0.
• Assume that (t )t>0 admits a continuous density x → t (x) and ﬁx  > 0. Then
log t (e) = O(t−)
at 0 if and only if N(s) = O(s) at inﬁnity.
We now want to illustrate Deﬁnition 5.1 and Proposition 5.3 in the present setting.
Proposition 5.3 applies easily to the vectors Yi = a1/2i i which form an orthonormal
basis of HL and satisfy
ti = inf{t > 0 : exp(−tYi) = e} = a−1/2i .
Translating Proposition 5.3 in terms of the basis i , we obtain the following result.
Proposition 5.4. Let L = −∑ ai2i as above. Fix an integer k and assume that the
sequence (zi) satisﬁes
∑
|zi |a−k/2i <∞.
Then the vector Z =∑ zii is of ﬁnite SL-order atmost k. In particular, ZS∞L ⊂ S∞L
and ZTL ⊂ TL.
In fact, in the present setting, we have a much stronger result. The following propo-
sition follows from the proof of Proposition 5.3 and the fact that the vector ﬁelds
Xi = i commute in the present setting.
Proposition 5.5. Let L=−∑ ai2i as above. Fix k and two integer k-tuples (1, . . . k),
(m1, . . . , mk) with mi1. Then for any smooth cylindric function  we have
‖1 · · · k‖∞2−n+ka−m1/21 · · · a
−mk/2
k
SnL() (5.4)
where n =∑k1mi .
This gives the following remarkable result.
Theorem 5.6. Let L = −∑ ai2i as above. For  > 0, set L = −∑ ai 2i . Assume
that there exists  > 0 such that N(s) = O(s) at inﬁnity.
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(1) For any 1 and k, n such that n > k(+ ), we have
SkL ⊂ SnL.
(2) For any  > 0, any integer k, and any function  ∈ S∞L , we have∑
1,...,k
(a1 · · · ak‖1 · · · k‖2∞) <∞.
(3) For any  > 0,
S∞L = T ∞L = D∞L = S∞L = T ∞L = D∞L .
Proof. Observe that the hypothesis N(s) = O(s) at inﬁnity implies that ∑ a−ui <∞
for u > . Indeed, we have
∑
a−ui =
∫ ∞
0
s−u dN(s) = u
∫ ∞
0
s−u−1N(s) dsC
∫ ∞
s−u−1+ ds <∞.
For  = (1, . . . , k), set  = 1 · · · k , A = a1 · · · ak . By Proposition 5.5, we have
A ||2A−m SmkL ()2.
If m−  > , then
SkL()
2 =
∑

A ||2
(∑

A−m
)
SmkL ()
2 =
(∑
i
a−mi
)k
SmkL ()
2.
This proves (1) and it also follows that S∞L = S∞L for all  > 0. The proof of (2)
uses Proposition 5.5 in a similar way. From (2) with  = 12 it follows that S∞L ⊂ D∞L .
Assertion (3) then follows from this and Theorem 4.7. 
5.3. Semisimple groups
Recall that a compact connected group G is called semisimple (see [27, Deﬁnition
9.5]) if its commutator G′ = [G,G] is equal to G itself. In the case of compact
connected Lie groups, this deﬁnition coincides with other classical deﬁnitions. It is
proved in [7] that many questions about symmetric central Gaussian semigroups on
general compact connected groups can be split into a purely abelian part and a purely
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semisimple part. See [12] for the treatment of some explicit examples. In this section,
we describe in concrete terms the case of semisimple groups.
Let G be a compact connected metrizable semisimple group. Then there exists a
sequence (ﬁnite or countable) (i )I of compact simple Lie groups and a closed central
subgroup H of  =∏I i such that
G ∼= /H.
Since the center of  is a product of ﬁnite groups, H is totally disconnected and the
projective Lie algebra G of G equals the projective Lie algebra of , that is, equals
the product of the Lie algebras Si of the simple Lie groups i :
G =
∏
Si .
Because G and  have the same projective Lie algebra, there is a natural one to
one correspondence between ﬁnite order left invariant differential operators on G and
on . By Theorem 3.1, this induces a one to one correspondence between Gaussian
convolution semigroups on G and on . For each i, denote by i the Laplacian on
i induced by the killing form on Si . This Laplacian i is sometimes called the
Casimir operator. Up to scalar multiplication, it is the unique bi-invariant second-order
differential operator without constant term on i . For each i ∈ I , let ni be the dimension
of i . Set Ji = {n1 + · · · + ni−1 + 1, . . . , n1 + · · · + ni} and J = ∪i∈I Ji (J is either
ﬁnite or J = {1, 2, . . .}). Denote by (Ej )j∈Ji a basis of Si such that
i = −
∑
j∈Ji
E2j .
Denote by E the projective basis of G formed by the vectors Ei , i = 1, . . . , (lifted to
G in the obvious way).
We can now describe the set of all symmetric central Gaussian semigroups on G.
Namely, there is a one to one correspondence between symmetric central Gaussian
semigroups (t )t>0 on G and sequence a = (ai) of non-negative numbers such that
the inﬁnitesimal generator of (t )t>0 is given by
L =
∑
I
aii = −
∑
i∈I
∑
j∈Ji
aiE
2
j . (5.5)
Set a˜j = ai if j ∈ Ji . With this notation, we have L = −∑j a˜jE2j . Note that the
vectors
a
1/2
i Ej = a˜1/2j Ej , j ∈ Ji, i = 1, 2, . . . ,
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form an orthonormal basis of HL and a projective basis of G. Set
N(s) =
∑
i:ai s
ni = #{i : a˜is}. (5.6)
For any  = (1, . . . , k) ∈ J k , set
A˜ = a˜1 · · · a˜k .
According to [5,7] (see also [12]), we have:
• The semigroup (t )t>0 is (AC) if and only if log N(s) = o(s) at inﬁnity. In this
case, t admits a continuous density for all t > 0.
• Assume that (t )t>0 admits a continuous density x → t (x) and ﬁx  > 0. Then
log t (e) = O(t−)
at 0 if and only if N(s) = O(s) at inﬁnity.
We can now state our main result concerning the spaces S∞L , TL when L is a bi-
invariant Laplacian on a semisimple group.
Theorem 5.7. Referring to the notation introduced above, let L be as in (5.5) and
assume that there exists  ∈ (0, 2) such that N(s) = O(s). Then, for any  > 0, any
integer k, and any function  ∈ S∞L , we have∑
∈J k
(A˜‖E‖2∞) <∞.
In particular, S∞L = TL ⊂ D∞L . Moreover, for any ﬁxed integer p, any vector Z =∑
ziEi with |zi | = O(api ) has ﬁnite SL-order.
This theorem immediately follows from the following proposition.
Proposition 5.8. Referring to the notation introduced above, let L be as in (5.5) and
assume that there exists  ∈ (0, 2) such that N(s) = O(s). Then for any integers k,m
there exists a positive real C = C(k,m, ) and an integer  = (k,m, ) such that
∀ ∈ B(G), ∀  ∈ J k, ‖E‖∞CA˜−m SL().
Proof. The proof of this result requires some notation concerning compact simple Lie
groups. We follow closely [17,18]. Let  denote a compact connected simple Lie group
equipped with its killing metric ‖ · ‖2 (equals to minus the killing form), a maximal
torus, and a system of positive roots  ∈ R+. Let n be the topological dimension
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of . For each  ∈ R+, there are three vectors U, V and H in the Lie algebra
of  such that (H) = 2, ‖U‖ = ||V‖ = ‖H‖, [U, V] = 2H, [H, U] = 2V,
[H, V] = 2U and the vector space spanned by {H, U, V} is a subalgebra of the Lie
algebra of  isomorphic to su(2). The U, V,  ∈ R+, form an orthogonal system of
vectors (with respect to the killing form). They are all orthogonal to the H,  ∈ R+,
which span the Lie algebra of the maximal torus. If H and H are not collinear
then
|H ·H|( 34 )1/2‖H‖‖H‖. (5.7)
Moreover, there exists a numerical constant c0 > 0 such that
∀  ∈ R, c−10 n1/4 ‖U‖ = ||V‖ = ‖H‖c0 n1/4 (5.8)
and
tc0 where t = inf{t > 0 : exp(tZ) = e, Z = H, U, V,  ∈ R}. (5.9)
Properties (5.8) is a consequence of the deﬁnition of the killing form and of the
normalization (H) = 2. Property (5.9) is a consequence of those same normal-
izations and the fact that H, U, V are (isomorphic to) the canonical generators
of su(2).
For the convenience of the reader, we spell out the case  = SU(p + 1) in detail.
See [18, pp. 185–191]. In this case, the Lie algebra su(p + 1) is the space of all
complex skew-Hermitian (p + 1) × (p + 1) matrices of trace zero. The dimension is
n = p2 + 2p. The subspace of diagonal matrices is the Lie algebra of a maximal
torus and the roots are i − j , i = j where i (H) = hi if H is diagonal with diagonal
elements (
√−1hi)p+11 . The positive roots correspond to the pairs 1 i < jp + 1.
The vector H associated to the root  = i − j is
√−1(Ei,i − Ej,j ) where Ei,j ,
i, j ∈ {1, . . . , p + 1}, are the usual elementary matrices. The associated vectors U,
V are U = Ei,j − Ej,i and V =
√−1(Ei,j + Ei,j ). Finally, minus the killing
form is 2(p + 1)Tr(MN) if M and N are two matrices in su(p + 1). Hence we have
‖U‖ = ‖V‖ = ‖H‖ = √4(p + 1)2 n1/4 and t = 2. In this case, for  = ±,|H ·H| equals either 0 or (1/2)‖H‖‖H‖.
Returning to the case of a general simple compact connected Lie group , let r be
the cardinality of R+ and Wi , i ∈ I3r = {1, . . . , 3r}, be an enumeration of the vectors
U, V, H,  ∈ R+. We claim that for any smooth function  on , any integer m
and  ∈ I k3r , we have
‖W‖∞cm0 ‖Wm1W‖∞. (5.10)
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This inequality follows from (5.9) and the argument of the proof of Proposition 5.3.
Let  denotes the Laplace operator associated to the killing metric on  and let Ei ,
i ∈ In , be an orthonormal basis of the Lie algebra. Hence, we have
 = −
n∑
1
E2i .
We claim that there exists a numerical constant c such that, for any positive real a,
any  ∈ I kn , any integer m and any smooth function  on , we have
‖E‖∞ckc2(m+k)o n3k/4
(
n
1/4

a1/2
)m+k
Sk+m
a () (5.11)
where
Sna() = max
qn
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∑
∈Iqn
aq |E|2

1/2∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∞
.
To prove (5.11), observe that the vectors W have norm at most c0n1/4 a−1/2 in Ha.
Indeed, by construction and (5.8), ‖W‖a = a−1/2‖W‖c0n1/4 a−1/2. Hence, by
Lemma 3.12, for any  ∈ I q3r , we have
‖W‖∞(c0n1/4 a−1/2)qSqa(). (5.12)
Our next task is to estimate ‖Ei‖∞ in terms of the norms ‖W‖∞. The properties
of {W} imply that we can extract from it a basis (W˜1, . . . , W˜n) of the Lie algebra
such that
|W˜i · W˜j |( 34 )1/2‖W˜i‖‖W˜j‖.
Then, by (5.10), we have Ei =∑ i,j W˜j with
(1− ( 34 )1/2)
n∑
j=1
|i,j |2c20n1/2 .
Hence
‖Ei‖∞cc0 n3/4 maxj {‖W˜j‖∞}
A. Bendikov, L. Saloff-Coste / Journal of Functional Analysis 218 (2005) 168–218 207
with c = (1− ( 34 )1/2)−1/2 and, more generally, for any  ∈ I kn ,
‖E‖∞(cc0 n3/4 )k max
q∈I kn
{‖W˜ q‖∞}. (5.13)
This inequality, together with (5.12) and (5.10), proves (5.11).
Armed with (5.11), we now return to the setting of Proposition 5.8. By an easy
lifting argument, it is enough to prove Proposition 5.8 when G =  = ∏i . Recall
that L = −∑i aii and that we assume that N(s) = O(s) with  ∈ (0, 2). By the
deﬁnition of N, this implies that ni = O(ai ) and
n
1/4
i a
−1/2
i = O(a−i ),  = (2− )/4.
Using this, (5.11), and the fact that vector ﬁelds attached to distinct i’s commute,
one easily proves the inequality stated in Proposition 5.8. 
Remark. It is worth emphasizing the role of the hypothesis  ∈ (0, 2) in Proposition
5.8. Without this hypothesis, we cannot extract much useful information from (5.11).
Note that the end-point value  = 2 appears as a consequence of the intrinsic geometry
of simple Lie groups. Compare with the results obtained in the previous section for
diagonal Laplacians on T∞ where things work for all  > 0.
6. Spaces of distributions
6.1. Bruhat distributions
Bruhat [19] introduced the dual B′(G) of B(G) as a space of distributions on G. The
topology on B′(G) is the strong dual topology, i.e., the topology of uniform convergence
on bounded sets. See [19]. In B(G) (as in the test function space D of the classical
distribution theory of Schwartz), any bounded set is also precompact. By the Banach–
Steinhaus theorem (e.g., [16, III.26]), this implies that if a sequence (Ui), Ui ∈ B′(G),
is such that limi→∞ Ui() = U() exists for any  ∈ B(G) then U ∈ B′(G) and Ui
converges strongly to U. Let us point out that the space of Bruhat distributions is very
large. For instance, for any projective family X = (Xi), U deﬁned by
∀ ∈ B(G), U() = X1+X1X2+ · · · +X1X2 · · ·Xk+ · · ·
is a Bruhat distribution.
Recall the following deﬁnitions. Let U ∈ B′(G). The distribution Uˇ is deﬁned by
(see (4.4))
∀ ∈ B(G), Uˇ() = U(ˇ).
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Convolutions of a function f ∈ B(G) and a distribution U in B′(G) are deﬁned by
[f ∗ U ]() = U(fˇ ∗ ), [U ∗ f ]() = U( ∗ fˇ ),  ∈ B(G).
Moreover, the distributions f ∗U and U ∗f are in fact functions in B(G) and we have
U ∗ f (z) = U(Lz−1 fˇ ) = U(y → f (y−1z)),
f ∗ U(z) = U(Rz−1 fˇ ) = U(y → f (zy−1))
where La,Ra are the left- and right-translation operators deﬁned at (4.2)–(4.3). The
proof of these identities involves changing the order between U and integration. This is
done by invoking a usual Riemann sum argument. These formulas allow us to deﬁne
the convolution of two distributions U,V ∈ B′(G) by setting
U ∗ V () = V (Uˇ ∗ ) = U( ∗ Vˇ ),  ∈ B(G).
Recall that any Bruhat distribution U on G has derivative ZU ∈ B′(G), for any
Z ∈ G, where ZU is deﬁned by ZU() = −U(Z), for any  ∈ B(G). This deﬁnition
extends to any left-invariant differential operator of ﬁnite order by setting PU() =
U(P ∗),  ∈ B(G) where P ∗ is the formal adjoint of P. In particular, if P = Z1 · · ·Z,
Zi ∈ G, the distribution PU is deﬁned by PU() = (−1)U(Z · · ·Z1),  ∈ B(G).
As usual, any continuous function u deﬁnes a (Bruhat) distribution U by
∀ ∈ B(G), U() =
∫
G
u d.
Given a distribution U ∈ B(G) and an open set , we say that U restricted to  can
be identiﬁed with a continuous function if there is a continuous function u deﬁned in
 such that
∀ ∈ B0(), U() =
∫
u d.
The next lemma complements Propositions 2.4(2) and 3.8(2). We omit the proof
which is standard.
Lemma 6.1. Fix a projective family X, an open set  and an integer k. Let U ∈ B′(G).
(1) Assume that for each integer mk and each  ∈ Im, the distribution XU re-
stricted to  can be identiﬁed with a continuous function u. Then, for any  ∈
B0(), the distribution U can be identiﬁed with a function in CkX.
If in addition, for each mk, ∑∈Im |u|2 is a continuous function in , then
for any  ∈ B0(), the distribution U can be identiﬁed with a function in SkX.
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(2) Assume that for each pair of integers m, n with m + 2nk, each  ∈ Im and
each  ∈ (m, n), the distribution P ,U restricted to  can be identiﬁed with
a continuous function u, and that, for all m, n, m + 2nk,
∑
∈Im |u,|2 is
continuous on . Then, for any  ∈ B0(), the distribution U can be identiﬁed
with a function in T kX .
6.2. The space of distributions T ′L
Fix a symmetric Gaussian semigroup with inﬁnitesimal generator −L. Consider the
topological vector space of smooth functions TL introduced in Deﬁnition 3.7. It is
a Fréchet space [16, II.26]. Denote by T ′L the strong topological dual of TL [16,
III.14]. Elements in T ′L are linear functionals U on TL such that there exist an integer
m = M(U) and a real C = C(U) > 0 such that
∀ ∈ TL, |U()|CMmL ().
The topology of T ′L is deﬁned by the family of seminorms
pB(U) = sup
∈B
|U()|
where B runs over all bounded sets in TL (recall that B ⊂ TL is bounded if for any
integer k, sup∈B MkL() < ∞). The space T ′L is complete [16, III.24]. We view T ′L
as a space of distributions. As TL contains B(G) and has a weaker topology it follows
that T ′L is contained in B′(G). We now develop some basic results concerning T ′L.
We will not need to use the topology of T ′L in any essential way but it might be
useful to note the following. In B′(G), pointwise and strong convergences coincide.
Because, in general, we do not know if every bounded set in TL is precompact, we
can only assert in T ′L the following weaker property (for the bi-invariant case, see
Proposition 6.7 below).
Proposition 6.2. Let (Ui) be a sequence of elements of TL. Assume that for any  ∈
TL,
lim
i→∞ Ui() = U()
exists. Then U ∈ T ′L and the convergence is uniform on any precompact set in TL.
The multiplication of a distribution U ∈ T ′L by a function f ∈ TL is well deﬁned by
∀ ∈ TL, [fU ]() = U(f).
Of course, this make sense because TL is an algebra by Proposition 3.8.
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Next, we consider the action of Z ∈ G on T ′L. Observe that the property “∀U ∈
T ′L, ZU ∈ T ′L” is equivalent to “∀ ∈ TL, Z ∈ TL”. Lemma 3.12 yields many
left-invariant vector ﬁelds and differential operators P for which PU ∈ T ′L if U ∈ T ′L.
Lemma 6.3. Fix a projective family X = (Xi)i∈I such that L = −∑I X2i . Then, for
any integers k, n, any U ∈ T ′L, any  ∈ (k, n) and any a = (a)∈I k ∈ 2(I k) we
have
Qk,a U =
∑
∈I k
aL
0X1L
1X2 · · ·XkLkU ∈ T ′L.
The following example shows that Lemma 6.3 is not optimal in general and that the
question of which vector ﬁelds Z act on TL and T ′L is non-trivial.
Example. Let G = T∞ = (R/Z)∞ and L = −∑ ai2i . Let (ci), (bi) be two sequences
of reals with (ci) summable and set
Z =
∑
i
bii , (x) =
∑
i
ci sin xi.
The condition
∑
i
ami |ci | <∞ for any m = 0, 1, 2, . . . . (6.1)
implies that  is in TL. However, if (6.1) holds and
ci > 0, bi > 0 and
∑
bici = ∞, (6.2)
then |Z(0)| = ∞ and Z ∈ TL.
On the positive side, Proposition 5.4 shows that Z = ∑ bii satisﬁes ZTL ⊂ TL
as soon as
∑ |bi |2a−ki < ∞ for some k. If the sequence ai tends to inﬁnity then this
collection of vector ﬁelds is larger than HL = {Z =∑ bii :∑ b2i a−1i <∞}.
6.3. Convolutions and distributions
As far as convolution is concerned, B′(G) and T ′L behave quite differently. Let
U ∈ T ′L, f ∈ TL. On the one hand, f ∗ U is well deﬁned as a distribution in T ′L by
∀ ∈ TL, f ∗ U() = U(fˇ ∗ )
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since  ∈ TL ⇒ fˇ ∗  ∈ TL by Proposition 3.8 (in fact, for any Borel measure  and
distribution U ∈ T ′L,  ∗ U ∈ T ′L). However, it does not seem possible to prove that
the distribution f ∗ U can be represented by a continuous function in general. On the
other hand, the formal equality (valid in the sense of Bruhat distributions)
U ∗ f () = U( ∗ fˇ )
does not necessarily deﬁne a distribution U ∗ f ∈ T ′L simply because  ∗ fˇ is not
always in TL for f, ∈ TL. Instead, U ∗ fˇ does exist as a distribution in T ′L. In fact
U ∗ fˇ can be identiﬁed with the continuous function
U ∗ fˇ (z) = U(Lz−1f ) = U(y → f (z−1y)). (6.3)
This indeed deﬁnes a continuous function since TL is invariant by left-translations and
Lz−1 is a continuous operator on TL. Still, without further assumptions, it is not clear
that the function U ∗ fˇ with U ∈ T ′L and f ∈ TL, has any further smoothness properties
unless f or U have further special properties.
Lemma 6.4. Let X = (Xi)I be a projective family and L = −∑I X2i .
(1) Let f be a function in CkX. Assume that f is central. Then fˇ : x → f (x−1) belongs
to CkX. Moreover, if  = (1, . . . , m) ∈ Im, mk, we have
(Xfˇ )ˇ = (−1)mXˇf
where ˇ = (m, . . . , 1). Thus if f ∈ SkL then fˇ ∈ SkL and SkL(fˇ ) = SkL(f ).
(2) Similarly, if f ∈ T kL is central and  = (0, . . . , m) ∈ (m, n),  ∈ Im with
w(m, n)k, we have
(P ,fˇ )ˇ = (−1)mP ˇ,ˇf
where ˇ = (m, . . . , 0) ∈ (m, n). Thus if f ∈ T kL then fˇ ∈ T kL and MkL(fˇ ) =
MkL(f ).
Proof. Let f be a central cylindric function in either CkX or SkL or T kL . For  ∈ Im,
mk, we compute
Xfˇ (x)= 
m
t1 · · · tm f
(
(xet1X1 · · · etmXm )−1
)∣∣∣∣∣
t1=···=tm=0
= 
m
t1 · · · tm f
(
e−tmXm · · · e−t1X1x−1
)∣∣∣∣∣
t1=···=tm=0
212 A. Bendikov, L. Saloff-Coste / Journal of Functional Analysis 218 (2005) 168–218
= 
m
t1 · · · tm f
(
x−1e−tmXm · · · e−t1X1
)∣∣∣∣∣
t1=···=tm=0
=(−1)m(Xˇf )(x−1) = (−1)m(Xˇf )ˇ(x).
The desired result follows by approximation by central cylindric functions.
Note that the equality above cannot be proved by applying one left-invariant vector
ﬁeld at a time. Also, the equality (Xfˇ )ˇ = (−1)mXˇf is non-trivial even when f is
also symmetric, i.e., fˇ = f , since Xf is not symmetric in general, even if f is. 
Using Lemma 6.4 we are going to show that U ∗ f is a nice function when f ∈ TL
is central.
Proposition 6.5. Let U ∈ T ′L and f ∈ TL. Assume that f is central. Then U ∗ f ∈ TL.
Moreover, for any k, n,  ∈ I k ,  ∈ (k, n),
P ,[U ∗ f ](x) = U ∗ [P ,f ](x) = (−1)kU
(
Lx−1 [P ˇ,ˇfˇ ]
)
(6.4)
and there exists a constant CU and an integer m = m(U) such that
∀ k, MkL(U ∗ f )CUMm+kL (f ). (6.5)
Proof. First, consider the case where f ∈ B(G) is central and U = u ∈ B(G). Then
U ∗ f (x) = ∫
G
u(y)f (y−1x) d(y) and, for any  ∈ I k ,
X[U ∗ f ](x)=
∫
G
u(y)Xf (y−1x) d(y) = U ∗ [Xf ](x)
=(−1)kU
(
Lx−1 [Xˇfˇ ]
)
, (6.6)
where the last equality follows from Lemma 6.4. This equality extends by continuity
to the general case where U ∈ T ′L and f ∈ TL, f central. Moreover, it shows that
X[U ∗ f ](x) = (−1)kU
(
y → Lx−1 [Xˇfˇ ]
)
is a continuous function. By Lemma 6.1,
it follows that U ∗ f belongs to CkX. Since L = −
∑
X2i , (6.6) yields
L(U ∗ f )(x) = U ∗ (Lf )(x) = U
(
Lx−1(Lfˇ )
)
(6.7)
and
P ,[U ∗ f ] = U ∗ [P ,f ] = (−1)kU
(
Lx−1 [P ˇ,ˇfˇ ]
)
as desired and these functions are continuous functions.
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Next, we prove (6.5). It sufﬁces to prove this inequality for central cylindric functions
f. By lemma 3.12, it sufﬁces to show that, for all p, q,  with  ∈ (p, q), w(p, q)k,
and all a = (a)Ip , ∑ a21, we have
‖Qp,a (f )‖∞CMk+mL (f ).
Since U is a continuous linear functional in TL, there exists C = C(U) and m = m(U)
such that
∀ ∈ TL, |U()|CMmL ().
Fix two integers p, q such that w(p, q)k and ﬁx  ∈ (p, q). By (6.4)
Q
p,
a [U ∗ f ](z) = U
(
Lz−1 [Qˇp,a fˇ ]
)
where
Qˇ
p,
a = (−1)p
∑
∈Ip
aP
ˇ,ˇ.
By Lemma 6.4,
|Qp,a [U ∗ f ](z)|CMmL (Qˇp,a fˇ )CMk+mL (f )
as desired.
Finally, we need to show that U ∗ f ∈ TL. Any central f ∈ TL is the limit in TL
of a sequence (fn) of central functions with fn ∈ B(G). Moreover, U ∗ fn is in B(G).
Inequality (6.5) applied to f − fn implies that U ∗ fn converges to U ∗ f in TL. 
Proposition 6.6. Let ,  > 0 be a family of central functions in TL such that  →
e as  tends to zero. Then, for any U ∈ T ′L, the distribution U  = U ∗  converges
pointwise to U, i.e.,
∀ ∈ TL, lim
→0 U
() = U().
Proof. For U ∈ T ′L, central  ∈ TL,  ∈ TL, we have
U () = [U ∗ ]() = U( ∗ ˇ) = U
(
z →
∫
(x)ˇ(x
−1z) d(x)
)
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As  is central, we obtain
U ()=U
(
z →
∫
(x)ˇ(zx
−1) d(x)
)
=U
(
z →
∫
(x−1z)ˇ(x) d(x)
)
.
Now, by Proposition 3.8(3),∫
(x−1z)ˇ(x) d(x)→ (z)
in TL when  tends to zero. Thus U ()→ U() as desired. 
6.4. T ′L in the bi-invariant case
We now consider the case where L is bi-invariant. We start by noting the following
improvement of Proposition 6.2 under the assumption that the associated semigroup
(t )t>0 has property (AC). Theorem 4.5 and the theorem of Banach–Steinhaus give the
following.
Proposition 6.7. Let −L be the inﬁnitesimal generator of a central symmetric Gaussian
semigroup (t )t>0. Assume that (t )t>0 has property (AC). Let (Ui) be a sequence of
elements of T ′L. Assume that for any  ∈ TL,
lim
i→∞ Ui() = U()
exists. Then U ∈ T ′L and Ui converges strongly to U.
When L is bi-invariant, Proposition 4.2 shows that the spaces T kL are invariant by
left and right translations and by the involution f → fˇ . It follows that the same is
true for the corresponding distribution space T ′L. This has interesting consequences for
convolution by elements of T ′L. Namely, for any U ∈ T ′L and any f ∈ TL, U ∗f is well
deﬁned and is actually in TL as stated in the next proposition. Compare with Lemma
6.5. These results apply to f ∗ U as well since
(f ∗ U)ˇ = Uˇ ∗ fˇ (6.8)
and both TL, T ′L are stable by the involution f → fˇ .
Proposition 6.8. Assume that L is bi-invariant. Let U ∈ T ′L and f ∈ TL. Then U ∗f ∈
TL and
XLn[U ∗ f ] = U ∗ [XLnf ]. (6.9)
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Moreover, there exists a constant CU and an integer m = m(U) such that
∀ k, MkL(U ∗ f )CUMm+kL (f ). (6.10)
Proof. First, consider the case where f ∈ B(G) and U = u ∈ B(G). Then U ∗f (x) =∫
G
u(y)f (y−1x) d(y) and, for any  ∈ I k ,
X[U ∗ f ](x) =
∫
G
u(y)Xf (y−1x) d(y) = U ∗ [Xf ](x) (6.11)
These equalities extend by continuity to the general case where U ∈ T ′L and f ∈ TL
and, since f → Lx−1 [Xf ]ˇ is a continuous map form TL to TL, X[U ∗ f ] is, in fact,
a continuous function. Similarly,
L(U ∗ f ) = U ∗ [Lf ] (6.12)
and
XLn[U ∗ f ] = U ∗ [XLnf ]
are continuous functions.
Next, we show that there exists C = C(U) and m = m(U) such that
∀ k, MkL(U ∗ f )CMk+mL (f ).
It sufﬁces to consider cylindric functions f. Since U is a continuous linear functional
in TL, there exists C = C(U) and m = m(U) such that
∀ ∈ TL, |U()|CMmL ().
Fix two integers p, q such that w(q, p)k. For any sequence (a)∈Iq with ﬁnitely
many non-zero entries satisfying
∑ |a|21, consider Q =∑ aXLp. We have
Q[U ∗ f ](z) = U ∗ [Qf ](z) = U(Lz−1 [Qf ]ˇ).
By Proposition 4.2,
MmL (Lz−1 [Qf ]ˇ)Mm+kL (f ).
Thus
|Q[U ∗ f ](z)|CMm+kL (f ).
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Taking the supremum over all sequences (a) as above gives
MkL(U ∗ f )CMk+mL (f ).
Let now f be in TL. Let fn be a sequence of functions in B(G) converging to f in TL.
As U ∗ fn is in B(G), applying the previous inequality to f − fn shows that U ∗ f is
indeed in TL as desired. 
A similar proof yields the following complementary result.
Proposition 6.9. Assume that L is bi-invariant. Let U ∈ T ′L and f ∈ TL. Let P be aﬁnite order differential operator such that Pf ∈ TL. Then P [U ∗ f ] ∈ TL and
P [U ∗ f ] = U ∗ [Pf ]. (6.13)
Note that, in Proposition 6.9, we only assume that Pf ∈ TL for the particular function
f in question, not that PTL ⊂ TL.
Proposition 6.10. Let −L be the inﬁnitesimal generator of a central symmetric Gaus-
sian semigroup (t )t>0. Let ,  > 0 be a family of functions in TL such that  → e
as  tends to zero. Then, for any U ∈ T ′L, the distribution U  = U ∗ (or U  = ∗U )
is represented by a function in TL and
∀ ∈ TL, lim
→0 U
() = U().
Moreover, if (t )t>0 satisﬁes (AC) then U  converges strongly to U in T ′L.
Proof. For U ∈ T ′L,  ∈ TL,  ∈ TL, we have U () = U( ∗ ˇ). Now, by Lemma
4.3,  ∗ ˇ →  in TL when  tends to zero. Thus U ()→ U(). The last assertion
follows from Proposition 6.7. To see that the result applies as well to  ∗ U , we use
(6.8) and the fact that the involution f → fˇ preserves TL, T ′L. 
Corollary 6.11. Let −L be the inﬁnitesimal generator of a central symmetric Gaussian
semigroup (t )t>0 satisfying (AC) and such that, for each t > 0, t admits a continuous
density. Then for any distribution U ∈ T ′L, the distribution U ∗ t is represented by afunction in TL and
lim
t→0 U ∗ t = U
strongly in T ′L.
By Bendikov and Saloff-Coste [8], the hypothesis implies that t ∈ TL. The result
then follows from the previous proposition.
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