Abstract. We express two CR invariant surface area elements in terms of quantities in pseudohermitian geometry. We deduce the Euler-Lagrange equations of the associated energy functionals. Many solutions are given and discussed. In relation to the singular CR Yamabe problem, we show that one of the energy functionals appears as the coefficient (up to a constant multiple) of the log term in the associated volume renormalization.
Introduction and statement of the results
Motivated by the recent study ([8] ) of the singular Yamabe problem and the associated volume renormalization, we look into the analogous situation in CR geometry. For a CR analogue of the Willmore energy in the surface case, one of us found two CR invariant surface area elements dA 1 , dA 2 in 1995 (see [1] ). Since there is a well developed local invariants for surfaces in the Heisenberg (see, for instance, [3] , [4] and [2] ), we can easily express dA 1 , dA 2 in terms of quantities in pseudohermitian geometry. This is done in Section 2.
To be more precise, let us review some basic notions for a nonsingular surface Σ in a pseudohermitian 3-manifold (M, J, θ). We refer the reader to [3] for more details. On (M, J, θ), there is a canonical connection ∇, called Tanaka-Webster connection or pseudohermitian connection. Associated to this connection, we have torsion A 11 , (Tanaka-)Webster curvature W. Associated to the contact form θ, we have so called Reeb vector field T. Associated to Σ, we have a special frame e 1 , e 2 := Je 1 such that e 1 ∈ T Σ ∩ ker θ and has unit length with respect to the Levi metric 1 2 dθ(·, J·). We denote the coframe dual to e 1 , e 2 and T as e 1 , e 2 and θ. A deviation function α on Σ is defined so that T + αe 2 ∈ T Σ. We defined mean curvature H of Σ in this geometry, called p-mean curvature or horizontal mean curvature, so that ∇ e1 e 1 = He 2 .
In Theorem 1 of Section 2, we obtain The Euler-Lagrange equation for E 1 was derived in [1] in terms of quantities in Cartan's theory of 3-dimensional CR geometry. In Section 3 we express relevant quantities in terms of pseudohermitian geometry. In Theorem 2 of Section 3, the Euler-Lagrange are expressed in terms of pseudohermitian geometry in (3.2), (3.11) and (3.12), resp. for the situation of free torsion and constant Webster curvature. In Subsection 3.3 we provide an alternative approach to deduce the first variation of E 1 . See (3.47) (3.40) ).
In Section 4 we provide many examples of critical points of E 1 and E 2 . Among others, we mention a couple of classes of closed surfaces. In H 1 , shifted Heisenberg spheres defined by (r 2 + On the other hand, usual distance spheres (or Heisenberg spheres) defined by r 4 + 4t 2 = ρ 4 0 (ρ 0 > 0) are critical points of higher energy level for E 1 . See the remark in the end of Example 3 of Subsection 4.1. Another interesting example is the Clifford torus in S 3 . It is a critical point of E 1 with positive energy.
Conjecture 2 The Clifford torus is the unique minimizer among all surfaces of torus type for E 1 up to CR automorphisms of S 3 .
Critical points of E 2 include vertical planes in H 1 , the surface defined by t = √ 3 2 r 2 in H 1 and surfaces foliated by a linear combination ofe 1 ande 2 (e 1 := ∂ x +y∂ t , e 2 := ∂ y − x∂ t ). We show that E 2 is unbounded from below and above in general. See the remark in the end of Example 3 of Subsection 4.2.
In Section 5 we study the expansion of a formal solution to the singular CR Yamabe problem. Let (M, J, θ) be a 3-dimensional pseudohermitian manifold with boundary Σ = ∂M . Consider the conformal change of θ :θ = u −2 θ. The singular CR Yamabe problem is to find u such that W = −4 on M, (1.1) u = 0 on Σ, u > 0 in the interior of M whereW is the Webster curvature of (J,θ). Consider a formal solution to (1.1) of the following form u(x, ρ) = c(x)ρ + v(x)ρ 2 + w(x)ρ 3 + z(x)ρ 4 + l(x)ρ 5 log ρ + h(x)ρ 5 + O(ρ 6 ) where x is a regular (or nonsingular) point of Σ and ρ is a suitably chosen defining function for Σ. We can determine c(x) ≡ 1 easily. In Section 5 we give explicit expressions (5.10), (5.14) and (5.23) for v(x), w(x) and z(x), resp.. The coefficient l(x) of the first log term is related to E 2 and discussed in Section 6 about the volume renormalization.
In Section 6 we consider the volume renormalization for a formal solution to (1.1) as follows:
(see (6.6) ). We deduce explicit formulas for the coefficients c 0 , c 1 , c 2 and L. See (6.7). We show that L(Σ) = 2E 2 (Σ) for Σ being a closed, nonsingular surface (see (6.16) ). Finally we prove that
(see (6.18) ). This is the CR analogue of the result for the singular Yamabe problem ( [7] , [8] ). In particular, E 2 = 0 is also an obstruction to the smoothness of solutions to the singular CR Yamabe problem.
it contains no singular points. When given a contact form θ on a CR manifold, we can talk about pseudohermitian geometry (see [10] or [9] ). In this section, we are going to express those two CR invariant area elements in terms of pseudohermitian geometric quantities. First we recall in [3] that a moving frame associated to Σ is chosen. Take e 1 ∈ T Σ ∩ ξ of unit length with respect to the Levi metric. Let e 2 := Je 1 . Let T denote the Reeb vector field uniquely determined by the condition: θ(T ) = 1, T dθ = 0. Let (e 1 , e 2 , θ) be the coframe dual to (e 1 , e 2 , T ). It follows that
where
is an admissible CR coframe satisfying the following Levi equation
(see [6] or [10] Recall that the function α on Σ is defined so that T + αe 2 ∈ T Σ. So we compute (2.5) ). So we should take v 1 c = −α. Now the real version of (2.4) reads
We may then take v give a coframe transformation. We can then relate associated connection forms according to a transformation formula
(see (1.3) in Part II of [1] or [6] ) where (1.4) in Part II of [1] . The entries of h are related to the change of admissible unitary coframes by (1.6) in Part II of [1] . For (1.5) in Part II of [1] in our situation, we have
From (1.6) and (1.4) in part II of [1] , we get t 3 = 1. So t is a constant 1 or e 2πi 3 or e 4πi 3 . We may take t ≡ 1. It follows that t 1 1 = t = 1, (2.9)
where τ c is the imaginary part of τ . In general, we will denote the real and imaginary parts of a complex-valued one-form (or function) η by η r and η c , respectively. We now look at the (1, 1) entry of the matrix transformation formula (2.8). Comparing the corresponding imaginary parts of both sides, we obtain (2.10) − 1 3φ
Here we have used (2.9) several times. Recall (see [10] or page 227 in [5] ) that (2.11) φ 
For the last equality in (2.15), we have used an integrability condition obtained from e 1 , T + αe 2 ∈ T Σ :
As a by-product of looking at (1, 1) entry of (2.8), we also obtain (2.17) τ r (the real part of τ ) = 0 through comparing the corresponding real parts of both sides. In fact, (2.17) is determined by the condition (1.2) in Part II of [1] ), which, in our situation, reads
by (2.7). We then look at the (2, 1) entry of (2.8). Comparing the corresponding real parts of both sides gives
Recall (see page 227 in [5] ) that we have (2.20)
where A 1 1 is the pseudohermitian torsion and
It follows from (2.20) that
So the coefficients h 00 of CR second fundamental form (see (1. 
In particular, for M being the Heisenberg group H 1 of dimension 3 or the standard pseudohermitian 3-sphere S 3 (with W ≡ 2), we have
where W vanishes for H 1 and equals constant 2 for S 3 .
We then have two energy (or area) functionals defined by (2.27)
Note that the integral can only be taken over nonsingular region of Σ. So we assume Σ has measure 0 singular set. The 2-forms in (2.25) or (2.26) are CR invariant, i.e. invariant under the contact form change. We write down the transformation laws of e 1 , e 2 , T, and α, H under the change of contact form,θ = λ 2 θ, λ > 0 :
for the reader's reference. The conformal invariance of dA 1 can be verified directly by using the transformation laws. (note that the notation H has been reserved for the p-(or horizontal) mean curvature). Recall ((2.27), (2.24) and (2.26)) that in the torsion free case, the first energy functional reads
On a nonsingular surface Σ, we define h 111 , h 110 , and h 100 by the following equations: 
Here we have usedφ(e 1 ) = −2α sinceφ = −2αe 1 by the second formula of (2.18). We can express all the quantities involved in (3.5) in terms of pseudohermitian geometry. First to find out the expression ofφ 1 r , we compare the imaginary part of (2, 1) entry in both sides of (2.8) 
For the torsion free (A 1 1 = 0) case, we can reduce (3.8) tõ
on Σ where we have used (2.14). In the last equality of (3.9), we have used (2.16) with free torsion: ω(T + αe 2 ) = e 1 (α) + 2α 2 . Substituting (2.15), (2.18) and (3.9) into (3.3), we obtain h 111 , h 110 (= h 101 ) and h 100 in the torsion free case as follows:
We then compute the quantity |H cr |f in (3.4) by (2.15) and (3.10) to obtain
in the case of vanishing torsion (A (3.12)
by (2.15) and (2.22 
on Σ. Here we have used (2.14) and (2.13). Recall from (2.25), we compute
So we are reduced to computing the Euler-Lagrange equation of
be a family of immersions such that
Here we let e 1 be the unit vector in T Σ t ∩ ξ and e 2 = Je 1 . We assume f and g are supported in a domain of Σ away from the singular set of Σ.
Lemma 3. Let h := f − αg and V := T + αe 2 . Then we have
Under the torsion free condition, we have
Proof. Suppose the surfaces F t (Σ) are the level sets of a defining function t such that d dt
We observe that (f e 2 + gT )t = 1,
and hence we have
Then for f − αg = 0, we have
Note that e 1 (t) ≡ 0 and T = V − αe 2 , so we have [e 1 , e 2 ](t) = e 1 e 2 (t) − e 2 e 1 (t) = e 1 e 2 (t) = e 1 (h
Applying the first formula of (7.9) to t, we find
By (7.9) and
and hence
Substituting (2.13), (3.21) and (3.22) into
(obtained by applying the third formula of (7.9) to e 1 , e 2 ), we obtain
Lemma 4. Suppose the torsion vanishes, i.e., A
Proof. (3.24) had been proved in [4] . For the convenience of readers, we include a direct proof here. Note that (3.24) is defined on Σ. To prove it, we extend the frame e 2 , e 1 = −Je 2 at points of Σ to a neighborhood U of Σ (still denoted by the same notation) so that e 2 ∈ ξ and ∇ e2 e 2 = 0, e 1 := −Je 2 in U. Hence we have
Note that (3.25) does not hold for e 2 , e 1 defined on F t (Σ) canonically. By (2.16) we obtain ω(T ) = e 1 (α) + 2α 2 and hence (3.26)
on Σ. From (7.9) and (3.25), we obtain 0 = dω(e 1 , T ) = e 1 (ω(T )) − T (ω(e 1 )).
It follows that
on Σ. Here we have used
by (3.23) and (3.25). Therefore from (3.26) and (3.27), we obtain (3.24).
Lemma 5. Suppose the torsion vanishes, i.e., A 1 1 = 0. Then we have
Proof. By (7.5) in the Appendix we have
in the torsion free case. From (2.1), (3.32) and (2.13), we have
We then compute
by (3.33), (3.32), (2.14) and (2.13). We now compute the first variation of H and α. Observe that
It follows that
Substituting (3.17) and (3.18) into (3.35) gives
It follows from (3.24) that
From (3.32) and e 2 ∧ e 1 = αθ ∧ e 1 on F t (Σ) by (2.14), we compute
Here we have used e 2 ∧ e 1 = αθ ∧ e 1 , e 2 ∧ θ = 0 and ω(e 1 ) = H on F t (Σ) by (2.14) and (2.13). On the other hand, we have
by (3.34). So we get
For the last equality of (3.36), we have used (7.3) and (7.9). Substituting (3.17), (3.18) and (3.19) into (3.36) gives
Lemma 6. Suppose either f 1 or f 2 has compact support in the nonsingular domain of Σ. Then we have
Proof.
since e 2 ∧ θ = 0 on Σ and (2.1). By (2.14) we have
On the other hand, we also have
from (2.14), (3.32) and (2.13). It follows that
Theorem 7. Assume (M, J, θ) has vanishing torsion and constant Webster scalar curvature. Let F t (Σ) be given by (3.16). We have
Proof. From (3.15), for f, g, and hence h = f − αg having compact support in nonsingular domain of Σ, we compute
by (3.29), (3.31) and (3.30), and
by (3.28). Let
So we have
Applying the formulas (3.37) and (3.38) of integration by parts and the ODE (3.24) for α, we compute
where we have used
by (7.9), (7.3), (3.18) and (3.17). Therefore we get
On the other hand, from (3.38) and (3.42) we compute
(3.39) then follows from (3.41), (3.43) and (3.44).
Theorem 8. Let Σ be a (C ∞ smooth) surface in a 3-dimensional pseudohermitian manifold (M, J, θ) with vanishing torsion and constant Webster scalar curvature. Then Σ is critical, subject to variations supported in any nonsingular domain, for the energy functional E 2 if and only if = 0 and W is constant.
Theorem 9. Assume (M, J, θ) has vanishing torsion and constant Webster scalar curvature. Let F t (Σ) be given by (3.16). We have
where E 1 is given by the right hand side of (3.13).
Proof. The proof is similar to that of Theorem 7. We only sketch the main steps.
We have
Using Lemma 5, we get
Let
Using Lemma 6, we obtain
Hence, by using (3.42) we have
Hhθ ∧ e 1 .
Therefore we obtain the first variation of E 1 :
assuming H cr never vanishes on the (nonsingular) support of h. We compute 
Using (3.24), one can obtain 3 8
Therefore, by using (3.42), we get Therefore,
It is easy to see that E 1 is just the right hand side of (3.13). 
where the length | · | is with respect to the Levi metric θ 2 + dx 2 + dy 2 and
are standard left invariant (parallel with respect to the pseudohermitian connection ∇) vector fields lying in contact planes described by ker θ. The subgradient ∇ b acting on a function u is given by ∇ b u = (e 1 u)e 1 + (e 2 u)e 2 . Recall that the CR structure J is defined to satisfy Je 1 =e 2 and Je 2 = −e 1 . From (4.2) we comput
We can then compute H as follows: For surfaces of the form t 2 = f (r 2 ) in H 1 , where r = x 2 + y 2 , we have formulas for e 1 , α and H as follows (see Section 3 in [2] ; e 2 is chosen so that it equals ∇ b u/|∇ b u| for u = f − t 2 ):
(note that the formula for α in Section 3 of [2] also holds for the case n = 1). In terms of polar coordinates, we can express e 1 as follows:
Here we have used formulas: y∂ x − x∂ y = −∂ θ , x∂ x + y∂ y = r∂ r .
Example 2. Consider shifted Heisenberg spheres defined by (r
in H 1 , where r 2 = x 2 + y 2 and constants ρ 0 > 0, λ ≥ 0. Write
where s = r 2 . First we compute
By (4.3), (4.4) and (4.5) we obtain, through a direct computation,
We then compute Example 3. Consider a family of surfaces defined by t = cr 2 , c ≥ 0 in H 1 , which are invariant under Heisenberg dilations. Write (cf. (3.4) ). We also need to know
It follows that 9h 00 + 6h 11 h 10 + 2 3 h 3 11
It turns out that the first two terms of σ, involving e 1 cancel (see (3.5)). So we end up to conclude that the Euler-Lagrange equation (3.5) holds if and only if
2 , we get c = 0. Therefore the surface defined by t = 0 is a solution to the Euler-Lagrange equation of E 1 (of higher energy level).
We remark that under the (inverse) Cayley transform, {t = 0} is mapped to a great 2-sphere of S 3 (A great 2-sphere is the intersection of S 3 and a 3-plane in R 4 passing through the origin). All great 2-spheres of S 3 are CR equivalent. One of them corresponds to the distance sphere ρ = 1 (ρ = (r 4 + 4t 2 ) 1/4 ) in H 1 , so it (and hence ρ = ρ 0 > 0 due to dilations in H 1 being CR transformations) is a critical point of higher energy level with respect to E 1 . In fact, we can verify that (3.11) and (3.12) vanish for distance spheres (or Heisenberg spheres) ρ = ρ 0 > 0 by a direct computation.
Example 4. Define a closed surface Σ c in S 3 ⊂ C 2 by ρ 1 = c where (z 1 , z 2 ) ∈ C 2 such that S 3 is described by
It is not hard to see that the Reeb vector field
and hence T ∈ T Σ c . So we get (4.10) α ≡ 0 on Σ c . On the other hand, we can express the CR structureĴ in terms of polar coordinates byĴ
). For Σ c we can easily find
Hence the p-area form and the volume form read
Here we have used ρ :
Next we claim that Σ √ 
⊂ S
3 is a unique minimizer among all surfaces of torus type (genus=1) for E 1 up to CR automorphisms of S 3 .
We remark that one can see that if T 2 ⊂ S 3 is a torus without singular points, then it cannot have E 1 = 0. Otherwise
so that any characteristic curve of e 1 is open and along the curve α goes to infinity, which contradicts to α being bounded on a nonsingular compact surface. We compute the value of E 1
which amounts to compare the value of
, which is decreasing in x, hence we have the minimal value (when
4.2.
Examples of critical points of E 2 . For critical points of E 2 , we have the following examples.
Example 1. Consider the vertical planes defined by ax + by = c in H 1 . As we have seen, the vertical planes have α = 0 and H = 0. So the vertical planes satisfy the Euler-Lagrange equation (3.45) (see (3.40) for the definition of E 2 ).
Example 2. Consider a surface foliated by a linear combination ofe 1 ande 2 wheree
If Σ is foliated by a distribution RX, where X is a unit vector field
then we can take along Σ e 1 = X, e 2 = −be 1 + ae 2 .
Note that ∇e iej = 0, so we take e 2 = −be 1 + ae 2 near Σ. Then near Σ, e 1 = −Je 2 = ae 1 + be 2 and H = ∇ e1 e 1 , e 2 = 0. Example 3. Consider a surface in H 1 defined by t = cr 2 , c > 0. As we have seen,
Moreover, we have
Substituting (4.15), H = −2cα (from (4.14)) and W = 0 into (3.40), we find that when c 2 = 3 4 , (3.45) holds. So we have the following critical point of E 2 :
Remark 1. {t = 0} ⊂ H 1 and the distance sphere { 
}. From (4.10), (4.13) and (4.11), we learn α = 0, (4.16)
on Σ ρ 1 . By (4.16) and W = 2 on S 3 , we can then compute
which tends to +∞ (−∞, resp.) as ρ 1 → 1 (ρ 1 → 0, resp.). On the other hand, from (3.40) we compute
for all 0 < ρ 1 < 1. So all Σ ρ 1 , 0 < ρ 1 < 1, are not critical points of E 2 .
Singular CR Yamabe problem: formal solutions
In this section, we consider formal solutions to the singular CR Yamabe problem on a 3-dimensional CR manifold with boundary. In particular, we get the expansion of the formal solution in a specific defining function for the boundary. In the next section, we will prove that E 2 can be interpreted as the coefficient of the log term in the volume renormalization for a formal solution to the singular CR Yamabe problem.
5.1.
A defining function for the boundary and a frame near the boundary. Let (M, J, θ) be a 3-dimensional pseudohermitian manifold with boundary Σ = ∂M . For other notations and some basic formulas, we refer the reader to the Appendix. Let x be a regular (or nonsingular) point of Σ, that is
i.e. T = ±ν, where ν is the unit inner normal of Σ with respect to g θ . Let e 1 be the unit vector in T x Σ ∩ ξ x and e 2 = Je 1 such that (5.1) e 2 , ν > 0.
There exists α(x) ∈ R such that
Let x be a regular point of Σ and e 2 ∈ ξ x be chosen as above. We now define a geodesic γ(ρ), withγ = d dρ γ(ρ) ∈ ξ = ker θ, by
Note thatγ is a unit vector. Denote exp x (ρe 2 ) = γ(ρ), and ρ is the defining function such that ρ(exp x ρe 2 ) = ρ. We define the level surface
We can extend {e 1 , e 2 } from the boundary Σ to an orthonormal frame {e 1 , e 2 } of ξ into the interior of M as follows: at y = γ(ρ) = exp x (ρe 2 ) let The region near Σ can be endowed with the natural coordinate charts (x 1 , x 2 , ρ) and e 2 = ∂ ρ . Throughout this section, {e 1 , e 2 } is given by (5.3) unless specified otherwise. Note that e 1 in this frame may not be tangent to the level sets of ρ other than ρ = 0.
Formal solutions to the singular CR Yamabe problem. Let
where u > 0 in the interior of M . We consider the following singular CR Yamabe problem:
Here R = 2 W and W is the Webster scalar curvature of θ. Note that
where △ P u = e 1 e 1 (u) + e 2 e 2 (u) − ω(e 1 )e 2 (u) + ω(e 2 )e 1 (u) = e 1 e 1 (u) + e 2 e 2 (u) − ω(e 1 )e 2 (u) (5.6) and (5.7)
There is a formal solution of the form
to the singular CR Yamabe problem (5.4). u satisfies
In order to compute the renormalized volume of the solution θ, we need to identify the coefficients c(x), v(x), w(x) and z(x) in (5.8). h(x) is not locally and formally determined and l(x) = 0 is the obstruction to the smoothness of the solution of (5.4). Actually, we can let h(x) ≡ 0 in the formal solution.
5.3. The expansion of a formal solution to the singular CR Yamabe problem. Let u(x, ρ) = u[exp x (ρe 2 )], x ∈ Σ. By (5.9), at ρ = 0 |d P u| 2 = e 2 (u) 2 = u 2 ρ = 1, and according to (5.1), we have
where H is the p-mean curvature of Σ, defined by
where v(x) will be determined by
= 2e 1 (u)e 2 e 1 (u) + 2e 2 (u)e 2 e 2 (u), hence it follows from the fact that at Σ
Recall (5.6)
It then follows from
w(x) will be determined by
Note that for {e 1 , e 2 } given by (5.3),
∇ e2 e 2 = 0, i.e. ω(e 2 ) = 0.
One can easily check the following Lemma 13. We have
[e 2 , e 1 ] = ω(e 1 )e 1 + 2T, T ∇ (e 1 , e 2 ) = 2T, [T,
e 2 ω(e 1 ) = R + ω(e 1 ) 2 + 2ω(T ).
Lemma 14. At Σ, we have e 1 e 2 (u) = 0, e 2 e 1 (u) = −2α, △ P u = 8v,
Proof. By (5.12), e 2 e 1 (u) = e 1 e 2 (u) + ω 1 (e 1 )e 1 (u) + 2T (u).
In particular, on Σ e 2 e 1 (u) = 2T (u) = 2(V − αe 2 )(u) = −2α.
We have at Σ,
On the other hand, T e 1 (u) = (V − αe 2 )e 1 u = 2α 2 .
Hence ω(T ) = e 1 (α) + 2α 2 − a 2 .
Finally, 
Proposition 15. We have
Proof. w(x) will be determined by
We compute
= 2e 1 (u)e 2 e 2 e 1 (u) + 2(e 2 e 1 (u))
We also have d
Now it follows from
△ P u = e 1 e 1 (u) + e 2 e 2 (u) − ω(e 1 )e 2 (u) that e 2 (△ P u) = e 2 e 1 e 1 (u) + u ρρρ − e 2 (ω(e 1 ))u ρ − ω(e 1 )u ρρ .
Therefore by (5.13) we get d dρ | ρ=0 (△ P u) = e 2 e 1 e 1 (u) + u ρρρ − e 2 (ω(e 1 )) − ω(e 1 )u ρρ = −2e 1 (α) + 4α 2 + 6w − e 2 (ω(e 1 )) − 2Hv.
By (7.8), −R = −e 2 ω(e 1 ) + ω(e 1 ) 2 + 2ω(T ).
Therefore, using (5.13) we get
We now start to compute the coefficient z(x).
Lemma 16. At Σ, we have (5.16) e 2 2 e 1 (u) := e 2 e 2 e 1 (u) = 2e 1 (v) + 4αv − 2a 1 .
Proof. (5.16) follows from (5.13) and the following, at x ∈ Σ, e 2 e 2 e 1 (u) = e 2 e 1 e 2 (u) + e 2 [e 2 , e 1 ](u) = e 1 e 2 e 2 (u) + [e 2 , e 1 ]e 2 (u) + e 2 [e 2 , e 1 ](u) = 2e 1 (v) + (He 1 + 2T )e 2 (u) + e 2 (ω(e 1 )e 1 + 2T )(u) = 2e 1 (v) + 2T e 2 (u) + He 2 e 1 (u) + 2e 2 T (u).
We have d 3 dρ 3 (|d P u| 2 ) = 2e 1 (u)e 3 2 e 1 (u) + 6e 2 e 1 (u)e Hence by (5.16), Now we compute
Using (5.11) and (5.15), we find at Σ,
Lemma 17. On Σ, we have
Proof. The term we need to handle is e 2 2 △ P u. We compute e 2 2 △ P u = e 2 e 2 (e 1 e 1 u + e 2 e 2 u − ω(e 1 )e 2 (u)) = u ρρρρ − Hu ρρρ − 2e 2 (ω(e 1 ))u ρρ − e 2 e 2 ω(e 1 ) + e 2 e 2 e 1 e 1 (u). (5.19) Recall (7.8)
Then e 2 e 2 (ω(e 1 )) = e 2 (R) + 2ω(e 1 )e 2 (ω(e 1 )) + 2e 2 (ω(T )) = e 2 (R) + 2H(R + H 2 + 2ω(T )) + 2e 2 (ω(T )).
Using (7.6) and (7.7), we have
On the other hand, using (5.12) we get
and hence from (5.13) we get (5.20) e 2 (ω(T )) = ω(e 1 )(e 1 (α) + 2α 2 ) + e 1 (a 1 ) − e 2 (a 2 ), e 2 e 2 (ω(e 1 )) = e 2 (R) + 2H(R + H 2 + 3e 1 (α) + 6α = 2e 1 T e 2 (u) = 2e 1 (V − αe 2 )e 2 (u) = −4e 1 (αv), III = e 1 e 2 [e 2 , e 1 ](u) = e 1 e 2 (ω(e 1 )e 1 + 2T )u = e 1 e 2 (ω(e 1 )e 1 (u)) + 2e 1 e 2 T (u) = e 1 (ω(e 1 ))e 2 e 1 (u) + He 1 e 2 e 1 (u) + 2e
Using (5.16), we get T e 2 e 1 (u) = (V − αe 2 )e 2 e 1 (u)
Then IV 2 = [e 2 , e 1 ]e 2 e 1 (u) = (ω(e 1 )e 1 + 2T )e 2 e 1 (u) = −2He 1 (α) + 2T e 2 e 1 (u),
Finally, = 2HT e 1 (u) + 4a 1 α = −24α 2 v + 4a 1 α.
So we find
e 2 e 2 e 1 e 1 (u) = 2e
and it follows from (5.21) that
Hence by (5.18) and (5.14), we have
Proposition 18.
Proof. By (5.17) and (5.22), we have
Then (5.23) follows from (5.10) and (5.14).
Volume renormalization and E 2
In this section we will find that E 2 can be interpreted as the coefficient of the log term in the volume renormalization for a formal solution to the singular CR Yamabe problem. We also prove that the coefficient of the first log term in the expansion of a formal solution is given by the variational derivative of E 2 . This is an analogue of the result in singular Yamabe problem ( [8] ). We follow Graham's ideas ( [8] ) in the conformal case.
6.1. Expansions of tangent vector fields of Σ ρ . In order to carry out the volume renormalization for a formal solution θ = u −2 θ, we need also to expand the volume form θ ∧ dθ in ρ. More precisely, for θ = u −2 θ we have θ ∧ d θ = u −4 θ ∧ dθ and
where ν is the unit inner normal of Σ ρ . In this subsection we compute the expansion of e 2 , ν dµ Σρ in ρ.
Consider a family of geodesics
and let
.
, f e 1 + ge 2 + hT ] = e 2 (f )e 1 + e 2 (g)e 2 + e 2 (h)T + f ω(e 1 )e 1 + 2f T + hω(T )e 1 − h(a 2 e 1 + a 1 e 2 ), that is
Differentiating (6.1) with respect to e 2 and using (6.1) and (5.20), we get
Therefore we have the Jacobi equations for U :
Hence by (6.2)
Then by differentiating (6.2), we get
Let U 2 (0) = V = T + αe 2 , and for U 2 we have f (0) = 0, g(0) = α, h(0) = 1, it follows from (6.1) that
From (6.2) we also have
Lemma 19. There holds
Proof. For y = γ(x, ρ), we write (6.4) U 1 (y) = (dγ) y (e 1 ) := f 1 e 1 + g 1 e 2 + h 1 T + o(ρ 3 ), and (6.5)
and the unit inner normal to Σ ρ is given by
, and e 2 , ν dµ
3) then follows from
6.2. Volume renormalizatioin. In this subsection we carry out the volume renormalization for a formal solution θ = u −2 θ to the singular CR Yamabe problem. We are going to obtain the coefficient of log 1 ǫ in the volume renormalizatioin.
Proposition 20. For ǫ > 0 sufficiently small, we have
,
It follows from
Then by (6.3), we have
Substituting the formulas of v, w and z in Subsection 5.3 into the above expression, we get
where in the last line we have replaced R by 2W . Then (6.6) follows from (6.8), (6.9) and the fact that
Conformal invariance of L(Σ).
In this subsection we consider the transformation law of l(x) and L(Σ) under a conformal change of θ. We will show that l(x) is conformally covariant and L(Σ) is a conformal invariant. Let θ = U 2 θ, where U is a smooth positive function defined on M , then at Σ,
The defining function ρ with respect to θ satisfies e 2 ( ρ)| Σ = 1, so that
Note that u := uU is a formal solution to
Note that ρ is smooth up to the boundary in ρ, so we find Proof. For θ = U 2 θ, we have ρ(x, ρ) = e Υ(x,ρ) ρ for some smooth function Υ. We can solve the relation ρ = e Υ ρ to get
where b(x, ρ) is a smooth function which is bounded from below by a positive constant. Let ǫ(x, ǫ) = ǫb(x, ǫ), so that ρ > ǫ is equivalent to ρ > ǫ(x, ǫ). It follows from (6.8) and (6.9) that
As ǫ → 0, the above contains no log 1 ǫ term. Hence L(Σ, θ) = L(Σ, θ).
6.4.
Comparison between L and E 2 . We are going to show that the difference
Recall that
−e 2 (a 2 ) = e 2 τ (e 1 ), e 2 = (∇ e2 τ )(e 1 ) + τ (∇ e2 e 1 ), e 2 + τ (e 1 ), ∇ e2 e 2 = ∇ e2 τ 
, and
So in the the frame given by (5.3), we have (6.15) then follows from (6.14).
6.5. Smoothness of solutions to the singular Yamabe problem and critical surfaces of L(Σ). In the expression of a formal solution to the singular CR Yamabe problem, l = 0 is an obstruction to the smoothness of the solution up to the boundary. In this subsection we show that l(x) is a multiple of E 2 , see (3.40) . It follows that the solution to the singular CR Yamabe problem (5.4) can be smooth up to the boundary only if Σ is a critical point of L(Σ) or E 2 (Σ). Let F t : Σ → M 3 , t ∈ (−δ, δ) be a variation of Σ, such that ∂ t F t = X = f e t 2 + gT ∈ Γ(T M | Σt ) where Σ t = F t (Σ), e t 2 = Je t 1 and e t 1 is a unit vector in Γ(T Σ t ∩ξ). We assume f, g are supported in a domain of Σ away form the singular set of Σ. Let ρ t be the defining function for Σ t , which is defined by ρ t (exp Σt (ae Theorem 24. We have
where l is the coefficient of the log term of a formal solution u, given by (5.8). By (6.15), (3.39) and (3.40), we have
Proof. We use an argument which is analogous to [8] . We have u t = ρ t + v t ρ ].
Differentiating it in t gives (6.24)
Pẇ .
It follows from (6.23) that Let ν be the outward unit normal with respect to θ 0 = u −2 θ and e 2 , e 1 , α are relative to (M, Σ 0,ǫ , θ 0 ). Actually, e 2 = ue 2 and e 2 = Je 1 with e 1 ∈ T Σ 0,ǫ ∩ ξ. We also have e 1 = u −1 e 1 + u −2 e 2 (u)θ. Then = A 11 = a 1 − ia 2 , for some real valued functions a 1 , a 2 , so that (7.4) τ (e 1 ) = a 1 e 1 − a 2 e 2 , τ (e 2 ) = −a 2 e 1 − a 1 e 2 . 2 + ω(e 1 ) 2 + 2ω(T ) = −2W.
In the torsion free case, we also have [T, e 1 ] = ω(T )e 2 , (7.9) [e 2 , T ] = ω(T )e 1 , dω = −2W e 1 ∧ e 2 .
