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Abstract
We investigate a novel, non-visual approach to overviewing
object-oriented source code and evaluate the efficiency of
different categories of sounds for the purpose of getting an
overview of source code structure for a visually-impaired
computer programmer. A user-study with ten sighted and
three non-sighted participants compared the effectiveness
of speech, non-speech and spearcons on measures of ac-
curacy and enjoyment for the task of quickly overviewing
a class file. Results showed positive implications for the
use of non-speech sounds in identifying programming con-
structs and for aesthetic value, although the effectiveness
of the other sound categories in these measurements are
not ruled out. Additionally, various design choices of the
application impacted results, which should be of interest to
designers of auditory display, accessibility and education.
Author Keywords
Accessibility, Programming, Overview, Visualisation, Sonifi-
cation.
ACM Classification Keywords
H.5.2 [Information Interfaces and Presentation]: User Inter-
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Introduction
Visual impairments have not deterred people from under-
taking software development either as a profession or a
hobby. Visually-impaired programmers today achieve this
using screen readers and tactile displays, but these tools
have not completely remove barriers to making profes-
sional computing truly accessible to people living with vi-
sual impairments [3]. Visual aids that are commonly used
by sighted people are not available to the visually-impaired.
In programming, these include features to make code more
readable, such as colour coding, indentation, features from
integrated development environments (IDEs), as well as
UML diagrams and data structure diagrams to illustrate pro-
gramming concepts.
When designing non-visual aids for use by visually-impaired
people, the designer may consider how best to “translate”
these visual aids into a medium that is more useful to the
visually-impaired. Speech is the most widely used medium
for this purpose, as it requires little training on part of the
user, and is easy and cost-effective to implement on a com-
puter [4]. Another alternative is tactile displays using braille.
Whilst braille has an active and enthusiastic community of
users, its overall use is comparatively much smaller than
sound, and refreshable braille displays can be bulky and ex-
pensive items [4]. The issue of conveying quick overview of
code structure remain challenge through both modalities in
part due to the linearity of presentation and the impact this
has on users’ information seeking behaviours [6, 8].
A designer may also wish to consider Shneiermann’s “In-
formation Seeking Mantra” (Overview first, zoom and fil-
ter then details on-demand) [7] and Zhao et. al ’s “Audi-
tory Information Seeking Principle” (Gist, navigate, filter
and details-on-demand) [10]. The former concerns the de-
sign of visual displays whilst the derived latter concerns
the same for auditory displays. These break down the pro-
cess of information seeking into individual tasks, allowing
researchers and designers to direct their focus onto these
specific tasks. In the present work, we present a prelimi-
nary investigation of one stage of the process in the audi-
tory domain; Specifically, the initial “overview” or the “gist”
of information, in this case object-oriented source code.
Related Work
Whilst Text-to-speech (TTS) has been revolutionary in mak-
ing computing accessible for the blind, it may be regarded
as being monotonous and too slow for particular users [8].
Endeavours have been made by researchers to investi-
gate alternatives, such as non-speech auditory icons and
earcons. For example, Kildal and Brewster [4] showed how
non-speech sounds outperformed speech in measurements
of accuracy, time and workload when summarising a data
set within a table. Berman and Gallagher’s [2] applied non-
speech sounds to identifying software entities and achieved
positive results for the tasks of identifying types, character-
istics and sizes of software entities, but not for the task of
identifying specific entities. Walker et. al [9] make a case
for “spearcons” i.e. speech which is sped up to the point of
being unintelligible as speech, and showed that they out-
perform non-speech and speech in the navigation of audi-
tory menus.
Although there is numerous research that has been per-
formed into these auditory display techniques, the methods
as to how visually-impaired programmers currently perform
their tasks with existing tools has received considerably less
attention [1, 5]. The small-scale studies presented in prior
work (e.g. [1, 5]) show that screen readers were the most
commonly used tool used by visually-impaired program-
mers to work with their code. Both studies note that screen
readers navigate in a linear fashion, meaning that the pro-
grammers using them must navigate line-by-line. Therefore,
there is a case to be made for the investigation and devel-
opment of new tools and navigation approaches that may
improve the experience for a visually-impaired programmer.
Preliminary Survey
We conducted email interviews with four members of British
Computing Association of the Blind (BCAB), where asked
participants who had experience in programming what
they would typically search for when attempting to get an
overview of a class they have not seen before. R1 stressed
the importance of good labelling of function and variable
names. R1 and R2 also highlighted the class description,
usually the comment that is written at the top of the class,
as being one of the first things they would listen to before
delving further into the code. R3 and R4 also stressed the
importance of comments. R4 had a preference of using
a braille display while the other three respondents used
screen readers. R2 stated that listing the functions, starting
with the ones that were public, was one of his first tasks.
The number of public functions gave them an idea of how
many external relationships were present within that class.
The most common point made by all respondents was in-
dentation. Several of these respondents programmed using
Python, where indentation carries meaning. In addition, in-
dentation can also indicate where nesting occurs, which in
turn can carry further meaning about code complexity.
Auditory Code Overview and Navigation Tool
We design the Auditory Code Overview and Navigation Tool
(ACONT) as an attempt to support the task of a program-
mer quickly scrolling through a class file in order for them
to gain a quick understanding of its structure. To achieve
this, we used “timeline” navigation technique, which al-
lowed the user to navigate through the file line-by-line at
a speed of their choice. The arrow keys acted as the main
navigation controls with the down arrow key taking them
forwards through the file and the up arrow key taking them
backwards. There was also the option to skip to the begin-
ning, middle and end of the file using the 1, 2 and 3 keys
respectively. As the user navigates the file line-by-line, a
sound is displayed when a coding construct is detected on
a line. Table 1 shows which constructs were reported and
the sounds they were mapped to. The sound of a kick drum
was used to denote a line of code with a semi-colon at the
end of it. This was so that the user would not have to listen
to silence too much, as this type of construct is very com-
mon in object-oriented programming languages.
Study Design
We recruited thirteen people between the ages of 22-60 to
take part in an evaluation study. Three participants were to-
tally blind and worked in computing related professions, the
other ten were sighted students of computer science. We
used a within-subjects experimental design with three con-
ditions (speech, non-speech and spearcons) where each
participant conducted six tests, two under each condition.
The order of conditions were randomized. The first file of
each sound category was shorter and more simplistic than
the second, which was not disclosed to the participants.
This added an extra point of evaluation in seeing perfor-
mance on a simple class and a complex class.
After an initial training period, participants were given a
maximum of two minutes to overview the class files, the
choice of time was based on the initial survey. Participants
were also given the option of stopping before this time
limit if they felt they had gained a sufficient overview. We
measured the time it took participants to complete their
overviews and logged their interactions. Upon completion
of each test, participants answered a series of questions
regarding details of the class file, e.g. the type and amount
Table 1: Mapping of speech and non-speech sounds to
programming constructs
Code Construct Speech Non-speech
If statement "If" Door opening
Else "Else" Door closing
In-line comment "Comment in-line" Pencil: straight line
Multi-line comment "Comment multi-line" Pencil: scribbling
Public function "Public" Major piano chord
Private function "Private" Minor piano chord
Constructor function "Constructor" Clap
No. of arguments "[n] arguments" Ding (n times)
While loop "While" Whistle
For loop "For" Whistle played twice
Switch statement "Switch" Click
Switch case "Case" Bell jingle
of constructs they encountered. The questions were scored
based on the accuracy of their answers. At the end of all
tests, participants answered a Likert Scale questionnaire
which related to their enjoyment of each type of sound dis-
play, which we followed by an unstructured interview which
allowed participants to expand on their answers.
Results
On average, speech yielded the highest scores of accu-
racy from participants, followed by non-speech, and with
spearcons performing worst. Repeated measures ANOVAs
were performed on the scores of the simple class, the scores
of the complex class and the combined scores of both
for each sound category. This showed a significant main
effect for scores in the complex class (F (1.262, 24) =
5.856, p = .023) and in the combined scores for both
classes (F (2, 22) = 5.678, p = .01). Post hoc tests us-
ing the Bonferroni correction showed that in both cases,
the significant difference occurred between speech and
spearcons, with no significant difference between speech
Figure 1: Average scores with standard deviation for each sound
category on the simple and complex class
and non-speech. There was no significant main effect for
the scores in the simple class (F (2, 24) = 1.919, p =
0.169).
In the qualitative feedback, non-speech sounds were the
most preferred overall with a mean rating of 1.77. Speech
followed with a mean of 1.92, whilst spearcons were the
least preferred with a mean of 2.31. All participants agreed
that it was more difficult to interpret the meaning of non-
speech, as one is required to learn the meaning of these
sounds. Six participants (two VI) stated that they may have
preferred non-speech over speech if they were given more
practice with them, and generally spoke favourably of them.
However, another six participants (one VI) stated that the
difficulty in learning the non-speech sounds were a sig-
nificant problem for them. Four (sighted) participants also
questioned the choice of sounds made, with three of these
criticising the sound of a “click” for a switch statement, say-
ing the sound was not strong enough and easily missed.
Four (sighted) participants disliked the speech sounds,
with the consensus among them being that it was slow,
monotonous and the sounds had a tendency to overlap due
to their slowness. However, six (sighted) participants spoke
more favourably of them, stating they were easy to under-
stand and required less mental effort than trying to interpret
the non-speech.
Spearcons were the least favoured overall. Five partici-
pants (one VI) disliked them, with a consensus that they
were confusing and too fast. Five other participants (two
VI) stated that the spearcons were sufficient in some areas
but not others. For example, it was much easier for them
to understand short, single syllable terms such as “if” and
“else”, but it became more difficult when terms were spoken
in close proximity to each other, such as the term “public
two arguments” when denoting a public function with two
arguments. Despite this, two sighted participants ranked
them as their favourite overall stating that they were able
to understand them without much trouble and liked the fact
that they were faster than speech.
Discussion
Even though non-speech required more learning for par-
ticipants, it is noteworthy that it was not significantly out-
performed by speech on measures of accuracy. Its posi-
tive qualitative feedback also adds a positive implication for
non-speech for the task of overviewing. With numerous par-
ticipants stating that they may have preferred non-speech
sounds given more practice with them, this leaves an in-
centive in future work to test this claim. There was a much
wider distribution on the scores for the overview of the sim-
ple class with non-speech, and a wider distribution than
spearcons and speech overall. This suggests variation in
the participants’ ability to learn the non-speech sounds.
Furthermore, the qualitative feedback revealed that whilst a
number of participants found the non-speech sounds more
difficult, others did not have this problem.
Whilst no significance was found in the ANOVA test per-
formed for scores of the simple class, spearcons were
shown to have performed significantly worse than speech
on the scores for the complex class and the combined
scores. This suggests that the performance using spearcons
worsened with complexity. This test has shown negative
implications for spearcons, which contrasts prior work [9].
However, the fact that spearcons were the preferred sound
for a few participants should not be ignored. Furthermore, it
is important to stress that this work examines the efficiency
of spearcons as they were designed in this form, not for
spearcons in general.
The freedom that the ACONT offered to the users had
an impact on the outcome of certain results and also ex-
posed the variety of navigation preferences among partici-
pants. There was no obvious pattern in the number of keys
pressed and time taken to complete the tests, which may
be attributed to participants’ navigation preferences. But
the freedom given to participants did cause the time mea-
surements to be disproportionately populated in the higher
regions, making the statistical tests more difficult and an in-
conclusive outcome. Whilst this freedom is desired for an
end-user product, this shows that for a controlled study it
can cause issues. Future researchers may wish to consider
the effect this freedom had on the test outcomes and may
wish to limit this freedom in future tests.
Conclusion
In conclusion, we have made a preliminary case for non-
speech sounds as a means of overviewing object-oriented
source code. Our initial results show however, that the
value of speech and spearcons cannot be ruled out. Fur-
thermore, the small sample size, (particularly of non-sighted
participants), the effect of the testing method on the mea-
surement of speed and the fact that some of the design
choices of the sounds were questioned by participants
demonstrates that there is room for improvement in this
work.
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