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LINEAR DEGENERATIONS OF FLAG VARIETIES: PARTIAL
FLAGS, DEFINING EQUATIONS, AND GROUP ACTIONS
G. CERULLI IRELLI, X. FANG, E. FEIGIN, G. FOURIER, AND M. REINEKE
Abstract. We continue, generalize and expand our study of linear degenerations
of flag varieties from [5]. We realize partial flag varieties as quiver Grassmannians
for equi-oriented type A quivers and construct linear degenerations by varying the
corresponding quiver representation. We prove that there exists the deepest flat
degeneration and the deepest flat irreducible degeneration: the former is the partial
analogue of the mf-degenerate flag variety and the latter coincides with the partial
PBW-degenerate flag variety. We compute the generating function of the number
of orbits in the flat irreducible locus and study the natural family of line bundles
on the degenerations from the flat irreducible locus. We also describe explicitly
the reduced scheme structure on these degenerations and conjecture that similar
results hold for the whole flat locus. Finally, we prove an analogue of the Borel-Weil
theorem for the flat irreducible locus.
1. Introduction
The theory of complex simple Lie groups and Lie algebras is known to be closely
related to the representation theory of Dynkin quivers (see e.g. [1, 7, 16, 18]). In
this paper we use the following simple but powerful observation: any partial flag
variety associated to the group SLN is isomorphic to a quiver Grassmannian for
the equi-oriented type A quiver and suitably chosen representation and dimension
vector. Varying the representation of the quiver and keeping the dimension vector
fixed one gets degenerations of the flag varieties (see e.g. [5, 6, 8, 9]). The goal of
this paper is to study these degenerations, in particular, to describe the irreducible
and flat irreducible loci. Let us formulate the setup and our results in more details.
Let G = SLN(C) and let P be a parabolic subgroup of G with respect to the fixed
Borel subgroup B. The quotient G/P is known to be isomorphic to the variety of
flags (U1 ⊂ U2 ⊂ · · · ⊂ Un) in an N -dimensional vector space such that dimUi = ei
for a certain increasing sequence 1 ≤ e1 < · · · < en ≤ N .
Let Q be the equi-oriented quiver of type An with the set of vertices Q0 =
{1, 2, · · · , n} where n is the sink. We fix N ≥ n + 1 and a complex vector space
V of dimension N . We consider the dimension vector d = (N, . . . , N) and denote
by Rd the affine space whose points parametrize the Q–representations of dimen-
sion vector d, i.e. collections {(fi)
n−1
i=1 } of linear endomorphisms of V . The group
Gd =
∏n
i=1GLN acts on Rd by base change and the Gd-orbits get identified with
the isomorphism classes of quiver representations. It is known that there are only
finitely many orbits, parametrized by the collections (ri,j)1≤i<j≤n of the ranks of the
composite maps. A general point of Rd is isomorphic to M
0 := (idV , · · · , idV ).
For a point M = (fi)
n−1
i=1 ∈ Rd we denote by r
M = (rMi,j) the rank collection
rMi,j = rank(fj−1 ◦ · · · ◦ fi). In particular, if M = M
0, then rMi,j = N for all pairs i, j
and we denote this collection by r0.
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We fix a dimension vector e = (ei)
n
i=1 such that 1 ≤ e1 < · · · < en ≤ N and
consider the proper family π : Ye → Rd whose fiber over a point M is the quiver
Grassmannian Gre(M). Our goal is to study geometric properties of this family.
Two simple observations are in order. The first observation is that a general
fibre of this family is isomorphic to G/P , thus the special fibres can be viewed as
degenerations of the partial flag varieties. The second observation is as follows. The
map π is Gd-equivariant and the quiver Grassmannians corresponding to the points
from one Gd-orbit are isomorphic. We denote by Or the Gd-orbit corresponding
to the tuple r. The main message of our paper is that there exist two other rank
collections r1 and r2:
r1i,j = N − ej + ei, 1 ≤ i < j ≤ n;(1.1)
r2i,j = N − 1− ej + ei, 1 ≤ i < j ≤ n,(1.2)
which are as fundamental as the tuple r0. In particular, the rank collection r1
corresponds to the PBW degenerate flag variety [10, 14, 15]. We provide here some
details.
The partial flag varieties G/P are known to be irreducible and have easily com-
puted dimensions. There are two natural loci in Rd. The first one is the flat locus
Uflat which is the locus where the map π is flat. In other words, Uflat consists of
representations M such that the quiver Grassmannian Gre(M) is of expected (min-
imal possible) dimension dimG/P . The second natural locus is the flat irreducible
locus Uflat,irr ⊂ Uflat consisting of M such that Gre(M) is irreducible. Here is our
first theorem which generalizes [5, Theorem 3].
Theorem A. The following holds:
a) The flat irreducible locus Uflat,irr consists of the orbits Or degenerating to
Or1, i.e. ri,j ≥ r
1
i,j for all pairs i, j.
b) The flat locus Uflat consists of the orbits Or degenerating to Or2, i.e. ri,j ≥ r
2
i,j
for all pairs i, j.
Our next goal is to compute the number of orbits in the flat irreducible locus. Let
Be be the number of these orbits. We note that Be does not depend on N (provided
N > en). If ei = i, then Be is equal to the n-th Bell number https://oeis.org/A000110
(see [5, Section 4.2]).
We consider the generating function
Bn(x1, . . . , xn) =
∑
e
Be x
e1
1 x
e2−e1
2 . . . x
en−en−1
n .
Theorem B. We have
Bn(x1, . . . , xn) =
n∏
i=1
(1− xi)
−1
∏
∅6=I⊂{2,...,n}
(1−
∏
i∈I
xi)
−1.
Next, we describe the reduced scheme structure for the quiver Grassmannians cor-
responding to the representations in Uflat,irr by providing an explicit set of quadratic
generators for the ideal describing the Plücker embedding (see also [17]). Our main
combinatorial tool is the notion of PBW semi-standard Young tableaux (see [11]),
parametrizing a basis in the homogeneous coordinate ring of the PBW degenerate
flag varieties. We prove the following theorem.
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Theorem C. For any orbit O degenerating to Or1 there exists a point M ∈ O such
that the semi-standard PBW tableaux form a basis in the homogeneous coordinate
ring of Gre(M).
We conjecture that a similar result holds for the whole flat locus.
Finally, we discuss groups acting on the fibers in the flat irreducible locus and study
the sections of natural line bundles. More precisely, we make use of a transversal
slice T through the flat irreducible locus constructed in [5]. For a Q-representation
Mt for t ∈ T we construct a group Gt acting on the quiver Grassmannian Gre(Mt)
with an open dense orbit. We construct a family of representations of Gt and identify
them with the dual spaces of sections of natural line bundles on Gre(Mt).
Our paper is organized as follows. In section 2 we recall some basic facts about
quivers and quiver Grassmannians of type A. In section 3 we prove Theorem A. In
section 4 we prove Theorem B. In section 5 we describe the ideal of relations defining
linear flat degenerations and prove Theorem C. In section 6 we construct line bundles
on the flat degenerations of the complete flag variety and provide a Borel-Weil-type
theorem for quiver Grassmannians.
Acknowledgments. The work of the authors is supported by the DFG-RSF project
“Geometry and representation theory at the interface between Lie algebras and quiv-
ers”. E.F. was partially supported by the Russian Academic Excellence Project
’5-100’.
2. Methods from the representation theory of quivers
2.1. Quiver representations. For all basic definitions and facts on the represen-
tation theory of (Dynkin) quivers, we refer to [2].
Let Q be a finite quiver with the set of vertices Q0 and arrows written a : i→ j for
i, j ∈ Q0. We assume that Q is a Dynkin quiver, that is, its underlying unoriented
graph |Q| is a disjoint union of simply-laced Dynkin diagrams.
We consider (finite-dimensional) C-representations of Q. Such a representation is
given by a tuple
M = ((Mi)i∈Q0, (fa)a:i→j),
where Mi is a finite-dimensional C-vector space for every vertex i of Q, and fa :
Mi → Mj is a C-linear map for every arrow a : i → j in Q. A morphism between
representations M and K = ((Ki)i, (ga)a) is a tuple of C-linear maps (ϕi : Mi →
Ki)i∈Q0 such that ϕjfa = gaϕi for all a : i → j in Q. Composition of morphisms
is defined componentwise, resulting in a C-linear category repCQ. This category is
C-linearly equivalent to the category modA of finite-dimensional left modules over
the path algebra A = CQ of Q.
For a vertex i ∈ Q0, we denote by Si the simple representation associated to i,
namely, (Si)i = C and (Si)j = 0 for all j 6= i, and all maps being identically zero;
every simple representation is of this form. We let Pi be a projective cover of Si, and
Ii an injective hull of Si.
The Grothendieck group K0(repCQ) is isomorphic to the free abelian group ZQ0
in Q0 via the map attaching to the class of a representation M its dimension vec-
tor dimM = (dimMi)i∈Q0 ∈ ZQ0. The category repCQ is hereditary, that is,
Ext≥2(_,_) vanishes identically, and its homological Euler form
dimHom(M,K)− dimExt1(M,K) = 〈dimM,dimK〉
4 G. CERULLI IRELLI, X. FANG, E. FEIGIN, G. FOURIER, AND M. REINEKE
is given by
〈d, e〉 =
∑
i∈Q0
diei −
∑
a:i→j
diej .
For two dimension vectors e,d ∈ NQ0 we write e ≤ d if ei ≤ di for all i ∈ Q0.
By Gabriel’s theorem, the isomorphism classes [Uα] of indecomposable represen-
tations Uα of Q correspond bijectively to the positive roots α of the root system
Φ of type |Q|; more concretely, we realize Φ as the set of vectors α ∈ ZQ0 such
that 〈α, α〉 = 1; then there exists a unique (up to isomorphism) indecomposable
representation Uα such that dimUα = α for every α ∈ Φ
+ = Φ ∩ NQ0.
We make our discussion of the representation theory of a Dynkin quiver so far
explicit in the case of the equi-oriented type An quiver Q given as
1 // 2 // · · · //// n.
We identify ZQ0 with Zn, and the Euler form is then given by
〈d, e〉 =
n∑
i=1
diei −
n−1∑
i=1
diei+1.
We denote the indecomposable representations by Ui,j for 1 ≤ i ≤ j ≤ n, where Ui,j
is given as
0→ . . .→ 0→ C
id
→ . . .
id
→ C→ 0→ . . .→ 0,
supported on the vertices i, . . . , j. In particular, we have Si = Ui,i, Pi = Ui,n, Ii = U1,i
for all i.
We have
dimHom(Ui,j , Uk,l) = 1 if and only if k ≤ i ≤ l ≤ j
and zero otherwise, and we have
dimExt1(Uk,l, Ui,j) = 1 if and only if k + 1 ≤ i ≤ l + 1 ≤ j,
and zero otherwise, where the extension group, in case it is non-zero, is generated
by the class of the exact sequence
0→ Ui,j → Ui,l ⊕ Uk,j → Uk,l → 0,
where we formally set Ui,j = 0 if i < 1 or j > n or j < i.
Given two dimension vectors e and s such that e0 := 0 ≤ e1 ≤ e2 ≤ . . . ≤ en and
s1 ≥ s2 ≥ . . . ≥ sn ≥ sn+1 := 0, we define the two Q–representations:
(2.1) P e :=
n⊕
i=1
P
ei−ei−1
i , I
s :=
n⊕
i=1
I
si−si+1
i .
Given a dimension vector d ∈ NQ0 and C-vector spaces Vi of dimension di (i ∈ Q0),
let Rd be the affine space
Rd =
n−1⊕
i=1
HomC(Vi, Vi+1),
on which the group Gd = GL(V1) × · · · × GL(Vn) acts via base change: given g =
(gi)
n
i=1 ∈ Gd and f = (fi)
n−1
i=1 ∈ Rd, we have g · f = f
′ where f ′ makes commutative
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every square
Vi
fi
//
gi

Vi+1
gi+1

Vi
f ′i
// Vi+1
for i ∈ Q0. The Gd-orbits in Rd are naturally parametrized by isomorphism classes
of representations of Q of dimension vector d. By the Krull-Schmidt theorem, a
Q-representation M is, up to isomorphism, determined by the multiplicities of the
Ui,j, that is,
M =
⊕
i≤j
U
mi,j
i,j .
Then dimM = d is equivalent to∑
k≤i≤l
mk,l = di for all i.
We define
ri,j(M) =
∑
k≤i≤j≤l
mk,l
for i ≤ j. We note that ri,j is equal to the rank of the composite map Mi →
Mj . Viewing M as a tuple of maps (f1, . . . , fn−1) as before, ri,j is thus the rank of
fj−1 ◦ . . . ◦ fi and, trivially, we have ri,i = n + 1. We can recover mi,j from (rk,l)k,l
via
mi,j = ri,j − ri,j+1 − ri−1,j + ri−1,j+1,
for all 1 ≤ i ≤ j ≤ n, where we formally set ri,j = 0 if i = 0 or j = n + 1 and
ri,i = n+ 1. We easily derive the inequality
(2.2) ri,l + rj,k ≥ ri,k + rj,l
for all four-tuples i < j ≤ k < l.
Let Or be a subset of Rd consisting of maps (f1, . . . , fn−1) such that
rank(fj−1 ◦ · · · ◦ fi) = ri,j.
If non-empty, Or is a single Gd-orbit, and every orbit arises in this way.
The orbit of M degenerates to the orbit of K if K (or OK) is contained in the
closure of OM . In this case we write M ≤deg K. By [3], we have for any U
(2.3) M ≤deg K if and only if dimHom(U,M) ≤ dimHom(U,K).
2.2. Dimension estimates for certain quiver Grassmannians. Let Q be an
equi-oriented quiver of type An. Let N ≥ n + 1 and let V be a complex vector
space of dimension N . Given the dimension vector d = (N, · · · , N) ∈ Nn, the
variety Rd consists of collections (fi : V → V )
n−1
i=1 of linear endomorphisms of V .
Let e = (e1, · · · , en) be a dimension vector such that e0 := 0 < 1 ≤ e1 ≤ · · · ≤
en ≤ en+1 := N , Ze = Gre1(V ) × . . . × Gren(V ) and let Ye ⊂ Rd × Ze be the
variety of compatible pairs of sequences (f∗, U∗) such that fi(Ui) ⊂ Ui+1 for all i.
The natural projection π : Ye → Rd is called the universal quiver Grassmannian
and it is the family mentioned in the introduction that we want to study. It is Gd-
equivariant and the quiver Grassmannian for a Q-representation M ∈ Rd is defined
as Gre(M) = π
−1(M).
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We would like to estimate the dimension of Gre(M). A general representation M
0
of dimension vector d is isomorphic to UN1,n, thus all its arrows are represented by
the identity maps. Since Gre(M
0) is a partial SLN -flag variety, we denote by Fl
r(V )
the π-fiber over a point in Or, which is well-defined up to isomorphism since π is
Gd-equivariant. We call Fl
r(V ) the r-degenerate partial flag variety.
It follows from [6, Prop. 2.2] that every irreducible component of Flr(V ) has di-
mension at least
dim(Flr(V )) ≥ 〈e,d− e〉 =
n∑
i=1
ei(ei+1 − ei) = dim(SLN/P )
where P is an appropriate parabolic subgroup. We would like to study for which
rank collections r this dimension estimate is an equality, and in case the equality
holds, how many irreducible components the corresponding r-degenerate partial flag
varieties have. It turns out that this can be done by a straightforward modification
of the proof of [5, Theorem 1, Proposition 1]. We get the following complete answer.
To state the result we need to recall the stratification of Gre(M) introduced in
[6]. Namely, for a representation K of dimension vector e, let S[K] be the subset
of Gre(M) consisting of all sub-representations U ⊂ M which are isomorphic to
K. Then S[K] is known to be an irreducible locally closed subset of Gre(M) of
dimension dimHom(K,M)−dimEnd(K). Since this gives a stratification of Gre(M)
into finitely many irreducible locally closed subsets, the irreducible components of
Gre(M) are necessarily of the form S[K] for certain K.
Theorem 1. Let Q be the equi-oriented quiver of type An. Let d = (N, · · · , N),
e = (e1 ≤ · · · ≤ en) and f = d− e be dimension vectors as above. Let M be a Q–
representation of dimension vector d, written as M = P ⊕X, where P is projective.
(1) The quiver Grassmannian Gre(M) has dimension 〈e,d− e〉 if and only if,
for all subrepresentations K of X such that e− dimK ≤ dimP , we have
dimEnd(K) ≥ dimHom(K,X)− dimHom(K, I f).
(2) In this case, the irreducible components of Gre(M) are of the form S[K] for
representations K = KP ⊕K such that, KP is projective, K has no projective
direct summands and in the previous inequality for K, equality holds.
Proof. This is a straightforward modification of the proof of [5, Theorem 1]. 
3. Flat and flat-irreducible locus
In this section we prove Theorem A of the introduction.
3.1. Complements of certain open loci in Rd. We retain the notation of the
previous section. Thus, Q is the equi-oriented quiver of type An, N ≥ n + 1, d =
(N, · · · , N) ∈ Nn, e = (e1 ≤ · · · ≤ en) ≤ d and f = d− e. We are going to show the
technical key result to prove Theorem 1. We introduce some special representations in
Rd: for a tuple a = (a1, . . . , an−1) of non-negative integers ai such that
∑
i<n ai ≤ N ,
we define M(a) by the multiplicities:
m1,n = N −
∑
i
ai, m1,i = ai for i < n, mi,n = ai−1 for i > 1,
and mj,k = 0 for all other j < k. In particular, we define
M0 = M(0, . . . , 0), M1 = M(e2 − e1, . . . , en − en−1).
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It is easily verified that
rij(M(a)) = N −
∑
i≤k<j
ak.
We also define M2 by the multiplicities
m1,1 = e2 − e1 + 1, mn,n = en − en−1 + 1, m1,i = ei+1 − ei for all i > 1,
mi,n = ei − ei−1 for all i < n, mi,i = 1 for all 1 < i < n,
and mj,k = 0 for all other j < k.
A direct calculation then shows that
r(M0) = r0, r(M1) = r1, r(M2) = r2
as defined in (1.1) and (1.2), respectively. In more invariant terms, we can write
M1 = P e ⊕ I f . There exists a short exact sequence
0→ P e → M0 → I f → 0.
We have canonical maps
P e → S =
n⊕
i=1
Si → I
f ,
and M2 can be written as
(3.1) M2 ≃ P e ⊕ S ⊕ (I f/S).
Now we turn to degenerations of representations. Again we write M ≤deg K if
the closure of the Gd-orbit of M contains K; the numerical characterization (2.3) of
degenerations mentioned above then reads
M ≤deg K if and only if ri,j(M) ≥ ri,j(K) for all i < j.
The representation M0 = UN1,n is generic in the sense that M
0 ≤M for all M in Rd.
The following result characterizes representations M ∈ Rd that degenerate to M
1.
Proposition 1. Given M ∈ Rd we have: M ≤deg M
1 if and only if there exists a
short exact sequence 0→ P e → M → I f → 0.
Proof. If M fits into the stated exact sequence then M degenerates to P e ⊕ I f ([4,
Lemma 1.1]). On the other hand, suppose that M ≤deg M
1 = P e ⊕ I f . Since
[P e,M ] = [P e,M1] we can conclude that P e embeds intoM by [4, Theorem 2.4] and
the generic quotient of M by P e is I f . 
We are now interested in the complement of the locus of representations degener-
ating into M1 resp. M2. For this, we introduce the following tuples:
• for 1 ≤ i < n, define
ai = (0, . . . , 0, ei+1 − ei + 1, 0, . . . , 0),
with the i-th entry being non-zero;
• for 1 ≤ i < j < n, define
ai,j = (0, . . . , 0, ei+1 − ei + 1, ei+2 − ei+1, . . . , ej−1 − ej−2, ej − ej−1 + 1, 0, . . . , 0),
with the non-zero entries placed between the i-th and the (j − 1)-st entry,
except in the case j = i+ 1, where we define
ai,i+1 = (0, . . . , 0, ei+1 − ei + 2, 0, . . . , 0),
with the i-th entry being non-zero.
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Now we can formulate:
Theorem 2. Let M be a representation in Rd.
(1) If M degenerates to M2 but not to M1, then M is a degeneration of M(ai)
for some i.
(2) If M does not degenerate to M2, then M is a degeneration of M(ai,j) for
some i < j.
Proof. To prove the first part, letM degenerate toM2 but not toM1 and consider the
corresponding rank collection r = r(M). Degeneration of M to M2 is equivalent to
r ≥ r2 componentwise, thus ri,j ≥ N−1−ej+ei for all i < j. Non-degeneration ofM
toM1 is equivalent to r 6≥ r1, thus there exists a pair i < j such that ri,j < N−ej+ei,
which implies ri,j = N − 1− ej + ei. We claim that this equality already holds for a
pair i < j such that j = i+ 1. Suppose, to the contrary, that ri,j = N − 1 − ej + ei
for some pair i < j such that j − i ≥ 2, and that rk,l ≥ N − el + ek for all k < l such
that l− k < j − i. In particular, we can choose an index k such that i < k < j, and
the previous estimate holds for ri,k and rk,j. But then, the inequality (2.2), applied
to the quadruple i < k = k < j yields
2N − 1− ej + ei = ri,j + rk,k ≥ ri,k + rk,j = 2N − ej + ei,
a contradiction. We thus find an index i such that ri,i+1 = N − 1 − ei+1 + ei, and
thus rk,l ≤ N − 1− ei+1 + ei for all k ≤ i < i+ 1 ≤ l trivially. On the other hand, it
is easy to compute the rank collection of M(ai) as
rj,k(M(a
i)) = N − 1− ei+1 + ei for j ≤ i < k,
and rj,k(M(a
i)) = N otherwise. This proves that r ≤ r(M(ai)) as claimed.
Now suppose that M does not degenerate to M2, and again consider the rank
collection r = r(M) 6≥ r2. We thus find a pair i < j such that
ri,j ≤ N − 2− ej + ei.
We assume this pair to be chosen such that j− i is minimal with this property; thus
rk,l ≥ N − 1− el + ek for all k < l such that l − k < j − i.
For every i < k < j, application of the inequality (2.2) to the quadruple i < k = k < j
yields
2N − 2− ej + ei = N − 2− ej + ei +N ≥ ri,j + rk,k ≥
≥ ri,k + rk,j ≥ N − 1− ek + ei +N − 1− ej + ej = 2N − 2− ej + ei,
from which we conclude
ri,k = N − 1− ek + ei, rk,j = N − 1− ej + ek for all i < k < j
and
ri,j = N − 2− ej + ei.
Now we claim that
rk,l = N − el + ek for all i < k < l < j.
This condition is empty if j − i = 1, thus we can assume j − i ≥ 2. We prove this
by induction over k, starting with k = i+ 1. For every i+ 1 < l < j, application of
(2.2) to i < l − 1 < l < l yields
ri+1,l−1 = ri+1,l−1 + ri,l − ri,l−1 + el − el−1 ≥ ri+1,l + el − el−1.
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This, together with (2.2) for i < i+ 1 ≤ j − 1 < j, yields the estimate
N = ri+1,i+1 ≥ ri+1,i+2 + ei+2 − ei+1 ≥ ri+1,i+3 + ei+3 − ei+1 ≥ . . .
. . . ≥ ri+1,j−1 + ej−1 − ei+1 ≥ ri+1,j + ri,j−1 − ri,j + ej−1 − ei+1 = N,
thus equality everywhere. Now assume that k > i+ 1, and that the claim holds for
all relevant rk−1,l. Similarly to the previous argument, we arrive at an estimate
N = rk,k ≥ rk,k+1 + ek+1 − ek ≥ rk,k+2 + ek+2 − ek ≥ . . .
. . . ≥ rk,j−1 + ej−1 − ek ≥ rk,j + rk−1,j−1 − rk−1,j + ej−1 − ek = N,
and this again yields equality everywhere. This proves the claim.
Finally, we have the trivial estimates
• rk,l ≤ ri,j = N − 2− ej + ei if k ≤ i ≤ j ≤ l,
• rk,l ≤ ri,l = N − 1− el + ei if k < i < l < j,
• rk,l ≤ rk,j = N − 1− ej + ek if i < k < j < l, and trivially
• rk,l ≤ N otherwise, that is, if k < l ≤ i < j or i < j ≤ k < l.
An elementary calculation of r(M(ai,j)) shows that all these estimates together prove
that
r ≤ r(M(ai,j)).
The theorem is proved. 
3.2. Proof of Theorem A. We can now combine Theorem 1 and Theorem 2 to
prove Theorem A stated in the introduction. For the reader’s convenience we restate
it here. Let Q be the equi-oriented quiver of type An. Let d = (N, · · · , N), e =
(e1 ≤ · · · ≤ en) and f = d− e be dimension vectors as above. Let π : Ye → Rd
be the universal quiver Grassmannian, whose generic fiber is a partial flag variety of
dimension 〈e,d− e〉. Consider the rank collections r0, r1 and r2 defined by
r0i,j = N, 1 ≤ i < j ≤ n;
r1i,j = N − ej + ei, 1 ≤ i < j ≤ n;
r2i,j = N − 1− ej + ei, 1 ≤ i < j ≤ n.
Theorem 3. The following holds:
a) The flat locus Uflat ⊂ Rd is the union of all orbits Or degenerating to Or2,
i.e. ri,j ≥ r
2
i,j for all pairs i, j.
b) The flat irreducible locus Uflat,irr ⊂ Rd is the union of all orbits Or degener-
ating to Or1, i.e. ri,j ≥ r
1
i,j for all pairs i, j.
Proof. The flat locus Uflat ⊂ Rd consists of those M ∈ Rd such that the fiber
π−1(M) has minimal dimension given by dimGre(M) = 〈e,d− e〉 (see e.g. [5,
Theorem 2 (1)]). Let us prove that dimGre(M
2) = 〈e,d− e〉. We have M2 = P⊕X
with P = P e and X = S⊕ I f/S and we can apply the criterion of Theorem 1. Using
the exact sequence
0→ S → I f → I f/S → 0,
and injectivity of I f , we can rewrite
dimHom(K,S ⊕ I f/S)− dimHom(K, I f) = dimExt1(K,S).
We thus have to check the inequality
dimEnd(K) ≥ dimExt1(K,S).
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Writing
K =
⊕
1≤i≤j<n
U
ki,j
i,j ,
we have
dimExt1(K,S) =
∑
1≤i≤j<n
ki,j,
and certainly
dimEnd(K) ≥
∑
1≤i≤j<n
k2i,j.
This proves the claim about the dimension of Gre(M
2). Next, suppose that M does
not degenerate toM2. By Theorem 2, M is a degeneration of some M(ai,j) for i < j.
We claim that Gre(M(a
i,j)) has dimension strictly bigger than 〈e,d− e〉. Namely,
we can choose a subrepresentation K ∈ Gre(M(a
i,j)) such that K = Ui,j−1 (notation
as in Theorem 1). The conditions of Theorem 1 are easily seen to be violated. By
upper semi-continuity of fiber dimensions, dimGre(M) is also strictly bigger than
〈e,d− e〉.
Since r1i,j ≥ r
2
i,j for every i, j, it follows that M
1 ≤deg M
2 and hence M1 ∈ Uflat.
Let us prove that Gre(M
1) is irreducibile. This follows from Theorem 1: Indeed,
M1 = P ⊕ X for P = A and X = A∗. The criterion of Theorem 1 then reads
dimEnd(K) ≥ 0 which is trivially fulfilled, and irreducibility follows since K = 0 is
the only representations for which equality holds. On the other hand, since Gre(M
1)
is irreducible, then Gre(M
′) is irreducible for every representation degenerating to
M1 (see e.g. [5, Theorem 2 (2)]). Suppose that M does not degenerate to M1.
By Theorem 2, M is a degeneration of some M(ai). We claim that Gre(M(a
i)) is
reducible. Namely, we consider the two subrepresentations K1 and K2 determined by
K1 = 0 and K2 = Si (notation as in Theorem 1). Both K1 and K2 fulfill equality in
the estimate of Theorem 1, thus Gre(M(a
i)) has at least two irreducible components.
It hence follows that Gre(M) is reducible (see e.g. [5, Theorem 2 (2)]). 
Since the orbit Or2 is minimal in the flat locus Uflat, the linear degenerate partial
flag variety Flr
2
(V ) is maximally degenerated, thus we call it the maximally flat (mf)–
linear degeneration of the partial flag variety. That this variety is rather natural,
although being highly reducible and singular, is suggested by the next result (see
also [19, 20]):
Theorem 4. The variety Flr
2
(V ) is equi-dimensional, its number of irreducible com-
ponents being the n-th Catalan number.
An arc diagram on n points is a subset A of {(i, j), 1 ≤ i < j ≤ n} (draw an arc
from i to j for every element (i, j) of A). An arc diagram A is called non-crossing if
there is no pair of different elements (i, j), (k, l) in A such that i ≤ k < j ≤ l (that
is, two arcs are not allowed to properly cross, or to have the same left or right point.
But immediate succession of arcs, like for example {(1, 2), (2, 3)}, is allowed).
To a non-crossing arc diagram we associate a rank collection r(A) by
r(A)i,j = ei −#{arcs in A starting in [1, i] and ending in [i+ 1, j]}.
Define SA ⊂ Fl
r2(V ) as the set of all tuples (U1, . . . , Un) such that
rank((fj−1 ◦ . . . ◦ fi)|Ui : Ui → Uj) = r(A)i,j
for all i < j.
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Moreover, define representations NA and NA of Q by
NA =
⊕
(i,j)∈A
Ui,j−1, NA =
⊕
i
P cii ⊕NA,
where
ci = ei − ei−1 +#{arcs ending in i} −#{arcs starting in i}.
It is immediately verified that r(A) is precisely the rank collection of NA.
We have the following more precise version of the previous theorem:
Theorem 5. The irreducible components of Flr
2
(V ) are the closures of the SA, for
A a non-crossing arc diagram.
Proof. Working again in the setup and the notation of the proof of Theorem 3, the
irreducible components are parametrized by the representations K as above for which
the direct summand K satisfies
dimEnd(K) = dimExt1(K,S).
To satisfy this equality, it is thus necessary and sufficient for K to have all multiplic-
ities ki,j of indecomposables equal to either 0 or 1, and there should be no non-zero
maps between those Ui,j for which ki,j = 1. But this can be made explicit since
dimHom(Ui,j , Um,l) = 1 if m ≤ i ≤ l ≤ j,
and zero otherwise. Thus K has to be of the form
K =
⊕
(i,j)∈I
Ui,j−1
for a set I of pairs (i, j) with i ≤ j, such that there is no pair of different elements
(i, j), (m, l) ∈ I fulfilling i ≤ m < j ≤ l. These are precisely the representations KA
associated to non-crossing arc diagrams introduced above. It suffices to check that
these K fulfill the additional assumptions, that is, that they embed into S ⊕ I f/S
and the condition on dimension vectors. But this is easily verified. 
4. Counting orbits in the flat irreducible locus: proof of
Theorem B
We retain notation as in the previous sections. Thus, Q is the equi-oriented quiver
of type An, N ≥ n + 1, d = (N, · · · , N) ∈ Nn, e = (e1 ≤ · · · ≤ en) ∈ Nn, e0 = 0,
en < N and ei+1 = ei+1 − ei. Let Be be the number of orbits in the flat irreducible
locus in Rd (relative to the universal quiver Grassmannian π : Ye → Rd).
Lemma 1. Be does not depend on N , provided N > en.
Proof. An orbit Or sits in the flat irreducible locus if and only if ri,j ≥ r
1
i,j for all
pairs i, j where r1i,j = N − ej + ei. Since r
1
i,j can not exceed N , the number of orbits
depends on e, but not on N . 
We consider the generating series
Bn(x1, . . . , xn) :=
∑
e=(e1≤···≤en)
Be x
e1
1 x
e2
2 x
e3
3 . . . x
en
n .
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Theorem 6. We have
Bn(x1, . . . , xn) =
n∏
i=1
(1− xi)
−1
∏
∅6=I⊆{2,...,n}
(1− xI)
−1,
where for I = {i1, · · · , ik}, xI := xi1 · · ·xik .
Proof. The proof is executed by induction on n. The case n = 1 is trivial. For n = 2
one has Be = e2 − e1 + 1 and
Bn(x1, x2) =
∑
0≤e1≤e2
(e2 − e1 + 1)x
e1
1 x
e2−e1
2 = (1− x1)
−1(1− x2)
−2.
By induction, it suffices to show that
Bn(x1, . . . , xn) = Bn−1(x1, . . . , xn−1)× (1− xn)
−1
∏
I⊆{2,··· ,n−1}
(1− xIxn)
−1,
where x∅ := 1.
We fix the following notation:
• R is the set of rank collections r satisfying r0 ≥ r ≥ r1;
• Pn−1 is the power set on {1, 2, · · · , n − 1}, P
∗
n−1 := Pn−1 \ {∅} and for 1 ≤
i ≤ n− 1, P in−1 := {I ∈ Pn−1 | i ∈ I};
• Qe is the polytope
Qe :=
(fI) ∈ RP∗n−1≥0 | ∑
I∈Pin−1
fI ≤ ei+1 − ei, i = 1, · · · , n− 1
 ;
• for a polytope P ⊆ Rk, we denote P Z := P ∩Zk ⊂ P the set of lattice points.
First notice that by Theorem 3, Be = #R. By definition, Qe depends only on the
mutual differences ei+1; we sometimes denote by e = (e1, e2, · · · , en) the dimension
vector of those differences. A rank collection r = (ri,j) satisfies this condition if
and only if for i = 1, · · · , n − 1, ri,i+1 ≥ N − ei+1: the conditions posed on ri,j are
implications of those on ri,i+1.
We claim that there exists a bijection between R and QZe . To show this it suffices
to establish two mutually inverse maps.
• Given f := (fI) ∈ Q
Z
e , we define for 1 ≤ i < j ≤ n
ri,j(f) := N −
∑
I∈P∗n−1, I∩[i,j] 6=∅
fI .
The defining inequalities of f imply that for any i = 1, 2, · · · , n − 1 one has
ri,i+1(f) ≥ N − ei+1. This gives a rank collection in R.
• Conversely, let r ∈ R be a rank collection. Let (prJ1, · · · , prJn−1) ∈ Rd
be a projection sequence having rank collection r. By assumption, Jk ⊂
{1, 2, · · · , N} and #Jk ≤ ek+1. We associate to this projection sequence a
point f = (fI) ∈ Qe in the following way: for k = 1, · · · , N , we denote
Lk := {s | 1 ≤ s ≤ n− 1, k ∈ Js}
and
fI := #{k | 1 ≤ k ≤ N, I = Lk}.
It is clear that fI does not depend on the choice of the projection sequence.
To show they give mutually inverse maps, it suffices to notice that for a
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projection sequence (prJ1, · · · , prJn−1), the rank ri,j = N − #Ji ∪ · · · ∪ Jj−1
and
#Ji ∪ · · · ∪ Jj−1 = #
⋃
I∈P∗n−1
I∩[i,j] 6=∅
{k | 1 ≤ k ≤ N, I = Lk}.
For f ∈ Qe and 1 ≤ i 6= j ≤ n− 1, we denote
Σi(f) :=
∑
I∈Pin−1
fI , P
i,j
n−1 = P
i
n−1 ∩ P
j
n−1, and Σi,j(f) :=
∑
I∈Pi,jn−1
fI .
Then
Bn(x1, · · · , xn) =
∑
e=(e1≤···≤en)∈Nn
#QZe x
e =
∑
Σi(f)≤ei+1
i=1,··· ,n−1
xe.
We consider the projected and the fibre polytopes. Let π : RP
∗
n−1 → RP
n−1
n−1 be the
linear projection induced by the inclusion Pn−1n−1 ⊆ P
∗
n−1. We denote Qe,n−1 := π(Qe),
and for g ∈ Qe,n−1, the fibre polytope is denoted by Qe(g) := π
−1(g) ∩Qe.
By rearranging the sum we have
∑
en≥0
∑
g∈Qe,n−1
 ∑
e1,··· ,en−1≥0
∑
h∈Qe(g)
xe11 x
e2−Σ1,n−1(g)
2 · · ·x
en−1−Σn−2,n−1(g)
n−1
×
×x
Σ1,n−1(g)
2 · · ·x
Σn−2,n−1(g)
n−1 x
en
n .
The bracket in the middle gives Bn−1(x1, · · · , xn−1). It suffices to evaluate the
sum ∑
en≥0
∑
g∈Qe,n−1
x
Σ1,n−1(g)
2 · · ·x
Σn−2,n−1(g)
n−1 x
en
n ,
which can be written into∑
gI≥0
I={i1<···<ik}∈P
n−1
n−1
 ∑
en−Σn−1(g)≥0
xen−Σn−1(g)n
 (xi1+1 · · ·xik+1)gI .
Notice that in the first sum, ik = n− 1 hence the last variable xik+1 = xn. The sum
in the middle bracket gives (1 − xn)
−1; for the remaining summation, it suffices to
notice that the variables gI are independent, hence we obtain
(1− xn)
−1
∏
I⊆{2,··· ,n−1}
(1− xIxn)
−1,
and the proof terminates. 
From [5, Section 4.2], the Bell numbers can be recovered as
∂n
∂x1 · · ·∂xn
∣∣∣∣
x1=···=xn=0
Bn(x1, · · · , xn).
In fact, the coefficient in front of x1 . . . xn in Bn is equal to the number of orbits in the
flat irreducible locus corresponding to the case of complete flags (e1 = 1, . . . , en = n).
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5. Homogeneous coordinate rings: flat locus
We start with linear degenerations of the complete flag variety. Thus, Q denotes
the equi-oriented quiver of type An, N = n+1, d = (n+1, n+1, · · · , n+1) ∈ Nn and
e = (1, 2, · · · , n). Moreover, π : Ye → Rd is the universal quiver Grassmannian whose
generic fiber is the complete flag variety of dimension n(n+1)
2
, and all other fibers are
quiver Grassmannians Gre(M) where M ∈ Rd. We consider the Plücker embedding
Gre(M) ⊂
∏n
i=1 P(Λ
iMi). Our goal is to describe the reduced scheme structure of
the embedded Grassmannian in the flat irreducible locus, i.e. to describe the ideal
of multi-homogeneous polynomials vanishing on the image of Grassmannians in an
orbit degenerating to Or1. The strategy is as follows: first, we give explicit set of
Plücker-like quadratic relations. Second, we show that for any orbit O degenerating
to Or1 there exists a point M ∈ O such that these relations are enough to express
any monomial (in Plücker coordinates) from the coordinate ring of Gre(M) in terms
of PBW semi-standard monomials. This would imply that our quadratic relations
indeed provide the reduced scheme structure due to the fact that the number of PBW
semi-standard monomials of shape λ is equal to the dimension of the irreducible SLN
module of highest weight λ (recall that degenerations over Or1 – even over Or2 – are
flat).
Remark 1. The results in the following two subsections hold for the whole flat locus.
In particular, the set-theoretic equality (Proposition 2) of the quiver Grassmannian
and the vanishing set of the Plücker-like quadratic relations are true for the whole flat
locus. In Section 5.3, the crucial ingredient is the existence of a special point in every
orbit (Lemma 2), which can be shown to exist for orbits in the flat, irreducible locus
and a few other orbits (see Remark 3). Nevertheless, we conjecture that Theorem 7
extend to the whole flat locus.
5.1. Degenerate Plücker relations for the complete flags. We first fix some
notation:
(1) for n ∈ N>0, [n] = {1, 2, . . . , n};
(2) I(d, n) is the set of all d-element subsets of [n]; T (d, n) is the set of d-tuples
(j1, . . . , jd) with 1 ≤ j1, . . . , jd ≤ n pairwise distinct.
We fix a basis {v1, v2, . . . , vn+1} to identify V with Cn+1. Let I1, . . . , In−1 be subsets
of [n+1] and prIk : C
n+1 → Cn+1 be the projection along basis elements indexed by
Ik. Let M be the following representation of Q:
M : Cn+1
prI1
// Cn+1
prI2
// · · · //
prIn−1
// Cn+1.
Assume that I1, . . . , In−1 are chosen such that the dimension of the quiver Grass-
mannian dimGre(M) =
n(n+1)
2
is minimal (i.e. M ∈ Uflat).
We fix the Plücker embedding of the quiver Grassmannian:
Gre(M) →֒ Gr1(C
n+1)×Gr2(C
n+1)× · · · ×Grn(C
n+1) →֒
n∏
k=1
P(ΛkCn+1).
For I ∈ I(d, n+ 1), let XI be the Plücker coordinate on Grd(Cn+1). Let A = C[XI |
I ∈ I(d, n+ 1) for some 1 ≤ d ≤ n] and At := A[t].
We first introduce the deformed Plücker relations with respect to a set ∅ 6= K ⊂
[n+ 1]. For J ∈ I(r, n + 1), we define degK(XJ) := #(K ∩ J).
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For J = (j1, j2, . . . , jr) ∈ T (r, n+1), L = (l1, l2, . . . , ls) ∈ T (s, n+1) with 1 ≤ s <
r ≤ n and 1 ≤ k ≤ s, we denote
RKJ,L;k(t) := t
−m(J,L,K)
(
tdegK(XL)XJXL −
∑
1≤α1<···<αk≤r
tdegK(XLα )XJαXLα
)
∈ At,
where for α = (α1, · · · , αk) with 1 ≤ α1 < · · · < αk ≤ r,
Jα = (j1, · · · , jα1−1, l1, jα1+1, · · · , jα2−1, l2, jα2+1, · · · , jr),
Lα = (jα1 , jα2 , · · · , jαk , lk+1, · · · , ls);
and
m(J, L,K) = min{degK(XL), degK(XLα) | 1 ≤ α1 < · · · < αk ≤ r}.
In particular, when the projection sequence I = (I1, I2, . . . , In−1) is given, we define
for 1 ≤ s < r ≤ n a set K(s, r) ⊂ [n+ 1] by:
K(s, r) := Is ∪ Is+1 ∪ · · · ∪ Ir−1.
Then prK(s,r) = prIr−1 ◦ · · · ◦ prIs : C
n+1 → Cn+1.
Definition 1. Let II be the ideal in A generated by the following relations:
(P1) Plücker relations in Grk(Cn+1) for 1 ≤ k ≤ n;
(P2) for any 1 ≤ s < r ≤ n, J ∈ T (r, n + 1), L ∈ T (s, n + 1) and 1 ≤ k ≤
max{1,#(L\K(s, r))}, the relation R
K(s,r)
J,L;k (0).
Let XI = V (II) denote the vanishing locus of II in
∏n
k=1 P(Λ
kCn+1).
Remark 2. In the study of these relations, we can always assume that L is not
contained in K for K = K(s, r). Under the assumption dimGre(M) =
n(n+1)
2
, we
have #K ≤ r− s+ 1. If J ⊆ K, s must be 1 and hence J = K. In this case L ⊂ K
will make the relation RKJ,L;1(0) to be empty.
Without loss of generality we can assume that j1 /∈ K. If L ⊆ K we denote
J˜ := (l1, j2, · · · , jr) and L˜ := (j1, l2, · · · , ls), then L˜ is not contained in K and
RKJ,L;1(0) = −R
K
J˜,L˜;1
(0).
Proposition 2. The set Gre(M) coincides with XI.
Proof. We first show that Gre(M) ⊂ XI. Let x = (V1, V2, . . . , Vn) ∈ Gre(M) and 1 ≤
s < r ≤ n. For J = (j1, j2, . . . , jr) ∈ T (r, n+1), L = (l1, l2, . . . , ls) ∈ T (s, n+1), K =
K(s, r) and 1 ≤ k ≤ #(L\K), one needs to show that RKJ,L;k(0) vanishes on x. Since
k ≤ #(L\K), by arranging elements in L we can always assume that l1, · · · , lk /∈ K.
With this assumption, the proof of Theorem 3.13 in [11] (or Proposition 2.2 in [10])
can be applied.
To show the other inclusion, we take x = (V1, · · · , Vn) /∈ Gre(M) and construct a
relation RKJ,L;k(0)(x) 6= 0. According to the assumption, there exist V1 ∈ Grs(C
n+1)
and V2 ∈ Grr(Cn+1) for 1 ≤ s < r ≤ n such that prK(V1) * V2.
We prove that x /∈ XI.
Assume that EK = span{vk | k ∈ K} and EKc = span{vl | l ∈ [n + 1]\K}. We
choose a basis {e1, e2, . . . , es} of V1 in the following way: et+1, . . . , es is a basis of
V1 ∩ EK , then extend it to a basis e1, . . . , es of V1. Up to base changes in EK and
EKc we can assume that
e1 = vl1 + w1, . . . , et = vlt + wt, et+1 = vlt+1, . . . , es = vls ,
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where w1, . . . , wt ∈ V1 ∩ EK . As V1 * EK , we can assume that l1 /∈ K.
We denote L = (l1, . . . , ls), then XL(V1) 6= 0. There exists a tuple J = (j1, . . . , jr)
such that XJ(V2) 6= 0.
We consider the relation tm(J,L,K)RKJ,L;1(t):
tm(J,L,K)RKJ,L(t) := t
#(L∩K)XJXL −
∑
1≤α≤r
t#(Lα∩K)XJαXLα,
where Jα = (j1, · · · , jα−1, l1, jα+1, · · · , jr) and Lα = (jα, l2, · · · , ls). Since l1 /∈ K, by
definition,
RKJ,L;1(0) = XJXL −
∑
1≤α≤r, jα /∈K
XJαXLα .
We claim that for any 1 ≤ α ≤ r with jα /∈ K,
Xjα,l2,...,ls(V1) = 0.
As V1 ⊂ span({vl1, . . . , vls}∩{vk | k ∈ K}), it suffices to show that for jα ∈ {l1, . . . , lt}
the above equality holds. But in this case the corresponding Plücker relation is empty.
As a conclusion, RKJ,L;1(0)(x) = XJXL(x) 6= 0. 
Example 1. Consider M = C4
pr1,2
// C4
pr2,3
// C4 : Gre(M) is the mf-linear degen-
erate flag variety. The defining ideal is given by:
X12X3, X12X4, X13X4 −X14X3, X23X4 −X24X3,
X123X4, X123X14, X123X24 +X234X12, X123X34 +X234X13, X234X14,
X12X34 −X13X24 +X14X23.
5.2. Straightening law. We assume that I = (I1, · · · , In−1) with Ik ⊂ {k, k + 1},
then K(s, r) ⊂ {s, s+ 1, · · · , r}. Recall that
M = Cn+1
prI1
// Cn+1
prI2
// · · · //
prIn−1
// Cn+1
and dimGre(M) =
n(n+1)
2
.
A PBW semi-standard Young tableau [11] of shape λ =
∑N−1
i=1 miωi is a filling Ti,j
of the Young tableau with mi-columns of length i (i = 1, . . . , N − 1) such that the
following conditions are satisfied (lj denotes the length of the j-th column):
• if Ti,j ≤ lj , then Ti,j = i;
• if Ti1,j, Ti2,j > lj, then i1 < i2 implies Ti1,j > Ti2,j;
• for any j > 1, i ≤ lj there exists i0 ≤ lj−1 such that Ti0,j−1 ≥ Ti,j.
We call a monomial in Plücker coordinates PBW semi-standard if it corresponds to
a PBW semi-standard Young tableau.
Proposition 3. The relations (P1) and (P2) are enough to express any monomial in
Plücker coordinates on Gre(M) as a linear combination of the PBW semi-standard
monomials.
Proof. We consider the following total ordering defined on the set of tableaux of a
fixed shape: for two tableaux T (1) and T (2): we say T (1) ≥ T (2), if there exists (i, j)
such that for any (k, ℓ) where either ℓ > j or ℓ = j and k > i, T
(1)
k,ℓ = T
(2)
k,ℓ and
T
(1)
i,j > T
(2)
i,j .
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Assume that we have a non-PBW semi-standard Young tableau with two columns
A and B representing the product of Plücker monomial XAXB where r = ℓ(A) ≥
ℓ(B) = s such that both A and B are PBW tableaux.
We assume that k0 is the smallest index such that for any k ≥ k0, Ak < Bk0. First
notice that by the semi-standard property, Bk0 ≥ r+1. Assume that A = (j1, · · · , jr)
and B = (l1, · · · , ls), then jk < lk0. Since lk0 ≥ r + 1, l1, . . . , lk0−1 are either strictly
less than s or strictly larger than r + 1; this implies that
{l1, · · · , lk0} ∩ {s, s+ 1, · · · , r} = ∅
and hence l1, · · · , lk0 /∈ K(s, r).
We consider the relation R
K(s,r)
A,B;k0
(0) from (P2) exchanging the first k0 indices in B
with an arbitrary k0 elements in A: the resulting tableaux are strictly smaller in the
total order on tableaux introduced above. Moreover, the monomial XAXB appears
in the relation: assume that XA′XB′ is a monomial obtained from the exchange,
then #(B′ ∩ K) ≥ #(B ∩ K). As there are only finitely number of tableaux of a
fixed shape, this procedure will terminate after having been repeated finitely many
times. 
5.3. Bases in the coordinate rings.
Lemma 2. a) Let N = n + 1 and ei = i, i = 1, . . . , n. Then for an orbit O
degenerating to Or1 there exists a point M ∈ O such that the defining maps f =
(f1, . . . , fn−1), fi : Mi →Mi+1 satisfy the following properties:
• (fi)a,b = 1 if a = b < i or a = b > i+ 1,
• (fi)a,b = 0 if a, b < i, a 6= b;
• (fi)a,b = 0 if a, b > i+ 1, a 6= b;
• (fi)a,b = 0 if a > b.
b) For a partial flag variety case (arbitrary N , e1, . . . , en) any orbit has a canonical
form, which is a projection of the canonical form for the complete flags (with the
same N) forgetting all the components but the ones numbered by e1, . . . , en.
Proof. This follows immediately from the definition of a transversal slice to the flat
irreducible locus given in [5, Proposition 3]. 
Theorem 7. For any orbit O degenerating to Or1 there exists a point M ∈ O such
that the semi-standard PBW tableaux provide a basis in the homogeneous coordinate
ring of Gre(M).
Proof. We consider a representation M = (M1, . . . ,Mn) satisfying conditions of
Lemma 2. Let fp,q :Mp →Mq be corresponding linear map. Let {v1, . . . , vN} be the
standard basis of Mp and Mq (the conditions from Lemma 2 are written for matrix
elements of the maps fi in the basis {va}). Since the orbit of M degenerates to Or1 ,
the corank of fp,q is at most q − p. Let us choose a basis {v
′
b} of Mp and {v
′′
b } of Mq
such that the matrix of f in these bases is prI for some I with |I| ≤ q− p. Since the
matrix fp,q in the basis {va} is upper-triangular, we may assume that the matrices
expressing {v′b} and {v
′′
b } in terms of the initial basis {va} are both upper-triangular.
Now assume we are given a non PBW semi-standard monomial XAXB, |A| = p,
|B| = q written in the coordinates corresponding to the basis {va}. Let YA′, YB′ be
the Plücker coordinates in the bases {v′b} and {v
′′
b }. Then XAXB − YAYB is equal
to the linear combination of monomials (in X-coordinates or in Y -coordinates) such
that the sum of all indices of these monomials is strictly smaller than that of XAXB.
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Since Proposition 3 tells us that a non PBW semi-standard YAYB can be rewritten in
terms of the PBW semi-standard quadratic monomials, the same is true for XAXB.
Recall (see [11]) that the PBW semi-standard monomials form a basis in the ho-
mogeneous coordinate ring of the PBW degenerate flag variety, which is isomorphic
to Gre(K) for K ∈ Or1 . Since the degeneration over the flat locus is flat, the di-
mension of the homogeneous components of the coordinate rings does not change
in the family. We conclude that PBW semi-standard monomials form a basis in
the homogeneous coordinate ring of our quiver Grassmannian Gre(M) and the rela-
tions from Definition 1 (after the base change as above) provide the reduced scheme
structure. 
Remark 3. Theorem 7 holds for all partial flag varieties. The proof given above gen-
eralizes in a straightforward way by forgetting the corresponding components. More-
over, the proof generalizes also to all orbits in the flat locus, that contain a point
satisfying conditions in Lemma 2. For example, in the r2-orbit, there is a point such
that the semi-standard PBW tableaux provide a basis in the homogeneous coordinate
ring.
6. Flat irreducible locus: group action and line bundles
6.1. Lie algebras and representations. Let T ⊂ R be the transversal slice
through the flat irreducible locus from [5], consisting of all tuples of linear maps
(f1, . . . , fn−1) such that the matrix entry of fi in the standard basis {v1, v2, · · · , vn+1}
is given by:
(fi)p,q =
 1 , p = q 6= i+ 1,λp,q , 2 ≤ p ≤ i+ 1 ≤ q ≤ n,
0 , otherwise
for certain (λi,j)2≤i≤j≤n. Let Mt = ((Mt)1, . . . , (Mt)n) be the representation of Q
corresponding to t ∈ T and let Ft denote the composition fn−1 ◦ fn−2 ◦ · · · ◦ f1. Then
the matrix coefficient (Ft)a,b equals to (b− a + 1)λa,b if 2 ≤ a ≤ b ≤ n and vanishes
otherwise with the exception (Ft)1,1 = (Ft)n+1,n+1 = 1.
Let gt be the Lie algebra of all (n+1)× (n+1) matrices with the bracket defined
by the formula [x, y]t = xFty − yFtx.
Remark 4. The subspace of upper triangular matrices b+ is closed with respect to the
bracket [·, ·]t. However, this is not true for the subspace of strictly lower triangular
matrices n−.
The deformed brackets naturally arise via endomorphism algebras of Mt. Namely,
let us define the family of maps Φt : gt → End(Mt) by the formula
(Φt(x))i = fi−1 ◦ · · · ◦ f1 ◦ x ◦ fn−1 ◦ fn−2 ◦ · · · ◦ fi.
Remark 5. The condition that the Φt(x) indeed defines an endomorphism of the
representation is easily verified, since this amounts to the conditions fi ◦ (Φt(x))i =
(Φt(x))i+1 ◦ fi for i < n, which are immediate from the definition of the Φt.
Then we have the following lemma.
Lemma 3. The map Φt is a homomorphism of Lie algebras with respect to the bracket
[·, ·]t on gt and the usual composition on End(Mt).
Thanks to the lemma above, the image of Φt is a Lie subalgebra in End(Mt). We
denote this Lie subalgebra by at.
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Lemma 4. The map Φt has no kernel on n−.
Proof. The lower left (n − i) × i-submatrix of Φt(x)i coincides with the lower left
(n − i) × i-submatrix of x, which means that we can recover x completely from
Φt(x). 
Remark 6. The dimension of Φt(b+) does depend on t. For example, if λi,j = δi,j,
then dimΦt(b+) = dim(b+) = (n + 1)(n + 2)/2. If all λi,j = 0, then dimΦt(b+) =
2n+ 1.
Let us construct a family of representations Vt(µ) of at labeled by dominant integral
weights µ = m1ω1 + · · · + mnωn with mi ∈ Z≥0. We start with the fundamental
representations.
Definition 2. For k = 1, . . . , n we define V (ωk) ⊂ Λ
k(Mt)k as the U(at)-span of the
vector vωk = v1 ∧ · · · ∧ vk.
Lemma 5. V (ωk) = Λ
k(Mt)k.
Proof. This is implied by the argument from the proof of Lemma 4. 
Definition 3. For a dominant integral weight µ =
∑n
k=1mkωk we define the at-
module Vt(µ) ⊂
⊗
Vt(ωk)
⊗mk as the U(at)-span of the vector vµ =
⊗
v⊗mkωk .
Remark 7. Each space Vt(µ) is generated from the cyclic vector vµ by the action of
the (associative) algebra of operators generated by Φt(n−). In fact, one easily sees
that Φt(b+)vµ ⊂ Cvµ.
In order to compute the dimension and to construct bases of the spaces Vt(µ) we
define the following total order on the standard basis Ea,b, a > b of the algebra n− of
strictly lower triangular matrices: Ea,b < Ec,d if a− b > c− d or (a− b = c− d and
a < c). We extend this order to the homogeneous lexicographic order on the set of
ordered monomials Ea1,b1 . . . EaL,bL, Ea1,b1 > · · · > EaL,bL. Namely, for two ordered
monomials Ea1,b1 . . . EaL,bL < Ea′1,b′1 . . . Ea′M ,b′M if L < M or (L = M and there exists
j such that Eaj ,bj < Ea′j ,b′j and Eai,bi = Ea′i,b′i for i > j). Given such an ordering
we define monomial bases of Vt(µ) (see Remark 7) as follows. We say that a vector∏L
i=1Eai,bivµ ∈ Vt(µ) is essential if
L∏
i=1
Eai,bivµ /∈ span
{
M∏
i=1
Eci,divµ
∣∣∣∣∣
M∏
i=1
Eci,di <
L∏
i=1
Eai,bi
}
.
Clearly, the set of essential vectors form a basis of Vt(µ).
For an element s = (si,j)1≤j<i≤n+1, si,j ∈ Z≥0 we denote by Es the ordered product∏
E
si,j
i,j . Let St(µ) be the set of essential exponents, i.e. the set of all s such that
Esvµ is an essential vector.
Remark 8. For t = 0 (i.e. all λi,j = 0) the set of essential vectors is described via the
combinatorics of Dyck paths (see [13]). In particular, the number of essential vectors
is equal to the dimension of the irreducible sln+1-module V (µ) (which corresponds to
t with all λi,j 6= 0).
Our goal is to show that the set of essential monomials does not depend on t. In
particular, we will show that dimVt(µ) is independent of t.
20 G. CERULLI IRELLI, X. FANG, E. FEIGIN, G. FOURIER, AND M. REINEKE
Lemma 6. For any k = 1, . . . , n and t ∈ T the set of essential monomials in Vt(ωk)
is of the form
Ea1,b1 . . . EaL,bL , 1 ≤ b1 < · · · < bL ≤ k < aL < aL−1 < · · · < a1.
Proof. Direct computation. 
For a dominant integral µ let S(µ) be the Minkowski sum m1St(ω1) + · · · +
mnSt(ωn).
Corollary 1. Let µ =
∑n
k=1mkωk. Then the vectors E
svµ, s ∈ St(µ) are linearly
independent in Vt(µ).
Proof. We prove this by induction on m1+ · · ·+mn. If the sum is equal to one, then
we are done. Now by definition Vt(µ+ωk) = Vt(µ)⊙ Vt(ωk), where for two cyclic at-
modules U andW with cyclic vectors u ∈ U and w ∈ W the module U⊙W ⊂ U⊗W
is the Cartan component U(at)(u⊗w). Now one shows that the products of essential
monomials for U and W are linearly independent in U ⊙W . 
Corollary 2. dimVt(µ) ≥ dimV (µ).
6.2. Lie groups and quiver Grassmannians. Let Gre(Mt) be the quiver Grass-
mannian corresponding to the representation Mt. To simplify the notation, we as-
sume below that e = (1, 2, · · · , n). However, all the results of this section hold in
full generality.
Let Oj be the following line bundles on Grj(V ) generating the Picard group:
Oj = ı
∗O(1), where ı : Grj(V ) 7→ P(ΛjV ) is the Plücker embedding. Then for each
µ = m1ω1 + · · ·+mnωn we obtain the line bundle
O(µ) =
n⊗
j=1
O
⊗mj
j .
In a similar way we obtain the line bundle Ot(µ) on each quiver Grassmannian
Gre(Mt).
Proposition 4. For any t ∈ T we have
dimHk(Gre(Mt),Ot(µ)) = δk,0 dimV (µ).
Proof. This follows from the semicontinuity of the dimensions of the cohomology
groups in a flat family and the known result for t = 0 in [12] (the PBW-degenerate
flag varieties). 
For convenience, we extend the parameters λi,j, 2 ≤ i ≤ j ≤ n to λi,j with
arbitrary i, j ∈ {1, . . . , n+ 1} by λ1,1 = λn+1,n+1 = 1 and λi,j = 0 for other (not yet
covered) pairs i, j.
Lemma 7. If λb,a = 0, then the endomorphisms Id+ xΦt(Ea,b), x ∈ C form a group
Ga,b isomorphic to the additive group Ga = C+. If λb,a 6= 0, then the operators Id +
xΦt(Ea,b), x ∈ C\{(a−b−1)λ
−1
b,a} form a group Ga,b isomorphic to the multiplicative
group Gm = C∗.
Proof. We note that
(Id + xΦt(Ea,b))(Id + yΦt(Ea,b)) = Id + (x+ y + xy(b− a+ 1)λb,a)Φt(Ea,b).
This implies the lemma. 
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We denote byGt the group generated by allGa,b and by G
−
t the subgroup generated
by Ga,b with a > b.
Remark 9. The Lie algebra of Gt is isomorphic to at.
Lemma 8. The group Gt acts on the quiver Grassmannian Gre(Mt) with an open
dense G−t -orbit through the point (span(v1, . . . , vk))k=1,...,n.
Proof. One sees that the G−t -orbit above has dimension n(n+1)/2. Since the quiver
Grassmannian Grd(Mt) is irreducible, our lemma holds. 
Proposition 5. For a regular µ (i.e. mk > 0 for all k) there exists a natural
projective embedding ıµ : Gre(Mt) ⊂ P(Vt(µ)). We have ı∗µO(1) ≃ Ot(µ).
Proof. We have the embedding Gre(Mt) ⊂
∏n
k=1Grk((Mt)k), where the left hand
side is the closure of the G−t orbit through the point
∏n
k=1 span(v1, . . . , vk). We
also have natural Gt-equivariant embeddings Grk((Mt)k) ⊂ P(Vt(ωk)). Since Vµ(t) is
the Cartan component inside the tensor product of fundamental representations, we
obtain the embedding ıµ : Gre(Mt) ⊂ P(Vt(µ)). 
Lemma 9. There exists an embedding Vt(µ)
∗ →֒ H0(Gre(Mt),Ot(µ)).
Proof. Recall the isomorphism Vµ(t)
∗ = H0(P(Vµ(t)),O(1)). Using the embedding ıµ
we consider the restriction map
Vt(µ)
∗ = H0(P(Vt(µ)),O(1))→ H
0(Gre(Mt), ı
∗
µO(1)) = H
0(Gre(Mt),Ot(µ)).
We claim that this map has no kernel. Indeed, if a section s from H0(P(Vt(µ)),O(1))
vanishes on the quiver Grassmannian, in particular it vanishes on the open orbit of
the group G−t . However, the linear span of the vectors from this orbit coincides with
the whole Vt(µ). Hence, s ∈ Vt(µ)
∗ vanishes on Vt(µ). 
Theorem 8. H0(Gre(Mt),Ot(µ))
∗ ≃ Vt(µ) as at-modules.
Proof. Lemma 9 gives the surjection from the left hand side to the right hand side.
Now Proposition 4 and Corollary 2 imply the Theorem. 
Corollary 3. dim Vt(µ) is equal to the dimension of the irreducible sln+1-module of
highest weight µ.
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