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a b s t r a c t
The famous Newton–Kantorovich hypothesis (Kantorovich and Akilov, 1982 [3], Argyros,
2007 [2], Argyros and Hilout, 2009 [7]) has been used for a long time as a sufficient con-
dition for the convergence of Newton’s method to a solution of an equation in connec-
tion with the Lipschitz continuity of the Fréchet-derivative of the operator involved. Here,
using Lipschitz and center-Lipschitz conditions, and our new idea of recurrent functions,
we show that theNewton–Kantorovich hypothesis can beweakened, under the same infor-
mation. Moreover, the error bounds are tighter than the corresponding ones given by the
dominating Newton–Kantorovich theorem (Argyros, 1998 [1]; [2,7]; Ezquerro andHernán-
dez, 2002 [11]; [3]; Proinov 2009, 2010 [16,17]).
Numerical examples including a nonlinear integral equation of Chandrasekhar-type
(Chandrasekhar, 1960 [9]), as well as a two boundary value problem with a Green’s kernel
(Argyros, 2007 [2]) are also provided in this study.
Published by Elsevier B.V.
1. Introduction
In this study we are concerned with the problem of approximating a locally unique solution x? of equation
F(x) = 0, (1.1)
where F is a Fréchet-differentiable operator defined on a convex subset D of a Banach space X with values in a Banach
space Y.
A large number of problems in appliedmathematics and also in engineering are solved by finding the solutions of certain
equations. For example, dynamic systems are mathematically modeled by difference or differential equations, and their
solutions usually represent the states of the systems. For the sake of simplicity, assume that a time-invariant system is driven
by the equation x˙ = Q (x), for some suitable operator Q , where x is the state. Then the equilibrium states are determined
by solving Eq. (1.1). Similar equations are used in the case of discrete systems. The unknowns of engineering equations can
be functions (difference, differential, and integral equations), vectors (systems of linear or nonlinear algebraic equations),
or real or complex numbers (single algebraic equations with single unknowns). Except in special cases, the most commonly
used solutionmethods are iterative-when starting from one or several initial approximations a sequence is constructed that
converges to a solution of the equation. Iteration methods are also applied for solving optimization problems. In such cases,
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the iteration sequences converge to an optimal solution of the problem at hand. Since all of these methods have the same
recursive structure, they can be introduced and discussed in a general framework.
The famous Newton’s method
xn+1 = xn − F ′(xn)−1 F(xn) (n ≥ 0), (x0 ∈ D) (1.2)
has long played a central role in approximating solutions x? of nonlinear equations and systems. Here F ′(xn) denotes the
Fréchet-derivative of operator F evaluated at x = xn (n ≥ 0) [1–3]. The geometric interpretation of Newton’s method is
well known, if F is a real function. In such a case xn+1 is the point where the tangential line y − F(xn) = F ′(xn)(x − xn) of
function F(xn) at the point (xn, F(xn)) intersects the x-axis. The geometric interpretation of the complex Newton method
(F : C −→ C) is given in [4].
There is much literature concerning the convergence of Newton’s method as well as error estimates [1,5,6,2,7–13,3,14–
18,4]. Among others, in the real case, Fourier studied the quadratic convergence of Newton’s method in 1818, provided that
a solution x? of Eq. (1.1) exists [14]. In 1829, Cauchy first proved a semilocal convergence theorem which does not require
any knowledge of the existence of a solution and asserted that the iterates (1.2) converge to a solution x? if the initial guess
x0 satisfies certain conditions [4]. Ostrowski refined Fourier’s and Cauchy’s results for the caseX = R orX = C [4].
For the general case when X, Y are Banach spaces, Kantorovich established a now famous and dominating semilocal
convergence theorem for Newton’s method which is called Kantorovich’s or Newton–Kantorovich’s theorem [3] (see
Theorem 3.1 that follows) based on the famous Newton–Kantorovich hypothesis (see Condition 1.1). Three years later, he
introduced the majorant principle to present a new proof [3]. His technique is so powerful that many authors have applied
it to establish convergence theorems for variants of Newton’s method, the so-called Newton-like methods [1,5,6,2,7–13,3,
14–18,4].
Despite the fact that many decades have passed the Newton–Kantorovich hypothesis has not been challenged or
improved. That is all results have been based or can be reduced to this hypothesis. Our new approach is to use center-
Lipschitz (see Condition 1.2) instead of Lipschitz conditions for the bounds on ‖F ′(xn)−1 F ′(x0)‖ (semilocal case) or
‖F ′(xn)−1 F ′(x?)‖ (local case) (n ≥ 0). This idea arises from the observation that under center-Lipschitz the bounds are
more precise and cheaper to compute than in the case of Lipschitz conditions used so far.
Below we state sufficient convergence conditions for Newton’s method (1.2).
Condition 1.1 ([1,2,11,3,16,17]). Let F : D ⊆ X −→ Y be a Fréchet-differentiable operator, F ′(x0)−1 ∈ L(Y,X) at point
x0 ∈ D , and assume:
‖F ′(x0)−1 (F ′(x)− F ′(y))‖ ≤ L‖x− y‖ for all x, y ∈ D,
‖F ′(x0)−1 F(x0)‖ ≤ η,
2 hK = L η ≤ 1.
We shall show a semilocal convergence theorem using:
Condition 1.2. Let F : D ⊆ X −→ Y be a Fréchet-differentiable operator, F ′(x0) ∈ L(Y,X) at some point x0 ∈ D , and
assume:
‖F ′(x0)−1 (F ′(x)− F ′(y))‖ ≤ L‖x− y‖ for all x, y ∈ D,
‖F ′(x0)−1 (F ′(x)− F ′(x0))‖ ≤ K‖x− x0‖ for all x ∈ D,
‖F ′(x0)−1 F(x0)‖ ≤ η,
2 hA = A η ≤ 1,
where,
A = 1
4
(
L+ 4 K +
√
L2 + 8 K L
)
.
Under Conditions 1.1 or 1.2, we can obtain: error estimates, existence and uniqueness regions of solutions, and also know
whether x0 is a convergent initial point, i.e., Newton’s method (1.2) starting at x0 converges to x?.
Note that in general
K ≤ L (1.3)
holds, and LK can be arbitrarily large [5,6,2] (see also Example 3.7).
By comparing hA and hK , we deduce
hK ≤ 12 H⇒ hA ≤
1
2
(1.4)
but not necessarily vice versa unless if K = L (see also Examples in Section 3).
Moreover, if strict inequality holds in (1.3), then our estimates on the distances ‖xn+1−xn‖, ‖xn−x?‖ are tighter than the
corresponding one given in the Newton–Kantorovich theorem (see also Section 3). Furthermore, note that in Condition 1.2,
we use the same information (F , x0, L) as in Condition 1.1, since in practice the computation of Lipschitz constant L requires
that of center-Lipschitz constant K .
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The paper is organized as follows: In Section 2 the semilocal convergence of Newton’s method is given, whereas the
applications, and numerical examples including a nonlinear integral equation of Chandrasekhar-type [9], as well as a two
boundary value problem with a Green’s kernel [2] are provided at the last Section 3.
2. Semilocal convergence analysis of Newton’s method
We need the following result on majorizing sequences for Newton’s method (1.2).
Lemma 2.1. Assume there exist parameters η > 0, δ ∈ (0, 2), and positive sequences {Kn}, {Ln} (n ≥ 1) such that for all n ≥ 1:
(L1 + δK1)η ≤ δ, (2.1)
and Ln+1
(
δ
2
)n
+ Kn+1
1−
(
δ
2
)n+1
1− δ2
δ
 η ≤ δ. (2.2)
Then, sequence {tn} (n ≥ 0) given by
t0 = 0, t1 = η, tn+2 = tn+1 + Ln+1(tn+1 − tn)
2
2(1− Kn+1tn+1) (n ≥ 0), (2.3)
is well defined, and converges to its unique least upper bound t? ∈ [0, t??], where
t?? = 2η
2− δ . (2.4)
Moreover the following estimates hold for all n ≥ 0:
0 < tn+2 − tn+1 ≤ δ2 (tn+1 − tn) ≤ · · · ≤
(
δ
2
)n+1
η. (2.5)
Proof. We shall show using induction on k that for all k ≥ 0:
Lk+1(tk+1 − tk)+ δKk+1tk+1 < δ, (2.6)
0 < tk+1 − tk, (2.7)
Kk+1tk+1 < 1, (2.8)
and
0 < tk+2 < t??. (2.9)
Estimates (2.6)–(2.8) hold true for k = 0 by the initial condition t1 = η, and hypothesis (2.1). It then follows from (2.3)
that
0 < t2 − t1 ≤ δ2 (t1 − t0) and t2 ≤ η +
δ
2
η = 2+ δ
2
η < t??.
Let us assume estimates (2.5)–(2.9) hold true for all integer values k: k ≤ n+ 1 (n ≥ 0).
We have in turn:
Lk+2(tk+2 − tk+1)+ δKk+2tk+2 ≤ Lk+2
(
δ
2
)k+1
η + Kk+2δ
1−
(
δ
2
)k+2
1− δ2
η ≤ δ, (2.10)
(by (2.2)), which shows (2.5)–(2.8) for k = n+ 2.
We also get
tk+2 ≤ tk+1 + δ2 (tk+1 − tk)
≤ tk + δ2 (tk − tk−1)+
δ
2
(tk+1 − tk)
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≤ η +
(
δ
2
)
η + · · · +
(
δ
2
)k+1
η
=
1−
(
δ
2
)k+2
1− δ2
η <
2 η
2− δ = t
??. (2.11)
The induction is completed.
It then follows from (2.7)–(2.9) that sequences {tn} is well defined, and converges to some t? ∈ [0, t??].
That completes the proof of Lemma 2.1. 
Remark 2.2. Delicate condition (2.2) is not easy to verify in general. However, wewanted to leave Lemma 2.1 as uncluttered
as possible. In what follows, we provide some natural choices of sequences {Kn} and {Ln} as well as a parameter δ ∈ (0, 2)
for which conditions (2.1) and (2.2) hold true.
Proposition 2.3. Assume there exist parameters η > 0, K > 0, L > 0, and positive sequences {Kn}, {Ln} (n ≥ 1), such that for
all n ≥ 1:
Kn ≤ K1 = K , (2.12)
Ln ≤ L1 = L, (2.13)
and
2 h0 = b η ≤ 1, (2.14)
where,
b = L+ 4 K +
√
L2 + 8 K L
4
.
Then, sequence {tn} (n ≥ 0) given by (2.3) is well defined, and converges to its unique least upper bound t? ∈ [0, t??], where,
t?? = 2 η
2− δ0 , (2.15)
and
1 ≤ δ0 = −a+
√
a2 + 8 a
2
< 2, a = L
K
. (2.16)
Moreover, the following estimates hold for all n ≥ 0:
0 < tn+2 − tn+1 ≤ δ02 (tn+1 − tn) ≤ · · · ≤
(
δ0
2
)n+1
η. (2.17)
Proof. We shall first show that condition (2.1) holds for δ = δ0.
Condition (2.14) can be written as
(a+√a2 + 8 a)2 K η
a2 + 8 a− a2 ≤ 1 (2.18)
H⇒
a+√a2 + 8 a
−a+√a2 + 8 a K η ≤ 1 (2.19)
H⇒ (
a+ −a+
√
a2 + 8 a
2
)
K η ≤ −a+
√
a2 + 8 a
2
(2.20)
H⇒ (L+ δ0 K)η ≤ δ0 H⇒ (2.1) (by (2.12) and (2.13) for n = 1).
We shall next show condition (2.2). It follows from (2.2) and (2.1) that it suffices to show:
en := L
(
δ0
2
)n
+ K
1−
(
δ0
2
)n+1
1− δ02
δ ≤ L+ δ0 K (2.21)
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or
δ0 K
{
2
2− δ0
(
1−
(
δ0
2
)n+1)
− 1
}
≤ L
(
1−
(
δ0
2
)n)
(2.22)
or (
K δ20
2− δ0 − L
)(
1−
(
δ0
2
)n)
≤ 0, (2.23)
which is true by the choice of δ0.
The result now follows from Lemma 2.1 for δ = δ0.
That completes the proof of Proposition 2.3. 
Under the hypotheses of Proposition 2.3 to obtain (2.2) we showed instead (2.21).
It turns out that to show weaker condition than (2.21):
en η ≤ δ0 for all n ≥ 0 (2.24)
still requires the assumption of condition (2.14):
Proposition 2.4. Under the hypotheses of Proposition 2.3, condition (2.24) holds.
Proof. Estimate (2.24) can be rewritten as:L
(
δ0
2
)n
+ δ K
1−
(
δ0
2
)n+1
1− δ02
 η ≤ δ0. (2.25)
Estimate (2.25) motivates us to define for s = δ02 , the sequence {fn} of polynomials on [0,+∞) by
fn(s) =
(
L sn−1 + 2 K (1+ s+ s2 + · · · + sn)
)
η − 2. (2.26)
We first find the relationship between two consecutive fn’s.
fn+1(s) =
(
L sn − L sn−1 + L sn−1 + 2 K (1+ s+ s2 + · · · + sn+1)
)
η − 2
=
(
L sn + L sn−1 − L sn−1 + 2 K (1+ s+ s2 + · · · + sn)+ 2 K sn+1
)
η − 2
=
(
L sn − L sn−1 + 2 K sn+1
)
η + fn(s),
so,
fn+1(s) = g(s) sn−1 η + fn(s) (n ≥ 1), (2.27)
where,
g(s) = 2 K s2 + L s− L. (2.28)
Note that δ02 given by (2.16) is the only positive root of polynomial g .
We shall show
fn
(
δ0
2
)
≤ 0 for all n ≥ 1. (2.29)
Using (2.16), (2.27) and (2.28), we get
fn
(
δ0
2
)
= fn−1
(
δ0
2
)
= · · · = f1
(
δ0
2
)
. (2.30)
It follows from (2.29) and (2.30), that we only need to show
f1
(
δ0
2
)
≤ 0, (2.31)
which is true by (2.26) (for n = 1), and (2.14).
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Define:
f∞(s) = lim
n→∞ fn(s) s ∈ [0, 1). (2.32)
Then, we have:
f∞
(
δ0
2
)
= lim
n→∞ fn
(
δ0
2
)
≤ 0. (2.33)
It can easily be seen that (2.1) holds for δ = δ0, L1 = L, and K1 = K .
That completes the induction, and the proof of Proposition 2.4. 
Below is the main semilocal convergence theorem for Newton’s method (1.2).
Theorem 2.5. Let F : D ⊆ X −→ Y be a Fréchet-differentiable operator. Assume the hypotheses of Lemma 2.1 hold, and there
exist x0 ∈ D , a parameter η ≥ 0, functions K : D2 −→ [0,+∞), and L : D3 −→ [0,+∞), such that
F ′(x0)−1 ∈ L(Y,X), (2.34)
‖F ′(x0)−1F(x0)‖ ≤ η, (2.35)
‖F ′(x0)−1[F ′(x)− F ′(x0)]‖ ≤ K(x0, x)‖x− x0‖ for all x ∈ D, (2.36)
‖F ′(x0)−1[F ′(x)− F ′(y)]‖ ≤ L(x0, x, y)‖x− y‖ for all x, y ∈ D, (2.37)
U(x0, t??) = {x ∈ X, ‖x− x0‖ ≤ t??} ⊆ D, (2.38)
where, t?? is given in Lemma 2.1.
Set
Kn = K(x0, xn), and Ln = L(x0, xn−1, xn) (n ≥ 1).
Then sequence {xn} defined by Newton’s method (1.2) is well defined, remains in U(x0, t?) for all n ≥ 0, and converges to a
unique solution x? ∈ U(x0, t?) of equation F(x) = 0 in U(x0, s∗).
Moreover the following estimates hold for all n ≥ 0:
‖xn+2 − xn+1‖ ≤ Ln+1‖xn+1 − xn‖
2
2(1− Kn+1‖xn+1 − x?‖) ≤ tn+2 − tn+1, (2.39)
‖xn − x?‖ ≤ t? − tn, (2.40)
where, iteration {tn} (n ≥ 0) is given by (2.3).
Furthermore, if there exists R > t?, such that
U(x0, R) ⊆ D (2.41)
and
K(x0, x)(t? + R) ≤ 2 for all x ∈ U(x0, R), (2.42)
then, the solution is unique in U(x0, R).
Proof. Let us prove:
‖xk+1 − xk‖ ≤ tk+1 − tk, (2.43)
and
U(xk+1, t? − tk+1) ⊆ U(xk, t? − tk) (2.44)
hold for all k ≥ 0.
For every z ∈ U(x1, t? − t1),
‖z − x0‖ ≤ ‖z − x1‖ + ‖x1 − x0‖
≤ t? − t1 + t1 = t? − t0, (2.45)
implies z ∈ U(x0, t? − t0). Since also
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‖x1 − x0‖ = ‖F ′(x0)−1 F(x0)‖ ≤ η = t1 − t0,
estimates (2.43) and (2.44) hold for k = 0.
Given they hold for n = 0, 1, . . . , k, then we have :
‖xk+1 − x0‖ ≤
k+1∑
i=1
‖xi − xi−1‖
≤
k+1∑
i=1
(ti − ti−1) = tk+1
and
‖xk + θ (xk+1 − xk)− x0‖ ≤ tk + θ (tk+1 − tk) ≤ t?,
for all θ ∈ [0, 1].
Using (1.2), we obtain the approximation
F(xk+1) = F(xk+1)− F(xk)− F ′(xk)(xk+1 − xk)
=
∫ 1
0
[F ′(xk + θ(xk+1 − xk))− F ′(xk)](xk+1 − xk)dθ (2.46)
and by (2.37)
‖F ′(x0)−1 F(xk+1)‖ ≤
∫ 1
0
‖F ′(x0)−1[F ′(xk + θ(xk+1 − xk))− F ′(xk)] (xk+1 − xk)‖ dθ‖xk+1 − xk‖
≤ Kk+1
2
‖xk+1 − xk‖2 ≤ Kk+12 (tk+1 − tk)
2. (2.47)
It follows from (2.36)
‖F ′(x0)−1 (F ′(xk+1)− F ′(x0))‖ ≤ Kk+1‖xk+1 − x0‖
≤ Kk+1‖xk+1 − xk‖ ≤ Kk+1tk+1
and by the Banach lemma on invertible operators [3] that F ′(xk+1)−1 exists, and
‖F ′(xk+1)−1 F ′(x0)‖ ≤ (1− Kk+1‖xk+1 − x0‖)−1
≤ (1− Kk+1 tk+1)−1. (2.48)
Therefore, by (1.2), (2.47) and (2.48), we obtain in turn
‖xk+2 − xk+1‖ = ‖F ′(xk+1)−1 F(xk+1)‖
≤ ‖F ′(xk+1)−1 F ′(x0)‖ ‖F ′(x0)−1 F(xk+1)‖
≤ Kk+1 ‖xk+1 − xk‖
2
2 (1− Kk+1 ‖xk+1 − xk‖) ≤
Kk+1 (tk+1 − tk)2
2 (1− Kk+1 tk+1) = tk+2 − tk+1. (2.49)
Thus for every z ∈ U(xk+2, t? − tk+2), we have:
‖z − xk+1‖ ≤ ‖z − xk+2‖ + ‖xk+2 − xk+1‖
≤ t? − tk+2 + tk+2 − tk+1 = t? − tk+1.
That is,
z ∈ U(xk+1, t? − tk+1). (2.50)
Estimates (2.49) and (2.50) imply that (2.43) and (2.44) hold for n = k+ 1. By induction the proof of (2.43) and (2.44) is
completed.
Lemma 2.1 implies that sequence {tn} is a Cauchy sequence. From (2.43) and (2.44) {xn} (n ≥ 0) become a Cauchy
sequence too, and as such it converges to some x? ∈ U(x0, t?) (since U(x0, t?) is a closed set) such that
‖x? − xk‖ ≤ t? − tk. (2.51)
The combination of (2.47) and (2.51) yields F(x?) = 0. Estimate (2.40) follows from (2.39) by using standardmajorization
techniques [2,7,3]. Finally to show uniqueness: let y? be a solution of equation F(x) = 0 in U(x0, R). It follows from (2.36),
(2.41), (2.42), for x = y? + θ(x? − y?), θ ∈ [0, 1] the estimate
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0
(F ′(y? + θ (x? − y?))− F ′(x0))
∥∥∥∥ dθ ≤ K(x0, y? + θ(x? − y?)) ∫ 1
0
‖y? + θ(x? − y?)− x0‖dθ
≤ K(x0, y? + θ(x? − y?))
∫ 1
0
(θ‖x? − x0‖ + (1− θ)‖y? − x0‖)dθ
≤ K(x0, y
? + θ(x? − y?))
2
(t? + R) ≤ 1,
and the Banach lemma on invertible operators implies that the linear operator
M =
∫ 1
0
F ′(y? + θ(x? − y?)) dθ
is invertible.
Using the identity: 0 = F(x?)− F(y?) =M(x? − y?),we deduce x? = y?.
The uniqueness in U(x0, t??) follows as above by setting t? = R. That completes the proof of Theorem 2.5. 
3. Special cases and applications
Case 1: Functions K and L are constants
In order to compare the results of Section 2 with the famous Newton–Kantorovich theorem, we recall it below:
Theorem 3.1 ([3]). Let F : D ⊆ X −→ Y be a Fréchet-différentiable operator. Assume there exist a point x0 ∈ D, and
parameters η > 0, L > 0, such that (2.34), (2.35), (2.37),
2 h = L η ≤ 1, (3.1)
U(x0, s?) ⊆ D,
hold, where,
s? = 1−
√
1− 2 h
L
. (3.2)
Then, sequence {xn} (n ≥ 0) generated by Newton’s method (1.2) is well defined, remains in U(x0, s?) for all n ≥ 0, and
converges to a unique solution x? of equation F(x) = 0 in U(x0, s?).
Moreover the following estimates hold:
‖xn+1 − xn‖ ≤ L‖xn − xn−1‖
2
2(1− L ‖xn − x0‖) ≤ sn − sn−1, (n ≥ 1), (3.3)
‖xn − x?‖ ≤ s? − sn, (n ≥ 0), (3.4)
0 ≤ sn+1 − sn =
1
2 L s
2
n − sn + η
1− L sn =
1
2 L(sn − sn−1)2
1− L sn , (n ≥ 1), (3.5)
and
s? − sn+1 =
1
2 L(s
? − sn)2
1− L sn ≤
1
L 2n+1
h2
n+1
, (n ≥ 0) (for h < 1). (3.6)
Remark 3.2. Hypothesis (3.1) is famous for its simplicity and clarity. TheNewton–Kantorovich hypothesis is used for solving
nonlinear equations using Newton’s method. In view of (2.14) and (3.1), we have:
2 h ≤ 1 H⇒ 2 h0 ≤ 1
but not necessarily vice versa, unless if K = L. Hence, we have extended the applicability of Newton’s method under the
same computational cost, since in both Theorems 2.5 and 3.1, the same information (F , x0, L) is used. Note also that the
computation of constant L requires that of K . The recent result in [11,16,17] also used (3.1), instead of (2.14).
In the next three results, we compare the error bounds given in Theorems 2.5 and 3.1. In the first result, we providemore
estimates on the distances tn+1 − tn and t? − tn (n ≥ 0). The proof can be found in [7,8].
Proposition 3.3. Under the hypotheses of Proposition 2.3, the following estimates hold for all n ≥ 0:
tn+1 − tn ≤
(
δ0
2
)n
(2 h0)2
n−1η
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and
t? − tn ≤
(
δ0
2
)n
(2 h0)2
n−1η
1− (2 h0)2n , (2 h0 < 1). (3.7)
If K = L, then h = h0. Otherwise, h0 < h, and our error bounds are tighter.
Proposition 3.4. Under hypotheses of Theorems 2.5 (for K < L) and 3.1, the following estimates hold:
tn+1 < sn+1 (n ≥ 1), (3.8)
tn+1 − tn < sn+1 − sn (n ≥ 1), (3.9)
t? − tn < s? − sn (n ≥ 0), (3.10)
and
t? ≤ s?. (3.11)
Moreover we have: tn = sn (n ≥ 0) if L = K . Furthermore, there exists a finite integer N0 such that the upper bound in (3.7) is
smaller that the upper bound in (3.6) for all n ≥ N0, since h0 < h.
Proof. We use induction on the integer k to show (3.8) and (3.9). For n = 0 in (2.3), we obtain
t2 − η = L η
2
2(1− K η) ≤
L η2
2(1− L η) = s2 − s1
and
t2 < s2.
Assume:
tk+1 < sk+1, tk+1 − tk < sk+1 − sk (k ≤ n+ 1).
Using (2.3) and (3.5), we get
tk+2 − tk+1 =
L
2 (tk+1 − tk)2
1− K tk+1 ≤
L
2 (sk+1 − sk)2
1− L sk+1 = sk+2 − sk+1.
Letm ≥ 0, we can obtain
tk+m − tk < (tk+m − tk+m−1)+ (tk+m−1 − tk+m−2)+ · · · + (tk+1 − tk)
< (sk+m − sk+m−1)+ (sk+m−1 − sk+m−2)+ · · · + (sk+m − sk)
< sk+m − sk. (3.12)
By lettingm −→∞ in (3.12), we obtain (3.10). For n = 1 in (3.10), we get (3.11).
That completes the proof of Proposition 3.4. 
Remark 3.5. In view of the proof of Theorem 2.5, majorizing sequence {tn} can be replaced by the tighter {tn} given by:
t0 = 0, t1 = η, tn+2 = tn+1 + L
?(tn+1 − tn)2
2 (1− K tn+1) (n ≥ 0),
where,
L? =
{
K if n = 0
L if n > 0.
Moreover LK can be arbitrarily large. Indeed:
Remark 3.6. It follows from the above three results that not only (2.14) can always replace stronger (3.1), but our estimates
are also tighter.
Example 3.7. Define the scalar function F by F(x) = c0 x + c1 + c2 sin ec3 x, x0 = 0, where ci, i = 0, 1, 2, 3 are given
parameters. Then it can easily be seen that for c3 large and c2 sufficiently small, LK can be arbitrarily large. That is (2.14) may
be satisfied but not (3.1).
Example 3.8. LetX = Y = R2, be equipped with the max-norm, x0 = (1, 1)T , U0 = {x : ‖x− x0‖ ≤ 1− β}, β ∈
[
0, 12
)
,
and define function F on U0 by
F(x) = (w3 − β, z3 − β)T , x = (w, z)T . (3.13)
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The Fréchet-derivative of operator F is given by
F ′(x) =
[
3w2 0
0 3 z2
]
. (3.14)
Using (2.35)–(2.37), we get:
η = 1
3
(1− β), K = 3− β, and L = 2 (2− β).
The Kantorovich condition (3.1) is violated, since
4
3
(1− β)(2− β) > 1 for all β ∈
[
0,
1
2
)
.
Hence, there is no guarantee that Newton’s method (1.2) converges to x? = ( 3√β, 3√β)T , starting at x0.
However, our condition (2.14) is true for all β ∈ I =
[
.450339002, 12
)
. Hence, the conclusions of our Theorem 2.5 can
apply to solve Eq. (3.13) for all β ∈ I .
Example 3.9. Let X = Y = C[0, 1] be the space of real-valued continuous functions defined on the interval [0, 1] with
norm
‖x‖ = max
0≤s≤1
|x(s)|.
Let θ ∈ [0, 1] be a given parameter. Consider the ‘‘Cubic’’ integral equation
u(s) = u3(s)+ λ u(s)
∫ 1
0
q(s, t) u(t) dt + y(s)− θ. (3.15)
Here the kernel q(s, t) is a continuous function of two variables defined on [0, 1] × [0, 1]; the parameter λ is a real
number called the ‘‘albedo’’ for scattering; y(s) is a given continuous function defined on [0, 1] and x(s) is the unknown
function sought in C[0, 1]. Equations of the form (3.15) arise in the kinetic theory of gasses [2,9]. For simplicity, we choose
u0(s) = y(s) = 1, and q(s, t) = ss+t , for all s ∈ [0, 1], and t ∈ [0, 1], with s+ t 6= 0. If we letD = U(u0, 1− θ), and define
the operator F onD by
F(x)(s) = x3(s)− x(s)+ λ x(s)
∫ 1
0
q(s, t) x(t) dt + y(s)− θ, (3.16)
for all s ∈ [0, 1], then every zero of F satisfies Eq. (3.15).
We have the estimates
max
0≤s≤1
∣∣∣∣∫ ss+ t dt
∣∣∣∣ = ln 2.
Therefore, if we set ξ = ‖F ′(u0)−1‖, then it follows from (2.35)–(2.37) that
η = ξ(|λ| ln 2+ 1− θ),
L = 2 ξ(|λ| ln 2+ 3(2− θ)) and K = ξ(2|λ| ln 2+ 3(3− θ)).
It follows from Theorem 2.5 that if condition (2.14) holds, then problem (3.15) has a unique solution near u0. This
assumption is weaker than the one given before using the Newton–Kantorovich hypothesis (3.1).
Note also that K < L for all θ ∈ [0, 1].
Example 3.10. Consider the following nonlinear boundary value problem [2]{
u′′ = −u3 − γ u2
u(0) = 0, u(1) = 1.
It is well known that this problem can be formulated as the integral equation
u(s) = s+
∫ 1
0
Q (s, t) (u3(t)+ γ u2(t)) dt (3.17)
where, Q is the Green function:
Q (s, t) =
{
t (1− s), t ≤ s
s (1− t), s < t.
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We observe that
max
0≤s≤1
∫ 1
0
|Q (s, t)| = 1
8
.
LetX = Y = C[0, 1], with norm
‖x‖ = max
0≤s≤1
|x(s)|.
Then problem (3.17) is in the form (1.1), where, F : D −→ Y is defined as
[F(x)](s) = x(s)− s−
∫ 1
0
Q (s, t)(x3(t)+ γ x2(t))dt.
It is easy to verify that the Fréchet derivative of F is defined in the form
[F ′(x)v](s) = v(s)−
∫ 1
0
Q (s, t)(3 x2(t)+ 2 γ x(t)) v(t) dt.
If we set u0(s) = s, and D = U(u0, R), then since ‖u0‖ = 1, it is easy to verify that U(u0, R) ⊂ U(0, R + 1). It follows
that 2 γ < 5, then
‖I − F ′(u0)‖ ≤ 3 ‖u0‖
2 + 2 γ ‖u0‖
8
= 3+ 2 γ
8
,
‖F ′(u0)−1‖ ≤ 1
1− 3+2 γ8
= 8
5− 2 γ ,
‖F(u0)‖ ≤ ‖u0‖
3 + γ ‖u0‖2
8
= 1+ γ
8
,
‖F(u0)−1 F(u0)‖ ≤ 1+ γ5− 2 γ .
On the other hand, for x, y ∈ D , we have
[(F ′(x)− F ′(y))v] (s) = −
∫ 1
0
Q (s, t) (3 x2(t)− 3 y2(t)+ 2 γ (x(t)− y(t))) v(t) dt.
Consequently,
‖F ′(x)− F ′(y)‖ ≤ ‖x− y‖(2 γ + 3 (‖x‖ + ‖y‖))
8
≤ ‖x− y‖(2 γ + 6 R+ 6 ‖u0‖)
8
= γ + 6 R+ 3
4
‖x− y‖,
‖F ′(x)− F ′(u0)‖ ≤ ‖x− u0‖(2 γ + 3 (‖x‖ + ‖u0‖))8
≤ ‖x− u0‖(2 γ + 3 R+ 6 ‖u0‖)
8
= 2 γ + 3 R+ 6
8
‖x− u0‖.
Therefore, conditions of Theorem 2.5 hold with
η = 1+ γ
5− 2 γ , L =
γ + 6 R+ 3
4
, K = 2 γ + 3 R+ 6
8
.
Note also that K < L.
Case 2: Functions K and L are not constants
(i) Let us introduce conditions
‖F ′(x0)−1 F(x0)‖ ≤ η, (3.18)
‖F ′(x0)−1 F ′′(x0)‖ ≤ η0, (3.19)
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‖F ′(x0)−1 (F ′(x)− F ′(x0))‖ ≤ K‖x− x0‖, (3.20)
‖F ′(x0)−1 (F ′′(x)− F ′′(x0))‖ ≤ M0‖x− x0‖, (3.21)
‖F ′(x0)−1 (F ′′(x)− F ′′(y))‖ ≤ M‖x− y‖, (3.22)
for all x, y ∈ U(x0, r) (r > 0).
Moreover define iteration {wn} as follows
w0 = 0, w1 = η, wn+2 = wn+1 + Ln+1 (wn+1 − tn)
2
2 (1− K wn+1) , (3.23)
where
Ln = 13M‖xn − xn−1‖ +M0‖xn−1 − x0‖ + 2 η0
≤ Ln = 13 M(wn − wn−1)+M0wn−1 + 2 η0
≤ L(r) = L = 1
3
M η +M0 r + 2 η0. (3.24)
If for the above choices of K and L, there exists r > 0 satisfying condition (2.14) and U(x0, r) ⊆ D , then the conclusions
of Theorem 2.5 hold true with r ,wn replacing t?, tn, respectively.
Indeed, the proof of Theorem 2.5 goes through if approximation (2.46) is replaced by
F(xk+1) =
∫ 1
0
[F ′′(xk + θ(xk+1 − xk))− F ′′(xk)] (1− θ)(xk+1 − xk)2 dθ
+
∫ 1
0
[F ′′(xk)− F ′′(x0)] (1− θ)(xk+1 − xk)2 dθ + F ′′(x0)(xk+1 − xk)2,
and (3.18), (3.20), (3.22) are used to arrive at (3.23).
(ii) Using (3.20) instead of (3.19) (see also [2,12,13]), we can replace K in the denominator of (3.23) by
K n = 12 M0 ‖xn − x0‖
2 + η0‖xn−1 − x0‖
≤ Kn = 12M0 (wn − w0)
2 + η0(wn − w0)
≤ K(r) = K =
(
1
2
M0 r + η0
)
r. (3.25)
Simply use instead of the estimate above (2.48), the approximation
F ′(x)− F ′(x0) =
∫ 1
0
[F ′′(x0 + θ (x− x0))− F ′′(x0)](x− x0) dθ + F ′′(x0) (x− x0),
in combination with (3.19) and (3.20). The rest follows as in sub-case (i).
In turn out that condition (2.14) can further be weakened using the same information.
Remark 3.11. (a) Let D = U0 = U(x0, R0), where R0 ≥ η. Set R1 = R0 − η, and define U1 = U(x1, R1), where
x1 = x0 − F ′(x0)−1 F(x0).
Introduce condition:
‖F ′(x0)−1 (F ′(x)− F ′(y))‖ ≤ M‖x− y‖, for all x, y ∈ U1. (3.26)
Then, we have:
M = sup
x6=y
x,y∈U1
‖F ′(x0)−1 (F ′(x)− F ′(y))‖
‖x− y‖
≤ sup
x6=y
x,y∈U0
‖F ′(x0)−1 (F ′(x)− F ′(y))‖
‖x− y‖ = L. (3.27)
It follows from the proof of Theorem 2.5, that scalar sequence {zn} given by:
z0 = 0, z1 = η, zn+2 = zn+1 + L
??(zn+1 − zn)2
2(1− K zn+1) (n ≥ 0), (3.28)
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is more precise majorizing sequence for {xn}, than {tn} or {tn}, where,
L?? =
{
K if n = 0
M if n > 0. (3.29)
Note that iterates {xn} (n ≥ 1) stay U1, and consequently (3.26) can replace
‖F ′(x0)−1 (F ′(x)− F ′(y))‖ ≤ L‖x− y‖, for all x, y ∈ D. (3.30)
In this caseM , h1, b1 can replace L, h0, b, respectively in the results from Proposition 2.3 until the end of Section 2.
Indeed, we have:
2 h1 = b1 η ≤ 1, (3.31)
where,
b1 = M + 4 K +
√
M2 + 8M K
4
. (3.32)
Note also that
2 h0 ≤ 1 H⇒ 2 h1 ≤ 1, (3.33)
but not necessarily vice versa unless ifM = K . The computation ofM uses information only at the starting point x0.
Returning back to Example 3.8, we have:
Set R0 = 1− β , and β = .41.
Then, we have
x1 = (.803, .803)T η = .196, R0 = .59, R1 = .393,
K = 2.59, M = 2.393, x? = (.742895884, .742895884)T
and (3.31) gives
.992720943 < 1.
Hence, the applicability of Theorem 2.5 extends for
β ∈ I1 =
[
.41,
1
2
)
⊃ I =
[
.450339002,
1
2
)
.
Note also that in view of (3.26), there existM0 ∈ [0,M], such that
‖F ′(x0)−1(F ′(x)− F ′(x0))‖ ≤ M0‖x− x0‖ for all x ∈ U1. (3.34)
ThenM0 can replace K in the definition of iterate z2 in (3.28). Note thatM0 ≤ K .
(b) If: R ≥ 2 η, then, we get:
‖x0 − x1‖ ≤ η ≤ R− 2 η,
which show x0 ∈ U1.
In this caseM0,M can replace K , and L in the definition of sequence {tn} and condition (2.14).
Following part (a), the sequence {tn} can be further refined, if given by:
t0 = 0, t1 = η, t2 = t1 + M0(t1 − t0)
2
2(1−M0 t1)
tn+2 = tn+1 + M(tn+1 − tn)
2
2 (1−M0 tn+1) , (n > 0).
(c) If: η ≤ R < 2 η, andM ≥ K , then, we can replace L byM .
Sequence {tn} can be given by:
t0 = 0, t1 = η, t2 = t1 + K (t1 − t0)
2
2 (1− K t1)
tn+2 = tn+1 + M (tn+1 − tn)
2
2 (1− K tn+1) , (n > 0).
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4. Conclusion
We provided a semilocal convergence analysis for Newton’s method in order to approximate a locally unique solution of
an equation in a Banach space. Using a combination of Lipschitz and center-Lipschitz conditions, instead of only Lipschitz
conditions [3], and our new idea of recurrent functions, we provided an analysis with the following advantages over the
work in [3]: larger convergence domain, and weaker sufficient convergence conditions. Note that these advantages are
obtained under the same computational cost as in [3], since in practice the computation of the Lipschitz constant L requires
the computation of K . Numerical examples further validating the results are also provided.
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