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Abstract
Computational modelling and simulation is increasingly being used to complement tradi-
tional wet-lab techniques when investigating the mechanistic behaviours of complex biologi-
cal systems. In order to ensure computational models are fit for purpose, it is essential that
the abstracted view of biology captured in the computational model, is clearly and unambig-
uously defined within a conceptual model of the biological domain (a domain model), that
acts to accurately represent the biological system and to document the functional require-
ments for the resultant computational model. We present a domain model of the IL-1 stimu-
lated NF-κB signalling pathway, which unambiguously defines the spatial, temporal and
stochastic requirements for our future computational model. Through the development of
this model, we observe that, in isolation, UML is not sufficient for the purpose of creating a
domain model, and that a number of descriptive and multivariate statistical techniques pro-
vide complementary perspectives, in particular when modelling the heterogeneity of dynam-
ics at the single-cell level. We believe this approach of using UML to define the structure
and interactions within a complex system, along with statistics to define the stochastic and
dynamic nature of complex systems, is crucial for ensuring that conceptual models of com-
plex dynamical biosystems, which are developed using UML, are fit for purpose, and unam-
biguously define the functional requirements for the resultant computational model.
Introduction
Over the past twenty years, a systems approach to research has become more widespread
within biology. Researchers in the biological sciences are now increasingly using computer
models and simulations to better understand intercellular and intracellular processes of living
organisms. The merits of a systems biology approach have been discussed in depth by Kitano
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[1–3], with his project lifecycle diagram (Fig 1 from [2]) having the potential to become the
classic diagrammatic representation of how systems biology is underpinned by a hypothesis-
driven research cycle. More recently, the Complex Systems Modelling and Simulation (CoS-
MoS) process has been developed [4–6]. This process provides a framework of leading practice
for developing and using simulations to explore complex systems, and is comparable to project
lifecycle methodologies used in industry. Like these traditional methodologies, the CoSMoS
process is organised around phases, which contain a set of products (deliverables), and associ-
ated activities. The CoSMoS process has three phases: Discovery phase, which establishes the
scientific basis of the project, identifies and models the domain of interest, and formulates sci-
entific questions; the Development phase, which produces the actual simulator; and the Explo-
ration phase, which uses the simulator for in silico experimentation; the results of which are
used to explore the scientific questions defined previously. Along with these phases, there are
key products associated with CoSMoS projects: Domain Model, Platform Model, Simulation
Platform, and the Results Model (see Fig 1).
The domain model is an abstract representation of the actual system of interest (the
Domain), which documents our understanding of the domain into explicit statements, that
may relate to assumptions, constraints, definitions, and indeed relationships or interactions
between components of the domain (discussed by Polack et al [7, 8]). One approach to semi-
formally document the required functionality of a system, which has become the de facto stan-
dard for modelling software systems by the software engineering community [9], uses the Uni-
fied Modelling Language (UML). The UML specification (version 2.4) [10] defines 14 separate
diagramming notations, split across three main groups: structure diagrams, which show the
static structure of components within a system; behaviour diagrams, which show the dynamic
behaviour(s) of components within a system; and implementation diagrams, which show the
hardware and software infrastructures within a system (see Fig 2 for the taxonomy of UML
diagramming notations).
With respect to biology, UML has previously been used by Bersini et al [11] to diagrammati-
cally model the content and functions associated with biological systems, and [12] to model
Rosen’s Metabolism-Replacement system that is used within relational biology. With specific
reference to domain modelling, UML has also been used by Read et al [13], to define the
domain model of the intercellular interactions within an autoimmune disease (Experimental
Autoimmune Encephalomyelitis, an animal form of multiple sclerosis), and Alden et al [4], to
define the domain model of cell interactions within tissue formation in the immune system
(specifically the lymphoid organ). In addition to UML, the Systems Biology Graphical Notation
(SBGN) [14] has also been used as a diagrammatic notation to model biological systems, such
as the Toll-like receptor network [15] and the mTOR signalling network [16]. The SBGN was
developed by an international collaboration of biochemists, computational biologists and com-
puter scientists, with the overriding objective to allow scientists to diagrammatically represent
networks of biochemical interactions using standardised terminology and notation. Whereas
UML contains 14 different notations, the SBGN currently only contains 3, being: the process
diagram, the entity-relationship diagram, and the activity diagram.
Taking these 3 notations in turn, firstly, the process diagrams are used for modelling the
interactions that take place between biomolecules and the various state-transitions that occur
as part of the biochemical reaction. They are able to convey the temporal aspects of molecular
events occurring in biochemical reactions, and are analogous to UML sequence and communi-
cation diagrams. The main drawback with process diagrams appears to be that a given compo-
nent must appear multiple times on the same diagram if it exists under several states, whereas
in UML you can have one entity with several activities coming off, that through the use of
guard conditions, can specify which activity occurs under specific circumstances. Indeed, the
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Fig 1. The CoSMoS Process. The CoSMoS process advocates an iterative lifecycle, consisting of three separate phases (discovery, development and
exploration), and creation of four key project artefacts (domain model, platformmodel, simulation platform, and results model). The discovery phase focuses
on formulation of the problems to be investigated through use of the computational model, resulting in creation of a functional specification of the required
biological behaviour to be simulated (domain model). The development phase focuses on transforming the domain model into a technical specification
(platform model) specific to the programming language(s) and computer architectures to be used, and actual development of the computational model
(simulation platform), including calibration, validation and verification. The exploration phase focuses on the in silico experimentation to investigate the
biological problems of interest, and the generation of predictions (documented in the results model), which facilitate the generation of novel hypotheses for
subsequent testing in the biological arena.
doi:10.1371/journal.pone.0160834.g001
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requirement for SBGN process diagrams to diagrammatically define all states that a component
can take, can become problematic. For example, a biological component that acts as a hub in a
network will have a large number of connections and therefore possible network states. These
all have to be defined separately in process diagrams, which leads to the issue of combinatorial
explosion identified by [17]. Secondly, the entity-relationship diagrams are based on Kohn’s
molecular interaction maps and are used for modelling the relationships between biomolecules.
These focus on the influences that entities have on each other, but not the state transformations
that occur following interactions; they are akin to UML class diagrams and activity diagrams.
Unlike the process diagrams, an entity appears only once, which is closer to the approach of
UML. An enhancement over UML with respect to modelling biology is that these diagrams
have specific notations for low-level biochemical reactions such as phosphorylation, which can
be displayed on specific amino acid residues of protein entities. Finally, the activity flow dia-
grams are used for modelling the activities of biomolecules at a high-level of abstraction. They
can be used to convey component-level interactions (e.g. protein-protein), without the need to
show the detail of specific chemical reactions at the level of individual amino acids (e.g. phos-
phorylation events). As the activity diagram ignores the specific biochemical processes that
entities are involved in, and their associated state transitions, they are quite compact in nature,
and can be thought of as the typical network diagram found in traditional biochemical text-
books. As per UML, these 3 notations complement each other and are used to diagrammati-
cally model different aspects/views of the biological system.
With respect to the conceptual modelling of complex biological systems, we agree with
Grizzi [18] who advise that complex systems can be viewed from many perspectives, and
Fig 2. Taxonomy of UML diagramming notations. Structure diagrams show the static structure of the components within a system, and comprise: Class,
Composite Structure, Package, Profile and Object diagrams. Behaviour diagrams show the dynamic behaviour of the components within a system, and
comprise: Activity, Sequence, Communication, State Machine, Use Case, Interaction Overview, and Timing diagrams. Finally, implementation diagrams
comprise Component and Deployment diagrams (after [10]).
doi:10.1371/journal.pone.0160834.g002
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therefore can be described in many ways, each of which will be only partially true. We believe
that SBGN and UML are both suitable for developing domain models of complex biological
systems, however we do not believe that SBGN will be suitable for the platform model (techni-
cal specification) that will be developed in the next phase of our CoSMoS project. As such, we
have selected UML as the technique of choice, so that we are able to utilise a single diagram-
matic notation throughout the full lifecycle of our CoSMoS project.
The Domain
The NF-κB signalling pathway is one of the key signalling pathways involved in the control and
regulation of the immune system [19]. Activation of the NF-κB transcription factor and signal-
ling pathway is a tightly regulated event, involving activation of a number of signalling compo-
nents [20]. NF-κB is normally sequestered in the cytosol of non-stimulated cells and
consequently must be translocated into the nucleus to function as a transcriptional activator of
target genes. NF-κB is activated by a wide variety of different extracellular stimuli, including
proinflammatory signalling molecules, bacteria, viruses, and physical and chemical stresses [21].
As previously advocated by Kitano [2], we also believe that computational modelling and
simulation can complement wet-lab experimental approaches. With specific reference to the
NF-κB intracellular signalling pathway, there is potential to facilitate a more comprehensive
understanding of the underlying mechanistic behaviours of the system, which could then be
harnessed for identifying targets for therapeutic interventions to resolve system dysregulation
[1]. Existing Ordinary Differential Equation (ODE) based models [22–24] have been useful in
increasing our understanding at the cell population-level, however we believe that the field will
gain further benefits from computational models at the single-cell level that contain increased
scope and granularity of components over and above these mathematical models, and will also
allow us to investigate the mechanistic underpinning (i.e. not just the dynamics) of the system
(see [25] and our recent review [26]). Our long term objective is to build on previous work [27,
28] that used agent-based modelling, and develop a detailed model of the IL-1 stimulated NF-
κB signalling pathway, for the purpose of performing in silico experimentation as a basis of
hypothesis generation for the biological domain.
In order to ensure that the computational model appropriately reflects the biological case-
study, good software engineering practices through a principled approach to design and devel-
opment, such as the CoSMoS process [5] should be adopted. This advocates the creation of a
domain model, which captures the essential processes and entities of the real-world system
under study; in particular, the emergent behaviour, at an appropriate level of abstraction. Hav-
ing a separate domain model (akin to a functional specification) from a platform model (which
details how the simulation is designed, and is akin to a technical specification), allows for the
concentration on biological fact and for us to scope the system to be modelled, and therefore
not be biased by implementation specific details at this early stage of the research project.
There exist substantial quantities of literature on the NF-κB signalling pathway, with vari-
ous aspects of the pathway being independently studied by a wide variety of labs. Furthermore,
it is generally understood that representing every aspect of a real-world system in models and
simulations is computationally intractable, and therefore requires focus on a subset of the
properties and behaviours for subsequent model-driven investigations. One of the primary
purposes of the domain model is to capture this subset of real-world system properties, and
therefore provide a definition of the abstraction level taken for the modelling project. This
paper presents our domain model of the IL-1 stimulated NF-κB signalling pathway, based on
the previously published work of Carlotti et al [29, 30] and Yang et al [31, 32], who used fluo-
rescent protein constructs and confocal fluorescence microscopy to investigate pathway
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dynamics in living cells. Data from the observations presented in the publications by Yang et al
were selected for analysis to test the effectiveness in using the Unified Modelling Language in
developing a domain model of the widely distributed data.
Materials and Methods
The domain model utilises the empirical findings of Carlotti et al [29, 30] and Yang et al [31,
32], with the statistical analysis being specifically based on a subset of data from Yang et al
[32]. This subset contained measurements from single-cell analysis performed on 88 cells: 52
were transfected with IκBα Enhanced Green Fluorescent Protein (EGFP) and stimulated with
IL-1; and 36 were transfected with IκBα-EGFP, but not stimulated with extracellular ligand,
thus representing a control group. Single-cell analysis on live cells, include continuous monitor-
ing of the same set of cells over time. All measurements within the data related to cytoplasmic
fluorescence and were taken over a period of one hour, at intervals corresponding to 0, 10, 30
and 60 min. The subset of data used within the statistical analysis of this manuscript can be
found in S1 and S2 Tables of the supplementary information. The data sets were divided into 3
groups based on transfection levels of the exogenous protein as in the original analysis by Yang
et al: 0-1.5 fluorescent units (corresponding to up to 4 fold levels of the endogenous protein);
1.5-3.0 fluorescent units (4-8 fold levels of the endogenous protein); and above 3.0 fluorescent
units (above 8 fold levels of the endogenous protein) [32].
The domain model was developed in an iterative manner by the modeller (RAW), senior
software engineer (JT) and domain expert (EEQ), using the deep-curation approach [33]. We
have chosen to follow the approach of Read et al [13] in using UML as the basis to semi-for-
mally define the domain model of our complex dynamical biosystem. Along with a number of
UML diagrammatic notations (UML v2.4, [10]), a number of less formal cartoon diagrams
were also used to ensure the biological meaning could be conveyed efficiently. Furthermore, a
number of statistical techniques were used to complement UML when modelling the temporal
dynamics and stochastic characteristics of the system. Initial focus is the emergent system-wide
behaviours of the pathway, before increasing the level of detail to the interactions between sys-
tem components, and then the dynamics of individual components. The domain model is pre-
sented in a top-down manner, comprising three levels of abstraction, as defined below:
1. A system-level overview of the domain model. This highly abstract level provides an out-
line of the biology of the IL-1 stimulated NF-κB signalling pathway. Particular focus is
made to the behaviours of the system following induction by extracellular signal, and how
these are believed to correspond to phenomena observed in the real-world domain. This
abstraction level of the domain model does not make use of UML, but instead utilises less
formal cartoon diagrams to convey system-wide properties, along with a number of statisti-
cal approaches to convey temporal dynamics. In particular, we have used the R data analysis
and graphics software [34] to perform Chi-squared goodness of fit tests to ascertain the sta-
tistical distribution of the wet-lab data, along with hierarchical clustering and Principal
Component Analysis to investigate any underlying groupings with the dataset of Yang et al
[32] (see supplementary information for detailed descriptions).
2. Modelling component-level interactions of the domain model. This medium level
abstraction, decomposes the IL-1 stimulated NF-κB signalling pathway into its constituent
molecular components. This level models an abstracted view of the key molecular interac-
tions between the components, that together give rise to the emergent behaviours of the sys-
tem. A cartoon diagram, along with UML communication and activity diagrams have been
used in modelling these component-level interactions.
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3. Modelling individual component dynamics. This level of abstraction provides the greatest
detail within the domain model, through modelling the dynamics of individual components
within the system. A set of linked UML state machine diagrams have been used to develop
this level of the model.
Validation of the Domain Model
The iterative approach to developing the domain model within a CoSMoS project provides an
ability to use a number of validation techniques during model formulation. Balci [35] has
extensively reviewed the verification and validation techniques that are suitable for computa-
tional model development and simulation-based experiments. We have used a subset of these
techniques to validate our domain model, comprising: audits by the senior software engineer to
ensure that the modelling adheres to established practices; desk checking by the modeller to
ensure that individual diagrammatic and statistical models are correct, complete, consistent
and unambiguous; face validation by the domain expert to compare the complete domain
model against her detailed understanding and judgment of the real-world biological system;
and structured walkthroughs by the whole group (modeller, senior software engineer and
domain expert) to detect and document faults.
Results
As recently argued by Read et al [36], the domain model defines our understanding of how sys-
tem-level behaviours emerge from the cumulative actions of lower-level components, such as
intracellular signalling molecules. The domain model presented in this paper represents the
subset of signalling components that give rise to system-level dynamics. It was developed in a
top-down manner, through close alignment to the process advocated by Read et al, and com-
prises three levels of abstraction, at the system-level, component-level, and individual
components.
Modelling System-Level Properties
This highly abstract level provides an outline of the biology of the IL-1 stimulated NF-κB sig-
nalling pathway. Particular focus is made to the behaviours of the system following induction
by extracellular signal, and how these are believed to correspond to phenomena observed in
the real-world domain.
Modelling Expected Behaviours. Following the approach of Andrews et al [5] and the
example of Read et al [13], we have chosen to commence the domain modelling process with a
cartoon-like diagram, termed an expected behaviours diagram (Fig 3). This diagram depicts the
observable phenomena of the IL-1 stimulated NF-κB signalling pathway, along with the
known interactions between system components that generate system-wide behaviours. The
diagram also provides us with an opportunity to define a number of hypotheses on how these
known component interactions may yield the observable phenomena. The expected behaviours
diagram therefore provides a diagrammatic view of the relationship between the real-world
domain and the domain model [13].
The top section of Fig 3 defines the observable phenomena of the signalling pathway, in that
the pathway results in an inflammatory response against extracellular stimuli, and that after a
period of time, this inflammatory response ceases. The dotted horizontal line demarcates these
observable phenomena from hypotheses that are believed to be responsible for their emer-
gence. These hypotheses consist of expected behaviours (using ‘<<expected>>’ tags) that
emerge through the interactions of the underlying system components. The known
Developing Domain Models Using Statistics and UML
PLOSONE | DOI:10.1371/journal.pone.0160834 August 29, 2016 7 / 27
interactions between system components are represented through a set of solid, directed lines,
whilst the expected behaviours are linked to these system components through a set of dashed
lines.
Wet-lab experimental research into NF-κB since its discovery in 1986 [40], has identified
that a large number of inflammatory signals (extracellular stimuli) activate cell membrane
receptors to initiate its signalling pathway. Signal transduction through the intracellular net-
work, via activation of various intermediate signalling components, amplifies the signalling
cascade so that a short, transitory burst of stimuli, induces the transcription of target genes and
the corresponding translation of the mRNA into proteins. One of the early genes activated by
NF-κB is its inhibitor IκBα, which induces negative feedback to dampen the inflammatory
response [41].
Modelling Physical Containment. The spatial relationships of the components detailed
within the expected behaviours diagram can be seen in the cartoon containment diagram (see
Fig 3. Expected behaviours diagram. Expected behaviours diagram depicting the observable phenomena of the IL-1 stimulated NF-κB signalling
pathway; the behaviours that are hypothesised to be responsible for these phenomena; and at an abstracted level the components of the complex system
that are believed to be responsible for the development of these emergent behaviours. At the highest level of the system, activation of the NF-κB pathway
initiates a transitory inflammatory response (the system dynamics automatically cease the response). It is hypothesised (expected) that these phenomena
occur through interaction of three functional modules that relate to activation of cell membrane receptors, amplification of the signalling cascade, and
upregulation of transcription. Developed from the reviews of [37–39].
doi:10.1371/journal.pone.0160834.g003
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Fig 4), which provides an abstract representation of a Eukaryotic cell. For the purposes of
modelling the IL-1 stimulated NF-κB signalling pathway, the cellular structure can be
abstracted away to contain just three cellular structures: the membrane, which for our purposes
contains the cell membrane receptor and co-receptor proteins; the cytoplasm, which contains
the cytosol (intracellular fluid) that further contains: adaptor proteins, intermediate signalling
components, NF-κB, IκBα, and the mRNA generated from gene transcription; and the nucleus,
which contains DNA, its nuclear membrane, which houses the nuclear membrane transporter
proteins involved in translocation (movement of proteins between cytoplasm and nucleus),
and the NF-κB and IκBα that have been translocated from the cytoplasm.
Modelling Dynamics. The single-cell analysis work of Carlotti et al and Yang et al gener-
ated time-series fluorescence data relating to the dynamics of NF-κB translocation and IκBα
degradation, which demonstrated that genetically identical cells in a standard environment dis-
play significant differences in their response to perturbations [29–32] (see S1 and S2 Tables).
At a molecular level, this was demonstrated to correlate with the level of protein expression
within individual cells, and to underlie the complexity and variations seen within biological
populations [29–32, 43]. Unfortunately, UML does not currently have a mechanism for depict-
ing this variation between individuals within a population. As such, we have found UML defi-
cient in conveying the dynamics of IκBα degradation (along with the associated NF-κB release
and subsequent activation), and also deficient in modelling the quantitative aspects of the sig-
nalling pathway. We have therefore used a number of statistical techniques to complement the
UML and cartoon diagrams, in order to develop a more comprehensive domain model of the
signalling pathway.
The general aspect of variation was later discussed by Tijskens et al [44] and Elowitz et al
[45], when they conjecture that a degree of variance is inherent to all aspects of biology due to
the underlying stochastic physiological events of individual cells. We feel that this should be
explored further within the domain model. We have used two-tailed Chi-squared (χ2)
Fig 4. Cartoon-like containment diagram.Cartoon-like containment diagram showing the physical
containment of the components involved in the IL-1 stimulated NF-κB signalling pathway and the physical
environment in which they are situated within a Eukaryotic cell. We believe that this is a much more intuitive
way of representing physical containment than the corresponding UML class containment diagram (not
shown). Developed from [42].
doi:10.1371/journal.pone.0160834.g004
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goodness of fit tests to ascertain that the single-cell analysis (IκBα degradation) fluorescence
data approximates to a Negative Binomial distribution, which we believe follows the usual pat-
terns in biology of variation due to stochasticity [46]. Figs 5 and 6 illustrate how the control
and IL-1 stimulated single-cell data (at time 0 min) approximate to negative binomial distribu-
tion for the population of cells (see Supplementary Information for calculations).
Due to the stochastic nature of the process and the cell-to-cell variation, data on IκBα degra-
dation by the cytokine IL-1 were expressed relative to unstimulated levels at time 0, using each
cell as its own control. This is consistent with Bliss and Fisher [46], who advise that an adequate
fit of data to the negative binomial distribution provides a justification for transformation of
the data to stabilize the variance, as a preparatory step for further statistical analysis by other
techniques. Fig 7 is a graph of the control (unstimulated) and IL-1 stimulated data using a sub-
set of data that had initial fluorescence up to and including 1.5 arbitrary fluorescence units
using median average and variance bars for interquartile ranges (25th to 75th percentiles). This
accurately reproduces the findings of Yang et al, who demonstrated a pronounced reduction in
IκBα degradation levels at fluorescence levels higher than 1-1.5 [31, 32]. It can be seen that
good separation is gained at 30 min onwards, with a little overlap still apparent at 10 min. The
rates of degradation are 0.366 fluorescence units per hour for control and 0.864 fluorescence
units per hour for IL-1 stimulated.
Hierarchical cluster analysis was used to find similarities in the single-cell observations and
to assist us in understanding the significance of the characteristics of the groups [47, 48]. This
was performed using seven different clustering algorithms (Ward, single, complete, average,
McQuitty, median and centroid), which are all part of the hclust function within the standard
R library. The resulting dendrograms for each method (not shown) were consistent in that no
clear clustering was evident between unstimulated and stimulated cells (see Supplementary
Information).
Fig 5. Histogram of control observations. Histrogram of control observations from the dataset of [31], that
have been binned (grouped) using an integer interval of initial (time 0 min) fluorescence. The superimposed
line represents a Negative Binomial distribution, using the median calculated from the raw data. The median
average has been calculated as 1.947153.
doi:10.1371/journal.pone.0160834.g005
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Further investigation used Principal Component Analysis (PCA), a powerful approach for
ascertaining natural groupings and a common multivariate technique for exploration and
reduction of high-dimensional data. It identifies underlying patterns within the data by pro-
ducing linear combinations of the underlying orthogonal variables within the dataset [49].
Therefore it can be used to reduce the dimensionality of data for detecting underlying struc-
tures [50]. The variances associated with the four principal components within the data (PC1-
4), indicated that only a single principal component (PC1) is required to explain the variation.
Fig 6. Histogram of IL-1 stimulated observations. Histogram of IL-1 stimulated observations from the
dataset of [31], that have been binned (grouped) using an integer interval of initial (time 0 min) fluorescence.
The superimposed line represents a Negative Binomial distribution, using the median calculated from the raw
data. The median average has been calculated as 1.729876.
doi:10.1371/journal.pone.0160834.g006
Fig 7. Graph of median average fluorescence.Graph of median average fluorescence for control (No IL-1)
and IL-1 stimulated observations from [31]. The data has been transformed so that each cell has become its
own control. The error bars illustrate the spread of observations between the 25th and 75th percentiles.
doi:10.1371/journal.pone.0160834.g007
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In addition, it was found that separation of observations using PC1 was dominated by the fluo-
rescence measurements at time 0, 10 and 30 min (see Supplementary Information).
Subsequent analysis was performed on the four principal components, with the individual
observations being coded depending on the relevant category. Initial comparisons representing
control and IL-1 stimulated observations did not yield separation of observations. Additional
granularity of coding the individual observations allowed us to compare stimulation status
(control and IL-1 stimulated) against ranges of the cytoplasmic fluorescence data expressed rel-
ative to levels at time0. The best separation occurred using initial fluorescence ranges of 0-1.5
fluorescence units, consistent with the biological analysis by Carlotti et al [29] and Yang et al
[31, 32]. Complete separation does not occur for any combinations, however separation
emerges between control and stimulated conditions for cells with initial cytoplasmic fluores-
cence up to 1.5 fluorescence units. Fig 8 represents the plot of PC1 versus PC2, which separates
control and IL-1 stimulated observations grouped by their initial cytoplasmic fluorescence.
There is limited separation between control and IL-1 stimulated cells with initial fluorescence
levels of 1.5-3.0 and no appreciable difference at initial fluorescence> 3.0 units using PCA.
This accurately reproduces the findings of Yang et al [31, 32], which showed reduced activity at
concentrations above 1.5 fluorescent units. Similarly, Carlotti et al [29] demonstrated that lag
time and nuclear translocation rate of the transcription factor are markedly decreased at higher
concentrations and that, the subsequent step involving nuclear translocation of NF-κB, was
Fig 8. PCA plot of principal components 1 and 2. PCA plot of principal components 1 and 2, colour-coded
by observation category, i.e. control versus IL-1 stimulated and range of initial cytoplasmic fluorescence. The
six categories are: IL-1 stimulated/0-1.5 = Blue, IL-1 stimulated/1.5-3.0 = Red, IL-1 stimulated/>3.0 = Black,
control/0-1.5 = Yellow, control/1.5-3.0 = Green, and control/>3.0 = Purple. The plot shows separation of
observations with initial fluorescence < 1.5 units from the rest of the data, with partial separation between the
control and IL-1 stimulated observations within this group. There is also a limited degree of separation
between observations with initial fluorescence values of 1.5-3.0 units from the rest of the data, however the
amount of overlap between control and IL-1 stimulated is more significant here.
doi:10.1371/journal.pone.0160834.g008
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completely blocked at fluorescence units> 3.0. This likely reflects the well-controlled system
of feedback mechanisms regulating the NF-κB signalling pathway.
Modelling Component-Level Interactions
This medium-level abstraction decomposes the IL-1 stimulated NF-κB signalling pathway into
its constituent molecular components. This level models an abstracted view of the various
molecular interactions between the components, which together give rise to the emergent
behaviours of the system.
Modelling the Cascade of Interactions. As per the system-level properties, the NF-κB sig-
nalling pathway can be described from a high-level perspective using cartoon diagrams to com-
municate the interactions between system components, and in this instance the diagram can
also act as a network map and illustrate the sequence of interactions between components (see
Fig 9). The UML communication diagram (see Fig 10) builds on this high-level cartoon to con-
vey the network map in a more formalised way.
Briefly, the network commences with an extracellular ligand (signalling molecule) binding
to a cell membrane receptor (which is a member of the TLR/IL-1 receptor superfamily). The
receptor then dimerises, and co-receptors such as CD14 [58], MD2 [59] (in the case of TLR4,
[60]) and TILRR [55, 61] (in the case of IL-1RI/IL-1AcP) help facilitate and amplify the
Fig 9. Cartoon diagram of high-level interactions. Simplified cartoon diagram depicting the high-level
interactions between the TLR or IL-1R superfamily of receptors, the co-receptors and adaptor proteins, and
the protein kinases within the NF-κB canonical signalling pathway. Diagram developed from findings of [51–
55].
doi:10.1371/journal.pone.0160834.g009
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receptor response. In situations where the Tollip adaptor protein binds, it mediates association
of IRAK protein kinase to the IL-1 receptor complex, but then inhibits IRAK [52] and trans-
duction of the signal down the signalling pathway. Conversely, in situations where the MyD88
adaptor protein binds, it mediates association of the receptor complex with IRAK protein
kinase [62], which in turn activates TRAF6 through phosphorylation [63] for propagation of
the signal. Once activated, TRAF6 continues signal transduction through activation of TAK1,
which subsequently activates the IKK complex [53, 54]. The activated IKK complex phosphor-
ylates NF-κB inhibitors, such as IκBα, which facilitates its dissociation from the NF-κB mole-
cule within the complex [64]. The released IκBα undergoes a second modification called
polyubiquitination [65], which then targets IκBα for rapid degradation by the proteasome.
Conversely, the released NF-κB is able to translocate from the cytosol to the nucleus, where it
is subsequently activated and upregulates the transcription of target genes.
Fig 10. UML communication diagram.UML communication diagram for the IL-1 stimulated NF-κB signalling pathway. Although portraying temporal
interactions as per sequence diagrams (not shown), we believe that these diagrams are more intuitive for non-Computer Science audiences as they are more
flexible in relation to the position of system components, thus allowing the positioning of components to approximate to the spatial locations within a
Eukaryotic cell. Developed from reviews of [56, 57].
doi:10.1371/journal.pone.0160834.g010
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Modelling Activities. Another complementary UML notation that provides a view of
activities within the system instead of component interactions is the activity diagram, which
through the use of swim-lanesmay also be used to convey the location of activities (see Fig 11).
As activity diagrams focus on activities and not components, they are able to convey the indi-
vidual interactions (expressed as activities) that give rise to the emergent behaviour of the sys-
tem. Furthermore, the focus on activities allows us to aggregate sets of individual interactions
into functional modules. This is beneficial when domain modelling, as biological systems can
generally be abstracted into groupings of components by functionality. With particular refer-
ence to the IL-1 stimulated NF-κB signalling pathway, we can separate the system into three
functional modules relating to cell membrane receptor activation, activation of the NF-κB sig-
nalling module, and generation of new IκBα to dampen the response through negative feed-
back regulation.
As per the cartoon network diagram (Fig 9) and UML communication diagram (Fig 10), the
set of activities within the system begin with extracellular stimuli and the formation of the
active receptor complex. The associated signal transduction then follows, with the first activity
being the activation of IRAK, which then propagates the stimuli-related signal through the
pathway via phosphorylation of intermediates. Upon phosphorylation of the IκBα inhibitor
which is bound to NF-κB, the activity splits into two branches: a) phosphorylated IκBα is
released from the NF-κB complex and becomes degraded via the proteasome, and b) the NF-
κB dimer is released, binds to an importing nuclear receptor, is translocated from the cytosol
to the nucleus, and is then activated. Once active, the NF-κB dimer may bind to the promoter
region of an inflammatory response gene and initiate transcription, which ultimately generates
new inflammatory response proteins.
Modelling Individual Component Dynamics
This level of abstraction provides the greatest detail within the domain model, through model-
ling the dynamics of individual components within the system. The final set of UML diagrams
that represent the domain model, refer to low-level dynamics of individual components and
use the state machine diagram notation. Fig 12 depicts a set of linked state machine diagrams
for the receptor, intermediate components, IκBα, NF-κB, nuclear transporter, inflammatory
gene, and inflammatory mRNA components of the signalling pathway. We believe the ability
to link individual state machine diagrams into a single end-to-end diagram provides a powerful
approach for domain modelling, as it allows the low-level dynamics of components to be cap-
tured in a single diagrammatic view of the system as a whole.
It can be seen that the cell membrane receptor initially starts off in a dormant state, but may
become active upon binding of extracellular stimuli, along with the co-receptor and MyD88
adaptor protein (defined using UML guard notation). Conversely, and as discussed previously,
the cell membrane receptor may also become inhibited upon binding of Tollip. As defined in
the previous cartoon and UML diagrams, following activation of cell membrane receptor, the
extracellular signal is propagated through the signalling pathway through activation of inter-
mediate components, culminating with activation of IKK. For the purposes of the domain
model, we have abstracted away the granularity of these intermediate components (e.g. IRAK,
TRAF6, TAK1 and IKK) to that of a generic intermediate component, which by default is dor-
mant, but becomes active following phosphorylation as the signal is propagated through the
transduction cascade.
Within the NF-κB signalling module, the IκBα inhibitor molecule by default (i.e. following
creation via transcription and translation) is unbound (free), but may probabilistically bind to
NF-κB when it enters an interaction boundary, and therefore enters an inhibiting state.
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Fig 11. UML activity diagram. Full end-to-end UML activity diagram for the IL-1 stimulated NF-κB signalling pathway using the concept of swim-lanes to
convey sub-cellular location of components. Developed from [39, 56, 57].
doi:10.1371/journal.pone.0160834.g011
Developing Domain Models Using Statistics and UML
PLOSONE | DOI:10.1371/journal.pone.0160834 August 29, 2016 16 / 27
Following activation of the IKK enzyme, the IκBα releases the NF-κB dimer, to again enter the
free state, but this time is degraded and removed from the system. Similarly, the NF-κB dimer,
is by default in an inhibited state within the system due to IκBα inhibition. Following IKK-
mediated release by IκBα, it becomes free, and able to translocate to the nucleus where it may
become active (note the guard condition), to facilitate the upregulation of inflammatory gene
transcription. Should the NF-κB dimer spontaneously unbind from the promoter region of the
inflammatory gene, it will once again enter the free state (upon which it may probabilistically
translocate back to the cytoplasm), or alternatively new IκBαmolecules, this time within the
nucleus may also bind to return the NF-κB dimer to an inhibited state, upon which the nuclear
localisation sequence will be masked and it will be translocated out of the nucleus into the cyto-
plasm [39].
As per previous UML diagrams, binding of an IκBαmolecule or NF-κB dimer to a nuclear
membrane transporter, transitions the transporter protein from a dormant to an active state,
for the translocation of the ligand from either the cytoplasm to the nucleus, or vice versa. Fol-
lowing translocation of an NF-κB dimer to the nucleus and its binding to the promoter region
of an inflammatory gene, the gene transitions from a dormant to an actively being transcribed
state for generation of mRNA. Upon creation, the new mRNA is translocated to the cytoplasm,
where it is translated into new inflammatory protein by the ribosome.
Fig 12. Linked state machine diagrams. Linked series of state machine diagrams for the IL-1 stimulated NF-κB signalling pathway. The individual
components have their own state machines, which are explicitly linked using UML join notations and embedded within a single large state machine that
represents the cell. Here the cell has two states relating to dormant or active. Developed using [41, 52, 56, 57, 66–68].
doi:10.1371/journal.pone.0160834.g012
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Modelling Numerical Aspects of the System
The three different views outlined above provide a top-down perspective of the IL-1 stimulated
NF-κB signalling pathway, which reflects the hierarchical nature of complex systems. The
UML and cartoon-like diagrams used so far, have been useful for semi-formally defining the
relationships and dynamics at the system, component, and intra-component levels, however
they have not been able to appropriately capture the numerical aspects of the signalling path-
way. For example, we have found diagrammatic notations to be deficient in modelling details
regarding the ratios of NF-κB molecules (in free and inhibited states) against free IκBαmole-
cules across the cytoplasmic and nuclear compartments. Similarly, we have been unable to con-
vey nuclear translocation dynamics or details of IκBα degradation within UML in a form that
would be intuitive to biologists. Table 1 therefore defines the key rates, ratios, and physical
attributes associated with the IL-1 stimulated NF-κB signalling pathway.
Discussion
Biological systems are complex, with behaviours and characteristics that result from a highly
connected set of interaction networks that function through time and space. As discussed pre-
viously, the IL-1 stimulated NF-κB signalling pathway is a complex intracellular network that
manifests in stochastic and dynamic responses to inflammatory stimuli. The system-wide
behaviours, generated as an inflammatory response to pathogenic invasion and other physio-
logical perturbations, emerge through the cumulative effect of low-level intracellular
Table 1. The key rates, ratios and constants.
High-Level
Attribute
Speciﬁc Attribute Value
Cell Environment Cell Volume 2,000 μm3
Nucleus Volume 100 μm3
Approx. No. per
Cell
IL-1RI Receptors 5,000—10,000
RelA (NF-κB) 60,000 (Endogenous)
IκBα 66,000 (Endogenous),*135,000 (Endogenous, cytoskeleton-bound)
NF-κB Cytoplasmic:Nuclear
Location
10:1
Bindable NF-κB: IκBα 1:1 ratio;*17% NF-κB ‘free’ in resting cells
Total NF-κB: IκBα 1:3 (including cytoskeleton sequestered)
IL-1 Stimulated *20% decrease in cytoplasmic NF-κB;*40-fold increase in nuclear NF-κB;*8-fold increase in
transfected v endogenous NF-κB
IκBα Phosphorylation Peaks at 10 min post IL-1 stimulation
Ubiquitination Peaks at 30 min post IL-1 stimulation
Degradation *40% degraded after 10 min;*60% degraded after 30 min;*80% degraded after 60 min
Nuclear
Translocation
NF-κB ﬂow to nucleus 40-60 molecules/sec (max IL-1 stimulation); Following nuclear NF-κB peak, takes*90 min to reach basal
steady-state cytoplasm: nucleus ratio
Shuttling Dissociation of NF-κB-IκBα complex within cytoplasm and independent import of subunits; Continuous
process, i.e. steady-state dynamics of in- and out- ﬂuxes; Lag time in nuclear translocation following IL-1
stimulation; Negligible NF-κB-IκBα complex translocation; IκBα translocation more rapid than NF-κB; After
IL-1 stimulation, increased rate of nuclear to cytoplasmic translocation
The key rates, ratios and constants of the IL-1 stimulated NF-κB signalling pathway. This table provides key details for the cell environment, approximate
number of key molecules, IκBα biochemistry, nuclear translocation, and ratios of NF-κB and IκBαmolecular states within the cytoplasm and nucleus.
Developed from the work of [27, 29–32].
doi:10.1371/journal.pone.0160834.t001
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interactions within an individual cell, being amplified across a population of immune response
cells. As such, the inherent complexity of the signalling pathway and its associated stochasticity
and dynamics, renders the process of domain modelling both time consuming and non-trivial
in nature.
Being analogous to a functional specification (from software engineering), the primary pur-
pose of the domain model is to clearly and unambiguously capture our abstracted view of the
functionality of the real-world domain, which will be incorporated within the future iterations
of the resulting computational model. We found the iterative process of domain modelling to
be extremely helpful in allowing the modeller to explore the biological domain (in conjunction
with the domain expert) before development of the computational model. Once complete, and
validated, the domain model acts as the functional specification for the computational model,
and provides a comprehensive and transparent understanding of the domain that underpins
both the scope of the computational model and the resulting in silico experimentation that will
be performed as part of the exploration phase of the CoSMoS project. As such, the domain
model is an essential project deliverable that provides an audit trail on how the real-world biol-
ogy is linked, through abstractions, assumptions, and constraints to the functionality of the
computational model. Furthermore, in this specific case, the actual process of developing the
domain model in conjunction with the domain expert, facilitated a much more in-depth
understanding of the domain than would have been gained through published literature alone.
The domain model may be a collection of informal notes relating to relevant aspects of the
domain, but may also include informal sketches (such as cartoons), more formal diagrams
(such as those produced with UML), mathematical equations, scientific constants (e.g. bio-
chemical rate constants), and physical descriptors (such as size, quantity, location, and speed).
The key constraint of the domain model is that it should remain free from an implementation
specific focus and should therefore not contain any reference to the programming languages or
workarounds, which may be required during development of the simulator. As such, the
domain model should be focused on the scientific domain, and not design considerations for
the resulting computational model. Through this approach of using cartoon diagrams, UML
notation, statistical techniques, and descriptions of rates, ratios and constants within a table,
we have developed an accurate reproduction of the biological domain.
There exists substantial quantities of literature on NF-κB signalling dynamics, and various
aspects of the signalling dynamics are independently studied by a wide variety of labs. It is gen-
erally understood that representing every aspect of a real-world system in models and simula-
tions is computationally intractable. As such, a subset of the properties and behaviours from
the real-world system need to be defined for subsequent investigation. One of the primary pur-
poses of the domain model is to capture this subset of real-world system properties, at the cor-
rect abstraction level to answer the questions of scientific interest; for example, the single-cell
data relating to NF-κB pathway dynamics, mean that our future computational model should
be at the level of subcellular interactions and biochemical reactions within a single cell.
Due to the complex, stochastic nature of the IL-1 stimulated NF-κB signalling pathway, we
have been unable to develop a single diagrammatic view that could capture the various compo-
nents, interactions, and dynamics of the system. It has therefore been necessary to utilise a
number of different cartoons and UML notations throughout our domain modelling exercise.
These different diagrammatic views allow us to capture the initiation and propagation of the
signalling pathway across the inherent hierarchies of the system (i.e. system-wide, component
interactions, and individual component dynamics), which we believe to be a natural progres-
sion when domain modelling and reflects the concepts of hierarchy and modularity from sys-
tems biology [69]. The use of cartoon and UML diagrams were an essential first step towards
development of our domain model, however in isolation they were not enough to provide a
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comprehensive model. In particular, they were unable to convey the dynamics of IκBα degra-
dation (along with the associated NF-κB release and subsequent activation), or indeed model
the quantitative aspects of the signalling pathway. We therefore used a number of descriptive
and multivariate statistical techniques to complement the UML diagrams, in order to develop a
more comprehensive domain model of the IL-1 stimulated NF-κB signalling pathway.
Through this use of statistical techniques to complement UML, we have successfully repro-
duced the system interactions and stochastic dynamics found in biology.
Two tailed χ2 goodness of fit tests were used due to the uncertainty about direction of differ-
ence of the observed versus expected data. The full dataset has been shown to approximate to a
Negative Binomial distribution (see Figs 5 and 6), which is in keeping with the findings of
White and Bennetts [70] and Bliss and Fisher [46] who advise (through statistical modelling of
a number of biological systems) that biological populations, be that cell or organism level, often
approximate very closely to negative binomial distributions. There is also a subset of observa-
tions within the 0-3.0 fluorescence units range however, which tend to Normality when using
non-integer binning frequencies (not shown). As such, future statistical tests on the data, and
indeed any simulation-level data produced from in silico experimentation, should be non-
parametric in nature as these are applicable to any distribution, and do not assume normality.
Furthermore, due to its non-parametric nature, the central measure used should be the median
average, as this is not affected to the same extent from skewed data as the mean average [71].
Additionally, we have shown that multivariate techniques may be used to classify single-cell
analysis observations into groups dependent on their initial fluorescence, and to separate control
from IL-1 stimulated observations within ranges of fluorescence units. Through hierarchical clus-
ter analysis, and analysing the various PCA plots (for example, the PC1 v PC2 plot in Fig 8), it
can be deduced that there is evidence of partial separation of control versus IL-1 stimulated
observations, beyond which the inherent variance associated with the data becomes too great.
We accept that the large degree of variation is consistent with normal biology, however believe
that for the purposes of our research, we should focus on a subset of experimental data. As the
advantage of single-cell analysis is lost if you pool the data and calculate an average, and with the
results of the above multivariate statistical tests in mind, we propose that a series of expression
levels are used for development and calibration of our future computational model. This
approach agrees with earlier findings by Carlotti et al [29] who advised that cells with high
expression of the enhanced green fluoresecent protein and NF-κB (RELA) construct show
impaired nuclear translocation dynamics, and that these aberrant cells mask the dynamics (at the
population level) of cells expressing near-physiological amounts of the fusion protein. We also
believe that in order to get rational results, each cell needs to form its own control (which was
also the approach taken for the model of Pogson et al [28]), in order to eliminate the wide varia-
tions observed when averaging dynamics over multiple cells, and by implication simulations.
Furthermore, it is believed that such an approach would yield more consistent results as cell
time-course dynamics would be expressed as a percentage of initial fluorescence for each cell.
As per Read et al [72] and Bersini [73], we agree that a subset of UML notations are able to
efficiently represent elements of the domain model of biological systems (in our case the IL-1
stimulated NF-κB signalling pathway). We have found activity diagrams and communication
diagrams particularly effective at depicting system-wide behaviours; communication diagrams
to be effective at depicting relationships between components; and state machine diagrams
effective at depicting low-level dynamics within individual components. Furthermore, we have
found that activity diagrams are particularly effective when used in conjunction with swim-
lanes to convey the location (e.g. cytoplasm or nucleus) of activities, and sequentially linked
state machine diagrams are particularly effective at depicting the end-to-end state changes
within a system.
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Although we have found UML to be particularly useful in these cases, it does have a number
of deficiencies however. Along with the issues found by Read et al [72], we have discovered a
number of additional areas where the current UML standards have deficiencies in modelling
biology. For example, although UML facilitates detailed information to be depicted as attri-
butes of individual components, it relies on the reader to unpick the multitude of diagrams to
collate all of the information, for example parameter values (such as size of cell, and speed of
movement of intracellular components) and rate constants (such as degradation of IκBα, and
translocation of components across the nuclear membrane). We believe that a table of such
information would provide a more effective mechanism to convey this information, than to
over-engineer a UML diagram. Furthermore, although UML allows the range of individual
objects to be depicted through multiplicity, in the form of a zero to many ‘0‥’ association, this
does not effectively convey the degree of simultaneous interactions between agents. Similarly, it
is well understood that observations of genetically identical, individual cells in a standardised
environment often display significant differences in their response to perturbations [44], thus
leading to the large degree of inherent variation within biological populations (be they cells,
organisms, or communities). At a molecular level, this may be due to the varying numbers of
particular proteins within a population of cells. UML does not have the ability to depict this
variation, and nor was it designed to.
Conclusions
In this article, we have presented a domain model of the IL-1 stimulated NF-κB signalling
pathway using UML and statistical techniques. UML has been advocated as a modelling lan-
guage for visualization, specification, construction and documentation of software systems
[74]. Although it is not a programming language, we believe that together with a modelling
approach (such as agent-based modelling) and programming language (such as Java or C),
UML provides an excellent mechanism to develop models of complex dynamical systems. We
agree with Cook [75] that “UML is likely to influence model-driven development for the fore-
seeable future”, but through adoption of a principled approach to development of our domain
model, we have discovered that UML has a number of deficiencies when trying to convey the
stochastic, heterogeneous nature of dynamics, within complex biological systems. This lack of
functionality leads us to conclude that UML should not be seen as the only tool to be used in
the domain modelling process. We address this problem by utilising a number of statistical
techniques in order to gain a fuller understanding of the domain, and for scoping the abstrac-
tion of the domain to be taken forward into our future computational model. Likewise, UML
does not currently have the ability to depict patterns within wet-lab data, which we believe is
an essential component of the domain model for complex biological systems.
It is generally agreed [76–78], that the principled design and development of a conceptual
model (such as the Domain Model in the CoSMoS approach) is an essential step towards
ensuring the right computational model is developed. As such, our domain model represented
here will serve as evidence during validation and verification of the resultant computational
model (Simulation Platform) that will be developed during the exploration phase of our CoS-
MoS project (forthcoming). Our multi-level domain model has taken a top-down approach by
looking at the emergent system-wide behaviour, followed by component interactions, and
finally the individual component dynamics. As such, within our domain of interest, the statisti-
cal techniques have been used at the system-level only, due to the wet-lab (in vitro) data being
based on fluorescence at the single-cell level; the other levels within our multi-level domain
model have therefore been developed using UML diagrammatic notations. We therefore
believe that multi-level domain models developed using UML, benefit from the complementary
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views that emerge from statistical analysis of the underlying in vitro data. We acknowledge
however, that the ability of statistical techniques to model any interplay between the different
levels within a multi-level system, is reliant on characteristics of the empirical (i.e. wet-lab)
data.
Rumpe and France [79] advise that different stakeholders and modellers from different
domains have varying interpretations of what constitutes an appropriate UML diagram. They
further advise that as the UML specification allows the modeller a degree of flexibility through
the use of semantic variations, diagrams can be tailored to better support the varied require-
ments of individual modellers, stakeholders, and their respective domains. We therefore sug-
gest that the statistical techniques used within this case study, along with the various cartoon-
like diagrams for modelling the expected behaviours of the system (see Fig 3) and physical con-
tainment of components (see Fig 4) represent an example semantic variation point for model-
ling complex intracellular signalling pathways.
Finally, we believe that community and industry standards, such as UML, are important for
improving the communication between developers and domain experts. The use of these stan-
dards, should make the reimplementation of models by different researchers (and labs) easier,
and indeed should reduce the duplication of work, and more importantly reduce implementa-
tion errors, which may become introduced through reverse engineering of existing models and
manual walkthroughs of published papers. We therefore believe the use of cartoon and UML
diagrams to be an essential first step towards development of a domain model, which may be
published alongside the results of in silico experimental papers; however in isolation they are
not enough to provide a comprehensive model, which other researchers and labs may use to
reproduce computational models. In particular, cartoons and UML diagrams have been unable
to convey the dynamics of IκBα degradation (along with the associated NF-κB release and sub-
sequent activation), or indeed model the quantitative aspects of the signalling pathway. We
therefore conclude that the use of descriptive and multivariate statistical techniques to comple-
ment the UML diagrams, is essential for the development of comprehensive domain models of
complex biological systems, such as the IL-1 stimulated NF-κB signalling pathway. Indeed,
through our principled approach for domain modelling, we have accurately reproduced the
stochastic nature of the real-world system using a diagrammatic and statistical approach.
Supporting Information
S1 Fig. Dendrogram representing the clustering of single-cell analysis observations. Den-
drogram representing the clustering of observations from [31] by hierarchical cluster analysis
using the complete(-linkage) method. The boxes indicate that hierarchical cluster analysis
identifies the three forced clusters as observations having an initial cytoplasmic fluorescence
less than 3.0, between 3.0 and 8.0, and above 8.0 fluorescence units.
(TIF)
S2 Fig. Scree plot of the principal components from principal component analysis of the
single-cell fluorescence data. Scree plot of the principal components from principal compo-
nent analysis of observations from Yang et al [32]. Each bar corresponds to its respective prin-
cipal component; bar heights are the variances of the principal components.
(TIF)
S3 Fig. Bi-plot of PC1 and PC2 from principal component analysis of the single-cell fluo-
rescence data. Bi-plot of PC1 and PC2 from principal component analysis of observations
from Yang et al [32]. This plot shows that measurements for times 0, 10 and 30 min contribute
equally to the separation of PC1 due to their virtually equivalent arrow lengths. They are not
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fully parallel to the PC1 axis however, and therefore also contribute slightly to PC2.
(TIF)
S4 Fig. Plot of loadings for PC1 following principal component analysis. Plot of loadings for
principal component 1 following PCA. PC1 was chosen because this is the component which
contributes most to separation of the data. It can be seen that observations with initial fluores-
cence between 0-3.0 and>3.0 can be separated easily as the observation between 0-3.0 units
have negative loadings and>3.0 have positive loadings. Furthermore, observations for cells
with initial fluorescence between 0-1.5 tend to have relatively stable loadings (around -4.5),
whereas those between 1.5-3.0 begin to have more variable loadings.
(TIF)
S1 Table. Control observations for data analysis. Subset of control observations from the sin-
gle-cell analysis of Yang et al [32] that were used within our data analysis.
(PDF)
S2 Table. IL-1 stimulated observations for data analysis. Subset of IL-1 stimulated observa-
tions from the single-cell analysis of Yang et al [32] that were used within our data analysis.
(PDF)
S3 Table. χ2 test for control observations. χ2 test for control observations approximating to a
negative binomial distribution.
(PDF)
S4 Table. χ2 test for IL-1 stimulated observations. χ2 test for IL-1 stimulated observations
approximating to a negative binomial distribution.
(PDF)
S5 Table. Summary of principal component analysis of the single-cell fluorescence data.
Summary of principal component analysis of the single-cell fluorescence data, showing the
standard deviation, proportion of variance and cumulative proportion of variance for each
principal component.
(PDF)
S1 File. Subset of Single-Cell Observations used within our Domain Model.
(PDF)
S2 File. Chi-squared (χ2) goodness of fit.
(PDF)
S3 File. Hierarchical Cluster Analysis.
(PDF)
S4 File. Principal Component Analysis.
(PDF)
Acknowledgments
This research did not produce new empirical data, but instead used published biological data
to develop a domain model of the IL-1 stimulated NF-κB signalling pathway, and to investigate
the validity of using UML and statistical techniques when developing such models. The previ-
ously published articles on which this modelling research is based are referenced throughout
the paper, and the subset of data used within our data analysis has been reproduced in S1 and
S2 Tables.
Developing Domain Models Using Statistics and UML
PLOSONE | DOI:10.1371/journal.pone.0160834 August 29, 2016 23 / 27
Author Contributions
Conceived and designed the experiments: RAW JT EEQ.
Performed the experiments: RAW.
Analyzed the data: RAW JT EEQ.
Wrote the paper: RAW JT EEQ.
References
1. Kitano H (2002) Computational Systems Biology. Nature 420: 206–210. doi: 10.1038/nature01254
PMID: 12432404
2. Kitano H (2002) Systems biology: A brief overview. Science 295: 1662–1664. doi: 10.1126/science.
1069492 PMID: 11872829
3. Kitano H (2004) Biological robustness. Nature Reviews Genetics 5: 826–837. doi: 10.1038/nrg1471
PMID: 15520792
4. Alden K, Timmis J, Andrews PS, Veiga-Fernandes H, Coles M (2012) Pairing experimentation and
computational modelling to understand the role of tissue inducer cells in the development of lymphoid
organs. Frontiers in Inflammation 3: 172.
5. Andrews PS, Polack FAC, Sampson AT, Stepney S, Timmis J (2010) The CoSMoS process, version
0.1: A process for the modelling and simulation of complex systems. Tech. Rep. YCS-2010-453, Uni-
versity of York
6. Bown J, Andrews PS, Deeni Y, Goltsov A, Idowu M, Polack FAC et al. (2012) Engineering simulations
for cancer systems biology. Current Drug Targets 13: 1560–1574. doi: 10.2174/138945012803530071
PMID: 22974398
7. Polack FAC, Andrews PS, Ghetiu T, Read M, Stepney S, Timmis J et al. (2010) Reflections on the sim-
ulation of complex systems for science. In: Proceedings of the Fifteenth IEEE International Conference
on Engineering of Complex Computer Systems (ICECCS’10): 276–285. IEEE.
8. Polack FAC, Andrews PS, Sampson AT (2009) The engineering of concurrent simulations of complex
systems. In: Proceedings of the Eleventh Conference on Congress on Evolutionary Computation
(CEC’09): 217–224. IEEE.
9. Chaudron MRV, Heijstek W, Nugroho A (2012) How effective is UML modelling? an empirical perspec-
tive on costs and benefits. Software and SystemsModelling 12: 571–580. doi: 10.1007/s10270-012-
0278-4
10. Object Management Group (2011) Unified modeling language superstructure specification v2.4. http://
www.omg.org/spec/UML/2.4/Superstructure
11. Bersini H, Klatzmann D, Six A, Thomas-Vaslin V (2012) State-transition diagrams for biologists. PLOS
ONE 7(7): e41165. doi: 10.1371/journal.pone.0041165 PMID: 22844438
12. Zhang L, Williams RA, Gatherer D (2016) Rosen’s (M,R) System in Unified Modelling Language. Bio-
Systems 139: 29–36. doi: 10.1016/j.biosystems.2015.12.006 PMID: 26723228
13. Read M, Timmis J, Andrews PS, Kumar V (2009) A domain model of experimental autoimmune
encephalomyelitis. In: Stepney S, Welch PH, Andrews PS, Timmis J (eds.) CoSMoS: 9–44. Luniver
Press
14. le Novere N, Hucka M, Mi H, Moodie S, Schreiber F, Sorokin A et al. (2009) The Systems Biology
Graphical Notation. Nature Biotechnology 27: 735–741. doi: 10.1038/nbt0909-864d PMID: 19668183
15. Oda K, Kitano H (2006) A Comprehensive Map of the Toll-like Receptor Signaling Network. Molecular
Systems Biology 2006.0015.
16. Caron E, Ghosh S, Matsuoka Y, Ashton-Beaucage D, Therrien M, Lemieux S et al. (2006) A Compre-
hensive Map of the mTOR Signaling Network. Molecular Systems Biology 6: 453.
17. Tiger CF, Krause F, Cedersund G, Palmer R, Klipp E, Hohmann S et al. (2012) A Framework for Map-
ping, Visualisation and Automatic Model Creation of Signal Transduction Networks. Molecular Systems
Biology 8: 578. doi: 10.1038/msb.2012.12 PMID: 22531118
18. Grizzi F, Chiriva-Internati M (2005) The complexity of anatomical systems. Theoretical Biology and
Medical Modelling 2: 26. doi: 10.1186/1742-4682-2-26 PMID: 16029490
19. Baltimore D (2011) NF-κB is 25. Nature Immunology 12(8): 683–685. doi: 10.1038/ni.2072 PMID:
21772275
Developing Domain Models Using Statistics and UML
PLOSONE | DOI:10.1371/journal.pone.0160834 August 29, 2016 24 / 27
20. NaumannM, Scheidereit C (1994) Activation of nf-κb in vivo is regulated by mulitple phosphorylations.
The EMBO Journal 13: 4597–4607. PMID: 7925300
21. Ghosh S, May MJ, Kopp EB (1998) NF-κB and Rel proteins: Evolutionarily conserved mediators of
immune response. Annual Review of Immunology 16: 225–260. doi: 10.1146/annurev.immunol.16.1.
225 PMID: 9597130
22. Hoffmann A, Levchenko A, Scott ML, Baltimore D (2002) The IκB-NF-κB signaling module: Temporal
control and selective gene activation. Science 298: 1241–1245. doi: 10.1126/science.1071914 PMID:
12424381
23. Nelson DE, Ihekwaba AEC, Elliott M, Johnson JR, Gibney CA, Foreman BE, et al. (2004) Oscillations
in NF-κB signaling control the dynamics of gene expression. Science 306: 704–708. doi: 10.1126/
science.1099962 PMID: 15499023
24. Shih VFS, Kearns JD, Basak S, Savinova OV, Ghosh G, Hoffmann A (2009) Kinetic Control of Negative
Feedback Regulators of NF-κB/RelA Determines their Pathogen- and Cytokine-Receptor Signaling
Specificity. Proceedings of the National Academies of Science 106: 9619–9624. doi: 10.1073/pnas.
0812367106
25. Cheng Z, Taylor B, Ourthiague DR, Hoffmann A (2015) Distinct single-cell signaling characteristics are
conferred by the MyD88 and TRIF pathways during TLR4 activation. Science Signaling 8: ra69. doi:
10.1126/scisignal.aaa5208 PMID: 26175492
26. Williams RA, Timmis J, Qwarnstrom EE (2014) Computational models of the NF-κB signalling pathway.
Computation 2(4): 131–158. doi: 10.3390/computation2040131
27. Pogson M, Holcombe M, Smallwood R, Qwarnstrom EE (2008) Introducing spatial information into pre-
dictive NF-κBmodelling—an agent-based approach. PLOS ONE 3: e2367. doi: 10.1371/journal.pone.
0002367 PMID: 18523553
28. Pogson M, Smallwood R, Qwarnstrom EE, Holcombe M (2006) Formal agent-based modelling of intra-
cellular chemical interactions. BioSystems 85: 37–45. doi: 10.1016/j.biosystems.2006.02.004 PMID:
16581178
29. Carlotti F, Chapman R, Dower SK, Qwarnstrom EE (1999) Activation of nuclear factor κB in single living
cells. Journal of Biological Chemistry 274: 37941–37949. doi: 10.1074/jbc.274.53.37941 PMID:
10608861
30. Carlotti F, Dower SK, Qwarnstrom EE (2000) Dynamic shuttling of nuclear factor κB between the
nucleus and cytoplasm as a consequence of inhibitor dissociation. Journal of Biological Chemistry
275: 41028–41034. doi: 10.1074/jbc.M006179200 PMID: 11024020
31. Yang L, Chen H, Qwarnstrom E (2001) Degradation of IκBα is limited by a postphosphorylation/ubiquiti-
nation event. Biocehmical and Biophysical Research Communications 285: 603–608. doi: 10.1006/
bbrc.2001.5205
32. Yang L, Ross K, Qwarnstrom EE (2003) RelA control of IκBα phosphorylation. Journal of Biological
Chemistry 278: 30881–30888. doi: 10.1074/jbc.M212216200 PMID: 12663663
33. Ghosh S, Matsuoka Y, Asai Y, Hsin KY, Kitano H (2012) Software for systems biology: From tools to
integrated platforms. Nature Reviews Genetics 12: 821–832.
34. R Core Team (2014) R: A language and environment for statistical computing. R Foundation for Statisti-
cal Computing, Vienna, Austria, http://www.R-project.org/
35. Balci O (1994) Validation, verification, and testing techniques throughout the life cycle of a simulation
study. Annals of Operations Research 53: 121–173. doi: 10.1007/BF02136828
36. Read M, Andrews PS, Timmis J, Kumar V (2014) Modelling biological behaviours with the unified
modelling language: An immunological case study and critique. Journal of the Royal Society Interface
11: 20140704. doi: 10.1098/rsif.2014.0704
37. Baeuerle PA, Henkel T (1994) Function and activation of NF-κB in the immune system. Annual Review
of Immunology 12: 141–179. doi: 10.1146/annurev.iy.12.040194.001041 PMID: 8011280
38. Baldwin AS (1996) The NF-κB and IκB proteins: New discoveries and insights. Annual Review of Immu-
nology 14: 649–681. doi: 10.1146/annurev.immunol.14.1.649 PMID: 8717528
39. Brasier AR (2006) The NF-κB regulatory network. Cardiovascular Toxicology 6: 111–130. doi: 10.
1385/CT:6:2:111 PMID: 17303919
40. Sen R, Baltimore D (1986) Multiple nuclear factors interact with the immunoglobulin enhancer
sequences. Cell 46: 705–716. doi: 10.1016/0092-8674(86)90346-6 PMID: 3091258
41. Baeuerle PA, Baltimore D (1988) IκB a specific inhibitor of the NF-κB transcription factor. Science 242:
540–546. doi: 10.1126/science.3140380 PMID: 3140380
42. Hoffmann A, Baltimore D (2006) Circuitry of nuclear factor κB signaling. Immunological Reviews 210:
171–186. doi: 10.1111/j.0105-2896.2006.00375.x PMID: 16623771
Developing Domain Models Using Statistics and UML
PLOSONE | DOI:10.1371/journal.pone.0160834 August 29, 2016 25 / 27
43. Schooley K, Zhu P, Dower SK, Qwarnstrom EE (2003) Regulation of nuclear translocation of nuclear
factor-κB relA: evidence for complex dynamics at the single-cell level. Biochemical Journal 369: 331–
339. doi: 10.1042/BJ20020253 PMID: 12350227
44. Tijskens LMM, Konopack P, Simcic M (2003) Biological variance, burden or benefit? Postharvest Biol-
ogy and Technology 27: 15–25. doi: 10.1016/S0925-5214(02)00191-6
45. Elowitz MB, Levine AJ, Siggia ED, Swain PS (2002) Stochastic gene expression in a single cell. Sci-
ence 297: 1183–1186. doi: 10.1126/science.1070919 PMID: 12183631
46. Bliss CI, Fisher RA (1953) Fitting the negative binomial distribution to biological data. Biometrics 9(2):
176–200. doi: 10.2307/3001850
47. Bridges CC (1966) Hierarchical cluster analysis. Psychological Reports 18: 851–854. doi: 10.2466/
pr0.1966.18.3.851
48. Fraley C, Raftery AE (1998) Howmany clusters? which clustering method? answers via model-based
cluster analysis. The Computer Journal 41(8): 578–588: doi: 10.1093/comjnl/41.8.578
49. Pearson K (1901) On lines and planes of closest fit to systems of points in space. Philosophical Maga-
zine Series 6 2(11): 559–572. doi: 10.1080/14786440109462720
50. Wold S, Esbensen K, Geladi P (1987) Principal component analysis. Chemometrics and Intelligent Lab-
oratory Systems 2: 37–52. doi: 10.1016/0169-7439(87)80084-9
51. Shizuo A, Kiyoshi T (2004) Toll-like receptor signalling. Nature Reviews Immunology 4: 499–511. doi:
10.1038/nri1391
52. Burns K, Clatworthy J, Martin L, Martinon F, Plumpton C, Maschera B et al. (2000) Tollip, a new compo-
nent of the IL-1RI pathway, links IRAK to the IL-1 receptor. Nature Cell Biology 2: 346–351. doi: 10.
1038/35014038 PMID: 10854325
53. Doyle SL, O’Neill LAJ (2006) Toll-like receptors: From the discovery of NF-κB to new insights into tran-
scriptional regulations in innate immunity. Biochemical Pharmacology 72: 1102–1113. doi: 10.1016/j.
bcp.2006.07.010 PMID: 16930560
54. Kawai T, Akira S (2006) TLR signaling. Cell Death and Differentiation 13: 816–825. doi: 10.1038/sj.
cdd.4401850 PMID: 16410796
55. Zhang X, Shephard F, Kim HB, Palmer IR, McHarg S, Fowler GJS et al. (2010) TILRR, a novel IL-1RI
co-receptor, potentiates MyD88 recruitment to control Ras-dependent amplification of NF-κB. Journal
of Biological Chemistry 285: 7222–7232. doi: 10.1074/jbc.M109.073429 PMID: 19940113
56. Hayden MS, West AP, Ghosh S (2006) NF-κB and the immune response. Oncogene 25: 6758–6780.
doi: 10.1038/sj.onc.1209943 PMID: 17072327
57. O’Neill LAJ, Dinarello CA (2000) The IL-1 receptor/toll-like receptor superfamily: Crucial receptors for
inflammation and host defense. Immunology Today 21: 206–209. doi: 10.1016/S0167-5699(00)01611-
X PMID: 10782049
58. Wright SD, Ramos RA, Tobias PS, Ulevitch RJ, Mathison JC (1990) CD14, a receptor for complexes of
lipopolysaccharide (LPS) and LPS binding protein. Science 249: 1431–1433. doi: 10.1126/science.
1698311 PMID: 1698311
59. Shimazu R, Akashi S, Ogata H, Nagai Y, Fukudome K, Miyake K et al. (1999) MD-2, a molecule that
confers lipopolysaccharide responsiveness on Toll-like receptor 4. Journal of Experimental Medicine
189: 1777–1782. doi: 10.1084/jem.189.11.1777 PMID: 10359581
60. Poltorak A, He X, Smirnova I, Liu MY, van Huffel C, Du X et al. (1998) Defective LPS signaling in C3H/
HeJ and C57BL/10ScCr mice: Mutations in Tlr4 gene. Science 282: 2085–2088. doi: 10.1126/science.
282.5396.2085 PMID: 9851930
61. Zhang X, Pino GM, Shephard F, Kiss-Toth E, Qwarnstrom EE (2012) Distinct control of MyD88
adapter-dependent and Akt kinase-regulated responses by the interleukin (IL)-1RI co-receptor, TILRR.
Journal of Biological Chemistry 287(15): 12348–12352. doi: 10.1074/jbc.C111.321711 PMID:
22262840
62. Wesche H, Henzel WJ, ShillinglawW, Li S, Cao Z (1997) MyD88: An adapter that recruits IRAK to the
IL-1 receptor complex. Immunity 7: 837–847. doi: 10.1016/S1074-7613(00)80402-1 PMID: 9430229
63. Cao Z, Xiong J, Takeuchi M, Kurama T, Goeddel DV (1996) TRAF6 is a signal transducer for interelu-
kin-1. Nature 383: 443–446. doi: 10.1038/383443a0 PMID: 8837778
64. DiDonato JA, Mercurio F, Karin M (1995) Phosphorylation of IκBα precedes but is not sufficient for its
dissociation from NF-κB. Molecular and Cellular Biology 15: 1302–1311. doi: 10.1128/MCB.15.3.1302
PMID: 7862124
65. Brown K, Gerstberger S, Carlson L, Franzoso G, Siebenlist U (1995) Control of IκBα proteolysis by site-
specific, signal-induced phosphorylation. Science 267: 1485–1488. doi: 10.1126/science.7878466
PMID: 7878466
Developing Domain Models Using Statistics and UML
PLOSONE | DOI:10.1371/journal.pone.0160834 August 29, 2016 26 / 27
66. Baeuerle PA, Baltimore D (1988) Activation of DNA-binding activity in an apparently cytoplasmic pre-
cursor of the NF-κB transcription factor. Cell 53: 211–217. doi: 10.1016/0092-8674(88)90382-0 PMID:
3129195
67. Karin, M., Ben-Neriah, Y.: Phosphorylation meets ubiquitination: The control of NF-κB activity. Annual
Review of Immunology 18, 621–663 (2000)
68. Siebenlist U, Franzoso G, Brown K (1994) Structure, regulation and function of NF-κB. Annual Review
of Cell Biology 10: 405–455. doi: 10.1146/annurev.cb.10.110194.002201 PMID: 7888182
69. Sauro HM (2008) Modularity defined. Molecular Systems Biology 4: 166. doi: 10.1038/msb.2008.3
PMID: 18277382
70. White GC, Bennetts RE (1996) Analysis of frequency count data using the negative binomial distribu-
tion. Ecology 77: 2549–2557. doi: 10.2307/2265753
71. Siegel S (1957) Nonparametric statistics. The American Statistician 11(3): 13–19. doi: 10.1080/
00031305.1957.10501091
72. Read M, Timmis J, Andrews PS, Kumar V (2009) Using UML to model EAE and its regulatory network.
In: Andrews PS, Timmis J, Owens NDL, Aickelin U, Hart E, Hone A, Tyrrell AM (eds.) ICARIS. LNCS
5666: 4–6 Springer.
73. Bersini H (2012) UML for ABM. Journal of Artificial Societies and Social Simulation 15: 9. doi: 10.
18564/jasss.1897
74. Booch G, Rumbaugh J, Jacobson I (1999) The Unified Modeling Language User Guide Reading, MA:
Addison-Wesley.
75. Cook S (2012) Looking back at UML. Software and SystemsModelling 11: 471–480. doi: 10.1007/
s10270-012-0256-x
76. Lacy LW, RandolphW, Harris B, Youngblood S, Sheehan J, Might R et al. (2001) Developing a consen-
sus perspective on conceptual models for simulation systems. In: Proceedings of the 2001 Spring Sim-
ulation Interoperability Workshop.
77. WangW, Brooks R (2007) Improving the understanding of conceptual modelling. Journal of Simulation
1: 153–158. doi: 10.1057/palgrave.jos.4250024
78. Robinson S (2011) Conceptual modeling for simulation: definition and requirements. In: Conceptual
Modeling for discrete-event simulation. Robinson S, Brooks R, Kotiadis K, van der Zee D-J (eds) Boca
Raton, FL: CRC Press.
79. Rumpe B, France R (2011) Variability in UML language and semantics. Software and SystemsModel-
ling 10: 439–440. doi: 10.1007/s10270-011-0210-3
Developing Domain Models Using Statistics and UML
PLOSONE | DOI:10.1371/journal.pone.0160834 August 29, 2016 27 / 27
