Abstract. We study an abstract equation in a reflexive Banach space, depending on a real parameter λ. The equation is composed by homogeneous potential operators. By analyzing the Nehari sets, we prove a bifurcation result. In some particular cases we describe the full bifurcation diagram, and in general, we estimate the parameter λ b for which the problem does not have non-zero solution where λ > λ b . We give many applications to partial differential equations: Kirchhoff type equations, Schrödinger equations coupled with the electromagnetic field, Chern-Simons-Schrödinger systems and a nonlinear eigenvalue problem.
Let X be a reflexive Banach space and X * its topological dual. We denote by · the norm on X. Consider the following equation
where P, T, Q : X → X * and λ is a real positive parameter. Our proposal in this work is to describe a bifurcation result to equation (1.1). We will consider the following hypothesis (see Chabrowski [4] for a detailed account of homogeneous potential operators):
(H) P, T, Q : X → X * are p−1, γ−1 and q−1-homogeneous potential operators respectively, with 1 < p < q < γ. In particular P (0) = T (0) = Q(0) = 0 and the functions P, T , Q : X → R defined by P(u) = P (u)u, T (u) = T (u)u, and Q(u) = Q(u)u, are C 1 and 1 p P ′ (u) = P (u), 1 γ T ′ (u) = T (u), 1 q Q ′ (u) = Q(u), u ∈ X.
We also assume the following hypothesis: (C) The functions u → P(u) and u → T (u) are weakly lower semi-continuous on X and Q is strongly continuous. (E 1 ) P(u) > 0, T (u) > 0 and Q(u) > 0 for each u ∈ X \ {0}. (E 2 ) There exist constants C 1 , C 2 > 0 such that P(u) ≥ C 1 u p and Q(u) ≤ C 2 u q for each u ∈ X. (E 3 ) There exists a constant C > 0 such that
γ−p q−p
T (u)P(u)
γ−q q−p ≤ C, ∀u ∈ X \ {0}.
Define Φ λ : X → R by
We say that a solution to equation (1.1) is a critical point of Φ λ . In order to find critical points to Φ λ , we need a compactness condition: (P S) The energy functional Φ λ satisfies the (P S) condition uniformly in λ > 0, that is, if λ n → λ > 0 and u n ∈ X satisfies Φ λ (u n ) is bounded and Φ ′ λ (u n ) → 0 as n → ∞, then u n has a convergent subsequence. This work is mainly motivated by the recently work of Il'yasov [8] concerning the so-called extreme value for the application of the Nehari manifold method. Indeed, consider an equation of the form
where F, G are C 1 functions in X and Φ λ (u) = G(u) − λF (u) is such that Φ ′ λ (u) = G ′ (u) − λF ′ (u). One can associate to equation (1.3) its Nehari set (see Nehari [11, 12] ) given by N λ = {u ∈ X : Φ ′ λ (u)u = 0}. Observe that every critical point of Φ λ belongs to N λ . Can we say that local minimum points of Φ λ constrained to N λ are critical points of Φ λ on the whole space? In the cited works of Nehari, it turns out that the answer to this question was positive since there the Nehari set was in fact a codimension 1, C 1 manifold, know as Nehari manifold, however in general this is not true and N λ does not need to be a C 1 manifold. So this leads us to our second question: for what values of the parameter λ > 0 does N λ is a manifold?
The extreme values were introduced in [8] and they define thresholds for the applicability of the Nehari manifold method, that is, regions on R for which N λ is a manifold. They are found through the study of the so-called Nonlinear Rayleigh Quotient given by
As we will see in the applications, under our hypotheses, there are cases where the Nehari manifold methods is not applicable since N λ is not a manifold for any λ > 0, nevertheless we were able to provide the existence of two extreme parameters 0 < λ * 0 < λ * < ∞ for which Theorem 1.1. There exists ε > 0 such that for each λ ∈ (0, λ * 0 + ε) problem (1.1) has two solutions u λ , w λ ∈ X \ {0}. Moreover if λ ∈ (0, λ * 0 ], then u λ is a global minimizer to Φ λ , while w λ is a mountain pass solution satisfying Φ λ (u λ ) < 0 < Φ λ (w λ ), ∀λ ∈ (0, λ * 0 ), and
). If λ ∈ (λ * 0 , λ * 0 + ε), then u λ is a local minimizer to Φ λ , while w λ is a mountain pass solution satisfying 
, then u λ is a global minimizer to Φ λ , while w λ is a mountain pass solution satisfying
, then u λ is a local minimizer to Φ λ , while w λ is a mountain pass solution satisfying
Moreover, there exists at least one solution v λ * ∈ X to equation (1.1) with λ = λ * and
As an application of Theorem 1.2 let us consider the following Kirchhoff type equation (see Subsection 6.2)
where a > 0, λ > 0, q ∈ (2, 4) and Ω ⊂ R 3 is a bounded regular domain. We improve the results of Silva [19] with: Theorem 1.3. For each λ ∈ (0, λ * ) problem 1.4 has two positive classical solutions u λ , w λ . Moreover, problem (1.4) has at least a positive classical solutions when λ = λ * and does not have non-zero solutions for λ > λ * , that is, λ b = λ * .
We also give an example where λ b < λ * . Consider the following Schrödinger equation coupled with the electromagnetic field in R 3 (see Subsection 6.1):
where a > 0, ω > 0, λ > 0 and q ∈ (2, 6). As an application of Theorem 1.1 we have a slight improvement of Siciliano and Silva [18] : Theorem 1.4. There exists ε > 0 such that problem 1.5 has two pairs of positive classical solutions (u λ , φ λ ) and (w λ ,φ λ ) for each λ ∈ (0, λ * 0 + ε). Moreover λ b < λ * . We give a third application: consider the nonlinear eigenvalue problem (see Subsection 6.3)
where 2 < q < γ < 2 * , Ω is a bounded regular domain and λ, µ are positive parameters.
Theorem 1.5. For each µ > 0, there exists ε(µ) > 0 such that for each λ ∈ (0, λ * 0 (µ) + ε(µ)) problem (1.6) has two positive classical solutions u λ , w λ . Moreover λ b (µ) < λ * (µ).
As an byproduct we improve Theorem 2.32 of Rabinowitz [16] Theorem 1.6. Suppose that µ = λ, then there exists ε > 0 and λ * > 0 such that for each λ > λ * − ε problem (1.6) admits two positive classical solutions u λ , w λ satisfying:
(1) If λ ≥ λ * , then u λ is a global minimizer to Φ λ while w λ is a mountain pass solution and
(2) If λ * − ε < λ < λ * , then u λ is a local minimizer to Φ λ while w λ is a mountain pass solution and
Moreover, if µ 0 > 0 is the unique value for which
then problem (6.7) does not have non-zero solutions for 0 < λ < µ 0 .
The last application concerns the following gauged Schrödinger equation in dimension 2 including the so-called Chern-Simons term (see Subsection 6.4):
where λ > 0 is a real positive parameter, q ∈ (2, 4) and
Theorem 1.7 (Xia [20] ). There exists ε > 0 such that for each λ ∈ (0, λ * 0 + ε) problem (1.7) has two non-negative solutions u λ , w λ . Bifurcation problems have many applications and a long history (see for example Crandall and Rabinowitz [6] and the references therein). The method described here does not make use of second derivatives and although we do not provide a full bifurcation picture (only in a particular case we provide it), it relies on simple analysis as to the use of the fibering method of Pohozaev [13] , combined with the Nehari sets and standard minimization and min-max arguments. Similar ideas have been employed, for example, in convex-concave problems (see Brown and Wu [3] ).
This work is organized as follows: In the next Section we prove existence of solutions to equation (1.1) for λ ∈ (0, λ * 0 ]. In Section 3 we consider the problem of non-existence of solutions. In Section 4 we deal with the existence of solutions when λ * 0 < λ < λ * and prove Theorem 1.1. In the first Subsection of Section 5 we provide some technical results which are used to understand the value λ b . In the second Subsection we consider a particular example where λ b = λ * and prove Theorem 1.2. In Section 6 we give the applications (Theorems 1.3, 1.4, 1.5, 1.6, 1.7).
2. Existence Of Two Solutions When λ ∈ (0, λ * 0 ] In this Section we prove the following theorem Theorem 2.1. For each λ ∈ (0, λ * 0 ] the problem (1.1) has two solutions u λ , w λ ∈ X \ {0}. Moreover u λ is a global minimizer while w λ is a mountain pass solution satisfying
In order to prove Theorem 2.1 we need some preliminary results. For λ > 0 definê
Proposition 2.2. Let λ > 0 and suppose that there exists u ∈ X \ {0} such that Φ λ (u) < 0. Then there exists u λ ∈ X \ {0} such that
Proof. Indeed, note thatΦ λ < 0. From (C) we have that Φ λ is weakly lower semi-continuous. Once (P S) is satisfied we can use the Ekeland's Variational Principle to find u λ ∈ X \ {0} such thatΦ λ = Φ λ (u λ ) and once Φ λ is C 1 we also have that Φ ′ λ (u λ ) = 0. Since Proposition 2.2 implies the existence of the global minimum of Theorem 2.1, we need to verify for what values of λ > 0 does there exists u ∈ X \ {0} such that Φ λ (u) < 0. To this end we study the Nehari sets associated with the energy functional Φ λ .
For each λ > 0 and u ∈ X \ {0}, consider the fiber map ϕ λ,u : (0, ∞) → R defined by
We introduce the Nehari set N λ = {u ∈ X : ϕ ′ λ,u (1) = 0}, and note that The following result will prove useful Lemma 2.4. For each λ > 0 for which N λ = ∅ there holds
and (E 2 ) we conclude that
and since p < q we obtain
Now we study the fiber maps. Due to hypothesis (H) we have the following Proposition 2.5. For each λ > 0 and u ∈ X \ {0}, there are only three possibilities for the graph of ϕ λ,u
I) The function ϕ λ,u has only two critical points, to wit, 0 < t
The function ϕ λ,u has only one critical point when t > 0 at the value t λ (u). Moreover, ϕ ′′ λ,u (t λ (u)) = 0 and ϕ λ,u is increasing; III) The function ϕ λ,u is increasing and does not have critical points.
Observe from Proposition 2.5 that the existence of u ∈ X \ {0} satisfying Φ λ (u) < 0 is possible if, and only if, ϕ λ,u (t + λ (u)) < 0, which leads us to study the following system of equations: for u ∈ X \ {0} consider the system
, which has a unique solution (t 0 (u), λ 0 (u)) given by
The functions λ 0 (u) has the following geometrical interpretation:
is the unique parameter λ > 0 for which the fiber map ϕ λ,u has a global minimum critical point with zero energy at t 0 (u). Moreover, if
Proof. The uniqueness of λ 0 (u) comes from equation (2.1). If 0 < λ < λ 0 (u) then from the definition we have
and therefore inf t>0 ϕ λ,u (t) = ϕ λ,u (0) = 0.
Proposition 2.7. The function u → λ 0 (u), u ∈ X \ {0} is 0-homogeneous, continuous and bounded from above.
Proof. The 0-homogeneity and continuity are straightforward and the boundedness follows from (E 3 ).
, and observe from Proposition 2.7 that λ * 0 < ∞. As a straightforward consequence of Propositions 2.6 and 2.7 we have an answer to the question "for what values of λ > 0 does there exists u ∈ X \ {0} such that Φ λ (u) < 0?" Corollary 2.8. There exists u ∈ X such that Φ λ (u) < 0 if, and only if λ ∈ (0, λ * 0 ). Now we turn our attention to the second solution. If λ ∈ (0, λ * 0 ), then from Corollary 2.8 there exists v λ such that Φ λ (v λ ) < 0. Define
In order to provide a Mountain Pass Geometry to the function Φ λ we prove the following Proposition 2.9. There exist C λ > 0 and ρ λ > 0 satisfying
Proof. Indeed from (E 1 ) and (E 2 ) we have the inequality
and since p < q, the proof is complete.
The existence of a mountain pass critical point is immediately:
The Mountain Pass Geometry given by Proposition 2.9 combined with (P S) implies the existence of w λ ∈ X \ {0} such that Φ ′ λ (w λ ) = 0.
Proof of Theorem 2.1. Suppose that λ ∈ (0, λ * 0 ), then Corollary 2.8 combined with Proposition 2.2 implies the existence of a global minimizer u λ such that Φ λ (u λ ) < 0. The mountain pass critical point comes from Corollary 2.10. The case λ = λ * 0 goes as following: 1): Global Minimizer Take a sequence λ n ↑ λ * 0 and a corresponding sequence u n := u λn satisfying Φ λn (u n ) < 0 and Φ ′ λn (u n ) = 0 for each n ∈ N. Since 0
=Φ λ ′ and hence we can assume without loss of generality that
From (P S) we conclude that u n → u in X and from Proposition 2.4 it follows that u = 0. Therefore Φ λ * 
where
combined with Proposition 2.5 and (P S) implies the existence of w
To conclude observe from the definitions that
A Non Existence Result
In this Section we describe a non existence result. To this end observe that if Φ ′ λ (u) = 0, then u ∈ N λ therefore, for each λ > 0 for which N λ = ∅ we must conclude that problem (1.1) does not have non-zero solutions. We characterize the set of λ for which N λ = ∅ which leads us to study the following system: note that tu ∈ N 0 λ for t > 0 and u ∈ X \ {0} if and only if
Similar to the system (2.1), this system has a unique solution (t(u), λ(u)) which is given by
The function λ(u) has the following geometrical interpretation Proposition 3.1. For each u ∈ H 1 0 (Ω) \ {0} we have that λ(u) is the unique parameter λ > 0 for which the fiber map ϕ λ,u has a critical point with second derivative zero at t(u). Moreover, if 0 < λ < λ(u), then ϕ λ,u satisfies I) of Proposition 2.5 while if λ > λ(u), then ϕ λ,u satisfies III) of Proposition 2.5.
Proof. The uniqueness of λ(u) comes from equation (3.1). Assume that λ ∈ (0, λ(u)), then ϕ λ,u must satisfies I) or III) of Proposition 2.5. We claim that it must satisfies I). Indeed, suppose on the contrary that it satisfies III). Once
we reach a contradiction since ϕ ′ λ(u),u (t(u)) = 0, therefore ϕ λ,u must satisfies I). Now suppose that λ > λ(u), then
and hence ϕ λ,u must satisfies III). 
ii) The function u → λ(u), u ∈ X \ {0} is 0-homogeneous, continuous and bounded from above. iii) There exists u ∈ X \ {0} such that
just observe that the function [q, ∞) ∋ γ → C(p, q, γ) is increasing for 1 < p < q and satisfies C(p, q, q) = 1.
ii) The 0-homogeneity and continuity are straightforward and the boundedness follows from (E 3 ).
iii) This is a consequence of i) and Remark 1.
From Proposition 3.2 we have that Proof. In fact, if λ > λ * then from Proposition 3.1 we obtain that N λ = ∅ which implies the desired non existence.
Existence Of Two Solutions Locally Near
In this Section we analyze the existence of solutions when λ > λ * 0 . Note from Proposition 3.2 that λ * 0 < λ * , so it remains to understand what happens on the interval (λ * 0 , λ * ]. We prove the following local result Theorem 4.1. There exists ε > 0 such that for each λ ∈ (λ * 0 , λ * 0 + ε) problem (1.1) has two solutions u λ , w λ ∈ X \ {0}. Moreover u λ is a local minimizer while w λ is a mountain pass solution satisfying
, then we set ε = min{ε 1 , ε 2 } and the proof is complete.
Before we go further, we need to establish some notation, but first we need the following
From Proposition 2.4 the proof is complete.
Let us recall that by Proposition 2.9, for each λ > 0 there exist positive constants ρ λ , C λ such that Φ λ (u) ≥ C λ for each u = ρ λ . Since
we can assume without loss of generality that (the constant on the right side is given by Lemma 2.4)
We choose δ > 0 in Proposition 4.2 in such a way that
is the constant given by Lemma 4.3.
From now on we suppose that ε > 0 is given as in Proposition 4.2 in correspondence with the above fixed δ > 0.
Proof. Indeed, fix u ∈ X \{0} such that u = ρ λ . If by one hand ϕ λ,u satisfies I) of Proposition 2.5, then
If on the other hand, ϕ λ,u satisfies II) or III) of Proposition 2.5 then
By combining (4.4) with (4.5) and the definition ofĴ λ , we obtain the desired equality.
Proof. Fix λ ∈ (λ * 0 , λ * 0 + ε) and let {u n } ⊂ N + λ ∪ N 0 λ be a minimizing sequence forĴ λ < δ by Proposition 4.2. Since δ < min{C λ ,D} and, by Lemma 4.3, Φ λ (u) ≥D on N 0 λ , we can assume that {u n } ⊂ N + q is bounded away from N 0 λ and hence, by the Ekeland's Variational Principle, we can also suppose that Φ ′ λ (u n ) → 0. We conclude from (P S) that u n → u in X with u ≥ C > ρ λ . Setting u λ := u clearly we obtain that u λ ∈ N + λ and Φ λ (u λ ) =Ĵ λ . Due to the definition of λ * 0 and the fact that λ > λ * 0 , we conclude that Φ λ (u λ ) > 0. Now we turn our attention to the second solution. Let λ ∈ (λ * 0 , λ * 0 + ε) and u λ ∈ N + λ (given by Proposition 4.5) such that Φ λ (u λ ) =Ĵ λ . Define
Proof. Indeed, we combine Proposition 2.9 with the inequality min{C λ ,D} > δ ≥Ĵ λ = Φ λ (u λ ) (see (4.2)) and u λ > ρ λ (see Proposition 4.5), to obtain a Mountain Pass Geometry for the functional Φ λ . The existence of w λ ∈ X \ {0} satisfying Φ λ (w λ ) = c λ and Φ ′ λ (w λ ) = 0 follows from (P S) while the inequality is a consequence of Proof of Theorem 1.1. Indeed, the proof is a consequence of Theorems 2.1, 3.3 and 4.1.
Global Existence of Solutions And The Turning Point
In this Section we study the maximal parameter for which problem (1.1) has non zero solutions. We divite it in two Subsections. In the first one we give some abstract results which will be used to study globally existence of solutions for λ ∈ (0, λ * ]. In the second Subsection we consider a particular case of equation (1.1) for which existence of solution is provided for all λ ∈ (0, λ * ]. In the next Section we give examples where (1.1) does not have solutions for λ close to λ * .
General Results. Define
We alread know from Theorems 3.3 and 4.1 that
Although we were not able to quantify λ b variationally, we will show examples where λ b = λ * or λ b < λ * . To this end we will need the following result
Proof. In fact, from Proposition 3.1 and item iii) of Proposition 3.2 it follows that N λ * = ∅ and if u ∈ N λ * then λ(u) = λ * . Since u is a global maximizer of the C 1 function X ∋ v → λ(v), it follows that λ ′ (u) = 0 which implies that
Once u ∈ N λ * implies that
we conclude that pP (u) + λ * γT (u) − qQ(u) = 0.
For the next proposition we assume that t(u) is given by (3.2). Moreover lim
Proof. Indeed, let t λ ≡ t + λ (u) and note that t λ satisfies ψ ′ λ (t λ ) = 0 for each λ ∈ (0, λ(u)). By implicit differentiation and the fact that ψ ′′ λ (t λ ) > 0, we conclude that (0, λ(u)) ∋ λ → t + λ (u) is decreasing and continuous, which proves i). The proof of ii) is similar and the limits lim λ↑λ(u)
are straightforward from the definitions.
5.2.
A Particular Case. In this Subsection we study a particular case of equation (1.1) where globally existence of solutions can be proved for all λ ∈ (0, λ * ], that is, λ b = λ * . In the next Section we give an application of this result to a Kirchhoff type equation. We assume throughout this Subsection that T (u) = P(u) γ p , ∀u ∈ X, and we prove Theorem 5.4. For each λ ∈ (0, λ * ) there exists u λ , w λ ∈ X which are solutions to equation (1.1) and satisies 0 < Φ λ (u λ ) < Φ λ (w λ ). Moreover, there exists at least one solution v λ * ∈ X to equation (1.1) with λ = λ * and
Remark 2. We note here that Theorem 5.4 and all the results of this Subsection still true if
, ∀u ∈ X, where C 3 is a positive constant. Obviously, certain constants that appear have to be adjusted.
We prove first the existence of the local minimizer. Observe that
and one can easily see from (E 2 ) that Proposition 5.5. For each λ > 0 the energy functional Φ λ is coercive.
Now we provide some finer estimates over the Nehari sets in order to prove existence of solutions for all λ ∈ (0, λ * ].
Proposition 5.6. For each λ ∈ (0, λ * ] for which N 0 λ = ∅, there holds
Proof. In fact, if u ∈ N 0 λ , then ϕ ′ λ,u (1) = ϕ ′′ λ,u (1) = 0 which implies that
It follows from (5.1) that
Moreover, from (5.1) we also have that
We combine (5.2) with (5.3) to get the second equality. The proof of the inequalities are similar, by noting that instead of ϕ ′′ λ,u (1) = 0 in the second line of (5.1), we would have ϕ ′′ λ,u (1) < 0 or ϕ ′′ λ,u (1) > 0. We see from Proposition 5.6 that the energy functional is constant and decreasing over the Nehari set N 0 λ . We will use this fact to prove that Proposition 5.7. Assume that λ ∈ (0, λ * ), then for each u ∈ N − λ there holds
Proof. Indeed, suppose on the contrary that there exists u ∈ N − λ such that
As a consequence of Proposition 5.7, we now give another proof of Proposition 4.5 (existence of local minimizers) in this particular case, for all λ ∈ (λ * 0 , λ * ). Theorem 5.8. For each λ ∈ (λ * 0 , λ * ) there exists u λ ∈ N + λ such that
Proof. Indeed, suppose that u n ∈ N + λ ∪ N 0 λ is a minimizing sequence toĴ + λ . From Proposition 5.5, we can assume without loss of generality that u n ⇀ u in X. We claim that u = 0. Indeed if u = 0, then from the equality P(u n ) + λP(u n ) γ p − Q(u n ) = 0, ∀n, and hypothesis (C) and (E 2 ) we obtain that u n → 0 as n → ∞, which contradicts Lemma 2.4 and therefore u = 0. Now we claim that u n → u in X. If on the contrary we have that u n u in X, then
and hence ϕ λ,u must satisfies I) of Proposition 2.5 with t
which is a contradiction since t + λ (u)u ∈ N + λ . We conclude that u n → u in X as n → ∞ and consequently Φ λ (u) =Ĵ λ and u ∈ N + λ ∪ N 0 λ , however, from Proposition 5.7 we have that the energy of Φ λ ovet N 0 λ is constant and bigger thanĴ + λ and therefore u ∈ N + λ ,
From the definition of λ * 0 we conclude thatĴ λ = Φ λ (u) > 0 and from Lemma 2.3 it follows that Φ ′ λ (u) = 0. By setting u λ := u the proof is complete. Now we turn our attention to the second solution. We start with the following technical Lemma:
Lemma 5.9. Let λ ∈ [λ * 0 , λ * ) and assume that u ∈ X satisfies
If ϕ λ,u satisfies I) of Proposition 2.5, then
If ϕ λ,u satisfies II) or III) of Proposition 2.5, then
Proof. If ϕ λ,u satisfies I) of Proposition 2.5, then
where the first inequality is a consequence of Proposition 5.6. In fact, since
and P(tu) = t p P(u), we must conclude that t
If v ∈ N 0 λ , it follows from Proposition 5.6 that
and hence
for all t > 0, therefore, from Proposition 5.7 we conculde that
Proof. Indeed, the inequality
is a consequence of Lemma 5.9. We claim that
In fact, if on the contrary the equality is true, then there exists a sequence
such that Φ λ (u n ) →Ĵ λ . From Lemma 5.9 and Theorem 5.8, we may assume without loss of generality that u n satisfies I) of Proposition 2.5 for all n and therefore
is a minimizing sequence toĴ λ . Arguing as in Theorem 5.8 we obtain that t
which clearly contradicts Proposition 5.6 and thus
As a Corollary of Proposition 5.10 we have a Mountain Pass Geometry for all λ ∈ (λ * 0 , λ * ): indeed, for all λ ∈ (λ * 0 , λ * ) fix u λ given by Theorem 5.8 and definẽ c λ = inf
Now we prove Theorem 1.2:
Proof of Theorem 1.2. In fact, the proof follows from Theorems 1.1 and 5.4.
Applications
In this Section we provide some applications.
A Schrödinger Equation Coupled
With the Electromagnetic Field. In the paper of d'Avenia and Siciliano [7] the following system in R 3 has been studied
where a > 0, ω > 0, λ > 0 and q ∈ (2, 6). The system appears when one looks for stationary solutions u(x)e iωt of the Schrödinger equation coupled with the Bopp-Podolski Lagrangian of the electromagnetic field, in the purely electrostatic situation. Here u represents the modulus of the wave function and φ the electrostatic potential. From a physical point of view, the parameter λ has the meaning of the electric charge and a is the parameter of the Bopp-Podolski term.
In the cited paper, it has been shown that the problem can be addressed variationally. Indeed introducing the Hilbert space
, it can be proved that for every u ∈ H 1 (R 3 ) there is a unique solution φ u ∈ D of the second equation in the system, that is
Moreover it turns out that
By using the classical by now reduction argument one is led to study, equivalently, the single equation
containing the nonlocal term φ u u. In the more recent work of Siciliano and Silva [18] , by considering q ∈ (2, 3], the authors were able to extend the results of [7] and also the results of Ruiz [17] (case where a=0). Indeed, note that (6.4) is a particular case of (1.1), to wit, let
is the Sobolev space of radial functions. Note here that p = 2, γ = 4 and 2 < q ≤ 3. It was show in [18] that P, T, Q satisfies all the hypothesis of this work and hence problem (6.1) has two non-zero solutions on the interval (0, λ * 0 + ε) and does not have non-zero solutions for λ > λ * .
Let us apply Proposition 5.2 to this case:
We improve the non existence result of [18] : Proposition 6.2. There exists ǫ > 0 such that problem (6.1) does not have non-zero solutions for λ ∈ (λ * − ǫ, λ * ].
Proof. Let us start with the case λ = λ * . Suppose that u is a solution to problem (6.1). Since u ∈ N λ * it follows from Corollary 6.1 that
and therefore
We can assume that u is continuous (see [7] ) and since φ u (x) = 0 if, and only if u(x) = 0 almost everywhere, it follows that u does not change sign in R 3 . We claim that u(x) = 0 for all x. Let us assume, on the contrary and without loss of generality, that u(x) > 0 for each x, then
From [7] we know that φ u ∈ C 4 (R 3 ) and φ u ∈ H 4 (R 3 ). Just for the sake of clarity we deal with the case a = 0, the case a > 0 being similar. From equation (6.2) we obtain that
which implies that
and since (6.5) implies that
we conclude that
Since lim x→∞ u(x) = 0 and q − 6 < 0, we reach a contradiction and therefore u(x) = 0 for each x ∈ R 3 . Now we prove that there exists ǫ > 0 such that for each λ ∈ (λ * − ǫ, λ * ] the only solution to equation (6.1) is u = 0. Indeed, on the contrary we can find a sequence λ n ↑ λ * and a corresponding sequence of solutions u n = 0 to (6.1) with λ = λ n . Since u n satisfies (P S) we conclude that u n → u in H 1 r (R 3 ) and u is a solution to (6.1) for λ = λ * and from Lemma 2.4 it follows that u = 0, however, this is a contradiction and hence there exists ǫ > 0 such that for each λ ∈ (λ * − ǫ, λ * ] the only solution to equation (6.1) is u = 0.
Remark 4.
The difference between the case a = 0 and a > 0 is the calculus of ∆ 2 (u q−2 ) which is very extensive but results in the same contradiction at the end.
We conclude this Subsection with the main result of [18] , improved with respect to the non-existence result, which is a consequence of Proposition 6.2. Theorem 6.3. There exists ε > 0 such that for each λ ∈ (0, λ * 0 +ε) one can find u λ , w λ ∈ H 1 0 (Ω) which are solutions to equation (6.4) and satisies
6.2. Some Kirchhoff Type Problems. The following Kirchhoff type equation was studied in [19] (6.6)
where a > 0, λ > 0, q ∈ (2, 4) and Ω ⊂ R 3 is a bounded regular domain. The main goal of the work was to provide a bifurcation diagram to (6.6) by considering only standard variational techniques, to wit, minimization over the Nehari manifolds and Mountain Pass Theorem. Kirchhoff type equations have been extensively studied in the literature. It was proposed by Kirchhoff in [9] as a model to study some physical problems related to elastic string vibrations and since then it has been studied by many authors, see for example the works of Lions [10] , Alves et al. [1] , Wu et al. [5] , Zhang and Perera [21] , Pucci and Rȃdulescu [15] and the references therein. Physically speaking if one wants to study string or membrane vibrations, one is led to the equation (1.1), where u represents the displacement of the membrane, |u| p−2 u is an external force, a and λ are related to some intrinsic properties of the membrane. In particular, λ is related to the Young modulus of the material and it measures its stiffness.
In [19] it was show the existence of a positive solution (minimization) for all λ ∈ (0, λ * ] and a second positive solution (mountain pass) for λ ∈ (0, λ * 0 + ε) and non existence of solutions for λ > λ * . We complete this result by giving now a full bifurcation diagram to (6.6). Define
where X = H 1 0 (Ω) and u represents the standard Sobolev norm. It was show in [19] that P, T, Q satisfies all the hypothesis of this work. Note here that p = 2, γ = 4 and 2 < q < 4. Since
it follows from Remark 2 and Theorem 5.4 that Theorem 6.4. For each λ ∈ (0, λ * ) there exists u λ , w λ ∈ H 1 0 (Ω) which are solutions to equation (6.6) and satisies
Moreover, there exists at least one solution v λ * ∈ H 1 0 (Ω) to equation (1.1) with λ = λ * and
6.3. A Nonlinear Eigenvalue Problem. Consider the equation
where 2 < q < γ < 2 * , Ω is a bounded regular domain and λ, µ are positive parameters. Define
for X = H 1 0 (Ω). We claim that P, Q, T satisfies all the hypothesis of this work. Indeed, the hypothesis (H), (C), (E 1 ), (E 2 ) can be easily verified. Hypothesis (E 3 ) is a consequence of Lemma 6.5. There exists a constant C > 0 such that
Proof. In fact, note that
Once
Now we prove the (P S) condition Lemma 6.6. The energy functional Φ λ satisfies condition (P S).
Proof. Indeed, assume that λ n → λ > 0 and u n ∈ H 1 0 (Ω) satisfies Φ λ (u n ) is bounded and Φ ′ λ (u n ) → 0 as n → ∞. We claim that u n is bounded in H 1 0 (Ω). In fact, if not then up to a subsequence, u n → ∞ as n → ∞ which implies that (Φ λ is coercive)
which is a contradiction since Φ λ (u n ) is bounded. Therefore u n is bounded and up to a subsequence we can assume that u n ⇀ u in
Since (6.7) also depends on µ, we write λ * 0 (µ), λ * (µ), λ b (µ), ε(µ), where ε(µ) is given by Proposition 4.2 for each µ > 0 fixed Theorem 6.7. For each µ > 0, there exists ε > 0 such that for each λ ∈ (0, λ * 0 (µ) + ε(µ)) one can find u λ , w λ ∈ H 1 0 (Ω) which are solutions to equation (6.6) and satisies
Proof. Theorems 2.1 and 4.1 guarantee the existence of u λ , w λ satisfying those inequalities. We alread know that λ b (µ) ≤ λ * (µ). Let us prove that λ b (µ) < λ * (µ). Indeed, first observe from Proposition 5.2 that if u satisfies equation (6.7) with λ = λ * (µ), then
and therefore (γ − 2)λ * (µ)|u| γ−2 u = (q − 2)|u| q−2 u, a.e. x ∈ Ω, which implies that u = 0. It follows that equation (6.7) has no non-zero solutions when λ = λ * (µ). Arguing as in the proof of Proposition 6.2, we conclude that there exists ǫ > 0 such that for each λ ∈ (λ * (µ) − ǫ, λ * (µ)] the only solution to equation (6.7) is u = 0 and therefore
Before we prove our next result, let us turn our attention to the functions (0, ∞) ∋ µ → λ * 0 (µ), λ * (µ), λ b (µ), ε(µ) and prove some auxiliary Lemmas. Define
Lemma 6.8. For each µ > 0 there holds
and
Proof. Once
the proof is a consequence of the definitions of λ * 0 (µ) and λ * (µ). The next Lemma, which is similar to Proposition 4.2, however, it takes into account the parameter µ, can be proved by using the uniformly continuity of λ * (µ), λ * 0 (µ) on compact intervals [a, b] and the fact that the set [16] Theorem 2.32 (see also Ambrosetti and Rabinowitz [2] ) the following result was proved Theorem 6.10. Suppose that µ = λ, then there exists λ > 0 such that for each λ > λ, problem (6.7) has two positive solutions u λ , w λ ∈ H 1 0 (Ω) satisfying Φ λ (u λ ) < 0 < Φ λ (w λ ).
Remark 5.
As one can see in [16] , u λ , w λ were found as critical points of a modified energy functional. In fact u λ is a global minimum and w λ is a mountain pass critical point.
We now show that Theorem 6.10 can be proved by using the technique proposed here. In fact, we prove Theorem 6.11. There exists ε > 0 and λ * > 0 such that problem (6.7) admits two positive classical solutions u λ , w λ for each λ > λ * − ε and µ = λ satisfying:
(1) If λ ≥ λ * , then u λ is a global minimizer to Φ λ while w λ is a mountain pass solution and Φ λ (u λ ) < 0 < Φ λ (w λ ), ∀ λ ∈ [λ * , ∞), Φ λ * (u λ * ) = 0 < Φ λ * (w λ * ). (2) If λ * − ε < λ < λ * , then u λ is a local minimizer to Φ λ while w λ is a mountain pass solution and 0 < Φ λ (u λ ) < Φ λ (w λ ), ∀ λ ∈ (λ * − ε, λ * ). Moreover, if µ 0 > 0 is the unique value for which µ 0 = λ * (µ 0 ), then problem (6.7) does not have non-zero solutions for 0 < λ < µ 0 and µ = λ.
Proof. Indeed, from Lemma 6.8 we have that and λ * 0 (µ) < λ * (µ) for all µ > 0, there exists 0 < µ 0 < λ * such that (6.8) µ > λ * (µ), ∀µ ∈ (0, µ 0 ); µ 0 = λ * (µ 0 ); µ < λ * (µ), ∀µ > µ 0 , and (6.9) µ > λ * 0 (µ), ∀µ ∈ (0, λ * ); λ * = λ * 0 (λ * ); µ < λ * 0 (µ), ∀µ > λ * . From now on we suppose that µ = λ.
By one hand, the non-existence result for 0 < λ < µ 0 is a consequence of (6.8) and Theorem 3.3.
On the other hand, if λ ≥ λ * , then (6.9) combined with Theorem 6.7 implies the existence of u λ , w λ ∈ X \ {0} satisfying: u λ is a global minimizer while w λ is a mountain pass solution and Φ λ (u λ ) < 0 < Φ λ (w λ ), ∀λ ≥ λ * ,
To conclude the proof, fix a interval of the form [a, λ * ] with a ∈ (µ 0 , λ * ). Observe that the constants defined after Lemma 4.3 and before Proposition 4.4, which are used to prove existence of two solutions after λ * 0 (µ), can all be choose uniformly with respect to µ ∈ [a, λ * ]. Therefore, we can assume that ε(µ) is choosen in such a way that ε(µ) > θ for all µ ∈ [a, λ * ], where θ > 0 is given by Lemma 6.9.
It follows that there exists ε > 0 such that for all µ ∈ (λ * − ε, λ * ) we have that λ * 0 (µ) < µ < λ * 0 (µ) + θ < λ * 0 (µ) + ε(µ), ∀µ ∈ (λ * − ε, λ * ), 24 K. SILVA and hence Theorem 6.7 implies the existence of u λ , w λ ∈ X \ {0} satisfying: u λ is a local minimizer while w λ is a mountain pass solution and 0 < Φ λ (u λ ) < Φ λ (w λ ), ∀λ ∈ (λ * − ε, λ * ). Equation (6.10) comes from the study of the standing waves of Chern-Simons-Schrödinger System which describes the dynamics of a large number of particles in a electromagnetic field. For a more detailed account of the physical interpretation of equation (6.10) and previous results we refer the reader to the works of Pomponio and Ruiz [14] and the recent work of Xia [20] . Let where X := H 1 r (R 2 ) ⊂ H 1 (R 2 ) is the Sobolev space of radial functions. Note here that p = 2, γ = 6 and 2 < q < 4. It was show in [20] that P, T, Q satisfies all the hypothesis of this work and hence Theorem 6.12 (Xia [20] ). There exists ε > 0 such that for each λ ∈ (0, λ * 0 + ε) one can find u λ , w λ ∈ H 1 r (R 2 ) which are solutions to equation (6.10) and satisies Φ λ (u λ ) < 0 < Φ λ (w λ ), ∀λ ∈ (0, λ * 0 ), Φ λ * (u λ * ) = 0, and 0 < Φ λ (u λ ) < Φ λ (w λ ), ∀λ ∈ (λ * 0 , λ * 0 + ε). Moreover, λ
