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The notions of constant, discrete-time, and linear dynamical systems over a com- 
mutative ring and their corresponding input/output maps are defined and studied. 
Classical stability theory is generalized to systems over fields complete with respect o 
a rank-one valuation. The resulting "p-adic stability theory" is used to solve the 
realization problem for matrix sequences over a broad class of integral domains, 
generalizing results first announced in Rouchaleau, Wyman, and Kalman [Proc. Nat. 
Acad. Sci. U.S.A. 69 (1972), 3404-3406]. 
1. INTRODUCTION 
During the last ten years, the theory of linear dynamical systems has undergone 
considerable changes. We now have a sophisticated algebraic framework, due primarily 
to a sequence of important papers by R. E. Kalman, which provides the proper 
setting for the treatment of controllable systems, observable systems, and the realiza- 
tion problem for given input/output maps. We shall be exclusively concerned with 
the discrete-time aspects of this theory, as presented in Kalman, Falb, and Arbib 
[12, Chap. X], and we refer to this source for detailed references to earlier work. 
Kalman [11] is another good source for this material. 
This line of research as made it clear that many of the central results of linear 
system theory remain valid over an arbitrary field; consequently, the classical theory 
of sampled-data systems (see, e.g., [9]) over the real or complex field, recent work 
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on convolutional coding [8] dealing with systems over a finite field, can all be viewed 
as applications of a single theory. 
On the other hand, Kalman's formulation of the central concepts does not even 
require that the coefficients involved lie in a field, and it is natural to ask how much 
of the theory can be generalized to systems over general commutative rings. Of 
particular interest is the theory of systems over the ring 7- of ordinary integers, since 
one might hope for applications similar to the uses of integer programming. Further 
motivation for the study of linear systems over rings comes from E. W. Kamen's 
recent use [13] of rings of distributions to study infinite-dimensional continuous 
time systems. 
This paper is primarily concerned with the realization theory of linear systems 
over integral domains, and generalizes results first reported in Rouchaleau, Wyman, 
and Kalman [16]. Since the algebraic theory of linear systems over fields is well 
understood, it is natural to try to relate the properties of systems over an integral 
domain R to properties of systems over the field of fractions K. The corresponding 
"descent problem" is stated precisely in Section 2. 
The main tool in our work, the "p-adic stability theory" of Section 5, blends 
algebraic number theory and classical stability theory for linear systems over the 
real and complex numbers. This stability theory seems to be adequate for the study 
of a large class of rings, called "rings with rank-one normalization" in Section 6, 
and this paper is primarily concerned with these rings. From another point of view, 
this work is closely related to a long sequence of papers on rational formal power 
series, stretching from a classical paper of Fatou [7] to definitive recent results by 
Benzaghou [2], Chabert [4], and Cahen and Chabert [3]. Many of the results in 
this paper appear either in the first author's Stanford issertation [15], written under 
the direction of R. E. Kalman, or in a set of lecture notes by the second author [17]. 
We would like to thank M. Fliess for detailed comments on an earlier version of 
this paper. 
2. THE DESCENT PROBLEM FOR REALIZATIONS 
Let R be a commutative ring with 1. 
DEFINITION 2.1. A constant, discrete-time, linear dynamical system Z over the 
ring R consists of three R-modules, X, U, and Y, together with three R-module maps 
F: X -*X ,  
G: U -*X ,  
H :X -*  Y. 
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We will usually omit most of the adjectives and speak of the R-system 27 = 
(X, U, Y; F, G, H), or just 27 = (F, G, H). 
We have the following "dynamical interpretation" in mind. We are given a time 
set T = Z, the set of integers ordered in the usual way. At time t ~ T, say the system 
27 is in a certain state xt, which is a member of the state module X, and 27 sends an 
output Yt = Hxt to the output module Y. Also, the system receives an input ut from 
the input module U and moves to the next state xt+ 1 = Fxt + Gut. (Note that the 
input ut does not affect he output yt .) To summarize: 
xt+l = Fxt + Gut, 
(2.2) 
Yt = Hx,.  
The adjective "constant" in Definition 2.1 refers to the fact that F, G, and H are 
independent of the time t. 
Throughout this paper, the modules X, U, and Y will always be assumed to be 
free, finitely generated R-modules: X_~ R n, U~---R m, Y~---RL (The integer n 
will be called the rank of the R-system 27.) Under this hypothesis, we can think of 
F, G, and H as matrices with coefficients in R. Matrices will be written on the left, 
so thatF i sn  •  G isn  • m, andHisp  •  
DEFINITION 2.3. Let Z= (F, G, H) be an R-system. Then the input~output 
map, or R-matrix sequence, associated to Z is the sequence {Ai} , Ai = HFi-aG, 
i = 1, 2, 3 ..... 
DEFINITION 2.4. Given a sequence {Ai} of p • m R-matrices, {Ai} is realized 
by the R-system 27 = (F, G, H) if Ai = HFi-IG. An R-matrix sequence {Ai} is 
R-realizable if {Ai} can be realized by some R-system 27 of finite rank. 
If R is a commutative ring with 1, and S is any overring of R, then any R-matrix 
sequence {Ai} can be considered as an S-matrix sequence. If {Ai} is realized over R 
by an R-system 27 = (F, G, H), then 27, viewed as an S-system, gives an S-realization 
of {Ai}, so any R-realizable R-matrix sequence is certainly S-realizable. The converse 
question is much deeper. 
THE DESCENT PROBLEM. Given rings R C S and an R-matrix sequence {Ai) 
which is S-realizable, does it follow that {Ai} is R-realizable ? 
If this problem has an affirmative answer for particular R and S, we say, borrowing 
from the language of algebraic geometry, that we can descend from S to R. 
In this paper, we shall be primarily concerned with the descent problem arising 
from an integral domain R and its field of fractions S = K. The ease of a noetherian 
integral domain R was settled in Rouchaleau, Wyman, and Kalman [16]. 
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THEOREM. Let R be a noetherian i tegral domain with field of fractions K, and let 
{Ai} be an R-matrix sequence which is K-realizable. Then {Ai} is R-realizable. 
The proof of this result given in [16] is highly combinatorial, depending on an 
identity involving certain special determinants. A complete proof of the identity 
will appear in Eilenberg [6, Chap. XVI]. 
If we study a scalar system (m = p = 1) by means of its transfer function, then 
the descent problem for systems i  equivalent to the Fatou problem for rational power 
series, raised by Fatou [7] in 1905 and discussed most recently in Cahen and Chabert 
[3]. This last reference includes a definitive answer to the Fatou problem, and the 
results can be applied to R-matrix sequences by the welt-known trick of considering 
each component scalar sequence (el. [16, (i), p. 3405]). 
The proofs in this paper proceed very differently, staying within the context of 
system theory. A special commutative ring, called the "block column algebra," is 
associated with an input/output map, and this algebra is used in Section 4 to prove 
a descent heorem for integral extensions of arbitrary commutative rings. Then the 
descent problem for realizations over an integrally closed domain is treated by methods 
analogous to classical stability theory. In fact, the notion of a system stable with 
respect o a nonarchimedian valuation is defined and studied in Section 5, and the 
results of this investigation are applied to realizations in Section 6. The program 
succeeds as long as only rank-one valuations are involved, leading to the following 
theorem, to be proved in Section 6. 
MAIN THEOREM 6.3. Let R be an integral domain with fieM of fractions K, and 
let R be the integral closure of R in K. Suppose that R is the intersection of a family 
of rank-one valuation subrings of K. Then every R-matrix sequence {Ai} which is 
K-realizable is also R-realizable. 
The Main Theorem implies the Rouchaleau-Wyman-Kalman Theorem mentioned 
above, since, according to Nagata [14, p. 118, Theor. 33.10], -~ is a Krull ring if R 
is noetherian, so K' is even the intersection of a family of discrete rank-one valuation 
rings. The Main Theorem applies to some nonnoetherian ri gs as well. For instance, 
we can take R to be a nonnoetherian rank-one valuation ring. On the other hand, 
the application of the Cahen-Chabert theory to linear systems yields more general 
results, and we refer the reader to [3] for details. 
3, PREPARATORY MATERIAL 
For the convenience of the reader we present some well-known results in this 
section. The standard fact about realizability of recurrent sequences is proved, 
and the major results from the theory of systems over fields are given with references. 
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DEFINITION 3.1. We say that an R-matrix sequence {Ai} is recurrent with respect 
to the polynomial 
tfi(Z) = Otn zn  "-I- Otn_l zn -1  "2[- . . . .g  f_ O~lZ 4- nO (OQ ~ R) 
if, for i >/O, a,~A,+i+l 4- an-IAn+I 4- "'" 4- %Ai+l = O. 
The next theorem generalizes a well-known result for fields. 
THEOREM 3.2. The R-sequence {Ai} is R-realizable if and only if {Ai} is recurrent 
with respect o some monic polynomial in R[z]. 
Proof. Assume first that L' = (F, G, H) is an R-system which realizes {Ai}, so 
that A i = HFi-IG, i ~ 1. Let r = det (z I -  F), which is a monic polynomial 
in R[z]. By the Cayley-Hamilton theorem for commutative rings (see e.g. Jacobson 
[10, p. 113] or Bourbaki [la, Chap. 7, Sect. 5, No. 4, Remarque 1]), we have r = 0, 
or  
Fn4-o~n_1Fn-14- "" 4- %I = O. 
It follows immediately that HFi~(F)G = 0 for all i ~/O, or 
HF'~+iG + c~n_IHF'~+i-IG 4- "'" 4- noHG = O. 
Therefore, {Ai} is recurrent with respect o r 
Conversely, assume that there exists a monic polynomial 
tfi(Z) 4- Z n 4-  O~n_lZn-1 4-  "'" 4-  O~ 0
which gives a recurrence for {Al}. Let us introduce the following matrices. 
F = 
[;oo o oi] 
I 0 "'" 0 --c~ 2 
0 0 "'" 0 - -~-2  
0 0 "'" I --a~-I 
m 
I: m • m identity matrix, 
O: m • m zero matrix, 
I ]}m 
o J}(n- 1)m 
H = [A1A 2 "'" An]. 
It is easy to check that these matrices do indeed constitute an R-realization of {Ai}. 
Q.E.D. 
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Since many of the proofs in this paper proceed by comparing an R-system with 
the corresponding system over its field of fractions, we take this opportunity to review 
the main definitions and results for systems over fields. This material is taken from 
[11] and [12]. 
Let K be a field, and let 27 = (X, U, Y; F, G, H) be a K-system. Let g2 and F 
be the corresponding input and output spaces, respectively, [12, p. 240]. If f : /2  --. F 
is the input/output map for the system s [12, p. 215, Eq. (2.11)], we can factor f as 
follows. 
\ /  
X 
Here/~ and ~ are the maps called (7 z and Ecz in [11, p. 254]. 
DEFINITION 3.3. The K-system 27 is called completely reachable i f / ,  is surjective, 
completely observable i f ,  is injective, and K-canonical if it is both completely reachable 
and completely observable. 
DEFINITION 3.4 [12, p. 242]. Two K-systems 271 = (Fa, G,, / /1) and s = 
(F2, (;2,//2) are called K-isomorphic (written 271 ~ 272) if there is a nonsingular 
matrix T over K such that F 2 = TFtT -x, G 2 = TG,,  and H 2 =HtT  -1. 
Some basic facts about K-canonical realizations are collected in the next proposition, 
(see [12, Sect. 10.6] for proofs). 
PROPOSITION 3.5. I f  a K-matrix sequence {Ai} is K-realizable, then it is realizable 
by a K-canonical system Z = (X, U, Y; F, G, H) which is unique up to K-isomorphism. 
I f  271 = (XI, U,, ]11 ; F1, G,, Ha) is any other realization of {Ai}, then dimk X 1 >/ 
dim k X, with equality holding if, and only if, X 1 is itself canonical. 
4.  DESCENT FOR INTEGRAL EXTENSIONS OF R INGS 
In this section we prove a descent heorem for integral ring extensions of an 
arbitrary commutative ring. For this, a different formulation of Theorem 2.6 will 
be quite useful. Let {Ai} be an R-matrix sequence, and let C/be the abstract R-module 
generated by the infinite "block columns" 1] Au Aa Ak+a 
V I = V 2 = V~ = 
3 ' 4 ' " "  A +2 ' . . . .  
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Define a product on 0 /by  
We will see that this gives 0/the structure of an R-algebra. 
LEMMA 4.1. The R-module 5, with the product structure defined above, is a com- 
mutative, associative R-algebra which is generated as an R-algebra by the single lement vs. 
Proof. Consider the surjective R-module homomorphism ~: R[z] -+ 5, defined 
by ~'(1) = v 1 , lr(z n) = Vn+l for all n ~ l, and let ~b = ker ~-. By definition, ~b is 
an R-submodule of R[z]. It is easy to see that a polynomial ~(z) is in ~b if and only 
if {AN} is recurrent with respect to ~(z), and that ~b is in fact an ideal in R[z]. Therefore 
5_-~ R[z]/~b is an R-algebra generated by v2 = ~-(z). The induced multiplication 
rule checks with the above definition. Note that v 1 acts as a multiplicative identity. 
Q.E.D. 
DEFINITION 4.2. The algebra 5 of Lemma 4.1 is called the block-column algebra 
of the R-matrix sequence {Ai} , and ~b is called the annihilating ideal of {Ai}. 
Theorem 2.6 can be restated as follows. 
THEOREM 4.3. An R-matrix sequence {AN} is R-realizable if and only if the following 
equivalent conditions hold. 
(1) The annihilating ideal 4' of {AN} contains a monic polynomial ~b(z). 
(2) The block-column algebra 0[ of (Ai} is a finitely generated R-module. 
(3) The generator Vz of 5 is integral over R. 
Proof. Statement (1) is equivalent o realizability by Theorem 2.6. To show 
that (1), (2), and (3) are equivalent, note first of all that 5 is an R-algebra, and (3) 
says that v2, considered as a member of 5,  satisfies a relation ~b(v2) = 0 for some 
monic polynomial ~b(z) ~ R[z]. Since ~b(v2) = 0 if, and only if, ~b(z) ~ ~b, we see that 
(3) implies (1). The converse holds almost by definition. 
If (1) holds and ~b(z) has degree n, then 5 is generated over R by the images of 
1, z, ze,..., z "-1. So (1) implies (2). The fact that (2) implies (1) is a standard deter- 
minant argument. See, for example, Zariski and Samuel [18, p. 254]. 
The next theorem gives the desired descent result. 
THEOREM 4.4. Let R be any commutative ring with 1, and let S be an integral 
extension of R. Then every R-matrix sequence which is S-realizable is also R-realizable. 
Proof. Let {Ai} be an R-matrix sequence, and that {Ai} is S-realizable. Let 5 
be the block-column algebra of {A~}. Since {AN} is S-realizable, the generator v~ 
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of (7/is integral over S by Theorem 4.3. But S is integral over R, so v 2 must be integral 
over R as well. Therefore, {Ai) is R-realizable (by another application of Theorem 4.3). 
Q.E.D. 
5. STABILITY THEORY OVER COMPLETE FIELDS 
In this section, we show that the usual stability theory for discrete-time constant 
linear systems over the real or complex number field generalizes immediately to 
any field complete with respect o a valuation. 
Very little valuation theory is needed for this section, and only a few definitions 
are included here. A good concise summary can be found in [5, Chap. II]. 
Let k be a field complete with respect o a rank-one valuation [ I. I f  K/h is a finite 
field extension, then I I can be extended to a valuation ] Ix on K in a unique way. 
If  fl ~ K, then I/3 Ix = ] Normx/k(fl)[ 1/N, N = [K: k], and K is complete. We will 
write I Ix = [ I, since these two valuations agree. 
We will be considering finite-dimensional normed vector spaces over the field k. 
In fact, any finite-dimensional vector space carries a norm. If  v 1 ,..., v,  is any basis 
for V, and v E V, write 
v ---- alv I + "'- + anv,,  ai 9 k, unique. 
Define l[ v tl = max I ai L. This is the "box-norm" with respect to the given basis. 
Although a given vector space V carries many different norms, all of them define 
the same topological structure. More precisely, we have the following. 
DEFINITION 5.1. Two norms k] i]1 and II 112 on V are equivalent if there exist 
constants q ,  c 2 such that I1 v II1 ~< q II v 112 and II v II2 ~ c2 tl v II for all v E V. 
THEOREM 5.2. I f  k is complete, then any two norms on a finite-dimensional vector 
space over h are equivalent. 
Proof. See [5, p. 52]. 
This theorem implies that we can talk about a bounded subset of V, as a convergent 
sequence of vectors, without explicitly giving a norm. 
In particular, if V, W are finite-dimensional, so is Homk(V, W). Any norm on 
Hom~(V, W) will be called an operator norm. We recall the following standard result 
without proof. 
THEOREM 5.3. Let k be a field complete with respect o a valuation ] [, and let V 
be a finite-dimensional vector space over k. Suppose F ~ Homk(V, V), and let H I[ be 
any operator norm on V. 
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(a) There is a real number B such that IIFill ~ B for all i ~ 0 if and only if 
for every eigenvalue h ofF, we have [hi ~< 1. 
(b) II Fi II ~ 0 as i--~ oo if and only if .for every eigenvalue h of F, we have 
I~1<1. 
The definition of stability in this context is the classical one. 
DEFINITION 5.4. Let k be a field with valuation I I. Let 2: = (X, U, Y; F, G, H) 
be a k-system, and let H II be a norm on X. Then 27 is called stable if {11Fi ]1, i = 1, 2,...} 
is bounded. 27 is asymptotically stable if IIF i II-~ 0 on the II II-topology. 
Since k is complete, all norms are equivalent, and the notion of stability is inde- 
pendent of the choice of II II. Theorem 5.3 translates immediately into the following 
main result. 
THEOREM 5.5. Let k be a field complete with respect o a valuation [ 1. Then a 
k-system Z --- (X, U, Y; F, G, H) is stable if and only if I A I ~ 1 for all eigenvalues A 
ofF. The system Z is asymptotically stable if and only if I A I < 1 for all eigenvalues A 
ofF. 
(Although the eigenvalues A do not necessarily lie in k, we can choose a finite 
field extension K/k containing all of them, and consider I I as the unique extension 
of l ] to K.) 
If 27 -- (X, U, Y; F, G, H) is stable, and Ai = HFi-IG, then {[] Ai [[ [ i ~ 1} is 
bounded, since {[[F ~ [1]i ~ 1} is. This motivates the next definition. 
DEFINITION 5.6. Let [I [I be a norm on the space Homk(k m, k~)~---{all p • m 
k-matriees}. A k-matrix sequenee {Ai} is stable if {[I A~ I] [ i ~ 1} is bounded, and 
asymptotically stable if [I Ai ][ --+ 0 as i --~ oo. (These notions are independent of the 
choice of I] I[.) 
The second main result is the converse of the remark above. 
THEOREM 5.7. I f  {Ai} is a stable, k-realizable k-matrix sequence, then every k- 
canonical realization of {Ai} is stable. I f  {Ai} is asymptotically stable, every k-canonical 
realization of {Ai} is asymptotically stable. 
Proof. Let 27 = (F, G, H) be a k-canonical realization of{Ai}. Then A i = HFi-IG, 
and our assumption is that there is a real number B such that, for all i ~ 1, 
11HFi-IG ]1 <-B. Here I1 [I is an operator norm; for example, [I I1 can be given by 
I1MI] = maxi.~lmij [, M = [mij]. We must show that there is a B' such that 
I1Fi-1 [I <~ B' for all i ~> 1. 
To prove this, we resort to calculations using the "generalized Hankel matrix" 
of {Ai}. 
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This matrix is given by 
a (A) = 
A4 A5 
Let n be the dimension of the state space of 27, so that F is an n • n matrix. Define 
auxiliary matrices 
G(n) = [G, FG ..... F.-IG] 
[2] H(n) = HF n--1 
Direct calculation show that 
(size n X nm), 
(size pn • n). 
H (n) Fi-lG(n) i 
where 
Ai A~+I ". Ai+ n ] 
Ai+I 
Ai+n Ai+~nj 
To fix the ideas, we use the maximum-norm introduced above. (A different choice 
would only make slight changes in the constants involved.) We know I[ A~. [] ~ B 
for all j, so that i [] a~fn. ~ 1[ ~ B as well, and I[ H(n)Fi-iG(n)[] ~ B for all i. Since 27 
is h-canonical, it is known [6, p. 392, Comment 1 1.1 3] that G(n) has a left inverse G 1 
("27 is completely reachable"), and H(n) has a right-inverse H 1 ("27 is completely 
observable"). Therefore, 
F ~-1 HtH(n) Fi-XG(n) G x i = = Hl~ff,.nG 1. 
For any two matrices S, T, the maximum norm satisfies the inequality [[ ST [[ 
[[ S [I'[] TI[ " d, where S is s • f, T is f x t. Applying this inequality several times, 
we conclude 
[[ Fi-1 1[ ~ P mn4 I[ H1 [1 " B1 "H G1 [l, 
which gives the required bound on the powers of F. 
The proof for asymptotic stability is entirely similar. Q.E.D. 
We have an immediate corollary. 
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COROLLARY 5.8. Suppose 27 = (F, G, H) is a k-canonical realization for a stable 
(respectively, asymptotically stable) k-matrix sequence {Ai}. Then for every eigenvalue 
ofF, we have ] A I ~ 1, (respectively, I AI < 1). 
We remark that these theorems are false for noncanonical realizations. Actually, 
it is possible to define the notion of stability for a single state, and develop an 
appropriate heory, but we have no need for such a theory here. Finally, the valuations 
discussed in this section are all rank-one valuations (although they need not be discrete). 
One can ask if the results generalize to valuations of higher rank (as defined e.g. in 
[lb, Chap. VIII]). The answer is no; see Example 6.4 in the next section. 
6. REALIZATION THEORY OVER INTEGRAL DOMAINS 
In this section we apply the stability theory of Section 5 to a particular class of 
integral domains. Valuation theory is used to describe the class of rings to be studied, 
and Zariski-Samuel [18, Vol. II, pp. 32-42] and Bourbaki [lb, Chap. VIII] are good 
references for this material. The work described in this section should be compared 
with Benzaghou [2, Chap. III], to which Theorem 6.2 reduces in the scalar case. 
DEFINITION 6.1. (1) An integral domain R with field of fractions K will be called a 
rank-one domain if it is the intersection of all the rank-one valuation rings of K con- 
taining it. 
(2) An integral domain R will be said to have rank-one normalization if the integral 
closure of R in its field of fractions is a rank-one domain. 
The next theorem solves the descent problem for rank-one domains. 
THEOREM 6.2. Let R be a rank-one domain with field of fractions K, and let (Ai} 
be an R-matrix sequence. Then {Ai} is R-realizable if and only if {Ai} is K-realizable. 
Proof. If {Ai} is R-realizable, it is certainly K-realizable. Suppose that {Ai} is 
K-realizable, and let ~' = (F, ~, H) be a canonical K-realization. 
Let I Iv be any rank-one valuation on K whose valuation ring contains R, and let 
K v be the completion of K with respect o ] Iv- By considering {Ai} as a Kv-matrix 
sequence, we can apply the results of Section 5. 
Let A i ra(i)l and define [l Ai II maxr  s I -"> [ as usual. Since R is contained L ~', SJ '  
in the valuation ring of I [~, we have [a Iv ~ 1 for all a~R,  and [I Aill ~ 1 for 
all i. Therefore, the sequence (Ai} is ] Iv-stable, and we conclude from Corollary 5.12 
that I A Iv ~ 1 for all eigenvalues A of/~. (Extend I I~ to an overfield of K v if necessary.) 
Let ~b(z) = z n + an_lz ~-1 + ... + a o be the characteristic polynomial of P. Since 
~b(z) = YI ( z -  A) (product over all eigenvalues), and I Iv is nonarchimedian, it 
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follows that I aj Iv ~ 1 for all j. This holds for all rank-one valuations I I~ whose 
ring contains R, and we can conclude that all the as are in R, since R is a rank-one 
domain. We have shown that the characteristic polynomial of P lies in R[z], so 
Theorem 4.2 implies that {Ai} is R-realizable. Q.E.D. 
We can now prove our main theorem. 
MAIN THEOREM 6.3. Let R be a domain with rank-one normalization and field of 
fractions K. I f  {Ai} is an R-matrix sequence which is K-realizable, then {Ai} is 
R-realizable. 
Proof. Let /~ be the integral closure of R in K, which is a rank-one domain by 
hypothesis. Then {Ai} is /~-realizable by Theorem 6.2, and therefore R-realizable 
by Theorem 4.4. Q.E.D. 
The relation of this theorem to known results was discussed in Section 3. 
Next we present an example to show that some hypothesis on R is necessary in 
Theorem 6.2. 
COUNTEREXAMPLE 6.4. The easiest example of a ring which is not a rank-one 
domain is a rank-two valuation ring. Such a ring is nonnoetherian, but integrally 
closed. For example, let K = k(X, Y), and define a valuation v on k(X, Y) with 
value group Z@Z (ordered lexicographically) by v(X)= (I, 0), v(Y)= (0, 1) 
(see [lb, Chap. 6, p. 63, No. 4]). If d7 is the valuation ring of v, then d~ is a rank-two 
valuation ring, X and Y are in dg, and v(Y n) < v(X) for all n. Let ~ = (/~, ~,/Q) 
be the 1-dimensional K-system given by ~ = X, /~r = 1, ~" = 1/Y. The corre- 
sponding K-sequence is ai = X/yi-1, and ai ~ d) for all i ~ 1. Now, ~' is clearly 
K-canonical, and the characteristic polynomial of P is z -  1/Y, which is not in 
d~[z]. We will prove a general result (Theorem 6.6 below) on systems over integrally 
closed domains which implies that {ai} is not C-realizable. 
First we need a well-known lemma. 
LEMMA 6.5. Let R be an integrally closed domain with field of fractions K. I f  f (z) 
and g(z) are monic polynomials in K[z], such that the product h(z) = f(z) g(z) is in 
R[z], then f(z) and g(z) are themselves in R[z]. 
Proof. See Zariski and Samuel [18, Chap. V, Sect. 3, Theor. 5] or Bourbaki 
[lb, Chap. 5, Sect. 1, No. 3, Prop. 11]. 
The next theorem, which plays only a minor role in this paper, has some inde- 
pendent interest. The theorem follows from Theorem 6.2 if R is a rank-one ring, 
but the proof is elementary and the general result is needed to justify Counter- 
example 6.4. 
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THEOREM 6.6. Let R be an integrally closed domain with field of fractions K. Let 
(Ai} be an R-matrix sequence which is K-realizable, and let ~ = (f', ~, I71) be a K- 
canonical realization of (Ai}. Then {Ai} is R-realizable if and only if the characteristic 
polynomial ~(z) of P is in R[z]. 
Proof. If $(z) is in R[z], then Theorem 4.2 gives a realization. Assume, then, 
that there exists an R-realization 2~ = (F, G, H), which we can consider as a K- 
realization as well, but S may not be K-canonical. Let X(Z) E R[z] be the characteristic 
polynomial of F. According to the standard theory of canonical realizations over 
fields, the state space -~ of ~' is isomorphic (as K[z]-modules) to a subquotient of X. 
This shows that there is some monic polynomial h(z) in K[z] such that ~(z) h(z) = 
X(Z), so ~(z) is in R[z] by Lemma 7.1. Q.E.D. 
A valuation ring of any rank is integrally closed, so this theorem applies to 
Example 6.4. Since ~(z) = z -- 1/Y in that example, we conclude that {ai), ai ---- 
X/yi-1 is not O-realizable. 
7. DIRECTIONS FOR FUTURE STUDY 
The results of this paper, Rouchaleau-Wyman-Kalman [16], and Cahen-Chabert 
[3], have settled the descent problem for realizations over integral domains almost 
completely. That is, the question of the existence of a realization over an integral 
domain can be reduced to the corresponding problem over a field under very general 
conditions. Rouchaleau [16] contains a generalization to rings with no nilpotent 
elements, but realization theory over more general rings remains unexplored. 
Perhaps more importantly, the study of linear systems over commutative 
rings has barely begun. The notions of reachable, observable, and canonical systems 
can be defined and studied, and any two canonical realizations of an R-matrix sequence 
are isomorphic in an appropriate sense. However, the state module of a canonical 
realization is not necessarily free, and a theory based on matrices will be inadequate 
in the long run. On the other hand, since matrices are so important for calculation, 
it will be important to study matrix-realizations of minimal size for a given input/output 
map. Some theoretical and algorithmic results over principal ideal domains are 
contained in [16] but beyond that very little is known. 
It appears that further progress in this field will require an exciting combination 
of system theory and commutative algebra. 
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