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Abstract
In modern electric and electronic engineering and industry, silicon based semiconductor
technology has been dominating for almost a century. However, the search for evolutionary
successors of the silicon has never been stopped.
Since last decade, graphene started to draw much attention as a novel prospective mate-
rial for the semiconductor industry. Composed of a single layer graphite, graphene reveals
many extraordinary physical properties. Mechanically, it is the strongest material ever
known due to the very strong covalent bonds binding its carbon atoms. Optically, it has
a broaden absorption spectrum due to its non-trivial band structures. Electrically, it has
the highest conductivity at low energies due to its special energy spectrum together with
its rigid and neat lattice structures. Further, the graphene has been reported to be able
to reveal quantum Hall effect at room temperature with affordable magnetic fields. It also
shows (anti) weak localization phenomenon. Therefore, the graphene is hopefully a proper
material to investigate many quantum effects and their applications at room temperature.
Graphene is also bio-friendly and safe to use in biotechnologies. Due to the high surface to
volume ratio, it is efficient in absorbing molecules. By the virtue of its many useful proper-
ties, graphene may have many applications in electronics, optics, optoelectronics, bio-devices
and many other fields. In this thesis, we are mostly interested in its electronic transport
and magnetic properties.
The main goal of this thesis is to study the edge states and their roles in conductivity
and magnetism of graphene nanoribbions and flakes. In Chapter 2, we have analytically
and numerically investigated the electron transmission properties of graphene nanoribbions
with zigzag and armchair edges. The obtained results show the direct connections between
the edge states and the transport properties of graphene nanoribbons. In the end of the
chapter we also emphasized the relationships between the integer quantum Hall effect and
the edge states. To investigate the quantum interference effect in graphene nanodevices,
we have studied the Aharonov-Bohm effect in graphene nanodisks and rings in Chapter
3. The numerical simulations have revealed a conventional Aharonov-Bohm effect in these
structures, while account of the confinement effects originated from the edges results in
iii
the suppression of the conductivity peaks of Aharonov-Bohm oscillations. In chapter 4, we
described the quantum oscillations of the magnetization of graphene flakes. At small values
of the magnetic field, the diamagnetic curves of graphene flakes show characteristics of both
the Aharonov-Bohm and De Haas-van Alphen oscillations. Whereas at very high field, the
De Haas-van Alphen oscillations take non-trivial shape related to the graphene spectrum
in the form of Hofstadter’s butterfly. In Chapter 5, we have investigated the transmission
and magnetization properties related to the distortions induced by pseudo magnetic fields
in graphene lattices. The lattice distortions break the time-reversal symmetry in either
valley of the two kinds of Dirac points while remain the time-reversal symmetry of the
whole lattice system. Therefore, any effects that break the valley symmetry are hopefully
able to result in the observable effect which reveals the influence of the pseudo magnetic
field. In Chapter 5, we have used an extra magnetic field to break the symmetry of the
two sublattices and valleys. The resulting oscillations of the diamagnetic curves of graphene
samples exhibited close relationships between the magnetizations and the pseudo magnetic
fields related to the lattice distortions. The topological aspects of the graphene systems
are considered in chapter 6. There, we have examined the snake-like states of transport
electrons in the configurations of graphene ribbons with a domain wall in the centre. The
comparisons between the two cases of the graphene PN-junction and the configuration of the
graphene ribbon with antisymmetric magnetic fields are studied. The calculated Thouless-
Kohmoto-Nightingale-den Nijs topological invariants confirmed the topological equivalence
of the above two cases. The dualities of electrical and magnetic field actions have also been
investigated in this chapter.
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Chapter 1
Introduction
Carbon is the basic element of life on the earth. In the virtue of its flexibility of bond-
ing among carbon atoms, the carbon systems create several different configurations, the
allotropes. E.g. diamond, graphite/graphene, carbon nanotube, fullerene etc. Graphene is
a two dimensional allotrope of carbon with honeycomb lattice structures and can be seen as
the single layer graphite. The conducting electron gas is confined in a narrow layer which is
about single to 2 atoms width in z direction. In 1947, P. R. Wallace first studied the band
structures of graphene [1] by using the tight-binding method. His result showed a gapless
spectrum at Dirac points.
In year 2004, graphene was first time succeeded (mechanical) exfoliate isolated from
graphite. Andre Geim and Konstantin Novoselov won the 2010 Nobel Prize for their work [2,
3].
The special massless chiral Dirac fermions (low energy excitations) in graphene with
relativistic energy spectrum lead to abundant of interesting properties. Some straightforward
examples include the ambipolar field effect [4, 5], Klein tunneling and similar phenomenon [6,
7, 8]. Due to the chirality property of graphene’s sublattices, the transmission probability
of quantum tunneling of electrons through the potential barrier is angle dependent [6, 7].
The Klein tunneling effect has been observed in the case of electron’s transport penetrating
through the electrostatic barriers [9]. Together with its high mobility (∼ 105cm2V −1s−1 at
room temperature) and fast Fermi-velocity (1/300c, c is the speed of light), these properties
of graphene immediate draw attentions in potential uses for constructing high speed field-
effect transistors (FETs) [10] and optoelectronic devices [11].
Another extraordinary property of graphene is the observation of quantum Hall effect
(QHE) at room temperature by using the achievable field strength (B=45T) [12]. While the
observation of quantum Hall effect in conventional materials requires very low temperature
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in the presence of an accessible field strength. In more critical conditions, fractional quantum
Hall effect (FQHE) has also been detected in graphene [13, 14].
In mesoscopic systems, the edge states become important and dominated the electric
properties of the materials. The edge states are believed to carry the conductivity when
the Fermi surfaces are deviated from the positions of the resonant states. In quantum Hall
effect, the conduction currents are constituted by these edge states. In the quantum dots,
the edge states shape the diagram of diamagnetization curve [15]. Originated from the two
sublattices nature of graphene, the boundary conditions become complicated problems and
they are angel dependent [16, 17]. The most popular and well studied specific edges are zigzag
and armchair edges. The systems with either of these two edges have evidently different
spectrums: there are localized edges states related to the zero energy band in zigzag graphene
nanoribbons while the same edge states do not appear in armchair nanoribbons [18, 19].
Further, the armchair boundary mixes the wavefunctions of the electrons in two Dirac valleys
of graphene’s spectrum while the zigzag boundary does not. In the presence of an external
magnetic field, the bulk Landau levels (LLs) bend up towards higher energy levels when
the charge concentrations move closer to the edges of the sample. The chiral natural of the
graphene lattices lead to the anomalous integer quantum Hall effect [20, 21]. In practice,
because most graphene samples are sustained on SiO2 substrates, the edge reconstruction
is detectable together with the QHE edge states. To choose either of the phenomenon to
be observed, one can tune the electrostatic potentials near the edges through the screening
method [22].
When the stress/strain is imposed on the graphene sheet, graphene can create gauge
fields in its sublattices. With delicate fabrications, this distortion induced gauge fields can
be made similar to the external magnetic fields [23, 24, 25]. Although the stain field cannot
break the time-reversal (T) symmetry of the system as a whole, in either of the two valleys,
the T-symmetry is broken respectively. The strain field is likely to cause such physical
observables as Shubnikov-de Haas (ShdH) and dHvA oscillations. Based on the similar
mechanism, the presence of the flat zero energy states in corrugated graphene sheet have
also been predicted [26, 27, 28, 23].
1.1 Lattice structure and tight binding approximation
Monolayer graphene is made of a planar sheet of carbon atoms arranged in a honeycomb
lattice, as shown in Fig. 1.1. The honeycomb lattice is constituted from a triangular lattice
with two atoms per unit cell. The stability of this lattice structure comes from the covalent
bonds binding carbon atoms and the bonds are formed through the orbital hybridization of
electrons orbiting the atoms. Each carbon atom has 4 valence electrons and they occupy
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2s(↑↓)2p(↑↑) orbitals. First, the 2s orbital spin down electron can be excited to a 2p spin up
state resulting in the 2s12p3 configuration. Then the s and p orbitals partially overlapped
and mixed to create hybridized bonds. Graphene lattice is result from the sp2 hybridization
where the 2s orbital is hybridized with 2 2p orbitals to create 3 equivalent σ-band (accompany
with 3 σ∗-antiband). These bands serve as covalent bonds binding carbon atoms which hold
the lattice together firmly. The left out of plane pz orbital is weakly coupled with its
neighbors and form a pi (and pi∗) band. The σ bands are far below the Fermi surface thus
are the valence bands. For each carbon atom in graphene lattice, there is 1 electron per
atom sits in pi band, thus the electrons orbitals of graphene are half filled in charge neutral
conditions. In another word, the Fermi surface is located at the centre of the pi(pi∗) band.
Therefore, the pi band is most important in determining the electronic properties of graphene
and it is the only band been taken into account in the effective Hamiltonian’s approximation.
In the tight binding approximation, electrons are thought to be localized in the vicinity
of the lattice atoms (ions). The Hamiltonian is then written as
H =
∑
ri,rj
εri,rj |ri〉〈rj |. (1.1)
From Bloch’s theorem, the envelope wave function has the form:
Ψk(r) =
∑
R
eik·R[caψA(r−R) + cbψB(r−R)], (1.2)
where ψA(r) and ψB(r) are related to the A and B sites of graphene respectively.
Then substitute the wave function Eq. 1.2 into the tight binding Hamiltonian Eq. 1.1.
For the simplest approximation, we integrate only the hopping integrals from the near-
est neighbor sites. Meanwhile we treat all the other hopping integral (probability) terms
between sites with distance further than the nearest neighbors to be equal to zero. This
approximation results in the Hamiltonian having the form of the matrix
H = vf
 0 1 +e−i√32 kya2cos kxa2
1 +ei
√
3
2 kya2cos
kxa
2 0
 . (1.3)
The corresponding energy spectrum is
(k) =±vf
√
1 + 4cos2 kxa2 + 4cos
kxa
2 cos
√
3kya
2 . (1.4)
The energy momentum dispersion is plotted in Fig. 1.2.
There are two different sets of Dirac points in the figure of the spectrum. These Dirac
points are identified as K and K′ in Fig. 1.2. For the low energy approximation, we
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Figure 1.1: The honeycomb lattice structure of graphene. A unit cell is shown in the
dashed gray diamond, which contains two atoms (a dimer) marked by A and B. a1 and a2
are the primitive lattice vectors. The lattice parameter is a0. Graphene is composed by
two sublattices, either of them contains A or B sites respectively.
Figure 1.2: The energy momentum dispersion of graphene. The spectrum is calculated
from tight binding model. In the derivative of this figure, only the nearest neighbors’
hopping have been considered. From the spectrum plot here, 6 Dirac points (the positions
where the two bands touch) can be seen. These Dirac points belong to two inequivalent
sets which we identify them as K and K′. In the vicinity of each Dirac points, the
spectrum is asymptotic to be relativistic, which is approximated through the effective
Hamiltonian 1.5.
expand the whole Hamiltonian 1.3 in the vicinity of the Dirac points K and K′ but omit
the nonlinear corrections. We finally reach the simplified Dirac Hamiltonian 1.5
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Hˆ = vf

0 pˆx− ipˆy
pˆx+ ipˆy 0
0 −pˆx+ ipˆy
−pˆx− ipˆy 0
 , (1.5)
where vf = 108cm s−1 is the Fermi velocity and pˆx,y are the momentum operators in x,y
directions respectively. The corresponding wave vectors are Ψ(r) = (ψKA ,ψKB ,ψK
′
B ,ψ
K′
A )ᵀ.
1.2 Barrier scattering and Klein tunneling
In the vicinity of the Dirac points, graphene can be seen as zero (small) gapped semicon-
ductors. The mechanism of the Klein tunneling is shown in Fig. 1.3a: when the incident
quasiparticles transmit through the barrier region (the barrier can be made from the dop-
ing), the charge carriers convert from electrons to holes. As a consequence, when the height
of the potential barrier increases, the transmission probability generally increases with a
series of peak values. The transmission probabilities through the square barriers are solved
by using plane wave eigenfunctions of the Dirac Hamiltonian, Eq. 1.5.
Ψk(x,y) =
(
1
seiθ
)
eikxxeikyy, (1.6)
where θ = Arctankykx is the incident angle of the wave vectors, the value of s is +1 for the
electron band and -1 for the hole band.
Then we use the continuous boundary conditions on the edges of the barrier. The final
result of the transmission probability is described by Eq. 1.7 and the contour plot of the
transmission probability in logarithm scale is shown in Fig. 1.3b. 1
T = cos
2θ1cos2θ2
(cos(2qxL)cosθ1cosθ2) +sin2(2qxL)(1−ss′sinθ1sinθ2)) . (1.7)
1.3 Quantum Hall effect and edge states
When an external magnetic field perpendicular to the graphene is applied, the Landau Levels
(LLs) are formed in the bulk of the material. Approaching to the edges, the LLs tend to
bend up to higher energy levels due to the confinement effect of the edges.
The effect of the magnetic field can be introduced through Peierl’s substitution pˆ→
pˆ− ec ~A [29]. Then we obtain the modified Hamiltonian of the form
1This result was first calculated by another student, I made little corrections and plotted the figure.
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(a) (b)
Figure 1.3: (a) A Schematic show of the Klein tunneling. The cones represent the
spectrum near the Dirac points. The flat gray line is the position of the Fermi energy. In
the schematic figure, the Fermi surface sits in the electron band out of the barrier. Inside
the barrier, the Fermi surface sits in the hole band of the Dirac cone. The transmission is
taken place through the conversion of charge carriers, which are the electrons out of the
barrier and holes in the barrier. (b) Contour plot of the logarithm of the electron
transmission probability through a single square barrier. The height of the barrier is
U = 90meV and the width L= 50nm. The transmission probability is angle dependent.
Hˆ = vf
(
0 pˆx− ipˆy− ec ~A
pˆx+ ipˆy− ec ~A 0
)
, (1.8)
where ~A = H0

−y
0
0
 is the vector potential in Landau gauge. The related magnetic field,
H =H0zˆ is normal to the graphene surface. This Hamiltonian gives a pair of coupled Dirac
equations:
vf
(
pˆx− ipˆy + e
c
H0y
)
ΨB = EΨA, (1.9a)
vf
(
pˆx+ ipˆy +
e
c
H0y
)
ΨA = EΨB . (1.9b)
We seek a solution of the wavefunction in the form ΨA(x,y) = eikxxY (y). Use this
substitution in the Dirac equations Eq. 5.13 results in the formula below.
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Y ′′(y) + 1
~
[
E2
v2f
− ~
2
l2B
−
(
~kx+
~y
l2B
)2]
Y (y) = 0, (1.10)
where lB =
√
~c
eH0
is the magnetic length.
This equation has the same form as the equation of the quantum harmonic oscillator.
The equation of the quantum harmonic oscillator renders a set of eigenstates corresponding
to the discrete energy spectrum:
Ee,hn =±vf
√
2ne~H0
c
, (1.11)
where the index e refer to positive electron part of the spectrum while the index h refer to
holes part of the spectrum.
In the Hall bar measurement, the transport current is carried by the edge states close
to the edges of the sample. The hall conductivity is proportional to the number of the
edge channels of a parameter e
2
h . The number of the edge channels is equal to the number
of the LLs with energies below the Fermi surface. The plot of the spectrum of the zigzag
nanoribbon is shown in Fig. 1.4. The spectrum is plotted numerically through tight-binding
method, which is described in Appendix A. Each level are doubly degenerated due to the
existence of the two valleys in graphene (here we have omitted the spin degeneracy). The
zero energy grand states split into two at the edges of the sample: one of the two states is
in the electron branch while another one is in the hole branch. After counting in the spin
degeneracy, we get the Hall conductivity, which is in a simple form:
σxy =
4e2
h
(υ+ 12), (1.12)
where υ is the Landau Level filling factor.
It has been reported, with very strong magnetic field, the degeneracy of the LLs can be
lifted. The lift of the valley degeneracy is due to the many body interactions. And the lift
of the spin degeneracy is due to the Zeeman spliting.
More details regarding the boundary conditions and edge states will be discussed in the
next chapter.
1.4 Main results of this Thesis
In Chapter 2, we have examined the configurations of the edge states in graphene nanorib-
bons. We calculated the charge density distribution and the current corresponding to these
edge states in both the cases when there is an external magnetic field and no field. The
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Figure 1.4: Energy spectrum in graphene nanoribbon with zigzag edges. The homogeneous
magnetic field is perpendicular to the graphene sheet. The red vertical lines are the
position of the Dirac points before adding the magnetic field. If taken into account of the
spin degeneracy, each level is double degenerated. The zero energy states are chiral
degenerated.
study showed a close connection between the conductivity of the graphene nanoribbon and
the edge states. The different deploys (direction) of the edges led to different edge states.
In Chapter 3, we have investigated the Aharonov-Bohm (AB) effect in graphene. Our
primary aim was to understand the transport properties of electrons through graphene
quantum disks & rings and their responses to the external magnetic fields. Many coarse
approximations have been made in attempting to reveal the characteristics of AB effect
in graphene samples. In the end of the chapter, accurate numerical simulations based on
Green’s function technique have been performed. The resulting conductivity-magnetic field
flux relationships showed the characteristics of AB effect together with the confinement effect
from the shapes of the flakes.
In Chapter 4, we have described new quantum oscillations in the magnetisation of
graphene flakes that are induced by magnetic fields which depend on the shape of the
flake. At small values of the field they are due to the Aharonov-Bohm effect and with the
increasing of the field they are transformed into dHvA oscillations. The specific forms of the
dHvA oscillations were analyzed in terms of their energy spectrums, which have a form of
Hofstadter’s butterfly. Numerical results based on lattice tight-binding model and contin-
uum Dirac equations were presented and compared. We have discussed possible experiments
to investigate the quantum oscillations in Moire´ and graphene anti-dot superlattices.
In Chapter 5, we have proposed an alternative way to reveal the magnetism of graphene
through lattice distortions. We have calculated the magnitude of the pseudo magnetic field
induced by the stress/strain of the lattice. The expected behaviors of the oscillations of the
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magnetism are plotted in Section 5.5.
In Chapter 6, we focused on the domain walls in graphene sheets. We compared the two
configurations of the graphene domains constructed by the use of antisymmetric chemical
potential together with homogeneous magnetic field and unique chemical potential with anti-
symmetric magnetic field. Despite their different physical mechanisms, these configurations
are topologically equivalent.
9
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Chapter 2
Boundaries and Edgestates
2.1 Abstract
We reviewed and analyzed some boundary condition problems and edge state issues. In
this chapter, we mainly considered graphene nanoribbons and sheets, with and without the
external magnetic field. The low (zero) energy edge modes were observed in some edges
(e.g. zigzag) while is not in some others (e.g. Armchair). When the graphene sample is
exposed in an external magnetic field normal to its surface, closing to edges of graphene
nanoribbons, the Landau levels (LLs) of the spectrum bend up toward higher energy levels.
This behavior is similar to the cases of the systems corresponding to Pauli Hamiltonian.
We made a detailed look at the graphene nanoribbons with Armchair and Zigzag edges.
The analytic estimation and the numerical simulation reached good agreements in the two
structures. Meanwhile, the basic numerical methods have been introduced and will be used
in the following chapters throughout this thesis.
2.2 Introduction
Different from the problems which are described by Pauli Hamiltonian or formed by the
square lattices, the boundary conditions of graphene are more complex due to its two sub-
lattices composition. The sites on the two sublattices A and B are staggered, thus it is
difficult to precisely define the boundaries. Practically, the properties of the boundaries are
angular dependent. However, the graphene nanoribbons with ideal Zigzag and Armchair
boundaries can be described properly. There are many arguments of the boundary condi-
tions for the more general configurations of edges. [30, 31, 18] Edward and Vladimir have
given the universal matrix formed boundary conditions with a few parameters to be deter-
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mined. These boundary conditions are derived by taken into account all reasonable choices
of the 4 dimension matrices. [30]Akhmerov and Beenakker have claimed that at low (zero)
energy, the A-B sublattices are nearly decoupled and the boundaries are equivalent to either
zigzag or armchair edges depending on the deployed orientations of the sample. [31] Some
topological aspects on these boundary condition problems have been also presented from
others’ work [32, 33]. In this chapter, we will not dive into the complexity of the general
boundary condition problems but stay in zigzag and armchair cases.
2.3 Graphene nanoribbons
The graphene nanoribbons with zigzag edges and armchair edges are shown in Fig. 2.1.
The low excitation Dirac Hamiltonian for bulk graphene sheet is given in Eq. 1.5 and the
four-spinor solutions are (ψA,ψB ,ψ′B ,ψ′A). The general solutions of this Hamiltonian has
the form
ψA(B) = (Aeikxx+Be−ikxx)eikyy. (2.1)
(a) (b)
Figure 2.1: The graphene ribbon with (a) zigzag edge and (b) armchair edge. In zigzag
nanoribbons, on either edge (top or bottom), the sites are always terminated in one
sublattice. In armchair ribbon, there are two possible combinations of the top and bottom
edges. The two edges can be matched or mismatched, depending on the width of the
ribbons.
2.3.1 Zigzag edges
In zigzag nanoribbons, on either zigzag edge, the sites of the graphene lattice are always
terminated in only one sublattice (A or B). So it is natural to define the boundary condi-
tions by assuming the wave functions of A or B sublattice vanish on their relevant edges
respectively. Following the claim in the paper [18], the boundary conditions of the zigzag
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graphene nanoribbon are described as
ψ
(′)
A (x= 0) = ψ
(′)
B (x= L) = 0, (2.2)
where L is the width of the ribbon.
This boundary conditions lead to two kinds of confinement criterion corresponding to the
valid momentum vectors kx(y). The wave vector ky is in the longitudinal direction where
the translation invariant persists, therefore ky is a good quantum number. The solutions
are given by Eqs. (6) and (7) in the paper [18]. The two equations are related to the bulk
modes and edge decay modes respectively.
ky =
kx
tan(kxL)
, Bulk modes (2.3a)
ky + ikx
ky− ikx = e
2iLkx . Edge decay modes (2.3b)
The spectrum and charge density distribution are plot in Fig. 2.2.
2.3.1.1 Transmission probability
In the transmission problems introduced in the last chapter, Sec. 1.2, we have assumed a
1D square potential barrier in the bulk graphene sheet. Now if we consider a narrow ribbon,
the confinement from the width of the ribbon would influence the electrons’ transmission
probabilities through the barriers. We made simple comparisons between the energy spec-
trum (density of states) and the transmission probabilities of electrons corresponding to the
different values of Fermi energies. The results are shown in Fig. 2.3.
2.3.2 Armchair edges
In armchair nanoribbons, the lattices are not terminated on either A or B sublattice indi-
vidually near the same edge. By considering the assumption that no current has penetrated
through the edges, the boundary conditions of the armchair graphene nanoribbon may be
described as
φA(B)(x= 0) = φ′A(B)(x= 0), (2.4a)
φA(B)(x= L) = φ′A(B)(x= L)e
ikdL, (2.4b)
with kd = 4pi3a0 .
The two valleys are mixed in the armchair nanoribbons. As a result of the boundary
conditions, the criterion of the validity of the momentum vector kx is represented by Eq.
(11) or (12) in the reference [18] and is shown below.
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Figure 2.2: The (a) energy spectrum and (b c) the edge states in zigzag nanoribbon with
the width of 35a0. (a) The spectrum vs ky. The green line is the spectrum of the edge
mode. The blue curves are the spectrum of the bulk states. The dashed red line is a
specific position of the Fermi energy. The number of the transport channels is equal to the
number of the cross points of the Fermi surface and the spectrum. (b c) The charge density
distribution of (b) one bulk mode and (c) one edge decay mode chosen randomly in the
ribbon. The Orange curves are the wave functions ψA in A sublattice while the blue one is
the density of the wave function ψB in B sublattice. In zigzag nanoribbon, the charge
density distribution on either A or B sublattice shows a smooth curve varying on space.
kx =
2pin
2L+a0
+ 2pi3a0
. (2.5)
Note that in the armchair nanoribbons, there is no zero energy edge mode.
The spectrum and charge density distribution are plotted in Fig. 2.4.
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Figure 2.3: The comparison between the energy spectrum (a) and the conductivity (b) in
zigzag nanoribbon of graphene. (a) The spectrum is calculated of the barrier region of
potential v. We have assumed this barrier region is long enough thus the states within the
region can be well defined by the edge states in the barrier. (b) The precise numerical
simulation of conductivity, obtained from the recursive Green’s function method.
Comparing (a) and (b), we noticed the characteristics: when increasing the Fermi energy,
the rising of conductivity in (b) emerges when the new channels are crossed by the Fermi
energy in the spectrum (a). At these positions, the density of states reach the singularities.
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Figure 2.4: The energy spectrum and edge states in armchair nanoribbons. (a) The
spectrum with respect to ky. (b) The charge density distribution of the bulk modes in the
armchair ribbons. The Orange curves are the wave functions ψA in A sublattice while the
blue one is the density of the wave function ψB in B sublattice. In armchair ribbons, we
see a staggered image of the charge density distribution.
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2.4 Edge modes in magnetic field
In last chapter 1.3, we have introduced the relationship between Quantum Hall effect and the
edge states. In this chapter we looked at these edge states more carefully and we introduced
the semiclassical approximation to render a more intuitive understanding. We focused on
zigzag nanoribbons here.
When the magnetic field is applied perpendicular to the graphene sheet, the bulk states’
Hamiltonian has the form similar to Eq. 1.8. By considering the deployment of the
edges of the sample, the vector potential is chosen to be ~A = H0(0,x,0)ᵀ. After Peierl’s
substitution[29], we obtain the Hamiltonian in the following form:
Hˆ = vf
(
0 pˆx− ec ~A− ipˆy
pˆx− ec ~A+ ipˆy 0
)
, (2.6)
where ~A=H0(0,x,0)ᵀ is the vector potential of the external magnetic field. The magnetic
field H =H0zˆ is normal to the graphene surface.
This Hamiltonian Eq. 2.6 can be solved and the analytic solutions are: 1
ΨA = c1D cE2
2~v2
f
eH
(−
√
~ckx√
eH
+
√
2eHy√
~c
)eikxx+ c2D−1− cE2
2~v2
f
eH
(− i
√
~ckx√
eH
+ i
√
2eHy√
~c
)eikxx,
(2.7)
Where c1, c2 are random parameters. ΨB is obtained by substituting ΨA into Eq. 5.13.
Because we are considering the region close to one edge y = 0 only, we neglect the items of
the solution in Eq. 2.7 which divergent to the infinity (when y→∞). The terms left are
the ones with the normalization parameter c1. The norm squares of the wave functions are
plot in Fig. 2.5a.
Semicalassical analyses offer a more intuitive understanding of these states derived above.
In semiclassical approximations, see Eq. 1.10, we treated the term in the bracket following
the term of the energy E as the effective potential. I.e. V (x) = ~
2
l2
B
+
(
~kx+ ~yl2
B
)2
. We
name it the effective potential because it is the potential seen from the wave function ΨA of
A sublattice. The schematic show of the effective potential of the eigenstates corresponding
to the specific value of kx is shown in Fig. 2.5b. The parabolic potential together with the
reflection wall (the red line in the Fig. 2.5b) lead to the confinements of the wave functions.
The spectrum and wave functions can be estimated by semiclassical methods through Bohr-
Sommerfeld quantization or WKB approximation. We have shown an example of the edge
currents in armchair graphene nanoribbons, plotted in Fig. 2.6. The result is obtained
1The result is derived by Matej, a PhD student we have worked together.
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through recursive Green’s function method, the details are given in Appendix B. In the
figure, the edge channels are clearly seen.
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Figure 2.5: (a) The norm square of the wave function |ΨA|2 and |ΨB |2 closing to one of
the zigzag edge (y = 0) in the presence of an external magnetic field which is perpendicular
to the graphene sheet. The red curve is the probability of charge density related to the
wave function ψA while the blue one is of the wave function ψB . The Fermi energy is chose
to sit in between zeroth and the 1st Landau Level. (b) The effective potential of the wave
function ΨA in sublattice A are parabolic potential wells.
2.5 Discussion
In this Chapter, we have briefly considered the edge states in zigzag and armchair edges of
the graphene sample. For the cases of more general edges, the boundaries conditions are
much more complex. There can be many decayed edge modes which are not defined in Dirac
Hamiltonian. [31] If we only focus on those modes which have been well described in the
Dirac Hamiltonian, the appearance of the edge decay modes would depends on the angle of
the edges been cut of the sample. [30, 32, 18] By the numerical simulations, we have also
confirmed the prediction that the edge currents have the tendency to round the dangling
defects.
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Figure 2.6: The edge channels in armchair graphene nanoribbon in the presence of
magnetic field. For a given Fermi energy of the system, as shown in the figure, it is clear to
see the edge channels on top and bottom edges. These edge currents transport in opposite
directions without backscattering near either edge. In this figure, 3 edge channels on either
boundary (top and bottom) are clearly seen. The number of the transport edge channels
changes in accordance with the change of the position of the Fermi energy.
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Chapter 3
Aharonov Bohm scattering
3.1 Abstract
In this chapter, we have briefly reviewed/reproduced the work of Aharonov-Bohm (AB)
scattering in the region containing the magnetic flux. First we described the conventional
phenomenon in the cases of Pauli Hamiltonian. Many intuitive figures are plotted showing
the dependence of the scattering on the strength of the flux enclosed in the scattering region.
The transmission probabilities oscillate with the period of field flux ∆Φ = Φ0, where Φ0 is
the flux quantum. In the following sections, we have tried to transport the same treatments
to graphene. However, there are new problems there. Graphene, due to its two valleys
(there are two inequivalent Dirac points K, K’) property, the value of the exhibited Berry
phase of its Dirac fermions is pi in each single valley [34]. Therefore we have suspected that
the period of the AB effect in graphene may become half of the value of the cases with Pauli
Hamiltonians. However, the periodicity turned out to be the same as the conventional cases
after brief calculations. The boundary conditions at the edges of the scattering region are
big problems. We simply used some coarse assumptions to reveal the fundamental properties
of AB effects. To extract basic knowledge from the configurations and avoid the analytic
difficulties sticking to the boundary conditions, we performed numerical calculations through
recursive Green’s function method. For an instance, we checked the transport situations in
nano-disks and rings. The conductivity obtained in these structures showed clear quantum
oscillation behaviors. Attempts from other approximations are also made in this chapter
and several animations are plotted for clarity. The readers may skip those less important
trials and jump to the last section 3.6 regarding the results of this chapter.
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3.2 Introduction
A moving electron in an external magnetic field picks up a phase associated with its tra-
jectory. When the trajectory of the electron or quasiparticle closes a loop, the integrated
change of the phase associated with the particle’s wave functions is in commensurate with
the flux of the field enclosed inside the loop. In year 1959, Aharonov and Bohm claimed a
new pure quantum phenomena, that is, even if the trajectories of electrons are not in the
region of the magnetic field, the same phase changes persist and are commensurate with the
flux enclosed within the loop of the trajectory. In their original work, they calculated the
scattering of an incident beam on a zero-radius magnetic field flux and gave the formula of
the scattering cross-section. The periodic behavior with respect to the flux strength was
evidently predicted. [35] The phenomenon are interpreted from simple reasons: In the region
where the field strength has been vanished, though the physical magnetic field is zero, the
gauge field - the vector potential is not the same zero. The Aharonov-Bohm effect has been
confirmed by experiments.
3.3 A review of Aharonov and Bohm’s work
In the presence of an external magnetic field perpendicular to the surface of the material,
Scro¨dinger’s equation containing the vector potential has the form (written in polar coordi-
nates):
[ ∂
2
∂r2
+ 1
r
∂
∂r
+ 1
r2
( ∂
∂θ
+ iα)2 +k2]ψ = 0, (3.1)
where k is the wave vector of the incident particle and α=−eφ/c~.
Using the boundary conditions that the wave functions are convergent at the scattering
centre (R= 0), the general solutions given by Aharonov and Bohm are shown below:
ψ =
∞∑
m=−∞
amJ|m+α|(kr)eimθ, (3.2)
where a= (−i)|m+α|. [36]
The asymptotic behavior of Eq. 3.2 at large radius R is:
ψ→ e−i(αθ+r′cosθ) + e
ir′
(2piir′) 12
sinpiα
e−iθ/2
cos(θ/2) . (3.3)
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3.4 Scattering on cavity
3.4.1 Plane waves result
Bessel functions have been used to describe the scatterings on cavity. First expanded the
wave function Eq. 3.2 in series of Bessel functions, then we used the boundary conditions
that the wave functions vanish at the edge of the scattering cavity. The resulting wave
function becomes:
ψ =
∞∑
m=−∞
(
J|m+α|(kr)−
J|m+α|(kr)
Hm+α(kr0)
Hm+α(kr)
)
ame
imθ, (3.4)
where r0 is the radius of the cavity and α is the number of flux quantum. The transformation
of the wave functions can be done because Hankel function (or Bessel function of the 3rd
kind) Hm+α is itself also a solution of the regarded Schro¨dinger’s equation 3.1.
In Fig. 3.1, we have shown the charge density distribution and the current of the different
values of magnetic flux.
3.4.2 Wave packet approximation
Single electron’s semiclassical trajectory is described through wave-packet approximation.
Gaussian functions are adopted here to display the single electron’s scattering on cavity:
ψ = 1
δ
√
2pi
exp
[
− (x−x0)
2
2δ2x
− (y−y0)
2
2δ2y
+ Ikxx+ Ikyy
]
, (3.5)
where we have parameters δ to describe the size of initial wavepacket. For the sake of
simplicity, we set δx = δy = δ regarding to a circular symmetric wavepacket. The simulated
results are shown in Fig. 3.2. The periodic behaviors are clearly seen.
3.5 AB Scattering in graphene
3.5.1 Maths work
The Hamiltonian of graphene’s Dirac fermions in the presence of the magnetic field is (in
polar coordinates):
H = vf
(
0 −i~e−iφ ∂∂ρ −~e
−iφ
ρ
∂
∂φ +
ieφ
2cρe
−iφ
−i~eiφ ∂∂ρ +~e
iφ
ρ
∂
∂φ − ieφ2cρeiφ 0
)
. (3.6)
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Figure 3.1: Plane wave scattering on cavity with flux constraint inside the cavity. (a b)
Contour plot of the electron density distribution and (c d e) the current with
representative values of the magnetic flux in the cavity. α= φ/φ0 is the ratio the magnetic
flux of the flux quantum.
The magnetic flux φzˆ is normal to the surface of graphene. In symmetric gauge, the vector
potential of the applied magnetic field has the components Aφ = φ2ρ , Az = Aρ = 0. It leads
to a pair of coupled equations:
vf (−i~e−iφ ∂
∂ρ
−~e
−iφ
ρ
∂
∂φ
+ ieφ2cρe
−iφ)ΨB = EΨA, (3.7a)
vf (−i~eiφ ∂
∂ρ
+~e
iφ
ρ
∂
∂φ
− ieφ2cρe
iφ)ΨA = EΨB . (3.7b)
Comparing with Scro¨dinger’s cases, we wrote the wave functions in the following form(
ψA
ψB
)
=
(
amJ|m+α|(kr)eimθ
ψB
)
, (3.8)
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(a) α= 0.2 (b) α=−0.2
(c) α= 1.2 (d) α= 0.8
Figure 3.2: Wavepacket simulation of different values of flux in unit of flux quantum. α is
the magnetic flux which is equal to α= φ/φ0, φ0 is the magnetic flux quantum. The
period behaviors are displayed clearly with a period of α= 1.
where
ψB =− i2k√ρ
(
kρJ−1+|m−α|(kρ)−2(m−α)J|m−α|(kρ)−kρJ1+|m−α|(kρ)
)
. (3.9)
Should notice that, unlike Schro¨dinger’s cases, in this assumption the wave function
does not converge to finite values at origin (R = 0), instead it diverges to a singularity.
Now let us consider a cavity with finite radius. The assumed wave functions, Eq. 3.8,
satisfy the following properties: 1) It describes a plane wave of an incident electron from
the right infinity (θ= 0); 2) Its asymptotic behavior converges to the same form of standard
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scattering function (eikx+f(θ)eikr/r) (here the normalization parameter is
√
r for the case
of 2D instead of 3D). Naively, if we simply define the boundary condition as ψA = 0 (i.e.
the wave function vanish in one sublattice at the edge), the scattering wave functions have
been derived from this boundary condition and the images are plotted in Fig. 3.3
(a) α= 0.2 (b) α=−0.2
(c) α= 1.2 (d) α= 0.8
Figure 3.3: Dirac formed plane waves scattering on the cavity. The magnetic field is
constrained within the cavity. α= φ/φ0 is the ratio the of the magnetic flux to the flux
quantum. In these figures, the boundary conditions used are ψA = 0 at the edges of the
cavity.
3.5.2 Definition of scattering cross-section
The general form of the wave functions in scattering model has an asymptotic behavior:
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Ψ = Ψinc+ Ψscatt, (3.10)
where Ψinc is the incident beam and Ψscatt =
(ψA′
ψB′
)
eikr√
r
is the scattered component. The
scattering cross-section is therefore defined as the equation below:
σ = |f(θ)|2 = f(θ)+f(θ), (3.11)
where f(θ) =
(ψA′
ψB′
)
.
3.5.3 Mass gap
In Schro¨dinger’s case, the potential barrier plays the role of annihilating edges preventing the
wave functions form penetrating into the classical forbidden region. For the Dirac fermions
in graphene, mass gaps are able to work as the forbidden boundaries. But the inadequacy
is: the mass gap itself brings into polarizations to the wave functions. For an instance, there
will be two antisymmetric forms of the mass gaps:
Vm =
(
∆
−∆
)
or Vm =
(
−∆
∆
)
(3.12)
and they are not the same. The demonstrations of scattering on the different obstacles are
plotted in Fig. 3.4
(a) (b) (c)
Figure 3.4: The 2-spinor plane waves’ scattering on cavities. There is no magnetic field in
these cases shown in the figures. (a) The incident plan waves scatter on a potential barrier,
(b) on a mass gap describing by the matrix diag(+m,−m) and (c) on the mass gap
describing by the matrix diag(−m,+m).
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3.5.4 1st Born approximation
The wave function in the 1st Born approximation is
Ψ = Ψin(r) +
∫
d2r′G0(r− r′)V (r′)Ψ(r′), (3.13)
which is a general solution of the Hamiltonian (∆ +k2)Ψ = V (r)Ψ(r). [2, 3]
The Green’s function is simplified to the following form as derived in the ref [37]:
limr→∞G0(r,ω) =
1
4pi2
∫
d2k
eikr(ωI+vF kσ)
ω2−v2F |k|2
∼ iωr/vF
v2F
√
2piωr/vF
(
1 eiθ
e−iθ 1
)
. (3.14)
In our cases with the presence of magnetic fields, the perturbation potential has the
form:
V (r) =
(
0 −αr eiθ
α
r e
iθ 0
)
. (3.15)
(a) α= 0.1 (b) α=−0.1 (c) α= 1.1
Figure 3.5: The probability distribution of the electrons scattering on a circular region
with magnetic flux inside. The estimations are obtained from the 1st Born approximation.
The results of the 1st order Born approximation are plot in Fig. 3.5.
3.6 Quantum surface interference devices: nano-disks
& rings
The structure of a graphene nano-ring is shown in Fig. 3.6a. We have applied a magnetic
field out of paper on these flakes. In the specific configuration, the magnetic field is non-zero
only within the hole of the ring. The electrons traveling in the arms round the hole gain
different phases from the non-zero vector potential of the applied magnetic field. The trans-
mission probability resulted from the interference of the electrons’ wave functions passing
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different paths. In these figures. 3.6, we show results of the transmission probability and
the local density of states (LDOS) which are calculated numerically. The Aharonov-Bohm
effect is clearly seen in these quantum surface interference devices (QSID). The transmission
probabilities of the incident electron beams with fixed Fermi energy are shown in Fig. 3.7.
Landau-Buttiker formalism is used in calculating the quantum transport probability. To
estimate the temperature dependence of the conductivity of these nano-devices, we have
used Fermi-Dirac distribution.
(a)
(b) (c)
Figure 3.6: (a) A graphene nano-ring. The two leads are deployed in zigzag direction. (b)
The dependence of the transmission coefficient through a graphene nano-disk of radius
about 2-4 nm on the magnetic flux normal to the disk plane. The incident wave has an
energy about 0.1t, where t is the hopping integral. The practical value of t is
approximately equal to 3ev. Insert figure: Local density of states (LDOS) of the nano-disk.
The magnetic flux of the whole disc area is ∼ 30 flux quanta. (c) The dependence of the
transmission coefficient on magnetic flux normal to the graphene nano-ring of radius of 3
nm. The electrons have the same incident energy 0.1t. We see clearly here the
Aharonov-Bohm oscillations.
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Figure 3.7: The transmission through a graphene nano-disk (Fig. 3.6a) vs the Fermi
energy of the system. The brown, red and blue lines represent the measurement of the
transmission probabilities at different temperatures of 100K, 300K, 1000K respectively.
These results are calculated numerically and Fermi-Dirac statistics are used.
3.7 Discussion
In graphene, the boundaries of the cavity have not been accurately solved in analytics. In this
chapter, we have tried several approximations and assumptions. On the edges of the cavity
in graphene, the boundary conditions vary along the edge. As a consequence, we cannot
say by ease that the wave functions vanish on either A or B sublattice individually at the
edges. Maybe the cavity with special shape such as the hexagonal edges can be analytically
solved. For a critical case, assuming there is a scattering region enclosing magnetic flux in
its inner area. If the radius of this scattering region shrinks to zero, the case become similar
to the configurations in Aharonov and Bohm’s original work [36]. The wave functions of the
graphene’s Dirac Hamiltonian will diverge to singularities at the scattering center. However,
in our numerical simulations, the boundaries are described accurately. The Aharonov-Bohm
effect has been clearly demonstrated through the numerical calculations. The transmission
probabilities show the oscillation behaviors with respect to the changing of the magnetic field
or the Fermi energy. The periods of the oscillations are commensurate to the periodicity of
the magnetic flux within the sample having integer numbers of the flux quantum. At the
beginning of this chapter, I had thought there may be possibilities of seeing the conductivity
oscillating with periods related to half integer of the flux quantum instead of the integer
values. Whether the pi property of the berry phase in graphene has influenced the AB effect
or not is still a puzzle to me. At least, we know it contributes to the weak localization (WL).
Resulting from the pi Berry phase, besides localization effect, the graphene ribbon can show
the anti-weak localization effect (AWL) in proper conditions[34].
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Chapter 4
Magnetism1
4.1 Abstract
We describe new quantum oscillations in the magnetization of graphene flakes that are
induced by magnetic fields which depend on the shape of the flake. At small values of the
field they are due to the Aharonov-Bohm effect and with increasing field they are transformed
into dHvA oscillations. The specific form of the dHvA oscillations is analyzed in terms of
their energy spectrum, which has a form of Hofstadter’s butterfly. Numerical results using a
lattice tight-binding model and a continuum Dirac equation are presented and compared. We
discuss possible experiments to investigate the quantum oscillations in Moire´ and graphene
anti-dot superlattices.
4.2 Introduction
Graphene has unique electrical properties manifest in its high transport mobility for elec-
trons and holes, optical absorption and quantum resistance and capacitance [38]. This has
stimulated work to identify and apply the special electronic properties in graphene-derived
materials [39, 38]. An extraordinary advantage of graphene over all other materials is that
its unique quantum coherent characteristics (quantum resistance, capacitance and Hall ef-
fect) can be observed even at room temperature [40, 38]. The electrical transport and other
associated properties of graphene in magnetic field have also been widely studied, both in
the context of the Klein tunneling [41] and in Quantum Hall effect [42].
1The research in this chapter is done by cooperating with another PhD student Matej Brada. I did most
of the numerical simulations in the sections 4.4 & 4.5 and partially the analitic calculations in the section
4.3.
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The ongoing research in graphene in strong magnetic fields has already revealed a clear
evidence for Shubnikov-de Haas oscillations (SdH) of the electrical resistance [43]. These
reveal new feature of the SdH oscillations in graphene such as a novel phase inversion that has
been observed with increasing dc bias where the oscillation maxima develop into minima and
vice versa when dc bias increases. However, the similar oscillations in the magnetization, De
Haas-Van Alphen (dHvA) effect, have not been studied yet although they should also exist.
The dHvA oscillations usually have the same origin associated with the energy spectrum in
magnetic field. In the present paper we find a series of new dHvA effects that can related
to the shape of the small graphene flakes and can be associated with the formation of
boundary-specific edge currents. Observation of these features as well as the resolution of
the full energy spectrum for very small graphene flakes as discussed in this paper, requires
extremely large magnetic fields[44]. Recently it was shown[45] that the scalable growth of
aligned single crystalline graphene flakes on commercial copper foils is possible. Thorough
characterization of these flakes reveals their uniform structural and electronic structures.
The flakes are formed on a copper substrate randomly and have nearly the same shapes and
can be made of different sizes, of the order of nanometers or larger (how large). Such arrays
consisting of thousands or millions of very similar small flakes may be an ideal system to
observe the predicted effects which can be seen in the accessible magnetic field. Such flakes
may be also ideal building blocks for large-scale layered heterostructures with angle-tunable
optoelectronic properties[46, 47].
The effects described here may also be relevant to experiments on graphene on a hexag-
onal boron nitride (hBN) substrate [48]. Since hBN has a small lattice mismatch with
graphene, moire´ patterns emerge. These patterns show that the hBN generates a superim-
posed periodic potential, which significantly changes its energy spectrum. The energy spec-
trum gains two secondary electron-hole symmetric Dirac points [49]. The Ref.[48] describes
some fundamental transport features at zero-energy and high-energy Dirac points induced
by the moire´ potential. Both, ab initio simulations and calculations in the framework of
tight binding model were used. Three different moire´ patterns were considered, correspond-
ing to rotation angles of 7°, 11°, and 21° between graphene and hBN lattices. Moire´ patterns
create a lattice with significantly larger unit cells than that of pristine graphene, lowering
the magnetic field requirement discussed above to achievable values.
Alternatively, the effects discussed in this paper may also be accessible to experiments
on ultracold atoms in an optical lattice [50]. The analog to the Lorentz force can be cre-
ated artificially, using one of the many possible methods (using Coriolis force arising in a
rotating atomic gas [51, 52] or inducing Berry’s phase by Raman lasers [53, 54]). In the
Ref.[50] optical lattice is used to generate large tunable homogeneous artificial magnetic
fields. While the lattice with ultra-cold atoms is maintained with standing wave produced
29
CHAPTER 4. MAGNETISM
by lasers, the artificial magnetic field is generated by running beam lasers. These running
wave lasers induce hopping in the optical lattice with a spatially dependent complex tun-
neling amplitude. This means that an atom hopping around a closed loop will gain a phase,
which mimics an Aharonov-Bohm phase. This additional phase imposes a tunable magnetic
field-like restriction on the atoms. The ”artificial” magnetic field in such systems may be
strong enough to obtain the unit flux quanta per elementary plaquette of the optical lattice.
The magnetization of normal metals comes conventionally from two contributions: the
electron spin (Pauli paramagnetism) and orbital motion (Landau diamagnetism). The Pauli
magnetization found in graphene is normally much smaller than the orbital one [55] and in
the present paper we consider only the diamagnetic magnetization. The electronic properties
of graphene can be described thoroughly by tight-binding model [56] or with the use of
effective mass or (k,p) method resulting in two-dimensional Dirac equation [1, 57]. These
two methods are very complementary and give consistent results, assuming the system is
very large and the magnetic field used is small. In this case, when the contribution of the
edge states is not very crucial, the low energy spectrum in the region of Dirac cone obtained
by both methods is almost equivalent. Then the orbital diamagnetic magnetization has
a direct relationship with the Landau-quantized bulk energy spectrum. When magnetic
field is applied, the energy spectrum is quantized and discrete Landau Levels(LL) appear.
The density of states is then a delta function arising at each Landau Level and at zero
temperature the magnetization can be estimated by summation over the occupied energy
levels, i.e. located below the Fermi energy. Each energy level rises as the magnetic field
increases, while electron population shifts from highest energy occupied level to the next
lower one every time when the energy of a Landau Level passes through the Fermi energy.
This will result in oscillation of magnetization.
In this paper, we estimate the magnetization of graphene flakes of various shapes in
large fields using the solutions of Dirac equation and the tight-binding model. In the next
sections we will discuss the influence from boundary conditions and discuss the consequences
for magnetization oscillations for graphene flakes having different shapes.
4.3 Dirac equation
Dirac equation describing the electron spectrum in graphene is derived by the asymptotic
approximation of graphene’s single electron’s energy spectrum around the so-called Dirac
points, i.e. with the use of the (k,p) method. Then the spectrum of elementary electronic
excitations in graphene may be obtained with the use of the following Dirac Hamiltonian:
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Hˆ = vf
(
0 pˆx− ipˆy
pˆx+ ipˆy 0
)
, (4.1)
where vf = 108cm s−1 is Fermi velocity and pˆx,y are momentum operators in x,y directions.
The introduction of magnetic field can be obtained by the Peierl’s substitution pˆ→ pˆ− ec ~A
[29]. This results in the modified Hamiltonian of the form
Hˆ = vf
(
0 pˆx− ipˆy− ec ~A
pˆx+ ipˆy− ec ~A 0
)
, (4.2)
where ~A=H0

−y
0
0
 is the vector potential giving the magnetic field, H =H0zˆ normal to
the surface. This Hamiltonian gives a pair of coupled Dirac equations
vf
(
pˆx− ipˆy + e
c
H0y
)
ΨB = EΨA, (4.3a)
vf
(
pˆx+ ipˆy +
e
c
H0y
)
ΨA = EΨB . (4.3b)
We seek a solution in the form ΨA(x,y) = eikxxY (y). Making this substitution into the
Dirac equations, (5.13) results in a formula, which has the same form as an equation for
quantum oscillator:
Y ′′(y) + 1
~
[
E2
v2f
− ~
2
l2B
−
(
~kx+
~y
l2B
)2]
Y (y) = 0, (4.4)
where lB =
√
~c
eH0
is the magnetic length.
Such harmonic oscillator has a discrete energy spectrum:
Ee,hn =±vf
√
2ne~H0
c
, (4.5)
where the index e refer to positive electron part of the spectrum while the index h refer to
holes part of the spectrum.
Imagine that the graphene is electronically doped. The doped electron density can be
estimated with obtained energy spectrum as a difference between electron and hole densities,
ne−nh. Then, using the methods of statistical mechanics we obtain that the charge density
in graphene is equal to:
ne−nh = 2eH
hc
+∞∑
n=0
([
e(E
e
n−µ)/T + 1
]−1
−
[
e(E
e
n+µ)/T + 1
]−1)
, (4.6)
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where µ is the chemical potential. When temperature T is close to 0, this charge density (the
difference ne−nh) is equal to either ne or −nh only, depending on the nature of the electron
or hole type doping. The Landau filling factor is equal to λ = (ne−nh)hc/(2eH), which
reflects the ratio of the number of particles per elemetary flux quanta. With the change
of magnetic field, the chemical potential is sweeping past Landau Levels E[λ]. At zero
temperature, the magnetization can be calculated from the sum of all energy levels below
Fermi energy M =−∑∂E/∂H. Therefore, we can intuitively surmise that every time when
the Landau filling factor changes by integer, the magnetization changes and may result in
periodic oscillations. This suggests a set of peaks at positions of the value of magnetic field:
1
Hλ
= λ 2e
nehc
or ∆
(
1
Hλ
)
= 1
Hλ+1
− 1
Hλ
= 2e
nehc
, (4.7)
when λ is integer. Equation (4.7) may also be written in another form ∆( 1Hλ ) =
2pie
~cSf by
considering ne =
Sf
2pi2 , where Sf is the area of the Fermi surface.
2 The symmetrical energy
spectrum describing the charge neutrality point(CNP) results in symmetric magnetization-
magnetic field curve, i.e. there is no difference of magnetization between hole and electron
doping as there is no difference between hole bands and electron bands if nh = ne. There
are more detailed research through Lifshitz-Kosevich approach in Ref.[58, 59].
4.4 Tight-binding Model for graphene flakes
The tight-binding model is usually derived by assuming that electrons have tunneling ampli-
tudes between orbitals on neighbouring atom sites. These hopping processes are described
by the Hamiltonian:
H =
∑
<i,j>
tijc
†
i cj +h.c., (4.8)
where the operator c†i creates a spinless electron on the site i while cj - destroys a spinless
electron on the site j. The matrix ||tij || describes the hopping overlapping integrals. With
magnetic field, an additional phase is added to each matrix element, tij , through Peierls
substitution,
tij → tije
2pi
Φ0
∫ rj
ri
~A·dl
,
where Φ0 = ch/e is an elementary flux quantum. For numerical simulations below, the
magnetic flux through each hexagon has been taken in the form Φ = p/qΦ0, where p/q is
a rational number, which might be interpreted as number of cells per current vortex. For
simplicity, we only consider the nearest neighbor sites’ hopping integrals.
2From eq.(4.5), for electron band, Sf (En) = 2pin eH~c and ne = Degeneracy×No. of levels = 2eHhc ×n.
Then we obtain ne =
Sf
2pi2 .
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Next, we choose a convenient gauge for the vector potential associated with the magnetic
field H =H0zˆ from the set used in the Refs.[56, 60]. Following then the Ref.[60], we obtain
the same Harper equation in the form:
εψBm = ψAm−1 +amψAm, (4.9a)
εψAm = amψBm+ψBm+1, (4.9b)
where am = 2cos
(
ky
√
3a
2 + 2pi
p
q
1
3a
xAm+x
B
m
2
)
. Here the tight-binding wave function, ~ψm =
(ψAm,ψBm)T , defines the probability of the electron to occupy the m-th site of A or B sublat-
tices of the graphene and ε is an eigenvalue.
Expressing these equations in matrix form, where we display only nonvanishing elements,
we obtain:
0 a0 eikdq
a0 0 1
1 0 a1
a1 0 1
. . .
aq−2 0 1
1 0 aq−1
e−ikdq aq−1 0


ψB0
ψA0
ψB1
ψA1
ψAq−2
ψBq−1
ψAq−1

= ε

ψB0
ψA0
ψB1
ψA1
ψAq−2
ψBq−1
ψAq−1

. (4.10)
Below we present the dependance of the energy eigenvalues for this matrix (4.10) on
magnetic flux per lattice plaquette which is measured in the units of elementary flux quanta
Φ/Φ0. The spectrum has a form of the Hofstadter’s butterfly (Fig.4.1a) [61].
The gaps found in the Hofstadter’s butterfly spectrum suggest clear tracks of nonlinear-
ity in both the energy spectrum and magnetization. For example, if we replot the energy
spectrum as function of electron density on the lattice versus magnetic field and draw the
lines of density along the spectrum gaps, we get the Fig.4.1b. A horizontal line on this Fig-
ure corresonds to the fixed value of n/n0. Note that other non-horizontal lines show traces
of the gaps arising in energy spectrum at different values of magnetic field. Every cross
between the horizontal and non-horizontal lines on this Figure corresponds to a maximum
of the magnetization. As the magnetic field changes, the horizontal fixed density line passes
through the sets of gaps periodically, resulting in repeated peaks and troughs of magneti-
zation. Although there are many gap lines below the fixed density line, the turning points
take place only when a new gap line is crossed.
In the low value of Φ/Φ0 region, this fractal plot (see Fig.4.1a) is very similar to Landau
quantization spectrum. The periodicity is calculated intuitively from the Wannier diagram
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(see Fig.4.1b). Along the schematic line of a fixed density (see colour line), we found that
the cross points satisfy the equation:
|n/n0−1/2|
Φ/Φ0
= l2 , (4.11)
where l is an integer and the value Φ =H0Λ is the magnetic flux penetrating one hexagonal
cell, Λ is the unit cell area equal to
√
3
2 a
2 where a is the unit cell base vector. After
substitution and simplification the equation is given by the formula
1
H0
= l2
e
hc
Λ 1|n/n0−1/2| =
l
Φ0|n− n02 |
. (4.12)
n0 is the Bloch band saturation electron density, which in our spinless case, is equal to 2/Λ
(2 electrons per unit cell). The deviation of density counted from the charge neutrality
point n− n02 may be written in terms of Fermi surface
Sf
2pi2 . Using these equations and their
substitutions, finally we obtain the equations in the very familiar form as above (see, eq.
(4.7)):
1
H0
= l · pie
~cSf
or ∆
(
1
H0
)
= pie
~cSf
. (4.13)
From the Figure.4.1a, it is evident that gaps refer to the lines with odd index l. In other
words, 2 lines with one even and odd index l refer to one Landau Level.
Similarly, for large magnetic field, ie when Φ/Φ0> |n/2n0−1/4| (on the Wannier diagram
presented in the Fig.1b this happens when the gray horizontal line passes the largest gap
line), the positions of troughs satisfy the similar equation:
1
H0
= l · 1
Φ0
(n0
2 ±|n02 −n|
) . (4.14)
4.5 Graphene quantum dots
In this section, we will consider the case of circular graphene flakes of various sizes as well
as flakes of different shapes. Let us assume that they represent quantum dots. If their
size is of the order of hundred nanometers or smaller it is reasonable to describe them by
tight binding model. However, when they will have a very large size, about µm or more we
will solve the Dirac equation. In this case we have to introduce some boundary condition
(e.g. hard wall where no current can penetrate the barrier). The results obtained in the
framework of these two approaches for large and small quantum dots will be compared and
common features will be identified.
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4.5.1 General boundary condition for quantum graphene flakes
It is well known that graphene flakes (in majority cases) have only two types of boundaries
having zig-zag or armchair shape. These types of boundaries can be formed on the hexagonal
lattice only along a few specific directions. Because of this fact, it is possible to develop a
rigorous approach to treat the electrons confined in the flakes with these boundaries. As
described in Ref.[62, 63, 64], for the Dirac equation:
−i~υf ~α ·∇Ψ = EΨ,
where the matrix
~α=
(
~σ 0
0 −~σ
)
(4.15)
and ~σ = (σx,σy,σz) is vector of Pauli matrices, the general energy independent hard wall
boundary conditions are restricted to the wave function spinors Ψ = (Ψ1,Ψ2,Ψ3,Ψ4) defined
on the sample edges by the equations
Ψ =MΨ; M2 = 1; {~nB · ~α,M}= 0. (4.16)
Here M is 4×4 arbitrary Hermitian matrix and the vector ~nB is a normal to the boundary.
The anticommutation relationship in the last equation of (4.16) ensures that no current
penetrates through the hard edges. Several valid possible forms of the matrix M are given
in Ref.[62]. Now, for circularly symmetric dot, we may assume that the boundary conditions
(BC) are rotationally invariant. From that we may find that there are 3 types of simple
boundary conditions, which are arising from those abundant forms of the matrix M given
in Ref.[62]. These BCs on the disk boundary are described by the following equations for
the spinor Ψ:
Ψ1 = Ψ4 = 0 or Ψ2 = Ψ3 = 0 or Ψ1 = Ψ4, Ψ2 = Ψ3. (4.17)
By adoping the first of these BCs as a first possible approximation, we obtain the energy
spectrum of the graphene quantum dots. The dependence of the energy levels against the
radius of the disk is plotted in Fig.4.2. There we see that when the radius of the disk is
very large we reproduce the conventional Landau spectrum for graphene [46, 42]. However
when the radius of the disk decreases the Landau energy levels split into many levels (see
the Figure.4.2). This happens because Landau Levels have very strong degeneracy. The
energy levels also rise (or bend) - this is just the size quantisation effect.
Near the edge of the sample there can exist many edge states supporting charge currents.
These edge levels can be associated with crossing of the bent LLs with the Fermi energy
(see, for example, the crossing of the bent LLs by the red line on the Fig.4.2a). There we
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present two cases when the number of edge states is equal to three (when the Fermi energy
is EF1) and nine (when the Fermi energy is EF2). The number of the edge states in each
of these cases is equal to the number of such crossings. When magnetic field increases the
LLs are moved above the Fermi energy , one by one. Then the number of the edge states
decreases. Each crossing of the LL through the Fermi energy corresponds to a peak in the
magnetization.
4.5.2 The shape dependence for dHvA oscillations
In this section we describe the energy spectrum of a quantum dot in magnetic field with the
use of tight-binding model, where the Hamiltonian is represented in a Hermitian matrix form,
see Eq.(4.10). This approach allows to consider quantum dots of various shapes. There, the
energy spectrum can be obtained accurately by finding all eigenvalues of the Hermitian
matrix, which has a specific form for each shape. Here we present four examples of quantum
dots, which have a hexagon shape, see Fig.4.3a, disk shape, see Fig.4.3b, triangular shape,
see Fig.4.4a, and rhombic shape, see Fig.4.4b. Note that while the hexagon, triangle and
rhombus all have only zig-zag boundary, the disk has both zig-zag and armchair ones, i.e.
in this case we have to use a variable BCs. To calculate the magnetization dependence on
magnetic field for these variously shaped graphene flakes (see, Fig.4.3c, 4.3d, 4.4c, 4.4d)
we use the same method as given in the section 3. On these Figures, we see that the
main features remain similar between the different shapes. This is a direct result of the
bulk states, as each flake has the same structure and Landau Levels as inside graphene
flake. However different shapes of the flakes give rise to different BCs, which produce
different edge states. Since both, the edge states and bulk states are involved in creating
this magnetization oscillations, it is important to note that at high values of Φ/Φ0, the
edge states are contributing less to the overall magnetization than the bulk states and the
magnetization graphs are very similar to each other. There is however a small difference
related to the size of the flakes, which is associated with some fine fractal structure inherent
to the bulk. Increasing the size of the flake has exactly the same effect on dHvA oscillations,
which become more and more prevalent. At low values of Φ/Φ0, or at small sizes of the
flakes, the edge states become prevalent, and there, we can see that the magnetization
behaves differently for different shapes of graphene flakes. This is because of the different
edge states. Note that each trough on the Figures is well described by the analytic equation
(4.14). Each trough is corresponding on the Wannier diagram (see the Fig.4.3) to a cross-
point between a fixed electron density horizontal line and a gap line having the filling factor
slope. In this density-magnetic flux Wannier diagram for the hexagonal flake Fig.4.3e, we
have systematically marked each gap line in pair numbers. The index of each line represents
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the starting and ending points for this line on the y-axis. Red, green, and orange colours
are used to indicate the approximate gap size from large to small. The fixed density of
electrons in a system is indicated by the dashed line. In Fig. 4.3e, the position of this
density line is at the position with the same charge density as in the plots of magnetization,
see Figs 4.3c, 4.3d, 4.4c, 4.4d. The gray horizontal line shows the charge neutrality point.
Each cross point in Fig.4.3e, which is marked by a cross, represents a pass of the Fermi
surface over a gap. These cross points are also related to a trough in magnetization plot,
as indicated by arrows in Fig.4.3c & Fig.4.3d. Red and green arrows are used to identify
the cross points with positive and negative gap slopes, respectively. We notice there are
slight mismatching between the accurately calculated values of troughs (the positions of
arrows) with the troughs of the magnetization in Fig.4.3c & Fig.4.3d. This is because of
the confinement effect arising on finite flakes. In Fig.4.3c, a nearly periodic oscillations are
observed at low magnetic field. Their period slightly decreases when the field increases.
There, the values of the magnetic flux associated with these troughs are read and marked.
These oscillations are related to Aharonov-Bohm effect. Here each peak of the magnetization
corresponds to an extra magnetic flux quanta penetrating the entire flake. The absorption of
magnetic flux and the magnetization oscillations, associated with the edge currents, appeared
due to the time reversal symmetry breaking arising in magnetic field. The spacing between
neighboring oscillations is ∼ 1N , where N is the total number of unit cells, see, for example,
the Fig.4.3c.
4.6 Comments on Dirac Boundary Conditions at the
Edges
It is very useful to make a comparison of the results obtained in the framework of tight-
binding (TB) and continuum Dirac models. Note that while for the case of the TB model
the boundary conditions for various flake shapes are well defined, for the Dirac equation
it is not uniquely specified. The reason is that the Dirac equation is derived within the
effective mass method in the continuum approximation which is, strictly speaking a system
with smoothly varying potentials. The boundary of the flake does not satisfy this constraint
and must be augmented with an appropriate boundary condition for the Dirac spinor at the
edge.
This boundary condition depends on the orientation of the edge. One can expect that
the boundary condition can be enforced, in the framework of a Dirac model, by gapping
the exterior region on a large energy scale. However, this description of the vacuum is
problematic. Such a gap can appear, for example, if the time reversal symmetry is broken
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keeping other symmetries intact. This may be done in a way as in Haldane model for
Quantum Hall Effect without LLs [65]. But the exterior region should be T-invariant,
excluding this possibility. Even if we allow it, the we have two possibilities: 1) the Chern
number exterior to the flake is the same is interior or 2) it is different (see the Ref.[66]).
These two situations stabilize different edge state spectra.
Another possibility arises, for example, if one breaks the spatial inversion symmetry out-
side the flake. In essence this polarizes the external medium and allows for bound charges
accumulating on the interface. If the exterior polarization is uniform, the charge accumula-
tion on the interface has a vector anisotropy, and is clearly dependent on the orientation of
the edge.
One can also gap the spectrum, retaining P and T symmetries but breaking the trans-
lational symmetry in a
√
3×√3 superlattice exterior to the flake. This has the effect of
coherently mixing the two valleys at the interface and will generically produce Friedel os-
cillations in the charge density interior to the flake. The phase of these oscillations can
depend on the orientation of the edge. The identification of the appropriate Dirac boundary
condition that describe the size and shape quantization of the lattice calculcalations in this
case remains an open and interesting problem.
While we have employed both models to describe the magnetization of the graphene
flakes, it is important to note the differences and similarities between these two approaches.
At large values of Φ/Φ0, both models provide very similar results. The splitting of Landau
Levels in the Dirac approach creates the magnetization oscillation as Fermi surface passes
through these Landau Levels. These oscillation can be clearly identified for all flakes, see
the Figs4.3c, 4.3d, 4.4c and 4.4d.
At lower values of Φ/Φ0, the dHvA oscillations are not as prominent as the Aharonov-
Bohm one. This stems from the fact that Dirac equation describes best the continuum
infinite graphene. To describe the edge states with the use of the Dirac equation the bound-
ary conditions of the flakes should be put in a correspondence to some symmetry invariant
manifold as we discussed above. Specifically for the flakes the vacuum around should satisfy
the time reversal and space inversion invariance. With such an approach the edge states of
any flake are well described in the framework of the Dirac equation, too. However, the edge
states contribution to magnetisation of the small size flakes is comparable to the contribu-
tion of the bulk. The Dirac approach may give additional insights on the topological nature
of these edge magnetization oscillations (see, also, for a detail, the papers on topological
insulators[66, 67, 68, 69, 70]).
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4.7 Discussion of possible experiments
Usually the fractal features of Hofstadter like spectrum of monolayer graphene can not be
directly observed. It requires very high magnetic field, which is experimentally inaccessible.
Therefore to reveal the characteristics of the energy spectrum with ratio Φ/Φ0 of the order
of 1, other experimental ideas are needed. They are briefly discussed in introduction.
One idea is to use Moire´ lattices. The increase of the unit cell in such lattices can be
used as a way to decrease the value of magnetic field associated with reasonable rational
fractions of magnetic flux quanta, see Ref.[71]. In this paper, it was shown that a slight
angle mismatch between two lattices put together forms a superlattice which has a much
larger supercell size. Therefore smaller field is required to reach the value of the elementary
flux quanta. Although in this case, the Moire´ lattice has a triangular point , i.e. the
full C6 symmetry, the Hall and longitudinal conductivities measured there display they-self
similarity and therewith their evident connections with Hofstadter’s butterfly-like energy
spectrum.
When we change magnetic field or the carrier density, we see that the crosspoints of the
carrier’s density line with the gap-lines in Wannier diagram are related to the peaks of Hall
conductivity σxy and the troughs of longitudinal conductivity σxx.
The method we presented in this paper can be used to estimate the magnetization
oscillations and other behavior in these Moire´ lattices. The oscillations of magnetizations
for Moire flakes will have similar characteristics with the examples shown in our paper.
Another, previously mentioned, experimental framework for creation of Moire´ pattern is
to consider aligned hBN superlattices [72, 73]. The spectrum calculated in this case is valid
within 1eV [74] and has a truncated Hofstadter’s butterfly shape which shows minibands at
low fractions of the elementary magnetic flux quanta per hexagon unit cell. In this graphene-
hBN configuration the prime branches of the energy spectrum are the traces of Landau Levels
related to the first Dirac points (the normal Dirac points in monolayer graphene). There
are also secondary Dirac points, which appear at the edges of Brillouin zone. They are
related to the minibands attached to each energy branch. Interestingly, the charge density-
magnetic field Wannier diagram presented on the Figure 4 of the paper [73] shows energy
gaps having linear dependence on magnetic flux, which is an evidence of the existence of
dHvA oscillations.
There are some other systems where the proposed effects can be observed, e.g. cold atoms
[50] or graphene antidot lattice (GAL) [44]. In case of the cold atoms, the optical lattice
commonly studied have a square symmetry, it could be formed into a hexagonal lattice
as well. In the arrays of graphene antidots [44], a hexagonal lattice is mimicked through
rhombic etched holes. The Hofstadter’s butterfly energy spectrum calculated for this system
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has a fine structure, which contains a lot of similarities with the monolayer graphene energy
spectrum. Therefore, it is very possible to observe dHvA oscillations of magnetization
in graphene antidot lattice flakes with experimentally achievable magnetic fields. Similar
oscillations of magnetization may be also observed on charged nano-bubbles and nano domes,
which have been recently discovered in the epitaxial graphene, see Refs.[75, 76, 77].
The inclusion of electron spins doubles the number of degrees of freedom and the number
of electrons below Fermi energy. This means that the effective amplitude for magnetization
will be increased (roughly double), since it is calculated by summing over all states below the
Fermi energy. However, as follows from the equations (4.12,4.14), if we take into account the
electron spins there will arise the Zeeman splitting and, of course, due to this splitting the
periodicity of dHvA oscillations will be changed. Note that the electron-electron interaction
should not also be neglected. It may have a strong influence on the ground state of quantum
dots as it has been declared in semiconductor QDs in ref [78].
4.8 Conclusions
In this paper we have determined de Haas-van Alphen oscillations for quantum dots made of
graphene flakes having different shapes. As an example we have focused our studies on flakes
with the hexagonal, triangular, rhombic, and disk shapes and shown that they represent
examples of nontrivial topological insulators. Different approaches have been used. One of
them is a (k,p) method or the Dirac equation, where the period of the dHvA oscillations has
been determined to be ∆
( 1
H
)
= 2enehc . This period has been compared with one obtained in
the framework of the tight binding model, where the Hofstadter’s butterfly energy spectrum
has been obtained and analyzed. Both approaches have been employed equally for both
graphene flakes of hexagonal and circular shapes. The flakes with triangular and rhombic
symmetry were studied using the thight binding approach only. In all cases the obtained
magnetization spectrum shows clear signs of dHvA oscillations, especially in high magnetic
field, which appear together with Aharonov-Bohm effect clearly noticeable at low magnetic
fields.
Finally, we have proposed several types of experiments where the predicted dHvA os-
cillations obtained in this paper might be directly observed experimentally. The described
features of the fractal Hofstadter energy spectrum can be also observed optically with mi-
crowave experiments when graphene flake will be embedded in linear resonator[79]. Prob-
ably, in this case for a clear Hofstadter fractal spectral shape, high quality samples are
required. Moreover, the highly concentrated gaps originated between minibands at low
magnetic field may fuzz the oscillations of magnetization. The magnetization measured in
graphene may be ambiguous when the density of small dHvA oscillations rises.
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(a) Hofstadter’s butterfly (b) Wannier Diagram
(c) Magnetization at the charge density n/n0 = 0.54
Figure 4.1: (colour online) (a) Hofstadter’s butterfly showing the energy spectrum
evolution on magnetic flux per elementary unit cell, calculated for a hexagonal lattice of
infinite size. Energy gaps can be clearly seen. Red, green and orange curves are given to
indicate the approximate gap size from large to small. (b) The Wannier diagram: the
linear dependence of electron density n/n0 on magnetic flux Φ/Φ0, given for different
integer filling factors. Here n0 is the Bloch band saturation density. There is a
correspondence between each of these linear dependencies (the solid straight lines) and the
”gap” curves shown on the left figure of the Hofstadter spectrum. To show this we use the
same color for related curves. The half filling of the band, n/n0 = 12 , corresponds to the
Dirac point. The dashed grey horizontal line is related to a constant electron’s density. (c)
The dependence of magnetization −M on magnetic flux Φ/Φ0 calculated at a fixed charge
carrier density for infinitely large hexagonal lattice. The magnetization is measured in
units 2t/Λ, where t is the hopping energy and Λ is the plaquette area. Troughs on the
graph (the peaks of the magnetization) are associated with electron (hole) trajectories
which are commensurate with the graphene lattice. They are related to the cross-points
between the density-line (gray lines) and the gap-lines (color lines). The arrows show the
positions of troughs calculated from the equations (4.12, 4.14) with several integer values
of l. The most pronounced peaks in magnetisation corresponds to the flux equal to
Φ/Φ0 = 1/4 and 1/3, here the commensurable effects are most pronounced.
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(a) Radius of the graphene flake (b) Magnetic Field
Figure 4.2: The energy spectrum of the circular graphene flake represented by our
quantum dot (QD) in magnetic field. (a) We show the dependance of each energy level on
the radius of the QD. Here the unit of energy is equal to E0 =
√
2~vf/lB . The radius, ρ of
the circular graphene flake (our QD) is measured in the units of magnetic length lB . When
the QD radius ρ is much larger than the magnetic length lB the conventional Landau
spectrum of graphene is reproduced. When the QD radius decreases each energy level is
rising and splitting due to the size quantisation. This splitting gives rise to the oscillations
shown below in Fig. (4.3d). With increasing magnetic field, the Fermi surface usually
sweeps through the split Landau Levels and therefore the oscillations of the magnetisation
arise. Each crossed LL corresponds to a peak on the magnetization plot. As an example,
we present two positions of the Fermi level schematically presented by red horizontal lines
and associated with two values of electron density. The number of crossing points of the
energy spectrum by each of these lines may indicate the number of edge states existing at
such electron density. So for the first Fermi level we have 3 edge states, while for the
second level the number of edge states is equal to 9. Note that this is schematical
presentation of the edge states, which are normally discussed as a bending of LLs, see for
example, Fig.1, in the Ref. [22].(b) The dependence of each energy level on magnetic field
H measured in Teslas for QD with a fixed radius R= 200a= 28nm. Highly degenerated
LLs are clearly seen in region of very high magnetic field (or small magnetic length lB).
That is consistent with the Figure (a). Here at low magnetic field there is abundance of
the energy level crossings, which can bring an ambiguity to the interpretation of results of
the magnetization measurements. For an illustration we also present the dependence of the
uppermost filled energy level on magnetic field given by the red curve, which has saw-tooth
form (for simplicity, only positive energy spectrums are shown in the figures.)
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(a) Hexagonal flake (b) Disk flake (c) Hexagonal lattice n/n0 = 0.456 or 0.544
(d) Dot n/n0 = 0.456 or 0.544 (e) Density vs magnetic field
Figure 4.3: (a) The graphene flake having the Hexagon shape. Here only the zigzag-type
boundaries exist. One may clearly see here the edge current, which was associated with
some particular electronic state (b) Disk shape graphene flake has a variable boundary
conditions, where both the zig-zag and armchair were employed. The energy used in (a) is
E =−1.39t and in (b) E = E =−1.385t. The flux used is Φ/Φ0 = 1/7 for both. (c) The
magnetization of the hexagon flake calculated with the use of the tight binding model. The
marked troughs given in the Figures (c) and (d) correspond to the cross-points between
the constant electron density-line (the dashed gray line) and the gap-lines given in color on
the Figure (e). The pair numbers in the brackets relates each trough to a specific gap line.
For example, an index (1,−2) represents a trough referring to the cross between the
dashed gray density-line with the colored gap-line marked (1,−2). The index of the lines is
given by their start and end point on the y-axis. The color of the line corresponds to the
slope of the gap line crossed (the red color is used for the negative slope, the green color -
for the positive slope). At low values of Φ/Φ0, the Aharonov-Bohm effect is prominent.
The spacing between troughs is in agreement with the estimated value of 1N , where N is
the number of unit cells. (d) The calculated magnetization of the disk flake, shown in (b).
The behavior observed is similar to one given in (c). (e) The Wannier diagram: The index
of the lines represents the starting and ending points of the line, with 0 being the charge
neutrality point and non-zero integers being the multiplications of the saturation position
(n/n0 = 1). For example, if a gap-line starts from the position (Φ/Φ0,n/n0) = (0,1) and
ends at the position (1,0), it is marked by (1,0).
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(a) Triangular lattice (b) Rhombic lattice
(c) Triangular lattice n/n0 = 0.44 or 0.56 (d) Rhombic lattice n/n0 = 0.44 or 0.56
Figure 4.4: (a) The graphene flake having the Triangular shape at energy E = 2.687t. Only
the zigzag-type boundaries are present. (b) Rhombic shape graphene flake also has only
zigzag-type boundaries. Here, the energy is E = 2.05t. The triangular and rhombic lattice
have different edge states due to their non-identical boundaries. The arrows indicate the
single electron current flowing on the flake. On both flakes the magnetic field was
associated with the flux Φ/Φ0 = 1/7. (c) The magnetization of the triangular flake
calculated with the use of the tight binding model. (d) The calculated magnetization of
the rhombic flake, shown in (b). Again, the behavior is similar to the triangular one, and
to the hexagonal flake at high values of Φ/Φ0, as expected, since bulk states are prevalent
in such a case. At low values of Φ/Φ0 however, the behavior is different for each flake, as
the edge states vary from shape to shape.
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Chapter 5
Magneto Elastic effect
5.1 Abstract
The stress/strain caused distortions of graphene lattices can induce a gauge field. Analo-
gizing to a real magnetic field, the strength of this pseudo-magnetic field is mathematically
related to the Gaussian curvature of the surface of the graphene sheet. With careful stretch
of the graphene sheet, we may create an roughly homogeneous pseudo-magnetic field in the
sheet. There are clear differences between this pseudo magnetic field and a real external
field. In the case of this pseudo-magnetic field, the electrons in either of the two energy
valleys of graphene in momentum space see the opposite field strength. We show, however
by adding an external magnetic field, the consequence of this stress induced gauge field can
be revealed. The conductivity and magnetization of the sample are expected to show the
quantum oscillations which are similar to Shubnikov-de Haas oscillations (ShdH) and De
Haas-von Alphen oscillations (dHvA) respectively. In rippled graphene, where the average
Gaussian curvature is zero, the flat energy bands appear at zero energy states when the
magnetic length is relatively smaller than the curvature radius [26, 27, 28, 23].
5.2 Introduction
Many recent research papers have shown that the strain imposed on graphene can cause
similar effects as an external magnetic field [80, 81, 82]. An elastic strain can cause a
distortion in graphene lattice therefore it spatially changes the hopping energy between
carbon atoms. As a consequence, a gauge field may be induced from the strain, which is
equivalent to a constant magnetic field, see Ref.[82]. Hence there may be LLs which are
associated not with magnetic field but with the strain imposed on graphene. Therefore
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on stretched graphene samples, one may observe the Landau quantization. Indeed, the
predicted LLs formed due to pure strain-induced ”pseudo-magnetic field” have been recently
observed [83]. There, the strain was associated with the creation of nanobubbles. Analogous
strain induced effects may arise in charged nanobubbles and nanodomes which have been
recently revealed [76, 75]. There, the Raman spectroscopies have been used to detect and
to measure the strain.
5.3 Stress/strain induced pseudo magnetic field
In graphene, an effective field induced from a 2D gauge field ui,j is presented in the form of
[80, 82, 84, 85]
Ax =
βt
a
(uxx−uyy), (5.1a)
Ay =−βt
a
(uxy), (5.1b)
where β = −∂ ln t/∂ lna ' 2. t is the nearest-neighbor hopping integral, a is the lattice
parameter. This may imply that either a bulk or shear distortion can mimic a magnetic
field in graphene flakes with the gauge potential:
~A=

−By
0
0
 , (5.2)
where the magnetic field B =Beˆz is aligned in the direction perpendicular to the graphene
plane. In contrast with the equation (5.1), we see that an equivalent gauge potential can be
created when Ax =−By= βta (uxx−uyy) and Ay = 0 =−βta (uxy). For simplicity, we consider
a uniaxial strain, where uxx = 0, uyy = aByβt . The stress and strain (the definition, see ref[86])
has the elastic relationship σyy = E ·uyy, here E is the Young’s modulus. Finally, to create
the gauge potential required for Landau quantization, the associate force per transverse area
σyy(y) should be equal to
σyy(y) =
EaB
βt
y. (5.3)
Therefore, to observe the oscillations of the magnetization in the graphene flakes as we have
described in the last chapter Chap. 4, we needs to apply tensile stress and strain as described
in this equation(5.3). If we would be able to apply such a stress (for example, if we bend
the substrate plate on which the graphene is attached, then the strain will be related to the
applied curvature of the substrate plate), the LLs are produced, then no magnetic field is
required to observe the predicted magnetization oscillations. This is simplest example of the
usage of uniaxial stress, only. Specifically, for each flake with a specific shape, different other
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gauge potentials may also be designed. For example, there is a proposed strain potential in
Ref.[87]. There, a graphene ribbon is bent by a non-uniform force or stress applied in plane
of the ribbon, to produce a perpendicular uniform magnetic field.
-100 -50 0 50 100
-100
-50
0
50
100
Figure 5.1: The contour plot shows the effective magnetic field of the bent graphene
ribbon. The different colors show the gradient of the amplitude of the pseudo magnetic
field.
In this framework, the varying force is applied over the edges of graphene ribbon. Then
it is stretched in both (x and y) directions, as described in the Ref [87], see the Fig. 5.1 (or
Fig. 2 in the paper). The resulting lattice distortions obey the following equations:
ux = u0
(
2xy+ f0
f1
x
)
, (5.4a)
uy = u0
[
−x2− λ
λ+ 2µ
(
y2 + f0
f1
y
)]
, (5.4b)
where u0 is equal to umaxxx /2W , W is the width of the nanoribbon, λ and µ are the Lame´
coefficients. Here umaxxx is the maximal strain raised in the system. The force acting along
the y-edges of the sample is Fx = f0 + f1y, where the sample is located within the area
W/2> y >−W/2. Here we choose f0 =Wf1. The related strains are determined as:
uxx = u0 (2y+W ) , (5.5a)
uyy = u0
[
− λ
λ+ 2µ (2y+W )
]
, (5.5b)
uxy = uyx = 0. (5.5c)
By substituting these expressions for strain back to the eq. (5.1), we obtain the value of the
constant pseudo-magnetic field Bs, which is acting perpendicular to the graphene nano-dot.
Bs = cβ
2µΦ0umaxxx
(λ+ 2µ)aW . (5.6)
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To define the stress needed to apply to get such value of the pseudo-magnetic field we use
the Hooke’s Law [86]
σik =Kullδik+ 2µ(uik− 12δikull), (5.7)
where K = λ+µ is the modulus of compression and δik is the Kronicker delta symbol. Then,
using these equations we obtain the stress applied:
σxx =Kull+ 2µ(uxx− 12ull), (5.8a)
σyy = σxy = 0. (5.8b)
Therefore, only unilateral stress is needed to get the constant pseudo-magnetic field. Eq.(5.8a)
after substitution becomes
σxx =
2λ+ 2µ
λ+ 2µ 2µu0(2y+W ). (5.9)
Note that since the stress applied depends linearly only on y-coordinate, the torque of the
stretching force about one of the corner with zero force is
M = F × r =
∫
σxxydy =
4λ+ 4µ
3λ+ 6µµu
max
xx W
2. (5.10)
The maximum stress along the sample which generates a reasonable pseudo-magnetic
field without breaking the sample is estimated in Table 5.1, where for an illustration we
have taken the values of the strain suggested in the Ref.[87]. Here in this estimations the
width of the ribbon is equal to W = 0.1µm, and the Lame´ coefficients used are taken from
the report, see Ref. [88].
Table 5.1: Temperature (T), maximum strain (µxx), maximum stress (σxx), moment (M),
and pseudomagnetic field strength (BS)
T, K µxx σxx (N ·m−1) M (N ·µm2) BS(T )
0 0.05 11.47 3.83×10−2 11.58
100 0.1 22.95 7.65×10−2 23.67
300 0.1 23.13 7.71×10−2 24.75
500 0.2 46.32 15.44×10−2 50.84
1100 0.2 45.5 15.16×10−2 52.36
Thus, the strain may play a role of a magnetic field in tailoring the energy spectrum and
the Landau quantization. Therefore, we can suggest that the oscillations of magnetization
described in the last chapter, Chap. 4 also may exist in strain distorted graphene flakes.
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5.4 Valley symmetry broken
The distortions of lattice cannot break the time reversal (T) symmetry. Therefore, any T
symmetry broken effects related to the stress in graphene would cancel it self. In another
word, the pseudo magnetic field induced in either valley of the graphene has the same scale
but opposite sign. In order to reveal the distortion induced gauge field, we need to break the
valley symmetry. This can be done through many ways, such as introducing the intervalley
scattering, exchange interactions, or simply a real external magnetic field. In this chapter,
we have applied an external magnetic field.
“2+1” Hamiltonian of graphene [64, 62, 63, 89, 29]:
−i~υf ~α ·∇Ψ = EΨ, H = vfΠz⊗σ ·p. (5.11)
In the presence of the external magnetic field and stress, the Dirac Hamiltonian 5.11 has
the form:
Hˆ = vf

0 pˆx− ipˆy− e(A+A
′)
c
pˆx+ ipˆy− e(A+A
′)
c 0
0 −pˆx+ ipˆy + e(A−A
′)
c
−pˆx− ipˆy + e(A−A
′)
c 0
 ,
(5.12)
where A is the potential vector of the real external magnetic field, A′ is the potential vector
of the stress induced pseudo magnetic field.
The top left 2×2 block in the Hamiltonian above is related to the K valley in graphene,
the bottom right 2× 2 block is related to the K′ valley. In the absence of the intervalley
interaction, the two valleys are decoupled. The energy eigenvalues of either valley is similar
to Eq. 4.5 [15], they are:
K : EKn =±vf
√
2ne~(H0 +H
′)
c
, (5.13a)
K′ : EK
′
n =±vf
√
2ne~(H0−H
′)
c
. (5.13b)
Note: H ′ =∇×A′. Though different form of A’ gauge may arise to give the same pseu-
domagnetic field H ′, there is no difference among those A′s. This is because in the case of
static field (see Maxwell equations), by the virtue of the invariance through a gauge transfor-
mation, they are equivalent to each other once they are referring to the same pseudomagnetic
field.
49
CHAPTER 5. MAGNETO ELASTIC EFFECT
The schematic representation of the incommensurate LLs constructed in either valleys
are shown in Fig. 5.2.
k
E
(a) K point
k
E
(b) K’ point
Figure 5.2: The schematic figure shows incommensurate quantized states due to the
pseudomagnetic field H ′.
5.5 Magnetization
We will focus on the diamagnetism of graphene in this section.
5.5.1 Basic equations
Grand canonical potential:
Ω =−T
∑
k
ln
(
1 +e(µ−εk)/T
)
(5.14a)
=−T
∫ ∞
−∞
g(ε)ln
[
1 +e
µ−ε
T
]
dε. (5.14b)
Magnetization:
M =−
(
∂Ω
∂H
)
µ,T
. (5.15)
Magnetic susceptibility:
χ=
(
∂M
∂H
)
µ,T
. (5.16)
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5.5.2 Non interaction case
To valid the conditions as in the title of this section, we have the following assumptions:
kBT < kBΓ vf
√
2~eH, ∆ vf
√
2~eH, 〈µz,z〉< vf
√
2~eH. (5.17)
The ingrediants of the thermodynamic potential is written in the sum of the two segments:
Ω = Ωvac|0ε=−∞+ Ωµ|µε=0, (5.18)
where Ωµ|µε=0 has non-oscillating (Ωc [90, See eq.2.10]) and oscillating parts (Ω˜ [90, See
eq.2.12]):
Ωc =− 12pi2
1
d
1
~2
∫ µ
0
S(ε)dε+O(T ), (5.19a)
Ω˜ = m
∗
2pi~2
~2ω2c
pi2
1
2
∞∑
l=1,σ=±1
ψ(λl)
l2
Φ′lσ µ,H. (5.19b)
The Grand canonical potential at zero chemical potential (µ is at the charge neutral point
(CNP)): [91]
Ωvac = gsgv
√
α|H|3/2C
(
ζ(3/2)
4pi −0.1654a
√
|H|C
)
. (5.20)
The magnetization at T ∼ 0K is the combination of eqns. (5.13, 5.18, 5.19, 5.20).
M =Mvac+Mc+M˜. (5.21)
The oscillation part of the magnetization M˜ is plot in the Fig. 5.3.
5.6 Broadening of Landau levels
The stress induced effective magnetic field is normally not a constant field but with fluctu-
ations, see Fig. 5.1 for an instant. The fluctuations result in LLs broadening.
We consider our system having the conditions: cyclotron radius lB
√
N  the sample
length scale L. And the fluctuations of the field strength lead to → fluctuations of the local
density of states (LDOS(r)∼B(r)N/Φ0). → Energy level broadening (εN → εN + δεN ).
Following the Ref. [92], the density distribution is [92, eqn. 28]
P (n) =
∫
r<L
∑
±
δ(n−BN ′/Φ0±B′(r)N ′/Φ0)d2r/2L2. (5.22)
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Figure 5.3: The oscillation of magnetization (M˜) with stress in an external magnet field at
H = 20T as the function of chemical potential µ. The stress induced pseudo-field is
H ′ = 2T .The Dingle temperature Γ = 10K. The modulated oscillation shows clear bits
behavior whose period satisfy the principle µ2n+1−µ2n = v2f H
2−H′2
H′c .
The variance of this distribution function is [92, eqn. 29]
〈δn2〉= N
′2
4pi2L4 〈[
∮
A(u)du]2〉. (5.23)
The coherence correspondence (the interactive of the gauge field is not practically coupled
between the terms separated far from each other)
〈Ai(r)Aj(r)〉 ∼ Exp[−(r− r′)2/l20], (5.24)
where l0 is the coherence length, the distance a wave vector reserves its phase.
Broadening of the energy spectrum:
εN = vF
√
2e~
√
(B+B′)N ′, (5.25a)
〈δε2N 〉 ≈ [ε′N (n¯)]2〈δn2〉. (5.25b)
This broadening term Eq. 5.25 bring into a correction to the self energy in LK equation.
The spectral Green function [90] becomes the form after the correction:
g(ε) =− 1
pi
Sgn(ε−µ)Im
∑
n,kz
1
ε−εN (kz) + iΓSgn(ε−µ) , (5.26)
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where a correction in the scattering term Γ is replaced by adding a broadening component:
Γ→ Γ + Γε(εn). (5.27)
5.7 Conclusion and discussion
In this chapter, we have investigated the electric and magnetic effect induced by the lattice
distortions and the possible ways to observe them. We suggested that the oscillations of
magnetization described in the last chapter, Chap. 4 also may exist in strain distorted
graphene flakes. Here we proposed two ways to search for these oscillations. Routinely, one
can measure the magnetization against the stress applied to the flakes. This can be done,
for example, by bending copper foils on which the aligned single crystalline graphene flakes
have been grown[45]. These graphene flakes formed on the copper substrate randomly will
experience the inhomogeneous stress as discussed above. Then on such arrays consisting of
thousands or millions of very similar small graphene flakes the magnetization will depend
on the angle of the bending and the predicted effects may be observed. An alternative way
is to change the charge carrier density in graphene, which can be done by an application of
a gate voltage to the manufactured stretched flakes, this latter way may be easier to realize.
Thus, the predicted oscillations of magnetization appearing due to applying stress to the
graphene flakes may be observed in several ways. In the essence, the magneto-elastic effect
is similar to the dHvA oscillations described in the last chapter.
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Chapter 6
Snake states and their
symmetries in graphene1
6.1 Abstract
Snake states are open trajectories for charged particles propagating in two dimension under
the influence of a spatially varying perpendicular magnetic field. We examine the corre-
spondence of snake trajectories in single layer graphene for the cases of: (a) uniform doped
carrier density in an antisymmetric field profile and (b) antisymmetric carrier distribution
in a uniform field. We conclude that these two problems are gauge equivalent and their
correspondence is naturally represented in a Nambu-doubled formulation of the two limiting
problems. Using gauge transformations in particle hole space to connect these situations, we
map the protected interfacial modes to the Bogoliubov quasiparticles of a one dimensional
p-wave paired state.
6.2 Introduction
A charged particle moving in two dimensions under the influence of a spatially varying
perpendicular magnetic field can exhibit snake state trajectories. These are open two di-
mensional orbits perpendicular to the the direction of the magnetic field gradient. Snake
trajectories occur in both the classical and quantum limits of this problem and are of funda-
1In the research of this chapter, I did the numerical work in the sections 6.3, 6.4 and 6.5. The idea of
the gauge equavilant is come up by Prof Mele, Sec. 6.4 6.5. The semi-classical interpretation is proposed
by Prof Kusmartsev, Sec. 6.6. I also had a lot of cooperate work with the others, names are listed in the
Chapter of the publications.
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mental interest with potential applications for electron transport in multidomain ferromag-
nets, two dimensional electron gases and in nanomaterials. In the quantum limit the snake
states can be interpreted as the protected modes that occur at domain walls that separate
topologically distinct gapped ground states. This picture suggests that snake trajectories
can arise even in a uniform magnetic field if the particle density is suitably modulated lat-
erally, e.g. by electrostatic gating patterned to form interfaces between distinct quantum
Hall ground states.
Indeed exactly this possibility has been explored theoretically and examined experi-
mentally for graphene in a uniform perpendicular magnetic field via measurements of the
Hall conductance and of Fabry-Perot like oscillations in the inter-edge conductance across
graphene p-n junctions. Graphene is an excellent candidate for this application because
it can be electrostatically switched from n to p carrier types and studied in the ballistic
transport regime. The converse problem of snake trajectories for a uniform carrier density
in a spatially varying magnetic field is even more technically challenging and it has not been
examined experimentally. However, a variant of this latter problem is routinely encountered
in present day experimental environments. In single layer graphene subject to elastic lattice
strains, the low energy electronic structure is described by a Dirac Hamiltonian containing
a strain-induced gauge field that mimics the effects of a perpendicular (albeit valley asym-
metric) magnetic field. For generic smoothly varying strain fields the presence of nodal lines
that separate regions of “positive” and “negative” pseudomagnetic field in a single valley is
a nearly unavoidable consequence of the symmetry of this strain coupling.
The edge states of the problems with modulated doping and modulated fields are the
same, and it is of interest to understand precisely how these two problems are related in
the bulk. In this paper we observe that these two situations are actually gauge equivalent
representations of the same problem. This equivalence is demonstrated most clearly in a
Nambu-doubled formulation of each of these problems, from which it is clear that they are
interconverted by local gauge transformations using the particle and hole degrees of freedom
in the Nambu basis. Among the insights provided by this approach, we observe that the
interfacial degrees of freedom (the snake states) are mapped to a model for the Bogoliubov
quasiparticles in a one dimensional superconductor along the tangent line gapped by a “p-
wave” pair field.
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6.3 Spectra of the folded graphene and pn junction in
magnetic field
We consider snake state solutions in two limits of a tight binding theory for electrons on a
honeycomb lattice. The Hamiltonian is
H=
∑
i
(Vi−µ)
(
c†i ci−1/2
)
+
∑
〈i,j〉
teiϕij c†i cj + h.c.
(6.1)
where ϕi,j = (e/~)
∫ j
i
~A · d~` is the Peierls phase accumulated in a (possibly nonconstant)
perpendicular magnetic field Bi. We adopt a coordinate system where the scalar potential
Vi and the vector potential ~Ai are spatially varying in the x direction and constant along
y. The chemical potential µ is set so that the left and right sectors are simultaneously
gapped. The calculations are carried out for “zigzag” interfaces, where a domain wall at
x= 0 is tangent to a primitive translation vector along y. We examine two limiting domain
wall geometries. In the first we assume that the system is uniformly doped, say p type
on both sides of an interface where B(x) changes sign. In the second we consider the
complementary case where the B field is uniform (or at least a symmetric function of x with
no sign changes), and instead the external scalar potential V (x) with zero mean changes
its sign on an interface defining a pn junction. We show that the edge-state solutions for
these two limits are the same despite the different microscopic dynamics. This manifests
a topological equivalence of their bulk ground states. Indeed we find that these can be
mapped into each other by gauge transformations that mix the particle and hole degrees of
freedom when the problem is rewritten in a Nambu particle-hole basis. This leads to the
possibility of inventing architectures that simulate phenomena unusual ballistic transport
effects like Andreev reflection even in the absence of a physical superconducting condensate.
In the following, we will first discuss the two limits separately and then present their gauge
equivalence.
6.3.1 Antisymmetric B, Symmetric V
We assume that the system is uniformly slightly doped p-type and has an antisymmetric
magnetic field profile B(x) = Bo tanh(x/`). The spectrum for this problem is displayed in
Fig. 6.1. The vertical red lines denote the projections of the bulk K and K′ Dirac points, i.e.
in the absence of a field these are the interface-projected locations of the bulk gap closures.
For an antisymmetric B(x) the vector potential in Landau gauge is an even function
with Ay(−x) = Ay(x). Consequently the system supports normalizable (near) zero energy
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states that are “one-sided” in momentum space as shown in Fig. 6.1. There are two types
of momentum space anisotropy evident in these spectra: (a) The B-induced zero modes
occur only for q = ky−K(K′)< 0 in both valleys (b) The q < 0 spectrum near K′ supports
an additional pair of zero modes due to the undercoordinated atoms at the zigzag edges
(the total orbital degeneracy of the q < 0 spectrum is actually four in this region). The
additional low energy modes bridge the K′ and K points where they smoothly evolve into
the field induced zero modes in the opposite valley. In either case the transition from q < 0 to
q > 0 marks a critical point where the zero energy degrees of freedom hybridize to produce a
pair of particle-hole symmetric propagating modes that are confined confined to the domain
wall. For p type doping (as illustrated) this pair of interfacial modes copropagate along
−yˆ. Physically the pair of domain wall modes combine cyclotron orbital states of opposite
helicity to confine their motion near the interface.
The dispersion of the outer-edge modes near the right-hand K′ valley is particularly
instructive. Note that this band is nearly flat for small q < 0 but it becomes strongly
dispersive with positive group velocity for sufficiently large negative q. This occurs via
hybridization of the sublattice-polarized edge degree of freedom with the Landau zero mode
on the opposite sublattice when their guiding centers are forced to the outer edges of the
ribbon. Note that the antisymmetry of B(x) requires that the guiding centers are forced to
opposite outer edges at the same value of the crystal momentum ky. These dispersive outer
edge modes constitute a return path for the topological current induced in the domain wall.
These features can be identified in the spatial distribution of the charge densities plotted in
panel (b), see the Figures 6.2, 6.3 6.5, 6.6
To summarize, for constant V and antisymmetric B we observe (a) Four interface/edge
modes at the Fermi energy. (b) A pair of co-propagating modes at the domain wall which
combine cyclotron motions of opposite helicity. (c)Outer edge modes that hybridize the
zeroth Landau level with the zigzag surface state. (d) Valley asymmetry: domain wall
modes occur in both valleys but there is support for the outer edge modes only in a single
valley. Reversal of the direction of B everywhere will select the other valley.
6.3.2 Symmetric B, Antisymmetric V
We now consider the opposite limit that occurs with uniform magnetic field and an anti-
symmetric bias V (x) = Vo tanh(x/`). This creates a graphene pn junction in a uniform field
which is the situation studied in two recent experiments [93, 94].
The spectrum calculated for this configuration is displayed in Fig. 6.4 where we plot E−µ
as a function of ky. Here the system is n-doped for x < 0 and p-doped for x > 0. Again one
finds four dispersing modes at the Fermi energy: two with negative velocity at the domain
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Figure 6.1: Numerically calculated spectrum for graphene with uniform doping in an
antisymmetric magnetic field profile. The spectrum plots E−µ for p-type doping (i.e.
µ= 0 and a uniform scalar potential V shifts the system away from neutrality. The
spectrum shows four dispersing features at the Fermi energy: two with “positive” velocity
on the outer edges, and a pair of modes with “negative” velocity in the domain wall. The
flat band that extends from the K to K′ points is the surface state for a zigzag edge.
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Figure 6.2: Numerically calculated local density of states (LDOS) for the interface zero
energy mode associated with one valley K for graphene with uniform doping in an
antisymmetric magnetic field profile. The LDOS shows the distribution of the charge
density for one of the pair of modes in the domain wall. For the other valley, K′ the
density of the a and b components of the wave function are interchanged.
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Figure 6.3: Numerically calculated local charge density for all four zero energy modes for
graphene with uniform doping in an antisymmetric magnetic field profile.
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wall, and two with positive velocity confined on the outer edges. Despite this similarity,
the mechanism producing the edge state structure is quite different. We note that the
√
n
signature of Landau quantization of the Dirac spectrum is observed for q = ky−K > 0 in
the K valley but for q′ = ky −K′ < 0 in the K′ valley, i.e. the Landau quantized spectra
are both one-sided in momentum space, but in opposite senses in the two valleys. In the
forbidden regions q < 0 and q′ > 0 the spectrum collapses to a pair of nearly degenerate
orbital doublets that connect the two valleys. This degeneracy is exact at ky = pi/a: the
energy jump that is produced by the transition q > 0 to q < 0 (and vice versa for q′) is the
quantized energy spacing between the zeroth and first Landau levels, so all the levels for
k =±pi are twofold degenerate.
Here the dispersion of the confined interfacial modes can be understood as a response to
the lateral electric field produced in the pn junction. As x crosses zero the scalar potential
V (x) switches its sign and the internal electric field E =−∂xV is nonzero. Thus a state with
drift velocity ~E× ~B/B2 sees no deflection and can propagate freely. This can be contrasted
with the guiding-center mechanism that liberates these modes in the former antisymmetric-
B problem where E = 0 and one requires the compensation of helicities of the orbits in
reversed B fieldsto produce freely propagating interfacial snake states.
Interestingly, the appearance of dispersive edge modes on the outer boundaries follows
exactly the same recipe as for the antisymmetric B problem. The quiding center of the
Landau zero mode which is sublattice polarized, is forced to the outer edge of the ribbon
where it hybridizes with the zigzag surface state on a complementary sublattice to form the
one-way dispersive excitation. However, because the B field is constant in this problem, the
guiding centers are forced to the outer edges of the ribbon at opposite momenta ±ky. The
entire spectrum of Fig. 6.4 is then invariant under the combined transformation E−µ→
−(E−µ) and ky→−ky.
To summarize the main results from this model for the graphene pn junction in a uniform
B: (a) Four interface/edge modes at the Fermi energy. (b) Co-propagating modes in the
domain wall determined by their drift velocity specified by B and the potential gradient in
the wall. (c) Conventional outer edge modes that hybridize a Landau zero mode with the
surface state.
6.4 Gauge equivalence of the two problems in Nambu
basis
It is striking that despite the different microscopic origins of the domain wall solutions and
the different structure of the full spectra displayed in Figs. 6.1 and 6.4, the basic pattern of
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Figure 6.4: Spectra for the pn junction in a uniform field. The plot gives E−µ as a
function of ky for a geometry where B is constant but V (x) = Vo tanh(x/`). The system
supports four edge and interface modes: two positive velocity modes on the outer edges
and two negative velocity modes at the domain wall. The flat feature is a zigzag edge state
that morphs into the zeroth Landau level. The spectra are one sided, and show graphene
character near a shifted neutrality point of one sign of q = k−K in one valley and the
opposite sign in the other. At k = pi the spectra are twofold degenerate.
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Figure 6.5: Numerically calculated local density of states (LDOS) for the interface zero
energy mode associated with one valley K for graphene pn junction with the potential
profile V (x) = Vo tanh(x/`) in homogeneous transverse magnetic field. The LDOS shows
the distribution of the charge density for one of the pair of modes in the domain wall. For
the other valley, K′ the density of the a and b components of the wave function are
interchanged.
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Figure 6.6: Numerically calculated local charge density for all four zero energy modes for
graphene pn junction with the potential profile V (x) = Vo tanh(x/`) in homogeneous
transverse magnetic field.
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Figure 6.7: Bogoliubov spectrum for the topological domain wall in graphene. The
spectrum is the particle-hole doubled version of the antisymmetric B spectrum, plotted
only in the particle channel in Fig. 6.1.
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the edge state currents is the same. This is evidence of the topological character of these
modes. By negating either B or V at the interface we reverse the sign of the Chern number in
the first fundamental gap between Landau levels and therefore we require the same pattern
of boundary currents. This suggests that the ground states of these two systems can be
adiabatically mapped into each other. Yet this conclusion is surprising since the momentum
space structures of their spectra examined in the previous section are evidently controlled
by the underlying dynamics which are quite different and in fact incompatible for the two
states. In this section we show that these ground states can nonetheless be mapped into
each other using a particle-hole extension of the original formulations of both problems. The
required mapping is a rotation in the particle and hole degrees of freedom expressed in a
Nambu basis. Local gauge transformations in this basis interconvert the two problems at
the expense of introducing a fictitious pairing field within the domain wall. In this section
we develop a family of such mappings and then return to the consequences of the induced
pseudo-pairing field in Section xx.
The problems of Section I.A and I.B are distinguished by the coupling of external poten-
tials to bilinears in the fermion operators c and c†. For example, the Peierls phase in Eqn.
1 is coupled to nearest neighbor bilinears in the form
teiϕi,j c†i cj , (6.2)
while the scalar potential that defines the local doping is coupled through the site density
operator
Vi
(
c†i ci−1/2
)
. (6.3)
Sign reversal of the magnetic field direction negates the exponentiated phase in Eqn. 2 while
a reversal of the scalar potential flips the sign of the coupling to the net charge operator Eqn.
3. Ignoring the physical spin of the electrons, these reversals are affected by the particle
hole transformations
c¯= c†,
c¯† = c, (6.4)
whereby
teiϕi,j c†i cj 7→ −teiϕi,j c¯†j c¯i =−te−iϕj,i c¯†j c¯i,
Vi
(
c†i ci−1/2
)
7→ −Vi
(
c¯†i c¯i−1/2
)
. (6.5)
For our application it is useful to collect these operators in two-spinors that resolve the two
degrees of freedom at each Bloch wavevector k
ψk = (ak, bk) , (6.6)
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and write the original problem in a doubled Nambu four-component basis
HN (k) =
(
ψ†k ψ−k
)( Hk 0
0 −H∗−k
)(
ψk
ψ†−k
)
. (6.7)
When summed over k this theory gives a doubled “redundant” description of the original
problem.
Using Eqns. 5 a global rotation in particle-hole space can globally “choose” the signs
of B and V . For example, consider a Hamiltonian H[V (x),B(x)] parameterized by the
fields V (x) and B(x). Then define 2× 2 Pauli matrices σµ acting on the two sublattice
degrees of freedom and Σµ acting on the particle and hole degrees of freedom in the Nambu
representation. A global operator of the form
S(θ) = cosθS1 + sinθS2 , (6.8)
where S1 = σ3⊗Σ1 and S2 = σ3⊗Σ2, has the property of formally flipping the signs of V
and B everywhere in the manner
S(θ)†H[V (x),B(x)]S(θ) =H[−V (x),−B(x)] . (6.9)
We will discuss the behavior of S(θ = 0) = S1 first and then return to the interpretation of
the remaining phase degree of freedom θ.
In an analogous manner, if we promote S to a local gauge degree of freedom we can
introduce a gauge transformation S1(x) that locally defines the signs of V and B. Specifically,
we can use this to interconvert the domain wall configurations of sections I.A and I.B. To
keep track of the signs of V and B in the left and right spaces we use a shorthand notation
H[v−,v+;b−, b+] where v± and b± specify the asymptotic signs of the potential and magnetic
field strength. In this notation, H[−,+;+,+] denotes a situation with V < 0 on the left and
V > 0 on the right, all immersed in a uniform positive field B > 0. We now introduce a local
gauge transformation
S(x) = cosα(x) Iˆ+ isinα(x)S1 , (6.10)
where α(−∞)→ pi/2, α(∞)→ 0 and α(0) = pi/4. This has the effect of implementing a one-
sided particle-hole transformation, where the local gauge transformation evolves smoothly
through the interface. We retain the original problem for x 0 but swap particle and hole
amplitudes for x 0 to invert the signs of V and B. This transformation is unitary and
performs the mapping
SH[−,+;+,+]S† =H[+,+;−,+] , (6.11)
thereby swapping the representation of a pn junction in a uniform field with a system with
uniform doping in an antisymmetric B field. In the doubled space the ground states can be
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Figure 6.8: (This figure is made by a cooperate PhD student Matej Brada) The left side
of the figure describes the original problem, which consists of electrons in the right half
and holes in the left half of the sample. The magnetic field is uniform throughout the
sample and is pointing out of paper. The right side of the figure describes the transformed
problem, where holes in the left half of the sample gets converted to electrons and the field
on the left half of the sample reverses its direction.
identified implying that zero-mode structure is unchanged. This In Figure 6.7 we overlay
the spectra calculated for the two problems in the Nambu representation, illustrating this
correspondence.
6.5 Topological classification
The eigenvalues of the squares of the time-reversal Θ, the particle hole Ξ, and the chiral
symmetry Π operators decide the topological class to which a given Hamiltonian belongs
to [95, 96, 97, 98]. Our problem does not have time reversal or chiral symmetry (eigenvalues
of Θ2 and Π2 are zero), but does have the particle-hole symmetry. The two possible outcomes
of Ξ2 = ±1 imply two different topological classification for our Nambu Hamiltonian, class
D and C respectively. Demanding that Ξ anticommutes with H˜ and is unitary, we find
Ξ = iσ1τ2, such that Ξ2 =−1. Thus, in the Nambu formulation, the Hamiltonian describing
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the bulk regions on either side of the domain wall belongs to the Altland–Zirnbauer symmetry
class C, with a 2 Z topological invariant. We have verified this explicitly, by calculating the
Chern numbers in the bulk on the either side of the domain wall [99]. On either side of the
domain wall, the Chern numbers for the electrons and the Nambu holes add up resulting in
the total Chern number to be 2 Z (only even integers). As an example, consider a situation,
where the chemical potential is in between the zeroth and the first Landau level in the
original problem (see Fig. 6.8). In this case we find that in the Nambu basis, the left half of
the sample has Chern number −2 and the right half has Chern number +2. This mismatch
of Chern numbers suggests the presence of four edge states at the domain wall. However,
since we have artificially doubled the spectrum by going to the Nambu basis, the genuine
number of edge states at the domain wall is two.
6.6 Duality of electrical and magnetic fields actions
Although the full energy spectrum of the hexagonal graphene lattice can be obtained from
a tight binding approximation more light on the considered problem can be shed from the
continuum approximation. In this case a Taylor expansion centered at two non-equivalent
Dirac point K and K’ can produce the Dirac-like Hamiltonians HK = vf~σ · pˆ and HK′ =
vf (σxpˆx−σy pˆy) [100]. Together these Hamiltonians can combine to reproduce the 4x4
Hamiltonian from Dirac gamma matrices or inverted band structure heterojunctions [101].
Due to the similarities of the two Hamiltonians, here we will only consider the K point. An
energy gap can be introduced into this Hamiltonian to change the linear energy spectrum
of a Dirac point into a parabolic spectrum. The graphene Hamiltonian at K point with an
external potential V (x) becomes [102, 103, 104]:
Hˆ = vF (σ · pˆ) + IV (x) . (6.12)
Where vF is the Fermi velocity, σ is the Pauli matrices, pˆ is the momentum operator:
pˆ= (pˆx, pˆx) , I is the identity matrix and V (x) is an external or bias potential associated with
applied perpendicular electric field. Below we consider two cases of asymmetrical electric
and symmetric magnetic fields and vice versa considered above.
Let us consider the first case of homogeneous magnetic field applied to the graphene p-n
junction. In this case the biased V (x) is asymmetric, i.e. V (x) = −V (−x) and the vector
potential, chosen in Landau gauge has the form Ay =−Bx, where B is transverse magnetic
field applied perpendicular to the graphene plane. Then the Dirac Hamiltonian for electrons
normalised for vF and associated with K valley has the form:
69
CHAPTER 6. SNAKE STATES AND THEIR SYMMETRIES IN GRAPHENE
H =
(
V (x) i(∂x− i∂y−Ay)
i(∂x+ i∂y +Ay) V (x)
)
. (6.13)
Because of the asymmetric potential V (x) the solution for the Dirac equation HΨ = Ψ
may have the following form:
Ψ = eikyy
[
a(x)
b(x)
]
. (6.14)
Where the values ky are associated with the wave vector along y direction where the
translation invariance is still not broken. After this substitution the Dirac equation is split
into a pair of couple differential equations:
i∂xb− i(ky +Ay)b= (+V )a , (6.15)
i∂xa+ i(ky +Ay)a= (+V )b . (6.16)
After expressing b(x) from the second equation and with the next substitution b(x) into the
first equation after simplification we obtain that
−∂2xa+U−(x)a− ib∂xV = (+V )2a , (6.17)
where U±(x) = (ky +Ay)2±∂xAy For b(x) we obtain an analogous equation:
−∂2xb+U+(x)b− ia∂xV = (+V )2b . (6.18)
In the case of asymmetric magnetic field and homogeneous doping, when V (x) = const
and ∂xV = 0, these equations are decoupled and may be solved separately. In both cases we
have a particle described by Shro¨dinger-like equation in a complex parabolic like potential.
In the case when B(x) = Bsign(x) the potential for the a(x) function, Ua(x) consists of
two parabolas, shifted by each other by 2B, see, Fig.6.9. The minima of this potential
corresponds to the value x=±ky/B. The potential in the equation for b(x) is obtained by
symmetrical reflection from the potential for a(x): Ub(x) = Ua(−x). The wave functions for
other valley, at the K′ point of BZ, is obtained from these equations, where a′(x) = b(x)
and b′(x) = −a(x). Therefore, the corresponding Landau-like spectra associated with the
combined parabolic potential, can be found with the use of some quasi classical approach.
6.7 Discussion and conclusion
Thus we see from the previous section that the lowest energy potential in both cases of
asymmetric electrical and magnetic fields have identical form, while when energy rises the
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Figure 6.9: The potential of the interface created by asymmetric magnetic field
B(x) =−Bsign(x). It consists of two parabolas: U+(x) = (Bx−ky)2−B when x > 0 and
U−(x) = (Bx+ky)2 +B when x < 0, which are shifted with respect to each other by the
amplitude of applied magnetic field, e. g. as B = ∂xAy.
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Figure 6.10: The potential of the interface created by asymmetric electric bias field
V (x) =−V sign(x). It consists of one parabola, which has a jump at the interface related
to value of electric field in the p-n junction, e. g. as E = ∂xV (x).
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difference in their potentials occurs. Therefore, the symmetries that allow this identification
are generally broken at higher energy (i.e. for quasiparticle states with E−µ 6= 0).
Time dependent gauge transformation – The presence of the superconducting pairing
term in the transformed problem can also be understood by imagining the gauge trans-
formation S(x) to be time dependent. In the beginning of this gauge transformation, our
system is described by the original Hamiltonian (Hk), and at the end by the transformed
Hamiltonain (H˜). We assume this time dependent gauge transformation to be adiabatic,
which means that the time it takes to transform the original problem is much longer than
any other time scale in our problem. As time evolves the holes in one half of the system
are converted to electrons, and the magnetic field in that half flips sign, while we retain the
original problem in the other half. Converting holes to electrons in that half requires an
infinite source of electron pairs. This source is readily provided by the effective supercon-
ducting term at the domain wall. Furthermore, the reversal of the magnetic field in that
half implies that the total flux changes as a function of time, which induces an EMF via
the Lenz’s law, giving rise to currents in the domain wall (the current pattern is such that
it opposes the change in flux in that part). These currents are carried by our edge states at
the domain wall. At the end of the transformation the total flux vansihes and is no longer
time dependent.
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Chapter 7
Summary and discussion
7.1 Summary
We started from analyzing the conductivity of graphene related to its edge states/channels
and made an explicit understanding of the roles of the edge states/channels in the quantum
transport regime. In graphene nanoribbons, the energy spectrums show a set of peaks
corresponding to the different values of the Fermi energy. The related density of states
implies a nonlinear dependence of the conductivity on the Fermi energy of the nanoribbins.
When applying a magnetic field perpendicular to the plane of the nanoribbons, the ordinary
Landau levels are formed. These bulk Landau levels with flat spectrum bend up when the
states are approaching to the terminated boundaries, resulting in the conventional integer
quantum Hall effect. The plot of the local density of states and charge distribution at
the Fermi surface confirm an expected polarization of the two sublattices on the edges
of the graphene nanoribbons. In nanoribbons, these edge states play the main role in
contributing to the conductivity. The analytic calculations and numerical simulations get
good agreements while the semi-classical approach renders an intuitive image.
Next, we had a brief look at the Aharonov-Bohm effect in such graphene structures as
nano-disks and nano-rings. We found that these graphene systems are likely to demonstrate
the conventional Aharonov-Bohm effect. The period of the oscillations of the conductivity
as a function of the magnetic flux seems to be the same as in the cases involving either
Pauli Hamiltonians or square lattices though there are two sublattices in graphene rather
than one. In graphene nano-disk and nano-ring, we also performed a number of numerical
simulations to find an influence of the magnetic field and the geometrical confinement on the
conductivity characteristics. The results of these simulations show the periodic behaviors of
conductivity which indicate clear traces of Aharonov-Bohm effect in these nano-devices.
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We described new quantum oscillations in the magnetization of graphene flakes that
are induced by magnetic fields which depend on the shape of the flake. At small values
of the field they are due to the Aharonov-Bohm effect and with increasing field they are
transformed into De Haas-van Alphen oscillations.
The specific form of the De Haas-van Alphen oscillations is analyzed in terms of their
energy spectrum, which has a form of Hofstadter’s butterfly. Numerical results obtained by
using both a lattice tight-binding model and a continuum Dirac equation are presented and
compared. We also discussed possible experiments to investigate the quantum oscillations
in Moire´ and graphene anti-dot superlattices.
The stress/strain caused distortions of graphene lattices can induce a gauge field. The
strength of this pseudo-magnetic field is mathematically related to the Gaussian curvature
of the surface of the graphene sheet. By carefully stretching of the graphene sheet, we
can create a roughly homogeneous pseudo-magnetic field in the sheet. There exists an
evident difference between this pseudo magnetic field and a real external field. In the
case of the pseudo-magnetid field, the electrons in either of the two valleys in momentum
space, which originate from two graphene sublattices, see the fields of equal strength but of
opposite directions. However, we show that by application of an external magnetic field the
underlying features of this stress induced gauge field can be more easily revealed. We find
that both the conductivity and magnetization demonstrate the specific quantum oscillations
similar to the familiar De Haas-van Alphen oscillations.
We also looked through topological aspects of graphene-like systems. Here we considered
a model of the graphene ribbon with a domain wall in the centre. This domain wall is created
through the difference of the chemical potentials and magnetic fields on the opposite sides of
the interface. We found that semiclassical trajectories of the electrons in the domain walls
have snake like shapes. We analized the snake trajectories in a single layer graphene for two
cases: (i) a uniformly doped carrier sample placed in the field with an antisymmetric profile
and (ii) antisymmetric carrier distribution in an uniform field. We concluded that these two
cases are gauge equivalent and their correspondence is naturally represented in a Nambu-
doubled formulation of the two limiting configurations. By using the gauge transformations
in the particle hole space to connect these situations, we mapped the protected interfacial
modes to the Bogoliubov quasiparticles of a one dimensional p-wave paired state.
With many of its already known outstanding properties, the graphene has found a num-
ber of exciting electronic and optoelectronic applications. Some of the examples include the
field effect transistors, field emission generators, bio-sensors and the electrode materials. On
the other hand, there are still some obstacles in the synthesis of the high quality graphene
samples (as far as I recognized, it recently becomes a less difficult problem through intro-
duction of the CVD growth technique), controlling bandgap widths and surface absorptions,
75
CHAPTER 7. SUMMARY AND DISCUSSION
and several other practical problems. Till now, the majority of the practical applications of
graphene are based on its extraordinary conductivity.
Potential applications of graphene based on various mesoscopic quantum effects, includ-
ing those discussed in this thesis, are expected to to be a subject of future investigations.
7.2 Discussion
There remains several unfinished parts of the research investigated in this thesis. In the
study of Aharonov-Bohm effect in Chapter 3, I had not obtained an accurate analytic result
of the conductivity corresponding to Aharonov-Bohm scattering in the graphene flakes.
There, better improved analytical definitions of the boundary conditions are required. In the
study of this thesis, we had not considered the effects corresponding to the electron-electron
interactions. The Green’s function technique is widely used to analyze the many-body
problem. In the research in chapter 5, I had tried to investigate this problem but have not
finished. The presence of the magnetic field increased the complexity of this problem. The
results may be likely to show characteristics similar to the fractional quantum Hall effect.
In studying the topological aspects of graphene systems, I had started to investigate the
topological aspects of the multilayered graphene superlattices. These research include the
topological interpretation and predictions of the physical phenomenon of the multilayered
graphene. Further, the modified graphene systems with defects, doping or other treatment
remain to be investigated in the future.
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Appendix A
Tight-binding Model for
graphene
The tight-binding model is usually derived by assuming that electrons have tunneling am-
plitudes between orbitals on neighboring atom sites. These hopping processes are described
by the Hamiltonian:
H =
∑
<i,j>
tijc
†
i cj +h.c. , (A.1)
where the operator c†i creates a spinless electron on the site i, while cj - destroys a spinless
electron on the site j. The matrix ||tij || describes the hopping overlapping integrals. With
magnetic field, an additional phase is added to each matrix element, tij , through Peierls
substitution,
tij → tije
2pi
Φ0
∫ rj
ri
~A·~dl
,
where Φ0 = ch/e is an elementary flux quantum. For our numerical simulations described
below, the magnetic flux through each hexagon has been taken in the form Φ = p/qΦ0, where
p/q is a rational number, which might be interpreted as a number of cells per current vortex.
For simplicity, we only consider the nearest neighbor sites’ hopping integrals.
A.1 Infinite graphene sheet
The graphene lattice is shown in Fig. A.1. We choose Landau gauge A= (0,Bx,0) for the
vector potential associated with the magnetic field H =H0zˆ. The Schro¨dinger equations for
sites A and B are derived through the equation A.1 and has the following forms:
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εψB2m = tB2,A1ψBm+ tB2,A2ψBme−iky(
√
3/2)a+ tB2,A3ψBm+1eiky(
√
3/2)a , (A.2a)
εψA1m = tA1,B1ψBme−iky(
√
3/2)a+ tA1,B3ψBm+ tA1,B2ψBm+1eiky(
√
3/2)a . (A.2b)
Here the tight-binding wave function, ~ψm = (ψAm,ψBm)T , defines the probability of the elec-
tron to occupy the m-th site of A or B sublattices of the graphene and ε is an eigenvalue.
After simplification of the above equations, we obtain the Harper equation in the form:
εψBm = ψAm−1 +amψAm , (A.3a)
εψAm = amψBm+ψBm+1 , (A.3b)
where am = 2cos
(
ky
√
3a
2 + 2pi
p
q
1
3a
xAm+x
B
m
2
)
[60]. Notice the periodicity of these equations,
we choose the unit cell in commensurate with the magnetic flux per plaquette. The unit cell
has a width of size q and is shown by the shadowed region in Fig. A.1. The magnetic flux
in the unit cell is equal to the value of one flux quantum.
Expressing these equations in matrix form, where we display only nonvanishing elements,
we obtain:
0 a0 eikdq
a0 0 1
1 0 a1
a1 0 1
. . .
aq−2 0 1
1 0 aq−1
e−ikdq aq−1 0


ψB0
ψA0
ψB1
ψA1
ψAq−2
ψBq−1
ψAq−1

= ε

ψB0
ψA0
ψB1
ψA1
ψAq−2
ψBq−1
ψAq−1

. (A.4)
A.2 Zigzag graphene nanoribbon
We use Dirichlet boundary conditions as describe by the equation Eq. 2.2 in the chapter 2.
ψ
(′)
A (x= 0) = ψ
(′)
B (x=N) = 0 , (A.5)
where N is the number of sites in width L of the ribbon. The matrix Hamiltonian A.4
becomes
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Figure A.1: Schematic graph showing the geometry of the unit cell chosen. The magnetic
flux per unit cell is chosen to be equal to some fractional p/q number of the elementary
flux quantum. The choice of the gauge is flexible in infinite graphene as long as they
represent the correct value of magnetic flux in each cell.

0 a0
a0 0 1
1 0 a1
a1 0 1
. . .
aN−2 0 1
1 0 aN−1
aN−1 0


ψB0
ψA0
ψB1
ψA1
ψAN−2
ψBN−1
ψAN−1

= ε

ψB0
ψA0
ψB1
ψA1
ψAN−2
ψBN−1
ψAN−1

. (A.6)
81
APPENDIX B. RECURSIVE GREEN’S FUNCTION
Appendix B
Recursive Green’s function
A scattering region connected to 2 leads, as shown in Fig. B.1. The conductance coefficients
is given through the Landauer-Bu¨ttiker formula
Gl,l′ =
e2
h
∑
|tll′,mn|2 , (B.1)
where l and l’ represents the index of the leads, m and n are the index of the channels in
each lead. In the expression of the Green’s function, the conductivity is equal to the form
[105]:
G= e
2
h
T r[ΓlGrl,l′Γl′Gal′,l] , (B.2)
where Gr,a are the retarded and advanced Green’s functions of the whole system. Gr,al,l′ is
the Green’s functions connecting the leads l and l′. Γ is the current operator and defined
by the expression
Γl = i[Σrl −Σr†l ] . (B.3)
The surface self energy Σrl which is related to the interface of the leads and the scattering
region is
Σrl = ulgrl u
†
l . (B.4)
gl is the lead Green’s function of the surface of the lead l before connecting to the scattering
region. uL,R is the connecting (hopping) matrix between adjacent slice in the leads, shown
in the Fig. B.2.
To calculate the Green’s function of the system, we slice the smaple in many adjacent
segments. The schematic configuration is plot in the Fig. B.2. Each slice can be describe
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precisely by an isolated tight-binding Hamiltonian. This Hamiltonian matrix only considers
the slice itself without any of its neighborhoods. The associated Green’s function of the
slice i is G0,i,i = (E−Hi,i+ iη)−1 Between any adjacent slices, a connection matrix Hi,j is
defined to describe the hopping between slice i and j. Then, the adjacent two slice is glued
through Dyson formulas,
G=G(0) +GV G(0) , (B.5)
where the perturbation V has the components Vi,j = Hi,j . The definitions of the variables
and subscripts are shown in Fig. B.2 for explicit.
Repeat this process, we can build the Green’s function of the whole system slice by slice,
therefore it is named ’recursive’.
Figure B.1: Schematic show of the scattering region connect to 2 leads.
B.1 Explicit equations in graphene
We have seen the basic idea of the recursive Green’s function theory (RGFT) technique.
In this section we will write down the explicit equations calculated out from the general
expressions given in the last section above.
The composite scheme of the RGFT method is demonstrated in the Fig. B.3. There are
no difficult to define the Hamiltonian matrix of each slice and the hopping between slices as
shown in the figure, Fig. B.3. By substitute all the quantities into the Dyson equation B.5,
we will obtain the formulas of the Green’s functions we needed. These equations serve as
bricks in building the whole system’s Green function and are list below: [105]
Gri,i =Gr0,i,i+Gr0,i,iHi,i+1Gri+1,i , (B.6a)
Gri+1,i =Gr0,i+1,i+1Hi,i+1Gri,i . (B.6b)
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Figure B.2: Schematic show of the slicing of the sample in recursive Green’s function
technique.
Note that GrN+1,N+1 = grR and Gr0,0 = grL. Till now, the only quantities unknown are
the surface Green’s functions grL and frR.
The transmission matrix tll′,mn can be written in details, its form reads:
tll′,mn =
i
~
√
|vlm,in||vl′n,out|
(φlm,in)†ΓlGrN+1,0Γl′φl
′
n,out (B.7)
for l 6= l′.
rll,mn =
1
~
√
|vlm,in||vln,out|
(
i(φlm,in)†ΓlGrN+1,0Γlφln,out− (φlm,in)†Γlφln,out
)
(B.8)
for l = l′.
vlm,in and vl
′
n,out are the group velocity of the incident and outgoing propagation modes in
lead l and l′ respectively. φlm,in and φl
′
n,out are the eigenvectors of the incident and outgoing
propagation modes in lead l and l′. The derivate of these quantities will be explained in the
next section.
B.2 Leads’ surface Green’s function
The leads’ surface Green’s function can be derived through numerically approach or eigen-
value algorithms method. The method has been explicitly explained in section 3.2 in the
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Figure B.3: The schematic figure showing the process of composing cells for graphene
structures.
reference Ref. and well summered in the appendix D3 there. So here for simplicity I skipped
the complicated derivative but the results, which is similar as the Algorithm D.1. in the
reference mentioned. However, some modification is needed in the case of graphene leads.
In the graphene lead (nanoribbon), the period of the repeated lattice segment is not 1-slice
of the ribbon. In zigzag graphene nanoribbon, the period of the repeated segments is 2. In
armchair graphene nanoribbon, this period is 4. In our example, see the Fig. B.3, we use
the zigzag nanoribbon. We can convert the 2-slice period lattice system into an equivalent
1-slice period problem through the tight-binding equations: [106]
h†01Ψ0(i) +h1Ψ1(i) +h01(i+ 1) = EΨ1(i) , (B.9a)
h†10(i−1) +h0Ψ1(i) +h10Ψ1(i) = EΨ0(i) , (B.9b)
H†SlΨS +h0Ψ0(i) +h01Ψ1(0) = EΨ0(0) , (B.9c)
which has an equivalent equations of the form
H†eqΨ0(i−1) +HequalΨ0(i) +HeqΨ0(i+ 1) = EΨ0(i) , (B.10a)
H†ScΨS +HclΨ0(0) +HcΨ0(1) = EΨ0(0) , (B.10b)
85
APPENDIX B. RECURSIVE GREEN’S FUNCTION
where
Hequal = h†10(E−h1)−1h10 +h0 +h01(E−h1)−1h†01 , (B.11a)
Heq = h01(E−h1)−1h10 , (B.11b)
Hcl = h0 +h01(E−h1)−1h†01 . (B.11c)
The transport eigenmodes φm(n) described in Eq. B.7 & B.8 are obtained by solving the
eigenproblem [105]
A
(
φn
λnφn
)
= λn
(
φn
λnφn
)
, (B.12)
where operator A has the form
A=
(
0 1
−(H ′eq)−1(H ′eq)† (H ′eq)−1(E−H ′equal)
)
. (B.13)
The group velocity operator vn is defined as
vn =−1/~ Im(2φ†nH ′equal)λnφn) . (B.14)
Then pick out the right moving solutions by checking the corresponding velocity of the
modes φn, i.e. for all modes with velocity vn > 0. The surface Green’s function of one lead
is constructed
grR = URΛRU−1R (H
′†
eq)−1 , (B.15a)
UR = (φ1,v1>0,φ2,v2>0, . . . ,φ1,vn>0) , (B.15b)
ΛR = diag(λ1,v1>0,λ2,v2>0, . . . ,λn,vn>0) . (B.15c)
The other leads (e.g. the left lead grL) can be constructed through the same way.
B.3 Current
The local current density is defined by [106]
j(xi,E) =
1
2pi~
∑
j
(xj−xi)Re(Hi,jG<j,i(E)) , (B.16)
where G< is the lesser Green’s function and has the following definitions. More details can
be consulted to the reference [106, 107]:
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G<i,i =Gri,i(Σ
L,<
i,i + Σ
R,<
i,i )G
a
i,i , (B.17a)
G<i+1,i =G
R,r
i+1,i+1Hi+1,iG
<
i,i+G
R,<
i+1,i+1Hi+1,iG
a
i,i (B.17b)
and
ΣL(R),<i,i =Hi,i−1G
L(R),<
i−1,i−1Hi−1,i , (B.18a)
G
L(R),<
i,i = (G
L(R),r
i,i Hi,i)G
L(R),<
i−1,i−1(G
L(R),r
i,i Hi,i−1)
† . (B.18b)
B.4 Summery of the algorithms
The standard procedure of performing the RGFT technique is (for the case of 2 leads con-
nected to a scattering region):
1. Calculated the surface Green’s function of the leads.
2. Construct the Green’s function of the whole system by sweeping from one end to
another end, e.g. from left lead to the right. The equations used in building the sets of the
Green’s functions of the complete system are the Eq. B.6.
3. Using the sets of the Green’s function obtained, the transmission is calculated by the
Eq. B.7.
4. The local current density is calculated through the Eq. B.16.
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Appendix C
The numerical calculation of
Chern number in graphene
Numerical calculation of Chern number (c) requests a discretization of the Brillouin zone(BZ).
Then, the Berry connection is obtained by the integration of the Berry curvature over the
reciprocal space of the torus, which is isomorphic to a single Brillouin zone. Here we are us-
ing the method developed in the papers [99, 108]. There the Chern number c can be simply
calculated through a summation of the field strength or, equivalently speaking, the Berry
curvature defined on the discretized plaquettes of the Bloch sphere [109]. The calculation
of the Berry curvature requires the knowledge of the states vector or here the eigenvector of
tight- binding model.
Following the paper [99] the field strength on plaquette ([kx,kx+ δkx], [ky,ky + δky]) is
defined as
F (k) = ln
(
Ukx(kx,ky)Uky (kx+ δkx,ky)Ukx(kx,ky + δky)−1Uky (kx,ky)−1)
)
, (C.1)
where Ukx(ky) =
det(ψ†(k)ψ(k+kx(ky)))
|det(ψ†(k)ψ(k+kx(ky)))| is the relative phase linking the neighbouring mesh
points on the BZ, (kx,ky) with (kx+δkx,ky) as well as with (kx,ky+δky) . Then the Chern
number is thus calculated as a sum of the Berry phases or curvatures over all plaquettes
covering the BZ. In fact it is simply the flux of the field strength, F (k), penetrating the BZ:
c= 12pii
∑
k
F (k). (C.2)
Now for a specific example of the Chern number calculation we choose the unit cell as
shown in the Fig. C.1. There we also use a convenient gauge defined, so as each plaquette
is penetrated by the flux Φ. It is associated with a proper choice of periodic boundary
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condition over plaquettes. This setting is similar to one used in the Ref. [110]. We consider
thecae here when the value of magnetic flux through the chosen plaquette is equal to equal to
some fractional number p/q, that is Φ/Φ0 = p/q. Then our Hamiltonian of the tight-binding
model takes the form,
Figure C.1: Schematic graph showing the geometry of the unit cell chosen. The gauge has
been chosen in a form, which we found convenient for our calculations of the the
Chern-number. The magnetic flux per unit cell is chosen to be equal to some fractional p/q
number of the elementary flux quantum.
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H =

µ 1 aqe−i
3
2kxqa
1 µ a∗0
a0 µ 1
1 µ a∗1
a1 µ 1
. . .
aq−2 µ 1
1 µ a∗q−1
aq−1 µ
a∗qei
3
2kxqa 1 µ

. (C.3)
Where an(ky) = 2ei(npi
p
q+
√
3kya
2 )cos(npi pq +
√
3kya
2 ).
Here the BZ is defined as {(kx,ky)|kx ∈ [− 2pi3qa , 2pi3qa ),ky ∈ [− pi√3qa ,
pi√
3qa )}.
The eigenvectors of the Hamiltonian matrix, the eq.(C.3), define the tight-binding states
wave vectors {|nε1〉 |nε2〉 . . . |nεq 〉}. Therefore, using these vectors we built up the wave
function, ψ(k), of the filled states as ψ(k) = (|nε1〉 . . . |nεf 〉). Here we have taken into account
all filled states, only. By substituting ψ(k) into the eq. (C.1) we estimate the field strength
or the Berry curvature through different plaquettes. Next, with the use of the eq. (C.2),
we calculate the total flux of this field through the BZ, which is the Chern number c.
Some characteristic results of our calculations are shown in the Fig. C.2. Therewith such
calculations we were able to reproduce the results presented in the Ref. [108].
Note that: 1) flipping the magnetic field direction changes the sign of c; 2) when the
Fermi energy rises and crossing the zero Landau level in graphene the Chern number changes
from -1 to 1. 3) We have also observed large jumps in the Chern number, see the Fig.C.2.
They take place when the Fermi energy crossing the saddle points of the graphene’s tight-
binding spectrum. Now we can also see, that the topological invariant number c changes
from -1 to 1, when we crossing the interface from left to right. This happens in both cases
when the magnetic field changes sign and where the graphene PN-junction does exist. In
our notations these cases are noted as H[−,+;+,+] & H[+,+;−,+] .
In the Nambu representation of the Hamiltonian, eq. (3), the link determinant Uk
defined in eq. C.1 is equal to the multiplication of the individual determinants of the
particle (Hk) and of the hole branch of the spectrum (H∗−k), i.e. Uk = Uk(Hk)Uk(H∗−k).
Evidently, the field strength F is resulting from the sum of the two representations: F (k) =
F (Hk)+F (H∗−k). The practical form of the Nambu redundant representation should depend
on the ways of particle-hole pairing. However if we assume that the Hamiltonian has the
particle-hole symmetry, that is, its form is invariant with respect to the complex conjugate
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operation, C, which converts CH(k)C−1→−H(−k). The latter is equivalent to the flipping
of the magnetic field. Then the Chern number of this Nambu redundant representation would
be doubled. Moreover the invariant index changes on opposite sides of the interface. Here,
when the Fermi energy is between the zero and the first Landau level, i.e. in the lowest gap
of the spectrum, the Chern number changes would be from -2 to 2 rather than -1 to 1.
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Figure C.2: The Chern number c numerically calculated at different position of the Fermi
energy taken over whole tight-binding band. The magnetic flux per unit cell on Fig. (a) is
taken as Φ = 117Φ0 and on the Fig (b) - as Φ =
1
27Φ0. The characteristic field strength is
shown on the Fig. (c) . The large jump in the Chern number takes place when the Fermi
energy is crossing the saddle points of the graphene energy spectrum. All jumps are
marked by the red vertical lines.
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