In this paper we introduce a large class of subordinators called special subordinators and study their potential theory. Then we study the potential theory of processes obtained by subordinating a killed symmetric stable process in a bounded open set D with special subordinators. We establish a one-to-one correspondence between the nonnegative harmonic functions of the killed symmetric stable process and the nonnegative harmonic functions of the subordinate killed symmetric stable process. We show that nonnegative harmonic functions of the subordinate killed symmetric stable process are continuous and satisfy a Harnack inequality. We then show that, when D is a bounded κ-fat set, both the Martin boundary and the minimal Martin boundary of the subordinate killed symmetric stable process in D coincide with the Euclidean boundary ∂D.
INTRODUCTION
If it is assumed that the semigroup (P D t : t ≥ 0) of X D is intrinsically ultracontractive (a rather mild assumption on the domain D), then (1.1) has the following important consequence: the operator G D α is a oneto-one mapping from the set of excessive (respectively, nonnegative harmonic) functions of Z D 2−α onto the set of excessive (respectively, nonnegative harmonic) functions of X D . Moreover, the inverse mapping is given by the following explicit formula:
where s is excessive (respectively, nonnegative harmonic) for X D . This formula is used to prove that all nonnegative harmonic functions of Z D α are continuous, which together with (1.1) and the intrinsic ultracontractivity of (P D t ) enables a novel proof of Harnack inequality. Another consequence of (1.2) is the identification of the Martin boundary with respect to Z D α of a Lipschitz domain D with its Euclidean boundary ∂D.
The Laplace exponent of the α/2-stable subordinator is φ(λ) = λ α/2 , λ > 0. Clearly, λ/λ α/2 = λ 1−α/2 is the Laplace exponent of the (1 − α/2)-stable subordinator. This existence of a "dual" subordinator is the key for the factorization (1.1). Motivated by this fact, we introduce in this paper subordinators whose Laplace exponent φ(λ) has the property that λ/φ(λ) is again the Laplace exponent of a subordinator. We call such subordinators special, and argue in Section 2 that they comprise a large subclass of subordinators. We show that special subordinators can be characterized by the following very useful property: a subordinator S = (S t , t ≥ 0) is special if and only if its potential measure restricted to (0, ∞) has a decreasing density.
The main contribution of this paper, besides introducing the concepts of special Bernstein functions and special subordinators, is the realization that the key point for the main results of Ref. 16 and Ref. 15 , is the fact that stable subordinators are special. We will show in this paper that the main results of Ref. 16 and Ref. 15 , remain valid for the killed Brownian motion X D subordinate by a special subordinator with infinite Lévy measure or positive drift (or both). The resulting class of subordinate processes is a significant extension of the one studied in Ref. 15 . In particular, this class contains discontinuous processes with a continuous component. Moreover, if the Lévy measure of the subordinator is finite, the jumping times of the subordinate process will be discrete. The Harnack inequality that we prove for nonnegative harmonic functions of such processes is to the best of our knowledge the first one in the literature.
Another generalization that we introduce consists of replacing the underlying killed Brownian motion X D by a rotationally invariant α-stable process, 0 < α ≤ 2, killed upon exiting D. For 0 < α < 2, this process is discontinuous which introduces some technical, but not essential, difficulties. For simplicity, from now on we will use the term symmetric α-stable process, instead of the more precise one -rotationally invariant. So, the process that we are going to study is the symmetric α-stable process killed upon exiting D, subordinate by a special subordinator with infinite Lévy measure or positive drift.
The content of this paper is organized as follows. In Section 2 we first introduce the concepts of special Bernstein functions and special subordinators, show that this class is large and contains most of the known subordinators. Then we study some potential theoretical properties of special subordinators. In particular, we characterize special subordinators in terms of their potential measures. In Section 3 we introduce killed symmetric stable processes in a bounded open set subordinate by special subordinators "dual" to each other. One of the subordinators is assumed to have an infinite Lévy measure or positive drift, while the other subordinator may be a compound Poisson process. Clearly, these two subordinate processes do not have symmetric roles. We are interested in the potential theory of the process X D subordinate by special subordinators having an infinite Lévy measure or positive drift. The main result that we establish is a one-to-one correspondence between the family of excessive (respectively nonnegative harmonic) functions of killed symmetric stable processes and the family of excessive (respectively nonnegative harmonic) functions of the subordinate process. We are in particular interested in nonnegative harmonic functions of the subordinate process. We prove that they are continuous and present the Harnack inequality. In Section 4 we show that when D is a bounded κ-fat set, the Martin boundary and minimal Martin boundary of the subordinate killed symmetric stable process both coincide with the Euclidean boundary ∂D.
In the remainder of this section we shall recall the definitions of harmonic functions and excessive functions with respect to a standard process 
where τ U = inf {t : X t / ∈ U } is the first exit time of U . We are going to use H(X) to denote the collection of all the functions on D which are harmonic with respect to X and H + (X) to denote the collection of all the nonnegative functions on D which are harmonic with respect to X. A nonnegative function which is not identically infinite on D is said to be excessive with respect to
We are going to use S(X) to denote the collection of all the excessive functions with respect to X. It is well known that H + (X) ⊂ S(X).
SPECIAL SUBORDINATORS AND COMPLETE BERNSTEIN FUNCTIONS
Let S = (S t : t ≥ 0) be a subordinator, that is, an increasing Lévy process taking values in [0, ∞] with S 0 = 0. We remark that our subordinators are what some authors call killed subordinators. The Laplace transform of the law of S is given by the formula
The function φ : (0, ∞) → R is called the Laplace exponent of S, and it can be written in the form
Here a, b ≥ 0, and µ is a σ -finite measure on (0, ∞) satisfying
The constant a is called the killing rate, b the drift, and µ the Lévy measure of the subordinator S. By using condition (2.3) above one can easily check that
It is well known that a function φ : (0, ∞) → R is a Bernstein function if and only if it has the representation given by (2.2).
We now introduce the concepts of special Bernstein functions and special subordinators. 
where γ is a measure on (0, ∞) satisfying
The equivalence of (i) and (ii) says that every complete Bernstein function is a special Bernstein function. Note also that it follows from the condition (iii) above that being a complete Bernstein function only depends on the Lévy measure and that the Lévy measure µ(dt) of any complete Bernstein function has a completely monotone density.
The family of all complete Bernstein functions is a closed convex cone containing positive constants. 
. The first family corresponds to α-stable subordinators (0 < α < 1), and pure drift (α = 1), the second family corresponds to relativistic α-stable subordinators, and the third corresponds to the gamma subordinator. The distributions corresponding to the complete Bernstein functions in the first three families are GGC. An example of a Bernstein function which is not a complete Bernstein function is 1 − e −λ . One can also check that 1 − e −λ is not a special Bernstein function as well.
After showing that the family of special Bernstein functions is indeed large and that it contains other important classes of Bernstein functions from the literature, we come back to the main development of this section. The potential measure of the subordinator S is defined by 6) and its Laplace transform is given by
We are going to derive a characterization of special subordinators in terms of their potential measures. Roughly, a subordinator S is special if and only if its potential measure U restricted to (0, ∞) has a decreasing density. To be more precise, let S be a special subordinator with the Laplace exponent φ given by
Since λ/φ(λ) is a Bernstein function, we must have
for some Lévy measure ν, and
Then the right-hand side in (2.11) is the Laplace transform of the measure τ . Since 1/φ(λ) = LU (λ), the Laplace transform of the potential measure U of S, we have that
Therefore,
with a decreasing function u(t) =˜ (t).
Conversely, suppose that S is a subordinator with potential measure given by
for some c ≥ 0 and some decreasing function u :
It follows that 12) with γ (dt) = −u(dt). In the last equality we used that lim t→0 u(t)(1 − e −λt ) = 0. This is a consequence of the assumption
It is easy to check, by using the same integrability condition on u, that
so that γ is a Lévy measure. Therefore, λ/φ(λ) is a Bernstein function, implying that S is a special subordinator.
In this way we have proved the following Theorem 2.1. Let S be a subordinator with potential measure U . Then S is special if and only if
Remark 2.2. Note that from the proof above we have the explicit form of the density u: u(t) =˜ (t) where˜ (t) =ã + ν(t, ∞).
Here ν is the Lévy measure of λ/φ(λ). In case when φ(λ) (and therefore also λ/φ(λ)) is a complete Bernstein function, it follows from the property (iii) of complete Bernstein function that the tail t → ν(t, ∞) of Lévy measure ν is a complete monotone function. Therefore, the potential density u of S is also completely monotone. This was first proved in Ref. 21 .
Note that by comparing expressions (2.8) and (2.12) for λ/φ(λ), and by using formulae (2.9) and (2.10), it immediately follows that
In particular, it cannot happen that both a andã are positive, and similarly, that both b andb are positive. Moreover, it is clear from the definition ofb thatb > 0 if and only if b = 0 and µ(0, ∞) < ∞.
We record now some consequences of Theorem 2.1 and the formulae above.
Corollary 2.3. Suppose that S = (S t : t ≥ 0) is a subordinator whose Laplace exponent
is a special Bernstein function with b > 0 or µ(0, ∞) = ∞. Then the potential measure U of S has a decreasing density u satisfying
Proof. The formulae follow immediately from u(t) =ã + ν(t, ∞) and (2.4), (2.5) applied to ν. Corollary 2.4. Suppose that S = (S t : t ≥ 0) is a special subordinator with the Laplace exponent given by
where µ satisfies µ(0, ∞) = ∞. Then
where the Lévy measure ν satisfies ν(0, ∞) = ∞. Let T be the subordinator with the Laplace exponent ψ. If u and v denote the potential density of S and T respectively, then
Moreover, a andã cannot be both positive.
In the rest of the paper we will assume that φ is a special Bernstein function with the representation (2.2) where b > 0 or µ(0, ∞) = ∞. Let S be a subordinator with the Laplace exponent φ, and let U denote its potential measure. By Corollary 2.3, U has a decreasing density u : (0, ∞) → (0, ∞). Let T be a subordinator with the Laplace exponent
is a decreasing function. If b > 0, the potential measure V has an atom at zero, and hence the subordinator T is a compound Poisson process (this can be also seen as follows: since b > 0, we have u(0+) < ∞, and hence ν(0, ∞) = u(0+) −ã < ∞). Note that in case b > 0, the Lévy measure µ can be finite. If b = 0, we require that µ(0, ∞) = ∞, and then, by Corollary 2.4, ψ(λ) = λ/φ(λ) has the same form as φ, namelyb = 0 and ν(0, ∞) = ∞. In this case, subordinators S and T play symmetric roles.
The following result is crucial for the development in the remainder of this paper. 
Proof. Since for all λ > 0 we have
after multiplying we get
Inverting this equality gives
NONNEGATIVE HARMONIC FUNCTIONS OF THE SUBORDINATE PROCESS
Suppose that α ∈ (0, 2] and let X = (X t : t ≥ 0) be a symmetric α-stable process in R d with characteristic function
Let D be a bounded open set in R d which is further assumed to be connected when α = 2, and let τ D = inf {t > 0 : X t / ∈ D} be the exit time of X from D. Define In this paper we always assume that (P D t ) t≥0 is intrinsically ultracontractive, that is, for each t > 0 there exists a constant c t such that
where ϕ 0 is the positive eigenfunction corresponding to the smallest eigenvalue λ 0 of the Dirichlet Laplacian Let S = (S t : t ≥ 0) and T = (T t : t ≥ 0) be two special subordinators. Suppose that X, S and T are independent. We assume that the Laplace exponents of S and T , denoted by φ and ψ respectively, are related by
We also assume that φ has the representation (2.2) with b > 0 or µ(0, ∞) = ∞. We define subordinate processes by 
respectively. The semigroup Q D t has a density given by
y)ρ t (ds) .
The semigroup R D t will have a density 
respectively. The potential kernel U D has a density given by 
(b) Similarly as above,
Proof. We first observe that if g is excessive with respect to Y D , then g is the increasing limit of U D f n for some f n . Hence it follows from Proposition 3.1 that
which implies that V D g is either identically infinite or excessive with respect to X D . We prove now that V D g is not identically infinite. In fact, since g is excessive with respect to Y D , there exists x 0 ∈ D such that for every t > 0, The function g can be written in the following way:
In the next proposition we will show that every excessive function s for X D can be represented as a potential V D g, where g, given by (3.2), is excessive for Y D . This result was first stated in Ref. 16 as Theorem 2 for the case of stable subordinators and used in Ref. 15 . However, the proof given in Ref. 16 does not seem to be complete because of the following two reasons. First, it is only shown that g is almost everywhere equal to an excessive function, while for later applications it is essential that g itself is excessive. Secondly, the use of Lemma 1 in that proof does not seem to be justified. We therefore give a complete proof here which is based on the approach in Ref. 16 .
We need the following important lemma.
Lemma 3.4. Let h be a nonnegative harmonic function for X D , and let
Then g is continuous.
Proof. We only give the proof in the case when α ∈ (0, 2), the proof in the case α = 2 is similar and essentially given in Ref. 16 . Since the first term in the formula (3.3) is continuous, we have to prove that the second term is also continuous. Let us extend h to
For any > 0 we have
We first note that from continuity of h and P D t h it follows by the dominated convergence theorem that the function
is continuous. Hence we only need to prove that the function 
Since h is continuous, there exists a constant M > 0 such that h(y) ≤ M for all y ∈ B 4 . Therefore, we get
For every x ∈ B 1 , we have
|X s − x| ≥ r almost surely with respect to P x . Therefore one can easily show (see, for instance, Lemma 3.1 of Ref. 25 ) that there exists c 1 > 0 such that
Thus we have shown that
Now let us deal with the term E
. Using the definition of harmonicity and the explicit formula for the Poisson kernel for a ball we can see that c 2 := D\B 4 h(y)dy is finite. Therefore for every x ∈ B 1 ,
Hence we have
Therefore we have for every x ∈ B 1 ,
By use of (2.14) we get that
uniformly on B 1 . The proof is now complete. 
where g is the excessive function for Y D given by the formula
Proof. We know that the result is true when s is the potential of a measure. Let s be an arbitrary excessive function of X D . By the Riesz decomposition theorem (see, for instance, Chapter 6 of Ref. 6), s = G D m + h, where m is a measure on D, and h is a nonnegative harmonic function for X D . By linearity, it suffices to prove the result for nonnegative harmonic functions.
In the rest of the proof we assume therefore that s is a nonnegative harmonic function for X D . Define the function g by formula (3.4). We have to prove that g is excessive for Y D and s = V D g. By Lemma 3.4, we know that g is continuous.
Further, since s is excessive, there exists a sequence of nonnegative functions f n such that s n := G D f n increases to s. Then also P D t s n ↑ P D t s,
then we know that s n = V D g n and g n is excessive for Y D . By use of Fatou's lemma we get that
This implies (again by Fatou's lemma) that 
By use of formula (3.2) for the potential G D s 1 and the easy fact that V D and G D 1 commute, we have
By the uniqueness principle it follows that
Together with (3.6), this implies that Combining this with the continuity of g and the lower semicontinuity ofg, we can get thatg ≤ g everywhere. Further, for x ∈ D such that g(x) < ∞, we have by the monotone convergence theorem and the resolvent equation Hence, by using (3.8), it follows that g ≤g a.e. Since we already proved thatg ≤ g, it holds that g =g a.e. By the absolute continuity of U D λ , g ≥g ≥ λU D λg = λU D λ g everywhere, i.e., g is supermedian. Since it is well known (see e.g. Ref. 10 ) that a supermedian function which is lower semicontinuous is in fact excessive, this proves that g is excessive for Y D . By Proposition 3.2 we then have that V D g ≤ s is excessive for X D . Moreover, V D g = s a.e., and both functions being excessive for X D , they are equal everywhere.
It remains to notice that the formula (3.5) follows immediately from (3.4) by noting that u(∞) = ψ(0) and du(t) = −dν(t). 
The continuity of harmonic functions, together with the intrinsic ultracontractivity of the semigroup (P D t ), is sufficient to prove the Harnack inequality for nonnegative harmonic functions for the process Y D . Here we will only state two necessary lemmas and the theorem. For arguments of proofs we refer the reader to Section 4 of Ref. 15 . 
where T is the constant in (3.1) and C is the constant in (3.10). 
MARTIN BOUNDARY OF THE SUBORDINATE PROCESS
In this section we will always assume the following Assumption A: D is a bounded κ-fat set for some κ ∈ (0, 1) when α ∈ (0, 2), and D is a bounded Lipschitz domain when α = 2.
Recall (see Ref. 
It is well known that the limit 
Proof. In the case α = 2, this lemma is just Proof. We only give the proof in the case when α ∈ (0, 2), the proof in the case α = 2 is similar. 
