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FINITE ELEMENT APPROXIMATIONS OF SYMMETRIC
TENSORS ON SIMPLICIAL GRIDS IN Rn: THE HIGHER
ORDER CASE
JUN HU
Abstract. The design of mixed finite element methods in linear elasticity
with symmetric stress approximations has been a longstanding open problem
until Arnold and Winther designed the first family of mixed finite elements
where the discrete stress space is the space ofH(div,Ω; S)—Pk+1 tensors whose
divergence is a Pk−1 polynomial on each triangle for k ≥ 2. Such a two
dimensional family was extended, by Arnold, Awanou and Winther, to a three
dimensional family of mixed elements where the discrete stress space is the
space ofH(div,Ω; S)—Pk+2 tensors, whose divergence is a Pk−1 polynomial on
each tetrahedron for k ≥ 2. In this paper, we are able to construct, in a unified
fashion, mixed finite element methods with symmetric stress approximations
on an arbitrary simplex in Rn for any space dimension. On the contrary, the
discrete stress space here is the space of H(div,Ω; S)—Pk tensors, and the
discrete displacement space here is the space of L2(Ω;Rn)—Pk−1 vectors for
k ≥ n+1. These finite element spaces are defined with respect to an arbitrary
simplicial triangulation of the domain, and can be regarded as extensions to
any dimension of those in two and three dimensions by Hu and Zhang.
Keywords. mixed finite element, symmetric finite element, first order system,
conforming finite element, simplicial grid, inf-sup condition.
AMS subject classifications. 65N30, 73C02.
1. Introduction
In the classical Hellinger-Reissner mixed formulation of the elasticity equations,
the stress is sought in H(div,Ω; S) and the displacement in L2(Ω;R2) for two di-
mensions and in L2(Ω;R3) for three dimensions. The constructions of stable mixed
finite elements using polynomial shape functions are a long-standing and challeng-
ing problem, see [4, 6]. To overcome this difficulty, earliest works adopted composite
element techniques or weakly symmetric methods, cf. [3, 7, 8, 31, 33, 35, 36, 37]. In
[10], Arnold and Winther designed the first family of mixed finite element methods
in 2D, based on polynomial shape function spaces. From then on, various stable
mixed elements have been constructed, see [2, 5, 6, 10, 12, 18, 11, 22, 26, 32, 39,
40, 9, 13, 20, 23, 24, 28, 27].
For first order systems with symmetric tensors in any space dimension, as the
displacement u is in L2(Ω;Rn), a natural discretization is the piecewise Pk−1 poly-
nomial without interelement continuity. Even for two and three dimensional cases,
The author was supported by the NSFC Projects 11271035, 91430213 and 11421101.
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it is a surprisingly hard problem if the stress tensor can be discretized by an ap-
propriate Pk finite element subspace of H(div,Ω; S). In fact, in [10], Arnold and
Winther designed the first family of mixed finite elements where the discrete stress
space is the space of H(div,Ω; S)—Pk+1 tensors whose divergence is a Pk−1 poly-
nomial on each triangle with k ≥ 2; see also [4]. Such a two dimensional family was
extended to a three dimensional family of mixed elements where the discrete stress
space is the space of H(div,Ω; S)—Pk+2 tensors with k ≥ 2; while the lowest order
element with k = 2 was first proposed in [2]. In very recent papers [29] and [30], Hu
and Zhang attacked this open problem by constructing a suitable H(div,Ω; S)—Pk,
instead of above Pk+1 (2D, k ≥ 3) or Pk+2 (3D k ≥ 4), finite element space for
the stress discretization. The analysis there is based on a new idea for analyzing
the discrete inf–sup condition. More precisely, they first decomposed the discontin-
uous displacement space into a subspace containing lower order polynomials and
its orthogonal complement space. Second they found that the discrete stress space
contains the full C0-Pk space and some so-called H(div) bubble function space on
each triangle (2D) or tetrahedron (3D). Third they proved that the full C0-Pk space
can control the subspace containing lower order polynomials while the H(div) bub-
ble function space is able to deal with that orthogonal complement space. We refer
interested readers to Hu [25] for similar mixed elements on rectangular and cuboid
meshes.
The purpose of this paper is to generalize, in a unified fashion, the elements in [29]
and [30] to any dimension. In addition, we define a set of local degrees of freedom
for shape function spaces of stress on each element. The analysis here is based on
three key ingredients. First, based on the tangent vectors of a simplex, we construct
n(n+1)
2 symmetric matrices of rank one and prove that they are linearly independent
and consequently form a basis of the space S. Second, by using these matrices of
rank one, we define a H(div) bubble function space consisting of polynomials of
degree ≤ k on each element and prove that it is indeed the full H(div) bubble
function space of order k. Third, we show that the divergence space of the H(div)
bubble function space is equal to the orthogonal complement space of the rigid
motion space with respect to the discrete displacement on each element. We stress
that such a result holds for any k ≥ 2.
The rest of the paper is organized as follows. In the next section, we define
finite element spaces of symmetric tensors in any space dimension, present a crucial
structure of them, and a set of local degrees of freedom of shape function spaces
on each element. We also prove that the divergence of the H(div) bubble function
space is equal to the orthogonal complement space of the rigid motion space with
respect to the discrete displacement on each element. In Section 3, we apply these
spaces to first order systems with symmetric tensors and prove the well–posedness of
the discrete problem. The paper ends with Section 4, which gives some conclusion.
2. Finite elements for symmetric tensors
We consider mixed finite element methods of first order systems with symmetric
tensors: Find (σ, u) ∈ Σ× V := H(div,Ω; S)× L2(Ω;Rn), such that{
(Aσ, τ) + (divτ, u) = 0 for all τ ∈ Σ,
(divσ, v) = (f, v) for all v ∈ V.
(2.1)
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Here the symmetric tensor space for the stress Σ is defined by
H(div,Ω; S) :=
{
τ =
τ11 · · · τ1n... ... ...
τn1 · · · τnn
 ∈ H(div,Ω;Rn×n), τT = τ},(2.2)
and the space for the vector displacement V is
L2(Ω;Rn) :=
{ (
u1, · · · , un
)T
, ui ∈ L
2(Ω), i = 1, · · · , n
}
.(2.3)
This paper denotes by Hk(T,X) the Sobolev space consisting of functions with
domain T ⊂ Rn, taking values in the finite-dimensional vector spaceX , and with all
derivatives of order at most k square-integrable. For our purposes, the range space
X will be either S, Rn, or R. Let ‖ · ‖k,T be the norm of H
k(T ). Let S denote the
space of symmetric tensors, and H(div, T, S) consist of square-integrable symmetric
matrix fields with square-integrable divergence. The H(div) norm is defined by
‖τ‖2H(div,T ) := ‖τ‖
2
0,T + ‖divτ‖
2
0,T .
Let L2(T,Rn) be the space of vector-valued functions which are square-integrable.
Here, the compliance tensor A = A(x) ∈ L∞(S; S), characterizing the properties of
the material, is bounded and symmetric positive definite uniformly for x ∈ Ω.
Suppose that the domain Ω is subdivided by a family of shape regular simplicial
grids Th (with the grid size h). This paper denotes Pk(K;X) as the space of
polynomials of degree ≤ k, taking value in the space X .
2.1. A new basis of the symmetric matrices. Let x0, · · · ,xn be the vertices
of simplex K. The referencing mapping is then
x : = FK(xˆ) = x0 +
(
x1 − x0, · · · , xn − x0
)
xˆ,
mapping the reference tetrahedron Kˆ := {0 ≤ xˆ1, · · · , xˆn, 1 −
n∑
i=1
xˆi ≤ 1} to K.
Then the inverse mapping is
xˆ : =
ν
T
1
...
νTn
 (x− x0),(2.4)
where ν
T
1
...
νTn
 = (x1 − x0, · · · , xn − x0)−1 .(2.5)
By (2.4), these normal vectors are coefficients of the barycentric variables:
λ1(x) : = ν1 · (x− x0),
...
λn(x) : = νn · (x− x0),
λ0(x) : = 1−
n∑
i=1
λi.
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For any edge xixj of element K, i 6= j, let ti,j denote associated tangent vectors,
which allow for us to introduce the following symmetric matrices of rank one
(2.6) Ti,j := ti,jt
T
i,j , 0 ≤ i < j ≤ n.
For these matrices of rank one, we have the following important result.
Lemma 2.1. The (n+1)n2 symmetric tensors Ti,j in (2.6) are linearly independent,
and form a basis of S.
Proof. Each matrix Ti,j = ti,jt
T
i,j is a positive semi-definite matrix, on a simplex
K. We would show that the constants ci,j are all equal to zero in
τ =
∑
0≤i<j≤n
ci,jTi,j = 0.
Let ν0 be the normal vector to the n− 1 dimensional simplex △n−1x1 · · ·xn. This
leads to
(2.7) νT0 ti,j = 0, 1 ≤ i < j ≤ n,
and
(2.8) νT0 t0,j 6= 0, 1 ≤ j ≤ n.
This gives
νT0 τ = ν
T
0
∑
0≤i<j≤n
ci,jti,jt
T
i,j = ν
T
0
∑
1≤j≤n
c0,jt0,jt
T
0,j
=
∑
1≤j≤n
c˜0,jt
T
0,j = 0,
(2.9)
where c˜0,j = c0,jν
T
0 t0,j . Since t0,j , 1 ≤ j ≤ n, are linearly independent, this yields
(2.10) c˜0,j = 0, 1 ≤ j ≤ n.
This and (2.8) yield
(2.11) c0,j = 0, 1 ≤ j ≤ n.
A similar argument by using νi, i 6= 0, proves the desired result.
2.2. The bubble–function space. With these symmetric matrices Ti,j of rank
one, we define a H(div,K; S) bubble function space
ΣK,k,b :=
∑
0≤i<j≤n
λiλjPk−2(K;R)Ti,j .(2.12)
Then we propose to define the discrete stress space Σk,h which has the following
crucial structure:
Σk,h :=
{
σ ∈ H(div,Ω, S), σ = σc + σb, σc ∈ H
1(Ω, S),(2.13)
σc|K ∈ Pk(K, S) , σb|K ∈ ΣK,k,b, ∀K ∈ Th
}
,
which is a H(div) bubble enrichment of the H1 space Σ˜k,h := Σk,h ∩ H
1(Ω; S) of
Σk,h. This generalizes the results of [29, 30] for both two and three dimensions to
the general case in any space dimension. Such a structure has already enabled us
to write down directly the basis of Σk,h; see [29, 30] for more details in both two
and three dimensions. Next we plan, as it has been done for most of usual finite
element methods in the literature, to define a set of local degrees of freedom of
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shape function spaces Pk(K, S) on each element. To this end, we define the full
H(div,K; S) bubble function space consisting of polynomials of degree ≤ k
(2.14) Σ∂K,k,0 := {τ ∈ Pk(K; S), τν|∂K = 0}.
Here ν is the normal vector of ∂K.
Lemma 2.2. It holds that
(2.15) ΣK,k,b = Σ∂K,k,0.
Proof. Consider a function τ ∈ λiλjPk−2(K;R)Ti,j , 0 ≤ i < j ≤ n. Note that τ
vanishes on the n− 1 dimensional simplices
△n−1x0 · · ·xi−1xi+1 · · ·xj · · ·xn,
△n−1x0 · · ·xi · · ·xj−1xj+1 · · ·xn.
For any n− 1 dimensional simplex which takes edge xixj , its normal vector, say ν,
is perpendicular to the tangent vector ti,j of edge xixj , which implies that τν = 0
on such a n− 1 dimensional simplex and consequently τ ∈ Σ∂K,k,0. Hence
(2.16) ΣK,k,b ⊂ Σ∂K,k,0.
Next we show the converse of (2.16). Given τ ∈ Σ∂K,k,0, the boundary condition
τν|∂K = 0 indicates that τ vanishes at all the vertices of K. Let Nb denote all
the nodes except the vertices of K for the space Pk(K;R). Given Pℓ ∈ Nb, let
ϕℓ ∈ Pk(K;R) denote the usual associated nodal Lagrange basis function, namely,
ϕℓ(Pℓ) = 1 and ϕℓ vanishes at all the other nodes for the space Pk(K;R). It follows
from Lemma 2.1 that
(2.17) τ =
∑
0≤i<j≤n
Ti,j
( ∑
Pℓ∈Nb
cℓ,i,jϕℓ
)
.
Note that ϕℓ has a homogeneous expression by λ0, · · · , λn. Therefore, we have
(2.18)
∑
Pℓ∈Nb
cℓ,i,jϕℓ =
∑
m0+m1+···+mn=k
c(ij),m0,m1,··· ,mnλ
m0
0 · · ·λ
mn
n .
We claim that
∑
Pℓ∈Nb
cℓ,i,jϕℓ has a factor λiλj , namely,
(2.19)
∑
Pℓ∈Nb
cℓ,i,jϕℓ = λiλj
∑
m′
0
+m′
1
+···+m′n=k−2
c′(ij),m0′,m′1,··· ,m′nλ
m′0
0 · · ·λ
m′n
n .
Without loss of generality, we consider the case where i = 0 and j = 1. Suppose
that there is a term f1T0,1 such that f1 is a polynomial of degree ≤ k and does
not contain a factor λ0. Next we shall show that f1 = 0. In fact, all the terms of
(2.17) which do not contain the factor λ0 and whose normal components (namely
T0,jν0 6= 0, ν0 is the normal vector of △n−1x1 · · ·xn) do not vanish on the n − 1
dimensional simplex △n−1x1 · · ·xn can be expressed as
(2.20)
n∑
j=1
fjT0,j,
where fj , j = 1, · · · , n, are polynomials of degree ≤ k. Since fj do not contain the
factor λ0, it is of the form
(2.21) fj =
∑
r1+···+rn=k
cj,r1,··· ,rnλ
r1
1 · · ·λ
rn
n .
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Since τν0 = 0 on the n− 1 dimensional simplex △n−1x1 · · ·xn,
(2.22)
n∑
j=1
(tT0,jν0)fjt0,j
∣∣∣∣
△n−1x1···xn
= 0.
Since, for j = 1, · · · , n, tT0,jν0 6= 0, and t0,j are linearly independent, this leads to
(2.23) fj|△n−1x1···xn ≡ 0.
Note that λr11 · · ·λ
rn
n |△n−1x1···xn ,
n∑
i=1
ri = k, form a basis of Pk(△n−1x1 · · ·xn;R).
This and the above equation show that
(2.24) cj,r1,··· ,rn = 0.
This, in turn, implies that
(2.25) fj ≡ 0.
Therefore f1 = 0 which implies that all the terms on the right hand side of (2.18)
has a factor λ0. A similar argument shows that all the terms on the right hand side
of (2.18) has a factor λ1. Hence
(2.26) τ ∈ ΣK,k,b.
This completes the proof.
2.3. Degrees of freedom. Before we define the degrees of freedom, we need a
classical result and its variant.
Lemma 2.3. It holds the following Chu-Vandermonde combinatorial identity and
its variant
(2.27)
n∑
ℓ=0
Cℓ+1n+1C
ℓ
k−1 =
n∑
ℓ=0
Cn−ℓn+1C
ℓ
k−1 = C
n
n+k,
(2.28)
n∑
ℓ=0
Cℓ+1n+1C
ℓ
k−1C
2
ℓ+1 =
(n+ 1)n
2
Cnn+k−2,
where the combinatorial number Cmn =
n···(n−m+1)
m···1 for n ≥ m and C
m
n = 0 for
n < m.
Proof. The identity (2.27) is classical, and (2.28) is its variant. For readers’ con-
venience, we sketch the proof for them. It follows from the well-known binomial
theorem that
(1 + t)n+1(1 + t)k−1 = (1 + t)n+k =
n+k∑
m=0
Cmn+kt
m.
On the other hand, we have
(1 + t)n+1(1 + t)k−1 =
n+1∑
m1=0
Cm1n+1t
m1
k−1∑
m2=0
Cm2k−1t
m2 .
A combination of these two equations leads to
Cnn+k =
∑
m1+m2=n
Cm1n+1C
m2
k−1 =
n∑
ℓ=0
Cn−ℓn+1C
ℓ
k−1,
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which proves (2.27). To prove (2.28), we consider
n∑
ℓ=0
Cℓ+1n+1C
ℓ
k−1
(ℓ + 1)ℓ
(n+ 1)n
=
n∑
ℓ=0
Cℓ−1n−1C
ℓ
k−1 =
n∑
ℓ=0
Cn−ℓn−1C
ℓ
k−1 = C
n
n+k−2.
Theorem 2.1. A matrix field τ ∈ Pk(K; S) can be uniquely determined by the
degrees of freedom from (1) and (2)
(1) For each ℓ dimensional simplex △ℓ of K, 0 ≤ ℓ ≤ n − 1, with ℓ linearly
independent tangential vectors t1, · · · , tℓ, and n − ℓ linearly independent
normal vectors ν1, · · · , νn−ℓ, the mean moments of degree at most k− ℓ− 1
over △ℓ, of t
T
l τνi, ν
T
i τνj , l = 1, · · · , ℓ, i, j = 1, · · · , n− ℓ,
(
C2n+1−ℓ+ ℓ(n−
ℓ)
)
Cℓk−1 =
(n−ℓ)(n+ℓ+1)
2 C
ℓ
k−1 degrees of freedom for each △ℓ;
(2) the values
∫
K
τ : θdx for any θ ∈ ΣK,k,b,
(n+1)n
2 C
n
n+k−2 degrees of freedom.
Proof. We assume that all degrees of freedom vanish and show that τ = 0. Note
that the mean moment becomes the value of τ for a 0 dimensional simplex △0,
namely, a vertex, of K. The first set of degrees of freedom imply that τν = 0
on ∂K. Then the second set of degrees of freedom and Lemma 2.2 show τ = 0.
Since the number of degrees of freedom in the second set follows immediately from
Lemma 2.1, we only need to prove the number of degrees of freedom in the first
set. The number of tTl τνi, l = 1, · · · , ℓ, i = 1, · · · , n− ℓ, is
ℓ(n− ℓ),
while, by symmetry, the number of νTi τνj , i, j = 1, · · · , n− ℓ, reads
(n− ℓ)(n− ℓ+ 1)
2
.
The number of the mean moments of degree at most k − ℓ − 1 over △ℓ is C
ℓ
k−1.
These imply the number of degrees of freedom in the first set is
(ℓ(n− ℓ) +
(n− ℓ)(n− ℓ+ 1)
2
)Cℓk−1 =
(n− ℓ)(n+ ℓ+ 1)
2
Cℓk−1.
Hence the sum of degrees of freedom in both sets reads
n−1∑
ℓ=0
Cℓ+1n+1
(n− ℓ)(n+ ℓ + 1)
2
Cℓk−1 +
(n+ 1)n
2
Cnn+k−2
=
(n+ 1)n
2
n−1∑
ℓ=0
Cℓ+1n+1C
ℓ
k−1 −
n−1∑
ℓ=0
ℓ(ℓ+ 1)
2
Cℓ+1n+1C
ℓ
k−1 +
(n+ 1)n
2
Cnn+k−2
=
(n+ 1)n
2
n∑
ℓ=0
Cℓ+1n+1C
ℓ
k−1 −
n∑
ℓ=0
ℓ(ℓ+ 1)
2
Cℓ+1n+1C
ℓ
k−1 +
(n+ 1)n
2
Cnn+k−2.
Then it follows from the Chu-Vandermonde combinatorial identity (2.27) and its
variant (2.28) that it is equal to n(n+1)2 C
n
n+k the dimension of Pk(K; S).
Remark 2.1. It follows from Theorem 2.1 that, for any dimension, if k = 1, Σk,h
becomes a H1 conforming approximation of Σ := H(div,Ω; S). For one dimensional
case with n = 1, for any k, Σk,h becomes the usual H
1 finite element space of degree
k.
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2.4. The divergence space of the bubble function space. Before ending this
section, we prove an important result concerning the divergence space of the bubble
function space. To this end, we introduce the following rigid motion space on each
element K.
(2.29) R(K) := {v ∈ H1(K;Rn), (∇v +∇vT )/2 = 0}.
It follows from the definition that R(K) is a subspace of P1(K;R
n). For n = 1,
R(K) is the constant function space over K. The dimension of R(K) is n(n+1)2 .
This allows for defining the orthogonal complement space of R(K) with respect to
Pk−1(K;R
n) by
(2.30) R⊥(K) := {v ∈ Pk−1(K;R
n), (v, w)K = 0 for any w ∈ R(K)},
where the inner product (v, w)K over K reads (v, w)K =
∫
K
v · wdx.
Theorem 2.2. For any K ∈ Th, it holds that
(2.31) div ΣK,k,b = R
⊥(K).
Proof. For any τ ∈ ΣK,k,b, an integration by parts yields∫
K
div τ · wdx = 0 for any w ∈ R(K).
This implies that
(2.32) div ΣK,k,b ⊂ R
⊥(K).
Next we show the converse. In fact, if div ΣK,k,b 6= R
⊥(K), there is a nonzero
v ∈ R⊥(K) such that ∫
K
div τ · v dx = 0 ∀τ ∈ ΣK,k,b.
By integration by parts, for τ ∈ ΣK,k,b, we have∫
K
div τ · vdx = −
∫
K
τ : ǫ(v)dx = 0,(2.33)
where ǫ(v) is the symmetric gradient, (∇v +∇T v)/2.
By Lemma 2.1, Ti,j , 0 ≤ i < j ≤ n defined in (2.6), form a basis of the space of
symmetric matrices in Rn×n. Then there exists an associated dual basis, say Mi,j,
0 ≤ i < j ≤ n, such that
(2.34) Ti,j :Mk,l = δi,kδj,l, 0 ≤ i < j ≤ n, 0 ≤ k < l ≤ n.
Here the inner product of two matrices A = (aij)
n
i,j=1 and B = (bij)
n
i,j=1 is defined
as
A : B =
n∑
i=1
n∑
j=1
aijbij .
As ǫ(v) ∈ Pk−2(K; S), it follows that there exist qi,j ∈ Pk−2(K;R), 0 ≤ i < j ≤
n, such that
ǫ(v) =
∑
0≤i<j≤n
qi,jMi,j .(2.35)
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Selecting τ =
∑
0≤i<j≤n
λiλjqi,jTi,j ∈ ΣK,k,b, we have,
0 =
∫
K
τ : ǫ(v)dx =
∑
0≤i<j≤n
∫
K
λiλjq
2
i,j(x)dx.
As λiλj > 0 on K, we conclude that qi,j ≡ 0, which implies that v is a rigid motion.
This contradicts with v ∈ R⊥(K). Hence R⊥(K) ⊂ div ΣK,k,b, which completes
the proof.
3. Mixed methods of first order systems with symmetric tensors
3.1. Mixed methods. We propose to use the space Σk,h, with k ≥ n+1, defined
in (2.13) to approximate Σ. In order get a stable pair of spaces, we take the discrete
displacement space as the full C−1-Pk−1 space
Vk,h := {v ∈ L
2(Ω;Rn), v|K ∈ Pk−1(K;R
n) for all K ∈ Th}.(3.1)
It follows from the definition of Vk,h (Pk−1 polynomials) and Σk,h (Pk polyno-
mials) that
div Σk,h ⊂ Vk,h.
This, in turn, leads to a strong divergence-free space:
Zh := {τh ∈ Σk,h | (div τh, v) = 0 for all v ∈ Vk,h}(3.2)
= {τh ∈ Σk,h | div τh = 0 pointwise }.
The mixed finite element approximation of Problem (1.1) reads: Find (σh, uh) ∈
Σk,h × Vk,h such that
(3.3)
{
(Aσh, τ) + (divτ, uh) = 0 for all τ ∈ Σk,h,
(div σh, v) = (f, v) for all v ∈ Vk,h.
3.2. Stability analysis and error estimates. The convergence of the finite ele-
ment solutions follows the stability and the standard approximation property. So
we consider first the well-posedness of the discrete problem (3.3). By the stan-
dard theory, we only need to prove the following two conditions, based on their
counterpart at the continuous level.
(1) K-ellipticity. There exists a constant C > 0, independent of the meshsize
h such that
(Aτ, τ) ≥ C‖τ‖2H(div) for all τ ∈ Zh,(3.4)
where Zh is the divergence-free space defined in (3.2).
(2) Discrete B-B condition. There exists a positive constant C > 0 independent
of the meshsize h, such that
inf
06=v∈Vk,h
sup
06=τ∈Σk,h
(divτ, v)
‖τ‖H(div)‖v‖0
≥ C.(3.5)
It follows from div Σk,h ⊂ Vk,h that div τ = 0 for any τ ∈ Zh. This implies the
above K-ellipticity condition (3.4). It remains to show the discrete B-B condition
(3.5), in the following two lemmas.
We recall the subspace Σ˜k,h := Σk,h ∩ H
1(Ω; S) of Σk,h. For τ ∈ Σ˜k,h, the
degrees of freedom on any element K are: for each ℓ dimensional simplex △ℓ of K,
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0 ≤ ℓ ≤ n, the mean moments of degree at most k− ℓ−1 over △ℓ, of τ . A standard
argument is able to prove that these degrees of freedom are unisolvent.
Lemma 3.1. For any vh ∈ Vk,h, there is a τh ∈ Σ˜k,h such that, for all polynomial
p ∈ R(K), K ∈ Th,
(3.6)
∫
K
(div τh − vh) · p dx = 0 and ‖τh‖H(div) ≤ C‖vh‖0.
Proof. Let vh ∈ Vk,h. By the stability of the continuous formulation, cf. [10] for
two dimensional case, there is a τ ∈ H1(Ω; S) such that,
div τ = vh and ‖τ‖1 ≤ C‖vh‖0.
In this paper, we only consider the domain such that the above stability holds.
We refer interested authors to [21] for the classical result which states it is true
for Lipschitz domains in Rn; see [19] for more refined results. First let Ih be a
Scott-Zhang [34] interpolation operator such that
(3.7) ‖τ − Ihτ‖0 + h‖∇Ihτ‖0 ≤ Ch‖∇τ‖0.
Since k ≥ n + 1, k − (n − 1) − 1 ≥ 1, for each n − 1 dimensional simplex △n−1
of K, there are at least n bubble functions on △n−1 for each component of τ . In
fact let Tij , 1 ≤ i < j ≤ n be the canonical basis of the space S. There are C
k−n
k−1
Lagrange basis functions ϕℓ ∈ {p ∈ H
1(Ω;R), p|K ∈ Pk(K;R), for any K ∈ Th},
ℓ = 1, · · · , Ck−nk−1 , such that ϕℓ vanish on ∂(K
+ ∪K−), where K+ and K− are two
elements that share the common n−1 dimensional simplex △n−1. Then ϕℓTij , 1 ≤
i < j ≤ n, ℓ = 1, · · · , Ck−nk−1 , are matrix–valued bubble functions,which are linearly
independent. These bubble functions allow for defining a correction δh ∈ Σ˜k,h such
that
(3.8)
∫
△n−1
δhν · pds =
∫
△n−1
(τ − Ihτ)ν · pds for any p ∈ R(K)|△n−1.
Finally we take
(3.9) τh = Ihτ + δh.
We get a partial-divergence matching property of τh: for any p ∈ R(K), as the
symmetric gradient ǫ(p) = 0,∫
K
(div τh − vh) · p dx =
∫
K
(div τh − div τ) · p dx
=
∫
∂K
(τh − τ)ν · p ds = 0.
It remain to show the stability estimate. It is standard to use a scaling argument
and the trace theory to show that
‖δh‖0 + h‖∇δh‖0 ≤ C
(
‖τ − Ihτ‖0 + h‖∇(τ − Ihτ)‖0
)
.
Then the stability estimate in (3.6) follows from (3.7) and the triangle inequality.
We are in the position to show the well-posedness of the discrete problem.
Theorem 3.1. For the discrete problem (3.3), the K-ellipticity (3.4) and the dis-
crete B-B condition (3.5) hold uniformly. Consequently, the discrete mixed problem
(3.3) has a unique solution (σh, uh) ∈ Σk,h × Vk,h.
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Proof. The K-ellipticity immediately follows from the fact that div Σk,h ⊂ Vk,h. To
prove the discrete B-B condition (3.5), for any vh ∈ Vk,h, it follows from Lemma
3.1 that there exists a τ1 ∈ Σk,h such that, for any polynomial p ∈ R(K),
(3.10)
∫
K
(div τ1 − vh) · pdx = 0 and ‖τ1‖H(div) ≤ C‖vh‖0.
Then it follows from Theorem 2.2 that there is a τ2 ∈ Σk,h such that τ2|K ∈ ΣK,k,b
and
(3.11) div τ2 = vh − div τ1, ‖τ2‖0 = min{‖τ‖0, div τ = vh − div τ1, τ ∈ ΣK,k,b}
It follows from the definition of τ2 that ‖ div τ2‖0 defines a norm for it. Then, a
scaling argument proves
(3.12) ‖τ2‖H(div) ≤ C‖ div τ1 − vh‖0.
Let τ = τ1 + τ2. This implies that
(3.13) div τ = vh and ‖τ‖H(div) ≤ C‖vh‖0,
this proves the discrete B-B condition (3.5).
Theorem 3.2. Let (σ, u) ∈ Σ × V be the exact solution of problem (2.1) and
(τh, uh) ∈ Σk,h × Vk,h the finite element solution of (3.3). Then, for k ≥ n+ 1,
‖σ − σh‖H(div) + ‖u− uh‖0 ≤ Ch
k(‖σ‖k+1 + ‖u‖k).(3.14)
Proof. The stability of the elements and the standard theory of mixed finite element
methods [14, 15] give the following quasioptimal error estimate immediately
‖σ − σh‖H(div) + ‖u− uh‖0 ≤ C inf
τh∈Σk,h,vh∈Vk,h
(
‖σ − τh‖H(div) + ‖u− vh‖0
)
.
(3.15)
Let Ph denote the local L
2 projection operator, or element-wise interpolation op-
erator, from V to Vk,h, satisfying the error estimate
‖v − Phv‖0 ≤ Ch
k‖v‖k for any v ∈ H
k(Ω;Rn).(3.16)
Choosing τh = Ihσ ∈ Σk,h where Ih is defined in (3.7) as Ih preserves symmetric
Pk functions locally,
‖σ − τh‖0 + h|σ − τh|H(div) ≤ Ch
k+1‖σ‖k+1.(3.17)
Let vh = Phv and τh = Ihσ in (3.15), by (3.16) and (3.17), we obtain (3.14).
Remark 3.1. It immediately follows from Theorem 2.2 and Lemma 3.1 that there
exists an interpolation operator Πh : H
1(Ω, S)→ Σk,h such that
(div(τ −Πhτ), vh)K = 0 for any K and vh ∈ Vk,h
for any τ ∈ H1(Ω, S). Further, if τ ∈ Hk+1(Ω, S), it holds that
‖τ −Πhτ‖L2(Ω) ≤ Ch
k+1|τ |Hk+1(Ω).
This, together with a standard argument, leads to the following optimal error esti-
mate for the stress in the L2 norm
‖σ − σh‖L2(Ω) ≤ Ch
k+1|σ|Hk+1(Ω),
provided that σ ∈ Hk+1(Ω, S).
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Remark 3.2. The extension to nearly incompressible or incompressible elastic ma-
terials is possible. In the homogeneous isotropic case the compliance tensor is given
by
Aτ =
1
2µ
(
τ −
λ
2µ+ nλ
tr(τ)δ
)
,
where δ is an identity matrix, and µ > 0, λ > 0 are the Lame´ constants. For our
mixed method, as for most methods based on the Hellinger–Reissner principle, one
can prove that the error estimates hold uniformly in λ. In the analysis above we
use the fact that
α‖τ‖0 ≤ (Aτ, τ)
for some positive constant α. This estimate degenerates α → 0 when λ → +∞.
However the estimate remains true with α > 0 depending only on Ω and µ if we
restrict τ to functions for which div τ = 0 and
∫
Ω tr(τ)dx = 0, see [15], also [8, 38]
for more details.
4. Conclusions
In this paper we propose a family of mixed elements of symmetric tensors in any
dimension. For stability, we require in Section 3 that the polynomial degree for the
stress be greater than n. Note that one key result, namely, Theorem 2.2 holds for
an arbitrary k, which, in a forth coming paper, will be used to design lower order
methods such that 1 ≤ k ≤ n. In addition, the results in this paper will be used, in
that paper, to derive, in a unified way, those elements in [10] and [6], and generalize
them to any space dimension.
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