We present an analysis of the different aspects involved with the sampling and reconstruction of Fresnel field distribution. Fresnel fields, describing a propagating optical wave, are digitally recorded in many optical applications. The recording process involves discretization of the continuous Fresnel field using a sampling sensor. Typical nonideal sensors induce degradation of the optical information due to finite spatial sampling rate, finite aperture size, and finite detector element size (finite fill factor). In this work, we investigate the condition and limitation of the reconstruction of Fresnel fields sampled with nonideal sampling sensors. We also analyze the propagation of measurement and reconstruction noise through the reconstruction process. In our analysis, we distinguish between continuous (optical) and numerical (computational) reconstructions. We focus on the different reconstruction conditions and limitations, depending on whether the reconstruction is performed in a continuous space or numerically.
Introduction
The progressive merging of optics and electronics requires appropriate mathematical tools and proper understanding of the conversion from the optical domain to the discrete numerical domain and vice versa. We investigate the discretization of Fresnel fields and the features of the reconstructed fields from the discrete field. We investigate the different practical aspects of sampling and reconstruction of Fresnel fields. The applications of this investigation are in Fresnel diffraction-related systems, such as the vast branches of digital holography and interferometer-based applications.
A schematic description of a typical system that encounters sampling and reconstruction from Fresnel fields is shown in Fig. 1 . The field distribution f describing the optical wave propagating from an object f is proportional to the Fresnel transform within the paraxial approximation. The complex-valued Fresnel diffracted field f is encoded, typically by interferometric means, and converted to a discrete signal by an array sensor. This conversion is typically performed with a charged-coupled device ͑CCD͒. In the reconstruction process, the Fresnel field is first decoded and then back propagated either in continuous space ͑e.g., in computer-generated holography͒ or numerically ͑e.g., in digital holography͒.
The benefits of the continuous-to-discrete conversion of the diffracted field are the possibility of convenient storage and ability of flexible digital processing. However, during the conversion process the optical signal may be distorted because: 1. it is sampled at a finite spatial rate ͑finite interpixel distance͒, 2. the optical signal is truncated because of the finite sensor size ͑CCD dimensions͒, 3 . finite integration area of each sensor element ͑pixel area͒, and 4. noise induced during sampling and reconstruction. In this work we give a comprehensive analysis of all of these distortion sources.
The effect of the first degradation source ͑sampling͒ was investigated previously [1] [2] [3] [4] using different methods and perspectives. VanderLugt 1 presented sampling rates for the amplitude of Fresnel diffraction patterns. VanderLugt's sampling technique was extended to include the Fresnel phase samples in Ref. 2 . As a result, a nonuniform sampling scheme was suggested, based on the analysis of a spherical wave decomposition of the spatial light pattern. In Refs. 3 and 4 it was shown that in certain conditions the complex-valued Fresnel field of a finite object could be completely reconstructed from its infinite samples. In this work, we extend the investigation to the finite sensor case using a different approach. Recoverability conditions and resolution are obtained when both the finite sampling rate and finite sensor size are considered. We show that if the Fresnel field is sampled with a finite aperture, it can be reconstructed only approximately under certain conditions. We derive the reconstruction condition and limitation.
The effects of the last two degradation sources are analyzed as well. The effect of finite detector size ͑finite fill factor͒ is shown to be dependent on the particular coding technique implemented. For the particular case that linear coding is implemented ͑or there is no coding͒, then this effect can be evaluated by means of a modulation transfer function ͑MTF͒. For the more common case where the coding is nonlinear, we provide a condition for which the fill factor effect is negligible. Noise may be induced in the system of Fig. 1 during the measurement or reconstruction steps. We calculate the signal-to-noise ratio ͑SNR͒ for dif-ferent noise sources for both continuous and numerical reconstruction.
The reconstruction from the discrete fields can be carried out either optically or numerically. Optical reconstruction is common in computer-generated holography ͑see, for example, Refs. 5 and 6͒. With optical reconstruction, a continuous-space inverse Fresnel transform is preformed. The continuous-space reconstruction from an infinite number of samples is analyzed in Ref. 4 . We reconsider the continuous reconstruction from finite samples using a different method. We examine also the numerical reconstruction that is common in digital holography ͑for example, see Refs. 7-10͒. In this case, the reconstruction is performed numerically by implementing a discrete inverse Fresnel transform. Typical discrete reconstruction induces further spatial resolution limitation of the output, but spares filtering required in some continuous reconstruction conditions.
The novelty of this work is that it provides a comprehensive analysis of all the aspects of practical sampling of Fresnel fields, and that it points out fundamental differences between continuous and discrete reconstruction. Conclusions of previous works that considered infinite sampling and continuous reconstruction 3, 4 may not be adequate when approaching practical applications that use a finite sensor. For instance, it is shown that in practical cases, aliasing of the reconstructed field is always to be expected, even thought it can be avoided in some cases if infinite samples are available. We also show that resolution limitation may differ depending on the type of reconstruction. The main practical conclusions are summarized in Sec. 7. This work is organized as follows. In Sec. 2 we define the mathematical tools used in our analysis. We define the Fresnel transform and present it using an operator notation. 6, 11, 12 The operator notation is used in Sec. 3 to analyze the continuous reconstruction from the Fresnel field distribution. We find the operator notation elegant and convenient, as it avoids complicated integral expression and presents the results more comprehensively. For the reader that is not comfortable with the operator algebra, we summarize the main equation in a complete ͑not operator͒ format in Appendix A in Sec. 8. In Sec. 4 we analyze the discrete reconstruction. The interpolation of the sampled and reconstructed fields is considered as well. The effect of the nonzero fill factor is analyzed in Sec. 5. In Sec. 6 we present a noise analysis for different noise sources. Finally, the main practical conclusions are summarized in Sec. 7.
Fresnel Transform
For the sake of brevity, we limit ourselves to the 1-D case. The extension to 2-D is straightforward. Let us define the ␤-Fresnel transform 13 ͑␤-FRT͒ of a function f (x):
The FRT in Eq. ͑1͒ can be expressed as the convolution of f (x) with a quadratic phase filter ͑QPF͒ defined as:
It can be easily shown that the inversion of Eq. ͑1͒ is obtained by using the same Fresnel integral with parameter Ϫ␤. Therefore, the inverse Fresnel transform ͑IFRT͒ is simply a Fresnel transform with parameter Ϫ␤.
In the following, we adopt an operator notation. 11, 6 Using the operator algebra apparatus, we define 6 the Fourier transform operator as
the scaling by a constant c operator as
and the multiplication by a QPF operator as
It is easy to verify that these operators fulfill the following relations 6 :
͑7͒
IIϭϪ j͓Ϫ1͔, ͑8͒
Q͓Ϫ␤͔Q͓␤͔ϭ1, ͑9͒
where c, c 1 , c 2 , and ␤ are real constants. The Fresnel transform in Eq. ͑1͒ can be expressed using the operator notation as follows: 
͑10͒
Therefore, the Fresnel transform is proportional to the multiplication of a QPF with a scaled Fourier transform of the object multiplied by the same QPF. The Fresnel transform is directly related to the paraxial or Fresnel approximation of physical optics. The narrowangle coherent diffracted field V(x;z) at distance z from the object field V(x;0) is described by the well-known scalar wave propagation equation 6, 13 :
͑11͒
where Ṽ ␤ (x;0) is the Fresnel transform of V(x,0), ␤ϭ/z, and is the wavelength.
Continuous Reconstruction from Finite Sampled Fresnel Field
The system in Fig. 1 can be described using the operator expression of the Fresnel transform in Eq. ͑10͒, as shown in Fig. 2 . In this and the following section, we assume that a point sampling is performed and that the decoding subsystem performs the perfect inverse of the coding subsystem; therefore, these subsystems are omitted. Nonpoint sampling ͑finite detector size͒ and coding effects are discussed in Secs. 5 and 6. The discretization process of the Fresnel field distribution is modeled via the sensor impulse response h s (x 2 ), which is a multiplication of an impulse train with a finite rectangular window function:
where L 2 represents the sensor dimensions and ⌬x 2 represents the interval between samples ͓Fig. 3͑a͔͒. Following the scheme of Fig. 2 , the reconstructed field is given by:
͑13͒
In Appendix A in Sec. 8, Eq. ͑13͒ is written in full format ͑nonoperator͒. Using Eq. ͑9͒, it is easy to verify that
therefore Eq. ͑13͒ can be simplified: 
where by using the property from Eq. ͑6͒, Eq. ͑13͒ can be written as:
͑15͒
By introducing a scaled version of h s (x 2 ) ͓shown in Fig.  3͑b͔͒ :
can be written as:
where we have used the property of Eq. ͑6͒.
Using the convolution property of the Fourier transform:
where * denotes the convolution operator and H s Ј(x 3 ) is the Fourier transform of h s Ј(x 3 ) ͓Fig. 3͑c͔͒:
and NϭL 2 /⌬x 2 is the number of samples. Using Eqs. ͑7͒ and ͑8͒, the term I͓Ϫ1͔Iϭ j, and Eq. ͑18͒ can be written as:
͑19͒
Therefore, the reconstructed field is obtained by a multiplication of a QPF with the convolution of a comb function with a product of the object field and a QPF. Equation ͑19͒ is given in its complete form in Appendix A in Sec. 8.
In the following sections, we examine the earlier result for ␤ϭ/z.
Large z(␤→0)
For large z(␤→0), the operators Q͓␤͔ and Q͓Ϫ␤͔ approach the identity operator and Eq. ͑19͒ becomes:
͑20͒
This is the case of the Fraunhofer approximation, where the far field is captured. The reconstructed field distribution is the convolution of the hologram aperture function with the object field. Owing to the periodical nature of H s Ј(x 3 ), the reconstructed field f ␤ (x 3 ) consists of N shifted replicas of f (x 3 ). The sinc functions of H s Ј(x 3 ) act as a low-pass ͑LP͒ filter with a cutoff spatial frequency of L 2 /z; therefore, the spatial resolution is limited to z/L 2 .
Infinite Aperture Size (L 2 →ϱ)
For infinite aperture size (L 2 →ϱ), H s Ј(x 3 ) tends to become a comb function:
͑21͒
and Eq. ͑19͒ can be written as:
Thus, due to the sampling process, the reconstructed field is the superposition of shifted and modulated replicas of the object. This is demonstrated in Fig. 4͑b͒ showing the simulated reconstruction of the object in Fig. 4͑a͒ . The distance between the replicas is /␤⌬x 2 ϭz/⌬x 2 . The k'th replica is shifted by kz/⌬x 2 and modulated with a frequency of k1/⌬x 2 . This leads to two practical conclusions.
Reconstruction of object: small objects
If the object dimension is smaller than the replication interval, that is
then,
indicates that a limited size object according to Eq. ͑23͒ can be fully recovered by properly windowing the output field. This is demonstrated in Fig. 4͑c͒ . The possibility to reconstruct finite objects from the complete samples of the diffraction field was demonstrated before using different considerations. 3, 4 This fact has practical consequences in typical optical environments where the object imaged has a limited size.
It is interesting to note that Eq. ͑24͒ holds for the spacelimited object regardless of the object bandwidth. Therefore, under the previous condition, the object can be completely reconstructed from a sampled Fresnel field, even if the Nyquist sampling is not fulfilled.
Reconstruction of objects: large objects
If the object is not space limited according to Eq. ͑23͒, then aliasing may occur in the reconstructed field ͓Fig. 4͑d͔͒. However, if the object is bandlimited in the interval (Ϫ1/2⌬x 2 ,1/2⌬x 2 ), that is:
then the high order terms (͉k͉у1) in Eq. ͑22͒ can be filtered with a LP filter having a cutoff frequency of 1/2⌬x 2 . Bearing in mind that ⌬x 2 is the sampling interval, Eq. ͑25͒ can be recognized as the well-known sampling condition according to the Whittaker-Shanon sampling theorem. 6 The LP filter is necessary for reconstruction as in the classical sampling theorem, however, here it can be applied not only on the sampled field f ␤ s (n⌬x 2 ), but also on the recon-
. This is demonstrated in Fig. 5 , where the reconstruction of a bandlimited object is shown. The object f (x 1 ) is shown in Fig. 5͑a͒ . Figure 5͑b͒ illustrates the absolute value of the Fresnel transform obtained by numerical simulation with the setup conditions: ⌬x 2 ϭ10 Ϫ5 m, L 2 ϭ10 Ϫ1 m, ϭ0.5*10 Ϫ6 m, and zϭ0.2 m. In Fig. 5͑c͒ , the real part of the reconstructed field real͓ f ␤ (x 3 )͔ is shown. The object size is 1.5•10 Ϫ2 m and the replicas are separated by 10 Ϫ2 m; therefore, overlapping occurs and the object is unrecognizable. However, after applying a LP filter with a cutoff spatial frequency of 5•10 4 l/m on the reconstructed field, the object is completely recovered.
Finite aperture size
For finite L 2 , the reconstructed field consists from replicas located at kz/⌬x 2 , as in the pure sampling case (L 2 →ϱ) discussed earlier, but the extent of each replica is infinite regardless of the object size. The infinite extent of each replica is caused by the convolution of Q͓␤͔ f terms in Eq. ͑19͒ with the sin c functions of H s Ј(x 3 ), each having infinite support ͓Fig. 3͑c͔͒. Thus, overlapping of replicas always exists if the aperture size is finite. Practically, it is common to neglect the side lobes of the sin c function after its first zero located at z/L 2 , and in this case the extent of each replica can be approximated to be L 1 ϩ2z/L 2 , where L 1 is the object size. Thus in the case of a finite aperture, overlapping is negligible if L 1 ϩ2z/L 2 is smaller than the replication interval z/⌬x 2 . Furthermore, if L 2 is large enough (Nӷ1), then Eq. ͑24͒ holds as an approximation. This is demonstrated in Fig. 6͑b͒ . Stern and Javidi: Analysis of practical sampling . . .
Convolution
The convolution with the sin c functions of H s Ј(x 3 ) in Eq.
͑19͒ limits the resolution of the reconstructed field. Using Rayleigh resolution criteria, 14 In Fig. 6͑b͒ , it is demonstrated that for large L 2 , the object can be reconstructed within a good approximation. For smaller aperture size ͓Fig. 6͑c͔͒, Gibbs phenomenon appear at sharp edges. Further decreasing of the aperture size may cause details to vanish, as demonstrated in Fig. 6͑d͒ . The 0.1-mm gap in the object is unrecognizable, since it is smaller than the resolution limit z/L 2 ϭ0.2 mm.
Digital Reconstruction from Fresnel Field
A schematic description of the Fresnel field formation and its numerical reconstruction is shown in Fig. 7 . The continuous Fresnel transform is achieved by convolving the object field f (x 1 ) with a QPF. There are two common methods to calculate the inverse Fresnel transform. 15, 16 The first is by evaluating the Huygens integral 16 for back propagating waves, and the second is by multiplying the Fourier transform of the Fresnel field with the Fresnel optical transfer function Q Ϫ␤ with parameter Ϫ␤, and then performing an inverse Fourier transform:
where Q Ϫ␤ ͑to be distinguished from the operator Q͓␤͔) is given by:
͑27͒
and u denotes the spatial frequency. Each calculation method has a limitation in the valid range of ␤ ͑or distance z͒ for calculating the correct Fresnel integral. The first calculation method is valid for a small Fresnel number ͑defined as (L 2 /2) 2 /z), while the second method is appropriate for large Fresnel numbers. Both methods involve the discrete Fourier transform ͑DFT͒, which can be efficiently implemented with the fast Fourier transform ͑FFT͒ algorithm. 17 By using a DFT on a finite grid of Fresnel samples, the reconstructed image is obtained on a similar grid ͑Fig. 7͒. This means that the reconstructed image f ␤ ͓m͔ϭ f ␤ (m⌬x s ) has N points separated by ⌬x 3 ϭ⌬x 2 .
To understand the features of the discrete reconstructed image, we first examine the spectrum of the sampled and reconstructed fields. The Fresnel transform is a convolution between the object field f (x 1 ) and a QPF, as defined in Eq. ͑2͒; therefore, its Fourier transform is given by
where F and F ␤ are the Fourier transforms of f and f ␤ , respectively, and Q ␤ is the Frsenel optical transfer function defined as in Eq. ͑27͒. The Fourier transform of the windowed Fresnel transform f ␤ w (x 2 ) is given by
Since the Fresnel field in Eq. ͑29͒ is in the form of a numerical sequence 
Fig. 7
Fresnel field formation and numerical object field reconstruction.
Stern and Javidi: Analysis of practical sampling . . .
we need to consider its discrete-space Fourier transform F ␤ w ͓exp(j2u⌬x 2 )͔ ͑DSFT͒ rather than its continuous-space Fourier transform ͑CSFT͒. 18 The DSFT of f ␤ w ͓n͔ is a superposition of replicas of the CSFT in Eq. ͑29͒, shifted by u 0 ϭ1/⌬x 2
18
:
The spectrum of the discrete reconstructed field F ␤ ͓exp(j2u)͔ is given by applying a Fourier transform to Eq. ͑26͒:
By substituting Eqs. ͑27͒ and ͑30͒ into Eq. ͑31͒:
The relevant spectrum in Eq. ͑32͒ is limited for spatial frequencies ͉u͉р1/2⌬x 2 , because the reconstructed field is achieved by an N point DFT of F ␤ ͓exp(j2u⌬x 2 )͔, which operates on this range only. This means that f cannot be reconstructed beyond the maximal spatial frequency of 1/2⌬x 2 ͑which is also the maximal recoverable frequency from the Whittaker-Shanon sampling theorem 6 ͒. Therefore, even though we have shown in the previous section that in special conditions an object can be recovered up to any desired frequency, when performing a numerical reconstruction that uses a DFT, the bandwidth of the reconstructed object is always limited to 1/⌬x 2 . The minimum effective pixel ␦ 3 ͑maximum effective resolution͒ of the reconstructed image is ⌬x 2 . An additional limitation induced by the DFT is on the reconstructed field extend. The reconstructed field spectrum in Eq. ͑32͒ is calculated at N spatial frequency points m⌬u ͉m͉рN/2 separated by ⌬u ϭ1/N⌬x 2 ϭ1/L 2 . This spatial frequency sampling rate limits the output of the inverse DFT ͑the reconstructed field͒ to an effective extent of L 2 ϭ1/⌬u.
Numerical Reconstruction of Bandlimited Objects
The spectrum in Eq. ͑32͒ is formed from the superposition of filtered and shifted replicas of the object spectrum F(u).
The interval between the shifted replicas is 1/⌬x 2 . Overlapping of high order terms (k 0) in the relevant range ͉u͉р1/2⌬x 2 always exists because the infinite extent of the sin c function. Therefore, aliasing is inevitable. However, in practical considerations, the side lobes of the sin c function at uϾ1/L 2 can be ignored and aliasing can be essentially avoided if the effective width of F(u)*L 2 sin c(uL 2 ) is smaller than u 0 , that is, if the object bandwidth B satisfies the following:
If moreover the number of samples is large enough (N ӷ1), the sin c function approaches a delta function and
indicating that the object is closely reconstructed from the Fresnel field samples. Note that if a continuous process is applied, the Fresnel field or the reconstructed field need to be filtered by a LP filter with a cutoff frequency at 1/2⌬x 2 . However, if a discrete reconstruction is carried out, a LP filter is not needed because the DFT limits its process in the required spatial frequency range.
Numerical Reconstruction of an Object Having Finite Extent
In the previous section we have shown that if the object extent is limited, so that L 1 рz/⌬x 2 ϩ2z/L 2 and Nӷ1, the object field can be reconstructed with a good approximation in the range ͉x 3 ͉рz/2⌬x 2 . The reconstructed field in this case is independent of the object bandwidth. The resolution of the reconstructed field is limited only by the diffraction limit z/L 2 . Therefore, in principle, unlimited resolution can be obtained by using infinite large aperture. However, if the reconstruction is performed numerically with the help of a DFT, the bandwidth of the reconstructed field is always limited to 1/⌬x 2 , meaning that the effective resolution ͑minimum effective pixel͒ ␦ 3 of the reconstructed field is limited to ␦ 3 у⌬x 2 .
Interpolating the Samples
Digital processing techniques can be applied on the discrete Fresnel field or on the discrete reconstruction. A basic digital process is interpolation, which can be applied to obtain a reconstruction on a denser grid. A practical way to perform the interpolation is to pad with zeros the DFT of f ␤ w ͓n͔ and optionally to multiply it with a weighting function. If the padded spectrum has NЈϭrN, rу1 pixels, the reconstructed field has also NЈ pixels. The displacement between the pixels is ⌬x 3 ϭ⌬x 2 /rр⌬x 2 , and the reconstructed range remains NЈ⌬x 3 ϭL 2 . Therefore, the displayed resolution of the reconstructed field is increased by interpolation of the Fresnel samples. However, zero padding does not increase the bandwidth of the sampled Fresnel field. Therefore, the effective resolution remains limited by ␦ 3 у⌬x 2 . Thus interpolation may improve the display of a low-rate sampled field by presenting it on a denser grid, but it does not increase the information.
Increasing the displayed resolution can also be achieved by interpolating the reconstructed field f ␤ . Interpolation of the reconstruction yields similar results as interpolation of the Fresnel field, but it is more computationally effective. By interpolating the Fresnel field, the computational load is higher, since the inverse discrete Fresnel transform is performed on a larger array.
Influence of the Finite Detector Size
In the previous analysis we assumed that a point sampling was performed. However, in practice each sample is obtained by spatially averaging over the finite active area of the sampling detector element. The ratio between the integration area and the pixel size is defined as the fill factor. 19 For a nonzero fill factor, the samples of the encoded field ⌿͓n͔ in Fig. 1 are given by:
where p is the dimension of the active area of each sampling element and T is the coding function. Alternatively, the nonzero fill factor can be modeled by replacing the impulses in Eq. ͑12͒ with the rectangular function of width p and intensity 1/p.
The decoded field f is obtained by applying the decoding function T 1 to Eq. ͑35͒:
If T is a linear shift invariant ͑LSI͒ function, then the order of operations in Eq. ͑36͒ can be changed and the decoded field is given by:
͑37͒
Thus, the nonzero detector size causes a smear of size p in the decoded field. Therefore, a smear of the Fresnel is proportional to the fill factor. The maximal smear is a fill factor of 100% (pϭ⌬x 2 ).
In the Fourier domain, Eq. ͑37͒ can be viewed as the multiplication of the Fourier spectrum of f ␤ by
which is well known as a pixel MTF ͑see, for example, Refs. 19 and 20͒ or as pixel transfer function in Ref. 21 . Since a Fresnel transform is a linear operation, the order of the convolution and FRT in Eq. ͑37͒ can be interchanged, reflecting the smoothing operation to the input field f (x 1 ). Therefore, in the case of linear coding ͑or no coding͒, the effect of finite detector size is equivalent to first smearing the original field and then applying point sampling ͑with zero fill factor͒. The analysis of Secs. 3 and 4 remain the same, but the input field f (x 1 ) needs to be replaced by its smeared version f (x 1 )*rect(x 1 /p). Therefore, in addition to the artifacts of sampling and reconstruction discussed in the previous sections, a nonzero detector size causes additional spectrum attenuation according to the pixel MTF defined in Eq. ͑38͒. The field spectrum is limited roughly up to spatial frequency 1/p, which is the location of the first zero of the MTF in Eq. ͑35͒. This limitation has a weaker limitation that the 1/⌬x 2 limitation obtained with digital reconstruction ͑Sec. 4͒, because pр⌬x 2 . However, this limitation can be significant for continuous reconstructions of narrow sized objects that can have theoretically infinite bandwidth ͑as explained in Sec. 3͒.
In general, the coding operator T is not linear. In such cases linear tools such as the MTF cannot describe the influence of the fill factor. The integration over the detector area not only attenuates spectral components of f ␤ but also might add other spectral components that are reflected at the reconstructed output as additional noise. In Appendix B in Sec. 9, we show that if f ␤ , T, and T 1 are smooth enough along the detector integration area ͓Eqs. ͑52͒, ͑54͒, and ͑57͒ are valid͔, the distortion is negligible. If p is too large and those conditions are not fulfilled, then the integration error needs to be calculated for the particular nonlinear coding function T. In such a case the integration error needs to be propagated through the particular decoding function T
Ϫ1
and through the IFRT operator.
Noise Analysis

Noise Induced to the Decoded Field
We begin our noise analysis with the simpler case in which additive noise is induced at the decoded field f ␤ in the system of Fig. 1 . This kind of noise represents noise from the displaying device or reflection of detector noise passing through a linear decoder T Ϫ1 . In this case the samples of the decoded field f ␤ can be written as:
where N d ͓n͔ is assumed to be an additive noise statistically independent of f ␤ . The output field obtained after propagating the decoded field through the IFRT ͑Fig. 1͒ is:
where f ␤ is the ͑continuous or discrete͒ noise-free reconstruction, as calculated in Secs. 3 and 4, and N 0 is the IFRT of N d . Since the IFRT is a linear operator and N d is sta-tionary, then the output noise term N 0 is also stationary. 22 Also owing to the linearity of the IFRT, the power spectral density ͑PSD͒ of N 0 is related to that of N d by 22 :
where S N 0 N 0 and S NN are the PSDs of N 0 and N d , respectively, and Q Ϫ␤ (u) is the IFRT optical transfer function defined in Eq. ͑27͒. Since Q Ϫ␤ (u) is an all-phase function, its magnitude is unity; therefore, the PSD of the output noise is the same of that of the input noise. The SNR of the reconstructed field is given by the ratio between the average signal power and the average noise power:
where ʈ f ␤ ʈ 2 and ʈ f ␤ ʈ 2 are the average power ͑mean squares͒ of f ␤ and f ␤ , respectively, and u m is the maximal spatial frequency during reconstruction. For example, in the particular case where N d is a white noise sequence with zero mean and the autocorrelation function between two samples n and m of R N d ͓n•m͔ ϭ 2 ␦͓nϪm͔, the SNR is given by:
where we have substituted
Ϫm⌬x 2 )͖ϭ 2 /⌬x 2 and u m ϭL 2 /z ͑see Sec. 3͒ in Eq. ͑42͒ and L 3 is the reconstructed object size. It can be seen that the average noise power in the denominator of Eq. ͑43͒ is proportional to the number of samples N ͑meaning that the more samples, the more noise is induced in the system͒ and inverse proportional to the distance z, which reflects the fact that the spatial density of optical information is decreasing with the field propagation. 
Noise Induced in the Encoded Field
If the noise is added to the encoded field ⌿͓n͔, the noise analysis needs to be done more carefully because the statistics of the output noise N 0 depend on the decoding function T Ϫ1 . This kind of noise describes measurement noise, the noise induced by the detector. The encoded noisy field is in this case:
where N M ͓n͔ is the measurement noise assumed to be statistically independent of ⌿͓n͔. In general, the noise N M is small, therefore the decoded field can be approximated by a first-order Taylor series expansion:
where N D ͓n͔ is the noise term after decoding, given by: 
and a discrete reconstruction is:
It can be seen that the output power noise ͓the denominators in Eqs. ͑47͒ and ͑48͔͒ is inverse proportional to the sum of derivatives of T Ϫ1 at all of the sample points. In Appendix C in Sec. 10, it is shown that in the special case that the encoding is linear, Eqs. ͑47͒ and ͑48͒ reduces to the form of Eq. ͑43͒.
Summary and Conclusion
We investigate practical aspects of the continuous-todiscrete conversion of the Fresnel field distribution and the reconstruction from the discrete field. With the continuousto-discrete conversion process, we examine both the effects of the finite sampling rate ͑finite pixel size͒ and the finite sensor dimensions. We show the differences between con-tinuous and discrete reconstructions. The investigation has practical conclusion in the field of digital holography.
We summarize briefly the main practical conclusions of this work.
1. The reconstructed field from finite Fresnel samples is always affected by aliasing. The aliasing can be reduced by decreasing the pixel size ⌬x 2 or by increasing the number of pixels N.
2. If the pixel numbers are large enough (Nӷ1) and the object size is limited L 1 рz/⌬x 2 Ϫ2z/L 2 , the object field can be can be closely reconstructed from the Fresnel samples in the region ͉x 3 ͉рz/2⌬x 2 ͑assum-ing support that is centered at the origin͒. The reconstruction is independent of the object bandwidth and the Nyquist criterion does not have to be fulfilled.
3. If Nӷ1 and the object is bandlimited, that is B р1/⌬x 2 Ϫ2/L 2 , an approximated reconstruction can be obtained. The continuous and discrete reconstruction schemes differ in this case. a. If a continuous reconstruction is performed, a LP filter with cutoff frequency of 1/2⌬x 2 needs to be used. The LP filter can be equivalently applied either on the Fresnel field or on the reconstructed field. b. In the discrete reconstruction case, the LP filter is not required. The filtering is achieved inherently owing to the DFT used in the process. 4. With continuous reconstruction, the minimal resolvable size in the reconstructed field is ␦ 3 ϭz/L 2 .
5. In the discrete reconstruction case, the effective reconstructed field resolution is limited to ␦ 3 уmax(z/L 2 ,⌬x 2 ).
6. Interpolation of the Fresnel or the reconstructed field can be applied to improve the display of the output image. However, interpolation does not increase the effective resolution beyond max(z/L 2 ,⌬x 2 ). The interpolation can be performed either on the Fresnel field or the reconstructed field. However, general interpolation of the reconstructed field is more computationally effective than that of the Fresnel field. 7. The finite detector fill factor causes a degradation of the reconstructed field that is proportional to the effective detector area. If the sampled Fresnel field is linearly encoded ͑or not encoded at all͒, then this degradation can be modeled by an MTF. If the coding is not linear, then the degradation is signal dependent. We show the condition for which the influence of the finite detector can be neglected. 8. The output power noise is inversely proportional to distance z and wavelength and directly proportional to the number of samples. Noise induced during the measurement is dependent on the object field and coding function. We have developed expressions for the output SNR for noise induced before and after decoding, and for continuous and discrete reconstruction.
Appendix A
We present a summary of the main equations in Sec. 3 in a complete ͑not operator͒ formalism. The continuous field reconstructed with the system of Fig. 1 is given by:
which is equivalent to Eq. ͑13͒. After changes of variables and order of operations equivalent to those in Eqs. ͑14͒ through ͑18͒, we obtain:
which is equivalent to Eq. ͑19͒.
Appendix B
We develop a condition for which the nonzero detector size can be neglected.
The decoded field f given by Eq. ͑36͒ can be written:
where f is the Fresnel transform of f ͑we omit the parameter ␤ for compactness͒ and fЈ is its derivative. If the coding function T is smooth enough in the interval ⌬ fϭ f(
where TЈ is the derivative of the coding function T, then the rectangular approximation can be applied to the integral in Eq. 51:
͓ f͑x 2 ϩp/2͒Ϫ f͑x 2 Ϫp/2͔͒ ͮ .
͑53͒
By expanding f in Eq. ͑53͒ to its second-order Taylor series approximation, which is possible if
we obtain
ͬ .
͑55͒
Using a first-order Taylor series approximation of T Ϫ1 , we obtain:
where (T Ϫ1 )Ј denotes the derivative of (T Ϫ1 ). Therefore, under the previous approximations, we found that the decoded fields are compounded of the original Fresnel field f, an additional term which depends on f, on the coding and decoding functions, and on the effective detector size p. If this term is small enough, that is
͑57͒
then the distortion due to the finite fill factor can be neglected. Note that the condition in Eq. ͑57͒ is also a sufficient condition for the approximation yielding Eq. ͑56͒.
Appendix C
We analyze the propagation of white measurement noise N M ͓n͔ through the system of Fig. 1 where we used Eq. ͑59͒ and the relation, and q Ϫ␤ q Ϫ␤ ϭ␤/ ͑see Sec. 2͒. We see that the noise power obtained in Eq. ͑62͒ is signal dependent, since D͓n͔ϵD f ␤ (n⌬x 2 ) . The SNR for a continuous reconstruction is: where denotes a circular convolution. The SNR in a discrete reconstruction is:
n integer͓ϪN/2,N/2͔. ͑66͒
