Abstract-We show that the 2 × 2 × 2 interference network, i.e., the multihop interference network formed by concatenation of two 2-user interference channels achieves the min-cut outer bound value of 2 DoF, for almost all values of channel coefficients, for both time-varying or fixed channel coefficients. The key to this result is a new idea, called aligned interference neutralization, that provides a way to align interference terms over each hop in a manner that allows them to be cancelled over the air at the last hop.
I. INTRODUCTION
Recent years have seen rapid progress in our understanding of the capacity limits of wireless networks. Some of the most remarkable advances have come about in the settings of (a) multihop multicast, where capacity (within constant gap that is independent of SNR and channel parameters) is given by the network min-cut [1] and (b) single hop interference networks, for which a variety of capacity approximations have been obtained in the form of degrees of freedom (DoF) characterizations, generalized degrees of freedom (GDOF), O(1) approximations, constant gap approximations, and exact capacity results. In spite of the rapid advances in our understanding of multihop multicast and single hop interference networks, relatively little progress has been made so far in our understanding of the fundamental limits of multihop interference networks. Of particular interest are layered multihop interference networks formed by concatenation of single hop networks so that each node can only be heard by the nodes in the next layer. As the simplest example of such a network, the setting shown in Fig. 1 is of fundamental interest. It is remarkable that even a coarse capacity characterization in the form of degrees-offreedom (DoF) is not available for this network in general. The This work of Tiangao Gou and Syed Jafar was supported by NSF under grant CCF-0830809 and by ONR YIP under grant N00014-08-10872. network of Fig. 1 is the focus of this paper and will henceforth be referred to as the 2×2×2 IC. We are interested specifically in the DoF of this network. We start by reviewing prior work on this channel, which is based on the available insights from the study of the two user interference channel, interference alignment principles and the ideas of distributed zero forcing (interference neutralization).
One approach to the 2 × 2 × 2 IC is to view it as a cascade of two interference channels [7] , [8] , [9] . Any approach that treats either hop (or both hops) of the 2 × 2 × 2 IC as an interference channel can only achieve a maximum of 1 DoF, because of the bottleneck created by the 2 user interference channel which has only 1 DoF [10] . Interestingly, the interference channel approach is highly suboptimal at high SNR. This is because the interference channel approach precludes interference alignment.
Unlike the interference channel approach which can achieve no more than 1 DoF, Cadambe and Jafar show in [4] that the 2 × 2 × 2 IC can achieve 4 3 DoF almost surely. This is accomplished by a decode and forward approach that treats each hop as an X channel. Specifically, each transmitter divides its message into two independent parts, one intended for each relay. This creates a total of 4 messages over the first hop, one from each source to each relay node, i.e., the 2 × 2 X channel setting. After decoding the messages from each transmitter, each relay has a message for each destination node, which places the second hop into the X channel setting as well. It is known that the 2 × 2 X channel with single antenna nodes has 4 3 DoF. The result was shown first by Jafar and Shamai in [2] under the assumption that the channel coefficients are time-varying. By using a combination of linear beamforming, symbol extensions and asymmetric complex signaling, Cadambe et. al. showed in [11] that 4 3 DoF are achievable on the 2 × 2 X channel even if the channels are held constant for almost all values of channel coefficients. Motahari et. al. [12] proposed the framework of rational dimensions which allows 4 3 DoF to be achieved almost surely even if the channels are fixed and restricted to real values. Thus, regardless of whether the channels are time-varying or constant and whether they can take complex or only real values, interference alignment through the X channel approach allows the 2 × 2 × 2 IC to achieve Another powerful idea is called interference neutralization which refers to the distributed zero forcing of interference when the interfering signal passes through multiple nodes before arriving at the undesired destination. While the terminology interference neutralization is more recent [13] , the same essential idea has been around for many years, known by other names such as distributed orthogonalization, distributed zero-forcing, multiuser zero-forcing and orthogonalize-andforward. A fundamental question for interference neutralization is the minimum number of relays necessary to eliminate all interference. Rankov and Wittneben show in [6] that for the K ×R×K interference network, a necessary condition for interference neutralization is that R ≥ K(K − 1) + 1 relays. Thus, with 2 sources and 2 destination nodes, a minimum of 3 relay nodes is needed for interference neutralization. However, our 2 × 2 × 2 IC has only 2 relays, making interference neutralization apparently infeasible.
An interesting idea of opportunistic interference neutralization is introduced by Jeon et. al. in [14] , which let relays buffer the symbols from the first hop and transmit them over the second hop only when the channel matrices F and G for the two hops are complementary, i.e., G × F is a diagonal matrix. For a broad class of channel distributions, which includes the commonly studied i.i.d. Rayleigh fading setting, Jeon et. al.
show that the DoF achieved correspond to the network mincut, e.g., for the 2 × 2 × 2 IC, the DoF = 2, i.e., interferencefree transmission is possible without any DoF penalty. This is especially remarkable because no more than half the network min-cut is achievable in a single hop interference network [3] . However, for general channel distributions, complementary states may not even exist, much less be available in equal proportions to allow one to one matching. The challenge is further compounded if the channel states are held constant. Thus, for multihop interference networks it is not known if the DoF outer bound corresponding to the network min-cut, is achievable for all continuous distributions without relying on the symmetries that allow ergodic pairing of complementary channel states. In particular, for constant channels it is not known if the min-cut is achievable for almost all values of channel coefficients. This brings us to the central question motivating this work.
The main result of this paper is that the min-cut outer bound 2 DoF can be achieved for generic channel coefficients regardless of whether the channels are time-varying or constant. The key to this result is a new idea called aligned interference neutralization which combines the idea of interference alignment and interference neutralization. We begin with the channel model.
II. CHANNEL MODEL
The 2 × 2 × 2 IC as shown in Fig. 1 is comprised of two sources, two relays and two destinations. Each source node has a message for its respective destination. In the first hop, the received signal at relay R k , k ∈ {1, 2} in time slot t is
where F kj (t), ∀k, j ∈ {1, 2}, is the complex channel coefficient from source S j to relay R k , X j (t) is the input signal from S j , Y R k (t) is the received signal at relay R k and Z k (t) is the independent identically distributed (i.i.d.) zero mean unit variance circularly symmetric complex Gaussian noise. In the second hop, the received signal at destination D k in time slot t is given by
where G kj (t), ∀k, j ∈ {1, 2}, is the complex channel coefficient from relay R j to destination D k , X Rj (t) is the input signal from relay R j , Y k (t) is the received signal at D k and N k (t) is the i.i.d. zero mean unit variance circularly symmetric complex Gaussian noise. We assume every node in the network has an average power constraint P . The relays are full-duplex. We assume that source nodes only know the channels in the first hop, relays know channels in both hops and destination nodes know channels in the second hop. To avoid degenerate conditions, we assume the absolute values of all channel coefficients are bounded between a nonzero minimum value and a finite maximum value. We will consider two settings where channel coefficients are time-varying or constant. 1) Channels F kj (t) and G kj (t) are time varying, i.e., the channel coefficients change and are drawn i.i.d. from a continuous distribution for every channel use. 2) Channels F kj (t) and G kj (t) are constant, i.e., the channel coefficients are drawn i.i.d. from a continuous distribution before the transmissions. Once they are drawn, they remain unchanged during the entire transmission.
In this case, we will omit the time index for simplicity. As shown in Fig. 1 , there are two messages in the network. Source S k , k ∈ {1, 2} has a message W k for destination D k . We denote the size of message W k as |W k |. For the codewords spanning n channel uses, the rates R k = log(|W k |) n are achievable if the probability of error for both messages can be simultaneously made arbitrarily small by choosing an appropriately large n. The sum-capacity C Σ (P ) is the maximum achievable sum rate. The number of degrees of freedom is defined as
III. ALIGNED INTERFERENCE NEUTRALIZATION
The main result of this paper is presented in the following theorem.
Theorem 1: For the 2 × 2 × 2 IC with time-varying or constant channel coefficients, the total number of DoF is equal to 2, almost surely.
Like the DoF results for single hop interference networks [3] , the problem needs to be solved in high dimensions and in an asymptotic sense. Specifically, we show that with M dimensions, whether it is time, frequency, or rational dimensions, message W 1 can access M interference free dimensions while W 2 can access M −1 interference free dimensions. Thus,
DoF can be achieved. Since M can be chosen arbitrarily 
large, the achieved number of DoF is arbitrarily close to the min-cut bound of 2 for generic channel coefficients. In other words, almost perfect interference neutralization is achieved asymptotically. Let us first consider the real constant channel where all signals, channel coefficients and noises are real values. We will use the framework of rational dimensions introduced in [5] for K user interference channel with real constant channel coefficients. With the rational dimension framework, we can align interference terms over the first hop in a manner that allows them to be cancelled over the air at the last hop. Note that in the real channel case, the DoF are defined as d = lim P →∞ CΣ(P ) 1 2 log P . The result can be easily generalized to the complex case using Theorem 7 in [15] .
Sources: At source node S 1 , message W 1 is split into M sub-messages. Sub-message W 1,k1 , k 1 ∈ {1, . . . , M }, is encoded using a codebook with the codeword of length n denoted as x 1,k1 (1), · · · , x 1,k1 (n). For any > 0 and a constant γ, let C denote all integers in the interval −γP 
where A is a normalizing constant chosen to satisfy the power constraint.
Similarly, at S 2 , message W 2 is split into M − 1 submessages. Sub-message W 2,k2 , k 2 ∈ {1, . . . , M − 1}, is encoded using a codebook with codeword of length n denoted as x 2,k2 (1), · · · , x 2,k2 (n) where each symbol is obtained by uniform i.i.d. sampling on C. Then the transmitted signal X 2 is The power constraint at S j , ∀j ∈ {1, 2}, is
where M 1 = M and M 2 = M − 1. To satisfy power constraints at both transmitters, we choose A = where ξ = min(
We choose v 1,k1 and v 2,k2 shown in Table I and II, so that
Then we have
The dependence of v 1,k1 and v 2,k2 is shown in Fig. 2 . Once v 1,1 is determined, then all other scaling factors can be calculated through above equations. We choose v 1,1 = (F 11 F 22 ) M −1 . Thus, we have
After alignment, the aligned symbols along rational dimensions at Relays 1 and 2 are illustrated in Table I and II, respectively. Relays: Relays will make hard decisions on aligned symbols received in each rational dimension and then send them in a manner that all undesired symbols can be cancelled at destinations. 
where (a) uses the alignment condition (5) . Note that x R1,i+1 is the sum of two symbols, which is also an integer but in the interval −2γP
Therefore, the received signal is a noisy observation of a point from the following constellation:
Notice that v 1,1 , · · · , v 1,M are distinct monomial functions of channel coefficients and thus rationally independent almost surely. Thus, there is a one-to-one mapping from C R1 to x R1,k1 , k 1 ∈ {1, · · · , M }. Relay R 1 will find the point in C R1 which has the minimal distance between Y R1 , and then make a hard decision on x R1,k1 by mapping the point tox R1,k1 . From [5] , it can be shown that the minimum distance between two points in C R1 increases with P almost surely. Therefore, it can be shown that the error probability of estimating x R1,k1 , Pr(x R1,k1 = x R1,k1 ), will go to zero as the power P goes to infinity. After demodulating the aligned symbols in each dimension, the transmitted signal at R 1 is
where B is a normalizing constant to satisfy the power constraint. Similarly, at R 2 , the received signal is
where (a) uses the alignment condition (6) . Again, relay R 2 will make a hard decision on x R2,i asx R2,i . Then the transmitted signal at R 2 is
Now consider the power constraint at R j , ∀j ∈ {1, 2}
To satisfy power constraints, we choose
To cancel interference at destinations, these demodulated symbols are sent over the second hop from each relay, again in an aligned fashion similar to the first hop but with phase reversals chosen to cancel undesired symbols, as shown in Fig.  3 where the top row of symbols corresponds to destination 1 and bottom row corresponds to destination 2. Thus, for example, symbol −x 1,1 aligns with symbol x 1,1 + x 2,1 at destination 2 leaving just the desired symbol x 2,1 , symbol −(x 1,i +x 2,i−1 ) aligns with x 1,i +x 2,i leaving just the desired symbol x 2,i − x 2,i−1 . At the same time, the alignment at destination 1 forces the symbol −(x 1,1 + x 2,1 ) to align with x 1,2 + x 2,1 , leaving only the desired symbols x 1,2 − x 1,1 , the symbol −(x 1,i + x 2,i ) aligns with x 1,i+1 + x 2,i , leaving only the desired symbols x 1,i+1 − x 1,i and so on.
Mathematically, we choose the following alignment
From (10) and (11), it can be easily obtained that
Again, once v R1,1 is determined, then all other scaling factors can be calculated using above equations. We choose v R1,1 = (
Destination: After aligned interference cancellation, each destination can decode its desired signals. The received signal at D 1 is
where (a) uses the alignment condition (10) . Let x D1,1 = x R1,1 . Again, since v R1,1 , · · · , v R1,M are distinct monomial functions of channel coefficients, from [5] , it can be shown that D 1 can estimate x D1,k1 with error probability Pr{x D1,k1 = x D1,k1 } going to zero as P → ∞. After estimating x D1,k1 , D 1 estimates x 1,k1 using the following estimator
Then the message W 1,k1 is decoded using a jointly typical decoder using a block ofx 1,k1 (1), · · · ,x 1,k1 (n). Then W 1,k1 can achieve a rate:
where (a) uses Fano's inequality. Note that Pr(x 1,k1 = x 1,k1 ) will go to zero as P → ∞, since Pr(x R1,k1 = x R1,k1 ), Pr(x R2,k2 = x R2,k2 ) and Pr(x D1,k1 = x D1,k1 ) go to zero as P → ∞. And log |C| = 1− 2(M + ) log P + o(log P ). Therefore, as P → ∞, W 1,k1 achieves a rate equal to M + . Since M can be made arbitrarily large and can be made arbitrarily small, we can achieve arbitrarily close to 2 DoF.
So far, we have considered the case when the channels are constant. For the time-varying channels, the aligned interference neutralization scheme can be applied as well. In this case, M rational dimensions become M time dimensions which are obtained through symbol extensions, and rational "beamforming" directions become linear beamforming vectors. Unlike the constant channel case, the sources will generate codewords using Gaussian codebook and relays will separate aligned symbols in each dimension through linear operations instead of demodulating them. Moreover, by combining asymmetric complex signaling and linear scheme, it can be shown that at least 3 2 DoF can be achieved for the complex constant channel case almost surely. Due to limited space, the detailed proofs are omitted and can be found in [16] .
IV. CONCLUSION
We explore the DoF for the 2 × 2 × 2 interference channel. We show that the min-cut outer bound value of 2 DoF can be achieved for almost all channel coefficients regardless of whether the channel is time-varying or constant. For the timevarying case our aligned interference neutralization scheme is based on linear beamforming schemes over symbol extensions. The same scheme is translated into the rational dimensions framework for the case of constant channel coefficients. This is particularly interesting because the rational dimensions framework has been used previously for interference alignment, but not for interference neutralization. It is remarkable that the aligned interference neutralization scheme requires only local channel knowledge for each hop.
