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We propose a reformulation of quantum field theory (QFT) as a relativistic statistical field theory.
This rewriting embeds a collapse model within an interacting QFT and thus provides a possible
solution to the measurement problem. Additionally, it relaxes structural constraints on standard
QFTs and hence might open the way to future mathematically rigorous constructions as well as new
numerical methods. Finally, because it shows that collapse models can be hidden within QFTs, this
article calls for a reconsideration of the dynamical program, as a possible underpinning rather than
as a modification of quantum theory.
I. INTRODUCTION
In its orthodox acceptation, quantum mechanics is not
the dynamical theory of a tangible world. It provides
accurate predictions about the results of measurements,
but leaves the reality of the microscopic substrate sup-
porting their emergence unspecified. The situation is no
different, apart from additional technical subtleties, in
the relativistic regime. Quantum field theory (QFT) is
indeed no more about fields than non-relativistic quan-
tum mechanics is about particles. At best these entities
are intermediary mathematical objects entering in the
computation of probabilities. They cannot, even in prin-
ciple, be approximate representations of an underlying
physical reality. More precisely, a QFT (even suitably
regularized) does not a priori yield a probability measure
on fields living in space-time [1], even if this is a picture
one might find intuitively appealing.
This does not mean that the very existence of tangible
matter is made impossible, but rather that the formalism
remains agnostic about its specifics. It seems that some
physicists would want more and it is uncontroversial that
it would sometimes be helpful to have more (if only to un-
equivocally solve the measurement problem [2, 3]). One
would likely feel better with local beables [4] (or a prim-
itive ontology [5, 6]), i.e. with something in the world,
some physical “stuff”, that the theory is about and that
can ultimately be used to derive the statistics of mea-
surement results. In the non-relativistic limit, Bohmian
mechanics [7–10] has provided a viable proposition for
such an underlying physical theory of the quantum cook-
book [11, 12]. It may not be the only one nor the most
appealing to all physicists, but at least it is a working
proof of principle. In QFT, finding an underlying de-
scription in terms of local beables has proved a more
difficult endeavour. Bohmian mechanics can indeed only
be made relativistic in a weak sense [13] (respecting the
letter and not the spirit of relativity) and its extension to
QFT is sublte [14, 15]. At present, there does not seem
to exist a fully relativistic theory of local beables that
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reproduces the statistics of QFT (even setting aside the
technicalities of renormalization), although some ground
work has been done [16]. The first objective of this arti-
cle is to propose a solution to this problem and provide
a reformulation (or interpretation) of QFT as a Lorentz
invariant statistical field theory (where the word “field”
is understood in its standard “classical” sense). For that
matter, we shall get insights from another approach to
the foundations of quantum mechanics: the dynamical
reduction program.
The idea of dynamical reduction models [17] is to
slightly modify the linear state equation of quantum
mechanics to get definite measurement outcomes in the
macroscopic realm, while only marginally modifying mi-
croscopic dynamics. Pioneered by Ghirardi, Rimini, and
Weber [18], Dio´si [19], Pearle [20, 21], and Gisin [22]
(among others), the program has blossomed to give a
variety of non-relativistic models that modify the predic-
tions of the Standard Model in a more or less gentle way.
The models can naturally be endowed with a clear prim-
itive ontology, made of fields [23], particles [24, 25] or
flashes [26]. Some instantiations of the program, such as
the Continuous Spontaneous Localization (CSL) model
[20, 21] or the Dio´si-Penrose (DP) model [19, 27, 28] are
currently being put under experimental scrutiny. Like
Bohmian theories, these models have been difficult to
extend to relativistic settings despite recent advances by
Tumulka [29], Bedingham [30] and Pearle [31]. For sub-
tle reasons we shall discuss later, these latter proposals,
albeit crucially insightful for the present inquiry, are dif-
ficult to handle and not yet entirely satisfactory. The
second objective of this article is thus to construct a the-
ory that can be seen as a relativistic dynamical reduction
model while keeping a transparent operational content.
The two aforementioned objectives –redefining a QFT
in terms of a relativistic statistical field theory and con-
structing a fully relativistic dynamical reduction model–
shall be two sides of the same coin. Indeed, our dynami-
cal reduction model will have an important characteristic
distinguishing it from its predecessors: its empirical con-
tent will be the same as that of an orthodox interacting
QFT, hence providing a potential interpretation rather
than a modification of the Standard Model. This fact
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2may be seen as a natural accomplishment of the dynami-
cal program, yet in some sense also as a call for its recon-
sideration. Surely, if a dynamical reduction model that
is arguably more symmetric and natural than its prede-
cessors can be fully hidden within the Standard Model,
it suggests that the “collapse” manifestations currently
probed in experiments are but artifacts of retrospectively
unnatural choices of non-relativistic models.
We should finally warn that the purpose of the present
article should not be seen as only foundational or meta-
physical. The instrumentalist reader, who may still ques-
tion the legitimacy of a quest for ontology on positivistic
grounds, might nonetheless be interested in its potential
mathematical byproducts. As we shall see, because it re-
laxes some natural constraints on the regularity of QFTs,
our proposal might indeed be of help for future mathe-
matically rigorous constructions. Further, the stochastic
unraveling tools introduced may be of help for Monte-
Carlo simulations of orthodox QFTs.
The article is structured as follows. We first introduce
non-relativistic collapse models in section II to gather
the main ideas and insights needed for the extension to
QFT. The core of our new definition of QFT is provided
in section III. We show that the theory allows to under-
stand the localization of macroscopic objects providing a
possible natural solution to the measurement problem in
section IV. Finally, we discuss in section V the implica-
tions for QFT and the dynamical reduction program, as
well as the limits and the relation to previous work, of
our approach.
II. NON-RELATIVISTIC DYNAMICAL
REDUCTION
There exists numerous clear introductions to dynam-
ical reduction models in the literature (see [32, 33] for
reviews and [34] for an up to date conceptual introduc-
tion), but it is worthwhile to remind the reader of their
basic features here, especially as we shall put the empha-
sis on aspects sometimes considered accessory.
A. Basics
Although the earliest and perhaps simplest collapse
model of Ghirardi, Rimini, and Weber (GRW) [18] is
discrete, it makes more sense for the upcoming analysis
to start by considering directly its continuous avatar, the
mass proportional CSL model [20, 21, 33]. Its so called
“linear” equation is defined in the following way:
d
dt |ψw(t)〉 =
{
− iHˆ0 +√γ
∫
R3
dx Mˆσ(x)wt(x)
−
√
γ
2 Mˆ
2
σ(x)
}
|ψw(t)〉,
(1)
where Hˆ0 is the usual non-relativistic Hamiltonian
(e.g. Schro¨dinger or Pauli-Dirac), Mˆσ(x) is the σ-
smeared mass density operator, which reads for a sys-
tem ofN distinguishable non-relativistic particles of mass
(m1, · · · ,mN ) and coordinates (y1, · · · ,yN ):
Mˆσ(x) =
1
σ3(2pi) 32
N∑
k=1
∫
R3
dykmk e−
|x−yk|2
2σ2 |yk〉〈yk|,
(2)
and wt(x) is a white noise in space and time
E[wt(x)ws(y)] = δ3(x − y)δ(t − s). The collapse pa-
rameter γ (sometimes defined divided by m20 where m0
is the electron mass) is taken to be “small” in the sense
that a single isolated particle barely feels the collapse
terms. Before discussing how an equation of the kind
(1) might give a plausible solution to the measurement
problem, let us first see that its noise-averaged evolution
is well behaved. Defining ρˆ(t) = Ew
[|ψw(t)〉〈ψw(t)|], we
get that
d
dt ρˆ(t) = −i [Hˆ0, ρˆ(t)]−
γ
2
∫
R3
dx
[
Mˆσ(x), [Mˆσ(x), ρˆ(t)]
]
,
(3)
that is, ρt has a legitimate open quantum evolution of the
Lindblad form. This is central because, at the emergent
operational level, equation (3) will contain all the empir-
ical content of the model. The linearity then guarantees
that the theory is free of major inconsistencies like faster
than light signalling or break down of the Born rule. Such
an effective evolution (3) can be obtained by coupling a
quantum system to a bosonic bath in the Markov ap-
proximation [35]. This means that the CSL model can
be seen as a so called stochastic unraveling of a Marko-
vian open system evolution (conversely, all reasonable
Markovian collapse models are unravelings of orthodox
open evolutions [36]). This fact, which may look trivial
at first sight, will subsequently give us important hints
in the QFT context.
Now, going back to the collapse equation (1), we notice
that it generates a non-Hermitian evolution that does
not preserve the norm of the state vector, making its
interpretation difficult. However, we can simultaneously
normalize the state and change its probability measure
µ0(w), an operation known as Girsanov’s transformation
[37]:
|ψ˜w(t)〉 = |ψw(t)〉√〈ψw(t)|ψw(t)〉 (4)
dµt(w) = 〈ψw(t)|ψw(t)〉 · dµ0(w) (5)
to find an equivalent non-linear evolution that is norm-
preserving. Under the new measure dµt one can show
(see e.g. [38]) that ∀ s ≤ t:
ws(x) = 2
√
γ 〈ψ˜w(s)|Mˆσ(x)|ψ˜w(s)〉+ bs(x), (6)
where bs(x) is a white noise process. This expression
shows that wt(x), a random classical field, manifestly
3carries noisy information about the state (it is sometimes
called the “signal” in a continuous measurement context
[39]). Notice importantly that the previous equality (6)
holds for all s ≤ t, thus dµt can be redefined for t→ +∞
without changing the marginal probability of the field
for times before t. This nice feature will unfortunately
be lost in more general settings. After redefinition of the
measure, one can show that |ψ˜w(t)〉 verifies:
d
dt |ψ˜w(t)〉 =
{
− iHˆ0 +√γ
∫
R3
dx
[
Mˆσ(x)− 〈Mˆσ(x)〉
]
bt(x)
−
√
γ
2
[
Mˆσ(x)− 〈Mˆσ(x)〉
]2}
|ψ˜w(t)〉 (7)
with the compact notation 〈Mˆσ(x)〉 =
〈ψ˜w(t)|Mˆσ(x)|ψ˜w(t)〉 and the multiplicative noise
term is understood in the Itoˆ convention. Such an
equation, which is the standard form of the CSL model,
could have been derived directly through other means,
like continuous measurement theory [38, 39]. However,
such a luxury will not be available in the QFT context
and it is thus worthwhile to understand the main steps
of the latter pedestrian computation.
B. Collapse, Amplification, primitive ontology
There are three steps to check to see that a collapse
model like CSL indeed solves the measurement problem:
(i) show that it weakly collapses quantum states in an
approximate position basis [40] with the correct proba-
bility, (ii) show that this effects is dramatically amplified
for many-body systems, and (iii) show that one can define
a primitive ontology that allows to understand the ortho-
dox formalism as emergent from its dynamics. As these
points are discussed at length in the literature [33, 41],
we shall explain only briefly why they are verified for the
CSL model and insist specifically on the third item.
Neglecting the proper Hamiltonian Hˆ0 and the smear-
ing σ, one sees that the fixed points of the evolution (7)
are eigenvectors of the mass density operator. The evolu-
tion thus progressively drives the system towards states
that are well localized in space. Better, this localization
is compatible with the Born rule. That is, the probability
to reach a given eigenstate when t→ +∞ with the pure
collapse evolution is given by the standard Born rule ap-
plied to the initial condition. This is seen by noticing the
martingale property of the pure collapse evolution:
∀ t ≥ 0, E[〈ψ(t)|Mˆσ(x)|ψ(t)〉] = 〈ψ(0)|Mˆσ(x)|ψ(0)〉,
(8)
which is a straightforward consequence of (3). Another
way to understand this progressive collapse according to
the Born rule is that (7) is formally equivalent to the
continuous non-demolition quantum measurement of the
(regularized) mass density.
The amplification mechanism is no more difficult to un-
derstand. We illustrate it on a simplified situation but it
should be clear that it is much more general. We consider
a system of N bound particles typically constituting the
pointer of a measurement apparatus. We assume that the
pointer can be in two sharply localized positions l and r,
separated by a distance d  σ. We consider a macro-
scopic superposition of the pointer, i.e. we consider the
total state:
|Ψ(0)〉 ∝ |l〉 ⊗ · · · ⊗ |l〉+ |r〉 ⊗ · · · ⊗ |r〉 := |L〉+ |R〉. (9)
The CSL evolution (1) keeps the state in the basis
{|L〉, |R〉}. The collapse evolution in this latter basis is
the same as the evolution for a single particle in the basis
{|l〉, |r〉} but with a new collapse parameter γN = N2γ.
This is the amplification mechanism: because of the fac-
tor N2, the collapse effect can be at the same time negli-
gible for single particle dynamics and dominant for large
macroscopic superpositions.
It is now important to notice that the two previous
points are not in themselves sufficient to unequivocally
solve the measurement problem. Indeed, we now have
a more intuitive evolution for a quantum state but the
latter still needs a physical interpretation. Although it
has been argued that the quantum state alone –coding a
physical world irreducibly in Hilbert space– might give a
satisfactory picture of reality [42], introducing local be-
ables (or a primitive ontology) is a simpler way to connect
the formalism to the world (and crucial for our subse-
quent analysis). The standard choice in the literature is
to take the mass density 〈Mˆσ(x)〉. It is indeed a field in
physical space that projects down the localization prop-
erties of the wave function in configuration space and
thus seems to give an intelligible picture of the world.
However, the random field wt(x) is another possibility
which, as we shall argue, has a few nicer properties and
will be instrumental for our redefinition of QFT. This will
be clearer in the upcoming section but we can nonethe-
less say a few words about it now. First of all, wt(x) is
present in the collapse model from the very beginning in
the linear collapse equation (1) and the quantum state is
a function of it w → |ψ˜w〉, i.e. by considering w only, we
do not lose information nor do we introduce a new field.
After the change of measure, it is clear from equation (6)
typically has the same localization properties as 〈Mˆσ(x)〉
but for some additional white noise, hence it still gives
an intuitive picture of the world. Finally, making w grav-
itate, which may seem natural for a primitive ontology,
it has been showed that one could obtain a consistent
semi-classical theory of gravity, at least in the Newto-
nian regime [43].
In the end, the CSL model can be seen as a dynamical
theory for a (classical) random field w where the quantum
state is simply a convenient way to store the modification
of the field Gaussian probability measure. The configu-
ration of macroscopic objects and especially of measure-
ment pointers can be understood in terms of the spatial
configuration of the field. Ultimately, the master equa-
tion (3) is enough to derive predictions at the operator
4level, yet it is the primitive ontology w that is the fun-
damental object of the theory and that gives meaning to
the whole story. The situation may be understood with
an analogy with the kinetic theory of gasses where all the
macroscopic predictions can be computed using thermo-
dynamic variables but where it is the particles that are
the fundamental real entities, from which the thermody-
namic picture only emerges.
C. Extensions and general lessons
Non-relativistic collapse models have been extended in
various ways to add non-white noises [44–46], dissipa-
tion effects [47, 48] or both [49]. These new models may
seem even more ad hoc than their historical counterpart,
yet they share a unifying feature: they can all be seen
as the stochastic unraveling of an open system evolution.
Where the CSL model corresponds to the coupling with a
Markovian bosonic bath, the non-Markovian and dissipa-
tive models correspond to the coupling (linear in the bath
field operators) with a generic bosonic bath. This insight
that a large class of (possibly non-Markovian) stochastic
Schro¨dinger equations can be seen as unravelings of this
latter kind of open-system evolution has been shown in
the clearest way by Dio´si and Ferialdi [50] (see Fig. 1 for
a recipe of collapse models).
The lesson one may draw from this is that a good way
to construct dynamical reduction models that are consis-
tent by design is as stochastic unravelings of legitimate
open-system evolutions. This gives the most important
hint for our subsequent extension to QFT. For an inter-
acting QFT of fermions and bosons, there is indeed a
good candidate for a legitimate open-system evolution:
the reduced evolution of the fermions when the bosons
are simply traced out! Before making this precise, notice
that we can actually go much further. Instead of adding
an ad hoc bath that is subsequently unraveled, it is nat-
ural to take a bosonic sector that already exists in the
QFT that is considered such as QED in the Standard
Model (see Fig. 2). Although it may be cumbersome in
practice, the measurement results on bosons can always
be written in terms of macroscopic fermionic observables
(and vice versa) [52–54]. One would thus not lose any
information in such a rewriting. We can now come to
the main idea of this article:
An interacting QFT of fermions and bosons
can be rewritten as a (non-Markovian) dy-
namical reduction model on fermions. With
a proper choice of primitive ontology / local
beables (discussed in II B), this gives a rel-
ativistic statistical theory of classical fields
from which the quantum formalism can be
shown to emerge.
The aim of the next sections is to explicitly do this con-
struction and discuss its numerous theoretical and prac-
tical consequences.
III. QUANTUM FIELD THEORIES AS
STATISTICAL FIELD THEORIES
Our objective is to now understand how the previous
ideas can be made concrete in the context of QFT. Al-
though there is no fundamental difficulty in carrying the
subsequent derivations in a more general context, we will
discuss a Yukawa theory of Dirac fermions interacting
with scalar bosons for the sake of simplicity. However,
the reader should keep in mind that, unless otherwise
stated, the results would hold for more realistic funda-
mental theories like QED.
Further, we will assume that the propagators that will
show up are suitably covariantly regularized at a scale
Λ and thus that the Lagrangian is written with “bare”
parameters. For reasons we will discuss later, the abil-
ity to consider regularized theories as fundamental is an
appealing feature of our rewriting (which does not a pri-
ori forbid the discussion of renormalization). We should
however recognize that we adopt this admittedly naive
approach to orthodox QFT also because it is not straight-
forward to proceed otherwise at that stage. Finally we
will use natural units in which ~ = c = 1.
The action of our interacting theory is the following:
S =
∫
R4
d4x Lf (ψ, ∂µψ)+Lint(ψ, φ)+Lb(φ, ∂µφ) (10)
with the Lagrangian densities:
Lf (ψ, ∂µψ) = ψ¯(i/∂ −mf )ψ (11)
Lint(ψ, φ) = g ψ¯ ψ φ (12)
Lb(φ, ∂µφ) =
1
2∂µφ∂
µφ− 12m
2
bφ
2, (13)
where mf is the fermionic mass, mb the bosonic mass
and g the coupling constant. We thus assume that the
bosonic part of the action does not contain higher powers
in the field (like φ4, that would be needed for perturba-
tive renormalization). Such additional interaction terms
can nonetheless be dealt with formally if needed (see ap-
pendix D). We will now redo the steps of section (II)
both in the operator picture and in the functional inte-
gral picture. These two point of views will prove useful
to emphasize different structural properties of the theory:
the first putting the emphasis on states and dynamical re-
duction, the second on the local beable field and Lorentz
invariance.
A. Operator picture
We first consider the point of view that an interacting
QFT is a theory providing a dynamical law for quan-
tum states and density matrices (or for operators in the
Heisenberg picture) at least at a formal level. This is the
most convenient approach to emphasize the parallel with
dynamical reduction models as the latter are typically
5FIG. 1. General recipe to construct a collapse model. The system is coupled with a bosonic bath which is subsequently
traced out and stochastically unraveled. The final product can be considered to be the random field w living in real space.
Macroscopic superpositions are collapsed and projected down to R3 but the predictions of the theory are modified. The cat
drawing is borrowed from a picture by D. Hatfield [51].
FIG. 2. Recipe to construct a collapse model, hence a statisti-
cal field theory, from an interacting QFT. Separating fermions
and bosons, one can take the latter as bath and apply the
steps of figure 1. The final product is the stochastic field ξ
and the predictions of the theory are unchanged.
understood, albeit perhaps naively as we have previously
written, as stochastic modifications of the standard evo-
lution for states. As the functional integral picture will
allow for an easier understanding of Lorentz invariance,
we delay its discussion to the next subsection and use a
unique reference frame with Cartesian coordinates here.
We thus simply consider states defined on constant time
hypersurfaces. In this framework, and leaving issues of
divergences and renormalization aside, a relativistic QFT
is no different from a simple non-relativistic quantum the-
ory. Eventually, as is customary in this context, we write
all the operators (i.e. the objects with a hat) in the in-
teraction picture.
1. Obtaining the linear stochastic unraveling
Before starting, let us recall our objective: we first
want to trace out the bosonic quantum field and then
stochastically unravel the corresponding open-system
evolution. For that matter the important intermediary
object to consider will be the fermionic reduced den-
sity matrix ρˆf (t) = trb [ρˆ(t)] obtained by tracing out the
bosonic degrees of freedom. Provided the total density
matrix is known at time ti, the reduced density matrix
is given by:
ρˆf (t) = trb
{
T exp
[
−i
∫ t
ti
d4xH Lint(x)−H Rint(x)
]
· ρˆ(ti)
}
(14)
where T is the time ordering operator and we have used
the left-right notation for super-operators: AL · ρˆ = Aˆρˆ
and AR · ρˆ = ρˆAˆ. We now want to derive an open-system
evolution involving the reduced density matrix ρˆf only.
For that matter, we need to make the hypothesis that the
total initial state is a product of fermionic and bosonic
degrees of freedom at some initial time ti (which we will
later be sent to −∞): ρˆ(ti) = ρˆf (ti) ⊗ ρˆb(ti). With this
hypothesis, and provided the bosonic state ρˆb(ti) is the
vacuum or a thermal state, the bosonic degrees of free-
dom can be explicitly integrated out (see appendix A) to
give:
ρˆf (t) = T exp
(
iΦ
[
jL, jR
]) · ρˆf (ti) (15)
where Φ[jL, jR] is the “operator” influence phase func-
tional:
iΦ
[
jL, jR
]
=
∫ t
ti
∫ t
ti
d4xd4y D(x, y) jL(x)jR(y)
− 12θ(x
0 − y0)D(x, y) jL(x)jL(y)
− 12θ(y
0 − x0)D(x, y) jR(x)jR(y),
(16)
with D(x, y) = trb
[
φˆ(x)φˆ(y) ρˆb(ti)
]
, the two-point cor-
relation function (not time ordered) of the free bosons,
and ˆ = g ̂¯ψψ.
To obtain an evolution equation for fermionic pure
states (assuming the initial fermionic state was pure
ρˆf (ti) = |Ψ(ti)〉〈Ψ(ti)|), we have to decouple the left
and right part of the influence phase functional. For
that matter, the crucial fact we shall use is that
T exp (iΦ [jL, jR]) looks very much like the Fourier
transform (or characteristic function) of a complex
stochastic Gaussian field (see appendix B). Indeed, such
a function takes the form of an exponential of a bilinear
6term involving only the two point correlation functions of
the process. Additionally, one can show (see appendix B)
that there exists a legitimate stochastic field ξ such that
D(x, y) = trb
[
φˆ(x)φˆ(y) ρˆb(ti)
]
= Eti [ξ(x)ξ∗(y)] where
Eti [·] =
∫ ·dµti(ξ) denotes the stochastic average and
dµti is the (a priori) measure on ξ. This correlation func-
tion does not fix completely the field ξ and we need to
specify its relation matrix S(x, y) = Eti [ξ(x)ξ(y)] which
will remain a free parameter of the model. With a bit of
guess work and following [50] one gets that the random
state:
|ψξ(t)〉 = T exp
{
−i
∫ t
ti
d4x ˆ(x) ξ(x)−
∫ t
ti
∫ t
ti
d4xd4y θ(x0 − y0) [D − S](x, y) ˆ(x)ˆ(y)
}
|ψξ(t)〉 (17)
is such that the “unraveling” condition
Eti
[
|ψξ(t)〉〈ψξ(t)|
]
= ρf (t) (18)
is fulfilled. This latter equality is proved by Gaussian integration or equivalently through the use of Wick’s theorem
(see appendix B). Equation (17) may be written in the perhaps more familiar differential form [50, 55]:
d
dt |ψξ(t)〉 = −i
{∫
R3
d3x ˆ(t,x)
[
ξ(t,x) +
∫ t
ti
d4y [D − S] ((t,x), (y0,y)) δ
δξ(y)
]}
|ψξ(t)〉. (19)
Although this latter kind of equation is commonly used
in the literature on stochastic Schro¨dinger equations, one
should bear in mind that (17) guarantees that |ψξ〉 can
in theory be computed from a single realization of ξ,
something one might naively put in doubt [56] knowing
only (19). Notice that this equation is the direct non-
Markovian analog of the linear collapse equation (1) and
that ξ is the QFT counterpart of the random field w of
section II A.
2. Redefining the field measure
As before, the state is not yet normalized at that stage
and we need to redefine it and Girsanov transform the
measure to preserve the unraveling condition (18):
|ψ˜ξ(t)〉 = |ψξ(t)〉√〈ψξ(t)|ψξ(t)〉 (20)
dµt(ξ) = 〈ψξ(t)|ψξ(t)〉 · dµti(ξ). (21)
At this stage, there is an important subtlety compared
to the Markovian case. In this non-Markovian context, it
is not true anymore that the marginal probability of the
field ξ(s,x) at some time s ≤ t1 < t2 is independent of
the choice of the measure dµt1 or dµt2 . That is, the state
|ψ˜ξ(s)〉, where ξ has measure dµt(ξ) for t > s, does not
verify the unraveling condition (18). The standard way to
circumvent this difficulty, used to define non-linear non-
Markovian stochastic Schro¨dinger equations [57–59] (and
thus standard non-Markovian collapse models as well) is
to redefine the field variable dynamically ξ → ξ[t] in such
a way that:∣∣∣∣det [δξ[t]δξ
]∣∣∣∣ dµt(ξ[t](ξ)) = dµti(ξ). (22)
That is, ξ is first drawn from the a priori measure dµti(ξ)
and, at each time t ≥ ti, a new complete field configu-
ration ξ[t] is constructed in such a way that it has the
correct measure. Indeed one then has:∫
ξ
· dµti(ξ) =
∫
ξ
·
∣∣∣∣det [δξ[t]δξ
]∣∣∣∣ dµt(ξ[t](ξ)) (23)
=
∫
ξ[t]
· dµt(ξ[t]). (24)
The random state t→ |ψ˜ξ[t](t)〉 consequently verifies the
unraveling condition (18) at all times and is taken as the
output of the procedure. The random state |ψ˜ξ[t](t)〉 has
a priori no nice symmetry property, and depends upon
the foliation of space-time that is chosen. However, what
matters for us is the associated field of local beables. The
“good” choice is to take:
ξ˜ : (t,x) 7−→ ξ[tf ](t,x), (25)
where tf is the final time of the evolution (later sent to
+∞). The field ξ˜, just like the field w of the CSL model,
carries information about the state and is not anymore a
Gaussian field of zero mean. Indeed, for the special choice
S = 0, it is possible to show using (22) (see Appendix C
) that:
ξ˜(t,x) = ξ(t,x)+i
∫ tf
ti
ds
∫
R3
d3yD((t,x), (s,y))
× 〈ψ˜ξ[s](s)|ˆ(s,y)|ψ˜ξ[s](s)〉,
(26)
7which is the exact analogue of equation (6) obtained for
the CSL model. Consequently, as before, if and when the
state |ψ˜ξ[t](t)〉 does collapse, the beable field will contain
this information.
At that point, it is important to emphasize that the
standard way to define the noise field in the literature
is to take ξˇ(t,x) 7→ ξ[t](t,x) instead of ξ˜ : (t,x) 7→
ξ[tf ](t,x). For such a choice, ξˇ is obtained from ξ via
equation (26) but for the substitution tf → t in the
bound of the first integral. On the example of a non-
relativistic bosonic bath, Gambetta and Wiseman have
shown [60] that the analog of the field ξˇ could be inter-
preted as a hidden variable associated to the bath, where
the (modified) equation (26) is interpreted as a guiding
equation for bath hidden variables in a modal interpre-
tation of quantum mechanics. Such an interpretation is
lost in our case for ξ˜: as a function of the random state,
ξ˜ looks like it is guided from the past and from the fu-
ture. At that stage, this may look like an unnecessary
complication. Actually as we shall see, although the de-
composition of ξ˜ in two terms given by (26) is manifestly
frame dependent, the probability measure of ξ˜ taken as
a whole is not. This is a crucial advantage of our choice
of beable field over the standard noise field.
Eventually, the collapse model we obtain is contained
in the stochastic evolution |ψ˜ξ[t](t)〉 which is frame de-
pendent and in the beable field ξ˜ which, again as we
shall see, has a relativistic probability distribution. The
stochastic states should be understood as a tool one can
use to understand the theory or make computations. The
field ξ˜, on the other hand, is what we take as the final
objective product. This suggests to now read the inter-
acting QFT we started from as a statistical field theory of
a complex scalar field ξ˜ with measure dµtf (ξ˜), and with
ti pushed to −∞ and tf → +∞ to get the field defined
on all space-time. This is the choice we shall now make.
This operator-state picture makes it perfectly clear that
we strictly follow the non-relativistic steps of II with the
guidelines suggested in II C. Our construction also makes
it also rather intuitive that the collapse (according to the
Born rule) and amplification phenomena discussed in II B
will follow as well in this more general context. Before
going beyond this heuristic understanding, we have to
discuss another perspective that puts the field ξ at the
center of the game to show, as promised, that its prob-
ability distribution is given in a rather natural way by a
relativistic statistical field theory.
B. Functional integral picture
As advertised, we now forgo the state (or operator) de-
scription to focus on the field ξ˜ defined before. For that
matter, we use the functional point of view of QFT in the
so called “in-in” formalism. We also use boundary con-
ditions pushed at ∞ right from the start to simplify the
presentation. In this framework, the fermionic density
matrix on some asymptotic hyper-surface reads:
ρf (Ψ+∞,Ψ′+∞) =
∫
D[Ψ]D[Ψ′]D[φ]D[φ′] ρb(φ−∞, φ′−∞)
ρf (ψ−∞, ψ′−∞) exp (iS − iS ′) ,
(27)
where we have used the simplified notation Ψ = (ψ, ψ¯).
The functional integral goes through all fields Ψ and Ψ′
asymptotic to Ψ+∞ and Ψ′+∞, and all φ and φ′ such that
φ+∞ = φ′+∞ (which corresponds to taking the trace). As
before we want to integrate out the bosonic degrees of
freedom, that is to compute the influence functional:
F [j, j′] :=
∫
D[φ]D[φ′] δ(φ+∞, φ′+∞)ρb(φ−∞, φ′−∞)
exp [i (Sb +Sint)− i (S ′b +S ′int)] .
(28)
One can show that the influence functional can be
expressed exactly in the same way as before (15) as
F [j, j′] = exp (iΦ[j, j′]) with a quadratic influence phase
functional:
iΦ [j, j′] =
∫∫
d4x d4y D(x, y) j(x)j′(y)
− 12θ(x
0 − y0)D(x, y) j(x)j(y)
− 12θ(y
0 − x0)D(x, y) j′(x)j′(y).
(29)
This form is again valid if the initial bosonic state is the
vacuum or a thermal state asymptotically in the past.
As our objective is to build a potentially fundamental
theory, we will focus on Lorentz invariant propagators
and thus momentarily neglect the possibility of thermal
states.
We can decouple the jj′ term as the average over a complex (but classical) Gaussian stochastic field ξ as in (17):
F [j, j′] =E−∞
[
Q[j]Q∗[j′] exp
{
−i
∫
d4x j(x) ξ(x)− j′(x)ξ∗(x)
}]
, (30)
with
Q [j ] = exp
[−1
2
∫∫
d4x d4y θ(x0 − y0) [D − S](x, y) j (x) j (y)
]
. (31)
8At that point, we require that S be also a Lorentz invariant kernel so that Q[j] stays manifestly frame independent.
To make things more explicit in this functional integral context, we can write the stochastic Gaussian measure as a
functional integration measure:
dµ−∞(ξ) ∝ D[ξ]D[ξ∗] e−Ssto[ξ,ξ∗], (32)
where Ssto[ξ, ξ∗] is a positive semi-definite quadratic action functional (see appendix B),
Ssto[ξ, ξ∗] =
1
2
∫∫
d4xd4y (ξ∗(x), ξ(x))
(
D S
S∗ D∗
)−1
(x, y)
(
ξ(y)
ξ∗(y)
)
(33)
where the inverse is taken in the operator sense. This stochastic action functional is also a manifestly Lorentz invariant
object. The redefinition of the field measure can now be done as in equation (21) and one obtains:
dµ+∞(ξ˜) =
∫
D[Ψ]D[Ψ′] ρf (Ψ−∞,Ψ′−∞) δ(Ψ+∞,Ψ′+∞)Q∗[j′]Q[j] exp
(
iSf − iS ′f − i
∫
jξ˜ − j′ξ˜∗
)
dµ−∞(ξ˜). (34)
This concludes the definition of our reformulation of a quantum field theory as a statistical field theory for ξ˜, where
(34) can now be taken as the starting point [61]. It is a field theory in the standard sense of the word as dµ+∞
is a genuine probability measure (at least at a non rigorous level). It is as Lorentz invariant as it could be in the
sense that the field probability measure is given by a Lorentz invariant functional, up to boundary condition terms.
Naturally, the probability measure of the field ξ˜ depends explicitly on the initial state: in this framework, asymptotic
states of fermions are simply abstract objects that allow to compactly incorporate some knowledge about the past in
the field probability measure. The initial condition is encoded in the state ρf (Ψ−∞,Ψ′−∞) and the final condition in
the identity, or maximally mixed state δ(Ψ+∞,Ψ′+∞). However, at that point, we may very well decide to allow for a
wider class of boundary conditions, if only to make the theory more symmetric. We may thus consider more general
measures of the form:
dµ+∞(ξ˜) ∝
∫
D[Ψ]D[Ψ′] ρinf (Ψ−∞,Ψ′−∞) ρoutf (Ψ+∞,Ψ′+∞)Q∗[j′]Q[j] exp
(
iSf − iS ′f − i
∫
jξ˜ − j′ξ˜∗
)
dµ−∞(ξ˜).
(35)
Notice finally that classical Grassmanian sources J and
J¯ for the fermions can easily be added in the previous
formula (34),(35) and provide yet another way to tilt the
probability measure. In the following, we will restrict
ourselves to discussing the simplest possibility of (34)
which is the closest in spirit to standard QFT.
C. Computing the statistics of the beable field
Now that we have a formal probability measure for
the field ξ˜, we can in principle compute all its correlation
functions. A first possibility is to do it perturbatively in
the coupling constant g (remember that j contains one
power of g). One just needs to Dyson expand the non-
Gaussian part of equation (34) which will lead to a mild
extension of standard diagrammatics. This represents no
further conceptual difficulty especially if we use covari-
antly regularized propagators at a fixed scale Λ. Actually,
as we shall later argue in V A, this ability to work with
regularized propagators as if they were fundamental is an
appealing mathematical consequence of the present for-
malism. In the end, it is possible to compute all the field
correlation functions via a perturbative expansion of the
form:
E
[
ξ˜(x1) · · · ξ˜(xk)ξ˜∗(xk+1) · · · ξ˜∗(xn)
]
=
+∞∑
`=0
g`C`(x1, · · · , xn),
(36)
where all the C` are finite because of the regulator Λ.
Because of Dyson’s argument [62], the series is going to be
divergent and only asymptotic. Yet, and although it goes
beyond the scope of the present article, it is reasonable to
hope that it is Borel summable (at least for some choices
of regulators) and thus provides an indirect definition of
the probability measure dµ+∞ via the expansion of its
moment generating functional.
Another option to compute the properties of the be-
able field, inherently non-perturbative, is through a stan-
dard Monte Carlo method based on the state picture of
III A. One simply evolves the state with equation (19)
and reweights the field probability measure with (21) a
posteriori. The issue is that (19) seems extremely dif-
ficult to solve because of the rather abstract functional
derivative. However, following [63], one can introduce an
auxiliary noise field η to further decouple the non-local
terms in (17) and write |ψξ(t)〉 = Eη
[|ψξ,η(t)〉] where
9|ψξ,η(t)〉 now obeys a simple stochastic differential equa-
tion without functional derivative and hence can be com-
puted straightforwardly. Incidentally, this provides a way
to compute fermionic reduced evolutions numerically in
QFT, paralleling the method of Stockburger and Grabert
used for baths of harmonic oscillators [64, 65].
IV. A POSSIBLE PHYSICAL THEORY OF THE
WORLD
It is now important to show how a reasonable picture
of the world emerges from the latter theory. More pre-
cisely, the objective is to show, along the lines of II B,
why taking a statistical field theory of the field ξ˜ gives a
rewriting of QFT in realistic terms that can in principle
solve the measurement problem.
A. Collapse
As we already have a clear local beable field ξ˜, all that
remains to be shown is that it undergoes a progressive
collapse that is suitably amplified for macroscopic bod-
ies. Such an analysis is easier to carry at the level of
states, i.e. with the formalism of III A and this is thus
the picture we will subsequently use.
We first study the evolution of a single particle to un-
derstand the collapse dynamics. Because the model is
technically more difficult to handle than the CSL model
of II B, we inevitably have to make restrictive assump-
tions that make the following derivation a hint, rather
than a rigorous proof, that collapse does occur in realistic
situations. In the non-relativistic limit for the fermions
(hence without particle creation or annihilation) and ne-
glecting spin, we can simplify the fermion coupling oper-
ator ˆ(x) → g eiHˆ0x0 |x〉〈x|e−iHˆ0x0 := g ϑˆ(x) where Hˆ0 is
the Schro¨dinger Hamiltonian and ϑˆ(x) has the interpreta-
tion of a density (here not mass proportional). Focusing
on the pure collapse evolution and neglecting the system
Hamiltonian Hˆ0 in (15) then gives a master equation very
similar to that of the CSL model (3):
d
dt ρˆt ' −g
2
∫
R3
d3x
∫
R3
d3yF (x,y, t)
[
ϑˆ(x)[ϑˆ(y), ρˆt]
]
,
(37)
with F (x,y, t) =
∫ t
0 dτ D
(
(t,x), (τ,y)
)
. Equation (37) is
not as nicely behaved as it might seem. Despite the ap-
pearances, it is not of the Linblad form as F is not a pos-
itive semi-definite kernel. Additionally, in the absence of
an explicit regularization, it is divergent because of poles
at coincident points. Having the standard QFT picture
in mind, this should not surprise us, equation (37) con-
tains self-energy contributions. These remarks set aside,
this form of the master equation already suggests that if
a localization occurs, it will be in position.
To show that the localization does occur, one needs to study directly the stochastic evolution for states (19). With
the previous approximations in mind, the latter now simply reads:
d
dt |ψξ(t)〉 = −ig
{∫
R3
d3x ϑˆ(x)
[
ξ(t,x)− ig
∫ t
0
d4y [D − S] ((t,x), (y0,y)) ϑˆ(y)]} |ψξ(t)〉. (38)
Because ϑˆ(x)ϑˆ(y) = δ(x − y)ϑˆ(x), we see that the evolution is diagonal in position. From now on, we take S = 0
for simplicity but keep in mind that we will thus only get lower bounds for the collapse rate. We write ψt(x) (resp.
ψ˜t(x)) the linear (resp. normalized) wave function in position now omitting the index ξ. The linear wave functions
can be written explicitly as a function of the history of the field ξ:
ψt(x) = exp
[
−ig
∫ t
0
dτ ξ(τ,x)− g2
∫ t
0
∫ t
0
dτds θ(τ − s)D((τ,x), (s,x))]ψ0(x). (39)
We now need a way to measure the fact that the state localizes on average. A reasonable metric of the collapse is
given by ∆t(x, y) =
√
ψ∗t (x)ψt(x)ψ∗t (y)ψt(y)/〈ψξ(t)|ψξ(t)〉. It multiplies the state density at two different points and
should decrease as a function of time if the evolution indeed tends to collapse the state. Using (39), we have simply:
∆t(x,y) · 〈ψξ(t)|ψξ(t)〉 = exp
[
− ig2
∫ t
0
dτ ξ(τ,x) + ξ(τ,x)− ξ∗(τ,x)− ξ∗(τ,y)
]
×
exp
[
−g
2
2
∫ t
0
∫ t
0
dτdsD
(
(τ,x), (s,x)
)
+D
(
(τ,y), (s,y)
)]
∆0(x,y).
(40)
We have chosen this measure because it makes expectation values easy to compute as the normalization factors cancel
each other with the Girsanov transformed probability measure:
Et[∆t(x,y)] = E0 [∆t(x,y) · 〈ψξ(t)|ψξ(t)〉] . (41)
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We now just have to carry the Gaussian integration to get:
Et[∆t(x,y)] = exp
[
g2
2
∫ t
0
∫ t
0
dτdsD
(
(τ,x), (s,y)
)− D((τ,x), (s,x))+D((τ,y), (s,y))2
]
∆0(x,y). (42)
Writing Ωt(x,y) the exponent, we see that the ability of the evolution to collapse a state is given by limt→+∞ Ωt(x,y).
The corresponding integrals are evaluated in appendix E and we just discuss the results here. For a vacuum correlator
D and a cut-off scale Λ we have:
Ω+∞(x,y) =
g2
(2pi)2
(
K0(mb|x− y|)−K0(Λ|x− y|)− log
[
Λ
mb
])
−→
|x−y|→+∞
− g
2
(2pi)2 log
[
Λ
mb
]
, (43)
where Kα(x) is a Bessel function of the second kind.
The function Ω+∞ increases almost quadratically for
distances smaller than Λ−1, logarithmically for distances
of the order ofm−1b and finally reaches a plateau for larger
distances (see appendix E). We see that if the cut-off
scale is sent to infinity, all the superpositions are sharply
collapsed in space regardless of their relative separation.
However, for a finite cut-off, states in a spatial superpo-
sition are only partially collapsed, even for infinite times.
This shows that the collapse effect is transient and damp-
ens as times passes, at least as long as the system Hamil-
tonian, which does not commute with the collapse evo-
lution, is neglected. In a more realistic situation, with
many interacting particles of finite mass, one naturally
expects that the collapse effect will be continuously trig-
gered (a point we further discuss below).
B. Amplification
Now that we have done a first assessment of the col-
lapse effect, we can consider amplification. The analysis
is essentially the same as that for the CSL model (see
II B) and its non-Markovian extensions [45, 46]. We first
need a reasonable yet tractable model of a non-relativistic
many-body situation. For that matter, we consider a
N particle system with the same approximations as be-
fore (non-relativistic, no spin) and further assume that
the effect of the Fermi statistics can be neglected so
that the particles are effectively distinguishable. In this
limit, we can approximate the fermionic coupling oper-
ator ˆ ' g ϑˆtot(x) = g
∑N
k=1 ϑˆk(x) where ϑˆk is the stan-
dard density acting on the k-th particle. As before we
consider the evolution of a cat state where the two peaks
are initially separated by a distance much larger than the
bosonic Compton wavelength m−1b . We also assume that
the states of the particles in each peak are separated by
a distance larger [66] than m−1b , yet much smaller than
the inter-peak distance. If we look at the correspond-
ing density matrix this means that ϑˆk(x)ρˆtϑˆl(y) ' 0 for
|x− y| < m−1b . The master equation (37) now gives:
d
dt ρˆt ' −g
2
N∑
k=1
∫
R3
d3x
∫
R3
d3yF (x,y, t)
[
ϑˆk(x)[ϑˆk(y), ρˆt]
]
.
(44)
This shows that the N particles localize independently
of each other thus amplifying the collapse rate of the
superposition by a factor N . For a more in depth analysis
in the close context of non-Markovian collapse models,
the reader may consult the recent study of Gasbarri et
al. [67].
As both the derivation of the collapse and amplifica-
tion effects use rather unrealistic assumptions, ignoring
effects that are likely crucial, we may provide a reassur-
ing general argument. The stochastic unraveling we have
described in this manuscript effectively hides a stochas-
tic collapse evolution wherever there is decoherence in
the usual picture. As a result, a good rule of thumb to
estimate the collapse timescales is to look at the deco-
herence predicted by orthodox QFT. In the case of the
Yukawa theory, the decoherence of fermionic degrees of
freedom occurs through the emission of scalar bosons.
This is why the collapse effect is only transient for a sin-
gle particle. However, a macroscopic body will typically
constantly emit a lot of thermal (Yukawa) radiation and
thus immediately decohere, i.e. collapse in our frame-
work. Hence, even though the previous derivations have
a limited scope, it is clear at a heuristic level that macro-
scopic objects are well localized within our theory.
To summarize, we have provided mathematical and
heuristic arguments suggesting that our rewriting of QFT
indeed solves the measurement problem through the
standard collapse and amplification mechanisms. On the
technical front, we have taken a non-relativistic limit for
the fermionic sector but have kept the full relativistic ef-
fects of the noise with Lorentz invariant propagators (co-
variantly regularized). Also, where the standard analysis
of collapse and amplification in a non-Markovian con-
text [45, 46, 67] is done perturbatively, we have studied
the pure localization mechanism non-perturbatively in g.
The purpose was incidentally to illustrate the possibility
to do computations at the stochastic wave function level
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even with relativistic propagators.
C. Empirical content and metaphysics
We now discuss the subtle link between the empiri-
cal content of our theory (what it says about observa-
tions) and its ontological content or metaphysics (what
constitutes the observations themselves). From our two
derivations III A and III B, it is clear that the redefini-
tion of QFT we have proposed is empirically equivalent
to orthodox QFT. This remains true as long as the latter
is understood as a tool to compute the statistics of ob-
servations. This means that, in practice, one may (and
perhaps should) reuse the tools of “standard” QFT to
compute, say, scattering cross-sections. Once the opera-
tional level has been derived from the theory, as we sug-
gested in the previous section, there is virtually no holds
barred.
On the other hand, our theory offers a rather clear and
simple metaphysical picture. The only object that exists
in space-time (and not in Hilbert space), is the random
field ξ˜. At a fundamental level, it is what the theory
is ultimately about, it is what one would reasonably call
“matter”. The quantum formalism, with its Hilbert space
and states, becomes simply a way to tilt the measure of
this matter field away from Gaussianity. The dynamics
of matter is Lorentz invariant at the deepest level in the
sense that its probability measure is Lorentz invariant up
to the tilt from the initial conditions (like in any other
classical theory). As we have seen in the previous sections
IV A and IV B, the collapse and amplification mechanism
tend to localize quantum states which in turn localize the
field ξ˜ (through the Girsanov transform of the measure).
That is, macroscopic objects correspond to well localized
regions of space where the time-averaged value of the
fluctuating “matter” field ξ˜ is significant.
Finally, there is no objection to apply our reformula-
tion of QFT to the universe as a whole, without outside
observers. In that case, our approach provides a proba-
bility measure from which a single “typical” realization
is actually picked (without the need for an Everettian
Many-World). Thus, we have obtained a physical theory,
written in terms of a classical random field (a statistical
field theory), that can be made empirically equivalent to
QFT and that can solve the measurement problem. This
is no less than what we had advertised.
V. DISCUSSION
A. Reconsidering QFT
In our reformulation, a QFT is a statistical field theory
for a random field ξ˜ with the probability measure
dµ+∞(ξ˜) =
∫
D[Ψ]D[Ψ′] ρf (Ψ−∞,Ψ′−∞) δ(Ψ+∞,Ψ′+∞)
Q∗[j′]Q[j] exp
(
iSf − iS ′f − i
∫
jξ˜ − j′ξ˜∗
)
dµ−∞(ξ˜),
(45)
where dµ−∞ is a Gaussian probability measure defined
by its correlation and relation functions
E−∞[ξ(x)ξ∗(y)] = D(x, y), (46)
E−∞[ ξ(x) ξ(y) ] = S(x, y). (47)
The purpose of the previous section was to show that
this reformulation is not just a rewriting trick but that
the distribution of ξ˜ provides a reasonable account of the
world where the measurement problem is solved. In this
picture, the asymptotic fermionic quantum state tilts the
measure to encode some knowledge about initial condi-
tions.
Even if one remain unmoved by the fundamental clari-
fication that such a rewriting entails and even if one dis-
regards the solution to the measurement problem that
naturally comes with it, one may still find some interest
in the previous definition. Indeed, in this reformulation,
QFT is a theory of matter from which the operational
formalism only emerges. This makes the constraints on
the measure dµ+∞ of (45) much weaker than one would
expect if the operational framework had been taken as
primitive (as in standard QFT). As an illustration, we
may mention the possibility to have a Lorentz invariant
theory that is fundamental yet regularized in momen-
tum. In standard QFT, regularized theories are useful
for computations but they cannot be considered funda-
mental. A fundamental regularized orthodox QFT would
require the canonical quantization of a Lagrangian with
a higher degree of derivatives, but it is known that such
theories cannot be defined because of the so called Ostro-
gradsky instability [68, 69]. Sadly, regularized orthodox
QFTs are not QFTs. This is partially what motivates the
study of lattice theories (where one loses Lorentz invari-
ance but keeps a well defined theory) and String theory
(that provides a natural UV regularization). We have
no such issue in our case, the measure (45) can stay for-
mally well defined no matter what the regularization is.
In this representation, regularized QFTs can be funda-
mental theories. This ability to take regulators as fun-
damental is important because it makes the perturbative
expansion encoded in equation (45) finite term by term
and, although asymptotic, possibly Borel summable. As
a result, one can entertain a very moderate yet legitimate
hope that the theory may be put on mathematically rig-
orous grounds in the future.
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Of course, if the momentum cut-off is taken to be at ex-
tremely high energy, one can still use the standard tools
of renormalization at the operational level, if only to con-
nect the bare parameters of the Lagrangian with the mass
and coupling constants that are measured in experiments.
In this respect, our formulation is in line with the “mod-
ern” view of renormalization that renormalized QFTs are
effective theories of “something”. One of the novelties of
our approach is that the “something” can simply be a
(possibly well defined) regularized QFT.
Having a probability measure for a well defined clas-
sical field might also ease the unification with gravity.
Gravitational effects may indeed simply be added in the
theory by appropriately tilting the field probability mea-
sure. Alternatively, one may wish to make the field ξ˜ (or
more generally a function or generalization of it) gravi-
tate in a fundamentally semi-classical theory of gravity
(in the spirit of [43, 70, 71]). More generally, a theory of
matter is much easier to marginally modify than an op-
erational formalism. A reweighted probability measure
is still always a well defined probability measure whereas
a modification of a set of rules, even small, may very well
make the whole edifice logically inconsistent. As a re-
sult, although operational formulations may ultimately
be what one wants to make predictions, “classical” (or
old school) theories of “stuff” are more suited to the con-
struction of generalizations.
Finally, we should discuss a last methodological aspect.
In the course of our derivation, we have started from an
interacting QFT and proposed a new rewriting as a sta-
tistical field theory. It would be interesting to see to what
extent it is possible to go the other way around and de-
rive our formulation from first principles. Starting from
a Lorentz invariant statistical field theory, what kind of
assumptions would force upon us a probability measure
of the form of (45)? Is the latter, in some reasonable
sense, the simplest one can come up with? Why is bias-
ing a Gaussian measure this way “natural”? These look
like interesting questions for further research.
B. Reconsidering the dynamical reduction program
The present article calls for an important reconsidera-
tion of the dynamical reduction program. As a matter of
fact, what we have constructed can be seen as a relativis-
tic collapse model that can be embedded, at the empirical
level, in an interacting orthodox QFT. This means that
a collapse model, which is more symmetric than the ones
currently tested, potentially predicts no deviation from
the Standard Model. As a result, the effects currently
probed in experiments (see again [33] for a review) can
naturally be seen as artifacts of unreasonable choices of
non-relativistic models. None of the standard signatures
of collapse models are a necessity. The fact that collapse
is expected to be empirically distinguishable from envi-
ronmental decoherence comes from restrictive assump-
tions on the noise spectrum or on the hypothesis that
intrinsic collapse cannot be shielded from. In all cases,
the empirical consequences of collapse can be made to
exactly match those of environmental decoherence: it is
then only the properties of that environment, more or
less physical, that are tested.
This admittedly surprising conclusion is ultimately re-
lated to a profound change of point of view on the phys-
ical origin of the collapse. Since the inception of col-
lapse models, the source of the collapse mechanism has
been much discussed and the origin conjectured to be
a coupling with gravity [19, 28, 67, 72] or dark matter
[46]. Yet the possibility that the collapse mechanism
could be implemented with degrees of freedom already
successfully quantized, through a stochastic unraveling,
has been overlooked. What we have shown, is that col-
lapse models can be seen as interpretations (in the sense
of underlying dynamical theories with the same empiri-
cal content) rather than as modifications (in the sense of
theories with a different empirical content) of quantum
theory [73].
Our approach also sheds some light on two difficul-
ties usually encountered with collapse models: the seem-
ingly ad hoc choice of position basis for reduction and
the need for an arbitrary cut-off scale σ in most mod-
els. The fact that collapse models reduce superpositions
in position may seem ad hoc because environmental de-
coherence typically already selects a basis (although, of
course it does not collapse states in this basis). It seems
redundant to simply posit that intrinsic collapse occurs
in the same basis. In our formulation, this is transparent
because the same phenomenon both creates environmen-
tal decoherence and collapse. The basis is singled out by
the operator that couples the fermionic and bosonic sec-
tors and there is no further freedom involved. The need
for a distance regularization has been a puzzling feature
of non-relativistic collapse models as it was unclear what
typical length-scale to choose. In our approach, the nat-
ural distance on which the collapse strength has substan-
tial variations is m−1b , the bosonic Compton wavelength
(the other length-scale Λ−1 typically only changes the
overall collapse strength, see appendix E). This distance
may look small for typical masses of the Standard Model,
especially in relation with the values already experimen-
tally or philosophically excluded. However, one should
bear in mind that the collapse mechanism can be hidden
in existing environmental decoherence effects and that,
as a result, the existing parameter diagram [74] of au-
thorised and forbidden values is irrelevant (at least its
experimental upper-bounds).
C. Limits
The new approach to QFT and collapse models that we
have discussed possesses a number of appealing features.
Yet it is important to not understate the important work
that still needs to be done to make the present theory
totally bulletproof.
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First, many methodological aspects could be improved.
Our derivation may indeed look a bit convoluted. We
first trace out the bosonic sector, by Gaussian integra-
tion, then stochastically unravel it, by “reverse” Gaus-
sian integration. If would certainly be more aesthetic to
be able to obtain the stochastic field picture without the
need for an explicit integrated representation, especially
as the results of appendix D show that the results for-
mally extend to non-Gaussian theories. As mentioned
before, obtaining the final expression without starting
from an interacting QFT, i.e. from first principles, would
be also undoubtedly more elegant. Further, our sketchy
derivation of the collapse and amplification mechanisms,
relying on the traditional state picture, would be more
enlightening if it could be deduced directly from the func-
tional representation of the field probability measure.
Another limitation is related to the fact that a large
part of our analysis has been carried out in the restricted
context of a Yukawa theory. The construction of the
model in section III is still valid for QFTs like QED up to
cosmetic modifications and additional indices. However,
the analysis of collapse IV A and amplification IV B relies
on the specific form of the fermion-boson coupling Hamil-
tonian. In the case of QED, in addition to the technical
difficulties introduced by IR divergences, one faces the
subtlety that the decoherence occurs via Bremsstrahlung
[75, 76]. As a result, a single particle at rest would not
collapse in position (even transiently). It remains rea-
sonable to expect that the collapse would still happen in
position for the center of mass of a many-body bound
state but it is a fact that, at the very least, would re-
quire a more thorough analysis. Such a work is still nec-
essary [77] to compute numerical estimates of the typi-
cal timescales involved in the localization, hence in the
materialization, of macroscopic bodies in Schro¨dinger cat
states. An important related shortcoming of our analysis
is the lack of discussion of perturbative renormalization
further preventing the easy comparison of the parameters
of the theory with measured values. This latter aspect
would certainly deserve further analysis.
Finally, it would be interesting to have an alternative
formulation of our approach in terms of “flashes”, that
is a formulation in which ξ˜ is a point process instead of
a field. The field ξ˜ we consider indeed has very singu-
lar fluctuations and is a distribution valued object. This
is neither a fundamental nor a mathematical problem,
but it might yield an aesthetical discomfort. The situa-
tion cannot be improved because, it is impossible to have
smooth continuous fields with Lorentz invariant proba-
bility measures. This is to be contrasted with point pro-
cesses, like the sprinkling Poisson process used in Causal
set theory [78], that can have a Lorentz invariant distri-
bution without being singular. Although appealing, the
extension to such processes is not immediately trivial be-
cause there does not exist so far a stochastic jump unrav-
eling of generic non-Markovian open-system dynamics.
D. Link with previous approaches
The present article modifies crucial assumptions, but
also draws heavily, from previous approaches. Making
dynamical reduction relativistic is made particularly dif-
ficult by the need for a smearing scale σ. The latter is
necessary to make the collapse rate finite but spoils naive
attempts at implementing Lorentz invariant dynamics.
The first partially successful attempt at making collapse
models relativistic without divergences has been done by
Tumulka [29] in a discrete setting. An important insight
of this approach is that it is much easier to make a theory
Lorentz invariant at the level of the flashes (the discrete
equivalent of our field ξ˜) than at the level of states. Pow-
erful in this respect, the model of Tumulka suffers from
limitations: it works for non interacting particles only
(in a seemingly crucial way) and uses a formalism rather
far removed from what is usually used in orthodox QFT
making extensions difficult. It is interesting to note that
in our approach, it is the addition of interactions that is
instrumental in making the collapse mechanism possible.
The second important attack on relativistic collapse
has been carried out by Bedingham [30] in the continuous
case. The model of Bedingham again gives the important
insight that the object that is the most naturally Lorentz
invariant in collapse models is the field we have called ξ˜.
However, although the model is not divergent, it relies on
a non-linear covariant smearing that make the statistical
interpretation of the state vector subtle. Further, the
model is non-Markovian in a way that makes it difficult
to compute predictions, even perturbatively. Finally, the
latest hint that collapse models are best understood as
giving probability measures for flashes or stochastic fields
has been given by Bedingham and Maroney [79–81] who
have shown that they allow for a time-symmetric rewrit-
ing of dynamical reduction reminiscent of our equation
(35).
Another important idea of this article is that trac-
ing out some degrees of freedom of a QFT and then
stochastically unraveling them can provide a source for
dynamical reduction. Such a possibility was hinted at
in a sketchy albeit prescient way by Dio´si in the con-
text of QED [82]. The proposal was unfortunately con-
sidered ultimately unsuccessful because the theory could
not be made Lorentz invariant at the level of quantum
states [83]. A further subtlety, which we mentioned pre-
viously, is that the collapse does not occur in position for
a stochastic unraveling of QED, at least for single particle
dynamics.
Our construction can also be thought of as an instanti-
ation of several ideas in foundations. The field probabil-
ity measure of equation (34) can be seen as a generalized
version of the signal probability measure for relativistic
continuous measurement theory introduced in the semi-
nal work of Dio´si [84] and as an example of the concept
of a “real” path integral introduced by Kent [16]. The
idea that there exists a strong similarity between clas-
sical complex fields and quantum fields, instrumental in
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our unraveling, has been explored algebraically by Mor-
gan [85]. Finally, up to the small subtlety with the choice
of the field measure discussed in III A 2, our model takes
the form of a collapse model with non-white noise, sim-
ilar to that of Adler and Bassi [45, 46]. In the end, our
model can be seen as a materialization of these different
insights with a clarification of the resulting phenomenol-
ogy (which can be made to be that of QFT).
VI. CONCLUSION
We have presented a reformulation of QFT as a Lorentz
invariant statistical field theory. This rewriting has been
interpreted as giving an instantiation of a relativistic col-
lapse model. This has insured that it was not just a for-
mal tool but a plausible realistic underpinning of QFT.
More precisely, the existence of localized macroscopic ob-
jects has been propounded, through the collapse and am-
plification mechanisms, from the statistics of the field ξ˜
the theory was ultimately about. In addition to this foun-
dational clarification, our approach has relaxed a con-
straint of standard QFTs by allowing for fundamentally
regularized theories. This suggests that the first class
(measurement) and second class (divergences) of difficul-
ties coined by Dirac [86, 87] might be profitably studied
together. Further, we have called for a reconsideration
of the dynamical reduction program by showing that col-
lapse can easily and naturally be hidden in existing quan-
tized fields. Collapse models do not necessarily give rise
to empirical deviations from the Standard Model. Most
of our analysis has been done on the example of a Yukawa
theory of Dirac fermions and scalar bosons. The formal
part of our reformulation would extend to other QFTs
but the analysis of the collapse and amplification mecha-
nisms, which would insure the localization of macroscopic
objects, still needs to be discussed in more general set-
tings. Finally, we have worked our way starting from
what was known, that is from standard QFT, to con-
struct our new definition of QFT as a statistical field
theory. An important task for future work, now that we
know that QFTs can be obtained this way, is to start di-
rectly from a Lorentz invariant statistical field theory and
see what principles need to be added to get a Universe
that looks like ours.
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Appendix A: Computing the influence functional
Although the corresponding computation can be found
in several places in the literature, we feel it is helpful
to rederive the expression of the influence functional to
make the present article self-contained. The following
derivation relies on Wick’s theorem and is proposed e.g.
in Dio´si [75], Breuer and Petruccione [76] or more re-
cently in Dio´si and Ferialdi [50]. We start from the ex-
pression of ρˆf (t) given in equation (14):
ρˆf (t) = trb
{
T exp
[
−i
∫ t
ti
d4xH Lint(x)−H Rint(x)
]
·ρˆ(ti)
}
.
(A1)
We consider for simplicity that ρˆb is the vacuum state
and write χ =
∫ t
ti
d4xH Lint(x) −H Rint(x). Expanding the
exponential and using Wick’s theorem on each monomial
gives:
ρˆf (t) = Tf
+∞∑
n=0
1
n!2n
[−trb(Tb χ2ρˆb(ti))]n · ρˆf (ti) (A2)
= Tf exp
{
−12trb(Tb χ
2ρˆb(ti)
}
· ρˆf (ti), (A3)
where Tf (resp. Tb) indicates the time ordering operator
for the fermionic (resp. bosonic) operators. The lat-
ter equality is easily generalized to thermal state using
Wick’s theorem at finite temperature [88]. We now only
have to expand χ2 to get:
trb(Tb χ2ρˆb) =− 2
∫ t
ti
∫ t
ti
d4xd4y D(x, y) jL(x)jR(y)
− 12θ(x
0 − y0)D(x, y) jL(x)jL(y)
− 12θ(y
0 − x0)D(x, y) jR(x)jR(y),
(A4)
with D(x, y) = trb
[
φˆ(x) φˆ(y) ρˆb(ti)
]
, which leads to equa-
tion (15) of the main text. The representation of the in-
fluence functional in functional integral picture (29) is
then simply obtained via the standard dictionary be-
tween the operator and functional representations of
quantum field theory. Notice that it may also be com-
puted directly by Gaussian integration along the lines
shown by Feynman and Vernon [89], or in a form similar
to ours, in Hu and Johnson [90, 91].
Appendix B: Complex classical noises and quantum
fields
The core technical result we use in this article is that
the propagator of a real scalar quantum field can be writ-
ten as the covariance of a (classical) complex scalar Gaus-
sian field. Let us start by recalling the definition and
basic properties of the latter object, following [92]. A
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Gaussian complex random variable of zero mean in finite
dimension n is a random vector Z = X+iY of probability
distribution P(z):
P(z) =
exp
{
− 12 (z∗, z)
(
Γ C
C∗ Γ∗
)−1(
z
z∗
)}
pin
√
det(ΓΓ∗ − ΓC∗Γ−1C) (B1)
where the covariance matrix Γ is positive semi-definite
and the relation matrix C is symmetric with the con-
straint that P = Γ∗ − C∗Γ−1C is also positive semi-
definite. These two matrices Γ and C fully characterize
the process (as it is clear from eq. (B1)) and correspond
to its two point correlation functions:
E[ZiZ∗j ] = Γij , (B2)
E[ZiZj ] = Cij . (B3)
This discrete construction can formally be generalized to
the continuum, i.e. for fields, by functional integration
(as is typically done in the physics literature). More rig-
orously, one may use the Bochner-Minlos theorem which
guarantees that given two legitimate covariance and re-
lation kernels, there exists a probability measure for a
Gaussian process that has the latter as two point corre-
lation functions. So all in all, if we give ourselves a posi-
tive semi-definite kernel Γ(x, y), there exists a Gaussian
(classical) ξ such that E[ξ(x) ξ∗(y)] = Γ(x, y) with some
freedom remaining in the relation kernel E[ξ(x) ξ(y)] =
C(x, y).
Now on the quantum side, we consider D(x, y) :=
tr
[
φˆ(x) φˆ(y) ρ0
]
the correlation function (not time-
ordered) of a real scalar quantum field in the Heisen-
berg picture. The only requirement to find a proba-
bilistic interpretation of this kernel is that it is positive
semi-definite. This latter property can be seen surpris-
ingly easily without knowing the specific expression of
the propagator and is thus a general structural result.
Indeed, consider a complex valued function f with com-
pact support on R4, on has:
(f |D|f) :=
∫
d4xd4y f(x)D(x, y)f∗(y)
=tr
[∫
d4x f∗(x)φˆ(x)︸ ︷︷ ︸
A†
∫
d4y f(y)φˆ(y)︸ ︷︷ ︸
A
ρ0
]
=tr[Aˆ†Aˆ ρ0] ≥ 0
so D indeed defines a positive semi-definite kernel.
Now, fixing simply Γ = D we have the simple an-
nounced relation between quantum and classical complex
fields:
tr
[
φˆ(x) φˆ(y) ρ0
]
= E[ξ(x) ξ∗(y)]. (B4)
It is important to note again that this does not entirely fix
the stochastic process ξ which still has an unspecified re-
lation kernel C. Finally, although we have done the con-
struction with scalar fields, the result clearly extends to
more complicated representations of the Poincare´ group.
The last simple result about Gaussian fields that we
use in the main text is the form of the generalized charac-
teristic function ϕξ(a, b) = E
[
exp
(−i ∫ ξa− bξ∗)]. Us-
ing the discrete Gaussian integration formula, one gets:
ϕξ(a, b) = exp
[ ∫∫
dxdy D(x, y)a(x)b(y)
− S(x, y)a(x)a(y) + S
∗(x, y)b(x)b(y)
2
]
.
(B5)
This expression can be further generalized to operator
valued test fields providing a time ordering operator is
added:
ϕξ
(
aˆ, bˆ
)
=T exp
[ ∫∫
dx dy D(x, y)aˆ(x)bˆ(y)
− S(x, y)aˆ(x)aˆ(y) + S
∗(x, y)bˆ(x)bˆ(y)
2
]
,
(B6)
an equality which can be proved algebraically as in A us-
ing Wick’s theorem (sometimes called Isserlis’ theorem in
this probabilistic context). This expression is then used
to prove that the Ansatz (17) of the main text indeed
works.
Appendix C: Expressing the beable field ξ˜ as a
function of the Gaussian free field ξ
Our objective is to show how to express ξ˜(t,x) =
ξ[tf ](t,x) as a function of ξ(t,x) when S = 0 starting
from: ∣∣∣∣det [δξ[t]δξ
]∣∣∣∣ dµt(ξ[t]) = dµti(ξ). (C1)
For that matter, we shall follow the rather non-trivial
steps of [59]. From (C1) we have that:
d
dt
{∣∣∣∣det [δξ[t]δξ
]∣∣∣∣ dµt(ξ[t])} = 0. (C2)
Using the chain rule for differentiation and Jacobi’s for-
mula for the derivative of the determinant, the latter
equality yields:
∂
∂t
dµt(ξ[t]) +
∫
d4x δ
δξ[t](x)
[
dµt(ξ[t])
d
dt ξ
[t](x)
]
= 0,
(C3)
where the partial derivative acts on the time index of
dµt. We now compute ∂∂tdµt using the linear stochastic
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Schro¨dinger equation (19):
∂
∂t
dµt =− idµti
∫
d3x 〈ψξ[t](t)| ˆ(t,x)ξ[t](t,x)
+
∫ t
ti
d4yD((t,x), (y0,y))ˆ(t,x) δ
δξ[t](y) |ψξ[t](t)〉
+ c.c..
(C4)
We note that |ψξ[t](t)〉 is analytic in ξ[t] which allows to
have the functional derivative in (C4) act on the whole
expectation value instead of just on kets. Further, using
the functional representation of dµti provides:
δ
δξ[t](x)dµti =
∫
R4
d4y D−1(x, y) ξ[t]∗(y). (C5)
Using this latter expression, the fact that dµt =
〈ψξ[t](t)|ψξ[t](t)〉dµti , and the product rule for differenti-
ation gives:
∂
∂t
dµt =− i
∫ t
ti
d4y δ
δξ[t](y)
×
[ ∫
d3xD((t,x), (y0,y))〈ˆ(t,x)〉t dµt
]
+ c.c.
(C6)
with 〈ˆ(t,x)〉t = 〈ψ˜ξ[t](t)| ˆ(t,x) |ψ˜ξ[t](t)〉. Finally, identi-
fying (C3) and (C6) yields:
d
dt ξ
[t](x) = i
∫
d3yD((t,y), (x0,x))〈ˆ(t,y)〉t (C7)
and thus
ξ[tf ](x) = ξ(x) + i
∫ tf
ti
d4y D(x, y) 〈ˆ(y)〉y0 . (C8)
The compact form of the final result would seem to sug-
gest that a simpler derivation, possibly also working for
a generic S 6= 0, should be available.
Appendix D: Dealing with non-Gaussianities in the
bosonic sector
The objective of this appendix is to show how one can
deal with anharmonicities in the bosonic action, at least
at a formal level. The idea is essentially to use succes-
sive Hubbard-Stratonovich transformations to decouple
higher powers in the field until the action only shows lin-
ear interaction terms. We will illustrate the reasoning on
a φ4 theory.
We assume that the bosonic part of the action
now reads S λb = Sb − λ
∫
d4xφ4(x). As a result,
the amplitude in the functional integral representation
of ρf is now multiplied by A[φ]A∗[φ′] with A[φ] =
exp(−iλ ∫ d4xφ4(x)). We decouple A with an auxiliary
field ζ1 without kinetic term to get:
A[φ] ∝
∫
D[ζ1] exp
[
i
∫
λ1/2ζ1φ
2 + 12ζ
2
1
]
. (D1)
We still need to further decouple the term quadratic φ to
get a linear coupling. This requires two auxiliary fields
ζ2 and ζ3 because ζ1 changes of sign:
exp
[
i
∫
λ1/2ζ1φ
2
]
∝
∫
D[ζ2]D[ζ3] exp
[
i
∫ 1
2
(
ζ22 − ζ23
)]
exp
[
− i
∫
λ1/4
(
ζ2
√
ζ+1 − ζ3
√
ζ−1
)
φ
]
(D2)
where ζ+1 (resp. ζ−1 ) denotes the positive (resp. nega-
tive) part of ζ1. We now have a rewriting of the quartic
amplitude A as a functional integral of an exponential
linear in φ:
A[φ] ∝
∫
D[ζ1]D[ζ2]D[ζ3] exp [iSaux − i jauxφ] (D3)
where Saux is the auxiliary action quadratic in the ζ’s
and jaux is the auxiliary flux implicitly defined in equa-
tion (D2). In the end, the field φ is now a Gaussian field
linearly coupled to ψ¯ψ and also to ζ1, ζ2 and ζ3. With
this rewriting, one can now proceed with the reasoning
of section III provided we still take the ground state for
φ in the free theory (i.e. not the true ground state). In-
deed, in that case we can integrate out the ζ’s doing the
previous steps (D1) and (D2) in reverse, this time with
φ → ξ. This then gives a very simple non-normalized
measure dνλ+∞(ξ):
dνλ+∞(ξ) = exp
[
2λ
∫
=m(ξ4)
]
dµ+∞(ξ). (D4)
As is, the measure is not normalizable because =m(ξ4)
can grow faster than the quadratic Gaussian part de-
creases. Consequently, equation (D4) only encodes a for-
mal perturbation expansion in λ. To really get a prob-
ability measure, one needs to cut-off large values of ξ,
e.g. with a −ε|ξ|6 in the exponential. This difficulty set
aside, the fact that the potential term has been simply
transported to the field ξ without further modification is
universal and applies to higher powers as well, probably
hinting at a deeper structure.
Appendix E: Propagator integrals
For a scalar field of mass m, the propagator Dm reads:
Dm(x, y) =
∫
R3
d3p
(2pi)3
e−i
√
p2+m2(x0−y0)+ip·(x−y)
2
√
p2 +m2
.
(E1)
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From now on, we will need an explicit regularization
scheme. We choose the Pauli-Villars (PV) [93] regu-
lator, that is for us the bosonic propagator will read
D = Dmb − DΛ where typically Λ  mb. We note
that, although this regularization is mathematically con-
venient, one would in principle require a scheme that
preserves the positive semi-definiteness of D. We will as-
sume that the final results would be qualitatively similar
with such a more elaborate regularization and proceed
with the PV propagators. The first integral we need to
compute is:
Gmt (x,y) =
∫ t
0
∫ t
0
dτdsDm
(
τ,x), (s,y)
)
. (E2)
The time integration is straightforward and gives:
Gmt (x,y) =
∫
R3
d3p e
−ip·(x−y)
(2pi)3
1− cos(t
√
p2 +m2)
(p2 +m2)3/2
.
(E3)
Taking the t → +∞ limit suppresses the oscillatory co-
sine and allows to integrate the angular part. This gives:
Gm+∞(x,y) =
−i
(2pi)2|x− y|
∫
R
dp p e
ip|x−y|
(p2 +m2)3/2 (E4)
= 1(2pi)2
∫
R
dp e
ip|x−y|√
p2 +m2
(E5)
= 2(2pi)2K0 (m |x− y|) , (E6)
where Kα(x) is a modified Bessel function of the second
kind. Defining G = Gm −GΛ, we can finally proceed to
the computation of the integral Ω∞ that was needed in
IV A:
Ω+∞(x,y) =
g2
2
[
G+∞(x,y)−G+∞(x,x) +G+∞(y,y)2
]
(E7)
= g
2
(2pi)2
(
K0 (mb|x− y|)−K0 (Λ|x− y|)− log
[
Λ
mb
])
.
(E8)
It is an increasing function of |x−y| that has the following
asymptotic behavior:
Ω+∞(x,y) ∼
|x−y|m−1
b
Λ−1
− g
2
(2pi)2 log
[
Λ
mb
]
, (E9)
Ω+∞(x,y) ∼
m−1
b
|x−y|Λ−1
− g
2
(2pi)2 log (|x− y|Λ) ,
(E10)
Ω+∞(x,y) ∼
m−1
b
Λ−1|x−y|
g2
4(2pi)2 Λ
2|x− y|2 log |x− y|.
(E11)
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