Abstract. Protein-protein interactions play a crucial role in the cellular process. In recent years, yet new experimental techniques have been developed to discover the protein-protein interaction networks, the accuracy and coverage has still proven to be limited. Computational approaches come into being essential both to assist in the design and validation of experimental studies and for the prediction of interacted proteins. This paper presents a survey of the major computational methods for detecting protein-protein interactions, and expatiates on their key contribution by introducing the experimental methods, the typical computational methods and the improvement over them in turn.
Introduction
Theoretically the protein-protein interactions can be divided along the following hierarchical classification [1]:
1. direct physical interactions between the proteins 2. indirect physical interactions (i.e., the proteins contained in the same protein complex) 3. the proteins are part of a single metabolic pathway 4. the proteins take part in the same cellular process 5. pairs of proteins of which at least one is hypothetical 6. proteins with known functions between which no functional interactions are known Many developed experimental methods have facilitated the large scale proteinprotein interactions analysis, though the number of revealed and undoubted interactions is still limited comparing to the available protein sequences of different organisms [2] [3] [4] . Among these methods, affinity chromatography, two-hybrid assay, co-purification, coimmunoprecipitation, and cross-linking are used to purify proteins that are associated physically with one another [5] . However, evident limitations of experimental techniques are unavoidable for detecting protein-protein interactions. In parallel, several approaches [5] [6] [7] [8] have been developed in effort to the computational prediction of protein-protein interactions in an attempt to assisting with experimental methods. A novel approach is to infer protein-protein interactions based on domain-domain interactions [11, 12] . Another focuses on finding and analyzing subsequences affecting protein-protein interactions from raw protein sequences [9] . The technique of analyzing the physicochemical properties or tertiary structure of proteins has also been applied [10] .
The remainder of this paper is organized as follows. On presenting the reformative methods, computational methods are described from the data handling pattern viewpoint in terms of retrieving and accessing metadata, clustering data, classifying data and prediction, respectively. And then a brief assessment is given on the prediction techniques and some comparable experimental results are listed. Finally, we conclude and present further research works.
Methods of the Protein-Protein Interactions Prediction

Experimental Methods on Protein-Protein Interactions
Given their biological importance, the development of methods to detect and characterize protein-protein interactions is a major theme of functional genomics and proteomics. At present, two main types of experimental methods are used to discover protein-protein interactions: the yeast two-hybrid screen (Y2H) [13] , and the combination of large-scale tandem affinity purification with mass spectrometry (MS) to detect and characterize multi-protein complexes [14] . First applied to yeast, these methods revealed the dense network of interactions linking proteins in the cell, but they have some limitations. For instance, some proteins are "auto activators", meaning they can activate the reporter gene without an interactions partner, these reported interactions are non-specific and their reliability is probably low. In the protein purification process the shortcomings has been figured by Yu et al. that different experimental condition may impact the accuracy of detecting interacted proteins, and loosely connected proteins may get lost [15] .
As discussed above, these limitations among experimental methods have prompted keen interest in the development of computational methods for inferring proteinprotein interactions. In what follows, we will describe some typical and improved computational methods on PPI in details.
Typical Computational Methods on Protein-Protein Interactions Prediction
Major algorithms like the Association Method [16] and the Maximum likelihood Estimation [5] have been used extensively to detect protein-protein interactions, even though those techniques do not show obvious competitive advantages in both prediction quality and computational efficiency. Nevertheless, they suggest crucial basic algorithms for the other improved methods.
Association Method (AM)
The association-based method mentioned by Sprinzak et al. demonstrates that characteristic sequence-signatures can be used as identifiers to predict interacting proteins, and defines an interactions probability of domain pair as following:
I mn is the number of interacting protein pairs that contain domain pair (d m , d n ), and N mn is the total number of protein pairs that contain domain pair (d m , d n ).
To extend the Association Method, then a simple method ASNM (association numerical method) [17] are proposed to infer the ratios of protein-protein interactions. From the computational point of view, a problem is defined as MAX SNP-hard to maximize correctly classified examples of protein-protein interactions, and ASNM outperformed other existing similar methods in terms of predicting accuracy.
Defines a ratio interactions between one protein pair P i and P j . O ij is the number of experimental confirmed interactions between P i and P j . Z is the total number of the experiments.
Maximum Likelihood Estimation (MLE)
Domain-domain interactions are independent and two proteins may interact if and only if at least one pair of domains within them interacts, the maximum likelihood estimation (MLE) method based on the two assumptions has been applied to estimate the probabilities of interactions between every pair of domains. Deng et al. measured the accuracies of the predictions at the protein level and showed robustness in analyzing incomplete data set. The probability of a potential interaction between a protein pair (
where mn λ is the probability of the interactions between d m and d n . This method lets P ij = 1 if protein P i and protein P j interact with each other, and otherwise P ij = 0.
Improved Protein-Protein Interaction Prediction Methods
Generally, two types of protein-protein relations are taken into consideration though there exists seven classes in detailed hierarchical classification: one is physical protein-protein association and the other is functional links (16) mostly detected by comparative genomics methods which make various biological assumptions. Using different data sources, the major methods in the first type and are based on different assumptions, according to which they can be roughly grouped into three categories: mapping interactions between two different organisms (18), inferring protein-protein interactions based on domain-domain interactions, as well as, utilizing the physicochemical properties of amino acids to predict interactions. As for the functional links between proteins, the methods include gene neighbor (19) , gene fusion (7, 20) , and phylogenetic profile (21) . From key points of the research view, firstly many researchers focus on the sequence and genome analysis, and get significant results in the research [22] . However, prediction approaches based on sequence and genome analysis do not provide fully reliable answers regarding the presence or absence of putative interactions. In these cases, looking at the structural details of the putative interactions using an experimentally determined or even a predicted structure can be of help. This leads to another type of interactions prediction methods listed as figure 1.
Fig. 1. The computational approaches on the protein-protein interactions
According to previous research, most prediction methods are interested in protein data integrity and data maintain which both utilize data to construct the PPI prediction network. Therefore, in this paper we will introduce the improved prediction method in the term of handling patterns of the protein data.
1． Retrieving and Accessing the Available Metadata
To expedite the progress of functional bioinformatics, it is important to develop scalable learning methods to process large amounts of biomedical data efficiently. A promising approach for making such huge amounts of information manageable and easily accessible is established to integrate the heterogeneous distributed metadata including protein-protein interactions database, and biomedical literature. So Data Grid appears as a significant approach that enables coordinated sharing of heterogeneous distributed storage resources and digital entities based on local and global policies across administrative domains in a virtual enterprise [23] .
BioGRID is a typical freely accessible database of physical and genetic interactions [24] . It offers an internally hyper-linked web interface which allows for rapid search and retrieval of interactions data. Full or user-defined datasets are freely downloadable as tab-delimited text files and PSI-MI XML.
Our research group also develops a data grid orient the biologic data to provide a data platform, which integrates the heterogeneous distributed biologic data resources {SWISS-PROT (http://www.ebi.ac.uk/swissprot/), PIR (Protein Identification Resource, http://pir.georgetown.edu/), HPRD (Human Protein Reference Database, http://www.hprd.org/index_html), etc.} seamlessly and easily, and allows access to authorized users via a number of protocols and interfaces including ODBC, JDBC and SOAP. On this BD-Grid all the metadata are classified into the related catalog, so the users can find their interest data with ease. We also launch a friendly web portal, through which the users can browse the interest data without regard to what the data is, where it resides, or how to access it, edit their own SQL to search the required data result, and integrate their own data resource into this platform.
Data retrieving has been widely used to mine interactions information from scientific literature [25] . In recent research, Mamitsuka, H. [26] used a stochastic model for combining the data of protein-protein interactions with existing knowledge of proteins, and utilized the class of proteins as a latent variable in the stochastic model.
2． Clustering the Data
Clustering is a process by which a data set is grouped into clusters so that similarity among group members is greater than that of those among groups (clusters). A biomedical literature data mining system SPIE-DM (Scalable and Portable Information Extraction and Data Mining) have been designed to extract and mine the protein-protein interactions network from biomedical literature in [27] . SPIE-DM consists of two phases: a scalable and portable method (SPIE) and a novel clustering method SFCluster. Whereas the former was developed to extract the protein-protein interactions which formed a scale-free network graph from the biomedical literature, the latter was used to mine the protein-protein interactions network.
MSSC (maximum-specificity set cover procedure) shows a new way of integrating protein interactions and domain data, ultimately allowing us to predict previously unknown protein interactions. Compared to MLE, MSSC is an attractive alternative, of comparable quality but faster execution time.
Meanwhile, for the latest couple of years, domain based protein interactions prediction methods have been extensively studied [5, 12] , the problems of which can be addressed as low accuracy in prediction and seldom provision of an impact means to discern which protein pair is more probable to interact with each other than others in multiple protein pairs [28] .
Chen, X. et al. [29] introduces a domain-based random forest of decision trees to infer protein interactions. The proposed method is capable of exploring all possible domain interactions and predicting based on domain data sets. Han, D. et al. [30] focuses on a possibility ranking method for multiple protein pairs. An interacting probability equation for a certain protein pair is developed and the rankings for multiple protein pairs are decided by the interacting probabilities.
3． Classifying Data
Classification is to map data into predetermined groups or classes. Support Vector machines (SVM) are frequently used to predict protein-protein interactions site because that SVM are considered to be a powerful technique for making binary decisions. Dohkan, S. et al. [31] presents a new interacted proteins prediction method that associates domains and other protein features by using SVM. It reports the results of investigating the effect of those protein features on the prediction accuracy. Crossvalidation tests revealed that using with this SVM can obtain more accurate result than the predictions reported previously.
One of the proposed classification methods [11] is to train a learning set of protein interactions to classify them in a phylogenetic neighbor organism. Using this method, a 10-fold cross validation with the Helicobacter pylori interactions map with a sensitivity and accuracy of 70-80% was estimated.
However, one shortcoming of this type of approaches lies in the fact that there are no highly reliable and complete or near complete protein interactions maps for any organism. The closest to a complete may would be for yeast, but this organism is evolutionarily distant from human ---a complex multicellular organism, thus, limiting the number of orthologs that can be identified.
4． Prediction
Prediction is as similar as classification, except that the records are classified to show some predicted future behavior or estimated value. Some studies have been made on the assumption that interacting proteins whose transcripts being co-expressed are more likely to be credible [32] . However, recent research shows that interactions in genome-wide datasets have only a weak relationship with gene expression owing to different degradation rates [33] . These methods need whole genome-scale proteinprotein interactions dataset to assess the reliability of each related protein pair. Moreover, it is ambiguous to define the cutoff value to classify between true positives and false positives. Hence, a new model to assess the reliability of individual protein interactions pair is required.
Min Su Lee et al. [34] develops a new reliability assessment system for proteinprotein interactions dataset that is capable to distinguish real interacting protein pairs from loud noisy dataset. The system uses a neural network algorithm based on the three characteristics of interacting proteins. First, interacting proteins share similar functional category. Second, interacting proteins must locate in close proximity, at least transiently. Third, an interacting protein pair is tightly linked with other proteins in the protein interactions network.
Mamitsuka, H. [35] proposes a new probabilistic model for protein-protein interactions by considering the latent knowledge of proteins. An efficient learning algorithm is further launched for this model, based on the EM algorithm. It successfully integrates a discrete co-occurrence data set and a table of binary values.
Analysis and Assessment of the PPI Prediction Methods
As many predicting methods are developed, a practical consequence that follows naturally how to assess the method efficiently and effectively. The general work is to estimate the predicting accuracies. But it is difficult to estimate the predicting accuracies at the domain level because that few domain-domain interactions are known whereas large volume of protein-protein interactions data exists. This restriction yearns for the necessity to use inferred domain-domain interactions to predict protein-protein interactions and assess the prediction accuracies at the protein level.
The accuracies of the prediction are measured by specificity and sensitivity respectively. Specificity is denoted as SP which refers to the ratio of the number of matched interactions between the predicted set and the observed set over the total number of predicted interactions. Sensitivity is denoted as SN which refers to the ratio of the number of matched interactions over the total number of observed interactions. Here, the protein-protein interactions data sets of Uetz [36] and Ito [37] are used to predict domain-domain interactions (DDI) in yeast proteins. The protein-domain information is obtained from a protein-domain family database called PFAM (http://PFAM.wustl.edu). From the comparative result, one of the limitations of AM is addressed as that the method relies on the accuracy of the observed data. The observed interactions are treated as real interactions in the cases. Nevertheless, it computes domain-domain interactions locally, by which it means that it ignores other domain-domain interactions information between the protein pairs, thus, does not make full use of all of the available information. And another limitation is that AM ignores experimental errors.
MLE was then developed as a global approach to incorporate all of the proteins and domains, as well as experimental errors. However, the approach ignores the following biological facts. To begin with, for the independence of domain-domain interactions, whether two domains interact or not may depends on other domains in the same protein or other environmental conditions. Secondly, using domain-domain interactions inferring protein-protein interactions is based on the assumption that some subunits with special structure are essential to protein-protein interactions.
Actually, these subunits may be different from PFAM domains obtained through multiple alignments. Furthermore, PFAM A and PFAM B have domains in different levels but been used in the same level.
Conclusion and Future Works
Cellular operation can only be comprehended by considering the individual properties of proteins and genes in the context of their complex relationships. It is therefore unsurprising that the study of these interactions and complexes is establishing itself as the main task in the biologic research field.
The experimental prediction methods designed to detect protein-protein interactions. However, show high rates of errors, in terms of false negatives and false positives. One of the reasons has been known that every single experimental method is biased to certain kinds of proteins and interactions. Computational methods which range from data retrieving-based methods to data integration-based approaches have also been introduced to tackle the problem of inferring protein interactions network. Unfortunately, the shortcomings of experimental techniques affect both the further development and the fair evaluation of computational prediction methods (prediction of physical protein-protein interactions). In addition, an interactions map with high quality and in nearly global coverage has not been provided yet by those approaches.
As the future work, although more and more biologic metadata occurred and data integration platform developed, there lack an assessment system to validate the metadata, thereby a web portal should be launched in the next work. In this portal, some available biologic metadata are offered. Firstly the research can obtain the required metadata, and then do some research based on the metadata, and finally give feedback to the validity of used metadata. Thus, the main aim of this portal is to mark the available biologic metadata based on the users' feedback. On the other hand, it is likely that a combination of both experimental approach and computational approach will be most fruitful. For instance, the date validate by experimental prediction method may allow to extract rules that may be useful in the context of machine learning for prediction purposes.
While some progress has been made in efforts, the field of interacted protein detection is absolutely in its infancy and much work will be required to bring the prediction of protein-protein interactions to a robust and reliable state.
