Abstract Inductive conformal predictors have been designed to overcome the computational inefficiency exhibited by conformal predictors for many underlying prediction algorithms. Whereas computationally efficient, inductive conformal predictors sacrifice different parts of the training set at different stages of prediction, which affects their informational efficiency. This paper introduces the method of cross-conformal prediction, which is a hybrid of the methods of inductive conformal prediction and cross-validation, and studies its validity and informational efficiency empirically. The computational efficiency of cross-conformal predictors is comparable to that of inductive conformal predictors, and they produce valid predictions in our empirical studies.
Introduction
The method of conformal prediction produces set predictions that are automatically valid in the sense of their unconditional coverage probability being equal to or exceeding a preset confidence level ( [21] , Chapter 2). A more computationally efficient method of this kind is that of inductive conformal prediction ( [16, 21] , Section 4.1; [13] ). However, inductive conformal predictors are typically less informationally efficient, in the sense of producing larger prediction sets as compared with conformal predictors. Motivated by the method of cross-validation [15, 18] , this paper explores a hybrid method, which we call cross-conformal prediction.
We are mainly interested in the problems of classification and regression, in which we are given a training set consisting of examples, each example consisting of an object and a label, and asked to predict the label of a new test object; in the problem of classification labels are elements of a given finite set, and in the problem of regression labels are real numbers. (Our experimental results will involve only classification problems.) If we are asked to predict labels for more than one test object, the same prediction procedure can be applied to each test object separately. In this introductory section and in most of our empirical studies we consider the problem of binary classification, in which labels can take only two values, which we will encode as 0 and 1. We always assume that the examples (both the training examples and the test examples, consisting of given objects and unknown labels) are generated from an exchangeable probability measure (i.e., a probability measure that is invariant under permuting the examples). This exchangeability assumption is slightly weaker than the assumption of randomness that the examples are generated independently from the same probability measure.
The idea of conformal prediction is to try the two different labels, 0 and 1, for the test object, and for either postulated label to test the assumption of exchangeability by checking how well the test example conforms to the training set; the output of the procedure is the corresponding p-values p 0 and p 1 . Two standard ways to package the pair ( p 0 , p 1 ) are: -Report the predicted label arg max y∈{0,1} p y , conf idence 1 − min( p 0 , p 1 ), and credibility max( p 0 , p 1 ). -For a given significance level ∈ (0, 1) output the corresponding prediction set {y | p y > }.
The prediction sets output by conformal predictors make an error, i.e., fail to cover the true label, with probability at most . In empirical studies this shows as the calibration plot (the plot of the percentage of errors against ∈ (0, 1)) being at or below the bisector of the first quadrant, to within statistical fluctuations; in practice, calibration plots are usually very close to the bisector of the first quadrant.
In inductive conformal prediction, discussed in Section 2 of this paper, the training set is split into two parts, the proper training set and the calibration set. The two pvalues p 0 and p 1 are computed by checking how well the test example conforms to the calibration set. The way of checking conformity is based on a prediction rule found from the proper training set and produces, for each example in the calibration set and for the test example, the corresponding "conformity score". The conformity score of the test example is then calibrated to the conformity scores of the calibration set to obtain the p-value. For details, see Section 2.
Inductive conformal predictors are usually much more computationally efficient than the corresponding conformal predictors (also discussed in Section 2). However, they are less informationally efficient: they use only the proper training set when developing the prediction rule and only the calibration set when calibrating the conformity score of the test example, whereas conformal predictors use the full training set for both purposes.
Cross-conformal prediction (Section 3) modifies inductive conformal prediction in order to use the full training set for calibration and significant parts of the training set (such as 80 % or 90 %) for developing prediction rules. The training set is split into K folds of equal (or almost equal) size; in our experiments we use K = 5 or K = 10. For each k = 1, . . . , K we construct a separate inductive conformal predictor using the kth fold as the calibration set and the rest of the training set as the proper training set. Let Empirical studies reported in Section 3 show that cross-conformal predictors are valid in the sense of their calibration plots being close to the bisector of the first quadrant (in this case we also say that their predictions are well calibrated). In our empirical studies in this paper we mainly use the well-known Spambase data set. The underlying algorithm that we use is Freedman's gradient boosting (also known as MART), which performs particularly well on the Spambase data set [11] ; however, because of its computational inefficiency, it is utterly infeasible to use it in combination with conformal prediction. We use the same data set to demonstrate the informational efficiency of cross-conformal predictors as compared with inductive conformal predictors. (It is customary to omit "informational" in "informational efficiency": see, e.g., [21] ; however, we will rarely do so in this paper to avoid confusion with computational efficiency.)
Besides the Spambase data set we use another well-known dataset, the USPS data set of hand-written digits, in combination with the 1-Nearest Neighbour algorithm for tangent distance, which is one of the best performing algorithms on this data set. Now it becomes computationally feasible to use conformal prediction, and we show that cross-conformal prediction works almost as well as conformal prediction. Our experiments on the USPS data set also confirm the empirical validity of crossconformal predictors and their greater informational efficiency as compared with inductive conformal predictors.
Inductive conformal predictors guarantee, and Section 3 studies empirically, the notion of validity that we call unconditional validity since it is a guarantee on unconditional coverage probability. Section 4 introduces a conditional version of cross-conformal predictors and studies empirically its conditional validity. Section 5 concludes.
Appendix A discusses the intuition behind an extreme case of cross-conformal prediction that we call leave-one-out conformal prediction. It explains why crossconformal predictors do not enjoy the same theoretical guarantee of unconditional validity as inductive conformal predictors.
Appendix B reports results of empirical studies on the Spambase data set of two bootstrap versions of conformal prediction. The basic version is empirically valid but somewhat less informationally efficient than cross-conformal predictors. The randomized version is not empirically valid.
In Appendix C we consider the method of cross-conformal prediction in which averaging p-values is replaced by the most standard way of combining p-values, Fisher's method [6] . However, this method produces badly miscalibrated results. Fisher's method assumes the independence of the p-values being combined, and the poor calibration suggests that in this case they are heavily dependent.
Conformal predictors and inductive conformal predictors
We fix two measurable spaces: X, called the object space, and Y, called the label space. The Cartesian product Z := X × Y is the example space. A training set is a
, where x i ∈ X are the objects and y i ∈ Y are the labels.
A conformity measure is a measurable function A : Z * × Z → R such that A(ζ, z) does not depend on the order of the elements of ζ ∈ Z * . The idea behind the conformity score A(ζ, z) is that it should measure how well the example z conforms to the examples in the sequence ζ . The conformal predictor (CP) corresponding to A is defined as the set predictor
where ∈ (0, 1) is the chosen signif icance level (1 − is known as the conf idence level), the p-values p y , y ∈ Y, are defined by
and
are the conformity scores of the training and test examples. Given the training set and a test object x the CP predicts its label y; it makes an error (at significance level
. In this paper we will use the 1-Nearest Neighbour conformity measure
where d : X 2 → [0, ∞) is a measure of distance between two points (often, but not necessarily, a metric). The intuition behind (4) is that an example conforms to a set of examples if it is much closer to an example in the set with the same label than to any example with a different label.
For S ⊆ {1, . . . , l}, we let z S stand for the sequence (z s1 , . . . , z sn ), where s 1 , . . . , s n is the sequence of all elements of S listed in the increasing order (so that n := |S|).
In the method of inductive conformal prediction, we split the training set into two non-empty parts, the proper training set z T and the calibration set z C , where (T, C) is a partition of {1, . . . , l}. Let A be a conformity measure (it would be possible to drop the requirement that A(ζ, z) do not depend on the order of the elements of ζ in the case of inductive conformal predictors and cross-conformal predictors, but we will not pursue this possibility). The conformity score A(z T , z) will be used to measure how well the example z conforms to the proper training set z T . A standard choice is
where f : X → Y is a prediction rule found from z T as the training set and : Y × Y → R is a measure of similarity between a label and a prediction. Allowing Y to be different from Y (usually Y ⊃ Y) may be useful when the underlying prediction method gives additional information to the predicted label; e.g., the MART procedure used later in the paper gives the logit of the predicted probability that the label is 1.
The inductive conformal predictor (ICP) corresponding to a conformity measure A is defined as the set predictor (1), where the p-values p y , y ∈ Y, are now defined by
and the conformity scores are
The random variables whose realizations are x i , y i , z i , x, y, z will be denoted by the corresponding upper case letters We call the property of conformal predictors and inductive conformal predictors asserted in Proposition 1 unconditional validity since it is about the unconditional probability of error; we often abbreviate it to "validity" omitting "unconditional". Various conditional properties of validity are discussed in [14] and, in more detail, [20] .
To check the validity of a family ( ) of set predictors, such as a conformal predictor or an inductive conformal predictor, empirically on given training and test sets one can use the calibration plot: the function mapping each significance level to the percentage of erroneous predictions made by the set predictor on the test set. However, Proposition 1 does not guarantee that at each significance level with high probability the calibration plot of a conformal predictor or an inductive conformal predictor will be close to or below the bisector of the first quadrant, even when the test set is large: errors on different test examples are not independent, since predictions are computed from the same training set. Figure 1 shows the calibration plots for a conformal predictor and an inductive conformal predictor on the USPS data set. The data set, which consists of 9,298 labelled hand-written images of the digits 0-9, has been divided randomly into a training set of size 7,200 and a test set of size 2,098 (we cannot use the original split into the training and test sets as it violates the exchangeability assumption: see, e.g., [21] , Section 7.1). The conformity measure used for both the CP and the ICP is (4) with d tangent distance [17] . In the case of the ICP, the training set is randomly divided into a proper training set and a calibration set in proportion 2:1, as discussed below. The experiments are repeated 8 times to get an idea of how much their results are affected by the random splits. The plots in Fig. 1 indicate that both kinds of predictors are empirically well calibrated (this phenomenon was first observed in [19] ). In the case of inductive conformal predictors a theoretical explanation can be found in [20] (Proposition 2a): with a high probability, the conditional probability of error given the training set will be close to . Since errors on different test examples are conditionally independent given the training set, this implies good calibration: at each significance level with high probability the calibration plot of an inductive conformal predictor will be close to or below the bisector of the first quadrant (assuming the test set is large enough).
The family of prediction sets (z 1 , . . . , z l , x), ∈ (0, 1), is just one possible way of packaging the p-values p y . Another way, already discussed in Section 1 in the context of binary classification, is to report the predicted label arg max y∈Y p y , conf idence 1 − p, where p is the second largest p-value among p y , and the credibility max y p y . In the case of binary classification the predicted label, confidence, and credibility carry the same information as the full set { p y | y ∈ Y} of p-values, but this is not true in general. It is clear that the notion of confidence is likely to be useful only in classification problems.
Confidence and credibility can be used for assessing the informational efficiency and validity of predictors: high confidence values are a sign of informational efficiency, and a mean credibility slightly above 0.5 over a large test set is a sign of validity. The results are given for various values of the seed for the pseudorandom number generator; column "Average" gives the average of all the 100 values for the seeds 0-99, and column "St. dev." gives the estimate of the standard deviation computed from those 100 values
In our experiments reported in this and the following sections we split the training set into the proper training set and the calibration set in proportion 2 : 1. This is the most standard proportion (cf. [11] , p. 222, where the validation set plays a similar role to our calibration set), but the ideal proportion depends on the learning curve for the given problem of prediction (cf. [11] , Fig. 7.8 ). Too small a calibration set leads to a high variance of confidence (since calibrating conformity scores becomes unreliable) and too small a proper training set leads to a downward bias in confidence (conformity scores based on a small proper training set cannot produce confident predictions). In the next section we will see that using cross-conformal predictors improves both bias and variance (cf. Table 1 ).
Cross-conformal predictors
Cross-conformal predictors (CCPs) are defined as follows. The training set is split into K non-empty subsets (folds) z Sk , k = 1, . . . , K, where K ∈ {2, 3, . . .} is a parameter of the algorithm and (S 1 , . . . , S K ) is a partition of {1, . . . , l}. For each k ∈ {1, . . . , K} and each potential label y ∈ Y of the test object x find the conformity scores of the examples in z Sk and of (x, y) by
where S −k := ∪ j =k S j = {1, . . . , l} \ S k and A is a given conformity measure. The corresponding p-values are defined by
Confidence and credibility are now defined as before; the set predictor is also defined as before, by (1) , where the significance level > 0 is another parameter.
The definition of CCPs parallels that of ICPs, except that we now use the whole training set for calibration. The conformity scores (8) are computed as in (7) but using the current fold as the calibration set and the union of all the folds except for the current one as the proper training set. Calibration (9) is done by combining the ranks of the test example (x, y) with a postulated label in all the folds.
If we define the separate p-value
for each fold, we can see that p y is essentially an average of p y k . In particular, if each fold has the same size, |S 1 | = · · · = |S K |, a simple calculation gives
k is the arithmetic mean of p y k and the ≈ assumes K l. In this paper we give calibration plots for 10-fold cross-conformal prediction; calibration plots for 5-fold cross-conformal prediction are part of Online Resource 1. We take K ∈ {5, 10} following the advice for cross-validation in [11] , who refer to Breiman and Spector [3] and Kohavi [12] . (Our setting, however, is somewhat different from cross-validation, and it is not obvious whether K ∈ {5, 10} remains a good choice.) In the experiments of this section we use the Spambase and USPS data sets. The size of the Spambase data set is 4,601, and there are two labels: email, encoded as 0, and spam, encoded as 1. As already mentioned, the USPS data set is bigger, 9,298 examples, and multilabel (0-9).
The conformity measure used in the case of the Spambase data set is (5), where f is output by MART ( [11] , Chapter 10) and
MART's output f (x) models the log-odds of spam vs email,
which makes the interpretation of (12) as conformity score very natural. In the case of the USPS data set, we always use the conformity measure (4) with d tangent distance (with the exception of Table 3 ). The R and MATLAB programs used in the experiments described in this paper are available as Online Resource 2. The R programs, used for processing the Spambase data set, rely on the gbm package with virtually all parameters set to the default values (given in the description provided in response to help("gbm")). The only parameter that has been modified is n.trees, the number of trees, which should be as large as possible and whose default value was clearly insufficient. The MATLAB programs, used for processing the USPS data set, rely on the C program for computing tangent distance (with one-sided distance and all tangents) written by Daniel Keysers. Figure 2 (the two top panels) gives the calibration plots for the CCP and for 8 random splits of the data sets into a training set (of size 3,600 for Spambase and 7,200 for USPS) and a test set (of size 1,001 for Spambase and 2,098 for USPS) and of the training set into 10 folds of equal size. In the case of Spambase, there is a further source of randomness as the MART procedure is itself randomized. The two bottom panels of Fig. 2 give the lower left corners of the plots in the top panels: these are the most important parts of calibration plots in applications. The analogous Visually, all plots are well calibrated (close to the bisector of the first quadrant). Since the USPS data set is bigger, the corresponding plots are closer to the bisector of the first quadrant.
As for the informational efficiency of the CCP on the Spambase data set, see Table 1 , which gives some statistics for the confidence and credibility output by the ICP (with the 2:1 split into the proper training and calibration sets, as already mentioned) and the 5-fold and 10-fold CCP. The columns labelled "0" to "99" give the mean values of confidence and credibility over the test set for various V. Vovk The results are given for various values of the seed for the pseudorandom number generator; columns "Average" and "St. dev." give the averages and estimates of standard deviations as in Table 1 values of the seed for the pseudorandom number generator. The column labelled "Average" gives the averagev := Similar results for the USPS data set are given in Table 2 . This table, however, also contains information about the CP, which becomes feasible in the case of the 1-Nearest Neighbour underlying algorithm that we use for the USPS data set. The CCP is almost as informationally efficient as the CP (especially in the case of 10 folds) and significantly more informationally efficient than the ICP. Tables 1 and 2 are based on underlying algorithms that are among the best for their respective data sets (MART for Spambase and 1-Nearest Neighbour with tangent distance for USPS). Table 3 is the analogue of Table 2 for Euclidean distance and so is based on a clearly suboptimal underlying algorithm: it is well known that the performance of the 1-Nearest Neighbour algorithm improves greatly when Euclidean distance is replaced by tangent distance. We can see that the 10-fold CCP is still almost as informationally efficient as the CP, even though it is significantly less informationally efficient than the predictors based on tangent distance. 
Conditional cross-conformal predictors
There are several natural kinds of conditional validity for set predictors: see, e.g., [20, Fig. 1 ]. Achieving some of these kinds (such as label and object conditional validity, in the terminology of [20] ) requires modifying the definition of conformal predictors. Another kind (training conditional validity) is achieved automatically, at least in some cases: see [20, Section 3] . In this paper we only discuss the label conditional version of conformal predictors and their variants, which ensures the validity conditional on the label of the test example. As will be discussed later, the property of label conditional validity is particularly important in applications where different kinds of errors have different significance, such as automatic spam filtering.
The only difference of label conditional conformal predictors from CPs is that (2) is replaced by
And the only difference of label conditional inductive conformal predictors from ICPs is that (6) is replaced by
The following proposition is the label conditional version of Proposition 1. Label conditional cross-conformal predictors (abbreviated to CCCP, as this is the only kind of conditional CCP that we consider) are defined as CCPs except that (9) is replaced by
All experiments in this section are run on the Spambase data set. First we check empirically whether CCCPs are well calibrated. Figure 3 shows separate calibration plots for the test examples labelled as email and spam, both for K = 10 folds. Both plots are close to the bisector of the first quadrant. This is important as we are not really interested in the overall error rate: for example, when using the predictor for spam filtering, first of all we want to get the amount of email classified as spam down to an admissible low level, and only after that we try to optimize the amount of spam classified as email. Moreover, in the case of label conditional predictors nothing prevents us from having different significance levels for email and spam: we can replace the in (1) by y allowing the significance level y to depend on the label y ∈ Y. (Tables 4 and 5 ) will give some summary information for the data represented in this figure. It has been shown in [20, see, e.g., Fig. 8 ] that in the case of ICPs there is a close connection between scatter plots of p-values and empirical ROC curves. Figure 4 (and especially its right panel) shows that there are no similar close connections in the case of CCPs. Table 4 shows the "confusion matrices" for email and spam for the first 100 seeds of the pseudorandom number generator. It shows the mean p-values for email in the test set when classified as email, for email in the test set when classified as spam, for spam in the test set when classified as email, and for spam in the test The results are given for 100 values of the seed for the pseudorandom number generator; column "Average" gives the averages of the means over the 100 seeds 0-99, and column "St. dev." gives the estimates of the standard deviations of the means Table 4 shows, confirming the approximate validity of the method. The p-values for email when classified as spam and for spam when classified as email should be small for informationally efficient prediction methods, and we can see that indeed they never exceed 2 % in Table 4 (and very rarely exceed 2 % if the table is expanded by adding the missing values for the seeds 2-98). Table 5 
Conclusion
Conformal prediction and inductive conformal prediction are two approaches to the theory of tolerance regions (see, e.g., [7] ). The known validity results for conformal and inductive conformal predictors can be expressed by saying that they are 1 − expectation tolerance regions, where is the significance level (see Proposition 1 above). It is also known ( [20] , Proposition 2a) that inductive conformal predictors are 1 − δ tolerance regions for a proportion 1 − for suitable δ and . On the other hand, at this time there are no theoretical results about the validity of cross-conformal predictors, and it is an interesting open problem to establish such results.
for any permutation z 1 , . . . , z 10 of z 1 , . . . , z 10 . We will sometimes write A(ζ , z) for A(ζ, z) where ζ is the (multi)set consisting of all elements of ζ . (This notation will be used only when all elements of ζ are distinct.)
With the sequence z 1 , . . . , z 10 and the conformity measure A we can associate the 10 × 10 matrix B having 1 on the main diagonal and the off-diagonal elements
The binary relation with adjacency matrix B is reflexive, antisymmetric, and total, but not necessarily transitive; we will identify B and this binary relation. The probability of error of , where is the corresponding LOOCP and ∈ (0, 1), is the percentage of rows in B whose percentage of 1s is at most . If the matrix B is transitive, it is a total order, and we can permute the examples in such a way that it becomes ⎛ 
This shows that corresponding LOOCPs are unconditionally valid under our probability measure. On the other hand, it is easy to give an example of a non-transitive B that leads to a LOOCP that is not unconditionally valid: take, e.g., 
(reflecting a triangle in the lower left corner in the main diagonal of (13)). Corresponding LOOCPs make an error with probability 1 when = 0.6. It is clear that the idea works for any value of l. We have just seen that unconditional validity can be violated for LOOCPs, but it can be argued that in our example it is violated in a non-interesting way: in practice people are interested in small values of . To see that unconditional validity can be violated for small values of , take the analogue of (13) of size 100 × 100. Replacing the upper left 10 × 10 submatrix by (14) , we obtain a probability measure and a LOOCP that makes an error with probability 10 % when = 6 %. Figure 6 shows that the BCP with K = 10 samples is, like the CCP, empirically well calibrated on our data set (for the analogous plots corresponding to K = 5 folds in this and following figures, see Online Resource 1). For results about the informational efficiency of the BCP see Table 6 . They are not as good as for the CCP in Table 1 , and comparable to the results for the ICP. Increasing the number K of samples might improve the informational efficiency but would adversely affect the computational efficiency.
A popular modification of bootstrap is its randomized version ( [5] , Section 4). The randomized version of the BCP is defined similarly: the only difference from the basic version described earlier is that the labels of the examples in the bootstrap sample z σ k are flipped with probability 0.1 independently before computing the conformity scores. (This assumes a binary classification problem, which is the case for the Spambase data set, and flipping a label means replacing it by the other label.) The randomized version is even less informationally efficient than the basic version (cf . Tables 6 and 7 ), but it is interesting that the randomization affects not only the efficiency but also validity of the BCP: the lack of calibration in Fig. 7 is obvious (although far from being as pronounced as in Fig. 8 below) . Figure 7 also explains the lack of informational efficiency of randomized BCPs as compared to basic BCPs: the former are overly conservative for small significance levels. In this appendix we will briefly discuss an approach to cross-conformal prediction leading to badly miscalibrated set predictions. Fisher's method [6] 
where χ 2 is a random variable having the chi-squared distribution with 2K degrees of freedom. Even when the independent p-values are not distributed uniformly on [0, 1] (i.e., they can be conservative, as is the case in our applications), F( p 1 , . . . , p K ) will still be a valid (perhaps conservative) p-value. See , and then define confidence, credibility, and set predictors (1) as before. In other words, naive CCPs are defined in the same way as CCPs except that the function F is defined by (16) rather than by the expression following the = in (11) (assuming equally-sized folds). Figure 8 is the analogue of the two left panels of Fig. 2 for naive CCPs. The set predictions are very poorly calibrated, since the p-values computed from different folds are heavily dependent. We do not give the results about informational efficiency (such as those given in Table 1 ) for the naive CCP since efficiency without validity (at least approximate) is meaningless.
Applying methods of combining independent p-values to dependent p-values does not always lead to poor calibration: see, e.g., [1, Chapter 5] , and [2] , where p-values extracted from visual and audio inputs are combined. Such p-values are somewhat dependent (in the statistical sense), but the empirical results reported in [2, Section 4] , show that we still have approximate validity for several standard methods of combining independent p-values (including the method referred to as ECF in [2] and corresponding to Fisher's method). But as Fig. 8 shows, Fisher's method leads to gross miscalibration in the context of cross-conformal prediction.
