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Preface and overview
More than 80 years after Paul Dirac stated that “the underlying physical laws necessary
for the mathematical theory of a large part of physics and the whole of chemistry are [...]
completely known”[62], the development of “approximate practical methods of applying
quantum mechanics”, demanded by Dirac in the same breath, is still a highly active field
of research at the crossroads of physics, chemistry, applied mathematics and computer
science.
This circumstance is mainly owed to the interplay of two facts: On the one hand, the
development of modern day computers has seen a phase of almost exponential growth at
the end of the last century, so that calculations of theoretical chemistry and molecular
physics have become competitive with practical experiments or at least often allow use-
ful predictions of empirical parameters that can assist practical investigations. On the
other hand, the solution of equations formulated in quantum mechanics is an exceedingly
high-dimensional and thus computationally demanding problem, while at the same time,
an extremely high accuracy is needed in order to obtain results utilizable in practice.
Even nowadays, small to medium-sized quantum chemical problems push the limits of
commonly available computational resources. To efficiently treat the variety of practical
problems covered by the formalism of quantum mechanics, it is therefore indispensable to
design highly problem-adapted methods and algorithms that balance the available com-
putational resources against the respective required accuracy. These prerequisites have
lead to a “zoo” of extremely sophisticated and well-developed methods and algorithms
commonly used in quantum chemistry. Partly, the respective approaches are ab initio,
i.e. the working equations are derived directly from the Schro¨dinger equation, as is for
instance the case for the various variants of the Hartree-Fock method over perturbational
methods, the Configuration Interaction (CI) and Coupled Cluster (CC) method and the
recently revived CEPA method to reduced density matrix methods, to mention but the
probably most important ones; to another part, they also integrate empirical parameters,
as for instance in the successful Kohn-Sham model of density functional theory and the
stochastic methods of Quantum Monte Carlo techniques do.1
Although the development of formal quantum mechanics and that of functional analysis
are deeply interwoven, and although the theoretical properties of the Schro¨dinger equation
and the Hamiltonian are quite well understood from a mathematical point of view (see
Section 1), most of the practically relevant computational schemes mentioned above were
introduced by physicists or chemists, and the actual algorithmic treatment of the elec-
tronic Schro¨dinger equation does only recently seem to have aroused the broader attention
of the mathematical community. Therefore, although there have been various efforts in
1For an introduction and references to the respective methods, see e.g. [103, 201] for Hartree-Fock,
[201, 142] for perturbational approaches, Section 2.1 of this work for references for the CI method and den-
sity functional theory, Section 3 for the Coupled Cluster method, [133, 208] for the CEPA method, [148]
for the reduced density matrix methods and [78, 144] for a review of Quantum Monte Carlo techniques.
understanding the methods of quantum chemistry from a mathematical point of view2 and
to approach general problems in the numerical treatment of the electronic Schro¨dinger
equation by means of concepts from mathematics,3 the stock of available mathematically
rigorous analysis of the present practically relevant methods of quantum mechanics and
of the convergence behaviour of the algorithms used for their treatment is on the whole
still relatively scarce. It will be subject of the present work to approach this shortcoming,
that is, to provide a numerical analysis for certain aspects of some well-known methods
of quantum chemistry.
The work is organized in four parts. The first part (Section 1) is an attempt to connect
the world of mathematical physics to that of computational chemistry: Starting from the
necessities imposed by the postulates of quantum mechanics, we introduce the operators
and spaces needed to embed the main task of electronic structure calculation, i.e. the
calculation of electronic states and energies, into a sound mathematical background; we
review known theoretical results, prove some results needed later and derive the (Galerkin)
framework that is in a wider sense the basis to all methods used in practical calculations
in quantum chemistry.
From Section 2 onwards, we turn towards the actual algorithmic treatment of the equa-
tions derived in Section 1: Section 2, parts of which have already been published in [191],
first provides a short introduction to the methods of Hartree-Fock, Kohn-Sham and CI;
we then give a convergence analysis for a preconditioned steepest descent algorithm under
orthogonality constraints, taylor-made for and commonly used in the context of Hartree-
Fock and density functional theory calculations, but also providing a sensible algorithm
for implementation of the CI method. Section 3, featuring some of the main achievements
of this work, is dedicated to lifting the Coupled Cluster method, usually formulated in a
finite dimensional, discretised subspace of a suitable Sobolev space H1, to the continuous
space H1, resulting in what we will call the continuous Coupled Cluster method. To de-
fine the continuous method, some formal problems have to be overcome; afterwards, the
results for the continuous methods will be used to derive existence and (local) uniqueness
statements for discretisations and to establish goal-oriented a-posteriori error estimators
for the Coupled Cluster method. The last part of this work (Section 4) features an anal-
ysis for the acceleration technique DIIS that is commonly used in quantum chemistry
codes. To derive some (positive as well as negative) convergence results for DIIS, we
establish connections to the well-known GMRES solver for linear systems as well as to
quasi-Newton methods.
At the beginning of each of the sections, a more thorough introduction to their respective
subject is given. Also, in Sections 2 – 4, the main results of the respective section will
explicitly be referenced there. Mathematical objects and notions used in this work are
either introduced explicitly, or the reader is referred to according literature. Please also
note that the most frequently used notations are compiled in the list of symbols at the
end of this work.
2Cf. e.g. [7, 42, 43, 186, 190] for recent works and also [15, 139, 140, 143, 153] for the properties of
the Hartree-Fock method, already analysed to some extent in the 1970-80’s.
3See e.g. [45, 79, 92, 214].
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1 A mathematical framework for electronic
structure calculation
Since the hour of birth of formal quantum mechanics in the mid-1920s, it is known that the
behaviour of non-relativistic [173] atoms and molecules can quite accurately be described
by the (time-dependent) Schro¨dinger equation [192],
i~
d
dt
Ψ = HmolΨ. (1.1)
This equation fixes the behaviour of a system consisting of a given number N of electrons
and a prescribed number M nucleons of charges Zk, k ∈ Mc := {1, . . . ,M}, exposed to a
given outer potential V , by an accordingly constructed molecular Hamiltonian operator
Hmol.
The solutions Ψ of the Schro¨dinger equation are so-called wave functions or states, depend-
ing on the coordinates xi ∈ R3, i ∈ Nc of the N electrons, the coordinates yj ∈ R3, j ∈ Mc
of the M nuclei, a respective spin variable si, s
′
j ∈ {±12} for each of the particles, and a
time coordinate t ∈ R. For any fixed time t ∈ R, a solution Ψ(·, t) of (1.1) is an element
of the vector space
L2N,M := L2(R3(N+M) × Σmol),
in which Σmol denotes a suitable discrete space modelling the spin variable. Of supreme
interest to quantum chemistry are the stationary bound states of a given configuration of
particles, which can be computed by solving the operator eigenvalue equation for Hmol
[183]. Stationary solutions of the original equation (1.1) are then given by the eigenfunc-
tions Ψ ∈ L2N,M of Hmol, multiplied by a phase factor determining the time dependence;
the corresponding eigenvalue gives the total energy of the state.
In a next step, the eigenvalue problem for Hmol is usually reduced further to an eigenvalue
problem for an electronic Hamiltonian H: The mass of the nuclei is more than 103 times
greater than that of electrons, and this fact is used to justify [97, 117] the so-called Born-
Oppenheimer approximation [32], approximating the quantum mechanical properties of a
given configuration by computing only an electronic wave function,
Ψ
(
(x1, s1), . . . , (xN , sN)
) ∈ L2N := L2(R3N × {±12}N).
Ψ now solely describes the behaviour of the electrons with coordinates xi ∈ R3 and spins
si ∈ {±12}, i ∈ Nc, while the M nuclei are now represented by point charges clamped at
fixed positions R1, . . . , RM and induce an outer field incorporated in the potential V . The
benefits of this are that the space L2N,M is in this way replaced by the somewhat smaller
(but in sensible discretisations unfortunately still extremely high-dimensional) space L2N ,
and that the wave function now describes a set of identical particles.
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In a first rough version, we may now phrase the main task of electronic structure calcula-
tion as follows: For a given configuration of nuclei, fixed at positions R1, . . . , RM ∈ R3 and
carrying positive charges Z1, . . . , ZM , and for a given number N of electrons, calculate the
possible bound states Ψ ∈ L2N and the according binding energies of this configuration.
Essentially, it is due to John von Neumann [155] and Tosio Kato [113] that this rather
informal formulation can be rephrased mathematically precisely in terms of self-adjoint
unbounded operators on Hilbert spaces.4 In the present first section of this work, we will
take this mathematical framework as a starting point to develop a setting that combines
the variational framework commonly used in numerical mathematics with the Second
Quantization formalism that is often used in the context of quantum chemistry, thus
equipping ourselves with a sensible background for a numerical analysis of the methods
and algorithms of quantum chemistry. As well, we will supply many of the auxiliary
means and notations needed in this work. For the sake of brevity, we will comprise only
the specific framework needed for the description of electronic wave functions, that is, for
a quantum mechanical system of N indistinguishable fermions.
In the Sections 1.1 and 1.2, the spaces and operators setting the general framework are
introduced. At the end of Section 1.3, we will arrive at a weak formulation of the elec-
tronic Schro¨dinger equation which, due to an antisymmetry constraint and various invari-
ances of the Hamiltonian H, can be decomposed to single computations on antisymmetric
subspaces L2k of L2, belonging to a fixed z-spin number k. Note in this context that, pre-
sumably for notational convenience, the z-spin variable is neglected in most theoretical
investigations of the electronic Schro¨dinger equation. Nevertheless, restrictions imposed
by a fixed z-spin reduce the size of the underlying tensor basis and thus the computational
complexity, and certain spin selection schemes are therefore integrated in almost every
quantum chemical code. Recalling the aim of this section, namely to embed the methods
used in quantum chemistry into a sound mathematical background, we have therefore
decided to explicitly formulate the electronic Schro¨dinger equation in terms of the spin
spaces L2k, and apologize for the notational inconvenience aroused by this. In Section 1.4,
we then prepare a Galerkin method for the weak Schro¨dinger equation by constructing
tensor bases for the antisymmetric spaces L2k. Section 1.5 will be dedicated to reformu-
lation of the weak Schro¨dinger equation in terms of annihilation and creation operators
borrowed from the formalism of Second Quantization, which for more sophisticated meth-
ods of Quantum Chemistry, as e.g. the Coupled Cluster method (Section 3), simplifies
the derivation of implementable equations significantly. In this context, evaluation rules
for the matrix elements of H with respect to the constructed tensor basis will be given,
thus equipping us with the necessary means for a Galerkin discretisation of the electronic
Schro¨dinger equation. Finally, we compile some general results that will be needed later,
and close in Section 1.7 with a discussion of topics related to the discretisation of the
electronic Schro¨dinger equation.
4For a more thorough history of quantum mechanics, see the timeline in [111] or the more textbook-like
[169].
1.1 General setting 3
For further reading on the subjects of this section, we refer to [64, 105, 177, 179, 206, 207]
for the functional analytic background, to [28, 175, 202] for a general introduction to
mathematical formalism of quantum mechanics, to the monographs [105, 178, 179] and
to the reviews [111, 197, 198] for an overview of results on Hamiltonians of quantum
mechanics and their eigenfunctions, and to the monographs [43, 48, 214] for the concrete
application of the electronic Schro¨dinger equation. The treatment given here is based on
the axioms of nonrelativistic quantum physics [8, 28, 152, 175]; in particular, relativistic
effects are excluded throughout this work.
1.1 General setting
In this first section, we will introduce the (tensor product) Lebesgue and Sobolev spaces
used in electronic structure calculation, as well as operators acting on them. In particular,
we will define the Hamiltonian H of an N -electron system.
(i) The Lebesgue space L2 for N electrons. As usual, L2(Ω) = L2(Ω,C) will in this
work denote the space of complex-valued, measurable, square-integrable functions defined
on a measure space Ω [20]. In the formalism of quantum mechanics, a single electron is
described by a normed state function
χ(x, s) ∈ L2(R3 × Σ),
depending on a spatial variable x ∈ R3 and a spin variable s ∈ Σ = {+1
2
,−1
2
}. In
a transition that is mainly motivated by gas statistics [175], a system consisting of N
electrons is represented by a normed5 element Ψ from the according N -fold tensor product
space6
L2 := L2N :=
N⊗
i=1
L2(R3 × Σ). (1.2)
A quantum mechanical entity Ψ ∈ L2 describing a system of N electrons is thus a function
depending on N spatial variables x1, . . . , xN ∈ R3, which we will in the following also
collectively denote by a vector X = (x1, . . . , xN), and of N respective spin variables,
s1, . . . , sN ∈ {−12 , 12}, compiled in one spin vector
σ = (s1, . . . , sN) ∈ ΣN :=
{
−1
2
,
1
2
}N
, (1.3)
5Note that the norm condition is in accordance with a probabilistic interpretation of the wave function:
Integration of Ψ over a set of volumes Ω1, . . . ,ΩN ⊆ R3 and respective spins s1, . . . , sN ∈ {± 12} will give
the probability of simultaneously finding one electron in Ω1 with spin s1, one in Ω2 with spin s2 and so
on.
6We suppress the suffix N here, L2 := L2N , to keep notations short. In the following, this will often
be done in case the number N of electrons under consideration is fixed.
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so that we obtain the more compact notation Ψ = Ψ(X, σ).
Because the tensor product space (1.2) sets the general framework for the description of
N -electron systems, let us shortly recall some properties of abstract tensor spaces ⊗Ni=1V
formed from a set of N identical Hilbert spaces V = V1 = . . . = VN with inner product
〈·, ··〉V , see [94, 184, 210] for more thorough introductions to the subject. To obtain these
tensor product spaces and an inner product on them, one builds in a first step from the
N copies of V the algebraic tensor space (⊗Ni=1V )alg. On this space, an inner product can
be obtained by at first defining for elementary tensors
v = ⊗Ni=1 vi := v1 ⊗ . . .⊗ vN , w = ⊗Ni=1wi (1.4)
that
〈v, w〉⊗ := 〈⊗Ni=1vi, ⊗Ni=1 wi〉⊗ :=
N∏
i=1
〈vi, wi〉V , (1.5)
and by then (bi-)linearly extending this definition to all of (V1⊗. . .⊗VN)alg. The (analytic)
tensor product space ⊗Ni=1V is then obtained by taking the closure of (⊗Ni=1V )alg with
respect to the norm ‖ · ‖⊗ induced by this inner product,
⊗Ni=1V := (⊗Ni=1V )alg
‖·‖⊗
.
If BV = (v
(k))k∈I is a basis of V , a basis for ⊗Ni=1V is given by
B = {v(k1) ⊗ . . .⊗ v(kN )|k1 . . . , kN ∈ I}; (1.6)
it is orthonormal if and only if BV is orthonormal. Furthermore, if dimV is finite,
dim (⊗Ni=1V ) = (dimV )N . (1.7)
From the numerical point of view, equation (1.7) displays an unfortunate fact of quantum
chemistry (and of tensor product spaces in general): The dimensions of the spaces under
consideration depend exponentially on the number N of particles. Thus, they are for any
but very small N extremely high dimensional, a fact that is (using a phrase lent from
[25]) sometimes termed the “curse of dimensionality”.
For the space L2 constructed in the way outlined above, there holds
L2 = L2(R3N × ΣN) (1.8)
by application of the Fubini-Tonelli theorem (see e.g. [20]) to (1.5). Thus, the inner
product on L2 is given by
〈Ψ,Ψ′〉 := 〈Ψ,Ψ′〉L2 :=
∑
σ∈ΣN
∫
R3N
Ψ(X, σ)Ψ′(X, σ) dX. (1.9)
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Note though that if Ψ and Ψ′ can be represented in a specified tensor basis (1.6), the inner
product on L2 can be broken down into the inner products amongst the basis functions,
which may be computed according to (1.5) - a fact that will be useful later on. The
induced norm on L2 will in the following be denoted by
‖Ψ‖2 := ‖Ψ‖2L2 :=
∑
σ∈ΣN
∫
R3N
|Ψ(X, σ)|2 dX; (1.10)
the normalization condition for a state function is therefore
‖Ψ‖2 = 1. (1.11)
(ii) Observables on L2. On the state space L2, physical quantities (or observables) like
energy, spin, angular momentum etc. of a quantum mechanical system are (in contrast
to classical physics) represented by self adjoint operators O : D(O)→ L2, where D(O) is
a dense subset of L2. The outcome of a the measurement of the observable O imposed
on a state Ψ ∈ L2 is not deterministic, but of statistic nature: If
O =
∫
R
λ dE(λ) (1.12)
is the spectral decomposition [64] of O, the probability of measuring a value m ∈]a, b] for
O is given by
P (m ∈]a, b]) = 〈Ψ, (E(b)− E(a))Ψ〉.
Therefore, the spectral properties of observables, especially that of the Hamiltonian H of
the system, measuring its total energy, are of primary importance in quantum mechanics
and quantum chemistry. Note that the self-adjointness of observables implies that the
spectrum of an observable is real, so that a measurement produces a real value, like one
would expect from quantities measured in classical physics.
A particularly simple class of N -particle observables O acting upon an N -particle wave
function is constituted by those that measure the sum of observables for the single parti-
cles; for example, the total kinetic energy of a system of N particles is given by the sum of
the kinetic energies of the single particles. The corresponding mathematical construction
uses the following definition.
Definition 1.1. (Kronecker products of operators)
Let X be a Hilbert space and Ai, i ∈ Nc a set of N densely defined symmetric operators,
Ai : X ⊇ D(Ai) → X. The tensor product or Kronecker product A1 ⊗ . . . ⊗ AN of those
operators is defined by
A1 ⊗ . . .⊗ AN : D(A1 ⊗ . . .⊗ AN) := D(A1)⊗ . . .⊗D(AN)→ ⊗Ni=1X,
(A1 ⊗ . . .⊗ AN)(f1 ⊗ . . .⊗ fN) := A1f1 ⊗ . . .⊗ ANfN (1.13)
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for elementary tensors, and then continuation by linear extension and taking the closure
with respect to graph norm [206] induced by the tensor product norm on ⊗Ni=1X. In
particular, we will often encounter the “lifting” of an operator A : X ⊇ D(A)→ X to an
operator AN on ⊗Ni=1X by
AN :=
(
A⊗ I ⊗ . . .⊗ I + I ⊗ A⊗ . . .⊗ I + . . . + I ⊗ . . .⊗ I ⊗ A
)
=
N∑
i=1
(
⊗Nk=1 (δk,iA+ (1− δk,i)I)
)
=:
N∑
i=1
Aˆi. (1.14)
If the context is clear, the suffix N will often be dropped, i.e. AN will also simply be
denoted by A.
Examples for operators built from sums of Kronecker products will be the spin operator
introduced in Section 1.2 and the Hamiltonian to be defined in part (iv) of this section.
(iii) Sobolev spaces. The Hamiltonian of a quantum mechanical system contains dif-
ferential operators and can therefore not be defined on all of L2, but only on the Sobolev
space H2 ⊆ L2. We give the more global definition of Sobolev spaces that will be used in
various contexts later.
Definition 1.2. (Sobolev spaces H t(Ω))
Let Ω be a measure space, and for a function u(x) ∈ L2(Ω), let Fu(ω) ∈ L2(Ω) denote
its Fourier transform [182]. On the subspace
C∞0 (Ω) ⊆ L2(Ω)
of infinitely often differentiable functions with compact support, we define for any real
t ≥ 0 the inner product
〈u, v〉t := 〈(1 + |ω|2)t Fu(ω), Fv(ω) 〉. (1.15)
The Sobolev space H t(Ω) is the subspace of L2 obtained by closing C∞0 with respect to
the norm ‖ · ‖t induced by 〈·, ··〉t. In particular, we will denote by
Ht := HtN := H t(R3N × ΣN) (1.16)
the Sobolev subspaces of L2.
On H t(Ω), the canonical norm is given by ‖ · ‖t and will be denoted this way throughout
this work. The dual space of H t(Ω) will be denoted by H−t(Ω).

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We will in this work mostly be concerned with suitable subspaces of the Sobolev spaces
H1(Ω) and H2(Ω). For any t ≥ 0, H t(Ω) is a Hilbert space with the above inner prod-
uct (1.16) and dense in L2(Ω), see [182] for details. Note also that for t > 0, Ht is not
equal to the tensor product space Ht⊗ := ⊗Ni=1H t(R3 × Σ) constructed from the Hilbert
spaces H t(R3 × Σ) according to the proceeding outlined in part (i) of this section: Due
to the mixed product terms arising in the inner products (1.5), additional conditions are
imposed on the mixed derivatives of functions from Ht⊗; therefore, Ht⊗ ⊂ Ht.
(iv) The electronic Hamiltonian. The electronic Hamilton operator H of a system of
N electrons, defined on H2, is the observable measuring the (nonrelativistic) total energy
of a system of N electrons exposed to an outer potential. In particular, the spectrum of H
determines the energy values that electronic configurations under description can attain.
These values are not only of interest for itself, determining e.g. bonding, ionization and
reaction energies for molecules; also, one can derive several other physical and chemical
quantities like equilibrium geometries, bond lengths, vibrational frequencies, energy gra-
dients and other molecular properties by geometry optimization or by deriving the energy
with respect to certain parameters, see e.g. [103, 201].
We will now introduce the Hamiltonian H for a purely electronic system, exposed to a
field induced by a fixed configuration of nuclei. H is obtained from the classical expres-
sion for the energy of a system [84] by the so-called correspondence principle [175]. The
formulation will be given in atomic units [196], so that no constants unnecessary for the
mathematical treatment are involved in the Schro¨dinger equation; consequently, energies
will be measured in Hartree.7 Note that the below choices for the kinetic and potential
energy operators T and V defined in this context are of axiomatic nature, not adequate
any more in relativistic quantum mechanics. Also, in order to obtain the energy of the
whole molecule (in terms of the Born-Oppenheimer approximation), one additionally has
to add the term R :=
∑M
k=1
∑M
`=1,` 6=k ZkZ`/|Rk−R`|, describing the (classical) interaction
between the nuclei, to the electronic Hamiltonian introduced below. Because R only adds
a constant shift to H, it is in practice usually precalculated and added afterwards. The
following definition for the electronic Hamiltonian H presumes (in connection with the
definition of observables as self-adjoint operators) that H is well defined and self-adjoint
on the Sobolev space H2. That this indeed holds follows from Rellich’s theorem [178] and
Kato [113], see [175] for a compilation of both results.8,9
71 Hartree = 1Eh = 4.35974417(75) · 10−18J
8Strictly speaking, the cited results only show that the position space Hamiltonian HX defined below
is self-adjoint. It is not hard to see though that this is equivalent to the self-adjointness of H.
9For the self-adjointness of related molecular Hamiltonians using different potentials, also cf. [28, 105,
178, 197, 206] and the references given in the latter.
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Definition 1.3. (The electronic Hamiltonian H)
The nonrelativistic electronic Hamiltonian H : H2 → L2 is defined via a position space
Hamiltonian
HX : H
2(R3N) → L2(R3N)
acting on Ψ(X, σ) ∈ D(H) spin-component-wise, i.e. with Σ = {σ1, . . . , σ2N},
HΨ(X, σ) = H

Ψ(X,σ1)
Ψ(X,σ2)
...
Ψ(X,σ2N )
 :=

HXΨ(X,σ1)
HXΨ(X,σ2)
...
HXΨ(X,σ2N )
 . (1.17)
The position space Hamiltonian HX used here is defined as the sum of the observables
measuring kinetic and potential energy, HX = T + V. To define T : H
2(R3N)→ L2(R3N),
we extend the scaled 3-dimensional Laplacian,10
−1
2
∆ : H2(R3)→ L2(R3), ϕ 7→ − 1
2
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
ϕ, (1.18)
according to Definition 1.1 to the tensor product space H2,
T = TN := − 1
2
N∑
i=1
∆ˆi. (1.19)
The potential energy11 observable V is given by a multiplication operator,
V : Φ(X) 7→ V (X) · Φ(X), V (X) =
N∑
i=1
N∑
j=1
j 6=i
1
|xi − xj| −
N∑
i=1
M∑
k=1
Zk
|xi −Rk| .
Thus,
HX = −1
2
N∑
i=1
∆ˆi︸ ︷︷ ︸
=:T
+
N∑
i=1
N∑
j=1
j 6=i
1
|xi − xj|︸ ︷︷ ︸
=:Vel
−
N∑
i=1
M∑
k=1
Zk
|xi −Rk|︸ ︷︷ ︸
=:Vcore︸ ︷︷ ︸
=:V
. (1.20)
10This choice can be motivated heuristically by de Broglie’s law, see the treatment in [189], or more
strictly by replacing in the classical relation Ekin =
p2
2m between kinetic energy Ekin, momentum p
and mass m the momentum variable by the associated quantum mechanical observable according to the
correspondence principle of quantum mechanics, see [175].
11For the potential energy part V , it is custom to choose a potential which reflects all the inner and outer
forces acting upon the system. In the electronic Hamiltonian, the first term of V models the repulsive
Coulomb interaction amongst the electrons, while the second reflects the attractive electron-nucleon forces
(described within the Born-Oppenheimer approximation as semi-classical interaction between quantum-
mechanical electrons and point-like nuclei.)
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1.2 The Pauli principle and invariant subspaces
of the Hamiltonian
In this section, we will introduce the Pauli principle that enforces admissible wave func-
tions to be antisymmetric, as well as some of the invariant subspaces of the Hamiltonian
H that are nowadays the most common ones used to reduce computational complexity in
practice. For a more thorough overview and an identification with “symmetries” imposed
by other observables on L2, see [169].
(i) The Pauli principle and the N-fermion state space Lˆ2. A restriction on admis-
sible solutions of the electronic Schro¨dinger equation is imposed by the so-called (gener-
alized) Pauli principle: If a system incorporates only identical particles, like in our case, a
system of N electrons does, the particles cannot be distinguished from each other by any
measurement, i.e. by the outcome of the action of a densely defined, self adjoint linear
operator on the state space. From this postulate, it follows [214] that wave functions
describing a system of N identical particles have to be either symmetric or antisymmet-
ric with respect to exchange of particle coordinates. The (semi-empirical) spin-statistics
relation [166, 73] identifies antisymmetric wave functions with multi-particle systems of
fermions, i.e. particles with half integer spin. Electrons, like protons and neutrons,
are such particles of half-integer spin, a fact experimentally supported for instance by a
splitting of the hydrogen spectral lines called fine structure (see standard textbooks on
physics, e.g. [84]). Therefore, the wave function Ψ of an N -electron system has to be com-
pletely antisymmetric with respect to permutations of the particle indices, meaning that
it changes sign under each transposition of particle indices. Formulated more generally,
Ψ((x1, s1), . . . , (xN , sN)) = sgn(pi) ·Ψ((xpi(1), spi(1)), . . . , (xpi(N), spi(N))) (1.21)
has to hold for all permutations pi operating on the N indices of Ψ and for any point12
(X, σ) ∈ R3N × ΣN . The set of admissible wave functions for a system of N identi-
cal fermions thus reduces to the subspace Lˆ2 of L2 containing only the antisymmetric
functions of L2. We will define this space more precisely now.
Definition 1.4. (Antisymmetry projector)
The antisymmetry projector Pa : L2 → L2 is defined by its action on arbitrary state
functions Ψ = Ψ((x1, s1), . . . , (xN , sN)) ∈ L2, given by
PaΨ = 1
N !
∑
pi∈S(N)
(−1)sgn(pi)Ψ((xpi(1), spi(1)), . . . , (xpi(N), spi(N))), (1.22)
where the sum runs over the permutational group S(N) on N elements, operating on the
indices of Ψ.
12Although Ψ ∈ L2 is only determined up to null sets, we will see later (see Section 1.3(v)) that
electronic wavefunctions Ψ are continuous, i.e. have a continuous representant; therefore, the equality
indeed holds everywhere on R3N × ΣN in this sense.
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Lemma 1.5. Pa is an L2-orthogonal projector, mapping onto a closed subspace of L2
containing the antisymmetric functions of L2. For any t ≥ 0, it boundedly maps Ht → Ht
with norm ‖Pa‖t = 1.
Proof. It is easy to verify that Pa is a linear projector on the tensor product space L2, and
that it maps L2 to the antisymmetric functions by definition. Because for all permutations
pi acting on the indices of a wave function, ‖piΨ‖t = ‖Ψ‖t holds by definition of the inner
product on Ht, ‖PaΨ‖t ≤ ‖Ψ‖t by the triangle inequality, so ‖Pa‖t = 1 is obtained by
mapping any antisymmetric Ψˆ ∈ Ht with Pa. It is not hard to show that Pa is symmetric
with respect to the L2-inner product, so we skip the proof. In particular, because Pa is
defined on all of L2, Pa is self-adjoint, and range(Pa) is closed because Pa is a projector.

Definition 1.6. (Antisymmetric spaces Lˆ2, Hˆt)
We define the space of antisymmetric N-electron functions13 as
Lˆ2 := Lˆ2N := ∧Ni=1 L2(R3 × {±
1
2
}) = rangePa = PaL2. (1.23)
Also, for t ≥ 0, we let
Hˆt := HˆtN := Ht ∩ Lˆ2 (1.24)
be the spaces of antisymmetric functions of Sobolev regularity t. Note that Hˆt is closed
with respect to the Ht-norm due to Lemma 1.5.

13As before, we will drop the suffix N , e.g. Lˆ2 := Lˆ2N if the number of electrons under consideration is
fixed. The notation ∧Ni=1L2(R3 ×{± 12}), only used one time below, will not be used in the further work,
but was taken up at this point because it is a common notation in other works on electronic structure
calculation.
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(ii) Spin symmetries: The spaces L2k of fixed z-spin. As an example for a one-
particle operator defined on L2, we will now introduce the operator SzN measuring the
spin of an N -electron system with respect to a preferential direction, commonly chosen
along the z-axis. For a more thorough introduction to the matter of spin, see [136].
Definition 1.7. (One-electron and N-electron z-spin operators)
The one-electron z-spin operator
Sz : L2(R3 × Σ)→ L2(R3 × Σ)
acts solely on the spin variable of a one-electron wave function χ(x, s) having two spin
components χ(x, 1/2), χ(x,−1/2) ∈ L2(R3). Sz can therefore be defined in terms of one
of the so-called Pauli matrices, namely
Sz =
1
2
(
1 0
0 −1
)
, Szϕ(x, s) =
1
2
(
1 0
0 −1
)(
ϕ(x, 1
2
)
ϕ(x,−1
2
)
)
=
(
1
2
ϕ(x, 1
2
)
−1
2
ϕ(x,−1
2
)
)
.
The N-electron z-spin operator SzN , measuring the total z−spin of the system, is now
defined by using Definition 1.1 to set
SzN :=
N∑
i=1
Sˆzi : L2 → L2. (1.25)

Obviously, the eigenvalues of the one-electron operator Sz are ζ1,2 = ±12 , and the corre-
sponding eigenfunctions are all nontrivial functions ϕ (in L2-sense) for which ϕ(x,−1
2
) = 0
or ϕ(x, 1
2
) = 0 respectively. Sz is a symmetric operator defined on all of L2(R3 × Σ), so
that SzN is a symmetric operator defined on all of L2, thus self-adjoint and therefore a
quantum mechanical observable.
Definition 1.8. (Spin numbers and the spin spaces L2k,Htk)
We will call k ∈ {0, . . . , N} a spin number. Let us abbreviate by
spin(N) :=
{
− N
2
+ k | k ∈ {0, . . . , N}
}
the eigenvalues of the z-spin operator SzN . For ζk ∈ spin(N) and t ≥ 0, we define the spin
spaces
L2k := Eigζk(SzN) := {Ψ ∈ L2 | SzNΨ = skΨ}, Htk := L2k ∩Ht. (1.26)

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(iii) Invariant subspaces of H.
Definition/Lemma 1.9. (Decomposition of H into invariant subspaces)
(i) For the antisymmetrization projector Pa, there holds HPaΨ = PaHΨ for all Ψ ∈
H2. Thus, H maps Hˆ2 → Lˆ2.
(ii) The spaces
L2R := {Ψ ∈ L2 | Im Ψ = 0}, L2C := {Ψ ∈ L2 | Re Ψ = 0}
of purely real-valued and purely imaginary-valued wave functions are invariant sub-
spaces of H and Pa. If we define for t ≥ 0 the spaces
L2 := Lˆ2R := Lˆ2 ∩ L2R, Ht := HˆtR := Hˆt ∩ L2R, Lˆ2C := Lˆ2 ∩ L2C, HtC := Hˆt ∩ L2C,
there holds
H|Lˆ2 =
(
H : H2 → L2
)
⊕
(
H : Hˆ2C → Lˆ2C
)
. (1.27)
(iii) Let SzN and L2k, k ∈ {0, . . . , N}, denote the z-spin operator and the spin spaces
from Section 1.2(ii) respectively. There holds HSzNΨ = S
z
NHΨ for all Ψ ∈ H2; H
therefore maps H2k to L2k.
(iv) Let
L2k := L2k ∩ L2, Htk := L2k ∩Ht (1.28)
for t ≥ 0; the Hamiltonian H : H2 → L2, i.e. restricted to the real-valued antisym-
metric functions, can then be decomposed to a direct sum of Hamiltonians densely
defined on the spin subspaces L2k,(
H : H2 → L2) = ⊕
0≤k≤N
(
H : H2k → L2k
)
. (1.29)
(v) For spin numbers k, k′ ∈ {0, . . . , N} with k + k′ = N (i.e. ζk = −ζk′), the antisym-
metrized spaces L2k,L2k′ are isomorphic by spin conjugation, i.e. by componentwise
multiplication of the spin vector of Ψ with −1. The action of H on the real-valued
antisymmetric space H2 is therefore already determined by its action on the spaces
H2k, 0 ≤ k ≤ N2 .
Proof. All claims are straight-forwardly deduced from the structure of H, namely the
facts that it is invariant under permutation of indices, only incorporates real quantities,
and that it does not act on the spin variable, together with the simple observation that
Pa, SzN and c all map H2 → H2 (for Pa, also see Lemma 1.5).

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1.3 The strong and the weak form of the electronic
Schro¨dinger equation
(i) The strong eigenvalue equation. By 1.1(ii), the energy values an electronic system
can attain are determined by the spectrum
spec(H) := { λ ∈ C | H − λI does not have a bounded inverse } (1.30)
of the according Hamiltonian, itself governed by the form of the potential energy term
V . While for some potentials like bounded potentials on bounded domains, the according
Hamiltonian may have a compact resolvent, so that standard operator eigenvalue theory
may be applied to show that its spectrum only consists of discrete eigenvalues [47], or
while in other cases, a complete set of eigenfunctions may be calculated explicitly as
for the quantum mechanical harmonic oscillator [214], those results do unfortunately not
apply to the electronic Hamiltonian (1.20), and the electronic Hamiltonian H admits for
a rather complicated spectrum.14
Let us denote by Lˆ2b ⊆ (L2, ‖.‖) the space spanned by the antisymmetric eigenvectors of
H, i.e. by those antisymmetric functions 0 6= Ψ ∈ Hˆ2 for which there is an E ∈ C such
that the eigenpair (Ψ, E) fulfils the time-independent electronic Schro¨dinger equation
HΨ = EΨ. (1.31)
By a result going back to Ruelle [183], sometimes termed the RAGE theorem [111, 202],
Lˆ2b is the space that contains all electronic states that remain localized for all times,
therefore representing the electronic bound states of the given molecule; the corresponding
expectation values are their corresponding energies. In particular, if H has any eigenvalues
at all,
E0 = inf
06=Ψ∈H2∩Lˆ2b
〈HΨ,Ψ〉
〈Ψ,Ψ〉 (1.32)
is an eigenvalue ofH, representing the electronic ground state energy of the given molecule.
The (approximate) computation of E0 and a corresponding eigenvector is one of the central
tasks of electronic structure calculation and of this work. Using (1.27), it is not hard to
show that
spec(H : Hˆ2 → Lˆ2) = spec(H : H2 → L2).
From real-valued eigenfunctions, complex eigenfunctions are then constructed by taking
the real-valued solutions (belonging to the same eigenvalue) as their real and imaginary
part. In particular, an eigenvalue E is simple in Hˆ2 iff it is simple in H2, and the lowest
eigenvalue (1.32) of H coincides with the lowest eigenvalue belonging to a real-valued
eigenfunction. Therefore, using Lemma 1.9, the computation of the ground state (1.32)
amounts to the following first formulation of the central problem of this work.
14For results about the spectral properties of Hamiltonians with other potentials V , see [28, 179] and
[197] and the extensive references therein.
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Problem 1.10. (Strong eigenvalue problem for H)
Provided that the electronic Hamiltonian H : H2 → L2 from (1.20) has a non-empty
point spectrum, find (or approximate) an antisymmetric function Ψˆ ∈ H2 such that it is
an eigenfunction of H belonging to the lowest eigenvalue E0 ∈ R that H attains on H2,
that is, Ψˆ is a solution of the time-independent Schro¨dinger equation
HΨˆ = E0Ψˆ, (1.33)
and E0 fulfils (1.32).

(ii) The weak eigenvalue equation. For numerical treatment of partial differential
equations, it is common practice to skip from the above strong formulation (1.33) to the
weak formulation. This way, one circumvents the problems associated with the treat-
ment of unbounded operators and obtains a natural way of discretising and analysing the
corresponding equations, see e.g. [95] for an introduction.
Definition 1.11. (Electronic Hamiltonian bilinear form and weak eigenpairs)
For the Hamiltonian H : H2 → L2 (restricted to the real-valued antisymmetric space H2),
the associated symmetric bilinear form is given by
h : H2 ×H2 → R, h(Ψ,Ψ′) := 〈HΨ,Ψ′〉 = 1
2
〈∇Ψ,∇Ψ′〉︸ ︷︷ ︸
t(Ψ,Ψ′)
+ 〈V (x)Ψ,Ψ′〉︸ ︷︷ ︸
v(Ψ,Ψ′)
. (1.34)
The potential energy bilinear form v, and thus also h, can be extended to a continuous
bilinear form on H1×H1 [211], which is also given explicitly by (1.34) and which we also
denote by h. Weak (electronic) eigenpairs of h are pairs (Ψ, E) ∈ H1 × R for which
h(Ψ,Ψ′) = E〈Ψ,Ψ′〉 for all Ψ′ ∈ H1. (1.35)
It can be shown that a function Ψ ∈ H1 is a weak eigenfunction in the sense of (1.35)
if and only if Ψ ∈ H2 and Ψ fulfills the strong Schro¨dinger equation (1.33), see [214].
Problem 1.10 is therefore equivalent to finding a “weak eigenpair”
(Ψˆ, E0) ∈ H1 × R
of h, where E0 is the lowest eigenvalue of h, and we will go on by decomposing this
problem further.
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(iii) Decomposition of h. From Lemma 1.9, it follows that
spec(H : H2 → L2) =
⋃
0≤k≤N
2
spec(H : H2k → L2k).
Therefore, we can (thanks to continuity arguments) accordingly decompose the weak
eigenvalue problem into eigenvalue problems for fixed k, 0 ≤ k ≤ N
2
. Because there holds
HΨ(X, σ) = 0 for each spin vector σ for which
∑
si∈σ si 6= −N2 +k, we can thus reformulate
Problem 1.10 in terms of an equivalent set of no more than (N + 1)/2 problems, with
which we will deal from now on:
Problem 1.12. For fixed k with 0 ≤ k ≤ N/2, find an eigenpair
(Ψ, E∗) = (Ψk, E∗k) ∈ H1k × R
such that E∗ is the lowest eigenvalue of the bilinear form h on H1k ×H1k, i.e.
h(Ψ,Ψ′) = E∗〈Ψ,Ψ′〉 for all Ψ′ ∈ H1k, (1.36)
and E∗ is the smallest value such that there is a Ψ ∈ H1k for which (1.36) holds.
For each k, we can now compute an eigenpair (Ψk, E
∗
k) ∈ H2k ×R, where E∗k is the lowest
eigenvalue of h restricted in the left argument to H2k. The overall ground state energy E0
is then given by the lowest of those eigenvalues.
(iv) Existence of bound and ground states; lower bound for h.
If for fixed 0 ≤ k ≤ N/2, the infimum
inf{ h(Ψ,Ψ) | Ψ ∈ H1k, ‖Ψ‖ = 1} (1.37)
is an eigenvalue of h, Problem 1.12 is equivalent to computing the minimum and minimizer
of (1.37), and thus to a classical minimization task. However, this does not necessarily
need to be the case, and we may even encounter the situation that the lower eigenvalues
of h are “hidden” in the essential spectrum [179] of h, making the computation of these
eigenvalues a numerically tedious task. In the context of electronic structure calculation,
we are offered a way out by the fact that the bottom inf specess of the essential spectrum
can be associated with a formalization of the ionization threshold energy of the molecule
(see e.g. [4, 167, 214]). Therefore, if we make assumption that for a configuration of
fixed spin number 0 ≤ k ≤ N/2, it is energetically more advantageous for the electrons
to stay in the vicinity of the nuclei than to fade away at infinity (which seems physically
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reasonable if we want to compute stable molecules), this assumption implies [214]15 the
following statement, which we will assume from this point on.
Assumption 1.13. For fixed z-spin value ζk ∈ spin(N), there holds that
E∗ := inf{ h(Ψ,Ψ) | Ψ ∈ H1k, ‖Ψ‖ = 1 } < inf specess(h|H1k×H1k). (1.38)
Under this condition, every value E contained in the spectrum of h|H1k×H1k and smaller
than the ionization energy inf specess(h|H1k×H1k) is an eigenvalue of finite multiplicity, i.e.
a bound state of the molecule; in particular, E∗ := E∗ is the lowest one, the ground
state energy of the given nuclear configuration, and the corresponding eigenfunction Ψ
is an electronic ground state of the configuration. Also, Assumption 1.13 vindicates the
Rayleigh-Ritz principle, providing a solid basis for a variational analysis, see also [214].
Assumption 1.13 can be proven for some cases, e.g. for one-atomic molecules; for the case
of N = 2, conditions on the decay of the potential may be given to enforce a finite discrete
spectrum, for greater N , its validity may be related to the total charge for atoms. For a
review of those and related results on the spectral properties of N -electron Hamiltonians
and other cases and for the related HVZ-theorem, confer [197] or the quite exhaustive
review [111] and the references therein.
The bilinear form h : H1k × H1k, and therefore also h : H1 × H1, can be shown to fulfil a
G˚arding inequality [209] on H1 [214]: There holds
c ‖Ψ‖21 − µ〈Ψ,Ψ〉 ≤ h(Ψ,Ψ) ≤ C ‖Ψ‖21 (1.39)
for all Ψ ∈ H1 and some µ ∈ R, c, C > 0. We will later use (1.39) to show that
h(·, ··)−E0〈·, ··〉 is a bounded, H1k-elliptic mapping on the orthogonal complement of the
eigenspace belonging to E0 = E0, an indispensable tool in the analysis of the algorithms
of quantum chemistry, see Section 2.
(v) Properties of electronic eigenfunctions. We compile only some of the vast
amount of known facts and references about properties of electronic eigenfunctions Ψ
very briefly, and refer to [198] for a detailed review. Most results are formulated for the
spatial components ΨX := Ψ(·, σ) with a fixed spin vector σ, which are in an obvious
way related to the eigenfunctions Ψ ∈ H1k by the antisymmetry constraint. ΨX is for any
0 < θ < 1 (almost everywhere equal to) a θ-Ho¨lder-continuous function on all of R3N with
locally bounded derivatives, so ΨX is (almost everywhere equal to) a locally Lipschitz
15In [214], the below condition is stated for certain antisymmetric subspaces H(σ) of L2(R3N ) to which
the weak eigenvalue problem may be decomposed for a nice analysis. It is not hard to show though that
the condition from [214] and the one given below are equivalent.
1.3 The electronic Schro¨dinger equation 17
continuous function [114]. If E < inf specess, ΨX and its partial derivatives decay as
e−
√
2(Σ−E)|X| for any value E < Σ < inf specess [4, 162], cf. also [214] for related results.
Similar results also hold for so-called non-threshold eigenvalues lying in the essential spec-
trum of H, see [111]. From this, an according pointwise bound |Ψ(X)| ≤ Ce−
√
2(Σ−E)|X|
can be deduced by methods explained in [198]. Note that this refines the characterization
of eigenfunctions as “bound states” of the system and also vindicates the computation
of ΨX on R3N by approximation on bounded domains. In particular, ΨX is bounded in
R3N , see also [198].
Concerning regularity, we note at first that by the equivalence of weak and strong for-
mulation, weak eigenfunctions are globally H2. Not much more can be expected globally,
as already the simple example of the of the hydrogen atom, for which the ground state
can be computed analytically, has a Sobolev regularity limited to t < 5/2. Nevertheless,
standard results (see e.g. Theorem 8.10. in [85]) can be used to show that eigenfunctions
Ψ are C∞ at any X ∈ R3N where V (X) is C∞. The complement of those points is the
set of coalescence points or cusps of the wave function, where either xi = Rj for some
i ∈ Nc , j ∈ Mc, or xi = xj for some i, j ∈ Nc, that is, where an electron and a nucleon
meet or where at least two electrons are at the same place in space. For the behaviour of
ΨX on the cusp set, the hydrogen atom provides an instructive example that shows that
the derivative of ΨX does not need to be continuous at coalescence points. More general
results were first formulated by Kato [114] for points where exactly two particles meet,
and later extended to the general case in a series of papers [79, 106, 107, 108]. See [79]
for a quite clear characterization of the cusps. In numerical computations, approxima-
tion of the electron-electron cusps (xi = xj) poses a major obstacle when employing the
classical methods used in quantum chemistry. In this context, another interesting family
of regularity results has recently been proven by Yserentant [212, 213, 214]: By using the
antisymmetry condition, it can be shown that specific mixed first derivatives of Ψ and
their derivatives exist, are square-integrable and decay exponentially. In particular, an N
particle wave function enjoys increasing mixed regularity with increasing particle number
N , even in the cusp points. Thus, the “curse of dimensionality”, i.e. in this case the
exponential dependence of the dimension of the discretisation of L2N on the number N of
particles, can be broken at least theoretically by use of sparse grids techniques [38], cf.
[92, 213, 216] for some results.

18 1 A FRAMEWORK FOR ELECTRONIC STRUCTURE CALCULATION
1.4 Bases for tensor spaces and the Slater basis
To discretise Problem 1.12 Galerkin-style, and also to formulate the eigenvalue problem
in terms of Second Quantization, a basis of the antisymmetric, real valued tensor spaces
H1k and L2k for fixed 0 ≤ k ≤ N/2 is needed. The according constructions and notations
are introduced in this section.
As a first step, we will construct a tensor basis B for the real spaces
L2R = L2(R3N × ΣN ,R), H1R := H1 ∩ L2R.
We will then restrict this basis to certain ordered tensor bases B′k for the spin numbers
0 ≤ k ≤ N/2, which are in a third step mapped to the so-called Slater bases Bk of the
antisymmetric spaces L2k and H1k which we have to deal with when treating the weak
eigenvalue problem (1.36).
Definition 1.14. (Spatial, spin and tensor space bases)
Let
B := {ϕp ∈ H1(R3,R) | p ∈ N} (1.40)
be a basis of H1(R3,R) (consisting of so called spatial orbitals ϕp). From each spatial
orbital ϕp, we construct two so-called spin orbitals χp, χp ∈ B ∈ H1(R3 × {±12},R) of
respective spin +1
2
and spin −1
2
by setting
χp(x,
1
2
) = ϕp(x), χp(x,−12) = 0,
χp(x,
1
2
) = 0 χp(x,−12) = ϕp(x).
and then letting
BΣ = {χp, χp | p ∈ N}. (1.41)
To index elements from BΣ, we let
I+ := {p | p ∈ N}, I− := {p | p ∈ N}, I := I+ ∪ I−. (1.42)
Finally, we define an according basis of L2R by
B := {⊗Nk=1χPk (xk, sk) | P1, . . . , PN ∈ I}. (1.43)
Elements of B, not specified further, will be labeled by a “tilde”, Ψ˜ ∈ B.

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Remarks 1.15.
(i) By the results on tensor product spaces in Section 1.1(i), B is a basis of L2R and also
a basis of H1∩L2R because H1⊗ ⊇ C∞0 (see Section 1.1(iii) for the definition) is dense
in H1.
(ii) If B is L2-orthonormal, B
Σ is an L2-orthonormal basis, and B is an orthonormal
basis with respect to the L2R-inner product.
(iii) If a function Ψ ∈ B contains exactly k functions χP with indices from I+, it is
obviously an eigenfunction of the z-spin operator SzN , corresponding to an eigenvalue
ζk = −N2 + k. Therefore, B is an eigenbasis of SzN .

Before defining a basis for the antisymmetric spaces L2k, we will need an intermediate step,
in which we construct for 0 ≤ k ≤ N ordered basis sets B′k, spanning according ordered
tensor spaces L2,ord. In step (ii), we map them to basis sets Bk of the spaces L2k by use of
the antisymmetry projector Pa.
Definition 1.16. (Ordered tensor product bases, Slater basis)
(i) On the index set I from (1.42), we introduce an ordering by defining
p < q, p < q iff p < q; p < q
for all p, q ∈ N. If no particular spin is designated for an index from the set I, it
will be denoted by a capital letter P,Q, . . ..
For k ∈ {0, . . . , N}, we define the ordered tensor bases
B′k :=
{⊗Ni=1 χPi | P1 < . . . < Pk ∈ I+, Pk+1 < . . . < PN ∈ I− }, (1.44)
and let
B′ := ∪˙k=0,...,NB′k, L2,ordk := span(Bk)
L2
, L2,ord := span(B)
L2
.
Elements from B′ (only turning up in this section) will be marked by a “prime”,
Ψ′µ ∈ B′.
(ii) Using the antisymmetry projector Pa from (1.22), we define the mapping
Q : L2R → L2, QΨ =
√
N ! · PaΨ. (1.45)
and the Slater bases
Bk := {Ψµ := QΨ′µ | Ψ′µ ∈ B′k}, B := ∪˙k=0,...,NBk. (1.46)
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The terminology introduced in Definition 1.16 is justified by the next lemma.
Lemma 1.17. (Slater determinants, isometric property of Q : L2,ord → L2, Slater basis)
(i) For each function Ψ˜µ = ⊗Ni=1χPi (xi, si) ∈ B for which two indices in µ coincide,
there holds
QΨ˜µ = 0. (1.47)
If all indices in µ are mutually distinct, its image under Q is given by a so-called
Slater determinant,
Ψµ = ⊗ˆNi=1χPi (xi, si) := QΨ˜µ =
1√
N !
∑
pi∈S(N)
⊗Ni=1χPi (xpi(i), spi(i)). (1.48)
In particular,
QΨ˜µ = QΨ˜ν (1.49)
iff all the indices in µ and ν coincide (except for possibly different ordering).
(ii) The restriction of Q to L2,ord is an L2-orthogonal isomorphism between L2,ord and
the antisymmetric space L2, i.e Q is continuous, one-to-one and onto, and for any
Ψ′1,Ψ
′
2 ∈ L2,ord, Ψ1 := QΨ′1, Ψ2 := QΨ′2,
there holds
〈Ψ1,Ψ2〉 = 〈Ψ′1,Ψ′2〉. (1.50)
In particular, B′ is an L2-orthonormal basis of L2,ord iff B is an L2-orthonormal
basis of L2.
(iii) Q maps L2,ordk onto L2k for every k ∈ {0, . . . , N}, so that for B′k orthonormal, Bk is
an L2-orthonormal basis of L2k.
Proof. Concerning (i), we only note that (1.47) and (1.48) follow directly from the def-
inition of Pa, while (1.49) is proven by writing out QΨ˜µ,QΨ˜ν and using that S(N) is
invariant under left multiplication with the index permutation that takes µ to ν. To show
(1.50) from (ii), we fix an orthonormal tensor basis B′ of L2,ord. For a basis functions
Ψ′µ,Ψ
′
ν ∈ B′, the definition of Q shows that ‖QΨ′µ‖ = 1 while by Lemma 1.5,
〈Ψµ,Ψν〉 = 〈QΨ′µ,QΨ′ν〉 =
√
N ! 〈PaΨ′µ,Ψ′ν〉.
It is not hard to see that from this, 〈Ψµ,Ψν〉 = 0 follows if ν 6= µ; thus, for any Ψ′ =∑
µ∈M αµΨ
′
µ ∈ L2,ord,
‖QΨ′‖2 = 〈Q(
∑
µ∈M
αµΨ
′
µ), Q(
∑
ν∈M
ανΨ
′
µ)〉 =
∑
µ∈M
∑
ν∈M
αµανδµ,ν = ‖Ψ′‖2.
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This shows thatQ is L2-norm-preserving and in particular continuous and one-to-one, and
that the functions from B are linearly independent. To show that Q is onto, which also
proves that B is a basis of L2, we note that from Lemma 1.9(i), there follows L2 = PaL2R;
thus, it suffices to show that for any Ψ ∈ L2R,
PaΨ = QΨ′
for some Ψ′ ∈ B′. To start with, we notice that for any function Ψ˜ν from the basis B of
L2R, there either holds PaΨν = 0, or there is a Ψ′piν ∈ B′ for which
QΨ′piν =
√
N ! PaΨ˜ν .
Indeed, let Ψ˜ν := ⊗Nn=1χPn ∈ B; then, if QΨν 6= 0, all indices of ν are distinct, so there is
a permutation piν of the basis functions χPn such that
Ψ′piν := ⊗Nk=1 χPpiν (n)∈ B
(namely the one sorting the indices according to the ordering on I). Because the symmet-
ric group is invariant under right multiplication with the permutation piν , there follows
sgn(piν) PaΨ˜ν = PaΨ′piν =
1√
N !
QΨ′piν .
Let us now denote by N ∗ the set multi-indices µ ∈ IN for which all indices are distinct.
Because L2 = PaL2R, there is for any Ψ ∈ L2k a sequence (αν)ν∈N and a corresponding
sequence of elementary tensors Ψν ∈ B such that
Ψ = Pa(∑
ν∈N
ανΨ˜ν
)
=
1√
N !
∑
ν∈N ∗
sgn(piν)ανQΨ′piν = Q
( 1√
N !
∑
ν∈N ∗
sgn(piν)ανΨ
′
piν
)
,
and the rightmost expression is an element of QL2,ord, showing that Q : L2,ord → L2 is
onto L2. Because also L2k = PaL2k by Lemma 1.9(iii), an analogous argument shows that
Q maps L2,ordk to L2k and thus proves (iii).

Remark/Definition 1.18. (Index sets for the bases B,Bk)
Each Slater determinant Ψµ = QΨ′µ ∈ B is by the last lemma also uniquely labeled by a
multi-index µ = (P1, . . . , PN) from the set
M := { µ = (P1, . . . , PN) ∈ IN | P1 < . . . < PN }. (1.51)
If Ψν ∈ Bk for fixed spin index k, there holds
µ ∈Mk := {µ = (P1, . . . , PN) ∈M | P1, . . . , Pk ∈ I+, Pk+1, . . . , PN ∈ I−}, (1.52)
so that
B = {Ψµ | µ ∈M}, Bk = {Ψµ | µ ∈Mk}. (1.53)

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1.5 The electronic Schro¨dinger equation in Second Quantization
In various methods used in quantum chemistry, including the Coupled Cluster method
to be treated in Section 3, the use of the formalism of Second Quantization [27] greatly
simplifies the derivation of implementable equations. In Second Quantization, operators
defined on the antisymmetric tensor space L2 are written in terms of annihilation and
creation operators belonging to a fixed one particle spin basis of L2(R3 × Σ), inducing
a tensor basis of L2 as constructed in the last section. Operators are then completely
determined by a corresponding set of coefficients, see [206] for results on the related
concept of “matrix operators”. In this section, we will introduce annihilation and creation
operators in part (i), leading in part (ii) to a mathematically rigorous definition of the
(weak) Second Quantization Hamiltonian that will be used later.
(i) Annihilation and creation operators. We will in this part (i) have to utilize
the antisymmetric, real valued space L2 = L2N for a varying number N of electrons.
Therefore, the spaces, operators etc. under consideration will be equipped with an index
N indicating the number of particles where needed. Because notations used are intuitive
and only needed in this part, we will not introduce them at all length. From part (ii)
on, the particle number N will be fixed again; consequently, the indices will be omitted
again. Let us introduce the (fermion) Fock space [77]
F :=
∞⊕
N=0
L2N ,
where the symbol
⊕
denotes the direct orthogonal sum of the antisymmetric N -fold
tensor product Hilbert spaces L2N . In F, we may embed any N -electron state vector
ΨN ∈ L2N by writing it as (δk,NΨN)k∈N = (0, 0, . . . , 0,ΨN , 0, . . .). Note that the case
N = 0 is also included in the above definition of the space F. For this case, L20 is
(by definition of the tensor product) the underlying field of the complex numbers. This
is a one-dimensional vector space, thus containing up to a phase factor only one state
vector called the vacuum state |〉. This state is in some sense the starting point for the
formalism of second quantization, as any state vector may be created from it by the use
of the creation operators introduced below.
Motivated by our application in Section 3, the following definition of those operators also
allows for non-orthogonal basis sets and functions f not contained in the basis BΣ; the
naming of the operators introduced will be motivated in the remarks given afterwards.
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Definition 1.19. (Creation and annihilation operators)
(i) For 1 ≤ N ∈ N, f ∈ L2(R3 × {±1
2
}) and Ψµ ∈ BN , we at first define
a†f,NΨµ := QN+1
(
f ⊗Ψµ
)
, (1.54)
where
QN+1 : L2R,N+1 → L2N+1
is the mapping from Definition 1.16.
By linear continuation of the above definition to linear combinations, and by closing
[206] the operator in L2N , we extend16 each a
†
f,N to a linear map
a†f,N : L
2
N → L2N+1.
For N = 0, we let a†f,0|〉 = f ∈ L21. The creation operator or creator of f is now
defined by
a†f : F→ F, a†f :=
∞⊕
N=0
a†f,N . (1.55)
In particular, if f = χP from the fixed basis set B, we will denote a†P := a†χP for
convenience.
(ii) We define the annihilation operator or annihilator af : F→ F of f as the adjoint of
the creation operator a†f : F → F of f . The annihilator of a basis function χP ∈ B
is denoted by aP .

We remark that for any normed finite linear combination Ψ =
∑M
n=1 αµΨµ of basis func-
tions, it is easy to show ‖a†f,NΨ‖L2 ≤ ‖f‖L2 , so (as was already asserted above,) the
closure [206] of a†f,N is an operator L2N → L2N−1.
Additionally, because the creation operator a†f is closed, the adjoint of the adjoint of a
†
f
is a†f , so that the adjoint of the annihilator af is indeed a
†
f , as indicated by the notation.
16See the remarks after this definition.
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Later on, we will need the properties of the annihilation and creation operators compiled
in the following lemma. The proofs can - given in the so-called “ket notation”17 - be found
in [103, 201] or are generalized from them straightforwardly, so they are omitted here.
Lemma 1.20. (Properties of the creation and annihilation operators)
(i) For f ∈ span{χP1 , . . . χPN}, we have
a†f
(⊗ˆNn=1χPn) = 0.
(ii) The action of af on an N-electron elementary tensor Ψ = ⊗Ni=1χPi is given by
a˜fΨ :=
N∑
n=1
(−1)n−1〈f, χ
Pn
〉 Q
((⊗n−1i=1 χPi)⊗ (⊗Ni=n+1 χPi)). (1.56)
(iii) In particular, there holds for Ψµ = ⊗Ni=1χPi ∈ B and Pi ∈ {P1, . . . , PN} that
aPi,N
(⊗ˆNn=1χPn) = (−1)i−1Q((⊗i−1n=1 χPn)⊗ (⊗Nn=i+1 χPn)) ∈ L2N−1,
so that aPi “annihilates” the basis function χPi and adds a corresponding sign.
(iv) For J /∈ {P1 . . . PN},
aJ
(⊗ˆNn=1χPn) = 0,
where 0 is the zero vector 0 ∈ F (not to be confused with the vacuum state).
(v) Using the anticommutator [A,B]+ = AB + BA, there hold the anticommutator
relations
[af , ag]+ = 0, [a
†
f , a
†
g]+ = 0, (1.57)
and if f, g ∈ L2(R3 × {±1
2
}) are orthogonal,
[af , a
†
g]+ = [a
†
f , ag]+ = 0. (1.58)
If B is an orthogonal one-electron basis,
[aP , a
†
Q]+ = [a
†
P , aQ]+ = δP,Q (1.59)
for all P,Q ∈ I, where δP,Q = 1 only if P = Q and δP,Q = 0 otherwise. Furthermore,
all creation and annihilation operators are nilpotent,
afaf = a
†
fa
†
f = 0. (1.60)
The importance of creation and annihilation operators is rooted in the fact that any
linear operator on F may be written as a sum of polynomials in creation and annihilation
operators a†I , aI [44]. In particular, this of course includes the Hamiltonian, and its second
quantization form will be introduced in the next section.
17In quantum chemistry, Slater determinants are usually denoted in the ket notation |P1, . . . , PN 〉,
related to the above by |P1, . . . , PN 〉 := QΨµ for any (not necessarily sorted) index µ = (P1, . . . , PN ).
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(ii) The weak Hamiltonian of Second Quantization. For numerical treatment of
the Schro¨dinger equation, one usually fixes a basis Bk of H1k as constructed in Definition
1.16. For this basis (or rather for a finite selection from Bk in practice), the matrix
elements h(Ψµ,Ψµ) of the bilinear form h then have to be evaluated. By definition of h,
this task involves for each pair Ψµ,Ψν of Slater determinants with coinciding spin a high-
dimensional integration over R3N , which would in view of the size of the tensor basis and
additionally the dimension of the integration domain quickly become an infeasible task
even for very small N . It is therefore an essential fact that in an orthonormal basis set,
this task reduces due to the structure of the Hamiltonian to the computation of O(|D|4)
integrals, where |D| is the size of the used discretised one particle basis set {χp|p ∈ D ⊆ I}.
Additionally, those integrals are now involving at most 2 spatial variables xi, xj, i.e. they
are integrals over R6. We now introduce notations for those integrals, and afterwards
derive the weak Hamiltonian of Second Quantization.
Definition 1.21. (Antisymmetric integrals of quantum chemistry)
For χ
P
, χ
Q
, χR, χS ∈ BΣ, we introduce the single electron interaction integrals
hP,Q :=
1
2
〈∇χ
P
,∇χ
Q
〉+
K∑
ν=1
〈χ
P
,
Zν
|xi −Rν |χQ〉 (1.61)
and the electron pair interaction integrals18,19
〈PQ|RS〉 :=
∑
s,s′∈{± 1
2
}
∫
R6
χ
P
(x, s)χ
Q
(y, s′)
1
|x− y|χR(x, s)χS(y, s
′) dxdy (1.62)
as well as the antisymmetrized integrals
〈PQ‖RS〉 := 〈PQ|RS〉 − 〈PQ|SR〉. (1.63)

18The notation for electron pair interaction integrals introduced here the is the standard physicist’s
notation for the Coulomb integrals, which may be read as abbreviation for the inner product in (1.62).
Note though that concurrently to this, the so-called Mullikan notation (PR‖QS) is preferred by most
chemists, related to the above by (PR‖QS) = 〈PQ‖RS〉. To avoid confusion, we will stick to the
physicist’s notation in this work.
19Note that (except for the case of closed shell calculations, i.e. k = N/2) the integrals depend not
only on the indices p, q, r, s for the spin free basis functions, but on the spin orbital indices P,Q,R, S, i.e.
e.g. 〈pQ‖RS〉 6= 〈pQ‖RS〉 in general.
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With these definitions at hand, we can now introduce the Second Quantization Hamilto-
nian.
Lemma 1.22. (Second Quantization Hamiltonian)
By standard functional analysis [206], the bilinear form h : H1k×H1k defines a corresponding
bounded linear operator Hˆ : H1k → H−1k , which maps Ψ ∈ H1k to a functional
HˆΨ : H1k → R, Ψ′ 7→ h(Ψ,Ψ′). (1.64)
If B from (1.40) is an L2-orthonormal basis set, this operator is in terms of annihilation
and creation operators given by
Hˆ =
∑
P,Q∈I
hP,Qa
†
PaQ +
1
2
∑
P,Q,R,S∈I
〈PQ‖RS〉a†Pa†QaSaR. (1.65)
Proof. Because of the linearity and continuity of h on H1k, it suffices to show the claim
for all Slater basis function Ψµ = ⊗Nn=1χQn ,Ψν = ⊗Nn=1χPn ∈ H1k. The conjecture thus is
a consequence of the following equalities, see below for some comments.
h(Ψµ,Ψν) =
N∑
i=1
hPi,Qi
(∏
6`=i
〈χ
Q`
, χ
P`
〉)+ N∑
i,j=1
〈PiPj‖QiQj〉
( ∏
`6=i,j
〈χ
Q`
, χ
P`
〉)
=
N∑
i=1
hPi,Qi〈aQiΨµ, aPiΨν〉+
N∑
i,j=1
〈PiPj‖QiQj〉〈aQjaQiΨµ, aPjaPiΨν〉
=
∑
P,Q∈I
hP,Q〈aQΨµ, aPΨν〉+ 1
2
∑
P,Q,R,S∈I
〈PQ‖RS〉〈aSaRΨµ, aQaPΨν〉
=
∑
P,Q∈I
hP,Q〈a†PaQΨµ,Ψν〉+
1
2
∑
P,Q,R,S∈I
〈PQ‖RS〉〈a†Pa†QaSaRΨµ,Ψν〉
= 〈HˆΨµ,Ψν〉.
In the preceding, the representation of h in the first line follows from evaluation of
h(Ψµ,Ψν) for the antisymmetric Ψ,Ψ
′. As this is rather straightforward, we do not prove
it here for sake of brevity; see [201] for the related Slater-Condon rules. The transition
from the first to the second third line is due to (iii) of Lemma 1.20, while the third follows
from (iv) of Lemma 1.20 and the fourth from the adjoint relation between aI and a
†
I .
Additionally, symmetry of the coefficients and orthogonality of the basis functions were
used.

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1.6 Ellipticity results for the Hamiltonian and for
Hamiltonian-like operators
For our analysis of the methods and algorithms of Quantum Chemistry in the next three
sections, we will often use that the different operators turning up in the respective con-
text are elliptic, or can be shifted to be elliptic on certain subspaces of the space under
consideration. The present Section 1.6 compiles some results needed later.
We start with a simple lemma. The conditions of the essential Corollary 1.24 deduced
from it are for example fulfilled by the Second Quantization Hamiltonian Hˆ, see (1.39),
and by some Fock- and Kohn-Sham type operators defined later, see Remark 2.8 and also
Remark 3.14. For further conditions under which (1.66) holds, see [209].
Lemma 1.23. Let V ↪→ X ↪→ V ′ be a Gelfand triple, and let A : V → V ′ be a symmetric
operator which is bounded from below by a G˚arding estimate
〈Av, v〉 ≥ c1‖v‖2V − c2‖v‖2X (1.66)
with constants c1, c2 > 0. If additionally, A is X-elliptic, i.e.
〈Av, v〉 ≥ c3‖v‖2X for all v ∈ V (1.67)
for some c3 > 0, then A is also V -elliptic,
〈Av, v〉 ≥ c4‖v‖2V for all v ∈ V (1.68)
for some c4 > 0.
Proof. For q := c3/(c2 + c3) < 1, we use that 〈Av, v〉 can be expressed as
q〈Av, v〉 + (1− q)〈Av, v〉 ≥ qc1‖v‖2V + (c3 − q(c2 + c3))‖v‖2X = qc1‖v‖2V .

Corollary 1.24. Let V ↪→ X ↪→ V ′ be a Gelfand triple, and A : V → V ′ a symmetric
operator with its lowest eigenvalue λ of finite multiplicity and bounded away from the rest
of the spectrum of A,
λ < Λ∗ := inf (spec(A)\{λ}).
Then, if A fulfils (1.66) of the previous lemma, A − λI is V -elliptic on the complement
V ⊥λ of the eigenspace belonging to λ, i.e. there holds for some c > 0 that
〈(A− λI)v, v〉 ≥ c ‖v‖2V for all v ∈ V ⊥λ . (1.69)
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Proof. We apply Lemma (1.23) to the (symmetric) restriction of A−λI to the space V ⊥λ ,
where thanks to the Courant-Fischer theorem [179],
〈(A− λI)v, v〉 ≥ (Λ∗ − λ) ‖v‖2X .

Next, we show that a norm ‖.‖F equivalent to the norm on H1(R3 × {±12},R) can be
“lifted” to obtain a norm equivalent to that on H1R.
Lemma 1.25. (Induced one-particle norm)
Let
F : H1(R3 × {±1
2
},R) → H−1(R3 × {±1
2
},R)
be a symmetric, bounded and elliptic linear mapping, i.e. with ‖ · ‖1 denoting the norm
on H1(R3 × {±1
2
},R),
γ ‖ϕ‖21 ≤ 〈Fϕ, ϕ〉 ≤ Γ ‖ϕ‖21 (1.70)
for some constants γ,Γ > 0 and all ϕ ∈ H1(R3 × {±1
2
},R).
(a) The bilinear induced on H1 by FN (cf. Def. 1.1), given in terms of the basis
functions by
〈Ψµ,Ψν〉F :=
N∑
i=1
〈χPi , χQi〉F
(∏
j 6=i
〈χPj , χQj〉
)
, (1.71)
defines an inner product on H1R for which the norm equivalence
‖Ψ‖1 ∼ ‖Ψ‖F (1.72)
holds for all Ψ ∈ H1R.
(b) If  > 0 is a lower bound for the spectrum of F , then
〈Ψ,Ψ〉F ≥ N‖Ψ‖2 (1.73)
for all Ψ ∈ H1R.

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Proof. We choose an orthonormal tensor basis B (constructed along the lines of Definition
1.14). We now show (1.72) for any finite linear combination Ψ =
∑
µ∈N tµΨµ of basis
functions (i.e. only finitely many coefficients tµ are nonzero); the assertions then follow by
standard arguments. For each pair of basis functions Ψµ = χ
µ
1⊗. . .⊗χµN , Ψν = χν1⊗. . .⊗χνN
with χµi , χ
ν
i ∈ H1(R3 × {±12},R), i ∈ Nc, their H1-inner product (1.16) fulfils
〈Ψµ,Ψ′ν〉1 ∼
N∑
m=1
(
〈(1 + |ω|2)(Fχµm)(ω), (Fχνm)(ω)〉
(∏
l 6=m
〈χµl , χνl 〉
))
by definition of the Fourier transform and a simple estimate, so that
〈Ψ,Ψ〉1 ∼
N∑
m=1
( ∑
µ,ν∈IN
〈(1 + |ω|2)Fχµm,Fχνm〉
(∏
l 6=m
〈χµl , χνl 〉
))
. (1.74)
We will now estimate the term corresponding to a fixed m ∈ Nc, and suppose m = 1
without of loss of generality. Let us denote by N− = IN−1 the multi-indices of length
N − 1. Define for any µˆ ∈ N− a function
χµˆ :=
∑
µ=(I1,...,IN )∈IN
(I2,...,IN )=µˆ
tµχI1 .
Then, because in (1.74), the rightmost product only is nonzero if the indices I2, . . . , IN of
µ and ν coincide, we can contract the functions with coinciding second to last indices in
the first component of the tensor product,∑
µ,ν∈N−
〈(1 + |ω|2)Fχµ1 ,Fχν1〉
( ∏
2≤l≤N
〈χµl , χνl 〉
)
=
∑
µˆ∈N−
〈(1 + |ω|2)Fχµˆ,Fχµˆ〉
=
∑
µˆ∈N−
‖χµˆ‖2H1(R3) ∼
∑
µˆ∈N−
〈Fχµˆ, χµˆ〉 =
∑
µ,ν∈N−
〈Fχµ1 , χν1〉
( ∏
1≤l≤N
〈χµl , χνl 〉
)
,
giving the first component of the F -inner product. analogous arguments hold for m =
2, . . . , N , so the claim for (a) follows. Using 〈Fχµˆ, χµˆ〉 ≥ 〈χµˆ, χµˆ〉, the proof for (b) is
very similar, so it is omitted.

For the so-called Fock operator (to which the above abbreviation F was an allusion, see
Section 2), Lemma 1.23 can be used to show that (1.70) is fulfilled, and the previous
Lemma 1.25 will be helpful in this context to prove some theoretical results using the
shifted Fock operator as preconditioner. Unfortunately, the shift parameter can only be
estimated. The following lemma shows that if a spin-wise HOMO-LUMO gap condition
is fulfilled, shifting the lifted operator FN by a sum of lowest eigenvalues taken in the
spin components gives an elliptic operator FN − Λ0I, which has the advantage of being
computable for preconditioning in practice.20
20The assumptions of Lemma 1.26 reflect - except for the HOMO-LUMO condition (1.77) - the general
Assumption 3.1 of Section 3. Because the Lemma is to the author’s mind a little off-topic in Section
3, and proof is surprisingly technical and lengthy due to spin and antisymmetry issues, we decided to
outsource it to the present section comprising technical results.
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Lemma 1.26. Let F : H1(R3 × {±1
2
},R) → H−1(R3 × {±1
2
},R) be a symmetric
operator fulfilling the G˚arding estimate (1.66). For fixed k ∈ {0, . . . , N}, let
M+ = {P1, . . . , Pk} ⊆ I+, M− = {Pk+1, . . . , PN} ⊆ I+,
M
+
= I+\M+, M− = I+\M−,
and let the spaces
V + = span{χP | P ∈M+}‖·‖1 , V − = span{χP | P ∈M−}‖·‖1 ,
V
+
= span{χP | P ∈M+}
‖·‖1
, V
−
= span{χP | P ∈M−}
‖·‖1
be chosen such that
V +⊥L2V +, V +⊥FV +, V −⊥L2 , V −, V −⊥FV − (1.75)
and such that F fulfils the spin-wise HOMO-LUMO gap conditions
λ := max
χ∈V +
〈Fχ, χ〉 < inf
χ∈V +
〈Fχ, χ〉 =: Λ∗, (1.76)
λ := max
χ∈V −
〈Fχ, χ〉 < inf
χ∈V −
〈Fχ, χ〉 =: Λ∗. (1.77)
Then, for V = V +⊕V −, Λ0 := tr(F |V ) is a (weak) simple eigenvalue of the lifted operator
FN : H1k → H−1k ,
and FN−Λ0I is a H1k-elliptic operator on the orthogonal complement U⊥0 of span{⊗ˆNi=1χPi},
i.e. there holds
〈Ψ, (F − Λ0)Ψ〉 ≥ γ ‖Ψ‖2H1 (1.78)
for all Ψ ∈ U⊥0 and some γ > 0.
Proof. We define
Ψ0 = ⊗ˆNi=1χPi , B∗k := {Ψµ | Ψµ ∈ Bk,Ψµ 6= Ψ0};
thus, we have U⊥0 = spanB∗k, and the orthogonality condition (1.75) implies 〈Ψµ, FNΨ0〉 =
0 for all Ψµ ∈ B∗k. Also, 〈Ψ0, FNΨ0〉 = follows from the definition of FN , so that altogether,
(Ψ0,Λ0) fulfils
〈Ψ0, FNΨµ〉 = Λ0〈Ψ0,Ψµ〉
for all Ψµ ∈ Bk, and thus solves the weak eigenvalue problem for FN . To complete the
proof, we show that for all Ψ ∈ U⊥0 ,
〈Ψ, FNΨ〉 ≥ (Λ + γ) ‖Ψ‖2L, (1.79)
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where γ := min{Λ∗ − λ,Λ∗ − λ}; Λ0 then is a simple lowest eigenvalue of FN , and (1.78)
follows from Lemma 1.24. First of all, we decompose Ψ ∈ U⊥0 into Ψ = Ψ1 +Ψ2, where Ψ1
is a linear combination of all Slater determinants which contain at least one function from
V
+
, and Ψ2 thus consists of Slater determinants containing at least one function from
V
−
. From the orthogonality of orbitals of different spins and (3.4), it is straightforward
to see that
〈FNΨ,Ψ〉 = 〈FNΨ1,Ψ1〉+ 〈FNΨ2,Ψ2〉, 〈Ψ,Ψ〉 = 〈Ψ1,Ψ1〉+ 〈Ψ2,Ψ2〉.
Ψ1 can be written as Ψ1 = Q(Φ+ ⊗ Φ−), where Φ+ is a linear combination of Slater
determinants from the k-fold tensor product space formed only from “spin up” orbitals
with indices from I+, Φ− is analogously from the (N−k)-fold tensor product space formed
from orbitals with indices from I−, and Q is the antisymmetrization operator, see Section
1.4. Again, orthogonality of different spins and (3.4) applies to give
〈FNΨ1,Ψ1〉 = 〈FkΦ+,Φ+〉+ 〈FN−kΦ−,Φ−〉.
We note that F is also symmetric on V + and V − by (1.75), and denote the eigenvalues
of F on V + and V − by λ1 ≤ . . . ≤ λk and λk+1 ≤ . . . ≤ λN , respectively. We now show
〈FkΦ+,Φ+〉 ≥
k−1∑
i=1
λi + Λ
∗
, 〈FN−kΦ−,Φ−〉 ≥
N∑
i=k+1
λi ; (1.80)
the analogous argument applied to Ψ2 with interchanged spins then on the whole im-
plies (1.79). To do so, we decompose further, Φ+ =
∑k
r=1 Φr, where Φr is a determinant
containing exactly r orbitals from V
+
(and thus k− r from V +). Again using the orthog-
onality condition (3.4), it follows that 〈FkΦ+,Φ+〉 =
∑N
r=1〈FkΦr,Φr〉. We fix r and use
orthogonality again to get
〈FkΦr,Φr〉 = 〈Fk−rΦ1r,Φ1r〉+ 〈FrΦ2r,Φ2r〉,
in which Φ1r is a Slater determinant consisting of (k − r) functions from V +, while Φ2r
contains r functions from V
+
. By expanding each of the one-particle functions contained
in Φ1r into a one-particle eigenbasis χ˜I of F on V
+, it is not hard to see that
〈Fk−rΦ1r,Φ1r〉 ≥ Λr〈Φ1r,Φ1r〉, Λr :=
k−r∑
i=1
λi.
For Φ2r, Lemma 1.25 applies to Fr|V + to give 〈FΦ2r,Φ2r〉 ≥ rΛ∗. Because this holds for any
r ∈ kc, this means
〈FΦ+,Φ+〉 ≥ (Λ1 + Λ∗) 〈Φ,Φ〉.
A similar argument (in which the only difference is that we have to include r = 0) shows
〈FΦ−,Φ−〉 ≥
N∑
j=k+1
λi,
which finally yields (1.80), thus completing the proof.

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1.7 Conclusions - Towards discretisation
In this section, we have shown that the problem of determining the ground state energy of
an electronic system is equivalent to computing the bN/2c+1 respective lowest eigenvalues
of the weak Schro¨dinger equations (1.36), i.e.
〈(Hˆ − E∗)Ψ, Ψµ〉 = 0 for all Ψµ ∈ Bk (1.81)
on the spaces L2k, 0 ≤ k ≤ N/2, where the matrix elements 〈HˆΨµ,Ψν〉 were given in
Definition 1.21. Note that when viewed as an “infinite dimensional Galerkin scheme” (i.e
a generalized Fourier ansatz), (1.81) yields a system of infinitely many equations for a
coefficient vector (cµ)µ∈M ∈ `2(M) for which
Ψ =
∑
µ∈M
cµΨµ ∈ H1k
solves (1.81), and this set of equations is still equivalent to the original problem of com-
puting the ground state energy. In contrast, common modeling processes in Quantum
Chemistry normally start rightaway with a Galerkin discretisation
Hˆ =
∑
P,Q∈Idisc
hP,Qa
†
PaQ +
1
2
∑
P,Q,R,S∈Idisc
〈PQ‖RS〉a†Pa†QaSaR, (1.82)
of the original Hamiltonian Hˆ, in which Idisc ⊆ I is a finite selection of indices, and the
corresponding tensor basis used is constructed from a finite selection
Bdisck = {ϕp ∈ H1(R3)| p ∈ Dc}
of D spatial orbitals. In the context of quantum chemistry, the Galerkin method is
usually termed “Configuration Interaction method” (CI), and the space spanned by the
corresponding functions Ψµ, µ ∈ Idisc is usually termed the “full CI space”, in contrast
to the continuous, so-called “complete CI space” H1k. If, for discretisation, we choose a
one-particle-basis Bdisck of spatial orbitals containing at least D ≥ N − k elements, the
according discretised tensor basis Bdisck of the discrete tensor subspace of H1k is of the car-
dinality
(
D
k
)(
D
N−k
)
. This space is usually much too large for computational practice, and
a further reduction of the complexity of the used discrete model is inevitable for practical
computations, thus leading to (discrete versions of) the different methods introduced in
Sections 2 and 3, approximating the solution of the eigenvalue equation for the discretised
Hamiltonian Hˆ.
It is essential to note though that Hˆ does not necessarily reflect the properties of Hˆ; for
example, every discrete Hamiltonian Hˆ admits a complete eigenbasis (due to its property
of being symmetric), but the continuous Hamiltonian does not need to have this property;
see Section 1.3. Taking the discrete ansatz (1.82) as starting point for a numerical analysis
1.7 Conclusions 33
is therefore unsatisfactory, because for example, it not a priori self-evident that eigenval-
ues of Hˆ approximate eigenvalues of Hˆ if the basis set size is increased.21 Additionally,
common mathematical concepts like quasi-optimality of discrete solutions or goal-oriented
error estimators naturally involve estimates with respect to the real, continuous solution
Ψ or in terms of the best approximation error infΨdisc∈H1,disck ‖Ψ
disc−Ψ‖; estimates of this
kind are thus a priori excluded in the discrete setting, and we will prove some estimates
of that same style in Section 3 for the Coupled Cluster method in the continuous setting.
The discrete setting also has certain short-comings in view of the construction and anal-
ysis of adaptive variants of the methods of quantum chemistry in the vein of [52, 53, 54],
as was for instance performed by the author and colleagues for the simple eigenvalue
problem including the “complete CI” problem (1.81) in [58, 181]: Usually, the first step
in the analysis performed is to formulate the method and iteration scheme under con-
sideration in the original, infinite-dimensional space and to establish convergence results
for that scheme; afterwards, the finite dimensional approximation can interpreted as a
(controllable) perturbation of the infinite dimensional scheme.22 Because application of
these methods to the minimization framework of Section 2 and to the Coupled Cluster
method analysed in Section 3 is desirable, we will prove such convergence results for the
continuous versions of the methods of DFT, Hartree-Fock, CI and Coupled Cluster in the
next sections.
Motivated by the above reasoning, the methods and algorithms of quantum chemistry to
be introduced and analysed in the following sections will, in contrast to what is normally
done in the literature, be formulated in the continuous spaces L2k resp. H1k, and error
estimates will, unless explicitly stated otherwise, apply to both the continuous space
and – by replacing the respective space under consideration with a discretisation of it –
also to the discretised setting, in which case the estimates are uniform with respect to
discretisation parameters.
21See [214] for a short analysis of the Galerkin/CI method, relating the quality of discrete eigenvalue
and eigenvector approximations to the error of the best approximation in the chosen subspace.
22For a brief introduction to this approach in the context of quantum chemistry calculations, see also
[76].

2 Analysis of a “direct minimization” algorithm
used in Hartree-Fock, DFT and CI calculations
With the results and assumptions of Section 1, computation of the eigenpair (Ψ, E∗)
solving Problem 1.12 is equivalent to computing the minimizer and minimum of the
functional
JHˆ : H1\{0} → R, JHˆ(Ψ) =
〈HˆΨ,Ψ〉
〈Ψ,Ψ〉 , (2.1)
with Hˆ given by (1.64) and H1 := H1k for fixed spin number k. The methods of Hartree-
Fock (HF), Density Functional Theory (DFT) and Configuration Interaction (CI), being
subject of the present Section 2, treat this classical minimization task for the Rayleigh
quotient (2.1) directly, while they reduce the complexity of this task by restricting the
admissible space for the minimizer in one way or another. In all cases, this proceeding
leads to a constrained minimization task that then has to be treated with a suitable al-
gorithm.
This section is dedicated to the analysis of a preconditioned steepest descent (or “direct
minimization”) algorithm popular in the treatment of those minimization tasks, especially
in the context of HF and DFT, but also suitable for the CI method or more generally, in
the context of invariant subspace computation. Formulated abstractly, the direct mini-
mization algorithm to be formulated below can be used to treat the following minimization
task for a suitable energy functional J :
Problem 2.1. (Minimization under orthogonality constraints)
For a fixed Gelfand triple V ↪→ X ↪→ V ′, minimize a given, sufficiently often differentiable
functional
J : V N\{0} → R, J (Φ) = J (ϕ1, . . . , ϕN), (2.2)
which is
(a) invariant with respect to unitary transformations, i.e.
J (Φ) = J (ΦU) = J (( N∑
j=1
ui,jϕj)
N
i=1
)
, (2.3)
for any orthogonal matrix U ∈ Rn×n, and
(b) subordinated to the orthogonality constraints
〈ϕi, ϕj〉 :=
∫
R3
ϕi(x)ϕj(x)dx = δi,j. (2.4)
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We will start out treatment in Section 2.1 by shortly introducing the ansatzes of HF, DFT
and CI, and show that they all lead to minimization problem 2.1. We will then re-write
this problem as one posed on the infinite-dimensional analogue of the Grassmann manifold
[10] in Section 2.2. In the subsequent Section 2.3, we introduce the above mentioned direct
minimization algorithm corresponding to a quasi-Newton method [60, 163] on G; we then
use this theoretical framework to prove local convergence results for the algorithm which
generalize analogous results for eigenvalue computations (see the references in Section
(2.3)(ii)). Results include linear convergence of the iterates (Theorem 2.14), quadratic
dependence of the energies on the error of the eigenfunctions (Theorem 2.15), and residual
estimators (Lemma 2.16).
Please note that Sections 2.2, 2.3 reuse (re-edited) parts of the author’s own work con-
tributed to [191] under the advisory of R. Schneider. In particular, Lemma 2.5 below has
been the work of J. Blauert and is included only for reasons of completeness, but quoted
without proof (given in [191]).
2.1 Overview: The Hartree-Fock/Kohn-Sham model
and the CI method
(i) The Hartree-Fock and Kohn-Sham model. The first two methods we introduce
are the probably most important ones for the qualitative study of larger systems: The
classic ab initio Hartree-Fock (HF) method [103], analysed for instance in [15, 139, 140,
143, 153], and the semi-empirical Kohn-Sham (KS) method [63, 165, 186] of Density
Functional Theory (DFT), introduced in [109, 125, 145] and recently analysed in [7].
Nowadays, these two methods are standardly applied to systems with several hundred
atoms, providing energies up to a relative error of about 10−2 and other properties within
5−10% accuracy (see e.g. [103]). Present scientific efforts in further practical development
of HF and DFT often concentrate on reduction of the canonical N3 scaling [191] to linear
scaling methods, see e.g. [59, 83, 87, 88, 124, 138, 151, 161]. We now at first briefly
introduce the basic ideas of the HF method; we will then sketch the modifications that
are necessary to obtain the KS method.
The Hartree-Fock method replaces the high-dimensional problem of minimizing (2.1), i.e.
that of the computation of a convergent sum Ψ =
∑
µ∈I cµΨµ of Slater determinants from
Bk for fixed 0 ≤ k ≤ N/2, by the one of finding a vector of N functions
Φ = (ϕ1, . . . , ϕN) ∈
(
H1(R3,R)
)N
such that the Slater determinant
ΨHF,k(ϕ1, . . . , ϕN) := Q
(
χ1 ⊗ . . .⊗ χk ⊗ χk+1 ⊗ . . .⊗ χN
)
, (2.5)
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with the spin orbitals χI constructed from the functions ϕi along the lines of Section
1.4 and Q defined by (1.45), minimizes the functional JHˆ from (2.1) over the set of all
such possible antisymmetrized rank-1-tensors of spin number k, i.e. (ϕ1, . . . , ϕN) is the
minimizer of the (unrestricted) HF functional [174]23,24
JHF,k :
(
H1(R3)\{0})N → R, (ϕ1, . . . , ϕN) 7→ JHˆ(ΨHF,k(ϕ1, . . . , ϕN)). (2.6)
Computational costs are usually reduced further by use of the Restricted Open Shell
Hartree-Fock model (ROHF), where the k spatial orbitals ϕi used to construct the “spin
up” functions χi are also used to construct the “spin down” functions χk+i, i = 1, . . . , k,
so that only N − 2k additional “spin down” functions ϕi, i = 2k + 1, . . . , N and on the
whole N − k functions have to be computed, see e.g. [103, 201].
If for a molecule with an even number N = 2N∗ of electrons, one assumes z-spin zero (i.e.
k = N/2, see Section 1.2), this results in the Closed Shell Restricted Hartree-Fock model
(RHF), which replaces (2.6) by a spin-free model for N∗ = N/2 pairs of electrons, so that
Φ = (ϕi)
N∗
i=1 ∈ H1(R3)N
∗
.
Abbreviating
V (x) := −
M∑
ν=1
Zν
‖x−Rν‖ ,
the corresponding functional then reads
JHF (Φ) :=
N∗∑
i=1
∫
R3
( 1
2
|∇ϕi(x)|2 + V (x)|ϕi(x)|2 +
N∗∑
j=1
∫
R3
|ϕj(y)|2
‖x− y‖ dy |ϕi(x)|
2
− 1
2
N∗∑
j=1
∫
R3
ϕi(x)ϕj(x)ϕj(y)ϕi(y)
‖x− y‖ dy
)
dx. (2.7)
We will in the following use the above closed-shell functional JHF and the correspond-
ing functional JKS (see below) as prototypes to exemplify the structure of the Hartree-
Fock/Kohn-Sham method, e.g. for the derivation of the Fock operator from JHF .
From Lemma 1.17, it is not hard to see that the admissible set for the RHF and ROHF
problem can be reduced to N − 2k mutually orthonormal functions ϕi ∈ H1(R3) with-
out changing the minimum, giving the benefit that the evaluation of JHF can now be
23Although minimization of the functional given here is usually called the “unrestricted HF ansatz”,
this nomenclature does not seem to be unambiguous in the literature. In [15, 139, 143], for instance,
minimization of the functional J : (H1(R3 × {± 12})\{0})N → R,Φ = (χ1, . . . , χN ) 7→ JHˆ(⊗̂Ni=1χi), i.e.
an ansatz without fixed spin number k, is also termed “unrestricted HF ansatz”. Note though that this
ansatz does not necessarily yield eigenfunctions of the z-spin operator any more.
24Note that solutions of the discretised problem now are of size D · N instead of DN for (2.1). This
ansatz is an example for the basic idea of low-rank tensor approximation, and the functional JHˆ(Q · )
fits into the more general framework of tensor minimization treated by the author and colleagues in [70].
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performed with the aid of the Slater-Condon rules, see [201]. Therefore, (2.6) is usually
treated as a constrained minimization problem under the condition that
〈ϕi, ϕj〉 = δi,j for i, j ∈ Nc .
Additionally, J (Φ) = J (ΦU) holds for any unitary U [103]; thus, the above RHF and
ROHF functionals are the first examples for a minimization task of the type of Problem
2.1, where
V = H1(R3,R), X = L2(R3,R)
or V = H1(R3 × Σ1,R), X = L2(R3 × Σ1,R) for other variants including a spin variable.
The energy functional of the Kohn-Sham (KS) model of DFT, sharing the properties (a)
and (b) with the Hartree-Fock functional, can be derived from the Hartree-Fock energy
functional by replacing the nonlocal and therefore computationally costly exchange term
in the Hartree-Fock functional (i.e. the fourth term in (2.7) in the closed-shell case) by an
additional (a priori unknown) exchange correlation energy term Exc(n) depending only
on the electron density,25 given by
n(x) =
N∑
i=1
|ϕi(x)|2.
The resulting energy functional for a vector Φ = (ϕi)
N∗
i=1 of orthonormal functions reads
JKS(Φ) = 1
2
N∑
i=1
∫
R3
|∇ϕi(x)|2dx+
∫
R3
n(x)V (x) +
∫
R3
∫
R3
n(x)n(y)
‖x− y‖ dxdy + Exc(n).
Because Exc(n) and its analytical properties are unknown, it has to be approximated, e.g.
by the simple local density approximation (LDA). We will not touch deeper on this subject
here, but refer the reader to the monographs [63, 165]. We only note concludingly that a
combination of both HF and DFT models, namely the hybrid B3LYP, is experienced to
provide the best results in benchmark computations.
Minimizers of Hartree-Fock or Kohn-Sham type functionals are named Hartree-Fock or
Kohn-Sham ground states, respectively. While the question of uniqueness of such ground
states is an open problem, their existence has been proven for some Hartree-Fock type
functionals in the case that
∑K
µ=1 Zµ ≥ N [139, 143], and recently under the same condi-
tion for Kohn-Sham type functionals [7]. For extremely negatively charged molecules, it
can be shown that there cannot exist a HF ground state [140]. Minimizers of JHF,k enjoy
similar properties as the ones discussed for the eigenfunctions of Hˆ in Section 1.3(v), also
cf. [139] for details.
25This ansatz is justified by one of the cornerstones of DFT, the Hohenberg-Kohn theorem, cf.[109].
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(ii) Post-Hartree-Fock methods: General introduction. If one is interested in
certain quantities as energy differences or spectral properties, an accuracy of the ener-
gies of about 10−3 − 10−4Eh (the so-called chemical accuracy, corresponding to relative
accuracies of about 10−5 to 10−7) up to 10−6Eh (spectroscopic accuracy) is needed in
order to compete with practical experiments. In HF and KS methods, effects of elec-
tronic correlation are neglected or only treated approximately [103, 153]; in particular,
the electron-electron-cusps discussed in Section 1.3(v) are not approximated well, which
usually results in a relative modeling error much bigger than the one required to achieve
chemical accuracy.
Therefore, so-called Post-Hartree-Fock methods, of which the Configuration Interaction
(CI) and the Coupled Cluster (CC) method are the most notable iterative examples, take
the antisymmetrized rank-1-approximation Ψ0 = ΨHF,k provided by a preliminary UHF
or ROHF calculation as a starting point for the solution of an appropriate discretisation of
the original weak eigenvalue problem (1.36) posed in the tensor space H1 = H1k. A discrete
orthonormal basis Bdisc = {ϕ1, . . . , ϕD} needed for building up subspaces of H1 and for
the evaluation of the matrix elements of the Hamiltonian (see Def. 1.21) is then usually
provided by the eigenfunctions of the (discretised) Fock operator F = FΦ0 (see Remark
2.7) belonging to the minimizer of the corresponding HF functional. In particular, the
eigenfunctions from Bdisc belong to the lowest eigenvalues form the Hartree-Fock solution
Ψ0 ∈ H1. This choice for B has the positive effect that the Fock operator FΦ0 can be
“lifted” to a diagonal Fock operator FΦ0,N defined on the tensor space H
1, usually giving
an efficient preconditioner for the solvers used in post-HF calculations, see e.g [103, 201]
and also Remark 3.14. In many cases, the reference guess Ψ0 is sufficiently close to the
sought solution Ψ of the original eigenvalue equation, so that the mostly Newton-like
methods used as solvers for the resulting equations then converge to Ψ. However, cases
are known where convergence is slow or fails, and multi-reference techniques have to be
chosen as initial guess to overcome this weakness, cf. e.g. the discussion in [103].
(iii) The Configuration Interaction method, invariant subspace computations.
It was already mentioned that CI corresponds to a direct Galerkin discretisation for the
weak eigenvalue problem for the Hamiltonian formulated in Section 1.5. For the reasons
discussed at the end of Section 1, the tensor basis generated by B = {ϕ1, . . . , ϕD} contains
for all but very small molecules far too many basis functions for a numerical computation.
Thus, selection rules have to be devised for the set Bdisck of those basis functions from Bk
that are included in the calculation, resulting in the discretised minimization task of
computing the minimizer and minimum of the restriction of JHˆ to the subspace spanned
by Bdisck ,
JHˆ := JHˆ |spanBdisck . (2.8)
The canonical way of proceeding is to choose basis functions according to simple selection
rules based on excitation levels, e.g. only those functions from the tensor basis Bk are
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included which differ from Ψ in at most two one particle spin basis functions.26 More
sophisticated methods are based on screening procedures using perturbative arguments,
as the canonical orbital based methods like CIPSI [71, 101, 112] or [39, 40], and selective
Multi-Reference-CI methods [37, 69, 99], or use locality criteria together with localized
basis functions [149, 150].
The significance of the CI method for “real life” applications is limited due to lack of size
consistency [160] for any truncated basis set. Nevertheless, so-called “Full CI” calcula-
tions using the full tensor basis for benchmark computations for small molecules are an
important tool when analysing the basis set error induced by the basis in which the HF
solutions are computed. Also, from a mathematical viewpoint, CI has the advantage that
the relations determining the analytic properties of the Galerkin method are clear to a
broad extent [47, 214]; they may therefore be used to deduce analogous analytic results
on other post-HF methods, see e.g. [190]. Moreover, modifications of the CI method, e.g.
in the context of an adaptive treatment of the equations (see [58, 181] and the remarks at
the end of Section 1), may serve as a prototype for an analysis of modifications of other
quantum chemical methods in the sense that properties that can be shown to hold for the
CI methods may then be transferred to other, more advanced methods as, for instance,
the Coupled Cluster method.
As a weak operator eigenvalue problem for the smallest eigenvalue of Hˆ, CI is the special
case N = 1 of the problem of computing N eigenvalues that form the bottom of the
spectrum of a symmetric operator A. In Lemma 2.9, it will be shown that this problem is
equivalent to the following Problem 2.2, also covering in a more general context the cal-
culation of an invariant subspace of a symmetric operator A, spanned by the eigenvectors
belonging to the lowest N eigenvalues.
Problem 2.2. (Eigenvalue problem/invariant subspace calculation)
For a symmetric operator A : V → V ′, minimize
JA(ϕ1, . . . , ϕN) :=
N∑
i=1
〈ϕi, Aϕi〉 (2.9)
among all those (ϕ1, . . . , ϕN) for which 〈ϕi, ϕj〉 = δi,j.

It is not hard to see that JA also fulfils property (a) and that thus Problem 2.1 covers the
minimization task associated with CI (where V = H1k, X = Lk) and also that of computing
an invariant subspace. For N > 1 and A = Hˆ, Problem 2.2 represents the problem of
simultaneous computation of E∗ and the next N − 1 greater energy eigenvalues of Hˆ,
which might be interesting if one is interested in excitation energies or opto-electronical
properties of the molecule.
26The quantum chemical terminology for this is that “only Single and Double excitations of Ψ0 are
included”, resulting in the abbreviation CISD for this well-known discretisation.
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2.2 Minimization problems on Grassmann manifolds
In Problem 2.1, the invariance (a) of the functional J with respect to uniform transfor-
mations among the eigenfunctions shows a certain redundancy inherent in its formulation.
We will now factor out this redundancy; together with the orthogonality constraint (b),
this results in the Grassmann manifold G, originally defined in finite dimensional Eu-
clidean Hilbert spaces [10], see also [2] for an extensive exposition. We generalize this
concept to the present infinite dimensional space V N and use it to re-state Problem 2.1
as a minimization problem for the according functional J defined on G in part (ii) of this
section; in part (iii), we will formulate optimality conditions for the treatment of the min-
imization problem 2.1. In part (iv), those optimality criteria are specified more explicitly
for the concrete applications of quantum chemistry introduced in the last section.
(i) Basic notations. For some measurable set Ω, we let X := L2(Ω,R), X := L2(Ω,C),
or a closed subspace of that spaces. We will work with a Gelfand triple V ⊂ X ⊂ V ′ with
the usual L2-inner product 〈·, ··〉 as dual pairing on V ′ × V , where either V := H t(Ω),
t ≥ 0, see Section 1.1(iii), or an appropriate subspace, for instance corresponding to a
Galerkin discretisation. The optimization problem will be formulated on an admissible
subset of V N below, and we prepare this by extending inner products and operators from
V to V N by the following definition.
Definition 2.3. (Inner products, operators and operations on V N)
For Φ = (ϕ1, . . . , ϕN) ∈ V N ,Φ′ = (ψ1, . . . , ψN) ∈ (V N)′ = (V ′)N , and the L2-inner
product 〈·, ··〉 given on X = L2, we denote〈
ΦTΦ′
〉
:= (〈ϕi, ψj〉)Ni,j=1 ∈ RN×N ,
and introduce the dual pairing
〈〈Φ′,Φ〉〉 := tr 〈ΦTΦ′〉 = N∑
i=1
〈ϕi, ψi〉
on (V ′)N × V N . Because there holds V N = V ⊗ RN , we can canonically expand any
operator R : V → V ′ to an operator
R := R⊗ I : V N → (V ′)N , Φ 7→ RΦ = (Rϕ1, . . . , RϕN). (2.10)
Throughout this section, for an operator V → V ′ denoted by a capital letter asA,B,D, . . .,
the same calligraphic letter A,B,D, . . . will denote this expansion to V N .
Further, we will make use of the following operations: For Φ ∈ V N and M ∈ RN×N , we
define the vector ΦM = (I ⊗M)Φ ∈ V N by
(ΦM)j :=
N∑
i=1
mi,jϕi,
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cf. also the notation in (2.3), and for ϕ ∈ V and v = (v1, . . . , vN) ∈ RN the element
ϕ⊗ v ∈ V N by (v1ϕ, . . . , vNϕ).
Finally, we denote by O(N) the orthogonal group of RN×N .
(ii) The geometry of Stiefel and Grassmann manifolds. Let us now introduce the
admissible manifold and prove some of its basic properties. Note in this context that well
established results of [10] for the case in the finite dimensional Euclidean spaces cannot
be applied to our setting without further difficulties, because the norm induced by the
L2− inner product is weaker than the norm on V = H t(Ω).
Our aim is to minimize J (Φ) under the orthogonality constraint 〈ϕi, ϕj〉 = δi,j, i.e.〈
ΦTΦ
〉
= I ∈ RN×N . (2.11)
The subset of all Φ ∈ V N satisfying the property (2.11) is the Stiefel manifold [10]
VV,N := {Φ = (ϕi)Ni=1 | ϕi ∈ V,
〈
ΦTΦ
〉− I = 0 ∈ RN×N} ,
i.e. the set of all orthonormal bases of N -dimensional subspaces of V .
All functionals J under consideration are unitarily invariant, i.e. there holds (2.3). To
abolish this nonuniqueness, we will identify all orthonormal bases Φ ∈ VV,N spanning the
same subspace VΦ := span {ϕi : i = 1, . . . , N}. To this end we consider the Grassmann
manifold, defined as the quotient
GV,N := VV,N/∼
of the Stiefel manifold with respect to the equivalence relation Φ∼Φ˜ if Φ˜ = ΦU for some
U ∈ O(N). We usually omit the indices and write V for VV,N , G for GV,N respectively.
To simplify notations we will often also work with representatives instead of equivalence
classes [Φ] ∈ G.
The interpretation of the Grassmann manifold as equivalence classes of orthonormal bases
spanning the same N -dimensional subspace is just one way to define the Grassmann
manifold. We can as well identify the subspaces with orthogonal projectors onto these
spaces. To this end, let us for Φ = (ϕ1, . . . , ϕN) ∈ V denote by DΦ the L2-orthogonal
projector onto span{ϕ1, . . . , ϕN}. One straight-forwardly verifies
Remark 2.4. There is a one-to-one relation identifying G with the set of rank-N L2-
orthogonal projection operators DΦ.
The following well-known representation of the tangent space of the Grassmann manifold
will be needed later. See [98] or [191] for the proof.
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Lemma 2.5. (Tangent space of G)
The tangent space of the Grassmann manifold G at [Φ] ∈ V is
T[Φ]G = {W ∈ V N |
〈
W TΦ
〉
= 0 ∈ RN×N}
= (span{ϕ1, . . . , ϕN}⊥)N .
Thus, the operator (I − DΦ), where DΦ is the L2-projector onto the space spanned by
Φ and DΦ is its expansion as above, is an L2-orthogonal projection from V N onto the
tangent space T[Φ]G.
To end this section, we prove a geometric result needed later.
Lemma 2.6. (Differences and projected differences)
Let [Φ0] ∈ G, D = DΦ0 be the L2-projector on span[Φ0] and ‖.‖ the norm induced by the
L2 or H1 inner product. For any orthonormal set Φ = (ϕ1, . . . , ϕN) ∈ V sufficiently close
to [Φ0] ∈ G in the sense that for all i ∈ {1, . . . , N}, ‖(I − D)ϕi‖ < δ, there exists an
orthonormal basis Φ¯0 ∈ V of span[Φ0] for which
Φ− Φ¯0 = (I −D)Φ + O(‖(I −D)Φ‖2).
Proof. For i = 1, . . . , N , let
ψ′i = arg min{‖ψ − ϕi‖, ψ ∈ span{ψi|i = 1, . . . , N}, ‖ψ‖ = 1} = Dϕi/‖Dϕi‖,
and set Φ′0 := (ψ
′
1, . . . , ψ
′
N). If we denote by P
′
i the L
2 projector on the space spanned by
ψ′i, it is straightforward to see from the series expansion of the cosine that
(I −D)ϕi = (I − P ′i )ϕi = ϕi − ψ′i + O(‖(I −D)ϕi‖2) (2.12)
The fact that Φ′0 /∈ V is remedied by orthonormalization of Φ′0 by the Gram-Schmidt
procedure. For the inner products occurring in the orthogonalization process (for which
i 6= j), there holds
〈ψ′i, ψ′j〉 = 〈ψ′i − ϕi, ψ′j〉+ 〈ϕi, ψ′j − ϕj〉+ 〈ϕi, ϕj〉
= − 〈(I −D)ϕi, ψj ′〉 − 〈(I −D)ϕi, (I −D)ϕj〉 + O(‖(I −D)ϕi‖2).
= O(‖(I −D)Φ‖2)
where we have twice replaced ϕi − ψ′i by (I − D∗)ϕi according to (2.12) and made use
of the orthogonality of D∗. In particular, for Φ sufficiently close to [Φ0], the Gramian
matrix is non-singular because the diagonal elements converge quadratically to one while
the off-diagonal elements converge quadratically to zero. By an easy induction for the
orthogonalization process and a Taylor expansion for the normalization process, we obtain
that Φ′0 differs from the orthonormalized set Φ¯0 := (ψ¯1, . . . , ψ¯N) only by an error term
depending on ‖(I −D)Φ‖2. Therefore,
ϕi − ψ¯i = ϕi − ψ′i + O(‖(I −D)Φ‖2) = (I −D)ϕi + O(‖(I −D)Φ‖2),
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so that
Φ− Φ¯0 = (I −D)Φ + O(‖(I −D)Φ‖2),
and the result is proven.

(iii) General optimality conditions on the Grassmann manifold. By the first
order optimality condition for minimization tasks, a minimizer [Φ0] = [(ψ1, . . . , ψN)] ∈ G
of the functional J : G → R, [Φ] 7→ J (Φ) over the Grassmann manifold G satisfies
〈〈J ′(Φ0), δΦ〉〉 = 0 for all δΦ ∈ T[Φ0]G , (2.13)
i.e. the gradient J ′(Φ0) ∈ (V ′)N = (V N)′ vanishes on the tangent space TΦ0G of the
Grassmann manifold. This property can also be formulated by〈
(δΦ)TJ ′(Φ0)
〉
= 0 for all δΦ ∈ T[Φ0]G,
or equivalently, by Lemma 2.5 as
〈(I − D)J ′(Φ0),Φ〉 = 0 for all Φ ∈ V N . (2.14)
Let the bracket [·, ··] denote the usual commutator, and with (J ′(Φ0))i ∈ V ′ the i-th
component of J ′(Φ0), let Λ = (〈(J ′(Φ0))j, ψi〉)Ni,j=1. In strong formulation, this condition
can then be formulated in the various ways
(I − D)J ′(Φ0) = [J ′,D]Φ0 = J ′(Φ0)− Φ0Λ != 0 ∈ (V ′)N . (2.15)
Note that this corresponds to one of the optimality conditions for the Lagrangian yielded
from the common approach of the Euler-Lagrange minimization formalism: Introducing
the Lagrangian
L(Φ,Λ) := 1
2
(
J (Φ) +
N∑
i,j=1
λi,j(〈ϕi, ϕj〉L2 − δi,j)
)
, (2.16)
and denoting by L(1,Φ)(Φ,Λ) the derivative restricted to V N , the first order condition is
then given by
L(1,Φ0)(Φ0,Λ) = J ′(Φ0)− (
N∑
k=1
λi,kψk)
N
i=1 = 0 ∈ (V ′)N . (2.17)
Testing this equation with ψj, j = 1, . . . , N , verifies that the Lagrange multipliers indeed
agree with the Λ defined above, so that (2.14) and (2.17) are equivalent. Note also that
the remaining optimality conditions
∂L
∂λi,j
=
1
2
(〈ψi, ψj〉L2 − δi,j) = 0
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of the Lagrange formalism are now incorporated in the framework of the Stiefel manifold.
Let us denote by L(2,Φ)(Φ,Λ) the second derivative of L with respect to Φ. From the
representation (2.15), it then follows that L(2,Φ0)(Φ0,Λ), taken at the minimizer Φ0, is
given by
L(2,Φ0)(Φ0,Λ)Φ = J ′′(Φ0)Φ− ΦΛ. (2.18)
As a necessary second order condition for a minimum, L(2,Φ0)(Φ0,Λ) has to be positive
semidefinite on T[Φ0]G. For our convergence analysis, we will have to impose the stronger
condition on L(2,Φ0)(Φ0,Λ) of being elliptic on the tangent space, i.e.
〈〈L(2,Φ0)(Φ0,Λ)δΦ , δΦ〉〉 ≥ γ ‖δΦ‖2V N , for all δΦ ∈ T[Φ0]G (2.19)
holds for some γ > 0. It is an unsolved question whether there are general conditions
on the functional J under which (2.19) holds for minimization problems of the type of
Problem 2.1, cf. also the remarks in the next section.
(iv) First and second order conditions for problems from quantum chemistry.
For the functionals used in the context of HF, DFT and CI calculations, we now take a
more explicit look at the first and second order conditions for the functionals. For the
explicit derivation of the results in the following remark, see [165, 201].
Remark 2.7. (Fock-/Kohn-Sham operator)
For the functional JHF of ROHF and RHF, J ′HF (Φ) = AΦΦ ∈ (V ′)N , where AΦ =
FHF,Φ : H
1(R3) → H−1(R3) is the so-called Fock operator and AΦ is defined by AΦ
through (2.10); using the notation of the density matrix ρΦ(x, y) :=
∑N
i=1 ϕi(x)ϕi(y) and
the electron density nΦ(x) := ρΦ(x, x) already introduced above, it is in the closed-shell
case given by
FHF,Φϕ(x) := − 1
2
∆ϕ(x) + V (x)ϕ(x) + 2
∫
R3
nΦ(y)
‖x− y‖ dy ϕ(x) −
∫
R3
ρΦ(x, y)ϕ(y)
‖x− y‖ dy.
For the gradient of the Kohn-Sham functional JKS, there holds the following: Assuming
that Exc in JKS is differentiable and denoting by vxc the derivation of Exc with respect
to the density n, we have J ′(Φ) = AΦΦ ∈ (V ′)N , with AΦ = FKS,n the Kohn-Sham
Hamiltonian, given in the closed-shell case by
FKS,nϕ(x) := − 1
2
∆ϕ(x) + V (x)ϕ(x) + 2
∫
R3
nΦ(y)
‖x− y‖ dy ϕ(x) + vxc(n(x))ϕ(x).
For both functionals, the Lagrange multiplier Λ of (2.17) at a minimizer Φ0 = (ψ1, . . . , ψN)
is given by
λi,j = 〈AΦ0ψi, ψj〉. (2.20)
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There exists a unitary transformation U ∈ O(N) amongst the functions ψi, i ∈ Nc such
that the Lagrange multiplier is diagonal for Φ0U = (ψ˜1, . . . , ψ˜N),
λi,j := 〈Aψ˜i, ψ˜j〉 = λiδi,j.
so that the ground state of the HS resp. KS functional (i.e. minimizer of J ) satisfies the
nonlinear Hartree-Fock resp. Kohn-Sham eigenvalue equations
FHF,Φ0ψi = λiψi, resp. FKS,nψi = λiψi, λi ∈ R, i ∈ Nc , (2.21)
for some λ1, . . . , λN ∈ R and a corresponding set of orthonormalized functions Φ0 =
(ψi)
N
i=1 up to a unitary transformation U.

A result concerning the converse, i.e. if for every collection Φ = (ϕ1, . . . , ϕN) belonging to
the N lowest eigenvalues of the Fock-/KS operator, the corresponding Slater determinant
(2.5) actually gives the Hartree-Fock/DFT energy by JHˆ(ΨHF,k), is unknown. Also, con-
cerning the strengthened second order condition (2.19), it is not clear whether (2.19) holds
under certain conditions for the functionals of Hartree-Fock and density functional theory.
In the case of Hartree-Fock, it is known that it suffices to demand that L(2,Φ0)(Φ0,Λ) > 0
on T[Φ0]G because this already implies L(2,Φ0)(Φ0,Λ) is bounded away from zero, cf. [146].
Remark 2.8. (Upper and lower bound for Fock-/Kohn-Sham operators.)
For later purposes, we note that analogously to the result (1.39) for the Hamiltonian,
there holds for the Fock operator FHF,Φ belonging to a set of functions Φ ∈ V that
c ‖ϕ‖21 − µ〈ϕ, ϕ〉 ≤ 〈FΦϕ, ϕ) ≤ C ‖ϕ‖21 (2.22)
for all ϕ ∈ H1(R3) and some constants c, C > 0, µ ∈ R.27 The same result holds if FKS,n
is a Kohn-Sham operator in which the exchange term vxc(n) maps H
1(R3) → L2(R3)
boundedly (as multiplication operator).28 Therefore, such operators F can be shifted
to elliptic mappings F + µI : H1(R3 × {±1
2
}) → H−1(R3{±1
2
}), cf. Lemma 1.23. In
particular, using Lemma 1.25, F + µI induces a norm on the tensor space L2 that is
equivalent to the H1-norm, a useful fact in the theoretical analysis of Post-HF-methods,
see e.g. Section 3. For practical issues like preconditioning, we note that the lifted Fock-
/KS-operator, shifted by the sum of the lowest N eigenvalues, is under a certain gap
condition elliptic on the orthogonal complement of the sought eigenspace, see Lemma
1.26, Remark 3.14.
27The proof uses the Hardy inequality [207, 214] and is essentially the same as for the Hamiltonian Hˆ
given in [214], so it is omitted.
28Again, cf. the analogous argument from the proof for the Hamiltonian Hˆ from [214].
2.2 Minimization problems on Grassmann manifolds 47
For the simplified Problem 2.2, the minimization of JA is related to finding an orthonor-
mal basis {ψi : 1 ≤ i ≤ N} spanning the invariant subspace of A given by the first
eigenfunctions of A, and gives an explicit condition for the uniqueness of the minimizer.
Lemma 2.9. (Problem 2.2 and invariant subspace calculation)
Let A : V → V ′ be a bounded symmetric operator, fulfilling the G˚arding inequality (1.66);
denote its spectrum by spec(A). The gradient of the functional JA from (2.9) belonging
to the simplified problem is given by
J ′(Φ) = AΦ ∈ (V ′)N .
Φ0 therefore is a stationary point of the associated Lagrangian L if and only if there exists
an orthogonal transformation U such that
Φ0U = (ψ˜1, . . . , ψ˜N) ∈ V N
consists of N pairwise orthonormal eigenfunctions of A, i.e. Aψi = λiψi for i = 1, . . . , N ;
in this case, there holds
J (Φ0) =
N∑
i=1
λi.
If A has N lowest eigenvalues λ1 ≤ . . . ≤ λN satisfying the gap condition
λN < λ := inf{λ | λ ∈ spec(A)\{λ1, . . . , λN}}, (2.23)
the minimum of JA is attained if and only if the corresponding eigenvalues λi, i = 1, . . . , N
are the N lowest eigenvalues, and it is unique up to orthogonal transformations.

Remark 2.10. Lemma 2.9 implies in particular that under Assumption 1.38, the CI
method is well-posed as a minimization method for the Rayleigh quotient (2.1); more
generally, the simultaneous computation of N eigenvalues by minimizing (2.9) with A = H
is well-posed as long as H has N eigenvalues below the essential spectrum.
Proof of Lemma 2.9. By (2.15), the first order condition for a stationary point implies
AΦ0 = Φ0Λ. Choosing U such that it diagonalizes the symmetric matrix Λ proves the
first statement. To show uniqueness, we estimate the two terms from (2.18) separately.
To the first term, the Courant-Fisher theorem [179] applies componentwise to give the
estimate 〈AδΦ, δΦ〉 ≥ N · λ‖δΦ‖2L2 . For the second, choosing U = (ui,j)Ni,j=1 ∈ O(N) so
that UTΛU = diag(λi)
N
i=1, where λi are the lowest N eigenvalues of A, gives
〈δΦΛ, δΦ〉 = 〈δΦ(UUTΛUUT ), δΦ〉 :=
N∑
i=1
〈
N∑
j=1
uj,iλjδϕj,
N∑
k=1
uk,iδϕk〉
=
N∑
j,k=1
λjδj,k〈δϕj, δϕk〉 ≤ N · λN‖δΦ‖2L2 .
The assertion now follows from Corollary 1.24, which together with Lemma 2.5 implies
that the second order condition (2.19) is fulfilled.
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2.3 Convergence analysis for a “direct minimization” algorithm
We will now introduce a steepest descent algorithm for the constrained minimization prob-
lem on G. After some comments on its application to electronic structure and eigenvalue
problems are given in part (ii), the main results are compiled in part (iii). The proofs of
those results are then given in (iv).
(i) Gradient algorithm on G. We will use the steepest descent algorithm introduced
in Figure 2.1. It may be viewed as an Euler procedure on the manifold G, applied to
the differential equation determining the gradient flow [91] on G, see also [2, 3, 98, 123]
for background material and [191] for further comments. Because of the non-differential
stepsize, the manifold G is left in each iteration step. Therefore, a projection on the
admitted set is performed afterwards in each step. Note also that for the convergence
properties of the algorithm, the role of the preconditioners B−1n is crucial, see the following
remarks.
Algorithm: Direct Minimization/Projected Gradient Descent
Given initial iterate Φ(0) ∈ V , evaluation of J ′(Φ(n)) and of preconditioner(s) B−1n ,
Loop over
(1) Update Λ(n) :=
〈J ′(Φ(n)),Φ(n)〉 ∈ RN×N ,
(2) Let Φˆ(n+1) := Φ(n) − B−1n (J ′(Φ(n))− Φ(n)Λ(n)),(
= Φ(n) − B−1n (AΦ(n)Φ(n) − Φ(n)Λ(n)) for the case that J ′(Φ) = AΦΦ.
)
(3) Let Φ(n+1) = P Φˆ(n+1) by projection P onto G
until convergence.
Figure 2.1: A “direct minimization” algorithm on G.
Remarks 2.11. (Comments on Algorithm 2.1)
(i) For the applications from Section 2 we have in mind (see the following comments in
part (ii) of this section), the gradient J ′(Φ) is given by J ′(Φ) = AΦΦ with AΦ the
Fock operator, the Kohn-Sham operator or a fixed operator AΦ = A. Therefore,
(J ′(Φ(n) − Φ(n)Λ(n)))i = AΦ(n)ϕ(n)i −
N∑
j=1
〈AΦ(n)ϕ(n)i , ϕ(n)j 〉ϕ(n)j
is the usual “subspace residual” of the iterate Φ(n).
(ii) The projection onto G performed in step (3) only has to satisfy
span {ϕ(n+1)i : i ∈ Nc} = span {ϕ̂(n+1)i : i ∈ Nc};
therefore, any orthogonalization of {ϕ̂(n+1)i : i ∈ Nc} is admissible. For example,
three favorable possibilities which up to unitary transformations yield the same
result are
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(a) Gram-Schmidt orthogonalization,
(b) Diagonalization of the Gram matrix G = (〈ϕˆ(n+1)i , ϕˆ(n+1)j 〉)Ni,j=1 by Cholesky
factorization,
(c) For the problems of Section 2.1, i.e. where J ′(Φ) = AΦΦ, diagonalization of
the matrix
AΦ(n+1) := (〈AΦ(n)ϕˆ(n+1)i , ϕˆ(n+1)j 〉)Ni,j=1
by solving an N ×N eigenvalue problem.
(iii) The preconditioner B−1n used in the n-th step is induced (via (2.10)) by an elliptic
symmetric operator Bn : V → V ′, which we require to be equivalent to the norm on
V in the sense that 29
〈Bnϕ, ϕ〉L2(Ω) ∼ ‖ϕ‖2H1(Ω) ∀ϕ ∈ V. (2.24)
(iv) To guarantee convergence of the algorithm, the preconditioners Bn has to be scaled
properly by a factor α > 0, cf. Lemma 2.17. The optimal choice of α is provided by
minimizing the corresponding functional over span {Φ(n), Φ̂(n+1)} (a line search over
this space), which can be done for the simplified problem without much additional
effort. For the HF-/KS-energy functional, it will become prohibitively expensive.
Instead, subspace acceleration techniques like DIIS (see Section 4) provide an at-
tractive alternative to improve the convergence speed. Note that although we will
show below that it suffices to fix a suitable parameter α, one might as well use
different step sizes for every entry, i.e. BnΦ = (α1Bnϕ1, . . . , αNBnϕN).

(ii) Direct minimization - applications in electronic structure calculations. The
above algorithm is the so-called direct minimization scheme utilized in HF/DFT calcula-
tion, which performs a steepest descent algorithm by updating the gradient of J , i.e. the
Kohn-Sham Hamiltonian or Fock operator, in each iteration step. Direct minimization,
as proposed in [5], is prominent in DFT calculations if good preconditioners are available
and the systems under consideration are large, e.g. for the computation of electronic
structure in bulk crystals using plane waves, finite differences [21] and the recent wavelet
code developed in the BigDFT project [83].
29For DFT/HF calculations, one can use approximations of the shifted Laplacian, B ≈ α(− 12∆ + C),
as is done in the BigDFT project [83]. This is also a suitable choice when dealing with plane wave ansatz
functions using advantages of FFT, or a multi-level preconditioner if one has finite differences, finite
elements or multi-scale functions like wavelets [9, 21, 86, 96]. For CI, the standardly used preconditioner
is the (in canonical orbitals diagonal) Fock operator F , see Section 2.2(iv).
For the simplified problem, the choice B−1 = αA−1 corresponds to a variant of simultaneous inverse
iteration. The choice B = α(A − λ(n)j I)|V ⊥0 , where V ⊥0 := {v|〈v, ϕ
(n)
i 〉 = 0 for all i ∈ Nc}, corresponds
to a simultaneous Jacobi-Davidson iteration.
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In contrast to the direct minimization procedure is the self consistent field iteration (SCF),
which keeps the Fock operator fixed until convergence of the corresponding eigenfunctions
and updates the Fock operator with the computed eigenbasis thereafter. Note that this
means that in the inner iteration loo, the simpler Problem 2.2 is solved for A = F (n);
therefore, the above Projected Gradient Descent Algorithm also provides a reasonable
routine for the solution of the inner problem of SCF, and the results presented here
apply to the inner routines of that problem, cf. Lemma 2.9, Remark 2.8. On the whole
though, SCF is faced with convergence problems, which have to be remedied by advanced
techniques [42] to guarantee convergence. Because the direct minimization scheme with
its favourable convergence properties shown below differs from SCF only in that the Fock
operator is updated after each inner iteration step, it should be preferred if the update of
the Fock operator is sufficiently cheap, which is mostly the case for Gaussians and, by use
of magic filter techniques [83], for wavelet bases, but not for plane wave bases or finite
difference schemes.
For the simpler Problem 2.2, the above algorithm is a multiple-eigenvalue version of the
Preconditioned Inverse Iteration scheme that has for the case N = 1 extensively been
analysed [34, 58, 65, 120, 121, 122, 156, 157, 181, 188], and convergence behaviour is
robust in practice. See also [159] for an analysis of the subspace case.
Remark 2.12. (Møller-Plesset perturbation theory)
Let us remark at this point that the non-iterative perturbational ansatz MP2 [103], which
is often applied to improve an energy obtained from a Hartree-Fock solution when a post-
HF calculation is too computationally costly, coincides with the first step of the above
direct minimization algorithm applied to the CI method, if the Hartree-Fock solution
ΨHF,k is used as starting value and the lifted, shifted Fock operator FHF − Λ0I (see
Remark 3.14) is taken as preconditioner. Thus, for ΨHF,k sufficiently close to the real
solution Ψ, the below results hold also for the MP2 procedure applied to ΨHF,k in the
sense that MP2 then provides an improved approximation to Ψ. Note also that higher
order variants MPn, n > 2, of Møller-Plesset perturbation theory do not allow for such an
interpretation, and there are cases known where the MPn energy diverges as a function of
n. Also see e.g. [201] for a nice general introduction to how perturbation theory is used
in electronic structure theory.
(iii) Convergence analysis: Assumptions and main results. We will now analyse
the convergence properties of the above Projected Gradient Descent Algorithm. Recall
that in our framework introduced in the beginning of this section, we kept the freedom of
choice to either use V := H1(Ω), equipped with an inner product equivalent to the H1-
inner product 〈·, ··〉H1 , for analysing the original equations, or to use a finite dimensional
subspace Vd ⊂ H1(Ω) for a corresponding Galerkin discretisation of these equations. In
practice, our iteration scheme is only applied to the discretised equations. However,
the convergence estimates obtained will be uniform with respect to the discretisation
parameters. Our analysis bases on the following condition imposed on the functional J .
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Assumption 2.13. Let Φ0 be a minimizer of (2.1). The second order derivative of the
Lagrangian L(Φ0,Λ) with respect to Φ0 is assumed to be V N -elliptic on the tangent space,
i.e. there is γ > 0 so that
〈〈L(2,Φ0)(Φ0,Λ)δΦ , δΦ〉〉 ≥ γ ‖δΦ‖2V N , for all δΦ ∈ T[Φ0]G. (2.25)
From Section 2.2, we recall that L(2,Φ0)(Φ0,Λ)Φ = J ′′(Φ0)Φ−ΦΛ, so that (2.25) is verified
if and only if for Λ = (〈(J ′(Φ0))j, ψi〉)Ni,j=1 as above
〈〈J ′′(Φ0)δΦ− δΦΛ , δΦ〉〉 ≥ γ ‖δΦ‖2V N , for all δΦ ∈ T[Φ0]G (2.26)
holds. Note again that for Hartree-Fock calculations, verification of L(2,Φ0)(Φ0,Λ) > 0
on T[Φ0]G already implies (2.25), cf [146]. From the present state of Hartree-Fock theory,
it is not possible to decide whether this condition is true in general; the same applies
for DFT theory. For the simpler eigenvalue problem, the condition holds if the operator
A : V → V ′ is a bounded symmetric operator, fulfilling the G˚arding inequality (1.66) and
the gap condition
λN < inf{λ | λ ∈ σ(A)\{λ1, . . . , λN}}, (2.27)
see Lemma 2.9. To formulate our main convergence result, we now introduce a norm
‖.‖V N on the space V N , which will be equivalent to the (H1)N -norm but more convenient
for our proof of convergence.
Let B : V → V ′ be the preconditioning mapping introduced in (i) of this section, so that
in particular, B is symmetric and the spectral equivalence
ϑ‖x‖2V ≤ 〈Bx, x〉 ≤ Θ‖x‖2V
holds for some 0 < ϑ ≤ Θ and all x ∈ V . Let us consider the mapping
Bˆ−1 : V ′ → V , Bˆ−1 := (I −D)B−1(I −D) +D, (2.28)
where D = DΦ0 projects onto the sought subspace. Then the inverse Bˆ satisfies 〈Bˆϕ, ψ〉 =
〈ϕ, Bˆψ〉 for all ϕ, ψ ∈ V . Because Bˆ−1 agrees with B−1 up to a B−1-compact perturbation
[206], there holds for the induced Bˆ-norm ‖.‖Bˆ on V that
〈Bˆϕ, ϕ〉 ∼ ‖ϕ‖2V .
Using the notation (2.10), a norm on V N is now induced by the ‖.‖Bˆ-norm by
‖Φ‖2V N := 〈〈B̂Φ,Φ〉〉. (2.29)
If we denote by Ψ(Φ) ∈ H1k the Slater determinant formed from the N functions contained
in Φ, it is not hard to show that ‖Ψ(Φ)−Ψ(Φ′)‖H1 . ‖Φ−Φ′‖V N for any Φ,Φ′ ∈ V N , so
that estimates for the convergence of Φ ∈ V also imply estimates in the original tensor
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space H1k. The norm (2.29), as any norm defined on V N in the above fashion, is invariant
under the orthogonal group of RN×N in the sense that
‖ΦU‖V N = ‖Φ‖V N (2.30)
for all U ∈ O(N). In the Grassmann manifold, we measure the error between [Φ(1)], [Φ(2)] ∈
G by a related metric d given by
d( [Φ(1)], [Φ(2)] ) := inf
U∈O(N)
‖Φ(1) − Φ(2)U‖V N .
If [Φ(2)] is sufficiently close to [Φ(1)] ∈ G, it follows from Lemma 2.6 that this measure
given by d is equivalent to the expression
‖(I − DΦ(1))Φ(2)‖V N , (2.31)
in which we used the L2-orthogonal projector DΦ(1) onto the subspace spanned by Φ(1).
In the following, let us use the abbreviation D = DΦ0 for the projector on the sought
subspace, whereever no confusion can arise. In terms of the error measure ‖(I −D)Φ‖V N ,
our main convergence result is the following.
Theorem 2.14. (Local linear convergence of the gradient algorithm)
Under Assumption (2.25) and for Φ(0) ∈ Uδ(Φ0) sufficiently close to Φ0, there is a
constant χ < 1 such that for all n ∈ N0,
‖(I − D)Φ(n+1)‖V N ≤ χ · ‖(I − D)Φ(n)‖V N (2.32)
holds for the iterates of the direct minimization algorithm introduced in part (i).
For the Rayleigh quotient R(ϕ(n)), i.e. for the simplified problem and N = 1, it is known
that R(φ(n))−R(ψ) . ‖ψ−φ(n)‖2V . The next result shows that this property (sometimes
called “quadratic convergence of the eigenvalues” in a slight abuse of nomenclature) also
holds for the computed energies in the more general case, provided that the constraints
are satisfied exactly and the functional is sufficiently often differentiable. The latter is
true for Hartree-Fock and the simplified problem, since they both depend polynomially on
Φ; for DFT, the properties of the exchange correlation potential are not explicitly fixed,
so the question remains open in general in this case.
Theorem 2.15. (“Quadratic convergence” of the energies)
Suppose that (2.25) holds, that J is two times differentiable on a neighbourhood
Uδ(Φ0) ⊆ V N of the minimizer Φ0, and that for fixed Φ ∈ Uδ(Φ0), J ′′ is continu-
ous on the connection line {tΦ0 + (1− t)Φ|t ∈ [0, 1]}. Then,
J (Φ)− J (Φ0) . ‖(I −D)Φ‖2V N . (2.33)
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For the proof of the previous theorems, the following result will be useful. We included it
into the main results because it also shows that the “residual” (I − DΦ(n))J ′(Φ(n)) may
be utilized for practical purposes to estimate the norm of the error (I − D)Φ(n). For
more sophisticated goal-oriented error estimators in the context of Hartree-Fock/DFT
calculations, see [200].
Lemma 2.16. (Residual estimators)
For δ sufficiently small, there are constants c, C > 0 such that if ‖(I − D)Φ(n)‖Bˆ < δ,
c‖(I − D)Φ(n)‖V N ≤ ‖(I − DΦ(n))J ′(Φ(n))‖(V N )′ ≤ C‖(I − D)Φ(n)‖V N , (2.34)
i.e. the projected gradient is asymptotically an efficient and reliable error estimator for
the subspace error. An analogous result holds for gradient error ‖(I−D)J ′(Φ(n))‖(V N )′.
In particular,
J (Φ(n))− J (Φ0) . ‖(I − DΦ(n))J ′(Φ(n))‖2(V N )′ . (2.35)
Proof of Lemma 2.16. Let us choose Φ¯0 ∈ [Φ0] according to Lemma 2.6 (applied to
Φ = Φ(n)). Letting ∆Φ0 := Φ
(n) − Φ¯0, there holds by linearization with D = DΦ0 and
usage of Lemma 2.6 that
(I − DΦ(n))J ′(Φ(n))
= (I − D)J ′(Φ0) + (I − D)L(2,Φ0)(Φ¯0,Λ)∆Φ¯0 +O(‖(I − D)Φ(n)‖2V N )
= (I − D)L(2,Φ0)(Φ¯0,Λ)(I − D)Φ(n) +O(‖(I − D)Φ(n)‖2V N ).
By Assumption 2.13,
‖(I − D)L(2,Φ0)(Φ0,Λ)(I − D)Φ(n)‖(V N )′ ∼ ‖(I − D)Φ(n)‖V N ,
from which the assertion follows. The statement for ‖(I −D)J ′(Φ(n))‖(V N )′ follows from
the same reasoning by replacing L(2,Φ0)(Φ0,Λ) by J ′′(Φ0) in the above. The estimate
(2.35) will follow from Theorem 2.15 together with (2.34) once this is proven, see below.

(iv) Proof of Theorems 2.14 and 2.15. To start, let us sketch our proceeding for the
proof of Theorem 2.14: The mapping Φ(n) 7→ Φ(n) − B−1(I − DΦ(n))J ′(Φ(n)) is a pertur-
bation of the mapping Φ(n) 7→ Φ(n) −B−1(I −DΦ0)J ′(Φ(n)), so we will at first show that
the latter mapping, when applied to an iterate Φ(n) ∈ Uδ(Φ0)G, indeed reduces its error
in the tangent space of Φ; here, the ellipticity assumption enters as main ingredient. The
second part consists of showing that the remaining perturbation terms (including those
resulting from projection on the manifold) are of higher order and thus asymptotically
neglectable. As a first auxiliary lemma, we will now formulate a rather general result
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about how ellipticity on subspaces can be used to construct a contraction on these spaces
and then specialize this to the tangent space at the solution Φ0 and Assumption 2.13 in
the subsequent corollary.
Lemma 2.17. Let W ⊂ G ⊂ W ′ be a Gelfand triple, U ⊂ W a closed subspace of W and
S, T ′ : W → W ′ two bounded elliptic operators, symmetric with respect to the G-inner
product 〈., ..〉G, satisfying
γ‖x‖2W ≤ 〈Sx, x〉G ≤ Γ‖x‖2W , (2.36)
and ϑ‖x‖2W ≤ 〈T ′x, x〉G ≤ Θ‖x‖2W (2.37)
for all x ∈ U . Moreover, let S, T ′ both map the subspace U to itself. Then there exists a
scaled variant T = αT ′, where α > 0, and a constant β < 1 for which
‖(I − T−1S)x‖T ≤ β ‖x‖T (2.38)
for all x ∈ U , where ‖x‖2T := 〈Tx, x〉G is the inner product induced by T .
Proof. It is easy to verify that for β := (ΓΘ−γϑ)/(ΓΘ +γϑ) < 1 and α := 1
2
(Γ/ϑ+γ/Θ)
there holds
|〈(I − T−1S)x, x〉T | ≤ β ‖x‖2T for all x ∈ U. (2.39)
Due to the symmetry of T, S as mappings U → U , the result (2.38) follows, see e.g. [95].

Let λi, i = 1, . . . , N be the lowest eigenvalues of A, ψi, i = 1, . . . , N , the corresponding
eigenfunctions, and
V0 = span {ψi : i = 1, . . . , N}. (2.40)
By Lemma 2.5, there holds for Φ0 = (ψ1, . . . , ψN), V0 = span{ψ1, . . . , ψN} that (V ⊥0 )N =
T[Φ0]G. The following corollary is the main result needed for estimation of the linear part
of the iteration scheme.
Corollary 2.18. (Contraction property on the tangent space)
Let J fulfil the ellipticity condition (2.25) and B′ : V → V ′ a symmetric operator that
fulfils (2.37) with T ′ = B′. Then there exists a scaled variant B = αB′, where α > 0, for
which for any δΦ ∈ T[Φ0]G there holds
‖δΦ− Bˆ−1(I − D)L(2,Φ0)(Φ0,Λ)δΦ‖V N ≤ β ‖δΦ‖V N ,
where β < 1 and Bˆ is defined by B via (2.28).
Proof. Note that the restriction of Bˆ′ is a symmetric operator V ⊥0 → V ⊥0 . Therefore, the
extension Bˆ′ is also symmetric as mapping T[Φ0]G → T[Φ0]G. Also, (I − D)L(2,Φ0) maps
V ⊥0 → V ⊥0 symmetrically, so Lemma 2.17 applies.

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The last ingredient for our proof of convergence is the following lemma which will imply
that the projection following each application of the iteration mapping does not destroy
the asymptotic linear convergence.
Lemma 2.19. (Effects of orthogonalization)
Let Φˆ(n+1) = (ϕˆ1, . . . , ϕˆN) be the intermediate iterates as resulting from iteration step (2)
in algorithm 1 or 2, respectively. For any orthonormal set Φ ∈ V fulfilling span[Φ] =
span[Φˆ(n+1)], its error deviates from that of Φˆ(n+1) only by quadratic error term:
‖(I − D)Φ‖V N = ‖(I − D)Φˆ(n+1)‖V N + O(‖(I − D)Φˆ(n)‖2V N ). (2.41)

Proof. First of all, note that if (2.41) holds for one orthonormal set Φ with span[Φ] =
span[Φˆ(n+1)], it holds for any other orthonormal set Φ˜ with span[Φ˜] = span[Φˆ(n+1)] because
‖(I − D)ΦU‖V N = ‖(I − D)Φ‖V N
for all orthonormal U ∈ O(N). Therefore, we will show (2.41) for Φ = (ϕ1, . . . , ϕN)
yielded from Φˆ(n+1) by the Gram-Schmidt orthonormalization procedure. Denote ϕˆi =
ϕ
(n)
i + r
(n)
i , where
r
(n)
i = (B
−1(I − DΦ(n))J ′(Φ(n)))i.
From the previous lemma, we get in particular that
‖r(n)i ‖V . ‖(I −D)ϕ(n)i ‖V
(remember that D = DΦ0). With the Gram-Schmidt procedure given by
ϕ′k = ϕˆk −
∑
j<i
〈ϕˆk, ϕj〉 ϕj, ϕk = ϕ′k/‖ϕ′k‖,
the lemma is now proven by verifying that in each of the inner products involved, there
occurs at least one residual ‖r(n)i ‖; and that, on top of this, for the correction directions
ϕj there holds
(I −D)ϕ′j = O(‖(I − D)Φ(n)‖V N ) +O(
∑
i<k
‖r(n)i ‖V N ) = O(‖(I − D)Φ(n)‖V N ).
Therefore, the correction terms are of O(‖(I − D)Φˆ(n)‖2V N ), thus proving ϕ′k − ϕˆk =
O(‖(I − D)Φ‖2V N ). It is easy to verify that the normalization of ϕ′k only adds another
quadratic term, so the result follows.

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To finally prove (2.32), we define F(Φ) = Φ − B−1(I − DΦ)J ′(Φ), so that Φ(n+1) =
P (F(Φ(n))), where P is a projection on G for which spanP (F(Φ(n))) = spanF(Φ(n)).
For fixed n, let us choose Φ¯0 ∈ span[Φ0] according to Lemma 2.6, so that, using the
abbreviation D := DΦ0 ,
Φ¯0 − Φ(n) = (I − D)Φ(n) +O(‖(I − D)Φ(n)‖2LN2 )
≤ (I − D)Φ(n) +O(‖(I − D)Φ(n)‖2V N ).
Introducing ∆Φ0 := Φ
(n) − Φ¯0, there follows by Lemma 2.19 and linearization
‖(I − D)Φ(n+1)‖V N
= ‖(I − D)F(Φ(n))‖V N +O(‖(I − D)Φ(n)‖2V N )
= ‖(I − D)F(Φ¯0) + (I − D)F ′(Φ¯0)∆Φ0‖V N +O(‖(I − D)Φ(n)‖2V N )
= ‖(I − D)F ′(Φ¯0)(I − D)Φ(n)‖V N +O(‖(I − D)Φ(n)‖2V N )
= ‖(I − D)(I − B−1(I − D)L(2,Φ0)(Φ¯0,Λ))(I − D)Φ(n)‖V N
+O(‖(I − D)Φ(n)‖2V N )
where we have used (2.42) and the fact that (I − D)F(Φ¯0) is zero. The proof is now
finished by noticing that
(I − D)
(
I − B−1(I − D)L(2,Φ0)(Φ¯0,Λ)
)
(I − D)Φ(n)
=
(
I − Bˆ−1(I − D)L(2,Φ0)(Φ¯0,Λ)
)
(I − D)Φ(n),
so that Corollary 2.18 applies to give
‖(I −D)Φ(n+1)‖V N ≤ ϑ‖(I −D)Φ(n)‖V N +O(‖(I −D)Φ(n)‖2V N ) ≤ χ‖(I −D)Φ(n)‖V N ,
where χ < 1 for ‖(I − D)Φ(n)‖V N small enough to neglect the quadratic term.

Proof of Theorem 2.15. Let us choose a representant of the solution Φ∗ according to
Lemma 2.6. Abbreviating e = Φ− Φ∗, we can use J ′(Φ∗)((I − D)Φ) = 0 to find that
J ′(Φ∗)(e) = J ′(Φ∗)((I − D)Φ) + O(‖(I − D)Φ‖2) = O(‖(I − D)Φ‖2)
so that
J (Φ)− J (Φ∗) =
1∫
0
J ′(Φ∗ + se)(e)ds + 1
2
J ′(Φ)(e)
− 1
2
(J ′(Φ∗)(e) + J ′(Φ)(e)) + O(‖(I − D)Φ‖2).
By integration by parts,
1
2
(f(0) + f(1)) =
1∫
0
f(t)dt +
1∫
0
(s− 1
2
)f ′(s)ds,
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we get
J (Φ)−J (Φ∗) = 1
2
〈〈J ′(Φ),Φ−Φ∗〉〉 −
1∫
0
(s− 1
2
)J ′′(Φ+se)(e, e)ds + O(‖(I−D)Φ‖2).
For estimation of the first term on the right hand side, recall from (2.34) that
‖(I − D)J ′(Φ)‖V N . ‖(I −D)Φ‖V N ,
and therefore
1
2
〈〈J ′(Φ),Φ− Φ∗〉〉 = 1
2
〈〈(I − D)J ′(Φ), (I − D)Φ〉〉 + O(‖(I −D)Φ‖2)
= O(‖(I −D)Φ‖2),
while for the second term, |
1∫
0
(s − 1
2
)J ′′(Φ + se)(e, e)ds| = O(‖e‖2) = O(‖(I − D)Φ‖2)
follows from the continuity of J ′′ and, again, the usage of Lemma 2.6.

2.4 Concluding remarks
We have shown that under the ellipticity condition (2.25), the direct minimization algo-
rithm displayed in Fig. 2.1 is locally linearly convergent. Let us note that a verification
of the ellipticity condition will also in the context of Hartree-Fock/DFT theory answer
other important open problems as for instance, uniqueness of solutions.
In accordance with our theoretical results, the convergence behaviour of the gradient al-
gorithm seems to be quite robust, see e.g. [83] and references given there for numerical
examples in the context of quantum chemistry, as well as the numerical examples in [158]
for the single eigenvalue case.
We already noted in [191] that it would be desirable to extend the present direct mini-
mization approach to the use of sparse, localized and non-orthogonal orbitals in order to
achieve rigorous convergence estimates for linear scaling DFT methods, and this approach
is momentarily pursued further in our group [127, 128].


3 The continuous Coupled Cluster method
The Coupled Cluster (CC) method was derived around 1960 in the context of atomic
physics [50, 51, 131, 203], and later introduced in the context of quantum chemistry
(see [49]). It is nowadays the probably most widely applied tool in the calculation of
molecular properties when high accuracy is demanded. This is due to various favourable
properties of the Coupled Cluster method: The CC method enjoys a wide range of ap-
plicability in a black-box style and converges quickly and systematically to the full-CI
(Galerkin) energy limit30 Edisc when applied to relatively well-behaved systems as typi-
cally C-H-chains, rings, alcohols, cetones and aminoacids are. It usually outperforms the
CI method of corresponding scaling, see e.g. [55, 134].31 The CCSD(T) method [176],
which can be applied to small to medium-sized molecules with reasonable computational
effort, often provides results which are within the error bars of corresponding practical
experiments [137], especially if used in connection with extrapolation schemes where ap-
proximation of the ground state energy E∗ is calculated in various hierarchical basis sets
(e.g. VDZ/VTZ/VQZ) and then extrapolated. In contrast to truncated CI methods,
truncated CC has the essential property of being size-consistent [18, 19, 160], making CC
the superior tool when describing reaction mechanisms. However, there are situations
where the Coupled Cluster method may converge slowly or not at all, if the reference
determinant Ψ0 – usually constructed from a preceding Hartree-Fock calculation – is not
sufficiently good, see [103]; multi-reference CC methods (e.g. [29, 164, 168]), remedying
this shortcoming, are still in their development. For a review on Coupled Cluster theory,
the reader is referred to [17, 132] and the abundance of references given therein, as well
as to the article [31] for a broader scope on the applications in physics; for some recent
developments, see [26, 46, 135, 154] as well as the references given in Section 3.1.
In spite of the CC method’s practical utility and popularity, theoretical results from the
mathematical point of view are rather scarce. Only recently a first approach has been
undertaken in [190], see also [134]. To outline the results from [190] and the results to
be proven below, we remind the reader of the two discretisation steps normally taken
when discretising the weak eigenvalue problem Problem 1.12 (also cf. Sec. 1.7): First,
a finite subset Bdisc of a complete one-particle basis B ⊆ H1(R3) is chosen, from which
an according tensor basis Bdisck ⊆ Bk of a discretisation H1,disck ⊆ H1k is constructed as
outlined in Section 1.4; the resulting (finite-, yet high-dimensional) space H1,disck is the
“full CI-space” (as in contrast to the “complete CI-space” H1k). Afterwards, the set of
tensor basis functions Bdisck is reduced by certain selection criteria normally associated
with the so-called “excitation level” of the basis functions, see Definition 3.2, and the
Galerkin projection of the “full CI” CI-/CC-equations onto the selected subspace leads
30Confer the remarks at the end of Section 1.
31For instance, the CCSD method [18], with its complexity of O(N6) the same than that of the related
CISD method, can for larger molecules be interpreted as an approximation of the more precise CISDTQ
method, which itself scales as O(N10).
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to the (canonical, projected) Coupled Cluster method, e.g. termed CISD resp. CCSD
if only basis functions corresponding to single and double excitations are included. The
analysis in [190] now examines the approximation properties of the projected Coupled
Cluster method to the “full CI” solution, and thus provides an analysis of the second
discretisation step. On the other hand this first approach, taken mainly to circumvent
the problems associated with the formulation of the Coupled Cluster method for the orig-
inal, infinite-dimensional problem, does not allow for estimates with respect to the true
solution Ψ ∈ H1k, and thus a priori excludes approaches where the size of the underly-
ing one-particle basis Bdisc is varied. The latter are of interest in the context of error
estimation though, especially in view of the fact that convergence of different CC models
towards the limit within the full CI-space usually is rather fast, while the convergence of
the full-CI solutions Ψdisc ∈ H1,disck to the continuous limit Ψ ∈ H1k is often rather slow
with respect to the size of the underlying one-particle basis set.
In this part of this work, we will therefore formulate the Coupled Cluster equations in a
coefficient space reflecting the continuous (“complete CI”) space H1 := H1k, and the re-
sulting method will be termed “the continuous Coupled Cluster method”. First of all, the
continuity properties of cluster operators in the respective function spaces H1, H−1 have
to be established (Theorem 3.6), and indeed, this poses the main obstacle in the analysis
of the continuous CC method. Once this is done, we will formulate the continuous CC
equations and define the continuous CC function f . We prove that f possesses the prop-
erty of being locally strongly monotone in a neighborhood of the solution t∗ (Theorem
3.18); then, techniques from operator theory partly already used in [190] apply to obtain
existence/uniqueness and convergence results (Theorem 3.21), and we will prove a goal
oriented error estimator [22] for convergence of the energy E∗ (Theorem 3.24). Finally, we
will indicate how the CC equations can be simplified to obtain computable expressions
(Section 3.5) and show convergence of a quasi-Newton method (also formulated in the
continuous space) when applied to the CC function.
3.1 Notations, basic assumptions and definitions
For our analysis of the CC method, we fix a (not necessarily orthogonal) spin orbital basis
BΣ =
{
χP ∈ H1(R3 × {±1
2
}) | P ∈ I} (3.1)
of H1(R3 × {±1
2
}). Motivated by the fact that the Coupled Cluster method is a Post-
Hartree-Fock method (see Section 2(ii)), we will suppose that from a preliminary calcula-
tion, e.g. a HF calculation as outlined in Section 2(i), we have a reference determinant
Ψ0 = Ψ
HF = Q(χ1 ⊗ . . .⊗ χk ⊗ χ1 ⊗ . . .⊗ χN−k). (3.2)
at hand, approximating the sought eigenfunction Ψ to a certain extent, and that this rank-
1-approximation can be formed from N functions from BΣ. Ψ0 is a Slater determinant
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of spin ζk = −N/2 + k, which will be fixed in this section. A spin orbital χI contained
Ψ0 in will be called occupied orbital, and this situation will be abbreviated by I ∈ occ.
Iff A /∈ occ, a spin orbital χA is called virtual orbital, denoted by A ∈ virt. It is a
notational convention that in summations etc., occupied orbitals are labeled by letters
I, J,K, . . . ∈ occ, virtual orbitals by letters A,B,C, . . . ∈ virt, and unspecified orbitals by
letters P,Q,R, . . . ∈ I, and we will also use this convention here.
For the discrete (“projected”) Coupled Cluster method in its simplest form, a (discrete)
basis BΣ of so-called canonical orbitals is in practice provided by diagonalization of the
final (discrete) Fock operator FHF = FHF,ΨHF , so that B
Σ is an eigenbasis of the Fock
operator, and this discrete setting was analysed in [190]. In the infinite dimensional
setting, FΨHF does not allow for a complete eigensystem anymore, so that the formulation
of the Coupled Cluster method and also the analysis from [190] do not extend straight-
forwardly to the continuous setting. Also many of the more sophisticated CC schemes
are not based on canonical orbitals (i.e. the eigenfunctions of the Fock operator), but
use certain localization criteria to rotate the occupied orbitals (to e.g. Foster-Boys-type
orbitals [33], Pipek-Mazay-type orbitals [172] or enveloped localized orbitals [13]), use
non-orthogonal bases for the virtual orbitals (e.g. the projected atomic orbitals (PAOs)
in the LCCSD approach [100, 194]), or enhance the virtual space by specialized basis
functions taking the electron-electron cusp in account (as e.g. the recent powerful r1,2-
and f1,2- methods [119]). Nevertheless, if a HF ground state exists (see 2.1(i)), the infinite
dimensional Fock operator FHF possesses an invariant subspace belonging to N lowest
eigenvalues, and the L2− and FHF -orthogonality between virtual and occupied orbitals
is maintained in all of the aforementioned methods. Motivated by this, we will base our
analysis on the following mild assumptions covering all of the above cases.
Assumption 3.1. We have a symmetric mapping
F : H1(R3 × {±1
2
})→ H−1(R3 × {±1
2
})
at hand that induces a norm spectrally equivalent to the H1(R3 × {±1
2
})-norm, i.e. there
are γ,Γ > 0 such that
γ 〈ϕ, ϕ〉1 ≤ 〈Fϕ, ϕ〉 ≤ Γ 〈ϕ, ϕ〉1 for all ϕ ∈ H1(R3 × {±1
2
}). (3.3)
For the spin basis (3.1), we will suppose that χP are eigenfunctions of the z-spin operator
SzN , see Section 1.2(ii). We also demand that {χI |I ∈ occ} is a basis of an invariant
subspace of F , that is, there holds
〈FχI , χA〉 = 〈χI , χA〉 = 0 for all I ∈ occ, A ∈ virt . (3.4)

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By Lemma 1.25, the above mapping F induces a norm on the tensor space L2R that is
equivalent to the H1-norm. Note that the condition (3.3) is in particular fulfilled by the
(continuous or discrete) shifted Fock operator F = FHF − µI and also by suitable Kohn-
Sham Hamiltonians, see Lemma 1.23 and Remark 2.8.
We will in this section abbreviate by H1 := H1k, L2 := L2k the corresponding spaces of
real-valued, antisymmetric functions of fixed spin number 0 ≤ k ≤ N/2 introduced in
Section 1.2, and rewrite the weak Schro¨dinger equation with the dual argument to the
right,
〈Ψ, (Hˆ − E∗)Ψ〉 = 0 for all Ψ ∈ H1 := H1k, (3.5)
to stay consistent with other literature on the Coupled Cluster method. For convenience,
we will impose to the solution of the weak Schro¨dinger equation the intermediate normal-
ization condition, i.e. we drop the normalization condition (1.11) and instead we look for
eigenfunctions Ψ = Ψ0 + Ψ
∗ for which
〈Ψ0,Ψ∗〉 = 0, i.e. 〈Ψ,Ψ0〉 = 1 (3.6)
is fulfilled. This poses no additional restriction if the reference solution is sufficiently good
so that 〈Ψ,Ψ0〉 6= 0, and we assume this latter condition from now on. The eigenfunction
Ψ is thus fixed by its component Ψ∗ ∈ span{Ψ0}⊥, and we will now, as a first step
towards the CC formulation, rewrite Ψ∗ in terms of so-called excitations of the reference
determinant Ψ0. We start with some definitions.
Definition 3.2. (Operator strings and excitation operators)
Let b1, . . . , bn be any canonical creation or annihilation operators. An operator of the
form S : F→ F, SΨ = b1 . . . bnΨ, will be called operator string.
An operator string
XA1,...,ArI1,...,Ir = a
†
A1
. . . a†AraI1 . . . aIr (3.7)
is called excitation operator if I1 < . . . < Ir ∈ occ, A1 < . . . < Ar ∈ virt, and if in
{I1, . . . , Ir} and {A1, . . . , Ar}, the numbers of contained “spin up” indices coincide. The
number r = r(XA1,...,ArI1,...,Ir ) ≤ N of annihilators (resp. creators) contained in XA1,...,ArI1,...,Ir is
called the (excitation) rank of XA1,...,ArI1,...,Ir .

Definition 3.3. (Indices and index operations)
(i) We denote by µ0 := (1, . . . , k, 1, . . . , N − k) the index belonging to the reference
determinant, and let
M∗ =M\{µ0}, M∗k =Mk\{µ0}
with the index sets M,Mk from Definition 1.18 .
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(ii) For a multi-index µ ∈M∗k, corresponding to an excitation operatorXµ = XA1,...,ArI1,...,Ir =
a†A1 . . . a
†
Ar
aI1 . . . aIr and a determinant Ψµ = Ψ
A1,...,Ar
I1,...,Ir
, we define its rank as r(µ) :=
r(Xµ).
Iff P ∈ {I1, . . . , Ir, A1, . . . , Ar} we say that P is contained in µ, P ∈ µ in short. For
µ0, we define that P /∈ µ0 for all P ∈ I.
(iii) For two multi-indices ν, µ ∈ M, we write µ ⊆ ν iff for all indices P ∈ I, P ∈ µ
implies P ∈ ν.
(iv) Obviously, for each pair µ ⊆ ν ∈Mk, there is exactly one multi-index α ⊆ ν ∈Mk
determined by the condition that P ∈ α iff P ∈ ν, P /∈ µ, and we will denote the
relation between these indices by ν = µ⊕ α, α = ν 	 µ.
Additionally, we define for the situations where ⊕,	 is not defined by the above
that µ⊕α = −1 if {P |P ∈ µ}∩{P |P ∈ α} 6= ∅, and ν	µ = −1 for the case µ 6⊆ ν.
(v) Finally, we declare for convenience that Xµ0 = I, define that for coefficients turning
up in summations etc. c−1, t−1, . . . = 0, and also let Ψ−1 = 0, X−1 = 0.

Remarks 3.4. (Properties of determinants and excitation operators)
(i) An excitation operator XA1,...,ArI1,...,Ir maps the reference determinant Ψ0 ∈ Bk (of fixed
spin number k) by definition to a Slater determinant Ψµ ∈ Bk by replacing the
occupied orbitals I1, . . . , Ir by the virtual orbitals A1, . . . , Ar. More precisely, we
have a one-to-one correspondence between the basis functions Ψµ ∈ Bk and the
excitation operators XA1,...,ArI1,...,Ir , and because both notations will be convenient in
some situations, we will identify the index sets and therefore write Ψµ = Ψ
A1,...,Ar
I1,...,Ir
:=
XA1,...,ArI1,...,Ir Ψ0. Also, we will denote the excitation operator taking Ψ0 to Ψµ by Xµ;
further, we will call Ψµ = Ψ
A1,...,Ar
I1,...,Ir
an r−fold excited determinant or determinant of
excitation rank r. Note also that by Lemma 1.20,(XA1,...,ArI1,...,Ir )
† = a†I1 . . . a
†
Ir
aA1 . . . aAr ,
so that
(XA1,...,ArI1,...,Ir )
† XA1,...,ArI1,...,Ir Ψ0 = (X
A1,...,Ar
I1,...,Ir
)† ΨA1,...,ArI1,...,Ir = Ψ0, (3.8)
and the adjoints of excitation operators are therefore sometimes termed decitation
operators.32
(ii) For two determinants Ψr,Ψs of excitation ranks r 6= s,
〈Ψr,Ψs〉 = 〈Ψr,Ψs〉F = 0 (3.9)
due to (3.4).
32Note that (XA1,...,ArI1,...,Ir )
† is not the inverse of XA1,...,ArI1,...,Ir though.
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(iii) It follows from the anticommutator relations 1.20(v) that all operators contained in
any excitation operators anticommute. Therefore, Definition 3.3 implies that for all
indices α, β ∈Mk, Xα⊕β also defines an excitation operator, and that
XαXβ = Xα⊕β = Xβ⊕α = XβXα. (3.10)
The same holds for products of decitation operators X†αX
†
β = X
†
α⊕β. Also,
X†αXβ = Xβ	α, XαΨβ = Ψβ⊕α, X
†
αΨβ = Ψβ	α. (3.11)

Observation/Definition 3.5. (Cluster operator)
Due to Remark 3.4(i), every intermediately normed Ψ ∈ L2 can be expanded in the tensor
basis Bk as
Ψ = Ψ0 + Ψ
∗ = Ψ0 +
∑
µ∈M∗k
tµXµΨ0 =: (I + TΨ∗)Ψ0 (3.12)
of at most N -fold spin-k-excitations XµΨ0 of the reference determinant Ψ0 ∈ Bk. The
operator TΨ∗ introduced in the above remark will be called cluster operator of Ψ ∈ L2.

3.2 Continuity properties of cluster operators;
the Coupled Cluster equations
(i) Continuity properties of cluster operators. This part of this section is devoted to
the proof of the following theorem, which is fundamental for the continuous formulation of
the Coupled Cluster equations. After it is proven, we establish in part (ii) the exponential
parameterisation of the eigenvalue problem (3.5) which then gives rise to the continuous
Coupled Cluster equations.
Theorem 3.6. (L2-/H1-continuity of the cluster operator and its adjoint)
For any Ψ∗ =
∑
α∈M∗ tαΨα, the cluster operator T = TΨ∗ and its L
2-adjoint T † = T †Ψ∗
map L2 → L2 boundedly; there holds
‖T‖L2→L2 = ‖T †‖L2→L2 ∼ ‖Ψ∗‖L2 . (3.13)
If Ψ∗ ∈ H1, T and T † also map H1 → H1 boundedly, and
‖T‖H1→H1 ∼ ‖Ψ∗‖H1 , ‖T †‖H1→H1 ≤ ‖Ψ∗‖H1 . (3.14)
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In contrast to the proof for (3.13), which is essentially identical to that for the discrete
(“projected”) setting analysed in [190], the H1-continuity (3.14) of T and T † is consid-
erably harder to prove. This is rooted in the fact that we cannot suppose anymore that
the preconditioner F : H1(R3)→ H−1(R3) fulfilling (3.4) admits a complete eigensystem.
We note also that in [190], it was used that the discrete Hamiltonian H boundedly maps
to `2 for each discretisation, so for definition of the discrete Coupled Cluster equations,
the need to show the continuity of T † : H1 → H1 could be avoided. This is not the case
any more in the continuous setting.33
We start the proof of Theorem 3.6 by showing that we can without loss of generality
suppose that the spin basis BΣ, determining Ψ∗ and T , is L2-orthonormal.
Lemma 3.7. (Reduction to orthonormal basis sets)
Let B˜Σ := {χ˜I | I ∈ occ} ∪ {χ˜A | A ∈ virt} be an L2-orthonormal basis for which there
holds
span{χ˜I |I ∈ occ} = span{χI |I ∈ occ}, span{χ˜A|A ∈ virt} = span{χA|A ∈ virt},
and denote by Ψ˜α the elements of the tensor basis constructed from B˜
Σ, and by X˜α, α ∈
M∗k, the excitation operators constructed from the creators and annihilators belonging to
the basis functions from B˜Σ.
(i) There holds span{Ψα|α ∈M∗k} = span{Ψ˜α|α ∈M∗k}.
(ii) For the cluster operator T =
∑
α∈M∗k tαXα belonging to
Ψ∗ =
∑
α∈M∗k
tαΨα =
∑
α∈M∗k
t˜αΨ˜α ∈ span{Ψα|α ∈M∗k},
there also holds T =
∑
α∈M∗k t˜αX˜α.
Proof. First of all, (3.9) gives that 〈Ψ0,Ψα〉 = 0 and (3.4) implies that 〈Ψ˜0,Ψα〉 = 0 for
all α ∈ M∗k, implying span{Φ0} = span{Φ˜0} and thus, with (3.9), span{Ψα|α ∈ M∗k} =
span{Ψ˜α|α ∈ M∗k}. Let us denote by a˜P , a˜†P the annihilator/creator of χ˜P , respectively.
Again using (3.4), we can expand
χI =
∑
J∈occ
cJI χ˜J , χA =
∑
B∈virt
cBAχ˜B, aI =
∑
J∈occ
cJI a˜J , a
†
A =
∑
B∈virt
cBA a˜
†
B,
where we inserted the expansions for χI , χA into the representations (1.54) and (1.56) for
the creation and annihilation operators. Thus, for suitable coefficients dα
′
α , α, α
′ ∈M∗,
T =
∑
α∈M∗
tαXα =
∑
α∈M∗
tα
( ∑
α′∈M∗
rk(α′)=rk(α)
dα
′
α
)
X˜α =
∑
α′∈M∗
( ∑
α∈M∗
rk(α′)=rk(α)
tαd
α′
α
)
X˜α′ . (3.15)
33Note also that the continuity of T : H1 → H1 only implies the continuity of its H1-adjoint T †,H1 :
H−1 → H−1, but not the H1-continuity of the L2-adjoint T † : H1 → H1 of T .
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Because ∑
α∈M∗k
t˜αX˜αΨ0 = Ψ
∗ = TΨ0 =
∑
α′∈M∗
(
∑
α∈M∗
rk(α′)=rk(α)
tαd
α′
α )X˜α′Ψ0,
the coefficients to the very left and the very right coincide, so (ii) follows from (3.15).

We will now of course use Lemma 3.7 and assume that BΣ is orthonormal. Using that for
each z-spin-eigenvalue ζ ∈ spin(N), the image TΨζ of a z-spin-eigenfunction Ψζ belonging
to ζ is again an eigenfunctions belonging to ζ, we will prove the continuity of T, T † as
mappings L2 → L2 (instead of L2 → L2) to avoid subtleties in the choice of basis sets. For
the proof, we expand TΨ in suitable orthonormal bases and then estimate the occurring
terms by the below Lemma 3.9. We start by introducing some short-hand notations for
occurring terms.
Notations 3.8. (Notations used in the proof of Theorem 3.6)
(i) The index µ ∈M∗ belonging to a onefold excitation operators XAI , I ∈ occ, A ∈ virt,
will be denoted as µ =
(
I
A
)
.
(ii) For an index I ∈ occ, let |I| label its position p ∈ Nc in the reference determinant
(3.2)and denote σI = (−1)|I|.
(iii) For µ ∈M, we denote
ρµ :=
1
r(µ)− 1 . (3.16)
(iv) Finally, for each µ ∈ M, we define a corresponding mapping µ : occ→ I: If I /∈ µ
(i.e. if the occupied orbital χI is “not excited by Xµ”), we let µ(I) = I; if I ∈ µ, we
have in equation (3.7) that I = Is for some s ∈ rc, and Is defines by the ordering
on I a unique virtual index As ( to which the orbital χI is “excited by Xµ”), for
which we then define µ(I) = As.
The first estimate in next lemma was already proven in [190], where it was central to the
analysis for the projected CC equations the discrete setting. We re-formulate it here with
an improved constant and derive from it the estimate (3.18), which will be useful to show
continuity of T †.
Lemma 3.9. (Estimate for the proof of Theorem 3.6)
For any sequences (dβ)β∈M, (eβ)β∈M ∈ `2(M), there holds∑
ν∈M
∣∣ ∑
β∈M
dβeν	β
∣∣2 ≤ CN ‖(dβ)β∈M‖2`2(M) ‖(eβ)β∈M‖2`2(M) (3.17)
and also ∑
ν∈M
∣∣ ∑
β∈M
dβeν⊕β
∣∣2 ≤ CN ‖(dβ)β∈M‖2`2(M) ‖(eβ)β∈M‖2`2(M). (3.18)
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Proof. We start by estimating the number of indices µ for which µ ⊆ ν holds for a fixed
index ν (and thus for the number of indices µ for which ν	µ gives a nonzero contribution):
By definition, µ ⊆ ν iff virt(µ) ⊆ virt (ν) and occ(ν) ⊆ occ (µ), so the number of possible
indices µ ⊆ ν for which Φµ has excitation rank s is given by
(
r
s
)(
N
(N−s)−(N−r)
)
=
(
r
s
)(
N
r−s
)
,
where r denotes the excitation rank of Φν . Summing up over all ranks s ≤ r gives∑
0≤s≤r
(
r
s
)(
N
r − s
)
=
(
N + r
r
)
≤
(
2N
N
)
=: CN
by Vandermonde’s identity and a (sharp) worst-case estimate. Now, we can estimate the
left hand of (3.17) by noting that for every fixed ν, the sum over β contains at most CN
non-null summands; thus∑
ν∈M
∣∣ ∑
β∈M
dβeν	β
∣∣2 ≤ CN ∑
ν∈M
∑
β∈M
∣∣dβ|2|eν	β∣∣2 ≤ CN ∑
β∈M
∣∣dβ|2 ∑
ν∈M
|eν
∣∣2,
giving (3.17).
To prove (3.18), we note that (3.17) means that for (dβ)β∈M ∈ `2(M), the mapping
M : (fδ)δ∈M 7→
( ∑
ν∈M
fνdδ	ν
)
δ∈M
is a continuous mapping `2(M) → `2(M) with continuity constant ‖M‖ ≤ C
1
2
N‖dβ‖`2 .
We compute the adjoint of M : Because there holds for (eδ)δ ∈ `2(M) that〈
M(fδ)δ∈M, (eδ)δ∈M〉 =
∑
δ∈M
∑
ν∈M
fνdδ	νeδ = 〈(fν)ν∈M, (
∑
δ∈M
dδ	νeδ)ν∈M〉
and for fixed ν ∈M that∑
δ∈M
dδ	νeδ =
∑
ν⊆δ∈M
dδ	νeδ =
∑
β∈M
dβeν⊕β,
M † is given by
M † : (eβ)β∈M 7→
( ∑
β∈M
dβeν⊕β
)
ν∈M.
M † is continuous with ‖M †‖ ≤ C
1
2
N‖(dβ)β∈M‖`2 , and writing this out gives (3.18).

Using the estimates (3.17), the proof of the L2-continuity of T is completely analogous to
the proof of [190], Lemma 4.13, for the discrete case. We therefore leave it out for sake of
brevity. To prove the continuity of T : H1 → H1, we now equip H1 with the equivalent
norm induced by the preconditioning mapping F . The following lemma provides a working
expression for the F -norm of a wave function Ψ.
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Lemma 3.10. (F -norm of antisymmetric functions)
Let χP := F
− 1
2χP for all P ∈ I. For any Ψ =
∑
µ∈M dµΨµ ∈ H1, there holds
‖Ψ‖2F =
∑
J∈occ
∑
ν∈M
∣∣ ∑
I∈occ
I /∈ν
σI dν 〈χI , χJ〉F
∣∣2 (3.19)
+
∑
B∈virt
∑
ν∈M
ρν
∣∣ ∑
I∈occ
∑
A∈virt
σIdν⊕(AI)
〈χA, χB〉F
∣∣2. (3.20)
Proof. We will show that for any i ∈ Nc, there holds
‖Ψ‖2
Fˆi
=
1
N
( ∑
J∈occ
ν∈M
∣∣ ∑
I∈occ
I /∈ν
σI dν 〈χI , χJ〉F
∣∣2 + ∑
B∈virt
ν∈M
ρν
∣∣ ∑
I∈occ
A∈virt
σIdν⊕(AI)
〈χA, χB〉F
∣∣2). (3.21)
By definition of F = FN (see Def. 1.1), we have ‖Ψ‖2F =
∑N
i=1 ‖Ψ‖2Fˆi for any Ψ ∈ H
1,
and the lemma is then proven. To make notations not more complicated than necessary,
we suppose i = 1 without loss of generality. We define an orthonormal basis with respect
to the Fˆ1-inner product: Let us denote by M ⊆ IN−1 the set of ordered indices of
length N − 1, and denote for ν ∈ M by Φν the (N − 1)-electron Slater determinant
formed from the one-particle basis functions (taken from (3.1)) determined by ν. Because
χP := F
− 1
2χP as defined above is a F -orthonormal one-particle spin basis, the set
B := {ΨPν := χP ⊗ Φν | P ∈ J , ν ∈M }
is an Fˆ1-orthonormal system. We can write every basis function Ψµ ∈ B as
Ψµ =
1
N !
∑
pi∈S(N)
(−1)|pi| χµpi(1) ⊗ . . .⊗ χµpi(N) =
1
N
∑
I∈occ
σI χµ(I) ⊗ ΦµI , (3.22)
where ΦµI is the Slater determinant from B obtained from Ψµ by removing the function
χµ(I). Therefore, H1 is contained in the Fˆ1-span of B, and we can calculate the Fˆ1-norm
of any Ψ ∈ H1 by expanding Ψ in the basis B. To do so, we decompose for fixed I ∈ occ
the set M into indices belonging to excitation operators that do not/do contain the
annihilator for I,∑
µ∈M
dµ (χµ(I) ⊗ ΦµI ) =
∑
µ∈M
I /∈µ
dµ (χI ⊗ ΦµI ) +
∑
µ∈M
I /∈µ
ρµ
∑
A∈virt
dµ⊕(AI)
(χA ⊗ ΦµI ).
Note that in the second term, there are r(µ) + 1 combinations of indices µ,
(
A
I
)
that give
rise to the same summand indexed by µ⊕ (A
I
)
, causing the factor ρµ. Inserting (3.22) into
Ψ =
∑
µ∈M dµΨµ, interchanging sums and then using the above decomposition gives
Ψ =
1
N
∑
I∈occ
σI
∑
µ∈M
I /∈µ
(
dµ (χµ(I) ⊗ ΦµI ) + ρµ
∑
A∈virt
dµ⊕(AI)
(χA ⊗ ΦµI )
)
. (3.23)
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Let I ∈ occ and ν = (Iν1 , . . . , Iνm , Aν1 , . . . , AνN−1−m) ∈ M be fixed. Then ν defines a
unique excitation operator νI ∈M by defining occ(νI) = occ \{I, Iν1 , . . . , Iνm}, virt(νI) =
{Aν1 , . . . , AνN−1−m}. The relation (ν, νI) defines a bijection between the set M and the
set{µ ∈M|I /∈ µ}. If we let δIν,µ = 1 if νI = µ and zero elsewise, testing (3.23) with ΨPν
yields
〈Ψ,ΨPν〉 = 1
N
∑
I∈occ
σI
∑
µ∈M
I /∈µ
(
dµ 〈χI , χP 〉F δIν,µ + ρµ
∑
A∈virt
dµ⊕(IA)
〈χA, χP 〉F δIν,µ
)
.
Therefore, we get
‖Ψ‖2
Fˆ1
=
1
N
∑
P∈J
∑
ν∈M
∣∣ ∑
I∈occ
σI
∑
µ∈M
I /∈µ
(
dµ 〈χI , χP 〉F δIν,µ + ρµ
∑
A∈virt
dµ⊕(IA)
〈χA, χP 〉F δIν,µ
)∣∣2
=
1
N
∑
P∈J
∑
ν∈M
∣∣ ∑
I∈occ
I /∈ν
σI
(
dµ〈χI , χP 〉F + ρµ
∑
A∈virt
dµ⊕(IA)
〈χA, χP 〉F
)∣∣2.
Using that dµ⊕(IA)
= 0 if I ∈ ν and the orthogonality condition (3.4), one obtains the
desired expression (3.21), implying (3.19f.).

Proof of Theorem 3.6: The H1-continuity of T and T †.
We are now in the position to show that T continuously maps H1 → H1. We denote
Ψ =
∑
µ∈M
cµΨµ, Ψ
∗ =
∑
α∈M∗
tαΨα, TΨ =
∑
ν∈M∗
dνΨν =
∑
µ∈M
∑
α∈M∗
tαcµXα⊕µΨ0.
We now compute the Fˆ -norm for TΨ according to Lemma 3.10: For ν ∈ M, A ∈ virt,
there holds
dν =
∑
µ∈M
∑
α∈M∗
tαcµδα⊕µ,ν =
∑
α∈M∗
tαcν	α,∑
I∈occ
dν⊕(AI)
=
∑
I∈occ
∑
µ∈M
∑
α∈M∗
(
tα⊕(AI)
cµδα⊕µ,ν + tαcµ⊕(AI)
)
δα⊕µ,ν
=
∑
I∈occ
I /∈ν
∑
α∈M∗
tα⊕(AI)
cν	α + tν	αcα⊕(AI)
.
Thus, inserting this in (3.19f.),
‖TΨ‖2F =
∑
J∈occ
∑
ν∈M
∣∣ ∑
I∈occ
I /∈ν
σI
∑
α∈M∗
tαcν	α 〈χI , χJ〉F
∣∣2 (3.24)
+
∑
B∈virt
∑
ν∈M
ρν
∣∣ ∑
I∈occ
∑
A∈virt
σI
∑
α∈M∗
(
tα⊕(AI)
cν	α + tν	αcα⊕(AI)
)〈χA, χB〉F ∣∣2.
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Denoting the summand in line (3.24) with (I) and the one in the line below with (II), we
can use the estimate (3.17) to obtain for (I) that
(I) ≤
∑
J∈occ
∑
ν∈M
( ∑
I∈occ
I /∈ν
∣∣ ∑
α∈M∗
tαcν	α 〈χI , χJ〉F
∣∣)2
≤ N · ( ∑
I∈occ
∑
J∈occ
∣∣〈χI , χJ〉F ∣∣2) ∑
ν∈M
∣∣ ∑
α∈M∗
tαcν	α
∣∣2
≤ NCN
( ∑
I∈occ
‖χI‖2F
) ‖tα‖2`2(M) ‖cα‖2`2(M)
. ‖Ψ∗‖ · ‖Ψ‖,
while for (II),
(II) ≤ 2
∑
B∈virt
∑
ν∈M
ρν
∣∣ ∑
I∈occ
∑
A∈virt
σI
∑
α∈M∗
tα⊕(AI)
cν	α〈χA, χB〉F
∣∣2 (3.25)
+ 2
∑
B∈virt
∑
ν∈M
ρν
∣∣ ∑
I∈occ
∑
A∈virt
σI
∑
α∈M∗
tν	µcµ⊕(AI)
〈χA, χB〉F
∣∣2. (3.26)
To estimate the summand in line (3.25), we use that for α ⊆ ν, ρν ≤ ρα, and apply (3.17)
afterwards to obtain∑
B∈virt
∑
ν∈M
ρν
∣∣ ∑
I∈occ
∑
A∈virt
σI
∑
α∈M∗
tα⊕(AI)
cν	α〈χA, χB〉F
∣∣2
≤
∑
B∈virt
∑
ν∈M
∣∣ ∑
α∈M∗
(
ρα
∑
I∈occ
∑
A∈virt
σI tα⊕(AI)
〈χA, χB〉F
)
cν	α
∣∣2
.
( ∑
B∈virt
∑
α∈M
ρα
∣∣ ∑
I∈occ
∑
A∈virt
σItα⊕(AI)
〈χA, χB〉F
∣∣2) · ‖(cν)ν∈M‖`2(M)
≤ ‖Ψ∗‖F · ‖Ψ‖
by comparison with the expression for the F -norm of Ψ∗, while the same proceeding with
the summand in line (3.26) gives the other way around
2
∑
B∈virt
∑
ν∈M
ρν
∣∣ ∑
I∈occ
∑
A∈virt
σI
∑
α∈M∗
tν	µcµ⊕(AI)
〈χA, χB〉F
∣∣2 . ‖Ψ∗‖ · ‖Ψ‖F .
Thus altogether, ‖TΨ‖F . ‖Ψ∗‖F · ‖Ψ‖F , and observing ‖TΨ0‖ = ‖Ψ∗‖ finishes the first
part of the proof. It remains to show the H1-continuity of T †, for which the proof is
analogous to that for T , with the estimate (3.18) entering instead of (3.17); we therefore
only sketch the proceeding. Again, the representation (3.19f.) is used to compute ‖T †Ψ‖F .
Denoting
T †Ψ =
∑
ν∈M
dνΨν =
∑
α∈M∗
∑
µ∈M
tαcµXµ	αΨ0,
the coefficients dn are this time for fixed I ∈ I, ν ∈M, I /∈ ν given by
dν =
∑
α∈M∗
tαcν⊕α; dν⊕(AI)
=
∑
α∈M∗
tαcν⊕α⊕(AI)
.
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Inserting this in (3.19f.) for ‖T †Ψ‖F gives two terms, which can be estimated analogously
to the above, only that ρν⊕α ≤ (N + 1)ρν enters instead of ρα ≤ ρν . We then obtain
‖T †Ψ‖F . ‖Ψ∗‖ · ‖Ψ‖ + ‖Ψ∗‖ · ‖Ψ‖F . ‖Ψ∗‖ · ‖Ψ‖F ,
and thus the upper bound for the H1-norm of T †.

Note that the F -norm of Ψ∗ does not enter the above estimate. Therefore, the H1-
norm of T = TΨ∗ is not uniformly bounded from below by the H
1-norm of Ψ∗ because
we can choose a sequence Ψ∗n for which ‖Ψ∗n‖F = 1 but ‖Ψ∗n‖ → 0; there then holds
‖T †Ψ∗n‖F/‖Ψ∗n‖F ≤ ‖Ψ∗n‖/‖Ψ∗‖F → 0.
Corollary 3.11. (Continuity of T : H−1 → H−1)
Each cluster operator T = TΨ∗, Ψ
∗ ∈ H1, can be extended to a continuous operator
T : H−1 → H−1. In particular, each excitation operator Xµ can be continuously extended
to an operator H−1 → H−1 , and there holds T = ∑µ∈M∗k cµXµ in H−1.
Proof. Because T † is bounded on H1, its adjoint T˜ : H−1 → H−1 is also continuous with
‖T˜‖H−1→H−1 = ‖T †‖H1→H1 , and for every F (·) ∈ (L2)′ ⊆ H−1 (which we can write as
〈Ψ, ·〉 with Ψ ∈ L2), there holds
T˜F := F (T †·) = 〈Ψ, T †·〉 = 〈TΨ, ·〉,
so that T˜ defines a continuous extension of T (which we also denoted as T above). The-
orem 3.6 in particular implies that Xµ : H
−1 → H−1 is continuous and well-defined, and
T and
∑
µ cµXµ coincide on the dense subset L
2, so T =
∑
µ∈M∗k cµXµ also follows. 
(ii) The linked and the unlinked Coupled Cluster equations. We are now in the
position to define the continuous version of the Coupled Cluster equations. With the
previous results, the eigenvalue equation (3.5) can be rewritten in terms of the cluster
operator T as the problem of finding a coefficient vector t∗ = (tα)α∈`2(M) ∈ `2(M∗) such
that for T =
∑
α∈M∗k tαXα there holds Ψ
∗ := TΨ0 ∈ H1 and
〈Ψµ, (Hˆ − E∗) (I + T )Ψ0〉 = 0 for all Ψµ ∈ Bk;
the solution of (3.5) is then given by Ψ = Ψ0 + Ψ
∗. The Coupled Cluster method now
replaces the above linear parametrisation I+T by an exponential parametrisation. Before
we do so, note that in the above, only coefficient vectors t∗ = (tα)α∈M∗k are admitted for
which the corresponding function Ψ∗ is contained in H1. This is reflected by restricing
the set of admissible coefficients from `2(M∗) in the following way.
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Definition 3.12. (The H1-coefficient space V)
Let 〈·, ··〉Fˆ : (span{Ψ0})⊥×(span{Ψ0})⊥ → R denote an inner product which on (span{Ψ0})⊥
induces a norm equivalent to the H1-norm. We define a subspace V ⊆ `2(M∗k) by
V := {t ∈ `2(M∗k) | ‖t‖V <∞ } . (3.27)
where
〈t, s〉V := 〈
∑
α∈M∗k
tαΨα,
∑
β∈M∗k
sβΨβ〉2Fˆ , ‖t‖V := 〈t, t〉
1/2
V . (3.28)

Obviously, the above definition of V is independent of the particular choice of the norm
‖ · ‖Fˆ . Denoting as T (t) the cluster operator defined by t and Ψ(t) := T (t)Ψ0, there holds
‖t‖V ∼ ‖Ψ(t)‖H1 ; (3.29)
in particular, t ∈ V iff Ψ∗(t) ∈ H1 ∩ (span{Ψ0})⊥, so (V, 〈·, ··〉V) is complete and thus is
a Hilbert space.
From Theorem 3.6 and (3.29), we infer the following corollary.
Corollary 3.13. The linear mappings
t 7→ T (t) =
∑
α∈M∗
tαXα, t 7→ T †(t) =
∑
α∈M∗
tαX
†
α
are bounded linear mappings (V, ‖ · ‖V) → (B(H1), ‖ · ‖H1→H1).
Remark 3.14. (Practical computation of ‖t‖V)
Of course, we may use the preconditioning mapping F from (3.3) to induce a norm on
V; unfortunately, the shift µ which turns the Fock or Kohn-Sham opeorator into a posi-
tive definitite mapping is usually unknown. For practical purposes like error estimation,
Lemma 1.26 offers a way out: The lifted Fock operator FHF = FHF,N resp. any Kohn-
Sham operator FKS = FKS,N fulfilling the G˚arding estimate (1.66), cf. Remark 2.8, fulfils
the conditions of Lemma 1.26: therefore, if the respective operator is shifted by its trace
trFHF resp. tr(FKS), corresponding to the sum Λ0 of the N eigenvalues belonging to the
subspace spanned by the occupied orbitals, Fˆ = F − Λ0I (with the computable shift Λ0)
can be used to define and evaluate the norm on V.
Note also that although this mapping F −Λ0I is particularly convenient to handle if BΣ
is an eigenbasis of the operator F , so that F is diagonal in this basis, evaluation of F in
a non-orthogonal, non-eigenbasis may also be performed within reasonable complexity if
F is a one-particle operator like FHF or FKS.

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To formulate the CC equations, we need one more lemma justifying the exponential
parametrisation; it is the continuous version of [190], Lemma 4.2, and Theorem 4.3.
Lemma 3.15. (Properties of the exponential function on the algebra of cluster operators)
The set L := {t0I + T (t) | t0 ∈ R, t ∈ V} is a closed commutative subalgebra of B(H1),
containing zero as the only non-invertible element. The exponential function exp(X) =∑N
i=0X
i/i! is a local C∞-diffeomorphism mapping onto L\{0}. In particular, exp is a
bijection between the sets
T = {T (t) | t ∈ V} and I + T = {I + T (t) | t ∈ V}.
The lemma also holds if H1 is replaced by H−1 in the above, or if V is replaced by a
subspace Vd ⊆ V.
Proof. Taking Theorem 3.6 into account, the proof for the properties of L is identical with
that from [190], Lemma 4.2, and Theorem 4.3. Because L is a commutative subalgebra of
H1 resp. H−1, the exponential function is a local C∞-diffeomorphism on L\{0}, see e.g.
[182]. The series terminates at i = N because any product of more than N excitation
operators contains more than N annihilators for the N occupied orbitals and thus has
to vanish, see Lemma 1.20(v). exp maps T to I + T by definition, and on I + T , its
inverse is given by the (terminating) logarithmic series log(X) =
∑N
i=1(−1)i−1(X − I)i/i
(see [190]), which obviously maps to T , so the lemma is proven.

We can now show that the exact (weak) eigenproblem (3.5) is equivalent to the continuous
Coupled Cluster equations formulated in the following theorem.
Theorem 3.16. (The continuous Coupled Cluster equations)
An intermediately normed function Ψ ∈ H1 together with a corresponding eigenvalue
E∗ ∈ R solves the (weak, CI) eigenproblem
〈Ψµ, (Hˆ − E∗)Ψ〉 = 0, for all µ ∈Mk (3.30)
if and only if Ψ = eTΨ0 for some cluster operator T =
∑
α∈M∗ tαXα for which
‖tα‖V <∞, and which fulfils the unlinked Coupled Cluster equations
〈Ψµ, (Hˆ − E∗)eTΨ0〉 = 0, for all µ ∈Mk, (3.31)
or equivalently, the linked Coupled Cluster equations,
E∗ = 〈Ψ0, HˆeTΨ0〉, 〈Ψµ, e−T HˆeTΨ0〉 = 0, for all µ ∈M∗k. (3.32)
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Note that the above equivalence of linked and unlinked formulation does not need to hold
anymore if in a discretised setting, based on certain selection criteria, only some of the
amplitudes of the discretised basis are used for a computation. In this case, eT
†
is not
necessarily surjective anymore; to guarantee this, the set of selected amplitudes has to
be excitation complete, which is for instance the case for canonical models like CCSD,
CCSDT etc., see [190] for details.
Proof. Using Theorem 3.6, Ψ ∈ H1 solves the set of equations (3.30) iff there is a contin-
uous cluster operator S : H1 → H1 such that Ψ = (I + S)Ψ0 and
〈Ψµ, (Hˆ − E∗)(I + S)Ψ0〉 = 0, for all µ ∈Mk (3.33)
By Lemma 3.15, there is a unique cluster operator T such that I +S = eT , so that (3.33)
is equivalent to finding T : H1 → H1 such that
〈Ψµ, (Hˆ − E∗)eTΨ0〉 = 0, for all µ ∈Mk, (3.34)
or in other words, 0 = (Hˆ − E∗)eTΨ0 ∈ H−1. By Theorem 3.6, the L2-adjoint T † of T
is continuous as mapping H1 → H1; therefore, eT † is a continuous invertible mapping
H1 → H1, and (3.34) is equivalent to
〈e−T †Ψ, (Hˆ − E∗)eTΨ0〉 = 0, for all Ψ ∈ H1. (3.35)
Due to the continuity of the adjoint mapping A 7→ A†, we have
〈e−T †Ψ, (Hˆ − E∗)eTΨ0〉 = 〈Ψ, (e−T †)†(Hˆ − E∗)eTΨ0〉 = 〈Ψ, e−T (Hˆ − E∗)eTΨ0〉
with the exponential e−T of −T taken in H−1, completing the proof.

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3.3 Analytical properties of the Coupled Cluster function
The linked Coupled Cluster equations (3.32) exhibit certain advantages when it comes to
implementation (see Section 3.5), and are therefore almost exclusively used in practice.
For this reason, we will now concentrate on the analysis of the linked Coupled Cluster
equations and rewrite them as a root problem for the so-called Coupled Cluster func-
tion.34 We will then show that the CC function is locally Lipschitz continuous and locally
strongly monotone; these results will then be used to obtain results for existence and local
uniqueness in Theorem 3.21 and a local “goal oriented” error estimator in Theorem 3.24.
First, we compile the following properties of f , which were already shown in [190] for the
discrete case.
Definition/Lemma 3.17. (The Coupled Cluster function)
We define the Coupled Cluster function
f : V → V′, f(t) := (〈Ψα, e−T HˆeTΨ0 〉)α∈M∗k . (3.36)
mapping V to its dual V′ and is C∞ on V. f and all derivatives f (n) of f are Lipschitz-
continuous on bounded domains of V.
An intermediately normed function Ψ = (I + T (t∗))Ψ0 is a weak eigenvector of the elec-
tronic Schro¨dinger equation if and only if
f(t∗) = 0 ∈ V′. (3.37)
Proof of Lemma 3.17. Let us denote by 〈·, ··〉`2 the usual `2(M∗k)-inner product. Then,
for s, t ∈ V, we obtain with the use of (1.39), Theorem 3.6, Corollary 3.13 and Lemma
3.15 that
〈f(t), s〉`2 =
∑
α∈M∗k
〈sαΨα, e−T HˆeTΨ0 〉 ≤ ‖T (s)Ψ0‖H1‖e−T HˆeTΨ0‖H−1 ≤ C(t)‖s‖V,
where the constant C(t) depends on the V-norm of t, so that 〈f(t), ·〉`2 defines a continuous
functional on V. f is C∞ as a composition of C∞-functions. The Lipschitz continuity of
f on bounded domains follows from a short calculation based on the same property of
T 7→ eT as mapping H1 → H1 and H−1 → H−1, see Lemma 3.15; for the proof that all
derivatives of f are Lipschitz-continuous on bounded domains, see [190] which transfers
to our case.

34The Coupled Cluster function is defined on the infinite dimensional space V, and some readers might
therefore prefer the term “(nonlinear) operator” and denote it by a capital letter. To keep consistent
with quantum chemistry literature and to avoid confusion with the “Fock operator-like” mapping F , we
will stick to the physicist’s/chemist’s nomenclature of “the Coupled Cluster function” f here.
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Theorem 3.18. (Local strong monotonicity of the CC function)
Let E∗ be a simple eigenvalue of H. If the reference determinant Ψ0 lies in a suitable
neighbourhood of the (intermediately normed) solution Ψ of the Schro¨dinger equation,
the Coupled Cluster function f is strongly monotone in a neighbourhood of its solution
t∗ = (t∗α)α∈M∗, i.e. there are constants γ, δ > 0 such that
〈f(s)− f(t), s− t〉 ≥ γ · ‖s− t‖2V (3.38)
holds for all s, t ∈ V with ‖s− t∗‖V, ‖t− t∗‖V < δ.
The core ingredient to the proof of (3.38) is the following lemma which bases on Lemma
1.23.
Lemma 3.19. Let U0 := span{Ψ0}. If the reference determinant Ψ0 lies sufficiently close
to the (intermediately normed) solution Ψ of the Schro¨dinger equation and E∗ is a simple
eigenvalue of Hˆ, the restriction of the mapping Hˆ − E∗ to the orthogonal complement of
U0 is H
1-elliptic, i.e.
〈Ψ, (Hˆ − E∗)Ψ〉 ≥ γ′ ‖Ψ‖21 (3.39)
holds for some γ′ > 0 and all Ψ ∈ U⊥0 .
Proof. We show ellipticity of Hˆ − E∗ with respect to the L2-inner product and then
apply Lemma 1.23. Let P , P0 be the L2-orthogonal projectors on span{Ψ}, span{Ψ0},
respectively, and denote the spectral gap by γ∗ := inf(spec(Hˆ)\{E∗}) − E∗. Because
Hˆ − E∗ = 0 on span{Ψ}, there holds for any Ψ ∈ U⊥0 that
〈Ψ, (Hˆ − E∗)Ψ〉 = 〈(I − P )Ψ, (Hˆ − E∗)(I − P )Ψ〉 ≥ γ∗‖(I − P )Ψ‖2L2
by use of the Courant-Fischer theorem [179]. We want to use (I−P0)Ψ = Ψ, and compute
the difference of the projectors: Letting Ψ¯ := Ψ/‖Ψ‖L2 , a short calculation shows that
‖P0 − P‖L2→L2 = max
f∈L2,‖f‖=1
∣∣ 〈f,Ψ0〉Ψ0 − 〈f, Ψ¯〉Ψ¯ ∣∣ ≤ ‖Ψ0 − Ψ¯‖. (3.40)
Using orthogonality of Ψ0 and TΨ0, there holds with τ = ‖TΨ0‖, ‖Ψ0‖ = 1 that Ψ¯ =
(Ψ0 + TΨ0)/(1 + τ
2)1/2, and one easily sees by orthogonal decomposition that
‖Ψ0 − Ψ¯‖2 =
(
1− 1
(1− τ 2) 12
)2
+
τ 2
(1− τ 2) 12 = 2(
1
(1 + τ 2)
− 1
(1 + τ 2)
1
2
)
= 4τ 2 +O(τ 4).
Therefore, we can for instance choose τ = ‖Ψ0 − Ψ‖ such that ‖P0 − P‖ ≤ 12 , and using
(I − P0)Ψ = Ψ there follows
γ∗‖(I − P )Ψ‖2 ≥ γ∗
(
‖(I − P0)Ψ‖ − ‖(P0 − P )Ψ‖
)2
≥ 1
4
γ∗ ‖Ψ‖2.
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Hˆ −E∗ is thus L2-elliptic on the complement of U0. Therefore - because the Hamiltonian
fulfils G˚arding’s inequality (1.66), see (1.39) - Lemma 1.23 implies that there is a constant
γ′ such that (3.39) holds for all Ψ ∈ U⊥0 .

Proof of Theorem 3.18. To show (3.38), we denote the cluster operator belonging to t∗
by T =
∑
α∈M∗ t
∗
νXν . We let g1 := s− t∗, g2 := t− t∗ and write the corresponding cluster
operators as G1, G2. We expand e
Gi , e−Gi , i = 1, 2 into a series to obtain
e−T−GiHˆeT+GiΨ0 = e−T HˆeTΨ0 − Gie−T HˆeTΨ0 + e−T HˆeTGiΨ0 + O(‖gi‖2V).
Thus, with G = G1 −G2,
〈f(s)− f(t), s− t〉 = 〈f(t∗ + g1)− f(t∗ + g2), g1 − g2〉
:= 〈GΨ0, e−T−G1HˆeT+G1Ψ0〉 − 〈GΨ0, e−T−G2HˆeT+G2Ψ0〉
≥ 〈GΨ0, e−T HˆeTGΨ0〉 − 〈G†GΨ0, e−T HˆeTΨ0〉 − O(‖gi‖3V) =: (∗)
by the Cauchy-Schwarz inequality and Corollary 3.13. We let g1−g2 = g := (gα)α∈M∗ and
now have to show that (∗) is bounded from below by γ · ‖g‖2V. Computation of G†GΨ0
then yields
G†GΨ0 =
∑
ν,µ∈M∗
gνgµXν	µΨ0 =
∑
µ∈M∗
g2µΨ0 +
∑
ν∈M∗
∑
µ∈M∗
µ(ν
gνgµXν	µΨ0.
Note that in the second sum, for all possible combinations of ν, µ turning up, Xν	µΨ0 is
a determinant of excitation rank greater than zero. Therefore, using that e−T HˆeTΨ0 =
E∗Ψ0,
〈G†GΨ0, e−T HˆeTΨ0〉 =
∑
µ∈M∗
g2µE
∗〈Ψ0,Ψ0〉 = E∗‖g‖2`2 = E∗〈GΨ0, GΨ0〉.
Thus, (∗) coincides up to second order with
〈GΨ0, e−T HˆeTGΨ0〉 − E∗〈GΨ0, GΨ0〉 = 〈GΨ0, e−T (Hˆ − E∗)eTGΨ0〉,
and it suffices to show that this expression is bounded from below by c · ‖g‖2V. We expand
eT , e−T into a power series as above to obtain
〈GΨ0, e−T (Hˆ − E∗)eTGΨ0〉
= 〈GΨ0, (Hˆ − E∗)GΨ0〉 + 〈GΨ0, (Hˆ − E∗)(T − T †)GΨ0〉 − O(‖t∗‖2V‖g‖2V)
≥ γ′ ‖GΨ0‖2H1 − (Λ− E∗) ‖T − T †‖H1→H1‖GΨ0‖2H1 − O(‖t∗‖2V‖g‖2V)
where Lemma 3.19 was used in the last step, and the constant Λ is an upper bound for
the norm of Hˆ : H1 → H−1. Using ‖T‖H1→H1 , ‖T †‖H1→H1 . ‖t∗‖V, ‖GΨ0‖H1 & ‖g‖V
thus gives for ‖t∗‖V small enough constants c, γ′′, γ > 0 such that
〈GΨ0, e−T (Hˆ − E∗)eTGΨ0〉 ≥ γ′′‖g‖2V − c‖t∗‖V‖g‖2V ≥ γ‖g‖2V,
and the proof is finished.
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Corollary 3.20. (Properties of the derivative of f)
Let the assumptions of Theorem 3.18 hold. For s ∈ Uδ(t∗), the derivatives Df(s) ∈
L(V,V′) of the Coupled Cluster function f at s are uniformly bounded, V-coercive linear
operators, i.e. there is a C > 0 such that
〈Df(s)u, v〉 ≤ C · ‖u‖V‖v‖V, 〈Df(s)u, u〉 ≥ γ‖u‖2V (3.41)
holds for all s ∈ Uδ(t∗) and u, v ∈ V.35
Proof. The CC function f is C∞ by Lemma 3.17, and it was already noted above that
Df(t) is locally Lipschitz continuous, implying the uniform boundedness. For the coer-
civity, we expand f into a Taylor series, f(s+u′)− f(s) = Df(s)u′+O(‖u′‖2V). Inserting
this into the strong monotonicity estimate (3.38), one obtains by choosing u′ = u/c small
enough and then using linearity that
〈Df(s)u, u〉 ≥ γ ‖u‖2V − O(‖u‖3V) ≥ γ‖u‖2V − ε
holds for all u ∈ V and ε > 0. This completes the proof.

35In this, γ coincides with the monotonicity constant from Theorem 3.18.
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3.4 Existence and uniqueness statements and error estimates
We now use the just proven properties of f to obtain results about existence and (local)
uniqueness for solutions of the problem (3.37) and for discretisations thereof. Note that
our situation is a little different from what is usually assumed in the theory of standard
nonlinear functional analysis [80, 215], where existence and uniqueness of continuous as
well as discrete solutions follows if f is globally Lipschitz continuous and globally strongly
monotone (i.e. (3.38) holds on all of V), see e.g. [68]. This cannot be true in our case if
the eigenvalue problem (3.5) has a second solution, corresponding to a bound state aside
from the ground state. Instead, existence of the solution of the continuous problem is in
our case guaranteed by Assumption 1.13 together with Lemma 3.17, and we will prove
the existence of local solutions of the corresponding discretised equations using some well-
known results from operator analysis. Concerning uniqueness of continuous and discrete
solutions, local statements are the best we can hope for if there are bound states aside
from the ground state, and a result of that kind is given in the following theorem.
Theorem 3.21. (Existence and uniqueness of solutions; quasi-optimality)
Let the assumptions of Theorem 3.18 be fulfilled. The Coupled Cluster function then
possesses a Lipschitz continuous inverse f−1 on Bδ(t∗); in particular, the solution t∗
of the Coupled Cluster function that belongs to the lowest eigenvalue of (3.5) is unique
in the neighbourhood Bδ(t
∗).
Let Vd be a subspace of V for which d(t∗,Vd) := minv∈Vd ‖v− t∗‖V is sufficiently small.
Then the discretised (projected) problem
〈f(td), vd〉 = 0 for all vd ∈ Vd (3.42)
admits a solution td in Bδ,d := Vd ∩ Bδ(t∗) which is unique on Bδ,d and fulfils the
quasi-optimality estimate
‖td − t∗‖V ≤ L
γ
d(t∗,Vd) (3.43)
with L the Lipschitz constant of f on Bδ(t
∗). In particular, if V(n) is a sequence of sub-
spaces of V for which limn→∞ d(t∗,V(n)) → 0, the corresponding solutions t(n) ∈ Bδ,(n)
of (3.42) converge to the continuous solution t∗ ∈ V.
The above result shows that if the constant γ in the lower bound (3.39) is close to zero,
corresponding to a small gap between the ground state energy and the second lowest
energy level, this may not only lead to deterioration of convergence of an e.g. Newton’s
method employed for solution of the Coupled Cluster equations as experienced in practice,
but also means that the constants in the quasi-optimality estimate (3.43) become bad;
also, the results proven may in this case only hold on a very small neighbourhood of t∗,
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emphasing from another viewpoint the importance of multi-reference approaches in this
situation.
Proof of Theorem 3.21. Equation (3.38) implies that f is one-to-one on Bδ(t
∗) and that
for p, q ∈ f(Bδ(t∗)), there holds for the inverse mapping f−1 : f(Bδ(t∗))→ Bδ(t∗) that
γ‖f−1p− f−1q‖2 ≤ 〈p− q, f−1p− f−1q〉 ≤ ‖p− q‖ ‖f−1p− f−1q‖,
so f−1 is Lipschitz continuous with Lipschitz constant 1/γ. To prove the existence of
solutions for sufficiently well discretised problems, we use the following well-known lemma
which bases on the fixed point theorem of Brouwder, see e.g. [68], Lemma 4.2.1 for a proof.
Lemma 3.22. Let ‖.‖# be an arbitrary norm on Rm, and h : Rm → Rm be a continuous
function on the closed ball BR,‖.‖#(0) of radius R around 0 ∈ Rm. If 〈h(v),v〉 ≥ 0 holds
for all v ∈ Rm with ‖v‖# = R, there is a v∗ ∈ BR,‖.‖#(0) for which h(v∗) = 0.
To finish the proof of Theorem 3.21, let us now fix a discretisation Vd ⊆ V for which
d := d(t∗,Vd) ≤ δ · γ/(γ + L). We let m := dimVd, Bd := {bj ∈ V, j ∈ mc} be an
orthonormal basis of Vd and topt = arg min d(t∗,Vd).36 To apply Lemma 3.22, we define
for v = (vj)
m
j=1 ∈ Rm that v =
∑m
j=1 vjbj and ‖v‖# := ‖v‖V. We let
h(v) =
(〈f(topt + m∑
j=1
vjϕj), ϕk〉
)m
k=1
and observe that h(v) = 0 for some v ∈ BR,#(0) iff topt +
∑m
j=1 vjbj ∈ BR,V(topt) solves
the discretised problem (3.42). Choosing R = δ − d, BR,V(topt) lies in the neighbourhood
of t∗ where f is strongly monotone, so for all v ∈ Rm with ‖v‖# = R,
〈h(v),v〉 := 〈f(topt + v), v〉
= 〈f(topt + v)− f(topt), v〉 + 〈f(topt)− f(t∗), v〉
≥ γ‖v‖2# − Ld‖v‖# = R(γR− Ld) ≥ 0,
and because of the local Lipschitz continuity of f , h is continuous on BR(0). Thus, h
fulfils the conditions of Lemma 3.22, and if v∗ = (v∗j )
m
j=1 ∈ BR,#(0) solves h(v∗) = 0,
then td := t
opt +
∑m
j=1 b
∗
jϕj ∈ BR,V(topt) ⊆ Bδ(t∗) is a solution of (3.42). The restriction
f˜ : Bd,δ(t
∗) → V′d of f is also a strongly monotone function, so that with the same
argumentation as for the continuous solution, there can only be one td ∈ Bd,δ(t∗) solving
f˜(td) = 0 ∈ V′d, proving local uniqueness of the solution. The quasi-optimality estimate
and the convergence of the discrete solutions td towards the continuous limit t
∗ now follow
from Lipschitz continuity and strong monotonicity of f by standard arguments, see e.g.
[215].

36Note that V is a Hilbert space, see the remarks after Definition 3.12.
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To end this section, we now combine the results just proven with the formalism of goal
oriented error estimators developed in [22] and also used in [190] to obtain estimators for
the Coupled Cluster energy (3.32),
E(t) = 〈Ψ0, e−T (t)HˆeT (t)Ψ0〉, (3.44)
in terms of the approximation quality of the cluster amplitudes (tα)α∈M∗ and the corre-
sponding wave functions. To do so, we use that the ground state energy E∗ is a minimizer
of a corresponding Lagrange functional. Because this Lagrangian is non-symmetric, we
cannot expect the error to be quadratic with respect to the error of the wave function
as was the case e.g. for the energies obtained by Hartree-Fock or CI, see [134] for a
more detailed analysis. Instead, the solution z∗ of the dual problem (corresponding to
the Lagrangian multipliers in the finite-dimensional setting) enters the estimates, and we
introduce the necessary terminology in the next lemma.
Lemma 3.23. (Properties of dual solutions)
Let Vd be a sufficiently good subspace of V, and t∗ ∈ V and td ∈ Vd solutions the Cou-
pled Cluster equations (3.32) and of the discretised (projected) Coupled Cluster equations
respectively,
〈f(t∗), s〉 = 0 for all s ∈ V, 〈f(td), sd〉 = 0 for all sd ∈ Vd. (3.45)
Under the assumptions of Theorem 3.18, there is a unique “dual solution” or “Lagrangian
multiplier” z∗ ∈ V determined by t∗ such that (t∗, z∗) is a stationary point of the La-
grangian L(t, z) = E(t) + 〈f(t), z〉 , i.e. (t∗, z∗) solves
L′(t∗, z∗) =
{ 〈E ′(t∗), s〉 − 〈Df(t∗)s, z∗〉
〈f(t∗), s〉
}
= 0 for all s ∈ V. (3.46)
For a sufficiently good discretisation Vd, there is a corresponding unique zd ∈ V such that
(td, zd) solves the discretised equations
L′(td, zd) =
{ 〈E ′(td), sd〉 − 〈Df(td)sd, zd〉
〈f(td), sd〉
}
= 0 for all sd ∈ Vd (3.47)
The discrete dual solution zd approximates the exact dual solution quasi-optimally in the
sense that
‖zd − z∗‖V . ∆ := max{d(Vd, t∗), d(Vd, z∗)}. (3.48)
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Proof. By definition, t∗ solves the second equation from (3.46), so we only have to show
that the first equation 〈E ′(t∗), s〉 = 〈Df(t∗)s, z∗〉 admits a unique solution z∗. Indeed,
this is an equation for the linear operator Df(t∗)† : V → V′, which is bounded and
coercive because its adjoint Df(t∗) is by Corollary 3.20. Therefore, the Lax-Milgram
theorem (see e.g. [6]) ensures existence and uniqueness of z∗. The same argument holds
for zd if the discretisation is fine enough to guarantee (together with quasi-optimality
of td) that Df(td) is also coercive, cf. Corollary 3.20. To show (3.48), we decompose
zd − z∗ = zd − zˆd + zˆd − z∗, where zˆd ∈ Vd solves the discrete system
〈E ′(t∗), sd〉 = 〈Df(t∗)sd, zˆd〉 for all sd ∈ Vd. (3.49)
Because Df(t∗) is a bounded and coercive linear mapping, see Corollary 3.20, zˆd approx-
imates the solution z∗ of the corresponding continuous problem (3.46) quasi-optimally
by Cea’s lemma [6], ‖zˆd − z∗‖V . d(Vd, z∗). For ‖zd − zˆ‖V, we at first note again that
Df(t) and also by very similar arguments the derivative E ′(t) of the energy expression
(3.44) are Lipschitz continuous on bounded neighbourhoods of t∗. We choose c > 0 such
that by Theorem 3.21, for a each discretisation Vd for which d(t∗,Vd) < c there holds
‖td − t∗‖V ≤ L/γ d(t∗,Vd) for the discrete solution td, and let Lf ′ and LE′ be the
Lipschitz constants of Df(t) and E ′(t) on BcL/γ(t∗). We now obtain using (3.47), (3.49)
that
γ‖zd − zˆd‖2V ≤ 〈Df(td)(zd − zˆd), zd − zˆd〉
= 〈E ′(td)− E ′(t∗), (zd − zˆd)〉+ 〈(Df(t∗)−Df(td))(zd − zˆd), zˆd〉
≤ (LE′ + Lf ′‖zˆ‖V) ‖td − t∗‖V ‖zd − zˆd‖V,
and observe that ‖zˆ‖V is bounded by ‖z∗‖V + c · d(Vd, z∗), so that
‖zd − zˆd‖V . ‖td − t∗‖V . d(Vd, t∗).
Thus, ‖zd − z∗‖V . ∆, finishing the proof.

The quality of a discrete solution (td, zd) of the above Lagrangian equations can be mea-
sured in terms of the primal residual ρ(td) and the dual residual ρ
∗(td, zd), given by
ρ(td) := 〈f(td), ·〉V ρ∗(td, zd) := 〈E ′(td), ·〉V − 〈Df(td)·, zd〉V (3.50)
The theory developed in [22, 16] now allows to estimate the error of the energy approxi-
mation in terms of these primal and dual residuals. We first adapt the original theorem
from [16] to our notation in (i) and then derive some quasi-optimality estimates for the
Coupled Cluster method in (ii), (iii).
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Theorem 3.24. (Energy estimators)
(i) (Becker/Rannacher [22], see [16] Proposition 6.2.)
Let (t∗, z∗) ∈ V2 and (td, zd) ∈ V2d be the solutions of minimization problems
(3.46), (3.47) for a thrice differentiable functional L. Then there holds
E(t∗)− E(td) = 1
2
ρ(td)(z
∗ − vd) + 1
2
ρ∗(td, zd)(t∗ − wd) + R3d (3.51)
for all vd, wd in Vd, where
R3d = O(max{‖t∗ − td‖, ‖z∗ − zd‖}3)
depends cubically on the primal and dual errors.
(ii) Let Vd be a sufficiently large subspace of V in the sense that for ∆ from (3.48),
∆ < c for a suitable c > 0, and denote by (t∗, z∗) and (td, zd) the solutions the
Coupled Cluster equations and of the discretised (projected) Coupled Cluster equa-
tions (3.45), respectively, together with the corresponding unique dual solutions.
Under the assumptions of Theorem 3.18, there holds
|E(t∗)− E(td)| ≤ ‖td − t∗‖V
(
c1 ‖td − t∗‖V + c2 ‖zd − z∗‖V
)
,
|E(t∗)− E(td)| .
(
d(Vd, t∗) + d(Vd, z∗)
)2
.
where the above constants are specified in the proof.
(iii) Denoting Ψz
∗
:= Ψ0 + Ψ
z∗ := eT (z
∗)Ψ0, by Ψ = Ψ0 + Ψ
∗ the solution of the exact
eigenproblem (3.5) and by H1d,⊥ the discretisation of (span{Ψ0})⊥ corresponding
to Vd, there holds
|E(t∗)−E(td)| . ‖ eT (td)Ψ0−Ψ‖H1 ·
( ‖ eT (td)Ψ0−Ψ‖2H1 + ‖ eT (zd)Ψ0−Ψz∗‖H1 ),
|E(t∗)− E(td)| .
(
inf
Ψ∈H1d,⊥
‖Ψ − Ψ∗‖H1 + inf
Ψ∈H1d,⊥
‖Ψ − Ψz∗‖H1
)2
.
Proof. For the proof of (i), cf.[16]. To prove (ii), we choose c˜ > 0 such that for a each
discretisation Vd for which d(t∗,Vd) < c˜, there holds ‖td − t∗‖V ≤ L/γ d(t∗,Vd) for the
discrete solution td by Theorem 3.21. We denote by L, Lf ′ and LE′ the Lipschitz constants
of f(t), Df(t) and E ′(t) on Bc˜L/γ(t∗), and note that by Corollary 3.20, ‖Df(t)‖V→V′ is
uniformly bounded by a constant C on Bc˜L/γ(t
∗). We now use (3.46) to rewrite the dual
residual by inserting zeros as
ρ∗(td, zd)(s) = 〈E ′(td)− E ′(t∗), s〉V + 〈
(
Df(t∗)−Df(td)
)
s, z∗〉V + 〈Df(td)s, z∗ − zd〉V
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for arbitrary s ∈ V. Thus, with (3.51) and the definition of the primal residual ρ(td), we
obtain that for all vd, wd in Vd, there holds according to (i) that
2|E(t∗)− E(td)|
≤ |〈f(td)− f(t∗), z∗ − vd〉V| + |〈E ′(td)− E ′(t∗), t∗ − wd〉V|
+| 〈(Df(t∗)−Df(td))(t∗ − wd), z∗〉V | + |〈Df(td)(t∗ − wd), z∗ − zd〉V| + 2R3d
≤ L‖td − t∗‖V‖z∗ − vd‖V + LE′‖td − t∗‖V‖t∗ − wd‖V
+Lf ′‖t∗ − td‖V‖t∗ − wd‖V‖z∗‖V + C ‖t∗ − wd‖V‖z∗ − zd‖V + 2R3d := (∗).
Inserting vd = td, wd = zd, we obtain
|E(t∗)− E(td)| ≤ 1
2
‖td − t∗‖V
(
(Lf ′‖z∗‖V + LE′) ‖td − t∗‖V + (L+ C) ‖zd − z∗‖V
)
+R3d
=: ‖td − t∗‖V
(
c1 ‖td − t∗‖V + c2 ‖zd − z∗‖V
)
+ R3d.
By Lemma 3.23, ‖zd − z∗‖V is bounded by ∆; thus, we can (by additionally using the
quasi-optimality of td, Theorem 3.21) control the remainder term R3d in terms of O(∆3).
Therefore, the first estimate of (ii) is proven by choosing ∆ small enough, while the second
follows from (∗) by inserting for vd, wd the best approximations topt, zopt ∈ Vd of t∗, z∗.
To prove (iii), we utilize Lemma 3.15: The first estimate follows from the first one of (ii)
with the observation that locally,
‖t− s‖V = ‖T (t)Ψ0 − T (s)Ψ0‖F ∼ ‖eT (t)Ψ0 − eT (s)Ψ0‖F
holds; for the second, we use that {exp(T (t)) | t ∈ Vd} = {I + T (t)|t ∈ Vd}, cf. Lemma
3.15, together with the second estimate given in (ii).

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3.5 Simplification and evaluation of Coupled Cluster function
(i) Termination of the Baker-Campbell-Haussdorff expansion. We already noted
above that for issues of implementation, the linked Coupled Cluster equations (3.32) play
a much bigger role than the alternative set (3.31) of equations. This is due to the fact that
the term e−T HˆeT can be expanded into the so-called Baker-Campbell-Hausdorff series,
which itself terminates because the Hamiltonian is a two-particle operator [103]. Thus,
the Coupled Cluster function f can be evaluated exactly within a finite basis set, and each
component (f(t))µ, µ ∈ M∗, contains only products of cluster amplitudes tα containing
at most four factors. We will now give a short and to the author’s mind more transparent
proof of this fact than the canonical one that can e.g. be found in [103]. After Theorem
3.25 is proven, we will for sake of brevity only make some remarks about how the resulting
terms are evaluated in practice and refer the reader to the literature for further reference.
To start with, we define for any operator A : H1 → H−1 the (iterated) commutators
[A, T ](0) := A, [A, T ](1) := AT − TA : H1 → H−1 and [A, T ](n) := [[A, T ](n−1), T ] for
n ≥ 2, and note that these expressions are well-defined due to Theorem 3.6, Corollary
3.11.
Theorem 3.25. (Evaluation of the similarity transformed Hamiltonian e−T HˆeT )
For each one-particle operator F˜ =
∑
P,Q∈I f˜PQ a
†
PaQ and U = Hˆ − F˜ , there holds
e−T HˆeT =
4∑
n=0
1
n!
[Hˆ, T ](n) =
2∑
n=0
1
n!
[F˜ , T ](n) +
4∑
n=0
1
n!
[U, T ](n). (3.52)
In the above, the operator F˜ can for instance be the one-particle part in the definition of
the Hamiltonian (1.65), or as is often the case in practice, the Fock operator on H1.
The first part of the proof is the below globalization of the Baker-Campbell-Hausdorff
series expansion (for matrices). Afterwards, Lemma 3.28 shows that the iterated commu-
tators [H,T ](n) give zero contributions for n > 4.
Lemma 3.26. For any operator A : H1 → H−1, there holds the Baker-Campbell-
Hausdorff formula,
e−TAeT =
∞∑
n=0
1
n!
[A, T ](n). (3.53)
Proof. It is not hard to show by induction that [A, T ](n) =
∑n
i=0
(
n
i
)
(−1)iT iAT n−i. Thus,
e−TAeT =
∞∑
i=0
∞∑
j=0
(−T )i
i!
A
T j
j!
=
∞∑
n=0
n∑
i=0
(−1)iT
i
i!
A
T n−i
(n− i)! =
∞∑
n=0
1
n!
[A, T ](n).

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Definition 3.27. (Notations for operator strings)
Let E be an arbitrary set of annihilation and creation operators. For a string B = b1 . . . bn,
we denote by
CE(B) =
∣∣ {bi | i ∈ Nc , ∃ e ∈ E such that [bi, e]+ 6= 0} ∣∣
the number of operators in B that do not anticommute with all contained in E .

Lemma 3.28. Let E be an anticommuting set of annihilation operators, [e, f ]+ = 0 for all
e, f ∈ E, and B,C be operator strings for which B = b1 . . . b2n contains an even number of
operators and for which for C = c1 . . . cm, ci ∈ E for all i ∈ mc . Then, if CE(B) = 0, there
holds [B,C] = 0, and in case CE(B) ≥ 1, we can write [B,C] =
∑n
i=1Bi with operator
strings Bi for which CE(Bi) ≤ CE(B)− 1.
Proof. We proceed by induction over m. For m = 1, there follows by definition of the
anticommutator that by swapping c1 to the left,
[B, c1] = b1 . . . b2nc1 − c1b1 . . . b2n
= (−1)2nc1b1 . . . b2n − c1b1 . . . b2n +
2n∑
i=0
(−1)i[bi, c1]+ b1 . . . bi−1bi+1 . . . b2n.
The first two terms cancel. In the sum in the last, we have in each summand either
[bi, c1]+ = 0, or that [bi, c1]+ = 1 and the operator string b1 . . . bi−1bi+1 . . . b2n contains
one operator less not anticommuting with all operators from C. Thus, if CE(B) = 0, we
have [bi, c1]+ = 0 for all 1 ≤ i ≤ N , so [B, c1] = 0, and if CE(B) ≥ 1, [B,C] is a sum
of operator strings Bi for which CE(Bi) ≤ CE(B) − 1. For the induction step, we use the
same proceeding for C = c1 . . . cm+1 to swap cm+1 to the right,
[B,C] = b1 . . . b2nc1 . . . cm+1 − c1 . . . cmcm+1b1 . . . b2n
= [B,Cm]cm+1 +
2n∑
i=0
(−1)i[cm+1, bi]+ c1 . . . cmb1 . . . bi−1bi+1 . . . b2n,
where we let Cm = c1 . . . cm. In the case that CE(B) = 0, there follows [B,Cm]cm+1 = 0
by induction hypothesis, and all summands in the second term are also zero because
[cm+1, bi]+ = 0. Thus, [B,C] = 0. If CE(B) 6= 0, we observe for the left term that by
induction hypothesis, we can write [B,Cm] as a sum of operator strings Bi for which
CE(Bi) ≤ CE(B) − 1, so the same holds for [B,Cm]cm+1. For the right term, the same
argument as in the case m = 1 gives that each summand can only contain CE(B) − 1
operators that do not commute with all operators ci ∈ E (note that the operators from E
anticommute). This completes the proof.

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Proof of Theorem 3.25. We define
E := {aI | I ∈ occ} ∪ {a†A | A ∈ virt}. (3.54)
All elements from E anticommute by Lemma 1.20, and all excitation operators Xα are
strings built from elements of E . We write the Hamiltonian Hˆ as
Hˆ =
∑
P,Q
fPQ a
†
PaQ +
∑
P,Q,R,S
uPQRS a
†
Pa
†
QaRaS
and obtain
e−T HˆeT =
∞∑
n=0
1
n!
[Hˆ, T ](n) =
∞∑
n=0
1
n!
∑
P,Q∈I
f˜PQ [a
†
PaQ,
∑
α∈M∗
tαXα](n)
+
∞∑
n=0
1
n!
∑
P,Q,R,S∈I
uPQRS[a
†
Pa
†
QaRaS,
∑
α∈M∗
tαXα](n).
For each string a†PaQ, there holds CE(a†PaQ) ≤ 2. We observe that the commutator is
linear in its first argument, so iterating Lemma 3.28 gives
CE
([
[a†PaQ, Xα1 ], Xα2
])
= 0,
[[
[a†PaQ, Xα1 ], Xα2
]
, Xα3
]
= 0
for all α1, α2, α3 ∈M∗k, so
[a†PaQ,
∑
α∈M∗
tαXα](n) = 0
follows for n ≥ 3. To the iterated commutators [a†Pa†QaRaS,
∑
α∈M∗ tαXα](n), an analogous
argument applies to show that those of order n ≥ 5 must give zero contributions, so the
proof is finished.

Remark 3.29. We remark that the representation (3.53) coincides with the Taylor
expansion of the C∞-function g(T ) = e−TAeT at T = 0: more generally, it is given
for arbitrary S ∈ B(H1) by g(S + T ) = e−T−SAeT+S = ∑4i=0 1/n![e−SAeS, T ](n). In
particular, this implies f (5) ≡ 0 for the CC function.
88 3 THE CONTINUOUS COUPLED CLUSTER METHOD
(ii) Evaluation of the iterated commutators. To apply solvers like e.g. the below
simple inexact Newton’s method to solve the root problem (3.37), the Coupled Cluster
function and thus, by Theorem (3.25), the expression
f(t) =
4∑
n=0
1
n!
〈Ψµ, [Hˆ, T ](n)Ψ0〉 =
4∑
n=0
1
n!
〈Ψ0, X†µ[Hˆ, T ](n)Ψ0〉 (3.55)
has to be evaluated. This is a nontrivial task, and for sake of brevity, we only sketch the
canonical proceeding here and refer the reader to the comprehensive introduction [56] and
the references given therein for deeper insight. To evaluate (3.55), Wick’s theorem, proven
e.g. in [142] and based on the anticommutator relations from Lemma 1.20, is the fun-
damental tool used to successively reorder the operator strings contained in X†µ[Hˆ, T ](n)
to sums of normal-ordered strings (i.e. strings where for E defined by (3.54), all oper-
ators b ∈ E are to the left of all operators b /∈ E). Normal-ordered strings give a zero
contribution to (3.55), and the remainder term is a sum of so called “fully contracted
terms”, containing no annihilation/creation operators anymore as a result of various an-
ticommutators arising in the ordering process. The task is now to determine all of those
admissible fully contracted terms that yield a nonzero distribution to (3.55), and this
boils down to choosing the right indices of matrix elements of Hˆ and of up to four dif-
ferent cluster amplitudes tν that contribute to each µ-th component of f(t) according to
certain rules. This combinatorial task is nontrivial, and especially tedious to implement
because the fully contracted terms feature various combinations of signs arising from the
anticommutation laws. Therefore, an approach popularized in [129] is normally used to
rewrite the equations as diagrams (see also [56]); then, computable expressions are de-
rived from these diagrams by a fixed set of rules, either by hand or automatedly as e.g.
in [12, 104]. To give the reader an impression of the resulting equations, we depicted
the update equations for the energy and the T1-/T2-amplitudes for the frequently used
CCSD procedure in Figure 3.5. Evaluation for the “doubles” amplitudes f(t)ABIJ is an N
6
step if one supposes that the number of virtual orbitals in the chosen discretisation is
proportional to N . Note the most expensive summation step (but not the only N6 step)
is given by the term 1
2
∑
CD〈AB‖CD〉tCDIJ contributing to f(t)ABIJ (see the second line).
This step consists of a summation over V 2 terms for each of the N2V 2 amplitudes, so that
the evaluation of this contribution is a step of complexity N2V 4, which usually consumes
(due to the constants entering by V = C ·N) about 70− 90% of the overall computation
time. Efficient factorization of the CC equations is another topic of its own, cf. e.g. the
references in [56].
3.5 Simplification and evaluation of Coupled Cluster function 89
E(t) = 〈Ψ0, HΨ0〉+
∑
IA
fIAt
A
I +
1
4
∑
IJAB
〈IJ‖AB〉tABIJ +
1
2
∑
IJAB
〈IJ‖AB〉tAI tBJ ,
f(t)AI = fIA +
∑
C
fACt
C
I −
∑
K
fKIt
A
K +
∑
KC
〈KA‖CI〉tKC +
∑
KC
fKCt
AC
IK
+
1
2
∑
KCD
〈KA‖CD〉tCDKI −
1
2
∑
KLC
〈KL‖CI〉tCAKL −
∑
KC
fKCt
C
I t
A
K −
∑
KLC
〈KL‖CI〉tCKtAL
+
∑
KCD
〈KA‖CD〉tCKtDI −
∑
KLCD
〈KL‖CD〉tCKtDI tAL +
∑
KLCD
〈KL‖CD〉tKC tDALI
− 1
2
∑
KLCD
〈KL‖CD〉tCDKI tAL −
1
2
∑
KLCD
〈KL‖CD〉tCAKLtDI
f(t)ABIJ = 〈IJ‖AB〉+
∑
C
(
fBCt
AC
IJ − fACtBCIJ
)−∑
K
(
fKJ t
AB
IK − fKItABJK
)
+
1
2
∑
KL
〈KL‖IJ〉tABKL +
1
2
∑
CD
〈AB‖CD〉tCDIJ + P (IJ)P (AB)
∑
KC
〈KB‖CJ〉tACIK
+ P (IJ)
∑
C
〈AB‖CJ〉tCI − P (AB)
∑
K
〈KB‖IJ〉tKA
+
1
2
P (IJ)P (AB)
∑
KLCD
〈KL‖CD〉tACIK tDBLJ +
1
4
∑
KLCD
〈KL‖CD〉tCDIJ tABKL
+
1
2
P (AB)
∑
KLCD
〈KL‖CD〉tACIJ tBDKL −
1
2
P (IJ)
∑
KLCD
〈KL‖CD〉tABIK tCDJL
+
1
2
P (AB)
∑
KL
〈KL‖IJ〉tAKtBL +
1
2
P (IJ)
∑
CD
〈AB‖CD〉tCI tDJ
− P (IJ)P (AB)
∑
KC
〈KB‖IC〉tAKtCJ + P (AB)
∑
KC
fKCt
A
Kt
BC
IJ
+ P (IJ)
∑
KC
fKCt
C
I t
AB
JK − P (IJ)
∑
KLC
〈KL‖CI〉tCKtABLJ
+ P (AB)
∑
KCD
〈KA‖CD〉tCKtDBIJ + P (IJ)P (AB)
∑
KCD
〈AK‖DC〉tDI tBCJK
+ P (IJ)P (AB)
∑
KLC
〈KL‖IC〉tALtBCJK +
1
2
P (IJ)
∑
KLC
〈KL‖CJ〉tCI tABKL
− 1
2
P (AB)
∑
KCD
〈KB‖CD〉tAKtCDIJ +
1
2
P (IJ)P (AB)
∑
KLC
〈KB‖CD〉tCI tAKtDJ
+
1
2
P (IJ)P (AB)
∑
KLC
〈KL‖CJ〉tCI tAKtBL − P (IJ)
∑
KLCD
〈KL‖CD〉tCKtDI tABLJ
− P (AB)
∑
KLCD
〈KL‖CD〉tCKtALtDBIJ −
1
4
P (IJ)
∑
KLCD
〈KL‖CD〉tCI tDJ tABKL
+
1
4
P (AB)
∑
KLCD
〈KL‖CD〉tAKtBL tCDIJ + P (IJ)P (AB)
∑
KLCD
〈KL‖CD〉tCI tBL tADKJ
+
1
4
P (IJ)P (AB)
∑
KLCD
〈KL‖CD〉tCI tAKtDJ tBL
Figure 3.2: The CCSD equations for the CC energy E(t) and for the T1, T2 amplitudes
f(t)AI , f(t)
A,B
I,J , (I, J ∈ occ, A,B ∈ virt). In this, P (IJ)f(I, J) := f(I, J)− f(J, I).
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(iii) Newton’s method for the CC function. To compute a root of the Coupled
Cluster function (3.55), it is common practice to use an inexact Newton’s method with the
(lifted, shifted) Fock matrix as approximate Jacobian, or a related Jacobi-like scheme,37
also cf. [56]. With the results of the previous sections, we now obtain a convergence result
for the more general above setting, by which we close this present section.
Corollary 3.30. (Convergence of a quasi-Newton method)
Let P : V→ V′ be any linear bounded coercive linear mapping. If E∗ is a simple eigenvalue
and Ψ0 is close enough to Ψ, there is an α > 0 such that the damped inexact Newton’s
method
xn+1 = xn − αP−1f(xn) (3.56)
with starting value Ψ0 converges to Ψ. If ‖Df(t∗) − P‖ is small enough, α = 1 is a
possible choice.
The proof is identical with that for the finite dimensional case, which can be derived e.g.
from Theorem 8.2.2 in [60], so it is omitted.

37The Fock operator F − Λ0I is related to the Jacobian of f , see [190] for the canonical orbital case
and cf. the proof of Theorem 3.18, where it is shown that for a reference solution good enough, there
holds Df(t∗)g ≈ (〈Ψµ(Hˆ − E∗I)GΨ0〉)µ.
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3.6 Concluding remarks
We have presented and analysed a well defined continuous Coupled Cluster method, re-
sulting in a root problem for the Coupled Cluster function defined on a coefficient space
V which reflects the original space H1 = H1k. Solutions of the root equation correspond
to the exact eigenvectors of the weak eigenproblem, Problem 1.12. The CC equations
for the discrete Hamiltonian Hˆ from (1.82), normally used as starting point in quan-
tum chemistry, can now be interpreted as a Galerkin discretisation of the continuous CC
equations, and this ansatz has enabled us to formulate error estimates with respect to
the continuous solution Ψ, see Theorem 3.21 and Theorem 3.24. In particular, the error
estimate from Theorem 3.24 provides a tool that might be used for error estimation with
an appropriate refinement strategy. To this end, the quantities ‖td − t∗‖, ‖zd − z∗‖ have
to be estimated, and therefore, the discrete primal and dual problems (3.47) for (td, zd)
have to be solved, and an approxmation to the exact solution (t∗, z∗) of (3.46) has to
be computed. This would for instance possible by using hierarchical basis sets as the
VnZ-bases used in extrapolation schemes, or also by selecting subsets of a discretised set
of amplitudes to estimate the effect of including e.g. only some of the T2 amplitudes in
a classical CCSD calculation. The practical design of such error estimators should be
persued further in future work.
Our analysis also reflects the general weakness of the Coupled Cluster method if the spec-
tral gap (3.39) is too small, or if multiple eigenvalues occur. In this case, multireference
methods have to be utilized, and it would be desirable to use the theoretical framework
developed here to attack this problem from the viewpoint of numerical analysis in the
near future.

4 The DIIS acceleration method
Let us consider a (typically nonlinear) equation of the form
g(x∗) = 0. (4.1)
In most iterative procedures, a residual-like correction term like rn = −g(xn) or a pre-
conditioned, damped or approximate variant of this is computed from the current iterate
xn, and the next update is then defined as xn+1 := xn + rn.
38 The DIIS (Direct Inversion
in the Iterative Subspace) method, introduced by P. Pulay [170, 171], is an acceleration
technique for solvers for nonlinear problems as (4.1), which exploits not only the infor-
mation contained in xn and rn, but considers a number of previously computed iterates.
Instead of letting xn+1 := xn + rn, DIIS lets x˜n+1 := xn + rn, and then computes in a
supplementary step improved iterates
xn+1 =
n∑
i=`(n)
cix˜i+1 =
n∑
i=`(n)
ci(xi + ri) with
n∑
i=`(n)
ci = 1
by minimizing the least square functional
JDIIS(y) :=
1
2
∥∥ n∑
i=`(n)
ciri
∥∥2 (4.2)
over the set of all coefficient vectors (ci)
n
i=`(n) for which
∑n
i=`(n) ci = 1. Usually, only a
short history of previous iterates is considered, i.e. n− `(n) + 1 is a small number in the
above.
DIIS was originally designed to accelerate the self consistent field iteration (SCF, cf. Sec.
2.3(ii)), but has been found to be quite useful in a much broader context to improve con-
vergence for a variety of algorithms used in electronic structure calculations. We already
mentioned that DIIS is used to enhance convergence of the direct minimization schemes
introduced in Section 2, in particular in the context of DFT [83, 191] and is also utilized
to speed up the iterative solution of the Coupled Cluster equations [103]. It does not only
improve the iteration procedure significantly [130]; in the SCF iteration for DFT calcu-
lations, it even often turns non-convergent iterations into convergent ones. A variant of
DIIS is used for simultaneous computation of eigenvalues and corresponding eigenvectors
(RMM-DIIS, [126]) and has proven to be extremely efficient; when having to deal with
the problem of charge sloshing that sometimes appears when DFT is applied to metallic
systems, it seems to be superior to Broyden’s method [126]. DIIS is not only popular
in electronic structure calculation, but is also frequently used in molecular dynamics for
38Examples for such problems and corresponding iterations are for instance the minimization problems
from Section 2, with (4.1) being the first-order optimality condition (2.14) for the functional J and
the minimization algorithm Fig. 2.1 an allowing algorithm, or also the Coupled Cluster equations from
Theorem 3.16, with the Quasi-Newton method (3.56) as a possible associated iterative method.
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basic iteration with DIIS
DFT calculation for cinchonidine 43 22
CCSD calculation for N2, cc-pVTZ 21 12
CCSD calculation for LiH, cc-pVQZ 43 21
Figure 4.3: Iterations needed to converge some sample sample DFT/CCSD calculations
with and without DIIS. (DFT calculation performed with bigDFT [30, 83], a part of the
ABINIT package [1, 89, 90]), CC calculations performed with NWChem [41, 116].)
geometry optimization [66]. In these problems, comparisons with quasi-Newton meth-
ods, e.g. with BFGS, show that the two methods behave similarly, while BFGS seems
to be slightly better when the problem under consideration is not well-conditioned [75].
Incorporation of ideas related to DIIS into the various physical applications of quan-
tum chemistry has led to a further improvement and additional variants of DIIS, e.g.
[57, 75, 102, 115, 217], without adding significant further costs. If the actual iterates are
close to the solution, there are cases in which DIIS exhibits superlinear convergence.
Often, the basic algorithm x˜n+1 = xn + r(xn) already produces a linearly convergent se-
quence of iterates, see e.g. Theorem 2.14 and Corollary 3.30 for examples and also cf. the
remarks at the beginning of 4.1. In this case, DIIS normally approximately halves the
number of iteration steps needed to reach a prescribed precision, see the sample calcula-
tions in Figure 4.3. This is the reason that DIIS is often termed a convergence acceleration
method. Nevertheless, our analysis will show that there are cases where we do not have
to assume the convergence of the basic algorithm x˜n+1 := xn + r(xn) a priori to obtain
convergence of DIIS, cf. Remark 4.8.
In the present Section 4, we will analyse the properties of DIIS from various viewpoints and
show that it is connected to other well-known algorithms. Although similarities between
DIIS and Newton-type methods are evident and have been used to improve the DIIS
procedure [75, 102], the formal connection between them has to the author’s knowledge
not been worked out in all clarity in the literature. Therefore, we will start by showing in
Section 4.2 that DIIS can be interpreted as a quasi-Newton method similar to Broyden’s
method [60] (Theorem 4.2) and set it in relation to other Broyden-like methods. As a
model problem, the convergence behaviour of DIIS when applied to linear equations is
investigated in Section 4.3. We establish a relation to the well-known GMRES scheme
and use this relation to derive some (positive as well as negative) convergence estimates
for DIIS applied to linear equations in Theorem 4.7. Section 4.4 then provides some
convergence results for the nonlinear case. First of all, we prove in Theorem 4.10 that
the DIIS procedure as given in Figure 4.4 is linearly convergent; in Theorem 4.12, we will
use linear convergence and both the relation to Broyden-like methods and to the GMRES
procedure to give a second, more refined convergence estimate.
In practice, “superlinear” convergence behaviour of DIIS is often observed in the sense
that the ratio ‖rn+1‖/‖rn‖ of successive residual norms decreases, and in the light of the
analysis given here, we will discuss along the way the circumstances under which this
behaviour can/cannot set in, see Sections 4.2(iii), 4.3(iv) and 4.4(i).
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4.1 Notations and basic facts about DIIS
Throughout this section, we will denote by V a given Hilbert space with an inner product
〈·, ··〉, and denote the induced norm by ‖ · ‖. The dimension of V will be denoted by D,
where D = ∞ is admitted. We will be concerned with the root problem (4.1), where g
is a function that maps the space V to itself. The more general case where W is another
Hilbert space and a root of a function g : V → W has to be computed is included if we
can assume that the Jacobian J∗ ∈ L(V,W ) of g at x∗ is invertible, and that we have a
cheaply applicable preconditioner P ∈ L(V,W ) at hand that approximates J∗ sufficiently
well: Under these circumstances, P is also invertible, and instead of computing the roots
of g, we turn our attention to the function g˜(x) = P−1g(x) that has the same roots as g,
but maps V → V . Also, the case where the basic iteration is damped or overrelaxated by
a fixed parameter α is included by considering g˜(x) = αg(x).39
The DIIS procedure outlined above results in the algorithm from [170, 171], displayed in
Figure 4.4.
Figure 4.4: The DIIS algorithm.
Initialization.
Function g : V → V , starting value x0 ∈ V , n = 0 given.
Loop over:
(1) Evaluate the residual rn = −g(xn). Let x˜n+1 := xn + rn.
(2) Terminate if desired precision is reached, e.g. if ‖g(xn)‖ < .
(3) Choose a number of previous iterates x`(n), . . . , xn to be considered during the DIIS procedure
such that g(x`(n)), . . . , g(xn) are linearly independent.
(4) Compute
ci = argmin
{ ∥∥ n∑
i=`(n)
ciri‖2
∣∣ n∑
i=`(n)
ci = 1
}
. (4.3)
(5) Let
xn+1 =
n∑
i=`(n)
cix˜i+1 =
n∑
i=`(n)
cixi +
n∑
i=`(n)
ciri, (4.4)
and set n← n+ 1.
End of loop.
39Again, the preconditioned gradient steps of the direct minimization scheme (Fig. 2.1) for DFT-/
CI-/eigenvalue computations and the ones of the Newton method (3.56) for CC serve as examples for a
combination of both variants. In all these examples, V is some appropriate Sobolev space H1(Ω) and
W = V ′.
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The solution of the constraint minimization problem in step (4) is usually computed from
by application of standard Lagrangian calculus to (4.3): this results in the linear system
(
B 1
1T 0
)(
c
λ
)
=
(
0
1
)
, (4.5)
with B determined by the matrix coefficients bj,k = 〈g(xj), g(xk)〉, `(n) ≤ j, k ≤ n and
1 = (1 . . . 1) a vector of length n− `(n)+1, see [103] for an explicit derivation. In step (3)
of the algorithm, `(n), determining the number n−`(n)+1 of previous iterates considered
in the computation of xn+1, will generally be fixed unless the system matrix B becomes
ill-conditioned, in which case the number `(n) is systematicly reduced, see e.g. [171] for
details.
4.2 Equivalence of DIIS to a projected Broyden’s method
(i) Rewriting DIIS as a Broyden’s method. In the present section, we show that
the DIIS algorithm from Figure 4.4 may be rewritten as a projected variant of a “reverse”
Broyden’s method,
xn+1 = xn −Hng(xn),
wherein Hn is a secant approximation of the inverse of the Jacobian matrix of g at
xn, obtained from the previous iterates x`(n), . . . , xn and associated function evaluations
g(x`(n)), . . . , g(xn), and discuss the relation to other Broyden-type methods in parts (ii)
and (iii). We need some preparations, taken care of next.
Definition 4.1. (Spaces of differences)
For a given sequence of iterates x0, x1, . . . , xn produced by DIIS, we define for i = 0, 1, . . . , n−
1 the differences
si := xi+1 − xi, yi := g(xi+1)− g(xi) (4.6)
as well for n ≥ 1 as the spaces
Kn := span{si | i = `(n), . . . , n− 1}, Yn := span{yi | i = `(n), . . . , n− 1},
in particular, Kn = Yn := ∅ if `(n) = n. We denote the orthogonal projector onto Yn by
Qn. Finally, we define the projected differences
yˆ0 := y0; yˆn := yn −
n−1∑
i=0
yˆi
Tyn
yˆi
T yˆi
yˆi. (4.7)
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Theorem 4.2. (Equivalence of DIIS and a projected Broyden’s method)
The compound iteration steps
xn→x˜n+1 DIIS→ xn+1 (4.8)
can equivalently be computed by a Broyden-like projected update formula
xn+1 = xn −
(
CnQn + (I −Qn)
)
g(xn) =: xn −Hng(xn). (4.9)
with the projector Qn from Definition 4.1, and in which Cn is a secant approximation
to the inverse of the Jacobian on the space of differences Y n, fixed by
Cn = 0 on Y
⊥
n , Cnyi = si for all i ∈ {`(n), . . . , n− 1}. (4.10)
If `(n) = 0 in each step, so that the full history of iterates is considered, the DIIS
inverse Jacobian Hn can be calculated from the Jacobian Hn−1 by the rank-1 update
formula
H0 = I, Hn+1 = Hn +
(sn −Hnyn)yˆTn
yˆTn yn
, (4.11)
with the projected difference yˆn defined in (4.7).
Before we approach the proof of Theorem 4.2 and then discuss the result in part (ii), we
note at first that for arbitrary n ∈ N, it is not hard to see that
span{g(x`(n)), . . . , g(xn)} = span{g(xn), y`(n), . . . , yn−1} = span{g(xn), Yn}. (4.12)
Therefore, the differences y`(n), . . . , yn−1 are linearly independent because g(x`(n)), . . . , g(xn)
are by definition of the DIIS algorithm; in particular, the update formula (4.11) is well-
defined.
We comprise some technical details needed for the proof of Theorem 4.2 in the next
lemma. Note that (iii) shows the uniqueness of the solutions of the DIIS minimization
task.
Lemma 4.3. Let n ∈ N and a set of iterates x1, . . . , xn be fixed.
(i) There holds for all j ∈ `(n), . . . , n− 1 that
Kn = span{xi − xj | j 6= i = `(n), . . . , n− 1}, (4.13)
Yn = span{g(xi)− g(xj) | j 6= i = `(n), . . . , n− 1}. (4.14)
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(ii) For any ` < n ∈ N, any set of vectors v`, . . . , vn ∈ V and any set of coefficients
c`, . . . , cn ∈ R for which
∑n
i=` ci = 1, we have
n∑
i=`
civi = vj +
n∑
i=`
i 6=j
ci(vi − vj) (4.15)
for all j ∈ {`, . . . , n}, in particular;
xj +Kn =
{ n∑
i=`
cixi
∣∣ n∑
i=`
ci = 1
}
, g(xj) + Yn =
{ n∑
i=`
cig(xi)
∣∣ n∑
i=`
ci = 1
}
(4.16)
for all such j.
(iii) There holds
min
{ ∥∥ n∑
i=`(n)
cig(xi)
∥∥ ∣∣ n∑
i=`(n)
ci = 1
}
= ‖(I −Qn)g(xn)‖. (4.17)
The minimizer (ci)
n
i=`(n)is unique and fulfils
n∑
i=`(n)
ci(g(xi)− g(xn)) = −Qng(xn). (4.18)

Proof. To prove (i), observe that for all i ∈ {`(n), . . . , n− 1},
si = xi+1 − xi = xi+1 − xj − (xi − xj) ∈ span{xi − xj |j 6= i = `(n), . . . , n− 1}
and that vice versa, xi − xj =
∑j−1
k=i sk ∈ Kn if i < j, xi − xj = −
∑i−1
k=j sk ∈ Kn if i > j,
from which (4.13) follows. The proof for (4.14) is analogous. Equation (4.15) follows from
the constraint condition
∑n
i=` ci = 1, yielding
n∑
i=`
civi = vj − (1− cj)vj +
n∑
i=`
i 6=j
civi = vj +
n∑
i=`
i6=j
ci(vi − vj)
for all j ∈ {`, . . . , k}. In particular, (4.16) follows from this together with (i), and implies
inf
{ ∥∥ n∑
i=`(n)
cig(xi)
∥∥ ∣∣ n∑
i=`(n)
ci = 1
}
= inf{ ‖g(xn)− y‖ | y ∈ Yn},
from which (4.17), (4.18) can be concluded from the best approximation properties
of Hilbert spaces. Finally, (ii) together with (4.12) and the linear independence of
g(x`(n)), . . . , g(xn) implies in particular that the vectors g(xn)− g(xi), i = `(n), . . . , n− 1
are linearly independent, so that the minimizer (ci)
n
i=`(n) is unique as coefficient vector of
the best approximation of g(xn) in Yn.
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Proof of Theorem 4.2. By linearity, there follows that Cn(g(xi) − g(xn)) = xi − xn for
i = `(n), . . . , n− 1, cf. the proof of Lemma 4.3. Using the definition of the DIIS iterates
and Lemma 4.3, we obtain
xn+1 =
n∑
i=`
cix˜i+1 =
n∑
i=`(n)
cixi −
n∑
i=`(n)
cig(xi)
= xn +
n−1∑
i=`(n)
ci(xi − xn)−
(
g(xn) +
n−1∑
i=`(n)
ci
(
g(xi)− g(xn)
))
= xn + Cn
( n−1∑
i=`(n)
ci
(
g(xi)− g(xn)
))− (g(xn) + n−1∑
i=`(n)
ci
(
g(xi)− g(xn)
))
= xn − CnQng(xn)− (I −Qn)g(xn) =: xn −Hng(xn).
This proves (4.9) and (4.10). To show (4.11), we note first of all that for each n ∈ N0, Hn
is fixed on Yn by the condition Hnyi = si for all i = `(n), . . . , n− 1, while on Y ⊥n , Hn = I.
We show by induction that the same holds for (4.11), which we denote by
Hˆ0 = I, Hˆn+1 = Hˆn +
(sn −Hnyn)yˆTn
yˆTn yn
for a moment. For n = 0, the assertion holds because Yn = ∅ and Hˆ0 = I by definition.
For n ∈ N, we have for all y ∈ Y ⊥n that
Hˆny = Hˆn−1y +
(sn−1 − Hˆn−1yn−1)yˆTn−1
yˆTn−1yn−1
y = y
because yˆn−1 ∈ Yn, so using the induction hypothesis, Hˆn = I on Y ⊥n . Moreover, for all
i = 0, . . . , n− 2,
Hˆnyi = Hˆn−1yi +
(sn−1 − Hˆn−1yn−1)yˆTn−1
yˆTn−1yn−1
yi = si + 0,
by induction hypothesis and definition of yˆn−1. Finally, for yn−1,
Hˆnyn−1 = Hˆn−1yn−1 +
(sn−1 − Hˆn−1yn−1)yˆTn−1
yˆTn−1yn−1
yn−1 = sn−1,
completing the proof.

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The next lemma that will be needed later in the Section 4.3 on linear problems, but also
holds in the nonlinear case.
Lemma 4.4. If for fixed n ∈ N, `(i) = 0 for all i = 1, . . . , n, i.e. the full history
of previous iterates has been used in every previous step of the DIIS procedure and in
particular, g(x0), . . . , g(xn−1) are linearly independent, there holds
Kn = span{g(x0), . . . , g(xn−1)}. (4.19)
Proof. We prove (4.19) by induction on n. For n = 1, g(x0) = x1 − x0, so the statement
holds in this case. For arbitrary n ∈ N, we exploit (4.12) again, so that to show the
assertion for n+1, it suffices to show that xn−xn+1 ∈ span{g(xn), Yn} and that dimKn+1 =
n+ 1: Using Theorem 4.2, we have
xn+1 − xn = CnQng(xn) + (I −Qn)g(xn) (4.20)
and the first term on the right side is an element of Kn ⊆ span{g(x0), . . . , g(xn−1)} by
definition of Cn and induction hypothesis, while the second is in span{g(xn), Yn} by the
definition of the projector Qn. Because g(x0), . . . , g(xn−1) are linearly independent, the
second component on the right hand side of (4.20) (orthogonal to Yn) is nonzero, implying
with (4.12) that dimKn+1 = n+ 1. This completes the proof.

(ii) Relation to other Broyden-type methods. Theorem 4.2 shows that the DIIS
procedure can be interpreted as a quasi-Newton method in which the Newton step, con-
sisting in the (usually computationally too expensive) solution of a sequence of linear
systems
J(xn)sn = −g(xn) (4.21)
with J(xn) denoting the Jacobian of g at xn, is replaced by letting sn = −Hng(xn). Herein,
Hn is a rank-(n− `(n)− 1)-update of the identity, approximating J−1(xn) by exploiting
the information about J−1(xn) contained in the sequence of former iterates x`(n), . . . , xn
and according function values g(x`(n)), . . . , g(xn): For all `(n), . . . , n − 1, the directional
derivatives J(xn)sn are approximated by mapping the corresponding finite differences yn
of function values to sn, see (4.10). In pursuing the ansatz of using differences of formerly
calculated quantities to approximate the Jacobian J(xn) (or its inverse), DIIS is thus
similar to the various variants of Broyden’s method (see e.g. [60, 163]), and we will
discuss this relation a little deeper in the following. For this comparison, we suppose that
`(n) = 0 for each n-th step of DIIS, so that the full history of iterates is considered in
each step until DIIS terminates.
In Broyden’s original method [35], starting in our setting with the initial approximate
Jacobian B0 = I, the approximate Jacobian Bn+1 is a rank-1-update of Bn that fulfils the
secant condition
Bn+1sn = yn (4.22)
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and has the additional property that the Frobenius norm40 ‖Bn+1 − Bn‖F is minimal
among all such possible updates Bn+1. The update is given by
B0 = I, Bn+1 = Bn +
(yn −Bnsn)sTn
sTnsn
.
Although Broyden’s method does not retain the original quadratic convergence of the
(exact) Newton method (4.21), it is q-superlinearly convergent, meaning that the sequence
of quotients
qn :=
‖xn+1 − x∗‖
‖xn − x∗‖ (4.23)
is not only bounded by a constant c < 1 as in the case of (q-)linear convergence, but con-
verges to zero (see [60] for the classical case and [93] for extended results on the operator
case).
The DIIS-quasi-Newton method (4.9) is a combination of two variants of Broyden’s
method: The first one is the reverse Broyden’s method in which the inverse J(x∗)−1
of the Jacobian is approximated directly by successive rank-1-updates Hn+1 fulfilling
Hn+1yn = sn and having minimal deviation with respect to the Frobenius norm from Hn,
resulting in41
H0 = I, Hn+1 = Hn +
(sn −Hnyn)yTn
yTn yn
.
Although this method is also termed as “bad Broyden’s method” due to its convergence
behaviour in practice, that is inferior to the above “forward” technique, the proof for q-
superlinear convergence of the forward method can be modified to show that the reverse
Broyden’s method also converges q-superlinearly [36].
The second method related to (4.9) is a modification of the “forward” Broyden method,
the Broyden’s method with projected updates [82], developed further in [147]. It consists
in the ansatz that the secant condition (4.22) should not only be fulfilled for the latest
secant sn, but by demanding
Bn+1si = yi for all 0 ≤ i ≤ n, (4.24)
while in contrast, the approximations Bn+1 computed in Broyden’s method need not fulfil
the condition. This results in the formula
B0 = I, Bn+1 = Bn +
(yn −Bnsn)sˆTn
sˆTnsn
, (4.25)
40The Frobenius norm is only defined in finite dimensional spaces V ; in infinite dimensional spaces, the
difference Bn+1 − Bn has to be a Hilbert-Schmidt operator for a meaningful extension of this concept.
See [93] for an alternative, more global characterization of the Broyden update in infinite dimensional
spaces V .
41This yields a method different from the “forward” Broyden method, for which B−1n can be computed
as a (different) rank-1 update of B−1n−1 by the Sherman-Woodbury-Morrison formula, see e.g. [60] for an
introduction and a comparison of both methods.
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in which sˆn is the orthogonalization of sn against all previous differences si. The pro-
jected method has the advantage that when applied to linear problems, the exact solution
is computed in the (D + 1)-th step [82], a property that might also have positive effect
on problems that are “close to linear” in the sense that the second order terms in the
Taylor expansion are relatively small.42 Comparison of (4.10) and (4.25) now shows that
DIIS (with full history) is the reverse variant of the projected Broyden’s method, and we
note that the reverse method (i.e. DIIS) is also introduced in [82], Algorithm II’, but
not analysed further due to its practical behaviour which - as in the non-projected case
- seems to be inferior to the forward method, see [82] also for comments on numerical
tests. This is in agreement with the outcome of [102], in which the forward projected
method from [82] is re-introduced as an improvement of DIIS, termed the KAIN (Krylov
Accelerated Inexact Newton) solver. The interested reader is also referred to [118] and
the references given therein for more related Newton-type algorithms using Krylov spaces
spanned by finite differences.
(iii) Superlinear convergence of DIIS? - Part I. We conjectured that as from the
“good/forward Broyden’s method” to the “bad/reverse Broyden’s method”, we might
transfer theoretical results on q-superlinear convergence on the projected forward method
(given in [82]) to the projected reverse variant, i.e. to DIIS. Unfortunately, the proof of
q-superlinear convergence given in [82] is erroneous. Because it is closely related to one of
the main difficulties in the theoretical analysis of DIIS, we go a little further into detail
here.
We already noted that the main difference between the “classical” and the “projected”
Broyden method is that the classical method does not have the property (4.24), and the
important point to note is that for this reason, the classical method allows for an infinite
series of approximate Jacobians Bn related to the former Bn−1 by a rank-1-update formula.
This property is used to show for the “classical Broyden’s method” the crucial condition
lim
n→∞
‖(Bn+1 − J)sn+1‖
‖sn+1‖ → 0, (4.26)
which together with q−linear convergence of the algorithm is equivalent to q−superlinear
convergence of the algorithm [60]. In contrast, note that if the differences si, i = 0, . . . , n
grow linearly dependent, the projected update formula (4.25) is undefined because sˆn = 0;
the same holds for the differences yi, i = 0, . . . , n and the DIIS formula (4.11). In [82],
this problem is resolved for the “projected Broyden” by restarting the algorithm every
time this happens, so that the algorithm is reset at latest when the space dimension D
is reached, and the analysis given in [82] relies heavily on the occurence of restarts to
reduce the errors associated with the secant approximations on the spaces Yn. On the
other hand, the criterion (4.26) is proven in [82] by the implicit assumption that there
42It can also be shown that the classical Broyden’s method computes the exact solution to a linear
problem after 2D steps, see [81].
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Figure 4.5: Ratio of the residuals ‖r(xn+1)‖/‖r(xn)‖ in the course of the iteration for the
sample calculations displayed in Figure 4.3. (a) DFT for cinchonidine, (b) CCSD for N2,
(c) CCSD for LiH. Dashed line: basic iteration only, solid line: with DIIS acceleration.
is an infinite series of updates produced according to (4.25), relating for each n ∈ N the
Jacobian Bn+1 to Bn - which, under the just discussed circumstances with necessarily
occurring restarts, is impossible.
Unfortunately, this flaw is not straight-forward to mend, and it is unclear whether q-
superlinear convergence can be shown at all for the DIIS procedure and the above Broy-
den’s method with projected updates without imposing further conditions e.g. on the
Jacobian J(x∗); also, in order to formulate results like q-superlinear convergence (as a
limit process for n → ∞), a suitable replacement/discarding strategy for former iterates
that are “almost linearly dependent” will have to be formulated instead of just restarting
the algorithm, which in practice results in a maximal cycle of D successive iterations.
We will take a little different approach here and investigate the transient (i.e. “short-
term”) convergence behaviour of DIIS by treating it as a nonlinear variant of the well-
known GMRES procedure. Although sometimes in practical DIIS calculations, “superlin-
ear” convergence behaviour can be observed in the sense that the ratio ‖r(xn+1)‖/‖r(xn)‖
of the residuals decays with increasing iteration number n, our general experience with
DIIS is rather reflected exemplarily in Figure 4.5, where for the sample calculations from
Figure 4.3, the above ratio has been plotted against the number n of iterations.
In our theoretical analysis in Section 4.4, we will find that the worst-case short-term
convergence behaviour of DIIS essentially depends on balancing two opposing error terms
associated with the number of previous iterates considered for DIIS, see Remark 4.13; cf.
also part (iv) of the next section.

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4.3 DIIS applied to linear problems
(i) Viewpoint and assumptions. As a model problem, we will now investigate the
special case where DIIS is applied to a linear equation, i.e. for A : V → V linear and
bounded, b ∈ V , an x∗ ∈ V is sought such that
g(x∗) = Ax∗ − b = 0. (4.27)
We use the negative gradient direction as update directions,
r(xn) := − g(xn) = b− Axn. (4.28)
By modifying g appropriately (see the remarks in Section 4.1), preconditioned or damped
gradients used in the basic iteration scheme are also included; also, weak equations are
covered. If we suppose that the iteration scheme is convergent, it is a well-known problem
that convergence of this scheme can be extremely slow, especially if the condition number
of A is large (see e.g. [96]). To overcome these problems, procedures like the well-known
GMRES or cg solvers were developed, leading to accelerated convergence of the underlying
scheme. We will now show that DIIS now inherits some of these properties from GMRES
because the minimization problems solved and the subspaces used coincide.
We will assume that A is invertible, so that x∗ is unique. Also, we will assume that in
each step (2) of the DIIS algorithm displayed in Fig. 4.4, the full set of previous vectors
x0, . . . , xn, g(x0), . . . , g(xn) is used to minimize the least square functional (4.2). Note
that this implies that the vectors g(x0), . . . , g(xn) have to be linearly independent, and
we will see later that this indeed is the case unless g(xn) = 0, in which case the algorithm
terminates.
In the n-th step of a DIIS-accelerated gradient solver, the functional (4.2) is minimized
over the space xn + Kn. For the linear problem (4.27), this minimizer is by Lemma 4.3
and Lemma 4.4 given by
x¯ = argmin∑n
i=1 ci=1
{∥∥ n∑
i=0
cig(xi)
∥∥2} = argmin(ci)n−1i=0 ∈Rn {∥∥A(x0 + n−1∑
i=0
ciri)− b
∥∥2};
and using linearity once more, it is not hard to see that the next DIIS iterate is given by
xn+1 :=
n∑
i=0
cix˜i+1 :=
n∑
i=0
cixi +
n∑
i=0
cig(xi) = x¯+ r(x¯). (4.29)
For a comparison of DIIS with Krylov subspace methods, we now introduce for a given
starting value v0 ∈ V , n ≥ 1 the well-known Krylov spaces
Kn(A, r(v0)) := span{Air(v0) : i = 0, . . . , n− 1}.. (4.30)
We remind the reader that one point of view on Krylov subspace methods for linear
systems is that they consist in iterating the two following steps:
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(i) Minimize a given error functionals J over the space v0 +Kn(A, r(v0)) to obtain the
next iterate vn ∈ v0 +Kn(A, r(v0)).
(ii) Compute Anr(v0) and construct the next Krylov space Kn(A, r(v0)).
If A is symmetric, the well-known method of conjugate gradients (“cg”) is an example for
such a method, consisting in minimization of the functional
Jcg(y) =
1
2
〈A(y − x∗), y − x∗〉. (4.31)
over the respective affine Krylov spaces v0 + Kn(A, r(v0)). With b˜ = b − Av0, and the
minimizer written as vn = v0 + δn, δn ∈ Kn(A, r(v0)), the first order condition for (4.31)
is the Galerkin (orthogonality) condition Aδn− b˜⊥Kn, or more explicitly, 〈Aδn− b˜, v〉 = 0
for all v ∈ Kn. Another example is given by the least-squares functional
JLS(y) =
1
2
〈A(y − x∗), A(y − x∗)〉 = 1
2
‖Ax− b‖2. (4.32)
for which the first order condition for (4.32) is given by the Petrov-Galerkin condition
〈Aδn − b˜, Av〉 = 0 for all v ∈ Kn. (4.33)
This is an oblique projection method [185] with
Aδn − b˜ ⊥ AKn, (4.34)
i.e. the residual Aδn − b˜ of the optimal subspace solution vn is A-orthogonal to Kn, or,
in other words, the difference vn − x∗ to the true solution x∗ is A2-conjugate to Kn. The
Krylov method associated with (4.32) is the well-known GMRES-method [185], which for
symmetric matrices results in the method of conjugate residuals (“cr”, see e.g. [96]).
Let us note for later purposes that the Krylov spaces (4.30) allow for the alternative
characterization
Kn(A, r(v0)) = span {r(v0), . . . , r(vn−1)}, (4.35)
see e.g. [96], Theorem 9.4.2 for a proof.
(ii) Connection between DIIS and GMRES. Comparison of the functionals (4.32)
and (4.2) shows that the functionals used in GMRES and DIIS coincide. We will now
clarify the relation between DIIS and GMRES, and thus also between GMRES and the
projected Broyden’s method from Theorem 4.2, further. Although Broyden-like secant
methods have been proposed as an alternative to GMRES to solve large-scale linear equa-
tions (see [61] and references therein), the author is not aware of literature where the
below connection between GMRES and the projected Broyden’s method from Theorem
4.2 is made explicit.
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Lemma 4.5. If the starting values of a GMRES procedure and a DIIS procedure applied
to the linear system (4.27) coincide, x0 = v0, there holds
Kn(A, r(v0)) = Kn (4.36)
for any n ∈ N. The GMRES procedure and the DIIS procedure, applied to linear prob-
lems, therefore solve the same minimization problem in each step (only using a different
parametrization). The iterates xn of the DIIS procedure and the iterates vn of GMRES
are related by
xn+1 = vn − r(vn). (4.37)
There holds
‖r(vn+1)‖2 ≤ ‖r(xn+1)‖2 ≤ ‖I − A‖2‖r(vn)‖2. (4.38)

In Figure 4.6, the result of Lemma 4.5 is displayed in a flow chart comparing GMRES
and DIIS; the iterates of DIIS are denoted by xn, those of GMRES by vn.
Figure 4.6: The (linear) DIIS procedure vs. the GMRES algorithm
Initialization.
B Starting value x0 = v0 ∈ V , n = 1 given. Compute r0 = r(x0), let K1 := span{d0}.
B
DIIS: Set x1 := x0 + r(x0). Compute r1 := r(x1).
GMRES: Compute r1 := Ar0 from r(v0).
Loop over:
(1) Add rn to Kn to obtain Kn+1. (The spaces Kn coincide for GMRES and DIIS, Lemma 4.5.)
(2) Calculate x¯ ∈ x0 +Kn+1 which minimizes the residual over x0 +Kn+1.
(3)
DIIS: Let xn+1 = x¯− r(x¯). Compute rn+1 = r(xn+1).
GMRES: Let vn = x¯. Compute rn := Ar(vn−1).
(4) Set n← n+ 1.
End of loop.
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Proof. We use the representation (4.35) for the Krylov spaces, and the analogous one from
Lemma 4.4 for the spaces used in DIIS, Kn = span{r(x0), . . . , r(xn−1)}. We proceed by
induction. For n = 1, K1(A, r(v0)) = span{r(v0)} = span{r(x0)} = K1 holds trivially,
and x1 = v0−r(v0) holds by definition of DIIS. Now let the assertion hold for fixed n ∈ N.
We then get that
Kn+1 = span{Kn, r(xn)}, Kn+1(A, r(v0)) = span{Kn(A, r(v0)), r(vn)},
so that with the induction hypothesis, it suffices to show that r(xn) ∈ Kn+1(A, r(v0)) and
that r(vn) ∈ Kn+1. Using the induction hypothesis xn = vn−1 − r(vn−1), we have
r(xn) = A(vn−1 + r(vn−1))− b = r(vn−1) + Ar(vn−1);
the first term to the right is in Kn(A, r(v0)) according to (4.35), while the second is in
Kn+1(A, r(v0)) according to (4.30), so r(xn) ∈ Kn+1(A, r(v0)) follows. Vice versa,
Ar(vn−1) = r(xn)− r(vn−1) ∈ Kn+1
because r(xn) ∈ Kn+1 and r(vn−1) ∈ Kn(A, r(v0)) = Kn. Thus, Kn+1 = Kn+1(A, b), and
because the functionals (4.32) and (4.2) also coincide, DIIS and GMRES both compute
the same minimizer x¯ on x0 +Kn+1. While GMRES sets vn+1 = x¯ by definition, we have
xn = x¯− g(x¯) in DIIS, see (4.30). This shows (4.37).
For the left inequality of (4.38), note that xn+1 ∈ x0 +Kn, and that vn minimizes the 2-
norm of the residual over that space. The estimate on the right hand side follows directly
from (4.37).

Lemma 4.5 shows that we can interpret GMRES as a variant of the DIIS/projected Broy-
den method for linear problems, exhibiting in the symmetric case the well-known advan-
tages like the shortening of history [96]. While in the linear cases, the Krylov spaces (4.30)
and the space (4.35) containing the current residuals coincide, this is not the case any-
more in the case of nonlinear problems, and the residuals g(xn) then have to be evaluated
explicitly, leading to the DIIS method. DIIS can thus be interpreted as a globalization
of the least square ansatz of GMRES to the nonlinear case. Because in GMRES, only
the former two iterates have to be respected to compute the residual minimizer over the
whole Krylov space, it will be interesting to investigate how the omission of former iter-
ates influences the convergence of DIIS applied to mildly nonlinear problems, and this is
postponed to future work.
As a first corollary, Lemma 4.5 implies the following termination property of “linear DIIS”.
Corollary 4.6. In exact arithmetic, the DIIS procedure, applied to the iteration scheme
x˜n = xn − r(xn) for the linear equation (4.27), terminates after n ≤ D steps with the
exact solution xn = x
∗.
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Proof. Let us note at first that from Lemma 4.5, the vectors (4.19) building the spaces Kn
become linearly dependent if and only if the vectors in (4.35) become linearly dependent.
It is well-known [96, 185] that for GMRES, there holds r(vi)⊥AKi(A, b) for all i ∈ N. In
particular, the vectors in (4.35) become linearly dependent if and only if r(vi) = 0 and
vi = x
∗ is the solution of (4.27), and this will happen at latest when i = D − 1. For the
corresponding DIIS iterate, there then holds xi+1 = vi + r(vi) = x
∗ by (4.37), completing
the proof.

(iii) Convergence of DIIS for linear problems. We now transfer well-known conver-
gence properties of GMRES [141] to analyze the convergence behaviour of DIIS for the
model problem of linear equations. Theorem 4.7 shows that as for GMRES, the worst-case
convergence behavior of DIIS applied to normal matrices A is completely determined by
the spectrum of A. In the nonnormal case however, the convergence behavior of the GM-
RES method may not be related to the eigenvalues in any simple way and understanding
the convergence of GMRES in the general non-normal case still remains a largely open
problem, and this property is thus also inherited by the DIIS procedure. The application
of DIIS to nonnormal matrices A also allows for the counterexample (iii), which also has
some implications for the discussion of superlinear convergence of DIIS. See the proof and
below for more remarks.
Theorem 4.7. (Convergence of DIIS applied to linear problems)
(i) Let ‖I − A‖ = ξ. If A is symmetric positive definite, and
γ‖x‖2 ≤ 〈Ax, x〉 ≤ Γ‖x‖2
holds for all x ∈ V , the residuals of DIIS obey the estimate
‖r(xn+1)‖ ≤ ξ 2c
n
1 + c2n
‖r(x0)‖, (4.39)
in which c is given by c = (
√
κ− 1)/(√κ+ 1) < 1, κ := Γ/γ.
(ii) If A is diagonalizable with A = XDX−1, where D is a diagonal matrix containing
the eigenvalues of A, and if the eigenvalues of A are contained in an ellipse with
center c, focal distance d and semimajor axis a which excludes the origin, we let
κ(X) = ‖X‖2‖X−1‖2 be the condition number of X and there holds
‖r(xn+1)‖ ≤ ξ · κ(X)
Tn(
a
d
)
Tn(
c
d
)
‖r(x0)‖, (4.40)
with Tn denoting the n-th Chebyshev polynomial and ξ as in (i). In particular, if
A is normal, the estimate (4.40) holds with κ(X) = 1.
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(iii) Suppose we are given a nonincreasing sequence of D positive numbers
r0 ≥ . . . ≥ rD−1 > 0
and D complex numbers λ1, . . . , λD. Then there exists a matrix A ∈ CD×D having
the eigenvalues λ1, . . . , λD, a starting value x0 and a right hand side b such that
DIIS, applied to the tuple (A, b, x0), gives a sequence of iterates x0, x1, . . . , xD =
x∗ for which
‖r(xi)‖ ≥ ri for all 0 ≤ i ≤ D − 1.
Proof. Theorem 4.7 follows together with Lemma 4.5, Eq. (4.38) from the respective
properties of the GMRES procedure: Under the assumptions made in (i), there holds
‖Avn − b‖ ≤ 2c
n
1 + c2n
‖Av0 − b‖, (4.41)
for the iterates of GMRES, see e.g. [96], Theorem 9.5.6 for the proof; the results also
globalize straightforwardly to the operator case. The analogous estimate for the case (ii)
where A may only be diagonalizable is for instance proven in [185], Proposition 6.32 and
Corollary 6.33. The counterexample (iii) is a reformulation of the central result of [11],
where an analogous statement is proven for GMRES.

Remark 4.8. (DIIS as acceleration method for linear systems)
Theorem 4.7 gives an insight on how DIIS accelerates convergence in the linear case: While
the basic iteration scheme xn ← xn−1 − rn−1, for instance a simple (maybe damped)
gradient algorithm, may converge slow or not at all, DIIS optimizes the residual over
the whole space Kn, and thus inherits the nice convergence behaviour of GMRES. In
particular, for the finite history of length 2, this leads to a line search over the space
xn−1 + αr(xn−1), α ∈ R, so that in this case, DIIS may turn non-convergent iterations
into convergent ones as a consequence of the convergence of the Richardson iteration with
properly chosen α. We note that this behaviour is also sometimes observed when DIIS is
applied to nonlinear systems.
(iv) Superlinear convergence, part II: Conclusions from the linear case. When
applied to finite dimensional systems, the DIIS method provides the exact solution af-
ter at most n = D steps according to Lemma 4.6. The general notion of (super-)linear
convergence (as a limit process for n → ∞, see 4.2(ii)) is therefore not appropriate for
examination of the convergence behaviour in this case. An alternative that is also of more
practical interest is the examination of how fast the sequence of DIIS residual norms
‖r(xn)‖ decays in the course of a moderate number n D of iterations.
The DIIS scheme essentially reproduces the convergence behaviour of the GMRES scheme,
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for which in many cases some kind of “superlinear” convergence behaviour can be observed
in practice in the sense that the ratio ‖r(xn+1)‖/‖r(xn)‖ of the residuals decays in the
course of the iteration [110], and some results on circumstances under which the GM-
RES algorithm exhibits in some sense superlinear convergence are available: In [204],
it is shown that the decay of the residual norms can be related to how well the outer
eigenvalues of A are approximated by the Ritz values of A on the trial subspaces Kn; to
the authors’ knowledge, there is no analysis available though under which circumstances
this approximation property is given. Other approaches relate superlinear convergence
behaviour to certain properties of the a priori information provided by the data A, b and
x0, see e.g. [23, 24] for corresponding results for the related [96] cg-method.
Neverless, Theorem 4.7 (iii) displays that such “superlinear convergence behaviour” can-
not always be expected for DIIS/GMRES, also cf. e.g. the last numerical example in
[204].
4.4 Convergence analysis for DIIS
In this final section, we will give two convergence results for DIIS applied to nonlinear
problems. We saw that DIIS can be reformulated as a projected Broyden method, and
we at first will follow the lines of proof that are generally pursued in this context, and
therefore as a first step prove that DIIS is locally linearly convergent if the underlying
iteration has this property.
Linear convergence is then usually used to prove sharper results like superlinear con-
vergence, see e.g. [60]. For the DIIS/projected reverse Broyden scheme, though, the
corresponding proofs do not extend straightforwardly, cf. the remarks at the end of Sec-
tion 4.2; moreover, Theorem 4.7 (iii) shows that if superlinear convergence can be shown
for DIIS at all, there are cases where the superlinear convergence behaviour sets in after
n > D steps, while in the context of quantum chemistry, D is usually much larger than
the number of maximal iteration steps. We will therefore show instead in Theorem 4.12
that DIIS combines the favourable properties of Newton’s method with those of a GMRES
solver applied to solve the actual linearized Newton’s equation, where additional errors
only arise from the error made in the finite difference approximation of the Jacobian J(x∗).
(i) Assumptions and statement of the main results. Our analysis will be based on
the following assumptions. Additionally to those which are standard in the analysis of
quasi-Newton methods, we specify a more precise condition for the linear independence
of former differences y`(n), . . . , yn−1 than was stated in the DIIS algorithm in Fig. 4.4.
Assumptions and Notations 4.9. We assume the function g : V → V be differentiable
in an open convex set E ⊆ V , and that g(x∗) = 0 holds for some x∗ ∈ E. Denoting for
A ∈ L(V ) its operator norm by ‖A‖, we further assume that for some K ≥ 0,
‖g′(x)− g′(x∗)‖ ≤ K ‖x− x∗‖ (4.42)
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holds for all x ∈ E, and that the Jacobian J := g′(x∗) is nonsingular. We will denote
γ := ‖J−1‖ = ‖g′(x∗)−1‖. (4.43)
We will also assume that
‖I − J−1‖ < δ (4.44)
is sufficiently small. If this is not the case, we can use the function g˜(x) = P−1g(x)
instead, where P is an approximation of J , and the above condition is then replaced by
the condition that g can be preconditioned sufficiently well such that ‖I − J−1P‖ < δ.
Finally, we will assume that for the sequence of former iterates x`(n), . . . , xn considered in
the step n→ n+ 1, the corresponding differences of function values fulfil
‖Pj 6=iyi‖ ≥ ‖yi‖
τ
for all i = `(n), . . . , n− 1 (4.45)
for some τ > 1, where Pj 6=i denotes the projector on
Yn,j 6=i = span{yj|i = `(n), . . . , n− 1, j 6= i}.

Note that results analogous to the ones below also hold if the Lipschitz condition (4.42)
is replaced by a more general Ho¨lder condition as used e.g. in [163, 60]. Because the
functions used in quantum chemistry are usually locally Lipschitz continuous (see Sec.
2.2, Sec. 3.3), we refrained from this generalization here.
The first convergence result we prove is that the DIIS method is (q−)linearly convergent
for sufficiently good starting values. The according result is stated in the next theorem.
Theorem 4.10. (Linear convergence of DIIS)
Let x0, x1, . . . , be a sequence of iterates produced by DIIS update scheme from Fig.
4.4 – or equivalently, computed from (4.9) – , where in each step n, the number of
former iterates y`(n), . . . , yn used to build the subspace Kn is chosen such that the linear
independence condition (4.45) is fulfilled.
Then, the sequence x0, x1, . . . , is locally linearly (q−)convergent for any 0 < q < 1/(2τ),
i.e. there are constants δ = δ(q),  = (q) > 0 such that if ‖I−J−1‖ ≤ δ, ‖x0−x∗‖ ≤ ,
we have xn ∈ E and there holds
‖xn+1 − x∗‖ ≤ q · ‖xn − x∗‖ (4.46)
for all n ∈ N.
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The proof for Theorem 4.10 will be given in part (ii) of the present section. Our second
convergence result, to be formulated in Theorem 4.12 and proven in part (iii) of this
section, shows that DIIS can be interpreted as a quasi-Newton method, in which the
Newton equation (4.47) is solved approximately by a GMRES/DIIS step for the linear
system, and in which the Jacobian J (resp. J(xn) = g
′(xn)) is approximated by finite
differences, see also the remarks below. We introduce the necessary notation in the next
definition.
Definition 4.11. Let n ∈ N be fixed and let us denote by z∗ the exact solution of the
linear equation
Jz∗ = Jxn − g(xn) =: bn (4.47)
By zi, `(n) ≤ i ≤ n + 1, we denote the iterates of a DIIS procedure applied to the linear
equation (4.47) with starting value z`(n) := x`(n). Thus,
zi+1 = zi −Gir(zi),
in what r(zi) = Jzi − bn is the residual associated with the linear equation (4.47), and Gi
is the DIIS inverse Jacobian, fulfilling
Gi
(
r(zi)− r(zi+1)
)
= zi − zi+1
for all `(n) ≤ i ≤ n, see Theorem (4.2). We define the associated residual reduction
factors,
di−`(n) :=
‖r(zi)‖
‖r(z`(n))‖ .
In the case that r(zi) = 0 for some i = `(n), . . . ,≤ n + 1, we define zi+j := zi for all
j ∈ N.

We can now formulate the announced second convergence estimate for DIIS under a little
more restrictive assumptions, see also (ii) in the following remark.
Theorem 4.12. (A refined convergence estimate for DIIS)
Let the assumptions of Theorem 4.10 hold. Then there are δ = δ(q),  = (q) > 0 such
that if ‖I − J−1‖ ≤ δ and ‖x0 − x∗‖ ≤ , and if `(j) = `(n) for all `(n) ≤ j ≤ n, the
“residual error” ‖g(xn+1)‖ can be estimated by
‖g(xn+1)‖ ≤ c1‖g(xn)‖2 + c2 · dn−`(n) ‖g(x`(n))‖ + c3‖g(x`(n))‖2, (4.48)
for all n ∈ N, where dn−`(n) is the convergence factor obtained in the (n− `(n))-th step
of the DIIS solution of the linear auxiliary problem from Definition 4.11.
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Remark 4.13. (Notes on Theorem 4.12)
(i) In view of the idea and proof of Theorem 4.12, the three error components in
estimate (4.48) have straight-forward interpretations:
• The first term represents the modeling (linearization) error of (the exact) New-
ton’s method, where the correction equation (4.47)43 is solved exactly, leading
to quadratic convergence the well-known quadratic error term.
• The second term represents the error made in solving (4.47) approximately by
a GMRES/DIIS step on the actual subspace xn + Kn, thus incorporating the
convergence rate of the DIIS/GMRES from Theorem 4.7.
• The third error term, that can grow large if many older iterates are regarded, is
a worst-case estimate for the error made in the finite difference approximation
of J∗ resp. J(xn).
(ii) We conjecture that the latter error term can be bounded by ‖f(x`(n))‖ · ‖f(xn)‖,
so that the result given here is presumably not optimal, but we were not able to
show this so far. We also note that the restrictive assumption that `(j) = `(n) for
all `(n) ≤ j ≤ n (meaning that in the DIIS procedure, K`(n) = ∅, and that the used
Krylov spaces Kj are constantly increased without discarding iterates; in particular,
(4.45) has to be fulfilled in each step) could not be abolished without the error term
‖g(x`(n))‖ in the third term in (4.48) having to be replaced by the less favourable
term ‖g(x`(`(n)))‖.
(iii) We note that the second and third error term in (4.48) are opposing perturbations
of the quadratic convergence given by the first term: The error term associated
with the DIIS procedure for the linear problem (4.47) is reduced with an increasing
number of former iterates, according to the well-known theory for the associated
GMRES procedure, and thus gives better bounds the longer the history is chosen
if the convergence of the GMRES procedure is favourable, e.g. superlinear. On the
contrary, the error bound for the finite difference approximation gets worse the more
former iterates are taken up in the procedure.
In order to obtain the best bounds for convergence rates for the DIIS procedure, the
two error terms thus have to be balanced out, and in agreement with this, practical
experience with GMRES seems to indicate that the number of iterates has to be
kept moderate in order to keep the procedure efficient, especially if the iterates
become “almost linearly dependent”, i.e. if the constant τ gets large, see [115, 171].
Estimate (4.48) shows that such an inefficiency can solely be due to the effects of
nonlinearity, contained in the third error term, so that in principle, if g is “rather
43Or alternatively, where the “real” Newton equation J(xn)(xn+1 − xn) = F (xn) is solved. Eq. (4.47)
was chosen here for convenience, but it is not hard to see that replacing J by J(xn) only adds anther
quadratic error term.
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nonlinear” in the sense that the constant K in (4.42) is large, it is advisable to
discard old iterates more often.
(iv) For linear problems, the first and last error terms in (4.48) are zero. By a continuity
argument, we can heuristically conclude that if in contrast to the situation discussed
in (iii), the nonlinearity, i.e. the constant K in (4.42), is small, the convergence of
the DIIS is mainly governed by that of the associated DIIS/GMRES procedure for
this problem. Note that in the context of electronic structure calculations, similar
assumptions entered into our convergence analysis for CC and DFT, and they seem
to be in good agreement with practice.
In particular, if the Jacobian is symmetric, for instance if (4.1) is the first order con-
dition of a minimization problem as in DFT, the worst-case convergence behaviour
of the DIIS procedure is mainly determined by the spectral properties of J , while
for nonsymmetric Jacobians, properties of the right hand side etc. play a role, cf.
Section 4.3.
(v) In particular, “superlinear convergence” of the algorithm can be expected if the
DIIS/GMRES procedure for the underlying linear problem has this property al-
ready for a small number of steps, so that the third error term provoked by the
nonlinearity of g and the associated finite difference approximation of J can be kept
sufficiently small by discarding old iterates.
(ii) Proof of Theorem 4.10. In the present part of this section, we give the proof
for the linear convergence of DIIS as asserted in Theorem 4.10. Although we proceed
similarly to the analysis from [82] for the “forward” projected Broyden scheme, it should
be noted that the bounds given there are improved significantly: The error terms in [82]
are in the end bounded by const·(2τ)N , where N is the dimension of the space, τ > 1,
and the neighbourhood U(x∗, ) of the root x∗ on which the procedure can be shown to
be linearly convergent is determined by  < (2τ)−N . In the context of electronic structure
calculations, where N ≈ 105 − 106, this estimate is unsatisfactory, and we will show that
it is possible to bound the according error terms without dependence on the dimension
of the space.
The proof is preceded by some definitions, a remark collecting some general estimates, and
two preparatory lemmas. Note that the recursion formula for calculation of Hn in reverse
order (in contrast to the rank-1-update formula (4.11)) as well as the definition of the
iterates y¯i orthogonalized in reverse order (in contrast to (4.7)) have no practical meaning,
but are merely used for theoretical purposes: In the investigation of the convergence
behaviour of DIIS, it will help to show linear convergence for any sequence of DIIS inverse
Jacobians, independent of the number of former differences yk used in each step. Thus,
we will not implicitly have to assume the occurrance of restarts as in [82], but can in
every step choose an arbitrary number of former iterates fulfilling the linear independence
condition (4.45).
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Definition/Lemma 4.14. For fixed n ∈ N and Yn := span{y`(n), . . . , yn−1}, we introduce
an orthogonal basis y¯`(n), . . . y¯n−1 by orthonormalizing the basis of Yn in descending order
with the Gram-Schmidt procedure, i.e. by letting y¯n−1 = yn−1, and for `(n) ≤ i ≤ n−2,
y¯i = yi −
n−1∑
j=i+1
y¯j
Tyi
y¯jT y¯j
y¯j =: (I −Qni+1)yi.
Further, we define (again, in descending order)
Hnn = I, H
n
i := H
n
i+1 +
(si −Hni+1yi)y¯Ti
y¯Ti yi
for `(n) ≤ i ≤ n− 1. (4.49)
Then, for Hn from (4.9), there holds
Hn = H
n
`(n) = I +
n−1∑
i=`
(si −Hni+1yi)y¯Ti
y¯Ti yi
. (4.50)
Moreover, we have
Hni y = H
n
j y for all y ∈ (span{yi, . . . , yj−1})⊥, `(n) ≤ i < j ≤ n, (4.51)
and with the quantities
s¯n−1 := sn−1, s¯i := si −Hni+1Qni+1yi for `(n) ≤ i ≤ n− 2,
formula (4.49) can be rewritten as
Hnn = I, H
n
i := H
n
i+1 +
(s¯i −Hni+1y¯i)y¯Ti
y¯Ti y¯i
for `(n) ≤ i ≤ n− 1. (4.52)

The proof is quite straightforward and very similar to the proof of (4.11) and of the
analogous result in [82], so it is omitted.
Before we continue, we remark the following results well-known in analysis of quasi-
Newton methods, see e.g. [60, 163] for the proofs of the finite-dimensional case, which
also transfer directly to the infinite dimensional case in the form given here.
Remark 4.15. From the assumptions stated in 4.9, we get that for all u, v ∈ E,
‖g(v)− g(u)− J(u− v)‖ ≤ K‖v − u‖max{‖u− x∗‖, ‖v − x∗‖} (4.53)
≤ 2K (max{‖u− x∗‖, ‖v − x∗‖})2; (4.54)
in particular, there holds for all h ∈ V for which x∗ + h ∈ E that
‖g(x∗ + h)− g(x∗)− Jh‖ ≤ γ
2
‖h‖2. (4.55)
Moreover, on a neighbourhood Uκ(x
∗), κ > 0, there holds for some ρ > 0 that
1
ρ
‖v − u‖ ≤ ‖g(v)− g(u)‖ ≤ ρ ‖v − u‖. (4.56)
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The next supplementary result is a technical lemma which is an analogue (with improved
constants) of Lemma 4.3. from [82].
Lemma 4.16. Fix n ∈ N. Let the assumptions from 4.9 hold, and define for i ≤ j ∈ N
mji := max{‖xi − x∗‖, ‖xi+1 − x∗‖, . . . , ‖xj − x∗‖},
and c := (1 + δ)Kρ. For the quantities s¯i, y¯i from Definition 4.14, `(n) ≤ i ≤ n− 1, there
holds
‖s¯i − J−1y¯i‖ ≤ c
( n−1∑
j=i
mj+1j (2τ)
j−i
)
‖yi‖. (4.57)
with τ defined in (4.45).
Proof. We proceed by descending induction, starting from i = n− 1. In this case, s¯n−1 =
sn−1 and y¯n−1 = yn−1, so that the estimate (4.53) gives
‖s¯n−1 − J−1y¯n−1‖ ≤ ‖J−1‖ ‖g(xn−1)− g(xn)− J(xn−1 − xn)‖
≤ (1 + δ)K‖sn−1‖mnn−1
≤ (1 + δ)Kρ‖yn−1‖mnn−1.
For `(n) ≤ i < n− 1, we get by definition of s¯i, y¯i that
‖s¯i − J−1y¯i‖ ≤ ‖si − J−1yi‖+ ‖Hni+1Qni+1yi − J−1Qni+1yi‖
≤ (1 + δ)K‖si‖mi+1i +
n−1∑
j=i+1
‖(Hni+1 − J−1)y¯j‖ |
y¯Tj yi
y¯Tj y¯j
|,
≤ c‖yi‖mi+1i +
n−1∑
j=i+1
‖(Hni+1 − J−1)y¯j‖
‖yi‖
‖y¯j‖ ,
where (4.53) was used again to estimate the first term, while the second is derived from
the definition of the projector Qni+1. Inserting for ‖(Hni+1− J−1)y¯j‖ = ‖s¯j − J−1y¯j‖, j > i,
the induction hypothesis (4.57) and then using ‖yj‖/‖y¯j‖ ≤ τ yields
‖s¯i − J−1y¯i‖ ≤ c‖yi‖mi+1i + c
n−1∑
j=i+1
( n−1∑
k=j
mk+1k (2τ)
k−j‖yj‖
)‖yi‖
‖y¯j‖
≤ c‖yi‖
(
mi+1i + τ
n−1∑
j=i+1
( n−1∑
k=j
mk+1k (2τ)
k−j))
= c‖yi‖
(
mi+1i + τ
n−1∑
k=i+1
mk+1k
( k∑
j=i+1
(2τ)k−j
))
.
Using
k∑
j=i+1
(2τ)k−j ≤ τ k−(i+1)
k∑
j=i+1
2k−j ≤ 2k−iτ k−(i+1),
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we then obtain
‖s¯i − J−1y¯i‖ ≤ c‖yi‖
(
mi+1i +
n−1∑
k=i+1
mk+1k (2τ)
k−i)
≤ c‖yi‖
( n−1∑
k=i
mk+1k (2τ)
k−i).

Lemma 4.17. There holds
Hn − J−1 = (I − J−1)(I −Qn) +
n−1∑
i=0
(s¯i − J−1y¯i)y¯Ti
y¯Ti y¯i
. (4.58)
Let q < 1/(2τ) and suppose, for 0 ≤ i ≤ n− 1, ‖xi − x∗‖ ≤ qi. Then
‖
n−1∑
i=0
(s¯i − J−1y¯i)y¯Ti
y¯Ti y¯i
‖ ≤ α, ‖Hn − J−1‖ ≤ δ + α, (4.59)
where α = cτ(1− 2τq)−1(1− q−1) and ‖I − J−1‖ ≤ δ.
Proof. Let us fix n ∈ N. We use the representation from Definition/Lemma 4.14 and
prove the estimate by descending induction on the matrices Hnn , H
n
n−1 . . . , H
n
`(n) = Hn.
For i = n, Hnn − J−1 = I − J−1, so the assertion is trivially true. For `(n) ≤ i ≤ n− 1,
Hni − J−1 = Hni+1 − J−1 +
(s¯i −Hni+1y¯i)y¯Ti
y¯Ti y¯i
= Hni+1 − J−1 +
(s¯i − J−1y¯i + J−1y¯i −Hni+1y¯i)y¯Ti
y¯Ti y¯i
= (Hni+1 − J−1)
(
I − y¯iy¯
T
i
y¯Ti y¯i
)
+
(s¯i − J−1y¯i)y¯Ti
y¯Ti y¯i
.
Thus, by induction and orthogonality of the vectors y¯i,
Hn − J−1 = Hn`(n) − J−1 = (I − J−1)(I −Qn) +
n−1∑
i=0
(s¯i − J−1y¯i)y¯Ti
y¯Ti y¯i
,
showing the first claim (4.58). As per the second, we estimate this by (4.57) and use
mj+1j ≤ qj,
‖Hn − J−1‖ ≤ ‖I − J−1‖+
n−1∑
i=0
‖s¯i − J−1y¯i‖
‖y¯i‖ ≤ δ + cτ
n−1∑
i=0
( n−1∑
j=i
mj+1j (2τ)
j−i
)
≤ δ + cτ
n−1∑
i=0
( n−1∑
j=i
qj(2τ)j−i
)
≤ δ + cτ
n−1∑
i=0
qi
( n−i−1∑
j=0
(2τq)j
)
≤ δ + cτ(1− 2τq)−1(1− q−1).

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We can now complete the proof for linear convergence with the help of the estimate (4.59).
Proof of Theorem 4.10. For given 0 < q < 1/(2τ), we choose δ = δ(q),  = (q) > 0 such
that
(1 + δ)K+ ρ(δ + α) ≤ q, (4.60)
with α given in Lemma 4.17, and in such a way that the open ball U(x
∗) ∩ Uκ(x∗) of
radius min{, κ} lies in E. Note that the second condition implies x0 ∈ E. We now show
inductively that ‖xn+1 − x∗‖ ≤ r · ‖xn − x∗‖ and xn+1 ∈ E for n ∈ N. There holds
‖xn+1 − x∗‖ = ‖xn −Hng(xn)− x∗‖
= ‖xn − x∗ − J−1(g(xn)− g(x∗))‖+ ‖(Hn − J−1)(g(xn)− g(x∗))‖
= ‖J−1‖ ‖g(x∗)− g(xn)− J(xn − x∗)‖+ ‖Hn − J−1‖ ‖g(xn)− g(x∗)‖
≤ (1 + δ)K‖x∗ − xn‖2 + ρ‖Hn − J−1‖ ‖xn − x∗‖, (4.61)
where we have used ‖J−1‖ ≤ 1 + δ and (4.55) to estimate the first term in the last line,
and (4.56) for the second term. For the case that n = 0, this gives
‖x1 − x∗‖ ≤
(
(1 + δ)K+ δρ
)‖x0 − x∗‖ ≤ q · ‖x0 − x∗‖
by the choice of δ, , in particular, this implies x1 ∈ E. For arbitrary n ≥ 1, we can
inductively suppose that for 0 ≤ i ≤ n− 1, ‖xi − x∗‖ ≤ qi holds, and therefore, (4.59) is
valid. It follows
‖xn+1 − x∗‖ ≤ (1 + δ)K‖x∗ − xn‖ + ρ(δ + α)‖xn − x∗‖.
Because ‖xn − x∗‖ ≤ qn by induction hypothesis, it follows that
‖xn+1 − x∗‖ ≤
(
(1 + δ)Kqn+ ρ(δ + α)
)‖xn − x∗‖ ≤ q · ‖xn − x∗‖
by the choice (4.60) of δ, , again also implying xn+1 ∈ E and completing the proof.

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(iii) Proof of Theorem 4.12. Before we approach the proof, we again prove two
auxiliary lemmas: Some estimates are provided in Lemma 4.18, and the lengthy proof
of another estimate needed in the proof of Theorem 4.12 is outsourced to the preceding
Lemma 4.19.
Lemma 4.18. (Useful estimates)
(i) For r(x) = Jx− bn (cf. (4.47)), there holds for all x ∈ E that
‖r(x)− g(x)‖ ≤ 2K(max{‖xn − x∗‖, ‖x− x∗‖})2. (4.62)
(ii) For xn ∈ E, the solution z∗ of the helping equation (4.47) fulfils
‖z∗ − x∗‖ ≤ γ
2
2
‖xn − x∗‖2. (4.63)
(iii) If for some i ∈ {`(n), . . . , n} xi, zi ∈ E and ‖xi − zi‖ ≤ c · ‖g(x`(n))‖2 holds, there
also holds
‖r(zi)− g(xi)‖ . ‖g(x`(n))‖2. (4.64)
(iv) There is a constant c¯ > 0 such that the iterates of DIIS, applied to equation (4.47),
are bounded by
‖zi − z∗‖ ≤ c¯ · ‖x`(n) − z∗‖. (4.65)
Proof. The first claim follows directly from
r(x)− g(x) = g(xn)− g(x)− J(xn − x)
and the estimate (4.54). For the second inequality (4.63), note that z∗ is defined as
“perfect Newton update”, solving (4.47); thus, there follows from (4.55) that
‖z∗ − x∗‖ = ‖xn − J−1(g(xn)− g(x∗))− x∗‖ ≤ ‖J−1‖γ
2
‖xn − x∗‖2 = γ
2
2
‖xn − x∗‖2.
The third estimate (4.64) is concluded from (4.62), linear convergence of the algorithm
and (4.56), which gives
‖r(zi)− g(xi)‖ = ‖r(zi − xi) + r(xi)− g(xi)‖
≤ ‖J(zi − xi)‖ + ‖r(xi)− g(xi)‖
≤ ‖J‖ ‖zi − xi‖ + 2K‖xi − x∗‖2
≤ ‖J‖ c · ‖g(x`(n))‖2 + 2K‖xi − x∗‖2
≤ ‖J‖ c · ‖g(x`(n))‖2 + 2ρKq2(i−`(n))‖g(x`(n))‖2 . ‖g(x`(n))‖2.
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Finally, for assertion (iv) we use the relation between DIIS and GMRES iterates (4.37)
to obtain
‖zi − z∗‖ ≤ ‖vi − z∗ + r(vi)− r(z∗)‖
≤ ‖I − J−1‖‖Jvi − bn‖ ≤ δ ci−`(n) ‖J‖ ‖z`(n) − z∗‖,
where ci−`(n) = ‖vi‖/‖v`(n)‖ is the residual reduction factor of the GMRES method for
(4.47). It is known that those factors ci−`(n) form a nonincreasing sequence for any linear
mapping A, see [67], and using this fact completes the proof of (iv).

To prove Theorem 4.12, we will have to bound the difference between the DIIS iterate xn
and iterates zn belonging to the linear equation. The main tool used below is given in the
next lemma.
Lemma 4.19. (Difference of the Jacobian approximations)
Let the conditions of Theorem 4.10 hold, so that the DIIS algorithm is linearly convergent,
and let `(n) ≤ j ≤ n. Let z`(n), . . . , zj ∈ E and let the estimate ‖xi − zi‖ . ‖g(x`(n))‖2 be
fulfilled for all `(n) ≤ i ≤ j. Moreover, suppose `(i) = `(n) for all `(n) ≤ i ≤ j. Then, the
difference between the Jacobian approximation Hj produced by the DIIS procedure applied
to the equation g(x) = 0, and the one produced by the DIIS solver for (4.47) can be
bounded by
‖(Hj −Gj)g(xj)‖ ≤ const · ‖g(x`(n))‖2. (4.66)
Proof. We estimate ‖Hj − Gj‖. To this end, we use the representation (4.58) proven in
Lemma 4.17; from there, because `(j) = `(n), we have for Hj that
Hj − J−1 = (I − J−1)(I −Qj) +
j−1∑
i=`(n)
(s¯i − J−1y¯i)y¯Ti
y¯Ti y¯i
on the one hand; on the other hand, because r′(x) = J , the approximate Jacobians Gj
produced by the DIIS procedure applied to the linear problem (4.47) fulfils by Lemma
4.17
Gj − J−1 = (I − J−1)(I −Rj), (4.67)
with Rj denoting the projector onto
span {di := r(zi+1)− r(zi) | i = `(n), . . . , j − 1}.
Note that in the case of Gj, the latter “difference approximation” error term in (4.58)
vanishes because J−1(r(zi+1 − r(zi)) = zi+1 − zi is fulfilled exactly by linear problems.
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Therefore, using (4.59),
‖Hj −Gj‖ = ‖Hj − J−1 − (Gj − J−1)‖
≤ ‖(I − J−1)(Rj −Qj)‖ + ‖
j−1∑
i=`(n)
(s¯i − J−1y¯i)y¯Ti
y¯Ti y¯i
‖
≤ ‖Rj −Qj‖+ α‖x`(n) − x∗‖.
We thus obtain from ‖x`(n) − x∗‖ ≤ ρ‖g(x`(n))‖ and ‖g(xj)‖ ≤ qj−`(n)ρ2‖g(x`(n))‖ that
‖(Hj −Gj)g(xj)‖ ≤ ‖Rj −Qj‖ ‖g(xj)‖ + αρ3qj−`(n)‖g(x`(n))‖2,
so it remains to show that ‖Rj − Qj‖ . ‖g(x`(n))‖2/‖g(xj)‖ to complete the proof. We
prove this assertion by induction over i = `(n), . . . , j. For i = `(n), R`(n) = Q`(n) = I.
Now, let ‖Ri−1 − Qi−1‖ < ci−1‖g(x`(n))‖2/‖g(xi−1)‖ hold for some `(n) < i ≤ j; we then
denote
dˆ := dˆi−1 := (I −Ri−1)(r(zi)− r(zi−1)), yˆ := yˆi−1 := (I −Qn−1)yi−1
and use the decomposition
‖Ri −Qi‖ ≤ ‖Ri−1 −Qi−1‖ + ‖ dˆ dˆ
T
dˆT dˆ
− yˆ yˆ
T
yˆT yˆ
‖
≤ ci−1‖g(x`(n))‖
2
‖g(xi−1)‖ + ‖
dˆ dˆT
dˆT dˆ
− yˆ yˆ
T
yˆT yˆ
‖
≤ ci−1ρ2q‖g(x`(n))‖
2
‖g(xi)‖ + ‖
dˆ dˆT
dˆT dˆ
− yˆ yˆ
T
yˆT yˆ
‖.
In this estimate, ‖g(xi)‖ ≤ qρ2‖g(xi−1)‖, which is a conclusion from (4.56) and linear
convergence, was used to obtain the last inequality. By inserting a useful zero, one sees
that
‖ dˆ dˆ
T
dˆT dˆ
− yˆ yˆ
T
yˆT yˆ
‖ ≤ 2 ‖ dˆ‖dˆ‖ −
yˆ
‖yˆ‖‖
holds for the difference of the projectors. Thus, we can complete the proof by showing
‖ dˆ‖dˆ‖ −
yˆ
‖yˆ‖‖ .
‖g(x`(n))‖2
‖g(xj)‖ . (4.68)
We begin by estimating with (4.64) and (4.56),
‖dˆ− yˆ‖ ≤ ‖(I −Ri−1)d− (I −Ri−1)y‖+ ‖(Ri−1 −Qi−1)y‖
≤ ‖I −Ri−1‖
(‖r(zi)− f(xi)‖+ ‖r(zi−1)− f(xi−1)‖)+ ‖Ri−1 −Qi−1‖ ‖yi‖
≤ 2C‖g(x`(n))‖2 + ci−1
‖g(x`(n))‖2
‖g(xi−1)‖ ‖g(xi)− g(xi−1)‖
≤ (2C + ci−1(1 + ρ2q)) ‖g(x`(n))‖2 =: cd,y ‖g(x`(n))‖2, (4.69)
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where in the last step, we have used that (4.56) together with linear convergence implies
‖g(xi)− g(xi−1)‖ ≤ ‖g(xi)‖+ ‖g(xi−1)‖ ≤ (1 + ρ2q) ‖g(xi−1)‖.
We now bound the left-hand side of (4.68) by
‖ dˆ‖dˆ‖ −
yˆ
‖yˆ‖‖ ≤
‖yˆ − dˆ‖
‖dˆ‖ + ‖dˆ‖
( 1
‖yˆ‖ −
1
‖yˆ‖
)
=
‖yˆ − dˆ‖
‖yˆ‖ +
‖dˆ‖ − ‖yˆ‖
‖yˆ‖
≤ 2cd,y · ‖g(x`(n))‖2‖yˆ‖−1 ≤ 2τcd,y‖g(x`(n))‖2‖yi‖−1 =: (∗),
where we used (4.69) to get to the last line. Finally, to estimate ‖yi‖−1, we use that from
the linear convergence of the algorithm and again, (4.56), we obtain
‖yi‖ = ‖g(xi)− g(xi−1)‖ ≥ 1
ρ
‖xi − xi−1‖
≥ 1− q
ρ
‖xi−1 − x∗‖ ≥ (1− q)q
−(j−(i−1))
ρ2
‖g(xj)‖;
thus, using linear convergence and (4.56) once more, we get
(∗) ≤ 2τcd,yρ
2qj−(i−1)
(1− q)
‖g(x`(n))‖2
‖g(xj)‖ =: c ·
‖g(x`(n))‖2
‖g(xj)‖ .
This proves (4.68) and thus the assertion.

We are now prepared to prove Theorem 4.12.
Proof of Theorem 4.12. We start by choosing the constants , δ > 0 as in Theorem 4.10, so
that we can assume linear convergence of the algorithm. If necessary, we decrease  such
that for the constants γ from (4.63) and c¯ from (4.65), the ball with radius r := c¯+γ22/2
lies in E. We now fix n ∈ N and set ` := `(n) for brevity. We decompose the error into
the three terms
‖g(xn+1)‖ ≤ ‖g(z∗)‖︸ ︷︷ ︸
(I)
+ ‖g(zn+1)− g(z∗)‖︸ ︷︷ ︸
(II)
+ ‖g(xn+1)− g(zn+1)‖︸ ︷︷ ︸
(III)
(4.70)
with the quantities zn+1, z
∗ from Definition 4.11. We will see that estimation of the single
terms will then give the three error components of the estimate (4.48).
For the first term, we obtain from Lemma 4.18(ii) that
(I) = ‖g(z∗)− g(x∗)‖ ≤ ρ‖z∗ − x∗‖ ≤ ργ
2
2
‖xn − x∗‖2 ≤ ρ
2γ2
2
‖g(xn)‖2,
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and thus the first part of the estimate (4.48).
We continue with estimation of (II). By the choice of , and with Lemma 4.18(ii),(iv) we
obtain for all i ∈ `, . . . , n+ 1 that
‖zi − x∗‖ ≤ ‖zi − z∗‖ + ‖z∗ − x∗‖ ≤ c¯ · ‖x` − x∗‖+ γ
2
2
‖xn − x∗‖2 < r,
so that zi ∈ E. From (4.53) and ‖zn+1 − z∗‖ ≤ γ‖J(zn+1 − z∗)‖, we thus get
‖g(zn+1)− g(z∗)‖ ≤ ‖J(zn+1 − z∗)‖ + 2K ‖zn+1 − z∗‖ max{‖zn+1 − x∗‖, ‖z∗ − x∗‖}
‖J(zn+1 − z∗)‖ · (1 + 2Kγ max{‖zn+1 − x∗‖, ‖z∗ − x∗‖}),
and now estimate both factors of the last line separately. The main point for estimation of
‖J(zn+1− z∗)‖ is that J(zn+1− z∗) = r(zn+1), the residual of the “virtual” DIIS/GMRES
procedure as defined in 4.11. Therefore, we can estimate this term with the help of
Theorem 4.7, with (4.62) and with (4.56) by
‖J(zn+1 − z∗)‖ = ‖r(zn+1)‖ ≤ dn−` ‖r(x`)‖
≤ dn−` (‖g(x`)‖ + 2K‖x` − x∗‖2)
≤ dn−` (1 + 2ρK) ‖g(x`)‖. (4.71)
For the second factor, we obtain by using ‖zn+1 − x∗‖ ≤ ‖zn+1 − z∗‖ + ‖z∗ − x∗‖, (4.47)
and (4.63) that
max{‖zn+1 − x∗‖, ‖z∗ − x∗‖} ≤ ‖zn+1 − z∗‖+ ‖z∗ − x∗‖ ≤ γ‖r(zn+1)‖+ γ
2
2
‖xn − x∗‖2.
We let  := ‖x` − x∗‖ as before and use (4.71), (4.56) and linear convergence to get
γ‖r(zn+1)‖+ γ
2
2
‖xn − x∗‖ ≤ γ dn−` (1 + 2ρK) ‖g(x`)‖+ γ
2
2
‖xn − x∗‖2
≤ (γ ρ (1 + 2ρK) + γ2
2
q2(n−`)
)
 =: ω;
where we have used that dn−` ≤ 1, see the proof of (4.65). Altogether, (II) can now be
bounded by
(II) = ‖g(zn+1)− g(z∗)‖ ≤ dn−` (1 + 2ρK)(1 + 1κγω) ‖g(x`)‖
≤ dn−` (1 + c2 · ) ‖g(x`)‖
with c2 suitably chosen; this gives the second term of the estimate (4.48). The third part
of (4.70) can be estimated by
(III) = ‖g(xn+1)− g(zn+1)‖ ≤ ρ ‖xn+1 − zn+1‖;
to complete the proof of (4.48), we now show by induction that for all i = `, . . . , n + 1,
‖xi − zi‖ . ‖g(x`)‖2. For x` = z`, there is nothing to show. For the induction step, we
fix i ∈ {`, . . . , n} and note that by recursively using the definition of the iterates,
xi+1 − zi+1 = x` − z` +
i∑
j=`
Gjr(zj)−Hjg(xj).
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Therefore, because x` = z`,
‖xi+1 − zi+1‖ ≤
i∑
j=`
‖Hjg(xj)−Gjr(zj)‖. (4.72)
To estimate the terms to the right, we note at first that for all j = `, . . . , i, using (4.56),
the induction hypothesis and Lemma 4.18(iii), there holds
‖g(xj)− r(zj)‖ ≤ ‖g(xj)− g(zj)‖ + ‖g(xj)− r(zj)‖
≤ ρ‖xj − zj‖ + const‖g(xj)‖2 ≤ κ‖g(x`)‖2
for a suitable constant κ > 0. Additionally, we observe that from (4.67), there follows
‖Gi‖ ≤ c for some c > 0 and all i = `, . . . , n. We now estimate the terms in (4.72)
separately: Using the previous remarks and Lemma 4.19, we get for each i = `, . . . , n that
‖Hig(xi)−Gir(zi)‖ ≤ ‖(Hi −Gi)g(xi)‖ + ‖Gi‖ ‖g(zi)− r(zi)‖ . ‖g(x`)‖2.
This completes the proof of Theorem 4.12.
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4.5 Concluding remarks on Section 4
We have identified DIIS with the reverse, projected Broyden’s method given by formula
(4.9). By this connection between DIIS and the family of Broyden-like methods and
Krylov space methods, the development of new problem-adapted variants of DIIS and
related convergence accelerators may well profit from the theoretical as well as from the
practical experience made with Broyden-like methods and Newton-Krylov type methods.
Results for the reverse, projected Broyden’s method corresponding to DIIS [82, 102] show
that although DIIS is applied to quantum chemical problems with great success, it seems
to be inferior to the according “forward” method.
On the other hand, DIIS provides a great amount of examples where the projected back-
ward method works fairly well in practice (and where it may be preferred due to its
simple implementation in the form of DIIS). This is in particular the case when DIIS is
applied to linear equations, for which we showed that the convergence of DIIS is fixed by
the mostly favourable convergence behaviour of the according GMRES procedure. DIIS,
applied to nonlinear equations, can therefore be viewed as a globalization of GMRES to
nonlinear equations, and we have shown that the convergence behaviour is still related
to the properties of a linear equation for the Jacobian J if nonlinear effects are small.
This is in agreement with similar results for Broyden’s method [93], and we conjecture
that if nonlinearities are mild, DIIS still shares the favourable properties of the according
GMRES procedure. It would be interesting to theoretically and practically investigate
the influence of increasing nonlinearities on the performance of the DIIS solver further in
the future.


Conclusion and outlook
In this work, we have analysed aspects of some of the most widely applied methods of
quantum chemistry. To apply mathematical concepts that are common in the context
of partial differential equations and operator eigenvalue problems, we have, in contrast
to the normal proceeding in the literature concerned with quantum chemistry, insisted
that the electronic eigenvalue problem and also the approximation methods analysed,
i.e. Hartree-Fock, DFT and CI (Section 2) as well as the CC method (Section 3) be
formulated in the suitable original, infinite-dimensional spaces dictated by the axioms
and framework of mathematical physics. In particular in the context of the Coupled
Cluster method, some technical difficulties had to be overcome to obtain the according
infinite dimensional formulation, the continuous Coupled Cluster method.
Nevertheless, this proceeding has put us in a position from which we could show that
also in the respective suitable infinite-dimensional (mostly Sobolev) spaces, the operators
under consideration fulfil the assumptions necessary for the then more or less straight-
forward application of functional analyical concepts. Our approach has thus rewarded us
with the ability to derive concepts otherwise unattainable: The results of our convergence
analysis for some of the main algorithms used of quantum chemistry hold for the methods
and algorithms formulated in the continuous space on the one hand, thus providing a solid
basis for an adaptive treatment, cf. the remarks in Section 1.7, on the other, they hold as
well for the according discretized methods, where the estimates are uniform with respect
to the discretization parameters. Additional results obtained were the goal-oriented error
estimators and quasi-optimality results for the Coupled Cluster method (Theorems 3.21,
3.24). For the DIIS method analysed in Section 4, the establishment of connections to
methods well-known in numerical mathematics has enabled us to obtain some convergence
results from those for GMRES and quasi-Newton methods.
The results proven should now be used as a theoretical basis to implement goal-oriented
error estimators and to analyse adaptive algorithms set on top of the successfully applied
existing practical methods of quantum chemistry. Also, our convergence results should
be extended to further methods of quantum chemistry, as for instance the multi-reference
version of the Coupled Cluster method; the analysis given here may also serve as a basis
to obtain theoretical results for linear-scaling methods, both in the context of density
functional theory and of Coupled Cluster theory.
To conclude, allow the author to express the hope that this work has made a useful con-
tribution to the ambition of numerical analysis to bridge the gap between the theoretical
investigation of the properties of quantum mechanical Hamiltonians and the electronic
Schro¨dinger equation on the one side, and the methods and algorithms used in practical
applications in the fields of quantum chemistry and electronic structure calculation on
the other. Hopefully, the results provided in this work can serve to stimulate the further
intertwinement of the scientific communities involved in the theoretical investigation and
in the practical treatment of the electronic Schro¨dinger equation.
Notation
This list of symbols features an overwiew of the most important re-occurring notations of
this work. Within the respective assortings, the overview features an alphabetical order;
Greece letters are sorted in by the first letter of their English transcription.
Spaces & manifolds:
F Fock space, p. 22
G Grassmann manifold over V N , p. 42
L2(Ω) Space of complex-valued, measurable, square-integrable functions
defined on a measure space Ω, p. 3
L2 = L2N N -fold tensor space of L2(R3 × {±12}), p.3
L̂2 Space of antisymmetric functions from L2, p.10
L2k Eigenspace of the z-spin operator corresponding to
eigenvalue sk = −N2 + k, p.11
L2R,L2C Space of purely real-valued/purely imaginary-valued
wave functions from L2, p.12
L2 = L2N Space of real-valued, antisymmetric functions from L2, p.12
L2k Space of real valued, antisymmetric functions from L2k, p.12
H1 Space of real valued, antisymmetric functions from Htk
(= Htk, with k fixed later)
H1(Ω) Sobolev subspace of L2(Ω) of one time weakly differentiable functions,
defined on a measure space Ω, p. 6
Ht Abbreviation for the Sobolev space H t(R3N × ΣN) ⊆ L, p.6
Ht⊗ N -fold tensor product space of H1(R3 × Σ), p.6
Ĥt Space of antisymmetric Ht-functions, p.10
Htk Space of functions from L2k with Sobolev regularity t, p.11
Htk Space of real valued, antisymmetric functions from Htk, p.12
Ĥ−t,H−t, . . . Dual spaces of Ĥt,Ht, . . .
T (G) Tangent space of the Grassmann manifold G at [Φ] ∈ V , p. 43
V General Hilbert space, in Sec. 2 belonging to a Gelfand triple (see p. 41).
V Coefficient space used in CC calculations, p. 72
V Stiefel manifold over V N , p. 42
X In Sec. 2: Shorthand notation for some L2(Ω,R) or L2(Ω,C), p. 41.
ll
i
Operators:
A,B, . . . Expansion of A,B, . . . : V → V ′ to an operator V N → (V ′)N , p. 41
AN , FN , . . . N -fold canonical Kronecker product of an operator A,F, . . ., p. 5
af Annihilation operator for f , p. 23
aP Annihilation operator for χP from one particle basis, p. 23
a†f Creation operator for f , p. 23
a†P Creation operator for χP from one particle basis, p. 23
D∗ In Sec. 2: L2-projector on span[Φ0].
FHF Fock operator, p. 45
FKS Kohn-Sham operator, p. 45
f Coupled Cluster function, p. 75
g Function subject to the root problem (4.1) in Section 4
H Electronic Hamiltonian, p. 8
Ĥ Second quantization (weak) Hamiltonian, p. 26
h Bilinear form induced by H; h : H1 ×H1 → R, p. 14
P In Sec. 4: Preconditioning mapping, p. 95
Pa Antisymmetrization projector on L, p. 9
Q Isomorphism from L′k onto Lk, p. 19
S, T, . . . In Sec. 3: Cluster operators, p. 64
SzN z-spin operator for N -electron systems, p. 11
U Unitary RN×N -matrix
Xµ = X
A1,...,Ar
I1,...,Ir
Excitation operator, mapping Ψ0 to Ψµ = Ψ
A1,...,Ar
I1,...,Ir
, p. 62/p. 63
lll
Numbers & indices:
A, B, C In Section 3: Indices corresponding to occupied orbitals
α⊕ β, α	 β Index operations, p. 62
D Section 3: Dimension of truncated one particle basis set
Section 4: Dimension of discretized space
E0 Electronic ground state energy of the molecule, p. 14
E∗ Ground state energy of electronic configuration of spin
k ∈ {0, . . . , N}, p. 15
I, J, K In Section 3: Indices corresponding to virtual orbitals
λi Eigenvalue of the Fock/Kohn-Sham operator
Λ0 Sum of k eigenvalues of the Fock/Kohn-Sham operator, p. 30
N Number of electrons, equals number of occupied orbitals
p, q, . . . Indices labelling “spin up” resp. “spin down” orbitals, p. 18
P, Q, R, S Indices labelling spin orbitals, containing number and spin, p. 18
r(µ) Rank of a Slater determinant, p. 62
V Number of virtual orbitals in truncated basis set, V = D −N .
ii
Functions & vectors:
‖ · ‖ Canonical norm on L2(Ω)
‖ · ‖1 Canonical norm on H1(Ω)
χP Spin orbitals/spin basis functions for H
1(R3 × {±1
2
}), p. 18
f Coupled Cluster function, p. 75
g Function subject to the root problem (4.1) in Section 4
J Functional subject to constraint minimization in Sec. 2
ϕ, ψ, . . . Spin free/spatial one particle functions, i.e. functions from H1(R3,R)
ϕp Functions from spin free one particle basis, p. 18
Φ Sec. 2: Vector from V N , Φ = (ϕ1, . . . , ϕN)
Ψ,Ψ′, . . . Functions from the tensor product space L
Ψµ Basis function from the tensor basis B resp. Bk, p. 19
Ψ0 Sec. 2: Hartree-Fock solution, p. 36
Sec. 3: Reference Slater determinant, p. 60
Ψ Solution of the electronic Schro¨dinger equation, p. 15
Ψ∗ Sec. 3: Correlation correction, Ψ −Ψ0, p. 64
t, s Coefficient vectors from the Coupled Cluster coefficient space V
t∗ Solution of the Coupled Cluster equations, p. 73
Sets:
B Basis of spatial orbitals, p. 18
BΣ Basis of spin orbitals, p. 18
B Tensor basis of H1, p. 18
B Tensor basis of H1, p. 19
Bk Tensor basis of H1k, p. 19
I Index set containing indices for spin orbitals, p. 18
Nc The set {i ∈ N | 1 ≤ i ≤ N }
M Index set containing indices for tensor basis functions Φµ ∈ B, p. 21
Mk Index set containing indices for tensor basis functions Φµ ∈ Bk, p. 21
M∗,M∗k M∗ :=M\{µ0}, M∗k :=Mk\{µ0}, p. 62
spin(N) Set of possible z-spins for an N -electron system, p. 11
ΣN Set of possible spin vectors σ, p. 3
S(N) Group of permutations on N elements
spec(A) Spectrum of an operator A, p. 13
occ Sets of indices belonging to occupied orbitals, p. 61
virt Sets of indices belonging to occupied orbitals, p. 61
iii
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