Let be a positive integer and let denote the ring Z/( ), and let denote the Cartesian product of copies of Z/ . Let (x) be a quadratic polynomial in Z[ 1 , . . . , ]. In this paper, we are interested in giving lower bounds on the number of solutions of the quadratic polynomial over the ring .
Introduction

Let
= Z/( ) be a finite ring with positive integer. Let (x) be a quadratic polynomial in Z[ 1 , . . . , ]. Write (x) = (x) + a ⋅ x + ,
where a ∈ Z , ∈ Z, and (x) is a quadratic form given by
where is a symmetric × matrix with integer entries. Throughout this paper (with the exception of Lemma 4), we will assume that gcd(det , ) = 1. Let be the algebraic subset of defined by (x) ≡ 0 (mod ) .
If | and x, y ∈ , we will say that x ≡ y (mod ) if x is congruent to y modulo the ideal . For any subset of and divisor of , let ( , ) = {( 1 , 2 ) ∈ × : 1 ≡ 2 (mod )} .
Let denote the Euler phi-function, let ( ) denote the number of distinct positive divisors of , and for positive integers and set
Considerable attention has been given to the problem of finding zeros of any polynomial over finite fields; see for example [1] [2] [3] [4] [5] [6] [7] [8] . A special case of particular interest when the polynomial is quadratic over finite rings is studied in [9] by the author who obtained the following.
Theorem 1. For any subsets and of , with | | ≤ | |, we have
In this paper, we will make the above result more precise when + is a box of points in , that is, the image B of a box B in Z under the canonical mapping of Z onto , where
for some , ∈ Z with 0 < ≤ , 1 ≤ ≤ . In this case we obtain the following. (7), where
In particular, if ≥ 6 and
The second part of Theorem 2 follows immediately from Lemma 3 of the next section. The first part of the theorem will be proven in Section 3.
Auxiliary Lemmas
where the product is over all primes dividing . In particular, if
Proof. Let = /2 and set ( ) = ∑ | ( ) − , so that Φ ( ) = ( )−1. Since ( ) and − are both multiplicative, ( ) is multiplicative. If is a prime and ≥ 1, then
The last inequality follows since ≥ 2. The first part of the lemma now follows from the multiplicative property of ( ). Now suppose that ≥ 6. Again, letting = /2 we can say that
Thus,
To prove Theorem 2, we make use of exponential sums. Let ( ) = (2 / ) . We will abbreviate complete sums ∑ ∈ () by simply ∑ (). Also we will need to use the following fundamental identity: for any y ∈ ,
Let (x) and (x) be as defined by (1) and (2). By viewing as a Z-module, the Gauss sums
are well defined whether we take y ∈ Z or y ∈ . For any × matrix with integer entries, we define ker ( ) by
We need the following lemmas.
Lemma 4 (see [10, Theorem 4]).
Let (x) be a quadratic form given by (2) , where now we allow to be any symmetric integral matrix with even diagonal entries. Then, given y ∈ , the Gauss sum
Lemma 5. Let (x) be a quadratic polynomial as given by (1) with gcd(det , ) = 1. Let y ∈ Z , ∈ Z, ̸ ≡ 0 (mod ), and set = ( , ). Then,
Proof. By (1), we have
Now (x) = (1/2)x( )x , so that by Lemma 4, ( , y) = 0 unless y satisfies the following condition:
Now ker ( ) = {x ∈ :
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Thus, setting x ≡ ( / )t (mod ), we see that (19) is equivalent to saying that, for all t ∈ Z ,
But ( / ) = ( / ) ≡ 0 (mod ) and similarly ( / ) 2 = ( / )( / ) ≡ 0 (mod ) so that (22) 
Proof of Theorem 2
Let and be subsets of , and let be the set of points in satisfying (x) ≡ 0 (mod ). Let be the number of triples (s, t, k) ∈ × × such that s + t ≡ k (mod ).
Lemma 6.
Let be the number of triples (s, t, k) ∈ × × such that s + t ≡ k (mod ). Then, for any subsets and of , with | | ⩽ | | we have
Proof. By the fundamental identity (14),
where
Peeling off the = 0 term yields
Thus (from (27)),
so that by Lemma 5,
where the sum ∑ * on y is over all y ≡ 0 (mod ). On replacing by / and ∑ * y by ∑ * * y , the sum over all y ≡ 0 (mod( / )), we obtain
Now,
Setting y ≡ ( / )u (mod ) and letting u run through a complete set of representatives for , we can say
Thus, by (31), 
and that the same inequality holds for ( , ). Let s = ( 1 , . . . , ) be a fixed point in . If u = ( 1 , . . . , ) is a point in such that u ≡ s (mod ), then = + , for some ∈ Z, 1 ≤ ≤ . Since 0 ≤ < , there are at most [ / ] + 1 choices for each , and thus at most ([ / ]+1) choices for u. Since | | = , we obtain (36). It is clear that ( , ) = ( , ) so that (36) holds also for ( , ).
We now apply Theorem 1 with and replaced by the sets and just defined. We will abbreviate the sum ∑ >1, | by simple ∑ * . From Lemma 6 and (36) we have
Now, since ( + ) ≤ + 2 ( −1 + −1 ) + , we have
The first sum on the right-hand side of (38) is just Φ ( ). We make crude estimates for the remaining sums. For ≥ 4 we have
Thus, by (38), we see that
Theorem 2 now follows from the observation that
Remarks
(1) It is clear from (39) and Lemma 3 that if ≥ 8 then in the statement of Theorem 2 we can replace ( ) by 2 3−( /2) .
(2) Let (x) be given by (1), let be the set of zeros of (x) in , and again suppose that gcd(det , ) = 1. Lemma 5 provides us with an easy means of estimating | |. For ≥ 4, we obtain
where the product is over all primes dividing , and for each such , is a real number of absolute value ≤1. Equation (42) follows from the observation that
By Lemma 5, we then have
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we obtain
To obtain (42), we apply (46) in turn to each prime power dividing and use the Chinese remainder theorem to compute | |. That is, for each divisor of , we let V( ) be the number of points in satisfying the congruence (x) ≡ 0 (mod ). Consequently, if = ∏ =1 then V( ) = ∏ =1 V( ). Thus, by (46), we have
for some ∈ R with | | ≤ 1, 1 ≤ ≤ , and by Lemma 3 we have
for any prime power , when ≥ 4. Equation (42) is now immediate. Equation (42) indicates that we obtain roughly the expected quota of zeros for (x), namely, −1 , when gcd(det , ) = 1. When gcd(det , ) ̸ = 1, this is no longer the case. For example, suppose that = , where and are distinct primes. Let be quadratic nonresidue (mod ), let be a quadratic nonresidue (mod ), and let (x) = ( 1 , 2 , 3 , 4 ) be defined by ≡ 0 (mod ), so that 1 ≡ 2 ≡ 0 (mod ) and 3 ≡ 4 ≡ 0 (mod ). Thus, if is the set of points in 4 satisfying (x) ≡ 0 (mod ), then | | = 2 2 = 2 , rather than expected quota of 3 . This example indicates that Theorem 2 does not hold when gcd(det , ) ̸ = 1. We have not been able to obtain an analogue of Theorem 2 when gcd(det , ) ̸ = 1. The main difficulty is that ker ( ) no longer leads to such a simple description as in the case when gcd(det , ) = 1; see (21). To overcome this difficulty, one may be able to use the description of ker ( ) given in section 4 of [11] which involved the invariant factors of .
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