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Abstract. The emergence of small and portable smart sensors have
opened up new opportunities for many applications, including automated
factories, smart cities and connected healthcare, broadly referred to as
the Internet of Things (IoT). These devices produce time series data.
While deep neural networks (DNNs) has been widely applied to com-
puter vision, natural language processing and speech recognition, there
is limited research on DNNs for time series prediction. Machine learning
(ML) applications for time series prediction has traditionally involved
predicting the next value in the series. However, in certain applications,
segmenting the time series into a sequence of trends and predicting the
next trend is preferred. Recently, a hybrid DNN algorithm, TreNet was
proposed for trend prediction. TreNet, which combines an LSTM that
takes in trendlines and a CNN that takes in point data was shown to
have superior performance for trend prediction when compared to other
approaches. However, the study used a standard cross-validation method
which does not take into account the sequential nature of time series. In
this work, we reproduce TreNet using a walk-forward validation method,
which is more appropriate to time series data. We compare the per-
formance of the hybrid TreNet algorithm, on the same three data sets
used in the original study, to vanilla MLP, LSTM, and CNN that take in
point data, and also to traditional ML algorithms, i.e. the Random Forest
(RF), Support Vector Regression and Gradient Boosting Machine. Our
results differ significantly from those reported for the original TreNet. In
general TreNet still performs better than the vanilla DNN models, but
not substantially so as reported for the original TreNet. Furthermore,
our results show that the RF algorithm performed substantially better
than TreNet on the methane data set.
Keywords: Time Series · Trend Prediction · Ensemble Methods · Au-
tomated Machine Learning. Bayesian Optimisation and HyperBand
1 Introduction
Theoretically, trend prediction is achievable by performing a multistep-ahead
prediction and then fitting the predicted values to estimate the trend [4,17].
? Supported by the Centre for Artificial Intelligence Research.
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This approach suffers from accumulative prediction errors [1,2], and is non-trivial
[24]. An alternative approach is the use of pattern-based hidden Markov models
(p-HMM)s to discover a pre-defined number of states and model the transition
dynamics between these states [20,25] using the training set. The next trend is
then predicted by first identifying the current state, which is used to perform
the inference. HMMs only maintain short-term state dependences because of
the memoryless Markov property. Furthermore, specifying the number of states
requires task specific knowledge [17]. The multistep-ahead prediction and the
p-HHM predict the trend in an implicit fashion.
In 2017, Lin et al. [17] proposed a novel approach to directly predict the next
trend of a time series as a piecewise linear approximation (trend line) with
a slope and a duration using a hybrid neural networks dubbed TreNet. The
hybrid nature of TreNet is not only due to its use of both LSTM, and CNN;
but also because, it leverages both raw data and trend line features. TreNet
outperformed SVR, CNN, LSTM, pHHM [25], and cascaded CNN and RNN
[17]. However, it presents some limitations. The first limitation is that time is not
dealt with adequately in TreNet. 10-fold cross-validation with random shuffling
is used for model development, and a single held-out set is used for testing [17].
The use of cross-validation with shuffling implies that data instances, which are
generated after the given validation set, are used for training. This is technically
incorrect because during inference only the past data instances are available.
Besides, the use of a single held-out set is not suitable for non-stationary [3].
Furthermore, many important implementation details are not stated explicitly,
which affects the reproducibility of the approach. For instance, the segmentation
method used to transform the raw time series into trend lines is not apparent.
Finally, ensemble regression models such as random forests (RF), and Gradient
Boosting Machines (GBM) - which are very widely used traditional machine
learning models [14,23] - are not included in the baseline algorithms. This paper
addresses the highlighted shortcomings. Our research questions are:
1. Does the hybrid deep neural networks approach for trend prediction perform
better than vanilla deep neural networks?
2. Do deep learning (DL) models perform better for trend prediction than sim-
pler traditional machine learning (ML) models?
In the remaining of this paper, we first present the related work, and give a brief
background on time series trend prediction. Then, we describe the experimental
design, and present the results, which are discussed before concluding.
2 Related work
Traditional trend prediction approaches include Hidden Markov Models (HMM)s
[25,20] and multi-step ahead predictions [4]. Recently, neural networks especially
RNN-LSTMs and CNN [15] have become more prominent [16,8,17,5]. Combining
the strenghts of both CNN and LSTM, Lin et al. [17] proposed TreNet to learn
the long-term dependencies from trend lines and local selient features from local
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raw data. Other works have added attention mechanisms to these architectures
[28,6]. Zhao et al. [28] used wavelet transformed time series as features. Although
these more recent work build on Lin et al. [17] initial work, they do not deal
with trend prediction specifically. The stock market direction movement is a very
active and related area of research [6,26,7,18,21,10]. However, this approach only
tackles the direction of the time series, it does not predict the strength and the
duration of the time series. Generally, the baseline methods used by prior works
include neural networks, the naive last value prediction, ARIMA, SVR [17,27].
They do not include ensemble methods such as random forest, which are widely
used particularly for stock market movement prediction[14,23].
3 Time series trend prediction
The time series trend prediction problem is concerned with predicting the future
evolution of the time series from the current time. This evolution is approx-
imated as a succession of time-ordered piecewise linear approximations. The
linear approximations indicate the direction, the strength, and the length of the
upward/downward movement of the time series. The slope of the linear approx-
imation determines the direction and the strength of the movement, and the
number of time steps covered by that linear approximation, i.e. its duration
determines its length. The formal problem definition is given below.
3.1 Problem formulation
We define a continuous valued time series X = {x1, ..., xT }, the non-overlapping,
time-ordered, successive K trends T = {< sk, lk >}, and their corresponding
local data L = {< xtk−w, ..., xtk >} of window w. A trend < sk, lk > denotes a
linear approximation by regression or by interpolation over a segment of X. lk
represents the duration and is given by the number of data points covered by
the trend k; thus,
∑K
k=1 lk = T +K − 1. The slope sk represents the gradient of
the linear approximation given as an angle between -90 and 90. The local data
< xtk−w, ..., xtk > of the trend k is the local raw data that affects the evolving
trend < sk, lk > where tk is the starting time of the trend k in T .
The aim is to predict the next trend < sk+1, lk+1 > for a univariate time series.
3.2 Trend prediction process
The time series trend prediction process is shown in figure 1. It starts with
acquiring a set of the time series in question. The dataset is then segmented
into piecewise linear approximations. The output of the segmentation process
is a sequence of trend lines and their corresponding raw local data. The data
instances, i.e. the input-output pairs are obtained from this sequence using the
sliding window technique. The data instances are partitioned in an overlapping
training-validation-test fashion. The algorithm selection and hyperparameter op-
timisation process finds the optimal algorithm and its optimal hyperparameter
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Fig. 1: Overview diagram of trend prediction process
configuration. More specifically, this process selects a supervised learning algo-
rithm, which is trained using the training sets. The output of the training process
is a candidate model, which is evaluated using the validation sets. This evalua-
tion is used to select the optimal model. The generalisation ability of the final
model, i.e. the optimal model, is estimated on the test sets.
3.3 Datasets
We performed our experiments with the four datasets described below.
1. The voltage dataset from the UCI machine learning repository3. It contains
2075259 data points of a household voltage measurements of one minute
interval. It is highly volatile but normally distributed. It follows the same
pattern every year, according to the weather seasons. These properties can
be observed in figure 4 - in the appendices. It corresponds to the power
consumption dataset used by Lin et al. [17].
2. The methane dataset from the UCI machine learning repository4. We used a
resampled set of size of 41786 at a frequency of 1Hz. The methane dataset is
skewed to the right of its mean value and exhibits very sharp changes with
medium to low volatility. These properties can be observed in figure 5 - in
the appendices. It is corresponds to the gas sensor dataset used by Lin et al.
[17].
3. NYSE dataset from Yahoo finance5. It contains 13563 data points of the
composite New York Stock Exchange (NYSE) closing price from 31-12-1965
to 15-11-2019. Its volatility is very low initially until before the year 2000
after which, it becomes very volatile. It is skewed to the right. These prop-
erties can be observed in figure 7 - in the appendices. It corresponds to the
stock market dataset used by Lin et al. [17].
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4. JSE dataset from Yahoo finance. It contains 3094 data points of the com-
posite Johannesburg Stock Exchange (JSE) closing price from 2007-09-18 to
2019-12-31. Compared to the NYSE, this stock market dataset is less volatile
and shows a symmetrical distribution around its mean value. However, it has
a flat top and heavy tails on both sides. These properties can be observed
in figure 8 - in the appendices.
The characteristics of the four datasets are summarised in table 1.
Table 1: Summary of the characteristics of the datasets.
Seasonality Periodicity Skewness Volatility
Voltage seasonal yearly symmetric very high
Methane non-seasonal N/A right skewness medium to low
NYSE non-seasonal N/A right skewness low to high
JSE non-seasonal N/A almost symmetric medium to low
3.4 Data preprocessing
The data preprocessing consists of three operations: missing data imputation,
the data segmentation, and the sliding window operation. Each missing data
point is replaced with the closest preceding non-missing value. The segmenta-
tion of the time series into trend lines i.e. piecewise linear approximations is
done by regression using the bottom-up approach [11,12], similar to Wang et al.
[25]. The data instances, i.e. the input-output pairs are formed using the sliding
window technique. The output is the next trend Tk+1 =< sk+1, lk+1 >, i.e. the
subsequent trend to the trend Tk =< sk, lk >, which covers the current time t.
The input features of the hybrid neural networks consists of the current trend
Tk =< sk, lk > - fed into the LSTM - and the w local raw data points Lk =<
xtk−w, ..., xtk > - fed into the CNN. For the ensemble methods, we experiment
with three different types: only the local raw data points Lk, the current trend
Tk, and the concatenation of the current trend and the local raw data points
Tk + Lk =< sk, lk, xtk−w, ..., xtk >.
The window size w is determined by the duration of the first trend line. The
appendix table 6 provides a descriptive summary of the segmented datasets and
the input-output data instances.
3.5 Data partitioning
The input-output data instances are partitioned into training, validation, and
test sets in a successive and overlapping fashion [19]. Similar to Lin et al. [17],
3 https://archive.ics.uci.edu/ml/datasets/individual+household+electric+power+consumption
4 https://archive.ics.uci.edu/ml/datasets/gas+sensor+array+under+dynamic+gas+mixtures
5 https://finance.yahoo.com
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the test sets proportion is set to about 10% for the methane and JSE datasets.
For the voltage and NYSE dataset, it is set to about 80% and 50%, respectively.
This exception is because their relatively greater numbers of data instances allow
for higher percentages, and still have a resonable training set size. The validation
set size is made equal to the test set. The partition sizes for each dataset are
given in the appendix table 7.
The number of splits, the maximum training set size are respectively deter-
mined using the the equation 1 and the equation 2. α ∈ (0, 1) and represents
the percentage of the total data instances used for hold-out evaluation, that is
Ttotal test.
Number of splits = S = bTtotal test
Ttest
c = bα× Ttotal
Ttest
c (1)
Ttrainingmax = bTtotal − Tvalidation − S × Ttestc = bTtotal − (S + 1)× Ttestc (2)
These equations are derived and further explained in the appendix 7.2. For the
voltage dataset, the used training set size is made equal to the test set, resulting
in the last six data instances being unused. For the methane dataset, it is set to
3967 resulting in the last data instance being unused.
3.6 Model evaluation
The walk-forward evaluation procedure, with the successive and overlapping
training-validation-test partition, is used to evaluate the performance of the
models. The root mean square error (RMSE) is used as evaluation metric. The
equally weighted average of the slope RMSE and the duration RMSE is used
as a single metric, where applicable. For each partition, the different splits are
concatenated into a single series and used to calculate the overall RMSE using
equation 3.
RMSE =
√√√√ 1
T
T∑
t=1
(yt − y′t)2 (3)
The walk-forward evaluation procedure requires as many training episodes
as the number of splits: the initial training and the subsequent model updates.
For DL models, the neural networks are initialised using the weights of most
recent model, during model update. This makes the training of the network
faster without compromising its generalisation ability. More details about this
technique is given in the appendix section 7.3 and section 7.4.
Each experiment is run 10 times because of the stochastic nature some algo-
rithms, which makes them sensible to random initialisation. The results therefore
consists of the mean and the standard deviation of these 10 runs, where appli-
cable.
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3.7 Learning algorithm design
This study considered seven different algorithms to predict time series trends.
These algorithms consist of the hybrid neural networks dubbed TreNet [17], the
multilayer perceptrons (MLP), the long short-term memory recurrent neural
networks (LSTM-RNN), the convolutional neural networks (CNN), the random
forest (RF) regressor, the gradient boosting machine (GBM) regressor, and the
radial-based support vector regressor (SVR). TreNet, MLP, LSTM, and CNN
are neural networks based algorithms; RF and GBM are ensemble methods;
and SVR is a kernel based algorithm. The ensemble and kernel methods are
traditional ML algorithms.
3.8 Deep learning (DL) model design
The TreNet model is similar to the initial architecture [17] proposed by Lin
et al. [17] as shown in figure 2. The LSTM consisted of a single LSTM layer. The
Fig. 2: Illustration of the hybrid neural network architecture [17]
CNN is composed of two stacked [17] 1D convolutional neural networks without
pooling layer. The second CNN layer is followed by a ReLU activation function.
Each of the flattened output of the CNN’s ReLU layer and the LSTM layer is
projected to the same dimension using a fully connected layer for the fusion
operation. The fusion layer consisted of a fully connected layer that takes the
element-wise addition of the projected outputs of the CNN and LSTM compo-
nents as its input, and outputs the slope and duration values. A dropout layer
is added to the layer before the output layer.
We manually tuned the dropout rate, weight decay, the learning rate, the
number of LSTM cells, the CNN filter sizes, the number of fusion layer neurons,
the batch size, the number of epochs, and the warm start hyperparameters on
the validation sets. The optimal hyperparameters for each dataset are shown in
the appendix table 8.
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The MLP model model consists of N number of fully connected neural net-
work layers, where, N ∈ [1, 5]. Each layer is followed by a ReLU activation
function to capture non-linear patterns in the data. To prevent overfitting, a
dropout layer is added after each odd number layer, except the last layer. For
instance, if the number of layers N = 5, the layer 1 and layer 3 will be fol-
lowed by a dropout layer. The weights of the network are initialised using the
He initialisation technique [9] with normal distribution.
The LSTM model consists of N LSTM layers, where N ∈ [1, 3]. Each LSTM
is followed by a ReLU activation function to extract non-linear patterns, and
a dropout layer to prevent overfitting. After the last LSTM layer, a fully con-
nected neural network layer is added. This layer takes the feature representation
extracted by the LSTM layers as its input and predicts the next trend. Similar
to the MLP, this fully connected layer is initialised with the He initialisation
[9]. To learn long-term relationships between trends, the LSTM layers are not
re-initialised at every epoch.
The CNN model consists of N 1D-convolutional layer, where N ∈ [1, 3].
Each convolutional layer, which consists of a specified number of filters of a
given kernel size, is followed by a ReLU activation function, a pooling layer,
and a dropout layer to prevent overfitting. The final layer of the CNN algorithm
is a fully connected neural network which takes the features extracted by the
convolution, activation, pooling, and dropout operations as its input and predicts
the next trend. The structure of a one layer CNN is illustrated in figure 3. This
architecture is inspired by Lin et al’s implementation [17]. Both the convolutional
Conv. Layer
Fully Connected Layer
X1
X2
XW
Dropout Layer
.
.
.
.
.
.
.
.
.
.
.
.
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Kernel size
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....
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Duration
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Output LayerInput vector
Fig. 3: The structure of a one layer 1D-convolution neural network.
and fully connected layers are initialised with the He initialisation technique [9].
DL model training, and regularisation The equally weighted average slope
and duration mean square error (MSE) is used as loss function when training the
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neural network based algorithms. Adam optimizer [13] is used for learning the
optimal weights of the neural networks. It is selected because it achieves good
results faster than other methods [13]. To prevent overfitting, dropout and L2
regularisation (weight decay) are used [17]. The actual value per algorithm per
dataset is determined through tuning.
To make the neural networks robust to random initialisation, their weights are
initialised using the He initialisation technique [9] with normal distribution. The
ReLU function is selected as the non-linear function. The mode is set to fan-
in, that is the magnitude of the variance of the weights in the forward pass is
preserved.
3.9 Traditional machine learning (ML) model design
SVR and RF are implemented using Sklearn [22], but, GBM is implemented
with LightGBM6. hyperparameters for the SVR; the number of estimators, the
maximum depth, the boostrap, and warm start hyperparameters for the RF; as
well as the boostrap type, the number of estimators, and the learning rate hyper-
parameters for the GBM, on the validation sets. Their optimal hyperparameter
configurations per dataset are shown in the appendix table 9. We use the MSE
loss for the RF.
4 Overview of experiments
We performed three experiments on the four datasets described in section 3.3.
In experiment 1, we implement and evaluate a recent hybrid deep learning (DL)
trend prediction approach, i.e. TreNet [17]. TreNet uses a hybrid deep learning
structure, that combines both an LSTM and a CNN, and takes in a combination
of raw data points and trend lines as its input. In experiment 2, we compared the
TreNet results with the performance of vanilla MLP, CNN and LSTM structures
on raw point data to analyse the performance improvement when using a hybrid
approach with trend lines. In experiment 3, we evaluate the performance of three
traditional ML techniques, i.e. SVR, RF, and GBM on raw point data to analyse
the performance difference between DL and non-DL approaches.
4.1 Replicating TreNet
The TreNet approach, recently proposed by Lin et al., combines an LSTM and
a CNN into a hybrid neural network [17]. While the authors report a marked
performance improvement when compared to other approaches, the validation
method used in their experiments is questionable. More specifically it does not
take into account the sequential nature of times series data. The data was first
randomly shuffled, 10% of the data was held out for testing and a cross validation
approach for training with the remainder of the data. Randomly shuffling the
6 https://lightgbm.readthedocs.io/en/latest/index.html
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data and using a standard cross validation approach does not take into account
the sequential nature of time series data and may give erroneous results [17].
A walk-forward validation with overlapping partition [19] is better suited for
evaluating and comparing model performance on time series data [19]. Since
this brings into question the veracity of the reported results, we attempted to
replicate the TreNet approach using a walk forward validation over random
shuffling and cross validation.
In order to compare our results with the original TreNet we use a similar
performance measure to Lin et al. [17]. We measure the percentage improvement
over a naive last value model (LVM). The naive last value model simply ”takes
the duration and slope of the last trend as the prediction for the next one” [17].
The use of a relative metric makes comparison easier, since the RMSE is scale-
dependent, and the trendlines generated in this study may differ from Lin et al.’s
[17]. Lin et al. [17] did not provide details of the segmentation method they used
in their paper. Furthermore, the naive last value model does not require any
hyper-parameter tuning, its predictions are stable and repeatable, i.e. does not
differ when the experiment is rerun, and is only dependent on the characteristics
of the dataset.
Table 2 shows the performance improvement on RMSE values over the LVM
achieved by the TreNet implementation on each dataset. They are compared to
the performance of the original TreNet on the three datasets they used in their
experiments, i.e. the voltage, methane and NYSE datasets.
Table 2: Comparison of the RMSE achieved by our hybrid neural network’s
performance and Lin et al.’s results.
Voltage Methane NYSE
Slope Duration Average Slope Duration Average Slope Duration Average
Our naive model 17.09 86.51 51.80 28.54 152.86 90.70 127.16 0.33 63.75
Our TreNet 9.25 62.37 35.81 14.87 31.25 23.06 86.89 1.23 44.06
Our % improvement 45.87 27.90 30.87 47.90 79.56 74.58 31.67 −272.73 30.89
Lin et al.’s naive model 21.17 39.68 30.43 10.57 53.76 32.17 8.58 11.36 9.97
Lin et al.’s TreNet 12.89 25.62 19.26 9.46 51.25 30.36 6.58 8.51 7.55
Lin et al.’s % improvement 39.11 35.43 36.71 10.50 4.69 5.63 23.31 25.09 24.27
As shown in Table 2 the results of our experiment differ substantially from those
reported for the original TreNet. Our TreNet models’ percentage improvement
over the naive last value prediction is 13.25 (74.58/5.63) and 1.27 (30.89/24.27)
times greater than Lin et al.’s [17], on the methane and NYSE datasets respec-
tively; but 1.19 (36.71/27.90) times smaller on the voltage dataset. The naive
last value prediction model performs better than our TreNet model on the NYSE
for the duration prediction. The -272.73 % decrease in performance is due to two
reasons. On one hand, the model training, i.e. the loss minimisation was biased
towards the slope loss at the expense of the duration loss. This is because the
slope loss significantly greater compared to the duration loss, but, TreNet’s loss
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function weights both equally. On the other hand, the durations of the trends in
the NYSE dataset being very similar - with a standard deviation of 0.81 - makes
the last value prediction model a favourably competitive model on the duration
prediction.
The greater average improvement on the methane and NYSE is attributed
to the use of the walk-forward evaluation procedure. The methane and NYSE
datasets undergo various changes in the generating process because of the sud-
den changes in methane concentrations and the economic cycles for the NYSE.
Thus, the use of the walk-forward evaluation ensures that the most recent and
useful training set is used for a given validation/test set. However, given a vali-
dation/test set, cross-validation - used by Lin et al. [17] - takes all the remaining
dataset for training, which contains data instances generated by a different pro-
cess. Thus, the network learns long-range relationships that are not useful for
the current test set.
Although the use of cross-validation may not be detrimental to non-evolving
time series such as the voltage dataset, it mis-represents the generalisation abil-
ity of the model during model development. This is because a given validation
set (except the last one, in order of generation), cross-validation uses data in-
stances that are generated after the given validation set for training. This is not
technically correct because, during inference only the past data instances are
available. Regardless of this model development weakness in their approach, our
model had a worse improvement on the voltage dataset. This is attributed to
our use of a smaller window size for the local raw data fed into the CNN. We
used 19 compared to their optimal value of 700 on the voltage dataset.
This shows one of the limitations of our replication of TreNet. For each
dataset, we used the length of the first trend line as window size of the local
raw data feature fed into the CNN, instead of tuning it to select the optimal
value. The other weakness concerns the use of a sampled version of the methane
dataset instead of the complete methane dataset.
4.2 Vanilla DL models
Given that we are now using a different validation method which yields differ-
ent performances scores to the original TreNet, we wanted to check whether
the TreNet approach still outperforms the vanilla models. We implemented and
tested three vanilla DL models namely a MLP, LSTM, and CNN using only raw
local data.
Table 3 shows the average RMSE values for slope and trend predictions
achieved by the MLP, LSTM, CNN and the TreNet on each dataset across 10
independent runs. The deviation across the 10 runs is also shown to provide an
indication of the stability of the model across the runs. We use the average slope
and duration RMSE values as an overall comparison metric. The % improvement
is the improvement of the best vanilla DL model over TreNet. The best model
is chosen based on the overall comparison metric.
In general TreNet still performs better than the vanilla DL models, but does not
outperform the vanilla models on all the datasets. The most noticeable case is on
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Table 3: Comparison of TreNet with the vanilla DL models
Voltage Methane
Slope Duration Average Slope Duration Average
MLP 9.04± 0.06 62.82± 0.04 35.93± 0.05 14.57± 0.10 49.79± 4.85 32.18± 2.48
LSTM 10.30± 0.0 62.87± 0.0 36.59± 0.0 14.21± 0.19 56.37± 1.77 35.29± 0.49
CNN 9.24± 0.10 62.40± 0.13 35.82± 0.12 15.07± 0.35 54.79± 4.55 34.93± 2.45
TreNet 9.25± 0.0 62.37± 0.01 35.81± 0.01 14.87± 0.40 31.25± 2.62 23.06± 1.51
% Improvement -0.11 -0.05 -0.03 2.02 -59.33 -39.55
NYSE JSE
Slope Duration Average Slope Duration Average
MLP 90.76± 4.43 33.08± 42.08 61.92± 23.26 19.87± 0.01 12.51± 0.09 16.19± 0.05
LSTM 86.56± 0.01 0.41± 0.08 43.49± 0.05 19.83± 0.01 12.68± 0.01 16.25± 0.01
CNN 89.31± 1.38 12.21± 12.17 50.76± 6.78 19.90± 0.06 12.48± 0.21 16.19± 0.14
TreNet 86.89± 0.14 1.23± 0.38 44.06± 0.26 19.65± 0.05 12.49± 0.04 16.07± 0.05
% Improvement 0.38 66.67 1.29 -1.12 -0.16 -0.75
the NYSE, where the LSTM model outperforms the TreNet model on both the
slope and duration prediction. This contradicts Lin et al. [17]’s findings, where
TreNet clearly outperforms all other models including LSTM. On average, Lin et
al.’s [17] TreNet model outperformed their LSTM model by 22.48%; whereas, our
TreNet implementation underperformed our LSTM model by 1.31%. However,
Lin et al. [17]’s LSTM model appears to be trained using trend lines only and
not raw point data. This LSTM model uses local raw data features. It must also
be noted that the validation method used here is substantially different from the
one used by Lin et al. [17]. The large performance difference between TreNet and
the vanilla models on the methane dataset is because for this dataset the raw
local data features do not provide the global information about the time series
since it is non-stationary. This is confirmed by the increase in the performance
of the MLP (23.83%), LSTM (11.02%) and CNN (24.05%) after supplementing
the raw data features with trend line features.
4.3 Traditional ML models
Given the new validation method, we now compare the performance of DL trend
prediction models to the performance of traditional ML models. We implemented
and tested three traditional ML models, i.e. radial-based SVR, RF, and GBM. To
our knowledge, RF and GBM have not been used previously for trend prediction.
Lin et al. [17] compared their approach against multiple SVR kernels that took
in both local raw data and trend line features. In this experiment, our models
take in only local raw data features without trend lines.
Table 4 shows the RMSE values achieved by the traditional ML algorithms
and the best DL models on each dataset. The best DL model is TreNet on all
datasets except on the NYSE, on which LSTM is the best model. The improve-
ment (%) is the performance improvement of the best traditional ML model
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over the best DL model, where, the best model is selected based on the equally
weighted average slope and duration RMSE, i.e. average.
Table 4: Comparison of the best DL models (Best DL) with the traditional ML
models (Trad. ML).
Voltage Methane
Slope Duration Average Slope Duration Average
RF 9.53± 0.0 63.11± 0.20 36.32± 0.10 10.09± 0.01 20.79± 0.01 15.44± 0.01
GBM 10.0± 0.0 62.67± 0.0 36.34± 0.0 13.05± 0.0 75.10± 0.0 44.08± 0.0
SVR 9.32± 0.0 62.58± 0.0 35.95± 0.0 14.98± 0.0 34.39± 0.0 24.69± 0.0
Best DL 9.25± 0.0 62.37± 0.01 35.81± 0.01 14.87± 0.40 31.25± 2.62 23.06± 1.51
% improvement −0.76 −0.34 −0.47 32.15 33.47 33.04
NYSE JSE
Slope Duration Average Slope Duration Average
RF 88.75± 0.17 0.29± 0.0 44.52± 0.09 20.21± 0.0 12.67± 0.0 16.44± 0.0
GBM 86.62± 0.0 0.42± 0.0 43.52± 0.0 20.08± 0.0 12.62± 0.0 16.35± 0.0
SVR 86.55± 0.0 0.42± 0.0 43.49± 0.0 20.01± 0.0 12.85± 0.0 16.43± 0.0
Best DL 86.56± 0.01 0.41± 0.08 43.49± 0.05 19.65± 0.05 12.49± 0.04 16.07± 0.05
% improvement 0.01 2.44 0.0 −2.19 −1.04 −1.74
The best traditional ML algorithms underperformed by 0.47% and 1.74%
respectively on the (almost) normally distributed datasets such voltage and the
JSE datasets. However, the RF model outperformed the best DL model, i.e.
TreNet by 33.04% on the methane dataset; while the SVR model matched the
performance of the best DL model, i.e. LSTM on the NYSE dataset. TreNet
learns long-range dependencies from trend line features with its LSTM compo-
nent. Although this is useful for stationary and less evolving time series such as
the voltage and JSE datasets, it appears that it can be detrimental in the case of
dynamic and non-stationary time series such as the methane dataset. This may
explain why the traditional ML models, which do not keep long-term memory,
performed better this dataset.
The fact that the radial-based SVR performed better than TreNet on the NYSE
dataset contradicts Lin et al. [17]’s results. We attribute this to the use the use
of local raw data features alone, instead of local raw data plus trend line features
used by Lin et al. [17].
4.4 Summary - Best models from manual model selection
Table 5 shows the best models found from this manual process as well as their
performance, i.e. the slope, duration, and average RMSE. The vanilla DL models
do not appear to be the best models for trend prediction. However, they are good
candidates for trend prediction with local raw data especially on non-stationary
datasets. The next section of this paper performs automatic vanilla DL trend
prediction model selection.
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Table 5: Summary of the performance of the best trend prediction models
Voltage Methane NYSE JSE
Model TreNet RF SVR/LSTM TreNet
Slope 9.25± 0.0 10.09± 0.01 86.55± 0.0/86.56± 0.01 19.65± 0.05
Duration 62.37± 0.01 20.79± 0.01 0.42± 0.0/0.41± 0.08 12.49± 0.04
Average 35.81± 0.01 15.44± 0.01 43.49± 0.0/43.49± 0.05 16.07± 0.05
5 Discussions
In this section, the results and findings of the experiments are discussed.
Directly predicting time series trends using trend lines as proposed by Lin et al.
[17] is successfully replicated with best effort. This confirms that this approach
is a promising avenue for trend prediction. The overall superiority of our imple-
mentation over Lin et al.’s [17] is attributed to the use of a more appropriate
evaluation metric. The limitations of this replication are two-folds. Firstly, for
each dataset the duration of the local raw data feature is determined by the
lenght the first trend line. It is not tuned to select the optimal value. Secondly, a
sampled version of the methane dataset is used instead of the complete methane
dataset. These limitations do not affect our main findings - discussed below.
First, feature engineering more specifically trend line features can improve
the performance of trend prediction models in most cases. This improvement is
especially true for boosting algorithms such as the GBM, for which, adding the
trend line features to the local raw data features improved the performance of
the model.
Second, Neural networks based algorithms such as TreNet perform better
than traditional ML algorithms on time series datasets that are (almost) nor-
mally distributed. However, traditional ML algorithms especially ensemble meth-
ods such as RF and GBM perform better on non-normally distributed time series
datasets - such as datasets that are skewed to the right. In this case, it is better
to use such simpler models, which are less complex and are less resource hungry.
6 Conclusions
In this work, we identify and address some limitations of a recent hybrid CNN
and LSTM approach for trend prediction, i.e. TreNet. We used walk-forward
validation instead of the standard cross-validation. We compared TreNet to
vanilla deep neural networks (DNNs) that take in point data features. Our re-
sults show that TreNet does not significantly outperform vanilla DNN models
or can be beaten by an LSTM with point data features alone. Furthermore, we
compared DNNs approach demonstrate empirically that for non-normally dis-
tributed datasets, traditional ML algorithms such as RF and GBM are simpler
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and favourably competitive alternatives to neural networks. Finding the optimal
model for a particular time series requires extensive experimentation by a ma-
chine learning expert, and often requires information about the characteristics
of that time series. This work could be extended by automatically finding the
optimal model for a given trend prediction problem..
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7 Appendices
7.1 Datasets
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Fig. 4: Top - The individual household voltage dataset. Bottom - Probalility
distribution of the voltage dataset.
7.2 Data partitioning
The data instances are split into training, validation, and test sets in a successive
and overlapping fashion [19], as illustrated in figure 9. With this partitioning
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Fig. 5: Top - Methane concentration in air over time. Bottom - Probability dis-
tribution of the methane dataset.
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Fig. 7: Raw NYSE dataset.
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Table 6: Summary of the basic statistics of the segmented datasets and the input
vector size per feature type.
Voltage Methane NYSE JSE
Number of local raw data points 2075259 41786 13563 3094
Number of trend lines 42280 4419 10015 1001
Mean ± deviation of the trend slope −0.21± 10.41 0.17± 18.12 5.44± 81.27 0.21± 18.18
Mean ± deviation of the trend duration 50.08± 60.36 10.46± 67.03 2.35± 0.81 4.09± 5.23
Raw local data feature size 19 100 4 2
Trend lines feature size 2 2 2 2
Raw local data + Trend line feature size 21 102 6 4
Number of data instances 42279 4418 10014 1001
Training	Set Validation	Set Test	Set
Fig. 9: An example of successive training validation test sets in overlapping par-
tition
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method, the number of splits is determined using the equation 4,
Number of splits = S = bTtotal test
Ttest
c = bα× Ttotal
Ttest
c (4)
where Ttest → the test set size, Ttotal test → the size of the union of all the test
sets, Ttotal → the total number of data instances, and α ∈ (0, 1). α represents
the percentage of the total data instances used for hold-out evaluation, that is
Ttotal test.
Given Ttotal and α, the maximum number of splits S is obtained when Ttest = 1;
and the minimum S when Ttest = bα× Ttotalc. The maximum number of splits
may be optimal, because the model will be specifically trained for each held-out
data instance. However, to reduce the computation time, the test set size Ttest is
chosen from the interval [1, α×Ttotal). The greater the number of data instances
Ttotal, the greater the test set size Ttest.
Given Ttest, α and Ttotal, obtained from the preprocessing step, the number of
splits for each dataset is computed using the equation 4.
Furthermore, the validation set is made equal to the test set so that the vali-
dation error is representative of the hold-out error during the hyperparameter
optimisation.
Finally, given the number of splits, the test and validation set sizes, the maxi-
mum training set size is given by the equation 5,
Ttrainingmax = bTtotal − Tvalidation − S × Ttestc = bTtotal − (S + 1)× Ttestc (5)
where Ttraining → Training set size, and Tvalidation → validation set size.
The training sets are used for model training; the validation sets for model
development; and the test sets for model generalisation estimation.
Table 7: Summary of the data instance partitioning
Voltage Methane NYSE JSE
Number of data instances 42279 4418 10014 1001
Chosen total test sets percentage 80% 10% 50% 10%
Chosen test set size 4227 10 1001 1
Number of splits 8 44 5 101
Validation set size 4227 10 1001 1
Maximum training set size 4233 3968 4008 899
Used training set size 4227 3967 4008 899
7.3 Model update with warm-start
The walk-forward evaluation procedure requires as many training episodes as
the number of splits: one initial training and many model updates. This many
training episodes can be computationally very expensive, particularly for deep
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neural networks. Thus, in this work, model update with warm start initialisa-
tion is used to reduce the training time of the neural network based algorihms.
That is, during model update, the new network is initialised with the weights
of the previous model. In effect, the patterns learnt by the previous network are
transferred to the new model, therefore, reducing the number of epochs required
to learn the new optimal function. In practice, the walk-forward evaluation with
warm start corresponds to performing the first training with the maximum num-
ber of epochs required to converge, then using a fraction of this number for every
other update. This fraction - between 0.0 and 1.0 - becomes an additional hyper-
parameter dubbed warm start. The lowest value that out-performed the model
update without warm-start is used as the optimal value, because this technique
is essentially used to speed-up the model updates.
The speed-up, i.e. the expected reduction factor in the total number of epochs
can be computed in advance using equation 8. The equation 8 is derived from
equation 6 and equation 7.
E′ = E + E × (S − 1)× ω (6)
E′ = E × (1 + (S − 1)× ω) (7)
speed-up =
E
E′
=
S
1 + (S − 1)× ω (8)
Where, E′ → Total epochs with warm start, E → Epochs per split without warm-
start, S → Number of data partition splits, ω → warm-start fraction.
Table 8: Our Optimal TreNet hyperparameters found by manual experimenta-
tion. ”?” means unknown and S = {300, 600, 900, 1200}
Dropout L2 LR LSTM Cells CNN Filters Fusion Layer Batch Size Epochs Warm start
Voltage 0.0 5e-4 1e-3 [600] [16, 16] 300 2000 100 0.2
Methane 0.0 5e-4 1e-3 [1500] [4, 4] 1200 2000 2000 0.1
NYSE 0.0 0.0 1e-3 [600] [128, 128] 300 5000 100 0.5
JSE 0.0 0.0 1e-3 [5] [32, 32] 10 500 100 0.05
Lin et al. [17] 0.5 5e-4 ? [600] [32, 32] from S ? ? N/A
7.4 Analysis of model update with warm start:
Table 10 shows the speed-up gained with the model update with warm-start
using equation 8. The RMSE achieved by the hybrid neural network with and
without warm-start are also shown.
With the model update with warm-start, the training process is faster with-
out compromising the generalisation ability of the neural network on all four
datasets. The higher the number of splits, the higher the speed-up gained. The
lower the warm-start fraction, the higher the speed-up gained.
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Table 9: Optimal RF and GBM hyperparameters found by manual experimen-
tation.
Algorithm Hyperparameter Voltage Methane NYSE JSE
RF
number of estimators 50 50 200 100
maximum depth 2 10 1 1
bootstrap 2000 False True False
warm start False False True True
GBM
bootstrap type gbdt gbdt gbdt gbdt
number of estimators 1 10000 1 4
learning rate 2000 0.1 0.2 0.1
SVR
gamma 0.1 1e-4 1e-1 1e-4
C 4 10000 100 500
Table 10: The reduction factor in total number of epochs (speed-up), and the
average (slope and duration) RMSE using model update with/without warm-
start
Voltage Methane NYSE JSE
Number of splits 8 44 5 101
Warm-start fraction 0.2 0.1 0.5 0.05
Speed-up 3.33 8.30 1.67 16.83
RMSE with warm-start 35.79 ± 0.02 40.58 ± 1.43 44.20 ± 0.41 16.40 ± 0.09
RMSE without warm-start 35.81 ± 0.01 46.49 ± 2.18 44.82 ± 0.25 17.07 ± 0.06
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Table 11: Performance of MLP with three different feature types.
Voltage Methane
Slope Duration Average Slope Duration Average
Raw data 9.04± 0.06 62.82± 0.04 35.93± 0.05 14.57± 0.10 49.79± 4.85 32.18± 2.47
Raw data + Trend lines 9.03± 0.06 62.81± 0.04 35.92± 0.05 14.56± 0.19 34.46± 2.79 24.51± 1.49
NYSE JSE
Slope Duration Average Slope Duration Average
Raw data 90.76± 4.43 33.08± 42.08 61.92± 23.26 19.87 ± 0.01 12.51± 0.09 16.19± 0.05
Raw data + Trend lines 90.45± 2.55 25.34± 24.09 57.90± 13.32 21.13± 0.30 12.59± 0.14 16.86± 0.22
(a) MLP
Voltage Methane
Slope Duration Average Slope Duration Average
Raw data 10.30± 0.0 62.87± 0.0 36.59± 0.0 14.21± 0.19 56.37± 1.77 35.29± 0.68
Raw data + Trend lines 10.30± 0.0 62.87± 0.0 36.59± 0.0 14.77± 0.51 48.03± 5.74 31.40± 3.13
NYSE JSE
Slope Duration Average Slope Duration Average
Raw data 86.56± 0.01 0.41± 0.08 43.49± 0.05 19.83± 0.01 12.68± 0.01 16.26± 0.01
Raw data + Trend lines 86.50± 0.01 0.47± 0.03 43.49± 0.02 20.16± 0.03 12.74± 0.02 16.45± 0.03
(b) LSTM
Voltage Methane
Slope Duration Average Slope Duration Average
Raw data 9.24± 0.10 62.40± 0.13 35.82± 0.12 15.07± 0.35 54.79± 4.55 34.93± 2.45
Raw data + Trend lines 33.26± 19.41 90.78± 53.17 62.02± 36.29 15.14± 0.28 37.92± 4.11 26.53± 2.20
NYSE JSE
Slope Duration Average Slope Duration Average
Raw data 89.31± 1.38 12.21± 12.17 50.76± 6.78 19.90± 0.06 12.48± 0.21 16.19± 0.14
Raw data + Trend lines 90.44± 1.74 14.05± 9.52 52.25± 5.63 21.41± 0.33 12.71± 0.15 17.06± 0.24
(c) CNN
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Table 12: Comparison of RMSE error achieved by the automated algorithm se-
lection and hyperparameter optimisation (CASH), and the best manually tuned
vanilla DL model (M-DL).
Voltage Methane
Slope Duration Average Slope Duration Average
Best M-DL 9.24± 0.10 62.40± 0.13 35.82± 0.12 14.01± 0.21 40.09± 6.95 27.05± 3.58
CASH 9.70± 0.44 62.97± 0.14 36.34± 0.29 14.93± 0.19 46.11± 4.79 30.52± 2.49
% improvement −4.98 −0.91 −1.45 −2.47 7.98 5.16
NYSE JSE
Slope Duration Average Slope Duration Average
Best M-DL 86.56± 0.01 0.41± 0.08 43.49± 0.05 19.87± 0.01 12.51± 0.09 16.19± 0.05
CASH 86.61± 0.03 0.55± 0.15 43.58± 0.09 20.00± 0.13 12.46± 0.18 16.23± 0.16
% improvement −0.06 −34.15 −0.21 −0.65 0.40 −0.25
