Abstract. We consider parameter estimation in hidden finite state space Markov models with time-dependent inhomogeneous noise, where the inhomogeneity vanishes sufficiently fast. Based on the concept of asymptotic mean stationary processes we prove that the maximum likelihood and a quasi-maximum likelihood estimator (QMLE) are strongly consistent. The computation of the QMLE ignores the inhomogeneity, hence, is much simpler and robust. The theory is motivated by an example from biophysics and applied to a Poissonand linear Gaussian model.
Introduction
Motivation. Hidden Markov models (HMMs) have a long history and are widely used in a plenitude of applications ranging from econometrics, chemistry, biology, speech recognition to neurophysiology. For example, transition rates between openings and closings of ion channels, see [1] , are often assumed to be Markovian and the observed conductance levels from such experiments can be modeled with homogeneous HMMs. The HMM is typically justified if the underlying experimental conditions, such as the applied voltage in ion channel recordings, are kept constant over time, see [2, 3, 4, 5, 6] .
However, if the conductance levels are measured in experiments with varying voltage over time, then the noise appears to be inhomogeneous, i.e., the noise has a voltage-dependent component. Such experiments play an important role in the understanding of the dependence of the gating behavior to the gradient of the applied voltage [7, 8] . To the best of our knowledge, there is a lack of a rigorous statistical methodology for analyzing such type of problems, for which we provide some first theoretical insights. More detailed, in this paper we are concerned with the consistency of the maximum likelihood estimator (MLE) in such models and with the question of how much maximum likelihood estimation in a homogeneous model is affected by inhomogeneity of the noise, a problem which appears to be relevant to many other situations, as well.
A homogeneous hidden Markov model, as considered in this paper, is given by a bivariate stochastic process (X n , Y n ) n∈N , where (X n ) n∈N is a Markov chain with finite state space S, and (Y n ) n∈N is, conditioned on (X n ) n∈N , an independent sequence of random variables mapping to a Polish space G, such that the distribution of Y n depends only on X n . The Markov chain (X n ) n∈N is not observable, but observations of (Y n ) n∈N are available. A well known statistical method to estimate the unknown parameters is based on the maximum likelihood principle, see [9, 10] . The study of consistency and asymptotic normality of the MLE of such homogeneous HMMs has a long history and is nowadays well understood in quite general situations. We refer to the final paragraph of this section for a review but already mention that the approach of [11] is particularly useful for us.
In contrast to the classical setting, we consider an inhomogeneous HMM, namely a bivariate stochastic process (X n , Z n ) n∈N , where conditioned on (X n ) n∈N we assume that (Z n ) n∈N is a sequence of independent random variables on space G, such that the distribution of Z n depends not only on the value of X n , but also additionally on n ∈ N. The dependence on n implies that the Markov chain (X n , Z n ) n∈N is inhomogeneous. In such generality a theory for maximum likelihood estimation in inhomogeneous hidden Markov models is, of course, a notoriously difficult task.
However, motivated by the example above (for details see below) we consider a specific situation where e.g. the inhomogeneity is caused by an exogenous quantity (e.g. the varying voltage) with decreasing influence as n increases . To this end, we introduce the concept of a doubly hidden Markov model (DHMM).
Definition 1 (DHMM).
A doubly hidden Markov model is a trivariate stochastic process (X n , Y n , Z n ) n∈N such that (X n , Y n ) n∈N is a non-observed homogeneous HMM and (X n , Z n ) n∈N is an inhomogeneous HMM with observations (Z n ) n∈N .
For such a DHMM we have in mind that the distribution of Z n is getting "closer" to the distribution of Y n for increasing n. A crucial point here is that (Z n ) n∈N is observable whereas (Y n ) n∈N is not. Because of the "proximity" of Z n and Y n one might hope to carry theoretical results from homogeneous HMMs to inhomogeneous ones.
We illustrate a setting of a DHMM by modeling the conductance level of ion channel data with varying voltage 1 . In Figure 1 measurements of the current flow across the outer cell membrane of the porin PorB of Neisseria meningitidis are displayed in order to investigate the antibacterial resistance of the PorB channel. As the applied voltage (u n ) n∈N increases linearly Ohm's law suggests that the measured current increases also linearly, see Figure 1 . A reasonable model for the observed current is to assume that it follows a Gaussian hidden Markov model, i.e., the dynamics can be described by
Here the observation space G = R and the finite state space of the hidden Markov chain (X n ) n∈N is assumed to be S = {1, 2}, which corresponds to an "open" and "closed" gate. For i = 1, 2, the expected slope is µ (i) ∈ R, the noise level σ (i) ∈ (0, ∞) and (V n ) n∈N is an i.i.d. standard normal sequence, i.e., V 1 ∼ N (0, 1), where N (µ, σ 2 ) denotes the normal distribution with mean µ ∈ R and variance σ 2 > 0. Further, (ε n ) n∈N is another sequence of real-valued i.i.d. random variables with ε 1 ∼ N (0, κ 2 ) and κ 2 > 0, which is necessary to model the background noise, even when u n = 0. of the Markov chain determines the parameter (µ (1) , σ (1) ) or (µ (2) , σ (2) ), both unknown. The non-observable sequence of random variables (Y n ) n∈N of the homogeneous HMM is given by
The observation (Z n ) n∈N of the inhomogeneous HMM is determined by (3) Z n := Y n + ε n , with ε n =ε n /u n , such that ε n ∼ N (0, β 2 n ) where β n = κ/u n and lim n→∞ β 2 n = 0, as the voltage increases. Such a DHMM describes approximately the observed conductance level of ion channel recordings with linearly increasing voltage.
Intuitively, here one can already see that for sufficiently large n the influence of ε n "washes out" as β n decreases to zero and observations of Z n are "close" to Y n . Main result. We explain now our main theoretical contribution for such a DHMM. Assume that we have a parametrized DHMM (X n , Y n , Z n ) n∈N with compact parameter space Θ ⊆ R d . For θ ∈ Θ let q ν θ be the likelihood function of Y 1 , . . . , Y n and p ν θ be the likelihood function of Z 1 , . . . , Z n . Both functions are assumed to be continuous in θ. Given observations z 1 , . . . , z n of Z 1 , . . . , Z n our goal is to estimate "the true" parameter θ * ∈ Θ. The MLE θ ML ν,n , given by a parameter in the set of maximizers of the log-likelihood function, i.e.,
is the canonical estimator for approaching this problem. Note that this set is non-empty due to the compactness of the parameter space and the continuity of p θ (z 1 , . . . , z n ) in θ. Unfortunately none of the strong consistency results of maximum likelihood parameter estimation provided for homogeneous HMMs are applicable, because of the inhomogenity. Namely, all proofs for consistency in HMMs rely on the fact that the conditional distribution of Z n given X n = x is constant for all n ∈ N. In a DHMM this is usually not the case for (Z n ) n∈N , because of the time-dependent noise. This issue can be circumvented by proving that under suitable assumptions (Z n ) n∈N is an asymptotic mean stationary process. This implies ergodicity and an ergodic theorem for (Z n ) n∈N , that can be used. However, for the computation of θ ML ν,n explicit knowledge of the inhomogeneity is needed, i.e., of the time-dependent component of the noise which is hardly known in practice (recall our data example). That is the reason for us to introduce a quasi-maximum likelihood estimator (QMLE), given by a maximizer of the quasi-likelihood function, i.e.,
This is not a MLE, since the observations are generated from the inhomogeneous model, whereas q ν θ is the likelihood function of the homogeneous model. Roughly, we assume the following (for a precise definition see Section 3.1):
1.) The transition matrix of the hidden finite state space Markov chain is irreducible and satisfies a continuity condition w.r.t. the parameters. 2.) The observable and non-observable random variables (Z n ) n∈N and (Y n ) n∈N are "close" to each other in a suitable sense. 3.) The homogeneous HMM is well behaving, such that observations of (Y n ) n∈N would lead to a consistent MLE.
We show that if the Z n approximate the Y n reasonably well (see the condition (C1) in Section 3.1 ) the estimator θ QML ν,n provides also a reasonable way for approximating "the true" parameter θ * . If the model satisfies all conditions, see Section 3.1, then Theorem 1, states that
Hence the QMLE is consistent. As a consequence we obtain under an additional assumption that also the MLE is consistent, θ ML ν,n → θ * almost surely, as n → ∞. For a Poisson model and linear Gaussian model we specify Theorem 1, see Section 4. In the DHMM described in (2) and (3) we obtain consistency of the QMLE whenever β n = O(n −q ) for some q > 0. In Section 5 we further discuss the approximating condition 2.), precisely stated in Section 3.1, and provide an outlook to possible extensions.
Literature review and connection to our work. The study of maximum likelihood estimation in homogeneous hidden Markov models has a long history and was initiated by Baum and Petrie, see [9, 10] , who proved strong consistency of the MLE for finite state spaces S and G. Leroux extends this result to general observation spaces in [12] . These consistency results rely on ergodic theory for stationary processes which is not applicable in our setting since the process we observe is not stationary. More precisely, it was shown that the relative entropy rate converges for any parameter θ in the parameter space Θ using an ergodic theorem for subadditive processes. There are further extensions also to Markov chains on general state spaces, but under stronger assumptions, see [13, 14, 15, 16, 17] . A breakthrough has been achieved by Douc et al. [11] who used the concept of exponential separability. This strategy allows one to bound the relative entropy rate directly.
Although the state space of the Markov chain is more general than in our setting, we cannot apply the results of [11] due to the inhomogeneity of the observation, but we use the same approach to show our consistency statements.
The investigation of strong consistency of maximum likelihood estimation in inhomogeneous HMMs is less developed. In [18] and [19] the MLE in inhomogeneous Markov switching models is studied. There, the transition probabilities are also influenced by the observations, but the inhomogeneity there is different from the time-dependent inhomogeneity considered in our work, since the conditional law is not changing over time.
Related to strong consistency, as considered here, is the investigation of asymptotic normality (as it provides weak consistency). For homogeneous HMMs asymptotic normality has be shown for example in [14, 20] . In [19] , also, asymptotic normality for the MLE in Markov switching models is studied whereas in [21] asymptotic normality of M -estimators in more general inhomogeneous situations is considered. However, the QMLE we suggest and analyze does not satisfy the assumptions imposed there. We stress that, as far as we know, there are no asymptotic results in the literature when the inhomogeneity is not explicitly available.
To ease readability Section 6 is devoted to the proofs of our main results. In particular, we draw the connection between asymptotic mean stationary processes and inhomogeneous hidden Markov models.
Setup and notation
We denote the finite state space of (X n ) n∈N by S = {1, . . . , K} and S denotes the power set of S. Furthermore, let (G, m) be a Polish space with metric m and corresponding Borel σ-field B(G). The measurable space (G, B(G)) is equipped with a σ-finite reference measure λ. Throughout the whole work we consider parametrized families of DHMMs (see Definition 1) with compact parameter space Θ ⊂ R d for some d ∈ N. For each parameter θ the distribution of (X n , Y n , Z n ) is specified by
• an initial distribution ν on S and a K×K transition matrix P θ = (P θ (s, t)) s,t∈S of the Markov chain (X n ) n∈N , such that
where νP 0 θ = ν and for n > 1,
(Here and elsewhere we use the convention that
• and by the conditional distribution Q θ,n of (Y n , Z n ) given X n = s, that is,
which satisfies that there are conditional density functions
Here the distribution of Y n given X n = s is independent of n, whereas the distribution of Z n given X n = s depends through f θ,n also explicitly on n. By P(S) we denote the set of probability measures on S. To indicate the dependence on the initial distribution, say ν ∈ P(S), we write P ν θ instead of just P θ . To shorten the notation, let
be the distributions of Y and Z on (G N , B(G N )), respectively. The "true" underlying model parameter will be denoted as θ * ∈ Θ and we assume that the transition matrix P θ * possesses a unique invariant distribution π ∈ P(S). We have access to a finite length observation of Z. Then, the problem is to find a consistent estimate of θ * on the basis of the observations without observing (X n , Y n ) n∈N . Consistency of the estimator of θ * is limited up to equivalence classes in the following sense. Two parameters θ 1 , θ 2 ∈ Θ are equivalent, written as θ 1 ∼ θ 2 , iff there exist two stationary distributions µ 1 , µ 2 ∈ P(S) for P θ1 , P θ2 , respectively,
. For the rest of the work assume that each θ ∈ Θ represents its equivalence class.
For an arbitrary finite measure ν on (S, S), t ∈ N, x t+1 ∈ S and z 1 , . . . , z t ∈ G define Irreducibility and continuity of X.
(P1) The transition matrix P θ * is irreducible.
(P2) The parametrization θ → P θ is continuous.
Proximity of Y and Z.
(C1) There exists p > 1 such that for any s ∈ S and ε > 0 we have
Remark 2. The conditions (H1)-(H3) coincide with the assumptions in [11, Sect.
3.2.]
for finite state models and guarantee that the MLE for θ * based on observations of Y is consistent. The condition (H4) is an additional regularity assumption required for the inhomogeneous setting.
3.2. Consistency theorem. Now we formulate our main results about the consistency of the QMLE and the MLE. Theorem 1. Assume that the irreducibility and continuity conditions (P1), (P2), the proximity conditions (C1), (C2) and the well behaving HMM conditions (H1)-(H4) are satisfied. Further, let the initial distribution ν ∈ P(S) be strictly positive if and only if π is strictly positive. Then
Note that condition (C3) is not required in the previous statement. We only need it to prove the consistency of the MLE θ ML ν,n . Corollary 1. Assume that the setting and conditions of Theorem 1 and (C3) are satisfied. Then θ
Application
We consider two models where we explore the structural assumptions from Sec- . In other words, given X n = x n we have Y n ∼ Poi(λ (xn) θ * ). Here Poi(α) denotes the Poisson distribution with expectation α > 0. The observed sequence Z = (Z n ) n∈N is determined by
where (ε n ) n∈N is an independent sequence of random variables with ε n ∼ Poi(β n ). Here (β n ) n∈N is a sequence of positive real numbers satisfying for some p > 1 that
We also assume that (ε n ) n∈N is independent of Y and that the parameter θ determines the transition matrix P θ and the intensity λ θ ) continuously. Note that the observation space is given by G = N ∪ {0} equipped with the counting measure λ. (10, 20) and the "true" transition matrix by P θ * (1, 1) = 0.8, P θ * (2, 1) = 0.1. The inhomogeneous noise is driven by an intensity β n = 40 n −1.01 .
To (P1) and (P2): By the assumptions in this scenario those conditions are satisfied.
To (H1)-(H4):
For θ ∈ Θ, s ∈ S and y ∈ G we have
and (H1) is verified. A similar calculation gives (H4). Condition (H2) follows simply by (log f θ (s, y)) + = 0. Condition (H3) follows by the continuity in the parameter of the probability function of the Poisson distribution and the continuity of the mapping θ → (P θ , λ θ ).
To (C1) -(C3)
which proves (C1). Observe that for any s ∈ S, z ∈ G we have
with a n = max
. Now we verify (C2) with k = 1. We have
Fix s ∈ S, and note that lim sup
The last equality follows by the fact that lim n→∞ a n = 1 and lim n→∞ β n = 0. Condition (C3) follows by similar arguments. The application of Theorem 1 and Corollary 1 leads to the following result.
Corollary 2. For any initial distribution ν ∈ P(S) which is strictly positive if and only if π is strictly positive, we have for the Poisson DHMM if (10) holds for some
Here (V n ) n∈N is an i.i.d. sequence of random vectors with V n ∼ N (0, I), where I ∈ R M ×M denotes the identity matrix, and (ε n ) n∈N is a sequence of independent random vectors with ε n ∼ N (0, β 2 n I), where (β n ) n∈N is a positive real-valued sequence satisfying for some q > 0 that (11) β n = O(n −q ).
Here we also assume that the mapping θ → (P θ , µ θ , Σ θ ) is continuous. Furthermore, note that G = R M and λ is the M -dimensional Lebesgue measure. 
To (H1)-(H4): For a matrix
. Note that for s ∈ S, θ ∈ Θ and y, z ∈ G we have by
Further, observe that det Σ (s) θ

2
> 0 for all s ∈ S. For some constant C 1 > 0
we have
).
By this estimate (H1) and (H2) follows easily. Condition (H4) follows by similar arguments. More detailed, we have that β 2 n is finite and converges to zero as well, as that there exists a constant C 2 > 0 such that
For all n ∈ N the right-hand side of the previous inequality is finite, since for each
). Finally condition (H3) is satisfied by the continuity of the conditional density and the continuity of the mapping θ → (P θ , µ θ , Σ θ ).
To (C1) -(C3):
Here m is the Euclidean metric in R M such that |ε n | = m(Y n , Z n ). Fix some integer r with r/q > 1 and observe that for any δ > 0 and s ∈ S we have
where N ∼ N (0, I). By the fact that E π θ * [|N | r ] < ∞ and (11) we obtain that condition (C1) is satisfied with p = r/q > 1.
The requirement of (6) of (C2) holds for any k ∈ N, since the density of normally distributed random vectors is strictly positive and finite. Observe that
Note that lim n→∞ C n = 1. Since for an invertible matrix A ∈ R M ×M , A → A −1 is continuous and Σ s θ * has full rank, it follows that
n . Note that the entries of B n converge to zero when n goes to infinity.
Further, by the fact that (B n ) n∈N is a sequence of symmetric, positive definite matrices there exist sequences of orthogonal matrices (
n U n . Of course, U n and D n depend on s. We define a sequence of random vectors (W n,s ) n∈N by setting W n,s :
Since A i is symmetric and positive definite, we find sequences of orthogonal matrices (U n ) n∈N and diagonal matrices (D n ) n∈N depending on x and s such that
. Let (N i ) i∈N be an i.i.d. sequence random vectors with N i ∼ N (0, I) and denote
For any t < min j=1,...,M D i (j, j) −1 the moment generating function of a chisquared distributed random variable with one degree of freedom and non-centrality
is well-defined and we obtain
where we used the generalized Hölder inequality in the last estimate. Then, by taking the limit superior we obtain that the right-hand side of the previous inequality goes to one for k → ∞ such that (C2) holds. Condition (C3) can be verified similarly. The application of Theorem 1 and Corollary 1 leads to the following result.
Corollary 3. For any initial distribution ν ∈ P(S) which is strictly positive if and only if π is strictly positive, we have for the multivariate Gaussian DHMM satisfying (11) for some q > 0 that
Remark 3. For K = 2 and M = 1 we have the model of the conductance level of ion channel data with varying voltage provided in the introduction, see Figure  1 and (2) and (3). The previous corollary states the desired consistency of the considered MLEs in that setting. A data analysis of the ion channel recordings of the underlying DHMM will be done in a separate paper.
Discussion and limitations
In this section we discuss three aspects. First, having the models from Section 4 in mind, one might consider a hybrid case, that is, e.g. if the non-observed sequence Y is Poisson distributed and the inhomogeneous noise is normally distributed. We discuss where our approach fails here and provide a strategy how to resolve this issue. Second, one might ask whether the proximity assumptions formulated in Section 3.1 can be relaxed. We provide a simple example where (C1) is not satisfied and θ QML ν,n is not consistent anymore. Finally, we discuss the restriction of considering only hidden Markov chains on finite state spaces.
Hybrid model.
The hidden sequences X and Y of the DHMM are defined as in Section 4.1. The observed sequence Z = (Z n ) n∈N is given by
where (ε n ) n∈N is an independent sequence of random variables with ε n ∼ N (0, β The main issue is that the observed sequence Z takes values in R whereas Y takes values in N ∪ {0}. Consider G = R equipped with the reference measure
Here L(·) denotes the Lebesgue measure and δ i (·) the Dirac-measure at point i ∈ N. The conditional density f θ,n w.r.t. λ is given by
One can verify that (C2) is not satisfied in this scenario. In general, assumption (C2) is difficult to handle, whenever the support of f θ is strictly "smaller" than the support of f θ,n . We mention a possible strategy to resolve this problem:
(1) Transform the observed sequence to a sequenceZ, such that the support of the corresponding conditional density coincides with the support of f θ . (2) Prove that the QMLEθ A similar strategy might be used to obtain consistency for the MLE.
Proximity assumption.
We show that in general one cannot weaken the proximity assumption from Section 3.1.
We provide an example, which does not satisfy (C1) and show that θ 
Note that
as n → ∞, where N ∼ N (0, β 2 ). This contradicts the conclusion of Lemma 1 below and therefore assumption (C1) is not satisfied. Further we have that
which implies that
For any θ ∈ Θ we have that
In fact, for any closed set C ⊂ Θ with θ 0 / ∈ C we have that
and therefore θ QML n → θ 0 a.s., see Lemma 7 and Theorem 6.
Finite state space of the hidden Markov chain.
A generalization of the consistency results of maximum likelihood estimation to scenarios with general state space of the hidden Markov chain might be of interest. There are mainly two reasons why we assume that S is finite: (1) Our main motivation comes from the DHMM which models the conductance levels of ion channel data with finite S. (2) The requirements one needs to impose get more technical. In particular, our conditions on the "irreducibility and continuity of X" as well as the "well behaving HMM" from Section 3.1 become more difficult on general state spaces. It seems that the assumptions (A1)-(A6) of [11] are sufficient, but then in the proof of Theorem 1 we cannot argue with Lemma 6 anymore. This lemma can also be adapted to the more general scenario as in [11, Lemma 13] , but then involves an additional term.
Proofs and auxiliary results
We prove some results that specify the proximity of Y and Z.
Lemma 1.
Under the assumption formulated in (C1), we have
for any θ ∈ Θ and ν ∈ P(S).
Proof. By (C1) we obtain for any ε > 0 that
By the Borel-Cantelli lemma we obtain the desired almost sure convergence of m(Z n , Y n ) to zero.
In [11] the consistency of the maximum likelihood estimation for homogeneous HMMs under weak conditions is verified. We use the following result of them, which verifies that the relative entropy rate exists.
Theorem 2 ([11, Theorem 9] ). Assume that the conditions (P1) and (H1) are satisfied. Then, there exists an (θ * ) ∈ R, such that
for any probability measure ν ∈ P(S) which is strictly positive if and only if π is strictly positive.
In the proof of the previous result one essentially uses the generalized ShannonMcMillan-Breiman theorem for stationary processes proven by Barron et. al in [22] . Additionally, we also use a version of the generalized Shannon-McMillanBreiman theorem for asymptotic mean stationary processes, also proven in [22] . In the following we provide basic definitions to apply this result, for a detailed survey let us refer to [23] .
Definition 2. Let (Ω, F ) be a measurable space equipped with a probability measure Q and let T : Ω → Ω be a measurable mapping. Then
• Q is ergodic, if for every A ∈ I either Q(A) = 0 or Q(A) = 1. Here I denotes the σ-algebra of the invariant sets, that are, the sets A ∈ F satisfying T −1 (A) = A.
• Q is called asymptotically mean stationary (a.m.s.) if there is a probability measureQ on (Ω, F ), such that for all A ∈ F we have
We callQ stationary mean of Q.
• a probability measure Q on (Ω, F ) asymptotically dominates Q if for all A ∈ F with Q(A) = 0 holds
We need the following equivalence from [24] . The result follows also by virtue of [25, Theorem 2, Theorem 3 and the remark after the proof of Theorem 3].
Lemma 2. Let (Ω, F , Q) be a probability space and T : Ω → Ω be a measurable mapping. Then, the following statements are equivalent:
(i) The probability measure Q is a.m.s. with stationary meanQ.
(ii) There is a stationary probability measure Q, which asymptotically dominates Q.
In our inhomogeneous HMM situation (Ω, F ) is the space G N equipped with the product σ-field B = i∈N B(G). The transformation T : G N → G N is the left time shift, that is, for A ∈ B and i ∈ N we have
Finally Q = P π,Z θ * . In this setting we have the following result: Proof. An intersection-stable generating system of the σ-algebra B is the union over any finite index set J ⊂ N of cylindrical set systems
By the uniqueness theorem of finite measures it is sufficient to prove for an arbitrary finite index set J ⊂ N that for any B ∈ Z J we have (16) lim
Fix a finite index set J = {j 1 , . . . , j k } ⊂ N and note that (G |J| , m J ), with the metric
is a metric space. Here it is worth to mention that the σ-algebra j∈J B(G) coincides with the σ-algebra generated by the open sets w.r.t. m J . By Lemma 1 we obtain
Let h : G |J| → R be a bounded, uniformly continuous function, i.e., for any ε > 0 there is δ > 0 such that for all a, b ∈ G |J| with m J (a, b) < δ we have | * | h(a) − h(b) < ε. Then, by the stationarity of Y , the boundedness of h and Fatou's lemma, we have
By the uniform continuity of h we obtain
Then, by using (17) we obtain
such that (by (18)) we have
Finally, by [26, Theorem 1.2] we have for any A ∈ j∈J B(G),
which implies (16) for any B ∈ Z J .
Apart of the fact that we need the previous result to apply [22, Theorem 3] it has also the following two useful consequences. 
Proof. By the a.m.s. property and the ergodicity of P For z = (z i ) i∈N ∈ G N and k, m ∈ N with k < m we use z k:m to denote a segment of z. Specifically let z k:m = (z k , . . . , z m ). Let λ k = k i=1 λ be the product measure of λ with itself, i.e., the measurable space (
We aim to apply [22, Theorem 3] . For this we need the concept of conditional mutual information.
. We need some auxiliary lemmas that ensure that the ratio of p By the previous two inequalities the assertion follows.
By (H4) this leads to
Before we come to the proof of our main result, Theorem 1, we provide a lemma which is essentially used and proven in [11] . In our setting the formulation and the statement slightly simplifies compared to [11, Lemma 13] , since we only consider finite state spaces S. Here B(θ, η) ⊆ Θ is the Euclidean ball of radius η > 0 centered at θ ∈ Θ.
Proof. The result follows straightforward from [11, Theorem 12] and the arguments in the proof of [11, Lemma 13] .
Systematically, the proof of Theorem 1 follows the same line of arguments as the proof of [11, Theorem 1] . However, let us point out that the scenario is very different:
• We consider the QMLE θ QML ν,n instead of the MLE.
• The arguments we use heavily rely on the a.m.s. property of P Z θ * .
Proof of Theorem 1. By the standard approach to prove consistency, see Lemma 7 and Theorem 6, Theorem 5 and the fact that 
