Abstract-This paper investigates the problem of direction following for planar snake robots. The control objective is to regulate the linear velocity vector of the snake robot to a constant reference while guaranteeing boundedness of the system states. The proposed feedback control strategy enforces virtual constraints encoding a lateral undulatory gait, parametrized by states of dynamic compensators used to regulate the orientation and forward speed of the snake robot.
I. INTRODUCTION
Inspired by biological snakes, snake robots are underactuated vehicle-manipulator systems with many degreesof-freedom that can effectively be used for operations in challenging environments. The large number of degrees-offreedom enables snake robots to operate on irregular and cluttered surfaces, to climb stairs, and to even climb on poles. Snake robots pose significant motion control challenges arising from the fact that such robots typically have at least three degrees of underactuation.
One of the basic gait patterns through which biological snakes achieve forward motion is called lateral undulation [1] . During lateral undulation, the snake undergoes periodic shape changes that resemble a wave traveling backward along its body, from head to tail. As a result of this motion, the snake body traces out a periodic curve on the plane, which Hirose [1] mathematically represented as a serpenoid. Thinking of a snake robot as a discrete approximation of a biological snake, researchers (see, e.g., [1] , [2] , [3] ) have observed that the serpenoid curve can be well-approximated by imposing the sinusoidal reference signal for the i-th joint angle φ ref,i (t) = α sin(ωt + (i − 1)δ) + φ 0 ,
where α denotes the amplitude of the sinusoid, ω denotes the frequency of the joint oscillations, δ denotes the phase shift between two consecutive joints, and φ 0 is a joint offset used to control the direction of locomotion.
The typical control approach in the snake locomotion literature relies on the asymptotic tracking of suitably designed reference signals, such as (1) . In [4] , the reference signals are produced by central pattern generators. In [5] , path following of a straight line is achieved using the lateral undulatory gait (1) and adapting the joint offset φ 0 according to a line-of-sight guidance law. An enhancement of the same technique is presented in [6] . In [7] , a careful analysis is presented to generate reference signals to maximize the generation of momentum, with application to path following for a swimming snake robot. In [8] , numerical optimal control methods are used to generate gaits. In [9] , modal decomposition has been used to modify a snake robot's sidewinding gait to orient the head while locomoting.
In this paper, we propose an approach that removes timed signals entirely from the control loop, and replaces them with state-dependent constraints. Specifically, we replace the time-dependent term ωt in the lateral undulatory gait (1) with the state λ of a compensator, modify the way in which the offset φ 0 affects the gait, and view this offset as the state of a second compensator. The result is a statedependent undulatory gait which can be considered as a dynamic virtual constraint. Virtual constraints have been successfully used in the robot locomotion literature [10] , [11] and have been investigated in the general context of Euler-Lagrange control systems [12] , [13] . By eliminating exogenous reference signals, virtual constraints enhance the robustness of the feedback loop and add flexibility to the control design.
We investigate the most basic motion control problem of direction following: regulate the velocity of the center of mass of the snake robot to some desired vector while guaranteeing boundedness of the system states. This paper makes two contributions in this direction. First, in addition to controlling the orientation of the snake robot as done, e.g., in [5] , [6] , we control the entire velocity vector of the center of mass of the robot. Second, we rigorously show that the states of the dynamic compensators used for controlling the orientation and velocity of the snake robot are uniformly bounded. The reason for studying direction following problem is that, as will be shown in future work, this problem is a building block for a more advanced maneuvering problem.
The rest of the paper is organized as follows. In Section II, we present the kinematic and dynamic model of the snake robot. In Section III, we state the control design objectives. In Section IV, we consider the shape control for the robot. In Sections V and VI, we develop control strategies for the head angle and the velocity of the robot, respectively. Finally, Section VII presents simulation results which illustrate the performance of the proposed control strategy.
Notation. Following the notation in [14] , we make use of the following matrices and vectors
II. MODEL OF THE SNAKE ROBOT In this section, we review the kinematic and dynamic model of a snake robot presented in [14] . We consider a snake robot with N rigid links each of length 2l. Each link is assumed to have uniformly distributed mass m and moment of inertia J. We denote the vector of absolute link angles by θ = [θ 1 , . . . , θ N ]
T ∈ R N , and the center of mass of the robot in inertial coordinates by p = [p x , p y ] ∈ R 2 . Figure 1 illustrates the kinematic parameters of the snake robot. Table I summarizes the parameters of the snake robot used in our simulations. Following [14] , the dynamic equations of the snake robot can be written as follows
where u ∈ R N −1 is the vector of actuator torques, f R is the vector of ground friction forces, and the remaining quantities are defined as follows: The mechanical system (2a)-(2b) has n + 2 configuration variables and n − 1 controls. It therefore has three degrees of underactuation. The actuator torques have no direct effect on the centre of mass dynamics (2b). The only coupling between joint dynamics (2a) and centre of mass dynamics (2b) occurs through the ground friction force f R . This coupling is the essential mechanism underlying snake locomotion, and it is what makes the motion control problem challenging. For simplicity, we assume that the friction forces acting on the robot are viscous. A snake robot which is subject to viscous friction qualitatively (although not quantitatively) behaves similar to a snake robot which is subject to Coulomb friction force [14] . We have:
are the vectors of inertial coordinates of the centers of mass of the links of the robot. The matrix Q θ maps the inertial frame velocities of the centers of mass of the links to the inertial frame viscous friction forces acting on the links, and it is given by
where c t and c n denote the tangential and normal viscous friction coefficients of the links, respectively.
Finally, letting
T , we define
The scalars v t and v n defined above are the components of the inertial velocity of the center of mass parallel and perpendicular to the angle of the head, respectively.
III. CONTROL DESIGN OBJECTIVES
In this section we present the blueprint of our control design. We begin by stating the control specification.
Direction 
In order to solve the DFP, we stabilize a lateral undulatory gait for the shape variables of the robot. Our approach unfolds in three stages.
Stage 1: Shape Control. We use the controls u in (2a) to stabilize a virtual constraint encoding a lateral undulatory gait similar to (1) , in which ωt is replaced by a state λ, and φ 0 affects only the head angle θ N . The evolution of λ, φ 0 is governed by two compensators,φ 0 = u φ0 andλ = u λ .
Stage 2: Head Angle Control. Inspired by the biological observation that snakes keep their head pointed towards a target while their body undulates behind the head, we design u φ0 to practically stabilize θ N → θ ref while guaranteeing that (φ 0 ,φ 0 ) is uniformly ultimately bounded.
Stage 3: Velocity regulation. We design u λ to practically stabilize v t → v ref while guaranteeing that v n settles into a small neighborhood of the origin andλ is uniformly ultimately bounded. Figure 2 depicts the structure of the proposed direction following controller.
IV. SHAPE CONTROL
In this section, we use the control inputs u in (2a) to stabilize the lateral undulatory gait for the shape variables of the robot. Inspired by the lateral undulatory gait, we stabilize the relations:
where (α, δ) are positive constants referred to as gait parameters and (λ, φ 0 ) ∈ S 1 ×R are the states of two compensators
to be designed later. The relations (6a)-(6b) are referred to as virtual holonomic constraints (VHC) [12] , [13] , and they have the property that they can be made invariant through feedback control. These VHCs are parametrized by the states of the dynamic compensators in (7) .
T ∈ R N −1 . Since θ = HDθ + eθ N , the relations in (6a)-(6b) can be expressed in vector form as follows:
The above can also be written as h(λ, φ 0 , θ) = 0, where
If we view h(λ, φ 0 , θ) as an output function for system (2) augmented with compensators (7), then this output yields a vector relative degree {2, . . . , 2} everywhere because
Consequently, the zero dynamics manifold associated with output (9) is the set
We refer to Γ as the constraint manifold associated with the VHC (6). Stabilizing the VHC (6) corresponds to stabilizing Γ. To this end, we use the input-output linearizing control law
where K D , K P are positive definite diagonal matrices containing the joint controller gains. After asymptotically stabilizing Γ, we are left with two control inputs, (u λ , u φ0 ) to solve the direction following problem. In particular, we use the dynamic compensators to regulate the head angle and the velocity of the robot to desired values. To this end, we first derive the reduced dynamics of the robot, i.e., we reduce the system to the invariant manifold Γ. By left multiplying both sides of (2a) by e T , which is a left annihilator of the control input matrix D T , and evaluating the result on the virtual constraint manifold Γ, the dynamics of the snake robot on the virtual constraint manifold Γ read as
where
In the above, each Ψ i (·) is evaluated on the constraint manifold Γ. The equations in (11) describe a control system with two inputs, (u φ0 , u λ ). This system completely describes the motion of the snake once the VHC (6) has been enforced. The control specification for system (11) is to stabilize θ N to an arbitrarily small neighborhood of θ ref ; to stabilize v t = u θ Nṗ to an arbitrarily small neighborhood of v ref ; and finally, to guarantee that v n = v θ Nṗ goes to a neighborhood of the origin. Meanwhile, we also require (λ, φ 0 ,φ 0 ) to remain bounded. In the process of developing controllers for the reduced dynamics system, we will require some knowledge of each Ψ i (·) which is summarized in the following remark. Remark 4.1: We make some numerical observations that are important in the subsequent development of our control laws. It can be numerically verified that for all gait parameters (α, δ): 
V. HEAD ANGLE CONTROL
In this section, we consider the head angle control for the snake robot. Using the control input u φ0 , we control the head angle of the snake robot by controlling the states (θ N ,θ N , φ 0 ,φ 0 ) of the constrained system (11a)-(11c). In order to do so, we design a high-gain feedback u φ0 (θ N ,θ N , φ 0 ,φ 0 ) that makes (θ N − θ ref ,θ N ) converge to an arbitrarily small neighborhood of the origin and (φ 0 ,φ 0 ) uniformly ultimately bounded. This analysis is made independent of the choice of u λ , using time scale separation. By (11a) and (11c), the dynamic equations governing the states (θ N ,θ N , φ 0 ,φ 0 ) of the constrained system can be written as
Proposition 5.1: Consider the head angle control law for system (13) 
Also, assume that u λ (t),λ(t) are defined for all t ≥ 0. Then for any k N , k 1 , k 2 > 0, there exist , k > 0 such that for all ∈ (0, )
Moreover, the states (φ 0 ,φ 0 ) are uniformly ultimately bounded.
Remark 5.2:
Under (14), the head angle error can be made arbitrarily small provided that is chosen to be sufficiently small.
Remark 5.3:
In the next section we define a feedback controller u λ guaranteeing that for any initial condition, the closed-loop system has no finite escape times (see Remark 6.1). This will guarantee that the above proposition is applicable.
Proof: Viewing the states λ(t),λ(t), and the input u λ (t) as exogenous signals, the control system (13) can be viewed as a time-varying system with states (θ N ,θ N , φ 0 ,φ 0 ). Under the control input (14) , the closed-loop dynamics of system (13) in the standard singular perturbation form becomė
Here we use time-scale separation to make the analysis independent of the choice of u λ . Note that (17) is a singularly perturbed system with reduced dynamics
where ∆θ N = θ N − θ ref , and boundary-layer dynamics
where y = ω N + k N ∆θ N . The origin is an exponentially stable equilibrium point of the reduced system. Also, the origin is an exponentially stable equilibrium point of the boundary-layer system because, by Remark 4.1(a), for some γ 0 > 0, Ψ 3 (·) ≤ −γ 0 < 0 uniformly in t. According to the singular perturbation theorem on an infinite interval (see Theorem 11.2 in [15] ), for all ξ 0 , y 0 ∈ R and t 0 ≥ 0, the singularly perturbed system (17) has a unique solution
for all t ∈ (0, ∞). This proves the first part of the proposition. For the second part, note that the closed-loop dynamics governing the states (φ 0 ,φ 0 ) becomë
. (21) From (20a)-(20b), it can be seen that f N (t, ) is uniformly bounded and of order O(1). Since the unforced system φ 0 + k 2φ0 + k 1 φ 0 = 0 is an LTI system and has a globally exponentially stable equilibrium point at the origin (φ 0 ,φ 0 ) = (0, 0), the system (21) is input-to-state stable. This proves the second part of the proposition.
VI. VELOCITY CONTROL
Consider the reduced dynamics (11) . In the previous section, we controlled the states θ N ,θ N , φ 0 ,φ 0 . Now, we are left with the states p,ṗ, λ,λ. The mapṗ → (v t , v n ) is a diffeomorphism so for velocity control we may consider the subsystem with states (∆v t , v n , λ,λ), with ∆v t = v t −v ref . In order to obtain the tangential and normal velocity dynamics, we take the time derivatives of equations (5a), (5b), which using (11b) yieldṡ
Thus, the velocity error dynamics have the form
In order to stabilize the solutions of (23a), (23b) to a neighborhood of the origin, we iteratively introduce controlLyapunov functions (CLF) using the techniques of backstepping [16] . To this end, we start by defining the first CLF in the form
and taking its time derivative along the solutions of (23a) to obtain
We useλ as a virtual control input by definingλ equal to −k λ ∆v t for some positive constant k λ . We introduce the error variable
that we would like to drive to zero, and re-write (25) aṡ
(27) To perform backstepping for z, we define a composite CLF in the form
Taking the time derivative of (28) along the solutions of (23a)-(23c), we havė
(29) In order to achieve the velocity control objective, we define the feedback controller T . Under the control laws (14) and (30), we haveẋ = f (x) for the closed loop system. Because of the uniform bounds on Ψ i , i = 2, . . . , 7, it can be seen that ||f (x)|| ≤ B(1 + ||x||) for some constant B. Because of this linear growth condition, there is no finite escape time and the signalsλ(t), u λ (t) are defined for all t ≥ 0 as required by Proposition 5.1.
We have the following proposition regarding the velocity control system. Proposition 6.2: Consider the control system (23a)-(23c) under the controller (30). If the ultimate bound on φ 0 from Proposition 5.1 is small enough such that u
is bounded away from zero, then for all > 0, there exists a controller gain k λ > 0 and positive constants α , c such that, for all α ∈ (0, α ) and all c n − c t > c , the set Γ = {(λ,λ, v t , v n )||∆v t | < } is asymptotically stable. Moreover,λ and v n are uniformly ultimately bounded.
Remark 6.3: Under (30), the velocity error ∆v t can be made arbitrarily small provided that the gain k λ is chosen to be sufficiently large.
Proof: Substituting (30) into (29) yieldṡ
Therefore, by parts (b) and (c) of Remark 4.1, we have, for small enough φ 0 , 
By the previous argument, |z| is ultimately bounded. Also, there exists δ 2 such that ||f 2 (.)|| < δ 2 , so thaṫ
For sufficiently large k λ , there exists β > 0 such thaṫ
from which we get
Therefore, ∆v t converges to a ball of radius
, choosing k λ large enough makes the ultimate bound of ∆v t less than for any desired > 0.
VII. SIMULATION RESULTS
In this section, we present the simulation results which illustrate the performance of the proposed direction following controller. We considered a snake robot with N = 10 links with length 2l = 0.14 m, mass m = 1 kg, and moment of inertia J = 0.0016 kg.m 2 . The friction coefficients were c t = 0.1 and c n = 1. The parameters of the VHC were chosen to be α = 30π/180 rad, and δ = 72π/180 rad. We would like to regulate the velocity of the center of mass of the robot to [−0.0354 − 0.0354] , i.e., the reference head angle is taken to be −π/4 rad and v ref = 5 cm/s. The controller parameters were chosen to be k p = 100, k d = 10 in (10), = 10 −4 , k N = 10, k 1 = 1, k 2 = 1 in (14), and k λ = 1000, K z = 1000 in (30). Note that determines the ultimate bound on heading angle error. Also, k N determines the rate of convergence of θ N to θ ref . The gains k 1 and k 2 have influence on the ultimate bound of φ 0 . Finally, k λ and K z determine the rate of convergence and ultimate bound of ∆v t . The simulation results show that the snake robot follows the desired direction while the forward and normal velocities converge to small neighborhoods of the desired values. Figure 3 depicts the snake robot at t = 0, 30, 60 seconds, respectively. Figure 4 depicts the dynamic variable φ 0 . Figure 5 depicts the dynamic variableλ. Figure 6 depicts the shape variable error. Figure 7 depicts the tangential and normal velocities. Finally, Figure 8 depicts the head angle of the snake robot. Note that the VHC error in Figure 6 and the head angle in Figure 8 converge faster to their steady state values because they are the first control specifications that we enforce. 
VIII. CONCLUSIONS
We considered the problem of direction following control for a planar snake robot. We defined N − 1 constraint functions for directly actuated shape variables of the robot. These constraint functions were dependent on the variations of the states of dynamic compensators which were used to control the head angle and the forward velocity of the robot on the constraint manifold. Being able to control the velocity of the center of mass of the snake robot opens avenues for future research. In particular, one may use the developed technique in this paper to solve the maneuvering problem The lateral undulatory gait (9) is stabilized among the shape variables of the snake robot. for the snake robot. This idea will be the subject of future work.
