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ABSTRACT 
Several approximate procedures are available in the literature for obtaining confi+nce 
intervals for i he parameter A of an exponential distribution based on time truncated samples. 
This paper contains the results of an empirical study comparing three of these procedures. 
1. INTRODUCTION 
In life testing applications, it is frequently desired to obtain a confidence interval for the parameter 
A of an exponential distribution. In case a test plan is used for which all the observations are truncated 
at the same time point t o ,  several approximate confidence interval procedures are available in the sta- 
tistical literature. The purpose of this note is to report the results of an empirical study of the perform- 
ances of three of these procedures with respect to the expected length of the interval, the variance 
of the interval length and the coverage probability. 
The general setting of the problem is as folldws: suppose the random variables TI,  Tr, . . ., T ,  
are independent and identically exponentially distributed with mean A-1. For i =  1, 2, . . . f  n, let 
Xi be equal to Ti truncated at to ,  and let Y, be the Bernoulli random variable which is 1 if and only if 
Xi < to. We wish to find confidence intervals for A, based on thexi  andYi. 
In what follows, three confidence interval procedures are described, and some results of an em- 
pirical study of their performances are presented. 
2. CONFIDENCE INTERVAL PROCEDURES 
PROCEDURE 1: This procedure is obtained as a special case of a solution to a more general problem 
that was derived by Halperin El]. The random variable Y =  2 Yi has a binomial distribution with param- 
eters n and p =  1 --e-%. Standard techniques can be used to obtain a lOO(1-a)  percent confidence 
interval for p as 
n 
i = l  
P [ u ( Y )  < p < b ( Y ) ]  21-a. 
- l n ( l - u )  - ln (1  - b )  Since p = 1 - e-Xto ,  an inversion can be made which results in XL = 
as lower and upper lOO(1 -a) percent confidence limits for A. 
and A o =  
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2: Rubenstein [2] showed that 
is an approximately unbiased estimator of A. He noted that for At0 @ 1,  CYi is nearly a Poisson random 
variable, so a confidence interval procedure for a Poisson parameter due to Wilks [3]  was used to obtain 
the approximate confidence limits 
Where t is the lOO(1 -a) th  percentage point of the standard normal distribution and C =  ( C X f ) l ’ * .  
PROCEDURE 3:  We employ terminology commonly used in the literature of life testing in descrih- 
ing this procedure. Imagine that the random variables XI, XP, . . ., X, are observed sequentially. 
That is, imagine that a randomly selected item is put on test and is replaced with a similar item at 
failure or after a period of t o  has elapsed. whichever occurs first. If this process were continued, the 
arrival process of failures would be a Poisson process, so the time to h-‘” failure (for k fixed) would 
have a gamma distribution. (Testing to A‘” failure in this situation could be described roughly as a com- 
bination of item consoring and time truncation.) Since we are assuming that exactly n items are to be 
tested, the experiment is stopped after a random amount of time, and the number K of observed 
failures is a random variable. It would appear, however, that, given K =  k, the distribution of the time 
w k  until k failures have arrived can be approximated by a gamma distribution, 
Note that the distribution of w k  given K =  k cannot be exactly gamma, since P[Wk G nto] = 1 for 
any k .  It follows that V=2AlVk can be approximated by a Chi-square variable with 2k degrees of 
freedom. Thus, for example, if x;pz and ~ t ~ - & ~ ) a r e  the upper and lower 4 2  percentages points of t h e  
Chi-square distribution with 2k degrees of freedom, then 
constitutes an approximate l O O ( 1 -  a)  percent confidence interval for A. 
3. COMPARISON OF PROCEDURES 
A Monte Carlo study was made to compare the three procedures described above. One thousand 
samples of size n (n= 30, 40, 50) from an exponential distribution with parameter A ( A =  0.1, 0.2, 0.8, 
3 ,  5, 10) were generated. For each sample, 95-percent confidence intervals for A were obtained by the 
three methods (1, 2, 3) for various truncation times, to. The results are summarized in Table 1 where 
we give, for certain combinations of A, t o ,  and method, the average length of the confidence intervals, 
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the sample variance of these lengths, and the empirical coverage probability (i.e., the proportion of 
intervals which actually covered A). 
Overall, the procedures appear to rank 2 , 3 , 1  in decreasing order of general quality of performance. 
This is clearly the ordering with respect to average interval length, and seems to be the best general 
ordering with respect to variance in interval length. All three procedures tend to be conservative in 
terms of coverage probability, with procedure 1 being worst in this respect. Procedure 3 is generally 
best in terms of more nearly attaining the “target” confidence level 1 -a. Of course such a quality in 
a procedure is not in itself of value if it is competing with a more conservative procedure which attains 
comparable (or better) interval length characteristics. 
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TABLE 1. Some Characteristics of the 95-percent Confidence Intervals Obtained 





















AVG. = Average interval! length 
VAR.= Sample variance in interval lengths 
C.P. = Empirical coverage probability 
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