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Plusieurs avenues existent dans la littérature pour la résolution des problèmes
d'ordonnancement de la production. La complexité de ces problèmes rend nécessaire
l'emploi de stratégies de recherche de solutions évoluées. Parmi celles-ci figurent leur
modélisation sous la forme de problème de satisfaction de contraintes (CSP). Ce travail de
recherche a pour but d'intégrer les formalismes des méthodes de résolution des CSP pour la
résolution d'un problème d'ordonnancement de la production soit le problème de "car-
sequencing". Les travaux effectués s'inscrivent dans une optique d'exploration des
algorithmes de résolution de CSP et de leur application aux problèmes d'ordonnancement
de la production.
Dans un premier temps, les algorithmes de résolution de CSP existants sont étudiés
et une comparaison entre ceux-ci est effectuée afin de déceler les avantages et les
inconvénients de chacune des différentes méthodes de résolution suggérées dans la
littérature. Entre autres, les algorithmes basés sur un principe de retour en arrière lors des
situations d'inconsistance tels le BackTracking et le BackJumping sont étudiés. De plus,
l'ajout d'heuristiques guidant la recherche de solutions ainsi que les méthodes
d'apprentissage lors de la recherche sont exposées dans ce mémoire. Les algorithmes de
diminution de domaines développés dans la littérature tels le Forward-Checking et les
algorithmes de propagation de contraintes (AC) sont décrits et leurs implications sur la
recherche sont quantifiées. Finalement, quelques méthodes de parallélisation de la
recherche sont définies dans le cadre du présent travail de recherche.
Suite à l'énumération des méthodes de résolution développées et à leur comparaison,
ce travail de recherche couvre le développement d'un algorithme de résolution de CSP
appliqué au problème de "car-sequencing". Premièrement, une étude de ce problème ainsi
que des formulations possibles pour celui-ci est effectuée. Par la suite, le graphe de
contraintes associé au problème de "car-sequencing" est défini et une stratégie de résolution
du problème est décrite. Plus particulièrement, une méthode de diminution de l'espace de
recherche de solutions possibles induit par les contraintes de ce problème est définie.
L'algorithme de Forward-Checking est alors utilisé pour la résolution de ce problème
particulier. De plus, une étude sur l'utilisation d'heuristiques guidant la recherche de
solutions est effectuée. Finalement, une méthode de subdivision du problème initial en
sous-problèmes indépendants a été développée afin de favoriser la diversification de la
recherche de solutions lors d'une résolution concurrente.
Les instances de problèmes suggérées dans la librairie de problèmes CSPLib sont
utilisées comme base d'évaluation des méthodes développées. Les résultats obtenus dans le
cadre de ce projet de recherche ont été comparés aux meilleurs résultats obtenus dans la
I l l
littérature sur ces instances de problème. De plus, les résultats ont été comparés avec un
outil de résolution commercial soit ILOG Solver 6.O.
Les méthodes développées ont obtenu des résultats intéressants. En effet, pour un
premier groupe de 70 instances du problème de "car-sequencing", le Forward-Checking
développé a permis de surpasser les résultats obtenus par le solveur commercial ILOG
Solver 6.O. Par contre, sur un deuxième groupe de problèmes, certaines bonifications des
méthodes développées s'avèrent nécessaires. La diminution de l'espace de recherche
représente une voie à explorer dans des recherches futures pour ainsi favoriser la résolution
d'instances de problèmes non-satisfiables.
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CHAPITRE 1
INTRODUCTION
L'ordonnancement de la production est une problématique complexe. Elle
consiste à déterminer une séquence d'exécution de travaux répondant à certains
objectifs de l'entreprise pouvant même être parfois conflictuels. Par exemple,
l'entreprise peut viser à satisfaire au mieux les demandes des clients en respectant le
plus possible les dates de livraison prévues. Cet objectif fera en sorte qu'une séquence
d'exécution des travaux sera établie en cherchant à privilégier les travaux exigibles à
court terme. Cependant, cet ordonnancement peut engendrer des coûts importants en
terme de ressources humaines et matérielles. En effet, les équipements utilisés pour la
fabrication des produits doivent souvent être configurés lorsqu'ils passent d'une
production à une autre. L'ordonnancement cherchant à optimiser la satisfaction de la
clientèle impliquera un nombre élevé de réglages de l'équipement ce qui augmentera,
par le fait même, les coûts de production et influencera la rentabilité de l'entreprise.
C'est pourquoi, les entreprises qui opèrent dans un environnement à ressources limitées
chercheront souvent à optimiser l'utilisation de l'ensemble de leurs ressources. Cet
objectif favorisera un ordonnancement du processus généralement différent de celui
généré par l'objectif de satisfaction de la clientèle. On aura donc des ordonnancements
des travaux qui diffèrent selon l'objectif recherché.
Les exemples d'objectifs à atteindre par une organisation sont nombreux et
définissent différentes problématiques d'ordonnancement. Selon Stevenson et
Benedetti [2001], le rôle de l'ordonnancement consiste à faire des compromis, à trouver
le juste équilibre entre, d'une part, la satisfaction du client, la réduction des coûts et du
temps d'attente, du temps de réponse et de livraison et, d'autre part, l'utilisation
optimale des ressources de l'entreprise. Un bon ordonnancement permettra donc, pour
plusieurs entreprises, de se démarquer de la compétition. L'ordonnancement fait ainsi
partie de la stratégie organisationnelle.
Les problèmes d'ordonnancement de la production peuvent être vus sous la
forme de problèmes d'optimisation combinatoire. Un problème d'optimisation
combinatoire est un problème tel que l'on a un ensemble discret de solutions possibles
ainsi qu'une fonction objectif permettant d'évaluer chacune de celles-ci [Hao, Galinier
et al. 1999]. On cherchera à trouver la solution optimisant l'objectif. Il peut aussi
arriver que le problème comporte plus d'un objectif et on parlera alors d'optimisation
combinatoire multi-objectifs.
Un des problèmes d'ordonnancement étudiés dans la littérature est le problème
de "car-sequencing". Il correspond à une chaîne d'assemblage automobile où l'on doit
déterminer l'ordre dans lequel un ensemble de voitures seront fabriquées. Celles-ci
possèdent certaines options pour lesquelles une charge de travail supplémentaire est
occasionnée à certains postes de la chaîne d'assemblage. Par exemple, certaines
voitures nécessitent l'installation de toit ouvrant, d'air climatisé, de lecteur de disques
compacts ou autres. Ces véhicules doivent, par conséquent, être dispersés dans la
séquence de production de façon à lisser la charge de travail. Des contraintes de
capacité précisent le nombre maximum de voitures q possédant l'option i qui peuvent
être produites sur une sous-séquence de taille p. Ces contraintes de capacité sont
généralement exprimées par le ratio Q = qt //?,- pour chacune des options i du problème.
La solution d'un problème de "car-sequencing" sera une séquence de production de
véhicules ne violant aucune des contraintes de capacité du problème.
Plusieurs méthodes ont été développées dans la littérature pour résoudre ce
problème. Parmi celles-ci figurent des heuristiques issues du domaine de l'intelligence
artificielle et des méthodes exactes.
Parmi les heuristiques, on note l'utilisation des réseaux de neurones avec
l'algorithme GENET [Davenport, Tsang et al. 1994], les méthodes de recherche dans le
voisinage [Davenport et Tsang 1995], les méthodes évolutives tel les algorithmes
génétiques [Warwick et Tsang 1995] et l'optimisation par colonies de fourmis [Solnon
2000] [Gravel, Gagné et al. 2004]. Ces algorithmes traitent le problème comme un
problème d'optimisation en cherchant à déterminer une séquence violant le moins
possible les contraintes de capacité. Par conséquent, ces heuristiques ne permettent pas,
dans certains cas, de déterminer si un problème est satisfiable. Au mieux, elles
suggèrent une solution comportant un nombre minimal de contraintes non respectées.
Pour leur part, les méthodes exactes assurent la résolution optimale du problème
par le parcours complet de l'espace de recherche pour établir la satisfïabilité ou
Pinsatisfiabilité du problème. Toutefois, tel que défini par Gent [1998], le problème de
"car-sequencing" est un problème NP-Complet ce qui signifie que l'énumération et
l'évaluation de toutes les séquences possibles représentent des tâches ardues.
Les méthodes exactes telles la programmation linéaire en nombres entiers
[Gravel, Gagné et al. 2004] et les méthodes de résolution de problèmes de satisfaction
de contraintes (CSP) [Smith 1996] [Régin et Puget 1997] [Bessière, Meseguer et al.
1999] représentent des alternatives de résolution pour certaines instances du problème
de "car-sequencing". En effet, l'utilisation des formalismes de Branch and Bound
[Wagner 1975] [Ignizio et Cavalier 1994] pour éliminer de nombreuses parties de
l'espace de solution permet à la programmation linéaire en nombres entiers de
solutionner certaines instances de ce problème [Gravel, Gagné et al. 2004]. Toutefois,
étant donné que l'espace de solution à explorer croît exponentiellement en fonction de
la taille du problème, soit le nombre de voitures à produire, les limites d'une telle
approche sont rapidement atteintes.
Les méthodes de résolution de CSP permettent aussi la réduction de l'espace de
recherche à explorer par l'exploitation des contraintes du problème. C'est ainsi que
certaines solutions ne seront pas évaluées puisque l'étude des contraintes du problème
indique qu'elles sont impossibles. Les méthodes de modification du problème initial
suggérées par Régin [1996] et Régin et Puget [1997] ainsi que les algorithmes
spécifiques à ce problème développés par Bessière Meseguer et al. [1999] permettent de
favoriser également la réduction de l'espace de recherche et d'ainsi résoudre certaines
instances de problème. C'est dans cette optique que le présent travail sera réalisé en
visant l'étude des algorithmes de résolution de CSP et leur adaptation au problème de
"car-sequencing".
Même si les méthodes de résolution de CSP permettent de déterminer s'il existe
ou non une solution au problème par le parcours en totalité ou en partie de l'arbre de
recherche, la complexité du problème fait en sorte que plusieurs instances de problème
ne peuvent être résolues dans un temps jugé raisonnable [Smith 1996]. L'utilisation
optimale des ressources informatiques est un élément essentiel lors de la résolution.
C'est pourquoi, le présent travail étudiera plus particulièrement les méthodes
d'accélération du processus de recherche de solution.
Premièrement, un état de l'art des méthodes de résolution de problèmes de CSP
est présenté au Chapitre 2. Entre autres, les méthodes de base de la résolution par
l'algorithme de BackTracking, les principes de filtrage de domaines et les méthodes
6d'apprentissage en cours de recherche sont abordées. Deuxièmement, l'application des
méthodes de résolution de CSP au problème de "car-sequencing" et, plus
particulièrement, un algorithme de filtrage de domaines spécifique à ce problème est
présenté au Chapitre 3. Des essais numériques et les résultats permettant de déterminer
les performances des méthodes développées sont également présentées dans ce chapitre.
De plus, les résultats obtenus sont comparés à ceux présentés dans la littérature ainsi
qu'à ceux obtenus par ILOG Solver 6.O. Un schéma concurrent de résolution
permettant d'alterner les phases de descente en profondeur dans l'arbre de résolution
avec une recherche en largeur est également proposé pour repousser les limites de
l'algorithme séquentiel. Enfin, la conclusion de ce mémoire permettra de porter un
jugement général de la performance des méthodes de résolution de CSP et d'identifier
des avenues de recherche intéressantes.
CHAPITRE 2
MÉTHODES DE RESOLUTION DE PROBLÈMES DE
SATISFACTION DE CONTRAINTES
2.1 Introduction
Un problème de CSP est un triplet P = {X, D, C} tel que X est un ensemble {Xi,
X2, ..., Xnj de variables, D est un ensemble {Dj, D2, ..., Dn} de domaines tel que Dt est le
domaine de valeurs pouvant être prises par Xt et C est un ensemble de contraintes
restreignant les valeurs v e Di pouvant être prise par Xi.
La portée d'une contrainte C, est le nombre de variables i s eX t e l que les
valeurs ve De pouvant être prises par E sont restreintes par C, [Dechter et Frost 2002].
Une contrainte s'appliquant à seulement une variable sera dite unaire tandis que, pour
une contrainte s'appliquant à deux variables, on parlera de contrainte binaire. On aura
donc, pour un graphe de contraintes binaires, un ensemble de contraintes Cy e C qui
restreindra les valeurs pouvant être prises par les variables Xi et Xj simultanément
[Cooper, Cohen et al. 1994]. Un CSP peut être vu sous la forme d'un graphe de
contraintes tel que les sommets sont les variables et les arêtes sont les contraintes du
problème.
De nombreux problèmes d'intelligence artificielle peuvent être formulés sous
forme de CSP et l'engouement pour ce secteur de recherche est croissant. Oeuvrant
dans des secteurs d'activités aussi vastes que les systèmes de vision artificielle, la
gestion d'horaire, le raisonnement temporel, les problèmes de graphes, l'affichage de
plans, les problèmes de satisfaction (SAT), le développement de circuits, le design
manufacturier et nombre d'autres champs d'application, les CSP peuvent servir de cadre
pour la résolution de problèmes théoriques ou pratiques. La complexité des CSP
rendant inopportun le fait de tenter de les résoudre manuellement, des méthodes
d'intelligence artificielle utilisant la force de calcul des ordinateurs ont été développées
pour les solutionner. Quoiqu'en constante évolution, la capacité des ordinateurs
modernes n'est cependant pas encore suffisante pour résoudre plusieurs de ces
problèmes. C'est pourquoi, des algorithmes orientant le processus de recherche de
solutions ont été développés. De plus, certains processus ont été instaurés dans le but
d'utiliser la force de calcul d'ordinateurs parallèles ou les principes du calcul distribué
[Habbas, Krajecki et al. 2000] [Bessière, Maestre et al. 2002].
Parmi les problèmes de CSP les plus connus figurent le problème des reines et le
problème de coloration de graphe. Le problème des reines consiste à placer n reines sur
n différentes cases d'un échiquier de n lignes par n colonnes de manière à ce qu'aucune
reine ne puisse en éliminer une autre [Tsang 1999]. Une des principales particularités
de ce problème est que le nombre de reines détermine à la fois le nombre de variables
du problème et la taille du domaine de celles-ci.
Le problème de coloration de graphe est un problème où l'on doit affecter une
couleur à chacune des zones d'une carte de manière à ce qu'aucune zone adjacente de
cette dernière ne soit de la même couleur [Zhou et Nishizeki 1999].
Enfin, le problème de "car-sequencing" est un autre problème retrouvé dans la
littérature. L'étude de ce problème a débuté avec les travaux de Parrello et Kabat
[1986]. Parla suite, Dincbas, Simonis et al. [1988] ont travaillé sa résolution par les
méthodes de programmation de contraintes. D'autres recherches ont été réalisées par
Régin [1996] et Régin et Puget [1997] ainsi que par Bessière, Meseguer et al. [1999]
afin de trouver des algorithmes ou des modifications à des algorithmes existants
permettant la résolution de ce problème. L'évaluation de l'efficacité de ces algorithmes
se fait par l'exécution de ceux-ci sur différentes instances du problème. C'est pourquoi,
la librairie CSPLib ('http://4c.ucc.ie/~tw/csplib/') met à la disposition des chercheurs une
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bibliothèque d'instances théoriques de problèmes de CSP dont, entre autres, des
instances du problème de "car-sequencing". Certaines instances industrielles du
problème ont aussi été rendues disponibles par le constructeur automobile Renault dans
le cadre du Challenge ROADEF'2005 '.
Ces instances de problèmes peuvent être résolues en suivant différentes
méthodes. Comme mentionné précédemment, ces méthodes permettent l'exploration de
l'espace de solution de manière à déterminer la satisfiabilité ou l'insatisfiabilité d'un
problème. Cette recherche de solutions peut être guidée pour faciliter la résolution.
Dans le cas de problèmes insatisfîables, les formalismes d'étude des contraintes du
problème permettront d'éviter certaines parties de l'espace de solutions et ainsi de
parcourir celui-ci plus rapidement. Les sections suivantes décrivent les méthodes de
résolution développées par les chercheurs du domaine des CSP.
2.2 Les méthodes de résolution de problèmes de CSP
La méthode naïve de résolution de problèmes de CSP consiste à générer et tester
tous les ordres possibles d'instanciation {gênerate-and-tesi). Alors, chaque
combinaison de variables et de valeurs est systématiquement générée et testée pour voir
si elle satisfait toutes les contraintes du problème. La première combinaison satisfaisant
toutes les contraintes est alors la solution du CSP [Tsang 1999]. Résoudre un problème
de cette manière devient rapidement impossible lorsque la taille des problèmes
augmente et ce, même avec l'utilisation d'outils informatiques. Des méthodes




les CSP de manière plus efficace. Dans les sections suivantes, ces méthodes seront
décrites en détails. Parmi celles-ci figure l'algorithme de BackTracking qui sert de base
à plusieurs des autres méthodes et qui peut aussi être utilisé en simultané avec celles-ci.
2.2.1 Algorithme de BackTracking
Une solution a du graphe de contraintes est une instanciation de valeur pour
toutes les variables du problème telle que toutes les contraintes du problème sont
satisfaites. On note ai une sous-solution ou une instanciation partielle consistante de i
variables du problème. Une instanciation est une affectation de valeur veDl à la
variable Xi. On dira d'une instanciation qu'elle est consistante si elle ne viole aucune
des contraintes du problème. On définit une sous-séquence d'instanciation ou une
instanciation partielle de taille / comme étant une instanciation consistante de / variables
de l'ensemble X. Une solution est donc une séquence consistante de la taille du nombre
de variables du problème.
L'algorithme de BackTracking (BT), a comme but d'étendre une sous-séquence
de taille i à une sous-séquence de taille i+1 jusqu'à la découverte d'une solution.
Comme l'instanciation d'une variable a comme possible effet de diminuer le domaine
des variables lui étant adjacentes dans le graphe de contraintes, il peut arriver que le
domaine courant de la variable que l'on tente d'instancier soit vide. On parlera alors de
situation d'inconsistance (dead-end). Dans ce cas précis, un principe de retour en
arrière sera appliqué. Le retour en arrière est l'action de retourner vers une variable
précédant la variable courante dans la sous-séquence d'instanciation, de modifier la
valeur affectée à celle-ci et de poursuivre la résolution par la suite. L'algorithme de BT
est donc un algorithme à deux phases. Premièrement, une phase permettant d'avancer
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vers une prochaine variable à instancier et permettant d'étendre la sous-séquence et,
deuxièmement, une phase de retour en arrière consistant à choisir la variable vers
laquelle sera fait le retour en arrière dans la sous-séquence [Dechter 1990].
L'algorithme est illustré à la Figure 2.1 où l'on peut voir l'étape de choix de la valeur à
affecter à la prochaine variable dans la sous-procédure SelectionnerValeur [Dechter
2003]. Cette dernière permet de choisir une valeur dans le domaine de la variable
courante et cette valeur doit être consistante par rapport au graphe de contraintes. De
plus, l'algorithme effectue un retour en arrière vers la dernière variable affectée lors
d'inconsistance. Il est à noter l'utilisation de la fonction EstConsistant qui permet de
déterminer si, pour la séquence d'instanciation présente ai, il est possible d'affecter la
valeur v à la variable Xi.
Procédure BACKTRACKING
Entrée : Un graphe de contraintes : P = (X, D, C)




TANT QUE 1 ^ i < n FAIRE
Instancier X; «- SelectionnerValeur()
SI Xi est nul ALORS
i - i - 1
SINON
i «- i + 1
D'i - D±
SI i = 0 ALORS
Retourner « inconsistant »
SINON
Retourner les valeurs affectées à {Xlr ... Xn}
Sous-procédure SelectionnerValeur
TANT QUE D'i n'est pas vide FAIRE
Sélectionner un élément v e D'i et enlever v
de D'i
SI EstConsistant ( àj_x,Xj = V ) ALORS
Retourner v
Figure 2.1 - Algorithme de Backtracking
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L'algorithme BT sert de base à de nombreux algorithmes plus élaborés de
résolution de problème de CSP. Entre autres, certains chercheurs ont spécialisé la phase
de retour en arrière pour en augmenter l'efficacité [Dechter et Frost 2002] [Presser
1995]. D'autres ont élaboré des procédures de renforcement de la recherche par l'ajout
de méthode de filtrage de domaines visant la suppression de valeurs rendues
impossibles par l'état courant d'une résolution [Mackworth 1977] [Mohr et Henderson
1986] [Hentenryck, Deville et al. 1992] [Bessière 1994] [Bessière, Freuder et al. 1995;
Bessière et Régin 2001]. Examinons maintenant certains de ces algorithmes ainsi que
leurs implications sur la recherche de solutions.
2.2.2 Algorithme de BackJumping
Selon Dechter et Frost [2002], le BT a comme principal problème de retomber
sans cesse dans les mêmes situations d'inconsistance. Cet algorithme a donc été raffiné
par plusieurs chercheurs dans le but d'accélérer le processus de retour en arrière. Les
algorithmes de BackJumping (BJ) ont été développés dans ce but.
L'algorithme BJ conserve, comme le BT standard, une étape de choix de la
prochaine variable à instancier et une étape de retour en arrière lors de situations
d'inconsistance. Cependant, plutôt que d'effectuer un retour en arrière vers la i - Veme
variable affectée, on utilisera un principe de saut vers une variable plus loin dans la
sous-séquence d'instanciation. Le BJ a comme but d'identifier la variable ayant causé
l'inconsistance. Le tout se fera par l'analyse des raisons de la situation d'inconsistance
et la recherche de la variable ayant eu le plus d'impact sur celle-ci. Il sera aussi
possible de mettre à profit cette analyse en enregistrant les raisons de l'inconsistance
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sous la forme de nouvelles contraintes. On parle alors du principe à?apprentissage
[Frost et Dechter 1994] qui sera traité à la Section 2.2.4.
Plusieurs algorithmes utilisant le principe de BJ ont été développés. Les quatre
principaux sont le Gaschnig's backjumping (G-BJ), [Gaschnig 1979] le Graph-based
backjumping (GB-BJ) [Dechter et Frost 2002], le Conflict-directed backjumping (CD-
BJ) [Presser 1995]et le i-backjumping (i-BJ) [Dechter et Frost 2002]. Ces algorithmes
utilisent certains formalismes pour déterminer vers quelle variable effectuer un saut lors
du retour en arrière. A cet effet, les définitions 2.1 à 2.6 sont nécessaires pour assurer la
compréhension de la description de ces méthodes de BJ.
Definition 2.1 : Un conflit est une situation telle que l'affectation d'une valeur v e ZX à
la variable X{ viole une des contraintes C du problème.
Définition 2.2 : Un ensemble de conflits est lorsque, pour une sous-séquence
a = (a,,..., an ) consistante et une variable Xi non affectée, il n 'existepas de valeur dans
Dx qui soit consistante avec a. On dira donc que a est un ensemble de conflit de Xi.
S'il n 'existe aucun sous-ensemble de a étant en conflit avec Xi, alors a est un ensemble
de conflit minimal de Xi.
Définition 2.3 : Pour une sous-séquence d'instanciation a, si a est en conflit avec la
prochaine variable à mstancier (Xi+i), on nommera cette variable feuille de
l'inconsistance.
Définition 2.4 : Un nogood est, pour un problème P = (X, D, C), toute instanciation
partielle qui n'apparaît dans aucune solution de P. Un nogood minimal est tout
nogood non composé lui-même d'un nogood.
Définition 2.5 : Un retour en arrière sûr (safe jump) est, pour une séquence
a = (a,,..., a,.) qui est en une feuille d'inconsistance, un saut vers une variable Xj tel quej
< i et que l'instanciation partielle ay. =(a1,...,aj)est un nogood.
Définition 2.6 : La variable coupable (culprit) de l'inconsistance est, pour une
instanciationa-{ax,...,ai), la variable d'indice minimale présente dans aentrant en
conflit avec Xi+j c'est-à-dire vidant le contenu de la prochaine variable à instancier.
Selon la notation habituelle, la variable coupable est notée Xb.
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Le Gaschnig's backjumping (G-BJ) porte le nom du chercheur ayant défini
plusieurs concepts à la base des méthodes modernes de résolution des CSP. Il
enregistre de l'information durant la génération des sous-séquences d'instanciation et
utilise cette information pour déterminer la variable coupable de la situation
d'inconsistance. Lors de l'étape de retour en arrière, l'algorithme identifie la variable
coupable de l'inconsistance en utilisant la fonction SélectionnerValeur-GBJ décrite à la
Figure 2.2 [Dechter 2003].
Notons que l'algorithme gardera, tout au long de son exécution, une information
relative à la dernière variable précédant la variable courante qui entre en conflit avec
une des valeurs possibles de cette dernière. Cette information sera stockée dans la
variable derniert et gardée pour chaque variable du problème. Ce phénomène fera en
sorte, conformément à Dechter [1990], que le G-BJ ne fera que des retours en arrière
sûrs et vers des feuilles de la situation d'inconsistance.
Procédure SélectionnerValeur-GBJ
TANT QUE D'i n'est pas vide FAIRE




TANT QUE Je < i ET Consistant FAIRE
SI k > dernieri ALORS
demi er^ <- k
SI EstConsistant ( CLk , Xi = v) ALORS






Figure 2.2 - Procédure SélectionnerValeur - G-BJ
L'algorithme de retour en arrière par sauts Graph-based (GB-BJ) utilise
uniquement l'information présente dans la graphe de contraintes pour décider vers
quelle variable effectuer le retour en arrière. Lors de la détection de la situation
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d'inconsistance tel qu'aucune valeur ne peut être affectée à une variable^,, l'algorithme
choisira de revenir vers la variable Xj la plus récemment affectée telle que Xj est
adjacent à Xt dans le graphe de contraintes. Dans le cas où Xj n'a pas d'autres valeurs
possibles, l'algorithme retournera vers une variable^ adjacente à Xi et Xj.
Certains éléments spécifiques à la méthode sont utilisés lors de la résolution tel
les principes d'ancêtres, de parents et de session. Les ancêtres d'une variable Xi, noté
anc(Xi), sont, pour un graphe de contrainte P et un ordre d'instanciation O, les variables
précédant Xi dans la séquence O et étant adjacentes à Xi dans P. Le parent de Xi, noté
P(i) est la variable la plus récemment affectée dans anc(Xj). La session d'une variable
Xi, lors d'un algorithme de BT, débute lorsqu'une valeur présente dans Dt est affectée à
Xi. Cette session se termine lorsqu'on effectue un retour en arrière vers une variable Xj
tel que y < i. L'algorithme de GB-BJ est illustré à la Figure 2.3 [Dechter 2003]. Notons
que la sélection de valeur est la même que celle décrite à la Figure 2.1 pour le BT.
L'algorithme garde en mémoire une copie du domaine des variables et ce, pour
permettre de restaurer l'état initial des variables lors de retour en arrière. L'algorithme
utilise, lors de cette même phase, les informations du graphe de contraintes, soit les
ancêtres de la variable, pour identifier à quel endroit se déplacer. Notons que la




Entrée : Un graphe de contraintes P = (X, D, C)
Sortie : Une solution au problème ou une information telle que le
graphe est inconsistant.
Calculer anc(Xi) pour tous X±
i <- 1
II -
TANT QUE 1 < i ^ n FAIRE
Instancier x± <- SelectionnerValeur
SI Xi est nul ALORS
iprev «- i
î <- P (i) dans Tj
Ii <- Ii u Xiprev - {Xi}
SINON
i - i + 1
D'i - Hi
Ii <- anc ( Xi )
SI i = 0 ALORS
Retourner « inconsistant »
Sinon
Retourner les valeurs affectées à {xlr ... Xn)
Figure 2.3 - Algorithme Graph-Based-BJ
Le Conflict-directed backjumping (CD-BJ) quant à lui utilise de l'information
relative à la détection de conflits. Plutôt que d'utiliser l'information du graphe de
contraintes comme dans le GB-BJ, il utilise l'état courant de la résolution relativement
aux contraintes du graphe pour effectuer ses retours en arrière.
L'ensemble de retour en arrière Jt de l'inconsistance sera donc gardé en
mémoire. Lors de la résolution de problème, on cherchera à déterminer si
l'instanciation de la variable courante avec la sous-séquence d'instanciation courante est
possible par l'utilisation de la méthode EstConsistant. Si l'instanciation est impossible,
on ajoutera la variable touchée par le conflit, soit la variable dont le domaine est vide,
dans l'ensemble de conflits de la variable à instancier. On aura donc, tout au long de la
résolution, un ensemble de retour en arrière pour chaque variable du problème.
L'algorithme de CD-BJ est illustré à la Figure 2.4 [Dechter 2003].
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On note, dans un premier temps, que l'algorithme stocke de l'information
relative à l'inconsistance. De plus, l'algorithme modifie le comportement de la
méthode de sélection de valeurs.
Procédure CONFLICT-DIRECTED-BACKJUMPING
Entrée : Un graphe de contraintes P = (X, D, C)
Sortie : Une solution ou une information telle que le graphe de
contraintes est inconsistant.
Ji - 0
TANT QUE 1 < i <, n FAIRE
Instancier Xi <- SelectionnerValeur-CBJ
SI Xi = null ALORS
Iprev <- i
i <- index de la dernière variable dans Ji
Ji <- Ji U Jiprev ~ \Xi}
SINON
i - i + 1
D'i «- D'
Ji - 0
SI i = 0 ALORS
Return « inconsistant »
SINON
Retourner les valeurs affectées à {xlt ... Xn}
Sous-Procédure SelectionnerValeur-CBJ
TANT QUE D'i n'est pas vide FAIRE
Sélectionner v e D'i et supprimer v dans D'i
Consistant - VRAI
k - 1
TANT QUE k < i ET Consistant FAIRE
SI EstConsistant {ak,Xj=V) ALORS
k *- k + 1
SINON
Soit Rs la première contrainte à causer le
conflit
Ajouter les variables présentes dans la portée





Figure 2.4 - Algorithme Conflict-Directed-BJ
On constate également que la sélection de valeurs prend en compte les portées
des contraintes ainsi que le niveau de la contrainte puisqu'elle fonctionne selon la
contrainte la plus tôt et utilise le principe de portée. Cette information est alors stockée
dans Ji pour permettre les retours en arrière vers les variables ayant le plus influencé la
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situation d'inconsistance. Plusieurs chercheurs tels Prosser [1995] et Lynce et
Marques-Silvia [2002] ont travaillé à des versions évoluées de cette méthode.
Comme mentionné précédemment, les algorithmes de type BT sont des
algorithmes comportant deux phases : la phase de regard en avant et la phase de retour
en l'arrière. L'algorithme de i-BackJumping (i-BJ) implémente ces deux phases en une
seule et présente ainsi une hybridation entre la phase de regard en avant et de retour en
arrière. L'idée maîtresse de cet algorithme est de tenter d'instancier plus d'une variable
à la fois. L'algorithme affectera donc des valeurs à i variables à la fois. Le i-BJ vérifie
par le fait même si on peut ajouter i variables à la sous-séquence courante tout en
préservant la consistance. Pour ce faire, la méthode EstConsistant doit être modifiée
puisque l'on vérifie si une solution est extensible à i variables. De plus,
l'enregistrement des ensembles de conflits sera modifié et on parlera alors d'ensemble
de conflits de niveau i. Selon Dechter [2003], un ensemble de variables affectées est un
ensemble de conflits de niveau i s'il n'est pas extensible à i autres variables en
préservant la consistance.
2.2.3 Ordonnancement de variables et de valeurs
Selon Bessière, Meseguer et al. [1999], un des facteurs essentiels pour
l'efficacité d'une recherche en arbre de type BT est le critère utilisé pour sélectionner la
prochaine variable à instancier. C'est pourquoi, des méthodes d'ordonnancement de
variables ont été élaborées. Ces méthodes visent à déterminer quelle sera la prochaine
variable à affecter en utilisant certaines heuristiques. Ces méthodes peuvent aussi être
utilisées pour déterminer l'ordre selon lequel les valeurs des domaines sont testées lors
de l'affectation des variables.
20
Un premier type d'ordonnancement des variables se fie uniquement sur la
structure du problème ou sur le graphe de contraintes. Étant donné que la structure du
graphe de contraintes ne change aucunement lors de la résolution, on parle alors de
méthodes d'ordonnancement de variables statiques (Statique Variables Ordering). Des
heuristiques tel minwidth [Freuder 1982] qui choisit un ordre minimisant la largeur du
graphe ou maxdeg [Dechter et Meiri 1994] qui ordonne les variables selon la taille de
leur voisinage peuvent être employées.
Le second type est Y ordonnancement dynamique de variables (DVO). Comme
son nom l'indique, le DVO choisira une variable dépendamment de l'état courant de la
résolution du problème. Une heuristique de ce type est le dom [Haralick et Elliott
1980]. Pour U, l'ensemble des variables non affectées, on choisira la variable^ e t/tel
que le domaine de Xt est le plus petit de tous les domaines de U. L'ordre d'affectation
des variables sera donc modifié dépendamment des variables déjà affectées.
D'autres méthodes hybrides de sélection ont aussi été suggérées tel dom+deg
[Frost et Dechter 1995] utilisant la méthode dom pour la sélection prioritaire et deg pour
briser les égalités. Une autre heuristique est le dom+futdeg [Frost et Dechter 1995] qui
brise les égalités en sélectionnant la variable ayant le plus grand degré futur.
Finalement, d'autres heuristiques de type DVO peuvent être utilisées. Ce sont des
heuristiques sélectionnant les variables selon la dureté des contraintes associées à celles-
ci. Il faudra, dans ce cas précis, vérifier à quel point une contrainte restreint le
problème. Cependant, comme mentionné par Bessière, Chmeiss et al. [2001], le défaut
de ces heuristiques est la nécessité de vérifier la dureté des contraintes, ce qui est très
gourmand en tests de contraintes.
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L'ordonnancement de variables et de valeurs a également été étudié par Smith
[1996]. Plus spécifiquement, les effets du succeed-first et du fail-first ont été
expérimentés pour le problème de "car-sequencing" sur une chaîne de production. Le
fail-first consiste à choisir la variable restreignant le plus possible les domaines des
autres variables. Le succeed-first consiste à choisir la variable restreignant le moins
possible les domaines des autres variables. Selon les expérimentations de Smith, une
stratégie d'ordonnancement de valeurs de type fail-first obtient de meilleurs résultats
pour ce problème. Cependant, il ne semble pas possible de pouvoir généraliser le
phénomène à tous les problèmes de CSP. En effet, aucune de ces heuristiques n'a
montré de comportement meilleur pour tous CSP [Bessière, Chmeiss et al. 2001].
L'heuristique à utiliser lors de la résolution sera donc grandement dépendante du
problème à résoudre.
2.2.4 L'apprentissage
Une première solution au problème du retour en arrière vers les mêmes
situations d'inconsistance soulevé par Dechter et Frost [2002] consiste à modifier les
schémas de retour en arrière. Une seconde solution consiste, quant à elle, à utiliser des
méthodes d'apprentissage des inconsistances (learning). Selon Frost et Dechter [1994],
Dechter [1990] et Lynce et Marques-Silva [2002], les méthodes d'apprentissage
peuvent favoriser la recherche et permettre de trouver plus rapidement les solutions en
évitant de retomber sans cesse dans les mêmes situations d'inconsistance.
L'apprentissage vise à éliminer le plus possible de branches dans l'arbre de
résolution. Pour ce faire, le but principal est d'identifier les ensembles de conflits
minimaux et de les enregistrer sous la forme de nouvelles contraintes. Lors de la
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détection d'une inconsistance tel que l'instanciation S=(X]=vj, ..., Xi-i=V{.i) ne peut être
consistante avec Xi, on ajoutera une contrainte qui permettra de rendre explicite
l'inconsistance présente dans le graphe [Frost et Dechter 1994].
L'apprentissage peut être de deux formes soit en profondeur ou en surface.
Cependant, l'analyse d'une situation d'inconsistance pour en identifier les ensembles de
conflits minimaux est une tâche ardue. C'est pourquoi, on préférera parfois utiliser des
méthodes d'apprentissage en surface telles le value-based learning, le graph-based
shallow learning ou le jump-back learning. Ces méthodes d'apprentissage en surface
permettent l'enregistrement d'ensembles de conflits non minimaux [Dechter 1990].
Un premier type d'apprentissage est le value-based learning (VB-l) [Frost et
Dechter 1994]. Le principe consiste à enregistrer, selon S, l'ensemble de variables
affectées ainsi que leurs valeurs respectives. Ce stockage d'information se fait
dépendamment des contraintes du problème. En effet, on enregistre uniquement les
couples variable-valeur qui entrent en conflit avec la feuille de la situation
d'inconsistance. Soit le graphe de contraintes présenté à la Figure 2.5 ainsi que O=Xj,
X2, X^ X4, X5 un ordonnancement des variables. Suite à l'instanciation de Xi=a, X2=b,
Xj—b, X4=c, il est impossible d'instancier X5 tout en préservant la consistance. Le VB-l
enregistrera Xi=a, X2J), X4=c mais n'enregistrera pas X$=b puisque cette valeur du
domaine de Xi n'entre en conflit avec aucune valeur de X5. La complexité de cet
algorithme ne sera que O(n) puisque l'on ne fait que vérifier si la valeur prise par
chaque variable entre en conflit avec la feuille de la situation d'inconsistance et, dans
l'affirmative, on ne fait que l'enregistrer sous forme de nouvelle contrainte. Cette
méthode effectue un apprentissage en surface puisqu'elle ne garantit pas
l'enregistrement d'ensembles de conflits minimaux.
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Figure 2.5 - Un CSP. Notons que les contraintes sont illustrées par des paires de variable-valeur
impossibles.
Un second type d'apprentissage est le Graph-based shallow learning (GB-l). Le
GB-l utilise la structure du graphe pour identifier les inconsistances et les enregistrer.
Cette méthode est surtout utilisée lors de la résolution d'un problème avec le GB-BJ.
Lors de la détection d'une feuille de situation d'inconsistance tel que l'instanciation des
variables Xj, ..., Xt est inconsistante avec la variable Xi+i, l'algorithme enregistre le tout
sous forme de nouvelles contraintes pour éviter que la situation ne se reproduise. Le
GB-l est une méthode d'enregistrement en surface. L'algorithme de GB-BJ sera tel que
décrit à la Figure 2.3, mais on y ajoutera l'enregistrement d'une contrainte lors d'une
situation d'inconsistance. Pour l'exemple de la Figure 2.5 et l'instanciation déterminée
précédemment, on enregistrera donc la négation de X]=a, X2=b, X3=b, X4=c comme
étant une nouvelle contrainte car ces quatre variables sont adjacentes à X$.
Contrairement au VB-l, on enregistre la valeur prise par X3 car celle-ci est adjacente &X5
dans le graphe de contraintes.
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Le jump-back learning (JB-l) utilise, pour sa part, les informations récoltées
durant la phase de retour en arrière du BJ pour enregistrer de nouvelles contraintes.
Lors de la détection du conflit en X;, l'algorithme vérifiera dans la séquence O s'il
existe une sous-séquence O'çz O qui est en conflit avec X5. Pour l'exemple de la Figure
2.5, on enregistrera donc Xj=a et X2=b puisque, dès l'instanciation de ces deux
variables, le domaine de la variable X$ est vide.
Enfin, le deep learning [Dechter 1990] enregistre tous les ensembles de conflits
minimaux présents dans une séquence inconsistante. Pour l'exemple de la Figure 2.5,
on enregistrera X/=a etX2-b etXi=a etX^c puisque les deux sous-séquences vident le
domaine de X5. Quoique étant la forme d'apprentissage la plus précise, le D-l demande
un effort de calcul trop grand étant donné son niveau de complexité exponentiel pour la
recherche de conflits minimaux [Frost et Dechter 1994].
2.2.5 L'algorithme de Forward-Checking
Les algorithmes de types BT ou BJ permettent d'instancier les variables une à la
fois et appliquent le schéma de retour en arrière lorsque la variable courante a un
domaine vide. On prend donc les décisions et on en subit les impacts par la suite. Le
Forward Checking (FC), quant à lui, calcule l'impact d'une instanciation avant même
que la décision ne soit prise. Avant d'affecter une valeur v à une variable Xi, on
vérifiera l'impact sur les domaines pour toutes les autres variables non encore affectées.
Si la valeur que l'on désire affecter à la variable vide le contenu du domaine d'une autre
variable, on changera cette valeur.
L'algorithme de FC est décrit à la Figure 2.6 [Bacchus et Grove 1995]. Soit a, la
solution courante et Xt, la variable que l'on tente d'instancier, v\ est la lieme valeur
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présente dans le domaine de Xu L'algorithme appelle la méthode Check-Forward qui
permet de vérifier si l'instanciation courante est possible et, dans l'affirmative, passera à
l'instanciation suivante. Dans le cas contraire, il appellera Restaurer qui restaurera le
domaine de la variable Xt puisqu'on est pas parvenu à l'instancier [Bacchus et Grove
1995]. La méthode Check-Forward appliquera une procédure de filtrage des domaines



















Figure 2.6 - Algorithme de Forward Checking
Le FC effectuera donc un filtrage des valeurs de chacune des variables qui sont
inconsistantes avec l'instanciation désirée et supprimera ces valeurs. On aura donc une
diminution des domaines des variables et on détectera de nombreuses inconsistances
plus tôt qu'avec un algorithme de BT conventionnel.
Tel que soulevé par Dent et Mercer [1994], le FC nécessite un grand nombre de
vérifications de la consistance. C'est pourquoi, le minimal forward checking (MFC) a
été développé par Dent et Mercer [1994]. Le MFC conserve la même méthode de
détection d'inconsistances que le FC. Cependant, il n'effectuera pas tous les tests de
consistance entre les valeurs des domaines des variables. Il poursuivra la résolution dès
qu'il rencontrera au moins une valeur consistante dans chacun des domaines des
variables adjacentes à la variable courante. Les expérimentations de Dent et Mercer ont
démontré que plus la taille des domaines augmentent, plus le MFC surpasse le FC.
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Le MFC peut être amélioré par l'utilisation d'une méthode de Backmarking
(BM) [Dent et Mercer 1994] [Kwan et Tsang 1996]. Le BM consiste à utiliser des
structures de stockage des résultats de tests de consistance. Suite à la découverte de la
consistance ou de l'inconsistance entre deux valeurs de domaines de variables
adjacentes, on enregistrera ce résultat. C'est ainsi que, lors des retours en arrière, ce
résultat pourra être utilisé à plusieurs reprises sans vérifier à nouveau la consistance.
On évitera ainsi de nombreuses vérifications inutiles.
2.2.6 Les algorithmes de propagation de contraintes
Les algorithmes de propagation de contraintes, aussi appelés algorithmes d'arc
consistance, ont pour but de supprimer les valeurs v e Dt qui sont inconsistantes avec Dj
tel que Xi et Xj sont adjacents dans le graphe de contraintes et ce, pour toutes les
variables Xi du problème. La propagation définira les arcs (Xi, Xj) sur lesquels on doit
vérifier la consistance entre Z>, et Dj pour que chacun des arcs du graphe de contraintes
soit consistant. Cette opération fera en sorte que, d'un graphe de contraintes G, on
passera à un graphe G' dont les domaines sont réduits. Cette réduction des domaines
facilitera la recherche de solutions et permettra aussi la détection de situations
d'inconsistance au plus tôt.
La propagation de contraintes peut être appliquée à des contraintes de nature
diverses. En effet, pour les contraintes unaires, on définira un schéma de vérification
spécifique dit de consistance de sommet ou de noeud. De même, les algorithmes d'arc
consistance prendront souvent en compte des contraintes de degré deux, c'est-à-dire des
contraintes binaires.
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La propagation de contraintes est parfois utilisée en phase de prétraitement où
l'on supprimera certains membres inconsistants des domaines avant de lancer un
algorithme de type BT. Dans d'autres cas, on utilisera l'algorithme de propagation de
contraintes lors de la recherche de solutions par l'utilisation d'un algorithme de
BackTracking. Dans ce cas précis, on parlera d'algorithme de maintient de l'arc
consistance (MAC). Suite à chacune des instanciations de variables, on vérifiera
l'impact produit sur les autres variables du problème. Cette vérification fera en sorte
que certains membres de domaines seront rendus inconsistants et seront alors
supprimés.
On définit deux orientations possibles aux algorithmes de propagation de
contraintes. Premièrement, l'algorithme peut être orienté sur les contraintes et
maintenir une liste de contraintes telle que l'on doit réviser les domaines des variables
comprises dans la portée de celles-ci. Deuxièmement, l'algorithme peut être orienté sur
les variables et maintenir une liste de variables dont les domaines doivent être révisés.
La consistance de sommet ou de noeud consiste à vérifier, pour chaque sommet
du graphe de contraintes, si aucune valeur présente dans le domaine de la variable lui
étant associée ne vient enfreindre une contrainte unaire du problème [Mackworth 1977].
L'algorithme de consistance de nœud est illustré à la Figure 2.7. Notons que l'auteur
utilise ici Pt (v) pour indiquer si l'affectation de la valeur v à la variable Xi est
consistante.
Procédure NC(i)
•Di *- Di PI { v | Pi(v)
POUR i .- 1 à n FAIRE
NC(i)
Figure 2.7 - Algorithme de consistance de noeud
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L'algorithme de consistance d'arc vérifie si, pour tout v,- e Dj et v,- e Dj, Cy
n'est pas enfreinte. Plus clairement, on vérifie si, pour toutes les variables du problème,
il existe un membre du domaine de toutes les variables adjacentes qui respecte les
contraintes du problème. Le maintient de l'arc consistance est un processus long et
répétitif. En effet, lors de chaque instanciation de variable, il devient nécessaire de
vérifier l'impact sur le domaine des autres variables du problème. La structure même
du graphe de contraintes a donc un effet sur l'effort de vérification de la consistance
d'arc.
Les recherches sur le renforcement de la consistance d'arc débutèrent en 1977
avec les travaux de Mackworth [1977] qui élabora quatre algorithmes soit Revise
(ArcConsistance), AC-1, AC-2 et AC-3. Par la suite, Mohr et Henderson [1986]
développèrent le AC-4 qui fut une amélioration notable des algorithmes précédents. En
1992, Hentenryck, Deville et al. [1992] développèrent le AC-5 et, en 1994, Bessière
[1994] démontra la méthode AC-6 permettant de pallier aux problèmes de complexité
en terme d'espace du AC-4. Bessière, Freuder et al. [1995] démontrèrent, en 1995,
l'efficacité du AC-7 pour diminuer le nombre de vérifications de consistance inutiles
pour les graphes de contraintes bidirectionnelles. Enfin, Bessière et Régin [2001]
développèrent le AC2000 et le AC2001 en 2001.
Tel que mentionné précédemment, le tout premier algorithme de vérification de
la consistance d'arc fut développé par Mackworth [1977]. Cet algorithme, illustré à la
Figure 2.8, supprime les membres du domaine des variables qui ne sont plus consistants
avec l'état du graphe de contraintes. L'algorithme prend en entrée deux variables
adjacentes dans le graphe de contraintes et renvoie une information sur la consistance
ou non de l'arc reliant les deux variables. La complexité de cet algorithme est O(kr) où
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k est la taille du plus grand domaine puisque, dans le pire des cas, on devra réviser
toutes les possibilités entre deux domaines de grandeur k.
Procédure ArcConsistance (Xi, Xj)
DELETE <- faux
POUR CHAQUE v± e D± FAIRE
S'il n'existe aucun Vj e Dj tel que (Xi <— v±, Xj <— Vj) est
consistant ALORS
Supprimer v± dans Di
DELETE ^ vrai
Retourner DELETE
Figure 2.8 - Algorithme de consistance d'arc
Quoique en partie efficace et ne demandant pas un effort de calcul
impressionnant, cet algorithme ne garantit pas la consistance globale du graphe
puisqu'il ne vérifie qu'un arc du problème [Kumar 1992]. En effet, selon Mackworth
[1977], l'algorithme, suite à un appel de la sous-procédure ArcConsistance (Revisé)
pour un arc (Xi, Xj), rendra cet arc consistant. Cependant, l'appel de cette même sous-
procédure pour un arc (Xj, X0 pourra rendre l'arc (Xit Xj) inconsistant ce qui veut dire
qu'un simple appel de la procédure ArcConsistance pour chaque arc du problème n'est
pas suffisant pour garantir la consistance. D'autres algorithmes plus complets ont été
développés pour augmenter la consistance locale.
Le AC-1 est le premier algorithme à garantir la consistance d'arcs du graphe.
Cet algorithme s'exécute tant et aussi longtemps que la procédure ArcConsistance
modifie le domaine d'une des variables. Le AC-1 est décrit à la Figure 2.9.
La file d'arcs à réviser, notée Q, stocke ici toutes les relations du graphe de
contraintes. Par la suite, on utilise la procédure ArcConsistance pour vérifier la
consistance de tous les arcs du graphe et, lors de la modification du domaine d'une
variable, on vérifiera l'implication de ce changement sur toutes les autres variables du
problème. Cette méthode rendra le graphe Arc Consistant. Cependant, l'ordre de
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complexité passera de O(lê) à O(enk3) où e sera le nombre de contraintes du problème
et n le nombre de variables. En effet, un cycle de la boucle du AC-1 implique un
traitement dans O(ek?) puisque le passage à travers toutes les contraintes binaires est
dans un temps Ofk2) et que l'on a e contraintes. De plus, dans le pire des cas,
l'algorithme ne supprimera qu'une valeur dans le domaine d'une seule variable et,
comme il y a «A: valeurs possibles, on obtient O(nk) * O(etf) qui est égal à Ofenk3)
[Kumar 1992]. L'algorithme effectue donc de nombreuses vérifications inutiles. En
effet, tel que mentionné par Mackworth, la suppression d'un seul membre d'un domaine










, i * j)
Xi) e Q FAIRE
CHANGE <- (ArcConsistance (Xit
QUE NON (CHANGE)
Xj) OU CHANGE)
Figure 2.9 - Algorithme AC-1
C'est pourquoi, un deuxième algorithme, s'inspirant de la méthode de filtrage de
Waltz [1972], fut utilisé pour diminuer le nombre d'appels à la procédure
ArcConsistance. Cet algorithme effectue un passage sur chacun des nœuds Xt du graphe
et vérifie la consistance avec toutes les variables^ telles que7 < i.
L'algorithme AC-2 est décrit à la Figure 2.10. L'algorithme s'exécute sur les n
variables du problème et débute par une vérification de la consistance de nœud tel que
décrite par Mackworth. Suite à cette vérification, on stocke dans Q tous les arcs
sortants de Xi et dans Q ' tous les arcs entrants.
Lors de la suppression d'un arc (Xh Xm) par la sous-procédure Extraire, on
vérifie par la procédure ArcConsistance si des modifications doivent être faites dans le
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domaine de cette variable. Si c'est le cas, tous les arcs entrants et sortants de cette
variable seront revérifiés. Sinon, l'algorithme continuera la vérification de la





























arcs (G) , j < i




ArcConsistance (Je, in) ALORS
0' <- Q' i
p < i, p
- Q'
«- vide




Xk) e arcs (G) ,
Figure 2.10 - Algorithme AC-2
Un autre algorithme, le AC-3, a été suggéré par Mackworth. Le AC-3 abandonne
l'idée du AC-2 qui était de rendre le graphe consistant en utilisant une boucle passant
sur chacun des noeuds. Il utilise simplement une file Q qui contient tous les arcs du
graphe. On appliquera ArcConsistance sur chacun des arcs du graphe. Si cette
procédure modifie le domaine d'une variable, on ajoutera tous les arcs adjacents à cette
variable dans la file Q. L'algorithme se termine lorsque la file des arcs à vérifier Q est
vide. Dans le pire des cas, cet algorithme impliquera une complexité de O(ekr).
L'algorithme de AC-3 est décrit à la Figure 2.11.
Notons que l'algorithme commence avec un même nombre d'arcs à vérifier que
le AC-1. Cependant, l'algorithme ne vérifiera par la suite que les arcs ayant été
modifiés dans un premier temps par l'algorithme ArcConsistance et permettra ainsi de








Xj) e arcs (G) , i
Q n'est pas vide
Extraire {Xk, Xm) €
SI ArcConsistance{Xk
Q <- «{ (Xi, Xk)





tel que (Xi, Xk) e arcs (G),
# m}
Figure 2.11 - Algorithme AC-3
Suite au AC-3, le AC-4 a été développé par Mohr et Henderson [1986]. Cet
algorithme exploite la notion de support pour favoriser le maintient de l'arc consistance.
Un membre de domaine v sera déclaré supporté ou viable tant et aussi longtemps que,
pour toutes les variables Xj telles que j ± i, il existe au moins un membre de Dj
consistant avec l'affectation de v à Xi.
Cet algorithme utilise un compteur, noté Compteur [(i, j), v], entre chaque
membre des domaines des variables adjacentes spécifiant, pour un arc (Xi, Xj), le
nombre de valeurs b e Dj consistantes avec l'affectation de v à Xt. On déclarera aussi
SupportéjC comme étant l'ensemble des couples variable-valeur supportant l'affectation
de c kj pour toutes les variables Xt telles que i £j. On aura donc (Xi, b) e Supportéjc
indiquant que l'affectation de b à Xi est consistant avec l'affectation de c à Xj.
L'algorithme utilisera aussi un élément nommé Non-Supporté représentant les couples
variable-valeur inconsistants et donc retirés des domaines. Enfin, une structure de
données nommée Liste stocke les éléments qui doivent être vérifiés.
L'algorithme, illustré en Figure 2.12, débute par initialiser correctement les
éléments Supporté, Non-Supporté, la liste des couples variable-valeur à vérifier et les
Compteurs. Par la suite, la phase de traitement effectue toutes les vérifications de
consistance présente dans Liste et supprime toutes les valeurs inconsistantes présentes
dans le domaine des variables du problème. Sommairement, la première boucle de la
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phase d'initialisation permet de vider le contenu des variables Supporté et Non-
Supporté. La seconde boucle permet de vérifier, pour chaque contrainte du problème
impliquant une variable X{ et Xj, la consistance de chaque élément du domaine de X{
avec le domaine de Xj et d'indiquer, pour chacun de ceux-ci, si les valeurs sont
supportées ou non. Pour ce faire, on utilise la méthode EstAdmissible qui détermine,
pour une variable X, une valeur v e Dh une variable Xj et une valeur b e Dj si
l'affectation de v kXj est consistante avec l'affectation de b hXj. S'il n'existe aucune
valeur consistante possible, c'est-à-dire que Total = 0, on enlèvera les valeurs de
domaine inconsistantes et on indiquera qu'il n'existe aucune valeur possible pour le
couple (v, Xi). Finalement, le compteur du nombre de valeurs présentes dans le domaine
de Xj et compatibles avec l'affectation de la valeur v à la variable Xt est affecté à la
valeur de Total.
La phase de traitement permet de vérifier la consistance de chaque couple
variable-valeur présent dans Liste. Il effectue, pour toutes les valeurs du domaine de Xj
consistantes avec l'affectation de la valeur v à Xt, des suppressions de valeurs dans le
domaine de ^ jusqu 'à ce que le couple {Xj, b) ne soit plus présent dans la liste.
Suite au AC-4, le AC-5 fut proposé par Hentenryck, Deville et al. [1992]. Cet
algorithme est une approche générique au problème de l'arc consistance, c'est-à-dire
que son implantation est assez large pour fonctionner sur des problèmes de nature
diverse. Cependant, les auteurs ont travaillé sur une spécialisation de la procédure à
suivre pour les contraintes fonctionnelles, anti-fonctionnelles et monotones. Ces
spécifications permettent de diminuer la complexité de l'algorithme à O(ed) où e est le
nombre d'arcs du problème et d est la taille du plus grand domaine.
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Procédure AC-4
// Phase d'initialisation :
Liste <- nul
POUR chaque X£ e X FAIRE
POUR chaque v e Di FAIRE
Supporté [Xi, v] •- nul
Non-Supporté [Xi, v] - FAUX
POUR CHAQUE (Xi, Xj) e C FAIRE
POUR CHAQUE v e Di FAIRE
Total «- 0
POUR CHAQUE b e Dj FAIRE
SI EstAdmissible (Xi7 v, Xj, b) ALORS
Total «- Total + 1
Supporté [Xj, b] <- Supporté [Xj,
b] U {(Xi, v) }
SI Total = 0 ALORS
Di ^  Di - v
Liste <- Liste u (Xi, v)
Non-Supporté [X±, v] .- VRAI
Compteur [(Xi, Xj) , v] - Total
Liste - { (Xi, jb) tel que Non-Supporté (Xi, b) = 1 }
// Phase de traitement
TANT QUE Liste # 0 FAIRE
Supprimer (Xi, v) de Liste
POUR CHAQUE {Xj, b) e Supporté [Xi, v] FAIRE
Compteur [{Xj, Xi), b] <- Compteur [{Xj, Xi), b] - 1
SI Compteur [{Xj, Xi), b] = FAUX ET
Non-Supporté [Xj, b] = FAUX ALORS
Dj - Dj - b
Liste <- Liste u {Xj, b)
Non-Supporté [X7-, Jb] *- VRAI
Figure 2.12 - Algorithme AC-4
L'algorithme utilise deux procédures soit ArcCons et LocalArcCons. ArcCons
permet, dans un premier temps, de déterminer, pour chacun des arcs (X(, Xj), un
ensemble de valeurs pour la variable Xi non-supportées par Dj et supprimera celles-ci.
LocalArcCons permet, dans un second temps, de déterminer l'ensemble de valeurs v e
Di qui n'est plus supporté étant donné les suppressions effectuées par ArcCons dans Dj.
L'algorithme utilise, comme le AC-3 et le AC-4, une liste permettant la
propagation de contraintes. Cependant, plutôt que d'utiliser une liste d'arcs (Xi, Xj) ou
une liste de paires variable-valeur à réviser, il utilise une liste d'éléments de type
< (Xt, Xj ), v > où (Xit Xj) est un arc et v est une valeur supprimée du domaine de Xj.
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L'élément v sera alors la justification de l'appel à la procédure de révision des domaines
sur l'arc (Xu Xj). Cette structure de données facilitera le traitement du problème par la
méthode LocalArcCons.
D'autres chercheurs ont tenté d'améliorer le AC-4 et ce, pour tous les types de
contraintes. Selon Bessière [1994], le problème du AC-4 est sa complexité en terme
d'espace et son mauvais temps moyen de résolution. Cette situation fait en sorte que,
pour les problèmes comportant beaucoup de contraintes, il devient parfois plus
avantageux d'utiliser le AC-3 même s'il est non optimal. C'est pourquoi, Bessière et
Cordier ont suggéré un autre algorithme, nommé AC-6, gardant la complexité en terme
de temps du AC-4 tout en diminuant la complexité moyenne en terme d'espace de celui-
ci et ce, pour tout type de contraintes.
L'algorithme utilise une table de booléens M indiquant si une valeur du domaine
d'une variable Xt est présente dans le domaine courant de celle-ci. On aura donc
M(Xi,v)=vrai pour v e A, qui indique que v est encore présent dans le domaine de Xi.
On utilise aussi la procédure first(Di) qui retourne la plus petite valeur présente dans A ,
la procédure last(Di), qui retourne la plus grande valeur présente dans A,- et next(v, Dt)
qui retourne la valeur v' telle que toutes les valeurs plus grandes que v et plus petites
que v ' ont été supprimées de A- On utilise aussi une structure de données nommée Sjb
qui représente tous les plus petits couples variable-valeur présents dans A qui
supportent l'affectation de la valeur b à la variable 7 et tels que 7 ^ /. Ce dernier élément
est équivalent à l'élément Supporté du AC-4 mais on se contente ici de garder en
mémoire la plus petite valeur possible plutôt que toutes les valeurs possibles. C'est cet
élément qui fait en sorte que l'espace nécessaire au AC-6 est inférieur au AC-4. Il est à
noter que le principe de compteurs utilisé dans le AC-4 n'est plus utilisé dans le AC-6.
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Enfin, comme pour le AC-4, on utilise aussi une liste d'éléments supprimés nommée
Liste dont l'impact de la suppression n'a pas encore été testé sur le reste du graphe et
dont la propagation doit être effectuée. L'algorithme s'exécute tant et aussi longtemps
que la liste d'éléments à réviser n'est pas vide.
L'algorithme a été testé sur le problème des reines et il fut démontré par Bessière
et Cordier que le AC-6 nécessite moins d'opérations et de tests que le ACS et le AC-4.
Il est à noter que cet écart s'amplifie à mesure que la taille des problèmes augmente.
Un autre algorithme d'arc consistance, le AC-7, a été suggéré par Bessière,
Freuder et al. [1995]. Il est à noter que cet algorithme implique la présence de
contraintes bidirectionnelles. Le AC-7 utilise cette particularité des contraintes pour
diminuer le nombre de vérifications à faire lors de la résolution. Selon les auteurs, une
redondance des vérifications est notée lors de la résolution de problèmes où les
contraintes sont bidirectionnelles. En effet, pour une contrainte Cy bidirectionnelle, la
vérification de la consistance de A avec Dj décèlera des membres inconsistants que l'on
détectera de nouveau lors de la vérification de la consistance de Dj avec Dt. Le AC-7
permet d'éviter le dédoublement des vérifications de consistance entre les variables
adjacentes du graphe de contraintes.
Enfin, Bessière et Régin suggérèrent le AC2000 et le AC2001 comme méthode
de propagation de contraintes [Bessière et Régin 2001]. Le AC2000 utilise un principe
similaire au ACS, c'est-à-dire qu'il ne nécessite aucune structure de stockage des
supports. Il améliore le ACS en éliminant de nombreuses vérifications de consistance
inutiles. En effet, il fut observé par les auteurs que, avec le ACS, la suppression d'une
seule valeur v e Dj sous-entend l'ajout de la variable Xj dans la file de propagation.
Cet ajout fera que la procédure de révision de domaine sera appliquée pour chaque
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contrainte Cy impliquant la variable Xj et ce, pour chaque élément de domaine Di et Dj.
Cette situation fait en sorte que, au début de la résolution, le nombre de vérifications de
consistance est très élevé puisque la taille des domaines est plus grande. Les auteurs ont
donc élaboré une méthode diminuant le nombre de vérifications de consistance
nécessaires.
Posons A(Xj), l'ensemble des valeurs supprimées depuis la dernière propagation
de Xj et lazymode le ratio maximum entre le nombre d'éléments de Dj et le nombre
d'élément de A(Xj). Lors de l'appel à la procédure de révision, au lieu de toujours
vérifier si la valeur v e Di a un support dans Dj, on vérifiera, dans certains cas, si v a
perdu un support, c'est-à-dire si un support de v est présent dans A(Xj). On alternera les
phases de vérification de support avec les phases de vérification de la perte d'un support
dépendamment du ratio lazymode. Si le ratio entre le nombre d'éléments de A(Xj) et le
nombre d'éléments présents dans Dj est inférieur à lazymode, on vérifiera la perte de
support. Dans le cas contraire, on vérifiera la présence d'un support dans chacune des
variables adjacentes comme dans le AC-3. Les auteurs démontrèrent que cette
méthode permet de diminuer le nombre de vérifications de consistance tout en ayant une
complexité de O(ecf). La complexité en terme d'espace varie entre O(nd), si on utilise
une propagation telle que ce sont les variables qui sont stockées dans la liste de
propagation, et O(ed) si on utilise une propagation telle que ce sont les contraintes qui
sont présentes dans le liste de propagation.
Le AC2001, quant à lui, implique l'ajout d'une structure de stockage
additionnelle. L'algorithme conservera, pour chacune des valeurs v, e Dt, la dernière
valeur v,- e Dj consistante avec l'affectation de v,- à i. On enregistrera le tout sous le
forme Last (Xit v,, Xj). Lors des tests de consistance, on se contentera uniquement de
38
vérifier si Last (Xu v,-, Xj) existe toujours dans Dj. Dans l'affirmative, aucun test de
consistance ne sera nécessaire. Sinon, on appliquera une recherche dans Dj pour trouver
le prochain Last (Xi, v,, Xj).
Les auteurs démontrèrent que le AC2001 est optimal en terme de complexité soit
O(ecf) et que sa complexité en terme d'espace est de O(ed). C'est donc le premier
algorithme optimal n'utilisant pas une liste complète des supports.
2.2.7 Méthodes parallèles et distribution des méthodes de résolution
Le temps nécessaire à la résolution d'un problème de CSP peut être diminué par
l'utilisation d'ordinateurs parallèles ou encore par la distribution du calcul sur plusieurs
ordinateurs partageant un réseau de communication commun. Plusieurs stratégies de
résolution ont été décrites dans la littérature. Parmi les méthodes suggérées figurent la
distribution des algorithmes d'arc consistance. Nguyen et Deville [1998] ont démontré
l'exactitude d'un algorithme AC-4 distribué fonctionnant avec un procédé d'échanges
de messages entre les ordinateurs participant à la résolution.
Un autre schéma de résolution consiste à distribuer l'algorithme de BT
conventionnel. Un algorithme, développé par Bessière, Maestre et al. [2002], nommé
Asynchrone BackTracking (ABT) consiste à la distribution du BT ainsi qu'au partage
des nogoods pour diminuer l'espace de recherche. Celui-ci détermine les liens de
communications entre les différents agents contribuant à la résolution du problème.
L'échange de nogoods permet à ces agents d'éviter de nombreuses situations
d'inconsistance.
De plus, un algorithme appelé Backtracking distribué (DiBT) a été développé par
Hamadi, Bessière et al. [1998]. L'approche suggérée n'implique aucun échange de
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nogoods mais est basée sur des échanges de sous-solutions consistantes entre les agents.
Cependant, le DiBT fut prouvé incomplet, c'est-à-dire qu'il ne garantit pas un parcours
complet de l'espace de solutions.
Certains auteurs ont aussi approfondi le côté coopératif de la résolution
distribuée ou parallèle. L'enregistrement des nogoods a ainsi été étudié en détail par
Dechter [1990] et Frost et Dechter [1994] ainsi que par Terrioux [2002]. Ces
algorithmes servent à spécifier les algorithmes de reconnaissance des nogoods ainsi
qu'à déterminer quels nogoods sont utiles et doivent être enregistrés. La manipulation
de ceux-ci en cours de recherche peut aussi représenter un aspect important de
l'efficacité des algorithmes utilisant le principe d'apprentissage.
L'utilisation de schémas parallèles peut aussi favoriser la résolution de
problèmes de CSP. Entre autres, Rao et Kumar démontrèrent l'efficacité du BT
parallèle [Rao et Kumar 1993]. Enfin, des algorithmes de décomposition de problème
peuvent aussi être utilisés. Habbas, Krajecki et al. [2000] développèrent une approche
de décomposition de problèmes pour la résolution parallèle. Ces méthodes consistent
en une décomposition des domaines du problème ou encore en une distribution de
l'arbre de recherche sur plusieurs processeurs. Cette décomposition permet de mettre à
profit la résolution de plusieurs sous-problèmes du problème initial afin de résoudre ce
dernier.
2.3 Objectifs de la recherche
Les méthodes de résolution de problèmes de CSP sont diverses. Le but du
présent chapitre était de définir une vue d'ensemble de ces méthodes et d'en déterminer
les avantages et les désavantages. Cet état de l'art des méthodes de résolution de CSP
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servira de base à l'utilisation de celles-ci pour la résolution d'un problème à connotation
industrielle spécifique.
Les méthodes de résolution de CSP sont souvent des schémas généraux qui
doivent être adaptés en fonction du problème à résoudre. Plus particulièrement, les
méthodes axées sur la diminution de domaines telles la propagation de contraintes ou le
forward-checking reposent sur des notions de filtrage directement dépendantes du
problème à traiter. C'est pourquoi, l'étude des contraintes du problème à résoudre est
une étape importante du développement d'algorithmes de résolution de CSP.
L'objectif principal de ce travail de recherche est la résolution du problème de
"car-sequencing" par les méthodes de résolution de CSP. C'est pourquoi, un premier
objectif spécifique sera de développer un algorithme général de résolution du problème
de "car-sequencing" s'inspirant des méthodes de résolution de CSP. Un second objectif
spécifique sera de quantifier l'impact de l'ajout d'éléments tels des heuristiques guidant
la descente dans l'arbre de résolution et l'utilisation des listes de nogoods. Finalement,
un troisième objectif spécifique de la recherche sera le développement d'un algorithme
de résolution concurrente dans le but de diversifier celle-ci et, éventuellement, de
permettre l'utilisation d'ordinateurs parallèles ou de distribution du calcul.
Le chapitre 2 a permis de définir les principaux algorithmes de résolution de
CSP. Il sert de base au chapitre suivant qui décrira, pour un problème spécifique, le
développement d'une méthode de résolution. Chacune des phases de développement de
l'algorithme seront décrites et des tests seront effectués afin de déterminer l'impact de
l'ajout de chacun des éléments de la méthode. De plus, les travaux effectués
permettront de définir l'efficacité de la résolution du problème de "car-sequencing" par
les méthodes de résolution de CSP.
CHAPITRE 3
RÉSOLUTION DU PROBLÈME DE "CAR-SEQUENCING1




Le problème de "car-sequencing" est un problème d'ordonnancement pouvant être
modélisé sous la forme d'un problème de CSP. C'est pourquoi, les méthodes de résolution
décrites au chapitre précédent peuvent être utilisées pour le résoudre. Ce chapitre décrira
l'application des formalismes de résolution de problèmes de CSP à ce problème
d'ordonnancement à connotation industrielle. Plus particulièrement, les travaux effectués
définissent l'utilisation d'une méthode de recherche de solutions utilisant le principe de
retour en arrière et de détection d'inconsistances par le filtrage des domaines du problème.
Premièrement, on retrouve dans ce chapitre une étude du problème de "car-
sequencing" pour en relever les particularités susceptibles d'en influencer la résolution. La
connaissance de la structure du problème permettra de préciser les méthodes qui peuvent
être utilisées pour le résoudre. Il est essentiel, lors de la résolution d'un problème, de
déterminer le graphe de contraintes associé ainsi que la meilleure formulation à utiliser.
Deuxièmement, une méthode de résolution du problème de "car-sequencing" basée
sur les principes de filtrage de domaines induits par les contraintes qui le composent sera
décrite. Ce filtrage a pour but de permettre de diminuer l'aire de recherche de solutions
afin d'accélérer la résolution. Les résultats démontreront l'efficacité d'un algorithme de FC
sur la résolution de problèmes de CSP et plus particulièrement sur la résolution du
problème de "car-sequencing".
Troisièmement, l'ajout d'éléments permettant de guider un algorithme de FC lors de
la recherche de solutions sera évalué. Une étude des méthodes d'ordonnancement de
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variables et de valeurs a été réalisée afin de déterminer certaines heuristiques pouvant être
appliquées au problème pour en accélérer la résolution.
Quatrièmement, l'ajout d'une méthode d'utilisation de listes de nogoods permettant
d'éviter les situations d'inconsistance au plus tôt est décrit. Cette méthode a pour but de
bonifier l'algorithme de FC de base et ainsi d'établir un schéma de résolution plus
performant.
Finalement, une méthode de résolution concurrente de plusieurs régions de l'espace
de recherche de solution est élaborée. Celle-ci a été développée afin de permettre une
meilleure diversification de la recherche de solutions. On présente, dans un premier temps,
une méthode de subdivision du problème initial en sous-problèmes et les mécanismes par
lesquels ceux-ci sont affectés à plusieurs processus distincts. Le FC développé est alors
utilisé pour résoudre chacun de ces sous-problèmes. Dans un second temps, une méthode
de subdivision des ressources matérielles est décrite. L'algorithme étant exécuté sur un
ordinateur doté d'un seul processeur, les ressources doivent être affectées de manière à
favoriser les processus les plus performants tout en ne négligeant pas les processus moins
performants. Pour ce faire, on utilise le « multiprogramming » qui permet la gestion de
plusieurs processus utilisant en concurrence les ressources d'un seul processeur [Stallings
2001]. Le développement de cette méthode concurrente a pour but l'utilisation éventuelle
d'ordinateurs parallèles pour la résolution du problème de "car-sequencing". Une analyse
des résultats obtenus et une comparaison avec les meilleurs résultats obtenus par le FC et
avec les résultats obtenus par ILOG Solver 6.0 sont finalement présentées.
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3.2 Description générale du problème de "car-sequencing "
Le problème de "car-sequencing" consiste à déterminer l'ordre selon lequel un
ensemble de véhicules sont fabriqués sur une chaîne d'assemblage. Certains constructeurs,
dont Renault2, subdivisent cette chaîne en trois ateliers de fabrication. Le premier
confectionne les carrosseries des véhicules, le second applique la peinture sur celles-ci et le
dernier procède à l'assemblage des véhicules.
En ce qui concerne le premier atelier, la technologie utilisée fait en sorte que la
séquence de production des voitures n'a pas d'importance. Cet atelier peut donc être
négligé dans la modélisation. En ce qui concerne l'atelier de peinture, la séquence devra
favoriser des voitures consécutives de même couleur pour éviter les coûts associés au
nettoyage des pistolets. Pour sa part, l'atelier d'assemblage comprend plusieurs postes de
montage pour les différentes options des véhicules. Certains postes possèdent une capacité
limitée de production qui est exprimée sous la forme de contraintes de capacité. De plus,
on distingue des contraintes de capacité fortes liées à certaines options pour lesquelles il est
très difficile d'accroître le rythme de production et des contraintes de capacité faibles pour
lesquelles du personnel additionnel peut permettre un accroissement de la production.
Enfin, le problème de "car-sequencing" industriel doit prendre aussi en compte l'état de la
chaîne de production laissée par la production de la journée précédente. Cet élément




Le problème de "car-sequencing" industriel est donc un problème multi-objectifs où
l'on doit déterminer une solution ne violant pas de contraintes de capacité et minimisant les
coûts associés aux purges de l'atelier de peinture. Ces objectifs étant contradictoires, le
constructeur automobile aborde souvent le problème en fixant un ordre de priorité aux
différents objectifs.
Le problème théorique de "car-sequencing" retrouvées dans la littérature est une
simplification du problème industriel. En effet, les instances théoriques ne se préoccupe
que de l'atelier d'assemblage et considèrent uniquement les contraintes de capacité. Elles
visent donc la recherche de solutions pour un seul des objectifs du problème industriel de
"car-sequencing". C'est sur les instances théoriques que seront appliquées les approches de
résolution de CSP décrites au chapitre précédent. Des précisions supplémentaires sur les
données d'une instance de problème sont fournies à la section suivante.
3.3 Description d'instance théorique de problème de "car-sequencing"
Une instance de problème de "car-sequencing" est décrite par un ensemble de
voitures à produire qui peuvent être, pour faciliter le traitement, groupées en catégories de
voitures semblables. À cet ensemble, s'ajoute les contraintes de capacité du problème ainsi
que la demande pour chacune des catégories de véhicule. Un exemple d'instance de
problème tiré de Smith [1996] est présenté au Tableau 3.1. Une matrice d'éléments
binaires de la taille du nombre de catégories multiplié par le nombre d'options précise
quelles sont les options présentes dans chacune des catégories de véhicules. Par exemple,
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les voitures de la catégorie 1 possèdent l'option 2 tandis que celles de la catégorie 2
































































Tableau 3.1 - Instance théorique de problème de "car-sequencing"
Par exemple, certaines voitures nécessitent l'installation de toit ouvrant, d'air
climatisé ou de lecteur de disques compacts ou autres. Ces véhicules doivent par
conséquent être dispersés dans la séquence de production de façon à lisser la charge de
travail. Des contraintes de capacité précisent alors le nombre maximum de voitures q
possédant l'option i qui peuvent être produites sur une sous-séquence de taille p. Ces
contraintes de capacité sont généralement exprimées par le ratio C, = qt I pt pour chacune
des options i du problème. Notons également que la dernière ligne de ce tableau indique la
demande pour chacune des catégories de véhicules. Par exemple, la catégorie 1 a une
demande de 3 véhicules et la catégorie 2 une demande de 1 véhicule.
Le taux d'utilisation d'une option, représenté par l'Équation (3.1), sera le ratio entre
le nombre de véhicules à produire possédant cette option divisé par le nombre maximum de
places dans la séquence pour cette option. On aura donc, pour l'exemple du Tableau 3.1,
un taux d'utilisation de 64% pour l'option 1, de 100% pour l'option 2, de 96% pour
l'option 3, de 90% pour l'option 4 et de 80% pour l'option 5. On calcule, par la suite, la
moyenne des taux d'utilisation des options pour obtenir un indicateur du niveau de
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difficulté de l'instance. Toutefois, un haut taux d'utilisation ne garantit pas un effort de
résolution plus élevé que si le taux d'utilisation est faible. À l'inverse, un faible taux
d'utilisation ne garantira pas un faible effort de résolution. Les résultats présentés plus loin
dans le présent travail illustrent ce phénomène de façon plus claire.
TauxUtilisationi = (DemandeOpt;) I(nbVehicule x q.lpt) (3.1)
Un premier groupe d'instances de problèmes de "car-sequencing" de 200 voitures
fournies par la librairie CSPlib3 sont groupées par taux d'utilisation moyen variant entre
60% à 90%. Pour toutes ces instances, il a été prouvé qu'il existait une séquence ne violant
aucune contrainte de capacité. On dit alors que ces problèmes sont satisfiables. Un autre
groupe de 9 problèmes de 100 voitures à ordonnancer, comportant des problèmes
insatisfiables et des problèmes plus difficiles, sont aussi suggérés dans cette même librairie.














































Tableau 3.2 - Résultats des problèmes de la CSPlib
Les instances de problèmes 4_72, 6_76, 1093 ont été résolus par Régin et Puget par
l'utilisation de méthodes de résolution de CSP [Régin et Puget 1997]. Plus
particulièrement, ils ont élaboré un algorithme de filtrage des domaines pour les problèmes
comportant des contraintes globales appliquées sur une séquence. Ils ont utilisé ILOG
Solver 4.0 pour résoudre ces instances de problèmes auquel une heuristique
d'ordonnancement de valeurs a été ajoutée.
Les instances de problèmes 16_81, 41_66 et 26_82 ont été démontrées satisfiables
par Gottlieb, Putcha et al. [2003] par l'utilisation de la métaheuristique d'optimisation par
colonies de fourmis et de recherche locale. Les mêmes auteurs ont aussi déterminé un
nombre de violations de contraintes maximal de 2 pour les instances de problèmes 19_71,
21_90 et 36_92, de 3 pour l'instance 1093 et de 6 pour l'instance 6_76.
L'instance de problème 1971 fut démontrée non-satisfiable par Gent [1998] sans
l'utilisation d'outils informatiques. L'auteur démontra que, étant donné la composition des
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catégories de véhicules et les contraintes de capacité associées, il est impossible de
solutionner cette instance.
Les algorithmes développés dans le présent travail ont été testés sur les instances de
problèmes satisfiables ainsi que sur les problèmes plus difficiles de cette librairie. Les
travaux effectués ont permis de déterminer l'état du problème 36_92. Ce problème a été
trouvé non-satisfiable par ILOG Solver 6.0 avec l'utilisation de la même heuristique
d'ordonnancement de valeurs que Régin et Puget [1997].
3.4 Formulations du problème de "car-sequencing" en CSP
Pour être solvable par les méthodes de résolution de CSP, un problème de "car-
sequencing" doit comporter un ensemble de variables X, un ensemble de domaines D et un
ensemble de contraintes C. Conformément à Smith [1996], une première formulation
possible est d'associer à chaque variable X du problème de CSP une position dans la
séquence S. Chaque variable X a ainsi un domaine Dx correspondant à chacune des
catégories de véhicules. De plus, pour chaque contrainte de capacité d'option qi / pt,
aucune partition de la séquence S de taille/», ne doit comporter plus de g, voitures possédant
l'option i. Enfin, la production totale pour chacune des catégories de véhicules ne doit ni
dépasser, ni être inférieure à la demande.
Une autre formulation possible consiste à associer à chacune des variables X du
problème une des voitures à produire. Le domaine D du problème est alors toutes les
positions présentes dans la séquence de production S. On conservera les mêmes contraintes
qu'avec la première formulation. Le désavantage de cette formulation est qu'elle engendre
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de nombreuses solutions équivalentes. Par exemple, si la voiture 5 possède l'option 2 et 3
et que la voiture 8 possède l'option 2 et 3, l'affectation de la voiture 5 à la position 20 et de
la voiture 8 à la position 32 sera équivalente à l'affectation de la voiture 5 en position 32 et
à l'affectation de la voiture 8 en position 20. Cette génération de solutions équivalentes fait
en sorte d'évaluer inutilement certaines solutions et augmente la taille de l'espace de
solutions à évaluer.
Le choix de la formulation à utiliser dépend de la nature même du problème à traiter.
En effet, la première formulation engendre M** solutions possibles où M est le nombre de
catégories possibles et N le nombre de variables du problème. La seconde formulation,
quant à elle, engendre A^ solutions possibles. Notons que, pour le problème de "car-
sequencing", on a M <— N c'est-à-dire que le nombre de catégories possibles ne peut
excéder le nombre de véhicules à produire. C'est pourquoi, plus le nombre de catégories de
véhicules à produire est petit et plus la première formulation surpasse la deuxième en terme
du nombre de solutions à évaluer. Le présent travail utilise donc la première formulation
du problème de "car-sequencing".
Tel que suggéré par Dincbas, Simonis et al. [1988], on doit ajouter certaines
contraintes implicites qui permettent la détection de situations d'inconsistance au plus tôt
lors de la résolution. En effet, les contraintes de capacité impliquent que, pour une
contrainte qt/pi, au maximum qt positions de la séquence possèdent l'option i sur toutes les
séquences de taille pt et au minimum aucune position de la séquence ne peut posséder
l'option i. Cette valeur peut, dans certain cas, être fausse.
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Pour l'instance de problème du Tableau 3.1 et la sous-séquence d'instanciation du
Tableau 3.3, une situation d'inconsistance doit être détectée et ne le sera que par
l'utilisation de contraintes implicites modifiant le nombre minimal de voitures devant
posséder l'option i sur une séquence de taille qt. En effet, quoique aucune contrainte de
capacité ne soit violée, il est impossible que la demande pour l'option 2 soit remplie.
L'insertion d'un véhicule de catégorie 8 possédant les options 1 et 4 en position 1 fait en
sorte de créer une situation d'inconsistance pour l'option 2 du problème. La contrainte de
capacité de l'option 2 étant de 2/3, le nombre de véhicules produits possédant cette option
étant 0 et le nombre de positions de la séquence non-affectées étant 24, il ne sera pas
possible de produire les 17 véhicules restants possédant l'option 2 en ne violant aucune des
contraintes de capacité. Les positions telle qu'il sera possible de produire au plus tôt









1 2 4 5
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Tableau 3.3 - Situation d'inconsistance détectée par les contraintes implicites
Ces contraintes implicites sont décrites à la Figure 3.1. L'algorithme utilise XNpour
représenter l'ensemble des positions de la séquence non-affectées, prodjpossïblei, pour
établir le nombre de fois qu'une option i peut être affectée à une variable Xj e XN et DORt
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pour représenter la demande restante pour une option i. L'algorithme stocke dans
prodjpossiblei, pour chacune des options i du problème, le nombre de positions de la
séquence non-affectées telles que les catégories de véhicules possibles pour celles-ci
comprennent cette option. Ce nombre est ensuite multiplié par le ratio q( /pt et indique le
nombre réel de positions de la séquence non-affectées pouvant être affectées à l'option i.
On compare ensuite ce nombre à la demande restante pour l'option i, soit DOR;. Si la
production possible est inférieure à la demande restante, on détectera une situation
d'inconsistance. L'algorithme détecte ainsi les inconsistances beaucoup plus tôt que par la




TANT QUE Consistant ET i < nb_options FAIRE
prod_possiblei <- 0
POUR CHAQUE variable x e XN FAIRE
SI i e Dx ALORS
incrémenter (prod_possiblei)
SI prod_j?ossiblei * qi/pi < DORi ALORS
Consistant <- faux
incrémenter ( i )
RETOURNER Consistant
Figure 3.1 - Algorithme de vérification des contraintes implicites du problème
3.5 Graphe de contraintes du problème de "car-sequencing"
Un CSP peut également être illustré sous la forme d'un graphe de contraintes où les
variables sont les nœuds et les contraintes les arêtes. Étant donné que le problème de "car-
sequencing" est un problème à contraintes d'arité supérieure à deux, on utilisera un
hypergraphe de contraintes où les relations seront illustrées par des quadrilatères et les
variables par des cercles. Un graphe de contraintes représentant une instance de problème
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de "car-sequencing" comportant 10 véhicules à produire et 2 contraintes de capacité est
illustré à la Figure 3.2. On peut voir que la portée d'une contrainte de capacité C, = qt//?,
est égale à.pt et ce, pour la totalité de la séquence.
Figure 3.2 - Illustration d'un graphe de contraintes
On parle aussi de contraintes de capacité globale. En effet, la résolution du
problème revient à la résolution d'un même problème de taille pt à plusieurs reprises.
Cependant, cette résolution se fait selon l'état de la séquence de production à un temps t et
signifie que les domaines des variables ne sont pas toujours les mêmes étant donné que les
catégories de véhicules dont la demande a été remplie doivent être retirées des catégories de
véhicules possibles pour les positions de la séquence non-instanciées.
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3.6 Résolution du problème de "car-sequencing" en CSP
La résolution du problème de "car-sequencing" consiste à affecter une catégorie de
véhicule v e Dx à toutes les positions de la séquence représentées par l'ensemble X. La
séquence de production doit respecter toutes les contraintes de capacité du problème et
remplir la demande de chacune des catégories de véhicule. Par exemple, pour l'instance de















































































Tableau 3.4 - Exemple de solution
L'espace de solutions possibles d'un problème de CSP peut être représenté sous la
forme d'un arbre de résolution où chacun des nœuds représente l'affectation d'une valeur v
e Dk à une variable Xk et où chacun des niveaux de l'arbre représente une variable du
problème. La résolution d'un problème de CSP consiste alors à parcourir en profondeur cet
arbre de recherche. L'instanciation d'une feuille de l'arbre représente une solution du
problème. La Figure 3.3 illustre un arbre de résolution pour un problème de trois variables
de domaine {1, 2, 3}.
Lors des situations d'inconsistance, l'algorithme de BT retourne vers la variable
précédant la variable courante dans la séquence soit le père du nœud courant de l'arbre de
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résolution et modifie la valeur prise par celle-ci. Un problème sera déclaré insatisfïable si
la résolution effectue un retour en arrière vers la racine de l'arbre.
Certains logiciels existent sur le marché pour la résolution de problèmes de
satisfaction de contraintes. ILOG Solver4 est un de ces logiciels intégrant les procédures de
recherche dans l'arbre de résolution. Les résultats obtenus dans le présent travail pour le
problème de "car-sequencing" seront comparés aux résultats obtenus par cet outil
commercial de résolution de problèmes de CSP.
Figure 3.3 - Arbre de recherche
La formulation du problème de "car-sequencing" sous la forme d'un CSP permet
donc l'utilisation des algorithmes décrits au chapitre précédent pour solutionner ce




filtrage de domaine a donc été développé dans le présent projet. Les résultats présentés
permettront d'analyser le comportement des algorithmes de résolution de CSP pour le
problème de "car-sequencing" et de préciser l'impact de l'ajout d'éléments tel
l'ordonnancement de variables et de valeurs et l'utilisation de liste de nogoods à
l'algorithme de forward-checking.
3.6.1 Résolution du problème par l'algorithme de forward-checking
Tel que mentionné par Bessière, Meseguer et al. [1999], la résolution du problème
de « car-sequencing » est favorisée par l'utilisation d'une méthode de filtrage de domaines
simple. En effet, la n-arité des contraintes de capacité fait en sorte qu'une recherche de
type MAC (Maintient d'Arc Consistance), utilisant les méthodes de propagation de
contraintes, alourdit fortement l'effort de résolution. C'est pourquoi, l'algorithme de FC
est utilisé pour la résolution du problème de « car-sequencing ».
Le FC, utilisé pour faciliter la recherche de solutions pour le problème de "car-
sequencing", consiste à éliminer des domaines des positions de la séquence les catégories
de véhicules rendues inconsistantes par l'état courant de la séquence de production. L'ajout
des procédures de filtrage de domaines à un algorithme de BT augmente le nombre
d'opérations nécessaires à l'affectation d'une valeur à une variable. Cependant, le but
recherché est de prendre de meilleures décisions et ainsi diminuer l'effort global nécessaire
à la résolution. C'est pourquoi, un algorithme de filtrage spécifique au problème de "car-
sequencing" a été développé.
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L'algorithme de FC est décrit à la Figure 3.4. On peut y voir l'appel aux procédures
de Descente dans l'arbre de résolution et de Remontée lors des situations d'inconsistance.
La Descente consiste à choisir la prochaine catégorie de véhicule à tester et l'appel du
filtrage des domaines permet de vérifier que cette affection ne vide pas le contenu d'une
des positions de la séquence. La Remontée consiste en l'annulation de la plus récente
instanciation et à la restauration de son domaine. C'est pourquoi, avant chaque descente
dans l'arbre, une sauvegarde de l'état de la résolution doit être effectuée.
Procédure FC
Entrée : P, un problème de "car-sequencing"
Sortie : Solution ou information à l'effet que le graphe est inconsistant
Initialisation :
POUR CHAQUE option i de P FAIRE
SI DemandeTotal > EffectifPossible ALORS
Afficher « aucune solution »
SINON Aller à Traitement
Traitement :








SI positionCourante = nb_vehicule ALORS
AFFICHER « Solution »
état = 1
SINON Si positionCourante < 0 ALORS
AFFICHER « aucune solution »
Figure 3.4 - Algorithme de FC pour le « car-sequencing »
Le filtrage utilisé pour le problème de "car-sequencing" est un filtrage à trois phases.
Une première phase consiste à supprimer du domaine des positions de la séquence non-
affectées les catégories de véhicules dont la demande a été remplie et de vérifier si cette
opération vide le contenu d'un domaine. Une seconde phase consiste à vérifier si, étant
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donné l'affectation courante, une des contraintes implicites telle que décrites dans la section
3.4 est violée. Finalement, une troisième phase consiste à supprimer des domaines des
positions de la séquence les catégories de véhicule violant une des contraintes de capacité.
La procédure de filtrage est décrite à la Figure 3.5.
Procédure Filtrer (choix, positionCourante)
Consistant «- vrai
// Phase 1
EffectifCatégorie[choix ] «- EffectifCategorie[choix]-1
SI EffectifCategorie[choix]-1 = Nul ALORS
POUR CHAQUE Xk tel que Xk est non-affectée FAIRE
D k ^ Dk - { Xk }







Consistant «- FilterRelation(PositionCourante, choix)
Retourner Consistant
Figure 3.5 - Algorithme de filtrage pour le « car-sequencing »
Pour faciliter le filtrage, le domaine d'une variable Xk est illustré sous la forme d'un
tableau d'éléments booléens 7& indiquant si l'option i peut être affectée à Xk. Le domaine
de la variable comprend l'ensemble des catégories de véhicules possibles mais, lors de
l'affectation d'une catégorie à un véhicule de la séquence de production, on affecte cette
catégorie sous la forme de son ensemble d'options.
Le filtrage induit par les relations du problème est décrit à la Figure 3.6.
L'algorithme débute par l'initialisation des variables nécessaires au traitement. La variable
Début indique la première position de la séquence concernée par l'affectation courante, Fin
est utilisé pour illustrer la dernière position concernée par le filtrage, Saturation est un
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compteur permettant de vérifier si l'affectation courante dépasse la capacité d'une option et
Première indique la première position de la sous-séquence utilisant l'option sur laquelle on
effectue le filtrage.
Sommairement, l'algorithme débute par effectuer une boucle sur chacune des
options du problème. On vérifie alors la saturation de l'option i relative à la position
courante en utilisant les p;-l positions précédant celle-ci. Dans le cas où l'affectation
courante sature l'option concernée, on filtrera les domaines des variables futures.
Le filtrage des domaines est illustré à la Figure 3.7 avec l'instance de problème du
Tableau 3.1. Avant l'affectation d'une catégorie de véhicule v e Dk à une position de la
séquence Xk, un filtrage est effectué et les options dont la capacité est saturée sont retirées
des domaines. C'est ainsi qu'il est possible de vérifier si une affectation crée une situation
d'inconsistance avant de prendre une décision définitive.
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Procédure FiltrerRelation (PositionCourante, v)
POUR CHAQUE Option i e v FAIRE







TANT QUE Saturation < Fin ET Trouve = faux FAIRE
SI XSaturation possède l'option i ALORS
p «- p - 1
Première «- Saturation
Trouve <- Vrai
Saturation <- Saturation + 1
TANT QUE Saturation < Fin ET q > 0 FAIRE
SI XSat.urat:ion possède l'option i ALORS
q - q - i
Saturation «- Saturation + 1
SI q = 0 ALORS
Début <- positionCourante
Fin «- min (Première+p, nbVehicule)
Appeler SauvegarderDomaines
POUR j - 0 à nb_categorie FAIRE
POUR k <- 0 à Fin FAIRE
SI Catégoriej possède l'option i ALORS
Supprimer j de Dk
Consistant «- Vrai
pos <- positionCourante
TANT QUE Consistant = Vrai ET i < Fin FAIRE
SI Dpos = Nul ALORS
Consistant «- Faux
pos <- pos + 1
Retourner Consistant
Figure 3.6 - Algorithme de filtrage des relations du problème de "car-sequencing"
L'étape 1 représente l'état initial des domaines. Les domaines sont initialises à 1
pour toutes les options du problème puisqu'il est possible de produire un véhicule
possédant toutes les options du problème. À l'étape 2, l'affectation de la catégorie de
véhicule 7 à la position de la séquence Xi fera en sorte que l'option 1 sera retirée du
domaine de la position de la séquence X2 puisque le ratio de cette option est de ratio 1/2.
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Par contre, même si l'option 2 est produite, cette option ne sera pas retirée du domaine des
P2 (3) prochaines positions de la séquence puisque q2 est égal à 2. Cette option n'est donc
pas saturée même si elle est présente dans le véhicule produit. L'option 3, de ratio 1/3, est
présente dans le véhicule produit ce qui élimine par le fait même celle-ci du domaine des
positions X2 et X3. À l'étape 3, le véhicule produit de catégorie 4 comprend les options 2 et
4 ce qui implique un filtrage de l'option 2 sur la position X3 puisque cette option, de ratio
2/3, est saturée par l'instanciation de Xj et de X2. Cependant, l'option 4 n'est pas retirée
puisque les instantiations ne saturent pas le ratio de 2/5 associé à cette option. Finalement,
à l'étape 4, l'affectation d'un véhicule de catégorie 8 à la position X$ produit le filtrage de
l'option 1 sur la position X .^ De plus, l'option 4, de ratio 2/5, est saturée par l'instanciation
de X2 et de X3 ce qui produit un filtrage des domaines des positions X4, X5 et X$.
L'utilisation des contraintes de capacité permet ainsi d'éviter de parcourir certains
chemins inconsistants dans l'arbre de résolution. C'est ainsi que le FC diminuera l'effort



































































































































































Figure 3.7 - État des domaines suite au filtrage
La sous-séquence sur laquelle on doit appliquer le filtrage est décrite à la Figure 3.8.
Le filtrage est décomposé en deux étapes distinctes, soit le regard en arrière et le regard en













Option 4 - 2/5
Étape 1 Deb : X, Fin:X,
Étape 2 Deb : X2 Fin:Xfi
Variable x. x3 x4 x5
Figure 3.8 - Portée du filtrage
L'étape du regard en arrière permet de déterminer si, pour chacune des options du
problème, une des contraintes de capacité est saturée. Dans l'affirmative, l'étape du regard
en avant permet d'éliminer du domaine des positions de la séquence futures les catégories
63
de véhicule rendues inconsistants. Si la contrainte de capacité n'est pas saturée, l'étape de
regard en avant est évitée. Dans ce cas précis, on se contente de vérifier si on viole une
contrainte touchant à une position de la séquence passée sans filtrer le domaine des
positions futures. Il est à noter que l'étape de regard en arrière n'est pas utilisée dans le cas
de contraintes de capacité telles que qt est inférieur à 2. Si le filtrage des options n'a pas
préalablement éliminé cette option du domaine, l'option n'est donc pas saturée par une
position précédente dans la séquence. Seule l'étape de regard en avant sera effectuée et
cette option est ainsi retirée des/»,- prochaines positions de la séquence.
L'exemple de la Figure 3.8 simule la production d'un véhicule possédant l'option 1
et 4 à la position 3 de la séquence. Premièrement, l'option 1 implique un regard arrière
permettant de vérifier si cette option n'a pas déjà été affectée à la position 2 de la séquence.
Par la suite, la phase de regard en avant permet de supprimer l'option 1 du domaine de la
position X4 puisque cette valeur est rendue inconsistante. La figure présente aussi le
filtrage associé à l'option 4 de ratio 2/5. On peut voir que l'affectation de la variable X3
produit un regard en arrière jusqu'à la position X] puisque le/?, associé est 5. De plus, dans
le cas d'une saturation de la capacité de la contrainte, on effectuera un regard en avant
permettant de supprimer cette valeur du domaine des 5 prochaines positions de la séquence
du problème, soit X4 à X$. Dans l'exemple présenté, le filtrage est restreint à la position 5
de la séquence puisque c'est la dernière position de la séquence.
L'algorithme de FC a été testé sur les problèmes de la CSPlib. Le Tableau 3.5
présente les résultats obtenus par l'algorithme pour les problèmes satisfiables de la librairie.
Ceux-ci sont groupés par taux d'utilisation moyen des options et on compte 10 instances de
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problèmes pour chacun d'eux. Les résultats présentés correspondent aux résultats moyens
obtenus pour chacun des groupes de 10 instances. Le Tableau 3.6 présente, pour sa part, les
résultats obtenus pour la résolution des 9 problèmes plus difficiles de la librairie. Dans les
Tableaux 3.5 et 3.6, la colonne Total temps indique le temps nécessaire pour résoudre le
problème où, dans le cas d'un problème non résolu, le temps maximum passé à chercher
une solution au problème. La colonne Temps prof, max indique le temps nécessaire pour
atteindre la profondeur maximale dans l'arbre de résolution, c'est-à-dire le temps nécessaire
pour affecter le plus grand nombre de variables du problème. La colonne Profondeur
indique le nombre de variables qu'il a été possible d'affecter lors de l'exécution du FC. BT
représente le nombre de retours en arrière nécessaires pour atteindre la profondeur
maximale de la recherche dans l'arbre de résolution. Les Nœuds visités sont le nombre de
nœuds de l'arbre de résolution visités pour atteindre la profondeur maximale. Le Filtrage
représente le nombre d'appels à la procédure de filtrage des domaines. Finalement,
réussites indique le nombre de problèmes résolus par l'algorithme. Pour les résultats du
Tableau 3.5, on parlera de moyenne de Temps, Profondeur, BT, Nœud visités, Filtrage et
réussites pour la résolution des 10 problèmes.
L'algorithme a été restreint à un temps de 900 secondes soit 15 minutes. Il a été
exécuté sur une machine dotée d'un processeur Pentium 3 à 1 Ghz et de 396 Mo de








































































































































































Tableau 3.6 - Résultats FC, deuxième groupe
Notons, premièrement, que l'algorithme atteint sa profondeur maximale rapidement.
En effet, pour les problèmes du Tableau 3.5, les profondeurs maximales sont atteintes en
moyenne en moins du cinquième du temps alloué. Cependant, après avoir atteint cette
profondeur dans l'arbre de résolution, l'algorithme stagne et ne parvient pas à descendre
plus bas dans l'arbre. Le reste du temps alloué est donc passé à effectuer des retours en
arrière. Deuxièmement, l'algorithme de FC seul a permis de ne résoudre aucun des
problèmes non satisfiables ou difficiles présentés au Tableau 3.6. De plus, pour les
problèmes plus faciles présentés au Tableau 3.5, l'algorithme a résolu 9 problèmes sur une
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possibilité de 70 ce qui indique qu'il n'est pas très performant tant sur les problèmes
difficiles que sur les problèmes faciles.
À des fins de comparaison, les deux groupes de problèmes ont été testés sur ILOG
Solver. Les Tableaux 3.7 et 3.8 présentent les résultats obtenus. Solver a été exécuté sur
une machine dotée d'un processeur Itanium 64 bits à 1,4 Ghz ainsi que de 4 Go de mémoire
vive. Solver utilise la contrainte IlcSequence, une contrainte développée pour les
problèmes comportant des contraintes globales appliquées sur une séquence. Notons,
premièrement, que l'arbre de résolution traité par Solver n'est pas le même que celui utilisé
lors du développement du FC puisque le nombre de variables, soit nb_variables, du
problème n'est pas le nombre de véhicules à ordonnancer. Solver effectue aussi un moins
grand nombre de retours en arrière que le FC développé. Le nombre de points de choix,
soit nb_choice_point, est aussi de beaucoup supérieur pour le FC que pour le calcul
effectué par Solver. Pour ce qui est du nombre de réussites, pour les problèmes du premier
groupe de la CSPlib, Solver est parvenu à résoudre 8 problèmes comparativement à 9 pour
le FC. Cependant, Solver est parvenu à résoudre un problème difficile ainsi qu'un
problème non satisfiable. Ce phénomène peut être dû au filtrage utilisé par Solver qui
serait plus efficace que celui du FC développé. Cette hypothèse est appuyée par le fait que
la majorité des instances de problèmes résolues par Solver ont des taux d'utilisation élevés.
L'arbre de résolution traité par Solver produit donc un filtrage plus efficace que celui offert
par le schéma de résolution décrit pour le FC. Cependant, au niveau du nombre total
d'instances résolues les deux méthodes ont obtenu des résultats équivalents soit 9 pour le
FC et 10 pour ILOG Solver.
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Le FC n'ayant pas permis de résoudre un grand nombre de problèmes, il est donc
nécessaire d'améliorer la recherche de solutions en jumelant le filtrage des domaines à
d'autres éléments favorisant la construction de solutions au problème de "car-sequencing".
C'est pourquoi, les sections suivantes décrivent les travaux effectués en ce qui a trait à
l'ordonnancement de variables et de valeurs ainsi qu'à l'utilisation de listes de nogoods lors
























































































































Tableau 3.8 - Résultats ILOG, deuxième groupe
3.6.2 Ordonnancement de variables et de valeurs
Lors de la procédure de descente de l'algorithme de FC, deux choix doivent être fait
par l'algorithme. Premièrement, l'algorithme doit déterminer la prochaine variable à
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affecter. L'ordre d'affectation des variables peut donc être déterminé en suivant certaines
heuristiques. Deuxièmement, le choix de la valeur à affecter à la variable a aussi un impact
sur la résolution. À la Section 3.6.2.1, l'heuristique d'ordonnancement de variables fail-
first sera présentée tandis qu'à la Section 3.6.2.2 , on présentera les heuristiques de choix de
valeurs fail-first et succeed-first.
3.6.2.1 Ordonnancement de variables
Comme suggéré par Haralick et Elliot [1980], une recherche utilisant un principe de
filtrage de domaines de type FC est favorisée par l'utilisation d'une heuristique de type fail-
first. En effet, plus les inconsistances sont détectées à des niveaux supérieurs de l'arbre de
résolution et plus l'effort engendré par la remontée est minimal. C'est pourquoi, une
heuristique d'ordonnancement de variables de type fail-first est appliquée au problème de
"car-sequencing" dans le présent travail.
Selon Smith [1996], ce type de schéma, appliqué au problème de "car-sequencing",
respecte l'ordre total de l'ensemble des position de la séquence du problème. En effet, la
globalité des contraintes fait en sorte que l'affectation d'une catégorie de véhicule v e Di à
la première position de la séquence du problème, soit X], a un impact sur les k positions
consécutives à X] tel que k est le /?,• maximum pour les options présentes dans la catégorie
de véhicule v. C'est ainsi que l'ordre d'affectation des positions de la séquence respecte
l'ordre des variables dans l'ensembleX, soit {1, 2, .... nj.
En supposant que la variable choisie en cas de domaines de taille égale est la
variable d'indice minimum, la première position de la séquence est toujours choisie en
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premier. Le Tableau 3.9 présente, pour l'exemple de la Figure 3.7, les étapes de
l'heuristique de choix de variables fail-first. L'étape 1 représente l'état initial des
domaines, c'est-à-dire la possibilité que les véhicules produits comprennent toutes les
options. Suite à l'affectation de la catégorie 7 à la position Xj, les domaines des positions
X], X2 et Xi sont diminués. La prochaine position est donc X2 puisque la taille de son
domaine est la plus petite parmi les domaines des positions de la séquence non-affectées.
L'affectation du véhicule de catégorie 4 à la position X2 diminue le domaine de X3 ce qui
fait en sorte qu'elle sera la prochaine position à instancier. Finalement, l'affection d'un
véhicule de catégorie 8 à la position Xs diminue les domaines de X4 et X$. La position de la
séquence X4 ayant un domaine de 3 et Xs de 4, X4 est la prochaine position de la séquence à
affecter puisque de domaine minimal.
On peut voir le respect de l'ordre total d'instanciation des position de la séquence.
Ce phénomène est dû au fait qu'une instanciation n'a d'effet que sur les positions suivant la
position courante de la séquence. Le nombre de positions de la séquence affectées étant

































Tableau 3.9 - Ordre d'instanciation des variables
C'est pourquoi, pour respecter le schéma d'ordonnancement de variables fail-first
suggéré pour les algorithmes basés sur le filtrage des domaines, l'ordre d'instanciation des
positions de la séquence respectera l'ordre des variables dans l'ensemble Xsoit {1, 2, 3, ...
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n}. Les algorithmes présentés dans les sections suivantes considéreront tous le schéma
d'ordonnancement de variables fail-first.
3.6.2.2 Ordonnancement de valeurs
Le choix de la prochaine valeur à affecter à la variable courante a également un
impact majeur sur l'effort de résolution. Les résultats présentés dans cette section illustrent
ce phénomène de manière non équivoque. Les heuristiques d'ordonnancement de valeurs
fail-first, au nombre de 4, et succeed-first, au nombre de 3, ont été testées pour le problème
de "car-sequencing" ainsi que les méthodes statiques et dynamiques d'ordonnancement de
valeurs. De plus, une heuristique s'orientant uniquement sur le lissage de la production de
chacune des options et une heuristique d'ordonnancement de valeurs aléatoires ont été
développées.
Pour le problème de "car-sequencing", une heuristique de type fail-first vise à
sélectionner en premier les catégories de véhicules les plus contraintes. Cela permet de
supprimer rapidement un plus grand nombre de nœuds inconsistants dans l'arbre de
résolution. Ces suppressions éliminent par le fait même des sous-arbres de l'arbre de
résolution. La Figure 3.9 illustre l'effet du filtrage suite à l'affectation de la valeur 1 à la
position de la séquence Xj. On suppose ici une contrainte de capacité de ratio 1/3 appliquée
à la première et à la troisième catégorie de véhicule. On constate que plus les suppressions
ont lieu rapidement lors de la résolution et plus les sous-arbres supprimés sont de taille
importante. En effet, la suppression d'un nœud implique la suppression de tout le sous-
arbre engendré par celui-ci.
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Une heuristique de type succeed-first vise, quant à elle, à garder le plus possible de
catégories de véhicules dans les domaines des positions de la séquence afin d'avoir un
choix plus grand lors de l'affectation de celles-ci. Les situations d'inconsistance sont donc
souvent détectées à des profondeurs élevées de l'arbre de recherche et implique un effort de
traitement considérable afin d'effectuer une remontée dans l'arbre de résolution.
Figure 3.9 - Suppressions de valeurs dans l'arbre de recherche
La problématique soulevée par l'ordonnancement de valeurs lors d'une recherche de
solution au problème de "car-sequencing" débute par la définition du principe de difficulté
d'une catégorie. Pour ordonner les catégories de véhicules de la plus difficile à la plus
facile, il faut déterminer ce qu'est le niveau de difficulté de chacune des catégories.
Une première méthode, permettant de déterminer ce niveau de difficulté, consiste à
utiliser la somme des taux d'utilisation des options de cette catégorie (Équation (3.1) page
47). Le niveau de difficulté devient dynamique si on considère le nombre de véhicules
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restant à produire pour la catégorie et le nombre de positions restantes à fixer au moment du
calcul plutôt que la demande totale de celle-ci. Cette heuristique d'ordonnancement des
catégories de véhicules, de type fail-first, est appelée MaxTauxUt dans le présent travail.
Pour l'instance de problème du Tableau 3.1, on aura donc un ordre o = { 5, 4, 7, 2, 11, 6, 3,
10, 12, 9, 1, 8 } . Une heuristique d'ordonnancement des catégories de véhicule de type
succeed-first, nommée MinTauxUt, utilisant l'ordre inverse de MaxTauxUt a aussi été
testée. Ces heuristiques ont comme particularité d'être dynamiques, c'est-à-dire qu'elles
sont dépendantes de l'état de la résolution à un temps t. Les Tableaux 3.10, 3.11, 3.12 et
3.13 présentent les résultats pour les heuristiques de choix de catégories de véhicule

















































































































































































































































































































































Tableau 3.13 - Résultats heuristique MinTauxUt, deuxième groupe
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On constate que l'heuristique MaxTauxUt résout un plus grand nombre de
problèmes que l'heuristique MinTauxUt. Les profondeurs moyennes atteintes (184) par
l'heuristique MaxTauxUt sur les instances de problèmes du premier groupe sont plus
élevées que celles atteintes par l'heuristique MinTauxUt (170). De plus, pour ces deux
heuristiques d'ordonnancement des catégories de véhicules, le temps nécessaire pour
atteindre les profondeurs maximales est peu élevé comparativement au temps alloué à la
résolution (15 minutes). La majorité du temps de calcul est donc utilisée à effectuer des
remontées dans l'arbre de résolution. Ces remontées se révèlent inutiles puisqu'elles ne
permettent pas d'effectuer des descentes significatives dans l'arbre de résolution.
Un second ordonnancement des catégories de véhicules a été testé en utilisant
uniquement le nombre d'options présentes dans chacune d'elles comme mesure de
difficulté. Cette heuristique, nommée Option, définit le niveau de difficulté d'une catégorie
comme étant le nombre d'options qui la compose. Cette heuristique a obtenu de bons
résultats pour les problèmes de la librairie CSPlib. Cela peut être dû au fait que les
instances de problèmes suggérées ont des ratios variant entre 1/5 et 2/3. Pour l'instance de
problème du Tableau 3.1, l'ordre généré par une telle heuristique est o = { 2, 7, 12, 3, 4, 5,
8, 9, 11, 1, 6, 10 } . Le calcul inverse soit MinOption a aussi été développé. Les Tableaux
3.14 et 3.15 présentent les résultats obtenus par l'heuristique Option. On retrouve en
Annexe 1 les résultats obtenus par l'heuristique MinOption qui n'est pas très performante.
On constate, comme pour les heuristiques d'ordonnancement des catégories de
véhicules MaxTauxUt et MinTauxUt, que le schéma d'ordonnancement fa il-first (Option)
est supérieur au schéma succeed-first (MinOption). En effet, l'heuristique Option est
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parvenue à résoudre 60 problèmes comparativement à aucun pour MinOption. De plus, les
profondeurs maximales sont atteintes très rapidement. Pour l'heuristique Option et pour les
instances de problèmes non-satisfiables, correspondant aux 5 derniers problèmes du
Tableau 3.15, les profondeurs maximales sont atteintes en moins de 0 secondes pour trois
de ces problèmes. Pour les problèmes du premier groupe, on atteint les profondeurs
maximales en moyenne après 55 secondes.
Quoique n'ayant pas permis de résoudre d'instances de problèmes difficiles,
l'heuristique Option est parvenue à résoudre 52 problèmes faciles de plus que ILOG Solver
6.0 et 51 de plus que le FC sans heuristiques de choix de valeurs. Un bon ordonnancement
des catégories de véhicules permet donc de résoudre rapidement les problèmes et nécessite









































































































































































Tableau 3.15 - Résultats heuristique Option, deuxième groupe
Une heuristique nommée Fréquence consistant à favoriser le lissage des options sur
la séquence a aussi été testée. Le principe utilisé consiste à maintenir à jour, pour chacune
des catégories de véhicules, une position de production au plus tôt. Celle-ci correspond à la
prochaine position où cette catégorie de voiture peut être insérée dans la séquence de
production sans violer une contrainte implicite du problème. L'heuristique favorise ainsi
les catégories de véhicules dont la production au plus tôt se rapproche le plus de la position
courante. Les tableaux illustrant les résultats obtenus par cette heuristique sont toutefois
présentés en Annexe 1 puisqu'elle n'a pas obtenu de bons résultats.
Notons que cette heuristique favorise beaucoup le lissage de la production de
chacune des options. Cependant, le calcul utilisé ne permet pas de favoriser les catégories
de véhicules les plus contraintes dans le but de supprimer le plus grand nombre de sous-
arbres de l'arbre de résolution. C'est pourquoi, cette heuristique ne permet pas de résoudre
un très grand nombre d'instances de problème. De plus, les profondeurs atteintes dans
l'arbre de résolution ne sont pas non plus très élevées. Le lissage de la production étant
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déjà pris en compte par les contraintes implicites du filtrage, cette heuristique favorise
uniquement la vérification de celles-ci plus tôt lors du traitement.
Un ordonnancement basé sur l'effectif restant à produire pour une catégorie a été
développé. Le but de cette heuristique n'est pas de favoriser les catégories en tenant
compte de leur niveau de difficulté. On vise uniquement à garder ou à éliminer le plus de
catégories possible des domaines des variables. Pour l'instance de problème du Tableau
3.1, l'ordre généré par une telle heuristique est o = { 4, 1, 5, 6, 3, 7, 10, 11, 2, 8, 9, 12 } .
L'heuristique Véhicule, un schéma de type succeed-first, illustre bien l'inefficacité de ce
schéma. L'ordre inverse soit MinVehicule obtient un taux d'efficacité supérieur tout en ne
parvenant pas à surpasser les résultats obtenus par le FC. Les résultats obtenus par ces
deux heuristiques sont présentés en Annexe 1.
Notons, une fois de plus, que le schéma d'ordonnancement de catégories de
véhicules fail-first surpasse le schéma succeed-first. Cependant, l'heuristique Véhicule
comme MinVehicule ne parvient pas à résoudre plus d'instances de problèmes que le FC.
Les instances résolues sont, pour la plupart, des instances de bas taux d'utilisation des
options.
Une heuristique, nommée P/Q, a aussi été testée et utilise la somme des ratios
inverses des options présentes dans une catégorie pour en calculer le niveau de difficulté.
Celle-ci favorise ainsi les options dont le filtrage relié aux contraintes de capacité a un
impact sur le plus grand nombre de positions de la séquence possible. Elle ne prend pas en
compte l'effectif restant pour cette catégorie dans le calcul ce qui en fait une heuristique
statique. Pour l'instance de problème du Tableau 3.1, l'ordre généré par un telle
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heuristique est o = { 2, 5, 7, 12, 9, 8, 11, 4, 3, 10, 6, 1 } . Cette heuristique ressemble
beaucoup à l'heuristique Option mais ajoute la valeur des ratios au calcul. Elle a obtenu
des résultats intéressants sur les problèmes satisfiables de la CSPlib. Les Tableaux 3.16 et








































































































































































Tableau 3.17 - Résultats heuristique P/Q, deuxième groupe
Les résultats obtenus par cette heuristique surpassent ceux obtenus par le FC ainsi
que par ILOG Solver 6.0 tout en étant légèrement inférieurs à l'heuristique Option. Le
nombre d'instances de problèmes résolus (51) en fait une heuristique d'ordonnancement de
catégories de véhicules intéressante pour la résolution du problème de "car-sequencing".
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De plus, les profondeurs maximales atteintes pour les instances de problèmes du second
groupe sont équivalentes à celles atteintes par l'heuristique Option. Cependant, le nombre
de nœuds parcourus, le nombre de retours en arrière, le nombre d'appels à la procédure de
filtrage ainsi que le temps nécessaire sont plus élevés pour l'heuristique P/Q que pour
l'heuristique Option.
Finalement, à des fins de comparaison, une heuristique d'ordonnancement de
catégories de véhicules aléatoire a été développée. Cette heuristique, nommée Random, tire
aléatoirement un nombre r se situant entre 1 et le nombre de catégories restantes dans le
domaine de la variable courante. On affecte à la position de la séquence courante la rieme
valeur de son domaine. Les résultats obtenus par la méthode d'ordonnancement de
catégories de véhicules aléatoire sont présentés à l'Annexe 1. L'heuristique Random a
permis de résoudre 8 problèmes du premier groupe. Elle n'est cependant pas parvenue à
résoudre de problèmes du second groupe.
L'utilisation d'une heuristique de choix de valeurs a aussi été testée lors de la
résolution du problème de "car-sequencing" par ILOG Solver. Tel que mentionné par
Régin et Puget [1997], Solver utilise un principe d'heuristique appliqué aux options du
problème et non aux catégories. Cet ordre a déjà été prouvé comme essentiel pour la
résolution des instances de problèmes 4 72 , 6 7 6 et 10_93. Les auteurs sont en effet
parvenus à résoudre ces problèmes en spécifiant l'heuristique à appliquer au problème.
Le calcul suggéré par Régin et Puget est décrit à l'Équation (3.2). Il permet de
calculer la marge excédentaire pour chaque option i de la séquence. On peut ainsi favoriser
80
les options dont la demande se rapproche le plus de la capacité de la séquence de
production pour chacune des options, soit celles dont le slacki est le plus petit.
slack. = nb_véhicules - p{ x (Demande; Iqt) (3.2)
Les résultats obtenus par ILOG Solver 6.0 avec l'ajout de l'heuristique
d'ordonnancement des options du problème sont présentés aux Tableaux 3.18 et 3.19.
Notons que Solver a permis de résoudre 3 problèmes non satisfiables sur une possibilité de
4. De plus, cette heuristique a permis de prouver la non satisfiabilité du problème 26_82,
problème pour lequel il était impossible de déterminer l'état auparavant. Le calcul de
l'heuristique à appliquer aux options pour ce problème en particulier est o = {0, 3, 1, 2, 4}.
Le nombre de problèmes résolus parmi les problèmes par taux d'utilisation a aussi
augmenté comparativement à l'utilisation de Solver sans heuristique passant de 8 à 34
problèmes résolus.
La Figure 3.10 illustre les résultats obtenus par chacune des heuristiques présentées
dans cette section sur les 70 problèmes du premier groupe. Les étiquettes « F » et « S »
indiquent respectivement les schémas d'ordonnancement de valeurs fail-first et succeed-
first. Le graphique est également subdivisé en groupes de méthodes de résolution. Le
premier groupe contient uniquement le FC. Cet algorithme sert de base à chacune des
autres méthodes développées. Le second groupe est composé des heuristiques
d'ordonnancement de catégories de véhicules de type fail-first. Le troisième groupe
contient les heuristiques d'ordonnancement de catégories de véhicules de type succeed-
first. Le quatrième groupe contient les heuristiques d'ordonnancement de catégories de
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véhicules Fréquence et Random. Finalement, le cinquième groupe comprend les essais
effectués avec ILOG Solver 6.O. Il est à noter que la méthode ILOG Slack est une méthode
























































































































Tableau 3.19 - Résultats ILOG Solver 6.0 et heuristique Slack, deuxième groupe
On peut voir que l'ajout d'heuristiques d'ordonnancement de catégories de véhicules
a permis de bonifier l'algorithme de FC conventionnel. L'heuristique Option a permis de
résoudre 51 problèmes de plus que le FC. De plus, on peut constater la dominance des
heuristiques d'ordonnancement de catégories de véhicules de type fail-first soit
MaxTauxUt, Option, P/Q et MinVehicule sur les heuristiques d'ordonnancement de
catégories de type succeed-first soit MinTauxUt, Véhicule et MinOption. Les heuristiques
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de type succeed-first ont même obtenues des résultats inférieurs au FC. L'heuristique
aléatoire nommé Random a obtenu de meilleurs résultats que les heuristiques MinTauxUt,
Véhicule, Fréquence, MinOption et MinVehicule ce qui démontre leur inefficacité.




















Figure 3.10 - Résultats pour les problèmes du premier groupe
L'utilisation d'heuristiques d'ordonnancement de catégories de véhicules a permis
d'augmenter le nombre de problèmes résolus tant lors de l'utilisation du FC que lors de
l'utilisation de ILOG Solver. Notons que les heuristiques Option et P_Q obtiennent des
résultats intéressants pour les problèmes du premier groupe. Cet élément n'est donc pas à
négliger dans le développement d'algorithmes de résolution de CSP et, plus
particulièrement, du problème de "car-sequencing". Le FC, avec l'ajout de l'heuristique
Option, a permis de résoudre 60 problèmes comparativement à 34 pour ILOG Solver avec
l'heuristique Slack. Le FC utilisé surpasse donc ILOG Solver en terme de problèmes du
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premier groupe résolus. Cependant, ILOG Solver a surpassé le FC lors de la résolution des
problèmes plus difficiles ainsi que pour les problèmes non satisfiables.
Le but de cette section était de démontrer l'importance de l'ordonnancement de
valeurs lors de la résolution de problème de CSP. Les résultats obtenus par le FC ainsi que
par ILOG Solver démontrent que l'ordonnancement de valeurs augmente les capacités d'un
algorithme de résolution de CSP pour traiter le problème de « car-sequencing ».
L'heuristique Option a obtenu des résultats supérieurs aux autres heuristiques pour
les problèmes de la CSPlib. Ce résultat peut cependant être influencé par le fait que tous
les problèmes traités comprenaient des contraintes de capacité se situant entre 1/5 et 2/3. Il
serait intéressant, dans l'avenir, de tester cette heuristique sur des problèmes dont les
contraintes de capacité sont de natures différentes.
3.6.3 Utilisation de nogoods lors de la recherche
Tel que mentionné par Frost et Dechter [1994], l'utilisation de listes de nogoods
peut permettre d'éviter de retomber sans cesse dans les mêmes situations d'inconsistance.
Cette section décrit une méthode de stockage et d'utilisation des nogoods appliquée lors de
la résolution du problème de "car-sequencing" par l'algorithme de FC couplé à l'utilisation
d'une heuristique d'ordonnancement de valeurs.
En tenant compte uniquement de la globalité des contraintes de capacité, la
résolution du problème de "car-sequencing" revient à la résolution d'un même sous-
problème à plusieurs reprises. En effet, chaque position de la séquence est restreinte par les
mêmes contraintes de capacité et ce, peu importe où elle se trouve dans la séquence de
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production. Le niveau de contrainte d'une position de la séquence est strictement dicté par
les positions précédant celle-ci dans la séquence de production. Pour un ensemble de
contraintes de capacité Q = qi / pi, le nombre de positions affectant la position de la
séquence courante sera toujours égal ou inférieur aup, maximum de l'ensemble C. C'est
pourquoi, il est possible d'éviter certains situations d'inconsistance en énumérant toutes les
séquences de production de taille max(pi) et en vérifiant si chacune de ces séquences
produit une situation d'inconsistance.
Étant donné l'utilisation de l'algorithme de FC dans le présent travail, il est
impossible que l'instanciation courante soit inconsistante avec l'état des positions de la
séquence précédentes. En effet, tous les éléments présents dans le domaine de la position
de la séquence courante sont consistants avec les catégories de véhicules prises par les
positions précédentes étant donné le filtrage. C'est pourquoi, on utilise, dans la présente
section, le terme nogood pour indiquer toute séquence d'instanciation vidant le contenu
d'une position de la séquence future.
On extrait, en phase de pré-traitement, tous les nogoods présents dans un sous-
problème du problème initial afin d'enregistrer toutes ces situations d'inconsistance. Cette
étape implique la vérification de M sous-séquences tel que t est la taille maximale des
nogoods extraits et M le nombre de catégories de véhicules. On effectue donc le parcours
complet d'un arbre de profondeur t et d'arité M en utilisant les contraintes du problème
pour vérifier les situations d'inconsistance. On restreint, dans le présent travail, la taille
maximale des nogoods au pt maximum du problème. Pour les problèmes de la librairie
CSPlib, les nogoods seront restreint à une taille maximale de 5.
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Les nogoods extraits permettent de faire des sauts en largeur dans l'arbre de
recherche. En effet, le fait de savoir qu'une affectation de v e Dk à Xk vide le domaine
d'une variable non-instanciée Xj permet de ne pas tester cette affectation et d'ainsi passer à
la catégories de véhicule suivante. On évite par le fait même certains tests de consistance
effectués par le FC.
Pour l'exemple à la Figure 3.11, la catégorie de véhicule 1 est testée et est détectée
inconsistante par le FC. La valeur 2 ne fait plus partie du domaine de la position de la
séquence courante et est alors ignorée. La troisième catégorie de véhicule est également
ignorée puisqu'elle définit un nogood existant dans l'ensemble des nogoods détectés en
phase de pré-traitement. Les catégories de véhicules 4, 5 et 6 sont testées et la catégorie 7
ne figure plus dans le domaine. Les catégories 8 et 9 seront évitées puisqu'elles figurent




Figure 3.11 - Sauts en largeur induits par l'ensemble de nogoods
Le stockage des nogoods est un élément important de leur utilisation. En effet,
comme ils sont utilisés lors de chaque affectation de catégories de véhicules à une position
de la séquence, ils doivent être facilement accessibles. C'est pourquoi, les nogoods
détectés par la phase de pré-traitement sont stockés sous la forme d'un ensemble d'entiers.
Pour un nogood composé des affectations Xj=12, X2=3 et X3—II et une instance de
problème comportant 21 catégories de véhicules, on transforme chacune des affectations en
un nombre en base 21. On aura donc 11 * 211 + 3 * 212 + 12 * 213 qui sera égale à
112 686. Chacun des nogoods étant illustré sous la forme d'un entier et stocké dans un
ensemble d'entiers, il suffit, lors de la descente, de garder à jour la somme de la position
courante k et de la variable k-1 remis en base du nombre de catégorie pour détecter la
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présence de nogoods de taille 2. On ajoute la variable k-2 au calcul pour les nogoods de
taille 3 et ainsi de suite pour les nogoods de taille supérieure.
L'impact de l'utilisation de nogoods lors de la recherche se calcule en terme de
noeuds évités par le pré-traitement. Les Tableaux 3.20 à 3.25 contiennent le nombre de
nœuds évités par les nogoods lors de la descente dépendamment de l'heuristique
d'ordonnancement de catégories de véhicules utilisée. Les résultats sont regroupés par
schéma d'ordonnancement de valeurs soit fail-first, succeed-first et les autres heuristiques
soit Random et Fréquence. Ils sont aussi divisés par groupe de problèmes de la librairie
CSPlib.
On peut voir que, en terme de noeuds évités, les heuristiques de type succeed-first,
avec un total de 7 868 652 noeuds évités pour l'ensemble des problèmes, profitent beaucoup
plus de l'utilisation des nogoods que les heuristiques de type fail-first qui n'ont évités qu'un
total de 1 690 114 noeuds. Les autres heuristiques soit Random et Fréquence n'obtiennent
pas de meilleurs résultats avec 2 094 291 nœuds évités. Le fait que les heuristiques
succeed-first soient plus influencées par l'utilisation de nogoods vient du fait que ces
heuristiques parcourent beaucoup plus de branches de l'arbre de résolution. Cela est dû,
dans un premier temps, au fait que ces heuristiques coupent beaucoup moins de branches de
l'arbre étant donné les catégories de véhicules sélectionnées. Dans un second temps, ces
heuristiques ne parviennent pas à résoudre un grand nombre de problèmes et passent donc










































































































































































































































































Tableau 3.25 - Noeuds évités par les nogoods, heuristiques Random et Fréquence, deuxième
groupe
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L'utilisation des nogoods ne permet pas, peu importe l'heuristique utilisée, d'éviter
un grand pourcentage de nœuds visités dans l'arbre de résolution. En effet, comme illustré
dans le Tableau 3.26, un pourcentage inférieur à 1 % des nœuds visités est évité lors des
























Tableau 3.26 - Pourcentage de noeuds évités par les nogoods
L'utilisation de méthodes permettant de stocker des nogoods avant la descente dans
l'arbre de résolution n'a donc pas obtenu de résultats concluants. C'est pourquoi, cette
méthode est abandonnée pour la suite du travail. Un schéma de stockage et de vérification
des nogoods prenant en compte la demande restante pour chacune des catégories serait
peut-être plus approprié puisqu'il représenterait mieux l'état de la chaîne de production.
3.6.4 Résolution concurrente du problème de "car-sequencing"
Les approches séquentielles ont certaines limites. En effet, les résultats démontrent
que ces algorithmes, s'ils ne découvrent pas rapidement une solution, stagnent dans une
seule région de l'arborescence et ne parviennent pas à effectuer les retours en arrière
permettant de remettre en cause les choix faits aux niveaux supérieurs de l'arbre. Par
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exemple, pour le FC utilisant l'heuristique d'ordonnancement de catégories de véhicules
Option, le temps moyen pour atteindre la profondeur maximale dans l'arborescence
représente un tiers du temps de recherche total. Les méthodes parallèles de résolution sont
analysées dans ce travail de recherche afin de tenter de repousser les limites de l'algorithme
séquentiel en favorisant une meilleure diversification de la recherche. Notons que, quoique
les méthodes parallèles de résolution soient utilisées, l'environnement de résolution
demeure séquentiel. On parle alors de résolution concurrente utilisant plusieurs processus
distincts pour la résolution. Plusieurs schémas de résolution parallèle de CSP ont été
présentés dans la littérature. La plupart d'entre eux sont des adaptations d'algorithmes
séquentiels existants et c'est dans cette optique que le FC développé a été parallélisé.
L'avenue privilégiée consiste à subdiviser le problème initial en sous-problèmes. Cette
subdivision permet de diversifier la recherche de solutions en utilisant les ressources mises
à la disposition pour la résolution simultanée de plusieurs régions de l'espace des solutions.
Il est à noter que la meilleure heuristique d'ordonnancement de catégories de
véhicules développée soit Option est utilisée lors des tests de la méthode. De plus, le
schéma d'ordonnancement des positions de la séquence fail-first est également privilégié
par la méthode concurrente de résolution. Cependant, les listes de nogoods ne sont pas
utilisées avec la méthode concurrente de résolution.
3.6.4.1 Subdivision du problème de "car-sequencing"
Tel que mentionné précédemment, l'espace de solutions du problème de "car-
sequencing" peut être illustré sous la forme d'une arborescence d'une profondeur égale au
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nombre de voitures et d'une arité égale au nombre de catégories de véhicules. C'est cet
arbre de résolution qui est subdivisé pour générer les sous-problèmes.
La génération des sous-problèmes est effectuée en phase d'initialisation et consiste à
définir les sous-séquences de production de taille max_t consistantes avec les contraintes du
problème. Dans le présent travail de recherche, cette séquence est restreinte à une taille de
2 étant donné que plusieurs des contraintes de capacité des instances de problèmes utilisées
possèdent des ratios tel que le qt est 1. De plus, cela permet de limiter le temps nécessaire
pour la phase d'initialisation.
Supposons l'instance de problème présentée au Tableau 3.27. La génération de
sous-problèmes de taille 2 est réalisée en déterminant lesquelles des 9 séquences possibles,
à savoir (1,1), (1,2), (1,3), (2,1), (2,2), (2,3), (3,1), (3,2) et (3,3), sont consistantes. On
trouve ainsi que seules les séquences (1,3), (2,3), (3,1), (3,2) et (3,3) sont consistantes et
génèrent ainsi 5 sous-problèmes. Pour ce faire, l'algorithme utilise le filtrage des domaines


















Tableau 3.27 - Instance de problème de "car-sequencing"
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Racine :
; i j i J I j
Figure 3.12 - Décomposition de l'arbre de résolution en sous-problèmes
On constate, dans un premier temps, que la génération de ces sous-problèmes permet
de restreindre l'espace de recherche. Les Tableaux 3.28 et 3.29 présentent le nombre
moyen de sous-problèmes générés pour chacun des groupes de 10 problèmes de la librairie
CSPlib. La colonne max sous pb indique le nombre moyen maximal de sous-problèmes
possibles pour chaque groupe de problèmes. Le nombre de sous-problèmes possibles pour
un problème est Af"*-' où M est le nombre de catégories de véhicules et max_^ indique la
taille maximale des séquences vérifiées. Par exemple, pour le problème 4_72 et une taille
des séquences de 2, le nombre de sous-problèmes maximum est 222 soit 484. La colonne
sous pb mdique le nombre de sous-problèmes répertoriés comme consistants et % indique
le pourcentage de sous-problèmes consistants. On peut constater que la génération des













































































Tableau 3.29 - Impact de la génération des sous-problèmes, deuxième groupe
Suite à la définition des sous-problèmes, la méthode de résolution démarre un
ensemble de processus où chacun d'eux est responsable de la résolution d'un groupe de
sous-problèmes. Ces processus effectuent un parcours en profondeur de l'arborescence
représentant chacun des sous-problèmes qui lui ont été affectés en utilisant les formalismes
de réduction de domaines définis pour le FC séquentiel. Chacun de ces processus possède
un identificateur numérique nommé id qui permet de déterminer les sous-problèmes qui lui
sont alloués.
L'algorithme d'allocation des sous-problèmes aux processus prend en entrée un
nombre de processus maximum soit nb_proc ainsi que le nombre de sous-problèmes
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répertoriés soit nb_sous_pb. On divise le nombre de sous-problèmes par le nombre de
processus pour obtenir le nombre de sous-problèmes à affecter à chacun des processus
(nb_par_proc). Chaque processus se voit affecter nb_par_proc sous-problèmes à résoudre.
La Figure 3.13 illustre l'algorithme d'affectation des sous-problèmes au processus.
L'algorithme utilise Début et Fin, deux tableaux de taille nb_proc, pour stocker les bornes
inférieures et supérieures de chacun des groupes de sous-problèmes.
Procédure SubdivisionSousPb
Entrée : nb_sous_pb, nb_proc
Sortie : Début, Fin
nb _ sous _ pb
nb_par_proc <-
nb _ proc
point_surplus <- nb_proc-(nb_sous_pb modulo nb_proc)
POUR CHAQUE processus p FAIRE
Débuts <- id * nb_par_proc
SI id > point_surplus ALORS
Débuti <- Débuti + i - point_surplus
Fini «- débuti + nb_par_proc
SI id > point_surplus ALORS
Fini <- Fini + 1
Figure 3.13 - Algorithme de subdivision du problème et d'affectation aux processus
Lorsque le nombre de sous-problèmes divisé par le nombre de processus n'est pas
entier, l'algorithme affecte un sous-problème supplémentaire à certains processus. On
utilise l'élément point_surplus pour déterminer le premier processus qui a un sous-
problème supplémentaire à traiter. Les processus dont le id est égal ou supérieur à
point_surplus sont affectés à un sous-problème supplémentaire. La Figure 3.14 illustre
l'affectation des 5 sous-problèmes de l'exemple précédent à 3 processus. On peut constater
que le premier processus est affecté à la résolution du sous-problème pb] et que les





Figure 3.14 - Affectation des sous-problèmes aux processus.
3.6.4.2 L'algorithme de Forward-Checking concurrent
Suite à la subdivision de l'espace de recherche, l'algorithme de FC est exécuté sur
chacun des sous-problèmes associés aux processus. La Figure 3.15 illustre les passages
d'états des processus pendant la résolution concurrente [Stallings 2001]. L'étape de
Création (New) permet, entre autres, de définir l'ordre de priorité des processus créés.
Dans le cadre du présent travail, les processus sont tous considérés de priorité égale. Suite
à la création, un processus passe à un état Prêt (Ready), c'est-à-dire qu'il est disponible
pour débuter la recherche de solutions lorsque des ressources seront mises à sa disposition.
La transition de l'état Prêt vers l'état Exécution ainsi que le temps réparti pour l'exécution
sont déterminés par le système d'exploitation de l'ordinateur utilisé. Lorsque le temps de
traitement alloué à un processus est terminé (time out), celui-ci, s'il n'a pas complété toutes
ses instructions, retourne à l'état Prêt. Il est alors placé par le système dans une file
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d'attente définissant l'ordre d'affectation des ressources aux processus. Un processus passe
à un état Attente (Blocked) lorsque sa continuation dépend d'un événement ou de la
réception d'un signal. La mise en attente est utilisée dans le cadre du FC lorsqu'un
processus n'est pas suffisamment performant. Finalement, un processus passe à un état
Terminé (Exit) lorsque les opérations nécessaires à son exécution sont complétées ou
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Figure 3.15 - Modèle d'états des processus
Une stratégie d'allocation des ressources aux processus a été mise en place afin
d'allouer le plus de ressources possibles aux processus performants tout en offrant du temps
de calcul aux processus moins performants. La performance d'un processus est quantifiée,
dans le cadre de la résolution d'un sous-problème de "car-sequencing", par la profondeur
maximale atteinte dans l'arbre par celui-ci. Cette stratégie fait passer les processus dans un
état d'Attente lorsqu'ils ont atteint un certain nombre de retours en arrière. Le redémarrage
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d'un processus s'effectue, par la suite, en fonction de sa performance relativement aux
autres processus.
L'algorithme de FC modifié est décrit en Figure 3.16. Les éléments ajoutés à
l'algorithme séquentiel pour permettre la résolution simultanée figurent en caractères gras.
Tout d'abord, l'élément 1 permet d'effectuer une boucle sur chacun des sous-problèmes
affectés au processus. Cette structure itérative permet de parcourir chacun des sous-
problèmes affectés au processus et ce jusqu'à la découverte d'une solution ou jusqu'à la fin
du parcours des sous-problèmes. L'algorithme, comme pour la version séquentielle, met à
zéro (RAZ) les structures de données nécessaires pour le traitement. Il appelle ensuite, en
élément 2, la fonction instantiationJ qui permet de guider la descente dans l'arbre pour le
sous-problème à résoudre. Par exemple, si la sous-séquence initiale du sous-problème est
(3,1), instantiation_t affecte 3 à la première variable et 1 à la seconde variable en
appliquant les méthodes de filtrage de domames sur les positions suivantes ainsi qu'en
mettant à jour la demande pour les catégories concernées et pour les options produites.
Parmi les éléments ajoutés pour la méthode concurrente figure un tableau en
mémoire globale nommé TabBest qui stocke les profondeurs maximales atteintes dans
l'arborescence par les processus. Lors d'une situation d'inconsistance, l'algorithme vérifie
si la profondeur courante est la profondeur maximale atteinte pour le processus courant et,
dans l'affirmative, met à jour TabBest en appelant la méthode MAJTabBest (élément 3) qui
reçoit en paramètres la profondeur atteinte ainsi que le id du processus concerné.
L'algorithme utilise aussi un principe de tour pour définir le passage d'un état
Exécution ou Prêt à un état d'Attente. Un tour est défini par un nombre de retours en
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arrière maximal soit NB_BT_MAX. L'élément 4 de l'algorithme vérifie, dans un premier
temps, si le nombre de retours en arrière effectués est supérieur à NB_MAX_BT. Lors des
tests effectués dans le présent travail, NBBTMAX a été initialise à 10 000. La valeur de
ce paramètre est basée sur les résultats obtenus avec le FC séquentiel. Celui-ci effectuant
plus d'un million de retours en arrière, le nombre de tours de l'algorithme parallèle
s'approche donc de 100 ce qui ne représente pas un nombre très élevé d'arrêts et de
redémarrages des processus.
Si le processus courant a effectué un tour complet et qu'il est le processus ayant
atteint la profondeur maximale dans l'arbre, il reste en état Prêt et envoi un signal de
redémarrage aux autres processus (élément 5). Le nombre de signaux de redémarrage
envoyé est dépendant du tour courant. Le nombre de processus actifs (nb_proc_aci) est
divisé par deux à tous les tours de l'algorithme. Le nombre de processus actifs peut être
divisé par un nombre supérieur à deux. Cependant, plus ce nombre est élevé, plus la
méthode utilisée est élitiste c'est-à-dire qu'elle favorise les processus performants au
détriment de la diversification de la recherche. Lorsqu'il ne reste qu'un seul processus
actif, ce dernier redémarre tous les processus.
Dans le cas où le processus courant n'est pas le processus ayant atteint la profondeur
maximale, il se met en état d'attente tel que défini par l'élément 6. Il sera redémarré par la
suite dépendamment de ses performances.
Le FC concurrent, suite à un retour en arrière vers une profondeur inférieure à la
profondeur initiale des sous-problèmes générés, (prof_sous_pb) définit ce sous-problème
comme inconsistant et passe au prochain sous-problème qui lui a été affecté. Suite à la
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résolution de tous les sous-problèmes affectés à un processus, celui-ci est supprimé des
processus actifs et passe alors en état Terminé (élément 8).
Procédure FC_Concurrent
Entrée : id, t, Début, Fin
Sortie : Solution ou Fin des sous-problèmes du processus
te <- Débutid
tour »- 1, prof max <- 0




SI (instanciation (tto) ) ALORS (2)
TANT QUE Etat = 0 FAIRE
SI Consistant ALORS
Consistant <- Descente ()
SINON
SI positionCourante > profmax ALORS
profmax «- positionCourante
Afficher « Sous-solution »
MAJTabBest (id, profmax) mémoire globale (3)
Consistant <- Remontée ( )
nb_bt <- nb_bt + 1
SI positionCourante < prof_sous_pb ALORS
Etat ^ 2 ~
SI Etat «- 0 ALORS
SI nb_bt > NB_BT_MAX * tour ALORS
SI TabBestlndMax (id) ALORS
SI nb_j?roc_act = 1 ALORS f (4)
nb_proc_act - NB_PROC_MAX
EnvoyerMessage (Prêt) â tous
SINON
nb_proc_act <- nb_j?roc_act / 2




SI positionCourante = nb_vehicule ALORS
Afficher « Solution »
Etat <- 1
EnvoyerMessage (Terminé) à tous (7)
SINON SI Etat = 2 ALORS
te - te + 1
SI Etat = 2 ALORS
Terminé() (8)
Figure 3.16 - Algorithme FC parallèle
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3.6.4.3 Résultats obtenus
La méthode de diversification de la recherche par l'exécution concurrente de
l'algorithme a été implantée avec l'utilisation de la classe de processus pthread répondant
aux normes IEEE POSIX 1003.1c sur une machine UNIX [Mueller 1993]. L'ordinateur
utilisé est le même que pour les exécutions de l'algorithme séquentiel soit un Pentium 3 à 1
Ghz munie de 396 Mo de mémoire vive. Les ressources matérielles n'ont donc
aucunement été augmentées lors de l'exécution de l'algorithme concurrent. Étant donné les
ressources matérielles utilisées, le nombre de processus a été fixé à 125 dans le présent
travail. Le temps alloué, comme pour la méthode séquentielle, est de 15 minutes.
Les Tableaux 3.30 et 3.31 présentent les résultats obtenus pour les deux groupes de
problèmes de la librairie CSPlib. La colonne Temps proc a été ajoutée pour définir le
temps moyen de traitement mis à la disposition du processus qui a réussi à atteindre la
profondeur maximale soit de sa création à sa terminaison. L'initiation et le démarrage des
processus s'effectuant en suivant l'ordre des id de chacun d'eux, Temps proc indique le
temps moyen réel de recherche du processus concerné.
L'ajout des méthodes de résolution concurrente améliore les résultats obtenus par le
FC. En effet, le nombre de problèmes résolus est passé de 60, pour la version du FC
utilisant l'heuristique d'ordonnancement de valeurs Option, à 67 pour la version
concurrente utilisant la même heuristique d'ordonnancement des catégories de véhicules
pour les problèmes du premier groupe. De plus, la diversification de la recherche a
également permis d'augmenter l'écart entre les résultats obtenus par ILOG Solver 6.0 qui
résolvait seulement 34 problèmes du premier groupe. Le temps moyen nécessaire pour la
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Tableau 3.31 - Résultats, méthode parallèle, deuxième groupe
Pour les problèmes du second groupe, la méthode concurrente a résolu 4 problèmes
comparativement à aucun pour le FC séquentiel utilisant l'heuristique d'ordonnancement de
valeurs Option. Il est à noter que ces quatre problèmes font partie des quatre problèmes
connus comme satisfïables dans la littérature. Pour sa part, ILOG Solver 6.0 avait résolu 3
problèmes satisfiables sur une possibilité de 4 et 3 problèmes non satisfïables sur une
possibilité de 4. ILOG Solver 6.0 demeure donc supérieur en terme de performance pour
ce groupe de problèmes. Ce phénomène était prévisible et s'explique par le fait que
103
l'espace de solutions n'est pas diminué par le parcours simultané de plusieurs régions de
celui-ci. La résolution de problèmes non satisfiables sous-entend le parcours complet de
l'arborescence ce qui ne peut être favorisé que par un meilleur filtrage des domaines.
Cependant, la méthode concurrente a augmenté la profondeur maximale moyenne atteinte
soit 97 comparativement à 95 pour le FC utilisant l'heuristique d'ordonnancement de
valeurs Option.
La Figure 3.17 présente les résultats mis à jour pour toutes les méthodes
développées dans le cadre de ce travail de recherche. Les sections 1 à 5 correspondent aux
résultats des divers algorithmes présentés développés dans les sections précédentes et la
section 6 présente le nombre de problèmes résolus par le FC concurrent pour les problèmes
du premier groupe. On peut y voir l'évolution de l'algorithme du FC de base, avec 9
problèmes résolus, au FC concurrent, avec 67 problèmes résolus, en passant par les
différentes heuristiques d'ordonnancement des catégories de véhicules développées.
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Ce travail de recherche a permis de définir la performance des méthodes de
résolution de problèmes de CSP appliquées à un problème d'ordonnancement à connotation
industrielle. Les algorithmes présentés au Chapitre 2 ont servis de base au développement
d'un algorithme spécifique au problème de "car-sequencing". Les travaux décrits dans ce
chapitre ont montré la diversité des algorithmes présents dans la littérature pour la
résolution des CSP et le présent travail en a appliqué quelques-uns au problème de "car-
sequencing". Les objectifs fixés pour ce travail de recherche ont été atteints et les
méthodes présentées dans ce mémoire ont permis d'obtenir des résultats intéressants.
Dans un premier temps, l'objectif visant à développer un algorithme général de
résolution du problème de "car-sequencing" par les méthodes de résolution de CSP a été
atteint par l'élaboration de l'algorithme FC. En effet, l'étude du problème a permis le
développement d'une méthode de filtrage des domaines des variables lors du parcours en
profondeur de l'arbre de résolution. Ce filtrage utilise les particularités des contraintes de
capacité du problème pour diminuer les domaines des variables et, par le fait même,
l'espace de recherche de solutions. L'importance de l'étude de la problématique à résoudre
lors de l'élaboration de l'algorithme est ressortie de ce travail. En effet, l'ajout des
contraintes implicites fut un point tournant pour la résolution du problème de "car-
sequencing".
Dans un second temps, les analyses du problème ont permis de définir les
particularités de celui-ci afin de répondre au deuxième objectif du travail de recherche qui
visait à quantifier l'impact de l'ajout d'éléments, tels des heuristiques, à un algorithme de
résolution de CSP. Pour ce faire, la mise en œuvre de l'heuristique d'ordonnancement de
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variables fail-first a été étudiée. Une particularité du problème, induite par la globalité des
contraintes de capacité, est que ce schéma d'ordonnancement de variables est préservé
lorsqu'on affecte les variables en suivant l'ordre total de l'ensemble X. De plus, l'ajout
d'ordonnancement de valeurs a été étudié et testé sur les instances de problèmes de la
CSPlib. Il a été démontré que les schémas d'ordonnancement des catégories de véhicules
fail-first obtiennent de meilleurs résultats que le succeed-first lors de la résolution du
problème de "car-sequencing". Cependant, la difficulté de la mise en œuvre des différents
schémas d'ordonnancement de valeurs a été de déterminer le calcul du niveau de difficulté
d'une catégorie de véhicules. Encore une fois, l'interdépendance entre l'étude de la
problématique à résoudre et l'ajout d'éléments à la méthode de résolution fut démontrée.
L'heuristique utilisant le nombre d'options d'une catégorie pour en calculer le
niveau de difficulté, soit Option, a obtenu de meilleurs résultats que les autres heuristiques.
Cependant, les instances de problèmes ayant toutes les mêmes contraintes de capacité, il
serait intéressant de tester les heuristiques sur des problèmes de contraintes de capacité de
natures différentes. L'ajout de nouveaux problèmes à la librairie existante de problèmes ou
l'utilisation d'instances de problèmes réels permettrait de mieux comparer les heuristiques
d'ordonnancement de valeurs suggérées dans ce travail.
L'impact de l'utilisation d'heuristiques d'ordonnancement de valeurs lors de la
résolution d'instances de problème par ILOG Solver 6.0 a aussi été défini. Les tests
effectués ont démontré qu'un bon ordonnancement de valeurs permet d'améliorer les
performances du logiciel tant sur les instances de problèmes satisfïables que non-
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satisfiables. A ce sujet, les travaux de recherche ont permis de définir l'état du problème
36_92 de la librairie CSPlib qui n'avait jamais été solutionné par quiconque jusqu'ici.
Les travaux effectués sur l'utilisation des listes de nogoods ont démontré qu'ils
permettent d'éliminer certains sous-arbres de l'arbre de résolution. Cependant, les essais
ont montré que la méthode suggérée ne permet pas d'éliminer un grand nombre de nœuds
dans l'arbre de résolution du problème de "car-sequencing" et des travaux dans cette
direction pourraient être poursuivis.
Enfin, la méthode de résolution concurrente présentée a permis de répondre au
troisième objectif de ce travail de recherche. En effet, l'utilisation d'une telle méthode de
résolution, consistant à subdiviser le problème initial en sous-problèmes, a permis de
diversifier la recherche de solutions et ainsi d'augmenter l'efficacité de l'algorithme de FC.
Les résultats montrent une amélioration au niveau du nombre d'instances de problèmes de
la librairie CSLlib résolues tant un niveau des problèmes du premier groupe que du
deuxième groupe. De plus, les profondeurs maximales atteintes pour les problèmes non
résolus ont aussi augmentées.
La simplicité de la méthode proposée en fait une avenue intéressante pour le
développement d'algorithmes sur une architecture à plusieurs processeurs. Il serait
également intéressant d'y intégrer une méthode d'échanges de nogoods ou de goods entre
les processus afin de générer de l'apprentissage. La méthode de stockage et de gestion des
nogoods présentée pourrait alors y être utilisée. De plus, une meilleure méthode
d'affectation des sous-problèmes aux processus permettant à un processus qui a terminé son
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traitement de prendre en charge un sous-problème affecté à un autre processus pourrait
également favoriser la recherche de solutions.
Les problèmes non-satisfiables suggérés dans la librairie CSLlib n'ont pu être
résolus par les méthodes de résolution développées. La bonification de la méthode de
diminution de l'espace de recherche représente une voie à explorer dans des recherches
futures pour favoriser la résolution de telles instances. De plus, l'avenue de l'utilisation
d'ordinateurs parallèles pour la résolution serait intéressante puisqu'elle favoriserait le
traitement en augmentant les ressources informatiques disponibles.
Les instances de problèmes suggérées dans la librairie CSPlib étant de nature
théorique, il serait intéressant d'appliquer les formalismes étudiés sur des instances de
problèmes "car-sequencing" réels. Pour ce faire, une hybridation entre les méthodes
exactes de résolution de problèmes de CSP et une heuristique pourrait être développée afin
de prendre en compte la totalité des contraintes de la chaîne de montage en plus de tenir
compte des coûts associés aux purges de l'atelier de peinture.
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Tableau A-1.10 - Résultats heuristique Random, deuxième groupe
