Photoinduced proton-coupled electron transfer is investigated for a minimal model consisting of three coupled degrees of freedom that represent an electron, a proton, and a collective solvent coordinate. Altering the parameters in this model generates a wide range of proton-coupled electron transfer ͑PCET͒ dynamics. Four different models are presented in this paper. Three of these models represent sequential mechanisms and one represents a concerted mechanism. The adiabatic potential energy curves as a function of solvent coordinate and the corresponding two-dimensional wave functions, which depend on both the proton and the electron coordinates, are calculated in order to study the possible mechanisms of photoinduced PCET. The surface hopping method ''molecular dynamics with quantum transitions'' ͑MDQT͒, which incorporates nonadiabatic transitions between adiabatic quantum states, is utilized to simulate the dynamics of photoinitiated PCET for two of these model systems. In this application of MDQT the proton and electron coordinates are treated quantum mechanically, and the solvent coordinate is treated classically. A relatively large number ͑e.g., 11͒ of mixed proton/electron adiabatic states are included in the MDQT simulations. The reaction is initiated on the electronically excited state, and many different dynamical pathways to lower energy stable states are observed. Nonadiabatic effects are shown to play an essential role in determining the rates and mechanisms of photoinduced PCET reactions. This paper differs from previous studies of PCET reactions in that it presents real-time nonadiabatic molecular dynamics simulations of model PCET reactions initiated on an electronically excited state.
I. INTRODUCTION
Proton-coupled electron transfer ͑PCET͒ is a fundamental mechanism for energy conversion in biological and chemical systems. The coupling between proton motion and electron transfer plays an important role in the translocation of protons across biological membranes in photosynthesis [1] [2] [3] and respiration [4] [5] [6] and in the conduction of electrons in cytochrome c. 7, 8 One experimental approach to studying the mechanism of PCET has been to photoinduce electron transfer within electron donor-acceptor pairs connected by hydrogen-bonded interfaces. 9 , 10 Cukier and coworkers have developed an extensive theory to predict the rate of a PCET reaction and have successfully applied their methodology to these experimentally studied model complexes. [11] [12] [13] [14] In this paper we investigate the dynamical aspects of photoinduced PCET reactions by applying nonadiabatic molecular dynamics methods to simple model systems.
In a previous paper 15 we developed a minimal model for PCET reactions. This model consists of three coupled degrees of freedom that represent an electron, a proton, and a solvent coordinate. Altering the parameters in this model generates a wide range of PCET dynamics. We presented three model systems corresponding to three different mechanisms: a concerted mechanism in which the proton and electron are transferred simultaneously, a sequential PT-ET mechanism in which the proton is transferred prior to the electron, and a sequential ET-PT mechanism in which the electron is transferred prior to the proton. We applied the surface hopping method ''molecular dynamics with quantum transitions'' ͑MDQT͒ 16, 17 to these three model systems. In the application of MDQT to these model PCET reactions, the electron and proton coordinates are treated quantum mechanically, while the solvent coordinate is treated classically. The adiabatic quantum states, which are two-dimensional wave functions that depend on both the electron and the proton coordinates, are obtained through the solution of the time-independent Schrödinger equation. Nonadiabatic transitions among these quantum states are incorporated according to a stochastic algorithm based on the evolution of the timedependent Schrödinger equation. In Ref. 15 , the reactions were all initiated on the ground adiabatic state ͑i.e., the ground electronic and proton vibrational states͒, and transitions among the adiabatic states were incorporated using the MDQT algorithm. The simulations in Ref. 15 indicate that nonadiabatic effects play an important role in determining rates and mechanisms of PCET reactions.
The effects of photoexcitation can be incorporated into MDQT simulations by instantaneously switching the system to the appropriate excited adiabatic state. For example, Ref.
18 presents an application of MDQT to vibrationally excited proton transfer reactions. In this paper we study electronically excited PCET reactions for a series of four different model systems. The first three models represent sequential mechanisms. In contrast to our previous studies in Ref. 15 , where the reaction was initiated on the ground state, the distinction between the PT-ET and ET-PT mechanisms is not well defined for photoinduced PCET because the mechanism depends on the dynamical pathway. This dynamical depen-dence results from the involvement of a relatively large number of adiabatic states of varying character. Moreover, for these three sequential models the electron is already partially transferred upon photoexcitation, indicating that a straightforward PT-ET mechanism is not feasible. The fourth model presented in this paper represents a concerted mechanism in which the proton and electron are transferred simultaneously. For all four models we study the characteristics of the adiabatic potential surfaces and the two-dimensional wave functions in order to gain insight into the fundamental physical principles of photoinduced PCET. The MDQT simulations, which are performed on only the first two models, elucidate the dynamical aspects of photoinduced PCET.
A variety of other theoretical methods have been used to study proton and electron transfer reactions. In particular, a number of mixed quantum/classical molecular dynamics methods, in which a few nuclei are treated quantum mechanically and the remaining nuclei are treated classically, have been developed and applied to proton transfer reactions in solution. Dynamical solvent effects on electron transfer processes have also been studied. [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] Moreover, as mentioned above, Cukier and co-workers have developed an extensive theory to predict the rate of a PCET reaction. [11] [12] [13] [14] In this theory dielectric continuum theory is used to incorporate the solvation effects, and the electron and proton are allowed to be transferred either consecutively ͑ET followed by PT͒ or concertedly. They studied a series of model complexes 9, 10 that mimic a donor/acceptor electron transfer pair separated by a proton transfer interface and obtained results consistent with experimental data.
14 The theoretical framework developed by Cukier and co-workers provides insight into the fundamental physical principles of PCET reactions and prescribes a method for the evaluation of the rate constants.
In this paper we develop the methodology for the realtime dynamical simulation of photoinduced PCET reactions in order to elucidate the underlying dynamical principles and detailed mechanisms of photoinduced PCET reactions. Although based on simple model systems, the MDQT simulations presented in this paper include a relatively large number ͑e.g., 11͒ of adiabatic states, which leads to many regions of strong nonadiabatic coupling. Thus the PCET reactions initiated on electronically excited states exhibit multiple nonadiabatic transitions and display a wide variety of dynamical pathways. The real-time MDQT simulations performed in this paper capture many of the essential features of photoinduced PCET reactions. A recent comparison of MDQT to exact quantum dynamical calculations for these types of PCET model systems validates the application of MDQT to these systems. 55 An outline of this paper is as follows. In Section II we present the model system. Section III describes the MDQT method and the approximate incorporation of a thermal bath. Section IV presents the results for four different model systems, and Section V summarizes our results.
II. THE MODEL SYSTEM
The model system that we have developed to study PCET reactions consists of three coupled degrees of freedom: an electron coordinate r e , a proton coordinate r p , and a solvent coordinate R. This model system, which is related to the minimal model of a charge transfer reaction presented in Ref. 56 , is illustrated in Fig. 1 . The electron donor ͑D͒ and acceptor ͑A͒ are fixed with a separation distance of d DA , and although not shown in Fig. 1 the proton donor and acceptor are also implicitly fixed on the D-A axis. The electron and proton are constrained to move in one dimension along the D-A axis. The solvent coordinate R, which is not shown in Fig. 1 Other studies have also described the interaction between the solvent and the proton or electron with a linear coupling term. 13 Linear coupling mimics these interactions in that the field of the solvent ͑rep-resented by the coordinate R in Eq. ͑8͒͒ could stabilize the reactant state or the product state of the electron ͑or proton͒ or could symmetrize the potential in which the electron ͑or proton͒ moves. Although linear coupling is a substantial simplification of this interaction, it provides a physically reasonable description of the interaction of the fluctuating field of the solvent with the electronic ͑or proton͒ charge distribution of the solute. Note that the r e o and r p o parameters are not required in these model systems since, as seen in Eq. ͑8͒, the terms involving r e o and r p o each include a constant term ͑which will not affect the dynamics͒ and a term linear in R, which can be incorporated into the harmonic solvent potential in Eq. ͑4͒. However, these parameters are convenient for generating different PCET mechanisms with this model.
Adjustment of the flexible parameters in this model will generate a wide range of systems. As presented in Ref. 15 , we have generated models in which PCET occurs by a concerted mechanism ͑where the proton and electron are transferred simultaneously͒ and models in which PCET occurs by a sequential mechanism ͑where either the proton or the electron is transferred first͒.
III. THEORY AND METHODS

A. MDQT
In this section we describe the surface hopping MDQT method and contrast it to the adiabatic and best trajectory methods. For generality, we consider a system that is comprised of N quantum mechanical particles ͑with coordinates denoted by r) and N cl classical particles ͑with coordinates denoted by R). The total Hamiltonian is HϭT q ϩT c ϩV͑r,R͒, ͑9͒
where T q and T c are the quantum and classical kinetic energies, respectively, and the total potential energy is V(r,R). For the application of MDQT to the model system described in Section II, the electron and the proton coordinates are treated quantum mechanically, while the solvent coordinate is treated classically. Thus Nϭ2, N cl ϭ1, and V(r,R) ϭV s (R)ϩV p (r p )ϩV e (r e )ϩV pe (r p ,r e )ϩV pes (r p ,r e ,R). For each configuration R of the classical particles, the adiabatic quantum states ⌽ n (r;R) and energies ⑀ n (R) can be calculated by solving the time-independent Schrödinger equation:
where H q ϭT q ϩV͑r,R͒. ͑11͒
In the standard adiabatic method for molecular dynamics, the system is assumed to remain in a single adiabatic quantum state k, and the classical particles move according to a potential obtained by averaging the total potential over this quantum state ͑i.e., V eff ϭ͗⌽ k ͉V(r,R)͉⌽ k ͘). For many interesting systems, however, the adiabatic approximation is invalid, so the development of methods that incorporate transitions among the quantum states is crucial. 16, 17, [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] In MDQT the wave function ⌿(r,R;t) that describes the quantum mechanical state at time t is expanded in terms of L orthonormal adiabatic states ⌽ n (r;R)
where C n (t) are complex-valued expansion coefficients ͑i.e., quantum amplitudes͒. The quantum amplitudes C n (t) are propagated in time by integrating the time-dependent Schrö-dinger equation, which can be written in the following form:
where V k j ͑R͒ϵ͗⌽ k ͑r;R͉͒H q ͉⌽ j ͑r;R͒͘, ͑14͒
and the nonadiabatic coupling vector d k j (R) is defined as:
The brackets denote integration over only the quantum mechanical coordinates r.
Note that in the best trajectory or mixed state methods 34, [69] [70] [71] the classical particles move in a mean potential obtained by averaging the total potential over the timedependent wave function ͑i.e., V eff ϭ͗⌿͉V(r,R)͉⌿͘). Since the classical particles follow an average path derived from a mixture of adiabatic states, this approach cannot properly describe branching processes ͑i.e., processes involving multiple pathways͒. The accurate description of branching processes is critical in charge transfer reactions because typically there are two distinct states of very different character ͑i.e., one ionic and one covalent͒, and the system must experience different forces from each of these two distinct states.
In MDQT the system is always in a particular adiabatic quantum state k, and the classical particles move in a potential obtained by averaging the total potential over only this occupied adiabatic state ͑i.e., V eff ϭ͗⌽ k ͉V(r,R)͉⌽ k ͘). MDQT incorporates instantaneous transitions from one adiabatic state to another using the ''fewest switches'' probabilistic algorithm which ensures that for a large ensemble of trajectories, the fraction in a given state j at a given time t is the quantum probability ͉C j (t)͉ 2 . 16 Since a large number of trajectories are run, where each trajectory follows a single path, branching processes are described accurately. The MDQT method has been compared to fully quantum mechanical calculations for several model systems involving multiple electronic surfaces 16 and for a simple model proton transfer reaction. 72 Recently we have also compared MDQT to fully quantum mechanical calculations for a model similar to the Sequential Model 1 presented in this paper. For the fully quantum calculations a Gaussian wavepacket was initiated on the ground state, and for the MDQT calculations an ensemble of trajectories sampled from the Wigner distribution associated with the initial wavepacket was propagated. The agreement between the MDQT and the fully quantum dynamical calculations validates the application of MDQT to these model PCET systems.
The time-independent Schrödinger equation ͓Eq. ͑10͔͒ can be solved by expanding the adiabatic wave functions in a set of N b normalized basis functions ͕ ␣ (r)͖
and using the standard variational method to calculate the expansion coefficients c j␣ . ͓For our calculations the ⌽ j (r;R) were chosen to be real, but for a given initial ⌿(r,R;tϭ0), specified within a phase factor, this choice does not affect the dynamics.͔ In Ref. 15 we developed a prescription for decreasing the number N b of N-particle basis functions in Eq. ͑16͒. In this method a set of the M lowest energy adiabatic states ⌽ j (r;R) from the previous time step is used as the set of basis functions ␣ (r) for the current time step. The appropriate number M of basis functions in this set is determined by convergence tests for the accessible classical configurations in the system. As shown in Ref. 15 , one advantage of this method is that the evaluation of the kinetic energy operator is unnecessary, and only the integration over the change in the potential is required. The implementation of this method is straightforward. For the first time step the time-independent Schrödinger equation must be solved with a full basis set expansion. Thus the N-particle basis functions ␣ (r) are products of oneparticle basis functions ␣ i (r i ). For our simulations the oneparticle basis functions ␣ i (r i ) are the eigenfunctions of appropriate simple quantum harmonic oscillators. For the simulations described in this paper we use at least 1000 N-particle basis functions ␣ (r) for this first time step ͓i.e., N b Ϸ1000 in Eq. ͑16͔͒. Then the M lowest energy adiabatic states are used as basis functions for the next time step, and the basis functions are updated to be the M lowest energy adiabatic states at each subsequent time step. Convergence tests have been performed to ensure that this smaller basis set is adequate for all accessible classical configurations. For the simulations described in this paper we found that M ϭ70Ϫ90 was sufficient ͓i.e., N b Ϸ80 in Eq. ͑16͔͒. This decrease in the number of basis functions in Eq. ͑16͒ by more than a factor of ten provides substantial computational savings for the solution of the time-independent Schrödinger equation.
B. Thermal bath
Since the model systems described in this paper include only a single ͑collective͒ solvent coordinate, they do not accurately describe PCET in solution. For example, in PCET reactions in solution the bulk solvent serves as a thermal bath that dissipates the energy released when the initially excited system relaxes to its ground state. This thermal dissipation is not adequately described in our model systems. In order to study the qualitative effects of a thermal bath, we have utilized the approximate thermalization method described in this section. We emphasize that this thermalization procedure is not expected to mimic the dynamics in solution in a quantitatively accurate way. Thus we present results both with and without the thermalization procedure.
Since temperature is a thermodynamic quantity, it is not rigorously defined for a system consisting of only one solvent mode. However, we will define an instantaneous temperature analogous to the standard definition of an instanta-neous temperature for a system consisting of a large number of solvent modes. Thus we define the instantaneous temperature of the system as
where k B is the Boltzmann constant and v is the velocity of the solvent ͑i.e., vϭṘ ). Given a constant temperature T o of the thermal bath, the corresponding positive velocity v o can be obtained from Eq. ͑17͒. Then at each time step, the velocity of the solvent mode is adjusted through
where v and vЈ are the velocities before and after the adjustment, and 0рkр1 is a constant representing the efficiency of energy exchange between the system and the thermal bath. According to Eq. ͑18͒, the energy will flow from the system into the bath if the system has a higher temperature than the bath. When kϭ0 there is no energy exchange between the system and the bath. In this case, the energy released during electronic relaxation could increase the temperature of the solvent mode by thousands of degrees. On the other hand, if kϭ1 the temperature of the system will remain exactly T o . For systems undergoing fast relaxation, such thermal equilibrium between the system and the bath may not always be maintained. However, if 0ϽkϽ1 and the system stays in a particular state for a long time, the accumulated effects of the thermal bath ͓i.e., the repeated application of Eqs. ͑18͔͒ will eventually bring the system temperature to T o . We emphasize that this thermalization approach models only the qualitative effects of a thermal bath and is not expected to accurately reproduce the dynamics in solution. Thus we present results both with and without the thermalization procedure. A method such as Langevin dynamics 73 could be implemented for a more rigorous treatment of this model system. For systems with a large number of solvent degrees of freedom, the Nosé-Hoover 74,75 constant temperature dynamics method could be implemented, although this method may be problematic for nonequilibrium processes. These directions will be investigated in future work.
IV. RESULTS
In this paper we study four different PCET models. The first three models illustrate sequential mechanisms. In Ref. 15 we presented both a PT-ET model, in which the proton was transferred prior to the electron, and an ET-PT model, in which the electron was transferred prior to the proton. For the photoexcited case, however, the distinction between the PT-ET and ET-PT mechanisms is not well defined because the mechanism depends on the dynamical pathway among the various quantum states. Moreover, for the sequential models we found that the electron is already partially transferred upon photoexcitation to the electronically excited state. The fourth model illustrates a concerted mechanism in which the electron and proton are transferred simultaneously.
These models could represent electron donor-acceptor pairs connected by a hydrogen-bonded interface. Systems of this type that have been experimentally studied include electron transfer from a photoexcited Ru͑bipyridine͒ 2 ϩ3 donor to a 3,5-dinitrobenzene acceptor through an intervening amidinium-carboxylate interface 10 and electron transfer from a photoexcited Zn II porphyrin to a 3,4-dinitrobenzene acceptor through an intervening dicarboxylic acid interface. 9 In our models the proton moves ϳ0.5 Å, which is physically reasonable for intramolecular proton transfer in a hydrogenbonded complex. The symmetric concerted PCET model represents a symmetric hydrogen-bonding interface such as a dicarboxylic acid interface, and the third sequential model represents an asymmetric hydrogen-bonding interface such as an amidinium-carboxylate interface. In these models the distance between the electron donor and acceptor ranges from 3.2-9.0 Å, while the typical distances for these types of systems are ϳ8 -15 Å. The first two sequential models incorporate asymmetry between the electron donor and acceptor. Table I lists the parameters for a sequential reaction that incorporates asymmetry between the electron donor and acceptor. These parameters are identical to those reported in our previous work for an ET-PT reaction ͑in the absence of photoexcitation͒ except for two parameters: the coupling constant between the solvent and the proton C sp ϭ5.0 ϫ10 Ϫ2 a.u. ͑previously C sp ϭ3.0ϫ10 Ϫ2 a.u.͒ and the solvent frequency s ϭ1.1ϫ10 Ϫ3 a.u. ͑previously s ϭ4.0 ϫ10 Ϫ4 a.u.͒. Figure 2 depicts the adiabatic potential energy curves, which are obtained through the solution of Eq. ͑10͒ using the method described in Section III. Note that all of the states in Fig. 2 are labelled as (n,m) , where n is the quantum number assigned to the electron and m to the proton. In this paper n indicates the number of nodes along the electron coordinate and m indicates the number of nodes along the proton coordinate. The first excited electronic state ͑1,0͒ is indicated by arrows in Fig. 2 . The coupling of both the electron and the proton to the solvent affects the pattern of the electron and proton energy levels. Since C sp is relatively large, the solvent-proton coupling term V sp contributes significantly to the total Hamiltonian. Thus the energies of the proton quantum states change substantially with the solvent coordinate R. As shown in Fig. 2 there are three, seven, and five excited proton states lower than the first excited electronic state when RϷϪ1.0, 0.0, and 0.7 Å, respectively. Figure 3 presents the two-dimensional wave functions for both the reactant and the product. The reactant and product are defined by RϭϪ1.01 Å and Rϭ0.69 Å, respectively, which are the positions of the minima on the ground state. The electron and proton are both located near the donor in the reactant and are both located near the acceptor in the product for the states shown in Figs. 3a-c. The excited states ͑0,1͒ and ͑0,2͒ have one and two nodes, respectively, along the proton coordinate and thus are more delocalized along the proton coordinate than the ground state ͑0,0͒. As shown in Fig. 3d , the fourth state is of different character for the reactant and product states. In the reactant the fourth state, which is labelled ͑1,0͒, has one node along the electron coordinate and no nodes along the proton coordinate. In the product the fourth state, which is labelled ͑0,3͒, has no nodes along the electron coordinate and has three nodes along the proton coordinate. This difference between reactant and product is also illustrated in Fig. 2 , which indicates that there are three states lower in energy than the ͑1,0͒ state in the reactant but there are five states lower in energy than the ͑1,0͒ state in the product. Note also that the reactant state in Fig. 3d differs from the reactant states in Figs. 3a-c in that the electron is localized closer to the acceptor than to the donor. Photoinduced PCET can be modelled by preparing the system on the ground state as the stable reactant ͑i.e., R ϭϪ1.01 Å͒ and then instantaneously transferring the system to an excited state. For example, electronic excitation can be modelled by transferring the system to the excited state labelled as ͑1,0͒. After this initial excitation the system experiences a relaxation process and switches among the quan- tum states until it reaches a stable state. In order to understand the mechanism of this process, we have studied the characteristics of the intermediate wave functions. We found that at Rϭ0.0 Å the electron is localized near the acceptor, while the proton is delocalized between its donor and acceptor for the lowest six adiabatic states. Some of these adiabatic states are shown in Fig. 4 . ͑The first two states are near degenerate and thus can be viewed as mixed states delocalized along the proton coordinate.͒ This indicates that for this model the electron is typically transferred prior to the proton. Moreover, as shown in Fig. 3d , in the reactant ͑1,0͒ state the electron is already localized closer to the acceptor than to the donor, so the electron is already partially transferred upon photoexcitation.
A. Sequential model I
In order to study the dynamics of photoinduced PCET, we applied the MDQT method described in Section III to this model system. The lowest nine adiabatic states were included to ensure convergence. An ensemble of ϳ100 trajectories was started on state ͑1,0͒ at RϭϪ1.01 Å with a small initial velocity of 4.5ϫ10 Ϫ6 a.u. Note that these initial conditions are an approximate version of a more realistic treatment that would utilize a Wigner distribution corresponding to a ground state wavepacket pumped to the excited state. The trajectories were propagated until they reached a stable state or until the propagation time exceeded 2 ps. 76 For this model system, the stable states are chosen to be the ground state with RϳϪ1.01 Å or Rϳ0.69 Å and the first excited state with RϳϪ0.90 Å or Rϳ0.53 Å. The stability of these states depends on the temperature of the system. ͑The second excited state ͑0,2͒ has a shallow minimum at RϭϪ0.74 Å, but since the barrier is low relative to the expected temperature of the system on this state we did not treat this as a stable state.͒ We performed these simulations both with the thermalization procedure described in Section III for two different values of k 0.0 and without this thermalization procedure (kϭ0.0). The thermal bath temperature was T 0 ϭ360 K.
The results of these MDQT simulations are presented in Table II . The average temperatures in Table II represent the temperature of the system when it first reaches a stable state ͑averaged over all trajectories͒. For the relatively small values of k we have utilized, this temperature is extremely high because the photoexcitation energy is converted into thermal energy during the relaxation process, which occurs over a time of only ϳ500 fs. If the simulation is continued after the stable state is reached, however, the system is eventually cooled to the bath temperature after 5 -15 fs ͑with a time step of 0.6 fs͒ when k 0.0. Table II indicates that, as expected, the average final temperature decreases significantly with increasing k. In addition, Table II indicates that the relaxation times also vary with k. The average relaxation time is similar for kϭ0.0 and kϭ0.01 but is longer for k ϭ0.05. The longer relaxation time for kϭ0.05 occurs because the lower velocity of these trajectories leads to a smaller probability of switching states and hence a longer stay on the higher energy states before relaxation down to a stable state. The similarity in the relaxation times for k ϭ0.0 and kϭ0.01 results from a balance between two competing effects of high velocity trajectories ͑which have a high probability of switching states͒: some trajectories quickly relax directly down to a stable state, while others switch to higher states and thus proceed along a lengthy indirect route down to a stable state. Finally, Table II indicates that for all three values of k approximately half of the trajectories end up in a stable state in the reactant region and half end up in a stable state in the product region. Note that due to the relatively small number of trajectories propagated, the error in these final state populations is ϳ10%. The differences in the average final temperatures and the average relaxation times for different values of k indicate that the thermal bath has a significant effect on the dynamics. However, as discussed above, the thermalization procedure is not expected to accurately reproduce dynamics in solution. Nevertheless, the approximate thermalization treatment used in this paper allows us to study the qualitative aspects of energy dissipation in photoexcited PCET reactions. We observed a wide variety of dynamical trajectory pathways in these MDQT simulations. Moreover, we found that the multiple avoided curve crossings shown in Fig. 2 play an important role in the dynamical PCET process.
B. Sequential model II
The second model is similar to the first model in that both models include asymmetry between the electron donor and acceptor. However, in the second model the distance between the electron donor and acceptor is d DA ϭ9.0 Å, whereas in the first model d DA ϭ4.2 Å. The parameters for the second model are given in Table III ͗t͘ is the average relaxation time and ͗T f ͘ is the average final temperature ͑when the trajectories are terminated͒.
kϭ0.00
͗t͘ϭ688 fs ͗T f ͘ϭ3300 K a 113 trajectories finished and 1 was stopped after 2 ps. for this model system are shown in Fig. 5 . The reactant wave functions for the ground ͑0,0͒ and electronically excited ͑1,0͒ states are shown in Figs. 6a and b, respectively. As in the previous model, in the ground state ͑0,0͒ both the proton and the electron are localized near the donor, but in the first electronically excited state ͑1,0͒ the electron is localized closer to the acceptor than to the donor. Thus the electron is already partially transferred upon photoexcitation. The intermediate wave functions at RϭϪ0.08 Å are shown in Fig. 7 . In the ͑0,0͒, ͑0,1͒, ͑0,2͒, and ͑0,3͒ states the electron is localized near the acceptor, but in the excited electronic state ͑1,0͒ the electron is localized near the donor. In both the ͑0,0͒ and the ͑1,0͒ states the proton is localized near the donor, in the ͑0,1͒ state the proton is localized near the acceptor, and in the ͑0,2͒ and ͑0,3͒ states the proton is delocalized between the donor and acceptor. For this system the mechanism of PCET depends on the specific pathway followed by a trajectory. We performed MDQT simulations similar to those discussed for the previous model system with an initial solvent coordinate RϭϪ0.98 Å and a thermal bath constant k ϭ0.05. The lowest eleven adiabatic states were included to ensure convergence. We started 49 trajectories in the electronically excited state ͑1,0͒ and propagated them until they reached one of the stable states, which were chosen to be which increased the computational time of each trajectory. The results are given in Table IV. This table indicates that ϳ37% of the trajectories ended up in the product region. Note that ϳ20% of the trajectories were stopped after 2 ps because they did not reach one of the stable states by this time. We found that 6 of these trajectories were stopped on the first excited state with Rϳ0.34 Å, which is a relatively stable region that could lead to either the reactant or the product on the ground state. Since only 38 trajectories were used to calculate the percentage of trajectories ending up in each stable state, the statistical error in these results is ϳ16%. The large fraction of incomplete trajectories suggests that a longer cutoff time would improve the statistical accuracy. Similar to the first model, we observed a wide variety of dynamical trajectory pathways. However, in this case the pathways are even more complex than in the first model due to the inclusion of more adiabatic states, which leads to a larger number of avoided curve crossings.
C. Sequential model III
The third model includes asymmetry between the proton donor and acceptor. This model is identical to the sequential PT-ET model presented in Ref. 15 . Figure 8 illustrates the potential energy curves for the first 12 adiabatic states in this model. The electronically excited state ͑1,0͒ for the reactant resembles that of the previous two sequential models: the proton is localized near the donor, but the electron is localized closer to the acceptor than to the donor. Thus the electron is already partially transferred upon photoexcitation, so we no longer label this model PT-ET for this paper. We have found that at the intermediate solvent coordinate RϭϪ0.48 Å the electron is localized near the donor, but the proton is delocalized between the donor and the acceptor for the lowest six adiabatic states. Some of these adiabatic states are shown in Fig. 9 . This suggests that the proton is transferred prior to the electron if the reaction occurs on the lowest six adiabatic states. The PT-ET dynamics on the lowest three adiabatic states is discussed in Ref. 15 . This paper is concerned with photoinduced PCET, which corresponds to starting the system in the electronically excited state ͑1,0͒ in the reactant region ͑i.e., RϳϪ1.9 Å͒. As shown in Fig. 8 , there are seven adiabatic states lower in energy than this state. Moreover, as mentioned above, in this state the proton is localized near the donor, but the electron is localized closer to the acceptor than to the donor. Figure 8 shows that the states above state ͑0,5͒ and the states below ͑0,3͒ exhibit strong nonadiabatic coupling, while the intermediate states exhibit very weak nonadiabatic coupling. Thus, we expect that a photoinduced reaction starting from the ͑1,0͒ state in the reactant region will quickly relax to state ͑0,5͒, then slowly relax to state ͑0,2͒, and finally quickly relax to the ground state. The detailed mechanism will depend on the specific pathway. We did not perform MDQT simulations on this system because we expect that the relaxation from state ͑0,5͒ to state ͑0,2͒ would be extremely slow due to many oscillations on each intermediate state.
D. Concerted PCET model
The fourth model represents a concerted PCET mechanism, where the proton and electron are transferred simultaneously, and is identical to the concerted model presented in Ref. 15 . Figure 10 illustrates the potential energy curves for the first 14 adiabatic states in this model. The arrow in the figure points to the eleventh state, which is the first excited electronic state. Figure 11 depicts the electronically excited state ͑1,0͒ in the reactant region at RϭϪ0.64 Å. Note that this model differs from the previous three models in that both the electron and the proton are almost equally delocalized between the donor and acceptor in the reactant ͑1,0͒ state. Moreover, Fig. 12 shows that the intermediate wave functions at Rϭ0.0 Å are delocalized between the donor and acceptor along both the proton and electron coordinates, indicating that for this model the electron and the proton are transferred simutaneously. The PCET dynamics on the lowest two adiabatic states is discussed in Ref. 15 . This paper is concerned with photoinduced PCET, which corresponds to starting the system in the electronically excited state indicated with an arrow in Fig. 10 . As shown in Fig. 10 , only the two lowest and highest energy states exhibit significant nonadiabatic coupling. This lack of nonadiabatic coupling for most of the curves results from the equivalent coupling of the proton and electron to the solvent ͑i.e., C sp ϭC se ), which TABLE IV. The results of the MDQT simulation for the Sequential Model II. 38 trajectories finished and 11 were stopped after 2 ps. P(R) is the percentage of trajectories ending up in the product ͑reactant͒, and the subscripts 0, 1, and 2 represent the ground, first excited, and second excited states. ͗t͘ is the average relaxation time and ͗T f ͘ is the average final temperature ͑when the trajectories are terminated͒.
͗t͘ϭ1160 fs ͗T f ͘ϭ2100 K causes the proton and electron energy levels to vary similarly with the solvent coordinate. As a result, the intermediate excited states are all very stable, so the relaxation process after photoexcitation will be extremely slow. We did not perform MDQT simulations on this system because we expect that the relaxation process would be even slower than in the previous model due to many oscillations on each intermediate state.
V. SUMMARY AND CONCLUSIONS
We have studied photoinduced PCET reactions for a series of four different model systems. Each model system is comprised of an electron, a proton, and a collective solvent coordinate. Three of the model systems represent sequential mechanisms, and one represents a concerted mechanism. For each model we calculated the adiabatic potential energy curves as a function of solvent coordinate and the corresponding two-dimensional adiabatic wave functions for reactant, product, and intermediate solvent configurations. For the concerted model both the proton and the electron are delocalized between the donor and acceptor upon photoexcitation to the first electronically excited state. The symmetry of this model leads to similar delocalization for intermediate states, resulting in a concerted PCET mechanism. In contrast, for the sequential models asymmetry is introduced between the electron donor and acceptor or between the proton donor and acceptor. For all three sequential models the proton is not transferred but the electron is partially transferred upon photoexcitation to the first electronically excited state. The three sequential models differ in the characteristics of the intermediate states. The adiabatic potential energy curves exhibit many regions of strong nonadiabatic coupling, leading to complex sequential PCET reaction dynamics. In all cases, the detailed mechanism of PCET depends on the specific pathway followed among the quantum states subsequent to photoexcitation. Thus, nonadiabatic effects play a critical role in determining the rates and mechanisms of photoinduced PCET reactions.
In order to study the quantum dynamical aspects of photoinduced PCET, we applied the MDQT method to two of these model systems. In these simulations both the proton and the electron were treated quantum mechanically, and the solvent was treated classically. A relatively large number of adiabatic states was included in these simulations, which leads to many avoided curve crossings. Trajectories were started on the first electronically excited state and were propagated until they relaxed down to one of the lower energy stable states, which required a series of nonadiabatic transitions. We observed a wide range of different pathways among the adiabatic quantum states. These real-time MDQT simulations capture many of the essential features of photoinduced PCET reactions. Recent calculations comparing MDQT and fully quantum dynamical calculations for a PCET model system validate this application of MDQT. 55 Since the model systems include only a single ͑collective͒ solvent coordinate, they do not accurately describe PCET in solution. For example, the effects of energy dissipation are not described accurately. A more realistic treatment of PCET in solution would include a large number of solvent modes. A method such as the Nosé-Hoover thermostat could be used to control the temperature, but this method may be problematic for nonequilibrium dynamics. This is a direction for future investigation. Nevertheless, these simple model systems provide insight into the fundamental physical principles and dynamical aspects of photoinduced PCET reactions.
The methodology presented in this paper lays the groundwork for the simulation of more physically realistic systems, which would allow comparison to experimental results. Photoinduced PCET has been experimentally studied for a range of complexes comprised of electron donoracceptor pairs connected by hydrogen-bonded interfaces. 9, 10 Nonadiabatic molecular dynamics simulations of such systems will help elucidate the nature of the coupling between proton motion and electron transfer reactions.
ACKNOWLEDGMENTS
We are grateful for financial support from the NSF CAREER program grant CHE-9623813, the Petroleum Research Fund ͑administered by the ACS͒ Grant #30432-G6, and the Clare Boothe Luce Foundation. 
