Nowadays Voice over IP (VoIP) has become an evolutionary technology in telecommunications. Because of the increasing dependencies of people on VoIP for voice communication, it is important to design a reliable and performance oriented VoIP system. In this paper a hierarchical model combining reliability and performance is proposed for a server based VoIP system on a wireless network. The top level reliability model consists of only the basic components of a VoIP system. Simultaneous failure of multiple components is taken into modelling consideration. Component redundancies and software rejuvenation are employed to achieve higher system reliability. Assuming exponential failure and repair times of the components, continuous time Markov chain is used to develop the top level reliability model. In addition, a lower level performance model is constructed to obtain the performance metrics of the system at each state of the top level reliability model. Numerical results are provided for the quantitative analysis of the proposed model. 
Introduction
Voice over IP (VoIP) is a form of voice communication that uses data networks to transmit voice signals. The signal is appropriately encoded at one end of the communication channel, sent as packets through the data network, then decoded at the receiving end and transformed back into a voice signal. VoIP has become an evolutionary technology in telecommunications and has been evolving quite rapidly in recent years as it provides long distance calls at a very low cost as compared to traditional PSTN technology (Karapantazis and Pavlidou, 2009) . Nowadays VoIP over wireless networks is becoming more and more popular. Wireless LANs (WLANs) are being widely deployed at present, since the number of mobile users is increasing steadily. And WLANs are a crucial element in any business sector where 'anytime, anywhere' access to network resources is essential. Considering the different situations in which WLANs are used, the types of information that need to be transmitted on these networks vary. Hence, the use of the same network for multiple purposes, such as communicating data, telephony and video conferencing, is an important drift that is being followed extensively in corporate sectors. Using VoIP on WLANs solution enables support of mobile devices within the building or campus.
However a potential problem with VoIP over a wireless network is a decrease in call quality due to sharing that network with Transmission Control Protocol (TCP) data. When VoIP and TCP share a network it results in either a reduction in TCP capacity or significantly affects voice quality. VoIP, in general, faces some problems such as Quality of Service (QoS), packet loss, jitter, latency, degrading voice quality and other problems on hardware or software equipment. But owing to the intrinsic properties of wireless networks, the situation becomes even more challenging when VoIP is implemented over wireless networks. These intricacies are comprehensively studied in literature (Karam and Tobagi, 2002; Shim et al., 2003; Gokhan and Guler, 2006) . As more and more people are using VoIP for voice communication, it is essential to design VoIP systems which are reliable and meet certain QoS requirements.
Research has been done on the area of availability and reliability of VoIP systems. A VoIP system is considered in (Koutras and Platis, 2007) and the effects of performing software rejuvenation in order to prevent system failures caused by resource exhaustion due to the increasing number of calls are examined. An optimal rejuvenation policy to increase the system reliability in the presence of resource degradation is proposed by Koutras and Platis (2006) . In the work of Koutras et al. (2009) , a VoIP system with basic components is modelled using Markov chain. The authors in this paper used component redundancies and software rejuvenation technique to achieve higher availability and reliability. One of the limitations of the model proposed in this paper is that the authors have assumed the failure of only one component at a given time. This motivates us to incorporate the failure of more than one component at the same time in the model.
Another vital issue related to VoIP over wireless networks is the performance. When new and handoff voice calls are admitted into an already congested network, both new and existing calls will experience increased packet loss and delay. Voice quality will degrade and eventually conversation will become impossible. To minimise the effect of network congestion on voice calls, Call Admission Control (CAC) is a deterministic and informed decision that is made before a voice call is established. CAC is the practice or process of regulating traffic volume in voice communications, particularly in wireless mobile networks and in VoIP. It is based on whether the required network resources are available to provide suitable QoS for the new and handoff call.
In the past, reliability and performance of computer systems have been investigated disjointly (Trivedi, 2001) , i.e. either pure performance or pure reliability. Analysis of the systems from a pure performance aspect tends to be encouraging as the failure-repair behaviour of the systems is completely ignored in it. On the other hand, pure reliability analysis tends to be unprogressive and conventional as performance concerns are not taken into consideration. However, when a system moves from one up state to another (because of a failure or a repair/reconfiguration), the performance level can change. One should therefore consider performance changes that are associated with failure and recovery actions to obtain combined performance and reliability measures which are more sensible and practical. Moreover, users also want speed and improved performance, but only if it comes with reliable services. Consequently, this motivates us to perform a combined evaluation of performance and reliability for a VoIP system based on wireless network.
A broadly implemented approach in combined performance and reliability analysis is the hierarchical modelling technique (Malhotra and Trivedi, 1993) . In this paper, we also propose a hierarchical model combining reliability and performance for a basic VoIP system over a wireless network. At the top level, we propose a pure reliability model with component redundancies and software rejuvenation which incorporates failure of multiple components at the same time. Reliability and Mean Time to Failure (MTTF) are obtained using this model as reliability metrics of the system. And at the lower level, we propose a performance model based on a particular CAC scheme discussed by Haring et al. (2001) to obtain the performance metrics of the VoIP system at each state of the top level reliability model. This is accomplished by the use of Markov Reward Model (MRM) (Dharmaraja et al., 2008) . MRMs are most commonly used for the combined performance and dependability study of degradable systems (Trivedi and Muppala, 1992) . It provides a unifying framework for an integrated specification of model structure and system requirements. The MRM is built up of two distinct models: the behaviour model and the reward structure (Eusgeld et al., 2008) . The behaviour model describes the possible behaviour of the system. A degradable system, depending on the faults that occur, can be in different states at different times. The states, and the transition links between them representing by failures and repairs, make up the behaviour model. Each state in the behaviour model has a certain performance level associated with it. The amount of performance achievable has a certain reward related to it. This reward rate quantifies the ability of the system to perform. The set of these rewards, associated to the individual states, make up the reward structure. Together the behaviour model and reward model describe the MRM.
The paper is organised as follows: Section 2 gives the complete model description. The description of a basic VoIP system is given in Section 2.1. The top level reliability model and the lower level performance model are presented in Section 2.2 and Section 2.3, respectively. Section 3 presents the numerical illustration for the quantitative analysis of the proposed model. Model validation via simulation is presented in Section 4. Finally, conclusion and future work are given in Section 5.
Model description

System description
It is quite difficult to model each and every aspect of a VoIP system because of the complexities involved. In this section, we present a server based VoIP system on a wireless network which consists of only the fundamental and essential components that are required to make a VoIP call. The most important component of such a system which is responsible for the whole VoIP service is the server. A server is a kind of resource which serves the VoIP calls. As more and more calls pour in, the server experiences resource degradation and may eventually fail over a period of time. Another key element of a VoIP system is the router. The major function of the VoIP router, just as the name suggests, is to route the various packets into their destinations on internet. A router can fail because of the overflow of packets. The router failure can be counteracted by a reboot. Equally significant is the role of the Internet Service Provider (ISP). Most of the VoIP companies do not have their own internet networks, and hence they depend totally on the provider. After everything else, one of crucial component of the VoIP system is the electrical power supply. If the power supply is interrupted, it can importantly affect VoIPs' performance causing call loss. To face up power supply interruptions an Uninterrupted Power Supply (UPS) device is used.
In order to achieve higher reliability for the system, a direct approach consists of using redundant components. We also consider component redundancy in our model to improve the system reliability. Firstly, we consider that the system consists of two servers, one active and one standby. Clustering technique is used for the servers to reduce the probability that the system fails in a non-operational state due to server problems. In this technique, when a failure occurs on the working server, the control of the system is switched either automatically or manually to the second server and the failed one enters a repair procedure. Besides server redundancy, software rejuvenation techniques are adopted to counteract the effects of resource degradation on VoIP services. Software rejuvenation is a kind of preventive maintenance that pro-actively restarts a system or an application in order to avoid an unscheduled failure due to software aging (Koutras and Platis, 2006; Trivedi et al., 2000) . Software rejuvenation is applied to software part of VoIP server. When the primary server is rejuvenated, the system control is automatically or manually switched to the standby server. The system also consists of two routers in the same mode as the servers: one active and one in hot standby mode. In case of packet overflow on the active router, call routing is immediately switched to the hot standby router. But unlike server and router, there is only one ISP in the system with no redundancy. Finally, redundancy for the power supply is achieved by using an UPS device.
Next we present an analytical model for computing the reliability of VoIP system. In real-world problems, most of the failure and repair times follow time-dependent failure rate distributions such as Weibull, Pareto and lognormal. However, in general, analytical models with general (non-exponential) distributions are not mathematically tractable with closed form or numerical solution. Therefore, in literature (Osogami and Harchol-Balter, 2006 ) phase-type distribution, which is convolution of many exponential phases is used for approximating many general distributions and then construct the mathematically solvable analytical models. Since exponential distribution is a particular case of phasetype distribution, in this paper we consider that the time to transit from a system state to another follows an exponential distribution and construct the analytically tractable Continuous Time Markov Chain (CTMC) model for reliability analysis.
Reliability model
The state transition diagram of the system is shown in Figure 1 . Consider that the system is initially in state U. State U is a fully operational state where all system components work properly. At this state, if the primary server fails and the control of the system automatically switches to the standby server, then the system moves from state U to state U S where the system is controlled by the standby server. The failed server then goes for repair. Assume that the server fails with rate λ S and is repaired with rate μ S . However, if the primary server fails but the system control does not automatically switch to the standby server, then the system moves from state U to state 1 S F where this switching is done manually. After the manual switching to the standby server, the system moves from state 1 S F to state U S .
Let us assume that the automatic switching mechanism fails with probability p, and with probability 1 − p, the control is automatically switched from the failed server to the standby server. Let us also consider that the time needed for the manual switching is again exponentially distributed with parameter μ m . If one of the routers fails when system is in state U, then the system moves from state U to state U R where the call routing is immediately switched to the hot standby router. The failed router then goes for repair. Assume that the router fails with rate λ R and is repaired with rate μ R . If the electric power supply is interrupted when system is in state U, then the system moves from state U to state U P where it uses power supply from the UPS. The failed electric power supply then goes for repair. Assume that the electric power supply fails with rate λ P and is repaired with rate μ P . When system is in state U, then it can also go for rejuvenation. If the system goes for rejuvenation, the control of the system is automatically switched to the standby server. The system then moves from state U to state Rj S where it is controlled by the standby server. However, it may happen that when the system goes for rejuvenation, the automatic switching mechanism also fails. Then the system moves from state U to j R F where the whole procedure has to be done manually. After the manual switching, the system moves from state j R F to state R jS . As mentioned above, this automatic switching mechanism fails with probability p and with probability 1 − p, the control is automatically switched from the failed server to the standby server. Let's assume that the rate of rejuvenation is , j R λ the rate of recovery after rejuvenation be , j R μ and the time needed for the manual switching is also exponentially distributed with parameter μ m .
Also note that when system is in state U and the single ISP fails, then the system moves to the complete down state D. Lets assume that the ISP fails with the rate λ I .
Figure 1 VoIP reliability model with rejuvenation
Consider that the now the system is in state U S , i.e. primary server is under repair and system is controlled by the standby server. If at this state, one of the routers fails before the primary server gets repaired, then the system moves to state U SR , where system is controlled by the standby server and the calls are routed by the standby router. And if the electric power supply is interrupted before the primary server gets repaired, then the system moves from state U S to state U SP , where system is controlled by the standby server and works on the power supply by UPS. However, when the system is in state U S and the standby server fails before the primary gets repaired, or the single ISP fails, in both the cases the system moves to state D.
Now consider that the system is in state U R , i.e. one of the routers has failed and is under repair, and the calls are routed via standby router. If at this state, the primary server fails before the failed router gets repaired and system control is automatically switched to the standby server, then the system moves from state U R to state U SR . However, if the automatic switching to standby server also fails in this situation, then the system moves from state U R to state 2 S F where manual switching is done. Once the control is manually switched to the standby server, the system moves from state 2 S F to state U SR . As mentioned earlier, the automatic switching mechanism fails with probability p and with probability 1 − p, the control is automatically switched from the failed server to the standby server. Similarly, if the electric power supply gets interrupted before the failed router gets repaired, the system then moves from state U R to U RP , where the calls are routed by the standby router and the system works on the power supply by UPS. However, when the system is in state U R and the standby router fails before the failed one gets repaired, or the single ISP fails, in both the cases the system moves to state D.
Next consider that the system is in state U P , i.e. the electric power supply is interrupted and is under repair, and the system works on the power supply by the UPS. Now if the primary server fails before the electric power supply gets repaired and system control is automatically switched to the standby server, then the system moves from state U P to state U SP . However, in this situation if the automatic switching to standby server also fails, then the system moves from state U P to state 3 S F where switching to the standby server is done manually. Once the control is manually switched to the standby server, the system moves from state 3 S F to state U SP . As mentioned earlier, the automatic switching mechanism fails with probability p and with probability 1 − p, the control is automatically switched from the failed server to the standby server. Similarly, if one of the router fails before the failed electric power supply gets repaired, the system then moves from state U R to U RP . However, when the system is in state U P and the UPS fails before the electric power supply gets repaired or the single ISP fails, in both the cases the system moves to state D. Assume that the UPS fails with the rate λ U .
Consider now that the system is in state U SR , i.e. primary server and one of the routers have failed and both are under repair. In this state, if the electric power supply gets interrupted before any of the server or the router gets repaired, then the system moves from state U SR to state U SRP , where system is controlled by the standby server, the calls are routed by the standby router, and the system works on the power supply by the UPS. However, when the system is in state U SR and if any of the standby server or router (standby) fails before any of the respective primary ones gets repaired or the single ISP fails, in all the cases the system moves from state U SR to state D.
Next consider that the system is in state U SP , i.e. both the primary server and electric power supply have failed and are under repair. If in this situation one of the routers fails before any of the server or the power supply gets repaired, then the system moves from state U SP to state U SRP . However, when the system is in state U SP and if any of the standby server or the UPS fails before the primary server or electric power supply gets repaired, or the single ISP fails, the system then moves from state U SP to state D.
Consider that the system is now in state U RP , i.e. one of the routers has failed and electric power supply is also interrupted, and both are under repair. In this state, if the primary server fails and the system control is automatically switched to the standby server, then the system moves from state U RP to state U SRP . However, if the automatic switching to standby server also fails, then the system moves from state U RP to state 4 S F where switching to the standby server is done manually. Once the control is manually switched to the standby server, the system moves from state 4 S F to state U SRP . As mentioned earlier, the automatic switching mechanism fails with probability p and with probability 1 − p, the control is automatically switched from the failed server to the standby server. Note that when the system is in state U RP and any of the standby router or the UPS fails before any of the failed router or the electric power supply gets repaired or the single ISP fails, in all the cases the system moves from state U RP to D.
Finally consider that the system is in state U SRP , i.e. the primary server, one of the router and the electric power supply have failed, and all are under repair. If in this situation, any of the standby component (i.e. standby server, router and UPS) fails before any of the respective primary components gets repaired or the single ISP fails, then the system moves to state D.
Next, we present the reliability and performance metrics. Let ( ) i t π be the timedependent probability of each state i, i S ∈ of the CTMC shown in Figure 1 . For simplicity, assume that the states are numbered as
S F ≡ 12, U SRP ≡ 13 and D ≡ 14. Then, we obtain these time-dependent probabilities by solving the following system of difference-differential equations for the CTMC: 
For quantifying the reliability of a software system, MTTF is a commonly used reliability measure. It is a statistical value and is meant to be the mean over a long period of time. MTTF is typically expressed as function of the probability density function or the reliability function R(t) (valid for t > 0 and MTTF < ∞), and is given by:
We can also compute some performance measures of the VoIP network. For this, a lower level performance model is constructed to compute the performance metrics for each state of the reliability model. The top level reliability model is then converted into a MRM, where the reward rates come from lower level pure performance model and are supplied to top level reliability model (Dharmaraja et al., 2008; Trivedi, 2001 ).
Performance model
In a VoIP over a wireless network, the calls can simply be classified as new calls and handoff calls. We use the handoff dropping probabilities and new call blocking probabilities to measure the performance of such a VoIP network. From user's perspective it is acceptable when a call is blocked at the session initial period rather then dropped during the conversation period. Hence we consider that the priority of handoff calls is higher than the priority of new calls. There have been many CAC schemes proposed for wireless networks in the past years to guarantee the QoS requirement for ongoing users. One such scheme is the Guard Channel (GC) scheme, also known as the trunk reservation scheme (Hong and Rappaport, 1986; Rappaport, 1996) was proposed to priori assign a higher capacity limit for handoff calls than for new calls. There is a common bandwidth/channel pool at the network access point shared by both new calls and handoff calls. Under this scheme, a certain number of channels in the given access point is exclusively reserved for handoff calls. A new call request is admitted if the remaining resources can accommodate the requested bandwidth. The corresponding performance model of a single cell in a wireless network is discussed by Haring et al. and let λ h be the rate of Poisson stream of handoff arrivals. Let μ 1 be the rate at which an on going call (new or handoff) completes service and let μ 2 be the rate at which an ongoing call departs the cell without completion. Also assume that a limited number of N channels are available in the channel pool. Of these N channels, g channels are reserved for handoff calls. When an idle channel is available in the channel pool and a handoff call arrives, the call is accepted; otherwise the handoff call is dropped. When a new call arrives, it is accepted provided there is at least g + 1 idle channel available in the channel pool, otherwise the new call is blocked. Here g is the number of guard channels reserved for handoff calls. Let C(t) denote the number of busy channels at time t, then {C(t); t ≥ 0} is a CTMC as shown in Figure 2 (Haring et al., 2001) . Define the steady-state probability
The dropping probability of handoff calls is then given as (Haring et al., 2001) :
The blocking probability of new calls is given as (Haring et al., 2001 ):
Now to compute the performance metrics for each state of the reliability model, we proceed as follows: When system is in perfectly working condition, i.e. system is in states UP = {U, U S , U R , U P , U SR , U SP , U RP , U SRP , R jS }, both new calls and handoff calls can access the network. The handoff calls will be dropped only if no idle channel is available. Hence the dropping probability of handoff calls for these states of the reliability model is given by:
where P d is given in equation (3).
And new calls will be blocked if all the N − g channels are busy. Hence the blocking probability of new calls for these states of reliability model is given by:
where P b is given in equation (4). In states
F F F F F , automatic switching to the standby server on the failure of primary server has failed and switching is done manually. Hence, these states can be considered as Partially up States (PUP). Further, we assume that when the system is in these states, then only handoff calls are sustained with a reduced capacity of g channels, and the new calls are completely blocked. Therefore, the dropping probability of handoff calls for these states of the reliability model is given by:
which is Erlang B formula for g channels. The blocking probability of new calls for these states of the reliability model is given by:
The system is completely down in state D, hence both handoff and new calls will be completely dropped and blocked, respectively. The dropping probability of handoff calls for state D of reliability model is therefore:
And the blocking probability of new calls for state D of the reliability model is:
For obtaining the total call dropping probability of handoff calls, ( ) r D P t and total call blocking probability of new calls ( ), Bl P t of the VoIP system, we make use of MRM. The MRM assigns a reward rate to each state of the top level reliability model. Using the fact that in each of the state i, i S ∈ , the handoff calls are dropped with probability P D (i) and new calls are blocked with probability P B (i), these probabilities are assigned as a reward rate to the state i. Hence, the total call dropping probability of handoff calls is given by the expected reward rate which can be written as (Trivedi, 2001 ):
Similarly, the total call blocking probability of new calls is given by:
where ( ) i t π , i S ∈ , is the probability that the system is in state i at time t. These state probabilities can be obtained by solving the CTMC in Figure 1 .
Numerical illustration
In this section, a numerical example is presented to demonstrate how the proposed model is useful in studying the reliability and performance of a VoIP system. For the purpose of numerical illustration, we set the parameter values of several components of network elements as given by Koutras et al. (2009) . The parameter values are given in Table 1 . Using the above set of parameters, we obtain system reliability and MTTF using equation (1) and equation (2). The numerical results are obtained using the software SHARPE (Sahner et al., 1996) . The results are presented in Figure 3 and Figure 4 . Figure 3 shows that behaviour of system reliability over the time for different values of power supply failure rate (λ P ). It is observed that reliability decreases over time.
Moreover, as the power supply failure rate increases, the system reliability also decreases. This sensitivity analysis can be used to minimise the power supply failure rate in order to maximise the reliability. We also obtain the call blocking probability of new calls and call dropping probability of handoff calls as the performance metrics of the VoIP system. It is calculated by using equation (11) and equation (12) . Note that in order to integrate the reliability model with the performance model, the transition rates within the reliability model must be very small as compared to the transition rates within the performance model. Therefore, for numerical illustration, we set λ n = 10, λ h = 2.5 and μ 1 = μ 2 = 0.125 per time unit, alongwith N = 25 and g = 6. Figure 5 and Figure 6 shows the behaviour of call blocking probability of new calls and call dropping probability of handoff calls over the time. And since we are considering reliability model, the both the dropping and blocking probabilities are initially zero, then it increases with time and reaches a steady-state. Moreover, it can be observed from Figure 6 that as the call arrival rate increases, the blocking probability also increases. 
Model validation
We validate the proposed reliability model via simulation. The dynamics of the model is simulated using MATLAB program. The system parameters for simulation are set as shown in Table 1 . The comparison between the analytical results and the simulation results for MTTF is presented in Figure 7 . To check the accuracy of the simulation results, we use t distribution test. We adopted the following methodology: we run the simulation 30 times for same set of parameters and obtained 30 sample values for the metric. Then we evaluated the sample mean and sample standard deviation of the 30 sample values of the metric and obtained the confidence limits (c.l.) with 99% confidence interval of the result. The c.l. with 99% confidence interval can be obtained by: where, x is the sample mean, s is the sample standard deviation, 0.01, 1 k t − is the tabulated value for 99% confidence interval and k − 1 degrees of freedom, and k is the sample size.
In Figure 7 , simulation result is plotted with dashed lines. As expected, MTTF decreases with increase in the power supply failure rate. Moreover, it is observed from the graph that the results from the proposed analytical approach and simulation are in agreement with each other. Hence, this validates the analytical model. 
Conclusion and future work
In this paper, a hierarchical analytical model depicting the behaviour of a server based VoIP system over wireless network is proposed for computing the reliability and performance metrics. The model consists of only the critical components of the VoIP system. Component redundancy and software rejuvenation is used to achieve higher reliability. Also, simultaneous failure of multiple components is taken into modelling consideration. Assuming exponential distribution for failure and recovery of various components, a top level reliability model is constructed using a Markov chain. Further, a lower level performance model is constructed using a Markov chain assuming exponential call arrivals and completion. Reliability and MTTF are obtained for the VoIP system using top level reliability model. The performance metrics of call dropping and call blocking for each state of the top level reliability model are then obtained using MRM approach. Based on some empirical data given by Koutras et al. (2009) , sensitivity analysis is done for different parameters which can be used to optimise the reliability and performance metrics.
The proposed model can be further extended with non-exponential distribution for failures and repairs of the individual VoIP system components, which will be investigated in our future research. Further, similar hierarchical modelling approach can be implemented in context of distributed systems, and new or migrating processes.
