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Abstract A search for new heavy particles that decay
into top-quark pairs is performed using data collected
from proton–proton collisions at a centre-of-mass energy of
13 TeV by the ATLAS detector at the Large Hadron Collider.
The integrated luminosity of the data sample is 36.1 fb−1.
Events consistent with top-quark pair production are selected
by requiring a single isolated charged lepton, missing trans-
verse momentum and jet activity compatible with a hadronic
top-quark decay. Jets identified as likely to contain b-hadrons
are required to reduce the background from other Standard
Model processes. The invariant mass spectrum of the can-
didate top-quark pairs is examined for local excesses above
the background expectation. No significant deviations from
the Standard Model predictions are found. Exclusion lim-
its are set on the production cross-section times branching
ratio for hypothetical Z ′ bosons, Kaluza–Kein gluons and
Kaluza–Klein gravitons that decay into top-quark pairs.
1 Introduction
This paper presents a search for new particles in the top-quark
pair (t t¯) final state. The signature is a deviation from the t t¯
invariant mass (mrecot t¯ ) spectrum predicted by the Standard
Model (SM). The search uses a data sample with an integrated
luminosity of 36.1 fb−1 collected by the ATLAS detector
from the Large Hadron Collider (LHC) proton–proton colli-
sions at
√
s = 13 TeV in 2015 and 2016. Previous searches
for this signature with 8 TeV data at the LHC were performed
by the ATLAS [1] and CMS [2] collaborations. The CMS
Collaboration also searched in 13 TeV LHC data using a
smaller sample of 2.6 fb−1 [3].
The analysis selects events consistent with t t¯ production
followed by subsequent decay into the lepton-plus-jets topol-
ogy. In this topology, most of the top quarks decay into a
bottom quark plus a W boson, t → W b, and one of the W
 e-mail: atlas.publications@cern.ch
bosons decays into an electron or muon plus a neutrino while
the other decays into quarks. If the W boson decays into a τ -
lepton and a neutrino, and the τ -lepton subsequently decays
into an electron or a muon, and neutrinos, these decays are
included in the search. No attempt is made to identify hadron-
ically decaying τ -leptons. Approximately 30% of t t¯ pairs
decay this way, and the non-t t¯ background is much smaller
than in the all-hadronic topology. The selection requires a
single isolated electron or muon, large missing transverse
momentum, and hadronic jets. At least one of the jets must
be identified as likely to contain a b-hadron (b-jet).
The mrecot t¯ variable is reconstructed using the jets, charged
leptons and missing transverse momentum in the events.
The mrecot t¯ distribution is then examined for deviations from
the SM predictions. In the absence of significant deviations,
upper limits are set on the cross-section for the possible pro-
duction of new heavy particles that decay into t t¯ . For com-
parison with other searches, these limits are transformed to
lower limits on the allowed mass within particular bench-
mark models. The sensitivity of the search is tested for new
colour-singlet and colour-octet bosons with spin 1 or spin
2 and masses from 0.4 to 5 TeV. The resonance widths for
the specific models vary from very narrow (1% of the heavy
particle mass) to a value (30% of the heavy particle mass)
larger than that of the experimental resolution.
The paper is organised as follows. Details of the potential
signals tested in this search are given in Sect. 2. The ATLAS
detector is introduced in Sect. 3 and the data samples used
for the analysis are described in Sect. 4. The event selection
and reconstruction of the t t¯ system are described in Sect. 5
and the estimation of background contributions using data is
described in Sect. 6. The systematic uncertainties affecting
the analysis are detailed in Sect. 7 and the expected back-
ground contributions are compared with data in Sect. 8. The
results are presented in Sect. 9 and the paper is summarised
in Sect. 10.
0123456789().: V,-vol 123
 565 Page 2 of 39 Eur. Phys. J. C   (2018) 78:565 
2 Signal models tested
The details of potential signals considered in this search are
reviewed below. Interference between the signal processes
and SM t t¯ production is not considered here since these sig-
nals are not expected to interfere strongly with the dominant
component of the SM t t¯ background. The effect of interfer-
ence is particularly important for new heavy scalar particles
produced via gluon–gluon fusion, and was studied by ATLAS
using 8 TeV data [4]; such signals are not considered in this
search.
2.1 Spin-1 colour singlet
Spin-1 colour singlets that decay into t t¯ are predicted in
many SM extensions. Three different types of Z ′ bosons
are explored in this study: one arising in topcolor-assisted-
technicolor (TC2) models [5,6] and two others arising in
simplified models of dark matter [7]. The primary produc-
tion mode is qq¯ annihilation as shown in Fig. 1a.
The TC2 benchmark model chosen for this search pro-
duces a Z ′ boson, denoted Z ′TC2. This is a leptophobic
boson, with couplings only to first- and third-generation
quarks, referred to as Model IV [8]. The properties of the
boson are controlled by three parameters: the topcolour tilt-
ing parameter, cot θH, which controls the width and the pro-
duction cross-section, and f1 and f2, which are related to
the coupling to up-type and down-type quarks, respectively.
Here f1 = 1 and f2 = 0, which maximises the fraction
of Z ′TC2 bosons that decay into t t¯ . The parameter cot θH
is tuned1 for each mass point such that the resonance has
a width of 1% of its mass [9]. Previous searches by the
ATLAS [1] and CMS [2,3] collaborations set lower limits of
m(Z ′TC2) > 1.8 TeV and m(Z ′TC2) > 2.5 TeV, respectively,
on the allowed mass for such bosons. As the detector reso-
lution is not sufficient to resolve the resonance width for the
Z ′TC2 model, limits are also quoted assuming a 3% width. A
previous search by the ATLAS Collaboration [1] set a lower
limit of m(Z ′TC2) > 2.3 TeV on the mass for such bosons.
Interactions between dark matter and normal matter may
be mediated by weakly coupled TeV-scale particles. This
search considers an axial-vector mediator, Z ′DM,ax and a vec-
tor mediator, Z ′DM,vec, within a framework of simplified mod-
els proposed by the LHC Dark Matter Working group [7].
There are five free parameters for these mediators: the cou-
pling to quarks (gq ), the coupling to leptons (g), the coupling
to dark matter (gDM), the dark-matter mass (mDM) and the
mediator mass. The mediator mass is varied between 0.5 TeV
and 5 TeV with the other parameters set to gq = 0.25, g = 0,
gDM = 1, and mDM = 10 GeV following the benchmarks A1
1 There is a one-to-one mapping between cot θH and the width, given
a fixed mass, as shown in Eq. (6) of Ref. [9].
and V1 defined in Ref. [7]. The width of Z ′DM,ax and Z ′DM,vec
are 5.6% of their masses, with the Z ′DM,ax width kinemati-
cally limited to 5.3% at 0.5 TeV.
2.2 Spin-2 colour singlet
Spin-2 colour-singlet bosons are produced in models that
postulate extra dimensions of space leading to Kaluza–Klein
excitations of the graviton. This search considers a Randall–
Sundrum (RS) model with an extra dimension where the SM
fields are in the warped bulk and the fermions are localised
appropriately to explain the flavour structure of the SM [10–
12]. This kind of graviton (GKK) is commonly referred to as
a ‘Bulk’ RS graviton and is characterised by a dimension-
less coupling constant k/M¯Pl ∼ 1, where k is the curvature
of the warped extra dimension and M¯Pl = MPl/
√
8π is the
reduced Planck mass. For these gravitons, decays into light
fermions are suppressed and the branching ratio to photons
is negligible. The primary production mode is gluon–gluon
fusion as shown in Fig. 1b. The branching ratios to t t¯ , W W ,
Z Z and H H are significant. In this particular model, k/M¯Pl
is chosen to be 1, and the GKK width varies from 3% to
6% in the mass range 0.4–3 TeV. The branching ratio of the
GKK decay into a t t¯ pair increases rapidly from 18% to 50%
for masses between 400 and 600 GeV, plateauing at 68%
for masses larger than 1 TeV. The ATLAS Collaboration’s
search for such gravitons in
√
s = 8 TeV data in the t t¯ decay
channel set cross-section limits but did not exclude any gravi-
ton masses [1], while the search for the same model in the
GKK → Z Z channel [13] excluded a Bulk RS GKK with
mass less than 740 GeV. The CMS Collaboration performed
searches in the GKK → Z Z and GKK → W W decay chan-
nels [14,15] excluding such RS gravitons with masses less
than 1.3 TeV.
2.3 Spin-1 colour octet
Spin-1 colour-octet bosons are produced in models that pos-
tulate extra dimensions of space leading to Kaluza–Klein
excitations of the gluon. This search considers heavy Kaluza–
Klein gluons, gKK, as produced in RS models with a sin-
gle warped extra dimension [16,17], with widths varying
between 10% and 40% of the gKK mass. The primary pro-
duction mode in both cases is qq¯ annhilation as shown in
Fig. 1c. The strong coupling of these gluon excitations to
light quarks is set to gq = −0.2gs, where gs is the SM gluon
coupling.2 The left-handed coupling to the top quark is fixed
at gL(t) = gs, and the right-handed coupling to the top quark,
gR(t) , is varied to obtain the desired width. A previous search
using
√
s = 8 TeV ATLAS data [18] excludes a similar gKK
2 The couplings used here correspond to the configuration mentioned
in Eq. (2.3) of Ref. [16].
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(a) (b) (c)
Fig. 1 Leading-order Feynman diagrams for the signal processes studied in this search. The Z ′ (a) and Kaluza–Klein gluons (gK K ) have spin 1
(b), while the Kaluza–Klein graviton (G K K ) has spin 2 (c)
(15% width) with a mass less than 2.2 TeV. The CMS Collab-
oration searched for similar resonances [3], using a slightly
different benchmark model [19]. The CMS choice leads to a
natural width of 20% and a larger production cross-section,
and, for such a scenario, CMS excludes the existence of gKK
with masses less than 3.3 TeV.
3 ATLAS detector
The ATLAS detector [20] at the LHC covers nearly the
entire solid angle around the collision point. It consists of
an inner tracking detector surrounded by a thin supercon-
ducting solenoid, electromagnetic and hadronic calorimeters
and a muon spectrometer incorporating three large supercon-
ducting toroid magnets.
A high-granularity silicon pixel detector covers the vertex
region and typically provides four measurements per track.
The innermost layer, known as the insertable B-Layer [21],
was added in 2014 and provides high-resolution hits at small
radius to improve the tracking performance. The silicon pixel
detector is followed by a silicon microstrip tracker that typ-
ically provides four measurements from four strip double
layers. These silicon detectors are complemented by a transi-
tion radiation tracker (TRT), which enables radially extended
track reconstruction up to |η| = 2.0.3 The TRT also provides
electron identification information based on the fraction of
hits (typically 30 in total) above a higher energy-deposit
threshold corresponding to transition radiation. The inner-
detector system (ID) is immersed in a 2 T axial magnetic field
3 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre of
the LHC ring, and the y-axis points upwards. Cylindrical coordinates
(r, φ) are used in the transverse plane, φ being the azimuthal angle
around the z-axis. The pseudorapidity is defined in terms of the polar
angle θ as η = − ln tan(θ/2). Angular distance is measured in units of
	R ≡ √(	η)2 + (	φ)2.
and provides charged-particle tracking in the pseudorapidity
range |η| < 2.5.
The calorimeter system covers the pseudorapidity range
|η| < 4.9. Within the region |η| < 3.2, electromag-
netic calorimetry is provided by barrel and endcap high-
granularity lead/liquid-argon (LAr) electromagnetic calorime-
ters, with an additional thin LAr presampler covering |η| <
1.8 to correct for energy loss in material upstream of
the calorimeters. Hadronic calorimetry is provided by a
steel/scintillator-tile calorimeter, segmented into three barrel
structures within |η| < 1.7, and two copper/LAr hadronic
endcap calorimeters. The solid angle coverage is completed
with forward copper/LAr and tungsten/LAr calorimeter mod-
ules optimised for electromagnetic and hadronic measure-
ments, respectively.
The muon spectrometer comprises separate trigger and
high-precision tracking chambers measuring the deflection
of muons in a magnetic field generated by superconduct-
ing air-core toroids. The precision chamber system covers
the region |η| < 2.7 with three layers of monitored drift
tubes, complemented by cathode strip chambers in the for-
ward region, where the background is highest. The muon
trigger system covers the range |η| < 2.4 with resistive plate
chambers in the barrel and thin gap chambers in the endcap
regions.
A two-level trigger system [22,23] is used to select inter-
esting events. The first level of the trigger is implemented in
hardware and uses a subset of detector information to reduce
the event rate to a design value of at most 100 kHz. This is
followed by a software-based trigger that reduces the event
rate to a maximum of around 1 kHz for offline storage.
4 Data and Monte Carlo samples
This search is performed using data from
√
s = 13 TeV
proton–proton collisions recorded by the ATLAS detector
in 2015 and 2016. Only data recorded during stable beam
conditions and with all relevant subdetector systems opera-
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tional are used. The integrated luminosity of the data sample
is 36.1 fb−1. Lepton-plus-jets events were collected using
single-electron and single-muon triggers.
The SM background processes are, in order of decreasing
importance: the production of t t¯ , a W or Z boson in associ-
ation with additional jets (W/Z + jets), a single top quark,
multi-jets and dibosons. Simulated Monte Carlo (MC) data
samples are used for signal processes, as well as for back-
ground processes that produce jets and prompt leptons. The
MC samples are used to optimise the event selection, provide
SM background estimates, and evaluate signal efficiencies.
The multi-jet background is evaluated directly from data as
described in Sect. 6.
For the generation of SM t t¯ events [24] and single-
top-quark events in the W t- [25] and s-channels [26], the
Powheg v2 [27–29] generator with the CT10 [30,31] par-
ton distribution function (PDF) set was used. The overlap
between t t¯ and W t production was treated within the dia-
gram removal (DR) scheme [32]. Electroweak t-channel
single-top-quark events were generated using Powheg-
Box v1 [33]. This generator uses the four-flavour scheme
for the next-to-leading-order (NLO) matrix element calcula-
tions together with the four-flavour PDF set CT10f4. For this
process, the top-quark decays were simulated using Mad-
Spin [34], preserving all spin correlations. For all SM top-
quark processes the parton shower, fragmentation and the
underlying event were simulated using Pythia v6.428 [35]
with the CTEQ6L1 [36] PDF set and the corresponding
Perugia 2012 (P2012) set of tuned parameters [37]. The top
quark’s mass was set to 172.5 GeV. The EvtGen v1.2.0 pro-
gram [38] was used to model the decays of heavy-flavour
hadrons. For the generation of t t¯ events, the hdamp param-
eter, which controls the transverse momentum of the first
additional emission beyond the Born configuration, was set
to the mass of the top quark. The main effect of this parameter
is to regulate the high transverse momentum emission against
which the t t¯ system recoils. The top-quark kinematics in all
SM t t¯ samples were corrected to account for higher-order
electroweak (EW) effects [39]. This correction to the gener-
ated samples was made by applying a weight that depends
on the flavour and energy of the initial partons in the centre-
of-mass frame, and on the decay angle of the top quarks in
the same frame. The value of the correction factor decreases
with the invariant mass of the t t¯ system from 0.98 at a mass
of 0.4 TeV to 0.87 at a mass of 3.5 TeV.
Samples of W/Z + jets events were simulated using the
Sherpa 2.2.1 [40] generator. Matrix elements were calcu-
lated for up to two partons at NLO in QCD and four par-
tons at leading order (LO) using the Comix [41] and Open-
Loops [42] matrix element generators and merged with the
Sherpa parton shower [43] using the ME+PS@NLO pre-
scription [44]. The NNPDF3.0 NLO PDF set [45] was used in
conjunction with dedicated parton shower tuning developed
by the authors of Sherpa. The W/Z + jets events were nor-
malised to the next-to-next-to-leading-order (NNLO) cross-
sections [46].
Diboson (W W, W Z , Z Z ) production processes with four
charged leptons (4), three charged leptons and one neutrino
(3+ν), two charged leptons and two neutrinos (2+2ν), or
one charged lepton and one neutrino plus jets (νqq¯ ′) were
simulated using the Sherpa 2.1.1 generator. The matrix ele-
ments contain all diagrams with four EW vertices. They were
calculated for zero (3+ν, νqq¯ ′) or up to one (4, 2+2ν)
additional partons at NLO in QCD and up to three partons at
LO using the Comix and OpenLoops matrix element gener-
ators and were merged with the Sherpa parton shower using
the ME+PS@NLO prescription. The CT10 PDF set was used
with the dedicated parton shower tuning developed by the
Sherpa authors. The cross-sections from the generator were
used for sample normalisation.
Production of a new spin-1 colour-singlet particle that
decays into t t¯ was modelled using the Z ′ → t t¯ process
from Pythia v8.165 [47] with the NNPDF2.3 LO [48]
PDF set and the A14 [49] set of tuned parameters. This
search uses topcolour-assisted technicolour Z ′TC2 [6,8,9] as
a benchmark. To account for higher-order contributions to
the cross-section, the samples were normalised to cross-
section calculations performed at NLO in QCD [50] using the
PDF4LHC2015 PDF set [51]. The same sample, reweighted
to have the appropriate resonance width as simulated in
MadGraph5_aMC@NLO [52], was used to model Z ′DM,ax
and Z ′DM,vec with the cross-sections normalised to LO QCD
calculations using the NNPDF2.3 LO PDF set. No correc-
tions for higher-order EW effects were applied to these signal
samples.
Production of a spin-1 colour-octet particle that decays
into t t¯ was modelled using the gKK → t t¯ process from
Pythia 8.165 at leading order with the NNPDF2.3 LO PDF
set and the A14 set of tuned parameters.
The case of a spin-2 colour-singlet signal was modelled
using MadGraph5_aMC@NLO with the NNPDF2.3 LO
PDF set, with parton showering performed by Pythia v8.165
with the A14 set of tuned parameters.
The MC samples were processed through the full ATLAS
detector simulation [53] based on Geant 4 [54] or through a
faster simulation making use of parameterised showers in the
calorimeters [55]. The t t¯ parton shower uncertainty is esti-
mated using samples passed through the ATLAS fast simu-
lation. Additional simulated proton–proton collisions gener-
ated using Pythia v8.165 with the A2 set of tuned param-
eters [56] and the MSTW2008LO PDF set [57] were over-
laid to simulate the effects of additional collisions from the
same and nearby bunch crossings (pile-up). All simulated
events were then processed using the same reconstruction
algorithms and analysis chain as used for real data.
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5 Event selection and t t¯ reconstruction
This section describes the selection of events containing a
single charged lepton, hadronic jets, and large missing trans-
verse momentum. The construction of an observable that
approximates the mass of the t t¯ system and the categori-
sation of the events are also described.
5.1 Event selection
The event selection criteria are applied to the following
physics objects:
Hadronic jets defined in three different ways are used in
this analysis.
Small-R jets are built from three-dimensional topo-
logical clusters [58] of energy in the calorimeters,
calibrated at the electromagnetic (EM) energy scale,
using the anti-kt algorithm [59] with a radius param-
eter R = 0.4. The jet energy is calibrated using a
correction that relates the reconstructed jet energy to
the true jet energy when reconstructed from stable
particles with a lifetime of at least 30 ps (excluding
muons and neutrinos) [60]. The correction depends
on the transverse momentum and pseudorapidity
of each jet, and accounts for pile-up effects [61].
They are required to have transverse momentum,
pT, greater than 25 GeV and |η| < 2.5. For jets
with pT < 60 GeV and |η| < 2.4, a jet-vertex-
tagger requirement corresponding to a 92% efficiency
while rejecting 98% of jets from pile-up and noise is
imposed [62].
Large-R jets are built from three-dimensional topo-
logical clusters of energy in the calorimeters, cali-
brated with the local cluster weighting (LCW) pro-
cedure [63], using the anti-kt algorithm with a radius
parameter R = 1.0. In the LCW calibration proce-
dure, corrections for the non-compensating response
of the calorimeter and for the energy lost in dead
material and from out-of-cluster leakage are applied
to the cluster energy before applying the jet algo-
rithm. These corrections are obtained from simula-
tions of charged and neutral particles. These jets are
further trimmed [64], which mitigates the effects of
pile-up [65]. In trimming, the constituents of a jet
are reclustered into subjets according to the kt algo-
rithm [66–68] with a radius parameter Rsub. Subjets
with a transverse momentum smaller than a fraction
fcut of the parent jet’s transverse momentum are then
discarded. The surviving subjets are recombined to
produce the final trimmed jet. Based on a study of
sensitivity to pile-up, the trimming parameters used
are Rsub = 0.2 and fcut = 0.05 [69]. The jets are cal-
ibrated using corrections that relate the reconstructed
jet to its true jet when clustered from stable particles
with a lifetime of at least 30 ps (excluding muons and
neutrinos) [60,70]. The resultant jets are required to
have pT > 300 GeV and |η| < 2.0. Large-R jets
consistent with the decay products of a hadronically
decaying top quark are identified (top-tagged) using
an algorithm [71] based on the invariant mass of the
jet and the N-subjettiness ratio τ32 [72,73]. This algo-
rithm has an efficiency of approximately 80% for
selecting top-quark jets with pT > 300 GeV and
|η| < 2.0 in simulated SM t t¯ events.
Track-jets are built from charged-particle tracks using
the anti-kt algorithm with a radius parameter R =
0.2. These jets are required to have pT > 10 GeV
and |η| < 2.5 and at least two constituent charged-
particle tracks. The charged-particle tracks used to
build the jets must themselves have pT > 0.4 GeV
and |η| < 2.5, and pass quality requirements that
test the number of hits used to reconstruct the
track and the matching to the primary vertex [74].
Track-jets consistent with including the decay prod-
ucts of a b-hadron are identified (b-tagged) using
the MV2c20 algorithm [75]. The b-tagging work-
ing point chosen has approximately 70% efficiency
for such jets to contain a b-hadron in simulated
SM t t¯ events. The track-jets are used in this anal-
ysis for the identification of the b-tagged small-
R calorimeter-measured jets. Small-R calorimeter-
measured jets, jcalo, are identified as b-jets if a track-
jet that passes the b-tagging selection, jtrack, satisfies
the 	R( jcalo, jtrack) < 0.4 requirement.
The anti-kt and kt algorithms are applied through their
implementation in FastJet [76,77].
Muon candidates are reconstructed by combining tracks
found in the ID with tracks found in the muon spectrom-
eter that satisfy pT > 25 GeV and |η| < 2.5. Muons
are required to be isolated using the requirement that
the sum of the pT of the tracks in a variable-size cone
around the muon direction (excluding the track iden-
tified as the muon) be less than 6% of the transverse
momentum of the muon. The track isolation cone size
is given by the minimum of 	R = 10 GeV/pμT and
	R = 0.3, where pμT is the muon pT. Thus, the cone
radius increases with decreasing pT up to a maximum
of 0.3. To reduce the background contributions due to
muons from heavy-flavour decays inside jets, muons are
removed if they are separated from the nearest jet by
	R < 0.04 + 10 GeV/pμT . However, if the jet has fewer
than three associated tracks, the muon is kept and the jet
is removed instead; this avoids an inefficiency for high-
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energy muons undergoing significant energy loss in the
calorimeter.
Electron candidates are reconstructed from an iso-
lated energy deposit in the electromagnetic calorimeter
matched to an ID track, within the fiducial region of trans-
verse energy ET > 25 GeV and |η| < 2.47. Candidates
within the transition region between the barrel and end-
cap electromagnetic calorimeters, 1.37 < |η| < 1.52,
are removed. A tight likelihood-based requirement [78]
is used to further suppress the background from multi-
jet production. Electrons are also required to be iso-
lated, using the same track-based variable as for muons,
except that the maximum 	R in this case is 0.2. Elec-
trons sharing the same track with a muon candidate are
assumed to be bremsstrahlung photon and are rejected
as electron candidates. To prevent double-counting of
electron energy deposits as jets, the closest small-R jet
within 	R = 0.2 of a reconstructed electron is removed.
Finally, if the nearest small-R jet surviving this selec-
tion is within 	R = 0.4 of the electron, the electron
is discarded, to ensure it is sufficiently separated from
nearby jet activity. This procedure is referred to as “over-
lap removal”.
The Missing transverse momentum, EmissT , is defined
as the magnitude of −→E missT , which is the negative of the
total vector sum pT of all selected physics objects (elec-
trons, muons, small-R jets) as well as specific ‘soft terms’
considering tracks that do not match the selected physics
objects. In this way, the missing transverse momentum
is adjusted to take into account the best calibration of the
identified physics objects [79].
In addition:
The primary vertex is defined as the vertex with the
highest sum of squared transverse momentum of the
tracks associated with it.
Following the initial selection by the triggers described in
Sect. 4, the event selection proceeds with the following steps:
1. Event cleaning requirement: Events are required to
have been recorded when all subsystems of the ATLAS
detector were working acceptably. Events are also required
to have at least two tracks associated with the primary
vertex.
2. Charged-lepton selection: Exactly one charged-lepton
candidate (electron or muon) is required with a minimum
pT of 30 GeV. The lepton candidates must geometrically
match the candidate that triggered the event. Events con-
taining a second charged lepton with a transverse momen-
tum larger than 25 GeV are rejected.
3. Leptonic-W selection: The event is required to have a
charged lepton and missing transverse momentum con-
sistent with the leptonic decay of a W boson. This is
achieved by requiring that the event satisfies two criteria.
Firstly, the EmissT is required to be greater than 20 GeV.
Secondly, the transverse mass of the selected lepton, ,
and EmissT , m
W
T =
√
2pT E
miss
T (1 − cos 	φ(, EmissT )), is
required to satisfy EmissT + mWT > 60 GeV.
4. b-tagging: The event is required to contain at least one
b-tagged track-jet. The b-tagged track-jets are used to cat-
egorise the accepted events into several channels. More
information about this is given at the end of this section.
5. Classification into Boosted or Resolved selection:
Based on the hadronic activity, the event is classified as
Boosted or Resolved as described below.
An event passes the boosted selection if it meets the fol-
lowing criteria:
1. Leptonic-top b-jet: Events are required to contain at
least one small-R jet with 	R(jet, lepton) < 1.5. If mul-
tiple jets satisfy this condition, the one with the highest
pT is chosen and subsequently referred to as the selected
jet, jsel. This is identified with the expected b-jet from the
leptonic top-quark decay, although no b-tagging require-
ment is enforced on it. This definition is found to yield
better resolution for the invariant mass of the t t¯ system
than others based on b-tagging or information about the
top-quark candidate’s mass.
2. Hadronic-top jet: Events are required to contain at least
one large-R jet, jtop, passing the top-tagging require-
ments. The jet is further required to be well separated
from the leptonically decaying top quark by requiring
differences in azimuthal angle between it and the charged
lepton 	φ( jtop, lepton) > 2.3 and 	R( jtop, jsel) > 1.5.
The highest-pT jet passing all of these requirements is
referred to as the hadronic-top jet.
Events that fail any of these boosted selection requirements
are classified as passing the resolved selection if there are
at least four small-R jets with pT > 25 GeV and if the
χ2 algorithm for reconstructing the t t¯ system (described in
Sect. 5.2) yields a value of log10(χ2) < 0.9. This selection
requirement has been found to effectively reject t t¯ events not
correctly reconstructed and a fair fraction of the other back-
ground, while improving the actual resolution on the ttbar
mass system.
The acceptance times efficiency (A × ) including the
branching ratio for simulated beyond-the-SM (BSM) parti-
cles decaying into t t¯ is given in Fig. 2. For reference, the
branching ratio for t t¯ to electron- or muon-plus-jets is about
17% for each lepton flavour, taking into account leptonic
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Fig. 2 Acceptance times efficiency (A × ), including the branching
ratio for MC simulated BSM particles decaying into t t¯ , as a function of
the t t¯ invariant mass mtt¯ (computed before parton radiation) for simu-
lated signal events. The signal samples shown here include events from
generated masses ranging from 0.4 to 5 TeV. All t t¯ decay modes are
simulated. The e and μ channel efficiencies are combined
τ -lepton decays [80]. There are efficiency losses from the
large-R jet requirements and the b-tagging requirement, as
well as the four-jet and χ2 kinematic fit requirement in the
resolved channel. The value of A ×  is smaller for e+jets
events than μ+jets for resonance masses above 1.5 TeV,
due to the inefficiency of the electron identification and
overlap removal in an environment with highly boosted top
quarks. For the Z ′ and gKK signals, the A ×  values are
very similar to each other, whereas the total GKK A ×  is
about two percentage points higher than the other signals
for masses greater than 0.8 TeV, because the GKK produces
top quarks that are more central than those produced by
gKK.
5.2 Mass reconstruction and event categorisation
Following the event selection, an observable mrecot t¯ is con-
structed from the physics objects described above to approx-
imate the invariant mass of the t t¯ system. The construction
of the variable in the boosted and resolved selections uses
different physics objects.
For events passing the boosted selection, the four-
momentum of the hadronic-top jet is used for the hadronic-
top candidate. The leptonic-top candidate is constructed by
summing the four-momenta of the charged lepton, the neu-
trino candidate, and jsel. The neutrino candidate’s transverse
momentum is taken equal to −→E missT . The z component of its
momentum, pz , is estimated by assuming that the neutrino
and the lepton come from an on-shell W boson decay and
imposing a W mass constraint on the neutrino–lepton sys-
tem [1]. If no real solution is found for the neutrino’s pz , it
is assumed that a mismeasurement of the −→E missT leads to this
effect, in which case the −→E missT is rescaled and rotated by the
minimal amount until a real solution is found. If more than
one solution is available, the solution with smallest absolute
value of the neutrino’s pz is taken. The value of mrecot t¯ is then
the mass of the summed four-momenta of the leptonic- and
hadronic-top candidates.
For events passing the resolved selection, following the
approach of previous ATLAS searches [1], a χ2 algorithm is
employed to find the best assignment of jets to the leptonic-
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top candidate and hadronic-top candidate. Using the four-
momenta of the neutrino, lepton, and all small-R jets in the
event, a χ2 is defined using the expected top-quark and W
boson masses:
χ2 =
[
m j j − mWh
σWh
]2
+
[
m j jb − m j j − mth−Wh
σth−Wh
]2
+
[
mbν − mt
σt
]2
+
[
(pT, j jb − pT,bν) − (pT,th − pT,t )
σpT,th −pT,t
]2
.
The first term is a constraint using the mass of the hadron-
ically decaying W boson. The second term is a constraint
using the mass difference between the hadronically decay-
ing top quark and the hadronically decaying W boson. Since
the mass of the hadronically decaying W boson, m j j , and
the mass of the hadronically decaying top quark, m j jb, are
highly correlated, the mass of the hadronically decaying W
boson is subtracted from the second term to decouple it from
the first term. The third term is a constraint using the mass
of the semileptonically decaying top quark. The last term
arises as a constraint on the expected transverse momentum
balance between the two decaying top quarks. In the χ2 def-
inition above, th and t refer to the hadronically and semilep-
tonically decaying top quarks. Only arrangements in which
b-quarks are assigned to b-tagged jets are considered.4 The
values of the χ2 central-value parameters mWh , mth−Wh , mt ,
and pT,th − pT,t , and the values of the width parameters σWh ,
σth−Wh , σt , and σpT,th −pT,t are obtained from Gaussian fits
to the distributions of relevant reconstructed variables, using
MC events for which the reconstructed objects are matched to
partons, from Z ′ samples with masses from 0.5 to 2.0 TeV.
As in the case of the boosted reconstruction, the neutrino
candidate’s transverse momentum is taken to be the −→E missT
and the neutrino z component is estimated by assuming that
the neutrino and the lepton come from an on-shell W boson
decay. All possible neutrino pz solutions and jet permuta-
tions are considered, and the one with the lowest χ2 value is
selected. The mrecot t¯ observable is estimated as the mass of the
four-momentum obtained by summing the four-momenta of
the objects that minimise the χ2 value.
The resulting mrecot t¯ distributions for several signal masses
are shown in Fig. 3. For this figure, all events satisfying the
selection criteria are used. The low-mass tails arise from two
effects: first, the t t¯ system may emit radiation that is not
included in the reconstruction, thus shifting mrecot t¯ to lower
values; second, before reconstruction the Breit–Wigner sig-
4 If there is only one b-tagged jet in the event, then only arrangements
in which it is assigned to a b-quark in the χ2 kinematic fit are considered
and one of the top quark candidates is allowed not to have a b-quark
candidate associated with it.
nal shape in mtt¯ has a tail at lower values due to the steep
fall in parton luminosity with increasing partonic centre-of-
mass energy. The former is particularly true for high-mass
resonances, such as the benchmark processes used in this
analysis, while the latter has a larger effect on broad res-
onances. Figure 3a–c show the mrecot t¯ distributions in the
resolved channel before and after the requirement that the
events fail the boosted selection (‘boosted channel-veto’) is
imposed.
Following this reconstruction, events are placed into one
of four b-tagging categories:
Category 0: there is no b-tagged jet matching the
hadronic- nor leptonic-top candidates
Category 1: only the leptonic-top candidate has a match-
ing b-tagged jet
Category 2: only the hadronic-top candidate has a match-
ing b-tagged jet
Category 3: the hadronic-top candidate and the leptonic-
top candidate both have a matching b-tagged jet.
The matching requirement for the leptonic top candidate
in the boosted channel is that at least one b-tagged track-jet
must be within 	R = 0.4 of the small-R jet used for the
leptonic top candidate reconstruction. The criterion used to
reconstruct the hadronic top candidate is that at least one b-
tagged track-jet is within 	R = 1.0 of the large-R jet used
to reconstruct the hadronic top candidate. In the resolved
channel, this matching must be to one small-R jet assigned
as a b-quark jet by the χ2 algorithm. Events in Category 0
are rejected.
6 Estimation of background contributions using data
SM t t¯ production is the dominant source of background, fol-
lowed by W +jets and multi-jet production. The SM t t¯ back-
ground is estimated using MC samples and fixed-order theory
calculations as described in Sect. 4. The background contri-
butions from multi-jet and W +jets production are estimated
using data, as described in this section.
6.1 Multi-jet background
The multi-jet background consists mainly of events that have
a jet that is misreconstructed as a lepton. The normalisa-
tion, kinematic distributions, and statistical and systematic
uncertainties associated with the multi-jet background are
estimated from data using a technique known as a matrix
method. The particular matrix method used in this search is a
variation of the one used in the previous ATLAS t t¯ resonance
searches analyses described in detail in Ref. [81].
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(a) (b)
(c) (d)
(e) (f)
Fig. 3 Reconstructed top-quark pairs invariant mass, mrecot t¯ , for simu-
lated signal events satisfying the selection criteria. The Z ′ in the simu-
lated samples used here has a width of 3% of its mass. The gKK shown
here has a width of 30% of its mass and the width of the GKK width
varies between 3 and 6% of its mass. The figure shows the distribution
including events that may satisfy both the boosted and resolved selec-
tions in the line marked as “before boosted-veto”. The line marked as
“after boosted-veto” excludes events which satisfy both the boosted and
resolved selections from the resolved selection
The matrix method uses lepton misidentification proba-
bilities and lepton identification efficiencies to estimate the
multi-jet background. The efficiency f , which is also referred
to as the ‘fake rate’, is defined as the probability that a jet
from multi-jet production that satisfies a looser set of lep-
ton identification criteria, in particular without an isolation
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requirement, also satisfies the tight lepton identification cri-
teria. It is estimated from a control region with the same
selection as the resolved signal, but with the missing trans-
verse momentum and transverse mass requirements inverted.
In this control region, which is enriched in multi-jet events,
the subtraction of prompt-lepton contributions is based on
MC simulation. The efficiency  is defined as the probability
that a prompt lepton (from a W or Z boson) that satisfies
the loose lepton identification criteria also satisfies the tight
identification criteria. It is determined using SM t t¯ MC sam-
ples, corrected using comparisons of MC and data Z → 
events.
The number of multi-jet background events satisfying the
selection criteria is estimated using data events that satisfy
all criteria, except that the loose lepton identification criteria
are used.
The number of events with leptons satisfying the loose
identification criteria, NL, is defined as
NL = Nprompt + Nmulti-jet
where Nprompt and Nmulti-jet are the numbers of events satisfy-
ing those criteria with prompt leptons and with leptons from
other sources, respectively. The number of events satisfying
the tight identification criteria, NT, is then
NT =  × Nprompt + f × Nmulti-jet.
Solving these two equations for Nprompt and Nmulti-jet gives
the multi-jet contribution from events satisfying all the selec-
tion criteria. A large uncertainty is associated with this back-
ground, which was obtained by testing its modelling in a
validation region, as described below.
Good modelling of the shape of kinematic distributions
is achieved by parameterising the efficiencies as functions
of relevant kinematic variables. For electrons, the efficien-
cies are parameterised as a two-dimensional function of the
transverse momentum of the lepton and a calorimeter-based
isolation variable. For muons, in addition to the transverse
momentum and the calorimeter-based isolation variable, the
angular separation between the lepton and the closest jet is
also used. The modelling is validated in separate dedicated
validation regions, where only one of the EmissT cut or the
EmissT + mWT cut is inverted. Such validation regions contain
a more similar mixture of contributions to the signal region
samples’ contributions, but still have an enhanced multi-jet
contribution.
The fake rates for electrons vary from 18 to 92%, with the
largest values occurring at high lepton pT, with low nearby
calorimeter activity. This behaviour is explained by the track-
based lepton isolation criterion that uses a pT-dependent cone
and leads to a looser isolation requirement at higher pT. The
fake rates for muons vary from 4 to 94%, with the largest val-
ues occurring in conditions similar to the electron case. Such
variations are parameterised, as mentioned previously, using
the lepton transverse momentum, the 	R between the lepton
and the closest jet, as well as a calorimeter-based isolation
requirement around the lepton.
6.2 W+jets background
For the W +jets background, data are used to derive scale
factors that are applied to correct the normalisation given
by Sherpa MC simulations of this background for possible
mismodelling of the cross-section times acceptance. Further-
more, the data are used to correct the fractions of the different
quark-flavour components of the W +jets background. The
procedure used is implemented separately for the electron
and muon channels, as the different lepton selections can
lead to differences between the correction factors.
The scale factors that correct the normalisation are deter-
mined by comparing the measured W boson charge asym-
metry in data [82,83] with that predicted by the simulation.
A relaxed set of selection criteria that does not include a b-
tagging requirement is used, so that the W +jets purity of the
control region is increased, while also reducing the statistical
uncertainty in the scale factors used for this procedure. Any
bias induced by relaxing the selection criteria is found to be
negligible compared to the statistical uncertainty in the scale
factor determination. The total number of W +jets events in
data, NW+ + NW− , is given by:
NW+ + NW− =
(
rMC + 1
rMC − 1
)
(Dcorr+ − Dcorr−), (1)
where rMC is the ratio given by MC simulation of the num-
ber of W +jets events with a positively charged lepton to that
with a negatively charged lepton and Dcorr+(−) is the num-
ber of observed events with a positively (negatively) charged
lepton. Contributions to Dcorr+(−) from charge-asymmetric
processes such as single top, W Z and t t¯+W production are
estimated from MC simulation and are subtracted. Contri-
butions from charge-symmetric processes such as t t¯ produc-
tion cancel out in the difference on the right-hand side of
Eq. (1). A scale factor, CA, applied to the MC simulated
samples of W + jets events, is then calculated as the ratio
of NW+ + NW− evaluated from data to that predicted from
MC simulation. This evaluation is performed separately for
four jet multiplicity bins; njet = 2, njet = 3, njet = 4, and
njet ≥ 5.
The flavour fractions fflavour = N flavourMC,W /NMC,W are
extracted from a W +jets-dominated control region. This con-
trol region is selected using criteria identical to the signal
event selection except for requirements on the hadronic jet
activity: exactly two small-R jets are required. Based on the
lepton charge distribution of events with at least one b-tagged
123
Eur. Phys. J. C   (2018) 78:565 Page 11 of 39  565 
jet, scale factors are derived for the flavour components Wbb¯,
Wcc¯, Wc, and Wlight5 by solving a system of linear equations:
⎛
⎜⎜⎜
⎝
CA · (N bbMC,W− + N ccMC,W− ) CA · N cMC,W− CA · N lightMC,W− NQ−
( fbb + fcc) fc flight 0
0 1 0 0
CA · (N bbMC,W+ + N ccMC,W+ ) CA · N cMC,W+ CA · N lightMC,W+ NQ+
⎞
⎟⎟⎟
⎠
·
⎛
⎜⎜
⎝
Kbb,cc
Kc
Klight
K Q
⎞
⎟⎟
⎠ =
⎛
⎜⎜
⎝
DW− + NQ−
1.0
1.0
DW+ + NQ+
⎞
⎟⎟
⎠
where DW± is the expected number of W +jets events with
a positively or negatively charged lepton in data after sub-
tracting all non-W +jets MC background contributions and
each Kflavour is a correction factor extracted by this proce-
dure. The Kbb,cc factor refers to both the W +bb and W +cc
contributions in the background. The variable K Q , which is
a normalisation factor for the multi-jet background, is also
extracted by the procedure. The number of events in the MC
simulation with positively charged (negatively charged) lep-
tons for each flavour component is N flavourMC,W+ (N flavourMC,W− ). The
fraction of each flavour predicted by the MC simulation is
fflavour. The contributions from multi-jet production in the
different lepton charge regions, NQ+ and NQ− , are estimated
using the same matrix method as described in Sect. 6.1.
Solving this system of equations gives corrected heavy-
flavour fractions for W +jets events with exactly two jets.
Since the predicted charge asymmetry depends on the flavour
fractions, the charge-asymmetry normalisation followed by
flavour-fraction extraction is iterated until stable results for
CA and Kflavour are obtained. The MC predictions of the
flavour fractions for higher jet multiplicities are used together
with these correction factors to obtain a corrected predic-
tion for the flavour fractions at higher jet multiplicities. The
extracted correction factors depend on the selection and the
jet multiplicity. The Kbb,cc factors are between 1.19 and 1.27
(1.34 and 1.51) in the electron (muon) channel. The Klight
factor varies from 0.87 to 0.91 (0.78–0.88) in the electron
(muon) channel. The Kc factor is found to lie between 0.93
and 1 (0.86 and 1) in the electron (muon) channel. The nor-
malisation factor CA extracted from the charge asymmetry
varies from 0.78 to 1.05 (0.8–1.14) in the electron (muon)
channel.
7 Systematic uncertainties
In this section, the systematic uncertainties that affect this
search are detailed. These are uncertainties in the normalisa-
5 The flavour components are: Wbb¯ – W bosons produced in association
with a bb¯ pair; Wcc¯ – W bosons produced in association with a cc¯ pair;
Wc – W bosons produced in association with a single c- or c¯-quark; and
Wlight – W bosons produced in association with light quarks.
tion and shape of predicted mrecot t¯ distributions for signal and
background.
The uncertainty in the combined 2015 + 2016 integrated
luminosity is 2.1%. It is derived, following a methodology
similar to that detailed in Ref. [84], from a calibration of
the luminosity scale using x–y beam-separation scans per-
formed in August 2015 and May 2016. In addition, a ‘pile-
up’ uncertainty due to the observed disagreement between
the instantaneous luminosities in data and simulation is esti-
mated.
The modelling of the electron and muon trigger efficien-
cies, identification efficiencies, energy scales and resolu-
tions are studied using leptonic Z boson decays in data and
simulation at
√
s = 13 TeV. Small corrections are applied
to the simulation to better model the performance seen in
data [85,86]. These corrections have associated uncertainties
that are propagated to the estimated signal and background
yields. The modelling of the isolation requirements on elec-
trons and muons is studied in 13 TeV data using Z boson
decays and parameterised as functions of the lepton pT, η,
and the hadronic activity near the lepton. The isolation effi-
ciencies are found to be generally well modelled, and the
measurements are extrapolated to the t t¯ environment to give
an uncertainty of 1% for each electrons or muons.
The small-R jet energy scale (JES) uncertainty is derived
using a combination of simulations, test-beam data, and in
situ measurements. Additional contributions from jet flavour
composition, punch-through, single-particle response,
calorimeter response to different jet flavours and pile-up are
taken into account, resulting in 19 eigenvector systematic
uncertainty subcomponents, including the uncertainties in
the jet energy resolution obtained with an in situ measure-
ment of the jet response in di-jet events [87].
Correction factors are applied to the simulated event sam-
ples to compensate for differences between data and simula-
tion [88,89] in the b-tagging efficiency for b-, c- and light-
jets. The correction for b-jets is derived from t t¯ events with
final states containing two leptons. The corrections are con-
sistent with unity with uncertainties at the level of a few
percent over most of the jet pT range. Uncertainties in the
correction factors for the b-tagging identification response
are estimated by examining dedicated flavour-enriched sam-
ples in the data. An additional term is included to extrapolate
the measured uncertainties to the high-pT region of interest.
This term is calculated from simulated events by consider-
ing variations of quantities affecting the b-tagging perfor-
mance such as the impact parameter resolution, percentage
of poorly measured tracks, description of the detector mate-
rial and track multiplicity per jet. The dominant effect on the
uncertainty when extrapolating to high pT is related to the
different tagging efficiency when adjusting the track impact
parameters according to the resolution measured in data and
simulation.
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The large-R jet energy and mass scales and τ32 scale are
varied in simulation according to the uncertainties derived
from
√
s = 8 TeV [90] simulation and in situ calibration,
and the uncertainties are extrapolated to
√
s = 13 TeV [71].
The uncertainties in the jet mass and τ32 are propagated into
uncertainties in the top-tagging efficiency.
Several uncertainties are specific to the dominant SM t t¯
background process. The t t¯ cross-section for pp collisions at
a centre-of-mass energy of
√
s = 13 TeV is σt t¯ = 832+46−52 pb
for a top-quark mass of 172.5 GeV. It was calculated at
next-to-next-to-leading order in QCD including resumma-
tion of next-to-next-to-leading-logarithm (NNLL) soft gluon
terms with Top++2.0 [91–97]. The uncertainties from the
PDFs and αS were calculated using the PDF4LHC prescrip-
tion [98] with the MSTW2008 68% CL NNLO [57,99], CT10
NNLO [30,31] and NNPDF2.3 5f FFN [48] PDF sets and
added in quadrature to the effect of the scale uncertainty. The
normalisation of the t t¯ background is obtained from a fit to
the data in the boosted channels, within the profile likelihood
fit method described in Sect. 9. In addition to this normali-
sation uncertainty, the following top-modelling uncertainties
that affect the shape of the t t¯ kinematic distributions as well
as the normalisation are considered:
Choice of the event generator: this is evaluated by com-
paring the prediction from a Powheg+Herwig t t¯ sam-
ple [100] with that from an aMC@NLO+Herwig sample
and symmetrising the difference.
Choice of the parton shower model: this is evaluated
by comparing the prediction from a Powheg+Pythia
t t¯ sample with that from a Powheg+Herwig 7 sam-
ple [101] and symmetrising the difference.
Choice of the parton distribution functions: the uncertain-
ties arising from the choice of the PDF set are evaluated
using the PDF4LHC15 PDF set. The version that pro-
vides 30 separate uncertainty eigenvectors is used [51].
Modelling of extra QCD radiation: this is evaluated using
Powheg+Pythia samples in which the renormalisation
and factorisation scales and the hdamp parameter are var-
ied within ranges consistent with measurements of t t¯ pro-
duction in association with jets [102–104].
EW corrections: the uncertainty in the EW corrections to
t t¯ production is 10% of their deviation from unity.
NNLO QCD corrections: sensitivity of the mtt¯ distribu-
tion to higher-order QCD corrections relative to the MC
generators used is accounted for by adding an uncertainty
covering the difference between NLO and NNLO QCD
calculations of t t¯ production. Corrections are derived
from recent calculations [105] and applied as a func-
tion of top-quark pT and the transverse momentum of
the t t¯ system, following the recommended scales given
in Ref. [105]. The effect of this uncertainty in the mtt¯
distribution is very small at low mass, but increases to
7% at masses of 2 TeV in the resolved selection and 20%
above 3 TeV in the boosted selection.
The normalisation of the single-top background is var-
ied by ± 5.3%. This corresponds to the theoretical uncer-
tainty in the dominant W t-channel contribution at approxi-
mate NNLO in QCD [106–108]. An additional shape and nor-
malisation uncertainty is applied to account for differences
between the predictions from diagram removal and diagram
subtraction approaches [32] to the interference between tW
production and t t¯ . Such uncertainty has an effect of less than
1% in the yields. We have found that other single top mod-
eling uncertainties are negligible.
Systematic uncertainties in the W +jets background are
evaluated by varying the extracted correction factors for nor-
malisation and flavour fractions by their associated uncer-
tainties. The correction factors are also separately estimated
for each of the systematic variations which affect the cor-
rection factor estimation described in this section. A 30%
uncertainty is associated with the normalisation of the W +c
component of the W+jets background.
Systematic uncertainties in the multi-jet background esti-
mation are evaluated using various definitions of multi-jet
control regions that result in slightly different estimates of f .
Systematic uncertainties associated with object reconstruc-
tion and MC simulation are also considered and a total nor-
malisation uncertainty of 50% is assigned.
Table 1 shows a summary of the systematic uncertainties
in the yields for the total background and two signals. The
t t¯ modelling and jet energy uncertainties provide the largest
contributions to the overall uncertainties.
8 Comparison of data with expected background
contributions
After all event selection criteria are applied, 35 612 (261 554)
boosted (resolved) events remain in the e+jets selection and
31 188 (254 277) events remain in the μ+jets selection. There
is a deficit of data compared to expectation for the boosted
selections; however, this deficit is consistent with the nominal
prediction within the associated systematic uncertainties. In
the following figures, the legend ‘others’ refers to single top,
Z+jets, t t¯ + W/Z and diboson production.
Figure 4 shows the transverse momentum of the charged
lepton in the selected events. The EmissT distribution is shown
in Fig. 5. The transverse momentum of the selected jet and
top-tagged jets are shown in Figs. 6 and 7. Figures 8 and 9
show the reconstructed mass of the leptonic- and hadronic-
top candidates. For all of the distributions in the resolved
selections, any deviations from expectations are well within
the statistical and systematic uncertainties. As some top-
quark decays are not fully contained within the large-R jet,
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Table 1 The systematic
uncertainties in the yields in the
background, as well as in the 2
and 3 TeV Z ′TC2 signal models,
in percentages. Only rows with
at least one column with an
uncertainty larger than 2% are
shown individually. Systematic
uncertainties associated with the
muon and electron trigger,
identification, energy scales and
resolutions combined are
smaller than 2% for all signal
regions and are not shown. JES
and JER stand for jet energy
scale and jet energy resolution
Systematic uncertainty Background (%) Z ′TC2, 2 TeV (%) Z ′TC2, 3 TeV (%)
Resolved Boosted Resolved Boosted Resolved Boosted
t t¯ extra QCD radiation 4.0 2.4 – – – –
t t¯ QCD NNLO 0.8 7.4 – – – –
t t¯ cross-section 5.2 – – – – –
t t¯ generator 1.7 3.8 – – – –
t t¯ parton shower 0.6 3.2 – – – –
Multi-jet 2.6 2.7 – – – –
Anti-kt R = 0.4 JER 1.1 0.2 3.2 0.2 1.2 0.2
Anti-kt R = 0.4 JES 5.8 0.9 7.0 0.7 3.6 0.6
Anti-kt R = 1.0 JER 0.1 4.0 5.3 3.7 2.0 4.2
Anti-kt R = 1.0 JES 0.3 6.0 3.7 4.7 2.8 6.0
b-tagging efficiency 3.2 1.8 1.8 1.9 2.3 2.7
b-tagging extrapolation 2.4 2.3 2.0 0.6 1.2 1.8
Luminosity 1.9 1.9 2.1 2.1 2.1 2.1
Pile-up 4.4 0.5 4.4 0.8 3.9 0.5
Total 11.6 12.8 11.7 7.1 7.6 8.7
(a) (b)
(d)(c)
Fig. 4 The distribution of the transverse momentum of the lepton
in the a boosted e+jets, b boosted μ+jets, c resolved e+jets, and d
resolved μ+jets selections. The SM background components are shown
as stacked histograms. The shaded areas indicate the total systematic
uncertainties. The lower panels in each plot show the ratio of data
(points) and a signal example (line) to the background expectation
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(a) (b)
(d)(c)
Fig. 5 The distribution of the EmissT in the a boosted e+jets, b boosted
μ+jets, c resolved e+jets, and d resolved μ+jets selections. The SM
background components are shown as stacked histograms. The shaded
areas indicate the total systematic uncertainties. The lower panels in
each plot show the ratio of data (points) and a signal example (line) to
the background expectation
(a) (b)
Fig. 6 The distribution of the transverse momentum of the hardest
small-R jet with 	R(, jet) < 1.5 in the a boosted e+jets, and b
boosted μ+jets selections. The SM background components are shown
as stacked histograms. The shaded areas indicate the total systematic
uncertainties. The lower panels in each plot show the ratio of data
(points) and a signal example (line) to the background expectation
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(a) (b)
Fig. 7 The distribution of the transverse momentum of the large-R
jet in the a boosted e+jets, and b boosted μ+jets selections. The SM
background components are shown as stacked histograms. The shaded
areas indicate the total systematic uncertainties. The lower panels in
each plot show the ratio of data (points) and a signal example (line) to
the background expectation
(a) (b)
(d)(c)
Fig. 8 The distribution of the reconstructed mass of the leptonic-
top candidate in the a boosted e+jets, b boosted μ+jets, c resolved
e+jets, and d resolved μ+jets selections. The SM background compo-
nents are shown as stacked histograms. The shaded areas indicate the
total systematic uncertainties. The lower panels in each plot show the
ratio of data (points) and a signal example (line) to the background
expectation
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(a) (b)
(d)(c)
Fig. 9 The distribution of the mass of the large-R jet in the a boosted
e+jets, and b boosted μ+jets selections. The mass of the hadronic-top
candidate in the c resolved e+jets, and d resolved μ+jets selections.
The SM background components are shown as stacked histograms. The
shaded areas indicate the total systematic uncertainties. The lower pan-
els in each plot show the ratio of data (points) and a signal example
(line) to the background expectation
two peaks in the jet mass distribution are visible in Fig. 9. One
close to the W boson mass for the cases in which only the W
boson decay products are reconstructed within the large-R
jet, and one close to the top-quark mass. There is a tendency
for the expectations in the boosted selections to be 10–20%
below the data while exhibiting a similar shape.
The reconstructed t t¯ invariant mass spectra for the electron
and muon selections are shown in Figs. 10 and 11. The data
generally agree with the expected background with slight
shape differences seen especially in the high-mass and low-
mass regions. These deviations are consistent with the nom-
inal predictions within the associated uncertainties.
The fraction of the SM W +jets background increases as a
function of mrecot t¯ in the boosted channel, with a higher frac-
tion in the boosted selection in b-tag category 2, where it con-
tributes roughly 50% of the background for mrecot t¯ > 3 TeV.
The fraction in b-tag category 3, which is the purest channel,
is at most 6% for mrecot t¯ > 3 TeV. In the resolved channel,
the contribution of the W +jets background also grows with
mrecot t¯ and it contributes less than 1% in the b-tag category 3,
while it has up to a 14% effect in b-tag category 2.
9 Results
The final discriminating observables used to search for a mas-
sive resonance are the mrecot t¯ spectra from the two selections.
After the reconstruction of the t t¯ mass distribution, the data
and expected background distributions are compared using
BumpHunter [109], which is a hypothesis-testing tool that
searches the data for local excesses or deficits compared to the
expected background, taking the look-elsewhere effect [110]
into account over the full mass spectrum in both the boosted
(480 GeV to 6 TeV) and resolved (390 GeV to 2 TeV) chan-
nels. After accounting for the systematic uncertainties, no
significant deviation from the total expected background is
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Fig. 10 The mrecot t¯ distribution
before the likelihood fit in the
boosted selection. The SM
background components are
shown as stacked histograms.
The shaded areas indicate the
total systematic uncertainties.
The ratio of the data to the total
expectation from background
processes is shown in the lower
panel, open triangles indicate
that the ratio point would appear
outside the panel
(a) (b)
(c) (d)
(e) (f)
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Fig. 11 The mrecot t¯ distribution
before the likelihood fit in the
resolved selection. The SM
background components are
shown as stacked histograms.
The shaded areas indicate the
total systematic uncertainties.
The ratio of the data to the total
expectation from background
processes is shown in the lower
panel
(a) (b)
(c) (d)
(e) (f)
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Fig. 12 The mrecot t¯
distributions, after a likelihood
fit under the background-only
hypothesis, for the boosted
selection. The SM background
components are shown as
stacked histograms. The shaded
areas indicate the total
systematic uncertainties. The
ratio of the data to the final fitted
expectation is shown in the
lower panel, open triangles
indicate that the ratio point
would appear outside the panel
(a) (b)
(c) (d)
(e) (f)
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Fig. 13 The mrecot t¯
distributions, after a likelihood
fit under the background-only
hypothesis, for the resolved
selection. The SM background
components are shown as
stacked histograms. The shaded
areas indicate the total
systematic uncertainties. The
ratio of the data to the final fitted
expectation is shown in the
lower panel
(a) (b)
(c) (d)
(e) (f)
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Table 2 Data and expected
background in all channels after
the background-only fit is
performed. The total systematic
uncertainty in the expected
background yields is also given.
The t t¯ normalisation is extracted
from the fit in the boosted
channels and its ratio to the
pre-fit content is 0.93
Type Yields
Boosted e Boosted μ Resolved e Resolved μ
t t 28,500 ± 500 26,000 ± 400 231,100 ± 1900 225,300 ± 1700
W+jets 2200 ± 240 2200 ± 180 9400 ± 1100 10,300 ± 800
Multi-jet 2000 ± 400 780 ± 200 8200 ± 1400 7400 ± 1400
Others 2880 ± 230 2420 ± 180 13,000 ± 600 12,000 ± 500
Total 35,600 ± 500 31,300 ± 300 262,200 ± 1200 254,600 ± 1100
Data 35,612 31,188 261,554 254,277
 [TeV]Z'm
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
 B
 [p
b]
×
σ
3−10
2−10
1−10
1
10
210
310
Expected 95% CL upper limit
Observed 95% CL upper limit
σ 1 ±Expected 95% CL upper limit 
σ 2 ±Expected 95% CL upper limit 
 1.3×=1.2% cross section ΓTC2LO Z'
=3% cross sectionΓTC2NLO Z'
=1% cross sectionΓTC2NLO Z'
ATLAS -1 = 13 TeV, 36.1 fbs
Fig. 14 The observed and expected cross-section 95% CL upper limits
on the Z ′TC2 signal. The theoretical predictions for the production cross-
section times branching ratio of Z ′TC2 → t t¯ at the corresponding masses
are also shown
found. Upper limits are set on the cross-section times branch-
ing ratio for each of the signal models using a combined pro-
file likelihood-ratio test build using the 12 categories. The
CLs prescription [111] is used to derive one-sided 95% con-
fidence level (CL) limits.
The statistical and systematic uncertainties in the expected
distributions are included in this CLs procedure as nuisance
parameters in the likelihood fits. The nuisance parameters for
the systematic uncertainties are constrained by a Gaussian
probability density function with a width corresponding to
the size of the uncertainty considered. Correlations between
different channels and bins are taken into account. The prod-
uct of the various probability density functions forms the
likelihood function that is maximised in the fit by adjusting
the free parameter, called the signal strength (a multiplica-
tive factor applied to the signal expected cross-section), and
the nuisance parameters. The expected mrecot t¯ distributions
are compared to data in Figs. 12 and 13 after a fit of the
nuisance parameters under the background-only hypothesis.
The expected yields after the background-only fit are also
shown in Table 2. It can be seen that the uncertainties are
smaller than in Figs. 10 and 11.
Under the background-only hypothesis, a fit to data leads
to a constraint of the jet energy resolution and the large-R jet
energy scale nuisance parameters amongst the experimen-
tal uncertainties. The t t¯ generator, radiation and modelling
uncertainty nuisance parameters are also constrained, due to
the large uncertainty in this background modelling. Amongst
the most relevant uncertainties for the 3 TeV Z ′TC2 model, the
(a) (b)
Fig. 15 The observed and expected cross-section 95% CL upper limits on the a Z ′DM,ax and b Z ′DM,vec signals. The theoretical predictions for the
production cross-section times branching ratio of Z ′DM → t t¯ at the corresponding masses are also shown
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 [TeV]
KKG
m
0.5 1 1.5 2 2.5 3
 B
 [p
b]
×
σ
3−10
2−10
1−10
1
10
210
310
Expected 95% CL upper limit
Observed 95% CL upper limit
σ 1 ±Expected 95% CL upper limit 
σ 2 ±Expected 95% CL upper limit 
LO KK graviton cross section
ATLAS -1 = 13 TeV, 36.1 fbs
Fig. 16 The observed and expected cross-section 95% CL upper limits
on the GKK signal. The theoretical predictions for the production cross-
section times branching ratio of GKK → t t¯ at the corresponding masses
are also shown
t t¯ radiation uncertainty nuisance parameter is constrained by
a factor of three in the boosted channel and the parton shower
uncertainty, by a factor of two.
The impact of the fitted nuisance parameters on the fitted
signal strength is different at each candidate signal mass. In
order to estimate the impact of a nuisance parameter in the
fit of the signal strength, the nuisance parameter is fixed at
its central value plus or minus its fit uncertainties, and the
variation of the fitted signal strength is tested. For example,
at a Z ′ mass of 3 TeV, the impact of an uncertainty on the
best-fit value is computed by fixing the nuisance parameter θ
to the one-standard-deviation range limits (positive or nega-
tive), and repeating the fit for a pseudodata sample with a 1 pb
cross-section signal injected. The most significant uncertain-
ties are related to the JES for large-R jets and affect the fitted
signal strength by up to 5%.
The expected and observed limits on the studied signal
models versus mass are presented in Figs. 14, 15, 16 and
Table 3 Summary of the excluded mass ranges for the signals studied
in this analysis
Summary of 95 % confidence level mass exclusion ranges on
benchmark models
Model Observed excluded
mass (TeV)
Expected excluded
mass (TeV)
Z ′TC2 (1% width) < 3.0 < 2.6
Z ′DM,ax < 1.2 < 1.4
Z ′DM,vec < 1.4 < 1.6
GKK [0.45, 0.65] [0.45, 0.65]
gKK (15% width) < 3.8 < 3.5
gKK (30% width) < 3.7 < 3.2
17 and summarised in Table 3. The cross-section limits are
extracted for each mass point, and are interpolated with
straight lines in the regions between the mass points. For
the Z ′TC2 benchmark, upper limits on the production cross-
sections vary from 25 to 0.02 pb for masses from 0.4 to 5 TeV.
A Z ′TC2 of width 1% is excluded for masses m Z ′TC2 < 3.0 TeV
while masses in the region m Z ′TC2 < 2.6 TeV are expected
to be excluded. The Z ′DM,ax considered in this search is
excluded for masses in the region m Z ′DM,ax < 1.2 TeV, while
masses in the region m Z ′DM,ax < 1.4 TeV are expected to be
excluded. The Z ′DM,vec considered in this search is excluded
for masses in the region m Z ′DM,vec < 1.4 TeV while masses in
the region m Z ′DM,vec < 1.6 TeV are expected to be excluded.
The Kaluza–Klein gravitons searched for in this analysis are
excluded in the range 0.45 < mGKK < 0.65 TeV, which is
also the expected exclusion region. A Kaluza–Klein gluon
of width 30% is excluded for mgKK < 3.7 TeV compared
with an expected exclusion for mgKK < 3.2 TeV. A Kaluza–
Klein gluon of width 15% is excluded for mgKK < 3.8 TeV
compared with an expected exclusion for mgKK < 3.5 TeV.
(a) (b)
Fig. 17 The observed and expected cross-section 95% CL upper limits on the gKK signal for resonance widths of a 30% and b 15%. The theoretical
predictions for the production cross-section times branching ratio of gKK → t t¯ at the corresponding masses are also shown
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(a) (b)
Fig. 18 The observed and expected cross-section 95% CL upper limits on the gKK signal as a function of the resonance width for masses of a
1 TeV, and b 5 TeV
Furthermore, for the Kaluza–Klein gluons, the search sen-
sitivity as a function of resonance width was explored. Fig-
ure 18 shows the excluded cross-sections as a function of
width for two different mass points. The cross-section lim-
its deteriorate with increasing resonance width, as the signal
peak is smeared out.
10 Summary
A search for heavy particles decaying into t t¯ in the lepton-
plus-jets decay channel with the ATLAS experiment at the
LHC is presented. The search uses data corresponding to an
integrated luminosity of 36.1 fb−1 of proton–proton colli-
sions at a centre-of-mass energy of 13 TeV. No excess of
events beyond the Standard Model predictions is observed
in the t t¯ invariant mass spectra. Upper limits on the cross-
section times branching ratio are set for several heavy reso-
nances in models of new physics. These results considerably
extend the excluded regions for Z ′TC2 and gKK and represent
the first mass ranges to be excluded, using the t t¯ decay chan-
nel, for the dark-matter mediators Z ′DM,ax and Z ′DM,vec, and
for GKK.
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