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Apparent critical phenomena, typically indicated by growing correlation lengths and dynamical
slowing-down, are ubiquitous in non-equilibrium systems such as supercooled liquids, amorphous
solids, active matter and spin glasses. It is often challenging to determine if such observations are
related to a true second-order phase transition as in the equilibrium case, or simply a crossover,
and even more so to measure the associated critical exponents. Here we provide strong numerical
evidence that a canonical non-equilibrium system, the hard-sphere glass, exhibits a true second-order
phase transition, the so-called Gardner transition [1–3], in the limits of large systems and long-aging
times. Using a hybrid molecular simulation - machine learning approach, we obtain scaling laws for
both finite-size and aging effects, and determine the critical exponents that traditional methods fail
to estimate. Our study provides a novel approach that is useful to understand the nature of glass
transitions, and can be generalized to analyze other non-equilibrium phase transitions.
Among all transitions in glassy systems, the Gardner
transition is perhaps the most peculiar one, considering
its remarkably complex way to break the symmetry [2–
4]. According to the mean-field theory that is exact in
large dimensions, it is a second-order phase transition
separating the simple glass phase and the Gardner phase
where the free energy basin splits into many marginally
stable sub-basins [2]. In structural glasses, the Gard-
ner transition occurs deep in the glass phase below the
liquid-glass transition temperature, which is observable
even under non-equilibrium conditions [5–13], and has
important consequences on the rheological and mechan-
ical properties of the material [11, 12, 14], as well as on
the jamming criticality at zero temperature [15]. From a
theoretical viewpoint, the Gardner transition universality
class contains other important cases such as the famous
de Almeida-Thouless transition in spin glasses [16].
As a non-equilibrium, continuous phase transition, the
Gardner transition is expected to display the divergence
of (i) the fluctuations of the caging order parameter
that characterizes the particle vibrations [5, 6], (ii) the
length scale for the spatial correlation between individual
cages [6], and (iii) the time scale to reach the restricted
equilibrium [17] deep in the glass phase. Previous com-
puter simulations of hard-sphere glasses in d = 2 [13] and
d = 3 dimensions [6, 7], and experiments of molecular
glass formers [9], granular [8] and colloidal [10] glasses,
showed consistent evidence for above signature features.
However, whether or not the “Gardner transition” is
a true phase transition in physical dimensions remains
hotly debated: it has been argued that the transition
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could be eliminated by critical finite-dimensional fluc-
tuations and local defects [18–20], but a recent field-
theory calculation up to the three-loop expansion indeed
found fixed points even below the upper critical dimen-
sion du = 6 [21]. To our knowledge, there have been
no reliable measurements of the critical exponents of the
Gardner transition neither from simulations nor from ex-
periments.
In this Letter, we demonstrate that the Gardner tran-
sition is a true second-order phase transition in a three-
dimensional computer simulated hard-sphere glass, in the
thermodynamic and long-aging limits. We propose a
scaling ansatz for the caging susceptibility [5, 6] in the
Gardner phase, which combines the logarithmic aging be-
havior [7] and the standard critical finite-size scaling. We
further determine the values of two independent critical
exponents, which are in line with previous theoretical
predictions [21]. In particular, the exponent ν for the
correlation length is obtained by a machine learning ap-
proach [22, 23], which is shown to be able to capture the
latent features of simple glass/Gardner phases from the
massive data set generated by molecular simulations.
We simulate a polydisperse hard-sphere glass model in
d = 3 dimensions (see Methods). An efficient Monte-
Carlo swap algorithm (see Methods) is employed to
prepare dense equilibrium samples at a (reduced) tem-
perature Tˆg = 0.033 (or volume fraction ϕg = 0.63;
Tˆ and ϕ are related through equations of states, see
Fig. S1 in Supplementary Information SI), which is below
the mode-coupling theory (MCT) temperature TˆMCT ≈
0.044 (or ϕMCT ≈ 0.594) [6]. Glass configurations are
generated by quenching (compressing) the system from
Tˆg to various target Tˆ , with a constant quench (compres-
sion) rate Γ, using the Lubachevsky-Stillinger algorithm
(see Methods). The quench (compression) time t ∝ 1/Γ
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FIG. 1. Finite-size and aging scalings of caging susceptibility in the Gardner phase. Data are obtained for a
fixed Tˆ = 0.00385 below TˆG using Nr = 5 glass replicas for each equilibrium sample, and are averaged over Ns = 480
equilibrium samples. (a) Susceptibility data collapsed according to the scaling function Eq.( 6), for 125 ≤ N ≤ 8000 and
Γ = 10−2, 10−3, 10−4, 10−5, where the parameters ζ = 2.6 and τ = 0.0016 are determined independently as shown in Fig. 2.
The lines represent asymptotic behaviors F(x → ∞) ∼ 1 and F(x → 0) ∼ x. We also show an empirical fitting using the
hyperbolic tangent function, F(x) = 0.15 tanh(37x). (b) Susceptibility as a function of system size N , for a few different quench
rate Γ. The line indicates the finite-size scaling χ ∼ Nζ/d (see Eq. 4). (c) Susceptibility as a function of quench time t, for a
few different N . The same data are plotted in (a-c), and the legend in (a) applies to both (a) and (c). Error bars represent the
standard error of the mean in all figures.
plays a similar role as the waiting time (or aging time)
after rapid quenching [7]. Previous simulations suggest
that the system undergoes a Gardner crossover around
TˆG ≈ 0.0078 (or ϕG ≈ 0.67) for the given Tˆg = 0.033,
in systems of N = 1000 particles [6]. Jamming occurs at
the zero temperature limit Tˆ → 0 (or ϕJ ≈ 0.682) [6],
where particles form an isostatic contact network.
The static correlation length of the Gardner transi-
tion is predicted to diverge at the transition point from
above [2],
ξs(Tˆ ) ∼ (Tˆ − TˆG)−ν . (1)
Different from a standard second-order phase transition,
here ξs diverges not only at, but also below the transition
point, since the system in the entire Gardner phase is
marginally stable. Moreover, such a static correlation
length is only reached in the restricted equilibrium regime
where aging disappears deep in the glass phase. Note
that we only consider aging attributed to the Gardner
transition [6], not to the glass transition (or α-processes).
The α-relaxation time τα ∼ 1010 at Tˆg = 0.033 [6, 17],
which would further increase with decreasing Tˆ , is clearly
beyond our simulation time window t . 103.
Near or below TˆG, the correlation length is time-
dependent at short times due to the aging effects. We
propose a logarithmic scaling,
ξ(Tˆ , t) ∼ {R(Tˆ ) log[t/τ(Tˆ )]}1/ζ , (2)
whereR(Tˆ ), τ(Tˆ ) and ζ are parameters to be determined,
and ξ(Tˆ , t → ∞) = ξs. The logarithmic aging behavior
has been observed in many non-equilibrium systems, in-
cluding rapidly quenched hard-sphere glasses [7] and spin
glasses [24], and is consistent with the droplet theoretical
picture [25].
While the direct estimate of the correlation length is
technically difficult [6], the above scalings are useful in
understanding the behavior of other important quanti-
ties, such as the caging susceptibility χ, which charac-
terizes the fluctuation of the caging order parameter and
can be easily measured in simulations (see Methods). We
propose that the caging susceptibility is related to the
correlation length through the finite-size scaling form,
χ(Tˆ , L, t)
χ0(Tˆ )Lζ
= F

[
ξ(Tˆ , t)
L
]ζ , (3)
where χ0(Tˆ ) is a temperature-dependent parameter, L =
N1/d is the linear size of the system, and the func-
tion F(x) behaves asymptotically as F(x → ∞) ∼ 1
and F(x → 0) ∼ x. Equation (3) assumes that a sin-
gle, universal scaling can connect the behavior of caging
susceptibility in the aging regime, dominated by acti-
vated dynamics as considered in the droplet theory (see
Eq. 2) [25], to that in the static restricted equilibrium
regime, described by the Gardner transition physics (see
Eq. 1) [2]. Two scalings can be further derived from
Eq. (3): (i) a finite-size scaling when L ξ(Tˆ , t),
χ(Tˆ , L, t) ∼ χ0(Tˆ )Lζ , (4)
and (ii) an aging scaling when L ξ(Tˆ , t),
χ(Tˆ , L, t) ∼ χ0(Tˆ )R(Tˆ ) log[t/τ(Tˆ )]. (5)
To examine above expectations, we first consider the
case for a fixed Tˆ below TˆG where aging clearly presents.
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FIG. 2. Temperature dependence of finite-size and
aging scalings of caging susceptibility. (a) Susceptibil-
ity χ as a function of N , for a fixed Γ = 10−4 and Tˆ = 1/100,
1/120, 1/150, 1/180, 1/220, 1/260, 1/320, 1/400, 1/600,
1/1000, 1/10000 (from bottom to top). Data are obtained by
using Nr = 5 glass replicas and are averaged over Ns = 1200
equilibrium samples. The data points in the power-law regime
are fitted to Eq. (4) (lines), and the fitting parameters ζ(Tˆ )
and χ0(Tˆ ) are plotted in (b) and (c). The theoretical expo-
nent ζ = 2.1 [21] is marked by the horizontal arrow in (b).
(d) Susceptibility χ as a function of t, for a fixed N = 4000
and a few different Tˆ (Nr = 5, Ns = 240, see panel (a) and
its caption for the values of Tˆ ). The data are fitted to Eq. (5)
(lines), and the fitting parameters R(Tˆ ) and τ(Tˆ ) are plot-
ted in (e) and (f), where we have used the values of χ0(Tˆ )
plotted in (c). The data for N = 500 and N = 2000 are
also plotted in (e-f) to show that the behavior of the curves
becomes N -independent in sufficiently large systems, within
the numerical errors. The Gardner transition temperature
TˆG = 0.0072 (see Fig. 4) is indicated by the vertical dashed
lines in (b-c, e-f).
Under this condition, using Eq. (2) we can simplify
Eq. (3) into the form (the Tˆ -dependence is omitted since
Tˆ is fixed),
χ(L, t)
Lζ
∼ F
[
log(t/τ)
Lζ
]
, (6)
which is confirmed by the numerical data in Fig. 1(a).
The finite-size scaling Eq. (4) is supported by the data in
Fig. 1(b) for small N , while breakdowns are observed
for larger N implying the violation of the condition
L ξ(Tˆ , t). The scaling regime expands with decreasing
Γ (or increasing t), as the correlation length grows with
time. At even larger N , the susceptibility approaches to
a constant value, suggesting that the other asymptotic
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FIG. 3. Examining the criticality of the Gardner tran-
sition via the data of caging susceptibility and skew-
ness. Susceptibility χ is plotted as a function of Tˆ (Nr = 5
and Ns = 1200), for (a) a fixed Γ = 10
−4 and a few dif-
ferent N , and (b) a fixed N = 500 and a few different Γ.
To demonstrate how far the data are away from the critical
scaling, we plot a line in (a) representing χ ∼ (Tˆ − TˆG)−γ ,
where we set γ = ζν ≈ 1.2, estimated from ζ ≈ 1.5 (see
Fig. 2b) and ν = 0.78 (see Fig. 4h). (c) Skewness S as a
function of Tˆ for a few different N (Nr = 10 and Ns = 2400).
(d) Data collapsing according to the scaling ansatz SNa ∼
S
[
(Tˆ − TˆG)N 1dν
]
, where a = 0.2 is a fitting parameter, and
the values TˆG = 0.0072 and ν = 0.78 are obtained from the
machine learning method (see Fig. 4). The vertical dashed
lines in (a-b) mark TˆG. The legend in (a) applies to (a, c-d).
limit L  ξ(Tˆ , t) has been reached and therefore the
value of susceptibility is determined by ξ(Tˆ , t) instead of
L. The logarithmic growth Eq. (5) is consistent with the
data in Fig. 1(c) for large N , while in small systems, the
susceptibility is independent of t, implying L  ξ(Tˆ , t).
The scalings are robust with respect to protocol param-
eters (see Fig. S3) and the aging protocol (see Fig. S4).
We next investigate how the parameters in scalings
Eqs. (4) and (5) depend on Tˆ . Fitting data at differ-
ent Tˆ , obtained from a slow quench rate Γ = 10−4, to
Eq. (4) in the scaling regime (Fig. 2a), gives the value
of exponent ζ, which depends weakly on Tˆ (Fig. 2b).
For Tˆ ≤ TˆG, ζ is in a range ∼ [1.5, 3.0], which is com-
parable with the theoretical prediction ζ = 2.1 [21] (see
Table S1). In order to obtain a more accurate estimate of
ζ, one must further decrease Γ so that the scaling regime
can be extended (see Fig. 1b), which is unfortunately be-
yond the present computational power (recall that aging
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FIG. 4. Machine learning the Gardner transition. (a) Probability distribution p(χi) at Tˆ = 0.025 (above TˆG) and
Tˆ = 0.001 (below TˆG) for three different samples, with N = 2000. Spatial distributions of the ∼ 2% particles with the largest
χi in sample 1 (other particles are represented by points) are visualized in (c) for Tˆ = 0.025 and (d) for Tˆ = 0.001, which show
the difference on caging heterogeneity. (c) Probabilities P (Tˆ , N) and 1−P (Tˆ , N) obtained from the machine learning method
are plotted as functions of (e) Tˆ and (f) [Tˆ−TˆG(N)]N 1dν , for a few different N and Γ = 10−4. The lines in (e) represent fitting to
an empirical form P (Tˆ , N) = 1
2
+ 1
2
erf
{[
Tˆ − TˆG(N)
]
/w(N)
}
, where erf(x) is the error function. The fitting parameters TˆG(N)
and w(N) are plotted in (g) and (h). The asymptotic transition temperature TˆG ≡ TˆG(N →∞) = 0.0072(2) is estimated from
(g). The line in (e) represents fitting according to the critical scaling w(N) = w0N
− 1
dν within the range N ≤ 2000, which gives
ν = 0.78(2). The shifted data for Γ = 10−2 are also plotted, which show a narrower critical scaling regime. The theoretical
exponent ν = 0.85 [21] is indicated by the dashed line. The inset of (f) shows a schematic of the FNN architecture.
is logarithmically slow). The pre-factor χ0(Tˆ ) behaves
non-monotonically with Tˆ , showing a growth approach-
ing Tˆ = 0, which suggests a stronger finite-size effect
in the jamming limit (Fig. 2c). The value of χ0(Tˆ ) is
in the same order of the individual caging susceptibility
(Fig. S2a), consistent with the interpretation of χ0(Tˆ )
as the small-L limit of χ, according to Eq. (4). Fig-
ure 2a also shows that the power-law regime shrinks as
Tˆ → 0. Because the finite-size scaling only holds when
L  ξ(Tˆ , t), it implies that ξ(Tˆ , t), with t fixed, de-
creases near the jamming limit, which is confirmed by
the direct measurement of R(Tˆ ) (see Fig. 2e and related
discussions). At low Tˆ and large N (e.g., Tˆ = 10−4 and
N > 500), the susceptibility slightly decreases with N ,
instead of staying as a constant. This effect might be
due to a higher-order correction term L−ω to the scaling
function Eq. (3), as has been observed similarly in spin
glasses [26], but we do not further discuss it here.
Figure 2d shows how the aging scaling Eq. (5) depends
on Tˆ . The aging effect is negligible, i.e., R(Tˆ ) ∼ 0, above
TG (Fig. 2e), consistent with previous observations based
on dynamics of the caging order parameter [6]. The
non-monotonic behavior of R(Tˆ ) in Fig. 2e can be un-
derstood from the mixed impacts from two transitions:
aging emerges as Tˆ lowered below the Gardner tran-
sition TˆG, which however should naturally slow down
when approaching the jamming transition limit Tˆ → 0
where all dynamics freeze. Accordingly, the susceptibil-
ity χ should also change non-monotonically with Tˆ in
sufficiently large systems (Fig. 3a). Interestingly, a very
similar non-monotonic behavior of χ has been reported
for the three-dimensional Edwards-Anderson spin-glass
model in an external magnetic field [7].
So far we have discussed the behavior of the suscepti-
bility and correlation length in the aging regime (Eq. 2).
In the following we analyze the restricted equilibrium
regime, aiming to examine the criticality near the Gard-
ner transition by estimating the transition temperature
TˆG and in particular the exponent ν in Eq. (1). However,
conventional approaches fail to achieve the goal, for the
following reasons. (i) Due to the limited system sizes that
can be obtained in simulations, extracting the correlation
length from fitting the correlation function is difficult [7].
(ii) According to Eqs. (1) and (3), one expects a critical
scaling χ ∼ (Tˆ − TˆG)−γ approaching TˆG from above,
where γ = ζν. This scaling is unobservable in our data
(Fig. 3a-b), suggesting that the systems are too small and
the condition L ξs for the scaling is not satisfied in the
critical regime. (iii) In standard second-order phase tran-
5sitions, the Binder parameter B(Tˆ , L) (see Methods) is
independent of the system size at the critical tempera-
ture. However, B(Tˆ , L) for different L measured in our
simulations do not cross at TˆG (see Fig. S6), due to the
asymmetry of the order parameter distribution as indi-
cated by the non-zero value of the skewness S (see Meth-
ods for the definition and Fig. 3c for the data). The
same reason prevented locating the de Almeida-Thouless
transition by the Binder parameter in spin glasses, pre-
viously [27].
To overcome the difficulties, we develop a machine
learning approach (see Methods and Sec. S3) using a
feedforward neural network (FNN), inspired by a recent
work [22]. The method was shown to be able to cor-
rectly capture the criticality of phase transitions in sev-
eral equilibrium systems, including the standard d = 2
Ising model [22]. Here we generalize it to non-equilibrium
phase transitions. Because the Gardner transition is not
accompanied by any obvious structural ordering [4], a
naive attempt to train the neural network based on static
configurations fails to learn the transition. Instead, we
utilize the replica method [6, 28, 29] to construct single-
particle caging susceptibilities {χi} (see Methods and
Sec. S3A) as the input data, which encode the change of
particle vibrational features around the Gardner transi-
tion. Indeed, the distribution probability p(χi) displays
a distinction above and below TˆG, showing single- and
double-peaks respectively (Figs. 4a-b), which is accom-
panied consistently by the difference on vibrational het-
erogeneity [6] (Figs. 4c-d).
Once well trained, the FNN output layer provides a
probability P (Tˆ , N) of an N−particle system belong-
ing to the Gardner phase at Tˆ (correspondingly 1 − P
represents the probability in the simple glass phase, see
Fig. 4e). The finite-size analysis according to the scal-
ing invariance P (ξs/L) ∼ P [(Tˆ − TˆG)N 1dν ] (see Eq. 1)
can give both the transition temperature TˆG and criti-
cal exponent ν. This strategy is standard in the analy-
sis of continuous phase transitions such as a percolation
transition – the difference is that it is straightforward to
identify a percolated configuration without the need to
use machine learning.
The asymptotic critical temperature is estimated to be
TˆG ≡ TˆG(N → ∞) = 0.0072(2) from the data obtained
by Γ = 10−4 (Fig. 4g), or equivalently ϕG = 0.670(1),
which is consistent with the previous independent mea-
surement [6]. Fitting the width ω(N) of P (Tˆ , N) to the
scaling ω(N) ∼ N− 1dν , in the range N ≤ N∗ ≈ 2000,
gives ν = 0.78(2) (Fig. 4h), which is close to the the-
oretical prediction ν = 0.85 [21] (see Table S1). Here
N∗ is the cutoff size beyond which the critical scal-
ing does not hold. Consequently, using the estimated
TˆG and ν, the data of P [(Tˆ − TˆG)N 1dν ] for different N
with N ≤ N∗ collapse onto a universal master curve
(Fig. 4f). The machine learning results are further con-
firmed by the collapse of skewness data using the scaling
S(Tˆ , N)Na ∼ S
[
(Tˆ − TˆG)N 1dν
]
, with a fitted exponent
a = 0.2 (Fig. 3d and Fig. S5).
To better understand the meaning of N∗, it is use-
ful to re-examine the susceptibility data near TˆG. For
a fixed Γ = 10−4, the finite-size effect disappears when
N > N∗ ≈ 2000 (Fig. 3a), suggesting that the aging ef-
fect (Eq. 2) becomes dominant. On the other hand, for a
fixed N = 500 < N∗, χ is independent of Γ below 10−2,
implying that further decreasing Γ would not change the
scaling in such small systems. Therefore, only systems
with N ≤ N∗ would follow the correct finite-size critical
scaling. Very importantly, the cutoff size N∗, and thus
the critical scaling regime, extends (Fig. 4h, Fig. 3a and
Figs. S12-13) with decreasing Γ, which indicates a true
phase transition in the limit Γ → 0. This conclusion is
further supported by the scaling in Eq. (6) and Fig. 1a,
according to which the correlation length diverges in the
Gardner phase in the limits of N → ∞ and Γ → 0.
However, we cannot exclude the possibility that the cor-
relation length is finite but larger than the maximum L
simulated in this study.
Finally, it is possible to generalize our approach
to study phase transitions in other non-equilibrium,
disordered systems. For example, a straightforward
generalization to spin glasses may provide a new route
to resolve the long-standing debate on the nature of the
spin glass phase in finite dimensions [30]. Other appli-
cable problems could include polymer dissolutions [31]
and phase separations in cells [32].
METHODS
Glass model
The polydisperse hard-sphere model used here has
been extensively studied recently [6, 7, 11, 12, 33]. The
system consists of N hard spheres in a periodic sim-
ulation box of volume V , where the particle diame-
ters are distributed according to a continuous function
PD(Dmin ≤ D ≤ Dmin/0.45) ∼ D−3. The system is
characterized by volume fraction ϕ and reduced temper-
ature Tˆ = 1/Pˆ = NkBT/PV , where P is the pressure,
Pˆ the reduced pressure, kB the Boltzmann constant (set
to unity), and T the temperature (set to unity). In this
study, all results are reported in terms of the reduced
temperature Tˆ , and “reduced” is omitted in the rest of
discussions for simplicity. The mean diameter Dmean and
the particle mass m are used as the units of length and
mass. We do not observe any crystallization during our
simulations due to the large polydispersity.
We denote by Tˆg the glass transition temperature
where the system falls out of equilibrium. The glass tran-
sition temperature Tˆg and density ϕg are related through
the liquid equation of state (see Fig. S1). Glass config-
urations are created by compressing the system from Tˆg
to a target Tˆ < Tˆg. The temperature Tˆ and density ϕ
of glasses are related by the glass equation of state (see
Fig. S1) [6]. While in previous studies, the volume frac-
tion ϕ was more commonly used as the control param-
eter [6], here we instead choose to control Tˆ in order to
6mimic isothermal aging procedures that are widely con-
ducted in experiments. Because by definition Pˆ = 1/Tˆ ,
the reduced pressure is also a constant during aging.
As shown previously, the Gardner transition temper-
ature TˆG depends on the glass transition temperature
Tˆg [2, 6]. In this study we focus on Tˆg = 0.033 (or
ϕg = 0.63) as a case study, in order to minimize the
unwanted α−relaxation processes [6], and in the mean-
while to explore as large as possible the ranges of N and
t, within our simulation time window.
For each system size N = 75, 125, 250, 500, 1000,
2000, 4000 and 8000, we prepare Ns ∼ 2400 independent
samples of equilibrium states at Tˆg = 0.033, using
the swap algorithm [33]. Compared to previous stud-
ies [6, 7, 13] where Ns ∼ 100, a lot more samples are
generated, which is essential for the machine learning
study. Each equilibrium state is then compression
quenched to Tˆ < Tˆg, using the Lubachevsky-Stillinger
algorithm [34, 35]. To avoid confusion, we call equi-
librium states at Tˆg as equilibrium samples, and the
quenched configurations at Tˆ < Tˆg as glass replicas. For
each equilibrium sample, Nr = 5 − 20 glass replicas are
generated. The Nr glass replicas share the same initial
particle positions at Tˆg given by the equilibrium sample
before quenching, but they are assigned by different
initial particle velocities drawn independently from the
Maxwell-Boltzmann distribution, which yield different
configurations at Tˆ < Tˆg after quenching.
Protocol to prepare initial configurations - swap
algorithm
The initial configurations at Tˆg are prepared by using
a swap algorithm [33]. At each swap Monte Carlo step,
two randomly chosen particles are swapped if they do
not overlap with other particles at the new positions.
Such non-local Monte Carlo moves, combined with
event-driven molecular dynamics [11, 12] or regular
Monte Carlo moves [33], significantly facilitate the
equilibration procedure.
Compression protocol - Lubachevsky-Stillinger
algorithm
To simulate the compression quench procedure, the
Lubachevsky-Stillinger algorithm [34, 35] is employed.
The algorithm is based on event-driven molecular
dynamics. Starting from an equilibrium configuration
at Tˆg, the algorithm mimics compression by inflating
particle sizes with a fixed rate Γ = 12D
dD
dt , where the
simulation time is expressed in units of
√
1/kBmD2mean.
The quench time t is the total time used to compress
the system from Tˆg (where t = 0) to the target Tˆ (after
quenching, the system is relaxed for a short period of
time tw = 1).
Caging order parameter and cumulants
The caging order parameter ∆AB , which characterizes
the average size of particle vibrational cages, is defined
as the mean-squared distance between two glass replicas
A and B of the same equilibrium sample [5–7, 13, 19],
∆AB =
1
N
N∑
i=1
∣∣rAi − rBi ∣∣2 . (7)
The caging susceptibility χ, skewness S, and Binder pa-
rameter B correspond to the second, third, and fourth cu-
mulants of the reduced order parameter u = ∆AB−〈∆AB〉〈∆AB〉
(note that 〈u〉 = 0 by definition),
χ = N〈u2〉, (8)
S =
( 〈u3〉
〈u2〉 32
)
, (9)
and
B = 1− 1
3
( 〈u4〉
〈u2〉2
)
, (10)
where 〈x〉 represents the average over Nr(Nr−1)/2 pairs
of glass replicas, and x represents the average over Ns
different initial equilibrium samples (disorder). The con-
tributions from sample-to-sample fluctuations are not in-
cluded in these definitions (see Sec. S2A).
The caging order parameter of a single particle i is
∆iAB =
∣∣rAi − rBi ∣∣2, and the corresponding reduced pa-
rameter is ui =
∆iAB−〈∆iAB〉
〈∆iAB〉
(by definition 〈ui〉 = 0). The
single-particle caging susceptibility is defined as
χi = 〈u2i 〉 − 〈ui〉2 =
〈(∆iAB)2〉 − 〈∆iAB〉2
〈∆iAB〉2
. (11)
Figure S2 shows that the average single-particle caging
susceptibility χind, compared to the total susceptibility
χ, is negligible in the Gardner phase, where the spatial
correlations between single-particle caging order param-
eters dominate.
Machine learning algorithm
Supervised learning is performed on a FNN, which is
composed of one input layer of N nodes, one hidden layer
of 128 nodes with exponential linear unit (ELU) acti-
vation functions, and one output layer providing binary
classifications through softmax activation functions. We
adopt the cross-entropy cost function with an additional
L2 regularization term to avoid overfitting. The Adam
algorithm is used to implement a stochastic optimization.
For each system size N , we choose N trains = 200−2000
independent equilibrium samples to create the training
data set. Each sample is characterized by an array of
single-particle caging susceptibilities χ1, χ2, · · · , χN at a
given Tˆ < Tˆg, which are calculated from Nr = 5 glass
replicas and fed into the FNN as the input data.
7During training, the algorithm learns “hidden fea-
tures” of the two phases, by pre-assuming that, if Tˆ >
Tˆ1 = 0.011 (or Tˆ < Tˆ2 = 0.0045), the input data belong
to the simple glass (or the Gardner) phase. The param-
eters Tˆ1 and Tˆ2 are preset such that Tˆ2 < TˆG < Tˆ1,
with the vicinity of TˆG blanked out (see Sec. S3C for
more details). Training data are generated at NTˆ dif-
ferent temperatures, where NTˆ = 5 − 6 in the simple
glass phase (Tˆ > Tˆ1) and NTˆ = 6 − 7 in the Gardner
phase (Tˆ < Tˆ2). To effectively expand the training data
set, we further apply Nshuffle = 20 − 200 random shuf-
fles to the array χ1, χ2, · · · , χN (see Sec. S3D). In total,
N trains × NTˆ × Nshuffle ∼ 105 input arrays in each phase
are fed into the FNN. In Secs. S3D-F, we discuss in detail
the influence of above parameters on the results.
Once trained, the FNN is used in the phase identifica-
tion of the test data set that contains N tests = 40 − 400
additional samples. For each test sample k at a temper-
ature Tˆ , the FNN provides a binary output Qk = 1 or
0. The probability P of the system being in the Gard-
ner phase is estimated as P = 1Ntests
∑Ntests
k=1 Qk (note that
1−P is the probability of being in the simple glass phase).
We perform 10 independent runs to obtain both the
mean and the statistical error of P (Tˆ , N) as shown in
Fig. 4b. For each run, N trains training samples and N
test
s
test samples are randomly chosen from the pool of Ns
total samples generated by molecular simulations, and
there is no overlapping between the training set and the
test set. Additional details related to the machine learn-
ing method can be found in Sec. S3.
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S1. LIQUID AND GLASS EQUATIONS OF
STATE
The reduced temperature Tˆ and the volume fraction
ϕ of equilibrium states are related by the liquid equation
of state (EOS), as shown in Fig. S1. The glass EOS
depends on the glass transition temperature Tˆg that is
protocol-dependent, and in general can be well captured
by a linear form,
ϕ = −cTˆ + ϕJ, (S1)
where c and ϕJ depend on Tˆg. For the case Tˆg = 0.033,
the parameters are c = 1.59 and ϕJ = 0.682 (see Fig. S1).
Equation (S1) can be used to estimate ϕ from a given Tˆ
for the glass states, and vice versa. For example, it gives a
Gardner transition density ϕG = 0.671 that corresponds
to TG = 0.0072 obtained by the machine learning method
(Fig. 4).
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FIG. S1. Liquid and glass (Tˆg = 0.033) EOSs (data adapted
from Ref. [6]). The simulation data are fitted to the empirical
Carnahan-Starling liquid EOS [6] (green line), and the glass
EOS Eq. (S1) with fitting parameters c = 1.59 and ϕJ = 0.682
(black line).
S2. CUMULANTS OF CAGING ORDER
PARAMETER
A. Sample-to-sample fluctuations
In general, one can consider the total fluctuations of
caging order parameter ∆AB over both glass replicas and
equilibrium samples, by
χtot = N
〈(
∆AB − 〈∆AB〉
)2〉
, (S2)
where 〈x〉 represents the average over Nr(Nr−1)/2 pairs
of glass replicas obtained from the same equilibrium sam-
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FIG. S2. (a) Individual caging susceptibility χind and (b)
the ratio χ/χind as functions of Tˆ , for Γ = 10
−4 and a few
different N (Nr = 5 and Ns = 1200). The large fluctuations
around Tˆg = 0.033 are caused by remaining α-relaxations,
which are suppressed at lower Tˆ . The Gardner transition
temperature TˆG = 0.0072 is marked by vertical lines.
ple, and x represents the average over Ns different equi-
librium samples. The total susceptibility χtot can be di-
vided into two parts, χtot = χr + χs, where
χr = N
〈
(∆AB − 〈∆AB〉)2
〉
, (S3)
and
χs = N
(
〈∆AB〉 − 〈∆AB〉
)2
. (S4)
The first susceptibility χr characterizes the fluctuations
in different realizations of replica pairs, which is equiv-
alent to the thermal fluctuations in long-time simula-
tions. The second susceptibility χs characterizes the fluc-
tuations in different equilibrium samples (i.e., disorder).
Although both susceptibilities are expected to diverge
at the Gardner transition point in the thermodynami-
cal limit, in small systems the sample-to-sample fluctua-
tions near the critical point have complicated finite-size
effects [5, 6], which have been also noticed earlier in spin
glasses [36]. For this reason, in the current study we
only consider χr (which is essentially equivalent to χ an-
alyzed in the main text apart from normalizaiton), in
order to minimize the effects of sample-to-sample fluc-
tuations. We point out that the caging skewness S and
the Binder parameter B measured here also correspond
only to the thermal part (see Methods), while the caging
skewness measured in Refs. [5, 6] contains both thermal
and disorder parts.
B. Average single-particle caging susceptibility
The average single-particle caging susceptibility, or the
individual caging susceptibility, χind, is defined as, χind =
1
N
∑
i χi (see Fig. S2a). It is easy to show that the global
susceptibility χ contains two parts, χ = χind + χcorr,
where χcorr =
1
N
∑
i 6=j〈uiuj〉 is the contribution from the
spatial correlations between single-particle order param-
eters (we have used 〈ui〉 = 〈uj〉 = 0). Figure S2b shows
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FIG. S3. Finite-size and aging scalings of caging susceptibility for Tˆ = 0.00385, Nr = 10 and Ns = 240. (a) Data collapsing
according to Eq. (6), for 125 ≤ N ≤ 8000 and Γ = 10−2, 10−3, 10−4, 10−5, where ζ = 2.6 and τ = 0.0016 are used (same as in
Fig. 1a). The lines represent F(x→∞) ∼ 1, F(x→ 0) ∼ x, and an empirical fitting using the hyperbolic tangent function to
guide the eye. (b) Susceptibility as a function of system size N , for a few different quench rates Γ. The line indicates χ ∼ Nζ/d.
(c) Susceptibility as a function of quench time t, for a few different N . The legend in (a) applies to both (a) and (c).
that χ/χind ∼ O(1) at high temperatures, suggesting an
uncorrelated field of local order parameters. The correla-
tion grows quickly below the Gardner transition temper-
ature TˆG as χ becomes a few hundred times larger than
χind.
C. Robustness of finite-size and aging scalings of
caging susceptibility with respect to parameters and
the aging protocol
According to the definition of χ (see Methods and
Sec. S2 A), the parameter Ns should only determine the
statistical noise of the data, because χ only corresponds
to thermal fluctuations. On the other hand, the value of
χ is found to be dependent on Nr (Fig. 1 and Fig. S3).
Nevertheless, Fig. S3 shows that the scalings, Eqs. (3-6),
are robust with respect to Nr, apart from the prefactors.
In the main text, aging is discussed as an effect for
varying quench rate Γ (or quench time t), where the sys-
tem is compressed to a common reduced temperature
Tˆ (or reduced pressure Pˆ = 1/Tˆ ). The dependence
of physical quantities (such as the susceptibility χ) on
the quench time t (which is inversely proportional to Γ)
is examined. Here we study another aging protocol –
isothermal aging, in order to test the robustness of scal-
ing Eq. (6). In this protocol, we first compress the sys-
tem from Tˆg to a target Tˆ with a large rate Γ = 0.01,
and set the waiting time tw = 0. We then relax the sys-
tem at a constant Tˆ and measure how the susceptibility
evolves with the waiting time tw. Thus this procedure
mimics isothermal aging (or equivalently isobaric aging
since our systems are hard spheres) after a rapid quench.
Although the two aging protocols give slightly different
values of χ, especially in large systems, the logarithmic
growth behavior Eq. (5) is robust (Fig. S4a). The data
of χ obtained by both protocols can be collapsed accord-
ing to Eq. (6), using the same parameters (Fig. 1a and
Fig. S4b). Thus the scaling form and the exponent ζ
are robust with respect to different aging protocols. The
difference only presents in the pre-factors.
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FIG. S4. Caging susceptibility measured during isothermal
aging after a rapid quench with Γ = 0.01. (a) Susceptibility
χ as a function of tw for three different N (filled symbols).
For comparison, the corresponding data in Fig. 1c, which are
obtained using different Γ, are also plotted (open symbols).
(b) Collapse of the data according to Eq. (6), where the same
parameters ζ = 2.6 and τ = 0.0016 as in Fig. 1a are used.
D. Robustness of the critical scaling of caging
skewness with respect to Nr
Here we examine the influence of Nr on the caging
skewness. While the actual value of skewness slightly
varies from Nr = 10 (Fig. 3c) to Nr = 5 (Fig. S5a),
Fig. S5b shows that the proposed critical scaling SNa ∼
S
[
(Tˆ − TˆG)N 1dν
]
is more robust (except for the small
deviations found for N = 2000 ≈ N∗).
E. Binder parameter
It is well known that, in the critical region of a standard
second-order phase transition, the Binder parameter,
which is the kurtosis of the order parameter distribution,
satisfies a finite-size scaling B(T, L) = B[(T − Tc)L1/ν ],
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FIG. S5. (a) Skewness S as a function of Tˆ for a few different
N , where Nr = 5 and Ns = 2400 are used. (b) Data collapsing
according to the scaling ansatz SNa ∼ S
[
(Tˆ − TˆG)N 1dν
]
,
where a = 0.2, TˆG = 0.0072 and ν = 0.78 as in Fig. 3d.
where Tc is the critical temperature. It means that the
curves of B(T, L) for different L should cross over at Tc,
which is commonly used to either examine the presence
of a continuous phase transition, or to locate the critical
point. However, it is difficulty to determine the phase
transition using the Binder parameter for spin glasses in
a magnetic field, due to strong finite-size corrections and
the asymmetry of the order parameter distribution [27].
For the same reasons, we do not observe a clear crossover
in our data of B(Tˆ , L) for the Gardner transition (see
Fig. S6). Note that the asymmetry of the order parame-
ter distribution is clearly revealed by the non-zero values
of the skewness S(Tˆ , L) in Fig. 3c.
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FIG. S6. Binder parameter B(Tˆ , L) as a function of Tˆ for
a few different N , obtained from simulations using Nr = 10,
Ns = 2400 and Γ = 10
−4.
S3. MACHINE LEARNING METHOD
A. Designing input data
Particles in simple glass and Gardner phases have very
different vibrational properties [4, 6]. As illustrated in
Fig. S7, there are two kinds of particles in the Gard-
ner phase. The first kind of particles (blue particles in
Fig. S7) have simple vibrational cages, while the second
kind (red particles in Fig. S7) have split sub-cages that
are organized hierarchically. The two kinds are clustered
in space resulting in large vibrational heterogeneity [6].
In contrast, only the first kind of particles exist in simple
glasses.
The above vibrational features were firstly revealed
by the replica theory [2]. In the theoretical construc-
tion, the original system {r1, r2, . . . rN} of N particles
are replicated n times to form a molecular system [37],
{R1,R2, . . .RN}, where each molecule consists of n
atoms, Ri = (r
1
i , r
2
i , . . . r
n
i ). This “replica trick” is real-
ized in simulations by making Nr glass replicas from in-
dependent compressions of the same equilibrium sample
(see Methods). In principle, one can use the full structure
information of the molecular system {R1,R2, . . .RN} as
the input data for machine learning, and ask the al-
gorithm to identify latent features for different phases.
However, this treatment would require a sophisticated
design of the neural network (NN) architecture. In this
study, based on the raw data we construct a vector
{χ1, χ2, . . . χN} (see Methods). As shown in Fig. 4a, the
distribution p(χi) displays a single peak in the simple
glass phase, suggesting that only one kind of particles
exist. Moreover, the field of χi is distributed homoge-
neously in space as expected (see Fig. 4c). In the Gardner
phase, on the other hand, the distribution p(χi) exhibits
two peaks. The particles in the left peak have simple vi-
brational cages, while those in the right peak have split
vibrational cages with higher χi. The particles belong-
ing to different peaks are distributed heterogeneously in
space as shown by the 3D plot in Fig. 4d. Therefore,
the constructed vector {χ1, χ2, . . . χN} well captures key
particle vibrational properties, and with this treatment
simple NN architectures are sufficient. Here we use a
fully connected feedforward neural network (FNN) that
has been shown to work for the phase identification in
the Ising model [22].
We emphasize that it is the vibrational (or dynamical)
features that can be used to distinguish between simple
glass and Gardner phases. Structural ordering is not ex-
pected at the Gardner transition. For this reason, it is
impossible to learn the Gardner transition from static
configurations {r1, r2, . . . rN}. In principle, one can also
try to construct the replicated molecular system from
dynamical data, Ri = (ri(t1), ri(t2), . . . ri(tn)), where
ri(tk) is the position of particle i at time tk. This would
require sufficiently long simulations in the Gardner phase
such that particles perform enough hops to provide good
sampling of sub-cages. However, because hopping in the
Gardner phase is extremely slow (Fig. 1c), such long-time
dynamical simulations are beyond present computational
power.
It shall be also noted that, in the current design
of input data, {χ1, χ2, . . . χN}, the information about
spatial correlations between local caging order param-
eters is completely lost, since the particle coordinates
{r1, r2, . . . rN} are not included. The features of two
phases are not learned from the differences on caging
heterogeneity (see Fig. 4c-d). This point will be further
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discussed in Sec. S3 D.
FIG. S7. Illustration of particle vibrations in the Gardner
phase. The vibrational features are demonstrated by the par-
ticle trajectories, and the organization of replicas (thin cy-
cles). In the replica construction, the replicas of the same
particle form a molecule [37]. The blue particles have sim-
ple vibrational cages with low susceptibility χi, while the red
particles have hierarchically split sub-cages with high χi (for
simplicity, we only demonstrate two levels of split). The two
kinds of particles are organized heterogeneously in space (red
and blue areas).
B. Training and test data sets
A total number of Ns ∼ 2400 equilibrium samples at Tˆg
are genearated by the swap algorithm. At each Tˆ < Tˆg,
Ns samples of input data {χ1, χ2, ..., χN} are produced
from quench simulations. The Ns samples are divided
into two sets. The training (or learning) set, which con-
tains N trains samples, is for training the FNN to learn the
features of the simple glass and Gardner phases, outside
the blanking window [Tˆ1, Tˆ2]. The production set is for
determining the phase transition, which is located inside
[Tˆ1, Tˆ2], blanked out during the training. Most previous
applications of machine learning to identify phase tran-
sitions called the latter set the “test” set, following the
machine learning terminologies. In digit recognition of
machine learning, for example, the idea was to test the
ability of a trained NN to identify unseen test set, which
have known properties. Although we are not testing the
trained FNN on the production set for accuracy, we still
use the terminology of “test” set, to be consistent with
the established protocols. The test set contains N tests
samples that are not included in the training set.
C. Blanking window
During supervised training, the glass states at Tˆ > Tˆ1
are labeled as in the simple glass phase, while those at
Tˆ < Tˆ2 are labeled as in the Gardner phase (see Meth-
ods). The states within the blanking window [Tˆ2, Tˆ1]
are not used in the training. Here we explain how
to choose the parameters, Tˆcenter = (Tˆ1 + Tˆ2)/2 and
∆Tˆ = Tˆ1 − Tˆ2, for the blanking window. Obviously, we
should require TˆG to be inside of the blanking window,
i.e., Tˆ2 < TˆG < Tˆ1. Within this constraint, Fig. S8a-b
show that TˆG and w predicted by FNN (the two quan-
tities plotted in Fig. 4) are weakly correlated to Tˆcenter.
To minimize the dependence on Tˆcenter, we choose Tˆcenter
to be in the range [0.0062, 0.008], estimated from the
minimal confusion principle that requires the predicted
TˆG to be as close as possible to the pre-assumed Tˆcenter
(ideally Tˆcenter = TˆG). For such choices, both TˆG and
w are independent of Tˆcenter within the numerical error.
Figure S8c-d further show the independence of TˆG and
w on the parameter ∆Tˆ . Therefore, the choice of ∆Tˆ is
more flexible.
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FIG. S8. Examining the dependence of machine learning pre-
dictions on the blanking window [Tˆ2, Tˆ1]. The FNN is trained
using a few different combinations of T1 and T2, for data
with N = 8000 and Γ = 10−4. The predicted TˆG and w
are plotted as functions of Tˆcenter and ∆Tˆ . The horizon-
tal dashed lines mark the values TˆG(N = 8000) = 0.0073
and w(N = 8000) = 0.0017 used in Fig. 4 (obtained from
T1 = 0.011 and T2 = 0.0045). The correlation between TˆG and
Tˆcenter is rather weak in (a), compared to the case in Fig. S11
for a false positive test, where the correlation is strong and
close to TˆG = Tˆcenter (solid line).
D. Random shuffling
Each input vector, {χ1, χ2, ..., χN}, has a particular
ordering of the particle labels, an artifact kept from off -
lattice computer simulations of glasses, where a particle
label needs to be created. The shuffling of the elements
in such a vector is identical to a simulated system with
a different labeling order, which by itself is another valid
sample. To remove the concept of labeling, here every
original vector is duplicated Nshuffle times; each copy
has a random ordering of the shuffled elements. Fig-
ure S9a shows how the machine learning results depend
on Nshuffle.
The shuffling is done here because the spatial
correlations are already removed from the vector,
12
a b
0 0.005 0.01 0.015 0.02 0.025 0.03
0
0.2
0.4
0.6
0.8
1
Tˆ
P
,1
−
P
Ntrains = 2000,Nshuffle = 20
Ntrains = 2000,Nshuffle = 10
Ntrains = 2000,Nshuffle = 5
Ntrains = 2000,Nshuffle = 3
Ntrains = 2000,Nshuffle = 2
Ntrains = 2000,Nshuffle = 1
Ntrains = 1000,Nshuffle = 1
Ntrains = 500,Nshuffle = 1
Ntrains = 250,Nshuffle = 1
0 0.005 0.01 0.015 0.02 0.025 0.03
0
0.2
0.4
0.6
0.8
1
Tˆ
P
,1
−
P
Ntrains = 2000
Ntrains = 1000
Ntrains = 500
Ntrains = 250
Ntrains = 125
Ntrains = 60
Ntrains = 30
FIG. S9. Influence of Nshuffle and N
train
s on the probability P obtained by the machine learning algorithm, with N = 2000,
Γ = 10−4 and Nr = 5. (a) The curves converge for Nshuffle ≥ 3 and N trains = 2000. (b) The curves converge for Nshuffle = 20
and N trains ≥ 250.
{χ1, χ2, ..., χN}, and become no further concerns. If one
decides to use the raw data, {R1,R2, . . .RN}, which
contains particle correlations, care must be taken to use
the machine learning approach; an off -lattice simulation
(e.g., liquids and glasses) produces no label-coordinate
correlation and an on-lattice simulation (e.g., Ising model
and digitized hand-writing image) naturally maintains
such a correlation. As discussed in Ref. [38], FNN is no
longer the best choice to directly handle an off -lattice
dataset to explore spatial correlations. One should also
check if random shuffling can be still applied since it can
destroy the spatial correlations.
E. Determining the number of training samples
N trains
It is well known that a machine learning method re-
quires a large amount of training samples. To increase
the size of training data set, we have introduced the trick
of random shuffling. With this trick, generally the ma-
chine learning output converges when N trains & 250 (for
Nshuffle = 20 random shuffles, see Fig. S9b). The ma-
chine learning results presented in the main text are ob-
tained using combinations of N trains and Nshuffle such that
N trains ×Nshuffle > 5000.
F. Independence of the number of clones Nr
The input data of susceptibilities {χ1, χ2, ..., χN} are
calculated from Nr glass replicas (see Methods). Fig-
ure S10 shows that the probability P predicted by the
machine learning algorithm is nearly independent of Nr,
when it is increased from 5 to 10.
G. A false positive test
If all training and test samples belong to the same
phase, would the machine learning method provide a false
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FIG. S10. Influence of Nr on the probability P obtained by
the machine learning algorithm, with N = 500, Γ = 10−4,
Nshuffle = 20 and N
train
s ∼ 2000.
positive prediction of a phase transition? To test this is-
sue, we perform machine learning for glass states within
a temperature window [0.0085, Tˆg], which excludes the
transition point TˆG = 0.0072. Thus all training and test
samples are in the simple glass phase. Clearly, if there
is a phase transition and it can be correctly captured by
the machine learning method, the predicted transition
point should be independent of protocol parameters, as
in Fig. S8. On the other hand, Fig. S11 shows that the
value of estimated TˆG is strongly correlated to Tˆcenter,
which is in sharp contrast to the case in Fig. S8a, where
TˆG is nearly independent of Tˆcenter. Therefore, one can
unambiguously distinguish between the case with a real
phase transition (Fig. 4 and Fig. S8) and that simply cor-
responds a smooth change within one phase (Fig. S11).
S4. DATA FOR QUENCH RATE Γ = 10−2
To understand the influence of the quench rate Γ on
the criticality of the Gardner transition, additional sim-
ulations are performed by using a quench rate Γ = 10−2.
The data of susceptibility χ are plotted in Fig. S12. Com-
paring Fig. S12 to Fig. 3a where Γ = 10−4, one can
see that N∗ shifts from N∗ ≈ 1000 for Γ = 10−2 to
N∗ ≈ 2000 for Γ = 10−4. Here N∗ is the cutoff size above
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FIG. S11. False positive test of the machine learning method
for glass states in a temperature window [0.0085, Tˆg]. (a)
Machine predicted P and 1 − P as functions of Tˆ , for two
different blanking windows. The curves are used to estimate
a crossover point TˆG that is given by P (TˆG) = 0.5. (b) The
predicted crossover point TˆG is strongly correlated to Tˆcenter.
The line indicates TˆG = Tˆcenter.
which the finite-size effect disappears. Accordingly, it is
expected that the critical scaling regime ω(N) ∼ N 1dν
around the transition point (Fig. 4), which only exists
for N ≤ N∗, would shrink as Γ increases. This is indeed
confirmed by the machine learning results presented in
Fig. S13c. The rescaled plot in Fig. 4h reveals the trend
more clearly. The predicted TˆG = TˆG(N → ∞) is also
slightly shifted with changing Γ (Fig. S13b). Because TˆG
increases with decreasing Γ, we do not expect TˆG → 0 in
the zero quench rate limit.
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FIG. S12. Caging susceptibility χ as a function of Tˆ , for
Γ = 10−2 and a few different N . Data are obtained using
Nr = 5 glass replicas for each sample, and are averaged over
Ns = 480 equilibrium samples.
S5. COMPARING NUMERICAL CRITICAL
EXPONENTS TO THEORETICAL
PREDICTIONS
In Ref. [21], Charbonneau and Yaida predicted theo-
retically the critical exponents, ν and η, for the diver-
gence of the correlation length and the power-law decay
of the correlation function at the Gardner transition re-
spectively, using a two-loop renormalization group (RG)
calculation and the Borel resummation based on a three-
loop calculation. Using the scaling relation, 2 − η = ζ,
we can also obtain the theoretical values of the exponent
ζ. The theoretical values are summarized in Table S1.
While two-loop and Borel resummation results are close
to each other, the Borel resummation is expected to give
more accurate values. Only the Borel resummation re-
sults are cited in the main text.
Ref. [6] estimated η ≈ −0.32 from fitting the power-
law decay of the line-to-line correlation function obtained
from simulation data at ϕ = 0.67 ≈ ϕG for ϕg = 0.63.
In this work, based on the machine learning approach,
we determine numerically ν = 0.78(2) (Fig. 4h). We also
find power-law finite-size scaling regimes of the suscep-
tibility data in the entire Gardner phase Tˆ ≤ TˆG, and
obtain values of the associated exponent, ζ = 1.5 − 3.0,
which weakly depends on the temperature Tˆ (Fig. 2b).
In Table S1, we compare these numerical measurements
to theoretical predictions.
TABLE S1. Theoretical [21] and numerical critical exponents
for the Gardner transition in three dimensions. The numerical
values of ζ are for Tˆ ≤ TˆG, with ζ ≈ 1.5 at TˆG.
ν η ζ
two-loop theory [21] 0.76 -0.24 2.2
Borel resummation theory [21] 0.85 -0.13 2.1
simulation 0.78(2) -0.32 [6] 1.5-3.0
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