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Abstract. In the framework of competitive markets, the market’s par-
ticipants need energy price forecasts in order to determine their optimal
bidding strategies and maximize their beneﬁts. Therefore, if generation
companies have a good accuracy in forecasting hourly prices they can
reduce the risk of over/underestimating the income obtained by selling
energy. This paper presents and compares two energy price forecasting
tools for day-ahead electricity market: a k Weighted Nearest Neighbours
(kWNN) the weights being estimated by a genetic algorithm and a Dy-
namic Regression (DR). Results from realistic cases based on Spanish
electricity market energy price forecasting are reported.
1 Introduction
The Spanish electric industry is moving from a centralized operational approach
to a competitive one since 1998, and it is mainly based on two separated day-
ahead markets [1]: the energy market, managed by the Market Operator and the
market for regulation reserves.
Forecasting energy prices has become an essential tool in competitive electric-
ity markets. In the short term, expected price proﬁles, both in terms of energy
and reserve prices, help market participants to determine their optimal bidding
strategies and, consequently, maximize their beneﬁts. Therefore, if generation
companies have a good accuracy in forecasting hourly prices they can reduce
the risk of over/underestimating the income obtained by selling energy.
In a non-perfect oligopolistic market, the energy prices time series presents
a high percentage of unusual prices. Due to this fact, nowadays, no approaches
based on time series analysis that successfully forecast next-day Spanish elec-
tricity prices exist.
This paper presents and compares two energy price forecasting eﬀective tools
for day-ahead electricity market: a k Weighted Nearest Neighbours (kWNN), in
which the weights are estimated by a genetic algorithm and a Dynamic Regres-
sion (DR). First, a k Weighted Nearest Neighbours algorithm is proposed using
a Weighted-Euclidean distance. Second, two Dynamic Regression models are de-
veloped and applied to the 24-hour energy price forecasting problem, and the
expected errors are quantiﬁed.
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2 Structure of the Spanish Electricity Market
The study reported in this paper is based on the hourly Spanish spot market
prices recorded from January 2001 to August 2001. As weekends and holidays
constitute separate cases, only data corresponding to working days have been
retained and analyzed.
Figure 1a shows the hourly averages and standard deviations of prices for
the working days of March 2001, in cents of Euro per kWh.
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Fig. 1. a) Hourly average of spot market prices for March 2001. b) Evolution of energy
prices for two days of March 2001.
Average spot prices larger than 2 cent/kWh take place during the morning
and evening peak hours (10am-2pm and 8-10pm respectively). Except for a few
valley hours, the s.d. of this price exceeds 20% of the mean value, reaching even
40% at 8pm and 9pm.
Figure 1b represents the energy prices for two selected days of March 2001.
The signiﬁcant diﬀerences in the prices of the peak hours can not be explained by
a change in the demand proﬁle, probably revealing market power mechanisms.
3 k Weighted Nearest Neighbours
In this section, a combined kWNN [2] and GA [3] for hourly market energy prices
forecasting is described. The kWNN ﬁnds the daily market energy prices that
are “similar to” the prices of previous days. GA are computational techniques
based on the mechanics of natural selection in which each individual in the
population represents a possible solution to the problem, and a ﬁtness factor is
assigned to each individual, with the best ones receiving higher ﬁtness factors. A
particular GA is characterized by issues such as population size, mutation rates,
and selection and new population creation mechanisms. In this paper, the GA
(with ﬂoat codiﬁcation) is used to compute the optimal weights to outweight the
most signiﬁcant hours.
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The prediction aims at estimating the prices for a certain day from a linear
combination of the energy prices of the days that follow the nearest neighbours
days.
The prediction of a time series requires the knowledge of some parameters:
the time delay, the embedding dimension and the value of k. The optimal deter-
mination of these parameters has been studied in the last years [4].
Energy prices are collected every hour and, in consequence, the time delay is
an hour. For short-term forecasting, it has been decided to organize the temporal
data with a shifting window of prices comprising 24 hours and, consequently, the
embedding dimension is 24.
As far as the number of steps to predict is concerned, only one possibility
has been evaluated: twenty four hours corresponding to the prices of a whole
day, whose values are determined by those of the previous day. This possibility
implies that the window is shifted 24 hours each time.
In this case, the time series is the electricity market energy prices, and the
Weighted-Euclidean distance is preferred because not all the hours of a day have
the same inﬂuence on the prices of the following day. This distance is deﬁned by
d2w(q, z) =
r∑
i=1
wi · (qi − zi)2 (1)
where r = length(q) and wi ∈ [0, 1].
The prediction of stock energy prices for one day d+ 1 is computed through
two steps taking into account the weights of all the hours of a day:
1. Calculate the distances between the prices of the day d, Pd, and the preceding
points {Pd−1, Pd−2, ...} using (1). Let be v1,...,vk the k nearest days to the
day d, sorted by closeness.
2. The prediction is:
P̂d+1 =
1
α1 + ...+ αk
k∑
l=1
αl · Pvl+1 (2)
where
αi =
dw(Pd, Pvk )− dw(Pd, Pvi)
dw(Pd, Pvk )− dw(Pd, Pv1)
(3)
Notice that if the k nearest neighbours of a vector Pd are [Pv1 , ..., Pvk ], where vi
is the ith nearest neighbour, the set of points [Pv1+1, ..., Pvk+1] will usually be
the nearest to Pd+1, at least if the dynamic system is stable.
3.1 Test Results
The kNN+GA has been applied in several experiments to obtain the forecast of
Spanish electricity market energy prices. February 2001 has been used to deter-
mine the weight for every hour of the day, using a GA whose main parameters
A Comparison of Two Techniques for Next-Day Electricity Price Forecasting 387
have been: the population size 100, the probability of crossover and mutation 1
and 0.1 respectively and the maximum number of generations 5000. The avail-
able period of March-August 2001 has been chosen as a test set to check the
forecasting errors. The number of neighbours has been considered equal to one
in all experiments due to the low inﬂuence on the forecasted errors.
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Fig. 2. Nearest neighbour using: a) the Weighted-Euclidean, b) the Euclidean distance.
Figure 2a represents the relative weights for every hour, along with the en-
ergy prices for a selected day, March 22, and its nearest neighbour, calculated
using the Weighted-Euclidean distance (1). The nearest neighbour corresponds
to March 21.
It can be noticed that the hours whit greater weights, (1am, 7am, 11am,
11pm and 12pm), have almost the same energy prices. However, at 3pm, 4pm,
5pm, 6pm and 7pm, when the diﬀerences in prices are larger, the weights are
approximately equal to zero.
Figure 2b represents the energy prices of March 22, along with its near-
est neighbour calculated using the Euclidean distance. In this case, the nearest
neighbour corresponds to February 28. Notice the inﬂuence of the chosen dis-
tance in the calculation of the nearest neighbour.
4 Dynamic Regression
In this section, several models based on DR approach are described and tested
[5,6]. Basically, this approach aims at estimating the price at hour t from the
values of past prices at hours t−1, t−2,..., etc. A study of the correlation between
the variables Pt, Pt−1... has been ﬁrst made to determine the underlying model
of the price time series.
Figure 3a shows the average correlation coeﬃcient between the past prices
and the present price for the period March-August 2001. Notice that this coef-
ﬁcient presents a periodicity corresponding to a day. Moreover, the correlation
decreases as the number of past hours increases.
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Fig. 3. a)Correlation Coeﬃcient. b)Evolution of the parameters a1 and a3
The two proposed models based on the former correlation study are the
following:
P̂t = a0Pt−1 + a1Pt−23 + a2Pt−24 + a3Pt−25 + a4Pt−48 (4)
P̂t = a0Pt−23 + a1Pt−24 + a2Pt−25 + a3Pt−48 (5)
The diﬀerence lies in the presence of Pt−1 which, except for the ﬁrst time, is also
an estimated quantity. Experience has shown that, including other terms in (4)
and (5), like Pt−47, Pt−49, makes no diﬀerence as far as accuracy is concerned. In
turn, the parameters ai are estimated by minimizing the least-squares objective
function that follows:
∑
t
(Pt − P̂t)2 where P̂t is deﬁned by (4) or (5) (6)
These parameters can be calculated at once on a given training set or updated
every day of the selected period to forecast and validate the performance of both
models.
4.1 Results
The two models described in the previous section have been applied to predict the
energy prices of the Spanish electricity market. January-February 2001 has been
used to determine the parameters of the models, by the least-squares method,
providing: a0 = 0.6760, a1 = −0.4815, a2 = 0.5213, a3 = 0.077 and a4 =
0.2072 for the ﬁrst model, and a0 = 0.0848, a1 = 0.3369, a2 = 0.0416 and
a3 = 0.5236 for the second model. Table 1 presents the s.d. of actual prices,
the average absolute value of forecasting errors and the maximum errors for
Spring and Summer seasons for every model with the previous parameters. It
can be concluded that the presence of Pt−1 in (4) has a negative inﬂuence on
the forecasting errors, because errors get accumulated during the last hours
A Comparison of Two Techniques for Next-Day Electricity Price Forecasting 389
Table 1. Comparison of predicted prices for two models.
Model 1 Model 2
March-May June-August March-May June-August
s.d. 0.184 0.242 0.173 0.209
Average absolute errors 0.275 0.332 0.239 0.288
Maximum errors 2.22 2.81 2.28 2.55
Average Relative errors (%) 12.2 9.4 10.6 8.1
of the prediction horizon. Figure 3b shows the evolution of the parameters
corresponding to the second model when they are calculated for every day of the
period March-August 2001 (excluding weekends).
Table 2. Comparison of predicted daily prices for both methods.
Daily Prices
March-May June-August
kWNN DR kWNN DR
s.d. 0.2186 0.170 0.26 0.210
Average absolute errors 0.256 0.228 0.33 0.265
Maximum errors 2.13 2.11 2.36 2.41
Average Relative errors (%) 11.4 10.1 9.3 7.5
Finally, table 2 presents the s.d. of actual prices, the average absolute value of
forecasting errors and the maximum errors for Spring and Summer seasons. Note
that, the average error, when using the second DR model with daily parameter
updating, ranges from 7.5% (Summer) to 10% (Spring) of the hourly average
price, while the obtained average error, using a kNN combined with a GA ranges
from 9% (Summer) to 11% (Spring).
5 Conclusions
Optimal bidding strategies are relevant in a competitive market, the computation
of a good forecasted price proﬁles being crucial for the generation companies. In
this sense, this paper presents two energy price forecasting tools for day-ahead
electricity market: a k Weighted Nearest Neighbours and a Dynamic Regression.
Both algorithms have been applied to the 24-hour energy price forecasting prob-
lems, using real data of the Spanish energy markets and their performance have
been compared.
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