Abstract. In this paper, we study almost periodic solutions for semilinear stochastic differential equations driven by Lévy noise with exponential dichotomy property. Under suitable conditions on the coefficients, we obtain the existence and uniqueness of bounded solutions. Furthermore, this unique bounded solution is almost periodic in distribution under slightly stronger conditions. We also give two examples to illustrate our results.
Introduction
Since it was introduced in the 1920s by Bohr and Bochner, almost periodicity has been extensively studied in differential equations and dynamical systems. Following the pioneering work of Favard [11] , the separation condition was adopted by Amerio [1] , Fink [12] , Seifert [24] et al to study the almost periodic solutions to differential equations. Apart from the separation method, there are also other methods to investigate almost periodic solutions, e.g. the stability or Lyapunov function method in dynamical systems by Miller [19] , Yoshizawa [29] et al, the skew-product flow method by Sacker and Sell [23] , Shen and Yi [25] et al, the fixed point method by Coppel [7] et al.
From 1980s, the almost periodic solutions to stochastic differential equations driven by Gaussian noise have been well developed, see Arnold and Tudor [3] , Bezandry and Diagana [4, 6] , Da Prato and Tudor [8] and Halanay [14] , Tudor [27] , among others.
Lévy processes are stochastic processes with independent and stationary increments, and have many applications ranging from physics, biology, to finance etc. There are many well known examples of Lévy processes, such as Wiener processes, Poisson processes and stable processes. We refer the reader to Sato [22] for the theory of Lévy processes, to Applebaum [2] and Peszat and Zabczyk [21] for finite and infinite dimensional stochastic differential equations with Lévy noise perturbations, respectively. Wang and Liu [28] investigated almost periodic solutions in square-mean sense to stochastic differential equations perturbed by Lévy noise. Indeed, as indicated in [15, 18] , it appears that almost periodicity in distribution sense is a more appropriate concept relatively to solutions of stochastic differential equations. Recently, Liu and Sun [16] and Sun [26] studied almost automorphic in distribution solutions of stochastic differential equations with Lévy noise.
In this paper, we study the existence and uniqueness of bounded solution that is almost periodic in distribution to semilinear stochastic differential equations with exponential dichotomy property driven by infinite dimensional Lévy processes which may admit large jumps.
The rest of the paper is organized as follows. In Section 2, we recall some basic definitions and results of Lévy processes and almost periodic processes. In Sections 3, we investigate the existence and uniqueness of bounded solution for semilinear stochastic differential equations with exponential dichotomy property driven by Lévy noise. Moreover, the unique bounded solution is almost periodic in distribution under suitable conditions. In Section 4, we give two examples to illustrate the theoretical results obtained in this paper.
Preliminaries
Throughout the rest of this paper, we assume that (H, · ) and (U, | · | U ) are real separable Hilbert spaces. We denote by L(U, H) the space of all bounded linear operators from U to H. Note that L(U, H) is a Banach space, and we denote the norm by · L(U,H) . Let (Ω, F , P) be a probability space, and L 2 (P, H) stand for the space of all H-valued random variables Y such that
For Y ∈ L 2 (P, H), let
Then L 2 (P, H) is a Hilbert space equipped with the norm · 2 . The Lévy process we consider is U -valued.
2.1. Lévy process and Lévy-Itô decomposition.
(1) L(0) = 0 almost surely; (2) L has independent and stationary increments; (3) L is stochastically continuous, i.e. for all ǫ > 0 and for all s > 0
Let L be an Lévy process. We recall some definitions and Lévy-Itô decomposition theorem; see [2, 21, 22] for details.
Definition 2.2.
(1) A Borel set B in U − {0} is bounded below if 0 / ∈ B, the closure of B. (2) ν(·) = E(N (1, ·)) is called the intensity measure associated with L, where ∆L(t) = L(t) − L(t−) for each t ≥ 0 and
with χ B being the indicator function for any Borel set B in U − {0}. 
Here the Poisson random measure N has the intensity measure ν which satisfies
and N is the compensated Poisson random measure of N .
In this paper, Wiener processes we consider are Q-Wiener processes; see [9] for details. For simplicity, we assume that the covariance operator Q of W is of trace class, i.e. TrQ < ∞. Assume that L 1 and L 2 are two independent, identically distributed Lévy processes with decompositions as in Proposition 2.3 with a, Q, W, N . Let
Then L is a two-sided Lévy process. We assume that the two sided Lévy process L is defined on the filtered probability space (Ω, F , P, (F t ) t∈R ). By the Lévy-Itô decomposition, it follows that |x|U ≥1 ν(dx) < ∞. Then we denote b := |x|U ≥1 ν(dx) throughout this paper. We note that the process L := ( L(t) = L(t + s) − L(s)) for some s ∈ R is also a two-sided Lévy process with the same law as L.
2.2.
Square-mean almost periodic processes.
Note that if an H-valued process is L 2 -continuous, then it is necessarily stochastically continuous.
is said to be squaremean almost periodic if for every sequence of real numbers {s ′ n }, there exist a subsequence {s n } and an
The collection of all square-mean almost periodic stochastic processes
is said to be uniformly square-mean almost periodic if for every sequence of real numbers {s ′ n }, there exist a subsequence {s n } and a continuous function g :
is said to be uniformly Poisson square-mean almost periodic if F is continuous in the following sense
and that for every sequence of real numbers {s ′ n } and every bounded or compact set K ⊂ L 2 (P, H), there exist a subsequence {s n } and a continuous function
In the sequel, (uniformly Poisson) square-mean almost periodicity is also called (uniformly Poisson) L 2 -almost periodicity.
is a Banach space when it is equipped with the norm
, and assume that f satisfies Lipschitz condition in the following sense: 
2.3. Almost periodicity in distribution. Let P(H) be the space of all Borel probability measures on H endowed with the β metric:
where f are Lipschitz continuous real-valued functions on H with the norms
See [10, §11.3] for β metric and related properties. Recall that a sequence {µ n } ⊂ P(H) is said to weakly converge to µ if f dµ n → f dµ for all f ∈ C b (H), the space of all bounded continuous real-valued functions on H. It is well known that the β metric is a complete metric on P(H) and that a sequence {µ n } weakly converges to µ if and only if β(µ n , µ) → 0 as n → ∞.
Definition 2.10. An H-valued stochastic process Y (t) is said to be almost periodic in distribution if its law µ(t) is a P(H)-valued almost periodic mapping, i.e. for every sequence of real numbers {s ′ n }, there exist a subsequence {s n } and a P(H)-valued continuous mappingμ(t) such that
Remark 2.11. Recall that a sequence of random variables {X n } is said to converge in distribution to the random variable X if the corresponding laws {µ n } weakly converge to the law µ of X, i.e. β(µ n , µ) → 0. Since L 2 convergence implies convergence in distribution for a sequence of random variables, a squaremean almost periodic stochastic process is necessarily an almost periodic in distribution one; but the converse is not true.
Main Results
Consider the following semilinear stochastic differential equation
where A is an infinitesimal generator which generates a C 0 -semigroup
are continuous functions; W and N are the Lévy-Itô decomposition components of the two-sided Lévy process.
Definition 3.1. The semigroup {T (t)} t≥0 is said to satisfy the exponential dichotomy property if there exist projection P and constants K, ω > 0 such that T (t) commutes with P for each t ≥ 0, ker(P ) is invariant with respect to T (t), T (t) : R(J) → R(J) is invertible and the following holds
where J = I − P and T (t) = (T (−t)) −1 for t ≤ 0.
Definition 3.
2. An F t -progressively measurable stochastic process {Y (t)} t∈R is called a mild solution of (3.1) if it satisfies the corresponding stochastic integral equation
for all t ≥ r and each r ∈ R.
In this section, we require the following basic assumptions. (H1) The semigroup T (t) generated by A satisfies the exponential dichotomy property, that is, (3.2) holds. (H2) Assume that f , g are uniformly square-mean almost periodic and F , G are uniformly Poisson square-mean almost periodic. (H3) Assume that f , g, F and G satisfy Lipschitz conditions in Y uniformly with respect to t, that is, for all Y, Z ∈ L 2 (P, H) and t ∈ R,
for some constant L > 0 independent of t.
3) holds, then it follows from the (3.2), Itô's isometry, the properties of the integral for the Poisson random measure and Cauchy-Schwarz inequality, we have for t ≥ r
Note that T (t − r) − Id 2 → 0 when t → r, it follows from the Lipschitz property of f , the almost periodicity of f in s and the
By the Lipschitz property and Poisson almost periodicity of F , and the L 2 -boundedness of Y (·), we have
Therefore,
is a mild solution of (3.1) if and only if it staisfies the following integral equation
Consider the nonlinear operator S acting on the Banach space C b (R; L 2 (P, H)) which is given by
where
Since T (·) satisfies the exponential dichotomy property, f, g are uniformly L 2 -almost periodic, F, G are uniformly Poisson L 2 -almost periodic, and they satisfy the Lipschitz property, it follows that the operator S maps C b (R; L 2 (P, H)) to itself. If S is contraction mapping, then the Banach fixed point theorem yields that (3.1) admits a unique L 2 -bounded and L 2 -continuous mild solution. Now we will show that S is a contraction mapping on H) ) and t ∈ R we have
Similar to the proof of [4, Theorem 3.2], it follows from the Cauchy-Schwarz inequality that we have the following estimates for the 1st and the 5th term on the right hand side of the above inequality
The 2nd and the 6th term can be estimated by
For the 3rd term, we have
For the 4th term, we have
Similarly, the 7th and the 8th term can be estimated by
So for any t ∈ R,
that is,
,
it follows from (3.8) and (3.9) that for arbitrary t ∈ R,
By (3.6) and the fact η < 1, S is a contraction mapping on C b (R; L 2 (P, H)). Therefore, there exists a unique v ∈ C b (R; L 2 (P, H)) with Sv = v, which a the unique L 2 -bounded and L 2 -continuous solution of (3.1).
Theorem 3.5. Let (H1)-(H3) be satisfied. Then the unique L 2 -bounded mild solution of (3.1) obtained in Theorem 3.4 is almost periodic in distribution, provided
Proof. For given sequence of real numbers {s ′ n }, since f, g are almost periodic and F, G are Poisson almost periodic, there exist a subsequence {s n } of {s ′ n } and and L 2 -continuous stochastic process f , g and continuous functions F , G in the sense of Definition 2.5 (3), such that 
2 ν(dx) = 0 (3.14)
hold for any bounded set K ⊂ L 2 (P, H).
LetỸ (·) be the solution of the following stochastic integral equation
. Then W n is a Q-Wiener process with the same distribution as W , and N n is a Poisson random measure with the same distribution as N and the corresponding compensated Poisson random measure being N n . Let σ = s − s n , then we have
Consider the stochastic process Y n (·) which satisfies the following stochastic integral equation 
Note that Y (t + s n ) and Y n (t) share the same distribution for each t ∈ R, the functions f (· + s n , ·) and g(· + s n , ·) are uniformly square-mean almost periodic and Lipschitz in Y with the same Lipschitz constants as that of f, g, and F (· + s n , ·, ·), G(· + s n , ·, ·) are uniformly Poisson square-mean almost periodic and satisfy the same Lipschitz condition as that of F, G. So similar to Theorem 3.4 this Y n (·) exists, is unique and L 2 -bounded. It follows from Itô's isometry and the properties of the integral for Poisson random measures that
By the Cauchy-Schwarz inequality we have the following estimate for I 1 :
By (3.11)and the L 2 -boundedness ofỸ (·), we have lim n→∞ sup t∈R E n 1 (t) = 0. For I 2 , by Itô's isometry we have:
By the properties of the integral for Poisson random measures and (3.4) we have
By(3.13) and the L 2 -boundedness ofỸ (·), we have lim n→∞ sup t∈R E n 3 (t) = 0. Now let us estimate the last term I 4 . It follows from the properties of the integral of Poisson random measures, (3.5) and the Cauchy-Schwarz inequality that
It follows from (3.14) and the L 2 -boundedness ofỸ (·) that E n 4 (t) → 0 uniformly in t ∈ R as n → ∞. By the above estimates of I 1 -I 4 , we have
It follows from (3.10) and the fact lim n→∞ sup t∈R E n (t) = 0 that
t ∈ R, Since Y (t+s n ) and Y n (t) share the same distribution for each t ∈ R, this yields that Y (t+s n ) → Y (t) in distribution uniformly in t ∈ R as n → ∞. The proof is complete.
Applications
In this section, we give two examples to illustrate our results in this paper.
Example 4.1. Let us consider an ordinary differential equation perturbed by a two-sided Lévy noise:
, g(t, y) := 0
, where W is a one-dimensional Brownian motion and N is a Poisson random measure in R independent of W . It is clear that (H1) and (H2) hold, that is, the semigroup by A satisfies the exponential dichotomy property with K = 1 and ω = 6; f, g are almost periodic in t and Let Ω ⊂ R n , be a bounded subset whose boundary ∂Ω is of class C 2 and being locally on one side of Ω.
Consider the parabolic stochastic partial differential equation: du(t, ξ) ={A(ξ)u(t, ξ) + f (t, u(t, ξ))}dt + g(t, u(t, ξ))dW (t, ξ)
+ h(t, u(t, ξ), Z(t, ξ))dZ(t, ξ) n i,j=1
n i (ξ)a ij (t, ξ)D i u(t, ξ) = 0, t ∈ R, ξ ∈ ∂Ω,
, f, g, h are continuous functions with additional properties which would be specified below, W is a Q-Wiener process on L 2 (Ω) with TrQ < ∞, and Z is a Lévy pure jump process on L 2 (Ω) which is independent of W , n(ξ) = (n 1 (ξ), n 2 (ξ), . . . , n n (ξ)) is the outer unit normal vector, the family of operators A(ξ) are formally given by A(ξ) = n i,j=1 ∂ ∂u i a ij (ξ) ∂ ∂u j + a 0 (ξ), t ∈ R, ξ ∈ Ω, and a 0 , a ij (i, j = 1, 2, . . . , n) satisfy the following conditions: (i) The coefficients (a ij ) i,j=1,...,n are symmetric, that is, a ij = a ji for all i, j = 1, . . . , n. Moreover, a ij ∈ L 2 (P, C(Ω)) L 2 (P, C 1 (Ω)) L 2 (P, L 2 (Ω)) for all i, j = 1, . . . , n, and a 0 ∈ L 2 (P, L 2 (Ω)) L 2 (P, C(Ω)) L 2 (P, L 1 (Ω)). zN (t, dz), H(t, Y, z) = h(t, u, z)z.
Here we assume for simplicity that the Lévy pure jump process Z is decomposed as above by the Lévy-Itô decomposition theorem.
We assume that the continuous functions f (t, u) and g(t, u) are Lipschitz with respect to u and uniformly almost periodic, then the functions F and G in (4.1) are Lipshictz with respect to Y and uniformly almost periodic. Let the continuous function h(t, u) be Lipschitz with respect to u and uniformly Poisson almost periodic, and the intensity measure ν of the Poisson process Z be such that H is Lipschitz in Y and uniformly Poisson square-mean almost periodic in the sense of (3.4) and (3.5). In particular, when ν is a finite measure, the required Lipschitz condition for H holds. That is, (H3) holds.
Since (H1)-(H3) are satisfied, the parabolic stochastic partial differential equation has a unique L 2 -bounded mild solution u ∈ L 2 (P, H), when K and the Lipschitz constants for f, g, h are appropriately small; furthermore, this unique L 2 -bounded solution is almost periodic in distribution, when the Lipschitz constants for f, g, h are smaller.
