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Abstract 
Several algorithms have been developed in the literature to solve regression problems. We propose a novel 
methodology based on Bayesian networks (BNs) to deal with regression problems in environmental research. To 
demonstrate its capabilities and strength, we compare a BN model with 3 other methods commonly used to solve 
regression tasks, in terms of their root mean squared error (RMSE). The errors were depicted on error maps, 
providing information about the reliability of the predictions in each observation. The results show that BNs are 
competitive with other popular methods. 
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1. Introduction 
Regression analyses are commonly carried out in the Environmental research in order to establish relationships 
among variables and predict the response or determine the cause of certain continuous variable of interest.  There is 
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a wide variety of methods intended for resolving regression tasks, including linear regression (LR), multilayer 
perceptron (MLP) and model trees (M5P). Bayesian networks (BNs) belong to the so-called probabilistic graphical 
models and their application has exponentially increased in environmental sciences, although scarcely to solve 
regression tasks, in the recent years [1]. In this study we compare the aforementioned 3 techniques with BNs in 
terms of their accuracy, aiming at showing that BNs are able to deal with regression tasks and perform proper 
predictions.  
2. Methodology 
2.1. Study area and dataset 
 
The study area is located in Andalusia, a region of southern Spain. We elaborate a dataset at a watershed level, 
composed of nitrate concentration in surface waters (N, response variable), land uses, temperature, precipitation, 
potential evapotranspiration and permeability (explanatory variables). Each sampling point of N has, when possible, 
4 measures at different times. Finally, a matrix containing 971 observations and 44 variables was obtained. 
 
2.2. Bayesian networks  
 
A BN is a statistical multivariate model for a set of variables        , which is defined in terms of two 
components: a qualitative and a quantitative component [2]. As aforementioned, a BN can be used as a regression 
model. Let Y and      be the response and the explanatory variables respectively. Then, in order to predict the 
value for Y given the observations      , the conditional density        , is computed to give numerical 
prediction for Y, denoted as  [3] 
                        (2) 
2.2.1. Tree augmented naive Bayes and structured models 
 
Since regression tasks aim at predicting a particular variable, the structure of the network can be forced in order 
to focus on the response variable and obtain a more accurate model. The tree augmented naive Bayes (TAN) is a BN 
whose structure assumes that all the explanatory variables are child of the response variable (Y) and of another 
explanatory variable. The dependence structure among the explanatory variables is obtained by constructing a 
maximum spanning tree where the conditional mutual information between two explanatory variables Xi and Xj 
given Y is [4] 
                      (3) 
When modeling large and heterogeneous study areas, the response variable may present high variability, which 
can affect the accuracy of the model. In order to avoid this, we partitioned the sample space of the explanatory 
variables and adjust particular models to each split. The same procedure was carried out with the 3 other regression 
models. The method applied to obtain the partition of the sample space was a hierarchical clustering.  
 
2.2.2. Variable selection 
 
Since the inclusion of all the explanatory variables may decrease the accuracy of the model by introducing noise, the 
filter-wrapper approach was followed [5]. It is based on mutual information between the variables, which are 
included one by one in the model provided that the new variable improves the accuracy of the model; otherwise, it is 
deleted. The accuracy of the model is measured by the root mean squared error, which represents the difference 
between observed and predicted values, obtained as 
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      
        (4) 
2.3. Validation of the model 
 
A k-fold cross validation [6] was carried out in order to test the TAN, as well as the 3 other models. This 
technique randomly splits the dataset into k subsets and the method is repeated k times. In each step, one subset is 
used to test the model built from the remaining k-1 subsets (training subset). Then, the RMSE (Eq. 4) is computed in 
each step. Finally, the mean of the RMSE is computed to measure the accuracy of the model. In this work, a k-value 
of 5 was applied.  
 
2.4. Comparison test among regression models 
 
The procedure for comparing TAN, LR, MLP and M5P was aimed at detecting potential statistically significant 
differences amongst them. First, these 4 models were tested on our dataset using a 5-fold cross validation method. 
Then, the 5 RMSE measures of each model were compared using Friedman's Test with maxT statistic [7]. In those 
cases where significant differences were found, we deployed Wilcoxon-Nemenyi-McDonald-Thompson's post-hoc 
test [8] to make a pairwise comparison of the methods. In addition, absolute error for each observation was 
calculated as       , and then depicted on maps, showing the difference between 
predicted and actual values of nitrate concentration for each watershed. 
 
3. Results and Discussion  
 
The 5-fold cross validation indicates that TAN model has the lowest RMSE (Table 1). Friedman’s test reports 
significant differences (p-value < 0.05) among the tested models in each dataset. The post-hoc test shows significant 
differences between the TAN model and both MLP and LR models, with the former having significantly lower 
RMSE than the latter models (Fig. 1). According to the statistical test applied, the TAN model was not outperformed 
by any other model in terms of RMSE. This means that, from the point of view of accuracy, the TAN is competitive 
with other popular methods used for regression. The error maps (Fig. 2) provide detailed information about the 
reliability of the results in every single watershed. It is worth noting that northern areas present low errors on the 4 
maps, while watersheds in the center show higher errors, especially on the MLP map. These maps emphasize that 
both TAN and M5P show lower error dispersion and, therefore, are more accurate in the whole study area. Besides 
accuracy, BNs provide a number of advantages, including the capability of predicting the posterior density function 
of the response variable given some evidence, which is more useful and accurate than a single mean value. 
 
Table 1. Average RMSE of the 5-fold cross 
validation of each regression model 
 TAN M5P LR MLP 
RMSE 5.19 6.30 9.25 11.85 
 
Fig. 1. Boxplot summarizing the post-hoc analysis carried out after
Friedman's test. Each box represents a pairwise comparison. Boxes 
filled in green indicate significant differences between the 
corresponding models. 
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Fig. 2. Error maps for the 4 algorithms. Note that legend, scale bar and north arrow are the same for the 4 maps. 
