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Abstract
In this paper, we are concerned with the global Cauchy problem for the semilinear generalized
Tricomi equation ∂2t u − tm∆u = |u|p with initial data (u(0, ·), ∂tu(0, ·)) = (u0, u1), where
t ≥ 0, x ∈ Rn (n ≥ 3), m ∈ N, p > 1, and ui ∈ C∞0 (Rn) (i = 0, 1). We show that
there exists a critical exponent pcrit(m,n) > 1 such that the solution u, in general, blows up in
finite time when 1 < p < pcrit(m,n). We further show that there exists a conformal exponent
pconf(m,n) > pcrit(m,n) such that the solution u exists globally when p > pconf(m,n) provided
that the initial data is small enough. In case pcrit(m,n) < p ≤ pconf(m,n), we will establish
global existence of small data solutions u in a subsequent paper [13].
Keywords. Generalized Tricomi equation, critical exponent, conformal exponent, global existence,
blowup, Strichartz estimate.
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1 Introduction
In this paper, we are concerned with the global existence and blowup of solutions u of the semilinear
generalized Tricomi equation{
∂2t u− tm∆u = |u|p, (t, x) ∈ Rn+1+ ,
u(0, ·) = u0(x), ∂tu(0, ·) = u1(x).
(1.1)
Here, t ≥ 0, x = (x1, . . . , xn) ∈ Rn (n ≥ 3), m ∈ N, p > 1, and ui ∈ C∞0 (B(0,M)) (i = 0, 1),
where B(0,M) = {x : |x| < M}, and M > 0. In general, one has only weak solutions of (1.1) since
the nonlinear term |u|p is not C2 when 1 < p < 2. For the local existence and regularity of solutions u
∗He Daoyin (daoyin.he@mathematik.uni-goettingen.de) and Yin Huicheng (huicheng@
nju.edu.cn) are supported by the NSFC (No. 11571177) and by the Priority Academic Program Development
of Jiangsu Higher Education Institutions. Ingo Witt (iwitt@mathematik.uni-goettingen.de) was partly
supported by the DFG through the Sino-German project “Analysis of PDEs and Applications.” This research was started
when Yin Huicheng was visiting the Mathematical Institute of the University of Go¨ttingen in February-March of 2013.
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of (1.1) under weaker regularity assumptions on (u0, u1), the reader may consult [21–24, 30] and the
references given therein; here we shall not discuss this problem.
Our present objective is, for givenm ∈ N and n ≥ 3, to determine a critical exponent pcrit(m,n) >
1 such that solutions u of (1.1) will, in general, blow up in finite time when 1 < p < pcrit(m,n) and
a conformal exponent pconf(m,n) > pcrit(m,n) with the property that small data solutions u of (1.1)
exist globally in time when p > pconf(m,n). Global existence of small data solutions u of (1.1) for p
in the range pcrit(m,n) < p ≤ pconf(m,n) will be established in a forthcoming paper [13].
Before we describe the content of this paper in detail, we recall a number of related results. Firstly,
we consider the semilinear wave equation{
∂2t u−∆u = |u|p, (t, x) ∈ Rn+1+ ,
u(0, ·) = u0(x), ∂tu(0, ·) = u1(x),
(1.2)
where p > 1, n ≥ 2, and ui ∈ C∞0 (Rn) (i = 0, 1). Let p1(n) denote the positive root of the quadratic
equation
(n− 1) p2 − (n+ 1) p− 2 = 0. (1.3)
Strauss [28] made the following conjecture:
Strauss Conjecture. If p > p1(n), then small data solutions of problem (1.2) exist globally. If
1 < p < p1(n), then small data solutions of problem (1.2) blow up in finite time.
For 1 < p ≤ p1(n) and non-negative initial data (u0, u1), blowup for the solution u of (1.2)
has been established, while, for p > p1(n), global existence of small data solution u of (1.2) has also
been systematically studied (see [9,11,12,15,18,25,26,31,32] and the references therein). Especially,
in [9] and [18], one finds a detailed history of results related to the Strauss Conjecture.
Secondly, we consider the semilinear wave equation with time-dependent dissipation

∂2t u−∆u+
µ
(1 + t)α
∂tu = |u|p, (t, x) ∈ Rn+1+ ,
u(0, ·) = u0(x), ∂tu(0, ·) = u1(x),
(1.4)
where µ > 0, α ≥ 0, p > 1, n ≥ 1, and ui ∈ C∞0 (Rn) (i = 0, 1). Define the Fujita exponent
p2(n) = 1 +
2
n as in [8]. It follows from well-known results that for the semi-linear heat equation
∂tu − ∆u = |u|p with initial data u(0, ·) = u0(x), small data solution u exists globally if u0 is
sufficiently small and p > p2(n); otherwise, solutions u will, in general, blow up in finite time.
As for problem (1.4), the following result has been established in a series of papers [4,5,17,19,20]:
Theorem A. (i) For 0 ≤ α < 1, if p > p2(n), then (1.4) has a global small data solution; if
1 < p ≤ p2(n), the solution u of (1.4) generally blows up in finite time.
(ii) For α > 1, or α = 1 and 0 < µ ≪ 1, then the properties of problem (1.4) are analogous to
those of problem (1.2).
(iii) For α = 1 and µ ≫ 1, then the properties of problem (1.4) are analogous to those of the
semi-linear heat equation ∂tu−∆u = |u|p.
Remark 1.1. Note that for α = 1 and µ ≈ 1, it is still an interesting open problem to determine
explicitly a critical value pc(n) so that problem (1.4) has global small data solutions for p > pc(n),
while solutions of (1.4), in general, blow up in finite time when 1 < p ≤ pc(n).
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Thirdly, we consider the semilinear generalized Tricomi equation{
∂2t u− t2k∆u = |u|p, (t, x) ∈ Rn+1+ ,
u(0, ·) = u0(x), ∂tu(0, ·) = u1(x),
(1.5)
where k > 12 is a real constant, p > 1, n ≥ 1, and ui ∈ C∞0 (Rn) (i = 0, 1). Note that problems (1.4)
and (1.5) are closely related for large t > 0. Indeed, with T = tk+1/(k + 1), the equation in (1.5)
becomes
∂2Tu−∆u+
k
k + 1
∂Tu
T
= (k + 1)−
2k
k+1T−
2k
k+1 |u|p,
which is essentially the equation
∂2t u−∆u+
µk
1 + t
∂tu = Ck(1 + t)
− 2k
k+1 |u|p (1.6)
for large t > 0 with µk = kk+1 and Ck = (k + 1)
− 2k
k+1
.
Comparing the equations in (1.4) and (1.6), one realizes that their linear parts are identical. Note
that the coefficient µk in (1.6) can be arbitrarily close to 1 when k is large. In this case, however, it
is unknown what the critical value of the exponent p for problem (1.4) is. This especially means that
the methods of [4, 5, 17, 19, 20] are not applicable for studying problem (1.5).
We now recall some known results concerning problem (1.5). Under the conditions

(n+ 1)(p − 1)
p+ 1
≤ k
k + 1
,(
2
p− 1 −
n(k + 1)
p+ 1
)
p ≤ 1,
p+ 1
p(p− 1)n(k + 1) ≤
1
p+ 1
≤ k + 2
(n+ 1)(p − 1)(k + 1)
(1.7)
(corresponding to (1.8) and (1.12) of [30] with α = p − 1 and β = 2p−1 − n(k+1)p+1 ) it was shown
in [30, Theorem 1.2] that problem (1.5) has a global small data solution u ∈ C([0,∞), Lp+1(Rn)) ∩
C1([0,∞),D′(Rn)). On the other hand, under the conditions ∫
Rn
u1(x)dx > 0 and
1 < p <
(k + 1)n + 1
(k + 1)n − 1 , (1.8)
it was shown in [30, Theorem 1.3] that problem (1.5) has no global solution u ∈ C([0,∞), Lp+1(Rn)).
Here we point out that (1.8) comes from condition (1.15) of [30]. In particular, for n = 3, from (1.7)
and (1.8) one has (see also (1.16) of [30]):
Theorem B. Let n = 3.
(i) If 3k+5+
√
9k2+42k+33
6k+4 < p < min
{
3k+5
3k+1 ,
5k+4
3k+4
}
, then problem (1.5) admits a global small data
solution u ∈ C([0,∞), Lp+1(R3)).
(ii) If 1 < p < 3k+43k+2 , then, in general, the solution of problem (1.5) will blow up in finite time.
Based on this theorem, Yagdjian [30] put forward the following conjecture (which corresponds to
(1.17) of [30] with α = p− 1):
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Conjecture. Let n = 3 and 3k+43k+2 ≤ p ≤ 3k+5+
√
9k2+42k+33
6k+4 . Then small data solutions of problem
(1.5) exists globally.
In this and a forthcoming paper [13], we will systematically study problem (1.1). In particular,
our analysis will show that Yagdjian’s conjecture fails in a certain range of p.
Let pcrit(m,n) be the positive root p of the quadratic equation(
(m+ 2)
n
2
− 1
)
p2 +
(
(m+ 2)
(
1− n
2
)
− 3
)
p− (m+ 2) = 0. (1.9)
Note that pcrit(0, n) = p1(n), see (1.3). Then our first result asserts:
Theorem 1.1 (Blow up for 1 < p < pcrit(m,n)). Let 1 < p < pcrit(m,n) and suppose that
ui ≥ 0 and ui 6≡ 0 for i = 0, 1. Then problem (1.1) admits no global solution u with u ∈
C([0,∞),H1(Rn)) ∩ C1([0,∞), L2(Rn)).
Remark 1.2. We have pcrit(2k, 3) = k+4+
√
25k2+48k+32
6k+4 , and it follows from a direct computation that
3k + 4
3k + 2
< pcrit(2k, 3) <
3k + 5 +
√
9k2 + 42k + 33
6k + 4
. (1.10)
In particular, our result shows that Yagdjian’s conjecture fails for 3k+43k+2 ≤ p < pcrit(2k, 3).
Next we discuss the global existence problem for (1.1). Denote by N = 1+ (m+2)n2 the homoge-
neous dimension of the operator ∂2t − tm∆. Then the exponent p leading to a conformally invariant
equation in (1.1) is
pconf(m,n) =
N + 2
N − 2 =
(m+ 2)n+ 6
(m+ 2)n− 2 . (1.11)
Theorem 1.2 (Global existence for p > pconf(m,n)). Let either pconf(m,n) < p ≤ (m+2)(n−2)+6(m+2)(n−2)−2
or p > (m+2)(n−2)+6(m+2)(n−2)−2 and p be an integer, where in the latter case the nonlinearity |u|p is replaced
with ±up. Then there exists a constant ε0 > 0 such that problem (1.1) admits a global weak solution
u ∈ Lr(Rn+1+ ) whenever ‖u0‖Hs + ‖u1‖
H
s− 2
m+2
≤ ε0, where s = n2 − 4(m+2)(p−1) and r =
(m+2)n+2
4 (p− 1).
Remark 1.3. It holds
pconf(2k, 3) =
3k + 6
3k + 2
>
3k + 5 +
√
9k2 + 42k + 33
6k + 4
.
So, we have especially improved the upper bound (from min
{
3k+5
3k+1 ,
5k+4
3k+4
}
to∞) for the exponent p
in Theorem B of Yagdjian to obtain global existence for small data solutions of problem (1.5).
Remark 1.4. If the initial data u0 ∈ Hs(Rn) and u1 ∈ Hs−
2
m+2 (Rn) with s ≥ 0 is given, then, by
a scaling argument as in [9], one can deduce that problem (1.1) is ill-posed for s < n2 − 4(m+2)(p−1) .
See [24] for details.
Remark 1.5. A direct verification shows pcrit(m,n) < pconf(m,n) when n ≥ 3. In a forthcoming
paper [13] we shall establish the global existence of small data solution of (1.1) when pcrit(m,n) <
p ≤ pconf(m,n).
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Remark 1.6. As in [18, page 368], where the semilinear wave equation (1.2) was studied, when
p > (m+2)(n−2)+6(m+2)(n−2)−2 , we also impose additional restrictions on the exponent p and the nonlinearity
appearing in (1.1). More specifically, we require that p is an integer and the nonlinearity is equal to
±up.
There is an extensive list of results concerning the Cauchy problem for both linear and semilinear
generalized Tricomi equations. For instances, for linear generalized Tricomi equations, Barros-Neto
and Gelfand in [1] and Yagdjian in [29] computed the fundamental solution explicitly. More recently,
the authors of [21–24] established the local existence as well as the singularity structure of low reg-
ularity solutions of the semilinear equation ∂2t u − tm△u = f(t, x, u) in the degenerate hyperbolic
region and the elliptic-hyperbolic mixed region, respectively, where f is a C1 function and has com-
pact support with respect to the variable x. Yagdjian [30] obtained a number of interesting results
about the global existence and the blowup of solutions of problem (1.1) when the exponent p belongs
to a certain range. In [30], however, there is a gap between the global existence interval and the
blowup interval; moreover, the critical exponent pcrit(m,n) was not determined there. In this paper
and in a forthcoming paper [13], motivated by the Strauss conjecture, we will systematically study
the blowup problem and the global existence problem for (1.1).
We now comment on the proofs of Theorem 1.1 and Theorem 1.2. To prove Theorem 1.1, we
define the function G(t) =
∫
Rn
u(t, x) dx as in [31] and, by applying some crucial techniques for the
modified Bessel function as in [14,23] and by choosing a good test function, we derive a Riccati-type
ordinary differential inequality for G(t) by a delicate analysis of (1.1). From this, the blowup result
in Theorem 1.1 can be derived under the positivity assumptions of u0 and u1. To prove the global
existence result in Theorem 1.2, motivated by [9,18], where basic Strichartz estimates were obtained
for the linear wave operator, we are required to establish Strichartz estimates for the generalized
Tricomi operator ∂2t − tm∆. In this process, a series of inequalities are derived by applying an
explicit formula for solutions of the linear generalized Tricomi equations and by utilizing some basic
properties of related Fourier integral operators. Based on the resulting inequalities and the contraction
mapping principle, we eventually complete the proof of Theorem 1.2.
This paper is organized as follows: In §2, the blowup result in Theorem 1.1 is obtained. In §3,
some basic Strichartz inequalities are established for the linear generalized Tricomi operator ∂2t −
tm∆. In §4, by the results in §3 and contractible mapping principle, we shall complete the proof of
Theorem 1.2.
2 Proof of Theorem 1.1
In this section, we shall prove blowup in finite time for certain local solutions u of (1.1). To this
end, we introduce the function G(t) =
∫
Rn
u(t, x) dx. By some delicate analysis, we then obtain a
Riccati-type differential inequality for G(t) so that blowup ofG(t) can be deduced from the following
result (see [26, Lemma 4]):
Lemma 2.1. Suppose that G ∈ C2([a, b);R) and, for a ≤ t < b,
G(t) ≥ C0(R+ t)α, (2.1)
G′′(t) ≥ C1(R+ t)−qG(t)p, (2.2)
where C0, C1, and R are some positive constants. Suppose further that p > 1, α ≥ 1, and
(p− 1)α ≥ q − 2. Then b is finite.
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In view of suppui ⊆ B(0,M) (i = 0, 1) and the finite propagation speed for solutions of
hyperbolic equations, one has that, for any fixed t > 0, the support of u(t, ·) with respect to the
variable x is contained in the ball B(0,M +φ(t)) = {x : |x| < M+φ(t)}, where φ(t) = 2m+2 t
m+2
2 .
Then it follows from an integration by parts that
G′′(t) =
∫
Rn
|u(t, x)|p dx ≥
∣∣∫
Rn
u(t, x) dx
∣∣p(∫
|x|≤M+φ(t) dx
)p−1 ≥ C(M + t)−m+22 n(p−1) |G(t)|p,
which means that G(t) fulfills inequality (2.2) with q = m+22 n (p− 1) (once inequality (2.1) has
been verified demonstrating that G is positive). To establish (2.1), we introduce the following two
functions: The first one is
ϕ(x) =
∫
Sn−1
ex·ωdω, (2.3)
which was used in [31], where ϕ(x) is also shown to satisfy
ϕ(x) ∼ Cn |x|−
n−1
2 e|x| as |x| → ∞. (2.4)
The second function is the so-called modified Bessel function
Kν(t) =
∫ ∞
0
e−t cosh z cosh(νz)dz, ν ∈ R,
which is a solution of the equation(
t2
d2
dt2
+ t
d
dt
− (t2 + ν2)
)
Kν(t) = 0, t > 0.
From [7, page 24], we have
Kν(t) =
√
π
2t
e−t
(
1 +O(t−1)
)
as t→∞, (2.5)
provided that Re ν > −1/2. Set
λ(t) = Cm t
1
2K 1
m+2
(
2
m+ 2
t
2
m+2
)
, t > 0, (2.6)
where the constant Cm > 0 is chosen so that λ(t) satisfies{
λ′′(t)− tmλ(t) = 0, t ≥ 0
λ(0) = 1, λ(∞) = 0. (2.7)
Here is a list of properties of λ(t) (see [14, Lemma 2.1]):
Lemma 2.2. (i) λ(t) and −λ′(t) are both decreasing, moreover, lim
t→∞λ(t) = limt→∞λ
′(t) = 0.
(ii) There exists a constant C > 1 such that
1
C
≤ |λ
′(t)|
λ(t) t
m
2
for t > 0 and |λ
′(t)|
λ(t) t
m
2
≤ C for t ≥ 1. (2.8)
D.-Y. He, I. Witt, and H.-C. Yin 7
We now introduce the test function ψ with
ψ(t, x) = λ(t)ϕ(x), (2.9)
where the definition of ϕ has been given in (2.3). Let
G1(t) =
∫
Rn
u(t, x)ψ(t, x) dx. (2.10)
Then
G′′(t) =
∫
Rn
|u(t, x)|p dx ≥ |G1(t)|
p(∫
|x|≤M+φ(t) ψ(t, x)
p
p−1 dx
)p−1 . (2.11)
For the function G1(t), we have:
Lemma 2.3. Under the assumptions of Theorem 1.1, there exists a t0 > 0 such that
G1(t) ≥ C t−
m
2 , t ≥ t0. (2.12)
Proof. In view of u ∈ C([0, T ),H1(Rn)), one has that G1(t) is a continuous function of t. In view
of u0 ≥ 0 and u0 6≡ 0, we have
G1(0) =
∫
Rn
u0(x)ϕ(x) dx ≥ c0,
where c0 is a positive constant. Hence, there exists a constant t1 > 0 such that, for 0 ≤ t ≤ t1,
G1(t) ≥ c0
2
.
Similarly, by Lemma 2.2 (i) and u1 ≥ 0 with u1 6≡ 0, one can also choose a constant t2 > 0 such
that, for 0 ≤ t ≤ t2, ∫
Rn
∂tu(t, x)ψ(t, x) dx ≥ c0
2
> 0.
Moreover, by the smoothness of λ(t) and λ(0) = 1, we can find a t3 > 0 such that
t
m
2
3 λ(t3) ≥ c1,
where c1 > 0 is some positive constant. Together with (i) and (ii) of Lemma 2.2, this yields, for
0 ≤ t ≤ t3,
−λ′(t) ≥ −λ′(t3) = |λ′(t3)| ≥ Ct
m
2
3 λ(t3) ≥ Cc1.
Then, by the assumption that u0 ≥ 0 but u0 6≡ 0, we have that, for 0 ≤ t ≤ t3,∫
Rn
(−∂tψ(t, x)u(t, x)) dx ≥ c2
2
> 0,
where c2 is a positive constant. Note that
∆x
(∫
Sn−1
ex·ω dω
)
=
∫
Sn−1
n∑
i=1
ω2i e
x·ω dω =
∫
Sn−1
ex·ω dω.
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Let t4 = min{t1, t2, t3} > 0. Then it follows from a direct computation that, for t > t4,∫ t
t4
∫
Rn
|u|pψ dxds =
∫ t
t4
∫
Rn
(
∂2su− sm∆u
)
ψ dxds
=
∫
Rn
(ψ∂su− u∂sψ) dx
∣∣∣∣
s=t
−
∫
Rn
(ψ∂su− u∂s) dx
∣∣∣∣
s=t4
,
which leads to∫
Rn
(ψ∂su− u∂sψ) dx
∣∣∣∣
s=t
≥
∫
Rn
(ψ∂su− u∂sψ) dx
∣∣∣∣
s=t4
≥ c ≡ c0
2
+
c2
2
.
This also yields
G′1(t)− 2λ′(t)
∫
Rn
uϕdx =
d
dt
(∫
Rn
uψ dx
)
− 2
∫
Rn
u∂tψ dx
=
∫
Rn
(ψ∂su− u∂sψ) dx
∣∣∣∣
s=t
≥ c.
(2.13)
Now assume that there is a constant t5 > t4 such G1(t5) = 0, but G1(t) > 0 for t4 ≤ t < t5. Then,
for t4 ≤ t ≤ t5,
λ(t)
∫
Rn
u(t, x)ϕ(x) dx =
∫
Rn
u(t, x)ψ(t, x) dx = G1(t) ≥ 0.
Together with Lemma 2.2 (i), this yields that for t4 ≤ t ≤ t5,∫
Rn
u(t, x)ϕ(x) dx ≥ 0.
Furthermore, by Lemma 2.2 (ii), one has
−λ′(t) = |λ′(t)| ≤ Cλ(t)tm2 .
Together with (2.17), this yields
G′1(t) + Ct
m
2 G1(t) ≥ G′1(t)− 2λ′(t)
∫
Rn
uϕdx ≥ c. (2.14)
Without loss of generality, we can assume that c = 1 in (2.14). Then, by solving (2.14), we get that,
for t4 ≤ t ≤ t5,
eCφ(t)G1(t) ≥ eCφ(t4)G1(t4) + t
−m
2
C
(
eCφ(t) − eCφ(t4)
)
. (2.15)
Therefore, G1(t5) > 0 holds which is a contradiction to G1(t5) = 0.
Thus, we have that, for all t ≥ t4,
G1(t) > 0.
Using Lemma 2.2 (ii) again and repeating the argument from above, one easily obtains the existence
of a uniform positive constant C˜ such that for t ≥ t4
G1(t) ≥ C˜ t−
m
2 .
This proves Lemma 2.3.
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Relying on Lemma 2.3, we are now able to prove Theorem 1.1.
Proof of Theorem 1.1. By (2.5) and (2.6), we have that
λ(t) ∼ t−m4 e−φ(t) as t→∞.
Next we estimate the denominator
(∫
|x|≤M+φ(t) ψ(t, x)
p
p−1 dx
)p−1
in (2.11). Note that
(∫
|x|≤M+φ(t)
ψ(t, x)
p
p−1 dx
)p−1
= λ(t)p
(∫
|x|≤M+φ(t)
ϕ(x)
p
p−1 dx
)p−1
and
|ϕ(x)| ≤ Cn (1 + |x|)−
n−1
2 e|x|.
Then∫
|x|≤M+φ(t)
ϕ(x)
p
p−1 dx
≤ C
∫ M+φ(t)
2
0
(1 + r)
n−1−n−1
2
· p
p−1 e
p
p−1
r
dr + C
∫ M+φ(t)
M+φ(t)
2
(1 + r)
n−1−n−1
2
· p
p−1 e
p
p−1
r
dr
≤ CeM+φ(t)2 + (M + φ(t))n−1−n−12 · pp−1 ep(M+φ(t))
≤ C (M + φ(t))n−1−n−12 · pp−1 ep(M+φ(t))
and (∫
|x|≤M+φ(t)
ψ(t, x)
p
p−1 dx
)p−1
≤ Ct−m4 pe−pφ(t) (M + φ(t))(n−1)(p−1)−n−12 p ep(M+φ(t))
≤ Ct−m4 p (M + φ(t))(n−1)(p−1)−n−12 p .
(2.16)
Therefore, it follows from (2.11) and (2.16) that, for t ≥ t0,
G′′(t) ≥ ct−m4 p (M + φ(t))n−12 p−(n−1)(p−1) ≥ Ct p2 (M + φ(t))n−1−n2 p . (2.17)
Integrating (2.17) twice gives
G(t) ≥ C (M + t) p2+2+m+22 (n−1−n2 p) + C1 (t− t0) + C2.
Note that if
p
2
+ 2 +
m+ 2
2
(
n− 1− n
2
p
)
> 1 (2.18)
holds, then one has, for t ≥ t0,
G(t) ≥ C (M + t) p2+2+m+22 (n−1−n2 p) . (2.19)
This means that condition (2.1) holds with α = p2 + 2 + m+22 (n− 1− n2p).
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To conclude the proof of Theorem 1.1 we now apply Lemma 2.1. For n ≥ 3, one easily checks
that all p < pconf(m,n) satisfy (2.18). On the other hand, if we take
α =
p
2
+ 2 +
m+ 2
2
(
n− 1− n
2
p
)
, q =
m+ 2
2
n (p− 1) ,
then the condition (p − 1)α > q − 2 in Lemma 2.1 becomes
(p− 1)
(
p
2
+ 2 +
m+ 2
2
(
n− 1− n
2
p
))
>
m+ 2
2
n (p− 1)− 2,
which is equivalent to(
(m+ 2)
n
2
− 1
)
p2 +
(
(m+ 2)
(
1− n
2
)
− 3
)
p− (m+ 2) < 0.
The latter means that
p < pcrit(m,n) =
(
n
2 − 1
)
(m+ 2) + 3 +
√(
n2
4 + n+ 1
)
(m+ 2)2 + (3n − 10)(m+ 2) + 9
(m+ 2)n− 2 .
By a direct verification, we have that pcrit(m,n) satisfies (1.9) and that pcrit(m,n) < pconf(m,n)
holds.
We complete the proof of Theorem 1.1 by appealing to Lemma 2.1 with a = t0 and b = t.
3 Strichartz estimates for the generalized Tricomi operator
Before establishing Strichartz estimates for the generalized Tricomi operator, we recall two results
from [10, Lemma 3.8] and [2, Theorem 1.2].
Lemma 3.1. Let β ∈ C∞0 ((1/2, 2)) and
∞∑
j=−∞
β
(
2−jτ
) ≡ 1 for τ > 0. Define the Littlewood-Paley
operators as
Gj(t, x) = (2π)
−n
∫
Rn
eix·ξβ
(
2−j |ξ|) Gˆ(t, ξ) dξ, j ∈ Z.
Then
‖G‖LstLqx ≤ C

 ∞∑
j=−∞
‖Gj‖2LstLqx


1/2
, 2 ≤ q <∞, 2 ≤ s ≤ ∞,
and

 ∞∑
j=−∞
‖Gj‖2LrtLpx


1/2
≤ C‖G‖LrtLpx , 1 < p ≤ 2, 1 ≤ r ≤ 2.
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Lemma 3.2. Suppose that 1 ≤ p < q ≤ ∞. Let T : Lp(R) → Lq(R) be a bounded linear operator
which is defined by
Tf(x) =
∫
R
K(x, y)f(y)dy,
where K is locally integrable. Define
T˜ f(x) =
∫ x
−∞
K(x, y)f(y)dy.
Then
‖T˜ f‖Lq ≤ Cp,q ‖T‖Lp→Lq ‖f‖Lp .
In order to prove Theorem 1.2, we need to establish Strichartz estimates for the operator ∂2t−tm△.
To this end, we study the linear Cauchy problem{
∂2t u− tm△u = F (t, x), (t, x) ∈ Rn+1+ ,
u(0, ·) = f(x), ∂tu(0, ·) = g(x).
(3.1)
Note that the solution u of (3.1) can be written as
u(t, x) = v(t, x) + w(t, x),
where v solves the homogeneous problem{
∂2t v − tm△v = 0, (t, x) ∈ Rn+1+ ,
v(0, ·) = f(x), ∂tv(0, ·) = g(x).
(3.2)
and w solves the inhomogeneous problem with zero initial data{
∂2t w − tm△w = F (t, x), (t, x) ∈ Rn+1+ ,
w(0, ·) = 0, ∂tw(0, ·) = 0.
(3.3)
Let H˙s(Rn) denote the homogeneous Sobolev space with norm
‖f‖H˙s(Rn) = ‖|Dx|sf‖L2(Rn) ,
where
|Dx| =
√
−∆.
If g ≡ 0 in (3.2), we intend to establish the Strichartz-type inequality
‖v‖LqtLrx ≤ C ‖f‖H˙s(Rn),
where q ≥ 1 and r ≥ 1 are suitable constants related to s. One obtains by a scaling argument that
those indices should satisfy
1
q
+
m+ 2
2
· n
r
=
m+ 2
2
(n
2
− s
)
. (3.4)
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Setting r = q and s = 1m+2 in (3.4), we find that
q = q0 ≡ 2((m + 2)n + 2)
(m+ 2)n− 2 > 1, n ≥ 2, m ∈ N. (3.5)
Note that problem (1.1) is ill-posed for u0 ∈ Hs(Rn) with s < n2 − 4(m+2)(p−1) (see Remark 1.4),
while p ≥ pconf(m,n) and s = n2 − 4(m+2)(p−1) imply s ≥ 1m+2 .
We now prove:
Lemma 3.3. Let n ≥ 2 and v solve problem (3.2). Further let 1m+2 ≤ s < n2 . Then
‖v‖Lq(Rn+1+ ) ≤ C
(
‖f‖H˙s(Rn) + ‖g‖H˙s− 2m+2 (Rn)
)
, (3.6)
where q = 2((m+2)n+2)(m+2)(n−2s) ≥ q0 and the constant C > 0 only depends on m, n, and s.
Proof. It follows from [30] that the solution v of (3.2) can be written as
v(t, x) = V1(t,Dx)f(x) + V2(t,Dx)g(x),
where the operators Vj(t,Dx) (j = 1, 2) have the symbols Vj(t, ξ) given by
V1(t, ξ) = V1(t, |ξ|) =
Γ
(
m
m+2
)
Γ
(
m
2(m+2)
) e z2 H+
(
m
2(m+ 2)
,
m
m+ 2
; z
)
+
Γ
(
m
m+2
)
Γ
(
m
2(m+2)
) e− z2 H−
(
m
2(m+ 2)
,
m
m+ 2
; z
)
(3.7)
and
V2(t, ξ) = V2(t, |ξ|) = t
Γ
(
m+4
m+2
)
Γ
(
m+4
2(m+2)
) e z2 H+
(
m+ 4
2(m+ 2)
,
m+ 4
m+ 2
; z
)
+ t
Γ
(
m+4
m+2
)
Γ
(
m+4
2(m+2)
) e− z2 H−
(
m+ 4
2(m+ 2)
,
m+ 4
m+ 2
; z
)
, (3.8)
where z = 2iφ(t)|ξ|. For α, ν ∈ R, ω ∈ C, we have
H+(α, ν;ω) =
e−ipi(ν−α)
eipi(ν−α) − e−ipi(ν−α)
1
Γ(ν − α) ω
α−ν
∫ (0+)
∞
e−θθν−α−1
(
1− θ
ω
)α−1
dθ,
H−(α, ν;ω) =
1
eipiα − e−ipiα
1
Γ(α)
ω−α
∫ (0+)
∞
e−θθα−1
(
1 +
θ
ω
)ν−α−1
dθ.
By [30, Section 3], one has that, for φ(t)|ξ| ≥ 1,
∣∣∂βξH+ (α, γ; 2iφ(t)|ξ|)∣∣ ≤ C (φ(t)|ξ|)α−γ (1 + |ξ|2)− |β|2 , (3.9)∣∣∂βξH− (α, γ; 2iφ(t)|ξ|)∣∣ ≤ C (φ(t)|ξ|)−α (1 + |ξ|2)− |β|2 . (3.10)
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We only estimate V1, since estimating V2 is similar. Indeed, up to a factor of t φ(t)−
m+4
2(m+2) =
Cmφ(t)
− m
2(m+2) , the powers of t appearing in V1 or V2 are the same.
Choose χ ∈ C∞(R+) such that
χ(s) =
{
1, s ≥ 2,
0, s ≤ 1. (3.11)
Then
V1(t, |ξ|)fˆ (ξ) = χ(φ(t)|ξ|)V1(t, |ξ|)fˆ (ξ) + (1− χ(φ(t)|ξ|))V1(t, |ξ|)fˆ (ξ)
≡ vˆ1(t, ξ) + vˆ2(t, ξ).
(3.12)
Using (3.7), (3.9), and (3.10), we derive that
v1(t, x) = Cm
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a11(t, ξ)fˆ(ξ) dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a12(t, ξ)fˆ(ξ) dξ
)
, (3.13)
where Cm > 0 is a constant only depending on m, and, for l = 1, 2,∣∣∂βξ a1l(t, ξ)∣∣ ≤ Clβ |ξ|−|β| (φ(t)|ξ|)− m2(m+2) .
On the other hand, it follows from [6] that
V1(t, |ξ|) = e−
z
2 Φ
(
m
2(m+ 2)
,
m
m+ 2
; z
)
, (3.14)
where Φ is the confluent hypergeometric functions which is analytic with respect to the variable
z = 2iφ(t)|ξ|. Then
∣∣∂ξ((1− χ(φ(t)|ξ|))V1(t, |ξ|))∣∣ ≤ C (1 + φ(t)|ξ|)− m2(m+2) |ξ|−1.
Similarly, one has∣∣∣∂βξ ((1− χ(φ(t)|ξ|))V1(t, |ξ|))∣∣∣ ≤ C (1 + φ(t)|ξ|)− m2(m+2) |ξ|−|β|.
Thus, we arrive at
v2(t, x) = Cm
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a21(t, ξ)fˆ(ξ) dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a22(t, ξ)fˆ(ξ) dξ
)
, (3.15)
where, for l = 1, 2, ∣∣∂βξ a2l(t, ξ)∣∣ ≤ Clβ (1 + φ(t)|ξ|)− m2(m+2) |ξ|−|β|.
Substituting (3.13) and (3.15) into (3.12) yields
V1(t,Dx)f(x) = Cm
(∫
Rn
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ(ξ) dξ +
∫
Rn
ei(x·ξ−φ(t)|ξ|)a2(t, ξ)fˆ (ξ) dξ
)
,
where the al (l = 1, 2) satisfy∣∣∂βξ al(t, ξ)∣∣ ≤ Clβ (1 + φ(t)|ξ|)− m2(m+2) |ξ|−|β|. (3.16)
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We only treat the integral
∫
Rn
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ (ξ) dξ, since the treatment of the integral∫
Rn
ei(x·ξ−φ(t)|ξ|)a2(t, ξ)fˆ(ξ) dξ is similar. Denote
(Af)(t, x) =
∫
Rn
ei(x·ξ+φ(t)|ξ|)a1(t, ξ)fˆ(ξ) dξ. (3.17)
We will show that
‖(Af)(t, x)‖Lq (Rn+1+ ) ≤ C ‖f‖H˙s(Rn). (3.18)
Note that if we set
a˜(t, ξ) =
a1(t, ξ)
|ξ|s , hˆ(ξ) = |ξ|
sfˆ(ξ),
then (3.18) is equivalent to∥∥∥∥
∫
Rn
ei(x·ξ+φ(t)|ξ|)a˜(t, ξ)hˆ(ξ) dξ
∥∥∥∥
Lq(Rn+1+ )
≤ C ‖h‖L2(Rn). (3.19)
We denote the the integral operator in the left-hand side of (3.19) still by A. In order to prove (3.19)
it suffices to establish the its dual version
‖A∗G‖L2(Rn) ≤ C ‖G‖Lp(Rn+1+ ), (3.20)
where
(A∗G)(y) =
∫
Rn
∫
R
n+1
+
ei(y−x)·ξ−φ(t)|ξ|) a˜(t, ξ)G(t, x) dtdxdξ
is the adjoint operator of A, 1p + 1q = 1, and 1 ≤ p ≤ p0 ≡ 2((m+2)n+2)(m+2)n+6 (note that 1p0 + 1q0 = 1). In
view of∫
Rn
|(A∗G)(y)|2 dy =
∫
R
n+1
+
(AA∗G)(t, x)G(t, x) dtdx ≤ ‖AA∗G‖Lq(Rn+1+ )‖G‖Lp(Rn+1+ ), (3.21)
one derives that (3.20) holds if
‖AA∗G‖Lq(Rn+1+ ) ≤ C ‖G‖Lp(Rn+1+ ), 1 ≤ p ≤ p0. (3.22)
One can write
(AA∗G)(t, x) =
∫
R
n+1
+
∫
Rn
ei((φ(t)−φ(τ))|ξ|+(x−y)·ξ) a˜(t, ξ) a˜(τ, ξ)G(τ, y) dξdτdy. (3.23)
If we choose a function β ∈ C∞0 ((1/2, 2)) as in Lemma 3.1 and set aλ(t, τ, ξ) = β(|ξ|/λ)a˜(t, ξ)
a˜(τ, ξ) for λ > 0, then we obtain a dyadic decomposition of the operator AA∗ by
(AA∗)λG =
∫
R
n+1
+
∫
Rn
ei((φ(t)−φ(τ))|ξ|+(x−y)·ξ)aλ(t, τ, ξ)G(τ, y) dξdτdy. (3.24)
In order to prove (3.22), we only need to prove
‖(AA∗)λG‖Lp′ (Rn+1+ ) ≤ C ‖G‖Lp(Rn+1+ ), 1 ≤ p ≤ p0, (3.25)
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with the constant C > 0 independent of λ > 0. Indeed, if (3.25) holds, then it follows from
Lemma 3.1 and p ≤ p0 = 2((m+2)n+2)(m+2)n+6 < 2 that
‖AA∗G‖2Lq ≤ C
∑
j∈Z
‖(AA∗)2jG‖2Lq ≤ C
∑
j∈Z
∑
k:|j−k|≤C0
‖(AA∗)2jGk‖2Lq
≤ C
∑
j∈Z
∑
k:|j−k|≤C0
‖Gk‖2Lp ≤ C ‖G‖Lp(Rn+1+ ),
where Gˆk(τ, ξ) = β(2−k|ξ|) Gˆ(τ, ξ).
Next we prove (3.25). We will use interpolation between the two cases p = 1 and p = p0.
For p = 1, a direct analysis shows that
|aλ(t, τ, ξ)| ≤ |ξ|−2s
and
‖(AA∗)λG‖L∞(Rn+1+ ) ≤
∫
R
n+1
+
∣∣∣∣
∫
Rn
ei[(φ(t)−φ(τ))|ξ|+(x−y)·ξ]aλ(t, τ, ξ) dξ
∣∣∣∣ |G(τ, y)| dydτ
≤
∫
R
n+1
+
∣∣∣∣
∫
Rn
β
( |ξ|
λ
)
|ξ|−2s dξ
∣∣∣∣ |G(τ, y)| dydτ
≤ Cλn−2s‖G‖L1(Rn+1+ ).
(3.26)
Next we prove the endpoint case p = p0 in (3.25). Namely, we shall show that
‖(AA∗)λG‖Lq(Rn+1+ ) ≤ Cλ
2
m+2
−2s ‖G‖Lp0 (Rn+1+ ) . (3.27)
Note that, for any t, τ ∈ R+ and t¯ = max{t, τ}, one has that∣∣∣∂βξ (t¯ m(m+2)n+2 aλ(t, τ, ξ))∣∣∣ ≤ |ξ|−2s− 2m(m+2)((m+2)n+2)−|β|. (3.28)
Indeed, without loss of generality, one can assume that t ≥ τ . Then it follows from (3.16) and a direct
computation that∣∣∣∂βξ (t¯ m(m+2)n+2 aλ(t, τ, ξ))∣∣∣ ≤ t m(m+2)n+2 (1 + φ(t)|ξ|)− m2(m+2) (1 + φ(τ)|ξ|)− m2(m+2) |ξ|−|β|−2s
≤ φ(t) 2m(m+2)((m+2)n+2) (φ(t)|ξ|)− 2m(m+2)((m+2)n+2) |ξ|−|β|−2s
≤ |ξ|−2s− 2m(m+2)((m+2)n+2)−|β|.
Set
b(t, τ, ξ) = λ
2s+ 2m
(m+2)((m+2)n+2) t¯
m
(m+2)n+2aλ(t, τ, ξ).
Then ∣∣∂βξ b(t, τ, ξ)∣∣ ≤ |ξ|−|β|
and we can write
(AA∗)λG =
∫
R
n+1
+
∫
Rn
ei((φ(t)−φ(τ))|ξ|+(x−y)·ξ) t¯−
m
(m+2)n+2λ
−2s− 2m
(m+2)((m+2)n+2)
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× b(t, τ, ξ)G(τ, y) dξdydτ.
Introduce the operator
Tt,τf(x) =
∫ ∫
ei((φ(t)−φ(τ))|ξ|+(x−y)·ξ) t¯−
m
(m+2)n+2 b(t, τ, ξ)f(y) dξdy.
Then, by max{t, τ} ≥ |t− τ |, we have that
‖Tt,τf‖L2(Rn) ≤ C |t− τ |−
m
(m+2)n+2 ‖f‖L2(Rn) . (3.29)
On the other hand, it follows from the method of stationary phase that
‖Tt,τf‖L∞(Rn) ≤ Cλ
n+1
2 t¯
− m
(m+2)n+2 |φ(t)− φ(τ)|−n−12 ‖f‖L1(Rn)
≤ Cλn+12 |t− τ |− m(m+2)n+2 |t− τ |−n−12 ·m+22 ‖f‖L1(Rn) .
(3.30)
Together with (3.29), this yields
‖Tt,τf‖Lq0 (Rn) ≤ Cλ
2(n+1)
(m+2)n+2 |t− τ |−
(m+2)n−2
(m+2)n+2 ‖f‖Lp0 (Rn) . (3.31)
Because of 1− ( 1p0 − 1q0 ) =
(m+2)n−2
(m+2)n+2 , it follows from the Hardy-Littlewood-Sobolev inequality that
‖(AA∗)λG‖Lq0 (Rn+1+ ) =
∥∥∥∥
∫ ∞
0
Tt,τGdτ
∥∥∥∥
Lq0 (Rn+1+ )
≤ Cλ−2s− 2m(m+2)((m+2)n+2) λ
2(n+1)
(m+2)n+2
∥∥∥∥
∫
R
|t− τ |−
(m+2)n−2
(m+2)n+2 ‖G(τ, ·)‖Lp0(Rn) dτ
∥∥∥∥
Lp0 (R)
≤ Cλ−2s+ 2m+2 ‖G‖Lp0 (Rn+1+ ) .
(3.32)
By interpolation between (3.26) and (3.32), we have that, for 1 ≤ p ≤ p0,
‖(AA∗)λG‖Lq(Rn+1+ ) ≤ Cλ
−2s+2
(
n
2
− (m+2)n+2
(m+2)q
)
‖G‖Lp(Rn+1+ ).
In particular, choosing s = n2 − (m+2)n+2(m+2)q yields estimate (3.18) for v1(t, x). The same estimate for
v2(t, x) is analogously obtained.
Thus, the proof of Lemma 3.3 is complete.
Next we treat the inhomogeneous problem (3.3). Based on Lemmas 3.1 and 3.2, we establish the
following estimate:
Lemma 3.4. Let n ≥ 2 and w solve (3.3). Then
‖w‖Lq(Rn+1+ ) ≤ C
∥∥|Dx|γ− 1m+2F∥∥Lp0 (Rn+1+ ), (3.33)
where γ = n2 − (m+2)n+2q(m+2) , q0 ≤ q <∞, and the constant C > 0 only depends on m, n and q.
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Proof. It follows from problem (3.3) that
w(t, x) =
∫ t
0
(V2(t,Dx)V1(τ,Dx)− V1(t,Dx)V2(τ,Dx))F (τ, x) dτ.
To estimate w(t, x), it suffices to treat the term
∫ t
0 V2(t,Dx)V1(τ,Dx)F (τ, x)dτ since the treatment
on the term
∫ t
0 V1(t,Dx)V2(τ,Dx)F (τ, x)dτ is completely analogous. Choose a cut-off function χ
as in (3.11). Set
w1(t, x) =
∫ t
0
χ(φ(t)Dx)χ(φ(τ)Dx)V2(t,Dx)V1(τ,Dx)F (τ, x) dτ,
w2(t, x) =
∫ t
0
χ(φ(t)Dx) (1− χ(φ(τ)Dx))V2(t,Dx)V1(τ,Dx)F (τ, x) dτ,
w3(t, x) =
∫ t
0
(1− χ(φ(t)Dx))χ(φ(τ)Dx)V2(t,Dx)V1(τ,Dx)F (τ, x) dτ,
w4(t, x) =
∫ t
0
(1− χ(φ(t)Dx)) (1− χ(φ(τ)Dx))V2(t,Dx)V1(τ,Dx)F (τ, x) dτ.
Together with (3.7)-(3.10), as in the proof of Lemma 3.3, we can write∑4j=1wj as
4∑
j=1
wj = (AF )(t, x) ≡
∫ t
0
∫
Rn
ei(x·ξ+(φ(t)−φ(τ))|ξ|)a(t, τ, ξ)Fˆ (τ, ξ) dξdτ, (3.34)
where a(t, τ, ξ) satisfies
∣∣∂βξ a(t, ξ)∣∣ ≤ C (1 + φ(t)|ξ|)− m2(m+2) (1 + φ(τ)|ξ|)− m2(m+2) |ξ|− 2m+2−|β|.
To treat (AF )(t, x) conveniently, we introduce the more general operator
(AαF )(t, x) =
∫ t
0
∫
Rn
ei(x·ξ+(φ(t)−φ(τ))|ξ|)a(t, τ, ξ)Fˆ (τ, ξ)
dξ
|ξ|α dτ, (3.35)
where 0 ≤ α < n2 is a parameter.
As in the proof of Lemma 3.3, we shall use the Littlewood-Paley argument with a bump function
β as in Lemma 3.1. Define the operator
Aαj F (t, x) =
∫ t
0
∫
Rn
ei(x·ξ+(φ(t)−φ(τ))|ξ|)β
( |ξ|
2j
)
a(t, τ, ξ)Fˆ (τ, ξ)
dξ
|ξ|α dτ. (3.36)
Note that our aim is to establish the inequality, for γ = n2 − (m+2)n+2q(m+2) , q0 ≤ q <∞,
‖w‖Lq(Rn+1+ ) ≤ C
∥∥|Dx|γ− 1m+2F∥∥Lp0
which is equivalent to proving that∥∥∥|Dx|−γ+ 1m+2w∥∥∥
Lq(Rn+1+ )
≤ C ‖F‖Lp0 (Rn+1+ ) .
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In terms of the operator Aα in (3.35) with α = γ − 1m+2 , it suffices to establish
‖AαF‖Lq(Rn+1+ ) ≤ C ‖F‖Lp0 (Rn+1+ ) . (3.37)
in order to complete the proof of (3.33).
Note that p0 < 2 < q < ∞. To derive (3.37), it follows from Lemma 3.1 that we only need to
prove
‖Aαj F‖Lq(Rn+1+ ) ≤ C ‖F‖Lp0 (Rn+1+ ) . (3.38)
By interpolation, it suffices to prove that (3.38) holds for the special cases q = q0 and q =∞. Denote
the corresponding indices α by α0 and α1. A direct computation yields α0 = n2 − (m+2)n+2q0(m+2) − 1m+2 =
0 and α1 = n2 − 1m+2 . We now treat Aα0j = A0j . Let
T 0j G(t, τ, x) =
∫
Rn
ei(x·ξ+(φ(t)−φ(τ))|ξ|)β
( |ξ|
2j
)
a(t, τ, ξ)Gˆ(τ, ξ) dξ.
We can repeat the derivation of (3.31) to get
‖T 0j G(t, τ, ·)‖Lp′0 (Rn) ≤ C |t− τ |
− (m+2)n−2
(m+2)n+2 ‖G(τ, ·)‖Lp0 . (3.39)
Note that A0jG(t, x) =
∫ t
0
T 0j G(t, τ, x) dτ . Then, by (3.39) and the Hardy-Littlewood-Sobolev in-
equality, we get ∥∥∥∥
∫
R
‖T 0j G(t, τ, x)‖Lq0x dτ
∥∥∥∥
L
q0
t
≤ C ‖G‖Lp0 .
With
K(t, τ) =
{
|t− τ |−
(m+2)n−2
(m+2)n+2 , τ ≥ 0,
0, τ < 0,
it follows from Lemma 3.2 with q = q0 that (3.38) has been obtained.
Next we prove (3.38) for q =∞. In this case, the kernel of Aα1j can be written as
Kα1j (t, x; τ, y) =
∫
Rn
β
( |ξ|
2j
)
ei((x−y)·ξ+(φ(t)−φ(τ))|ξ|)a(t, τ, ξ)
dξ
|ξ|α1 .
We now assert
sup
t,x
∫
R
n+1
+
|Kα1j (t, x; τ, y)|q0 dτdy <∞. (3.40)
Obviously, if (3.40) is true, then a direct application of Ho¨lder’s inequality yields (3.38) for q =∞.
Next we turn to the proof of (3.40). By [27, Lemma 7.2.4], we have∣∣∣Kα1j (t, x; τ, y)∣∣∣
≤ CN,n,α1λ
n+1
2
−α¯1 (|φ(t)− φ(τ)|+ λ−1)−n−12 (1 + λ∣∣|x− y| − |φ(t)− φ(τ)|∣∣)−N , (3.41)
where λ = 2j , N = 0, 1, 2, . . ., and
α¯1 =
2
m+ 2
+ α1 =
2
m+ 2
+
n
2
− 1
m+ 2
=
n
2
+
1
m+ 2
.
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It suffices to prove (3.40) in case x = 0. In fact, a direct computation yields
∫
Rn+1
|Kα1j (t, 0; τ, y)|q0 dτdy
≤
∫ ∞
−∞
∫
Rn
λ(
n+1
2
−α¯1)·q0 (|φ(t)− φ(τ)|+ λ−1)−n−12 ·q0 (1 + λ∣∣|y| − |φ(t)− φ(τ)|∣∣)−N dsdy
≤ C
∫ ∞
−∞
λ
m
2(m+2)
·q0 (|φ(t)− φ(τ)|+ λ−1)−n−12 ·q0 λ−1 (|φ(t)− φ(τ)| + λ−1)n−1 dτ
≤ C
∫ ∞
−∞
λ
m(m+2)n+2m
(m+2)((m+2)n−2)
−1 (|t− τ |+ λ− 2m+2)− 2(n−1)(m+2)(m+2)n−2 dτ
≤ C.
Thus, by interpolation, (3.38) and then further (3.33) are shown.
Relying on Lemmas 3.3 and 3.4, we have:
Lemma 3.5. Let w solve (3.3). Then
‖w‖Lq(Rn+1+ ) +
∥∥∥|Dx|γ− 1m+2w∥∥∥
Lq0 (Rn+1+ )
≤ C
∥∥∥|Dx|γ− 1m+2F∥∥∥
Lp0(Rn+1+ )
, (3.42)
where γ = n2 − (m+2)n+2q(m+2) , q0 ≤ q <∞, and the constant C only depends on m, n, and q.
Proof. Note that (
∂2t − tm∆
) |Dx|γ− 1m+2w = |Dx|γ− 1m+2F.
Then applying Lemma 3.4 with q = q0 yields∥∥∥|Dx|γ− 1m+2w∥∥∥
Lq0
≤ C
∥∥∥|Dx|γ− 1m+2F∥∥∥
Lp0
.
Together with Lemma 3.3, this gives (3.42).
4 Proof of Theorem 1.2
Based on the results of Section 3, here we shall prove Theorem 1.2. To establish the existence of a
global solution of (1.1), we shall use the iteration scheme
{
∂2t uk − tm∆uk = |uk−1|p,
uk(0, ·) = u0(x), ∂tuk(0, ·) = u1(x),
(4.1)
where u−1 ≡ 0.
Proof of Theorem 1.2. We divide the proof into two parts.
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Part 1. pconf(m,n) ≤ p ≤ (m+2)(n−2)+6(m+2)(n−2)−2 .
We will show that there is a solution u ∈ Lr(Rn+1+ ) of (1.1) with r =
(
m+2
2 n+ 1
) p−1
2 such that
uk → u and |uk|p → |u|p in D′(Rn+1+ ) as k →∞.
We have that 1m+2 ≤ γ = n2 − (m+2)n+2r(m+2) ≤ 1 + 1m+2 (using r ≥ q0). Set
Mk = ‖uk‖Lr(Rn+1+ ) +
∥∥∥|Dx|γ− 1m+2uk∥∥∥
Lq0 (Rn+1+ )
. (4.2)
Suppose that we have already shown that, for l = 1, 2, . . . , k,
Ml ≤ 2M0 ≤ Cǫ0. (4.3)
Then we prove that (4.3) also holds for l = k + 1. Applying Lemma 3.4 to the equation(
∂2t − tm∆
)
(uk+1 − u0) = F (uk),
where F (uk) = |uk|p, we arrive at
Mk+1 ≤ C
∥∥|Dx|γ− 1m+2 (F (uk))∥∥Lp0 (Rn+1+ ) +M0
≤ C ‖F ′(uk)‖
L
(m+2)n+2
4 (Rn+1+ )
∥∥|Dx|γ− 1m+2uk∥∥Lq0 (Rn+1+ ) +M0
≤ C‖F ′(uk)‖
L
(m+2)n+2
4 (Rn+1+ )
Mk +M0.
(4.4)
We mention that in this computation the following Leibniz’s rule for fractional derivatives has been
used (see [2, 3] for details):∥∥|Dx|γ− 1m+2F (u)(s, ·)∥∥Lp1 (Rn) ≤ ‖F ′(u)(s, ·)‖Lp2 (Rn)‖|Dx|γ− 1m+2u(s, ·)‖Lp3 (Rn), (4.5)
where 1p1 =
1
p2
+ 1p3 with pi ≥ 1 (1 ≤ i ≤ 3) and 0 ≤ γ − 1m+2 ≤ 1. Moreover, it follows from
Ho¨lder’s inequality that
‖F ′(uk)‖
L
(m+2)n+2
4 (Rn+1+ )
≤ C ‖uk‖p−1Lr(Rn+1+ ) ≤ CM
p−1
k ≤ C(2M0)p−1. (4.6)
Thus, if M0 ≤ Cǫ0 and ǫ0 is so small that
C(2M0)
p−1 ≤ C˜ǫp−10 ≤
1
2
,
then we have
Mk+1 ≤ 1
2
Mk +M0 ≤ 2M0.
Next we estimate M0. By Lemma 3.3, we have that
M0 ≤ C
(
‖f‖H˙s(Rn) + ‖g‖H˙s− 2m+2 (Rn)
)
≤ Cǫ0, (4.7)
where s = n2 − (m+2)n+2(m+2)r and q0 ≤ r < ∞. Therefore, we have obtained the uniform boundedness
of {Mk}.
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Next we show that the sequence {uk} is convergent under the weaker norm ‖ · ‖Lq0 (Rn+1+ ). Set
Nk = ‖uk − uk−1‖Lq0 (Rn+1+ ). Then
Nk+1 = ‖uk+1 − uk‖Lq0 (Rn+1+ ) ≤ ‖F (uk)− F (uk−1)‖Lp0 (Rn+1+ )
≤ (‖uk‖Lr(Rn+1+ ) + ‖uk−1‖Lr(Rn+1+ ))p−1‖uk − uk−1‖Lq0 (Rn+1+ )
≤ (Mk +Mk−1)p−1‖uk − uk−1‖Lq0 (Rn+1+ ) ≤ Cǫ
p−1
0 ‖uk − uk−1‖Lq0 (Rn+1+ )
≤ 1
2
‖uk − uk−1‖Lq0 (Rn+1+ ) =
1
2
Nk
(4.8)
Therefore, uk → u in Lq0(Rn+1+ ) and hence inD′(Rn+1+ ). This yields that there exists a subsequence,
which is still denoted by {uk}, such that uk → u a.e. In view of ‖uk‖Lr(Rn+1+ ) ≤ 2M0, it follows
from Fatou’s lemma that
‖u‖Lr(Rn+1+ ) ≤ lim infk→∞ ‖uk‖Lr(Rn+1+ ) ≤ 2M0 ≤ Cǫ0 <∞.
It remains to prove that F (uk)→ F (u) in D′(Rn+1+ ) in order to show that u is a solution of (1.1). In
fact, for any fixed compact set K ⋐ Rn+1+ , one has
‖F (uk)− F (u)‖L1(K) ≤ CK‖F (uk)− F (u)‖Lp0 (K)
≤ CK(‖uk‖Lr(Rn+1+ ) + ‖u‖Lr(K))
p−1‖uk − u‖Lq0 (K)
≤C˜Kǫp−10 ‖uk − u‖Lq0 (K) → 0 as k →∞.
(4.9)
Thus |uk|p → |u|p in L1loc(Rn+1+ ) and hence in D′(Rn+1+ ).
The proof of Part 1 is complete.
Part 2. p ≥ (m+2)(n−2)+6
(m+2)(n−2)−2
, p is an integer, and |up| in (1.1) is replaced with ±up.
We will show that there is a solution u ∈ Lr(Rn+1+ ) of (1.1) with r =
(
m+2
2 n+ 1
) p−1
2 such that
uk → u and upk → up in D′(Rn+1+ ) as k →∞.
We have that γ = n2 − (m+2)n+2(m+2)r > 1 + 1m+2 . Let
Mk = sup
q0≤q≤r
∥∥∥∥|Dx| (m+2)n+2q(m+2) − 2m+2 · 2p−1uk
∥∥∥∥
Lq(Rn+1+ )
. (4.10)
Applying Lemma 3.4 to the equation(
∂2t − tm∆
)
(uk+1 − u0) = |uk|p
yields
Mk+1 ≤M0 + Cp
∥∥∥|Dx|n2− 1m+2− 2m+2 · 2p−1 |uk|p∥∥∥
Lp0(Rn+1+ )
. (4.11)
To treat the second summand on the right-hand side of (4.11), we need the following variant of (4.5)
(see [16] for details):
‖|Dx|σ(fg)‖Lp ≤ C ‖|Dx|σf‖Lr1 ‖g‖Lr2 + C‖f‖Ls1 ‖|Dx|σg‖Ls2 , (4.12)
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where 0 ≤ σ ≤ 1, 1 < rj , sj <∞, and 1p = 1r1 + 1r2 = 1s1 + 1s2 .
By (4.12) together with the fact that, for a given multi-index α and 1 < p <∞,
‖Dαxf‖Lp ≤ Cp,α
∥∥∥|Dx||α|f∥∥∥
Lp
,
we arrive at
∥∥∥|Dx|n2− 1m+2− 2m+2 2p−1 (|uk|p)∥∥∥
Lp0 (Rn+1+ )
≤ C
p∏
j=1
‖|Dx|αjuk‖Lqj (Rn+1+ ) ,
where 0 ≤ αj ≤ n2 − 1m+2 − 2m+2 2p−1 and
p∑
j=1
αj =
n
2
− 1
m+ 2
− 2
m+ 2
2
p− 1 . (4.13)
Let q0 ≤ qj <∞ satisfy
p∑
j=1
1
qj
=
1
p0
, (4.14)
where qj is determined by
(m+ 2)n+ 2
qj(m+ 2)
− 2
m+ 2
2
p− 1 = αj.
From this, we have
q0 ≤ qj ≤ (m+ 2)n+ 2
4
(p− 1)
and
p∑
j=1
1
qj
=
m+ 2
(m+ 2)n+ 2
p∑
j=1
(
αj +
2
m+ 2
· 2
p− 1
)
=
m+ 2
(m+ 2)n+ 2
(
n
2
− 1
m+ 2
− 2
m+ 2
2
p− 1 +
2p
m+ 2
2
p− 1
)
=
1
p0
.
(4.15)
Thus one has from (4.11) that
Mk+1 ≤M0 + CpMpk .
Suppose that Mk ≤ 2M0 ≤ Cǫ0 holds. Then
Mk+1 ≤M0 + Cp(2M0)p−1Mk ≤M0 + C˜pǫp−10 Mk.
If ǫ0 > 0 is so small that C˜pǫp−10 ≤ 1/2, then
Mk+1 ≤M0 + 1
2
Mk ≤M0 + 1
2
· 2M0 = 2M0.
Thus, we have obtain the uniform boundedness of the Mk provided that M0 ≤ Cǫ0.
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Furthermore, we then have that, if Nk is defined as in (4.8),
Nk+1 = ‖uk+1 − uk‖Lq0 (Rn+1+ )
≤ ‖|uk|p − |uk−1|p‖Lp0(Rn+1+ )
≤
(
‖uk‖Lr(Rn+1+ ) + ‖uk−1‖Lr(Rn+1+ )
)p−1
‖uk − uk−1‖Lq0 (Rn+1+ )
≤
(
sup
q0≤q≤r
∥∥∥∥|Dx| (m+2)n+2q(m+2) − 2m+2 · 2p−1uk
∥∥∥∥
Lq(Rn+1+ )
+ sup
q0≤q≤r
∥∥∥∥|Dx| (m+2)n+2q(m+2) − 2m+2 · 2p−1uk−1
∥∥∥∥
Lq(Rn+1+ )
)p−1
‖uk − uk−1‖Lq0 (Rn+1+ )
≤ (Mk +Mk−1)p−1 ‖uk − uk−1‖Lq0 (Rn+1+ )
≤ Cǫp−10 ‖uk − uk−1‖Lq0 (Rn+1+ )
≤ 1
2
‖uk − uk−1‖Lq0 (Rn+1+ ) =
1
2
Nk.
Thus, uk → u in Lq0(Rn+1+ ) as k →∞. From here we can finish the proof of Part 2 as in Part 1.
Part 1 and Part 2 jointly constitute the proof of Theorem 1.2.
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