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Resumen
El objetivo del presente trabajo es la obtenci´ on de la variable latente Satisfac-
ci´ on Global del Consumidor (SGC), a partir de 25 indicadores proporcionados
por la revista Autopista para 130 modelos de coches. La metodolog´ ıa empleada
es la modelizaci´ on mediante Sistemas de Ecuaciones Estructurales bas´ andonos
en consideraciones te´ oricas y en las variables latentes observadas en un An´ ali-
sis Factorial Exploratorio previo. C´ omo resultado se obtienen tres factores de
satisfacci´ on del consumidor en los que subyacen los siguientes factores parcia-
les: Apariencia, Comportamiento, Econom´ ıa, Prestaciones t´ ecnicas, Potencia y
Habitabilidad. Los dos primeros factores se establecen como modelos de An´ ali-
sis Factorial Conﬁrmatorio de segundo orden. Las conclusiones de este trabajo
permiten una mejor comprensi´ on de las dimensiones de la satisfacci´ on del con-
sumidor y una mejora en la estimaci´ on de los ´ ındices.
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11. Introducci´ on
En este trabajo construimos varios modelos causales basados en resultados cuali-
tativos existentes en la industria automovil´ ıstica utilizando la metodolog´ ıa de las ecua-
ciones estructurales. Algunos de estos modelos son simples modelos de medida y otros
combinan un modelo de medida con un modelo de factor latente.
En un modelo de medida un concepto se une a una o m´ as variables latentes, y
´ estas se unen a variables observadas (Bollen (1989)). Existen conceptos abstractos (in-
teligencia, expectativas etc.) o concretos (edad, sexo, etc.). El concepto que deseamos
analizar es la Satisfacci´ on del Consumidor y la representaci´ on de este concepto en la
forma de una variable latente ser´ a tanto la Satisfacci´ on Parcial del Consumidor (SPC)
como la Satisfacci´ on Global (SGC).
Existen dos tipos de deﬁniciones de la Satisfacci´ on del Consumidor (SC) (Yi
(1990, p. 69)). El primer tipo considera la Satisfacci´ on del Consumidor como un re-
sultado obtenido de la experiencia de consumir. Por ejemplo, “el estado cognitivo del
comprador tras ser premiado adecuada o inadecuadamente por los sacriﬁcios que ha
soportado”1 (Howard & Sheth (1969, p. 145)); “el estado psicol´ ogico resultante cuan-
do los sentimientos no conﬁrman las expectativas sobre la experiencia que supuso
consumir en base a los sentimientos iniciales” (Oliver (1981, p. 27)). El segundo tipo
de deﬁnici´ on considera la satisfacci´ on del consumidor como un proceso y aﬁrma que
“la satisfacci´ on del consumidor es la evaluaci´ on de que la experiencia que supuso con-
sumir fue por lo menos tan buena como se supon´ ıa que deber´ ıa ser” (Hunt (1977, p.
459)), como “una evaluaci´ on de que la elecci´ on es consistente con las creencias ini-
ciales” (Engel & Blackwell. (1982, p. 459)), y como “la respuesta del consumidor a la
evaluaci´ on de la discrepancia percibida entre las expectativas iniciales y el rendimiento
o resultado efectivo del producto tal y como ha sido percibido tras su consumo” (Tse
& Wilton (1988, p. 204)).
La teor´ ıa de la satisfacci´ on del consumidor radica en tres ´ areas: deﬁnici´ on y me-
dici´ on, antecedentes y consecuencias. “La satisfacci´ on del consumidor est´ a general-
mente deﬁnida como la respuesta del consumidor a la evaluaci´ on de la discrepancia
percibida entre las expectativas y los resultados o rendimientos percibidos del produc-
to. La satisfacci´ on del consumidor se encuentra determinada por un est´ andar previo a
la experiencia y la conﬁmaci´ on del mismo. Se supone que la conﬁrmaci´ on y la no con-
ﬁrmaci´ on determinan la satisfacci´ on y la no satisfacci´ on del consumidor” (Yi (1990,
p.111)).
Por un lado, el primer tipo de deﬁnici´ on considera que la Satisfacci´ on del Consu-
midor es una respuesta emocional acerca de las experiencias, sin realizar evaluaci´ on
alguna de las expectativas. Por otro lado, el segundo tipo de deﬁnici´ on considera que
la satisfacci´ on del consumidor es una evaluaci´ on de las expectativas y los resultados
1efectivos.
Anteriores estudios p.e. Fornell (1992) y Fornell, Johnson, Anderson, Cha & Br-
yant (1996) basados en la SGC se han centrado en los procesos que rodean la satis-
facci´ on del consumidor los cuales tienen en cuenta sus antecedentes y consecuencias.
Este estudio est´ a basado en las interrelaciones entre la satisfacci´ on producida por los
atributos de los diferentes coches y no en el proceso que subyace en el concepto de
la Satisfacci´ on del Consumidor. Trataremos de conceptualizar los factores clave de la
satisfacci´ on del consumidor e integrar sus interrelaciones en modelos comprensibles.
Finalmente, haremos el esfuerzo de desarrollar modelos contrastables de la satisfac-
ci´ on del consumidor a trav´ es de un dise˜ no factorial.
Nuestro objetivo es obtener un ´ Indice de Satisfacci´ on Global del Consumidor
(ISGC) aplicado a la industria automovil´ ıstica espa˜ nola. Para ello previamente ob-
tenemos los ´ Indices de Satisfacci´ on Parcial del Consumidor (ISPC). Suponemos que
estos ISPC, uniformes y comparables, son una medida de la Satisfacci´ on del Consu-
midor (SC). La obtenci´ on de los ´ ındices requiere de una metodolog´ ıa con una teor´ ıa
fundamental: la teor´ ıa debe admitir que las variables latentes del modelo representan
distintas evaluaciones del consumidor que no pueden ser medidas directamente. Por lo
tanto, para medir la SC empleamos un m´ etodo de indicadores m´ ultiples.
A la hora de deﬁnir la SC nos planteamos algunas cuestiones. ¿Es la SC una eva-
luaci´ on global, una evaluaci´ on de los componentes, o una evaluaci´ on global basada en
la evaluaci´ on de los componentes? El prop´ osito de este art´ ıculo es proponer un nuevo
m´ etodo de representar la estructura de la SC para as´ ı estudiar y comparar las impli-
caciones de sus representaciones. En este trabajo nos centraremos en la SC como una
evaluaci´ on global basada en las evaluaciones de sus componentes.
En la base de este estudio contamos con que quiz´ as podr´ ıa existir una interdepen-
dencia (o correlaciones percibidas) entre la satisfacci´ on producida por los atributos
de los diferentes modelos de coches. Creemos que estas correlaciones percibidas son
medidas de un mismo concepto. Esto nos permite representar una estructura vertical
con una jerarqu´ ıa de atributos de dos maneras distintas. La primera de ellas como un
modelo de An´ alisis Factorial de Primer Orden (AFPO) y la segunda como un modelo
de An´ alisis Factorial de Segundo Orden (AFSO).
El modelo de AFSO ofrece una informaci´ on m´ as expl´ ıcita acerca de las subestruc-
turas subyacentes en el concepto general (Yi (1989)). De este modo el modelo AFSO
deber´ ıa alcanzar una mayor validez convergente que el modelo AFPO con un ´ unico
factor.
La representaci´ on estructural de los modelos planteados podr´ ıa quiz´ as no mejo-
rar la estimaci´ on de los ´ ındices, sin embargo, la representaci´ on estructural es ´ util para
entender las dimensiones que subyacen en los mismos. Mantenemos que la SGC se
2construye como una red de satisfacciones parciales interrelacionadas entre s´ ı. Por con-
siguiente, un cambio en la promoci´ on, la informaci´ on, la publicidad etc. de un atributo
cambiar´ ıa la satisfacci´ on producida por otros atributos.
Los modelos de ecuaciones estructurales constituyen una de las herramientas m´ as
potentes para el estudio de relaciones causales sobre datos no experimentales cuando
estas relaciones son de tipo lineal. Sin embargo, estos modelos nunca prueban la cau-
salidad, solo ayudan a seleccionar entre las hip´ otesis causales relevantes, desechando
aquellas no soportadas por la evidencia emp´ ırica. As´ ı, las teor´ ıas causales son suscep-
tibles de ser estad´ ısticamente rechazadas si se contradicen con los datos, es decir, con
las covarianzas o correlaciones entre variables. En cambio, las teor´ ıas no pueden ser
conﬁrmadas estad´ ısticamente.
Lo que acabamos de aﬁrmar signiﬁca que mediante esta metodolog´ ıa no tratamos
de conﬁrmar una teor´ ıa sino de observar si nuestras teor´ ıas causales son rechazadas
o no. Por consiguiente las relaciones causales que establezcamos en este trabajo no
constituyen las ´ unicas hip´ otesis te´ oricas susceptibles de ser analizadas.
Los diferentes modelos est´ an inspirados en los resultados de un An´ alisis Facto-
rial Exploratorio (AFE) previo. De aqu´ ı derivaremos tres modelos deﬁnitivos que nos
proporcionar´ an varios ´ Indices de Satisfacci´ on Parcial del Consumidor (ISPC). Final-
mente, estos ISPC compondr´ an las dimensiones del ISGC.
El trabajo se organiza como sigue. La siguiente secci´ on se ocupa de la medici´ on
de las variables observadas. En la secci´ on 3 se exponen con detalle cada uno de los
modelos y ﬁnalmente la secci´ on 4 establece las conclusiones de este trabajo.
2. Medici´ on de la Satisfacci´ on del Consumidor
Existen dos m´ etodos de medici´ on: m´ etodos directos e indirectos. A la hora de me-
dirlaSCprincipalmenteseempleanm´ etodosdeencuestasdirectasdebidoasuclaridad
de prop´ ositos y la sencillez de las respuestas. Sin embargo, existen tambi´ en problemas
de recelo, sesgo de selecci´ on y sesgo de no respuesta. Los m´ etodos indirectos reco-
gen datos que provienen de las quejas de los consumidores y las compras reiteradas.
Ambos m´ etodos se complementan entre s´ ı (Yi (1990)).
Utilizamos m´ etodos de encuesta directos y conocemos indirectamente cuales son
las posibles quejas. Consumidores de coches reci´ en comprados (365186), rellenan vo-
luntariamente un cuestionario que aparece semanalmente en la revista Autopista (una
de las revistas del autom´ ovil m´ as vendidas en Espa˜ na). Una vez que el encuestado
es identiﬁcado como consumidor se trabaja con el cuestionario referido a la satisfac-
ci´ on del consumidor. La encuesta recoge informaci´ on acerca de la marca del coche, el
3modelo, la versi´ on, el a˜ no de adquisici´ on, el n´ umero de kil´ ometros por a˜ no, el actual
n´ umero de kil´ ometros, los criterios por los que eval´ ua su coche, las razones que le
llevaron a comprarlo, el tipo de aver´ ıas que ha tenido, que aver´ ıas fueron solucionadas
dentro de la garant´ ıa, la ´ ultima vez que llev´ o el coche al taller y la importancia de la
intervenci´ on. No se pregunta directamente acerca de las quejas que el consumidor pu-
do realizar, sin embargo, una referencia acerca de las aver´ ıas y la garant´ ıa nos da pistas
acerca de las posibles quejas formuladas.
Esta encuesta fue llevada a cabo por los lectores de la revista Autopista, mediante
una tarjeta de respuesta que es despu´ es enviada por correo. Tomando una muestra
aleatoria del total de los encuestados, se contrasta la veracidad de los datos de titulares,
marca, modelo y matr´ ıcula. La informaci´ on fue recogida en once etapas, desde abril
de 1995 a junio de 2000. Finalmente, la revista obtiene una lista de 130 modelos de
coches. Ya que el total de encuestados fue de 365186 podr´ ıamos decir que estos 130
modelos de coches casi representan la poblaci´ on de modelos de coches existentes en
aquel momento.
Para identiﬁcar los factores te´ oricos utilizados en nuestros modelos entrevistamos
a tres de los encuestados por la revista. Los entrevistados responden que son principal-
mente cinco los factores que les inﬂuyeron a la hora de comprar el coche: apariencia,
comportamiento, econom´ ıa, potencia, prestaciones t´ ecnicas y habitabilidad.
Fiabilidad y Validez de las medidas
En la encuesta, los consumidores se˜ nalan su grado de satisfacci´ on sobre 25 atribu-
tos tales como dise˜ no, habitabilidad, seguridad, direcci´ on, consumo, confort, etc. De
acuerdo con las categor´ ıas de una escala de Likert1 los encuestados asignan un valor
(-2, -1, 0, +1, y +2) que reﬂeje su nivel de satisfacci´ on (muy insatisfecho, insatisfecho,
ni lo uno ni lo otro, satisfecho y muy satisfecho). En primer lugar, la revista, aplicando
la f´ ormula yjh = 2;5(xjh + 2), transforma estos ´ ındices que se encuentran en una es-
cala de 5 puntos, xjh, en una escala entre 0 y 10 puntos, yjh, donde j se reﬁere a cada
uno de los atributos y h a cada uno de los 130 modelos de coches. A continuaci´ on, con
el ﬁn de obtener un ´ Indice de Satisfacci´ on Parcial del Consumidor para cada uno de
los 25 atributos, la revista calcula la puntuaci´ on media teniendo en cuenta el n´ umero
de personas que responde para cada uno de los modelos de coche.
Experiencias anteriores llevan a los autores a aﬁrmar que en los mercados compe-
titivos la distribuci´ on de frecuencias de los indicadores de satisfacci´ on tiene siempre
una asimetr´ ıa negativa2 (Fornell (1995)). Por tanto, al utilizar una escala de 10 pun-
tos, la cual discrimina mejor entre los modelos de coches, se reducen los problemas
1Escala de Likert: suma de respuestas que oscila de completamente de acuerdo a completamente en
desacuerdo sobre varias de las caracter´ ısticas que indican la satisfacci´ on con el producto.
2Los 25 indicadores de satisfacci´ on de la tabla de datos presentan, en general, una peque˜ na asimetr´ ıa
negativa. V´ eanse las Tablas 4, 8 y 12 en las p´ aginas siguientes.
4estad´ ısticos de extrema asimetr´ ıa (Andrews (1984)).
3. Los modelos
Nuestros modelos se basan en tres principios fundamentales. El primero de ellos
reconoce que el signiﬁcado de las variables depende del contexto en el que son aplica-
das (Blalock (1982); Fornell (1982), Fornell (1989); Fornell & Yi (1992)). El segundo
aﬁrma que todas las variables han sido medidas con cierto nivel de error (Andrews
(1984)). Y el tercero dice que el factor “Satisfacci´ on Global del Consumidor” no es
directamente observable (Howard & Sheth (1969); Oliver (1981); Westbrook & Reilly
(1992)).
El ISC es especiﬁcado como una variable latente en un sistema representado por
m´ ultiples ecuaciones, donde el error de medida es tenido en cuenta. Una diferencia
entre estos ISC y otros ´ ındices de satisfacci´ on es que este ISC es medido (y estimado)
en el contexto de variables interrelacionadas (tal y como es representado en un modelo
de ecuaciones estructurales). El m´ etodo empleado por la mayor´ ıa de los departamentos
de marketing comerciales hoy en d´ ıa consiste en medir la satisfacci´ on fuera del con-
texto en el que deber´ ıa ser aplicado. De este modo, muchas empresas no encuentran
una fuerte relaci´ on entre las mediciones de satisfacci´ on y los resultados econ´ omicos.
Aunque quiz´ as todas las relaciones especiﬁcadas no sean lineales, suponemos que las
aproximaciones lineales son lo suﬁcientemente buenas (Fornell (1992)).
Desde principios del siglo XX, los psic´ ometras comienzan a desarrollar modelos
que sirven para estudiar conceptos abstractos denominados factores o constructos. Los
m´ ascomunesdeestosmodelossonelan´ alisisfactorialexploratorio(Spearman(1904))
y el an´ alisis factorial conﬁrmatorio (J¨ oreskog (1969)).
El An´ alisis Factorial Cl´ asico es uno de los modelos de variables latentes m´ as anti-
guo. En un principio se utiliz´ o como una t´ ecnica de an´ alisis de datos exploratorio. M´ as
recientemente, ha sido desarrollado como una herramienta de contraste de hip´ otesis,
primordialmente debido al trabajo de J¨ oreskog (1969). Desde el punto de vista de un
an´ alisis factorial exploratorio, el an´ alisis se centra en encontrar el menor n´ umero de
factores comunes que tengan en cuenta las correlaciones o covarianzas entre las va-
riables. Desde el punto de vista de un an´ alisis factorial conﬁrmatorio, el an´ alisis se
centra en implementar las hip´ otesis basadas en la teor´ ıa sobre el modo en el que un
dominio de variables puede ser estructurada, y contrastar la idoneidad de las hip´ otesis
empleando m´ etodos estad´ ısticos.
Los fen´ omenos de inter´ es son normalmente complejos, tienen muchos aspectos,
obedecen a m´ ultiples causas y est´ an frecuentemente medidos con error. Debido a ello
si deseamos identiﬁcar el origen de esta variabilidad es necesario utilizar m´ etodos
5multivariantes adecuados como los modelos de ecuaciones estructurales. Estos mo-
delos permiten incorporar el error de medida y considerar relaciones rec´ ıprocas entre
factores. En su forma m´ as general combinan modelos de variables latentes y modelos
de medida.
Por todo ello, la metodolog´ ıa empleada es una modelizaci´ on basada en ecuaciones
estructurales. Los resultados ﬁnales sugieren que estas representaciones estructurales
ofrecenunajustesatisfactoriodelosdatos.Esteajustesatisfactorionospermiteestimar
varios ´ ındices y compararlos con el calculado por la revista (la media de los´ ındices de
satisfacci´ on parcial para los 25 atributos de los coches calculados por la revista).
En la mayor´ ıa de los m´ etodos de estimaci´ on suponemos que las variables tienen
una distribuci´ on el´ ıptica o normal (v´ ease Bentler (1998)). Si esta suposici´ on es falsa,
el contraste estad´ ıstico de validaci´ on del modelo propuesto, puede quiz´ as no tener la
distribuci´ on Â2 esperada. De este modo, deber´ ıamos utilizar otro contraste estad´ ıstico
que tenga un comportamiento mejor ante una distribuci´ on mal especiﬁcada. Satorra
& Bentler (1988) y Satorra & Bentler (1994) desarrollaron algunas correcciones en el
contraste de bondad de ajuste est´ andar para obtener una distribuci´ on m´ as pr´ oxima a
una Â2.
Dado que los resultados han sido dados en una escala de 10 puntos y que la distri-
buci´ on de las variables no tiene una excesiva asimetr´ ıa, no deber´ ıan existir problemas
para la utilizaci´ on del m´ etodo de m´ axima verosimilitud (Olsson (1979)). Por consi-
guiente, las funciones de m´ axima verosimilitud y m´ axima verosimilitud robusta son
utilizadas para la estimaci´ on del modelo. El estad´ ıstico robusto utilizado es el estad´ ısti-
co de contraste escalado de Satorra-Bentler citado en el p´ arrafo anterior.
Te´ oricamente sabemos cuales son los factores o dimensiones relacionadas con la
satisfacci´ on del consumidor de un modelo de coche: la apariencia del coche, la ha-
bitabilidad, el comportamiento, la econom´ ıa, la potencia y las prestaciones t´ ecnicas.
Sin embargo, para saber como estructurar tales dimensiones desde el punto de vista de
un modelo de ecuaciones estructurales comenzamos por efectuar un An´ alisis Factorial
Exploratorio.
El objetivo principal del An´ alisis Factorial Cl´ asico es explicar las covarianzas o co-
rrelaciones entre la mayor parte de las variables mediante unas pocas variables latentes
subyacentes. En este sentido, se trata de una t´ ecnica de reducci´ on de la dimensionali-
dad de los datos.
Optamos por el AFE en lugar del An´ alisis de Componentes Principales (ACP) por-
que su ﬁlosof´ ıa de planteamiento coincide con la de los modelos de ecuaciones estruc-
turales donde las variables observadas dependen de los factores comunes y espec´ ıﬁcos
que no son observables.
6Uno de los objetivos del An´ alisis Factorial es representar las relaciones entre los
conjuntos de variables de modo parsimonioso. Es decir, explicar las correlaciones ob-
servadas utilizando el menor n´ umero de factores posible. Por otro lado, ser´ ıa con-
veniente que los factores fueran signiﬁcativos. Por consiguiente, una buena soluci´ on
factorial se da tanto por su simplicidad como por su interpretabilidad.
Efectuamos por tanto un An´ alisis Factorial Exploratorio y lo estimamos mediante
M´ ınimos Cuadrados Generalizados. El m´ etodo de los m´ ınimos cuadrados generaliza-
dos, para un n´ umero ﬁjo de factores, consiste en una matriz factorial de dise˜ no que
minimiza la suma de las diferencias al cuadrado entre las matrices de correlaci´ on ob-
servadas y estimadas. Las correlaciones est´ an ponderadas inversamente por las unici-
dades o especiﬁcidades de las variables. Es decir, a las correlaciones que impliquen
variables con alta especiﬁcidad se les da menos peso que a las correlaciones con baja
especiﬁcidad.
Para decidir cuantos factores necesitamos para representar los datos, es de gran
ayuda examinar el porcentaje de varianza total explicado por cada uno de dichos fac-
tores. La varianza total es la suma de la varianza de cada variable. Por simplicidad,
todas las variables y factores est´ an expresados en forma estandarizada de media cero
y desviaci´ on est´ andar 1.
Cuadro 1: Autovalores y porcentajes de varianza proyectados en factores no rota-
dos
FACTOR TOTAL % DE LA VARIANZA % ACUMULADO
1 11,219 44,875 44,875
2 2,752 11,008 55,883
3 1,788 7,150 63,033
4 1,629 6,514 69,547
5 1,142 4,570 74,117
Los cinco primeros factores recogen un 74;12% de la varianza. Analizamos por
tanto los primeros cinco factores cuyo valor propio es superior a 1.
Una vez que hemos decidido cuantos factores extraer de nuestro conjunto de varia-
bles originales, tenemos la opci´ on de redeﬁnir los factores para redistribuir la varianza
explicada entre los factores nuevamente deﬁnidos.
Aunque la matriz factorial obtenida en la fase de extracci´ on indique la relaci´ on
entre los factores y las variables individuales, a menudo es dif´ ıcil identiﬁcar factores
signiﬁcativos basados en esta matriz. Es decir, en ocasiones las variables y los factores
no aparecen correlacionados en un esquema interpretable te´ oricamente ya que la ma-
yor´ ıa de los factores est´ an correlacionados con muchas variables. Por tanto, ya que uno
7de los objetivos del an´ alisis factorial es identiﬁcar factores que sean substantivamente
signiﬁcativos (en el sentido de que resumen conjuntos de variables muy relacionados)
la fase de rotaci´ on del an´ alisis factorial trata de transformar la matriz inicial en una que
sea m´ as f´ acil de interpretar.
El objetivo de la rotaci´ on es alcanzar una estructura simple. Esto signiﬁca que
queremos que cada factor tenga ponderaciones o saturaciones distintas de cero tan solo
para algunas de las variables. Esto nos ayudar´ a a interpretar los factores. Tambi´ en ser´ ıa
conveniente que cada variable tenga saturaciones distintas de cero en tan solo unos
pocos factores, preferentemente en uno. Esto permite que los factores se diferencien
entre s´ ı.
Cuadro 2: Autovalores y porcentajes de varianza proyectados en factores rotados
FACTOR TOTAL % DE LA VARIANZA % ACUMULADO
1 8,192 32,768 32,768
2 3,544 14,176 46,944
3 2,454 9,815 56,759
4 1,603 6,413 63,172
5 1,253 5,010 68,182
Tras la rotaci´ on ortogonal Varimax de los 5 factores extra´ ıdos observamos como la
varianza explicada inicialmente por cada uno de los factores (Tabla 2) se reparte m´ as
homog´ eneamente entre los 5 primeros factores. Por ejemplo, en un principio el primer
factor recog´ ıa un 44;8% de la varianza y tras la rotaci´ on, pasa a recoger un 32;8%
del total de la varianza.
A continuaci´ on observamos la tabla que recoge la matriz factorial extra´ ıda tras la
rotaci´ on de los 5 primeros factores retenidos:
En esta tabla observamos las saturaciones de los cinco factores que hemos reteni-
do. Consideramos como signiﬁcativas aquellas ponderaciones cuyo valor sea superior
a 0;40 (Aznar (1974))3. La Tabla 3 no solo puede ser interpretada como las ponde-
raciones de cada variable en cada uno de los cinco factores, sino como el grado de
representatividad de cada una de las variables en cada factor.
Por un lado, en algunas variables la representatividad o signiﬁcatividad es exclu-
siva de un solo factor como es el caso de acabado y seguridad, en el factor 1 o de
Habitabilidad en el factor 3. Por otro lado, otras variables son signiﬁcativas en varios
3Valores inferiores a 0,40 han sido borrados de la Tabla 3. Este umbral adoptado por Aznar (1974) es
un criterio arbitrario que consideramos adecuado para nuestro caso. V´ ease el ap´ endice, con la denomina-
ci´ on de las variables, en la p´ agina 27
8Cuadro 3: Matriz de factores rotados
COMPONENTES
N´ UM. VARIABLES 1 2 3 4 5
1 DIESTETI 0,604












14 CAMBIO 0,579 0,447
15 VELOCIDA 0,517 0,766
16 ACRECUPE 0,421 0,839









factores simult´ aneamente como por ejemplo la variable velocidad, la cual es signiﬁca-
tiva en los factores 1 y 2.




1. Tan solo uno de los factores latentes del modelo debe tener un efecto directo en
la variable observada (sin variables intervinientes entre la variable observada y
el factor).
2. Los factores latentes excluidos del modelo no han de tener efecto directo alguno
sobre la variable observada.
Si el factor excluido est´ a relacionado con alguno de los factores incluidos la suposici´ on
de incorrelaci´ on entre los t´ erminos de error y los factores no se cumple. Si el factor
9excluido tiene alg´ un efecto sobre dos de las variables observadas, el error de medici´ on
de ambos contendr´ a dicho efecto y la suposici´ on de incorrelaci´ on entre los t´ erminos
de error y los factores tampoco se cumplir´ a.
Un buen indicador a priori de la validez de una medida en cada uno de los factores
se obtiene del contenido de la Tabla 3, obtenida tras un AFE. En la misma podemos
observar las ponderaciones de cada factor y determinar que pesos inferiores a 0;4
correspondena una escasa signiﬁcatividadde la variableenel factory por consiguiente
a una mala validez de la medida.
Por tanto el problema de validez, a partir de la Tabla 3, es importante no solo a la
hora de comprobar la validez de cada variable en cada uno de los factores latentes sino
tambi´ en para saber como atribuir cada una de las dimensiones te´ oricas a cada una de
las 25 variables.
Primer Factor
En el primer factor existen un total de 18 variables signiﬁcativas (con ponderacio-
nes mayores que 0;4). Doce de esas variables son signiﬁcativas tan solo en el primer
factor y 6 son signiﬁcativas simult´ aneamente con otros factores. Bas´ andonos en los
factores te´ oricos que subyacen en la satisfacci´ on del consumidor de un modelo de
coche, elegimos las siguientes variables: acabado, puesto de conducci´ on, seguridad,
frenos, ﬁabilidad y servicio post-venta.
En la Tabla 4 se presenta un an´ alisis descriptivo de los datos que nos permite detec-
tar cualquier desviaci´ on de la normalidad y la existencia de posibles valores at´ ıpicos.
Cuadro 4: Estad´ ısticos Muestrales
Estad´ ısticos Univariantes:
VARIABLE ACABADO PUESTO DE SEGURIDAD FRENOS FIABILIDAD SERVICIO
CONDUCCI´ ON POST-VENTA
Tama˜ no muestral n=128
Media 8;04 8;273 8;18 7;86 8;16 6;94
Desviaci´ on Est´ andar 0;807 0;619 1;018 0;951 0;688 ¡0;883
Asimetr´ ıa ¡0;341 0;012 ¡0;857 ¡0;507 ¡0;327 ¡0;040
Curtosis ¡0;238 ¡0;396 0;750 0;195 ¡0;369 ¡0;049
Observando los casos con mayor contribuci´ on a la curtosis normalizada multiva-
riante destacamos los casos n´ umero 50 y 78, los cuales consideramos como dos valores
at´ ıpicos. Tras eliminar estos dos casos, nuestra normalidad multivariante ha mejorado
considerablemente.
En cuanto al resultado de la curtosis multivariante, el coeﬁciente de Mardia es 3,77
y la estimaci´ on normalizada del mismo 2,17 (Mardia (1970) y Mardia (1974)).
10Estos resultados sugieren que nuestras variables no se desv´ ıan mucho de una dis-
tribuci´ on normal. Por tanto, las variables son consideradas como moderadamente nor-
males o casi normalmente distribuidas.
En primer lugar, evaluamos la existencia de un modelo de an´ alisis factorial de
primer orden donde la SC es considerada como una variable latente, y los ´ ındices de
satisfacci´ on parciales para los atributos de los coches (obtenidos de la encuesta) son
considerados como sus indicadores o medidas. Estos indicadores son una funci´ on del
error de medici´ on as´ ı como de la variable latente.
Deber´ ıa existir una interdependencia (o correlaciones percibidas) entre la satis-
facci´ on producida por los anteriores 6 atributos de los diferentes modelos de coches.
Pensamos que estas correlaciones son medidas de un mismo concepto. Esto nos per-
mitir´ ıa representar una estructura vertical con una jerarqu´ ıa de atributos de dos modos
distintos, uno de ellos como un modelo de An´ alisis Factorial de Primer Orden (AFPO)
y el segundo como un modelo de An´ alisis Factorial de Segundo Orden (AFSO).
A continuaci´ on, podemos observar en la Figura 1 el “path diagram” correspon
diente al modelo de AFPO.




























11Al primer par´ ametro ¸ de la variable latente, ´, se le asigna el valor uno para
as´ ı ﬁjar las escalas de medida tal y como recomiendan J¨ oreskog & S¨ orbom (1978).
El modelo que estimamos es:



































































donde ´ es la SGC, Λ, es la matriz de constantes desconocidas, ¸i denominadas sa-
turaciones y ²i es el error de medida, el cual se supone distribuido normalmente e
incorrelacionado con el factor latente, siendoi el sub´ ındice correspondiente a las varia-
bles en la Tabla 3. Como pudimos observar, cada variable observada tiene un n´ umero
asignado: y3= Acabado, y4= Seguridad, y7= Puesto de conducci´ on, y18= Frenos, y20=
Fiabilidad y y21= Servicio post-venta.
Anteriormente mencionamos como el modelo de AFSO deber´ ıa alcanzar una ma-
yor validez convergente que el modelo de AFPO. La validez convergente es evaluada
observando si los modelos de AFSO obtienen un ajuste satisfactorio a los datos (Ba-
gozzi (1983a); Burnkrant & Page (1988)).
Los valores de los estad´ ısticos Â2 y Satorra y Bentler (SB) Â2 escalado para la
hip´ otesis contrastada H0 : Σ = Σ(µ) son 34,05 y 34,09, respectivamente. Sus res-
pectivos p-value son menores que 0;001 correspondientes a una distribuci´ on Â2 con 9
grados de libertad. De este modo, rechazamos la H0, al nivel 5% de signiﬁcatividad.
Este resultado no apoya el modelo de AFPO tal y como sugerimos anteriormente.
La bondad de ajuste no es aceptable, de modo que para mejorar el ajuste compro-
bamos el contraste del Multiplicador de Lagrange (ML) Multivariante. El contraste del
ML se utiliza para contrastar hip´ otesis relacionadas con las restricciones que existen
en el modelo. Un tipo de restricci´ on que es contrastada es si los par´ ametros ﬁjos, co-
mo las covarianzas que se restringen a cero en el modelo, realmente son distintas de
cero en la poblaci´ on, y por consiguiente deber´ ıa ser mejor tratarlas como par´ ametros
libres. Calculamos as´ ı los estad´ ısticos de contraste Â2 del ML multivariante para po-
der evaluar la necesidad estad´ ıstica de estas restricciones. Los estad´ ısticos de contraste
del ML pueden determinarse para un amplio conjunto de par´ ametros. Nosotros deci-
dimos especiﬁcar el contraste del ML multivariante sobre los errores correlacionados
(Bentler (1998)).
12Cuadro 5: Contraste del Multiplicador de Lagrange Multivariante
Proceso simult´ aneo:
PAR´ AMETRO PASO CHI-CUADRADO PROBABILIDAD
E21-E20 (Servicio post-venta–Fiabilidad) 1 18,648 0,000
E18-E4 (Frenos–Seguridad) 2 28,456 0,002
Este proceso indica la existencia de errores correlacionados4. Las correlaciones
entre errores de medici´ on implican que existen una o m´ as variables omitidas causantes
de una variaci´ on com´ un en las medidas cuyos residuos covar´ ıan (Bagozzi (1983b)). En
nuestro caso la existencia de residuos correlacionados no est´ a justiﬁcada ni te´ orica ni
metodol´ ogicamente (Bagozzi (1983b)). Por el contrario creemos que tras la especiﬁca-
ci´ on del modelo se esconden factores de orden mayor, y m´ as espec´ ıﬁcamente factores
de segundo orden.
Los factores de primer orden representan la inﬂuencia com´ un que tienen en cuen-
ta las correlaciones de los m´ ultiples indicadores. El problema es que podr´ ıamos tener
covariaci´ on entre variables observadas, no tenida en cuenta por este ´ unico factor de
primer orden (Gerbing & Anderson (1984)). La existencia de errores de medici´ on co-
rrelacionados implica que el ´ unico factor de este modelo de an´ alisis factorial de primer
orden no tiene en cuenta de forma adecuada la covariaci´ on entre las parejas de indi-
cadores (Gerbing & Anderson (1984)). Si tuvi´ eramos en cuenta esta covariaci´ on e
incluy´ eramos errores de medici´ on correlacionados mejorar´ ıamos la bondad de ajuste,
sin embargo, perder´ ıamos el signiﬁcado y la conclusi´ on substantiva que nos indica el
modelo. Por este motivo decidimos evaluar un modelo de an´ alisis factorial de segundo
orden.
La correlaci´ on inexplicada por este ´ unico factor entre los dos pares de variables ob-
servadas (y21 ¡ y18, y18 ¡ y4) podr´ ıa ser explicada mediante dos nuevas dimensiones
o factores. Anteriormente mencionamos la existencia de cinco factores que inﬂuyen en
la satisfacci´ on del consumidor. Consideramos que dos de esos factores, apariencia y
comportamiento, son variables latentes explicativas de las variables servicio post-venta
y ﬁabilidad y, frenos y seguridad respectivamente. Consideramos tambi´ en que las res-
tantes dos variables observadas puesto de conducci´ on y acabado son medidas directas
del factor apariencia. Por consiguiente, tenemos tres nuevas dimensiones correspon-
dientes a un nivel distinto de abstracci´ on en este modelo. Estos tres nuevos factores
corresponden a las variables latentes, Satisfacci´ on Parcial del Consumidores (SPC).
Algunos consumidores a la hora de comprar un coche buscan la apariencia del mismo
lo cual podr´ ıa darles prestigio. Otros buscan un buen comportamiento entendido como
un comportamiento seguro. Finalmente, creemos fundamental la inclusi´ on de un factor
que recoja la satisfacci´ on parcial del consumidor en la econom´ ıa representado por la
probabilidad de que un coche tenga aver´ ıas (ﬁabilidad) y el servicio post-venta.
4Encontramos errores correlacionados signiﬁcativos entre dos pares de indicadores: Frenos (y18) –
seguridad (y4), y ﬁabilidad (y20)– servicio post-venta (y21).






































Tambi´ en en este caso y para cada variable latente, al primer par´ ametro ¸ se le
asigna el valor uno para as´ ı ﬁjar las escalas de medida.
El modelo a estimar es:
y = Λ´ + ² (2)







































































































´i es la variable latente de la Satisfacci´ on Parcial del Consumidor para i=1 a 3, y ³i es
el t´ ermino de error para cada variable latente sobre la SPC para i=1 a 3.
Ahora el estad´ ıstico (Â2) para la hip´ otesis H0 : Σ = Σ(µ) es 7;354 correspon-
diente a una distribuci´ on Â2 con 6 grados de libertad y con un p-value= 0;289. El
estad´ ıstico escalado de Satorra-Bentler es 6;940 con un p-value= 0;326. Por consi-
guiente, es evidente que el modelo ajusta los datos de forma satisfactoria.
Otros indicadores del ajuste global del modelo como los ´ ındices de bondad de
ajuste tambi´ en sugieren que el modelo es satisfactorio. En general el valor de estos
´ ındices oscila entre 0 y 1, aunque en ocasiones su valor pueda ser negativo o superior a
uno. Cuando el valor de los ´ ındices se encuentra pr´ oximo a 1 el modelo ajusta correc-
tamente los datos. A continuaci´ on, en la siguiente Tabla observamos cuatro de estos
´ ındices5:
Cuadro 6: ´ Indices de bondad de ajuste
´ Indice de ajuste Bentler-Bonett normado = 0;986
´ Indice de ajuste Bentler-Bonett no normado = 0;994
´ Indice de ajuste comparativo (CFI) = 0;997
´ Indice de ajuste comparativo robusto = 0;998
El valor de todos estos ´ ındices se encuentra muy pr´ oximo a 1 lo cual indica que
nuestro modelo es satisfactorio.
Un buen ajuste global no es un criterio suﬁciente para concluir que la teor´ ıa es
apoyada por los datos, por tanto, a continuaci´ on determinamos si las medidas tienen
propiedades psicom´ etricas satisfactorias (v´ ease Werts, Linn & J¨ oreskog (1974) ´ o Ba-
gozzi (1980)). En la Tabla 7 analizamos la validez, la ﬁabilidad (validez convergente),
la varianza com´ un y la varianza media extra´ ıda (v´ ease Fornell & Larcker (1981)).
La validez de una medida con respecto a una variable latente es la magnitud de la
relaci´ on estructural directa entre una variable observada y una variable latente (Bollen
(1989)). Estructural en el sentido de un par´ ametro invariante y estable el cual une
ambas variables. La validez est´ a relacionada con la existencia de una relaci´ on causal
entrelavariableobservadaylavariablelatente.Elcoeﬁcientedevalidezestandarizada,
¸, corresponde a esta deﬁnici´ on te´ orica.
La ﬁabilidad (o validez convergente) es la correlaci´ on al cuadrado entre la varia-
ble observada y su variable latente. La ﬁabilidad indica la consistencia interna de una
variable latente (Bearden, Sharma & Teel (1982)). La ﬁabilidad mide todas las inﬂuen-
cias de las variables v´ alidas e inv´ alidas, en la variable observada. Mientras, la validez
5Para una descripci´ on detallada de estos ´ ındices v´ ease Bentler (1998).
15tan solo mide la fuerza del efecto directo de una variable latente en una observada.
En la siguiente tabla podemos observar cual es el nivel de validez y de ﬁabilidad de
estas variables en el modelo de medida y modelo de variables latentes. Un indicador
del nivel de validez en el modelo de medida es el valor de la saturaci´ on estandarizada.
Por otro lado el nivel de ﬁabilidad en el modelo de medida se comprueba observando
el valor de la ﬁabilidad individual, la ﬁabilidad conjunta y la varianza media extra´ ıda.
Finalmente para determinar el nivel de ﬁabilidad en el modelo de variables latentes
observamos el valor de la varianza com´ un.
Cuadro 7: Validez y ﬁabilidad para las medidas de la Satisfacci´ on del Consumidor
INDICADORES SATURACI´ ON FIABILIDAD FIABILIDAD VARIANZA VARIANZA
SATISFACCI´ ON ESTANDARIZADA INDIVIDUAL CONJUNTA COM´ UN MEDIA
¸ EXTRA´ IDA
Acabado 0;89 0;85 0;91 0;97 0;84
Puesto de conducci´ on 0;80 0;82
Seguridad 0;93 0;86 0;86 0;86 0;77
Frenos 0;80 0;67
Fiabilidad 0;99 0;99 0,85 0;73 0;75
Servicio post-venta 0;64 0;47
La ﬁabilidad en cada una de las variables es mayor que 0;8 excepto la ﬁabilidad de
frenos y servicio post-venta. La ﬁabilidad conjunta o la ﬁabilidad de cada uno de los
factores latentes es tambi´ en muy alta. La varianza media extra´ ıda sugiere que la ma-
yor parte de la varianza en las variables latentes es tenida en cuenta por las variables
observadas. Todas las saturaciones estandarizadas son mayores que 0;5, nivel consi-
derado adecuado por Green (1978). La varianza com´ un informa acerca de la porci´ on
de varianza explicada en el modelo estructural o modelo de variables latentes. De este
modo, las medidas de la SC son todas ellas v´ alidas y ﬁables.
Segundo Factor
En el segundo factor del AFE (Tabla 3) encontramos tan solo cinco variables:
motor, cambio, velocidad, aceleraci´ on/recuperaci´ on y direcci´ on. Son variables todas
ellas referidas a la potencia y a las prestaciones t´ ecnicas de un coche. La variable
motor es una medida del segundo factor en exclusiva, las restantes cuatro variables son
medidas simult´ aneamente del primer y del segundo factor aunque en un grado distinto.
Por su signiﬁcado te´ orico modelizamos las variables cambio, velocidad, acelera-
ci´ on/recuperaci´ on y direcci´ on. Todas ellas son medidas representativas tanto del pri-
mero como del segundo factor, sin embargo, cambio y direcci´ on son m´ as represen-
tativas del primer factor y, velocidad y aceleraci´ on/recuperaci´ on del segundo. No se
incluye la variable motor por su estrecha relaci´ on con las variables velocidad y acele-
raci´ on/recuperaci´ on.
16Percibimos la existencia de una covariaci´ on entre la satisfacci´ on producida por es-
tas cuatro variables. Suponemos adem´ as que estas covariaciones son medidas de un
mismo concepto. Por tanto, al igual que en el anterior modelo, esto nos permite repre-
sentar una estructura vertical con una jerarqu´ ıa de atributos de dos modos distintos, el
primero de ellos como un modelo de AFPO y el segundo como un AFSO.
Cuadro 8: Estad´ ısticos Muestrales
Estad´ ısticos univariantes:
VARIABLE CAMBIO VELOCIDAD ACELERACI´ ON/ DIRECCI´ ON
RECUPERACI´ ON
Tama˜ no muestral n=128
Media 7;70 7;98 7;50 8;25
Desviaci´ on est´ andar 0;858 0;832 1;063 0;619
Asimetr´ ıa ¡0;124 ¡0;360 ¡0;273 ¡0;368
Curtosis 0;052 0;016 ¡0;142 ¡0;353
Eliminamos los casos 101 y 124 los cuales contribuyen especialmente a la curtosis
multivariante normalizada. Tras eliminar estos dos casos mejoramos considerablemen-
te la normalidad multivariante.
En la Tabla 8 podemos ver los estad´ ısticos muestrales para las cinco variables.
El coeﬁciente de Mardia, indicador de la curtosis multivariante, tiene un valor de
1;2 y su estimaci´ on normalizada 1;05 (Mardia (1970) y Mardia (1974)).
Estos resultados sugieren que las variables no se desv´ ıan mucho de una distribu-
ci´ on normal. Por tanto las variables siguen una distribuci´ on moderadamente normal o
casi normalmente distribuida.
A continuaci´ on, en la siguiente ﬁgura podemos observar el AFPO correspondiente
al segundo factor de la Tabla 3.
El modelo a estimar en este caso es:











































donde ´ es el factor de la satisfacci´ on parcial del consumidor en las prestaciones t´ ecni-
cas y la potencia del coche. Cada variable observada tiene un n´ umero asignado: y14=



















Cambio, y15= Velocidad, y16= Aceleraci´ on/Recuperaci´ on, y y17= Direcci´ on.
Los valores de los estad´ ısticos Â2 y Satorra y Bentler (SB) Â2 escalado para la
hip´ otesis contrastada H0 : Σ = Σ(µ) son 39;61 y 31;31, respectivamente. En ambos
casos, su p-value es menor que 0;001, correspondientes a una distribuci´ on Â2 con 2
grados de libertad. De este modo rechazamos la H0 ya que este modelo no se ajusta
bien a los datos.
La bondad de ajuste no es aceptable, de modo que para mejorar el ajuste com-
probamos el contraste del Multiplicador de Lagrange (ML) Multivariante. Calculamos
as´ ı los estad´ ısticos de contraste Â2 del ML univariante y multivariante para poder eva-
luar la necesidad estad´ ıstica de las restricciones establecidas en el modelo.
Cuadro 9: Contraste Multivariante del Multiplicador de Lagrange.
Proceso simult´ aneo:
PAR´ AMETRO PASO CHI-CUADRADO PROBABILIDAD
E16-E15 (Aceleraci´ on/Recuperaci´ on-Velocidad) 1 35,19 0,000
Este proceso indica la existencia de errores correlacionados entre E16-E15 corres-
pondientes a las variables Aceleraci´ on/Recuperaci´ on y Velocidad. Creemos que esta
correlaci´ on entre errores de especiﬁcaci´ on es debida a la existencia de otro factor adi-
cional no incluido en el an´ alisis, causante de la correlaci´ on entre dichas dos variables.
Algunos consumidores valoran en su coche las prestaciones t´ ecnicas y otros valoran
la potencia del mismo. Por tanto, el conocimiento substancial de la realidad que nos
afecta, nos sugiere la existencia de dos nuevos factores: (1) Prestaciones t´ ecnicas y (2)
Potencia. Las variables Aceleraci´ on/Recuperaci´ on y Velocidad son medidas de la SPC
en el factor denominado potencia. Consideramos adem´ as, las restantes variables, cam-
18bio y direcci´ on, medidas del factor prestaciones t´ ecnicas. Finalmente, ambos factores
parciales se encuentran interrelacionados mediante un factor global que recoge estos
aspectos.
A continuaci´ on, podemos observar en la Figura 3 el “Path diagram” correspon
diente al modelo AFSO

























19El modelo a estimar es:
y = Λ´ + ² (4)





























































donde » es una variable latente que indica la Satisfacci´ on del Consumidor en las ca-
racter´ ısticas mec´ anicas de un coche, ´i es una subdimensi´ on de la Satisfacci´ on del
Consumidor mencionada para i= 1 a 2, y ³i es el t´ ermino de error de cada subdimen-
si´ on para i= 1 a 2.
Ahora el estad´ ıstico (Â2) para la hip´ otesis H0 : Σ = Σ(µ) es 0;741 correspon-
diente a una distribuci´ on Â2 con 1 grado de libertad y con un p-value= 0;389. El
estad´ ıstico escalado de Satorra-Bentler es 0;565 con un p-value= 0;452. Por consi-
guiente, es evidente que el modelo ajusta los datos muy bien y que posee una mayor
validez convergente que mediante la especiﬁcaci´ on de AFPO.
A continuaci´ on, como complemento a las medidas de bondad de ajuste global,
observamos los ´ ındices de bondad de ajuste (Tabla 10). Los cuatro ´ ındices son muy
signiﬁcativos ya que su valor es pr´ acticamente 1 y por tanto reaﬁrman lo dicho por los
anteriores estad´ ısticos.
Cuadro 10: ´ Indices de Bondad de Ajuste
´ Indice de ajuste Bentler-Bonett Normado = 0;998
´ Indice de ajuste Bentler-Bonett No normado = 1;004
´ Indice de ajuste comparativo (IAC) = 1;000
´ Indice de ajuste comparativo robusto = 1;000
Tal como dijimos anteriormente, un buen ajuste global no es un criterio suﬁciente
para concluir que la teor´ ıa es apoyada por los datos, por tanto, a continuaci´ on determi-
namos si las medidas tienen propiedades psicom´ etricas satisfactorias. En la Tabla 11
analizamos la validez, la ﬁabilidad de cada variable y de cada factor latente (validez
convergente), y la varianza media extra´ ıda.
20Cuadro 11: Validez y ﬁabilidad para las medidas de la Satisfacci´ on del Consumi-
dor
INDICADOR SATURACI´ ON FIABILIDAD FIABILIDAD VARIANZA VARIANZA
SATISFACTION ESTANDARIZADA INDIVIDUAL CONJUNTA COM´ UN MEDIA
¸ EXTRA´ IDA
Cambio 0;79 0;70 0;91 0;91 0;84
Velocidad 0;98 0;98
Aceleraci´ on/Recuperaci´ on 0;92 0;82 0;93 0;63 0;87
Direcci´ on 0;90 0;91
Las medidas psicom´ etricas de estas variables son todas ellas muy signiﬁcativas.
Por consiguiente, estas cuatro medidas tienen una gran validez y ﬁabilidad en este
segundo factor.
Tercer Factor
En el tercer factor del AFE encontramos cinco variables: dise˜ no/funcionalidad, ha-
bitabilidad, maletero, visibilidad/iluminaci´ on y confort. Dise˜ no/funcionalidad y con-
fort tal y como puede verse en la Tabla 3 son signiﬁcativas simult´ aneamente en los
factores 1 y 3. El resto de las variables son signiﬁcativas tan solo en el tercer factor.
Por su signiﬁcado te´ orico decidimos modelizar las variables Habitabilidad, Male-
tero y Confort. Las dos primeras son representativas en el tercer factor en exclusiva
y la tercera es representativa principalmente en el primer factor y algo menos en el
tercero. Prescindimos de las restantes variables por no considerarlas compatibles con
el signiﬁcado te´ orico de ´ estas. Este factor recoger´ a por tanto la satisfacci´ on que un
consumidor tiene en la habitabilidad de un coche.
Los estad´ ısticos muestrales son los siguientes:
Cuadro 12: Estad´ ısticos muestrales
Estad´ ısticos Univariantes:
VARIABLE HABITABILIDAD MALETERO CONFORT
Tama˜ no muestral n=129
Media 8;05 7;64 8;04
Desviaci´ on Est´ andar 1;243 1;450 0;800
Asimetr´ ıa ¡0;851 ¡0;687 ¡0;376
Curtosis 0;658 0;164 ¡0;156
Para mejorar la normalidad multivariante hemos eliminado el caso n´ umero 11,
considerado como valor at´ ıpico.
El coeﬁciente de Mardia es 0;57 y su estimaci´ on normalizada 0;59 (Mardia (1970)
21y Mardia (1974)).
As´ ı, estos resultados sugieren que nuestras variables siguen una distribuci´ on nor-
mal.
En la siguiente Figura representamos el “path diagram” correspondiente al tercer
factor obtenido de la Tabla 3.














Para este caso estimamos el siguiente modelo:
































donde ´ es la SC en la habitabilidad. El n´ umero asignado a cada variable es: y5=
Habitabilidad, y6= Maletero y y10= Confort.
El valor de los estad´ ısticos Â2 y Satorra y Bentler (SB) Â2 escalado para la hip´ ote-
sis H0 : Σ = Σ(µ) son 0,706 y 0,661 respectivamente. Sus respectivos p-value son
0;40 y 0;41 correspondientes a una distribuci´ on Â2 con 1 grado de libertad. Este re-
sultado conﬁrma la H0, por lo tanto el modelo, un an´ alisis factorial de primer orden,
se ajusta correctamente a los datos.
Loscuatro´ ındicesdelabondaddeajusteindicanunajustecasiperfectodelmodelo
a los datos ya que su valor es pr´ acticamente 1.
22Cuadro 13: ´ Indices de Bondad de Ajuste
´ Indice de Ajuste Bentler-Bonett Normado = 0;994
´ Indice de Ajuste Bentler-Bonett No normado = 1;008
´ Indice de Ajuste Comparativo (CFI) = 1;000
´ Indice de Ajuste Comparativo Robusto = 1;000
Cuadro 14: Validez y Fiabilidad de las medidas de la satisfacci´ on del consumidor
INDICADORES SATURACI´ ON FIABILIDAD FIABILIDAD VARIANZA
SATISFACCI´ ON ESTANDARIZADA INDIVIDUAL CONJUNTA MEDIA
¸ EXTRA´ IDA
Habitabilidad 0;83 0;61 0;73 0;48
Maletero 0;78 0;43
Confort 0;54 0;39
Las medidas utilizadas en este ´ ultimo modelo son todas ellas v´ alidas y superiores a
0;5, por otro lado, la ﬁabilidad de las variables habitabilidad y maletero es signiﬁcativa
mientras que la ﬁabilidad de la variable confort no lo es. Esta falta de ﬁabilidad en esta
´ ultima variable puede deberse quiz´ as a la simultaneidad de validez que esta variable
tiene en los factores 1 y 3 (v´ ease Tabla 3).
No incluimos los factores 4 y 5 de la Tabla 3 por ser factores ´ estos con menos de
tres variables y por consiguiente nuestro modelo no estar´ ıa identiﬁcado.
4. Conclusi´ on
Este art´ ıculo aporta tres nuevos modelos con los que representar la satisfacci´ on
del consumidor y establece que la satisfacci´ on del consumidor puede tener tanto una
estructura factorial conﬁrmatoria de primer como de segundo orden.
Hemos observado la existencia de tres factores de SC. A su vez, en dos de estos
factores de satisfacci´ on subyacen otros factores parciales:
Factor 1: Factores parciales,
Apariencia, Comportamiento y Econom´ ıa.
Factor 2: Factores parciales,
Prestaciones t´ ecnicas y Potencia.
23Factor 3:
Habitabilidad.
Si la Satisfacci´ on del Consumidor tiene una estructura factorial de segundo orden
existe una red de factores parciales de satisfacci´ on interrelacionados. Por consiguiente,
se espera que el efecto de la publicidad en la satisfacci´ on parcial del atributo de un
modelo de coche, modiﬁque la satisfacci´ on del resto de los atributos relacionados.
El conocimiento que tenemos acerca de los factores de satisfacci´ on parcial y sus
interrelaciones, podr´ ıa quiz´ as sernos de ayuda a la hora de dise˜ nar mensajes y cam-
pa˜ nas de publicidad. De este modo, la estructura de la Satisfacci´ on del Consumidor,
puede servir para identiﬁcar los atributos de los modelos de coches que pueden ser
utilizados en las campa˜ nas de publicidad.
Los ´ Indices de Satisfacci´ on del Consumidor que estimamos, tambi´ en tienen impli-
caciones en las estrategias competitivas de las empresas. Por un lado, representan un
sistema de medici´ on uniforme y comparable de los aspectos cualitativos que rodean
la actividad econ´ omica como por ejemplo la Satisfacci´ on del Consumidor. Por otro
lado, pueden servir para analizar los aspectos positivos y negativos de los diferentes
modelos de coches. Por tanto, esto permite a las compa˜ n´ ıas desarrollar mejoras en la
calidad o en la publicidad.
Desde el punto de vista de los consumidores, los ISC ofrecen una informaci´ on ´ util
a la hora de decidir qu´ e modelo de coche comprar y mejorar la calidad de los mismos.
La independencia, uniformidad y metodolog´ ıa de los ISC no puede ser hallada en los
´ ındices efectuados por revistas e investigaciones de mercado comerciales.
En resumen, los ISC representan un nuevo modo de representar la estructura de
la SC. Esta estructura podr´ ıa ser ´ util para los departamentos de marketing, los con-
sumidores y las empresas. Este estudio quiere subrayar la importancia de recurrir a
metodolog´ ıas factoriales econom´ etricas y psicom´ etricas que proporcionan ´ ındices de
satisfacci´ on del consumidor basados en variables latentes subyacentes y no directa-
mente observables. As´ ı, podemos concluir que obtenemos ISC mucho m´ as elaborados
y detallados, que los proporcionados por las revistas t´ ecnicas de divulgaci´ on habitua-
les.
24Ap´ endice
En la tabla siguiente podemos observar la denominaci´ on completa de las variables
y los identiﬁcadores utilizados.
Denominaci´ on de las variables:
Primer grupo de variables sobre carrocer´ ıa
NOMBRE IDENTIFICADOR






Puesto de conducci´ on PUCONDUC




Ventilaci´ on y calefacci´ on VENCALEF














Coste de mantenimiento CMANTENI
Relaci´ on valor/precio RVPRECIO
Precio de reventa PREVENTA
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