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a b s t r a c t
Quantum Information Theory has witnessed a great deal of interest in the recent years
since its potential for allowing the possibility of quantum computation through quantum
mechanics concepts such as entanglement, teleportation and cryptography. In Chemistry
and Physics, von Neumann entropies may provide convenient measures for studying
quantum and classical correlations in atoms and molecules. Besides, entropic measures
in Hilbert space constitute a very useful tool in contrast with the ones in real space
representation since they can be easily calculated for large systems. In this work, we show
properties of natural atomic probabilities of a first reduced density matrix that are based
on information theory principles which assure rotational invariance, positivity, and N- and
v-representability in the Atoms in Molecules (AIM) scheme. These (natural atomic orbital-
based) probabilities allow the use of concepts such as relative, conditional, mutual, joint
and non-common information entropies, to analyze physical and chemical phenomena
between atoms or fragments in quantum systems with no additional computational cost.
We provide with illustrative examples of the use of this type of atomic information
probabilities in chemical process and systems.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Oneof themost challenging problems of the type ofQuantumMechanics that chemists dealwith, resides in the possibility
of characterizing andmeasuring the interactions between different parts of a quantum systemwhich are thought of as those
essential pieces of the whole system which may explain the chemical reactivity and how it could be possible to construct
the formalism of more complex systems through the interplay of its constituting parts. Quantum Information Theory (QIT)
provides the framework to pursue the aforementioned goals in a language wherein concepts such as entanglement and
teleportation become important [1–7]. In Quantum Chemistry, the concept of Atoms In Molecules (AIM) has been the focus
of great deal of attention [8–20] since it provides a natural framework to study chemical reactivity of complex molecules
by means of the interactions between atoms or functional groups and or between different molecules when small density
changes are produced. The real-space partitioning of a molecule into subsystems is still a challenging problem in theoretical
chemistry [8–13,21,18–20], not only because of the arbitrary chemical frontiers that separate subsystems but also because of
the high computational cost that is involved in the calculations. Atomic orbital-based population analyses are very popular
in chemistry and though they allow for the partition of the molecular wave function into atomic contributions, they are
not rotationally invariant and may produce negative populations [15–17]. However, there exist alternative schemes which
avoid these drawbacks, for instance the natural atomic orbital scheme ofWeinhold [22] or the one of Davidson–Löwdin [23]
are available. For this purpose, Löwdin symmetric orthogonalization on the atomic orbitals of the same atom has been
considered most useful [24]. In defining these schemes one can preserve to a maximum extent the information content
of ground state atoms to obey physical principles such as the N- and v-representability. Further, information-theoretic
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principles can be employed to define suitable natural probabilities for analyzing interactions between molecular units or
fragments in amolecule, which in turn allow for more involved chemical studies such as reactivity, conformational analysis,
similarity, reactions, dissociation process, etc.
Information entropies have been used for a variety of purposes in quantum chemistry studies [25–31], however, studies
of entanglement in chemical systems are very scarce. Recently, Jaynes and Shannon entropies in a two-electron entangled
artificial atomhave been studied in the context of correlation energy [32] and the vonNeumann entropywas recently used as
an alternative descriptor of electron correlation tomeasure the entanglement for He and H2 [33,34]. Very recently, marginal
and non-marginal information measures in Hilbert space have been proposed and applied to Cl2 and HCl, showing that von
Neumann entropies are useful to reveal critical points of the density profile [35].
2. AIM and quantum information theory
Let AB be a reduced first density matrix of a composite fermionic system of two subsystems A and B [36]. Seeking the
minimum missing information distance between a priori density matrices of the subsystems and the density matrix of a
complete system we may use an Euler–Lagrange variational principle for the entropy deficiency [37]:
δ
{
S
(
ρAB : ρA ⊗ ρB)− λ (Tr (ρAB)− 1)} = 0. (1)
With the following constraint
Tr
(
ρAB
) = 1 = 1
N
Tr
(
ρABQC
)
(2)
where ρABQC stands for a reduced first density matrix of a typical quantum chemistry system (an N-representable ensemble
of 1-electron states [38,39]). The resulting equation is
ln
ρAB
ρA ⊗ ρB = λ− 1. (3)
For instance, if ρA⊗ρB = ρAρB, e.g. a systemwith independent parts, we would obtain that λ′ = eλ−1 = ρAB
ρAρB
and thus the
relative entropy becomes the mutual information as defined in classic information theory, which is useful to measure the
distance of the joint system from its uncorrelated parts.
In quantum information theory, the von Neumann relative entropy is appropriate to measure a variety of correlations
through the mutual information measure:
S
(
ρAB : ρA ⊗ ρB) = S (ρA)+ S (ρB)− S (ρAB) (4)
ρA = TrB
(
ρAB
) = ρA ⊗ TrρB (5)
ρB = TrA
(
ρAB
) = ρB ⊗ TrρA. (6)
By employing these equations, we can analyze subsystems through classical definitions such as the joint, mutual and
conditional entropies by use of the density matrix of the system [35]. We illustrate this with some examples below.
For independent subsystems, ρA ⊗ ρB = ρA or ρA ⊗ ρB = ρB and then λ′ = ρAB
ρA
or λ′ = ρAB
ρB
, respectively. In relation to
the latter, it is interesting to mention that a particular case of Eq. (1) might be derived [40] for the chemical case, which has
been employed for the partitioning of noninteracting subsystems [13].
3. Natural atomic probabilities in information theory
The von Neumann Entropy can be spanned in the {λi} basis for a system ϕ e.g., the natural occupation numbers of the
reduced one density matrix:
S (ϕ) ≤ −
N∑
i=1
λi ln λi (7)
where equality holds in the case where the spectral decomposition ϕ = ∑i λiψi is orthogonal. Löwdin, Davidson,
Wienhold [23,24,22,41] have shown the advantages of the symmetric orthogonalization of a group of similar atomic
functions which produces orthonormal atomic orbitals of maximal occupancy for the given wave function [24,41], derived
from atomic angular symmetry sub-blocks (lm) of the density matrix ρA(lm) localized in the atom A. These orbitals remain
localized as atoms on the molecule and hence the corresponding density is not only N-representable but v-representable
and also rotationally invariant [23] in real space. It is worth mentioning that for the partitioning scheme above mentioned,
the atomic Hamiltonians are also hermitian so as to assure the positivity of the spectral decomposition of the densitymatrix.
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Löwdin [24] has shown that the linear transformation of the original nonorthogonal basis set into the orthonormal one has
the feature of having maximum similarity in the least squares sense to obtain the natural expansion, i.e.:
γnatural =
∑
i
∥∥ϕortoi − ϕnonortoi ∥∥2 = min = 1− 1N∑i n2i = 1N Tr
{
ρ − ρ2} . (8)
On the other hand, Ziesche [42] has shown that a possible measure of correlation strength can be achieved through the
normalization of the two-particle correlation hole (nonidempotency index), and for ν-particle correlation holes thismeasure
corresponds to
cν = 1− 1N
∑
i
(ni)ν . (9)
The slope of cν at ν = 1 provides an information entropy
S = dcν
dν
|ν=1 = − 1N
∑
i
ni ln (ni) . (10)
Hence we can use the von Neumann entropy definition for the reduced first density matrix ρ of a fermionic system
S(ρ(1)) = −
1(
N
1
) N∑
i=1
ni ln
ni(
N
1
) = − 1
N
N∑
i=1
ni ln (ni)+ ln (N) . (11)
Eq. (11) was obtained by use of normalization (Eq. (2)), where the first term has been related to the strength correlation [42]
and the second term is due to the normalization when the entropy is maximum, i.e., for an equiprobable distribution.
The aforementioned characteristics allow for natural atomic probabilities to be orthonormal, positive, rotationally
invariant and N- and v-representable, with the additional bonus of being inherent to the wave function rather than to
basis set. Henceforth, we will use natural atomic probabilities since they are suitable for quantum information calculations.
Note that a classical information-theoretic approach was employed to derive the so called Hirshfeld stockholder
partitioning scheme [43], for a molecular electron density in real space [13], which may imply an expensive computational
effort. In contrast, the scheme that is presented throughout this work is feasible even for very large systems [53] and most
important, with the possibility of studying quantum correlations, i.e., entanglement and its associated concepts [44].
4. Results and discussion
In the present study we employed the natural atomic probabilities of Weinhold [22] to analyze the interactions between
fragments in a SN2 reaction for themethanemolecule, with themethyl fragment and the hydride as subsystems. Besides, an
information-theoretic conformational study of fluoroethane was performed. The electronic structure calculations for this
study were carried out with the Gaussian 03 suite of programs [45]. The natural atomic probabilities were obtained by use
of the NBO 5.G program [46]. Also, the bond breaking was studied through the molecular electrostatic potential (MEP) [47].
H- and S-type von Neumann entropies have been employed throughout the study [48].
4.1. Conformational analysis of fluoroethane
The analysis was performed by rotating the fluorine atom from 0 to 180 degrees in steps of 10. Molecular structure
calculationswere done at the CISD/6-31G level of theory. Results are depicted in Figs. 1–4. Our results for the total energy, the
correlation energy (measured as Ecorr = E(CISD)−E(HF)), and the global softness behave in a similarmanner to themarginal
mutual von Neumann entropy H(A:B) [48], whereas the global hardness behaves in the opposite way. It is important to
mention that the hardness and softness descriptors were calculated in DFT (Density Functional Theory) framework [49].
It is interesting to point out that through the present study we have linked information theory with DFT concepts which
deserves to be studied in future work.
4.2. Information-theoretic study of a chemical process: SN2 reaction
The case study of a chemical reaction was performed by substituting a hydride ion by one of the hydrogen atoms in the
methane molecule (SN2 reaction) by employing the IRC method (Internal Reaction Coordinate) [45], which looks for the
transition state in a systematic way. All calculations were performed at a CISD/6-311G level of theory. For each of the points
of the reaction path we obtained the corresponding energy values, the natural atomic probabilities [46] and a whole set of
von Neumann entropies [50]. For this study, we employed the non-marginal conditional von Neumann entropy S(A|B) [48]
which are compared to the properties above mentioned (Fig. 5–6). In Fig. 5, we have plotted the S(CH4|H1)measure against
the reaction coordinate ‘‘RX’’ [45], alongwith the distance from the incoming hydride ion to the carbon atom in themethane
molecule ‘‘R1’’, and the distance from the departing hydrogen atom attached to the methane molecule to the carbon atom
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Fig. 1. Energy profile and themarginalmutual information H(A:B)with A = fluorine and B = ethyl-fragment for the conformation analysis of fluorethane.
Fig. 2. Correlation energy profile and the marginal mutual information H(A:B) with A = fluorine and B = ethyl-fragment for the conformation analysis
of fluorethane.
‘‘R2’’. In Fig. 6 we have plotted the S(CH4|H2) along with the same R1 and R2 distances against the RX coordinate, as in Fig. 5.
From Figs. 5 and 6, we notice, as expected, that the entropies are symmetric and behave in opposite directions.
In Fig. 5 it can also be observed that as the incoming hydride ion becomes part of the molecule, the entropic measure
increases as expected since the process indicates the formation of a stable system from the perspective of themolecule being
conditioned by the incoming hydride.
In an analogous way, it may be observed from Fig. 6 that as the hydrogen atom departs from the molecule, the
corresponding entropic measure decreases, once again as expected, since the system is becoming more unstable from
perspective of the molecule being conditioned by the departing hydrogen.
It is remarkable to note that all critical points of the entropies correspond with the critical points of the distances R1 and
R2, which are chemically associated with breaking and formation of the bonding process through a density descriptor such
as the MEP [47], depicted in Fig. 7.
In Fig. 8, the entropic S(H1,H2|CH3)measure is depicted alongwith the R1 and R2 distances against the RX coordinate, as
in the previous Figures.Wemay notice thatmethyl fragment is conditioning both, the incoming and the departing hydrogen
species, along the reaction path, which is shown to be symmetric for S(A|B) as expected from Figs. 5 and 6. Interestingly, we
observe two critical points which correspond to bond breaking and bond formation. Also note that there exists a maximum
for the entropic measure which corresponds to the transition state region. It is worth mentioning that all the observed
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Fig. 3. Themarginal mutual information H(A:B) with A = fluorine and B = ethyl-fragment and the hardness DFT descriptor for the conformation analysis
of fluorethane.
Fig. 4. The marginal mutual information H(A:B) with A = fluorine and B = ethyl-fragment and the softness DFT descriptor for the conformation analysis
of fluorethane.
Fig. 5. The non-marginal conditional information measure S(A|B), with A = methane and B = incoming hydride, along with the distances R1 and R2.
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Fig. 6. The non-marginal conditional information measure S(A|B), with A = methane and B = departing hydrogen atom, along with the distances R1 and
R2.
Fig. 7. MEP of the bond breaking processs for the SN2 reaction of the methane molecule.
Fig. 8. The non-marginal conditional information S(A|B) with A = incoming hydride and departing hydrogen, and B =methyl fragment, along with the
distances R1 and R2.
critical points were identified with physical meaningful regions of the molecular density through the Laplacian, the MEP,
dihedral angles, and fragment charges [50].
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5. Conclusions
In the present study we have shown a novel AIM scheme using quantum information theory with the advantage of
permitting the analysis of the correlations between the parts of the system by using different entropies as defined in
the classical concepts. We have shown that natural atomic probabilities are defined in the context of QIT which provides
advantages such as orthonormality, positivity, rotational invariance, and N- and v-representability, which in turn are the
natural entropic definitions for quantum information entropies. Further, these atomic probabilities can be obtained at a very
low computational cost and can be used for large chemical systems [44,53].
As a case study we have proved the utility of these kind of entropic measures and natural atomic probabilities to
analyze the interactions between fragments in a SN2 reaction for the methane molecule, and also the energy and entropy
profiles of the conformational process of the fluoroethane molecule with the purpose of analyzing von Neumann mutual
and conditional entropies of bipartite composite molecules in Hilbert space to assess their utility for revealing the critical
points in the density profile in a conformational analysis and in a chemical reaction of the SN2 type. The critical points found
in this study by use of the information measures are not present in the energy profile, and correspond to bond breaking and
bond formation processes, except for the transition state which is also characterized in the energy profile.
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