of model fit, the "hybrid-probability" model was most likely to be the optimal model. Crucially, in the hybrid-probability model, Q-learning used both reward magnitude and probability, while the actor-critic only used the latter. The hybrid-probability model contained five free parameters: a critic (α C ), actor (α A ), and Q (α Q ) learning rate, an inverse temperature parameter (β) that captured how deterministically participants sampled the optimal choice, and a mixing (m) parameter that weighted the contributions of Q-and actorcritic-type learning. Lower and upper bounds were set to 0 and 1 for all parameters. As m approximates 1, the contribution of Q-learning relative to actor-critic increases, while at m=.5 the contributions of both model classes are equal. 
