Abstract. This paper deals with the homogenization of fully nonlinear second order equation with an oscillating Dirichlet boundary data when the operator and boundary data are ǫ-periodic. We will show that the solution u ǫ converges to some function u(x) uniformly on every compact subset K of the domain D. Moreover, u is a solution to some boundary value problem. For this result, we assume that the boundary of the domain has no (rational) flat spots and the ratio of elliptic constants Λ/λ is sufficiently large.
Introduction
In this paper, we are going to consider the homogenization problem with oscillating Dirichlet boundary data. Let D be a bounded domain in R n and let u ǫ be the viscosity solution of the following equation,
Here f (x, y) is a continuous and uniformly bounded function, g is a C 2 -function in (x, y) which is C 2,α for fixed x ∈ D satisfying (1.1) sup x∈∂D g(x, ·) C 2,α (R n ) < ∞, and F is a continuous function satisfying the following two conditions:
(1) (Uniformly Ellipticity) For given any symmetric matrix M and positive symmetric matrix N, there are constants 0 < λ ≤ Λ < +∞ satisfying 
3) F(tM, y) = tF(M, y).
We assume that F(M, y), f (x, y) and g (x, y) are periodic in the y-variable, that is, F(M, y + k) = F(M, y), f (x, y + k) = f (x, y), and g(x, y + k) = g(x, y) for all M ∈ S, x ∈ D, y ∈ R n and k ∈ Z n where S denotes the set of all n × n symmetric matrices.
According to [E] , if there exists a limit u of u ǫ , then there are homogenized functions F and f which are independent on the y variable and the limit u satisfies
in the viscosity sense. Moreover, if the boundary data g(x, x/ǫ) does not depend on the y variable, then the solution u ǫ converges to the solution u of the equation (1.4) equipped the same boundary data g(x) uniformly on the x variable. However, because of the oscillation in the boundary data, the uniform convergence on D cannot be expected in our case and hence much more delicate analysis is needed. We say that a vector ν ∈ S n−1 = {ν ∈ R n : |ν| = 1} is rational if tν ∈ Z n for some t ∈ R n and that a vector ν is irrational if it is not rational. Additionally, we call a point x ∈ ∂D a rational point if its outward unit normal vector ν(x) is rational. We define a irrational point in the similar way. Finally, we say a domain D satisfies the Irrational Direction Dense Condition, IDDC, if all but countably many points on ∂D are irrational. The simplest domains satisfying the IDDC is a ball B r (0), r > 0. The formal definition for IDDC can be found in the Section 4.
To exist the limit of u ǫ uniquely, IDDC is necessary. We will give an example in Section 7 that fails the uniqueness of the limit if the domain D does not hold the IDDC. Further information on IDDC can be found in [LS] and [GM] .
We are going to define the effective boundary data g(x) on ∂D in Section 3 and Section 4. Unfortunately, g is defined only when x ∈ ∂D is a irrational point. As long as we know, there are no concepts of the viscosity solutions with discontinuous boundary data. So, we need to define the following, Definition 1.0.1. Let g be a function defined on ∂D except countably many points, g ± be continuous functions defined on ∂D and u ± be viscosity solutions of (1.5)
when the boundary condition g is replaced by g ± respectively where g ± are continuous functions defined on ∂D. We say v is a (viscosity) solution of the equation 
on ∂D in the general sense where g = g * .
You can find the definition that (P ǫ ) is in the stable class for finite values of the boundary in Section 6. See the Definition 6.0.35. Heuristically, it implies that even if we change the value of g at some finite points, the solution does not change. It is obvious in the Laplace equation because the solution can be represented as a integral on the boundary and the finite values of the boundary data g at finite points of the boundary is measure zero. However, it is not obvious in the Fully nonlinear elliptic equations. We only find the sufficient condition in Section 6 but it is open whether the general Fully nonlinear equations are contained in the stable class for finite values of the boundary.
Remark 1.0.3. Our argument can be applied if F = F(M, y) depends on the x variable. However, for simplicity, we only consider the case when F is independent on the x variable.
In Section 2, we summarize the existence and regularity theory of the viscosity solution. In Section 3, we define a corrector, a function on the half plain, and investigate their properties. By using the corrector, we define the effective boundary data g and we measure how the solution u ǫ and the corrector w ǫ are close in Section 4. In section 5, the continuity of g will be discussed, and then we will focus on the proof of the Theorem 1.0.2 in the remaining section.
The existence and uniqueness of a viscosity solution can be found in [CIL] and its regularity theory can be found in [CC] , [GT] and [LT] . The interior homogenization result for fully nonlinear equation can be found [E] in a periodic case, [CSW] , [LS1] , and [LS2] in a random one. We also refer [JKO] for the linear homogenization. The oscillating boundary data for the divergence equation can be considered in [GM] and [AL] and the homogenization of oscillating Neumann boundary data can be found in [CKL] and [BDLS] . In [LS] , the authors showed the similar theorem for Laplace operator, or operators of divergence type with Green representation. In this paper, we try to show similar result for nonlinear non-divergence operator which require very different approach due to the lack of the representation.
General Facts of the Viscosity Solution
We say a continuos function u ∈ C 0 (D) is a viscosity super-solution of the equation
in D if there exists a function ϕ(x) ∈ C 2 which is defined some neighborhood of x 0 ∈ D and u − ϕ has a local maximum at
We define the viscosity sub-solution in the similar way and we say u is a viscosity solution of (2.1) if u is a viscosity sub and super solution.
The existence of viscosity solution is given at [CIL] .
Theorem 2.0.4 (Existence and Uniqueness, [CIL] ). There exists a unique continuous viscosity solution of the following equation,
on ∂D for any given continuous and bounded function f (x) and g(x) if the operator F satisfies the structure condition in [CIL] .
The structure conditions for F can be found at [CIL] . Becauses of the condition 1.2 and the continuity of the operator, we can find a viscosity solution of the equation (P ǫ ) for each ǫ > 0.
Lemma 2.0.5 (Comparison, [CIL] The boundedness of D is not necessary since Theorem 2.0.4 and Lemma 2.0.5 holds even for unbounded domains. For example, there is a viscosity solution when the domain is a half-plain. We refer [CLV] for details.
The following results in [CC] will be used frequently in this paper.
Proposition 2.0.6 ( [CC] ). Suppose that u is a viscosity solution of (2.1) in B 1 (0). Then,
(1) there exists a constant 0 < γ < 1, depending only on the dimension and the elliptic constants such that
and then u is in C α (B 1/2 ) with
where 0 < α < 1 and a constant C depending only on the dimension and the elliptic constants λ and Λ.
We note that the domain B 1 (0) in the Proposition above can be changed to general domain D and B 1/2 (0) also can be replaced by K such K ⊂ D by using the covering argument. In this case, the constant C depends on K and D.
For M ∈ S n and 0 < λ ≤ Λ, the Pucci's extremal operators, playing a crucial role in the study of fully nonlinear elliptic equations, are defined as (2.6)
where A λ,Λ consists of the symmetric matrices, the eigenvalues of which lie in [λ, Λ] . Note that for λ = Λ = 1, the Pucci's extremal operators M ± simply coincide with the Laplace operator. Let S(λ, Λ) be the family of all functions u satisfying
in the viscosity sense. We note that all the viscosity solutions of (2.1) for f = 0 are in S(λ, Λ) and all the functions in S(λ, Λ) satisfy the result in the Proposition 2.0.6. So, roughly speaking, if u is in S(λ, Λ), then u is a viscosity solution of some uniformly elliptic operator in the same class.
Theorem 2.0.7 ([CC]). Suppose that u and v are viscosity solutions of (2.1).
Suppose also that F in (2.1) is independent of Du and u variables. Then,
Hence, the maximum principle and the results in Proposition 2.0.6 also valid for u − v as a viscosity solution of some uniformly elliptic equation.
The proof of Theorem above can be found in chapter 5 of [CC] . Although, in [CC] , they considered the case when (2.1) is independent of the x variable, the same proof also holds in our case.
Functions Defined on a Half-plain
In this section, we define a corrector to describe the effective boundary data.
Definition 3.0.8.
(1) A vector ν ∈ S n−1 is irrational if
is an irrational number for some
The above definition is equivalent to the definition of rational and irrational direction in the introduction. We denote R as the set of all rational directions in S n−1 and IR as the set of all irrational directions in S n−1 . Note that the number of elements of R is countable.
According to [LSY] , every irrational vector ν has a averaging property. The following Lemma is a modification of the Lemma 5.2.2 in [LSY] for the uniform distribution. 
If one of α i ( i = 1, 2, · · · , n − 1 ) is irrational, then there exists a modulus of continuity ρ such that ρ(0+) = 0 and
Suppose that ν n 0. Then we may think {y ∈ R n : ν · y = 0} as a graph defined as (3.4)
Lemma 3.0.10. Let Q ′ R (k ′ ) and Q R (k ′ ) be given as the above for a direction ν ∈ S n−1 . Assume that ν ∈ IR. Then, for any fixed δ > 0 and k ′ ∈ Z n−1 × {0}, there exists a constant R, depending only on δ, ν and a pointŷ(k ′ ) ∈ Q R (k ′ ) such that |ŷ(k ′ ) − m| ≤ δ for some m ∈ Z n . Moreover, for any given periodic function g(y) ∈ C 1 (R n ), we have
Remark 3.0.11. The above Lemma tells us that if ν is irrational, then a periodic function g(y) is almost periodic on {y ∈ R n : ν · y = ν · y 0 } for all y 0 ∈ R n . This property is crucial to obtain a homogenized result.
Proof. For simplicity, we assume that ν n 0 and
From Lemma 3.0.9, there is a modulus of continuity ρ such that
Note that the modulus of continuity depends only on the direction ν.
Since m is an integer point and g is periodic, we have
for all y ∈ R n and hence we conclude
Let us consider the following corrector equation, (3.10)
where [CIL] , we have the following:
Lemma 3.0.12. There is a viscosity solution of (3.10) satisfying
Lemma 3.0.13. The solution of (3.10) is unique.
Proof. Suppose that there are two solutions w 1 and w 2 satisfying (3.10). From the Theorem 2.0.7, w 1 − w 2 ∈ S(λ, Λ). Moreover, since w 1 − w 2 has zero boundary data on ∂H(ν, y 0 ), it should be zero because of the weak maximum principle in [CLV] .
Let us introduce a regularity result for the solution of the equation (3.10).
Lemma 3.0.14. Suppose that g(y) in (3.10) is periodic, and in C 2 ( ). Then we have
Here denotes the unit cell of R n and C is a constant depending only on n, λ, and Λ.
From the maximum principle between w and ± g L ∞ ( ) , we have |w| ≤ g L ∞ ( ) . Then the proof of the Lemma above follows the similar argument in the proof of Lemma 4.0.24, Lemma 4.0.25 and Lemma 4.0.26 in Section 4.
Lemma 3.0.15. Let w i , i = 1, 2, be the solutions of the equation (3.10) for y 0 = y i ∈ R n respectively. Suppose that g is a periodic C 2 function. Then we have
where C is a constant depending only on n, λ, and Λ.
Proof. Without any loss of generality, we may assume that y 2 = 0 and H(ν, y 1 ) ⊂ H(ν, y 2 ). Note that for given any y ∈ ∂H(ν, 0), y + y 1 ∈ ∂H(ν, y 1 ). From Lemma 3.0.14, we have (3.14)
where y ∈ ∂H(ν, 0) and C is a constant same as the Lemma 3.0.14. Moreover, since g is in C 2 , we have
Now combining two inequalities above, we have
for every y ∈ ∂H(ν, 0). Now from the Theorem 2.0.7 and the maximum principle in [CLV] , we can conclude that
For simplicity, we denote Π = ∂H(ν, y 0 ) and Π(t) = tν + Π for positive real number t until the end of this section. 
Proof. We only prove the case when y 0 = 0 because the general case can be obtained by the translation. Let Q ′ R (k ′ ) and Q R (k ′ ) be the same as Lemma 3.0.10. Fix δ > 0. Since ν is irrational, we may choose
From the definition of W t , we can choose points y 1 and y 2 in Π(t) such that
Without any loss of generality, we can assume that 
So, from Lemma 3.0.15, we have
for all y ∈ H(ν, y 0 ). In particular, we have
Note that the constant C represents a constant that only depends on n, λ and Λ. That constant C could change as the equation changes, but the dependences does not change at least in this proof.
From the Lemma 3.0.14, we have |w(y 2 − m) − w(y 2 −ŷ)| ≤ C g C 2 δ and hence we can conclude that
Since y 1 and y 2 −ŷ contained in a cube Q 3R (t) = Q 3R + tν, we have (3.24)
Suppose that 2 m (3R) ≤ t for some m ∈ Z. Then, by applying the first property in the Proposition 2.0.6 m times, we have
where γ is a constant in (0, 1) depending only on the dimension. Hence we have
Now by using (3.24) and (3.26), we have the following,
for sufficiently large t > 0. By taking limit infimum and supremum of W t , we get (3.28)
Since δ is arbitrary, we get the conclusion.
Lemma 3.0.17. Let w(y) be the solution of (3.20) and ν in (3.10) is irrational. Then, the limit w(y ′ + tp) exists as t goes to ∞ for each y ′ ∈ Π and p ∈ R n satisfying p · ν > 0. Moreover, that limit is independent of the choice of y ′ and p.
Proof. We assume that ν = e n and y 0 = 0 and the result for general case can be obtained by the rotation and translation. We also assume that p · ν = 1.
Since w(y) satisfies the following equation,
M t = sup R n−1 ×{y n >t} w and m t = inf R n−1 ×{y n >t} w from the weak maximum principle on the unbounded domain R n−1 × {y n > t} (see [CLV] ). It implies that M t is monotone decreasing and m t is monotone increasing and hence there exist α * = lim t→∞ M t and α * = lim t→∞ m t . From lemma 3.0.16, α * and α * have to be the same and that should be equal to the limit of w(y ′ + tp).
Correctors
In this section, we are going to consider the corrector equation defined as follow,
where x 0 ∈ ∂D, y 0,ǫ = x 0 /ǫ, and ν ∈ S n−1 .
Definition 4.0.18. Let w ǫ be the solution of the equation (4.1). Then we denote
If g * and g * are the same, then we define
Example 4.0.19. Choose x 0 = (t, 1) ∈ R 2 , −1 < t < 1 and ν = e 2 . Assume that
and hence g(y) = 1 for all y ∈ H ν, y 0,ǫ . This implies that 1 is a solution of the equation (4.1). So, we have
Since |w ǫ | ≤ 1, we have g * (x 0 , ν) = 1. In this way, we can show that g * = −1 by
We always observe the above phenomena when ν is not irrational because the hyper plain ∂H(ν, y 0 )/Z n is not uniformly distributed in [0, 1] 
Note that the estimate (3.27) depends only on n, λ, Λ, and g C 2 . So we have the following uniform oscillation bounds,
Hence the oscillation W ǫ,t = osc Π(t) w ǫ goes to zero uniformly on ǫ, and α ǫ = lim t→∞ w ǫ (tν) is well defined for each ǫ.
Lemma 4.0.20. If ν is a irrational direction, then the limit α ǫ in the above are independent on ǫ. In other words, g(x 0 , ν) is well defined and α ǫ = g(x 0 , ν) for all ǫ > 0.
Proof. Suppose that w 1 is a solution of the equation (4.1) when ǫ = ǫ 1 and w 2 is a solution of the equation (4.5) when ǫ = ǫ 2 . By translating w 1 properly, we may assume that w 1 is a solution of the equation,
Since ν is irrational, by using the similar argument in the proof of Lemma 3.0.16, we can find z = − m + te n ∈ ∂H ν, y 0,ǫ 1 − y 0,ǫ 2 where m ∈ Z n , t ∈ [0, δ) for given any δ > 0 and e n is the n-th member of the standard coordinate basis of R n .
Note
Now apply Lemma 3.0.15 to obtain
where C is a constant depending only on n, λ and Λ.
Choose s large enough and substitute y = sν. Then we have (4.10)
Because of Lemma 3.0.17, w 1 (sν − m) → α ǫ 1 as s → ∞. So we can have the following by taking lim s→∞ on both side to the equation (4.10), (4.11)
Since δ > 0 can be chosen arbitrarily small, we get α ǫ 1 = α ǫ 2 and this exactly implies the conclusion.
If F is the Laplace operator, then we can describe the homogenized operator g by the average of g. So, we can recover the result in [LS] for the Laplace operator through our method.
Proof. Fix x 0 ∈ ∂D and ǫ > 0. Assume that g ǫ (x 0 , y) and H(ν, 0) are defined the same in (4.5) and w ǫ (y) is the solution of the equation (4.5).
Let Q R (y) be a cube in ∂H(ν, 0) centered at y ∈ ∂H(ν, 0) with side length R. Suppose that Q R (y) is divided into disjoint cubes {Q i } with side length δ > 0 and y i ∈ Q R (y) are centers of Q i . Let us define
Since F is independent on the y variable and linear, W δ
is also a solution of the equation (4.5) with boundary condition G δ R (y) where y ∈ ∂H(ν, 0) and t > 0. Moreover, since G δ R (y) converges to G R (y) uniformly, W δ R converges to W R (y), the solution of (4.5) when the boundary condition is G R (y), uniformly and satisfying
because of the maximum principle in [CLV] . Since ν is irrational, from Lemma 3.0.17, α ǫ = lim t→∞ w ǫ (y + tν) is well defined and independent of the choice of y ∈ ∂H(ν, 0). Moreover,
Finally, from (4.13) and the uniform convergence of G δ R , we have (4.14)
Assume that G R (y) converges to g uniformly. Then by using similar argument in the above, we can show that α ǫ = lim t→∞ W(y + tν) where W is the solution of (4.5) when the boundary condition is a constant function g (x 0 ) and since the boundary data is a constant, W(y) should be equal to g (x 0 ) in H(ν, 0). Hence we have α ǫ = g (x 0 ) for all ǫ > 0 and g(x 0 , ν) = g (x 0 ). Now we will prove the uniform convergence of G R (y). For the simplicity, we assume |g| ∞ + |∇g| ∞ ≤ 1. For fixed δ > 0, we can choose R 0 > 0 such that the plane ∂H(ν, 0) is represented as a union of disjoint cubes Q R 0 (k ′ ) defined same in Lemma 3.0.10 and each cube has a pointŷ(k ′ ) such that |g(y +ŷ(k ′ )) − g(y)| ≤ δ for all y ∈ ∂H(ν, 0).
Suppose that y 1 and y 2 are in ∂H(ν, 0) and |y 1 − y 2 | ≤ 3nR 0 ≤ R. Then, (4.16)
is a measure on ∂H(ν, 0) reduced by the Lebesgue measure in R n and c(n) is a constant depending only on the dimension n.
Choose y 1 , y 2 in ∂H(ν, 0). Without any loss of generality, we may assume that y 1 ∈ Q R 0 (0) and y 2 ∈ Q R 0 (k ′ ) for some k ′ ∈ Z n−1 . From the choice of R 0 , we can findŷ ∈ Q R 0 (k ′ ) such that |g(y +ŷ) − g(y)| ≤ δ and, in particular,
Combining those, we have the following, (4.18)
when R > 0 is sufficiently large and since the choice of R is depending only on R 0 and the convergence speed of G R (0), G R (y) converges to g (x 0 ) uniformly on y ∈ ∂H(ν, 0). We omit ν of g(x 0 , ν) if x 0 ∈ ∂D and ν is the same as the inward normal vector −ν(x 0 ) of D. In other words, g(x 0 ) = g(x 0 , −ν(x 0 )). As we proved, if ν is irrational, then g(x 0 ) is well defined. As we told in the introduction, there are lots of examples satisfying the IDDC. C 2 domains whose boundary has nonzero Gaussian curvature, balls as a example, satisfies IDDC. Now we are going to show that u ǫ gets closer to w ǫ after blow-up near the C 2 -boundary ∂D. Note that the scaled function U ǫ (y) = u ǫ (ǫy) satisfies the following equation
We will show that the uniform boundedness of 
where B + 1 (0) is a half ball and g ∈ C 2 (B + 1 (0)). Then, we have
where C depends only on n, λ, and Λ.
One can find the above boundary estimate of viscosity solution at [LT] or it can be proved directly by the odd extension of the function v = v − g on B 1 (0) and the interior estimate of the viscosity solution in [CC] .
Suppose that ∂D is in C 2 . Then, by using the domain straitening map Φ in the appendix of [E] , we have the following, 
Suppose that the C 2 norm of ∂D is sufficiently small. Then there is a constant 0 < r 0 < 1 and for x ∈ ∂D we have
Moreover, the constants r 0 and C only depends on n, λ, Λ and the C 2 norm of ∂D.
Since we exactly know the formula Φ, we can find such a r 0 by the calculation.
From the above lemma, the interior estimate of the viscosity solution in [CC] and the proper covering of the domain, we have 
on ∂D, and the C 2 norm of ∂D is sufficiently small. Then, v ∈ C 1.α (D) and we have
where C depends only on n, λ, Λ and the C 2 norm of ∂D. 
Note that the constant C only depends on n, λ, Λ, and D. In this way, we can show the uniform boundedness of w ǫ .
Lemma 4.0.27. Suppose that U ǫ is the solution of the equation (4.20) and w ǫ is a solution of the equation (4.1). Suppose also that ǫ is sufficiently small. Then we have the following estimate, (4.28)
where C is a constant which depends only on n, λ, Λ and D.
For given x 0 ∈ ∂D, let y 0,ǫ = x 0 ǫ and H(ν, y 0,ǫ ) = {y ∈ R n : y · ν > y 0,ǫ · ν} where ν = −ν(x 0 ) is the inward normal vector at x 0 . Consider the small ball B ε p (x 0 ), 0 < p < 1. Let w ǫ be the solution of (4.1). Then the difference between U ε and w ε on ∂ ǫ −1 D ∩ B ǫ p−1 y 0,ǫ vanishes as ε → 0 if 2p > 1.
Lemma 4.0.28. Let U ǫ be a solution of Equation (4.20), x 0 ∈ ∂D, and let w ǫ is a solution of (4.1) for given fixed x 0 and ν = −ν(x 0 ). Then, we have
for all y ∈ ∂ ǫ −1 D ∩ B ǫ p−1 y 0,ǫ and for all 0 < p < 1 where C depends only on n, λ, Λ and the C 2 norm of ∂D.
Proof. For the simplicity of the calculation, we assume that ν = e n and the general result can be obtained by a rotation. Since ∂D is in C 2 , ∂D∩B ǫ p−1 y 0,ǫ is contained between two hyperplanes C 1 ǫ 2p−1 ν+∂H(−ν, y 0,ǫ ) and C 1 ǫ 2p−1 ν− ∂H(−ν, y 0,ǫ ) where C 1 is the constant depends only on the C 2 norm of the boundary ∂D. Fix y ∈ ∂ ǫ −1 D ∩ H −ν, y 0,ǫ ∩ B ǫ p−1 y 0,ǫ . We first assume that y ∈ ∂ ǫ −1 D . Then, from the estimate (4.28), we have (4.30)
where y ′ be the orthogonal projection of y to the hyper-plane ∂H −ν, y 0,ǫ . Since |y ′ − y| ≤ C 1 ǫ 2p−1 and |(ǫy, y) − (ǫx 0 , y ′ )| ≤ C 2 ǫ 2p−1 , we get the result because of the regularity of g and Lemma (4.0.27). For y ∈ ∂H(−ν, y 0,ǫ ), the conclusion comes from the similar argument. 
Then,
where C is a consatant depending only on the n, λ, and Λ.
Proof. Consider the following equation
where Λ and λ are elliptic constants in (1.2). By the direct calculation, we can check that M + (D 2 h + ) ≤ 0 and h + ≥ 1 on ∂Q. That implies h + ≥ h + in Q from the comparison. In the similar way, we can show that − h + ≤ h − . Hence we have the following,
where C is a constant depending only on the n, λ, and Λ.
Lemma 4.0.30. Let U ǫ be the solution of Equation (4.20) and let w ǫ be the solution of (4.1). Then, for
where C depends only on n, λ, Λ and the C 2 norm of ∂D and ν = −ν(x 0 ) is the inward normal vector at x 0 .
Proof. We assume that x 0 = 0 and ν = e n without any loss of generality and the result for general x 0 ∈ ∂D and ν can be obtained by a translation and a rotation of the domain. Also, we ignore the term ǫ 2 f (ǫy, y) in the equation (4.20) because the size of error is o(ǫ). Let Q be a cube same as in Lemma 4.0.29. Let v = U ǫ − w ǫ . Note that from [CC] , v ∈ S(λ, Λ) that means v is a solution of a uniform elliptic operator with elliptic constant λ and Λ. In addition, from Lemma 4.0.28 and from the fact that |U| + |w| ≤ 2|g| ∞ , |v| ≤ 2|g| ∞ on ∂Q \ Q ′ and |v| ≤ C 1 ǫ 2p−1 on Q ′ where C 1 is a constant which is the same in the proof of Lemma 4.0.28. Note that the function
be a (viscosity) super-and sub-solution respectively where h ± (x) be functions defined same in Lemma 4.0.29. Moreover, because of the definition of v ± , v − ≤ v ≤ v + holds on ∂Q and hence the following holds for all y ∈ Q,
and it implies the conclusion.
The Continuity of g
We denote w ǫ (y; x 0 , ν) if it is a solution of the equation (4.1) for a point x 0 ∈ ∂D and a direction ν ∈ S n−1 . Additionally, w ǫ (y; x 0 ) is defined by w ǫ (y; x 0 , −ν(x 0 )) where ν(x 0 ) is a outward normal vector of D at a point x 0 . We apply the same notation convention to the effective boundary data
The goal of this section is to show the continuity of g. As we mentioned in the previous section, g is well defined when ν(x) is irrational. For a given direction ν 0 ∈ S n−1 , the hyper-plain ∂H(ν 0 , 0) is well defined and it can be represented as a union of disjoint cubes Q R (k ′ , ν 0 ), k ′ ∈ Z n−1 with radius R. According to Lemma 3.0.10, for each irrational ν 0 ∈ S n−1 and δ > 0, There exists a constant R > 0 such that each cube Q R (k ′ ) has a point y(k ′ , ν) satisfying
for all y ∈ R n . The following lemma tells us that, for given any ν 0 , we can choose R independently on the choice of ν in a small neighborhood of ν 0 .
Lemma 5.0.32. Suppose that ν 0 is irrational. Then for given any δ > 0, there exist a constant R, a neighborhood B η (ν 0 ) ∩ S n−1 of ν 0 , and a family of mutually disjoint cubes
(1) each cube Q R (k ′ , ν) has side length R, and
Proof. For simplicity, assume that |∇g| ≤ 1 and (ν 0 ) n > 0. Since we will choose η small, we may assume that ν n ≥ (ν 0 ) n 2 for all ν ∈ B η (ν 0 ) ∩ S n−1 So, ∂H(ν, 0) can be represented as a hyperplain
where k ′ ∈ Z n−1 × {0} and Q ′ R is a cube in R n−1 × {0} centered at the origin with side length R. Then, for given any m
Since ν 0 is irrational, from Lemma 3.0.9, t(m, ν 0 ) is uniformly distributed on R/Z, and hence we can choose R 0 such that for any interval I in R/Z whose length is equal to δ/3, there exists m(
, 2δ/3) ∈ R/Z and consider the following representation
) is less than equal to δ/3 and, from the choice of m, the fractional part of ((h(m, ν 0 ) + c(k ′ )) is between δ/3 and 2δ/3. So, the fractional part t(m, ν) of h(m, ν) is less than equal to δ < 1. Now chooseŷ(k ′ , ν) = (m, h(m, ν)) then we are done. 
holds for all y ′ ∈ H(ν, 0) and for all irrational ν contained in B η (ν 0 ) ∩ S n−1 . Here, η is chosen same in the Lemma 5.0.32, C is a constant depending only on n, λ and Λ, and t 0 is a constant depending only on n, λ, Λ, the radius η, the direction ν 0 and δ .
Note that the constant t 0 does not depend the choice of ν.
Proof. From the maximum principle, we have that (5.7) min
for all t and t 0 satisfying t ≥ t 0 . Hence we have (5.8) min
By combining (5.7) and (5.8), we have (5.9) max
Choose η same in the Lemma 5.0.32. Then, from above and from the inequality (3.27) in the proof of Lemma 3.0.16, the inequality (5.10)
holds for all ν ∈ B η (ν 0 ) ∩ S n−1 where γ and C are constants same in the inequality (3.27) and R is a constant same in the Lemma 5.0.32.By choosing t 0 = 3Rδ 1/ log 2 γ , we get the conclusion from the fact that |w| ∞ ≤ g C 2 .
Lemma 5.0.34. For a periodic function g, a direction ν 0 , and a constant t > 0, there is a neighborhood B η (ν 0 ) of ν 0 ∈ S n−1 such that if ν ∈ B η (ν 0 ) ∩ S n−1 , then
where w(y; x 0 , ν) is the solution of the equation (4.1) and C is a constant depending only on n, λ and Λ.
Proof. Let Q M (0) be a large box of R n centered at the origin with side length M > 10t. For given any δ, we choose η so small that |w ǫ (y; 0) ). Note that as long as M is chosen, we always find such a η because of the regularity result in the Lemma 3.0.14. For a given t > 0, there is a large M such that
from a similar argument as Lemma 4.0.29. By choosing η ≤ δ/t, we have |tν − tν 0 | ≤ δ. From this and from the Lemma 3.0.14, we have
and then, we get the conclusion by combining above two inequalities. as long as ν is irrational. From the assumption (1.1), it follows that
for any x 1 and x 2 ∈ ∂D. Hence, from the maximum principle in [CLV] , we have
for all t > 0. The conclusion comes by taking t → ∞. Secondly, fix a point x 0 and δ. We also fix a irrational ν 0 . Then, from Lemma 5.0.33, there exists a constant η 1 and t 0 such that
holds for all t ≥ t 0 and for all irrational ν ∈ B η 1 (ν 0 ) ∩ S n−1 where w ǫ (y; x 0 , ν) is the solution of the equation (4.1). Now by applying Lemma 5.0.34 when t = t 0 , there is η 2 > 0 such that if ν is irrational and satisfies ν ∈ B η 2 (ν 0 ) ∩ S n−1 , then
Here C is a constant depending only on n, λ and Λ. So it is continuous.
The Effective Solution
We find a Effective Boundary Data g in Section 4, and we showed that g is continuous on ∂D \ {x : ν(x) ∈ R} in Section 5. Nevertheless it could be discontinuous on ∂D. As long as we know, there is no concept of the viscosity solution when the boundary data is not continuous. That is why we define the generalized concept of the solution of the equation (1.6).
Let D = {(x ′ , x n ) ∈ R n : |x ′ | 2 + (x n − 1) 2 < 1}, g(y) = cos y n and u ǫ is the solution of the following equation, (6.1)
By the calculation, we obtain
From the result in [LS] , u ǫ converges to 0 uniformly on every compact set. However, because of the Lemma 4.0.30, we have
where p, q are constants satisfies the condition in Lemma 4.0.30. It implies that u ǫ is very close to 1 near the origin. This example tells us that the value of u ǫ in a small neighborhood of a point 0 ∈ ∂D does not make any serious oscillation at the interior. We note that, by using (6.2) and the Lemma 6.0.43, it can be shown that the above condition is necessary to guarantee the uniqueness of the limit u 0 of u ǫ .
Lemma 6.0.36. Suppose that (n − 1)λ > Λ. Then, (P ǫ ) is stable for the finites value of the boundary.
When the operator is Laplacian, Λ/λ = 1 hence the condition (n − 1)λ > Λ satisfies, but if the operator is degenerate, then (n − 1)λ > Λ cannot satisfies. So, this condition implies that the operator is sufficiently uniformly elliptic.
Proof. Let us assume that k = 1, x 1 = 0 and |g m | ∞ ≤ 1 for all m ∈ Z.
Similarly, we can show that ) converges to 0 as r m converges to 0. Now let us consider the case when k > 1. Since we consider the limit behavior as r m → 0, we may assume that B r m (x i ) are mutually disjoint. Let
Since it is obvious that b
Similarly, we obtain
By combining above two inequalities and the fact that b − m (x) ≤ b + m (x), we get the conclusion.
Through this section, we assume that (P ǫ ) is in the stable class for finite values of the boundary. Let us consider the following equation
is the function defined as in the Definition 4.0.18 on every irrational point x ∈ ∂D. It is same with the equation (1.6). We just rewrite it. It is well known that the function F and f is well defined. It is also well-known that F is uniformly elliptic with the same elliptic constant λ and Λ. So, as long as g is continuous, the above problem is well-posed.
For simplicity, we assume the the function g in the equation (P ǫ ) is independent on x variable. We note that it does not make any serious change of proofs. For given any rational direction ν, there is a integer point m = (m 1 , m 2 , · · · , m n ) which is parallel to ν such that there are no common integer factors of m 1 , · · · m n greater than 1. Let (6.10) D δ = {ν ∈ R : m i > 1/δ for some i = 1, 2, · · · , n}.
We note that there are only finite rational directions which are not contained in D δ for given δ > 0. If ν 0 ∈ D δ , then ν 0 has similar properties that the irrational direction has for given δ > 0. So, we have the following which is very similar to the Lemma 5.0.32. 
Proof. We will prove the case when m 1 > 1/δ and the other case can be proved by the similar way. Since m 1 ±1, we always find a nonzero element among m 2 , · · · , m n , so we assume also that m n 0. We may represent the set {y ∈ R n |ν 0 · y = 0} by (6.11) y n = h(y
Choose R to satisfy 2m 1 ≤ R and choose a sequeqnce of finite integer points z i , i = 0, 1, · · · , m 1 defined by z i = z 0 + ie 1 for some z 0 ∈ R n−1 × {0}.
Because of the choice of R, we may choose all the z i in the cube Q ′ R (k ′ , ν 0 ) for fixed k ′ ∈ Z n−1 × {0}. Let t i be the fractional part of h(z i ). Since ν 0 is rational, t i are distributed uniformy in [0, 1). So we can find a point z i such that t i ≤ δ because of the relation m 1 > 1/δ. Now letŷ(ν 0 , k) = (z i , h(z(i)) and m = (z i , h(z i ) − t(z i )). Then we get the conclusion for fixed ν 0 .
The remaining of the proof is quite similar to the proof of Lemma 5.0.32 so we omit it.
Let u ǫ be the solution of the equation (P ǫ ). By the regularity theory of the viscosity solution, [CC] , we have (6.12)
for some compact K ⊂ D. So, we always find a limit u 0 such that u ǫ j converges to u 0 uniformly on K. Note that the other side of inequality also holds, so we get the following. for all irrational points x ∈ ∂D, then the solution u ǫ of (P ǫ ) converges to u 0 , the solution of the equation (6.9) when the boundary data is g 0 , uniformly on every compact set K ⊂ D.
For given any x 0 ∈ ∂D satisfying ν 0 = −ν(x 0 ) ∈ D δ , we let B η (ν 0 ) and R is defined same in the Lemma 6.0.37. We note that the size of the cube R determines the size of oscillation. See Lemma 5.0.33 or, more precisely, for all x ∈ ∂D satisfying ν = −ν(x) ∈ B η (ν 0 ), (6.14)
where γ ∈ (0, 1) be a uniform constant and w(y; x) is the solution of the equation (4.1) with ν = −ν(x). From the maximum principle, W t (x) is monotone decreasing as t → ∞ and we have
From Lemma 6.0.37, we choose R uniformly on the direction ν in a small neighborhood B η (ν 0 ). So, if we choose r > 0 small enough, we can conclude the following. 
holds for all x ∈ B r (x 0 ) ∩ ∂D where ν = −ν(x) and C 1 is constant dependsing only on n, λ and Λ.
The following two lemmas are about the behaviors of g, g * and g * . 
where the constant C only depends on n, λ and Λ.
The proof of the above lemma is quite similar to the proof of Proposition 5.0.31. See the last sentence of the proof of Proposition 5.0.31.
Lemma 6.0.42. For any rational point x
for some constant C 2 depending only on n, λ, and Λ.
Since g is defined only on the irrational point, lim sup x→x 0 g(x) means
where A r = {x ∈ B r (x 0 ) ∩ ∂D : ν(x) is irrational}. Its proof is also quite similar to the proof of Proposition 5.0.31. We only give an idea of proof. Let D ǫ = {x ∈ D | dist(x, ∂D) > ǫ q } where q ∈ (1/2, 1). Since ∂D is in C 2 , ∂D ǫ is also in C 2 , and there exists a 1-1 correspondence between ∂D and ∂D ǫ if ǫ is small. Let z ǫ = x + ǫ q (−ν(x)) ∈ ∂D ǫ , and define g ǫ (x) = u ǫ (z ǫ ) where u ǫ is the solution of the equation (P ǫ ).
Sketck of the
Lemma 6.0.43. Let D ǫ , z ǫ and g ǫ be same in the above. Then, for all q ∈ (1/2, 1), we have
where u ǫ is the solution of the equation (P ǫ ), u ǫ is the solution of
on ∂D, α = Λ λ (n − 1) − 1, and C is a constant depending only on n, λ, Λ and D.
Proof. Since ∂D is in C 2 , we can find a radius r 0 > 0 and for every x 0 ∈ ∂D, there exists a exterior ball B with radius r 0 and D ∩ B = {x 0 }. Assume that c 0 = x 0 + r 0 ν is a center of B. Because of the choice of α, we have
So, we can deduce that
for all x ∈ ∂D (or for all z ǫ ∈ ∂D ǫ ).
From (6.24) and from the fact that u ǫ + h(x) is a super-solution of the equation (6.22), we have
Similarly, we could obtain
Hence the conclusion comes by combining above two inequalities.
Proof of the theorem 6.0.38. We first assume that g + (x) ≥ g(x) + σ for all irrational point x ∈ ∂D and for a positive constant σ. If it is true, then we easily deduce the theorem by taking σ → 0.
For the convenience, we assume that g C 2 ( ) + g + L ∞ (∂D) ≤ 1. Chosse a δ to satisfy (C 1 + C 2 )δ ≤ σ/8 where C 1 and C 2 are constants in Lemma 6.0.40 and Lemma 6.0.42. Let E δ be the set of all rational direction ν ∈ S n−1 which are not contained in D δ . Since E δ is finite, we can find a constant r, a function h(x), satisfying (6.27)
for given any compact subset K of D because of the assumption that (P ǫ ) is int the stable class for the finite values of the boundary.
For each rational point x 0 in ∂D \ ∪ x∈{ν(x)∈E δ } , B r 0 (x) , we can find a neighborhood B r (x 0 ) such that there exists ǫ 0 such that if ǫ ≤ ǫ 0 then
holds for all x ∈ B r (x 0 ) because of the Lemma 6.0.40 where ν = −ν(x) and y ǫ = x/ǫ. Note that only the radius r and ǫ 0 could be affected by the choice of the point x and δ. Additionally, by applying the Lemma 6.0.42 in the above equation, we have
for all x ∈ B r (x 0 ). We note that the statement in the above is also true when x 0 is a irrational point, because the result in Lemma 6.0.40 holds for given any δ > 0 and
if ν(x 0 ) is irrational. The latter inequality in (6.30) holds because of the Proposition 5.0.31. Now, since ∂D\ ∪ x∈{ν(x)∈E δ } , B r 0 (x) is compact, we extract a finite covering among ∪ x i B r i (x i ) so we can choose ǫ 0 such that (6.29) holds for every x in
Applying Lemma 4.0.30 to (6.29), we have
where 1/2 < p < q < 1 are constant satisfying the condition in Lemma 4.0.30. Hence, if ǫ is small enough, then
for all x ∈ ∂D \ ∪ x∈{ν(x)∈E δ } , B r 0 (x) . Note that the last inequality of (6.32) comes from the regularity of u + .
Let u ǫ be same in the Lemma 6.0.43 for given u ǫ . From (6.32) and from the definition of h, we have (6.33)
for all x ∈ ∂D if ǫ is small. Hence, from the comparison,
ǫ is the solution of the equation
on ∂D.
Note that it is well known that u + ǫ converges to u + uniformly on D. See [E] . From Lemma 6.0.43, we have (6.36)
in D ǫ . Hence, it also hold in K since K is contained in D ǫ if ǫ is small enough. Now, take ǫ → 0 on both side, we have (6.37) u 0 (x) ≤ u + (x) on K.
7. Proof of Theorem 1.0.2
As we discussed in Section 6, as long as the effective boundary data g has a continuous extension, we conclude that the solution u ǫ converges to u uniformly on every compact subset K of D where u is the unique solution of the equation (1.6) in the classical sense. In a Laplacian case, we easily prove that (7.1) g(x) = g = Proof. We will prove the case when A is a subset of R n−1 . Since ∂D is regular manifold, it can be easily extend the case when A ⊂ ∂D.
Since g is δ-continuous on A, we can find r = r(x) such that if x 1 , x 2 ∈ B 2r (x 0 ), then |g(x 1 ) − g(x 2 )| ≤ δ. Moreover, since A is compact, there is a finite covering ∪B r i (x i ), i = 1, 2, · · · , m, of K. Let r = min{r 1 , r 2 , · · · , r m }.
Let φ be a standard mollifier function whose support is contained in B r (0). Let h + (x) = g * φ + δ. Since ∪B r i (x i ) is a covering of K, we can find a ball B r i (x i ) such that x ∈ B r i for any x ∈ A. From the choice of r, B r (x) ⊂ B 2r i (x i ) and hence if y ∈ B r (0) then
So, we have
is well defined at x ∈ A. In this way, we can define h − satisfying 
h + (x) − h − (x) ≤ 2δ for every x ∈ ∂D \ ( i B r (z i )), Moreover, if u ± (x) are viscosity solutions of the equation (1.6) when the boundary data are h ± (x) respectively, then we have the following estimate,
where C is a uniform constant.
Proof. Without any loss of generality, we may assume that g C 2 ( ) = 1. As we discussed before, there are finite points As we told before, the IDDC is essential because if the domain does not satisfy the IDDC, we cannot expect the uniform limit. The following is a typical example for that. 
