Deadlock problem, a research area full of vitality, has been extensively investigated in the framework of Petri nets. Much of the work on deadlock problem mainly focuses on the models with flexible routes, while there are few theoretical results from the models with assembly operations, especially the models with hierarchical assembly operations. In this paper, an innovative distributed control method for assembly systems with complex structures is developed. Before advancing to the next step, a forward search procedure is conducted on the concerned process to check whether there exists a firing sequence from its current place to its nearest global critical place. The movement of its next step is allowed when the search result is positive; otherwise, our method prohibits its one-step movement and the same search method is imposed on the remaining processes until a positive result is returned. During the execution of our control method, because of no demanding of all the states and communication with other unchecked processes, a great reduction of computational complexity can be achieved with our on-line and real-time control strategy.
I. INTRODUCTION
Thanks to the strong desire to respond to the diverse and quality-oriented markets, mass production has undergone a shift to automated manufacturing systems (AMSs). Generally speaking, an AMS consists of a number of manufacturing workstations with a finite buffering capacity, interconnected by an automated material-handling system [1] - [3] , [9] , [14] , [15] , [17] . In the emerging AMSs, it has become clear that: (1) concurrent manufacturing strategy is of paramount importance for enhancing productivity and (2) efficient utilization of various resources requires nonsequential resource requirement at each process stage. However, in parallel with the improvement of productivity, such resource sharing environment spawns the deadlock problem because of the The associate editor coordinating the review of this manuscript and approving it for publication was Shouguang Wang . competition for a finite set of resources among processes. Once entering into a deadlock, the entire system will crash and cannot be resolved without outside intervention. Therefore, it has attracted widely-spread attention to develop proper deadlock control method for automation systems during their design and operation stages [4] - [6] , [9] - [16] , [23] , [25] .
Currently, two different control schemes have been extensively investigated, broadly known as centralized and distributed. The main feature of centralized approaches is that pre-defining the supervisor structures, combined with the global structure of the system, is required. However, it is unrealistic for large complex systems due to state explosion issues. The siphon-based method, stemming from Petri net (PN), is such an approach [14] , [15] . For this method, the siphon count might be astronomical with the increase of system scale. In industry, the centralized solutions are not a economical and efficient method because of limited VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ computing capacity for performing a large amount of calculation and limited communication channels for managing the huge quantity of interactions between the global supervisor and local processes. Different from centralized approaches, the underlying idea of distributed control method is to partition a system into loosely connected subsystems whose local controllers collaborate such that their aggregated behavior is the same as that of the original system and the specification is completely satisfied. Because of the lower cost in designing local controllers and the higher anti-interference capability, many researchers shift their attention away from the centralized control to distributed control [7] , [8] , [15] , [18] , [19] , [26] . After a careful review of contributions to the area of deadlock control, we find that most of the solutions existing in the literature mainly focus on the models characterized by flexible routes, while few attention is paid on the models considering assembly operations, especially the models with hierarchical assembly operations [15] , [20] - [22] , [25] . Compared with flexible routes, the structural diversity of assembly operations brings new challenges to deadlock solutions [4] , [14] , [16] , [23] , [24] . One of the most significant differences is that when controlling the part to be assembled, the synchronicity of assembly requires a consideration of the influence from other parts in the same assembly group, while this is not the case for flexible routes. The research, devoted to deadlock problem in flexible routes, shows that other parts have no influences on the controlled part, thus implying that in assembly systems, a direct application of the results obtained from flexible routes is infeasible.
Motivated by the current research status of deadlock problem, in this work we intend to develop a distributed control method for systems with hierarchical assemblies. Distinguished from the existing work, the main contributions of our work can be summarized as follows. First, our method considers each process as an independent subsystem and all the resources as a global coordinator. For each subsystem, a forward search mechanism, viewed as local controller, is imposed on it to monitor its evolution. When executing the search procedure, no information from other processes except the controlled one is communicated with coordinator because of the stagnation of other processes. It is obvious that the communication amount between resource places and the controlled process is advantageous in comparison with the exponential amount of siphon-based method. Second, instead of pre-determining all the supervisors, the on-line and real-time control policy contributes to the enhancement of anti-interference capability, such as resource failures and recoveries. Third, this method can be easily extended to a broader class of assembly systems since the results achieved from our work is based on the models with abundant structural information.
The remaining part of this paper is organized as follows. Section II is devoted to the construction of a special class of PNs, namely F-AMG. In Section III, we present the details of our control method and extend the well-established results from the simple assembly systems to hierarchical assembly systems. A comparison with other existing methods is presented in Section IV. Finally, the conclusion and some future work are discussed in V.
II. PN MODELING OF AMSS
In this paper, we assume that the reader is familiar with the fundamentals of PNs. All used notations, definitions, and formulas can be found in [14] . For better understanding, we focus throughout this paper on a special class of Petri nets, namely Feedback Augmented Marked Graph (F-AMG). Before giving the details of our research model, three kinds of paths should be defined first.
Definition 1 (Path): The path in a Petri net model, denoted as P, is a quadruple P, T , →, p 0 , where: 1) P is the finite set of places; 2) T is the finite set of transitions; 3) → ⊆ (P × T ) ∪ (T × P) is a set of directed arcs from places to transitions or from transitions to places; and 4) p 0 is the initial place. The path from p x to p y through t can be written as p
Definition 3 (Hierarchical Parallel Path):
A hierarchical parallel path, denoted as P hp , is a path P hp = p hp 1
→ p hp n such that: 1) P hp = {p hp 1 , · · · , p hp x , p hp y , · · · , p hp n }; 2) T hp = {t hp 1 , · · · ,
, we have | • t| ≥ 2; and 8) ∀p ∈ P hp ,
The parallel paths shown in Fig. 1(a) are two simple parallel paths where P sp 1 = p 1
→ p 6 . The parallel paths shown in Fig. 1 (b) contain one simple parallel path and one hierarchical parallel path, i.e., P sp 1 = p 1 simple parallel path and one hierarchical parallel path, i.e.,
Having elaborately defined a various of parallel paths, we present a detailed introduction to our research model F-AMG, based on which we can do further analysis.
The process net set, with a connection to a set of shared resources, constitutes the F-AMG, i.e.,
is a set of beginning places, ending places, and activity places;
2) T i = T i ∪ {t f i } is a set of transitions representing regular operations, disassembly operations, assembly operations, and the repetitive production;
3
is a set of directed arcs in N i , pointing from places to transitions or from transitions to places; 4) P R = {r i , i ∈ N L } is a set of resource places and the capacity of each resource place r i is denoted by C i ∈ N + , which indicates the quantity of resource r i the system possesses; 5) → r i ⊆ (P r i × T ) ∪ (T × P r i ) is a set of directed arcs from resource places to transitions or from transitions to resource places; 6) According to the division of different parallel paths, the process net N i can be classified into three categories: a)
For each resource r ∈ P R , there exists a unique minimal P-semiflow X r ∈ N P such that {r} = X r ∩ P R , P B ∩ X r = ∅, P E ∩ X r = ∅, P A ∩ X r = ∅, and X r (r) = 1; and 8) ∀r ∈ P R , the set of its holders is the support of a minimal P-semiflow X r without r, i.e., H (r) = X r \ {r}.
Definition 6: In a F-AMG (N , M 0 ), M 0 is an acceptable initial marking when:
Definition 7: Given an arbitrary marking
According to Definition 5, we can get the special structure of F-AMGs. When constructing the process nets with the involvement of hierarchical parallel paths, further decomposition and assembly are required for the elements disassembled from the compound product. Such process net models two manufacturing levels, i.e., the primary one, leading to the final product as well as the second one, leading to the semifinished product. No matter what kind of process nets our research model takes, after introducing resource allocation mechanism, each processing stage, denoted by a place p, is associated with a conjunctive resource requirement, expressed by an L-dimensional vector a p (r k ), k ∈ N L , characterizing the requirement for the resource r k at the stage p. Take the F-AMG shown in Fig. 2 as an example, which contains two process nets, i.e., 6 , and a set of arcs, where M 10 = 2 · p 1 . Process net (N 2 , M 20 ) is defined by p 2 b = p 8 , p 2 e = p 14 , P A 2 = {p 9p 13 }, T 2 = {t 7 t 11 }, t f 2 = t 12 , and a set of arcs, where M 20 = 2 · p 8 . Three resource types r 1r 3 , with capacities C 1 = 5, C 2 = 3, and C 3 = 2, are shared by process net N 1 and N 2 . The conjunctive resource requirements associated with various process stages are as follows: a p 2 = 2 · p 15 , a p 3 = p 15 , a p 4 = p 16 + p 17 , a p 5 = 2 · p 15 , a p 6 = p 16 + p 17 , a p 9 = p 16 , a p 10 = p 16 , a p 11 = p 15 + p 17 , a p 12 = p 16 , a p 13 = p 15 + p 17 . The P-semiflows corresponding to the resources are: X r 1 = 2 · p 2 + p 3 + 2· p 5 + p 11 + p 13 + p 15 , X r 2 = p 4 + p 6 + p 9 + p 10 + p 12 + p 16 , and X r 3 = p 4 + p 6 + p 11 + p 13 + p 17 .
III. DISTRIBUTED CONTROL OF F-AMGs
The objective of this section is to introduce a control policy into F-AMGs to ensure that no deadlock can be reached in the system evolution. To achieve the system's liveness, a series of conventional supervision techniques are developed on the basis of structure and global information. Since the tractability of a supervision technique is characterized by its ability to handle systems with complex structures, the above criteria make researchers of the manufacturing deadlock problem consider these techniques inefficient and inappropriate for deadlock solutions in such systems. Furthermore, overwhelmed by the structural complexity of assembly systems, most of these techniques on AMS deadlock problem direct their attention on sequential systems where each process stage is executed in sequence. Therefore, an efficient deadlock control policy, incorporating the assembly systems to current deadlock solutions, is required.
Historically, developing an effective control policy for deadlock problem must ensure the attainment of some set of safe sates, i.e., states from which every process can proceed to its completion, while keeping the system away from the deadlocks. This control policy can be effectively implemented by controlling only the sequencing of the relevant resource allocation events. Furthermore, it is generally accepted by the research community that, due to the stochasticity of the underlying system, any robust solution to the deadlock problem should rely on some realtime feedback control schemes, not on the open-loop execution of some predefined control plan. In this work, the proposed control method monitors the current resource allocation status, combined with feedback information about the future resource requirements of the controlled process, so that we can assess the feasibility of the currently-active process next step.
A. CRITICAL PLACES IN F-AMG
Taking the model constructed with the first kind of process net as the research object, we first focus on the construction of our control method, and then extend the well-established method to the models with hierarchical assembly operations. A systematic way to formally characterize our endeavor needs to predetermine a various of critical places in the considered model. In the sequel, we give the definitions of these critical places.
Given a simple parallel path block B SPP = t d → (P sp 1 P sp 2 · · · P sp z ) → t a , the place set p sp 1 , p sp 2 , · · · , p sp z is defined as the local place when ∀k ∈ N z , p sp k ∈ P sp k .
For example, as the F-AMG shown in Fig. 2 ,
→ p 13 ) → t 11 are two simple parallel path blocks. In B SPP 1 , p 3 , p 5 , p 3 , p 6 , p 4 , p 5 , and p 4 , p 6 are local places. In B SPP 2 , p 10 , p 12 , p 10 , p 13 , p 11 , p 12 , and p 11 , p 13 are local places. Definition 10 (Sub-critical Place): Given a simple parallel path block B SPP = t d → (P sp 1 P sp 2 · · · P sp z ) → t a , its sub-critical places are defined as
In Definition 10, x ≺ y denotes that node x is previous to node y, where x and y are located at the same path. We then illustrate our approach to sub-critical places via the simple parallel path blocks shown in Fig. 2 . First, consider the simple parallel path block
SUB are sub-critical places since no other place succeeds them in the same simple parallel path. Since a p 3 = p 15 a p 4 = p 16 + p 17 and a p 5 = 2 · p 15 a p 6 = p 16 
SUB are sub-critical places since no other place succeeds them in the same simple parallel path. Since a p 10 = p 16 a p 11 = p 15 + p 17 and a p 12 = p 16 a p 13 = p 15 + p 17 , we have {p 10 , p 12 } C SUB .
Definition 11: (Local Critical Place) Given a simple parallel path block B SPP = t d → (P sp 1 P sp 2 · · · P sp z ) → t a , its local critical places are defined as
It is obvious that a local critical place is a place set constituted by z sub-critical places which belong to the same kind of sub-critical places but not the same parallel path. Similarly, we take the simple parallel path blocks shown in Fig. 2 as an example. First, consider the simple parallel path block
SUB . According to Definition 11, we have p 4 , p 6 ∈ C 2 LOC . Second, consider the simple parallel path block B SPP = t 8 → (p 10
SUB . According to Definition 11, we have p 11 , p 13 ∈ C 2 LOC . Definition 12: (Global Critical Place) Given a process net
2) when p = p 1 ,p 2 , · · · ,p z ∈ C LOC , we have
→ p 14 can be determined with above checking procedure.
B. DISTRIBUTED CONTROLLERS IN F-AMG
An alternative implementation of the real-time feedback control policy mentioned in the previous section can employ look-ahead deadlock resolution policy that determines the admissibility of any tentative transition by assessing the safety of the resulting state. However, a straightforward implementation of look-ahead scheme is severely challenged by the fact that the prerequisite for its applicability is the generation of the entire reachability graph except some strongly conditioned systems and there is no way either precisely or approximately to anticipate the number of lookahead steps due to the undecidability of each path's length. The look-ahead control policy proposed in this paper avoids the enumerative state space search, which can typically keep the size of the intermediate result small, thus allowing large scale systems's behavior regulation feasible. Assessing the admissibility of a given state by our method degrades to the attainment of global critical place for the controlled process.
Lemma 1: Given a marked F-AMG (N , M π 0 ), the current state M π n ∈ R(N , M π 0 ) is reached through a trajectory M π 0
→ M π k and σ π k = t π kσ π k is a firing sequence leading to the ending place. Then, M π n is a safe state.
Proof: We can conclude from the given condition that σ π n can be fired at M π n . After firing it, the state M π n is reached, i.e., M π n σ πn → M π n . At state M π n , we have ∀r ∈ P R , M π n (r) ≥ M π n−1 (r) because of the release of occupied resources, thus implying that the event sequence σ π n−1 can also be fired at M π n . After firing σ π n−1 at M π n , the state M π n−1 is reached, i.e., M π n σ π n−1 → M π n−1 . Similarly, at state M π n−1 , we have ∀r ∈ P R , M π n−1 (r) ≥ M π n−2 (r) because of the release of occupied resources, thus implying that the event sequence σ π n−2 can also be fired at M π n−1 . Then, similar procedures are repeatedly executed until every event sequence σ π k , k ∈ N n , has been fired. Finally, all the tokens deposited in the ending places can return to the beginning places. From the beginning places, a new cycle starts. Thus, every transition has a chance to be enabled and fired.
It is evident from above discussion that deadlocks can be avoided through a guarantee that there exists a firing sequence driving the concerned process to its ending place when determining the feasibility of its next step. In the sequel, combined with critical place with maximum resource requirement, an extension for Lemma 1 is presented.
→ M π k and σ π k = t π kσ π k is a firing sequence leading to the critical place with maximum resource requirement. Then, M π n is a safe state.
Proof: We can conclude from the given condition that the event sequence σ π k = t x k y k t x k y k +1 · · · t x k y k +λ can be fired at M π k . This implies that the concerned process can proceed from its current place to the critical place along the path
where p x k y k +λ ∈ C GOL . According to Definition 12, for ∀p: p x k y k +λ ≺ p, we have a p x k y k +λ ≥ a p . As a consequence, it is obvious that no more new resources are needed for succeeding steps' execution. In other words, the places behind the critical place release rather than acquire more resources. Therefore, the event sequence σ π k = σ π k t x k y k +λ+1 · · · t x k y k +λ+z leading to the ending place can also be fired at M π k . With a reference to Lemma 1, we can demonstrate that M π n is a safe state.
Lemma 2 shows that deadlocks can be avoided with a search that when other processes stagnate, whether there exists a firing sequence driving the concerned process to the critical place with maximum resource requirement. It is obvious that the critical place with no resource requirement is not mentioned in Lemma 2. In the sequel, when considering critical place with no resource requirement, another extension for Lemma 1 is presented.
Lemma 3: Given a marked F-AMG (N , M π 0 ), the current state M π n ∈ R(N , M π 0 ) is reached through a trajectory
→ · · · t π n−1 → M π n , where ∀k ∈ N n , π k = x k y k , x k ∈ N K , and y k ∈ T x k . Moreover, ∀k ∈ N n , M π k σ π k → M π k and σ π k = t π kσ π k is a firing sequence leading to the critical place. Then, M π n is a safe state.
Proof: The given condition implies that for ∀k ∈ N n , the concerned process can proceed from its current place to the critical place along the path p x k y k
When p x k y k +λ / ∈ {C 11 GOL , C 21 GOL , C 31 GOL }, i.e., a p x k y k +λ = 0, we can conclude from Lemma 2 that the event sequence σ π k leading to the ending place can also be fired. Following the proving process shown in Lemma 1, a similar firing procedure is conducted on σ π k when p x k y k +λ ∈ {C 11 GOL , C 21 GOL , C 31 GOL } or σ π k when p x k y k +λ / ∈ {C 11 GOL , C 21 GOL , C 31 GOL } until each event sequence has been fired. When p x k y k +λ ∈ {C 11 GOL , C 21 GOL , C 31 GOL } ∧ p x k y k +λ = p e , this implies that some processes are located at the places with no resource requirement but not the ending places. Therefore, a shift from p x k y k +λ to p e is performed on these processes one by one. Finally, all the processes deposited in p x k y k +λ reach to the ending places and a new cycle starts.
From what discussed in Lemmas 2 and 3, it is shown that whether the concerned process can proceed to its next step depends on there exists a firing sequence driving it to the critical place when prohibiting other processes' movement. For p ∈ C 2 GOL and p ∈ {C 1 GOL , C 3 GOL }, we find that, because of their difference in structure, i.e., group and unit, the reach of p ∈ C 2 GOL requires a set of processes, while the reach of p ∈ {C 1 GOL , C 3 GOL } requires one process, thus implying that a further subdivision for our control method is needed. For a better understanding of such division, the process net shown in Fig. 3 is used as an example to illustrate, where M 0 = p 3 + p 5 + r 1 + r 2 . According to Definitions 10-12, we have p 4 ∈ C 3 SUB , p 7 ∈ C 3 SUB , and p 4 , p 7 ∈ C 2 GOL . Assume that the evolution of process set is not considered when executing the checking procedure on the process in p 3 . Since there exists a firing sequence σ = t 3 driving the concerned process to p 4 , the transition t 3 is allowed to fired at M 0 . However, the arrival of p 4 can result in a deadlock M 1 = p 4 + p 5 + r 2 . At M 1 , process in p 4 cannot move forward because of the absence of process to be assembled with it, while the required process is trapped in p 5 because of the absence of resource r 1 occupied by the process in p 4 . The above discussion indicates that only checking our concerned process to determine whether it can proceed to sub-critical place cannot avoid deadlocks completely. That is, the status of other processes assembled with it should be considered when determining our concerned process. For example, before moving to p 4 , if the feedback we receive from our look-ahead search method shows that no firing sequence, driving the process set in p 3 , p 5 to the global critical place p 4 , p 7 , exits, the concerned process's movement from p 3 to p 4 is prohibited. Thus, the dead state M 1 can be avoided to reach. Motivated by this, a local and distributed control policy for process in simple parallel path is developed, shown in Algorithm 1. In the algorithm, the currently-checked process is located in p 1 and p 1 , · · · , p z is a local place such that ∀k ∈ N z , M (p k ) ≥ 1. The firing of t 1 depends on whether there exists a firing sequence driving the token set to its nearest global critical place from its current place p 1 , · · · , p z before shifting our attention to another process. The search procedure for such firing sequence is described through steps 4 -14. First, an enabled transition t ∈ T cur , is selected from T EN and fired, i.e, M t → M . Moreover, the next local places reached by firing the remaining enabled transitions in T EN , i.e., T EN \ {t}, are stored in D NEW and the next local place reached by firing t is assigned top. Second, we determine whetherp is a global critical place. If the result is positive, the concerned transition t 1 is allowed to be fired, represented by Flag(p • ) = 1; otherwise, t 1 cannot be fired, represented by Flag(p • ) = 0. Third, when Flag(p • ) = 0, the enabled transition set at M is assigned to T EN and their next local places are added toD NEW . At the same time, the local place p 1 , · · · , p z is removed from D NEW . Fourth, a similar selection, search, decision, and firing procedure is conducted for another enabled transition until Flag(p • ) = 1 orD NEW = ∅.
Theorem 1: Given an FAMG (N , M 0 ), the livenessenforcing supervisor synthesis algorithm, shown in Algorithms 1 and 2, is polynomial in its computational complexity.
Proof: In the worst case, we assume that the transition enabled at M is t = p • i b and its nearest global critical place is p i e . According to Algorithms 1 and 2, the number of transitions required to be checked from t i 1 to t i x is T i 1 →i x and T i y →i e represents the total number of transitions required to be checked from t i y to t i e . Moreover, Algorithm 1 shows that the number of transitions required to be checked between t i x and t i y is |D • NEW |, whereD • NEW = {t = p • : p ∈D NEW }. Thus, the time complexity of algorithm is O = (T i 1 →i x + T i y →i e + |D • NEW |)|K |.
Having elaborately defined the control method for the process in simple parallel path, we are allowed to concentrate on the presentation of global control, mainly for the process outside of simple parallel path block. In the sequel, we give the details of our control method, shown in Algorithm 2. When both the concerned process and its nearest global critical place are located before the disassembly operation, i.e, p ≺ t d ∧p ≺ t d , we only need to direct our attention to searching a firing sequence driving it to the nearest global critical placep from its current place p, as described in steps 5 -9 of Algorithm 2. When the concerned process is located before the disassembly operation and its nearest global critical place is in parallel path block, i.e., p ≺ t d ∧ t d ≺p ≺ t a , its one-step movement depends on whether there exists a firing sequence driving the process set disassembled from it to the nearest global critical placē p, as described in steps 10 -15 of Algorithm 2. When the concerned process is located before the disassembly operation and its nearest global critical place is located after the assembly operation, i.e., p ≺ t d ∧ t a ≺p, we focus on whether the process set disassembled from it can be assembled into a final one and the assembled process can proceed to the nearest global critical placep, as described in steps 16 -23 of Algorithm 2.
To effectively address the deployment of AMSs into systems with high efficiency, any control policy to the AMSs must possess the property of high concurrency. In our distributed control method, an optimal theory concentrating on the improvement of concurrency is developed. The motivation of such optimality theory is the requirement that all the processes proceed with the same pace in order to improve concurrency. Assume that there are κ number of processes in total. For the purpose of this discussion, each process is endowed with an identity number, i.e., o i x i , where i ∈ N κ represents process identity number and x i ∈ max y∈N K {|P A y |} denotes how many steps the i-th process has proceeded. Same pace implies that, between any two processes, i.e., o i x i and o j x j , where {i, j} ⊆ N κ , their largest difference of steps must be minimized. Thus, the optimality theory can be expressed as an objective function: min{max|x j − x i |}.
Superficially, our strategy is similar to the Banker's algorithm. Nevertheless, they are different to much extent. For the Banker's algorithm, it requires that each process can proceed to its termination stage with its currently-allocated and available resources along with those recently-released resources. In the case such a condition is confirmed positively, it mandates the persistent execution of a currentlyconcerned process from its current place to the final one. In our method, we only need to check the currently-concerned process to verify whether it can proceed to the nearest global VOLUME 7, 2019 critical place with the currently-available resources. On the other hand, the Banker's algorithm drives the system to thoroughly complete one process after another. This means that system operation is executed in sequence rather than in concurrency, implying a lower permissiveness and worse concurrency. As opposed to the Banker's algorithm, one and only one step is allowed to execute even in the case the resources are so enough that they can support a process transfer from its current place to the destination one. As a consequence, our method allows all processes to proceed alternatively. Therefore, our method outweighs the Banker's algorithm in many perspectives such as permissiveness and system concurrency. In parallel with the development of our control method, we have the following remarks.
Remark 1: One of paramount importance for effectively implementing our supervisor synthesis algorithm is the determination of a variety of critical places. For any kind of critical place except local critical place, it can either be a stage with maximum resource requirement (or minimum resource requirement) in comparison with its succeeding stages. Based on the special structure of F-AMG, the existence of its global critical places is ensured with beginning and destination places, while the existence of sub-critical places is ensured with the destination places in each simple parallel path, thus ensuring the existence of local critical places. Therefore, the special structure of F-AMG and an acceptable initial marking provide an assurance of a liveness-enforcing supervisor.
Remark 2: In our method, the one-step movement of the concerned process depends on the search of event sequence driving the concerned process to the nearest global critical place when prohibiting the movement of other processes. From what we have demonstrated in Lemmas 1 -3, following above control criteria, the reached states cannot lead to deadlocks. However, our analysis shows that some states, even though the initial state can be reached from them, are removed by our control method because of the nonexistence of such a sequence. In other words, our method is not maximally permissive. Actually, the maximal permissiveness is, in general, NP-hard for large-scale systems and is not amenable to real-time implementation. Therefore, despite absence of so-called maximal permissiveness, our method emphasizes more on applicability.
Remark 3: Distributed control is introduced into the construction of our control method. More specifically, our method considers each process as an independent subsystem, all the resources as a global coordinator. For each subsystem, a local controller, realized with an on-line and forward prediction method, is designed to monitor its evolution. During its execution, no information from other processes except the concerned one is communicated with coordinator because of the stagnation of other processes. In other words, the execution of the concerned process has no need to know the status of all the other processes. As a consequence, our method performs in a completely distributed way.
When considering the evolution of two processes in different process nets, we take the F-AMG shown in Fig. 2 as an example. With our control method, we can easily derive a feasible trajectory, which can drive the processes, located in p 1 and p 8 , respectively, to their ending places, i.e., S TRA = The nonexistence of firing sequence, leading to the global critical place p 11 , p 13 , prohibits the execution of M 13
Assume that the definition of local critical place, shown in Definition 11, is valid for N hs . As a result, we can infer from Definition 11 that the local critical place in N hs is defined as p = p hp 1 ,p sp 2 , · · · ,p sp z , where: 1) ∀k ∈ N z 1 ,p hp 1 
Moreover, Lemma 2 shows that the process set, associated with the concerned process, can advance to the local place ahead of the final assembly operation when the nearest local critical place can be reached from its current place. However, this conclusion cannot be obtained when defining the critical place in N hs with a reference to Definition 11. First,p hp 1 ∈ {C 2 SUB , C 3 SUB } means that the process inp hp 1 can proceed top k θ , wherep k θ ∈ • t 1 y 1 . After reaching top k θ , whether there exists a set of processes located in the ending places of the remaining simple parallel paths, i.e.,p 1 θ -p k−1 θ andp k+1 θ -p z 1θ , cannot be guaranteed. Second, if some processes required to be assembled at t 1 y 1 stagnate at the places ahead of the ending places, such definition of local critical place cannot provide an assurance for their arrival to the ending places. Third, completing the assembly at t 1 y 1 cannot be guaranteed by such definition implies that there is no assurance for the reach of p 1 n 1 .
It is obvious from Theorem 2 that a place set where the elementp hp 1 belonging to the hierarchical parallel path is in simple parallel path cannot constitute a local critical place. The process set located in such place set cannot proceed to the final place set ahead of the final assembly operation. This conclusion motivates us to considerp hp 1 as a place set from different simple parallel paths but not the same one or a place outside the simple parallel path block. Constructed with this criteria, the resulting local place provides an assurance that the part set located in it contains all the elements required by a final product. In the sequel, we present the construction of local critical place in parallel path block involved with hierarchical parallel path.
Definition 13 (Sub-Local Place): Given a hierarchical parallel path, described as P hp = p hp 1
→ p hp n , the sub-local place can be defined as p sp 1 , p sp 2 , · · · , p sp z when ∀k ∈ N z , p sp k ∈
Definition 14: Given a hierarchical parallel path P hp = p hp 1
C SLC denotes all the sub-local places in it and ∀k ∈ N z , the sub-critical places in P sp k is C k
SUB }. Moreover, we haveC 1 = {p hp 1 , p hp 2 , · · · , p hp x } andC 2 = {p hp y+1 , · · · , p hp n }. Thus, the sub-critical places in P hp can be defined asC SUB = {C 1 SUB ,C 2 SUB ,C 3 SUB }, where: 1) when p ∈C 1 , we haveC 1 SUB = {C 11 SUB ,C 12 SUB }, such that: a)C 11 SUB = {p ∈C 1 : a p = 0}; b)C 12 SUB = {p ∈C 1 : (∀p ∈C 1 ∧ p ≺ p ) ∧ ∀p ∈C SLC ∧ ∀p ∈C 2 , we have a p ≥ a p };
2) when p = p sp 1 , · · · , p sp z ∈C SLC , we haveC 2 SUB = {C 21 SUB ,C 22 SUB }, such that: a)C 21
SUB } and ∀p ∈C 2 , we have a p ≥ a p };
3) when p ∈C 2 , we haveC 3 SUB = {C 31 SUB ,C 32 SUB }, such that: a)C 31 SUB = {p ∈C 2 : a p = 0}; b)C 32 SUB = {p ∈C 2 : ∀p ∈C 2 ∧ p ≺ p , we have a p ≥ a p }.
To be clear, we take the F-AMG shown in Fig. 4 as an example, where B HSP = t 2 → (p 3 → p 10 is C 2 SUB = {p 9 , p 10 }. Moreover, we haveC 1 = {p 6 },C 2 = {p 11 }, andC SLC = { p 7 , p 9 , p 7 , p 10 , p 8 , p 9 , p 8 , p 10 }. First, consider p 6 , where p 6 ∈C 1 . Since a p 6 = p 19 + p 20 < a p 7 ,p 9 = p 19 + p 20 + p 21 + p 22 , we have p 6 / ∈C 1 SUB . Second, consider p 8 , p 9 , where p 8 , p 9 ∈C SLC . Since a p 8 ,p 9 = p 19 + p 21 + 2· p 22 > a p 8 ,p 10 = 2 · p 22 , we have p 8 , p 9 ∈C 2 SUB . Third, consider p 11 , where p 11 ∈C 2 . Since a p 11 = 0, we have p 11 ∈C 3 SUB . Definition 15: Given a parallel path block, involved with hierarchical parallel path and simple parallel path, B HSP = t d → (P hp 1 P sp 2 · · · P sp z ) → t a ,C SUB = {C 1 SUB ,C 2 SUB , C 3 SUB } is the sub-critical place in P hp 1 and ∀k ∈ {N z −N 1 }, in P sp k . Thus, the local critical place in B HSP can be defined as → p 5 , where a p = 0, p 11 cannot constitute a local critical place with other places.
Following our research line, once the local critical places are determined, what we need to do next is to define global critical places. For the process net involved with hierarchical parallel path, the difference from the process net involved with simple parallel paths is the definitions of local place and local critical place. With local places and local critical places, the determination of global critical places can make a reference to Definition 12. Moreover, according to Algorithms 1 and 2, dead states can be avoided completely. With our control method, we can easily derive a feasible trajectory, which can drive the processes, located in p 1 and p 13 , respectively, to their ending places, i.e., S TRA = → M 15 , where M 1 = p 1 + p 13 + 2· p 19 + 2· p 20 + 2· p 21 + 2· p 22 and the remaining reachable states can be obtained with the firing rule of PNs.
Definition 16: Given a compound parallel path block
, · · · , p k λ+n }, and C k i SP = {p i 1 , · · · ,p i n }, its local place can be defined as
As discussed earlier, through a reference to Definition 12, the global critical places can be determined with local places and local critical places. The liveness of system can be achieved according to Algorithms 1 and 2.
IV. COMPARISON AND DISCUSSION
In the framework of Petri nets, much of the work on deadlock problem existing in the literature mainly focus on prevention and avoidance. For deadlock prevention, one of the most important contributions is siphon-based method, which attributes the system's liveness to the nonexistence of empty or undermarked siphons. This method is realized with a group of linear inequalities, called generalized mutual exclusion constraints (GMECs). Each GMEC, in the form of
, is implemented with a control place p c (monitor, in short) and its related flows to some controllable transitions. The monitor p c , imposed on the plant model, should be calculated with the incidence matrix [N p c ] = −l T · [N ] and the initial marking of p c is set as M 0 (p c ) = b − l T · M 0 . The relationship between deadlocks and siphons motivates the development of P-invariant control method. This method makes an equivalent realization for the criteria that preventing siphons from being empty or undermarked can remove dead states. That is, the control of siphon S can be converted into the control of its complementary set S, where S = X S R − S, X S R = r∈S R X r , and S R = S ∩ P R . When expressed with the inequality l T · M ≤ b, l corresponds to the coefficients of the complementary set and b can be set as b = M 0 (S R ) − p∈S (max p • − 1) − 1. For example, S = {p 5 , p 9 , p 10 , p 17 , p 19 , p 20 , p 21 , p 22 } is a controlled siphon in Fig. 4 , where X S R = X p 19 + X p 20 + X p 21 Fig. 4 are shown in Table 2 .
Despite its contribution to the area of deadlock prevention, we find some limitations in the P-invariant control method, especially the negative coefficients problem, the iterative control, and the computational complexity. The results in Table 2 show that siphons can be divided into two categories. For the first one, all the places except the resource places in it are the holders of the P-semiflow X S R , i.e., S \ S R ⊆ ∪ r∈S R H (r), thus resulting in the constraints with positive coefficients. For the second one, some places in it are not the holders of the P-semiflow X S R , i.e., ∃p ∈ S, p / ∈ ∪ r∈S R H (r). As a result, when calculating X S R − S, these places with negative coefficients are involved in the corresponding constraint. To be clear, we take S 1 = {p 9 , p 10 , p 11 , p 14 , p 22 } in Table 2 as an example. Since p 11 / ∈ H (p 22 ), the resulting constraint is M (p 5 )+M (p 8 ) − M (p 11 ) ≤ 1. A careful review of the existing work based on P-invariant control method, the circumvention of this negative coefficients problem is mainly because of their research models and the special configuration for resource allocation. It is obvious that the P-invariant control method cannot be directly applied to our research model.
The P-invariant control method often suffers from the problem that achieving system's liveness requires the iterative control. Moreover, the number of iterations cannot be predicted. To validate this conclusion, we make a simplification for the constraints with negative coefficients. Specifically, for the constraints in the form of l T + · M + − l T − · M − ≤ b, the part with negative coefficients, i.e., l T − · M − , is removed. Such simplification stems from this fact that l T Table 2 are simplified as the ones shown in Table 3 , i.e, l T · M ≤ b. After imposing these 19 supervisors on the plant model, the number of dead states is decreased from 15 to 2. For the remaining dead states, another similar control procedure is required. It has been shown that the number of siphons grows exponentially with regard to the net size. In a new round of supervisor calculation, the number of controlled siphons is formidable because of the combination of the controlled model and the newly generated monitors.
For deadlock avoidance, all of the solutions proposed to date are strongly motivated by the forward pre-search mechanism. Moreover, few of them shift their attention from sequential systems to assembly systems. To highlight our contributions, two deadlock avoidance policies focusing on assembly systems, i.e., Luo et al. [16] and Wu et al. [22] , are used to compare with our method. The method, proposed by TABLE 2. Generated inequalities corresponding to siphons in Fig. 4 . Table 2 and generated monitors for the net in Fig. 4 .
TABLE 3. Simplified inequalities corresponding to
Luo et al. [16] , can be viewed as an extension of Banker's algorithm. Before reaching to the next state, a search procedure is conducted on each process in the system to determine whether they can advance to the ending place one by one. Compared with this method, our method is superior to it in computational complexity and permissiveness.
First, for computational complexity, our advantages can be illustrated from the following aspects: 1) in our method, the safety of next step only depends on the search of a firing sequence driving the concerned process to its nearest global critical place from its current place. In other words, checking other processes' movement from their current places to their nearest global critical places is not required. Thus, unlike the method in [16] , the computation from the check of other processes can be eliminated; 2) when performing our search procedure, the check from the nearest global critical place to the ending place is not required if the nearest global critical place is not the ending place. As a result, the computation caused by the check from the nearest global critical place to the ending place can also be eliminated.
Second, for permissiveness, our advantages can be illustrated from the following aspects: 1) in our method, global critical places are classified as places with no resource requirement and places with maximum resource requirement. Lemma 3 shows that the concerned process arrival of global critical place with no resource requirement can also keep the system away from deadlock when the global critical place is not the ending place. However, the one-step movement of such process is not allowed by the method in [16] ; 2) the method in [16] starts its search procedure from the processes in the beginning places. During their evolution, the occupation of new resources may invalidate all the processes' arrival of ending places, thus resulting in an inappropriate decision that the next state is not safe. Distinguished from the method in [16] , such superfluous resource consumption will not be introduced before executing our search procedure for the concerned process. As a result, there are as many resources as possible to support the determination of the concerned process. This implies that the states, removed by the method in [16] , may be reached with our method.
To be clear, we take three cases shown in Fig. 5 to compare the method in [16] with our work. First, consider the case in Fig. 5(a) where the current state is M = p 1 + p 2 + p 4 + p 6 + r 1 . According to the method in [16] , the enabled transition t 3 is not allowed to be fired since the concerned token in p 2 cannot proceed to the ending place p 4 . However, the firing of t 3 is allowed by our method since the concerned token in p 2 can advance to its nearest global critical place p 3 . Second, consider the case in Fig. 5(b) where the current state is M = p 1 + p 2 + p 6 + r 2 . According to the method in [16] , FIGURE 5. Three cases prohibited by the method in [16] . the enabled transition t 3 is not allowed to be fired since the initial token in p 1 cannot proceed to the ending place p 4 . However, the firing of t 3 is allowed by our method since the concerned token in p 2 can advance to its nearest global critical place p 3 . Third, consider the case in Fig. 5(c) where M = p 1 + p 2 + p 6 + r 1 . According to the method in [16] , the enabled transition t 3 is not allowed to be fired since the initial token in p 1 cannot proceed to the ending place p 4 . However, the firing of t 3 is allowed by our method since the concerned token in p 2 can proceed to its nearest global critical place p 3 .
The method, proposed by Wu et al. [22] , avoids the deadlocks through a forward-prediction of resource spaces. That is, before reaching the next state, a search procedure is activated to check whether one type of resource, at most, is exhausted. If the search result is positive, the next state is allowed to be reached; otherwise, the next state cannot be reached. To be clear, we take the evolution of two processes in Fig. 6 to illustrate the method in [22] , which consists of three resource types r 1 −r 3 with capacities C(r 1 ) = C(r 3 ) = 1 and C(r 2 ) = 2. At the initial state M 0 = p 2 + p 4 + r 1 + r 2 , the enabled transition is t 6 . According to the method in [22] , before firing t 6 , we should check whether there exists one and only one empty resource type. After firing t 6 , it is obvious that only resource r 2 is empty. Therefore, the state M 1 = p 2 +p 5 + r 1 + r 3 is not allowed to be reached by the method in [22] . At M 1 , the same procedure is conducted for the enabled transition t 3 and the feedback from search procedure shows that only resource r 3 is empty after firing t 3 . Similarly, we can conclude from the method in [22] that M 2 = p 3 + p 5 + r 2 can be reached. At M 2 , the enabled transition t 7 is not allowed to be fired because of the existence of two empty resource types, i.e., r 1 and r 3 , at M 3 = p 3 + p 6 + 2 · r 2 . However, in our method, t 7 is allowed to be fired at M 2 . According to our method, the place p 6 can be viewed as a global critical place since no resources are required behind it. The firing of t 7 implies that the concerned process can advance to its nearest global critical place p 6 from its current place p 5 , which is consistent with our control policy. This difference is ascribed to the consideration of resources which are irrelevant to the concerned process forward movement. For the method in [22] , the removal of M 3 is attributed to the consideration of r 3 . In fact, the resource r 3 has no effect on the firing of t 7 . Compared with the method in [22] , our method is less restrictive due to no consideration of irrelevant resources, thus implying that some states removed by the method in [22] can be preserved by our method.
V. CONCLUSION
Compared with the methods discussed above, our proposed method is advantageous in applicability, computational complexity, and communication amount. First, despite our attention on assembly systems with various structure, our method can be easily extended to other models, such as models with flexible routes and models combining flexible routes with assembly operations. Second, pre-determining all the markings and supervisors is not required by our method. The feasibility of each step only depends on a local and forward pre-search to check whether there exists a firing sequence from the current place to the global critical place, thus resulting in a great improvement on the computational complexity. Our future work intends to perfect the system permissiveness through a consideration of communication with other processes when checking the concerned one.
