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Abstract— A procedure to achieve near-field multiple input
multiple output (MIMO) communication with equally strong
channels is demonstrated in this paper. This has applications in
near-field wireless communications, such as Chip-to-Chip (C2C)
communication or wireless links between printed circuit boards.
Designing the architecture of these wireless C2C networks is,
however, based on standard engineering design tools. To attain
this goal, a network optimization procedure is proposed, which
introduces decoupling and matching networks. As a demonstra-
tion, this optimization procedure is applied to a 2-by-2 MIMO
with dipole antennas. The potential benefits and design trade-
offs are discussed for implementation of wireless radio-frequency
interconnects in chip-to-chip or device-to-device communication
such as in an Internet-of-Things scenario.
Index Terms— Impedance matching, antenna arrays, MIMO,
device-to-device communication, mutual coupling, near field
communication.
I. INTRODUCTION
TO PERFORM their task, modern devices are equippedwith a computing processing unit (CPU) which is con-
nected to various components, such as sensors, memory,
actuators, and so forth [1]. This high level of integration leads
to increasingly complex circuits and interconnect designs. The
latter is a leading data rate bottleneck in improving overall
performance. Even though wired electrical interconnects have
been shown to be reliable and cheap, complex line designs and
device miniaturisation has pushed the capability of electrical
interconnects to its very limits [2]–[4]. Alternatives such
as optical [2], [3], [5] and RF/wireless interconnects [6]
have been proposed. While optical interconnects may pro-
vide higher bit-rates, this option may not be as attractive
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for application in harsh and weight/space constrained envi-
ronments. In this setting, RF/microwave interconnects offer
a promising alternative; it is a matured technology, which
has been used in telecommunication ranging from satellite
applications to mobile communication and wireless LAN and
from long to short ranges. The design process for such RF
interconnects is, however, a non-trivial procedure. As these
devices have become more compact and better connected,
the conventional design procedure for “far-field” communi-
cation is no-longer appropriate because antenna elements may
be placed in close proximity to each other and strong inter-
action alters the designed operational state. These challenges
motivate the recently assembled European Future Emerging
Technology (FET) consortium NEMF21 [7] to plan for a new
technological platform for wireless chip-to-chip and device-
to-device communication.
An optical wireless interconnect technology based on free-
space optics has been proposed [8]–[10]. Implementation of
such a system but based on Radio-Frequency (RF) in small
scale, for application of chip-to-chip or board-to-board com-
munication, is still challenging due to the demand of high
data rates and small antenna size with high-efficiency [6].
Different antenna topologies and artificial materials have been
proposed to enhance the performance of RF based intercon-
nects [6], [11]–[14]. Little work has been done in investigat-
ing the prospect of Multiple-input Multiple-Output (MIMO)
technologies to improve the performance of wireless RF
interconnects in the near-field. MIMO systems, in which
several antennas are used both as transmitters and receivers,
have been commonly used to increase the capacity in mobile
communication [15]–[17]. Furthermore it is important to note
that in the near-field region, the electromagnetic fields are
reactive. This characteristic prevents directional EM propaga-
tion by beam-forming techniques which have been commonly
used in multi-antenna broadcasting by judiciously balancing
the phase contributions of transmitter antennas to shape the
far-field radiation in space and frequency.
In this paper we present a design approach whose aim is
to establish multi-channel communication between a transmit
and a receive array in their mutual near-field (see Fig. 1). The
approach used in this paper is based on multiport communi-
cation theory [18], [19] which provides a natural link between
electromagnetic (EM) and information theory frameworks. The
multiport communication theory approach has been used in a
variety of applications [20]–[27], but always assuming far-
field coupling between transmit and receiving arrays. In this
paper, we show that to fully exploit the MIMO structure,
it is advantageous to introduce Decoupling and Matching
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Fig. 1. Schematic illustration of L × L transmitter and receiver MIMO
system.
Networks (DMNs) at both ends of the link in order to achieve
maximum power transfer from the transmit to the receive
side. For far-field coupling, such as in mobile communication,
these DMNs can be designed independently for both sides,
as unilateral approximation is applicable. However, for near-
field MIMO considered here, the matching condition has to
be achieved jointly, which adds a layer of complexity.
We start in Sec. II-A by deriving the power-matching
condition for the near-field coupled case. In Sec. II-B, we iden-
tify the power gain of the individual communication chan-
nels and find conditions leading to equally strong channels.
Finally, to demonstrate the applicability of the proposed
method, we carry out the optimization procedure explicitly for
2 × 2 half-wavelength dipole antenna systems in Sec. III.
We provide in particular a detailed analysis identifying the
existence of two equally strong orthogonal communication
channels in the near-field region in Sec. III-A. We study the
robustness of this communication scheme in the presence of
perturbations due to small differences in the antennas, for
example, fabrication tolerances in Sec III-B. We compare the
analytical results obtained from assuming idealised dipoles
with full-vectorial (Finite-Difference Time-Domain) FDTD
calculations in Sec. III-C. This confirms the main findings but
also highlights important deviations from the idealised case.
II. NEAR-FIELD MIMO COMMUNICATION
We consider a MIMO communication system with L transmit-
ting antennas (each being independently driven by a signal-
generator) and L receiving antennas at near-field separation
distances between the antenna arrays, as shown schematically
in Fig. 1. The MIMO antenna system can be modelled by an
impedance matrix as,[
ut
ur
]
=
[
Z11 Z12
Z21 Z22
] [
it
ir
]
. (1)
Here, the vectors ut,r and it,r denote the partitioned volt-
ages and currents at the L transmitter and L receiver ports,
respectively. The matrix entries Zi j with i, j ∈ {1, 2} are four
L × L matrices which make the full 2L × 2L com-
plex impedance matrix Z. The impedance parameters
between antenna elements can be obtained numerically or
experimentally.
As these antenna elements are positioned within their
mutual near-field region, we have the case of a strongly
Fig. 2. A block diagram of a linear multi-port antenna system Z with
multiport generator impedance ZG attached to the transmit-side of the antenna
and a multiport load impedance ZL on the receiver-side.
coupled problem. Such strong interaction makes the matching
problems on the transmit and the receive sides coupled, which
is in contrast to the usual far-field situation.
A. Decoupling and Matching Networks (DMNs)
During operation, the antenna system is terminated by a
multiport load and driven by a multiport generator; these ele-
ments are represented by the impedance matrices ZL and ZG,
respectively, as schematically illustrated in Fig. 2. When the
generators are switched off, we have
ut = −ZGit, ur = −ZLir. (2)
Therefore, to maximize the power transfer between the
transmitter-side and receiver-side, the network should be
impedance-matched [28]. That is, we implement a power
matching condition (condition 1),
Zin = Z†G and Zout = Z†L, (3)
where † denotes Hermitian conjugation and Zin/out are the
input or output impedance parameters from the generator and
load sides, as shown in Fig. 2. Upon substituting (2) and (3)
into (1), the input and output impedances are related by
Z†G = Z11 − Z12(Z22 + ZL)−1Z21
Z†L = Z22 − Z21(Z11 + ZG)−1Z12. (4)
The relation (4) is a coupled transcendental equation which
can be solved by a numerical scheme (Appendix A).
Equations (4) give the input and output impedances to
achieve an optimum transmit-received power. In practice,
the system will be driven by L independent generators; thus
to attain the given generator impedance ZG we introduce a
Matching network on the Transmitter side (MT) with the
impedance parameter denoted by ZMT (see Fig. 3). This means
that the implementation of ZMT requires the overall port
impedance on the right-hand side of the generator to equal
the generator resistance R, see Fig. 3. That is, we impose the
decoupling condition (condition 2),
u1 = RIi1, (5)
where I denotes an identity matrix of size L × L. Equation (5)
emphasises that the voltages at the left-hand side of the ZMT
network are not coupled, so that the system can be driven by
L independent generators (see Fig. 3). This intermediary net-
work serves as a Decoupling and Matching Network (DMN)
for the transmitter-side.
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Fig. 3. Block diagram of lossless matching network ZMT transmuting the
impedance of uncoupled multi-port generator R to the optimum generator
impedance ZG.
We now derive the network ZMT in detail. The ZMT
interfaces individual generators to the transmitting-side of the
antenna system, which is described as[
u1
ut
]
= ZMT
[
i1
−it
]
. (6)
For a reciprocal, lossless and linear network, we have
ZMT = j
[
XMT11 X
MT
12
XMT21 X
MT
22
]
. (7)
with j = √−1. From Fig. 3, the voltage ut and the current it
are related to the input impedance by,
ut = Z†Git. (8)
Substituting (8) and the decoupling condition (5) into (6),
we obtain
RIi1 =
{
jXMT11 + XMT12 (Z†G + jXMT22 )−1 XMT21
}
i1, (9)
or, more explicitly,
RI = jXMT11 + XMT12
(
Re{Z†G} + jIm{Z†G} + jXMT22
)−1
XMT21 .
(10)
Relation (10) has many solutions, which lead to different
possible ZMT designs. One such network design is of the
form [19]
ZMT = j
⎡
⎢⎣ 0
√
R
(
Re{Z†G}
)1/2
√
R
(
Re{Z†G}
)1/2 −Im{Z†G}
⎤
⎥⎦. (11)
Moreover looking at the generator side of Fig. 3, voltage u1
is given by,
u1 = uG − Ri1, (12)
so that, together with (6) and (11), it can be shown that
it = j
2
√
R
(
Re{Z†G}
)−1/2
uG. (13)
Substituting (13) into (1) and also considering the fact that
uR = −ZLiR, it can be shown that
ir = − j
2
√
R
(ZL + Z22)−1 Z21
(
Re{Z†G}
)−1/2
uG. (14)
Likewise, in order to obtain the optimum load impedance
from the uncoupled multiple load resistances, we introduce
Fig. 4. Block diagram of the matching network ZMR transmuting the
uncoupled load impedances R to the optimum load impedance ZL.
another linear, reciprocal and lossless Matching network on
the Receiver-side (MR) with impedance parameter denoted
by ZMR, as illustrated in Fig. 4, defined as[
ur
u
]
= ZMR
[−ir
−i
]
. (15)
By following a similar procedure such as to obtain (11), one
can attain a Matching network for the Receiver side (ZMR) as
ZMR = j
⎡
⎢⎣ −Im{Z
†
L} −
√
R
(
Re{Z†L}
)1/2
−√R
(
Re{Z†L}
)1/2
0
⎤
⎥⎦. (16)
By substituting (14) into (15), it can be shown that the voltages
at the receiver side, u, are related to the voltages at the
generator side, uG, by
u = HuG
2
, (17)
where
H =
(
Re{Z†L}
)1/2
(ZL + Z22)−1 Z21
(
Re{Z†G}
)−1/2
. (18)
Note that the matrix H relates the end-to-end voltages and is
a complex dimensionless L × L matrix.
B. Equally Strong Parallel Multi-Channel Communication
In the previous section, we have described a procedure to
obtain the maximum transmission between the transmitter and
receiver by performing a power-matching condition, which is
achieved by solving (4) using the iterative scheme described
in Appendix A. The end-to-end voltages are related by the
dimensionless matrix H, which is consistent with the channel
matrix in the information theoretic model [16], [18]. In this
section, we describe a procedure to obtain conditions for
equally strong orthogonal multi-channel communication.
It is important to note that because of the network match-
ing and decoupling procedure described above, the channel
matrix H provides the optimum channel, which ensures
maximum power transfer from the independent generators to
the receiver load. The transmitted power PT and received
power PR can be calculated as
PT = u
†
GuG
4R
and PR = u
†u
R
= u
†
GH†HuG
4R
. (19)
Therefore, channel power gain defined as
G = max PR
PT
(20)
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is related to the channel matrix H as
G = max
eigval
{H†H}. (21)
Note that the channel matrix described here has an equal
number L of transmitting and receiving antennas, such that the
system can support a maximum of L independent channels.
To investigate these independent channels, we perform a
singular-value decomposition on H,
H = UV†, (22)
where
UU† = U†U = I and VV† = V†V = I (23)
are two unitary matrices whose individual columns form an
orthonormal basis of both the transmitted and received signal.
The matrix  is a diagonal matrix which comprises all the
singular values of the channel matrix H. That is,
 =
⎡
⎢⎢⎢⎣
s1
s2
. . .
sL
⎤
⎥⎥⎥⎦ . (24)
These singular values are nonnegative and are assumed to be
ordered as
s1 ≥ s2 ≥ · · · ≥ sL . (25)
Applying (22)-(25) to calculate H†H, it can be shown that s2i
are the eigenvalues of H†H and the columns of V are the
eigenvectors of H†H. Thus the channel gain (21) is
G = s21 . (26)
For clarity, we would like to emphasise that in this paper the
term channel gain is reserved for the maximum eigenvalue
of H†H, as in (21); we refer to a generic eigenvalue s2i as
the channel strength of channel i .
A maximum number L of independent (orthogonal) chan-
nels can be established by linear signal processing, such that,
adopting from information theory, we can define the system
of communication channels as
y = Hx, (27)
where the channel input x and channel output y are defined
naturally such that,
E[x†x] = PT and E[y†y] = PR . (28)
That is, the expectation value (E[·]) of the channel-input x and
channel-output y correspond to the transmitted and received
powers, respectively. Thus, the channel-input and channel-
output are given by the following mappings,
x = V† uG
2
√
R
and y = U† u√
R
(29)
respectively. Therefore, following the information theoretic
model, by substituting (23) and (24) into (29), it can be shown
that the channel output component can be expressed as
yi = si xi , (30)
where xi and yi denote the component of x and y, respectively.
Ideally, it is desirable that all the L available channels have
the same strength which requires one to fine-tune the antenna
system such that all the eigenvalues are roughly the same [29].
That is
s21 ≈ s22 ≈ · · · ≈ s2L . (31)
Hence, a channel matrix fulfilling condition (31) defines a set-
ting for a multichannel communication with L non-interfering
and equally strong channels.
Up to now, we have not considered noise. Next, we will
study the impact of noise assuming the presence of: (i) thermal
equilibrium noise arising from the antenna system and the
generator at the transmit-side and (ii) non-equilibrium noise
produced by the receive amplifiers. The ZMR presents decou-
pled ports of resistance R to the receiver’s amplifiers. Thus the
open-circuit noise voltage uN of these ports has the covariance
matrix,
E[uNu†N] = 4kBT B RI, (32)
where kB is Boltzmann’s constant, T is temperature in Kelvin,
B is bandwidth and I is an identity matrix of size L × L.
Equation (32) is valid under the assumption that the white
thermal equilibrium noise at the receiver is the result of the
port decoupling process of the DMNs. Moreover, the non-
equilibrium noise of the amplifiers is also white, provided
that the physical noise sources of the amplifiers are pairwise
uncorrelated between different amplifiers. Therefore, the noise
contribution of the individual amplifiers do not mix with each
other. As a consequence, the total noise (sum of equilibrium
and non-equilibrium noise) is pairwise uncorrelated in the
components of the received voltage vector u. From (23),
it follows that y contains pairwise uncorrelated noise com-
ponents. Therefore, (30) can be extended to include the effect
of combined thermal equilibrium noise of the antenna and the
non-equilibrium noise of the receive amplifiers as,
yi = si xi + νi , i ∈ {1, 2, · · · , L}, (33)
where the correlation of noises νi is given by
E[νiν∗j ] = σ 2v δi j . (34)
In (34), δi j is the Kronecker delta function which equals 1 for
i = j and zero otherwise. In the case that the noises νi are
Gaussian distributed, they are also pairwise independent.
III. CASE WITH 2 × 2 MIMO DIPOLE ANTENNAS
In the previous section, we have presented the proce-
dures involved in optimising a MIMO set-up for near-field
communication making use of Decoupling and Matching
Networks (DMNs). Furthermore, we also described the con-
dition required to achieve L non-interfering and equally
strong communication channels in this regime. In this section,
we demonstrate the procedure for a 2 × 2 MIMO antenna
system using dipole antennas and discuss the conditions for
the existence of equally strong orthogonal communication
channels in the near-field regime. The importance of the
decoupling and matching process in acquiring these channels
will be shown.
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Fig. 5. A 2 × 2 half-wavelength infinitesimally thin dipole antennae. The
transmitters (antenna 1 & 2) and receivers (antenna 3 & 4) are separated by
distance D. Distance d separates the transmitter (or receiver) antennas.
Fig. 5 illustrates the set of four half-wavelength dipole
antennas in free-space considered in this section. The choice
of half-wavelength dipole antennas is taken because the
self/mutual impedances are well-described by the induced
EMF (iEMF) model [28], [30] then allowing for a semi-
analytical study of the effect. For consistency, the transmitter
is labeled as antennas 1 and 2; the receiver as antennas 3 and 4.
The distance d denotes the separation between the transmitter
(or receiver) antennas and distance D denotes the separa-
tion between the transmitter and receiver side; we will refer
to d as intra-separation and D as inter-separation. For the
antenna configuration illustrated in Fig. 5, the antenna system
impedance in the iEMF approximation is given by,
Z =
⎡
⎢⎢⎣
Zs Z(d) Z(D) Z(ρ)
Z(d) Zs Z(ρ) Z(D)
Z(D) Z(ρ) Zs Z(d)
Z(ρ) Z(D) Z(d) Zs
⎤
⎥⎥⎦ , (35)
where the diagonal and off-diagonal entries in (35) denote the
self-impedance and the mutual-impedance respectively and are
defined by the resistance and admittance parameter as,
Z(r) = RA(r) + jXA(r), (36)
where r is the distance between the dipole pairs.
For half-wavelength (total length) dipole antennas, assum-
ing an infinitesimally thin wire radius and sinusoidal profile
of surface current, the mutual impedance between two antenna
elements is given by, (see Appendix B),
RA(r = 0) =
2Ci( 2πrλ0 ) − Ci(ξ + π) − Ci(ξ − π)
4πε0c
,
XA(r = 0) =
−2Si( 2πrλ0 ) + Si(ξ + π) + Si(ξ − π)
4πε0c
, (37)
with
ξ = π
√
1 + 4r2/λ20 (38)
and the self-impedance is obtained as
RA,s =  − Ci(2π) + ln(2π)4πε0c , XA,s =
Si(2π)
4πε0c
. (39)
Fig. 6. (a) The two eigenvalues of H†H and (b) the ratio of the two
eigenvalues s22/s
2
1 . For the case when the DMNs are present (solid-lines) and
absent (dashed-lines) and d = 0.25λ0 .
In (37) and (39), Ci(·) and Si(·) denote the cosine and sine
integral functions [31]. The constants ε and  are the vacuum
electric permittivity and Euler constant, respectively.
A. Multi-Channel Dipole-Based MIMO Communication
Upon obtaining the antenna impedance parameter Z from (35),
we perform the network optimization numerically, see
Appendix A, to find the optimum load impedances ZL and
generator multi-port impedances ZG from which the channel
matrix H is calculated. For the 2 × 2 antenna system we
consider here, there exists two usable communication channels
whose strength is represented by the eigenvalues s2i , where
i ∈ {1, 2}. These eigenvalues are presented in Fig. 6(a) as a
function of the inter-separation distance D. For comparison,
the eigenvalues for the case without DMNs are also presented
by dashed lines.
Fig. 6(a) shows that the presence of the DMNs increases the
strength of all available communication channels compared
to when the DMNs are not implemented. Although results
for different d are not shown in this paper, in general the
presence of DMNs enhances the channel strength compared
to when the DMNs are not implemented. It is noted here
that, although in general the channel strength decreases as the
inter-separation distance D increases, in the presence of DMNs
there exists a specific distance D at which the two singular
values cross, marked with a black bullet point in Fig. 6(a);
this indicates a configuration for which a non-interfering
two-channel communication with equally strong channels is
established.
Fig. 6(a) depicts the channel strengths, s2i , and is useful
to determine the quality of each communication channel.
However, to find equally strong channels, the ratio of the
two eigenvalues s22/s
2
1 shown in Fig. 6(b) is more informative.
To have good multi-channel communication, it is desired to
have channels with equal gain, that is s22/s
2
1 ≈ 1 which is
fulfilled around D = 0.34λ0, see Fig. 6(b). Moreover, since
s22/s
2
1 can also be interpreted as the ratio of the power gain
of the second-best channel, Fig. 6 emphasises the role of
the DMNs in increasing the strength of the second channel
relative to the first, i.e. in lessening the disparity of between
the two channels.
The results in Fig. 6 are for a specific intra-separation
distance d = 0.25λ0 and this leads to an optimal separation
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Fig. 7. The ratio of the two eigenvalues s22/s
2
1 as a function of D and d,
when the DMNs are (a) present and (b) absent.
distance D = 0.34λ0 where the two channels have the same
eigenvalues, s21 = s22 . We note that this optimal separation
point depends on both D and d as shown in Fig. 7(a).
Fig. 7 depicts the distribution of s22/s21 as a function of
distance d and D for two different conditions: (a) for the case
when the DMNs are present and (b) for the case when the
DMNs are absent.
Inspection of Fig. 7(a) and Fig. 7(b) shows that the presence
of the DMNs significantly modifies the channel strengths
in the near-field while they have less influence in the far-
field. This corroborates the role of the DMNs, which is to
provide a matching condition in the near-field regime which
is critical due to the strong coupling (mutual-impedance)
between adjacent antennas. More importantly, Fig. 7(a)
shows that the DMNs allow the creation of channels with
equal strength (s21 = s22 ) in the extreme near-field region,
i.e. D < 0.4λ0 and d < 0.4λ0, whereas this is not the case
when the DMNs are absent, see Fig. 7(b).
We now turn our attention to the black dashed line
in Fig. 7(a). This line corresponds to optimum operation at
which the two channels have the same strength, s21 = s22 . Since
along this line the channel matrix has equal singular values,
the channel power gain coincides with the channel strength.
This is presented in Fig. 8. For reference, we have included
square () and circle bullets (©) denoting the case when
d = D, see also Fig. 7. From Fig. 8, the maximum channel
power gain G is achieved when the intra-separation distance is
Fig. 8. The eigenvalues s1,2 of H†H when two equally strong orthogonal
channels are established; i.e. the black-dashed-line in Fig. 7.
Fig. 9. Impact of antenna imperfection to the channel communication
performance. In (a) the two singular values of H and (b) the ratio of the
two eigenvalues s22/s
2
1 . For reference, the unperturbed case, i.e. all the four
antennas are identical, are presented as dashed lines. The insets show enlarged
view for clarity. Intra-separation distance d = 0.25λ0.
d = 0.474λ0, marked by the diamond bullet (♦); at this point
the channel power gain is G = s21 = 0.2025; this signifies
that about 20% of the transmitted power can be received.
In practice, however, we are interested in the case of d ≤ D.
Thus the maximum achievable received power gain is at a
distance d = 0.313λ0 with about 12%, i.e. G = s21 = 0.1175.
B. System Robustness
For the configuration considered so far, we have assumed
that all the antennas are identical and that we have equal values
for the self-impedance (diagonal entries of Z) for all antennas.
In practice, antennas are prone to fabrication errors, such that it
is difficult to construct antennas with an identical specification
which leads to slight differences in the self-impedance.
We note that the communication channel is sensitive to
these antenna imperfections. To demonstrate this, we perturb
the self-impedance of our dipole antenna, i.e. the diagonal
entries of Z, by introducing slight differences in the antenna
lengths. For the sake of clarity, the channel strength for
1 = 0.498λ0, 2 = 0.503λ0, 3 = 0.502λ0 and 4 = 0.501λ0
is shown in Fig. 9, where i denotes the length of dipole i .
Here, the intra-separation distance is fixed at d = 0.25λ0.
From Fig. 9(a) it can be seen that the two eigenvalues avoid
a crossing when the antennas are not identical. The optimal
operation point s22/s
2
1 = 1 is thus unattainable in practice,
see Fig. 9(b).
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Fig. 10. The probability distribution of the peak of s22/s
2
1 as the function
of imperfection parameter . The maximum, average and minimum values of
s22/s
2
1 are plotted as bullet point with red, black and yellow color respectively,
fitted-lines are included for reference.
To elaborate on this, Fig. 10 shows the probability distrib-
ution of the peak of s22/s
2
1 as a function of the imperfection
parameter  which randomly perturbs the length of the dipole.
This random perturbation is produced by  ← 0.5λ0(1 + δ),
where δ ∼ N (0, 0.3) with N (0, 0.3), a normally distributed
random number generator centered at zero with variance 0.3.
The probability distribution in Fig. 10 is obtained by perform-
ing 1000 different realizations of the MIMO system. Fig. 10
further shows that the probability of achieving an equally
strong orthogonal channel diminishes in the presence of self-
impedance perturbation. Data-fitting of max(s22/s21 ) shows that
the probability of achieving (s22/s21 ) = 1 decreases in an
exponential rate as the imperfection  increases.
C. Comparison With Full-Wave FDTD Simulation
In previous sections, the antenna impedance was obtained
by an iEMF model which is based on a thin wire approxi-
mation and makes simplifying assumptions about the current
profile in the wire, hence neglecting the influence of nearby
antennas.
For comparison, we perform here a full-wave numerical
simulation using a commercially available Finite-Difference
Time-Domain (FDTD) software suit, EMPIRE XPU™ [32].
We obtain the self and mutual impedances of the MIMO
antenna system and compare these to the results obtained from
the iEMF model described in the previous sections. The full-
wave FDTD method simulates the same antenna configuration
as in Sec. III-A, but now as a physical system with a well-
defined radius of the wire of the dipole antenna, here set at
a = 0.02λ0. Furthermore, the FDTD simulation introduces
spatial-meshing and time-stepping; we apply a graded-mesh
scheme with maximum mesh parameters of the size λ0/25 and
at least five discretisation points on the thin wire structure.
The (self and mutual) impedance parameters obtained from
the FDTD simulation are presented in Fig. 11. For reference,
Fig. 11 also includes the impedances calculated from the
iEMF method, i.e. (39) and (37), in which self-impedences
are independent of the distance D.
Fig. 11. Impedance parameters of the MIMO antenna system, obtained by
the induced EMF model (dashed lines) and the full-wave FDTD simulations
(solid lines).
Fig. 12. (a) The two singular values of H and (b) the ratio of the
two eigenvalues s22/s
2
1 calculated by the FDTD method. For comparison,
the results obtained from the iEMF model, i.e. Fig. 6, are included.
In general, the FDTD and iEMF model show good agree-
ment for the mutual-impedance parameters of the system, see
Fig. 11. Difference in the impedance parameters is mainly due
to the assumptions in the iEMF model, namely of an idealised
sinusoidal profile of surface current on an infinitesimally thin
wire which neglects any perturbation caused by the presence
of nearby antennas [28], [30]. This is affirmed by Fig. 11,
which shows the increase of the deviation as the distance D
decreases; consistent with [33], which notes a similar behav-
iour of the impedance parameters in near-field region.
Similarly to the procedure applied in Sec. III-A but now
using the antenna impedance obtained from the FDTD simu-
lation, we perform the power matching procedure to obtain
the optimum load impedances ZL and generator multiport
impedances ZG numerically, see Appendix A. From these,
the channel matrix H is calculated. The channel strengths, s2i ,
are depicted in Fig. 12 as a function of distance D. For
comparison, the results which are obtained using the antenna
impedance from the iEMF model, i.e. from Fig. 6, are repro-
duced again in Fig. 12.
It is interesting to note that, despite the difference in
the impedance parameters, the channel strength obtained
from the iEMF impedance agrees with the one based on
the FDTD simulation, see Fig. 12. The rationale of this
counter-intuitive behaviour is that the network optimisation
finds the required DMNs in order to achieve the optimum
power transmission. This affirms the importance of network
optimisation in finding the optimal possible decoupling and
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matching networks (DMNs) necessary in order to attain the
highest possible transmission.
IV. CONCLUSION AND OUTLOOK
A systematic procedure for obtaining an optimum trans-
mission with equally strong multi-channel MIMO in the
near-field is presented. The optimisation procedure includes:
(i) a decoupling and matching process maximizing the power
transmitted and received by the MIMO system, and (ii) finding
equally strong orthogonal multi-channel operation by eval-
uating the individual channel power gains. The proposed
optimization process is applied to a 2 × 2 dipole antenna
configuration. Using this configuration, we identify the exis-
tence of equally strong orthogonal two-channel modes of
operation with optimal transmission (up to 12% power gain
for operation at d = D = 0.313λ0) in the near-field region;
this is only possible if the network optimization has been
performed. Our calculation shows the important characteristic
that for MIMO communication in the near-field the opti-
mum power density is achieved only at particular locations
(not directions); suggesting that the optimisation procedure
described in this paper is different to beamforming-type
optimisation.
While results are not included in this paper, our calculation
shows that further improvement in the power gain transmission
can be obtained by increasing the number of antennas in a
linear array. We also note that high quality antennas with
consistent specification are necessary in order to achieve this
optimum transmission. Furthermore we find that the DMNs
are successful in obtaining the highest possible transmission
in the presence of strong inter-antenna coupling.
Finally, we envisage that the main disturbance in the near-
field communication links will, to a large extent, stem from
electromagnetic interference produced by processing informa-
tion and control signals surrounding the analogue propagation
channels of the near-field communication links; this is in addi-
tion to the weak interuser interference in multipoint communi-
cation systems. The dominant electromagnetic interference is
independent of the presence other near-field communication
links; it is different to the usual multi-user interference in
wireless communications. Our initial investigations [34]–[37]
show that noise in the near-field is highly correlated, which
is different from the thermal equilibrium noise. We see the
circuit model for information channel described in this paper
is fundamental in the investigation of MIMO communication
in a noisy near-field environment.
APPENDIX A
NUMERICAL PROCEDURE TO CALCULATE THE OPTIMUM
LOAD AND GENERATOR MULTIPORT IMPEDANCES IN (4)
Determines the optimum load and generator multiport
impedances ZL and ZG which ensure maximum power transfer
from the transmitter to the receiver.
In Algorithm 1, α is a random scalar number generated
from a uniform random number generator α ∼ U(0.1, 0.9).
The conditional statement, ||·||F < tol, is the Frobenius matrix
norm for a preset tolerance, tol.
Algorithm 1 Iterative Solver for Optimum Load and Generator
Multiport Impedances
1: Let ZL ← Z†22
2: Compute Zin = Z11 − Z12(Z22 + ZL)−1Z21 and
3: Zout = Z22 − Z21(Z11 + ZG)−1Z12.
4: while ||Z†out − ZL||F ≥ tol do
5: ZL ← αZL + (1 − α)Z†out
6: Zin = Z11 − Z12(Z22 + ZL)−1Z21
7: ZG ← Z†in
8: Zout = Z22 − Z21(Z11 + ZG)−1Z12.
9: end while
10: ZG ← Z†in
APPENDIX B
THE SELF/MUTUAL IMPEDANCE OF DIPOLE LENGTH 
BY THE INDUCED EMF MODEL
The self-impedance (Zs = Rs + jXs) of an infinitesimally
thin-wire dipole antenna that has an arbitrary total length 
operated at k0 = 2π/λ0, is given by the induced EMF (iEMF)
model as [30],
RA,s() = 12πε0c{
 + ln(k0) − Ci(k0) + 12 sin(k0) [Si(2k0) − 2Si(k0)]
+1
2
cos(k0) [ + ln(k0/2) + Ci(k0) − 2Ci(k0)]
}
, (40)
XA,s() = 14πε0c {2Si(k0) + cos(k0) [2Si(k0) − Si(2k0)]
+ sin(k0)
[
2Ci(k0) − Ci(2k0) − 2Ci
(
2k0a2

)]}
. (41)
The mutual-impedance (Z(r) = RA(r) + jXA(r)), on the
other hand, is highly dependent on the distance r between the
antennas while depending weakly on . The resistance and
the admittance are given by,
RA(r = 0) = 14πε0c {2Ci(u0) − Ci(u1) − Ci(u2)} (42)
XA(r = 0) = − 14πε0c {2Si(u0) − Si(u1) − Si(u2)} (43)
where the arguments in (43) are given by,
u0 = k0r,
u1 = k0(
√
r2 + 2 + ),
u2 = k0(
√
r2 + 2 − ). (44)
In (40) to (43), the functions Ci(·) and Si(·) denote the cosine
and sine integral function [31]. The constant ε0, c and 
is the vacuum electric permittivity, speed-of-light in vacuum
and Euler constant, respectively. For the specific case of half-
wavelength dipole antenna  = λ0/2, the self and mutual
impedance are given in the main text as (37) and (39).
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