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Abstract 
Magneto encephalography (MEG) is a technique by which the activity of the cortical neurons can be measured with 
very good temporal and moderate spatial resolution. When using a MEG record, as a research or clinical tool, the 
investigator may face a problem of extracting the essential features of the neuromagnetic signals in the presence of 
artifacts. The amplitude of the disturbances may be higher than that of the brain signals, and the artifacts may 
resemble pathological signals in shape. Our proposed method is used to separate brain activity from artifacts by Blind 
source separation using ICA and PSO for learning rate adjustment. Our approach is found to be more efficient and 
exhibited rapid convergence and it is stable when compared to other related approaches. 
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I.INTRODUCTION 
 
With the advent of new anatomical and functional imaging methods, it is now possible to collect vast 
amounts of data from the living human brain. It has thus become very important to extract the essential 
features from the data to allow an easier representation or interpretation of their properties. Most of the 
previous approaches used ICA for separation of artefacts. This paper focuses on a novel signal processing 
technique, independent component analysis (ICA) with PSO for learning rate adjustment, which allows 
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blind separation of sources, linearly mixed at the sensors, assuming only the statistical independence of 
these sources.  
 
 
 
 
 
Our proposed method provides faster convergence to the solution and it is more stable compared to the 
previous approaches. 
Electroencephalograms (EEG) and magneto encephalograms (MEG) are recordings of electric and 
magnetic fields of signals emerging from neural currents within the brain. The challenges presented to the 
signal processing community by the researchers employing EEG and MEG include the identification and 
removal of artifacts from the recordings and the analysis of the brain signals themselves. 
This paper is organized as follows. Section II presents an overview of the problem of BSS and the system 
model. Section III presents the proposed method for learning rate adjustment using PSO. Section IV 
presents experiment results. Section V of this paper contains the conclusion. 
 
II.BLIND SOURCE SEPARATION (BSS) PROBLEM 
 
Blind source separation (BSS) [1] is a technique for recovering a set of source signals without a priori 
information on the transformation matrix or the probability distributions of the source signals. Blind 
source separation is done by using Independent component analysis (ICA) [2].Consider m source signals 
S (t) = [s1 (t), s2 (t)... sm (t)]. There are n numbers of sensors observing these source signals. The output 
of these sensors are mixed version of the source signals. If these outputs are denoted as X (t) = [x1 (t), x2 
(t)... xn(t)], then we can represent X (t) as 
X (t) = AS (t), A Є Rmxn                         (1) 
Where A is a matrix known as the mixing matrix, i.e., matrix A gives the information about the mixing of 
the source signals S (t). The matrix A is a non-singular and unknown, and m and n are source and source 
numbers, respectively. Typically, the sensor numbers must be equal to, or greater than the number of 
sources; i.e., n ≥ m. To simplify the problem, the sensor and source numbers can be set to be equal. 
The sources can be recovered by a linear separating system which is defined as the following: 
 
Y (t) = W (t) X (t), W Є Rmxn               (2) 
 
Where, Y (t) = [y1 (t), y2 (t)… yn(t)], which is the estimated value of the source signal and W is the 
separating matrix. 
In this paper, the independent component analysis (ICA) is adapted to separate the source signals. The 
goal of ICA is to find a separating matrix W (t), which could be used to minimize the dependence among 
the output elements Y (t) of the neural network. 
Thus, to involve the learning rate adjustment, the typical ICA algorithms in [3]-[5] the weight equations is 
written as 
 
W (t+1) = W (t) +η (t) F (Y (t)) W (t)       (3) 
 
Where F (Y (t)) = I - Φ (y (t)) yT (t) +y (t) ΦT (y (t) for the EASI algorithm, F (Y (t)) = I - Φ (y (t)) yT 
(t) for the natural gradient algorithm, F (Y (t)) = I - Φ (y (t)) yT (t) +y (t) ΦT (y (t) and F (Y (t)) = I - Φ 
(y (t)) Ψ (yT (t)) for the iterative inversion algorithm. 
According to [6], the adaptive learning rate selection in the ICA algorithm should consider the following 
factors. 
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1) The different output components require different learning rates due to the following facts. 
a) A high learning rate is appropriate for an output component mixed with other component(s), but is 
too high for an output component separated with all other components. 
b) A low learning rate is appropriate for an output component separated with all other components, 
but is too low for an output component mixed with other component(s). 
2) The same output component requires different learning rates at different stages when there is 
dependence between it and all other output components. 
Based on the above considerations, (3) can be modified as follows: 
 
W (t+1) = W (t) +D(t) F (Y (t)) W (t)       (4) 
 
Where D (t) = diag (η1 (t)… ηn (t)) is a diagonal matrix, and ηi (t) is ithoutput component’s learning rate. 
In this paper, the values for ηi (t) are determined by PSO. The decision for the learning rate is decided by 
an introduced decision making rule, which is used to select a suitable learning rate. Through a suitable 
objective function definition, the PSO can deal with dependence minimization between the ith output 
component and all other output components of the neural network. 
 
A. SYSTEM MODEL 
 
It is assumed from Fig.1. (a) That the scalp sensors (electrodes, squids) picks up superposition neuronal 
brain sources and non-brain sources related to movements of eyes and muscles, called artefacts. Fig.1. (b) 
shown is the system model. The signals obtained at the sensors be X (t) = [x1 (t), x2 (t)... xn(t)]. The 
signals measured by the sensors have mixtures of brain waves and artefacts. The objective is to identify 
the individual signals S (t) = [s1 (t), s2 (t)... sm (t)] coming from different areas of the brain. An estimate 
of S (t), Y (t) is obtained. 
 
                                           
                                                           (a) 
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                                                                       (b) 
 
Figure.1 (a) Multi-sensor recording of brain activity using EEG or MEG. (b) System model. 
 
In the following sections, the PSO’s involvement with the proposed decision making rule can be used to 
adaptively select the learning rate by utilizing (4) will be described. 
 
III. LEARNING RATE ADJUSTMENT USING PSO 
 
The PSO is a population based optimization technique in which the population is referred to as a swarm. 
Swarm in PSO consists of a number of particles. Each particle represents a potential solution of the 
optimization task. In general, there are three attributes, the particles’ current position pi, current velocity 
vi, and past best position pbesti, for particles in the search space to present their features. Each particle in 
the swarm is updated according to the aforementioned attributes. Assuming that the function f is to be 
minimized so that the particles contain dimensions, the new velocity of every particle is updated using 
 
vi, j (g+1) = vi,j (t) + c1 * r1i,j(g)* (pbesti,j (t) – pi,j(g) + c2 * r2i,j(g)* (gbestj(g) - pi,j(g) )                 (5) 
 
For all j Є1...N, vi,jis the velocity of the ith dimension of the ith particle, c1and c2 denote the acceleration 
coefficients, r1 and r2 are elements from two uniform random sequences in the range (0, 1), and  g is the 
number of generations. The new position of a particle is calculated as follows: 
 
pi,j(g+1) = pi,j(g) + vi, j (g+1)                (6) 
 
The local best solution of each particle is updated by 
 
pbesti (g+1) =  pbesti(g), if f(pi  (g+1))≤f (pbesti (g)) 
pi (g+1), if f (pi (g+1)) <f (pbesti (g)) 
(7) 
 
and the global best position gbest found from all particles during the previous three steps is defined as 
 
gbest(g+1) = min f (pbesti (g+1)), 1 ≤ i ≤ s.    (8) 
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To reach the real- time requirement, a very limited amount of computational time is available to 
produce a reasonable solution. These limitations will require an efficient and simple method. Hence, the 
variant of PSO with inertia weight w and a new parameter called turnaround factor(TF) is proposed to 
improve PSO’s searching behaviour. The TF can increase PSO’s efficiency at solving problems with 
solutions that are not fixed at specific positions of the solution space, such as learning rate adjustment for 
BSS. 
 
 
                                                     
 
                                                                               Figure.2 Particles’ movement 
 
To enhance the particle's searching ability and save evolution time, the velocity equation according to [7]-
[8] used is 
 
vi, j (g+1) = T{ w vi,j (t) + c1 * r1i,j(g)* (pbesti,j (t) – pi,j(g) + c2 * r2i,j(g)* (gbestj(g) - pi,j(g)) }(9) 
 
where T denotes the turn-around factor. In normal, the T will be set as either 1 or -1. For the odd number 
particles, the T will be switched to 1, and on the other hand, the even number particles, the T will be 
switched to -1 to adjust learning rate in this generation. 
 
 
                                            
 
                                                                           Figure.3 Extended searching space 
 
Fig. 3 illustrates the extended searching space. It would make the particle's searching space from half 
front circle extended to whole circle. 
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A. DEPENDENCE MEASURE 
 
The output’s probability density function (PDF) is unknown; hence it cannot be used to evaluate the 
dependence between each output component at the separation stage of the source signals. Second order 
and higher order correlations are calculated to measure dependence between the output components y (i) 
and y (j). 
Second order correlation between y (i) and y (j) is defined as 
rij = cov [yi (t),yj (t)] / √ (cov[yi (t)] cov[yj (t)])(11) 
 
Higher order correlation between y (i) and y (j) is defined as 
hrij = cov[Φ(yi (t)) , Φ(yj (t))]/√(cov[Φ(yi (t)) ] cov[Φ(yj (t)) ])                                                   (12) 
 
Second order dependence is calculated by using 
Di (t) = √((1/(m-1)/∑ (rij)2)             (13) 
 
Higher order dependence is calculated by using 
 
HDi (t) = √((1/(m-1)/∑ (hrij)2)        (14) 
 
1) If both Di (t) and HDi (t) are sufficiently low, then the output component yi (t) is almost independent of 
all the other output components, i.e., the separation state of yi (t) from the others is desirable. 
2) If either Di (t) or HDi (t) is not low enough, then the output component yi (t) is correlated with at least 
one other output component, i.e., the separation state of  yi (t) is not desirable. 
3) If either Di (t) or HDi (t) is too high, then the yi(t) is correlated strongly with the other outputs, i.e., the 
separation state of yi (t) is horrible. 
The decreasing rate fiof Di (t) and HDi (t) was defined as 
 
fi= 0.5 ((Di (t)-Di (t-1)) / Di (t-1)) + 0.5 ((HDi (t) - HDi (t-1)) / HDi (t-1))                                        (15) 
 
The best learning rate is one which gives the lowest fi. The decision rule is that when minimum value of fi 
is obtained or if more number of iterations has occurred then the iteration is stopped. In this paper, the 
minimized D and HD are required and estimated by an objective function f. Both the objective function 
would be minimized through the PSO to estimate the efficient of separation and the relationship of two 
outputs on adjacent time slot. The particle would keep moving for finding the better solution until it 
reached the goal or met the termination condition. 
 
IV.EXPERIMENTAL RESULTS 
 
In the experiments of PSO-based learning rate adjustment for blind signal separation, the w, c1 and c2 
initialization values were 0.24, 0.5, and 0.5, respectively. The termination condition was set at the first 
generation in each time slot. That is, in each time slot, each particle will only move once after each data 
set input. The maximum learning rate boundary in the proposed method was set as 0.025. 
In general for four signals, which are defined as follows: 
 
S(t) = [ Sin(2Π25t) Sin(2Π800t); Sin(2Π300t + 6cos(2Π60t); noise(t); Sign(Cos(2Π155t)) ] 
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                                              Figure 4. Four independent source signals 
                                      
Figure 5. Four mixture signals 
 
                                      
                                                                       Figure 6. BSS by proposed method 
 
Figure 6 represents the signals recovered after applying our proposed method of BSS. 
Similarly when applied for bio medical MEG signals better solutions with higher stability is achieved. 
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Figure 7. Signals obtained from the EEG electrodes 
 
Figure 7. Shown are the signals obtained from the electrodes containing mixture of MEG signals and the 
artifacts. After applying our proposed method nine independent signals are obtained as shown in the 
figure. 8.To find the remaining artifacts, the data were high-pass filtered, with cutoff frequency at 1 Hz. 
  
  
  
  
  
  
  
  
                                             
Figure 8. Signals obtained after applying BSS 
 
V. CONCLUSION 
 
In this paper, we have shown the method of ICA in the analysis of bio magnetic brain signals. The results 
after applying our proposed method of BSS for MEG signals are shown and it is found to be more 
efficient and stable. In addition to reducing artifacts, ICA can be used to decompose evoked fields, which 
enables direct access to the underlying brain functioning, which is likely to be of great significance in 
neuro scientific research. 
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