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Abstract
We present a new approach to the covariant canonical formulation of Einstein-
Cartan gravity that preserves the full Lorentz group as the local gauge group.
The method exploits lessons learned from gravity in 2+1 dimensions regard-
ing the relation between gravity and a general gauge theory. The dynamical
variables are simply the frame field and the spin-connection pulled-back to the
hypersurface, thereby eliminating the need for simplicity constraints on the
momenta. A consequence of this is a degenerate (pre)symplectic form, which
appears to be a necessary feature of the Einstein-Cartan formulation. A new
feature unique to this approach arises when the constraint algebra is computed:
the algebra is a deformation of the de Sitter, anti-de Sitter, or Poincare´ algebra
(depending on the value of the cosmological constant) with the deformation
parameter being the conformal Weyl tensor.
1 Introduction
The similarities between general relativity, a theory about metric dynamics, and
general gauge theory, a theory about dynamical connections, is nowhere more
apparent than in the Einstein-Cartan formulation of gravity and extensions
therein. Indeed, in 2+1 dimensions in the presence of a cosmological constant,
the theory can be reformulated precisely in the form of a gauge theory, namely
Chern-Simons theory of an (A)dS3 connection [1]. However, in four dimen-
sions, which will be the concern of this paper, there are essential difference
that distinguish gravity from ordinary gauge theories. Most notably, whereas
the dynamical ingredients in a gauge theory are typically the connection co-
efficients alone, often on a fixed background, in the Einstein-Cartan theory
the dynamical ingredients are a Lorentz connection together with a dynamical
frame field. Although the Macdowell-Mansouri formulation, just as in 2+1 di-
mensions, repackages the connection and the frame field into a single de Sitter,
∗e-mail address: arandono@gravity.psu.edu
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anti-de Sitter, or Poincare´ connection (depending on the value of the cosmo-
logical constant), the full gauge invariance is necessarily broken at the level of
the action [2, 3]. When the canonical analysis of Einstein-Cartan theory is car-
ried out, the initial phase of the construction is promising—the theory appears
to have the same structure as Yang-Mills theory with the Lorentz connection
playing the role of the gauge field, and a particular combination of the tetrad
playing the role of the conjugate momentum. However, a full treatment of the
constraint algebra unveils the existence of second class constraints, the most
natural (though not the only) implementation of which requires the breaking of
the Lorentz group down to its rotation subgroup, and once this is carried out the
dynamical fields no longer consist of a connection and its conjugate momentum
[4]. To circumvent this, as is done in Loop Quantum Gravity, one can add a
parity violating term to the action which does not affect the classical equations
of motion, thereby regaining a connection as a dynamical variable [5, 6]. How-
ever this connection is not a connection of the full Lorentz group but is strictly
a three-dimensional connection of the rotation subgroup [7]. This situation has
been slightly improved recently in [8] where it is shown that a connection can
be defined globally on the spacetime such that the pull-back of this connection
is the Ashtekar-Barbero-Immirzi connection. However, the construction of the
global connection requires a projection of the Lorentz group as an intermedi-
ate step, and as a consequence it can no longer be interpreted geometrically
as a spin–connection. Taking a more covariant approach, one can complexify
the gauge group and consider the dynamics of only the left or right-handed
components of the spin connection whose pull-backs to the hypersurface are
the Ashtekar variables [4]. Then the canonical formalism does bear a striking
similarity to a standard gauge theory, however this is obtained at the expense
of complexification—decomplexification requires the implementation of com-
plicated reality constraints not familiar to standard gauge theories. Another
approach, the approach underlying covariant Loop Quantum Gravity [9, 10], re-
tains full Lorentz covariance without complexification by implementing primary
“simplicity” constraints on some of the dynamical variables, but there again the
constraint algebra reveals the emergence of second class constraints which must
be dealt with. Upon implementation, these constraints effectively modify the
dynamical coefficients such that the components themselves no longer commute
under the Poisson bracket.
Any way one tries to manipulate it, despite the undeniable similarity with
gauge theories, general relativity resists interpretation as an ordinary gauge
theory based on the local Lorentz group.
In this work, we provide a new perspective on the (real) covariant formu-
lation of canonical gravity. In particular we develop an approach that exploits
the similarities between Einstein-Cartan theory and a gauge theory based on
the Lorentz group, while highlighting the essential differences between the ap-
proaches. Our approach will take many of the lessons learned from the canon-
ical formulation of gravity in 2+1 dimensions, and attempt to carry these over
to four dimensions. In particular, the dynamical variables will be simply the
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pull-back of the spin connection and frame field to the hypersurface, thereby
avoiding the need for simplicity constraints on the dynamical variables. The ex-
pense to be paid is a degeneracy in the now pre-symplectic structure, which is a
characteristic (and essential) feature of the four dimensional theory. As in 2+1
dimensions, the Hamiltonian constraint is a vectorial constraint (in contrast to
the existing covariant approaches) whose vector generators are closely related
to the generators of translations of the (A)dS or Poincare´ group. In 2+1 di-
mensions, since the theory is topological the constraint algebra is precisely the
(A)dS/Poincare´ algebra. Despite the degeneracy in the symplectic structure
of the four dimensional theory, we find we are able to compute the constraint
algebra. A new feature, unique to this approach, emerges: as a consequence of
the local degrees of freedom of general relativity, the algebra is a deformation of
the (A)dS/Poincare´ algebra with the conformal Weyl tensor playing the role of
the deformation parameter. This very clearly illustrates precisely how general
relativity is similar to a gauge theory (as in 2+1 dimensions) and how it differs.
Though we will not explore these issues in this paper, as a practical side
benefit, since the the dynamical variables are simply the pull-back of the spin
connection and frame field, this approach may be more suitable for coupling
spinors to the gravitational field than the standard approach where the sim-
plicity constraints on the conjugate momenta severely complicate the theory
[11]. In addition, we hope this work will provide insight into the origin of the
second class constraints in covariant Loop Quantum Gravity, and the reason
for the con-commutativity of the connection coefficients.
Though we hope this paper is self-contained, it is a follow-up to [12] where
we develop some new machinery for dealing the Hamiltonian construction of
general relativity in a covariant manner. We will briefly overview the major
concepts, but we refer the reader to [12] for more details.
2 Time evolution and the (A)dS/Poincare´
algebra
Since the (A)dS/Poincare´ algebra, will play an important role in what follows
begin by briefly reviewing the relevant algebras and heuristically explaining
their relation to the time evolution of gravity in vacuum.
We will adopt most of the notation in [12]. It will be convenient to adopt a
Clifford algebra notation to facilitate the relation between the constraint alge-
bra and the (A)dS/Poincare´ algebra. As usual, the Clifford algebra is defined by
the fundamental equation γIγJ + γJγI = 2ηIJ , where ηIJ = diag(−1, 1, 1, 1)
is the canonical bi-linear form of Lorentzian signature. The Clifford algebra
is the algebra formed by linear combinations of products of the γI matri-
ces. The (A)dS/Poincare´ group is a ten-dimensional group (in four space-
time dimensions) isomorphic to the set of isometries of de Sitter, anti-de Sit-
ter, or Minkowski spacetime. The algebra consists of the Lorentz generators
λ = 14γIγJ λ
[IJ ], and the pseudo-translation generators η = i2ǫr0 γKη
K , where
3
ǫ = 1 for the de Sitter algebra, and ǫ = i for the anti-de Sitter alegbra. For
convenience we have included the cosmological constant in the algebra itself via
r0 ≡
√
3
|Λ| . The de Sitter algebra then follows from the Clifford algebra:[
λ(1), λ(2)
]
= 14γ[IγJ ] λ
I
(1)Kλ
KJ
(2) (1)
[λ, η] = i2ǫr0γI λ
I
Kη
K (2)[
η(1), η(2)
]
= −Λ3
1
4γIγJ η
[I
(1)η
J ]
(2) . (3)
The fundamental ingredients in the Einstein-Cartan formulation of general
relativity are an orthonormal frame field12, ε ≡ 12γI ε
I
µdx
µ, here valued in the
vector elements of the Clifford algebra, and a Spin(3, 1) connection that, in a
local trivialization of the bundle, can be represented by the spin(3, 1) valued
one-form ̟ ≡ 14γIγJ ̟
[IJ ]
µdx
µ, where we have chosen a Clifford algebra repre-
sentation of spin(3, 1). The global situation can be captured in the language of
principle g-bundles and their associated vector bundles (see e.g. [13, 14, 15]),
and such an analysis is likely to yield interesting topological properties, however,
this is outside of the scope of this paper. Thus, we will make no assumptions
about the global properties of the frame field and the global topology of the
fiber-bundle, and focus on objects and expressions defined in a local trivializa-
tion.
The general solution to the Einstein-Cartan field equations in vacuum takes
the form
R̟ =
Λ
3 ε ∧ ε+ C
T ≡ D̟ε = 0 (4)
where R̟ = d̟ +̟ ∧̟, D̟ is the covariant exterior derivative with respect
to ̟, Λ is the cosmological constant, and C = 14γIγJ C
[IJ ]
µν
1
2dx
µ ∧ dxν is the
conformal Weyl tensor. Choosing a timelike vector field t¯, we contract the
above equations to obtain the time evolution of the fundamental variables:
δt̟ = Lt¯̟ = −D̟λ+
Λ
3 [t, ε] + C(t¯, )
δtε = Lt¯ ε = [λ, ε] +D̟t (5)
where we have defined the parameters λ ≡ −̟(t¯) and t ≡ ε(t¯). From the above,
it is evident that a large portion of the evolution is simply an (A)dS/Poincare´
1Strictly speaking, the set is a co-frame field since it is a set of one-forms, but we will be loose
and henceforth refer to them as frame fields. The true vector frame will be denoted by a different
symbol, ϑ¯I , so there will be no confusion.
2By orthonormal, we mean here that the frame is orthonormal with respect to the inverse of the
induced metric g ≡ ηIJ ε
I ⊗ εJ so that g−1(εI , εJ) = ηIJ . This is somewhat of a tautology given
that the frame is assumed to be invertible and the induced metric is defined by the frame itself.
In this respect, the qualifier “orthonormal” simply distinguishes this type of frame from, say, the
commonly used null–tetrad, which do not share this orthogonality property with respect to their
induced metric
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gauge transformation. By this we mean the following: the variables ̟ and ε
can be combined a` la Macdowell and Mansouri [2] into a single (A)dS/Poincare´
connection given by ξ = ̟ + i
ǫr0
ε. Under an infinitesimal gauge transfor-
mation generated by the arbitrary parameter α = λ − i
ǫr0
t, the connection
transforms according to ξ → ξ −Dξα. This implies the transformations ̟ →
̟−D̟λ+
Λ
3 [t, ε], and ε→ ε+[λ, ε]+D̟t. Thus, we see that a “large portion”
of the time evolution ̟ → ̟ + δt̟ and ε → ε + δtε can be identified with
an (A)dS/Poincare´ gauge transformation. Heuristically, we can think of the
“gauge” part of the evolution as being the strictly (A)dS/Poincare´ transforma-
tion of the evolution and the “non-gauge” part of the evolution as being simply
a translation of ̟ by C(t¯, ).
Now consider the commutator of two succesive time evolutions along dif-
ferent vector fields t¯1 and t¯2 given by δt2δt1̟ − δt1δt2̟ = L[t¯2,t¯1]̟ and simi-
larly for ε. Generically, one might expect that the “gauge” part of the trans-
formation would simply be an (A)dS/Poincare´ transformation generated by
α12 = λ12 + t12 = [λ1 + t1, λ2 + t2], and the “non-gauge” part would be a
translation of ̟ by C([t¯2, t¯1], ). The “gauge” part of the evolution would then
be a reflection of the (A)dS/Poincare´ algebra. Let’s see what happens. On the
solution space defined by (4), we find the transformations take the form:
L[t¯2,t¯1]̟ = −D̟λ˜+
Λ
3 [t˜, ε] + C([t¯2, t¯1], )
L[t¯2,t¯1] ε = [λ˜, ε] +D̟ t˜ (6)
where
t˜ ≡ ε([t¯2, t¯1]) = [λ1, t2]− [λ2, t1]− t
[12]
λ˜ ≡ −̟([t¯2, t¯1]) = [λ1, λ2]−
Λ
3 [t1, t2]− C(t¯1, t¯2)− λ
[12] , (7)
where t[12] ≡ Lt¯1t2−Lt¯2t1 and λ
[12] ≡ Lt¯1λ2−Lt¯2λ1. Typically when computing
the constraint algebra it is assumed that the Lagrange multipliers (here t and λ)
are non-dynamical and therefore effectively time invariant, so for the purposes
of comparison, we will set t[12] and λ[12] equal to zero. The “non-gauge” part of
the evolution remains the same: a translation of ω by C([t¯2, t¯1], ) as expected.
Comparing with the (A)dS/Poincare´ algebra, most of the “gauge” part of the
evolution is precisely what one would expect from the commutator of gauge
transformations in the respective algebra—however, there is an anomalous term
in the algebra given by the addition of the term C(t¯1, t¯2) to the Spin(3, 1)
generators. In this sense, the “gauge” part of the evolution is deformed from the
pure (A)dS/Poincare´ algebra by the presence of the conformal Weyl tensor. The
major result of this paper is that when the Hamiltonian analysis is approached
in a way that preserves the covariance of the Einstein-Cartan formulation of
general relativity, the (A)dS/Poincare´ algebraic structure and the deformation
therein by the conformal Weyl tensor is reflected in the constraint algebra itself.
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3 Review of symplectic dynamics without
gauge fixing
In this section we review the construction of the Hamiltonian formulation of
Einstein-Cartan gravity that retains the full Lorentz group as the local gauge
group. Our construction closely follows [12]. Per usual, we assume the space-
time, M∗ is homotopic to R × Σ where Σ is a typical spacelike Cauchy slice
of the spacetime. This implies a restriction on the allowed field conifgurations.
In particular, it restricts one to spacetimes that admit a Cauchy slicing, where
the induced metric on the initial data surface is spacelike. Although the latter
assumption is likely not necessary in a covariant framework, we will keep the
assumption in order to make contact with the standard Hamiltonian formalism
and to avoid subtleties in analysis that are outside the scope of this paper. In
M∗, we embed a spacelike hypersurface, via the embedding map σ : Σ→ M∗.
The dynamical arena we are concerned with is the submanifoldM that consists
of all point in the past of Σ and contains Σ on its boundary so that ∂M = Σ.
The full spacetime is reconstructed by advancing Σ in time. It will be im-
portant to distinguish the Lagrangian variables from their pull-backs to the
spacelike Cauchy slice so we will denote these objects by two different symbols.
The pull-back fields of the dynamical variables are denoted by φ∗ε ≡ e and
φ∗̟ ≡ ω. We will assume throughout that the tetrad are invertible. Thus, for
any εI there exists a canonical dual, ϑ¯J , such that ε
I(ϑ¯J) = δ
I
J . This restriction
implies restrictions on the three dimensional connection which we summarize
in appendix A.
We begin with a slight generalization of the Einstein-Cartan action to in-
clude a cosmological constant and a parity violating term known as the Holst
modification [5]. This modification classically has no effect in vacuum, but it
is necessary in Loop Quantum Gravity. The Holst modified action is
S =
∫
M
P⋆ε εR̟ −
Λ
6 ⋆ ε ε ε ε , (8)
where, to avoid proliferation of symbols, we have dropped explicit wedge prod-
ucts and the trace over the Clifford algebra. The element, ⋆ = −iγ5 =
1
4!ǫIJKLγ
I γJ γK γL, is the duality operator in the internal Spin(3, 1) repre-
sentation space, and
P⋆ ≡ ⋆+
1
β
(9)
where β is the Immirzi parameter. This operator is invertible unless β takes
on the special values ±i where it becomes proportional to a chiral projection
operator. For simplicity, in this paper we will always assume the operator is
invertible. Those readers who are unfamiliar with the Immirzi parameter can
always safely take the limit as β → ∞, thereby replacing P⋆ with the internal
duality operator, ⋆, in every expression.
Now, consider an arbitrary variation of the action. We will treat the varia-
tion δ as the exterior derivative on the infinite dimensional Lagrangian phase
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space. Vectors and forms in the infinite dimensional Lagrangian or Hamilto-
nian phase space will be written in bold font. Throughout this paper we will
work with a function space at a rather formal level. In a more rigorous treat-
ment, one would precisely define the function space such that the phase space
becomes a true (infinite-dimensional) differentiable manifold. Then one could
rigorously define the tangent and cotangent bundles on which the vectors and
forms reside. Alternatively, one could use jet bundles [14, 16], which resort
to equivalence classes of truncations of functions in order to construct finite
dimensional fiber-bundles. It is fully expected that one could perform the anal-
ysis with all due rigor, however in the interest of brevity and to maintain the
specific focus of this paper, we opt for a more physics friendly language.
An arbitrary variation of the action splits into a boundary term, J , and
a bulk term, θ, which we will refer to as the symplectic and Lagrangian one
forms, respectively:
δS = J + θ (10)
where
J =
1
k
∫
∂M
P⋆e e δω (11)
θ =
1
k
∫
M
−D(P⋆ε ε) δω +
(
P⋆Rε− εP⋆R−
2Λ
3 ⋆ ε ε ε
)
δε (12)
The vanishing of θ yields the bulk equations of motion:
P⋆Rε− εP⋆R−
2Λ
3 ⋆ ε ε ε = 0 (13)
D(P⋆ε ε) = 0 . (14)
The (pre)symplectic two-form Ω is obtained by the exterior derivative of the
Lagrangian or Hamiltonian one form:
Ω = −δJ = δθ (15)
=
1
k
∫
Σ
P⋆ δω ∧ δ(e e) . (16)
To obtain general relativity from Hamilton’s equations, we first need the
total Hamiltonian constraint, which can be constructed from θ. Defining the
time evolution vector field
t¯ =
∫
M
Lt¯̟
δ
δ̟
+ Lt¯ ε
δ
δε
(17)
the total Hamiltonian constraint is
Ctot(λ, t) ≡ −θ(t¯) = CG(λ) + CH(t) . (18)
Here CG(λ) is the Gauss constraint,
CG(λ) =
1
k
∫
Σ
−DλP⋆ e e (19)
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where λ ≡ −̟(t¯), and CH(t) is the Hamiltonian constraint,
CH(t) =
1
k
∫
Σ
−[t, e]
(
P⋆R−
Λ
3 ⋆ e e
)
, (20)
where t ≡ ε(t¯). A peculiarity of this formalism is that the Hamiltonian
constraint is not a scalar constraint, rather, it is vectorial. This will be ex-
plained when we compute the constraint algebra explicitly. We will see that
the vector generators of the constraint are directly related to the generators of
(A)dS/Poincare´ translations.
Hamilton’s equations of motion can be written succinctly by
Lt¯ θ = 0 . (21)
This equation splits into two parts equivalent to
CG(λ) ≈ CH(t) ≈ 0 (22)
Ω(t¯, ) = δCtot(λ, t)
∣∣∣
λ,t
(23)
where the vertical line in the second equation indicates that the functional
derivative is taken holding λ and t fixed. The vanishing of the constraints (22)
can be shown to be pointwise identical to the pull-back of the Einstein-Cartan
equations to Σ,
σ∗
(
P⋆R̟ ε− εP⋆R̟ −
2Λ
3 ⋆ ε ε ε
)
= 0
σ∗ (D̟(P⋆ε ε)) = 0 , (24)
and the Hamilton’s evolution equation (23) is equivalent to the pull-back of
the time components of the Einstein-Cartan equations of motion (here it¯α =
α(t¯, , ...) is the insertion of t¯ into a differential form α),
σ∗
(
it¯
(
P⋆R̟ ε− εP⋆R̟ −
2Λ
3 ⋆ ε ε ε
))
= 0
σ∗ (it¯ (D̟(P⋆ε ε))) = 0 . (25)
Together, these equations form the full set of the Einstein-Cartan field equations
restricted to the spatial hypersurface.
3.1 Working with the degenerate symplectic form
The symplectic form presented in the previous section is technically only pre-
symplectic. That is, the two-form, although anti-symmetric and closed, is de-
generate. This means that the form is not invertible, and their exist non-trivial
vectors Z¯ such that
Ω(Z¯, ) = 0 . (26)
This degeneracy is not simply a technical nuisance, rather, it is an essential
part of the Einstein-Cartan formulation of gravity. In this section, we summa-
rize some important facts to keep in mind when working with the degenerate
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(pre)symplectic form (for more on pre-symplectic forms, see [17, 18, 19, 20]).
In appendix B we characterize the degeneracy further.
The two most important problems associated with the degeneracy are the
following:
• Canonical vector fields do not always exist: Given a functional f , it
is not always true that there exists a vector field X¯f such that Ω(X¯f , ) =
δf . Supposing there is such a vector field, then we must have LZ¯f = 0
for all vector fields Z¯ in the kernel of Ω. Thus, the functionals with
associated canonical vector fields defined on some appropriate subspace
of the phase space must be constant along the integral curves of vectors
in the kernel of Ω, which is obviously not true for every functional.
• Canonical vector fields are not unique: Even when a functional
can be paired with a canonical vector field, the pairing is not unique.
Assuming X¯f is the canonical vector field associated with f , the vector
field X¯′f = X¯f + Z¯ is also a good canonical vector field for any Z¯ in the
kernel of Ω since Ω(X¯f , ) = Ω(X¯
′
f , ) = δf .
With regards to the first problem, as was shown in [12], the Hamiltonian
constraint submanifold of interest is precisely the submanifold where the con-
straints vanish and there exists a canonical vector field associated with Ctot(λ, t).
More specifically, the constrained Hamiltonian phase space, Γ¯H is an intersec-
tion, Γ¯H = Γ
(1)
H ∩Γ
(2)
H where Γ
(1)
H is the submanifold where the total Hamiltonian
constraint vanishes and Γ
(2)
H is the submanifold where there are canonical vec-
tor fields associated with the total Hamiltonian. As usual, on this submanifold,
the associated vector field is identified with the time evolution vector field to
yield Hamilton’s equations of motion, which we have shown yield precisely the
Einstein-Cartan equations on the spatial hypersurface given by (24) and (25).
For our purposes, this will be sufficient to define the constraint algebra.
With regards to the second problem, despite the ambiguity in the definitions
of the associated canonical vector fields, as long as the vector fields exist in a
neighborhood of a point in the phase space, the Poisson bracket between two
functionals is unique at that point. To see this, suppose we have an open
subspace U ⊂ ΓH and there exist vector fields such that Ω(X¯f , ) = δf and
Ω(X¯g, ) = δg everywhere in U . Given another vector field Ω(X¯
′
f , ) = δf , the
difference ∆X¯f = X¯
′
f − X¯f is in the kernel of Ω. Thus, defining the Poisson
bracket in the usual way, we have
{f, g} ≡ Ω(X¯f , X¯g) = Ω(X¯
′
f , X¯
′
g) . (27)
Thus, the Poisson bracket is unique. Furthermore, it is still true that {f, g} =
−LX¯f g = LX¯gf , and Ω([X¯g, X¯f ], ) = δ{f, g}. These properties will be suffi-
cient to allow us to compute the constraint algebra.
It will be useful to characterize the degeneracy more explicitly. Assuming
there is a canonical vector field associated with f , we write the vector field in
component notation X¯f =
∫
ΣX
(ω)
f
δ
δω
+X
(e)
f
δ
δe
, the definition Ω(X¯f , ) = δf
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reduces to a set of pointwise equations:
(eP⋆X
(ω)
f + P⋆X
(ω)
f e) = k
δf
δe
(28)
P⋆(X
(e)
f e+ eX
(e)
f ) = −k
δf
δω
. (29)
Thus, we see explicitly that the components X
(ω)
f and X
(e)
f are only determined
up to the particular combination of variables given above. Since we have as-
sumed the tetrad is invertible, the second equation can be solved uniquely for
the components X
(e)
f as elaborated in appendices A and B. However, the first
equation cannot be inverted to give X
(ω)
f . An explicit calculation reveals that
this equation reduces the local degrees of freedom ofX
(ω)
f from eighteen down to
six. Thus, the local dimension of the kernel of Ω is six. This will be important
when counting the local degrees of freedom of the theory.
4 The Constraint Algebra
The fact that the components of the canonical vector fields are not determined
uniquely presents problems in computing the commutator of two arbitrary gen-
erating functionals. The commutator between two functionals is well defined
only on submanifolds where canonical vector fields associated with the func-
tionals exist. We are primarily interested in the the constraint algebra so we
will restrict our attention to expressions involving the Gauss and Hamiltonian
constraint. It can easily be shown that the Gauss constraint is everywhere con-
stant along the integral curves of vectors in the kernel of Ω. That is, for any
Z¯ such that Ω(Z¯, ) = 0, we have
LZ¯ CG(λ) = 0 . (30)
Thus, equations (29) and (28) with f the Gauss constraint can be solved for
at every point of the unconstrained Hamiltonian phase space and the resulting
canonical vector field is given by (up to addition of a vector in the kernel of Ω):
λ¯ =
∫
Σ
−Dλ
δ
δω
+ [λ, e]
δ
δe
. (31)
Because of this the commutator of CG(λ) with any other functional f can be
computed on any submanifold where X¯f is defined. As mentioned previously,
the existence of canonical vector fields associated with the total Hamiltonian is
an integral part of the Einstein equations, and this requirement defines a non-
zero3 submanifold Γ
(2)
H in addition to the usual constraint submanifold. Thus,
3It can easily be shown that, for example, any submanifold of ΓH where the pull-back of the
torsion to the hypersurface vanishes identically is contained in Γ
(2)
H
, which demonstrates that Γ
(2)
H
is
not empty.
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in order to have a well-defined constraint algebra, we must assume the existence
of canonical vector fields, and we will do so throughout this section. On this
submanifold, the constraint algebra is well-defined and can be computed.
The Gauss–Gauss and Gauss–Hamiltonian commutators are relatively straight-
forward to compute. The commutator of two Hamiltonian constraints will re-
quire a bit more work, but it also can be computed using this method. Aside
from this commutator, the constraint algebra can be computed to give:
{CG(λ1), CG(λ2)} = CG([λ1, λ2])
{CG(λ), CH(t)} = CH([λ, t])
{CH(t1), CH(t2)} = ?? (32)
We have already obtained a result different from the standard constraint algebra
of general relativity. In particular, in the standard approach, the commutator
between the Gauss and Hamiltonian constraint vanishes identically. The fact
that the commutator above does not vanish is a consequence of the vectorial
nature of the Hamiltonian constraint: since the generator is a four-vector living
in the Spin(3, 1) representation space, it must transform as such under a local
Lorentz transformation. We will have more to say on this matter shortly.
Let us now consider the commutator of two Hamiltonian constraints. It
will be useful to split the constraint into two separate pieces CH = CH0 +CHΛ
where
CH0(t) =
1
k
∫
Σ
−[t, e]P⋆ R (33)
CHΛ(t) =
1
k
∫
Σ
Λ
3 [t, e] ⋆ e e . (34)
The commutator we wish to evaluate now becomes,
{CH(t1), CH(t2)} = {CH0(t1), CH0(t2)}+ {CHΛ(t1), CHΛ(t2)}
+{CH0(t1), CHΛ(t2)}+ {CHΛ(t1), CH0(t2)} .
(35)
Since CHΛ does not contain ω, clearly we have
{CHΛ(t1), CHΛ(t2)} = 0 . (36)
Computing cross-terms we have
{CH0(t1), CHΛ(t2)} + {CHΛ(t1), CH0(t2)}
=
1
k
∫
Σ
Λ
2 ⋆ [t2, e]D[t1, e]−
1
k
∫
Σ
Λ
2 ⋆ [t1, e]D[t2, e]
= 0 . (37)
Thus, we see that the commutator reduces to
{CH(t1), CH(t2)} = {CH0(t1), CH0(t2)} . (38)
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Proceeding, we take the gradient of CH0 which yields, upon identification of
components:
(eP⋆X
(ω)
1 + P⋆X
(ω)
1 e) = [t1, P⋆R]
P⋆(X
(e)
1 e+ eX
(e)
1 ) = P⋆D[t1, e] . (39)
The symplectic form contracted onto the canonical vector fields takes the gen-
eral form
Ω(X¯CH0(t1), X¯CH0(t2)) =
1
k
∫
Σ
P⋆X
(ω)
1 (X
(e)
2 e+ eX
(e)
2 )
−P⋆X
(ω)
2 (X
(e)
1 e+ eX
(e)
1 ) (40)
Inserting the X(ω) components first we have
1
k
∫
Σ
[t1, P⋆R]X
(e)
2 − [t2, P⋆R]X
(e)
1 . (41)
At this point we appear to be stuck. Only the particular combination P⋆(X
(e) e+
eX(e)) of the canonical vector field associated with CH0 are determined from
the symplectic form, yet we simply need the components X(e) to evaluate the
above. We could attempt to re-evaluate the expression by inserting the X(e)
components first and we arrive at
{CH0(t1), CH0(t2)} =
1
k
∫
Σ
P⋆X
(ω)
1 [t2, T ]− P⋆X
(ω)
2 [t1, T ] . (42)
We see we are stuck with the same problem—we need the components of the
canonical vector field X(ω), but only the combination, eP⋆X
(ω) + P⋆X
(ω) e, is
given by the symplectic form. The root of the problem is that the constraint,
CH0 , contains only one factor of e, whereas the symplectic structure is quadratic
in e. We were able to evaluate the other commutators because at least one of
the constraints in the commutator was quadratic or more in e. In the next
section we will show that the commutator can be evaluated by a method of
partial inverses.
4.1 Resolving the commutator {CH(t1), CH(t2)}
In the previous section we reached an impasse in evaluating the commutator
of two Hamiltonian constraints. The problem essentially boiled down to the
constraint being linear as opposed to quadratic in the tetrad. Here we will show
that we can, in fact, resolve this problem by considering the partial inverse of
the dynamical field e, which we detail in appendix A. The main point is that
our initial assumption of invertibility of the tetrad ε implies conditions on the
three dimensional dynamical variable e and the Lagrange multiplier t. These
conditions are not dimension reducing, just as requiring invertibility of an n×n
matrix does not reduce the dimension of the space: GL(n) still has dimension
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n2. However, the condition does restrict the possible configurations of e and t.
In particular, invertibility of the tetrad implies the restriction that only those
configurations, (eI , tJ ), are allowed that admit “inverse” fields θ¯I = θ
a
I
∂
∂xa
and
θJ such that
eIa θ
b
I = δ
a
b
eIa θ
a
J = δ
I
J − t
IθJ
eIa θI = 0
θaI t
I = 0
tIθI = 1 . (43)
Given a tetrad on, εIµ, on M such that e
I
a ≡ ε
I
a and t
J ≡ εJ0 , and its (unique)
inverse ϑβJ , we can identify the inverse fields by θ
a
I ≡ ϑ
a
I and θJ ≡ ϑ
0
J . The
above relations are simply the inverse formulas εIµϑ
ν
I = δ
ν
µ and ε
I
µϑ
µ
J = δ
I
J . We
note, that the fields θ¯I = θ¯I(e, t) and θJ = θJ(e, t) are explicit functions of e
and t. More details on the inverse relations and the relation these variables to
the lapse and shift can be found in appendix A.
We recall that the bare components of the Hamiltonian vector field asso-
ciated with a function f are not determined by Hamilton’s equations in this
formalism, but only the combinations
eP⋆X
(ω)
f + P⋆X
(ω)
f e = k
δf
δe
P⋆(X
(e)
f e+ eX
(e)
f e) = −k
δf
δω
. (44)
Let us focus on the second of these two equations. Assuming the tetrad is
invertible, we can invert this equation to solve for X(e) (as a function of t and
λ). To this end, define χ ≡ −k P−1⋆
δf
δω
. The expression above then reduces to
X
(e)
f e+ eX
(e)
f = χ . (45)
From the properties of the inverse fields, θ¯I(e, t) and θJ(e, t), we can solve for
X
(e)
f as a function of e and t as follows:
(X
(e)
f )
I = 2χMI(θ¯M , )− t
IθNχ
MN (θ¯M , )−
1
2e
I χMN (θ¯M , θ¯N ) . (46)
This expression allows for a general definition of the commutator of two func-
tions, f and g.
We will now use this method to calculate the commutator of two Hamilto-
nian constraints. We recall that the commutator {CH(t1), CH(t2)} reduces to
{CH0(t1), CH0(t2)}. Hamilton’s equation Ω(X¯CH0(t), ) = δCH0(t) yields the
expressions
eP⋆X
(ω) + P⋆X
(ω) e = [t, P⋆R]
X(e)e+ eX(e) = D[t, e] . (47)
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From the procedure described above, we can solve the second equation to yield
X(e) = Dt− 12t T
I(θ¯I) . (48)
Thus, the commutator reduces to
{CH(t1), CH(t2)} = Ω(X¯CH (t1), X¯CH (t2))
=
1
k
∫
Σ
[t1, P⋆R]
(
Dt2 −
1
2t2T
M(θ¯
(2)
M )
)
− {1↔ 2}
=
1
k
∫
Σ
1
2 [t1, t2]P⋆R T
M (θ¯
(1)
M + θ¯
(2)
M ) (49)
where we have used the notation θ¯
(1)
I = θ¯I(e, t1) and θ¯
(2)
I = θ¯I(e, t2).
4.2 Properties of the commutator
There are several interesting properties that we can derive from the above.
First we note that final result for the commutator is explicitly dependent on
the torsion via T I(θ¯I , ). Let us consider the solution to the Gauss constraint,
here written in unsmeared form:
D(eI eJ) = T I eJ − eI T J ≈ 0 . (50)
Some simple algebra shows that we can (partially) invert this expression to give
θI T
I ≈ 0 and T J(θ¯J , ) ≈ 0. We note that this must hold for any θI(e, t) and
θ¯I(e, t) that satisfies (43). This in turn implies that the commutator of two
Hamiltonian constraints is weakly vanishing:
{CH(t1), CH(t2)} ≈ 0 . (51)
Thus, the algebra closes without the need for introduction of new constraints.
All that we have assumed is the existence of canonical vector fields associated
with the total Hamiltonian. In retrospect this was a foregone conclusion. After
all, the canonical variables are simply the pull-back of the dynamical Lagrangian
variables to Σ, and Hamilton’s equations together with the vanishing of the
constraints are themselves precisely the Einstein equations pulled-back to Σ as
seen by equations (24) and (25). The symplectic evolution of the system simply
gives us the remaining components of the Einstein-Cartan equations. Thus, the
question of whether the constraint algebra closes weakly is equivalent to the
question: are Einstein’s equations self-consistent? The answer is, of course,
yes! Phrased another way, suppose we have a set of initial data ωt0 and et0
on the initial Cauchy surface Σt0 . If the data set is a good data set, it will
solve the constraint equations—in other words it will solve Einstein’s equations
pulled-back to Σt0 . The symplectic evolution simply enforces the remaining
equations of motion, but for our purposes it also serves to evolve ωt0 and et0 on
Σt0 to ωt0+∆t and et0+∆t on the new Cauchy surface Σt0+∆t. Now the questions
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is does the new data satisfy Einstein’s equations pulled back to the new Cauchy
slice? If it does then it will satisfy the constraints on Σt0+∆t. If it doesn’t
then this will be reflected in the non-closure of the constraints, which would
indicate that the evolution generated by the given constraints and symplectic
structure pulls the initial data off the constraint submanifold. This, in turn,
would indicate a need for more constraints. But, since two of the constraints
plus the evolution equation are precisely the full set of Einstein’s equations, and
Einstein’s equations are self-consistent (barring the emergence of singularities
where various physical quantities become singular), this cannot happen. So the
constraint algebra must close.
Another striking property emerges from the constraint algebra. We first
notice that apart from the commutator of two Hamiltonian constraints, the
algebra is precisely the (A)dS/Poincare´ algebra. Thus, let us focus on the
expression (49), repeated here:
{CH(t1), CH(t2)} =
1
k
∫
Σ
1
2 [t1, t2]P⋆R T
M (θ¯
(1)
M + θ¯
(2)
M ) . (52)
We wish to evaluate the right hand side on an arbitrary solution to the equa-
tions of motion in order to see the relation with the (A)dS/Poincare´ algebra.
Thus, consider a four-dimensional field configuration ̟ and ε that satisfies the
Einstein-Cartan equation (13), but not necessarily the torsional constraint (14)
(otherwise the commutator would trivially vanish on this solution). Using this
equation of motion, we derive the following identity on this partial solution
subspace:
Tr ([t1, t2]P⋆R) = Tr (e eP⋆R(t¯1, t¯2)) . (53)
Inserting this expression into the commutator we have
{CH(t1), CH(t2)} ≈
1
k
∫
Σ
1
2 e eP⋆R(t¯1, t¯2)T
M (θ¯
(1)
M + θ¯
(2)
M )
=
1
k
∫
Σ
D(R(t¯1, t¯2))P⋆e e
= CG(−R(t¯1, t¯2)) . (54)
Let us now consider the general solution to the equation of motion (13) given
by
R̟ =
Λ
3 ε ε + C (55)
where C is the conformal Weyl tensor. Inserting this into the expression above,
we arrive at a particularly simple form for the commutator:
{CH(t1), CH(t2)} ≈
1
k
∫
Σ
D
(
Λ
3 [t1, t2] + C(t¯1, t¯2)
)
⋆ e e
= −Λ3CG([t1, t2])− CG(C(t¯1, t¯2)) . (56)
Thus, as predicted, the constraint algebra does reduce down to a deformation
of the de Sitter, anti-de Sitter, or Poincare´ algebra depending on the value of
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the cosmological constant. Furthermore, we see the local degrees of freedom
of general relativity emerging from the constraint algebra itself in the form of
the conformal Weyl tensor, which plays the role of the (not necessarily small)
deformation parameter. Evaluated on the homogenous solution, where the Weyl
tensor vanishes the constraint algebra reduces precisely to the (A)dS/Poincare´
algebra as expected since diffeomorphisms on maximally symmetric spacetimes
are equivalent to gauge transformations.
5 A consistency check
In a previous paper [12] we developed an alternative method for computing the
constraint algebra restricted to the constraint submanifold Γ¯H . This method
focused on the Lagrangian one-form, θ, given explicitly by (12). There it was
shown that, with some caveats that we will make more explicit shortly, we can
identify the Poisson bracket with the following expression4:
{Ctot(t1, λ1) , Ctot(t2, λ2)} ≈ θ([t¯1, t¯2]) (57)
where
[t¯1, t¯2] =
∫
M
L[t¯1,t¯2]̟
δ
δ̟
+ L[t¯1,t¯2]ε
δ
δε
. (58)
Thus, we can use this expression as a consistency check on our previous deriva-
tion. In deriving the expression above, all exterior derivatives are derivatives
on the full Lagrangian phase space. Thus, the Lagrange multipliers λ = −̟(t¯)
and t = ε(t¯) are varied in the above expression, effectively making them dy-
namical variables. To make contact with the standard Hamiltonian formalism
we have to take this into account. The only difference between the expression
above and the standard commutator are terms involving the time derivatives
of the Lagrange multipliers, as follows (here the notation F |t,λ means that
the function F is computed while holding t and λ fixed when derivatives are
involved) :
Lt¯1Ctot(t2, λ2)|t2,λ2 = θ([t¯1, t¯2])+ CH(t
[12]) + CG(λ
[12])
+it¯2
(
Ω(t¯1, )− δCtot(t1, λ1)|t1,λ1
)
(59)
where t[12] ≡ Lt¯1t2−Lt¯2t1 and λ
[12] ≡ Lt¯1λ2−Lt¯2λ1. Thus, on the submanifold
Γ
(2)
H where canonical vector fields associated with the total Hamiltonian exist,
the second line in the equation above vanishes and we have
{Ctot(t1, λ1), Ctot(t2, λ2)}|t1,2,λ1,2
Γ
(2)
H
≈ θ([t¯1, t¯2])+CH(t
[12]) + CG(λ
[12]) . (60)
4We have made a slight change of convention from version one of [12] in order to match prevailing
conventions and avoid potentially confusing minus signs in the commutator. There the commutator
was defined as {f, g} ≡ Ω(X¯g, X¯f) = LX¯f g = −LX¯gf . In this paper, the commutator is defined
with a minus sign: {f, g} ≡ Ω(X¯f , X¯g) = −LX¯f g = LX¯gf .
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Since the Lagrangian one-form is itself used to construct the Hamiltonian, the
above expression is easy to compute using the identity
θ([t¯1, t¯2]) = CH(−ε([t¯1, t¯2])) + CG(̟([t¯1, t¯2])) . (61)
A straightforward calculation yields the identities
− ε([t¯1, t¯2]) = T (t¯1, t¯2) + [λ1, t2]− [λ2, t1]− t
[12]
̟([t¯1, t¯2]) = −R(t¯1, t¯2) + [λ1, λ2]− λ
[12] , (62)
the total expression for the commutator becomes
{Ctot(t1, λ1) , Ctot(t2, λ2)}|t1,2,λ1,2 = CH(T (t¯1, t¯2) + [λ1, t2]− [λ2, t1])
+CG(−R̟(t¯1, t¯2) + [λ1, λ2]) . (63)
On Γ¯H Hamilton’s equations of motion hold, which we have shown are
identical to the Einstein equations pulled-back to the three manifold. Thus, on
this submanifold, the general solution is T = 0 and R̟ =
Λ
3 ε ε+ C, where C is
the conformal Weyl tensor. Thus, on Γ¯H we have
{Ctot(t1, λ1), Ctot(t2, λ2)}|t1,2,λ1,2 = CH([λ1, t2]− [λ2, t1])
+CG([λ1, λ2]−
Λ
3 [t1, t2]− C(t¯1, t¯2)) . (64)
This is consistent with our previous expressions for the commutators (32) and
(56). Once again, we see that the Poisson algebra of CH(t) and CG(λ) is a
deformation of the (A)dS or Poincare´ algebra with the deformation parameter
begin the conformal Weyl tensor.
6 The relation between diffeomorphisms and
the vectorial Hamiltonian constraint
The theory expounded in the previous sections is diffeomorphism invariant
since it is simply general relativity written in Hamiltonian language. How-
ever, diffeomorphism symmetry enters into the construction in a subtle way.
The natural explanation would seem to be that the three–dimensional diffeo-
morphisms have been absorbed into the Hamiltonian constraint explaining the
extra degrees of freedom of the constraint. This is partially true—the informa-
tion contained in a diffeomorphism gauge transformation is contained in the
Hamiltonian constraint. However, the information is embedded in such a way
that one cannot extract a three-dimensional diffeomorphism from the Hamilto-
nian constraint without breaking the gauge. In this sense, the vectorial nature
of the Hamiltonian constraint is not simply a convenient repackaging of the
ordinary diffeomorphism and scalar constraints. This, in part, explains the
discrepancies in the constraint algebra from other covariant approaches [9].
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In order to understand the nature of the diffeomorphism symmetry in this
theory we first need to set up some preliminaries. It will be useful to distinguish
the fiber preserving diffeomorphisms from the gauge covariant diffeomorphisms.
We will restrict ourselves to one-parameter diffeomorphisms connected to the
identity. By “fiber-preserving” we mean the ordinary action of the diffeomor-
phisms on Lie-algebra valued forms defined infinitesimally by:
α→ φN¯α = α+ LN¯α (65)
where LN¯α = iN¯dα + d(iN¯α) is the ordinary Lie derivative with respect to
a smooth vector field N¯ ∈ TΣ. We call this transformation fiber preserving
because it is not gauge covariant—it fixes a basis in the fiber. To circumvent
this, we define the gauge covariant Lie derivative, LN¯α such that under an
infinitesimal Spin(3, 1) gauge transformation we have:
LN¯ [λ, α] = [λ,LN¯α]. (66)
On Lie algebra valued forms, the gauge covariant Lie derivative is then:
LN¯α = iN¯Dα+D(iN¯α) (67)
and the action on a connection coefficient is defined so that LN¯R = DLN¯ω
from which we have
LN¯ω = R(N¯). (68)
Following the general Hamiltonian program, we can implement the action of
these transformations on the phase space using the Hamiltonian vector fields
of some functionals, which we denote D(N¯) and D(N¯) for the fiber preserving
and gauge covariant diffeomorphisms respectively. These functionals are:
D(N¯) =
∫
Σ
LN¯ωP⋆e e (69)
D(N¯) =
∫
Σ
LN¯ωP⋆e e . (70)
The constraint algebra of D(N¯) is that of the ordinary diffeomorphisms:
{D(N¯1),D(N¯2)} = D([N¯1, N¯2])
{D(N¯), CG(λ)} = CG(LN¯λ)
{D(N¯), CH(η)} = CH(LN¯η) . (71)
On the other hand, D(N¯) obeys a different algebra, most notably, as a reflection
of (66) we have:
{D(N¯ ), CG(λ)} = 0 . (72)
Now, the constraint andD(N¯) vanishes on the submanifold defined by CH ≈
0 and D(N¯) vanishes on the submanifold defined by CH ≈ 0 and CG ≈ 0.
Noting the following identities
D(N¯) = CH(e(N¯ ))
D(N¯) = D(N¯) + CG(ω(N¯)) , (73)
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it is clear that the physical constraint submanifold has both fiber preserving and
gauge covariant diffeomorphism symmetry. On the other hand, we note that
since the generators in CH(e(N¯ )) and CG(ω(N¯)) are field dependent, D(N¯)
and D(N¯) obey very different Poisson algebras, and generate very different
symmetries than CH(t) and CG(λ).
We now come to the crucial point. From the identity (73), it is natural to
try to divide the Hamiltonian constraint into CH(t)
?
= CH(t⊥) +CH(t‖) where
t‖ · t⊥ = 0, and t‖ = e(N¯) where N¯ is the shift. The splitting should be such
that CH(t⊥) generates the ordinary “lapse” transformations of most canonical
approaches, and CH(t‖) generates diffeomorphisms. From the above discussion,
we would then have CH(t‖) = CH(e(N¯ )) = D(N¯). If this could be done,
then the diffeomorphisms would not be an independent symmetry from the
Hamiltonian constraint, and this approach would simply be a convenient way
of repackaging the ordinary scalar and diffeomorphism constraints. Suppose
then, that we could do this. Then consider the evolution of the Hamiltonian
constraint along the Hamiltonian vector field, X¯λ, associated with CG(λ):
−LX¯λCH(t) = {CG(λ), CH(t)} = CH([λ, t]). (74)
On the other hand, from (72) we have
−LX¯λ (CH(t⊥) +D(N¯)) = {CG(λ), CH(t⊥) +D(N¯)} (75)
= CH([λ, t⊥]) . (76)
It is clear from the last equality that the splitting of the time evolution vector
field as such is not a covariantly defined operation. Furthermore, from the last
equality it is clear that the split is not even Lorentz invariant unless we restrict
ourselves to a subgroup of the local Lorentz group that preserves the vector
t⊥, which is equivalent to a breaking of the local gauge group to its rotation
subgroup. In this case, the Gauss constraint commutes with the new Hamilto-
nian constraint, implying that it is truly a scalar constraint. Indeed, rewriting
t⊥ = αn where α is the lapse, and n is the normal to Σ lifted to the fiber, and
fixing once and for all the direction of the normal so that nI = (1, 0, 0, 0) (we
can do this once we have fixed the gauge), we obtain the ordinary scalar con-
straint in the time gauge (subject to the imposition of second class constraints
that emerge upon computing the constraint algebra). The remaining piece,
D(N¯), naturally becomes the vector constraint in the time gauge. Thus, in this
respect, the vector Hamiltonian of our theory in some sense “contains” both
the scalar and the vector constraints of the standard formalism, but one must
be careful not to take this interpretation too literally since they are contained
in such a way that any splitting of the Hamiltonian constraint into scalar plus
vector necessarily breaks the gauge.
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7 The physical degrees of freedom
In the preceeding sections we have given a Hamiltonian theory whose con-
straints and Hamilton equations of motion are general relativity, and whose
constraint algebra is first class. On the other hand, a simple counting argu-
ment suggests a paradox: the total physical degrees of freedom don’t seem to
yield the accepted two degrees of freedom of general relativity. To see this, we
need to count the kinematical degrees of freedom minus the degrees of free-
dom of the constraint algebra. Typically, to count the kinematical degrees one
counts the local degrees of freedom of either the momentum or the position
variable (just the configuration space), and then proceeds to subtract out the
constraints. In our case, the symplectic structure does not polarize the phase
space in any obvious way, so we simply count the total degrees on the full
constrained phase space and once the final tally is obtained we divide by two.
For general relativity, we expect the final tally for the phase space degrees
of freedom to be 4, or dividing by two, we should obtain standard result of
two “configuration space” degrees of freedom. At the kinematical level (prior
to the implementation of any constraints) the total degrees of freedom in the
Hamiltonian phase space is given by
DOFkin = DOF (e) +DOF (ω) = 3× 4 + 3× 6 = 30 . (77)
The physical degrees of freedom are then obtained by subtracting out the con-
straints and the spurious gauge degrees of freedom. Let us first recall then how
the gauge degrees of freedom are determined. We begin with the kinematical
phase space Γ where the kinematical dynamical variables form a good set of
coordinates and the symplectic structure is typically non-degenerate. We define
the constraint submanifold Γ˜ to be the submanifold on which a set of first class
constraints vanish weakly: C{i} ≈ 0. Let φ : Γ˜ → Γ be the embedding of Γ˜
in Γ. The pullback of the symplectic structure, Ω˜ ≡ φ∗Ω is now degenerate.
To see this, recall the definition of the Hamiltonian vector field X¯{i} associated
with C{i} is Ω(X¯{i}, ) = δC{i}. Since C{i} is constant on Γ˜ (in fact zero),
the pull-back of the gradient of the constraint is zero: φ∗δC{i} = 0. Since the
constraints are first class, by definition the Hamiltonian vector fields X¯{i} are
parallel to the constraint submanifold. That is, they can be identified with the
push-forward of some vector, Y¯{i} in T Γ˜:
X¯{i} ≡ φ∗Y¯{i}. (78)
In total, the pull-back of the Hamiltonian condition gives:
φ∗Ω(X¯{i}, ) = φ
∗δC{i} = 0
→ Ω˜(Y¯{i}, ) = 0 (79)
We see from the second line above that the symplectic structure pulled back
to Γ˜ is degenerate, and the kernel is spanned by the vector fields Y¯{i}. These
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directions are precisely the gauge directions of the constraint submanifold—
evolving a point on the phase space in these directions is equivalent to a gauge
transformation and will not change the physics of the problem at hand.
From the above discussion, it is clear that the role of the constraints is two-
fold. First, the constraints serve to define the physical submanifold thereby
reducing the (local) dimension of the physical degrees of freedom to the (local)
dimension of the constraint submanifold. Second, the constraints define gauge
directions on the constraint submanifold, which further reduce the dimension
of the true, physical degrees of freedom. Thus, each constraint reduces the
kinematical phase space degrees of freedom by 2×DOF (C{i}). In our case, we
have
DOFphys
?
= DOF (e) +DOF (ω)− (2×DOF (CH) + 2×DOF (CG))
= 3× 4 + 3× 6− (2× 4 + 2× 6)
= 10 . (80)
We now have a paradox. The true physical degrees of freedom in the phase
space should be 4 (or two configuration space degrees of freedom), but we
appear to have 10 degrees of freedom. Where are the six extraneous degrees of
freedom coming from?
The answer is that we have not taken into account all the gauge degrees
of freedom. If we generalize the concept of “gauge”, to include all degenerate
directions of the physical symplectic form, then we allow for gauge degrees of
freedom that are not associated with any constraint at all. This would occur
when the original symplectic form Ω is itself degenerate. In this case, there
would be some vector fields Z¯ such that Ω(Z¯, ) = 0. Such vector fields
would generate transformations, which could equally well be considered gauge
transformations since they suggest an indeterminancy in the definition of the
Hamiltonian vector fields.
In fact, this is precisely the situation that we have in our model. We recall
that the (pre)symplectic form, Ω = 1
k
∫
Σ P⋆δω ∧ δ(e e), is degenerate. Given
some vector field Z¯ in TΓH that is in the kernel of Ω so that Ω(Z¯, ) = 0, write
the vector fields in component notation
Z¯ =
∫
Σ
Z(e)
δ
δe
+ Z(ω)
δ
δω
(81)
where Z(e) = 12γI (Z
(e))Ia dx
a and Z(ω) = 14γIγJ (Z
(ω))
[IJ ]
a dx
a. As shown in
appendix B, using the inverse properties of e, the degeneracy condition yields
Z(e) = 0. An arbitrary (Z(ω))KLa has 3 × 6 = 18 degrees of freedom, and the
degeneracy condition reduces the degrees of freedom of Z(ω) by twelve, leaving
18− 12 = 6 degrees of freedom remaining. Thus, we conclude that Z¯ generates
a (pre)symplecto-morphism with 6 local degrees of freedom.
We can now return to our counting argument. Including the degrees of
freedom in the kernel of Ω in the gauge degrees of freedom we have:
DOFphys = DOFkin − (2×DOF (CH) + 2×DOF (CG) +DOF (kerΩ))
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= 3× 4 + 3× 6− (2× 4 + 2× 6 + 6)
= 4 . (82)
Dividing this result in half we get the standard two local “configuration space”
degrees of freedom of general relativity. From this analysis it is clear that the
degeneracy of Ω plays an essential role in the Hamiltonian evolution of the
system.
Heuristically, one might be tempted to think of this mechanism as follows:
suppose we had a more general theory that described general relativity only
when the physical degrees of freedom were constrained by some additional first
class constraint C ′ ≈ 0 in addition to the ordinary dynamical constraints,
C{i}, of the theory. Suppose that the kinematical symplectic structure Ω
′
were non-degenerate on the larger phase space Γ′. Let us further suppose
that the constraint C ′ were such that the constrained phase space is precisely
the phase space Γ where e and ω are good coordinates and the symplectic
structure structure pulled back to Γ is precisely Ω = 1
k
∫
P⋆δω ∧ δ(e e). The
push-forwards of the degenerate vector fields Z¯ would then be precisely the
Hamiltonian vector fields of the constraint C ′ since
ι∗Ω′(Z¯′, ) = ι∗δC ′
→ Ω(Z¯, ) = 0 (83)
where ι : Γ → Γ′ is the embedding and Z¯′ = ι∗Z¯. In this respect, on the
constraint submanifold of C ′, motion along the integral curves of Z¯ are just
ordinary gauge transformations generated by C ′.
This interpretation is tempting, and the language we have used is suggestive
of a more fundamental theory where the symplectic form is non-degenerate
and whose constrained dynamics yields general relativity. In fact, BF theory
is a candidate theory on which the kinematical symplectic structure is non-
degenerate and whose simplicity constraints yield Γ and the new symplectic
structure Ω. However, it is by now well known that the simplicity constraints
of BF theory are not first class [9, 21, 22]. It is not clear whether this is a
peculiarity of BF theory or a generic property of the Hamiltonian construction
of Einstein-Cartan gravity. The formalism we have developed here ensures that
we do not have to appeal to a more general theory in order to make sense of
the system at hand.
8 Concluding Remarks
In this paper we have developed a covariant construction of the Hamiltonian
framework for canonical Einstein-Cartan gravity that preserves the gauge-like
properties of gravity while clearly illustrating the differences. In particular,
since a significant portion of the time evolution of the dynamical Lagrangian
variables can be identified with an (A)dS/Poincare´ gauge transformation, most
of the constraint algebra is simply a reflection of the (A)dS/Poincare´ algebra.
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This means that the Gauss constraint must be valued in the full Spin(3, 1) Lie
algebra, and the Hamiltonian must be valued in the vector generators of the al-
gebra. The local degrees of freedom, for example small amplitude gravitational
waves in the linearized theory, effectively deform the algebra by the presence
of a non-zero conformal Weyl tensor.
Since the dynamical variables are simply the Lagrangian variables pulled
back to the hypersurface, and the full Lorentz group is retained, this method
readily suggests generalizations to include fermions. Ultimately, however, the
true benefit of this approach may be in the implications for covariant canonical
quantum gravity. We hope this method may lead to significant insight into the
nature of the second class constraints of the standard covariant approach, as
well as insight into the algebraic structure of the constraints that will carry
over to the quantum theory.
A Summary of inverse relations
In this section of the appendix we summarize formulas relating the tetrad and
its inverse to the dynamical variables on the three-manifold. Throughout this
paper we have assumed that the tetrad is invertible. The invertibility require-
ment is equivalent to requiring the 4-volume element to be non-zero:
4˜V =
1
4!
ǫIJKL ε
I ∧ εJ ∧ εK ∧ εL 6= 0 . (84)
This expression pulls-back to a restriction on the 3-volume:
3˜V t ≡ 4˜V (t¯) =
1
3!
ǫIJKL t
I eJ ∧ eK ∧ eL 6= 0 . (85)
Invertibility of the tetrad implies that there is a dual frame of vector fields,
ϑ¯J = ϑ
ν
J
∂
∂xν
, such that εIµ ϑ
µ
J = δ
I
J and ε
I
µ ϑ
ν
I = δ
ν
µ. In terms of the three-
dimensional variables, eIa ≡ ε
I
a, t
J ≡ εJ0 , θ
b
K ≡ ϑ
b
K , and θL ≡ ϑ
0
L these two
conditions become:
eIa θ
b
I = δ
a
b
eIa θ
a
J = δ
I
J − t
IθJ ≡ P
I
J
eIa θI = 0
θaI t
I = 0
tIθI = 1 . (86)
From the second equation, since P is a projection operator (P IKP
K
J = P
I
J),
if one takes a vector (or covector), V I , in the fiber, projects it down to TΣ,
and then attempts to lift it back up to the fiber, one will not obtain the same
vector, but only the projection of the vector, P IKV
K , into a three-dimensional
subspace orthogonal to tI and θJ .
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Since, given the matrix εIµ at a point, the inverse matrix θ
ν
J , can be uniquely
constructed, the variables θaI and θJ can be viewed as explicit functionals of e
I
a
and tJ whose variations are given by
δθaI (e, t) = −θ
a
Kθ
b
I δe
K
b − θIθ
a
K δt
K (87)
δθJ (e, t) = −θKθ
b
J δe
K
b − θJθK δt
K . (88)
Using just eIa one can always project a (co)-vector in the fiber down to the
tangent space of Σ. However, since θaI = θ
a
I (e, t), one cannot in general lift a
vector from the tangent space to the fiber without first specifying tI , which
is a gauge choice. Furthermore, even given such a choice, for a generic vector
Va ∈ T
∗Σ, there is no unique (co)-vector VI in the fiber such that VIe
I
a = Va.
Finally, using the relations ηIJε
I
µε
J
ν =
4gµν and η
IJϑ
µ
I ϑ
ν
J =
4gµν and the
ADM decomposition
4gµν =
[
−(N2 −NaN
a) Na
Nb
3gab
]
(89)
4gαβ =
[
− 1
N2
Na
N2
Nb
N2
3gab − N
aNb
N2
]
(90)
we can relate the three dimensional fields to the three-metric and the lapse and
shift as follows:
ηIJe
I
ae
J
b =
3gab
tIe
I
a = Na
tIt
I = −(N2 −NaN
a) (91)
and
ηIJθaIθ
b
J =
3gab −
NaN b
N2
θIθbI =
N b
N2
θIθ
I = −
1
N2
. (92)
B Characterizing the degeneracies of the
symplectic form
The unreduced symplectic form, Ω =
∫
Σ P⋆δω ∧ δ(e e), that emerges from
the action principle is strictly speaking only pre-symplectic—that is, whereas
it is an anti-symmetric two form (Ω(X¯, Y¯ ) = −Ω(Y¯ , X¯)), and it is closed
(δΩ = 0), it is degenerate. In other words, there exist non-zero vector fields
Z¯ ∈ TΓH such that Ω(Z¯, ) = 0. We would like to characterize this degeneracy
in more detail. To this end, we write the vector field, Z¯, in component notation:
Z¯ =
∫
Σ
Z(e)
δ
δe
+ Z(ω)
δ
δω
(93)
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where Z(e) = 12γI (Z
(e))Ia dx
a and Z(ω) = 14γIγJ (Z
(ω))
[IJ ]
a dx
a. The condition
Ω(Z¯, ) = 0 can then be written
eZ(e) + Z(e) e = 0
P⋆Z
(ω) e+ eP⋆Z
(ω) = 0 . (94)
Using the inverse properties of e described in appendix A, we can solve the
first of these equations to give Z(e) = 0. However, simply counting the degrees
of freedom reveals that the second equation cannot restrict Z(ω) completely.
This equation has 12 independent degrees of freedom whereas Z(ω) has 18. The
maximum amount of information we can glean from this constraint is5
θIP
IJ
⋆ KL (Z
(ω))KLa = 0
θaIP
IJ
⋆ KL (Z
(ω))KLa = 0 , (95)
so we still have 18 − 12 = 6 degrees of freedom left. Thus, we conclude that
Z¯ generates a (pre)symplecto-morphism (LZ¯Ω = 0) with 6 local degrees of
freedom. Furthermore, the degeneracy only generates transformations in the
“ω” direction, a reflection of the fact that it is ω that has spurious degrees of
freedom that need to taken into consideration or factored away.
Far from being a simple nuisance, the degenerate directions of Ω are simply
a reflection of the peculiar form of the Einstein-Cartan equations of motion, and
are therefore an essential component to the Hamiltonian formulation therein.
Consider, for example, the Einstein Cartan equations of motion (13) and (14),
repeated here:
P⋆Rε− εP⋆R−
2Λ
3 ⋆ ε ε ε = 0 (96)
D(P⋆ε ε) = 0 . (97)
It can be shown [12] that Hamilton’s equation of motion, Ω(t¯, ) = δCtot(t, λ),
is precisely the time time components of these equations pulled back to the
spatial hypersurface:
σ∗
(
it¯
(
P⋆Rε− εP⋆R−
2Λ
3 ⋆ ε ε ε
))
= 0 (98)
σ∗ (it¯ (D(P⋆ε ε))) = 0 . (99)
Writing this out explicitly, we have
P⋆Lt¯ω e+ eP⋆Lt¯ω = −P⋆Dλe+ eP⋆Dλ+ [t, P⋆(R− Λ e e)]
Lt¯e e+ eLt¯e = D[t, e] + [λ, e e] . (100)
From these equations alone, it is clear from the discussion above that one can
solve for the components Lt¯e uniquely (once t and λ are specified); however,
5Although these two equations appear to yield 3 × 4 + 4 = 16 constraints on (Z(ω))
[IJ]
a , several
of the constraints are not independent of each other, and taking this into account they do, in fact,
produce the appropriate 12 constraints on (Z(ω))
[IJ]
a .
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given a solution Lt¯ω to the above equations, Lt¯ω + Z
(ω) also is a solution.
Thus, the components Lt¯ω are only unique up to addition of a vector in the
kernel of Ω. Such is the nature of the Einstein-Cartan equations of motion
when restricted to a spatial slice, and the degeneracy of the symplectic
structure is simply a reflection of this fact.
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