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Abstract

It is well known that equations of motions and equations which describe the dynamics of physical elds can be deduced from the condition
the action S (determined by the corresponding Lagrange function) is optimal. In other words, there is an optimality criterion on the set of all
trajectories, and the actual trajectory is optimal with respect to this criterion.
The next reasonable question is: where does this optimality criterion
on the set of all trajectories (i.e., the corresponding Lagrange function)
come from? It is reasonable to assume that (similarly) on the set of
all Lagrange functions, there is an optimality criterion, and the actual
Lagrangian is optimal with respect to this criterion.
In this paper, we show that, under reasonable conditions on this optimality criterion, this approach leads to the standard Lagrange functions
for General Relativity, Quantum Mechanics, Electrodynamics, etc. Thus,
the Lagrange functions (and hence equations) of our world are indeed the
best possible.

1

1 Introduction

1.1 Formulation of the problem

It is well known (see, e.g., 1, 10]) that equations of motions and equations which
describe the dynamics of physical elds can be deduced from the condition the
action S (determined by the corresponding Lagrange function) is optimal. In
other words, there is an optimality criterion on the set of all trajectories, and
the actual trajectory is optimal with respect to this criterion.
The next reasonable question is: where does this optimality criterion on the
set of all trajectories (i.e., the corresponding Lagrange function) come from?
It is reasonable to assume that (similarly) on the set of all Lagrange functions, there is an optimality criterion, and the actual Lagrangian is optimal with
respect to this criterion. What are these criteria, and which Lagrange functions
are optimal with respect to these criteria?

1.2 What we are doing in this paper

In this paper, we show that, under reasonable conditions on this optimality
criterion, the optimal Lagrange functions are actually the standard Lagrange
functions of General Relativity, Quantum Mechanics, Electrodynamics, etc.
Thus, the Lagrange functions (and hence equations) of our world are indeed
the best possible.

2 An Optimality Criterion on the Set of All
Lagrange Functions: General Requirements
2.1 What is an optimality criterion

When we say an optimality criterion is de ned on the set of all possible Lagrange
functions, we mean that on the set of all such functions, there must be a relation
describing which Lagrange function is better or equal in quality.
This relation must be transitive (if L is better than L , and L is better
than L , then L is better than L ). This relation is not necessarily asymmetric,
because we can have two Lagrange functions of the same quality.
Denition 1. Let A be a set elements of this set will be called alternatives.
By an optimality criterion, we mean a transitive relation on the set A.
0

00

0

00

2.2 Optimality criterion must be nal

We would like to require that this relation be nal in the sense that it should
de ne a unique best Lagrange function Lopt (i.e., the unique Lagrange function
for which 8L (Lopt L). Indeed:
2

 If none of the Lagrange functions is the best, then this optimality criterion

is of no use, so there should be at least one optimal family.
 If several dierent Lagrange functions are equally best, that means that
this optimality criterion is not sucient to determine the actual Lagrange
function: we must still select between the several \best" ones. As a result,
the original optimality criterion was not nal: we get a new criterion
(L new L if either L old L in the sense of the old criterion, or if
L old L and L is better according to some additional criterion), for
which the class of optimal Lagrange functions is narrower. We can repeat
this procedure until we get a nal criterion for which there is only one
optimal Lagrange function.
Denition 2. We say that an optimality criterion on a set A is nal if there
exists one and only one optimal alternative, i.e., an alternative aopt for which
8a (aopt a).
0

0

0

2.3 Optimality criterion must be scale-invariant

It is reasonable to require that the relation L L should not change if we simply
change the units in which we measure length, i.e., if we change the length scale.
In other words, we want the optimality criterion to be scale-invariant.
Denition 3. Let G be a group of transformations from A to A. We say that
a criterion is G-invariant if for every two alternatives a and a , and for every
transformation g 2 G, a a implies g(a) g(a ).
0

0

0

0

Comments.

 Symmetry ideas are known to be very useful in physics and in foundations

of physics (see, e.g., 2, 3, 4, 5, 6, 7, 8, 9, 12, 13, 14]), so it is reasonable
to apply these ideas to our problem as well.
 In particular, when the optimality criterion is G-invariant with respect
to a transformation group G describing scalings, we will say that is
scale-invariant

Let us describe how these requirements apply to dierent fundamental physical elds.

3 First Case: Optimal Lagrange Function for
Gravitation
3.1 Lagrange function for gravitation: general denition

A physical eld which describes gravitation is the metric eld gij (x). So, a
general Lagrange function for gravitation can depend on the values of this
3

eld and of its derivatives of all orders. In the absence of the gravitation,
gij = ij = diag(1 ;1 ;1 ;1), and all partial derivatives of metric are equal to
0: gijk = gijkl = : : : = 0. It is therefore reasonable to require that the Lagrange
function L be analytical in terms of the dierences between the actual values
gij (x) gijk : : : of the eld and of its derivatives, and the values ij  0 : : : corresponding the null-eld (absence of gravitation). In other words, it is reasonable
to require that L is an analytical function of gij ; ij  gijk gijkl : : : Thus, we
arrive at the following de nition:
Denition 4. By a gravitational Lagrange function L, we mean a generally
covariant analytical function of the dierences gij (x) ; ij and of the derivatives
gijk(x) : : : gijk:::l(x) in the same point x:
L(x) = L(gij (x) ; ij  gijk(x) gijkl(x) : : :):
(1)

3.2 What does scale invariance mean for gravitation?

When we say that a Lagrange function must be generally covariant, we mean
that its value should not depend on the choice of coordinate system (i.e., it
should not change if we
R change a coordinate system). This guarantees that the
resulting action S = L  p;g d4 x will also be generally covariant, and so the
resulting eld equations will be generally covariant.
In addition to changing coordinates, we can also change the unit of length.
From the physical viewpoint, if we change a unit of length, the physical spacetime will not change. However, from the mathematical viewpoint, the space
changes: if we change the unit of length to a unit which is  times smaller, then
the numerical value of the length
qX
ds =
gij  dxi  dxj
(2)
qP
will change to ds =   ds, i.e., we will get ds =
gij  dxi  dxj with a new
metric eld
gij = 2  gij :
(3)
How can we best describe this transformation in physical terms? From the
purely mathematical viewpoint, we can simply keep the same coordinate system xi  then the corresponding scaling transformation can be simply described
as a transformation (3) for the metric tensor and, correspondingly, a similar
transformation
gijk:::l = 2  gijk:::l
(4)
for its derivatives.
However, from the physical viewpoint, this description (3), (4) would be
rather unnatural, because coordinates are usually assigned based on distances,
0

0

0

0
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0

and therefore, if we change the unit for length, the coordinates should also
change accordingly: from xi to
x i =   xi :
(5)
In this case, if we change both the metric ds to ds =   ds and
qPcoordinates from
i
i
i
x to x =   x , then, from (2), we can conclude that ds =
gij  dx i  dx j ,
i.e., that the metric does not change:
gij = gij :
(6)
Correspondingly, due to (5) and (6), the derivatives of the metric get transformed as
gijk =  1  gijk
(6a)
2
gijkl =   gijkl
(6b)
etc.
How does the Lagrange function change
under this transformation? From
R
the physical viewpoint, action S = L  p;g d4 x is energytime. We are
considering a relativistic theory, and moreover, we are following the tradition of
gravitation theory in using the units in which distance and time are measured
by the same unit, i.e., in which the speed of light c is equal to 1 (and so,
hij = diag(1 ;1 ;1 ;1)). In such units, energy E = m  c2 is described in the
same units as mass, and time in the same units as distance, so action changes
as massdistance.
If we change a unit of length, how will the corresponding unit of mass change?
To describe this change, it is sucient to look at the known approximate gravitational theory: Newtonian gravitation. In Newtonian gravitation, the force
F = m  a with which a body of mass M attracts a body of mass m is proportional to m  a = G  m  M=r2, hence
(7)
a = Gr2M :
When we change a unit of length (and the corresponding unit of time), we get
r =   r, t =   t, a = r =(t )2 =  1  a and therefore, to preserve the above
relation (7), we must have M =   M.
So, the mass (hence, the energy) transforms as M !   M we already
know that time t transforms as t ! t =   t. Hence, the action (energytime)
transforms as S ! S = 2  S, and therefore, the Lagrange function L, which
is de ned as the density of the action, i.e., as L  S=r4 , is transformed as
L ! L = (2 =4)  L =  2  L.
Hence, after scaling, the old Lagrange function (1) transforms, in the new
units, into the expression
L (x) =  2  L(gij (x) ; ij  gijk(x) gijkl(x) : : :):
0

0

0

0

0

0
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0

0

0

0

0

;

;

0

0

0

0

;

0

;
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0

This expression describes L as a function of values gij  gijk gijkl : : : expressed in the old units. We want to get an expression of L in terms of
gij  gijk gijkl : : : i.e., in terms of the eld values and derivatives expressed
in new units. From (6), (6a), (6b), etc., we can conclude that gij = gij ,
gijk =   gijk, gijkl = 2  gijkl, etc. Therefore, in the new unit, the Lagrange function is expressed as:
L = g (L) =  2  L(gij ; ij    gijk 2  gijkl : : :):
(8)
So, for gravitational Lagrange functions, scale transformation means going from
L to L = g (L), and scale-invariance means invariance with respect to such
transformations.
0

0

0

0

0

0

0

0

0

;

0

3.3 Main result for gravitation

Theorem 1. For every scale-invariant nal optimal criterion on the set of all
gravitational Lagrange functions, the optimal Lagrange function has the form
L = b  R, where b is a constant, and R is the scalar curvature.

In other words, for any reasonable optimality criterion, General Relativity is
the best of all possible Lagrange functions. To be more precise, of all Lagrange
functions in which gravitation is described by a single eld: metric tensor eld
gij  alternative gravitation theories are described in Sections 6 and 7.
Proof. This proof is similar to the proofs from 12] the second part is similar
to the proofs from 6, 7].
1. Let us rst show that the optimal Lagrange function Lopt is itself scaleinvariant, i.e., that for every  > 0, g(Lopt ) = Lopt .
Indeed, let  > 0 be an arbitrary positive number. Since Lopt is optimal, for
every other Lagrange function L, we have Lopt g1=(L). Since the optimality
criterion is invariant, we conclude that g(Lopt ) g (g1=(L)) = L. Since
this is true for every Lagrange function L, the Lagrange function g (Lopt ) is
also optimal. But since our criterion is nal, there is only one optimal Lagrange
function and therefore, g (Lopt ) = Lopt . In other words, the optimal Lagrange
function is indeed invariant.
2. Let us now show that L = b  R.
From Part 1, we conclude that g(L) = L, i.e., that
 2  L(gij ; ij    gijk 2  gijkl : : :) = L(gij ; ij  gijk gijkl : : :): (9)
Let us consider an arbitrary point A and normal coordinates in it (see, e.g., 11]).
It is known that in some neighborhood of A, gij (B) = hij + some analytical function of B i ; Ai with coecients which polynomially depend on curvature tensor
Rijkl(A) and its covariant derivatives of arbitrary orders. Therefore gij (A) and
every derivative giji1:::ip (A) are also such polynomial functions. If we substitute these expressions into L, then L will become an analytical function of the
;

6

curvature tensor Rijkl and of its covariant derivatives Rijklm  Rijklmn : : :, i.e.
a sum of in nitely many monomials of the variables Rijklm  Rijklmn : : : :
L = L(gij ; ij  Rijkl Rijklm Rijklmn : : :):
Let us express (9) in terms of these new variables. With respect to scale transformations,
Rijkl ! Rijkl =  2  Rijkl and
Rijkli1:::ip ! Rijkli1:::ip =  (2+p)  Rijkli1:::ip :
Therefore,
Rijkl = 2  Rijkl
Rijkli1:::ip = 2+p  Rijkli1:::ip 
and (9) turns into
0

;

0

;

0

0

 1  L(gij ; ij  2  Rijkl 3  Rijklm  4  Rijklmn : : :) =
;

L(gij ; ij  Rijkl Rijklm Rijklmn : : :):
(10)
Expressions on both sides of (10) are sums of similar monomials. Since
the two analytical functions coincide, this means that all the coecients at the
corresponding monomials must coincide.
Each monomial in the right-hand side does not depend on  the corresponding monomial in the left-hand side of (10) is multiplied by 2nR +nD 2, where
nR is a total number of all curvature tensors and their covariant derivatives in
this monomial, and nD is a total number of all dierentiation indices in it. Since
the coecients must coincide, we conclude that the function L can only have
monomials with 2nR + nD = 2.
Both numbers nR and nD are non-negative integers, so there are only two
possibilities for 2nR + nD = 2: when nR = 1 and nD = 0, and when nR = 0
and nD = 2.
In the rst case, L is a linear function of Rijkl, so, since L is generally
covariant, we have L = b  R.
In the second case, there is no curvature tensor in L , and covariant dierentiation is applied only to gij , therefore the result is zero (gij kl = 0).
So, L = b  R. The theorem is proven.
;

Comments.

1. We have shown that if a Lagrange function is optimal with respect to some
scale-invariant nal optimality criterion, then it is L = b  R, but we have
not yet proven the existence of such criteria. The following simple example
proves this existence: we can de ne an optimality criterion according to
which R > L for any L 6= R, and L  L for every two L L 6= R. This
criterion is clearly scale-invariant and nal.
0
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0

2. The requirements that the Lagrange function L is analytical and that the
optimality criterion is scale-invariant are both essential:
 If we do not require thatp L is analytical, then we can have the Lagrange function L0 = Rij  Rij , and an optimality criterion according to which L0 > L for any L 6= L0 , and L  L for every
two L L 6= L0 . This criterion is scale-invariant and nal, and the
corresponding optimal Lagrange function is L0 6= b  R.
 If we do not require that the optimality criterion is scale-invariant,
then we can take a Lagrange function L1 = R+R2, and an optimality
criterion according to which L1 > L for any L 6= L1 , and L  L for
every two L L 6= L1 . This criterion is nal, and the corresponding
optimal Lagrange function is L0 6= b  R.
0

0

0

0

3.4 Fundamentality principle

In this section, we used transformational properties of L with respect to scaling,
which were deduced from physical arguments. In the present section we show
that we can eliminate these arguments, if we use the following fundamentality
principle:
A phenomenon is called fundamental if it can be explained without using
other phenomena. In our case, it means that transformation law for L must
be chosen in such a way that eld equations are uniquely determined by optimality requirement, i.e. L must be determined uniquely modulo multiplicative
constant.
To be more precise, we de ne scale transformations as
L = g(L) =  d  L(gij ; ij    gijk  2  gijkl : : :):
0

(8a)

;

for some unspeci ed value d.

Proposition. The only value d for which all Lagrange functions which are
optimal with respect to scale-invariant nal optimal criteria lead to the same
dynamical equations is d = 2.

Proof. Similarly to Theorem 1, we conclude that for every d, the optimal

Lagrange function is a sum of terms for which 2nR + nD = d. The value d is a
sum of two non-negative integers, so d 0.
The Lagrange function is a scalar, so the total number of indices in every
term P is even, hence nD is even. So, d must also be even.
If d = 0, then nR = nD = 0, hence L = const, and there are no variational
equations at all.
If d 4, then we can take terms L = (Rij Rij + bRijklRijkl +cR2 )  R(d 4)=2.
For dierent b and c, these Lagrange functions lead to dierent variational
;

8

equations, and each of these function L0 is optimal with respect to some scaleinvariant nal optimality criterion: namely, a criterion in which L0 > L for all
L 6= L0 , and L  L for all L L 6= L0.
Thus, only for d = 2, we get the desired uniqueness. The proposition is
proven.
0

0

4 Second Case: Electromagnetic Field (in
Curved Space)

4.1 Lagrange function for electromagnetic eld: general
denition

Electromagnetic eld is described by a vector potential Ai (x) its source is the
4-current j i which satis es the charge conservation law jii = 0. In classical
electrodynamics, the vector potential does not have a direct physical meaning,
only Fij = Aij ; Aji  therefore, it is normally assumed that the Lagrange
function should be invariant under gauge transformations Ai ! Ai ; fi which
preserve Fij for an arbitrary function f(x).
Denition 5. By a Lagrange function for electromagnetic eld L, we mean
a generally covariant analytical function of the dierences gij (x) ; ij , of
Ai(x), j i (x), and of the derivatives gijk(x) gijkl(x) : : :, Aik (x) Aikl(x) : : :,
i (x) : : :, in the same point x:
jki  jkl
L(x) = L(gij (x) ; ij  gijk(x) gijkl(x) : : :
i (x) : : :)
Ai (x) Aik (x) Aikl(x) : : : j i(x) jki (x) jkl
for which the variational equations are gauge-invariant.

4.2 What does scale invariance mean for electromagnetic
eld?

In Newtonian approximation, the force F = q  Q=r2 between the two charges
is described by the same formula as the (gravitational) force between the two
masses therefore, if we want to preserve this approximation, then when we
change the unit of length, we must transform charges in exactly the same way
as masses, i.e., as q ! q =   q. Thus, the 4-current j i (charge/length3 )
should transform as j i ! j i =  2  j i . In Newtonian approximation, the
electromagnetic potential is Q=r, so the potential Ai should not change under
scale transformations. So, the expression
L (x) =  2  L(gij (x) ; ij  gijk(x) gijkl(x) : : :
i (x) : : :):
Ai (x) Aik (x) Aikl(x) : : : j i(x) jki (x) jkl
0

0

0

;

;
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leads to the following scale transformation:
L = g(L) =  2  L(gij ; ij    gijk 2  gijkl : : :
i  : : :):
Ai  Aik Aikl  : : : 2  j i  3  jki  4  jkl
0

;

4.3 Main result for electromagnetic eld

Theorem 2. For every scale-invariant nal optimal criterion on the set of all
Lagrange functions for electromagnetic eld, the optimal Lagrange function has
the form L = b  R + c  Fij  F ij + d  Ai  j i for some constants b, c, and d.

Thus, the Lagrange function corresponding to standard Maxwell's equations is
indeed optimal.
Proof. Similarly to the proof of Theorem 1, we conclude that the optimal Lagrange function is scale-invariant, that it is an analytical function of the metric
eld, of curvature, of vector potential, of 4-current, and of their covariant derivatives, and, therefore, that it can only contain monomials which do not depend
on . On the other hand, each monomial is proportional to 2nR +nD +2nJ 2,
where nR and nD are de ned as in the proof of Theorem 1, and nJ is the total
number of currents and its derivatives in this monomial. Thus, we must have
2 = 2nR + nD + 2nJ . Since all three numbers nR , nD , and nJ are non-negative
integers, we have three possibilities:
 nR = 1, nD = nJ = 0
 nR = nD = 0, nJ = 1
 nR = nJ = 0, nD = 2.
In the rst case, L contains either R, or the product of Rijkl and terms Ai 
this product leads to the terms in variational equations which are not gauge
invariant, so it cannot be in L.
In the second case, due to the fact that L is a scalar, the total number of
indices of all tensors (whose product constitutes the monomial) must be even
therefore the total number nA of potentials and its derivatives in this monomial
must be odd. If nA = 1, the only possibility is P = d  ji  Ai . If nA 3, the
result of varying is not gauge invariant.
In the third case, nA must also be even. If nA = 0, then P = gij kl = 0.
If nA = 2, then gauge invariance leads to P = c  Fij  F ij , and if nA 4, the
result of varying is not gauge invariant. The theorem is proven.
;
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5 Third Case: (Non-Relativistic) Quantum
Mechanics

5.1 Lagrange function for non-relativistic quantum mechanics: general denition

We want to obtain a Lagrange function describing the dynamics of a particle
of mass m, described by a (complex-valued) wave function (x t), in a eld
with a potential energy function V (x t). Since the Lagrange function must be
real-valued, it can also depend on the complex conjugate values  (x t).
This Lagrange function should be rotation-invariant. There is one more
invariance speci c for non-relativistic quantum mechanics. Namely, it is known
that in quantum mechanics, we can add a constant phase to all the values of
(x t) without changing the physical meaning. Thus, the Lagrange function
should be phase-invariant, i.e., invariant with respect to the transformation
(x t) ! exp(i  )  (x t) for any real constant .
Denition 6. By a Lagrange function for non-relativistic quantum mechanics
L, we mean a phase-invariant rotation-invariant real-valued analytical function
of the mass m, its inverse m 1 , elds (x t),  (x t), and V (x t), and their
derivatives of arbitrary orders with respect to time and spatial coordinates:
_ t) : : :  (x t) k(x t) _ (x t) : : :
L(m m 1  (x t) k(x t) (x


;



;







V (x t) Vk (x t) V_ (x t) : : :)

5.2 What does scale invariance mean for non-relativistic
quantum mechanics?

In (relativistic) gravitation, there is a direct connection between units of space
and time. In non-relativistic case, there is no suchi direct connection, so we can
independently change the unit for space xi ! x =   xi and a unit of time
t ! t =  t. It is reasonable to require that the optimality criterion on the set
of all Lagrange functions for non-relativistic quantum mechanics be invariant
with respect to both scaling transformations.
How do L, (x t), and V (x t) change under these transformations? A
speci c feature of quantum measurements is that simpleRexperiments enable
us to obtain a unit of action h therefore action S = L(x t) d3 xdt must
be invariant with respect to scale transformations. Hence, L(x t) (which is
action/(volumetime)) must transform as L ! L =  3  1  L.
Similarly, since action is energytime, and action is invariant, the potential
energy V (x t) must transform as V ! V = 1  V .
0

0

0

0
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;

;

;

Energy is massvelocity2 we know how energy is transformed and how
velocity is transformed therefore, for mass, we get m ! m =  2   m.
The transformation law for the wave
R function (x t) can be deduced from
its physical meaning: the integral jj2 dV is a probability and is therefore
independent (invariant) on the choice of length or time units, i.e. invariant. So,
jj2  1=length3, hence, jj2 !  3  jj2, and  !  =  3=2  .
Therefore, the expression
_ t) : : :
L (x t) =  3  1  L(m m 1  (x t) k(x t) (x
 (x t) k (x t) _ (x t) : : : V (x t) Vk (x t) V_ (x t) : : :)
leads to
L = g (L) =  3  1  L(2  1  m  2   m 1 
3=2   5=2  k  3=2   _ : : : 3=2    5=2  k  3=2   _  : : :
 V    Vk  2  V_  : : :):
0

;

0

;



0

;



;

;

;



0

;

;

;

;





;



5.3 Main result for non-relativistic quantum mechanics

Theorem 3. For every scale-invariant nal optimal criterion on the set of

all Lagrange functions for non-relativistic quantum mechanics, the optimal Lagrange function has the form



@ + c  (r  r ) + d  V     + L 
;


L = i  b    @
0
@t
@t
m
where b, c, and d are real constants, and L0 is an expression which does not








contribute to variational equations.

This Lagrange function leads to Schrodinger equation which is, thus, optimal.
Proof. Let us rst x m and consider only transformations which preserve m,
i.e., transformations for which = 2 . For these transformations,
L = g (L) =  5  L(3=2   5=2  k  7=2  _ : : :
3=2    5=2  k  7=2  _  : : : 2  V 3  Vk  4  V_  : : :):
Similarly to the proof of Theorem 1, we conclude that the optimal Lagrange
function is scale-invariant, and therefore, that it can only contain monomials
which do not depend on . On the other hand, each monomial is proportional
to 3=2n +2nV +nS +2nT 5 , where n is the total number of terms ,  , and
their derivatives, nV is the total number of V and its derivatives, nS is the total
number of spatial dierntiations, and dT is the total number of dierentiations
with respect to time. Thus, we must have 3=2n + 2nV + nS + 2nT = 5. Since
all four numbers n , nV , nS , and nT are integers, we must have n even. Since
all are non-negative integers, we have the following options:
0

;







;
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n = 2, nV = 1, nS = nT = 0
n = 2, nV = 0, nS = 2, nT = 0
n = 2, nV = 0, nS = 0, nT = 1
n = 0, and 2nV + nS + 2nT = 5.
In the rst case, we get a product of V and two terms of type  and   the
only way to make it real-valued is to have V     . Another possibility would
be V  (2 + ( )2 ), but the corresponding variational equations are not phaseinvariant.
In the second case, we have two derivatives of two functions . Due to the
requirement that L is real-valued, one of them must be , and another one  .
Due to rotation-invariance, we have two possibilities: i   i and   !  the
second term diers from the rst one by a full derivative, so we can assume that
we get the rst term, and add the full derivative to L0 .
In the third case, we have two functions  and  and one time derivative.
This leads to the corresponding term in L.
In the fourth case, the monomial does not depend on  at all, so it does
not contribute to the variational equations at all so all terms of these type go
directly to L0 .
We have almost proved the theorem, except for the dependence on m. To
do that, we can take the expression that we have obtained so far, subtitute the
dependence on m, and explicitly require that the result be invariant with respect
to all scaling transformation. This will enable us to nd the exact dependence
on m. The theorem is proven.














Comments.

1. If in the formulation of Theorem 3, we allow L to depend also on the
cosmological eld " and on its derivatives, then we'll obtain the Lagrange
function which can be obtained from that of Theorem 3 by a nonessential
change V ! V + const: This result implies that the cosmological lambda
term does not inuence non-relativistic eects.

2. The wave function  is not directly observable. Therefore, it may seem
natural, instead of using (x t), to use a directly observable probability density (x t). We can repeat the same arguments as above and try
to get a Lagrange function depending on m, m 1 , (x t), V (x t), and
their derivatives of dierent orders that is optimal with respect to some
scale-invariant optimality criterion. A similar proof can describe the corresponding Lagrange functions it turns out that they do not lead to any
dynamics at all, because the only possible term containing time derivatibe
is _, which is a full derivative. Therefore, our approach explains why we
;

cannot restrict ourselves to directly observable quantities in the formulation of quantum mechanics.
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6 First Auxiliary Result: Gravitation With a
-Term

6.1 Lagrange function for gravitation with a -term: general denition
Gravitation theory with a "-term is not invariant with
p respect to scale transformations, because it contains a xed unit of length " 1. But if we consider
" not as a constant, but as a new eld, transforming according to the law
;

" ! " =  2  "
0

(11)

;

then we get a possibly scale-invariant situation. So, we arrive at the following
de nition:
Denition 7. By a Lagrange function for gravitation with a "-term L, we mean
a generally covariant analytical function of the dierences gij (x) ; ij , eld "(x),
and of the derivatives gijk (x) : : : gijk:::l(x) : : : "k (x) : : : "k:::l (x) : : : in the
same point x:
L(x) = L(gij (x) ; ij  gijk(x) gijkl(x) : : : "(x) "k(x) "kl(x) : : :):

6.2 What does scale invariance mean for gravitation with
a -term?

Under scale transformations, the new eld " gets transformed according to
the formula (11). Therefore, " = 2  " , and hence, the expression L (x) =
 2  L(gij (x) ; ij  gijk(x) gijkl(x) : : : "(x) "k(x) "kl (x) : : :) leads to
0

0

;

L = g (L) =
 2  L(gij ; ij    gijk 2  gijkl : : : 2  " 3  "k  4  "kl  : : :):
0

;

(12)

6.3 Main result for gravitation with a -term

Theorem 4. For every scale-invariant nal optimal criterion on the set of all
Lagrange functions for gravitation with a "-term, the optimal Lagrange function
has the form L = b  R + a  " for some constants a and b.
If we rename " = (a=b)  ", we get the standard Einstein's theory L = b(R+" ),
0

0

which is, thus, optimal.
Proof. Similarly to the proof of Theorem 1, we conclude that the optimal
Lagrange function is scale-invariant, that it is an analytical function of the
metric eld, of the curvature, of the eld ", and of their covariant derivatives,
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and, therefore, that it can only contain monomials which do not depend on .
On the other hand, each monomial is proportional to 2nR+nD +2n 2, where nR
and nD are de ned as in the proof of Theorem 1, and n is the total number of "
and its derivatives in this monomial. Thus, we must have 2 = 2nR + nD + 2n .
Since all three numbers nR , nD , and n are non-negative integers, we have
either n = 0 (then P = b  R), or n = 1, in which case nR = nD = 0 and
P = a  ". The theorem is proven.
;

7 Second Auxiliary Result:
Gravitation

Scalar-Tensor

7.1 Lagrange function for scalar-tensor gravitation: general denition

The main idea of a scalar-tensor theory is that the gravitational constant G
which relates the gravitational force F to masses (F = G  m  M=r2 ) is not
necessarily a constant, it may change with time, i.e., in other words, it represent
a new physical eld. Traditionally, the inverse value ' = 1=G is used in such
theories to make a comparison with the existing theories easier, we will use this
requirement.
Since ' is not necessarily a small number, we can assume that the Lagrange
function is analytically depending not only on ', and on the derivatives of ',
but also on ' 1. So, we arrive at the following de nition:
Denition 8. By a Lagrange function for scalar-tensor gravitation L, we mean
a generally covariant analytical function of the dierences gij (x) ; ij , eld '(x),
its inverse ' 1(x), and of the derivatives gijk(x), gijkl (x), : : :, 'k (x), 'kl (x),
: : :, in the same point x:
;

;

L(x) = L(gij (x) ; ij  gijk(x) gijkl(x) : : : '(x) ' 1(x) 'k (x) 'kl(x) : : :):
;

7.2 What does scale invariance mean for scalar-tensor
gravitation?
In metric-only gravitation, G was a constant and therefore, when the unit of
length changes, the unit of mass must change accordingly. In the scalar-tensor
gravitation, G is no longeri a constant, and therefore, we can independetly change
a unit fo length xi ! x =   xi and a unit of mass m ! m =  m. In this
case, the Lagrange function, whose physical meaning is energytime/length4,
transforms as L ! L =   3  L. Due to the de nition of ' as 1=G, where
m  a = G  m  M=r2 and G = a  r2 =M, where a = r=t2, we have G ! G =
  1  G, and ' ! ' =  1   '.
0

0

0

;

0

;

0

;
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Therefore, the expression
L (x) =  3   L(gij (x) ; ij  gijk(x) gijkl(x) : : : '(x) ' 1(x) 'k (x) : : :)
leads to
0

;

;

L = g (L) =  3   L(gij ; ij    gijk  2  gijkl : : :
  1'  1  ' 2  1  'k  3  1  'kl  : : :):
0

;

;

;

;

(13)

;

7.3 Main result for scalar-tensor gravitation

Theorem 5. For every scale-invariant nal optimal criterion on the set of all
Lagrange functions for scalar-tensor gravitation, the optimal Lagrange function
has the form



L = a  '  R ; !  'i'2'

i

+ L0 

where a and ! are constants, and L0 is an expression which does not contribute
to variational equations.

Thus, we get Brans-Dicke scalar-tensor theory (see, e.g., 11]), which is, thus,
optimal.
Proof. Similarly to the proof of Theorem 1, we conclude that the optimal
Lagrange function is scale-invariant, that it depends only on the metric, curvature, scalar eld, and their covariant derivatives, and, therefore, that it can only
contain monomials which do not depend on  and . On the other hand, each
monomial is proportional to 2nR +nD +n' n;' 3  n;' n'+1  where nR and nD
are de ned as in the proof of Theorem 1, n' is the total number of ' and its
derivatives in this monomial, and n ' is the total number of terms ' 1 .
Thus, we must have 3 = 2nR + nD + n' ; n ' and ;1 = n ' ; n' . Adding
these two equalities, we get 2 = 2nR + nD , hence either nR = 1 and nD = 0, or
nR = 0 and nD = 2. In both cases, we have n' ; n ' = 1.
In the rst case, the monomial can only contain ', Rijkl, and no derivatives.
The only covariant term of this type is a  '  R.
In the second case, we do not have any curvature terms, and we have two
derivatives which can be only applied to '. Thus, we have two options: 'i 'i ='
and 'ii . The term corresponding to the second option diers from the term
corresponding to the rst option by a full derivative therefore we can replace this
term by the term of the rst option without changing the variational equations.
The theorem is proven.
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