Abstract. This paper provides a generalization of certain classical Fourier convergence and asymptotic Toeplitz matrix properties to the case where the underlying orthonormal basis is not the conventional trigonometric one but rather a rational generalization which encompasses the trigonometric one as a special case. These generalized Fourier and Toeplitz results have particular application in dynamic system estimation theory. Specifically, the results allow a unified treatment of the accuracy of least-squares system estimation using a range of model structures, including those that allow the inclusion of prior knowledge of system dynamics via the specification of fixed pole or zero locations.
1. Introduction. In the area of applied mathematics, a fundamental idea is that of approximating or exactly expressing solutions by expanding them in terms of orthogonal basis functions. Well-known classical examples are Fourier analysis, solutions of the wave equation and Schrödinger's equation in terms of (respectively) Legendre and Laguerre orthogonal polynomials, and solutions of self-adjoint operator equations such as Sturm-Liouville systems in terms of the orthogonal eigenfunctions of the operator. More recently, particularly for the solution of signal processing and other system theoretic problems, there has been an explosion of interest in the development and use of a wide class of new orthogonal bases called "wavelets" [7, 5] .
Indeed, tackling system theoretic problems using orthonormal descriptions has a particularly rich history, going back at least as far as the work of Kolmogorov [23] and Wiener [52] , who exploited them in developing their now famous theory on the prediction of random processes. In that work, the orthonormal basis was the trigonometric one, but as was shown by Szegö there is great utility in reexpressing the problem with respect to another orthonormal basis that is adapted to the random process; namely, a basis of polynomials orthogonal to a given positive function f which is the spectral density of the process [45, 11] . Such polynomials are called "Szegö polynomials." This latter approach derives its utility from the fact that the nth order Szegö polynomial is in fact the mean-square best, order n, one step ahead predictor of the random process [14, 45] . By exploiting the orthonormality of the basis to derive what is called a "Christoffel-Darboux" formula for the "reproducing kernel" associated with the Szegö polynomial basis, theoretical analysis of this predictor is greatly facilitated. For example, it was by this means that Szegö was able to derive his famous formula
for the asymptotic in order n variance σ 2 of the prediction error associated with a spectral density f .
In addition, use of the Christoffel-Darboux formula provides a recursive in n formula for the Szegö polynomials [45, 11] , and this in turn allows a computationally efficient means for calculating predictors. This recursive formula is of course the famous Levinson recursion, which was developed independently of Szegö's work by exploiting the properties of Toeplitz matrices [26, 38] . In practice, the so-called "reflection coefficients" required in the Levinson recursions are calculated by the Schur algorithm [41] , originally proposed by Schur [43] as a means for testing whether or not a function is bounded positive real (or "Carathéodory" as it is known in some literature). Here again orthonormal bases and Toeplitz matrices arise since another test for positive realness involves testing for the positive definiteness of the Toeplitz matrix formed from the Fourier coefficients of the function [44] .
These several links between Toeplitz matrices and orthonormal bases arise since (subject to some regularity conditions) the ℓ,mth element of any n × n symmetric Toeplitz matrix T n (f ) may be expressed using the orthonormal trigonometric basis {e jωn } as
e jωℓ e −jωm f (ω) dω (1.1)
The right-hand side of (1.2) may be recognized as the Cesàro mean reconstruction of a Fourier series which is known [10] , provided f is continuous, to converge uniformly to f (ω) on [−π, π] .
This latter fact has been exploited by Ljung and coauthors [29, 31, 16, 30, 53, 27] , who, reminiscent of Szegö's approach of examining the asymptotic in order n nature of predictors, have provided asymptotic-in-model-order results describing the variability of the frequency response of least-squares system estimates in such a way as to elucidate how they depend on excitation and measurement noise spectral densities, model order, and observed data length; see section 7 for more detail on this point.
Such results have found wide engineering application; see for example [2, 12, 28, 17] . However, to derive them, another key ingredient pertaining to the properties of Toeplitz matrices is required, namely, that asymptotically in size n, Toeplitz matrices possess the algebraic structure [14, 50] T n (f )T n (g) ∼ T n (f g), (1.3) where f and g are any continuous positive functions, and for n × n matrices A n and B n , the notation A n ∼ B n means that lim n→∞ |A n − B n | = 0, where | · | is the Hilbert-Schmidt matrix norm defined by
The main results of this paper extend the results of the convergence of the Cesàro mean (1.2) and the algebraic structure of Toeplitz matrices (1.3) to more general cases wherein the underlying orthonormal basis is not the trigonometric one but rather a generalization of it. More specifically, this paper studies the use of the basis functions B n (z) given by
where the {ξ k } may be chosen (almost) arbitrarily inside and (in some cases) on the boundary of the open unit disc D {z ∈ C : |z| < 1} (C is the field of complex numbers). These functions {B n } are orthonormal on the unit circle T = {z ∈ C : |z| = 1}, and the trigonometric basis is a special case of them if all the {ξ k } are chosen as zero. Using them, a generalization
of Toeplitz matrices is considered, for which it is shown here that a generalization of (1.3) still holds, and with the redefinition
it is also shown here that a generalization of the uniform convergence of the Cesàro mean (1.2) to f (ω) also holds.
In both cases, the generalization involves replacing the 1/n normalization appearing in (1.2) and in the definition of the matrix norm (1.4) with a frequency dependent term K n (ω, ω) which is the reproducing kernel associated with the linear space spanned by the basis functions {B 0 , B 1 , . . . , B n−1 }.
Indeed, this reproducing kernel is the key to the results presented here. Classical derivations of Cesàro summability and Toeplitz matrix results rely heavily on the algebraic structure of the trigonometric basis, namely, that e jωn e jωm = e jω(n+m) . In the cases considered here, since B n B m = B n+m this algebraic structure is lost and pre-existing analysis techniques are not applicable. Instead, motivated by Szegö's approach to the study of orthogonal polynomials, this paper exploits a closed form expression for the appropriate reproducing kernel.
The utility of the new results presented here is that, just as the classical Fourier and Toeplitz results have been used by Ljung and coauthors to analyze estimation using finite impulse response (FIR) and certain other rational model structures, the results of this paper can be used to analyze estimation using generalizations of these model structures. As shown in [37] and as commented on in section 7, these generalized structures are actually quite common since they implicitly arise whenever the common practice of data prefiltering is performed.
There is much other work related to the results presented here. The study of the basis functions (1.5) dates back to Malmquist [34] and was taken up by Walsh [49] in the context of complex rational approximation theory and by other authors [52, 25, 21, 3, 9, 8, 32, 39] for system theoretic applications such as system approximation and network synthesis, including generalizations of Schur and Levinson recursions, lattice structures, and the concomitant solution of inverse scattering problems.
In the context of system identification, as well as pertaining to the aforementioned work [29, 31, 16, 30, 53, 27] , the results of this paper also have close connections with much recent literature examining the use of model structures derived from orthonormal bases. In [22, 6, 20, 46, 48] the use of the so-called "Laguerre" basis is examined. This basis can be encompassed by the basis (1.5) by fixing all the poles at a common value ξ k = ξ ∈ R (R denotes the field of real numbers) and with the substitution z → 1/z so as to accommodate convention in the signal processing and control theory literature. In this case the name "Laguerre" derives from the ensuing functions being related to the classical Laguerre orthonormal polynomials via a Fourier and bilinear transform [35] . In [47] a generalization of this Laguerre case is analyzed wherein the common value ξ may be complex valued. In [18, 40] , these analyses are again generalized to the case where a fixed set of poles {ξ 0 , . . . , ξ r } are cyclically repeated and orthonormal bases are generated with denominators given as D p (z) = p−1 k=0 (z − ξ k ) and numerators as Szegö polynomials associated with the weight function |D p (e jω )| −2 . The cyclic repetition of poles arises due to the latter numerator and denominator pair being multiplied by powers of the all-pass function z p D p (1/z)/D p (z) as the number of required basis functions increases beyond p.
In all these works, any analysis of estimation accuracy proceeds by exploiting the restriction on the choice of ξ k to establish, via a bilinear transform [46, 47, 48] or a multilinear transform (dubbed a "Hambo" transform) [40] an algebra isomorphism to the trigonometric basis {e jωn }. The utility of this is that the original results of Ljung [31] can then be employed, having been mapped through the isomorphism, to provide quantification of estimation accuracy.
In spite of the elegance of this approach, it suffers several drawbacks which are the motivation for the work at hand. First, the results pertain only to a restricted class of models in which all the poles {ξ k } either are chosen the same [46, 48, 47] or are cyclically repeated from a fixed set [40] . Second, and with particular reference to [40] , the results are asymptotic not, as is the case here, to the number of poles {ξ k } chosen but to the number of times the whole set {ξ 0 , . . . , ξ p−1 } is repeated. The results in this paper allow the avoidance of these limitations by eschewing a strategy of forcing an algebra isomorphism to the trigonometric case.
The presentation of these ideas is organized as follows. In section 2, the analysis begins by establishing that the general orthonormal bases (1.5) fundamental to this paper form a complete set in the Hilbert space H 2 (T). In order to study other approximating properties of the basis, a "reproducing kernel" approach is employed, and section 3 is devoted to explaining certain important principles relevant to this framework. Perhaps more importantly, section 3 also contains the derivation of a closed form "Christoffel-Darboux" type formula for the reproducing kernel. With these results in hand, section 4 then considers generalized Fourier analysis with respect to the basis (1.5), and using the reproducing kernel ideas establishes uniform convergence for generalized Cesàro mean reconstructions.
In fact, because of application demands, something more is derived: it is shown that for certain frequencies being different, uniform convergence to zero also ensues. The generalized Cesàro mean reconstruction is defined with respect to a generalized Toeplitz matrix, and section 5 is devoted to the study of the asymptotic algebraic properties of such matrices since, as already explained, these properties are of great utility in certain system theoretic applications.
Pertinent to this, section 5 defines a new notion of asymptotic equivalence between matrices and then uses this to establish that asymptotically, arbitrary products of generalized Toeplitz matrices and their inverses are equivalent to a single generalized Toeplitz matrix with a symbol equal to the product of the corresponding symbols and inverse symbols of the matrices in the product. This study of generalized Toeplitz matrix properties in terms of its symbol is continued in section 6, where the relationship between the spectrum of the matrices and the values of the symbol are explored and found to be intimately connected. Given these theoretical developments, section 7 provides a very brief overview of how the results here may be applied in the study of certain system identification problems that were, in fact, the original motivation for this work. More detail on this application is provided in the separate work [37] . Finally, section 8 provides a summary and concluding perspectives on the work presented here.
2. Completeness properties. The theme of this paper is examination of certain system theoretic issues pertaining to the use of the basis functions (1.5) for the purposes of describing discrete time dynamic systems. In what follows only boundedinput, bounded-output stable and causal systems will be of interest, so that it is natural to embed the analysis in the Hardy space H 2 (T) of functions f (z) which are analytic on D, square integrable on T, and possess only a one-sided Fourier expansion. As is well known [19] , H 2 (T) is a Hilbert space when endowed with the inner product
That the functions (1.5) form an orthonormal set in that B n , B m = δ(n − m) = Kronecker delta may easily be shown [36] using the contour integral formulation of the inner product in (2.1) and Cauchy's residue theorem.
What must be of central interest if the functions (1.5) are to be useful in such a system theoretic setting is whether or not linear combinations of them can describe an arbitrary system in H 2 (T) to any degree of accuracy. This may be answered in the affirmative by the following completeness result which has been developed elsewhere, but is presented here for the sake of a self-contained presentation.
Theorem 2.1 (Ninness and Gustafsson [36] ).
if and only if
where here X denotes the norm closure of the space X.
3. Reproducing kernels. Given the completeness result in Theorem 2.1, to further examine the properties of approximants formed as linear combinations of the basis functions (1.5), this paper utilizes the ideas of reproducing kernel spaces [1, 45] , of which a brief overview of the key ideas is as follows.
If an approximant f n (z) of a function f (z) is formed as a certain linear combination of the n basis functions {B 0 , B 1 , . . . , B n−1 }, then for any µ ∈ D it is also possible to form a linear functional F µ defined as follows:
Since the setting is a Hilbert space H 2 (T), by the Riesz representation theorem [42] there exists a unique µ dependent element in X n , called K n (z, µ), such that
This element K n (z, µ) is called the "reproducing kernel" on account of its property of reproducing values of elements of X n at the point µ via an inner product.
Certain basic properties of K n (z, µ) important for the purposes of this paper are that it is "Hermitian symmetric" as can be easily seen according to
2 , then K n (z, µ) = 0 would be implied, which would further imply that g(µ) = 0 for every g ∈ X n which is impossible since, for example, B 0 (µ) = 0 for any µ ∈ D.
As will be illustrated in what follows, the reproducing kernel is enormously useful in the study of the approximating properties of the linear span {B 0 , . . . , B n−1 }. As a preluding example, in the linear prediction context mentioned in the introduction, consider the problem of finding the nth order, mean square optimal, one step ahead predictor ϕ n (z) ∈ X n of a wide-sense stationary process with spectral density f (ω). Here z is interpreted as the backward shift operator so that if {u k } is a sequence in ℓ 2 , then {ϕ n (z)u k } denotes a filtered version of that sequence. With this notation in hand ϕ n is given by
The constraint is added to ensure the one step ahead nature of the predictor, and the norm is induced by the inner product (2.1) modified so as to be weighted according to the spectral density f (ω). This constrained optimization problem is easily solved using the reproducing kernel K n (z, µ) associated with Span{1, B 0 , . . . , B n−1 } and with respect to the modified inner product by first noting that via the Cauchy-Schwarz inequality
However, equality occurs in the Cauchy-Schwarz inequality if and only if 1 − ϕ n (z) = cK(z, 0) for some constant c. The constraint ϕ n (0) = 0 implies the choice c = 1/K n (0, 0) which leads to the solution
Given this utility of the reproducing kernel K n (z, µ), the natural question of calculating it arises. This may be easily achieved as
That this formulation is valid may be quickly checked by noting that for any 0 ≤ m < n
However, for the purposes of the analysis in this paper this representation is too cumbersome, and a more succinct description is required. This is in common with the study of orthogonal polynomials [45, 11] via the use of reproducing kernels, where simpler closed form formulae for K n (z, µ) are called "Christoffel-Darboux formulae." Borrowing from this literature, the following theorem presents a Christoffel-Darboux formula for K n (z, µ) which in what follows will be central to the derivation of the generalized Fourier and Toeplitz matrix results of this paper.
Theorem 3.1 (Christoffel-Darboux formula). Define the modified Blaschke product
Then the reproducing kernel of the space spanned by {B 0 , B 1 , . . . , B n−1 } can be expressed as
and define the space
and also, for any m = 0, 1, . . . , n − 1, by the change of integration variable z → 1/z and Cauchy's integral theorem
Therefore, Λ n (z, µ) given by (3.2) has the property that f (µ) = f (z), Λ n (z, µ) for any f ∈ X n . However, the reproducing kernel K n (z, µ) is the unique function in X n with this property, so it must be that K n (z, µ) = Λ n (z, µ). Often the expression (3.2) will be used by setting µ = re jσ , z = re jω and letting r → 1 from below. In this case, with some abuse of notation in the interests of cleanliness of exposition, the theorem will be used in the form
4. Generalized Fourier series convergence. Given a function f ∈ H 2 (T), an obvious way of approximating it in terms of the basis functions {B 0 , B 1 , . . . , B n−1 } is as f n given by
Provided (1 − |ξ k |) = ∞ holds, by the completeness theorem, Theorem 2.1, the approximation error f n − f can then be made arbitrarily small for arbitrarily large approximation order n.
A natural question to then ask is how the approximant f n behaves with respect to other norms, for example, the supremum norm on [−π, π]. The purpose of this section is to show that a modified approximant, closely related to the above one and deriving from the Cesàro (or Fejér) mean of classical Fourier analysis, is also supremum norm convergent to f under the same condition of (1 − |ξ k |) = ∞. This result will encompass the classical result for the trigonometric basis by simply setting all the poles {ξ k } to zero.
To proceed, it is expedient to revisit the classical case by indeed setting ξ k = 0 in (4.1) and also temporarily shifting to the L 2 (T) setting so that the sum in (4.1) becomes two-sided to obtain
is known [10] as the "Dirichlet kernel." Perhaps one of the more surprising facets of applied mathematics is that even if f is continuous on [−π, π], then lim n→∞ |f n −f | = 0 uniformly on [−π, π] is not guaranteed; this is a century-old observation due to Du Bois-Reymond [24] . This undesirable behavior stems from the fact that although from (4.2) one would wish D n (θ) to behave more and more like a Dirac delta function as n increases, it does not in the sense that lim inf
for arbitrarily small ρ. In fact, the quantity D n 1 (called the nth Lebesgue constant) is known to be bounded below by (4/π 2 ) log n, so that since the norm of any linear
. . , e jωn } is known [4] to be underbounded by D n 1 , then by Du Bois-Reymond's result there always exists an f ∈ C[−π, π] such that L n f becomes unbounded as n → ∞. In fact, this difficulty has been the genesis of much work in the system identification literature, of which [33] offers a survey.
A remedy for this problem of nonconvergence is to replace the approximation (4.2) with the so-called Cesàro mean defined on the unit circle by
where now
is known [10] as the "Fejér kernel" and does possess the "delta-like" property
so that since it is also true that
in which case if f is continuous, then use of (4.4) allows the conclusion that since ρ may be made arbitrarily small, then lim n→∞ |f n (ω) − f (ω)| = 0 uniformly on [−π, π].
To develop the analogue of this result for the general case of approximants formed using the general orthonormal basis (1.5), it is necessary to first develop a generalization of the Cesàro mean (4.3). This may be accomplished by the definition
where Γ n defined in (1.7) is an n × 1 vector of general rational orthonormal basis functions (1.5) and M n (f ) is a generalized Toeplitz matrix as defined in (1.6). If all the poles {ξ k } are set to zero in (3.1), then it is straightforward to verify that the formulation (4.5) reduces (since in this case M n (f ) = T n (f )) to the usual Cesàro mean (4.3) . To analyze the convergence properties of (4.5), note that by the formulation (3.1)
Therefore, since by the defining property of the reproducing kernel
and so, in analogy with classical Fourier analysis, convergence of the generalized Cesàro mean approximant (4.5) hinges on a kernel function (in this case depending on the reproducing kernel and being given by |K n (ω, σ)| 2 /K n (ω, ω)) behaving in some sense like the Dirac delta function δ(ω − σ). Via use of the Christoffel-Darboux formula (3.3) for the reproducing kernel, it is possible to establish that this "deltalike" behavior does in fact occur in the following sense.
Lemma 4.1. For any ρ > 0 and provided
Proof. By Theorem 3.1 formulated as (3.3)
which tends to zero under the conditions of the lemma. Before using this result, some further notation is required since, motivated by the desire to provide results applicable to certain system theoretic problems, it is necessary to be more ambitious than to just prove convergence of f n to f . Instead, it is also necessary to prove convergence to zero of the quadratic form
when µ = ω, and this entails some delicacy in dealing with the distance between e jµ and e jω on the unit circle, so that the distance between µ and ω must be considered modulo 2π. This is achieved by defining, for −π ≤ x, y ≤ π, the function d(x, y) :
Furthermore, letting Ω 1 and Ω 2 be subsets of [−π, π], then
In what follows, it will also be useful to note that because
for any x : |x| ≤ π, x = 0. The main use for these latter ideas is to develop further bounds such as the ones contained in the following lemma, which sharpen the interpretation (already begun in Lemma 4.1) of K n (ω, σ) as behaving approximately like the Dirac delta δ(ω, σ).
Lemma 4.2. Suppose that |ξ n | ≤ 1 − δ for some δ > 0 and all n. Then for n large enough the following bounds apply:
, ω = σ. Proof. Consider first the case of ω = σ. Then by the expression (4.6) and the formulation (1.5)
so that using the Cauchy-Schwarz inequality the bound
applies for all ω, σ. For the case of ω = σ, using (3.3) derived from Theorem 3.1 then leads to the bound
Finally, the underbound has already been established in (4.8).
With these ideas in hand, the following result is available. (1 − |ξ k |) = ∞ the following limit result holds:
Under the strengthened condition that |ξ n | ≤ 1 − δ for some δ > 0 and all n, then for µ = ω
Proof. Consider first the case of µ = ω. Then from (4.7) and for arbitrary ρ > 0 1 2π
Now, f (ω) is continuous, so for ρ sufficiently small
Using this and (4.6) gives that for sufficiently small ρ
Also, since f is continuous on compact [−π, π], then |f | is bounded by some M/2 < ∞. Therefore
Using Lemma 4.1 and the fact that ǫ is arbitrary then gives the result for µ = ω. Now consider the case µ = ω. Define the regions
where α ∈ (0, 1/2) is arbitrary. In this case
Consider the integrals over the various regions in turn. By Lemma 4.2 the bound
(1 − |ξ k |) holds, so that by the assumptions of the theorem, n can be taken large enough that Ω 1 and Ω 2 do not overlap. Assuming this to be the case, then |ω − σ| > K −α n (ω, ω) on Ω 1 and hence using Lemma 4.2
Therefore, under the assumption that |ξ k | ≤ 1 − δ, δ > 0, then by Lemma 4.2 |K n (µ, σ)| ≤ 2n/δ, so that assuming n is so large that
.
Using an identical argument
Finally, by the definition of Ω 3 and Lemma 4.2
Combining the bounds on the integrals over the various regions gives
which, according to the lower bound in Lemma 4.2 and since α ∈ (0, 1/2), tends to zero as n → ∞.
5. Algebraic structure of generalized Toeplitz matrices. In applications [29, 31, 16, 30, 53, 27] , the consideration of quadratic forms more complicated than (4.5) occur. In fact, what is of more interest are forms such as
In these aforementioned applications [29, 31, 16, 30, 53, 27] , the underlying orthonormal basis is the trigonometric one {e jωn } in which case M n (f ) = T n (f ) is a bonafide Toeplitz matrix for which classical results are at hand concerning their algebraic structure. Namely, following the notation defined in (1.3) , the convenient property that [14, 50] (the meaning of the ∼ notation here is as described in conjunction with equation (1.3) ).
The purpose of this section is to establish this same algebraic structure for the generalized Toeplitz matrices defined by (1.6), the classical results once again arising as the special case of ξ k = 0 in (1.5). To begin, note that by the formulation (1.6)
Therefore, by Parseval's theorem
so that if the Hilbert-Schmidt norm dependence of matrix equivalence (1.3), (1.4) is to be employed, then interest is centered on the behavior of the overbound
Now, since |B m | is bounded, then B m f ∈ L 2 (T); so since {B k } is a basis for H 2 (T), since {z −k }, k > 0, is a basis for the orthogonal complement H 2 (T) ⊥ [19] , and since
and the task then becomes to try to show that as n and m increase, the terms in these sums tend to zero sufficiently quickly. In the trigonometric case this is straightforward since, for example, B m f, B k becomes z m f, z k = f, z k−m which is the k−mth term in the Fourier expansion of f . Assuming f is sufficiently smooth that these Fourier components die at some exponential rate (say, η |k−m| with |η| < 1) then provides (with the same reasoning giving
for some K < ∞ so that the sums in the overbound in (5.1) are convergent and hence (5.1) tends to zero with increasing n thereby establishing
Generalizing this to the basis (1.5) is surprisingly more difficult. However, consider the simplifying assumption that both f and g have finite dimensional (say, nth order) spectral factors of the form f (z) = H(z)H(1/z), where
with |γ i | < 1 and where for expediency (but without loss of generality) it is assumed that the {γ i } are isolated. Then the | B m f, B k | term can be simply bounded by the calculation
where in progressing to the last line it has been recognized that the inner sum in the second-to-last line is the evaluation at z = γ j of a function B m (z)B k (z) with impulse response terms B m B k , z ℓ and without loss of generality it has also been assumed that k > m. Therefore, since |γ j | < 1 there exists |η| < 1, K < ∞ both independent of n such that (K is different in different parts of the following expressions)
where in the last line the fact that the same argument works for k < m has been taken into account. Using the same method, one can also bound
, and arguing as before for the trigonometric case, the desired algebraic result M n (f )M n (g) ∼ M n (f g) can be extended to the case of generalized Toeplitz matrix (1.6).
In passing, on an intuitive level this extended result may be understood by noting that since the basis functions {B m } contain order m all-pass factors ϕ m as defined in Theorem 3.1, then they approximate the order m shift z m in that they may be written as ϕ m (e jω ) = e jψm(ω) , where ψ m (ω) is a monotonically nondecreasing function taking values between 0 and 2mπ.
Note also in passing that this simplified development illustrates why convergence in the strong matrix norm is not possible. Specifically, the bounds just developed are of the form such that the difference
is a matrix with "corners" not tending to zero with increasing n, so that vectors exist that decay exponentially at rate η k , have bounded norm, and when used in quadratic forms of the matrix difference produce nonzero results no matter how large n is.
Leaving this intuitive development aside, it may be considered that the assumption that f and g have finite dimensional spectral factorization is too restrictive. In this case a more general result may be offered, applicable to any Lipschitz continuous f and g, but at the expense of somewhat weakening the definition of equivalence over that discussed in section 1 to one in which two n × n matrices A n and B n are said to be asymptotically equivalent as n → ∞ with notation A n ∼ B n as n → ∞ if
Note that this refinement of the definition of matrix equivalence makes no difference for the system theoretic applications motivating this paper (see (7.4) and the accompanying discussion in section 7 following, or the work [37] for more detail on this point). With this definition in hand, the following result on the algebraic structure of generalized Toeplitz matrices is available. Theorem 5.1. Consider two not necessarily real-valued functions f and g of which at least one of them is Lipschitz continuous of order ε > 0 and the other one bounded. Suppose that the poles {ξ k } of the basis functions {B k } in (1.5) satisfy |ξ k | ≤ 1 − δ for some δ > 0. Then
with convergence rate faster than O(log 4 n/n ε/(ε+2) ) as n → ∞. Proof. Without loss of generality assume that g is Lipschitz continuous and that f is bounded. From the definition (1.6) of M n (f ) and the formulation (3.1) of K n (ω, σ) it follows that with the definition
then with the representation (1.6) and the formulation (3.1) in mind
where the following definition has been used:
Therefore, denoting when x is a vector the Euclidean norm of x as x , then
where
However, by using Lemma 4.2
so that Lemma A.1 may be applied to (5.4) with
] and β = γ = 1 to conclude that
log n, ω = µ,
for n sufficiently large. Applying Lemma A.1 again, this time to (5.6) with the choices
Applying Lemma A.1 a final time, this time to (5.5) with the choices f n (ω, σ) = H n (ω, σ)/ log 2 n and g n (σ, µ) = G n (σ, µ)/ log n, β = 1, γ = 2/(2 + ε) provides ∆ n (ω) 2 ≤ Cn 2/(2+ε) log 4 n for some C < ∞ and for n sufficiently large. Therefore, under the assumption that |ξ k | < 1 − δ for some δ > 0, then by (4.8) K n (ω, ω) ≥ κn for some κ > 0 so that for some
for any ε > 0 and the theorem is proved. Again, something more than this result is actually required in system theoretic applications where one is often concerned with multiple products that also contain matrix inverses. Such cases may be handled by the following corollary to the preceding result. In what follows, matrix products are to be interpreted in a left-to-right fashion as 
with convergence rate faster than O(log 4 n/n ε/(ε+2) ) as n → ∞ and provided the functions {f k } are invertible where required by the values of σ k .
Proof. An inductive argument will be used to obtain the result. Define the matrix difference
which may be reexpressed as
The terms ∆ ′ n (m) and ∆ n (m) will be considered separately. First, note that 
Furthermore, denoting when A is a matrix the spectral norm of A as A , then by Lemma 6.1 M n (f ) ≤ f ∞ so that by the Cauchy-Schwarz inequality
However, ∆ ′ n (1) = 0, so that by induction ∆ ′ n (m) ∼ 0 as n → ∞ for any m ≥ 1. Now consider the term ∆ n (m) and note that by labeling k 1 , . . . , k r as being the indices k for which σ k = −1, then ∆ n (m) may be written as (given that if the lower index of a matrix product is greater than the upper index, then the product is understood to be equal to the identity matrix)
This expression may be decomposed as ∆ n (m) = Σ n (m) + Λ n (m) with the definitions
Dealing with Σ n (m) and Λ n (m) in turn, note that
and by Lemma 6.1, the submultiplicativity of the matrix norm, and the continuity and positive definiteness assumptions on the
so that since it has been shown inductively that ∆ ′ (m) ∼ 0 as n → ∞ for any m ≥ 1, then by the Cauchy-Schwarz inequality Σ n (m) ∼ 0 as n → ∞ for any n ≥ 1. Finally, again notice that ∆
as n → ∞ so that once again using Lemma 6.1, the Cauchy-Schwarz inequality, and the submultiplicativity of the matrix norm Λ n (m) ∼ 0 as n → ∞, which completes the proof. are all Lipschitz continuous of order ε > 0. Suppose that the poles {ξ k } of the basis functions {B k } in (1.5) satisfy |ξ k | ≤ 1 − δ for some δ > 0. Then the following limit result holds:
for any ω ∈ [−π, π] and where σ k = ±1 with the functions {f k } assumed to be invertible when required by the values of σ k . Proof.
Now, by the Cauchy-Schwarz inequality
However, by Lemma 4.2, the lower bound K n (ω, ω) ≥ δn/2 applies and the upper bound K n (µ, µ) ≤ 2n/δ also applies so that |K n (µ, µ)/K n (ω, ω)| ≤ 1/δ 2 < ∞ independently of n. As well, by Corollary 5.2
Use of Theorem 4.3 with the substitution f = m k=1 f σ k k then completes the proof.
As a simple but important example of the utility of this corollary, it allows the conclusion that when all the poles {ξ k } are chosen in a closed subset of D, then
which has particular relevance to the study of reproducing kernels with respect to weighted inner products.
More specifically, the emphasis so far has been on studying the reproducing kernel K n (z, µ) associated with the space X n = Span{B 0 , . . . , B n−1 } and with respect to the inner product (2.1). However, as was illustrated in section 3 via a linear prediction example, there is utility in examining a related kernel K ′ n (z, µ) which is still associated with X n , but exists with respect to an inner product which is (2.1) with the integrand weighted by a positive function f (ω). In this case, since every k = 0, 1, . . . , n − 1, and hence since K ′ n (z, µ) is the unique function in X n with this property, then in fact
n (f )Γ n (z) and so the asymptotic result (5.12) provides a means for providing the closed form approximation K n (ω, ω)/f (ω) for K ′ n (ω, ω). As a concluding remark for this section, it should be noted that the only other work known to the authors which addresses issues of generalizing Fourier convergence and asymptotic Toeplitz matrix properties in a similar context to this paper is that of Gunnarsson and Ljung [15, 16] , wherein the generalization involves matrices not necessarily being Toeplitz but at least being approximately so in some sense. The details of this are such that the generalized matrices (and hence generalized Fourier convergence) considered in [15, 16] are quite different from those of the form M n (f ) considered here, which are not approximately Toeplitz in any sense except that the spectral formulation (1.6) is reminiscent of the classical Toeplitz one (1.1).
6. Spectral properties of generalized Toeplitz matrices. A typical system identification application of the orthonormal bases (1.5) would be to seek a parameter vector θ ∈ R n in order to model the input-output relationship between N samples of an observed input sequence {u k } and output sequence {y k } as [46, 47, 40, 36] 
where q is the backward time shift operator and
is a vector of filtered versions of the signal {u k }, the filtering depending on the orthonormal basis functions chosen. The least-squares solution θ for θ is then given as
provided that R N exists. It is well known [13] that the numerical robustness of solving for θ is intimately related to the condition number κ(R N ) of R N . By Parseval's theorem, for large N the matrix R N converges as [27] lim
where f is the spectral density of the observed input {u k } which, if containing deterministic components, is defined in the sense of Wiener's generalized harmonic analysis [51] or the quasi-stationarity sense of Ljung [27] . From a numerical point of view there is therefore significant practical relevance in examining the spectrum of generalized Toeplitz matrices.
For the classical trigonometric case wherein ξ k = 0 and M n (f ) is in fact a bonafide Toeplitz matrix, it is well known [14, 50] that the eigenvalues of M n (f ) may be bounded above and below by the maximum and minimum values of f . This result can be easily extended to the general case, the classical case again emerging as a special case by setting ξ k = 0.
Lemma 6.1. For continuous and real-valued f (ω) > 0 let M n (f ) be defined by (1.6). Then
where λ(A) is any eigenvalue of the matrix A. In the case that f is complex valued, then the upper bound
Proof. Consider the case of real-valued f > 0 first and take x ∈ R n arbitrary but such that x ⋆ x = 1. Then
However, since M n (f ) is symmetric positive definite then max
Using a similar argument to underbound the eigenvalues of M n (f ) then completes the first part of the lemma. For the case of complex valued f note that the upper bound can be generated as a slight modification to the above reasoning as
This result provides a guaranteed overbound
on the condition number κ(M n (f )) governing the numerical robustness of the leastsquares estimation problem. The existence of this overbound has been one of the prime motivators for the recent interest in the use of orthonormal bases such as (1.5) for system identification applications [46, 47, 18, 40] .
It is then natural to examine how conservative the bound (6.2) is. Considering that numerical robustness is of greatest concern when the dimension n is large, it is not unreasonable to simplify the examination of conservatism by letting n → ∞. This allows the following result showing that for large n the bounds in Lemma 6.1 are tight so that the condition number of M n (f ) actually achieves the bound (6.2).
Theorem 6.2. Define for continuous f (ω) > 0 the operator M (f ) :
where this is understood to mean that the infinite sequence {y k } is generated from the infinite sequence {x k } as a natural limit of how finite length n {y k } are generated from finite length n {x k } via matrix multiplication by M n (f ). Specifically
Then provided
Proof. Take any µ ∈ [min ω f (ω), max ω f (ω)] and suppose µ ∈ λ(M ). Then since by orthogonality M (1) is the identity operator, M (f − µ) is an invertible operator from ℓ + 2 → ℓ + 2 so that in particular ∃x ∈ ℓ + 2 such that for e 0 = (1, 0, 0, . . .)
However, g ∈ H 2 by construction and the product of two H 2 functions is in H 1 [19] . Therefore (f − µ)|g| 2 is a real-valued H 1 function, and the only such functions are constants [19] . However, since µ ∈ [min ω f (ω), max ω f (ω)], this function cannot be of constant sign; hence it cannot be a constant. This contradiction implies
Again, this result represents an expansion to the case of generalized Toeplitz matrices (1.6) of results already known for conventional symmetric Toeplitz matrices [14, 50] , the latter results being encompassed as a special case of Theorem 6.2. A practical conclusion arising from this theorem is that the numerical properties of the solution of (6.1) are governed solely by the spectral density f of {u k } and are independent of the particular orthonormal basis chosen in (6.1) via the selection of {ξ k }.
Another conclusion arising from Theorem 6.2 is that in the previous results on the asymptotic algebraic structure of generalized Toeplitz matrices (a main conclusion of which was to conclude that M −1 n (f ) ∼ M n (1/f ) as n → ∞) the assumptions imposed there of f being invertible cannot be weakened.
Applications.
To put these results in context, this section presents a very brief outline of how they may be applied to certain system identification problems that have been previously alluded to. A much more detailed exposition of the issues raised here is contained in [37] .
A result that has become of key importance to the intuitive understanding of various system identification methods [2, 12, 28, 17] is that the variability of the frequency response G(e jω , θ), of a model based on a least-squares estimate θ of an n dimensional parameter vector θ obtained from N observations of noise-corrupted input-output measurements, is approximately given by [31, 29] Var{G(e jω , θ)} ≈ n N
where Φ u (ω) is the spectral density of the observed input process and Φ ν (ω) is the spectral density of the noise-corrupting process. This is established in [29] for a wide range of model structures, unified by the requirement that a certain "shift" structure holds. In the interest of clarity, the discussion here will focus only on the case of measurement noise being white and the true system (including noise model) being encompassed by the model structure. In this case, it is established in [29] that with Φ ν (ω) = σ 2 being the constant white noise spectral density, then for large N
The reasoning of [29] then is that using the previously discussed classical results [14, 50] on the asymptotic algebraic structure of Toeplitz matrices, it can be argued that T
so that the right-hand side of (7.2) is approximately an nth order Cesàro mean reconstruction of σ 2 /Φ u at frequency ω and hence should be approximately equal to σ 2 /Φ u (ω). However, it is very common, in the interest of concentrating estimation accuracy in certain frequency regions, to prefilter the measured data [27] . Identifying this filter with its transfer function F (z) then allows the nature of the prefiltering to be characterized by the spectral density change of Φ u (ω) → |F (e jω )| 2 Φ u (ω). However, at the same time the use of data prefiltering implies a revision of the "noise model" as [29] Φ ν (ω) → |F (e jω )| 2 Φ ν (ω). In this case, the approximate estimation variability would be expected to be unchanged from (7.1) by reasoning that
However, as illustrated numerically in [37] , the accuracy of this approximation depends very much on the relationship between the order of the filter F and the model order. The closer the two orders the more inaccurate the approximation.
In [37] this phenomenon is traced to the fact that as the filter order grows, the underlying Fourier reconstruction involved in (7.1) and hence (7.3) is with respect to a function with decreasing smoothness, and hence more terms (which grow with model order) are required in the Fourier expansion before convergence will approximately occur.
To circumvent this problem, a key observation of [37] is that the model can be reparameterized into one in which the prefilter poles are absorbed into the model structure. In this case (7.2) is replaced with
, (7.4) where the poles of the basis functions forming the generalized Toeplitz matrix M n (Φ u ) are chosen the same as the prefilter. In this case, using Corollary 5.2 it can be argued that M −1
Var{G(e jω , θ)} ≈ 1 K n (ω, ω) Γ ⋆ n (ω)M n (σ 2 /Φ u )Γ n (ω) (7.5) which is a generalized Fourier reconstruction of a function σ 2 /Φ u that is invariant to the choice of prefilter. Therefore, using Theorem 4.3 to argue that (7.5) is approximately σ 2 /Φ u (ω) the work [37] is able to suggest that
Var{G(e jω , θ)} ≈ K n (ω, ω) N Φ ν (ω) Φ u (ω) (7.6) is a more accurate approximation when all-pole prefiltering is employed and the ratio of model order to filter order is low. In other words, data prefiltering can affect the variability of the estimated model, and (7.6) quantifies how this occurs. The validity of these conclusions is illustrated numerically in [37] . As a final applications-oriented remark, note that when all poles {ξ k } are chosen at the origin (which corresponds to no prefiltering), then K n (ω, ω) = n so that the new approximation (7.6) becomes the "classical" one (7.1) as a special case.
8. Conclusion. The purpose of this paper was to consider certain results in the study of Fourier series and Toeplitz matrices that have proved to be key to various system theoretic applications, and expand them to the case where the underlying orthonormal basis is not the classical trigonometric one but rather a rational formulation that encompasses the trigonometric basis as a special case. These results, and the ensuing generalizations developed in this paper, are summarized in Table 8.1. One point worth clarifying is that in system theoretic settings for which these results will be applicable (control, signal processing, system identification) it is more common to associate the complex variable z with a forward time shift, rather than the backward shift association used here. This discrepancy is easily accommodated by simply transforming z → 1/z in all the results presented here. A different basis function definition will result, which is in accordance with certain so-called Laguerre and Kautz bases studied in the control theory literature. However, the matrices M n (f ) and the associated Fourier reconstruction formulas will be unchanged. to give the bound for ω = µ and sufficiently large n of π −π f n (ω, σ)g n (σ, µ) dσ ≤ Cn β+γ−α(ε+1) + Cαn δ log n.
