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Model predictive control (MPC) is a control strategy that seems promising in the
area of ac drives. In MPC, the model of the plant is used to predict its future
behavior; the control action is determined based on the most desirable behavior
of the system. MPC can be applied to multiple-input multiple-output (MIMO)
systems and systems with switching nature, e.g. ac drives. Furthermore, limitations
and restrictions can be implemented easily in the form of constraints.
This thesis presents an MPC algorithm for motor control that can operate the power
electronic converter at fixed switching frequency. This is achieved despite the fact
that the switches of the inverter are controlled directly. The performance of the
proposed method is compared to other MPC algorithms as well as field oriented
control (FOC) with carrier-based pulse width modulation (CB-PWM). The method
is able to outperform CB-PWM during transients, whereas the steady-state behavior
is similar. The other MPC algorithms outperform the proposed method in terms
of stator current total harmonic distortion (THD), but unlike the proposed method
and CB-PWM, they do not produce a constant switching frequency.
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K(ϕ) reduced Park transformation matrix
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R(ϕ) rotational matrix
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t time
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Tc carrier period
Tf fundamental period
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u input vector, vector of three-phase switch positions
u∗ scaled three-phase voltage reference
U sequence of control actions/inputs
xls stator leakage reactance in p.u.
xm mutual leakage reactance in p.u.
xrs rotor leakage reactance in p.u.
x state vector
Xls stator leakage reactance
Xm mutual leakage reactance
Xrs rotor leakage reactance
Xσ total leakage reactance
y output vector
vˆ∗ peak value of the stator voltage reference
vsd,ff stator voltage feed-forward term d component in FOC
vsq,ff stator voltage feed-forward term q component in FOC
v stator voltage in αβ
v∗ three-phase voltage reference
VI
Vdc dc link voltage
λ weighting factor
ωfr angular speed of the reference frame
ωr rotor side angular speed
ωs stator side angular speed
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11. INTRODUCTION
Model predictive control (MPC) is a method for controlling a system by using a
model to predict its behavior. By doing so, the input that produces the best possible
output can be chosen.
MPC has been used in many industries, e.g. process industry, for decades [22].
Compared to those applications, power electronic systems have significantly shorter
time constants, which correlates to shorter sampling intervals. In MPC, the neces-
sary computation has to be done within each sampling interval. Additionally, the
switching nature of power electronic systems complicates their control. In other
words, to use MPC for power electronic systems, a lot of computation needs to take
place in a short amount of time.
Moore’s observation [7] regarding the number of transistors in an area of a circuit
has held up [4]. The computational power available has reached a point where MPC
for power electronics is possible. Consequently, MPC for power electronics has been
a topic of research [25].
MPC can be used with systems that are linear or non-linear and single-input single-
output (SISO) or multiple-input multiple-output (MIMO). For example, a variable
speed drive (VSD) is a MIMO system: it needs more than one input and output
signals. Modern control strategies, such as FOC, use proportional integral (PI)
controllers. As PI controllers are SISO controllers, cascaded control loops are utilized
to control multiple interdependent variables. Cascaded control loops perform sub-
optimally under transients, especially under operating conditions that greatly differ
from the conditions that the controllers were tuned in. MPC can be used with
MIMO systems with no need for cascaded control loops [8]. Additionally, MPC
reduces the control design effort at the cost of more computational complexity [17].
At low switching frequencies, MPC outperforms traditional control methods even in
steady-state conditions [11].
The motor side control of a VSD requires the switches of an inverter to be turned
on and off. If the control is done indirectly, this is done based on a modulation
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scheme. This enables using three-phase voltages as real-valued control variables.
Additionally, with modulation schemes a fixed switching frequency can be produced.
If the switches are controlled directly, the modulation stage is omitted. With no
modulator, the control variable is not a real-valued variable but an integer variable,
which complicates control. With direct control, there is no guarantee of a fixed
switching frequency. [5]
This thesis proposes an MPC algorithm that controls the switches of the inverter
directly while providing a fixed switching frequency. This is done by setting the
inverter legs to switch independently and one per sapling interval. The optimization
variable of the underlaying optimization problem is a vector of times to switch
for the inverter legs. The stator current squared root mean square (rms) error is
approximated and minimized under certain assumptions.
This thesis consists of five chapters. Chapter 2 presents the theory behind MPC for
ac drives. Chapter 3 outlines the proposed control method as well as its precursor
algorithm. Chapter 4 displays the simulations that compare the different control
methods discussed in the thesis. The differences and similarities are highlighted and
analyzed. The last chapter, Chapter 5, draws the conclusions and suggestions for
future research.
32. THEORY
This chapter presents the theoretical background required for this thesis. Key con-
cepts behind motor control and MPC for ac drives are briefly presented. Some of
the conventional control strategies are also covered.
Section 2.1 introduces the concept of stationary and rotating orthogonal reference
frames and the transformation matrices associated with them. The state-space
model of an induction machine (IM) is presented in Section 2.2. Section 2.3 presents
the modeling of a two-level inverter. The concept of CB-PWM and the harmonics as-
sociated with it are in Section 2.4. Field oriented control (FOC) is briefly introduced
in Section 2.5. Section 2.6 contains definitions and concepts related to mathematical
optimization. The notion of MPC is introduced in Section 2.7. One MPC algorithm
for electric drives, i.e., finite control set MPC (FCS-MPC), is presented in Section
2.8.
2.1 Orthogonal Reference Frames
In this thesis, three-phase quantities are transformed into independent quantities
in orthogonal reference frames that are either stationary or rotating. This is done
by employing Clarke and Park transformations. The system modeling and the con-
troller design is simplified by employing the aforementioned transformations.
2.1.1 Stationary Orthogonal Reference Frame
The orthogonal stationary reference frame is also known as the αβ0-coordinate sys-
tem. Its axes are perpendicular to each other and do not rotate. The abc and αβ
coordinates are visualized in Fig. 2.1. Three-phase quantities can be expressed in
αβ0 coordinates, or vice versa, without any loss of information. To transform a
three-phase quantity to αβ0 coordinates, the Clarke transformation [6] is used.
The α and β components are differential-mode components, while the zero compo-
nent is the common-mode component. By definition, a common-mode signal is the
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Figure 2.1 abc and αβ coordinates
same for all three phases. In case of a balanced, symmetrical three-phase system
there is no common-mode component, thus the reduced Clarke transformation is
sufficient:
K =
2
3
[
1 −1
2
−1
2
0
√
3
2
−
√
3
2
]
. (2.1)
The term 2
3
in (2.1) is used to make the transformation amplitude invariant. This
means that a three-phase signal with a certain amplitude has the same amplitude in
the αβ plane. The transformation matrix K is used to map the three-phase signal
into the two-dimensional stationary plane.
To transform a quantity from αβ to a three-phase quantity, the reduced inverse
Clarke transformation is used. The inverse Clarke transformation matrix with no
zero component is given by
K−1 =


1 0
−1
2
√
3
2
−1
2
−
√
3
2

 . (2.2)
2.1.2 Rotating Orthogonal Reference Frame
The rotating orthogonal reference frame is also known as the dq0 coordinate system.
Compared with the αβ0 plane, it rotates counterclockwise with an angular speed
ωfr. When transforming quantities from the αβ to the dq plane, they are rotated
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clockwise. Consequently, signals in the dq frame are dc quantities.
To rotate instantaneous values at an angular speed, it is necessary to use the angle
ϕ, which is the angle between the d-axis and a-axis of the three-phase system. To
transform αβ quantities to the dq domain the rotational matrix
R(ϕ) =
[
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
]
, (2.3)
is used. To transform dq quantities to αβ quantities, the rotation is done in the
opposite direction. Rotating dq quantities counterclockwise can be done with the
rotation matrix
R−1(ϕ) =
[
cos(ϕ) − sin(ϕ)
sin(ϕ) cos(ϕ)
]
. (2.4)
Transforming a three-phase signal from abc to dq can be done by using the Park
transformation [21]. The same results will be achieved by first using the Clarke
transformation and then rotating the result by employing matrix R(ϕ), as explained
above. The Park transformation and the reverse Park transformation are given in
(2.5) and in (2.6), respectively.
K(ϕ) =
2
3
[
cos(ϕ) cos(ϕ− 2π
3
) cos(ϕ+ 2π
3
)
− sin(ϕ) − sin(ϕ− 2π
3
) − sin(ϕ+ 2π
3
)
]
(2.5)
K−1(ϕ) =


cos(ϕ) − sin(ϕ)
cos(ϕ− 2π
3
) − sin(ϕ− 2π
3
)
cos(ϕ+ 2π
3
) − sin(ϕ+ 2π
3
)

 . (2.6)
2.2 Induction Machine Model
This section presents the state-space model of an IM. Note that the derivation of
the model is not presented since it is out of the scope of this thesis. The interested
reader is referred to [18] for more details.
When deriving the state-space model of the IM, some simplifications are made.
Mainly, machine parameters do not change based on heat, the inductor does not
saturate and the machine is symmetrical.
The IM is modeled using the state vector x = [is,α is,β ψr,α ψr,β]
T , the input vector
u = [vα vβ ]
T and the output vector y = [isα isβ]
T , where is is the stator current, ψr
is the rotor flux and v is the stator voltage. The continuous-time state-space model
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is
dx(t)
dt
= Fx(t) +Gu(t)
y(t) = Cx(t),
(2.7)
where F is the system matrix, G is the input matrix and C is the output matrix,
which are as follows:
F =


−1
τs
0 xm
τrD
ωrxm
D
0 −1
τs
−ωrxm
D
xm
τrD
xm
τr
0 −1
τr
−ωr
0 xm
τr
ωr
−1
τr

 (2.8)
G =
xr
D


1 0
0 1
0 0
0 0

 (2.9)
C =
[
1 0 0 0
0 1 0 0
]
, (2.10)
where rs, rr, xls, xrs and xm are parameters of the IM in per unit; rs (rr) is the
stator (rotor) resistance, and xls (xrs) and xm are the stator (rotor) and mutual
leakage reactances. ωr is the rotational speed of the rotor shaft.
The determinant D depends on the reactances (see (2.11)). The stator xs and rotor
xr reactances are deduced from the leakage and mutual reactances, according to
(2.12) and (2.13), respectively. Finally, the stator τs and rotor τr time constants are
given by (2.14) and (2.15), respectively.
D = xsxr − x2m (2.11)
xs = xls + xm (2.12)
xr = xlr + xm (2.13)
τs =
xrD
rsx2r + rrx
2
m
(2.14)
τr =
xr
rr
. (2.15)
For the MPC schemes discussed in this thesis, the continuous-time dynamic model
of the IM has to be discretized based on the sampling interval Ts. The discrete-time
state-space model is given in (2.16).
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k),
(2.16)
2.3. Inverter 7
where k ∈ N and A, B and C are the discrete-time state-space matrices. The
output matrix C is the same as for the continuous-time model. The state and
input matrices result from discretizing the model so their expression depends on the
discretization method used. If the continuous-time model is discretized using exact
Euler discretization, the resulting discrete-time matrices are
A = eF Ts (2.17)
B = −F −1(I −A)G, (2.18)
where e denotes the matrix exponential and I is the identity matrix that has the
same dimensions as A.
Exact Euler method is more accurate, but can be computationally intensive. For-
ward Euler method can be used to reduce the computations required. This dis-
cretization corresponds to the linear terms of the exact discretization. Therefore, if
the sampling time is small enough with respect to the time constants of the system,
the linearization is sufficiently accurate. The resulting matrices are
A = I +FTs (2.19)
B = GTs. (2.20)
The rated values of the IM are given in Table 2.1. The values of the parameters of
the machine are given in Table 2.2. For the sake of completeness, the dc-link voltage
is also in the table. The values are given in SI units and p.u. values. The modeling
and simulation are done in the p.u. system. The p.u. system and the selected base
values is introduced in Appendix A.
Table 2.1 Rated values of the induction machine
Key Value
Line to line voltage 3300 V
Stator current 356 A
Stator frequency 50 Hz
Rotational speed 596 rpm
Power factor 0.809
Slip 6.67 %
2.3 Inverter
An illustration of an ac drive is given in Fig. 2.2. It consists of five main parts:
the grid, the rectifier, the dc-link, the inverter and the electric machine. There can
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Table 2.2 Induction machine parameters
Parameter Symbol Value p.u. symbol p.u. value
Stator resistance Rs 57.61 mΩ rs 0.0108
Rotor resistance Rr 48.89 mΩ rr 0.0091
Stator leakage reactance Xls 2.544 mH xls 0.1493
Rotor leakage reactance Xlr 1.881 mH xlr 0.1104
Mutual reactance Xm 40.014 mH xm 2.3489
Number of pole pairs p 5
Dc-link voltage Vdc 5200 V Vdc 1.9299
~~
~~grid IM
Figure 2.2 Variable-speed drive system
also be a transformer between the grid and the grid-side converter. The grid-side
converter is used as a rectifier. It is used to keep the dc voltage at a set value
even if the amount of current drawn from the capacitor changes. The dc link is a
component with a large capacitance used to store energy and to decouple the two
converters. The inverter converts dc to ac with variable frequency and amplitude.
Only the control of the electric machine is included in this thesis. To simplify the
control problem in question the dc-link voltage is assumed to be constant.
As mentioned above, the conversion from dc to ac is done with an inverter. It
consists of a set of switches that are switched on and off at specific time instants.
The topology of the two-level inverter, which will be used in the thesis, is shown in
Fig. 2.3.
The inverter has three legs, each controlling one of the phase voltages. Each leg
has an upper and a lower switch. The upper and lower switches of a single leg
cannot be on at the same time as this would effectively short-circuit the dc link.
The switches are assumed ideal: they switch on or off instantly. Delays and dead
time are neglected. This enables modeling the inverter using only the states of the
switches of the three legs.
Depending on the state of an inverter leg, i.e., the position of its switches, the output
phase voltage can be other Vdc or 0. The state-space model of the IM takes the phase
voltages in αβ as an input. Therefore, the input vector of the state-space model is
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Vdc
is,abc
IM
Figure 2.3 Two-level inverter topology
given by (2.21)
v = VdcKu (2.21)
u =

uaub
uc

 , (2.22)
where ux ∈ {0, 1} with x ∈ {a, b, c}. ux is 1 if that leg provides Vdc as the phase
voltage and 0 if the output is zero.
The inverter can produce a total of 23 = 8 different switching combinations. When
transformed to the αβ plane, these combinations correspond to eight voltage vectors,
six active and two zero voltage vectors. The possible voltage vectors in αβ-plane
are illustrated in Fig. 2.4. [18]
2.4 Carrier Based Pulse Width Modulation
The control of a VSD is done by turning the switches of the inverter on and off. To
employ linear control techniques the switching nature of the power converter has to
be concealed. This is achieved by averaging the dynamics of the converters over the
fundamental period. The voltage command that is generated by the adopted linear
controllers is translated into switching commands with the help of a modulation
stage, such as CB-PWM.
CB-PWM compares a reference signal, i.e., the desired voltage, with a carrier signal
to determine the width of the generated pulses that are sent to the switches. The
carrier signal is a triangular waveform of amplitude 1. The voltage reference signal
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[1 0 0]T
[1 1 0]T[0 1 0]T
[0 1 1]T
[0 0 1]T [1 0 1]T
[0 0 0]T
[1 1 1]T
α
β
Figure 2.4 Two-level inverter voltage vectors in the αβ plane
÷ PWM
Vdc
uv∗
u∗
Figure 2.5 Block diagram of PWM
v∗ has the form
v∗ = vˆ∗

 sin(ωt)sin(ωt− 2π/3)
sin(ωt+ 2π/3)

 , (2.23)
where ω is the angular speed and vˆ∗ is the amplitude of the voltage reference. v∗ is
produced by the current controllers of the control scheme that is utilizing CB-PWM.
vˆ∗ is scaled with the dc-link voltage Vdc, which produces the CB-PWM reference
signal u∗ with amplitude uˆ∗ = uˆ
∗
Vdc
. This process is illustrated in the block diagram
seen in Fig. 2.5.
By comparing the carrier signal and u∗, the phase voltage produced by the inverter
will, on average, match the reference voltage. If u∗ is greater than the carrier signal,
the associated inverter leg is on and vice versa.
In steady-state operation, v∗ is a symmetrical three-phase voltage where each phase
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has a frequency of ff and an amplitude of vˆ
∗. ff is the fundamental frequency. The
ratio m = vˆ
∗
Vdc
is the modulation index. With m = 1, the fundamental component
of u is 1 p.u. If m ≤ 1, one inverter leg switches twice per carrier period Tc = 1fc
resulting in a predictable and constant switching frequency. If m is greater than one,
CB-PWM enters overmodulation: the nonlinear regime where the linear relationship
between the modulating signal u∗ and the fundamental component of the output
signal u ceases to exist.
The frequency of the carrier signal fc can be selected arbitrarily, as long as fc ≫ ff .
In synchronous CB-PWM fc is chosen as fc = (2(n + 1) − 1)ff , where n ∈ N.
Synchronous CB-PWM causes the pulse pattern u(t) to repeat itself periodically for
fundamental periods Tf =
1
ff
. It also causes half-wave symmetry: ua(t − 12Tf ) =
−ua(t). The pulse pattern of the first half of the fundamental period repeats at the
second half but mirrored.
When a pulse pattern produced in a quarter of the fundamental period is the same as
the quarter next to it but mirrored, the pulses are quarter-wave symmetric, provided
that there exists half-wave symmetry. This additional symmetry can be achieved
by aligning the phase of the carrier signal and the reference signal in a specific way.
This adds an additional restriction to the carrier frequency: fc has to be triplen, odd
integer multiple of ff . In other words, fc = (3 + 6n)ff , where n ∈ N. This enables
aligning the phase difference between the carrier and all three reference signals.
CB-PWM can be implemented in analog or discrete manner. The discrete CB-PWM
introduces a small delay. The delay can be compensated for by a phase offset in the
carrier signal. Moreover, in discrete CB-PWM, the reference signal is sampled at
regular intervals. The sampling can be done either at only the upper peaks of the
carrier signal, or at both the upper and lower peaks. Sampling at both peaks, i.e.,
two times in a carrier period, is called asymmetric sampling. The delay caused by
using asymmetric sampling is a quarter of one carrier period, i.e. Tc
4
.
Asymmetrically sampled synchronous CB-PWM is illustrated in Fig. 2.6. The fun-
damental frequency ff is 50 Hz and the carrier frequency fc is 450 Hz. The carrier
signal has an offset of 1.5π
ff
fc
, so that the produced pulse pattern, seen in Fig. 2.7,
is quarter-wave symmetric.
The harmonic spectrum of the pulse pattern seen in Fig. 2.7 is shown in Fig. 2.8.
When using synchronous CB-PWM, the harmonics can be found according to
fµν = µfc + νff , (2.24)
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Figure 2.6 Phase a of the reference signal (blue) compared to the carrier signal (red)
with m = 1
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Figure 2.7 The quarter-wave symmetric pulse pattern
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Figure 2.8 Frequency components of uα
where µ ∈ N, ν ∈ Z and for regularly sampled CB-PWM, µ + ν = 2z + 1, where
z ∈ Z. As can be understood from (2.24), harmonics at even multiples of the
fundamental do not exist, owing to the quarter-wave symmetry of the pulse pattern.
Additionally, as will be explained in the next section, a balanced three-phase system
will not have triplen harmonics. [13]
2.4.1 Common-Mode Injection
An inverter produces three-phase ac quantities. If the three phases are symmetrical,
there is no common-mode component on the machine side of the ac drive. This
means that the harmonics that are triplen odd multiples of the fundamental do not
exist. Additionally, this phenomenon can be utilized by the inverter to produce
a fundamental component with amplitude greater than one. With common-mode
injection, the reference signals amplitude can be increased up to 2√
3
without going
into overmodulation. Two common-mode voltage injection methods are presented:
injecting a third harmonic or a min/max based signal.
In third harmonic injection, the reference signal is injected with a common-mode
signal that has a frequency of 3ff and an amplitude of
m
6
. As mentioned, the triplen
harmonics do not exist. The peaks of the final reference signal get flatter while
preserving the fundamental component.
In min/max based injection, the following common-mode signal is added to the
reference signals: −1
2
(min(u∗abc) + max(u
∗
abc)). With this method, the highest and
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the lowest instantaneous values of the phases always have an equal distance from
zero. This also flattens the produced reference signals. [13]
2.5 Field Oriented Control
FOC is a popular control scheme for ac drives. It achieves very good performance
at steady-state operating conditions owing to the independent control of torque and
flux.
The main idea in rotor flux oriented FOC is to perform the control in dq reference
plane and to align the d-axis with the rotor flux vector ψr. The use of orthogonal
reference frames separates the stator current is,abc into d and q components. The d
component controls the flux magnitude and the q component controls the torque.
A block diagram of rotor flux oriented FOC is given in Fig. 2.9 [8]. It contains
two cascaded control loops with PI controllers. The inner loop controls the d and
q stator currents while the outer loop controls the rotor flux magnitude and the
torque. The inner loop has to be tuned to be sufficiently faster than the outer loop.
The current control block seen in Fig. 2.9 contains cross-coupling terms. The d and
q components of the stator current are not perfectly decoupled during transients;
the feed-forward terms given in (2.25) and (2.26) are added to the output of the
controllers to decouple them.
vsd,ff = −ωsXσis,q (2.25)
vsq,ff = ωsXσis,d, (2.26)
where vs,ff is the stator voltage feed-forward term, ωs is the stator side rotational
speed and Xσ =
D
Xr
is the total leakage reactance.
The current controller produces the voltage reference. To translate it into switching
signals a modulator is required. Here, synchronous asymmetric regularly sampled
CB-PWM is used. [2][12]
2.6 Optimization
To properly introduce the basic concepts of mathematical optimization, three defini-
tions are stated. A convex set, a convex function and an affine function are defined
in (2.27), (2.28) and (2.29) respectively. These are directly from [3].
2
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Figure 2.9 Block diagram of FOC
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A set C is convex if the line segment between any two point in C lies in C, i.e., if
for any x1, x2 ∈ C and any θ with 0 ≤ θ ≤ 1 we have
θx1 + (1− θ)x2, 0 ≤ θ ≤ 1. (2.27)
A function f : Rn → R is convex if dom f is a convex set and if for all x,y ∈ domf
and θ with 0 ≤ θ ≤ 1 we have
f(θx + (1− θ)y) ≤ θf(x) + (1− θ)f(y). (2.28)
A function f : Rn → Rm is affine if it is a linear function plus a constant, i.e., if it
has the form
f(x) = Ax + b, (2.29)
where A ∈ Rm×n and b ∈ Rm.
The general form of an optimization problem is
minimize f(x)
subject to gi(x) ≤ 0, i = 1, ..., m
hj(x) = 0, j = 1, ..., p.
(2.30)
where x ∈ Rn is the optimization variable, f : Rn → R is the objective function,
gi : R
n → R are the inequality constraint functions and hj : Rn → R are the
equality constraint functions. If the objective function is being minimized, the term
cost function is often used in its place.
The domain of the optimization problem O is defined as the intersection of domains
of f , g and h, i.e.,
O = domf ∩
m⋂
i=1
domgi ∩
p⋂
j=1
domhj. (2.31)
A point x ∈ O is feasible if it satisfies all the constraints gi(x) ≤ 0, i = 1, ..., m and
hj(x) = 0, j = 1, ..., p. All feasible points form the feasible set F. The optimization
problem is feasible if F 6= ∅ and infeasible if F = ∅, where ∅ denotes the empty set.
The optimal value q∗ is defined as the infimum of a set formed by the codomain of
f where x ∈ F, i.e.,
q∗ = inf{f(x) | gi(x) ≤ 0, i = 1, ..., m, hj(x) = 0, j = 1, ..., p}. (2.32)
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The optimal point x∗ is defined as a feasible point that results in the optimal value,
i.e., f(x∗) = q∗ and x∗ ∈ F. All optimal points form the optimal set Xopt, which is
defined as
Xopt = inf{x | f(x) = q∗, gi(x) ≤ 0, i = 1, ..., m, hj(x) = 0, j = 1, ..., p}. (2.33)
Depending on the problem, Xopt can have zero, one or many elements. The problem
is solvable if Xopt 6= ∅.
2.6.1 Convex Optimization
Convex optimization is a subset of mathematical optimization where the problems
are convex. There are many algorithms for solving convex problems efficiently. They
can be solved in O(n2) time if certain conditions are met [20].
A convex problem is generally formulated as follows:
minimize f(x)
subject to gi(x) ≤ 0, i = 1, ..., m
aTj x = bj , j = 1, ..., p,
(2.34)
where f(x) and gi(x) ≤ 0 are convex and the equality constraint functions aTj x = bj
are affine. This guarantees that O is a convex set. Additionally, Xopt is either empty
or singleton.
2.6.2 Quadratic Optimization
As shown in Section 3.2., the optimization problem encountered in this thesis can
be formulated as a convex quadratic program (QP). Such a problem can be written
as
minimize
1
2
xTQx + pTx
subject to Gx  h
Ax = b,
(2.35)
where Q ∈ Sn+, p ∈ Rn, G ∈ Rm×n, h ∈ Rm, A ∈ Rp×n and b ∈ Rp. S+ is defined as
symmetric and positive semidefinite. A positive (semi)definite Q implies that the
problem is solvable in polynomial time [17].
2.7. Model Predictive Control 18
2.6.3 Integer Problems
An (mixed) integer problem is an optimization problem where (some) elements of
the optimization variable x are integers. The (mixed) integer optimization variable
makes the problem non-convex. This, in turn, means that the problem is NP-hard
and not solvable in polynomial time [26].
A linear mixed integer problem is defined as
minimize cTx
subject to Gx  h
Ax = b
xz ∈ Znz ,
(2.36)
where x = [xTr x
T
z ]
T , with xr ∈ Rnr , xz ∈ Znz and n = nr + nz. In addition, c ∈ Rn,
G ∈ Rm×n, h ∈ Rm, A ∈ Rp×n and b ∈ Rp.
If nr = 0, i.e., the optimization variable consists only of integers, the problem is an
integer problem.
2.7 Model Predictive Control
In a control problem, a plant is desired to behave in a certain way. To achieve this,
the inputs of said plant are chosen or generated in a way that makes the plant to
behave as desired. There are many ways this can be done, one of which is MPC.
In MPC, the plant needs to be modeled using a discrete-time state-space model. The
model produces the states and outputs for the next discrete-time step as a function
of the previous state variables and the input variables that are applied. The linear
discrete-time state-space model has the form
x(k + 1) = Ax(k) +Bu(k)
y(k + 1) = Cx(k + 1),
(2.37)
where x is the state vector, u is the input vector and y is the output vector. This
model is used to predict the evolution of the state and output variables over a
number of steps. The number of discrete-time steps included in the prediction is
called prediction horizon length and it is denoted by NP ∈ N. Additionally, the
time window within which the system evolution is computed is called the prediction
horizon.
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The task of having the plant behave a certain way is addressed in the form of
an optimization problem. To achieve the desired plant behavior an optimization
problem is formulated. The abstract control objectives are expressed using the cost:
J (x(k),U (k)) =
k+NP+1∑
l=k
Λ(x(l),u(l)), (2.38)
where Λ(·, ·) gives the cost for each time step. The control objectives, e.g., output
reference tracking, are mapped to the cost function in such a way that a higher
cost corresponds to a less desirable output. In other words, the cost function is
used to penalize unwanted behavior by assigning cost to it. The cost function maps
the evolution of the states and inputs over the prediction horizon to a non-negative
scalar.
As explained in Section 2.6, an optimization problem can have any number of con-
straints. In MPC, the problem is constrained by the state-space model equations.
It should be noted that there can be any number of additional equality or inequality
constraints restricting any of the concerned variables [8].
To express the control actions within the prediction horizon the sequence of input
vectors U (k) is defined:
U (k) = [uT (k) uT (k + 1) . . . uT (k +NP − 1)]T . (2.39)
Solving the optimization problem yields two things: the optimal sequence of control
actions and the cost associated with that sequence. The optimal sequence of con-
trol actions U opt is the sequence which produces the lowest cost while adhering to
the limitations expressed by the constraints. The general form of the constrained
optimization problem being solved is
minimize
U (k)
J (x(k),U (k))
subject to x(l + 1) = Ax(l) +Bu(l)
y(l + 1) = Cx(l + 1)
∀l = k, ..., k +NP − 1.
(2.40)
U opt(k) gives an open loop solution to the control problem at time step k. To achieve
closed loop control, only the first element of U opt(k) is applied. At the next time
step, the optimization problem is solved again. This is called the receding horizon
policy. More specifically, at each time step, the controlled variables are measured
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Figure 2.10 Receding horizon visualization, time-step k
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Figure 2.11 Receding horizon visualization, time-step k + 1
and/or estimated. The control problem is solved using the measured/observed val-
ues, thus, even in the presence of model mismatches, unmodeled dynamics, etc., the
performance of the controller is not significantly affected. At each time step, the
horizon is shifted one step further, meaning that the horizon is always of length NP
time steps. Receding horizon with NP = 3 is visualized in Fig. 2.10 and Fig. 2.11.
Even though only the inputs for the next step are applied, a longer prediction horizon
is beneficial. When U opt is solved, the cost function considers the behavior of the
system along the whole prediction horizon. As a consequence, a longer prediction
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horizon means that the behavior of the system is predicted further into the future. In
the context of minimizing the cost function over time, when a longer time window is
considered, better educational choices can be made. Thus, having a longer prediction
horizon means that the algorithm is less aggressive.
As demonstrated in [9], MPC for ac drives benefits from a long prediction horizon,
especially at low switching frequencies. However, if U has integer variables, the
computational complexity required greatly (i.e., exponentially) increases as NP gets
longer. [8]
MPC can be summarized in the following steps:
1. Do the necessary measurements/observations
2. Predict behavior over the horizon
3. Solve the optimization problem
4. Get the sequence of inputs that produces the optimal result
5. Apply the inputs, but only for the first time step
6. Shift the prediction horizon by one time step
7. Repeat.
2.8 Finite Control Set Model Predictive Control
FCS-MPC is an MPC algorithm that can be used to control a signal when the input
vector has integer variables. Although the algorithm is presented in a general form,
the name FCS-MPC is given to it by the power electronic community. Thus, FCS-
MPC refers to a specific MPC algorithm when used in power electronic applications.
In FCS-MPC, the signal(s) is (are) regularly sampled at intervals of Ts. Based on
the discrete-time model of the plant, the states and outputs are predicted NP time
steps into the future. The optimization problem is solved, yielding the sequence of
optimal inputs. The inputs are kept constant within one sampling interval. Finally,
receding horizon policy is applied.
In FCS-MPC with NP = 1, the cost function is
J(k) = ‖s∗(k + 1)− s(k + 1)‖22 + λ‖∆u(k + 1)‖22, (2.41)
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where s is the controlled signal, s∗ its reference value, ‖ · ‖22 is the 2-norm, λ ∈ R+ is
the tuning parameter and ‖∆u(k+1)‖22 = ‖u(k+1)−u(k)‖22 is a term that penalizes
changes in the control effort. In the context of power electronics this term can be
referred as the switching effort.
The first part of the cost function, ‖s∗(k + 1) − s(k + 1)‖22, penalizes the error
(as quantified by the Euclidean distance) between the controlled signals and their
references. The 2-norm means that the error is squared, which results in a big cost
for bigger errors. The reasons to use the 2-norm in the cost function are detailed in
[14].
The second part of the cost function, ‖∆u(k + 1)‖22, consists of the switching ef-
fort. By penalizing changes in the control effort, one can minimize the switching
transitions. Thus, owing to the second term one can in effect control the switching
frequency.
The weighting factor λ gives the relative importance between the tracking error term
and the switching effort. A higher λ corresponds to more emphasis on switching
effort and vice versa. It is possible to set λ to be zero, which is equivalent to
ignoring the switching effort completely.
The cost function in (2.41) is given for NP = 1. In FCS-MPC, the input variables
are integer variables, which makes the optimization problem an integer problem. As
mentioned earlier, such problems are computationally demanding (O(cn)) [23]. As
a consequence, only FCS-MPC with NP of 1 is considered in this thesis. For the
interested reader, methods to reduce the computation required when using FCS-
MPC with long prediction horizons are given in [10], [15] and [16].
The optimization problem for FCS-MPC is
minimize
u
J(k)
subject to x(k + 1) = Ax(k) +Bu(k)
y(k + 1) = Cx(k + 1).
(2.42)
One way to solve (2.42) is enumeration: all possible input combinations are evaluated
before selecting the input that provides the most desirable result. There are ab
different input combinations, where a is the cardinality of the input set and b is
the number of input variables. U is a set defined to contain all ab possible input
combinations. Enumeration for NP = 1 and s = y is given in Algorithm 1. It is
executed at every time step.
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Algorithm 1 FCS-MPC Enumeration, NP = 1
costmin ←∞
for u ∈ U do
x(k + 1) = Ax(k) +Bu(k)
y(k + 1) = Cx(k + 1)
cost ← J(k) = ‖y∗(k + 1)− y(k + 1)‖22 + λ‖∆u(k + 1)‖22
if cost < costmin then
costmin ← cost
uopt ← u
end if
end for
For current control of ac drives, the controlled signal s is replaced by is. Then, λ
can be used to scale the importance of a low current error versus a low switching
effort. [23]
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3. DIRECT MODEL PREDICTIVE CONTROL
WITH FIXED SWITCHING FREQUENCY
3.1 Variable Switching Point Predictive Current Control
In FCS-MPC, switching can only happen at time-steps k + n, where n ∈ N. The
best of the eight possible switch positions is chosen and applied for a duration of
Ts. VSP
2CC extends this principle by allowing the change of switch position to be
delayed. Doing so enables both reference tracking and minimizing the ripple of the
controlled signal.
VSP2CC consists of three parts:
1. Calculating slopes
2. Finding the optimal time to switch
3. Solving the optimization problem
These are explained in the following sections.
3.1.1 Part 1: Calculating Slopes
In order to find the optimal time to switch, i.e., part 2, the slopes of the stator
current need to be estimated. In VSP2CC, a slope is estimated for each of the eight
switch positions. The slopes are denoted withm = [mα mβ]
T , wheremα(β) =
∆is,α(β)
∆t
.
The stator current slopes are estimated using the discrete-time state-space model of
the IM given in (2.37). The continuous-time model is discretized using a sampling
interval of Ts, which is the sampling interval for the controller. Then, based on
the known state variable x(k), and by setting a particular switch position u(k)
as an input, the future values of the stator currents are computed by is(k + 1) =
C(Ax(k)+Bu(k)). These predicted currents result if that particular switch position
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u(k) were to be applied for the duration of one sampling interval. Now, the stator
currents at time-step k and at k + 1 are known along with the duration between
these steps. These are used to calculate the slopes.
When the slopes are calculated, the stator currents are assumed to behave linearly,
i.e., to have a constant rate of change during the sampling interval. This is not
how the stator currents of an induction machine behave, but with a small sampling
interval, the mismatch is relatively small.
The slopes for a particular switch position u(k) are found as follows:
m =
is(k + 1)− is(k)
Ts
, (3.1)
where is(k + 1) is found by applying u(k) for the duration of the whole sampling
interval.
3.1.2 Part 2: Optimal Time to Switch
After part 1, each of the eight possible three-phase switch positions u is associated
with a constant stator current slope. In part 2, the slopes are used to find the
optimal time to switch for each of the switch positions.
As mentioned earlier, in VSP2CC, it is possible to delay switching from a switch
position to another. The amount of delay is called the optimal time to switch,
tsw ∈ [0, Ts). In terms of time-steps, the switching instance is nsw ∈ [k, k + 1). The
slope associated with the switch position being applied at time 0 is denoted by m0.
After the delay, a new switch position is applied. The slope associated with that
switch position is denoted by m1.
For a particular switch position, tsw is found by minimizing the root mean squared
(rms) error of the stator current. The stator current squared rms error erms is by
definition
erms =
1
Ts
(∫ tsw
0
(i∗s − is(t))2dt +
∫ Ts
tsw
(i∗s − is(t))2dt
)
. (3.2)
To find the value for tsw that minimizes the squared rms error, some assumptions
need to be made. The stator current reference i∗s is assumed to be constant. More-
over, as mentioned in Section 3.1.1., the stator current evolves linearly with constant
slopem, as given by (3.1) The progression of the stator currents with these assump-
tions in place is visualized in Fig. 3.1.
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Figure 3.1 Stator current slopes and the time to switch visualized
With these assumptions, erms can be minimized by setting its derivative equal to
zero. Then, after some calculus, minimizing erms takes the following form [24]:
tsw =
A+B
C +D
, (3.3)
where
A = (m1,α −m0,α)(2is,α(0)− 2i∗s,α + Tsm1,α)
B = (m1,β −m0,β)(2is,β(0)− 2i∗s,β + Tsm1,β)
C = (m0,α −m1,α)(2m0,α −m1,α)
D = (m0,β −m1,β)(2m0,β −m1,β).
(3.4)
3.1.3 Part 3: Solving the Optimization Problem
After part 2, each potential switch position is associated with an optimal time to
switch. In other words, there are eight input pairs of the form {u, tsw}. In part 3,
the pair that produces the most desirable results is chosen. This is formulated as
an optimization problem.
The cost function for this optimization problem is chosen similarly to FCS-MPC,
i.e., it consists of two terms: the tracking error term given by the squared 2-norm of
the current error at switching and sampling instances and the switching effort term,
J(k) =
∑
ξ∈S
(‖i∗s − is(k + ξ|k) ‖22) + λ‖∆u(k + 1)‖22, (3.5)
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where S = { tsw
Ts
, 1}. The term λ is a tuning parameter used to choose the relative
importance of the switching effort compared to the current error.
The cost function requires finding is(tsw). This is done by discretizing the model for
tsw and applying the previous input u(k
−). Doing so yields is(tsw) and x(tsw). is(Ts)
is found by using x(tsw) as the initial state, discretizing for Ts − tsw and applying
the next switch position as an input.
The optimization problem for VSP2CC is
minimize
u
J(k)
subject to (3.1) and (3.3).
(3.6)
The optimization problem for VSP2CC is a mixed integer problem. One way to
solve it is to use exhaustive enumeration of all possible pairs {u, tsw}. Enumeration
for VSP2CC with NP = 1 is given in Algorithm 2. [1][24]
Algorithm 2 VSP2CC Enumeration, NP = 1
costmin ←∞
get m0
for u ∈ U do
get m1
get tsw
discretize for tsw
get is(tsw)
discretize for Ts − tsw
get is(Ts)
cost ← J(k)
if cost < costmin then
costmin ← cost
{uopt, tsw,opt} ← {u, tsw}
end if
end for
apply uopt at time tsw,opt
repeat
3.2 Direct MPC With Fixed Switching Frequency
An MPC algorithm, direct MPC with fixed switching frequency, is proposed in this
section. As the name suggests, the proposed method achieves a fixed switching
frequency while controlling the switches directly, i.e. not using a modulator. This
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is done by extending VSP2CC to include more intermediate switching times, but
simultaneously adding more constraints to the problem.
Similarly to VSP2CC, direct MPC with fixed switching frequency has three parts:
1. Calculating slopes
2. Finding the optimal times to switch
3. Solving the optimization problem
These parts along with the algorithm specific constraints and definitions are pre-
sented in this section.
3.2.1 Constraints and Definitions
The average switching frequency of a two level inverter, fsw, can be calculated by
fsw = lim
N→∞
1
6NTs
N−1∑
ℓ=0
‖u(ℓ)− u(ℓ− 1)‖1, (3.7)
where N ∈ N is the number of sampling intervals, 6 is the number of active switches
and ‖ · ‖1 denotes the 1-norm.
To achieve a constant switching frequency, each leg is forced to switch once within
one Ts. This can be stated formally as
‖u(k + 1)− u(k)‖21 = 3. (3.8)
With this restriction in place, the average switching frequency fsw according to (3.7)
is 1
2Ts
.
Another constraint is that each inverter leg is set to switch individually. In other
words, two inverter legs cannot switch at the same time.
When these two constraints are combined, a total of four different switch positions
are applied within one sampling interval. For example: let u(k) = [0 0 0]T . As each
inverter leg has to switch once, it follows that u(k + 1) = [1 1 1]T . Then, let leg a
switch first, b second and c third. Because the legs are forced to switch individually,
the following switch positions are applied: [0 0 0]T → [1 0 0]T → [1 1 0]T → [1 1 1]T .
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In the previous example, the order in which the inverter legs switched was assumed
to be a→ b → c. There are a total of 3! = 6 different orders to switch in. The six
switching orders and the resulting switch positions are given for u(k) = [0 0 0]T in
Table 3.1.
Table 3.1 The six switching orders and the resulting switch positions for u(k) = [0 0 0]T
Switching order Voltage vectors
a→ b→ c

00
0

→

10
0

→

11
0

→

11
1


a→ c→ b

00
0

→

10
0

→

10
1

→

11
1


b→ a→ c

00
0

→

01
0

→

11
0

→

11
1


b→ c→ a

00
0

→

01
0

→

01
1

→

11
1


c→ a→ b

00
0

→

00
1

→

10
1

→

11
1


c→ b→ a

00
0

→

00
1

→

01
1

→

11
1


It should be noted that regardless of which switch position is being applied at k, the
constraints cause six switching orders and four switch positions per switching order
to appear.
For a particular switching order, switching times are defined as follows:
• tsw,1 ∈ [0, Ts) is the time when the first inverter leg is switched
• tsw,2 ∈ [0, Ts) is the time when the second inverter leg is switched
• tsw,3 ∈ [0, Ts) is the time when the third inverter leg is switched
This enables stating the second constraint formally:
0 < tsw,1 < tsw,2 < tsw,3 < Ts. (3.9)
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A vector containing all three switching times is defined as
tsw =


tsw,1
tsw,2
tsw,3

 . (3.10)
3.2.2 Part 1: Calculating Slopes
The first part in direct MPC with fixed switching frequency is to estimate stator
current slopes. Each of the eight switch positions that the inverter can produce
gets corresponding stator current slopes, exactly as in VSP2CC. The method for
estimating these slopes is also exactly as in VSP2CC.
The stator current slope estimation method is repeated here for the sake of com-
pleteness:
m =
is(k + 1)− is(k)
Ts
, (3.11)
where is(k+1) is found by applying the switch position in question for the duration
of the whole sampling interval.
3.2.3 Part 2: Finding the Optimal Times to Switch
In VSP2CC, each of the eight switch positions get associated with an optimal time
to switch. The optimal switching time instant is found by finding the tsw that
minimizes the squared root mean square stator current error.
In direct MPC with fixed switching frequency, each of the six switching orders is
associated with three switching times. By definition, the squared rms current error
with three intermediate switching time instants is given by
erms =
1
Ts
∫ tsw,1
0
(i∗s − is(t))2dt +
1
Ts
∫ tsw,2
tsw,1
(i∗s − is(t))2dt
+
1
Ts
∫ tsw,3
tsw,2
(i∗s − is(t))2dt +
1
Ts
∫ Ts
tsw,3
(i∗s − is(t))2dt.
(3.12)
In VSP2CC, when assuming constant slopes and references, the problem of mini-
mizing erms was solved by using calculus. The optimal switching time was expressed
as a function of the initial current and the slopes. This is not possible for direct
MPC with fixed switching frequency as the introduction of multiple intermediate
3.2. Direct MPC With Fixed Switching Frequency 31
k k +
tsw,1
Ts
k +
tsw,2
Ts
k +
tsw,3
Ts
k + 1
i∗s,α
i∗s,β
is,α
is,β
m0,α
m1,α
m2,α m3,α
m0,β
m1,β
m2,β
m3,β
Figure 3.2 Stator current slopes and the times to switch visualized
switching times complicates the problem. Instead, the optimal switching times are
calculated by minimizing the squared error at switching times. This simplification is
a coarse approximation of the rms error. However, it enables formulating the prob-
lem of finding the three switching times as a convex optimization problem, provided
that certain assumptions are made, as will be shown later.
When finding the optimal times to switch, tsw, certain assumptions are made. The
assumptions are the same as for VSP2CC, i.e., constant stator current references
and constant stator current slopes. As explained previously, four different switch
positions get applied within one sampling interval. The constant slopes that corre-
spond to the first switch position is defined asm0. For the second, third and fourth,
the slopes are m1, m2 and m3 respectively.
With the help of the previous definitions, the stator current is approximated to
behave as follows:
is(tsw,1) = is(0) +m0tsw,1
is(tsw,2) = is(tsw,1) +m1(tsw,2 − tsw,1)
is(tsw,3) = is(tsw,2) +m2(tsw,3 − tsw,2)
is(Ts) = is(tsw,3) +m3(Ts − tsw,3).
(3.13)
The approximated stator current evolution, the constant reference, the slopes and
the three switching times are visualized in Fig. 3.2.
As was mentioned earlier, finding tsw is formulated as an optimization problem. The
goal of the optimization problem is to find the three switching times that minimize
the squared stator current error at times tsw and at Ts. The cost function for this
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optimization problem is
J(k) =
∑
ξ∈S
(‖i∗s − is(k + ξ|k) ‖22), (3.14)
where S = { tsw,1
Ts
tsw,2
Ts
tsw,3
Ts
1} and is is the predicted stator current. The prediction
is done according to (3.13).
(3.13) and (3.14) can be combined, which results in
J(k) =∥∥∥∥∥∥∥∥∥


i∗s
i∗s
i∗s
i∗s

−


m0 0 0
m0 −m1 m1 0
m0 −m1 m1 −m2 m2
m0 −m1 m1 −m2 m2 −m3



tsw,1tsw,2
tsw,3

−


is(0)
is(0)
is(0)
is(0)

−


0
0
0
m3Ts


∥∥∥∥∥∥∥∥∥
2
2
,
(3.15)
where 0 is the zero vector.
The complete optimization problem is
minimize
tsw
J(k)
subject to (2.37) (3.8) and (3.9).
(3.16)
This optimization problem is solved for each of the six previously mentioned switch-
ing orders. Doing so yields a vector of optimal times to switch for each of the six
cases.
3.2.4 Part 3: Solving the Optimization Problem
As shown in Section 3.2.1, each of the six possible switching orders is associated with
four different switch positions. To conveniently refer to all four of those vectors in
the order they are to be applied in, a sequence of input vectors U s is defined. Let
the first of the four input vectors be u0, the second be u1, the third be u2 and the
fourth be u3. Then, the sequence of input vectors is defined as
U s =
[
u0 u1 u2 u3
]
, (3.17)
where U s ∈ R3×4. Additionally, a set containing all six of the possible U s is defined
as Us.
Using these definitions, the goal of part three is to find the most suitable pair
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{U s, tsw} out of six such pairs. This is formulated as an optimization problem. To
this end, the pair {U s, tsw} that produced the lowest J(k) in the previous step is
selected.
The pseudo-code for direct MPC with fixed switching frequency with NP = 1 is
given in Algorithm 3.
Algorithm 3 Direct MPC with fixed switching frequency, Enumeration, NP = 1
costmin ←∞
get m0
for U s ∈ Us do
get m1,m2,m3
get tsw by solving (3.16)
cost ← J(k)
if cost < costmin then
costmin ← cost
{U s,opt, tsw,opt} ← {U s, tsw}
end if
end for
apply U s,opt at times tsw,opt
repeat
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4. SIMULATION RESULTS AND ANALYSIS
A total of four different control strategies have been introduced in previous chap-
ters: FOC/CB-PWM, FCS-MPC, VSP2CC and direct MPC with fixed switching
frequency. The performance of all four is studied by simulating them under different
conditions using Matlab.
In all simulations, the IM model given in Chapter 2 is controlled by an ideal two-
level inverter with a constant dc-link voltage. The speed and torque controllers are
omitted, meaning that each control strategy is given a stator current reference to
follow.
This chapter has three sections. In Section 4.1, the performance of the four strategies
is analyzed during nominal steady-state operation. In Section 4.2, the dynamical
performance of the system, under torque reference changes, is examined. Finally, in
Section 4.3, the control strategies are compared in terms of total harmonic distortion
(THD) under different switching frequencies.
4.1 Steady-state Performance
In this section, the stator current reference i∗s,dq is set to a value that produces
the nominal torque and the desired degree of magnetization. The stator current
reference is kept constant to study steady-state behavior of the four different control
strategies. The stator currents, switch positions, stator flux magnitude, torque and
stator current harmonics are displayed for each of the four control strategies.
The steady-state performance is studied using nominal values and an average switch-
ing frequency of 1050Hz. For asymmetric regularly sampled CB-PWM this means
a carrier frequency to fundamental frequency ratio fc
ff
of 21. For direct MPC with
fixed switching frequency, it means a sampling time of 1
2·1050Hz ≈ 476µs. Both of
these produce a constant switching frequency of exactly 1050Hz.
FCS-MPC and VSP2CC are simulated with a sampling interval of 25µs. They both
use λ to balance the importance of current THD in relation to the switching effort.
4.1. Steady-state Performance 35
Because of this, it is not possible to achieve an average switching frequency of exactly
1050Hz. For FCS-MPC, λ = 0.0022475 produces an average switching frequency of
1050.5Hz and for VSP2CC, λ = 0.004398 produces 1050.4Hz. These values for λ are
used.
4.1.1 Carrier-based Pulse Width Modulation
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Figure 4.2 CB-PWM steady-state switch
position
      
S
ta
to
r
fl
u
x
m
ag
n
it
u
d
e
[p
.u
.]
Time [ms]
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1.0
Figure 4.3 CB-PWM steady-state stator
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Figure 4.5 CB-PWM stator current harmonics
Asymmetric regularly sampled CB-PWM is used with the min/max -based common-
mode injection, as explained in Section 2.4.1. This provides quarter-wave symmetry
for the switch positions and odd, non-triplen harmonics for the current.
As can be seen from the above figures, the stator current references and the torque
reference are being tracked. The stator flux magnitude is 1 p.u, as expected.
Quarter-wave symmetry can be observed in the switch positions.
The five more prominent harmonics are at 850Hz, 950Hz, 1150Hz, 1250Hz and
2050Hz, which are the 17th, 19th, 23rd, 25th and 41st. These are odd, non-triplen
integer multiples of the fundamental frequency.
4.1.2 Finite Control Set Model Predictive Control
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Figure 4.8 FCS-MPC steady-state stator
flux magnitude
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Figure 4.9 FCS-MPC steady-state electro-
magnetic torque
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Figure 4.10 FCS-MPC stator current harmonics
In FCS-MPC, switching occurs when the stator current error penalty would be too
high without switching. As a consequence, an inverter leg may switch back and
forth repeatedly between sampling intervals or it might not switch at all for a long
time. In other words, the need to switch is evaluated for each sampling interval on
a case by case basis without any concern for symmetries. This explains the lack
of symmetry in all of the figures, which, in turn, explains why the stator current
harmonics are spread over many frequencies.
The stator current references are tracked well, the stator flux magnitude is 1 p.u. and
the the torque reference is tracked. In other words, the control works.
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4.1.3 Variable Switching Point Predictive Current Control
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Figure 4.11 VSP2CC steady-state stator
currents
  
P
h
as
e
a
b
c
Time [ms]
0 5 10 15 20
1
0
1
0
1
0
Figure 4.12 VSP2CC steady-state switch
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Figure 4.13 VSP2CC steady-state stator
flux magnitude
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Figure 4.15 VSP2CC stator current harmonics
As a part of VSP2CC, an optimal time to switch is calculated. Consequently, the
time to switch can be delayed within a sampling interval. The frequency components
of the stator currents are spread over many frequencies due to the significant lack
of symmetries in the switch positions, and consequently in the produced currents.
Both the stator current references and the torque reference are tracked. The stator
flux magnitude stays very close to 1 p.u.
4.1.4 Direct MPC with Fixed Switching Frequency
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Figure 4.18 Direct MPC with fixed
switching frequency, steady-state stator flux
magnitude
      
T
or
q
u
e
[p
.u
.]
Time [ms]
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1.0
Figure 4.19 Direct MPC with fixed switch-
ing frequency, steady-state electromagnetic
torque
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Figure 4.20 Direct MPC with fixed switching frequency, stator current harmonics
In direct MPC with fixed switching frequency the switch positions resemble those of
CB-PWM. The inverter legs are set to switch once in each sampling interval. CB-
PWM does the same within the linear modulation range. Unlike CB-PWM, direct
MPC with fixed switching frequency dose not impose any symmetries. However,
the harmonic spectrum in Fig. 4.20 implies that sequences of switch positions are
repeated symmetrically.
In addition to the switch positions, the stator current harmonics of direct MPC
with fixed switching frequency are somewhat similar to those of CB-PWM. The five
more significant harmonics are at the same frequencies as for CB-PWM, although
their magnitudes differ. The locations of the harmonics seem to follow those of
CB-PWM, to an extent. One clear difference is that with direct MPC with fixed
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switching frequency, the fifth, seventh and eleventh harmonics are noticeably larger.
In CB-PWM, those harmonics appear in overmodulation.
The stator current references are tracked successfully. The stator flux magnitude
stays close to the desired 1 p.u. Additionally, the torque reference is tracked. In
other words, direct MPC with fixed switching frequency manages to track all of its
reference values in steady-state operation.
4.2 Torque Step Response
In this section, the torque transient performance of each of the four control strategies
is displayed and analyzed. While operating at the steady-state operating conditions
stated in Section 4.1., the torque reference is stepped down from 1 to 0 p.u. at t
= 5ms. The current reference is changed accordingly. After 10ms, i.e. at 15ms,
the torque reference, and consequently the current reference are set equal to their
nominal values. The stator currents and their references, the switch positions, the
stator flux magnitude and the torque are displayed.
In CB-PWM and direct MPC with fixed switching frequency, average switching
frequency fsw is a function of sampling interval length Ts. Consequently, to achieve
a particular fsw, Ts needs to be set accordingly. Additionally, any discrete control
algorithm will react to a reference change only when the next sampling instance
occurs. Therefore, any reference changes occurring in between of sampling instances
will be reacted to only after a slight delay. For these reasons, a slight delay in
the responses can be seen with CB-PWM and direct MPC with fixed switching
frequency. The sampling intervals for FCS-MPC and VSP2CC happen to be such
that the transient occurs as the sampling is occurring.
The same sampling intervals and λ are used as in the previous section. The targeted
average switching frequency is 1050Hz.
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4.2.1 Carrier-based Pulse Width Modulation
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Figure 4.21 CB-PWM stator currents
P
h
as
e
a
b
c
Time [ms]
0 5 10 15 20 25
1
0
1
0
1
0
Figure 4.22 CB-PWM switch position
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Figure 4.23 CB-PWM stator flux mag-
nitude
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Figure 4.24 CB-PWM electromagnetic
torque
CB-PWM requires a three-phase voltage reference, which is created from the current
references by using PI controllers. In a step change, the controller output changes
proportional to the error signal. Over time, the integral part of the PI controller
removes the steady-state error that the proportional part alone would produce.
In Fig. 4.24, after the first step at 5ms, the torque starts to approach zero. As the
error gets smaller, the rate of change of the torque slows down. Eventually, the
integral part removes the error over time. At the second step change, the torque
has a small overshoot.
In CB-PWM, the inverter legs are set to switch once within a sampling interval. This
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causes the torque and currents to temporarily divert from their references during
the step changes.
4.2.2 Finite Control Set Model Predictive Control
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Figure 4.25 FCS-MPC stator currents
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Figure 4.26 FCS-MPC switch position
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Figure 4.27 FCS-MPC stator flux mag-
nitude
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Figure 4.28 FCS-MPC electromagnetic
torque
FCS-MPC has the freedom to apply any switch position for a duration of one sam-
pling interval. This means that it can produce a torque step response that is very
close to the theoretical best possible response. Such behavior can be seen in the
current and torque responses above.
At 5ms, the inverter legs corresponding to phases a and c switch positions and stay
at those positions for as long as is necessary. This inversion of the voltages allows
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for a very fast response time. At 15ms, the response is a lot slower. Because the
IM operates at nominal speed, thus the settling time is only limited by the available
dc-link voltage [8].
4.2.3 Variable Switching Point Predictive Current Control
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Figure 4.29 VSP2CC stator currents
 
P
h
as
e
a
b
c
Time [ms]
0 5 10 15 20 25
1
0
1
0
1
0
Figure 4.30 VSP2CC switch position
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Figure 4.31 VSP2CC stator flux magni-
tude
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Figure 4.32 VSP2CC electromagnetic
torque
VSP2CC has similar degrees of freedom as FCS-MPC when it comes to switching.
Consequently, the torque response is as fast as with FCS-MPC. Even though the
currents and the torque are very similar to those of FCS-MPC, the switch positions
are different. The current and torque responses are fast and there is no overshoot
once the references are reached.
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Similarly to FCS-MPC, the inversion of voltages occurs at 5ms. The response is
slower at 15ms than at 5ms. This can be explained by the same limitations regarding
the available dc-link voltage as in FCS-MPC.
4.2.4 Direct MPC with Fixed Switching Frequency
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Figure 4.33 Direct MPC with fixed
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Figure 4.34 Direct MPC with fixed switch-
ing frequency, switch position
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Figure 4.35 Direct MPC with fixed
switching frequency, stator flux magnitude
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Figure 4.36 Direct MPC with fixed switch-
ing frequency, electromagnetic torque
As mentioned earlier, direct MPC with fixed switching frequency relies on selecting
an appropriate sampling interval for setting the switching frequency. As a conse-
quence, the information about the reference changing has not reached the algorithm
at exactly 5ms, but slightly after. Considering this delay, the step response is very
close to that of FCS-MPC and VSP2CC.
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The difference between FCS-MPC/VSP2CC responses and the direct MPC with
fixed switching frequency response comes from the constraints in direct MPC with
fixed switching frequency. It has to have all of the inverter legs switch once within
a sampling interval, even when it is not optimal to do so. However, unlike in CB-
PWM, the undesired leg position is kept for only the minimum time possible.
4.3 THD Comparison
In this section, the four different control strategies, CB-PWM, FCS-MPC, VSP2CC
and direct MPC with fixed switching frequency, are compared in terms of stator cur-
rent THD. More specifically, steady-state simulations over a wide range of switching
frequencies, i.e., from 550Hz to 1650Hz, are run and the stator current THD is
recorded. Specifically, for each simulation, the average switching frequency and the
stator current THD are recorded.
With CB-PWM, to half the THD, the switching frequency needs to double, and vice
versa. As a consequence, the relation between THD and switching frequency can be
expressed as
THD(is)fsw = c, (4.1)
where c is a constant [8]. This product c can be used as a helpful metric when
comparing the performance of different control strategies. A lower c means that
with the same switching frequency, a lower THD is achieved, and vice versa. With
MPC algorithms, the product expressed with c is not necessarily a constant as it is
with CB-PWM. This necessitates plotting c as a function of the average switching
frequency as a method to compare the performance of control schemes.
Stator current THD as a function of average switching frequency for the four dif-
ferent control strategies is given in Fig. 4.37. The product c as a function of the
average switching frequency is shown in Fig. 4.38. In both figures, the CB-PWM
performance is shown in black, direct MPC with fixed switching frequency in red,
VSP2CC in blue and FCS-MPC in green.
4.3. THD Comparison 47
 
 
 
T
H
D
[%
]
Switching frequency [Hz]
400 600 800 1000 1200 1400 1600 1800
4
6
8
10
12
14
Figure 4.37 THD comparison
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Figure 4.38 Product c comparison
In Fig. 4.37, with lower switching frequencies, the THD is high regardless of the
control algorithm. The simulated machine is a medium voltage (MV) IM, which are
sometimes used in conjunction with multilevel inverters to deal with this issue. Also,
if a low voltage (LV) IM was used instead, a higher switching frequency would be
acceptable. The comparison is still valuable, since even if the machine parameters
change, the results stay qualitatively similar.
As was mentioned, the performance metric c is constant for CB-PWM. With direct
MPC with fixed switching frequency, c is almost the same as for CB-PWM, only
slightly lower. The other MPC based algorithms have a much lower c. The value
for c fluctuates, but the trend is that a lower switching frequency provides a better
c.
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5. CONCLUSIONS
MPC is a control algorithm in which a model, an optimization problem and reced-
ing horizon policy are used when deciding on which control actions to take. The
model is used for predicting the states and outputs of the controlled system as a
function of inputs and previous states. The optimization problem consists of the ob-
jective function and constraints. The objective function maps the control objectives
into a scalar and the constraints restrict states, inputs and outputs with equalities
and inequalities. Solving the optimization problem yields the sequence of inputs
that, according to the model, result in the most desirable system behavior. Closed
loop control of the system is introduced by using receding horizon policy, i.e., by
repeatedly solving the optimization problem after the first optimal input is applied.
MPC can be used to control MIMO or SISO systems and linear or non-linear systems.
In power electronics, the controlled systems are often non-linear can have multiple
inputs or outputs. For example, a VSD is a MIMO system. Traditionally, this
is addressed by averaging and cascaded control loops. With MPC, these can be
avoided. Additionally, power electronic systems can be modeled fairly accurately.
For these reasons, given that the computing power is continuously increasing, MPC
for ac drives is a viable alternative to consider.
An MPC algorithm for a drive system consisting of a two-level inverter and an IM
that can operate the power electronic converter at a fixed switching frequency was
proposed. The algorithm, i.e., direct MPC with fixed switching frequency, controls
the switches directly. This means that it does not require a modulator. With the
proposed method, the optimization variable is a vector that consists of switching
times. As a consequence, the optimization problem underlying MPC yields the
best instants each inverter leg should switch, provided that they are switched in a
particular order.
The proposed method contains a constraint forcing each inverter leg to switch once
within a sampling interval, even if switching is not optimal. For a two-level inverter,
the constraint means that the optimization problem is solved six times for each
time step. This constraint causes a fixed switching frequency that is defined by the
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chosen sampling interval. It also causes the frequency content of the stator currents
to be at integer multiples of the fundamental frequency. These distinct harmonics
are not present when using some of the existing direct MPC algorithms (FCS-MPC,
VSP2CC).
The proposed method achieves a steady-state performance on par with CB-PWM.
The other MPC algorithms studied outperformed the proposed method in terms of
steady-state THD. Under a torque step change, the proposed method outperforms
CB-PWM. The step responses of direct MPC with fixed switching frequency are
almost as good as with FCS-MPC and VSP2CC.
If distinct harmonics and a fixed switching frequency are desired, the proposed
method is a viable alternative to CB-PWM, as it performs better during torque
transients. Additionally, the proposed method is good for MIMO systems. If the
harmonics are allowed to be distributed along random frequencies, FCS-MPC or
VSP2CC should be used, as they perform the best in steady-state situations.
5.1 Future Research
During this thesis, all MPC algorithms had a prediction horizon length of one. As
mentioned in Section 2.7, MPC algorithms benefit from having a longer prediction
horizon. The proposed algorithm should be extended to allow a longer prediction
horizon in a computationally efficient manner.
An MV IM can be controlled with a three-level neutral point clamped (NPC) inverter
[19]. This allows for a lower average switching frequency and a better THD. A
three-level inverter introduces three positions for an inverter leg: -1, 0 and 1. The
proposed algorithm should be developed to work with a three-level inverter and its
performance with the necessary changes is to be studied.
The thesis focuses only on the motor control part of an ac drive system. The
suitability of the proposed method for grid-side control should be explored.
Direct MPC with fixed switching frequency should be implemented, for example
on a field programmable gate array (FPGA). This would allow verification of the
performance of the proposed algorithm with a hardware-in-the-loop simulation or a
real drive system.
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APPENDIX A. PER UNIT SYSTEM
The goal in using per unit values is to normalize the system under analysis, which is
done by using base values. To transform actual values to per unit values, the actual
values are divided by the corresponding base values. To transform per unit values
to SI units, the per unit values are multiplied by the base value of that unit.
The base values are chosen according to nominal values of the IM used in the thesis.
The base values for voltage, current and angular speed are chosen, whereas the rest
are derived from them. The base voltage VB is the peak value of the nominal phase
voltage of the machine. The base current IB is the peak value of the nominal stator
current and the base angular speed ωB is 2π times the nominal stator frequency.
The base values used are given in Table 1. pf stands for power factor.
Table 1 The base values used
Base value of Symbol Base value
Voltage VB
√
2
3VR
Current IB
√
2IR
Angular speed ωB ωs,R
Frequency fB
ωB
2π
Impedance ZB
VB
IB
Inductive reactance XL,B
ZB
ωB
Capacitive reactance XC,B
1
ωBZB
Apparent power SB
3
2VBIB
Torque TB
pf pSB
ωB
