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Abstract
In this paper, the author considers, by Liao methods, the stability of Lyapunov exponents of a nonau-
tonomous linear differential equations: d x/dt = A(t)x ((t, x) ∈ R+ × Rn) with linear small perturbations.
It is proved that, if A(t) is a upper-triangular real n by n matrix-valued function on R+, continuous and uni-
formly bounded, and if there is a relatively dense sequence {Ti}∞0 in R+, say 0 = T0 < T1 < · · · < Ti < · · ·,
such that
χ+∗ (A) = lim sup
i→+∞
1
Ti
i−1∑
i′=0
max
1kn
{ Ti′+1∫
Ti′
Akk(t) dt
}
< 0,
then, there corresponds, to any ε > 0, a constant δ > 0, such that for every linear equations (B), dz/dt =
B(t)z ((t, z) ∈ R+ × Rn) satisfying supt∈R+ ‖B(t) − A(t)‖ < δ, where the real n by n matrix-valued
function B(t) is continuous with respect to t ∈ R+, one has
lim sup
t→+∞
1
t
log
∥∥z(t; z0)∥∥< χ+∗ (A)+ ε (∀z0 ∈ Rn),
where z(t) = z(t; z0), is the solution of Eq. (B) with z(0) = z0. For the nonuniformly expanding case, there
is a similar statement.
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Consider here a linear differential equations
d x
dt
= A(t)x ((t, x) ∈ R+ × Rn), (A)
where A(t) is a real n by n matrix-valued function, continuous and uniformly bounded on R+.
Here and from now on x = (x1, . . . , xn)T ∈ Rn is viewed as an n by 1 matrix, 0 denotes the
origin of Rn with the usual euclidean norm ‖ · ‖ and R+ = {t ∈ R | t  0} for some fixed natural
number n. Here and in the future, we use the superscript T to indicate the transpose operator
of matrix. For any x0 ∈ Rn, Eq. (A) has a unique solution x(t) = xA(t; x0) with x(0) = x0.
It is a common viewpoint, as commented by Bellman [2], that “perhaps the most important
property of the solutions is that of boundedness. If a solution is bounded, we are interested in
knowing whether or not it approaches zero as t → ∞ and, in general, in examining the possible
set of values it assumes as t → ∞. If the solution is unbounded, we may wish to examine the
ratio t−1 log‖xA(t; x0)‖.” If the matrix-valued function A(t) is constant, i.e., A(t) ≡ A(0) for all
t  0, then the trivial solution is asymptotically and exponentially stable if and only if the real
part of every eigenvalue of the matrix A(0) is negative. A similar result holds in the case when the
matrix-valued function A(t) is periodic; namely, there is some τ > 0 such that A(t + τ) = A(t)
for all t ∈ R+. For nonperiodic case, the situation becomes more complicate.
Recall that for any nonzero vector v ∈ Rn, the Lyapunov exponent, write λ+(v;A), of Eq. (A)
at v, is defined by the formula
λ+(v;A) = lim sup
t→+∞
1
t
log
∥∥xA(t; v)∥∥.
It is well known that if λ+(v;A) < 0 for all nonzero v ∈ Rn, then the trivial solution xA(t; 0) = 0
is asymptotically and exponentially stable.
We now consider a perturbation of Eq. (A), say
d x
dt
= A(t)x + f (t, x) ((t, x) ∈ R+ × Rn), (A + f )
where f (t, x) with f (t, 0) = 0 is an n-dimensional real vector-valued continuous function, non-
linear or linear with respect to the variable x ∈ Rn. One of the main problems widely studied in
Lyapunov stability theory is whether or not the condition
λ+(v;A) < 0 (∀v(= 0) ∈ Rn)
implies that the trivial solution xf (t) = 0 of the perturbed equation (A + f ) is asymptotically
and exponentially stable.
It is well known that, in the general case, negativity of all Lyapunov exponents of the nonau-
tonomous linear system (A) is not sufficient for the Lyapunov asymptotical stability of the
solution xf (t) = 0 of the system (A+ f ), see Perron [18]. There exist different sufficient condi-
tions providing an affirmative answer to the problem raised above.
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For nonlinear perturbed equations (A + f ), under the following conditions:
λ+(v;A) < 0 (∀v(= 0) ∈ Rn) (C1)
and ∥∥f (t, x)∥∥K‖x‖1+α (K > 0, α > 0) (C2)
and an additional assumption known as forward regularity,1 there the following theorem is well
known, due to Bylov et al. [3]:
Stability Theorem 1. Suppose that for all nonzero vector v ∈ Rn the Lyapunov exponent
λ+(v;A) of Eq. (A) is forwardly regular and satisfies condition (C1). If there exists a neigh-
borhood of 0 in Rn, say
Bnς (
0) = {x ∈ Rn: ‖x‖ < ς}
such that for any t ∈ R+ condition (C2) holds for x ∈ Bnς (0), then the solution xf (t) = 0 of
Eq. (A + f ) is exponentially stable in the sense of Lyapunov.
A similar theorem, for cascades of class C1+α and with Lyapunov–Perron regularity condi-
tion, is proved by Pesin [19].
In view of Perron’s triangulation lemma (see Lefschetz [9]), we, without loss of generality,
assume that A(t) is upper-triangular. For the sake of convenience, we now list the basic assump-
tions, which we need in the sequel.
(C∗1) A(t) = (Ajk(t)) is an n by n real matrix-valued continuous function defined on R+ such
that
Ajk(t) = 0 (1 k < j  n) and ‖A‖ := sup
t∈R+
∥∥A(t)∥∥< ∞.
(C∗2) There is a relatively dense sequence in R+, say {Ts}∞0 :
0 = T0 < T1 < T2 < T3 < · · ·
such that
χ+∗ (A) := lim sup
s→+∞
1
Ts
s−1∑
s′=0
max
1kn
{ Ts′+1∫
Ts′
Akk(t) dt
}
< 0.
1 Let A(t) be the fundamental matrix solution of Eq. (A) and {(λi , ni ): i = 1, . . . , s(A)} be its Lyapunov spectrum. If∑s(A)
niλi = lim inft→∞ 1t log detA(t) then Eq. (A) is said to be forwardly Lyapunov regular.i=1
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0 = T̂0 < T̂1 < T̂2 < T̂3 < · · ·
such that
ð
+∗ (A) := lim inf
s→+∞
1
T̂s
s−1∑
s′=0
min
1kn
{ T̂s′+1∫
T̂s′
Akk(t) dt
}
> 0.
Notice that (C∗1) + (C∗2) not only means the system (A) nonuniformly contracting; i.e.
lim sup
t→+∞
1
t
log
∥∥xA(t; v)∥∥= λ+(v;A) < 0 (∀v(= 0) ∈ Rn),
but also some “weak uniformity” needed to guarantee the desired Lyapunov stability theorems
below.
We now state another Lyapunov-wise stability theorem due to Liao [11]:
Stability Theorem 2. Suppose that conditions (C∗1) and (C∗2) above hold for Eq. (A). If
(C∗3) f (t, x) = (f 1(t, x), . . . , f n(t, x))T ∈ Rn and ∂f/∂(x1, . . . , xn) are continuous with re-
spect to (t, x) ∈ R+ × Rn and
(C∗4) uniformly for t ∈ R+ ∥∥f (t, x)∥∥= o(‖x‖),
then the solution xf (t) = 0 of Eq. (A+f ) is exponentially and asymptotically stable in the sense
of Lyapunov.
Comparing the conditions required by Stability Theorems 1 and 2 respectively, we have
(C1) + regularity ↔ (C∗2),
(C2) ↔ (C∗3) + (C∗4).
1.2. Linear perturbations
Next, we in the present paper consider the linear perturbations of Eq. (A); namely, the problem
for linear perturbed equations
dz
dt
= A(t)z +Φ(t)z ((t, z) ∈ R+ × Rn), (A +Φ)
where Φ(t) is another small real n by n matrix-valued continuous function defined on R+. Under
the condition that all solutions of Eq. (A) are bounded, the problem of interest to us is concerned
with the case of a stability condition for the trivial solution xΦ(t) = 0 of Eq. (A + Φ). There
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is also known that, for the perturbed linear differential system (A + Φ), only the negativity of
all Lyapunov exponents of system (A) is not enough to guarantee the exponential stability of the
trivial solution xΦ(t) = 0, in general.
Example 1.1. (See [2, Theorem 2.5]) Consider the equations
d
dt
[
y1
y2
]
=
[−a 0
0 sin log t + cos log t − 2a
][
y1
y2
]
(t > 0)
for any constant 1 < 2a < 1 + e−π/2. Its Lyapunov exponents are λ+1 = −a < 0 and λ+2 =−2a + 1 < 0. If we choose as our perturbing matrix as follows
Φ(t) =
[
0 0
e−at 0
]
∀t > 0,
the perturbed equations (A +Φ) has the form
dz1
dt
= −az1, dz2
dt
= (sin log t + cos log t − 2a)z2 + z1e−at .
The above system has a solution z(t) whose Lyapunov exponent is positive.
If
∫∞
0 ‖Φ(t)‖dt < ∞ and the additional assumption A(t) is periodic (or A(t) satisfies
lim inft→+∞
∫ t
0 trAdt > −∞, or trA = 0), then all solutions of Eq. (A + Φ) are bounded, see
Bellman [2, Theorem 2.6]. We, however, under the “weak uniformity” condition (C∗2) which is
first introduced by Liao [11], show the Lyapunov stability of Eq. (A + Φ) for upper-triangular
continuous matrix-valued function A(t).
In this paper, under Liao’s conditions (C∗1) and (C∗2), we prove in Section 2 the following
stability theorem, which seems to be of some interest in Lyapunov stability theory.
Theorem 1.1. Suppose that the linear differential system
dz
dt
= A(t)z ((t, z) ∈ R+ × Rn) (∗)
satisfies conditions (C∗1) and (C∗2). Then, for any given ε > 0, there exists some constant δ > 0
such that for every linear differential system
dz
dt
= B(t)z ((t, z) ∈ R+ × Rn) (B)
where B(t) is continuous with respect to t ∈ R+, if
sup
∥∥B(t) −A(t)∥∥< δt∈R+
554 X. Dai / J. Differential Equations 225 (2006) 549–572then
λ+(z0;B) = lim sup
t→+∞
1
t
log
∥∥zB(t; z0)∥∥< χ+∗ (A) + ε
for each nonzero z0 ∈ Rn, where z(t) = zB(t; z0) is the solution of Eq. (B) satisfying the initial
condition z(0) = z0.
Similarly, for the nonuniformly expanding case, there is an instability result under condi-
tion (Ĉ∗2):
Theorem 1.2. Suppose that the linear differential system
dz
dt
= A(t)z ((t, z) ∈ R+ × Rn) (∗ˆ)
satisfies conditions (C∗1) and (Ĉ∗2). Then, to any εˆ > 0, there corresponds some constant δˆ > 0,
such that for every linear differential system
dz
dt
= B̂(t)z ((t, z) ∈ R+ × Rn) (B̂)
where B̂(t) is continuous with respect to t ∈ R+, if
sup
t∈R+
∥∥B̂(t) −A(t)∥∥< δˆ
then
λ+inf(z0; B̂) = lim inft→+∞
1
t
log
∥∥zB̂(t; z0)∥∥> ð+∗ (A) − εˆ
for each nonzero z0 ∈ Rn, where z(t) = zB̂(t; z0) is the solution of Eq. (B̂) with the initial con-
dition z(0) = z0.
The stability statement above is neither a corollary of Bellman [2, Theorem 2.6] nor of Sta-
bility Theorems 1 and 2 stated before, because the linear perturbing term
f (t, z) = [B(t) −A(t)]z
in Eq. (B) neither satisfies the inequality
∫∞
0 ‖B(t) − A(t)‖dt < ∞, nor conditions (C2), and
nor (C∗4) as in Stability Theorem 2.
It also should be noticed that we do not assume the forward regularity condition of Lyapunov
exponent in Theorem 1.1. As commented by Pesin [1], “although there are many different ways
to state the regularity conditions, for a given differential equations the regularity is still somewhat
difficult to verify.” In addition, our conditions (C∗1) and (C∗2) are weaker than the condition of
exponential dichotomy. In order to see that, let us see the following simple example:
X. Dai / J. Differential Equations 225 (2006) 549–572 555Example 1.2. Consider the following scalar differential equation
x˙ = [sin log(t + 1) + cos log(t + 1) − α]x ((t, x) ∈ R+ × R).
If the constant α > 1, then conditions (C∗1) and (C∗2) both hold with
χ+∗ (A) = 1 − α < 0.
It is easily seen that this differential equation has the fundamental solution
x(t) = exp{(t + 1) sin log(t + 1)− αt}
and when 1 < α <
√
2 it is exponentially stable, but not uniformly stable. This shows that the
equation does not admit an exponential dichotomy on the half-line R+ when 1 < α <
√
2, be-
cause it has an exponential dichotomy if and only if it is uniformly asymptotically stable, see
Coppel [4].
On the other hand, condition (C1) + (C∗1) does not necessarily imply condition (C∗2); for
example, let us see Perron’s counterexample.
Example 1.3. (See [18]) Let A(t) be given as follows:
A11(t) = −ω − a(sin log t + cos log t),
A12(t) = A21(t) = 0,
A22(t) = −ω + a(sin log t + cos log t).
Consider the linear equations
d
dt
[
x1
x2
]
= A(t)
[
x1
x2
] (
(t, x) ∈ R+ × R2
)
for some positive constants ω and a such that a < ω < 2(eπ + 1)a. It is easy to see that
λ+(x;A) = −ω + a < 0 for any nonzero vector x ∈ R2. Now, let
f (t, x) =
[
0
|x1|1+λ
]
for some 0 < λ < 2a
ω−a − eπ . Then the trivial solution of the perturbed equations
d x
dt
= A(t)x + f (t, x)
is not asymptotically stable (see [1, Example 1.1]) and ‖f (t, x)‖ = o(‖x‖). Liao’s Stability The-
orem 2 implies that Eq. (A) does not satisfy condition (C∗).2
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(C∗2), are extensively existent. By applying the methods of Liao linearization under partial or-
thonormal frames (see Dai [5]), we can construct regularly such systems from any linear smooth
skew-product flow or differential system having nonzero Lyapunov exponents. Section 3 is de-
voted to this discussion.
2. Exponential stability and instability
In this section, we will prove the exponential stability and instability Theorems 1.1 and 1.2
stated in the introduction.
2.1. Stability theorem
Theorem 1.1 is the main result of this paper. The idea of its proof is inspired by Liao’s
work [11].
Proof of Theorem 1.1. Assume that the linear differential system
dz
dt
= A(t)z ((t, z) ∈ R+ × Rn) (∗)
satisfying conditions (C∗1) and (C∗2) stated in the introduction, is given as in the hypotheses of the
statement. Recall that R+ = {t ∈ R | t  0} and Rn denotes the n-dimensional euclidean space
with the usual norm ‖ · ‖ for the fixed positive integer n.
For any continuous real n × n matrix-valued function B(t) defined on R+, we now rewrite
the perturbed Eq. (B) of Eq. (∗): dz/dt = B(t)z in the form:
dz
dt
= A(t)z +Φ(t)z ((t, z) ∈ R+ × Rn), (B)
where the perturbing matrix is
Φ(t) = B(t) −A(t) (∀t ∈ R+).
For any vector z0 ∈ Rn, we let z(t) = zB(t; z0), t ∈ R+, stand for the solution of Eq. (B) satisfy-
ing the initial condition z(0) = z0.
Assume that the real number sequence {Ts}∞0 in R+ is arbitrarily given such that condi-
tion (C∗2) as in the introduction and let
χ+s (A) = max1kn
{ Ts+1∫
Ts
Akk(t) dt
}
(s = 0,1,2, . . .). (2.1)
Let
hs(t; k) = exp
{
χ+s (A)(t − Ts)
Ts+1 − Ts −
t∫
Akk(τ ) dτ
}
(2.2)Ts
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Hs(t) =
⎡⎢⎢⎢⎣
hs(t;1)
hs(t;2)
. . .
hs(t;n)
⎤⎥⎥⎥⎦ (2.3)
the diagonal n by n matrix for s = 0,1, . . . and for Ts  t  Ts+1. By the linear transformation
of variables
y = Hs(t)z (s = 0,1, . . . , Ts  t  Ts+1), (2.4)
Eq. (B) takes on the interval [Ts, Ts+1] into the linear system
d y
dt
= Ps(t)y + Φs(t)y
(
Ts  t  Ts+1, y ∈ Rn
) (2.5)
for s = 0,1, . . . , where
Ps(t) =
(
P
jk
s (t)
)= Hs(t)A(t)Hs(t)−1 + dHs(t)
dt
Hs(t)
−1, (2.6)
Φs(t) = Hs(t)Φ(t)Hs(t)−1. (2.7)
For 1 j < k  n, for s = 0,1, . . . , and for Ts  t  Ts+1, we write
P
jk
s (t) = A
jk(t)hs(t; j)
hs(t; k) = A
jk(t) exp
{ t∫
Ts
[
Akk(τ ) −Ajj (τ )]dτ}. (2.8)
By a simple calculation and condition (C∗1), we then have easily
Ps(t) =
⎡⎢⎢⎢⎢⎢⎢⎣
χ+s (A)
Ts+1−Ts P
12
s (t) · · · P 1ns (t)
0 χ
+
s (A)
Ts+1−Ts · · · P 2ns (t)
...
...
. . .
...
0 0 · · · χ+s (A)
Ts+1−Ts
⎤⎥⎥⎥⎥⎥⎥⎦ . (2.9)
From the uniform boundedness of ‖A(t)‖ and the relative density of {Ts} in R+, it easily
follows that there is a constant
C˜  1 (2.10)
which is completely determined by the constant ‖A‖ as in (C∗) and {Ts} as in (C∗), such that1 2
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s∈Z+
{∣∣∣∣ χ+s (A)Ts+1 − Ts
∣∣∣∣} C˜, (2.11a)
sup
s∈Z+
{
max
1j<kn
{
sup
TstTs+1
∣∣P jks (t)∣∣}} C˜, (2.11b)
sup
s∈Z+
{
max
1kn
{
sup
TstTs+1
{
hs(t; k),hs(t; k)−1
}}}
 C˜, (2.11c)
where Eq. (2.11a) comes from (C∗2), Eq. (2.11b) from Eq. (2.8) together with Eq. (2.11a), and
Eq. (2.11c) from Eq. (2.2); Z+ = {i ∈ Z: i  0}.
We now let
ε > 0 (2.12)
be arbitrarily given as in the hypotheses of the statement. Equation (2.11b) together with Cauchy
inequality implies that there is some constant
0 < λ < 1, (2.13)
such that for s ∈ Z+, for any Ts  t  Ts+1, and for any vector y = (y1, . . . , yn)T ∈ Rn, the
following inequality holds:∣∣∣∣ ∑
1j<kn
λk−jP jks (t)
yj
λj−1
yk
λk−1
∣∣∣∣ ε2
n∑
k=1
(
yk
λk−1
)2
. (2.14)
In addition, for s ∈ Z+, for Ts  t  Ts+1 and for y = (y1, . . . , yn)T ∈ Rn, by Eq. (2.11c) we
have ∥∥Φs(t)y∥∥ ∥∥Φ(t)Hs(t)−1 y∥∥C˜, (2.15)
where Φs as in Eq. (2.7) and Hs(t) as in Eq. (2.3). Accordingly, for any nonzero vector z =
Hs(t)
−1 y, it is easily seen that for s ∈ Z+ and for Ts  t  Ts+1 we have
‖Φs(t)y‖
‖y‖ 
‖z‖
‖y‖
‖Φ(t)z‖C˜
‖z‖ 
‖Φ(t)z‖C˜2
‖z‖ , (2.16)
for ‖z‖ = ‖Hs(t)−1 y‖ C˜‖y‖ by Eq. (2.11c). Thus∥∥Φs(t)∥∥ ∥∥Φ(t)∥∥C˜2 (s ∈ Z+, Ts  t  Ts+1). (2.17)
Write
Φs(t)y =
(
ϕ¯1s (t, y), . . . , ϕ¯ns (t, y)
)T (2.18)
for any s ∈ Z+, for any Ts  t  Ts+1, and for any y ∈ Rn. Since for any vector y =
(y1, . . . , yn)T ∈ Rn we have
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k=1
(
ϕ¯ks (t, y)
λk−1
)2
=
∥∥∥∥Φs(t)(y1, y2λ , . . . , ynλn−1
)T∥∥∥∥2

∥∥Φs(t)∥∥2 n
λ2n−2
n∑
k=1
(
yk
λk−1
)2
by 0 < λ < 1 as in Eq. (2.13), hence for any s ∈ Z+, for any Ts  t  Ts+1, and for any vector
y = (y1, . . . , yn)T ∈ Rn we obtain∣∣∣∣∣
n∑
k=1
yk
λk−1
ϕ¯ks (t, y)
λk−1
∣∣∣∣∣
{
n∑
k=1
(
yk
λk−1
)2} 12{ n∑
k=1
(
ϕ¯ks (t, y)
λk−1
)2} 12

{
n∑
k=1
(
yk
λk−1
)2} 12{
n
λ2n−2
n∑
k=1
(
yk
λk−1
)2} 12 ∥∥Φs(t)∥∥
=
√
n
λn−1
n∑
k=1
(
yk
λk−1
)2∥∥Φs(t)∥∥ √nC˜2‖Φ(t)‖
λn−1
n∑
k=1
(
yk
λk−1
)2
by Eq. (2.17). We now choose the desired constant δ by the way
0 < δ  ελ
n−1
2
√
n C˜2
, (2.19)
where the constants ε as in Eq. (2.12), C˜ as in Eq. (2.10) and λ as in Eq. (2.13).
Therefore, if ‖Φ(t)‖ δ, we then obtain∣∣∣∣∣
n∑
k=1
yk
λk−1
ϕ¯ks (t, y)
λk−1
∣∣∣∣∣ ε2
n∑
k=1
(
yk
λk−1
)2
(2.20)
for s ∈ Z+, for Ts  t  Ts+1, and for y = (y1, . . . , yn)T ∈ Rn.
Next, we proceed to show that such δ as in Eq. (2.19) satisfies the requirements of the state-
ment.
First of all, we arbitrarily take z0 ∈ Rn and consider the Cauchy problem
dz
dt
= A(t)z +Φ(t)z; z(0) = z0
(
(t, z) ∈ R+ × Rn
)
, (2.21)
where Φ(t) = B(t) −A(t) for t ∈ R+ as in Eq. (B) satisfying
sup
t∈R+
∥∥Φ(t)∥∥< δ. (2.22)
Cauchy problem (2.21) has a unique solution z(t) = zB(t; z0),0 t < ∞. Next, we will prove
∥∥zB(Ts+1; z0)∥∥ ‖z0‖
λn−1
exp
{
s∑
s′=0
χ+
s′ (A) + εTs+1
}
(∀s ∈ Z+), (2.23)
where ε has been chosen previously as in Eq. (2.12).
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= 0. We then see easily
zB(t; z0) = 0 for 0 t < ∞.
Define the Lyapunov function as follows:
Vs(t) = 12
n∑
k=1
(
yk(t)
λk−1
)2
(s ∈ Z+, Ts  t  Ts+1), (2.24)
where
y(t) = (y1(t), . . . , yn(t))T = Hs(t)zB(t; z0)
as in Eq. (2.4). Thus
Vs(t) > 0 and (2.25)
d y(t)
dt
= Ps(t)y(t) + Φs(t)y(t) (2.26)
for s ∈ Z+ and for Ts  t  Ts+1. Equation (2.26) together with Eq. (2.9) implies that
dyj (t)
dt
= χ
+
s (A)
Ts+1 − Ts y
j (t) +
∑
j<kn
P
jk
s (t)y
k(t) + ϕ¯js
(
t, y(t)) (2.27)
for any Ts  t  Ts+1 and for j = 1, . . . , n, where each ϕ¯js (t, y(t)) is defined as in Eq. (2.18).
From Eqs. (2.27), (2.13), and (2.20), it follows that
d
dt
logVs(t) = 1
Vs(t)
dVs(t)
dt
= 1
Vs(t)
n∑
j=1
yj (t)
λ2(j−1)
dyj (t)
dt
= 1
Vs(t)
{
χ+s (A)
Ts+1 − Ts
n∑
j=1
(
yj (t)
λj−1
)2
+
∑
1j<kn
λk−jP jks (t)
yj (t)
λj−1
yk(t)
λk−1
+
n∑
j=1
yj (t)
λj−1
ϕ¯
j
s (t, y(t))
λj−1
}
 1
Vs(t)
[
2χ+s (A)
Ts+1 − Ts Vs(t) + εVs(t) + εVs(t)
]
= 2
[
χ+s (A)
Ts+1 − Ts + ε
]
.
Thus, for s ∈ Z+ and for Ts  t  Ts+1 we obtain by integration from Ts to t :
Vs(t) Vs(Ts) exp
{
2
(
χ+s (A)
Ts+1 − Ts + ε
)
(t − Ts)
}
. (2.28)
Particularly, for t = Ts+1 we have
Vs(Ts+1) Vs(Ts) exp
{
2
[
χ+s (A) + ε(Ts+1 − Ts)
]}
. (2.29)
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n∑
j=1
(
z
j
B(Ts+1; z0)
λj−1
)2

n∑
j=1
(
z
j
B(Ts; z0)
λj−1
)2
exp
{
2
[
χ+s (A) + ε(Ts+1 − Ts)
]}
, (2.30)
since
zkB(Ts; z0) = yk(Ts) and
∣∣zkB(Ts+1; z0)∣∣ ∣∣yk(Ts+1)∣∣
by hs(Ts; k) = 1 and hs(Ts+1; k) 1 for k = 1, . . . , n, where
zB(t; z0) =
(
z1B(t; z0), . . . , znB(t; z0)
)T
.
By repeatedly applying Eq. (2.30) we obtain
n∑
j=1
(
z
j
B(Ts+1; z0)
λj−1
)2

n∑
j=1
(
z
j
B(T0, z0)
λj−1
)2
exp
{
2
s∑
s′=0
[
χ+
s′ (A) + ε(Ts+1 − Ts)
]}
.
Since 0 < λ < 1, T0 = 0 and zB(T0; z0) = z0, hence inequality (2.23) holds.
Similarly, we have, for any s = 1,2, . . . and for any Ts  t  Ts+1, the following estimate:∥∥zB(t; z0)∥∥2  C˜2∥∥y(t)∥∥2  2C˜2Vs(t)
3
 2C˜2Vs(Ts) exp
{
2
(
χ+s (A)
Ts+1 − Ts + ε
)
(t − Ts)
}
4
 C˜
2‖zB(Ts; z0)‖2
λ2n−2
exp
{
2
(
χ+s (A)
Ts+1 − Ts + ε
)
(t − Ts)
}
5
 C˜
2‖zB(Ts; z0)‖2
λ2n−2
exp
{
2(C˜ + ε)∥∥{Ts}∥∥},
where
3
 comes from Eq. (2.28),
4
 from zkB(Ts; z0) = yk(Ts), and
5
 from Eq. (2.11a), and∥∥{Ts}∥∥ := sup
s∈Z+
{Ts+1 − Ts} < ∞
from the relative density of {Ts} in R+. Combining with Eq. (2.23) we obtain∥∥zB(t; z0)∥∥ ‖z0‖r(t) (∀z0 ∈ Rn, t ∈ R+), (2.31)
where
r(t) = C˜
λn−1
exp
{
s−1∑
′
χ+
s′ (A) + εTs + (C˜ + ε)
∥∥{Ts}∥∥}
s =0
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lim sup
t→+∞
1
t
log
∥∥zB(t; z0)∥∥ χ+∗ (A) + ε (2.32)
for any nonzero vector z0 ∈ Rn from Eq. (2.31), and this completes the proof of Theorem 1.1. 
2.2. Instability theorem
The arguments of Theorem 1.2 are completely parallel to that of Theorem 1.1.
Proof of Theorem 1.2. Assume that the linear differential system (∗ˆ),
dz
dt
= A(t)z ((t, z) ∈ R+ × Rn)
satisfies conditions (C∗1) and (Ĉ∗2) stated in the introduction.
We rewrite the perturbed Eq. (B̂) of Eq. (∗ˆ) in the form
dz
dt
= A(t)z + Φ̂(t)z ((t, z) ∈ R+ × Rn)
where the perturbing matrix Φ̂(t) = B̂(t) − A(t), ∀t ∈ R+. For any z0 ∈ Rn, z(t) = zB̂(t; z0)
stands for the solution of Eq. (B̂) satisfying the initial condition zB̂(0; z0) = z0.
Assume that the sequence {T̂s}∞0 is arbitrarily given by condition (Ĉ∗2) and let
ð
+
s (A) = min1kn
{ T̂s+1∫
T̂s
Akk(t) dt
}
(s = 0,1,2, . . .).
Let
hˆs(t; k) = exp
{
ð+s (A)(t − T̂s)
T̂s+1 − T̂s
−
t∫
T̂s
Akk(τ ) dτ
}
for any k = 1, . . . , n, for any s ∈ Z+, and for T̂s  t  T̂s+1. Let
Ĥs(t) =
⎡⎢⎢⎢⎣
hˆs(t;1)
hˆs(t;2)
. . .
hˆs(t;n)
⎤⎥⎥⎥⎦
the diagonal n by n matrix for T̂s  t  T̂s+1. Define the linear transformation of variables
y = Ĥs(t)z
(
T̂s  t  T̂s+1, s ∈ Z+
)
.
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d y
dt
= P̂s(t)y + Φ˜s(t)y
(
T̂s  t  T̂s+1, y ∈ Rn
)
,
where
P̂s(t) = Ĥs(t)A(t)Ĥs(t)−1 + dĤs(t)
dt
Ĥs(t)
−1 and Φ˜s(t) = Ĥs(t)Φ̂(t)Ĥs(t)−1.
For 1 j < k  n and for s ∈ Z+, write
P̂
jk
s (t) = A
jk(t)hˆs(t; j)
hˆs(t; k)
= Ajk(t) exp
{ t∫
T̂s
[
Akk(τ ) − Ajj (τ )]dτ}.
By a direct calculation we then have
P̂s(t) =
⎡⎢⎢⎢⎢⎢⎢⎣
ð+s (A)
T̂s+1−T̂s P̂
12
s (t) · · · P̂ 1ns (t)
0 ð
+
s (A)
T̂s+1−T̂s · · · P̂
2n
s (t)
...
...
. . .
...
0 0 · · · ð+s (A)
T̂s+1−T̂s
⎤⎥⎥⎥⎥⎥⎥⎦ .
From the uniform boundedness of A(t) and the relative density of {T̂s}, it follows that there is
a constant Ĉ  1, completely determined by the constant ‖A‖ and {T̂s}, such that
sup
s∈Z+
{∣∣∣∣ ð+s (A)T̂s+1 − T̂s
∣∣∣∣} Ĉ,
sup
s∈Z+
{
max
1j<kn
{
sup
T̂stT̂s+1
∣∣P̂ jks (t)∣∣}} Ĉ,
sup
s∈Z+
{
max
k∈{1,...,n}
{
sup
T̂stT̂s+1
{
hˆs(t; k), hˆs(t; k)−1
}}}
 Ĉ,
inf
s∈Z+
{∥∥Ĥs(t)−1∥∥co} Ĉ−1.
Then, the next steps are entirely similar to that of Theorem 1.1, so we omit the details.
Thus, the proof of Theorem 1.2 is complete. 
3. On conditions (C∗1) and (C
∗
2)
In this section, we will construct naturally, by the methods of Liao linearization stated in [5],
many linear differential systems which satisfy conditions (C∗1) and (C∗2) or (Ĉ∗2) stated in the
introduction.
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Linear skew-product flows (or, equivalently, linear cocycles) based on a given dynamical
system, arise rather naturally in the study of linear differential equations in several ways, and
it is important for a wide-ranging branches of analysis to understand them well, see [20] and
[8,13–15].
Let W be a compact metric space. Assume that we have chosen a one-parameter group of
transformations; i.e., a C0-flow
φ :W × R → W, (3.1)
simply written as (W, {φt }). We by GL(n,R) denote the group of all isomorphisms on Rn with
the standard basis {e1, . . . , en}; i.e., the group of nonsingular n by n matrices with entries in R.
A cocycle based on (or covering) (W, {φt }), is a continuous mapping
A :W × R → GL(n,R) (3.2)
satisfying
A(w, t + s) =A(φs(w), t) ◦A(w, s) (∀w ∈ W, ∀t, s ∈ R).
Let
π :W × Rn → W (3.3)
be the natural bundle projection given by (w; v) → w for any (w; v) ∈ W × Rn. Write the fiber
π−1(w) = Rnw for w ∈ W . Then (W × Rn,π,W) is a trivial real vector bundle of dimension n.
Equivalently, A is a cocycle over (W, {φt }) if and only if
{At }t∈R :W × Rn → W × Rn (3.4)
given by
(w; v) → (φt (w);A(w, t)v) (∀(w; v) ∈ W × Rn)
is a linear skew-product flow on W × Rn covering (W, {φt }) by π .
We say that A (or, sometimes, {At }) is smooth provided that the mapping
A :w → d
dt
∣∣∣∣
t=0
A(w, t) (3.5)
exists and is continuous; that is to say, A naturally induces a continuous n by n random matrix
A :W → gl(n,R) (3.6)
from W into the real n by n matrix space gl(n,R) considered as Rn×n.
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Fix an integer  with 1  n. Define
U =
{
(u1, . . . , u) ∈
︷ ︸︸ ︷
R
n × · · · × Rn:‖u1 ∧ · · · ∧ u‖ = 0
}
.
The cocycle A naturally induces the continuous -frame flow:
{At }t∈R :W × U → W × U (3.7)
in the usual way
(w; u1, . . . , u) →
(
φt (w);A(t,w)u1, . . . ,A(t,w)u
)
for all (w; u1, . . . , u) ∈ W × U.
Let
F =
{
(u1, . . . , u) ∈ U | 〈ui, uj 〉 = 0, 1 i = j  
}
,
F =
{
(u1, . . . , u) ∈F | ‖uj‖ = 1, 1 j  
}
.
W × F and W × F are respectively called the bundles of orthogonal -frames and of ortho-
normal -frames. By the usual Gram–Schmidt process, the cocycle A also naturally induces the
following continuous Liao frame flows:
{At }t∈R :W ×F → W ×F, (3.8){
A

t
}
t∈R :W ×F → W ×F . (3.9)
The dynamical systems (W ×U, {At }), (W ×F, {At }) and (W ×F , {At }) all are well defined
and cover the system (W, {φt }) via the bundle projection π . For the details about these systems
we refer the readers to Liao [12,13] or Dai [5].
The compact system (W × F , {At }) plays a prominent role in Liao theory [16]. Although
its derivation seems very trouble, it preserves the most interesting dynamical behaviors of the
underlying system (W, {φt }). For instance, by the same arguments as in [21], we easily obtain
that the entropy of the former coincides with the latter. In this paper, it will provide us with a
family of moving frames.
3.3. Liao linearized systems
Since every cocycle A :W ×R → GL(n,R) is cohomologous to a smooth cocycle Ψ by Ellis
and Johnson’s lemma [7], A and Ψ have same Lyapunov exponents and hence we only pay our
attention to smooth cocycles. From now on, we assume that A (or {At }) is an arbitrarily chosen
cocycle of class C1 based on (W, {φt }).
Next, we recall Liao qualitative functions, introduced by Liao [10] (or see [5,12]),
ωk :W ×F → R (k = 1, . . . , ) (3.10)
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ωk(w; γ ) = d
dt
∣∣∣∣
t=0
∥∥Prk ◦At (w; γ )∥∥ (∀(w; γ ) ∈ W ×F ), where
Prk : (w; u1, . . . , uk, . . . , u) → uk. (3.11)
Since A is of class C1, each of the functions ωk, k = 1, . . . , , is well defined.
For any given orthonormal -frame (w; γ ) ∈ W × F , simply written as γw , we denote by
E( γw) the linear subspace of Rnw generated by the -frame γ at the base point w ∈ W . Define by
linearity extension the map
T ( γw) :E( γw) → R (3.12)
by the way
Prk( γw) → ek (1 k  ),
where {e1, . . . , e} is the standard basis of R as before. Since γ is an orthonormal basis of
E( γw), T is an isomorphism and such that
T ( γw)
∑
k=1
yk Prk( γw) =
∑
k=1
ykek and
∥∥∥∥∥
∑
k=1
ykek
∥∥∥∥∥=
∥∥∥∥∥
∑
k=1
yk Prk( γw)
∥∥∥∥∥
for any vector (y1, . . . , y)T ∈ R.
We now define
C γw (t) = T
(
A

t ( γw)
) ◦A(w, t) ◦ T ( γw)−1 (∀t ∈ R). (3.13)
Clearly, d
dt
C γw (t) makes sense and for any τ, t ∈ R
C γw(τ + t) = CAt ( γw)(τ ) ◦ C γw(t).
Put
R γw(0) =
d
dt
∣∣∣∣
t=0
C γw(t) and (3.14)
R γw (t) = RAt ( γw)(0) ∀t ∈ R. (3.15)
It is easily seen that the following lemma is valid.
Lemma 3.1. (See [5, Theorem 3.1]) The real (×)-matrix-valued function R γw(t) is continuous
with respect to ((w; γ ), t) ∈ W ×F × R.
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d y
dt
= R γw (t)y
(
(t, y) ∈ R × R) (3.16)
for any given (w; γ ) ∈ W ×F is called the Liao linearized system of (W ×Rn, {At }) under the
base (w; γ ), cf. Dai [5] for the details.
In addition, we have a lemma.
Lemma 3.2. (See [5, Theorem 3.4, Proposition 3.5]) Equation (3.16) has the following proper-
ties:
(1) Uniform boundedness:
sup
((w; γ ),t)∈W×F ×R
∥∥R γw(t)∥∥< ∞.
(2) For any (w; γ ) ∈ W ×F ,R γw(t) is upper-triangular with diagonal elements
diagk R γw (t) = ωk
(
A

t ( γw)
)
(k = 1, . . . , ).
(3) For any y0 = (y10 , . . . , y0)T ∈ R, y(t) = (y1(t), . . . , y(t))T is a solution of Eq. (3.16) sat-
isfying the initial condition y(0) = y0 if and only if
A(w, t)y0 =
∑
k=1
yk(t)Prk ◦At ( γw)
where y0 = ∑k=1 yk0 Prk( γw) ∈ Rnw . Particularly, C γw (t), t ∈ R, is a fundamental matrix
solution of Eq. (3.16) with C γw(0) = I the ×  unit matrix.
Since T ( γw) is an orthogonal matrix for all (w; γ ) ∈ W ×F and continuous with respect to
(w; γ ), we easily obtain the following lemma.
Lemma 3.3. For any (w; γ ) ∈ W ×F the following equalities hold:
lim sup
t→±∞
1
t
log
∥∥A(w, t)v∥∥= lim sup
t→±∞
1
t
log
∥∥C γw(t) ◦ T ( γw)v∥∥,
lim inf
t→±∞
1
t
log
∥∥A(w, t)v∥∥= lim inf
t→±∞
1
t
log
∥∥C γw(t) ◦ T ( γw)v∥∥
for any nonzero vector v ∈ E( γw).
568 X. Dai / J. Differential Equations 225 (2006) 549–5723.4. Liao’s spectrum theorem
Let ν be a Borel probability measure supported on W preserved by {φt } as ergodic. Then, for
the cocycle A :W × R → GL(n,R) based on (W, {φt }), by the multiplicative ergodic theorem
(see [17]), for ν-a.e. w ∈ W , the fiber Rnw over the base w has the direct decomposition
R
n
w = E1(w) ⊕ · · · ⊕ Es(w)(w) (3.17)
such that
lim
t→±∞
1
t
log
∥∥A(w, t)v∥∥= χi(ν) (3.18)
for all nonzero v ∈ Ei (w), i = 1, . . . , s(w), where the function s(w) = s is a positive constant
integer and w → Ei (w) is measurable, and the constants χi(ν) are called the Lyapunov exponents
of ν w.r.t. A. Let
Sp(ν) = {λ1(ν), . . . , λn(ν)}
denote the set of all Lyapunov exponents of ν w.r.t. A counting with the multiplicity.
Write
Es(w) =
⊕
χi(ν)<0
Ei (w), Ec(w) =
⊕
χi(ν)=0
Ei (w), and Eu(w) =
⊕
χi(ν)>0
Ei (w).
Lemma 3.3 shows that for any (w; γ ) ∈ W × F the sub-cocycle A|E( γw) has the same Lya-
punov exponents with Eq. (3.16). By Liao’s ergodic measure lifting lemma [12], we can take
some ergodic measure, say μ, of the compact system (W × F , {At }) induced naturally by A,
such that π∗(μ) = ν, where π :W ×F → W is the natural bundle projection. Liao’s spectrum
theorem [12, Theorem A] (or see [5, Corollary 5.4]) asserts the following statement.
Lemma 3.4. Let ν be an ergodic measure of (W, {φt }), and suppose μ is an ergodic measure of
(W ×F , {At }) which is a lifting of ν via the natural bundle projection π . Then, each
ϑk(μ) :=
∫
W×F 
ωk( γw)dμ( γw) (k = 1, . . . , )
is a Lyapunov exponent of ν w.r.t. A. In particular, for the case  = n,{
ϑk(μ) | k = 1, . . . , n
}= Sp(ν).
We also need the following Liao’s reordering lemma, due to Liao [12].
Lemma 3.5. In the same situation as in Lemma 3.4, if p : {1, . . . , } → {1, . . . , } is a permutation,
there exists some ergodic Borel probability measure μ˜ of (W ×F , {At }) such that
ϑp(k)(μ) = ϑk(μ˜) (1 k  ).
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Suppose that X is a compact metrizable space, and
{ϕt }t∈R :X → X
a one-parameter transformation group; namely, a continuous flow on X.
Now, let {tj } be an arbitrarily given sequence in R+ with
t1  1, tj+1 = 2 tj , j = 1,2, . . . . (3.19)
The following lemma was proved by Dai and Zhou [6].
Lemma 3.6. (See [6, Theorem 2]) Let {ϕt } :X → X preserve a Borel probability measure μ.
For any taken  real-valued functions fk(x) ∈ L1(X,μ), there exists a Borel subset of X with
μ-measure one, writing simply Γ̂ (μ), such that for all x ∈ Γ̂ (μ) the following properties (i) and
(ii) hold:
(i) The following limits exist:
f ∗k (x) = lim
t→+∞
1
t
t∫
0
fk
(
ϕτ (x)
)
dτ (k = 1, . . . , ).
(ii) For the sequence {tj } as in Eq. (3.19),
lim
j→+∞
{
lim
s→+∞
1
s
s−1∑
i=0
max
1k
∣∣∣∣∣f ∗k (x) − 1tj
(i+1)tj∫
itj
fk
(
ϕt (x)
)
dt
∣∣∣∣∣
}
= 0.
If fk ∈ L∞(X,μ) for 1 k   and μ is ergodic, Γ̂ (μ) is {ϕt }-invariant.
3.6. Constructions
Next, we will finish our regular construction of Eq. (3.16) which possesses the necessary
stochastic property conditions (C∗2) and (Ĉ∗2) needed in Theorems 1.1 and 1.2. The main result
of this section is the following theorem:
Theorem 3.7. Let ν be an ergodic Borel probability measure of the compact system (W, {φt })
and A :W × R → GL(n,R) be a cocycle of class C1 based on (W, {φt }). Let
s = dim Es(w) and u = dim Eu(w) ν-a.e. w ∈ W.
Then the following two statements hold:
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covering ν via the bundle projection π , which satisfies that there exists a Borel subset Wμs of
W ×Fs such that μs(Wμs) > 0 and for any (w; γ ) ∈ Wμs , the Liao linearized system (3.16)
under the base γw satisfies conditions (C∗1) and (C∗2).
(2) If u > 0, there is some ergodic Borel probability measure μu of (W ×Fu, {At }) covering ν
via the bundle projection π , which satisfies that there exists a Borel subset Wμu of W ×Fu
such that μu(Wμu) > 0 and for any (w; γ ) ∈ Wμu , the Liao linearized system (3.16) under
the base γw satisfies conditions (C∗1) and (Ĉ∗2).
Proof. We only prove the statement (1) of Theorem 3.7; and the statement (2) follows similarly.
We now assume s > 0.
By Oseledec’s multiplicative ergodic theorem [17], Liao’s spectrum theorem, Liao’s reorder-
ing lemma and Liao’s ergodic measure lifting lemma [12] we can find an ergodic Borel proba-
bility measure μs of (W ×Fs , {At }) which is a lifting of ν via π :W ×Fs → W , such that{
ϑk
(
μs
) ∣∣ 1 k  s}= {λi(ν) ∈ Sp(ν) | 1 i  n, λi(ν) < 0}
where ϑk(μs) is defined as in Lemma 3.4.
Let {tj } be an arbitrarily given real number sequence as in Eq. (3.19), and let
X = W ×Fs, {ϕt } =
{
A

t
}
, μ = μs, fk = ωk and f ∗k = ϑk
(
μs
)
.
Then, applying Lemma 3.6 we pick an {At }-invariant Borel subset Γ̂ (μs) of W ×Fs such that
μs
(
Γ̂
(
μs
))= 1 and lim
j→+∞
{
lim
i→+∞
1
i
i−1∑
i′=0
max
1ks
∣∣∣∣∣ϑk(μs)− 1tj
(i′+1)tj∫
i′tj
ωk
(
A

t ( γw)
)
dt
∣∣∣∣∣
}
= 0
for all (w; γ ) ∈ Γ̂ (μs).
Put
χ
(
μs
)= max{ϑk(μs) ∣∣ k = 1, . . . , s} and
ξj ( γw) = lim
i→+∞
1
i
i−1∑
i′=0
max
1ks
∣∣∣∣∣ϑk(μs)− 1tj
(i′+1)tj∫
i′tj
ωk
(
A( γw)
)
dt
∣∣∣∣∣.
Since ξj : γw → ξj ( γw) is a Baire function with respect to (w; γ ) and ξj → 0 as j → +∞ for
μs-a.e. γw and as χ(μs) < 0, from the Egoroff’s theorem it follows that there is an integer j
large enough and a Borel set Wμs ⊂ Γ̂ (μs) such that
μs(Wμs) > 0 and ξj ( γw)−χ
(
μs
)
/2 ∀(w; γ ) ∈ Wμs .
Now, let
Ti = itj (i = 0,1,2, . . .).
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lim
l→+∞
1
l
l−1∑
i=0
max
1ks
∣∣∣∣∣ϑk(μs)− 1tj
Ti+1∫
Ti
ωk
(
A

t ( γw)
)
dt
∣∣∣∣∣−χ(μs)2 .
Let
χ+i ( γw) = max1ks
{ Ti+1∫
Ti
ωk
(
A

t ( γw)
)
dt
}
.
From the fact
1
Ti
i−1∑
i′=0
χ+
i′ ( γw) =
1
itj
i−1∑
i′=0
max
1ks
{ Ti′+1∫
Ti′
ωk
(
A

t ( γw)
)
dt
}
= 1
i
i−1∑
i′=0
max
1ks
{
1
tj
Ti′+1∫
Ti′
ωk
(
A

t ( γw)
)
dt
}
 χ
(
μs
)+ 1
i
i−1∑
i′=0
max
1ks
∣∣∣∣∣ϑk(μs)− 1tj
Ti′+1∫
Ti′
ωk
(
A

t ( γw)
)
dt
∣∣∣∣∣
since χ(μs) ϑk(μs) for k = 1, . . . , s, it follows that
χ+∗ ( γw) = lim sup
i→+∞
1
Ti
i−1∑
i′=0
χ+
i′ ( γw) χ
(
μs
)+ ξj ( γw) χ(μs)2 < 0
for all (w; γ ) ∈ Wμs .
By Lemma 3.2, we can find a constant η > 0 such that for any (w; γ ) ∈ Wμs
sup
t∈R+
∥∥R γw (t)∥∥ η < ∞.
Thus, for any (w; γ ) ∈ Wμs , the Liao linearized system (3.16) satisfies conditions (C∗1) and
(C∗2), as desired. 
From a C1 vector field on a smooth, compact, and boundaryless riemannian manifold Mn,
if it has nonzero Lyapunov exponents, then we can similarly construct linear systems such that
conditions (C∗1) and (C∗2) or (Ĉ∗2) by the Liao linearized systems in [5].
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