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Abstract
The present thesis explores some approaches to classify time series without prior statis-
tical information using the concept of permutation entropy. Motivated by the results from
a previous published and relevant work that set similarity relationships between EEG time
series, a reproduction of the proposed approach was performed giving negative results. The
failure to reproduce those results led to the conclusion that the approach of building statis-
tics from permutation patterns have to be complemented with another metric in order to be
used for classification purposes. The concept of Total Variation Distance (TVD) was then
used to develop three algorithms to classify time series in a non-parametric way.
At first, the developed algorithms were tested using EEG time series. Even though the
results using the developed algorithms were better than previous results, they were not as
satisfactory as desired. However, the inherent complexity of brain measurements led to switch
to self-generated data to test the algorithms. Using time series coming from different sets of
filtered versions of Gaussian white noise the classification was performed. For comparison
purposes a parametric classification approach using the Maximum Likelihood Estimation was
also used. Results showed that when each set of data came from the same filtering equation
the classification using the developed algorithms was optimal reaching 100% success rate in
many cases, being as good as the ML approach. On the other hand, when each set of data
came from a mixture of different filter equations that generate the time series (reflecting the
complex situations we faced when processing EEG data) , results were fairly successful with
variations with respect to the ML approach, which was outperformed in some cases but also
not surpassed in others.
The results obtained pointed the permutation entropy analysis to be an approach in the
right direction to efficiently classify time series, however more research needs to be done to




Information is an essential aspect in today’s world. Every minute millions of different
types of data are generated, stored and shared. From important radio navigation signals to
the last gossip between your friends, information being crucial or just entertaining is a vital
aspect of humanity these days. As presented in an article in Forbes by May 2018, only in
internet activities are 2.5 quintillion bytes of data created each day [2]. And this daily value
is not considering the huge of amount of data created in navigation, satellites, cell phones
systems, and many other sources of information. Humanity wants to access and create data
all the time. According to the same article every second Google processes more than 40,000
searches, and every minute of the day Snapchat users share 527,760 photos, more than 120
professionals join LinkedIn, users watch 4,146,600 YouTube videos, 456,000 tweets are sent
on Twitter, and Instagram users post 46,740 photos. These numbers with the new trend of
Internet of Things (IoT) and new apps being developed every year will be even higher in the
upcoming years.
More data generation will require better devices to access and create that data, and
most of such devices use the air as their channel to propagate their messages. The spectrum
is becoming the most important information channel and in the following years its usage will
keep growing. It is estimated that by 2020 the number of smartphones users will increase
up to 2.87 billion people [3], and this is not considering other types of devices like tablets
or laptops. Therefore, the rapidly growing trend will demand even more dense spectrum
traffic. For that reason, more intelligent and efficient ways to use this channel have to be
developed. One possible implementation for that purpose is to have smart radio elements
that are able to scan the spectrum and make decisions according to the situation in terms
of interference, traffic and channel contention. However, the biggest issue with this idea is
that each time the air interface is scanned what we get is raw data in form of time series and
there is no way to identify if we are dealing with information or interference at first sight.
So, to achieve this some method have to be developed to give devices the way to learn from
its environment using just the raw data scanned from the spectrum. This raw data comes
in the form of time series. Therefore, in order to be able to overcome this challenge the first
step is to address a broader issue, that is the mining of underlying statistics in time series.
Time series have an structure that produce correlation between its components. This
property intuitively let us believe that there is a way to characterize the underlying statis-
tics producing the time series by analyzing its structural behavior. The challenge is to
extract relevant statistics from the time series that could be useful for other purposes. This
thesis aims to gives a first step to overcome the already stated challenge by exploiting a
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recently proposed non-parametric method to classify time series for certain scenarios. It was
considered at the beginning of the study the resulting approach should meet the following
requirements:
• Being able to build statistics only using a set of time series corresponding to some
measurement or experiment.
• With the statistics built define scenarios that will be used for classification.
• Being able to classify new time series according to the defined scenarios, and success-
fully identify which case they belong to.
• Try to make the algorithm as easy to compute as possible.
The rest of this chapter will give more insight of the motivation of the method adopted
as well as the presentation of the concepts used in developing our algorithms.
1.1 Time Series
The very first step to develop any approach is to identify the type of data that will be
processed. Since the ultimate goal of the study is to be able to use it in communication
scenarios using the spectrum as channel, the data scanned will be taken over a period of
time and the order of this data is important since the observation is constraint by time.
This essentially entails a time series structure, so understanding the properties of this type
of data is key for all the future analysis.
In simple words, a time series is a sequence of data points being recorded at specific
times. Formally, let (Ω,Γ, P ) be a probability space, and T an index set. A real valued
stochastic process is a real valued function Xt(ω) such that for each fixed t ∈ T , Xt(ω) is a
random variable on (Ω,Γ, P ). When the index set T corresponds to time indices (discrete
or continuous), we will call Xt(ω) a time series. For fixed ω, Xt(ω) is a real valued function
of t that is called a realization of the time series. When we look at the plot of a recorded
time series, we are looking at one realization out of the collection of all possible realizations.
We typically suppress the ω and write Xt. For a discrete time series, the set of times T
is a discrete set, and the measurements are typically at successive times spaced at uniform
intervals. Continuous time series are obtained when observations are recorded over some
time interval, e.g. (0,1) [4].
Examples of time series are:
• Minimum daily temperatures over 10 years.
• Electroencephalogram (EEG) data.
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• Daily closing stock prices.
• Weekly interest rates.
• Sales figures.
• Daily female births in California in 2012.
Among innumerable other sequences based on industrial, economic, and social phenomena,
and studies in medicine, geophysics, and engineering.
An important property of time series that is useful for our purpose is the fact that the
points forming the time series are not completely independent between each other. There is
a correlation among the measurements and it is often said that the past can influence the
future in a given time series variable. This property is called memory, and relates to the
correlation existing between different points in a timeline. This concept is useful in statistics
because the strength of such correlation has a huge impact on the predictability of the data.
One distinction between time series is related to the rate of decay of statistical dependence of
two points with increasing time interval or spatial distance between the points, resulting in
time series with short and long memory. One way of characterizing long and short memory
time series is in terms of their autocovariance functions. For a short case, the coupling
between values at different times decreases rapidly as the time difference increases. Either
the autocovariance drops to zero after a certain time-lag, or it eventually has an exponential
decay. In the case of the long memory case, there is much stronger coupling, the decay of
the autocovariance function follows power-law, and is much slower than an exponential rate.
[5].
Going into detail about how to quantify the amount of memory within a time series is
not part of our study. What is relevant to our study is that that time series have a memory
that can be used to build or model the data underlying statistics. Therefore, the next step
was to discover one way to take advantage of that feature. Thus, some statistical model
or technique will be chosen to extract the inherent data statistics dwelling within the time
series.
1.2 Statistical Models to Classify Time Series
In order to develop a classifying algorithms some statistical models and assumptions
shall be adopted. The more intuitive types of modeling are the ones that follow some a
priori assumptions and rely on known probabilistic functions. Therefore, at first we will
examine approaches using parametric models.
3
1.2.1 Parametric Models
A parametric model is a model where it is assumed that the data is an observation of
a random vector −→x = (x1, x2, ..., xn), and the joint distribution of −→x is a member of some
family of distributions that depend on a small number of unknown parameters. Formally, is a
collection of probability distributions such that each member of this collection, Pθ is described
by a finite-dimensional parameter θ. The set of all allowable values for the parameter is
denoted Θ ∈ Rk, and the model itself is written as [6]:
P = {Pθ|θ ∈ Θ}
When the model consists of absolutely continuous distributions, it is often specified in
terms of corresponding probability density functions [6]:
P = {fθ|θ ∈ Θ}
Therefore, in this type of model it is assumed that the time series obeys a specific
probability distribution. For instance, if it is assumed that the time series follows a family
of Gaussian distributions (fY (x) =
1√
(2π)k|Σ|
exp(−0.5(x− µ)T )Σ−1(x− µ))), where Σ is the
covariance matrix and µ the mean vector, then some scenarios can be built using covariance
matrices performing the well known Maximum-Likelihood approach. This parametric model
will be revisited and further explained in chapter 3.
Parametric models had been used before for classification purposes. Even though, there
are well known and defined parametric models used in classification approaches, there is
still recent research going on for classification of time series using parametric models. In
[7] a new approach for Multivariate Time Series classification, using a parametric derivative
dynamic time warping distance (DTW), is proposed. In that work modifications to DTW
as a more accurate time series similarity measure was presented, as well as a template-based
approach for Human Activity Recognition. Similar approach was used in [8] where the DTW
concept is used again in the nearest neighbor (1NN) classification method in the case of both
univariate and multivariate time series analysis. Among more classical approaches there is
the one in [9] where trends in seasonal data were extracted using penalized likelihood and
parametric bootstrap.
Despite that parametric models are usually more precise and reliable than other types
of models, for the algorithm we want to develop it is not possible to assume any specific
distribution ruling our data.The generality desired for our proposed approach requires no
presumed specific distributions on the data, nor even mixture distributions. Thus, the
modeling has to be done in a non-parametric way.
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1.2.2 Non-Parametric Models
A non-parametric model is a model where it is assumed that the data is an observation
of a random vector −→x = (x1, x2, ..., xn), and the joint distribution of −→x lives in a very
large family of distributions not described parametrically. In this type of models there is
no constraint in the distribution generating the data. They are usually less precise and
powerful than its parametric counterparts but because they make fewer assumptions, their
applicability is much wider. Non-parametric models differ from parametric models in that
the model structure is not specified a priori but is instead determined from data. The term
non-parametric is not meant to imply that such models completely lack parameters but that
the number and nature of the parameters are flexible and not fixed in advance [6].
Examples of non-parametrical models are:
• AndersonDarling test: tests where a sample is drawn from a given distribution.
• Statistical bootstrap methods: estimates the accuracy/sampling distribution of a statis-
tic.
• Wilcoxon signed-rank test: tests whether matched pair samples are drawn from pop-
ulations with different mean ranks.
• Kendall’s tau: measures statistical dependence between two variables.
• Median test: tests whether two samples are drawn from distributions with equal me-
dians.
• TukeyDuckworth test: tests equality of two distributions by using ranks.
There are several research going on for classification purposes using non-parametric
models. Specifically for time series, one recent work is the one presented in [10] where a
latent source model for time series was proposed, which naturally leads to a weighted ma-
jority voting classification rule that can be approximated by a nearest-neighbor classifier.
This classifier was developed to try to anticipate trending words in platforms like Twitter.
Another research in [11] presents a method for non-parametric trend modeling to use such
trends in machinery health prognostics to develop a method that can extract features rep-
resenting the nominal behavior of the monitored component. Also, in [12] a non-parametric
approach to identify similarities in a set of simultaneously observed time series was devel-
oped using polynomial regression and classified according to standard clustering procedures.
Among the newest approaches there is [13] where a weighting mechanism that, coupled with
convolutional networks forms a new neural network architecture for time series prediction,
designed for regression tasks on asynchronous signals in the presence of high amount of noise.
The presented related works are only a little share of all the research done using non-
parametric models with time series. It was encouraging to see that there are several ap-
proaches taking advantage of the time series memory with a fair success in their performance.
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However, some non-parametric procedures are really complex in its concept and computation
while our objective is to develop a not too complex and light computational algorithm. For
that reason, one rising and novel approach caught our attention because of simplicity and
potential to fit into the desired goal. This concept is the Permutation Entropy.
1.3 Permutation Entropy
The concept of Permutation Entropy was first presented in 2002 by Christoph Bandt
and Bernd Pompe. The novelty of the approach is that it builds statistics according to the
orderings or permutations presented in the data in specific windows. Formally, Permutation
Enthropy as defined in [14] is an entropy measure that quantify information based on the







where P’j represent the relative frequencies of the possible permutations, and n is the window
length that will determine the number of items in each permutation where the maximum
possible number of permutations is n!. For instance, if n = 3 then the first three items
(x1, x2, x3) will be selected and its permutation pattern analyzed, the window then shift one
slot so the the next permutation consider the items (x2, x3, x4).
At each time s of a given a time series χ = {xt : t = 1, .., N} a vector composed of the
n-th subsequent values is constructed:
s 7→ (xs, xs+1, .., xs+(n−2), xs+(n−1))
where n is called the embedding dimension, and determines how much information is con-
tained in each vector.
To this vector, an ordinal pattern is associated, defined as the permutation π = (r0r1...rn−1)
[15]. The idea behind permutation entropy is that patterns may not have the same prob-
ability of occurrence, and thus, that this probability may unveil relevant knowledge about
the underlying system.
Permutation Entropy can be further extended by considering an embedding delay τ [15]:
s 7→ (xs, xs+τ , .., xs+τ(n−2), xs+τ(n−1))
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when τ is greater than one, the values composing the permutations are taken non-consecutively,
thus mapping the dynamics of the system at different temporal resolutions.
For a better understanding we next present an algorithm to compute the permutation
entropy as it was defined in [16]:
• Define the order of permutation n. That leads to the possible permutation patterns
πj(j = 1, .., n!) which are built from the numbers 1, ..., n..
• Initialize i = 1 as the index of the considered time series {x′i}, i = 1, ..., N and the
counter z′j = 0 for each permutation.
• Calculate the ranks of the values in the sequence xi, ..., xi+n−1 which leads to the rank
sequence ri, ..., ri+n−1. The ranks are the indices of the values in ascending sorted
order.
• Compare the rank sequence of step 3 with all permutations pattern and increase the
counter of the equal pattern πk = ri, ..., ri+n−1 by one (zk = zk+1).
• If i ≤ N then increase i by one (i = i + 1) and start from step 3 again. If i > N − n
go to the next step. (N is the total number of points in the time serie)
• Calculate the relative frequency of all permutations πj by means of p′j = zj/Σzk as an
estimation of their probability pj.
• Select all values of p′j greater than 0, and calculate the permutation entropy using its
definition equation.
It is highly recommended to set a value of n such that the relation N > 5n! is met,
which constrains n to not be greater than 7 for most applications.
The original approach proposed in [14] do not allow the presence of equal values in a
time series. In order to handle this situation there are three strategies [16]:
• The ranks of these values are determined in accordance to their order in the sequence.
• The identity is eliminated by adding white noise with the strength of the stochastic
term being smaller than the smallest distance between values.
• The values get the same rank number within the regarded sequence, for example 3, 6,
2, 3, 8 leads to the rank sequence 2, 4, 1, 2,5.
An implementation for MATLAB of the PE algorithm, including the different mentioned
strategies to overcome the problem of equal values, can be found in [17].
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This information measurement is still subject of research. Among the most related con-
ducted research to our approach we have the work done in [18] where a test for independence
between time series was performed by using symbolic dynamics and permutation entropy
as a measure of serial dependence. Also in [19] an approach based on the estimation of
the permutation entropy combined with an intensive complexity measure, building up the
complexity entropy causality plane, was used to distinguish and discriminate songs. A new
concept in [20] is introduced PE/WPE technique to multiple time scales, called multiscale
permutation entropy (MSPE)/multiscale weighted-permutation entropy (MSWPE), which
are applied to investigate complexities of different traffic series. Interesting results were
achieved in that research where the approach successfully detected the temporal structures
of traffic signals and distinguish the differences between workday and weekend time series.
Another interesting discovery using the permutation entropy is shown in [21] where it was
observed that in electroencephalogram (EEG) analysis, value changes of PE correlate with
clinical observations, among them the onset of epileptic seizures or the loss of consciousness
induced by anesthetic agents. Finally, a recent study in [22] showed that equal values in
the time series depending of its frequency of appearance could lead to false conclusion when
performing the permutation entropy analysis. This observation was taken into consideration
during the research, luckily the time series used had a really low probability to have equal
values.
As seen, permutation entropy is motivating several research involving time series. Nev-
ertheless, there is one specific work that caught our attention involving the permutation
entropy concept used for similarity relationships between time series. This proposed idea
motivated the attempt of a reproduction, and while attempting it the idea for our own clas-
sification algorithm came to light. Further explanations about it are presented in the next
chapter.
1.4 Organization of the Thesis
In the following chapters will be presenting our work and the results obtained. The steps
followed in the research will be presented, as well as the motivation for the decisions made
when moving to a next step. Our study will prove that the permutation entropy is indeed
a good approach to characterize underlying statistical behavior in time series. Moreover,
we developed three algorithms to classify time series based in the concepts of permutation
entropy and total variation distance. The proposed algorithms had a fair success rate in its
classification purposes, giving a foundation for more research in the use of the PE concept
for non-parametric time series classification.
The thesis is structured as follows, Chapter 2 presents a previous developed approach
used as starting point whose reproduction results had taught us valuable lessons that helped
to model the final proposed algorithms. Chapter 3 presents the developed algorithms and
showed several different testing scenarios. Finally, chapter 4 shows the future works that
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can be done with this starting point, and the lessons learned while making the study as a




As explained in the previous chapter, the goal is to develop a classification algorithm in
a non-parametric way using the concept of Permutation Entropy (PE). In this chapter, an
interesting previous work is reviewed where the concept of PE is used to determine similarity
relationships between time series. First, the previous work done is presented and explain.
Then, a reproduction of it was performed and the results presented. The outcome of the
reproduction led to develop alternative variations of the original work, those variations are
presented as well as the results. Lastly, an alternative metric is proposed to enhance the
approach
2.1 Similarity Approach Using PE
In [1] a relevant usage of PE is presented. The paper’s goal is to estimate “the bias,
variance and confidence intervals for the Permutation Entropy estimation, along with hy-
pothesis testing, that consists in simulate bootstrap symbolic time series samples that are
thought to be produced by a probabilistic model with a fixed transition probability extracted
from the original time series”. Essentially, this work proposed that using one time series of
one experiment of a given scenario and calculating its PE, we can then apply an iterative
bootstrap approach with an estimator of the PE in order to simulate more experiments and
therefore get statistical measurements.
Figure 2.1: Bootstrap Approach [1]
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With this estimated distribution the variance, the bias and the confidence intervals of
the estimator can also be obtained. The metric used is the Permutation Entropy so an
estimator of it must be obtained. The way to reproduce new sequences lies within the
concept of Transition Probability Matrix that is calculated during the permutation analysis.
2.1.1 Permutation Entropy Estimator
For a time series {Xt}t∈T the permutation entropy is calculated with a dimension m
leading to a finite random process {St}t∈(T−m+1) with St ∈ Sm = {π1, π2...πm!} for all posible
m ≥ 2. This realization of the symbolic sequence is thought to be produced by a probabilistic
model with a fixed transition probability P ij denoted Ψ(P ij). The model Ψ = Ψ(P ij) is
estimated to bootstrap the Permutation Entropy. The computation of the PE will lead to




With ni being the number of times state πi is observed up to time T-m+1. Then the
transition probabilities of the symbol sequence will be defined as:
P ij = P (St+1 = πj|St = πi)






, if ni ≥ 0
0, otherwise
nij = number of transitions observed from πi to πj up to time T-m+1.






Leading to the conclusion that the estimator P̂T (π) is determined by the estimation of







P̂T (πi) ln P̂T (πi)
}
The empirical statistics developed gives a transition probability matrix which is used to
simulate new bootstrapped sequences. In [1] the algorithm to perform the bootstrap for the
the estimated PE is presented.
2.1.2 Method to compare two time series using Permutation En-
tropy and Bootstrap
A confidence interval for the difference between the permutation entropy of two different
time series can be made. In inferential statistics there exists a direct relationship between
confidence intervals and hypothesis testing. A two-sided (1-α) confidence interval in the
difference between two measures can be used to determine if those two measures are signifi-
cantly different by only checking if the zero belongs to this interval, since in [1] the hypothesis
used to test similarity between time series is that their PE should be equal. However,even
if two time series share the same permutation entropy, we only have checked a necessary
condition under which two series are equivalent in statistical sense.
H0 : ∆ = H1 −H2 = 0
If 0 6∈ (1− α)100%CI(∆) the reject H0 and
H1 6= H2
The Algorithm of the method proposed in [1] is presented as follows:
• Compute Ĥ1T for the first time series.
• Compute Ĥ2T for the second time series.
• Compute ∆̂ = Ĥ1T − Ĥ2T .
• while i ≤ B do (B = Number of bootstrapped iterations defined by user)
generate H∗1 (i) (i
th bootstrapped value of PE generated from first time series)
generate H∗2 (i) (i
th bootstrapped value of PE generated from second time series)
end while
• for i in 1 to B do
for k in 1 to B do









• sort δ∗(n) = ∆∗T (n)− ∆̂∗T (•) in increasing order












(For example, if B=1000 and α = 10% then δ∗α/2 is the 950











(For example, if B=1000 and α = 10% then δ∗1−α/2 is the 50
th value in δ∗(n))
• The lower bound of the confidence interval is ∆̂ + δ∗α
2
• The upper bound of the confidence interval is ∆̂ + δ∗(1−α
2
)
• If 0 does not belong to the interval then H1 6= H2 with α level of signification.
2.1.3 Data Used
Five different sets of EEG data was used. Set A and Set B for healthy patients, and Set
C and Set D for epileptic patients. Each one of those sets have 100 time series. Each time
series in every set has a length of 4097 data points with a sampling frequency of 173.61Hz.
For testing purposes, 10 time series from each set were selected at random.
The time series correspond of brain activity measurements and the different sets were
defined as:
• Set A: Surface EEG recordings from five healthy volunteers in an awake state with
eyes open.
• Set B: Surface EEG recordings from five healthy volunteers in an awake state with eyes
closed.
• Set C: Intracranial EEG recordings from five epilepsy patients during the seizure free
interval from outside the seizure generating area.
• Set D: Intracranial EEG recordings from five epilepsy patients during the seizure free
interval from within the seizure generating area.
• Set E: Intracranial EEG recordings from five epilepsy patients during a seizure.
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Set E was not used in [1] but it was included in our reproduction. Details about the
recording technique of these EEG data can be found in [23].
2.1.4 Expected Results
We already defined the algorithm to carry on the reproduction. Now it is time to explain
a little more insight of the decision making and show the anticipated results presented in
[1]. In order to define the similiarity, after performing the bootstrap iterations of the PE a
90% Confidence Intervals for the 10 EEG signals of brain activity for different groups and
recording regions are performed. The overlapping between intervals does not necessarily
means that there are no significant differences between the two Permutation Entropies. To
reach that conclusion, a hypothesis test for the difference must be made as defined in 2.1.2.
For instance, a test was performed for difference in the Permutation Entropy between
the 10 EEG signals of healthy volunteers in an awake state with eyes open (SetA) and the
10 EEG signals of healthy volunteers in an awake state with eyes closed (SetB). Each EEG
signal of SetA was compared with each signal of SetB with a 10% significance level, and the
conclusion anticipated in [1] is that the differences seems to be at random, indicating that
is no real difference between these two types of EEG signals.
The same analysis is extended to all the different types of patients. While the differences
between SetA and SetB seems to be at random, all EEG signals of those Sets are different in
every test to the EEG signals of SetC and SetD. Instead, between SetC and SetD again the
differences are distributed between significant and not significant. The anticipated results
are shown in the Figure 2.2:
where a green square means a positive result of the null hypothesis, and a red square a
negative one.
With our own generated code the anticipated results will be tested along with some
confidence own generated data. More detailed of the the generated code for this part can be
found in Appendix A.
2.2 Implementation Test and Results
In this section the approach proposed in [1] is tested. Before reproducing the method
using the EEG data some confidence building test were done to prove that the code developed
works as expected.
For every experiment running our own generated algorithms we always considered values
of n = 3, τ = 1, and confidence interval of 90%. Even though this code is flexible allowing to
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Figure 2.2: Comparison Results [1]
get accurate results for different parameters, we set those ones to have a better reproduction
of the work done in [1] and a value n = 3 facilitates the analysis process. Some further
analysis analysis of the underlying processes taking place in the permutation analysis when
n = 3 are presented in Appendix B.
2.2.1 First Test: Gaussian sequences
The first test to the proposed PE with bootstrap algorithm was to create our own
data to anticipate obvious results. Four different sets each with 10 times series containing
2000 points, named group X, Y, Z and W. Groups X and Y are random white Gaussian
noise points while Z and W are filtered versions of groups X and Y (Z from Y and W from
X). A FIR filter was used with transfer equation Yn = α0Xn + α1Xn−1. Intuitively, the
algorithm should show similarity when comparing sets X with Y, and Z with W, otherwise
a dissimilarity should be displayed. Running the comparisons lead to the following results:
The results were as expected, the algorithm successfully identified the similarity between
groups X and Y, and Z and W, while showing complete dissimilarity when any other pair of
groups are compared.
15
Figure 2.3: Gaussian and Filtered Generated Data Comparison Results
2.2.2 Second Test: Alternative Gaussian sequences
A second test using own generated data was performed. The scenario is similar to the
previous one but this time group X are time series coming from a zero mean, unit variance
Gaussian distribution, and group Y from a 150 mean, 4 variance Gaussian distribution. Four
coefficients were defined, being α1 = 0.6, α2 = 0.4, α3 = 0.8, and α4 = 0.2. Group W is the
filtered version of group X using coefficients α1 and α2, while group Z is the filtered version
of group Y using coefficients α3 and α4. Running the algorithm resulted in:
Figure 2.4: Alternative Gaussian and Filtered Generated Data Comparison Results
Once again, the results are still as predicted. Since the coefficients of the filters are
different, differences between group Z and W were expected.
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2.2.3 Third Test: Markov Chains
For this test four transition probability matrices were defined:
TPM1 =
 0.5 0.375 0.1250.25 0.125 0.625
0.25 0.375 0.375
TPM2 =




0.8 0.1 0.10.1 0.7 0.2
0.1 0.3 0.6
TPM4 =
 0.7 0.15 0.150.1 0.65 0.25
0.15 0.3 0.55

Using the estimator concept time series were generated from the defined TPM’s. Where
group X had time series created from TPM1, group Y from TPM2, group W from TPM3,
and Z from TPM4. As we can see in the construction of the matrices TPM1 and TPM2 are
similar matrices and so TPM3 and TPM4. The results of this test were:
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Figure 2.5: Markov Chains Generated Data Comparison Results
The results were not entirely as planned. Between groups X and Y there was some
similarities found, for the case of groups W and Z just two cases showed the expected
relationship. The dissimilarity relationships were portrait as expected. It is still safe to say
that the algorithm is working the way it should be and is ready to test the anticipated results
for the EEG data.
2.2.4 Reproduction Using the EEG Data
Now that we built a good confidence that our algorithm works properly it was time to
try to reproduce the work done in [1] using the same data and procedure described in Section
2.1.4. The results obtained were:
Figure 2.6: Comparison between EEG Data
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Where we can see that the obtained results were not as expected. In Figure 6 we can
see that setA has more similarity with C and D than with setB, completely differing with
the claims presented in the cited paper. The presented results are only a small portion of
all possible comparisons between each group however, they showed the overall trend since
the results between any other groups of ten would present similar outcomes. Running the
complete 100 by 100 comparison between each group was not possible because the algorithm
took an excessive amount of time without giving any result. Therefore, we used 10 by 10
comparisons resulting in 100 graphics for each analysis between sets.
2.2.5 PE Histograms
As seen in Section 2.2.4 our algorithm was not able to reproduce the results anticipated
in [1]. Up to this point we were focused in trying to get the desired results but did not stop
to question the results we were chasing or to analyze the data we were using. Since the
decision making for the comparison method depends on the PE, we calculated the PE for
each time series in all the data sets giving as result the following histograms:
Figure 2.7: PE Histograms
This results gave the following conclusions:
• We did not really understand the nature of the data what we were working with.
• PE is a measure pointing how random is the information we are dealing with, therefore
this value will point that in the EEG measurements.
• Defying our intuition, the PE value is similar between groups A, C, D, then decrease
for group B, and decrease even more for group E.
• After further analysis, groups A,B, and C were taken from people in regular mode
using all their senses decreasing the predictability of their brain activity.
19
• Group B measurements were taken from people with eyes closed, therefore canceling
the sight decrease the brain activity since there are less information to process.
• For group E even though a seizure is a chaotic state, it blocks most of the brain
functions make it more predictable despite its chaotic nature.
• Our results were characterizing the mentioned relationships, thus a reproduction of the
results in [1] is not possible since the nature of the data used will never show those
results using PE as a comparing metric.
The method worked the way it was supposed to work but to get the desired results for
any time series comparison we need to change the comparing metric.
2.3 Alternative Metric
After realizing that using PE was not giving the desired results it was time to reconsider
the metric used for comparison. Instead of discarding everything done so far, the idea
came up that maybe valuable underlying statistics information built during the permutation
analysis was getting lost when it was all summarized into a number. There was the possibility
that two series sharing the same value of PE, but one having a regularly appearance of every
ranked permutation while the other had a clearly dominant one, however at the end the PE
value was the same for both of them. Therefore a metric should be selected allowing us to
measure differences among the underlying distributions leading to the final value of PE. For
that reason, it was decided to try to use the Total Variation Distance (TVD).
2.3.1 Definition of Total Variation Distance (TVD)
The total variation distance is a distance measure that calculates the difference between
two probability distributions. The total variation distance between two probability measures
µ and υ on R is defined as [24]:







where µ and υ are probabilistic measurements of a random variable.
The confidence to use this new metric was built observing the results in [25] where
the TVD approach was used to differentiate between Hidden Markov Models (HMM). This
approach is relevant because our intermediate statistics form Markov Chains that are less
complex than the HMM’s. Therefore, the TVD approach theoretically is able to differentiate
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between our generated statistics between any pair of time series. However, since the process
of building statics from the ranked permutation create a probability distribution in the form
of Markov chain, the formula to calculate TVD have to be modified.
In order to calculate the TVD metric to fit our data, we have to derive a joint version
of the TVD definition. In our case, lets have two time series X = (x1, x2, ..., xk) and Y =
(y1, y2, ..., yk), that are analyzed using the permutation entropy approach with window size
n and shifting parameter τ = 1. The possible amount of permutations is n!. For both
time series, the initial distribution of the all their possible permutations will be given by
a stationary distribution array of dimension 1 x n!, and the distribution of all the possible
transitions between permutations by Transition Probability Matrix (TPM) of dimensions n!
x n!. So, for time series X we will have Statx and TPMx, and for time series Y we will have
Staty and TPMy. Therefore the TVD value will be calculated as follows:








‖(Statx(i) ∗ TPMx(i, j))− Staty(i) ∗ TPMy(i, j))‖
2.3.2 Reproduction Using TVD
Now that there was a new metric defined it was time to use it in the reproduced al-
gorithm. Intuitively, the results should show better relationships between the groups this
time. The method and the decision making process was not drastically changed so the null
hypothesis was kept the same. The adjustments made to the original algorithm are presented
in Appendix A. Only comparing setA with itself gave the following result:
Figure 2.8: SetA with itself using TVD
Any other comparison gave all negative results. At this point obviously something was
not being considered, so in order to identify where was the error further analysis was made.
21
2.3.3 TVD Histograms
Once again the results using the reproduced algorithm was not giving he expected
results. So, the same way it was done with the Permutation Entropy value, an analysis
of the TVD values was performed using this metric to directly perform all the possible
comparisons between the EEG data sets. The TVD was calculated for all possible pairs and
instead of being treated further they were kept and plotted in histograms, giving as result:
Figure 2.9: TVD Histograms
Surprisingly these results showed that:
• Comparison between groups A and B, and C and D presented similar graphics showing
a small TVD value.
• Group E presented high values of TVD when compared with any other group.
• In any comparison between a group of healthy people with a group of epilepsy patients
the values are higher than the ones presented lines above.
• Using TVD directly in our data it can be seen some of the anticipated relationships
taking place.
• When we tried to used this approach with the bootstrap method we used the null
hypothesis of TVD = 0, which was not able to show the results from the presented
histograms.
• In order to use TVD as a decision metric for the proposed classification method instead
of calculate an exact value null hypothesis, it should be an interval.
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• A correct value ε must be found to be used as a threshold, such that the decision rule
will be given by 0 =< TV D <= ε .
2.4 Section Conclusions
• The results presented in the paper using the comparison method based on PE is not
reproducible and not accurate.
• The presented algorithm in [1] need to be changed to meet the classification metric
parameters, instead of proposing an exact value null hypothesis, an interval probably
might improve its performance.
• However, the permutation analysis do characterize the desired associations when the
permutation statistics are used with the TVD metric.
• New algorithm need to be developed to characterize the relationships seen in the TVD
histograms.
• The reproduced algorithm tried to determine a similarity relationship between time
series, nevertheless we believe the new algorithm taking advantage of the TVD metric
can go beyond and perform a classification job.
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Chapter 3
Alternative Algorithms Using the
TVD Distance
As seen in the previous chapter, the algorithm presented in [1] using permutation entropy
was not able to characterize the difference between the different EEG data groups the way
it was expected. Using the same approach, TVD distance was used as the new metric
instead of PE leading to even worst differentiation. However, when the direct TVD distances
were computed a differentiation was possible by observing the behavior of its histograms.
Therefore, this metric was characterizing the behavior we were expecting from our data but
the method used was not capturing that pattern. For that reason, a new algorithm has to
be developed to take advantage of the TVD metric.
In this chapter, three algorithms are proposed to use the TVD metric along with the
permutation analysis to not only state similarity relationships between time series but to
classify them according to some given scenarios. The new methods will be defined and then
some experimental results will be shown. The goal is to observe the performance of the three
approaches to determine if this metric is efficient for classification purposes.
3.1 Algorithm Definition
The algorithms proposed assumed there are enough data sets to be used as training data
for every group of sets that will be part of an scenario. The permutation analysis will be
performed on this training data to build some underlying statistic regarding the scenarios to
be classified. The algorithms will be explained, more detailed information of the generated
algorithm code will be provided in Appendix A.
3.1.1 Average of TPM’s
In the first place, for the first algorithm we build relative relationship. For example, we
look at the distance between a point with respect to all others, whose relative position is
defined in terms of a vector of finite length and a defined number of cluster. Let us assume
each cluster has M distributions learned from M different time-series, and that the total
number of cluster is N.
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• For the training data in each group, the permutation analysis is performed for each
time series.
• We extract the resulting TPM of each dataset of all the groups.
• Then, the TPM’s are averaged within the same group, resulting in a single averaged
TPM per group.
• A stationary distribution is calculated for every averaged matrix.
• With a TPM and stationary distribution per group, TVD is calculated between all
groups.
• Therefore, an average TVD value was calculated for each group comparison.
• Having all the comparisson values, arrays were created anticipating what the TVD
should be if a time series belongs to a specific group. For example if there are N
groups (G1, G2....GN) and we assumed the new time series is from G1 then an array
called IfG1 will be created containing the comparisson values of G1 against the others
in order IfG1 = [G1G1, G1G2....G1GN ]. This arrays will be called If-arrays in the
following lines.
• Then we used our test data.
• For a new time series X the permutation analysis was performed calculating TPM and
stat dist for it.
• Using those statistics, we calculated TVD comparisons between X and the averaged
TPM’s of each group, generating an array IfX containing the comparison values of
the new sequence. For instance, taking again the case of a three group case IfX =
[XG1, XG2...XGN ].
• That array was compared with the previous calculated If-arrays using the L2 norm.
• The lowest value of L2 norm was determined to classify which group the test time
series belongs to.
3.1.2 Average of TVD
This approach is similar from the previous one. The classification method is the same
with the difference that instead of finding average TPM for each group to calculate TVD
comparisons, now we calculated TPM for each time series of each group and found all the
possible TVD comparisons and averaged those TVD values. The steps of this algorithm are:
• For the training data in each group, the permutation analysis was performed for each
time series providing its TPM.
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• With those TPM’s we found all possible TVD comparisons between each group. For
example if there was M training time series in group A and B, all possible MxM TVD
values were calculated and stored in a long array. The same was done for all the
possible group comparison including between the same group.
• Then, an average TVD value for each group comparison was calculated.
• With those average TVD comparissons, If-arrays were were defined the same way as
in the previous algorithm.
• Then we used our test data, for each one of the testing time series the permutation
analysis was performed calculating TPM and stationary distribution.
• Using those statistics, we calculated TVD comparisons for one testing time series
against all the training sequences resulting in M TVD values for each group.
• Then, those TVD values are averaged for each group creating the array IfX =
[XG1XG2...XGN ]
• That array was compared with the previously defined If-arrays using the L2 norm.
• The lowest value of L2 norm was determined to classify which group the test time
series belongs to.
3.1.3 Average of TVD Using the Frobenius Norm
The third proposed approach is similar to the previous one, however instead of gener-
ating a single values of average TVD between all groups now a vector is generated. The
procedure goes as follows:
The idea here is to calculate each group’s relationship with the rest of N-1 ones, as well
with itself is featured in a M by N matrix, where M is the number of labeled time series
per group. The relative location of a group with respect to either itself or another group
is defined by a vector of TVD of length M, which is attained through averaging out of M
relative vectors in total.
• For the training data in each group, the permutation analysis was performed for each
time series providing its TPM.
• With those TPM’s we found all possible TVD comparisons between each group. For
example if there was M training time series in G1 and G2, all possible MxM TVD
values were calculated and stored in a matrix. This matrix will have in each row the
comparison of one sequence of G1 with all the sequences of G2, resulting that each row
will have M values.
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• Then, for each group comparison matrix every row was averaged. Thus, a 1xM vector
will result for each group comparison.
• Note that in this case G1G2 comparison is not the same as G2G1.
• With those average TVD comparisons vectors, If-arrays were defined the same way as
in the previous algorithm. However this time we will not have a 1xN array but a NxM
vector.
• Then we used our test data, for each one of the testing time series the permutation
analysis was performed calculating TPM and stationary distribution.
• Using those statistics, we calculated TVD comparisons for one testing time series
against all the training sequences resulting in M TVD values for each group, and
store in a MxM matrix.
• Then, those TVD matrices are averaged row-wise for each group creating the NxM
matrix IfX
• That matrix was compared with the previously defined If-arrays using the Frobenius
Norm. These If-arrays now defined by a matrix, which reflects relative positions of its
own sequences with respect to all groups including itself.
• The lowest value of Frobenius Norm was determined to classify which group the test
time series belongs to.
3.2 Testing Using Previous EEG Data
To test the performance of the proposed algorithms some experiments were performed.
For the first one, as a logical step, the same five groups of EEG data seen in previous chapters
were used. Since each group have 100 time series, 80 of them were used for training purpose
and 20 for testing. The majority of the time series were used for training in order to build
a more reliable statistic. The three algorithms were tested using this data and the results
are shown in Table 3.1. The results showed how many time series were correctly classified
among the 20 time series tested for each group.
This results were encouraging since they maintain a relationship with the histograms
presented in section X. Relevant observations and analysis from the results are:
• The results showed that for all three algorithms Group E is the easiest to classify,
Groups A and B can be distinguish around 50% of the times, and Groups C and D are
the most difficult to distinguish.
• The results maintain relationship with the histograms previously calculated for this
data sets. In those, it was clear that the shift of the histogram for Group E was really
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Table 3.1: Results using EEG data
Group Avg. of TPM Avg. of TVD Avg. using Frob. Norm
A 50% (10) 55% (11) 50% (10)
B 40% (8) 40% (8) 35% (7)
C 20% (4) 20% (4) 35% (7)
D 25% (5) 25% (5) 30% (6)
E 85% (17) 80% (16) 75% (15)
pronounced from the rest while Groups C and D were mostly overlapping between each
other.
• The algorithm using the Frobenius Norm present a better detection for Groups C and
D than the other approaches.
• Despite the data being encouraging, the number of test data is so small that it cannot
be considered as statistically representative to have decisive conclusions.
• More testing having a more representative amount of test data needed to be done.
3.3 Testing Using New EEG Data
Since the groups of EEG data sets used so far only contains 100 time series, new data
sets were utilized. For a second algorithm testing, we utilized EEG data found in [26], where
we have 7500 EEG time series coming from 5 epileptic patients with 4092 points each. Those
time series are divided in two groups, Focal (F) and non-Focal (NF) each with 3750 time
series. Focal EEG measurements comes from the parts of the brains involved during a seizure
event while non focal measurements comes from brain areas that were not involved at seizure
onset [27]. The goal was to test how well the algorithms can distinguish between those two
groups. In order to do the testing, 400 time series were used as training data and 350 as
testing data for each group.
In Table 3.2 the results are presented with a surprising outcome. Specifically for the
focal group the detection percentage never goes beyond 50%, in other words tossing a coin
would give a better detection than using the algorithms.
However, before reaching conclusions just with the given results more analysis was
required. Similar to the testing trying to replicate the work in [1], the fact that the data used
are EEG measurements and they require special attention since the brain operation is really
complex. Thus, once more the TVD distances were calculated and graphed as histograms
to observe the behavior of this metric. To do so, the data was separated according the way
it was compressed. When downloaded the 3750 time series of each group were extracted
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Table 3.2: Results using Focal and Non-Focal EEG data
Group Avg. of TPM Avg. of TVD Avg. using Frob. Norm
Focal 46.57% (46.47%) 34% (119) 40.57% (142)
Non - Focal 52% (182) 66.28% (232) 56.28% (197)
from compressed folders containing 750 samples each. Intuition pointed that maybe there
was some reason behind that way of organization so it was respected when calculating
the distances. Therefore, the data was divided in 5 subgroups for each group, leading to
Subgroups A to E having 750 time series each from the Focal Group, and Subgroups F
to J from the Non-Focal Group. The TVD comparisons were performed between all time
series in each subgroup, giving 562500 TVD values per comparison that were graphed into
histograms.
Some examples of the resulting histograms are showed in Figure 3.1, and there was no
necessity to show a more considerable amount of histograms of all the 54 possible comparisons
between the subgroups because the the resulting graphics are almost identical. With this
pattern of the behavior of the TVD metric is clear that the problem is not related to the
developed algorithms but more it is linked that the nature of the data do not allow the TVD
to find differences between the time series.
Figure 3.1: Focal and Non-Focal EEG data sets TVD Histograms
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EEG data has proven to be too complex and unpredictable to test the proposed algo-
rithms in a conclusive way. More testing was required with data able to be measured and
that was able to have a more objective way to benchmark.
3.4 Testing Using Self Generated Data
After analyzing the results obtained in the previous section, the decision made was to
test the proposed algorithms using self generated data so the anticipated results could be
more predictable. The goal is to create four groups with statistical distributions that are
easy to differentiate, and to be able to have a proved method of differentiation as benchmark
to be compared with the performance of the proposed algorithms.
The self generated data consisted in four groups containing 20000 time series each with
a length of 4000 elements. Each group was generated as follows:
• Group A: [X1 X2.... Xn] i.i.d time series following standard normal distribution, i.e.
N (0, 1).
• Group B: Filtered version of Group A using the equation Yn = α1 ∗Xn + α2 ∗Xn−1
• Group C: Filtered version of Group A using the equation Yn = α1 ∗Xn + α2 ∗ Yn−1.
• Group D: Filtered version of Group A using the equation Yn = α1 ∗Xn + α2 ∗Xn−1 +
β ∗ Yn−1.
The resulting filtered versions of Group A will also be Gaussian therefore the Maximum
Likelihood (ML) approach can be used as benchmark method. To do so, we have to assume









∼ Hj, j ∈ {1, 2, 3, 4}
Then, we calculate the log-probability of that assumption log(P [Y1, Y2...Yk|Hj]), where





exp(−0.5(x− µ)T )Σ−1(x− µ))
The only unknown to calculate the wanted probability for each time series will be the









Thus, each time series will be evaluated assuming the four different groups, and the
assumption giving the maximum log-probability will be selected to classify the given time
series.
Now, all the steps are defined to start testing the algorithms and the ML approach with
the generated data. However, to have even more control of the predicted outcome before we
start the testing, the behavior of the statistics according the filtering coefficients have to be
calculated. To do so, we would like to choose appropriate parameters α and β to control the
differentiability between these Gaussian distributions by resorting to matrix norms of their
resulting covariance matrices. Using the Frobenius Norm, the covariance matrices of the
four groups were compared giving a clear view of how the difference between those matrices
vary according the selected coefficients. Therefore, we are able to know which coefficients
will lead to most distinguishable groups and which ones will shrink that difference.
Each time series has 4000 elements, complicating the calculation of the co-variance
matrix since the inverse of a 4000x4000 matrix would be necessary. For that reason, for the
calculations involving co-variance matrices only the last 100 elements of each time series were
used. In Table 3.3 the variation between co-variance matrices distances according the chosen
coefficients is presented. The results obtained were used in the election of the coefficients in
the different tests performed.
3.4.1 Test1
For the first test the idea was to select the coefficients that generate the most distinct
groups. Thus, according to Table 3.3 the combination that give the desired result is α1 = 0.5,
α2 = 0.5, and β = 0.9. The first set of results in Table 3.4 correspond to the test using
the three proposed algorithms and the ML approach. To build the results, 600 time series
per group were used as training data and 400 as testing data. In this case, we used the full
length (Length = 4000) of the time series when running the proposed algorithms and only
the last 100 elements when running the ML approach. In the table results the variables like
CountA, represent the counting of the time series that were correctly classified according the
group that is being analyzed.
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Table 3.3: Co-variance Distances Variation According to the Filtering Coefficients
α0 α1 β AB AC AD BC BD CD
1 0.7 0.3 0.4 5.1506 5.2071 8.7636 1.0746 6.8308 7.2368
2 0.6 0.4 0.4 5.9124 6.3244 9.0762 1.6969 6.8191 7.5621
3 0.5 0.5 0.4 6.1413 7.2045 9.1288 2.4396 6.7693 8.022
4 0.4 0.6 0.4 5.8949 6.3063 9.0351 1.6948 6.7814 7.5276
5 0.3 0.7 0.4 5.1975 8.6127 8.8067 4.5524 6.8448 9.71
6 0.2 0.8 0.4 3.9974 9.149 8.4085 6.0216 6.9512 10.8946
7 0.1 0.9 0.4 2.3807 9.5916 7.9661 7.812 7.1627 12.2904
8 0.2 0.8 0.3 3.9974 9.149 6.3729 6.0216 4.3959 8.8279
9 0.2 0.8 0.5 3.9974 9.149 11.8135 6.0216 10.7705 14.2096
10 0.2 0.8 0.6 3.9974 9.149 17.5758 6.0216 16.8707 19.7456
11 0.2 0.8 0.7 3.9974 9.149 28.4433 6.0216 28.0033 30.3089
12 0.2 0.8 0.8 3.9974 9.149 54.0884 6.0216 53.8558 55.4708
13 0.2 0.8 0.9 3.9974 9.149 155.1702 6.0216 155.0914 155.9071
Table 3.4: Full length Test Data Results with α1 = 0.5, α2 = 0.5, and β = 0.9
















100% 100% 100% 100%
Every single method used was able to classify perfectly the test data according the group
it belongs to. Now, this results were obtained using the full length of the sequences that is
4000 elements. Not always the sequences to be analyzed will posses this extensive amount
of elements. Therefore, to test the performance when the sequences are shorter the test and
training were trimmed to only a constraint number of elements. The number of computed
time series are the same (600 as training data and 400 as testing), but the length of those
sequences will be trimmed to 100, 200, 300, 400, and 500. In the following tables results all
testing data was constraint according to the case, and for the training both the full length
and trimmed versions were used to observe how it affects the results.
In Table 3.5 the results for only using the last 100 elements for testing data are presented.
As expected, the classification rate success diminished for all groups being more dramatically
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for Group C. Next, the result tables for the cases for the last 200, 300, 400, and 500 elements
are presented. It is necessary to point that for the next cases we also increased the elements
used for the ML approach calculations.
Table 3.5: Last 100 Elements Test Data Results with α1 = 0.5, α2 = 0.5, and β = 0.9




95.25% (381) 90% (360) 53.5% (214) 99.25% (397)
Last
100





92.5% (382) 88.5% (354) 51.75% (207) 99.25% (397)
Last
100





92.5% (382) 89% (356) 51.75% (207) 99.25% (397)
Last
100
82% (328) 84.75% (339) 72.5% (290) 96% (384)
ML 100% 100% 100% 100%
Table 3.6: Last 200 Elements Test Data Results with α1 = 0.5, α2 = 0.5, and β = 0.9




96.75% (387) 99% (396) 83% (332) 100%
Last
200





97% (388) 98.75% (395) 81.25% (325) 100%
Last
200





97% (388) 98.75% (395) 80.75% (323) 100%
Last
200




100% 100% 100% 100%
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Table 3.7: Last 300 Elements Test Data Results with α1 = 0.5, α2 = 0.5, and β = 0.9




98.25% (393) 99.5% (398) 92.25% (369) 100%
Last
300





98.5% (394) 99.5% (398) 92% (368) 100%
Last
300





98.5% (394) 99.5% (398) 92% (368) 100%
Last
300




100% 100% 100% 100%
Table 3.8: Last 400 Elements Test Data Results with α1 = 0.5, α2 = 0.5, and β = 0.9




99.25% (397) 99.5% (398) 98.25% (393) 100%
Last
400





99.25% (397) 99.5% (398) 98.25% (393) 100%
Last
400





99.25% (397) 99.5% (398) 98.25% (393) 100%
Last
400




100% 100% 100% 100%
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Table 3.9: Last 500 Elements Test Data Results with α1 = 0.5, α2 = 0.5, and β = 0.9




99.25% (397) 99.75% (399) 98.25% (393) 100%
Last
500





99.25% (397) 99.75% (399) 97.75% (391) 100%
Last
500





99.25% (397) 99.75% (399) 97.75% (391) 100%
Last
500




100% 100% 100% 100%
As seen in Tables 3.6, 3.7, 3.8, and 3.9, the classification success rate increased when
the analysis were made with longer sequences. It is interesting to observe that when the
length was 300 elements the classification was over 90% for all approaches and all groups.
Interesting remarks are:
• Group C suffered the most in this case when the length got really short, with a per-
formance around between 50% and 60%.
• Group D was almost perfectly classified for all methods with any length.
• As thought, a length of 100 affected all three algorithms success rate.
• Contrary to first intuition, using shorter length or full length for the training data did
not have a great impact in the final performance. Except when the length was 100,
where using a short length for training data made a difference for group C in the Avg.
of TVS and Frob Norm approaches. The performance with regular training sequences
was around 50% while the shorter version resulted in success around 70 %.
• Overall, the three methods had a similar behavior.
• It was encouraging to see that with a short length of 300 the classification was already
above 90% for all cases.
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3.4.2 Test2
Previously the best case for classification purposes was presented. Now, it is required
to test the algorithms with a more difficult data sets to classify. Using the knowledge of the
behavior of the statistics according to the selected coefficients, the second testing was done
using the coefficients α1 = 0.2, α2 = 0.8, and β = 0.6. The procedure for the testing was the
same as in the previous section. The results for the full length time series were:
Table 3.10: Full length Test Data Results with α1 = 0.2, α2 = 0.8, and β = 0.6
















97.5% (390) 98.25%(393) 100% 99.75% (399)
Again the classification was perfect when using the full length for training and testing
data using the proposed algorithms, but it was not perfect using the ML approach. Once
more, the results using only the last 100 elements of the sequence were calculated:
Table 3.11: Last 100 Elements Test Data Results with α1 = 0.2, α2 = 0.8, and β = 0.6




90.25% (361) 33% (132) 19.75% (79) 85% (340)
Last
100





91.75% (367) 31.5% (126) 17% (68) 86.25% (345)
Last
100





93.75% (375) 32.5% (130) 21.25% (85) 86.5% (346)
Last
100




97.5% (390) 98.25%(393) 100% 99.75% (399)
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This time the classification success rate drastically dropped for groups B and C. By
simple observation looks like using the shorter length version of the sequences for training
give slightly better results in this case. Next, the result tables for the cases for the last 200,
300, 400, and 500 elements are presented.
Table 3.12: Last 200 Elements Test Data Results with α1 = 0.2, α2 = 0.8, and β = 0.6




91.75% (367) 69.75% (279) 48.75% (195) 84% (336)
Last
200





92.25% (369) 67.5% (270) 44.75% (179) 83% (332)
Last
200





92.25% (369) 67.5% (270) 44.75% (179) 83% (332)
Last
200




99.75% (399) 99.5% (398) 100% 100%
Table 3.13: Last 300 Elements Test Data Results with α1 = 0.2, α2 = 0.8, and β = 0.6




92.25% (369) 85% (340) 59.75% (239) 86.75% (347)
Last
300





93.5% (374) 82.25% (329) 56.75% (227) 86.75% (347)
Last
300





93.5% (374) 82.25% (329) 56.75% (227) 86.75% (347)
Last
300




100% 100% 100% 100%
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Table 3.14: Last 400 Elements Test Data Results with α1 = 0.2, α2 = 0.8, and β = 0.6




95% (380) 90.75% (363) 65.5% (262) 87.25% (349)
Last
400





95.5% (382) 90% (360) 63.5% (258) 86.5% (350)
Last
400





95.5% (382) 90% (360) 62% (252) 85.5% (350)
Last
400




100% 100% 100% 100%
Table 3.15: Last 500 Elements Test Data Results with α1 = 0.2, α2 = 0.8, and β = 0.6




97% (388) 93.5% (378) 75% (300) 90.75% (363)
Last
500





97.5% (390) 94% (376) 71.75% (287) 89.5% (358)
Last
500





97.5% (390) 94% (376) 72% (288) 89.5% (358)
Last
500




100% 100% 100% 100%
As seen in Tables 3.12, 3.13, 3.14, and 3.15, the classification success rate increased
when the analysis were made with longer sequences. Nevertheless, this increment is not as
fast as seen in Test 1. Group C in this case is in the 70% range of classification success rate.
Eventually all Groups will reach perfect classification rate but for the selected coefficients
it will be required a larger minimum sequence length to achieve it. Moreover, as sequence
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length increases, we can hardly see significant difference of performance between different
methods.
3.4.3 Test3
This test explored the case when the coefficients supposedly will generate harder to
classify groups. The combination to build this scenario is given by α1 = 0.7, α2 = 0.3, and
β = 0.3. The procedure for the testing was the same as in the previous section. The results
for the full length time series were:
Table 3.16: Full length Test Data Results with α1 = 0.7, α2 = 0.3, and β = 0.3
















99.75% (399) 77.25% (309) 77% (308) 93% (372)
The proposed algorithms were able to perfectly classify all time series despite the given
scenario. However, in this case the ML approach dropped its performance specially for groups
B and C. Of course, this is for an ML approach with only 100 elements per time series when
the rest of the algorithms were using their full length making it an unfair comparison. The
results for the test using only the last 100 elements for the test data are shown in Table
3.17, where the drop in the performance is clear. Surprisingly, this results showed that
when the training data is also of short length the performance for groups B and C improved
considerably when Average of TVD and Average of TVD with Frobenius Norm approaches
were used.
As seen in Tables 3.18, 3.19, 3.20, and 3.21, the pattern of improvement while increasing
the element number in the sequences is still present. It is interesting how the difference in
performance is big between using the full or short length sequence for the training data, but
that that difference became minimal when the length reached 400 points.
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Table 3.17: Last 100 Elements Test Data Results with α1 = 0.7, α2 = 0.3, and β = 0.3




92.75% (371) 12.5% (50) 9% (36) 95.5% (382)
Last
100





93% (372) 10.5% (42) 8.25% (33) 95.5% (382)
Last
100





93% (372) 10.75% (43) 8.25% (33) 95.5% (382)
Last
100




99.75% (399) 77.25% (309) 77% (308) 93% (372)
Table 3.18: Last 200 Elements Test Data Results with α1 = 0.7, α2 = 0.3, and β = 0.3




93.75% (375) 45.25% (181) 37% (148) 96.5% (386)
Last
200





94% (376) 41.25% (165) 38.5% (154) 96.25% (385)
Last
200





94% (376) 41.5% (166) 38.25% (153) 96.5% (386)
Last
200




100% 91% (354) 92.5% (370) 96.75% (387)
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Table 3.19: Last 300 Elements Test Data Results with α1 = 0.7, α2 = 0.3, and β = 0.3




93.75% (375) 45.25% (181) 37% (148) 96.5% (386)
Last
300





94% (376) 41.25% (165) 38.5% (154) 96.25% (385)
Last
300





94% (376) 41.5% (166) 38.25% (153) 96.5% (386)
Last
300




100% 91% (354) 92.5% (370) 96.75% (387)
Table 3.20: Last 400 Elements Test Data Results with α1 = 0.7, α2 = 0.3, and β = 0.3




96.75% (387) 75% (300) 70.75% (283) 97.5% (390)
Last
400





96.5% (386) 74% (296) 71.5% (286) 97.25% (389)
Last
400





96.5% (386) 74.25% (297) 71.5% (286) 97.25% (389)
Last
400




100% 97% (388) 97.75% (391) 99.75% (399)
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Table 3.21: Last 500 Elements Test Data Results with α1 = 0.7, α2 = 0.3, and β = 0.3




97.5% (390) 84% (336) 77.75% (311) 98% (392)
Last
500





97.5% (390) 83.75% (335) 78.75% (315) 98% (392)
Last
500





97.5% (390) 84% (336) 78.25% (313) 98% (392)
Last
500




100% 98.5% (394) 99% (396) 99.75% (399)
Some interesting remarks after observing the results of testing using shorter length
sequences are:
• Avg of TVD and Frob. Norm approaches presented better performance when using
short length sequence as training data for groups B and C.
• This difference got really short when the length was 500 though.
• Group D presented overall good detection rate overall. However in this case classifica-
tion dropped when using short length sequence as training data for Avg of TVD and
Frob. Norm approaches, this happened for lengths up to 300, for larger lengths the
difference between using different length sequence as training data got minimal.
3.4.4 General Observations
After generating the results from the three tests using our own generated data, we can
observe that:
• When used the full length of the sequences for training and testing data the algorithms
were able to perform perfect classification no matter the coefficients used.
• Depending on the coefficients used, the classification suffered a severe drop in the
success rates when the sequence’s length is really short.
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• No matter what coefficients are used to generate the data, it is estimated that with
around 1000 elements in the sequence the classification using any of the three algo-
rithms will be really close to 100% success rate.
• The performance among algorithms did not vary drastically in the test done. For
sequences lengths of 100 or 200, the Frob. Norm approach presented a little better
results when using also short length sequences as training data.
• The groups consisted in data sharing the same distribution, however real life data most
likely will be the product of a mixture of distributions.
3.5 Testing Using Self Generated Data Under Mixture
Distributions
It was proved that the proposed classification algorithms are able to perfectly classify the
time series when the data in each group share the same distribution. Nevertheless, real data
sets most of the times do not come from specific distributions but are a mixture of them.
For instance, communications over the spectrum over a polluted air interface suffering to
extensive exposure from different sources and types of noise. Since this multiple distribution
type data is the one most likely to be found, it was necessary to carry on tests to measure
this type of data. We used the same idea of creating self generated data to simulate one
of those scenarios and test again the proposed algorithms. Once again, the ML approach
will be used as a benchmark approach, however the statistic built from the data will not be
completely Gaussian anymore it was considered interesting to check how this approach will
behave in the new scenario. Intuitively we expect that the performance of the all classifying
approaches will drop.
The method to build the mixed scenario is to create the filtered version of the data sets
in Group A but using different filtering coefficients among the same group. For example,
Group B uses the filtering equation Yn = α1∗Xn+α2∗Xn−1, so instead of using the same α’s
and β for all the series in the group, we will use different coefficients to create the sequences.
This will be divided in block, so if 4 different coefficients combination are used the total
amount of time series will be divided by 4 and each block will have time series generated
from a specific set of coefficients. Therefore, a block means a set of time series sequences
following a particular distribution. Then, we will pick for the training data equal number
of sequences from each block, for instance if there are 4 sets of coefficients then 4 blocks of
data will be created and therefore 1/4 of the training data will come from each block. The
same was done for the testing data. This was not applied for Group A since this group is
the generator of the Gaussian sequences used to generate the rest of the groups. The testing
carried on are presented next.
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3.5.1 Mixed Test1
For the mixed test intended we used the same coefficients used in Sections 3.4.1, 3.4.2,
and 3.4.3.Thus, we will have 3 blocks of different sets of coefficient given by:
• Block 1: α1 = 0.5, α2 = 0.5, and β1 = 0.9.
• Block 2: α3 = 0.2, α4 = 0.8, and β2 = 0.6.
• Block 3: α5 = 0.7, α6 = 0.3, and β3 = 0.3.
For the training data part 900 sequences were used, selecting 300 of them from each
block. For the testing part 600 time series were evaluated picking 200 of them from each
block. Once this was done, the procedure was the same as in the previous section. The
results of the the testing using the full length time series for training and testing data were:
Table 3.22: Full length Test Data Results for Mixed Test 1
















100% 80.83% (485) 68.16% (409) 75.33% (452)
Table 3.22 shows interesting results for this new new scenario. Of course Group A has
no change from previous evaluation since it has not changed. For the first time, the success
rate is not perfect for the full length test. Group B suffered a huge drop of its classification
efficiency for the proposed algorithms, but remain in high percentage for the ML approach.
Contrary to this, Group C presented better performance in all the algorithms when compared
with ML. For Group D the performance is similar for all methods except the one using the
Frobenius Norm. Also, it is the first time that there is a prominent difference between the
3 algorithms. In this test, the approach using the Average of TPM’s have a a better overall
performance. According to past testing, this numbers should drop for all groups when the
number of elements in each time series become small so lets check if this previous observation
still holds.
Table 3.23 show the results when only the last 100 elements are used. Surprisingly, for
Group D the success rate for some test is even better than using the full length of the time
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series. In fact, increasing the number of elements in Tables 3.24, 3.25, 3.26, and 3.27 do not
affect too much the classification performance of Group D and Group B, that with small
lengths like 200 or 300 elements the results are really similar to the one using the full length.
Only Group C kept the trend seen before of performance degrading when the length tends
to be in the hundreds range.
Table 3.23: Last 100 Elements Test Data Results for Mixed Test 1




96.66% (580) 25.5% (153) 16.33% (98) 82.16% (493)
Last
100





91.16% (547) 34.66% (208) 1.5% (9) 86.5% (519)
Last
100





95.66% (574) 9.6% (58) 37.83% (227) 77.16% (463)
Last
100




99.66% (598) 80.83% (485) 67.5% (405) 77.5% (465)
Table 3.24: Last 200 Elements Test Data Results for Mixed Test 1




98.83% (593) 32% (192) 39.83% (239) 79.83% (479)
Last
200





97.83% (587) 45.66% (274) 12% (72) 81.5% (489)
Last
200





99.33% (596) 7.33% (44) 65.16% (391) 65.5% (393)
Last
200




100% 89.66% (538) 67% (402) 75% (450)
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Table 3.25: Last 300 Elements Test Data Results for Mixed Test 1




99.66% (598) 33.16% (199) 49.5% (297) 76.66% (460)
Last
300





99.16% (595) 45.5% (273) 26.83% (161) 77% (462)
Last
300





99.83% (599) 10.5% (63) 73.66% (442) 58.33% (350)
Last
300




100% 93.66% (562) 66.83% (401) 75% (450)
Table 3.26: Last 400 Elements Test Data Results for Mixed Test 1




99.83% (599) 34.5% (207) 58% (348) 76% (456)
Last
400





99.5% (597) 36.66% (220) 38.66% (232) 75.33% (452)
Last
400





100% 10.83% (65) 78.5% (471) 54.66% (328)
Last
400




100% 96.16% (577) 66.66% (400) 76% (456)
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Table 3.27: Last 500 Elements Test Data Results for Mixed Test 1




100% 34.16% (205) 62.5% (375) 75.83% (455)
Last
500





100% 34% (204) 48.66% (292) 74.16% (445)
Last
500





100% 10.33% (62) 81.33% (488) 53.33% (320)
Last
500




100% 97.33% (584) 66.66% (400) 75.33% (452)
The results showed a less intuitive behavior of the algorithms performance. Instead of
an improvement in the performance while increasing the length of the sequences, the success
rate presented a more stationary behavior with some fluctuations. Some important remarks
are:
• For the Frob. Norm approach when the length of testing and training data was 100 the
success rate for group C was 0% and for group B was almost perfect. However those
results were inverted for length 200 and the rest of lengths. Is still unknown why this
drastic change of behavior occurred.
• There is no clear trend whether using full or short length for the time series improves
the algorithm performance.
• Overall, Avg. of TPM approach had the better results, only falling short in its classi-
fication for group C against the Frob. Norm approach. However, this last method had
not so good performance for group B and D.
3.5.2 Mixed Test2
The previous test used 3 blocks of coefficients to simulate a mixed distribution approach.
Intuition lead to think that the performance will drop when adding another level of distri-
bution mixture. For this new testing, 4 blocks were used, with different sets of coefficient
given by:
47
• Block 1: α1 = 0.5, α2 = 0.5, and β1 = 0.9.
• Block 2: α3 = 0.2, α4 = 0.8, and β2 = 0.6.
• Block 3: α5 = 0.7, α6 = 0.3, and β3 = 0.3.
• Block 4: α7 = 0.1, α8 = 0.2, and β4 = 0.1.
The first three sets of coefficients remained the same from Test 1 and the additional
set of coefficients were selected to try to make the classification even harder. In this case,
for the training data part 1200 sequences were used, selecting 300 of them from each block.
For the testing part 800 time series were evaluated picking 200 of them from each block. In
Table 3.28 the results of the classification under the new scheme is shown.
Table 3.28: Full length Test Data Results for Mixed Test 2
















100% 55% (440) 70.88% (567) 79.16% (475)
It is interesting to note that the overall success rate for Group B increased for the three
proposed algorithms but decreased for the ML approach. Group D also was better classified
for all approaches but Group C got opposites results.
48
Table 3.29: Last 100 Elements Test Data Results for Mixed Test 2




96.38% (771) 20.38% (163) 14% (112) 81.75% (654)
Last
100





87% (696) 15.88% (127) 17.63% (141) 88.38% (707)
Last
100





95.5% (764) 30.38% (243) 11.75% (94) 73% (584)
Last
100




100% 55% (440) 70.88% (567) 59.38% (475)
Table 3.30: Last 200 Elements Test Data Results for Mixed Test 2




97% (776) 33.75% (270) 29.75% (238) 75.63% (605)
Last
200





93.63% (749) 31.25% (250) 32.88% (263) 77.38% (619)
Last
200





97.13% (777) 44.38% (355) 24.38% (195) 55.13% (441)
Last
200




100% 56% (448) 73% (584) 60.38% (483)
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Table 3.31: Last 300 Elements Test Data Results for Mixed Test 2




98.75% (790) 37.75% (302) 39.63% (317) 74.75% (598)
Last
300





97.38% (779) 36.5% (292) 41.75% (334) 74.13% (593)
Last
300





99.5% (796) 48.38% (387) 31.25% (250) 45.13% (361)
Last
300




100% 55.88% (447) 73.5% (588) 61% (488)
Table 3.32: Last 400 Elements Test Data Results for Mixed Test 2




99.88% (799) 41.38% (331) 45.38% (363) 72.75% (582)
Last
400





98.88% (791) 41.38% (331) 49.38% (395) 69.88% (559)
Last
400





100% 55.13% (441) 35.38% (283) 38% (304)
Last
400




100% 57.5% (460) 74.5% (596) 60.38% (483)
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Table 3.33: Last 500 Elements Test Data Results for Mixed Test 2




99.88% (799) 41.38% (331) 45.38% (363) 72.75% (582)
Last
500





98.88% (791) 41.38% (331) 49.38% (395) 69.88% (559)
Last
500





100% 55.13% (441) 35.38% (283) 38% (304)
Last
500




100% 57.5% (460) 74.5% (596) 60.38% (483)
Observing the all the result table is noted that this time the rule of performance decrease
when the length of the sequence tends to be really small. As contrary as expected, the overall
performance for four blocks was not worse and sometimes even better than the approach
with three blocks. Another interesting remark is that the ML approach did not significantly
increase its performance when the length of the time series was increased. In this case is
harder to point one approach as being than rest because each one performed better for a
specific group.
3.5.3 General Observations
After running all the experiments some major remarks that results showed are:
• For non-parametric approaches the results are not always intuitive.
• Using the Average of TPM’s approach gave us more consistent results for the mixed
testing, something that was not clear for single distributed groups where the algorithms
performed in really similar ways.
• Adding an extra layer of mixture contrary to what was initially thought, gave better
classification performance.
• Despite that ML approach usually gave consistent good results for the experiments,
its computation cost since involve calculating inverse of matrices is very high. The
proposed algorithms are computed in a less complex way.
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• Also, when using even more complex mixed distributed data sets the ML approach
will be useless since it is assuming an underlying Gaussian distribution. The proposed
algorithms will still work for this kind of data sets since they do not assume anything
from the incoming data.
• All the results presented were considering a permutation window of n = 3. Some other
testing was performed increasing that window but it did not have a significant impact
in the final results.
• Even when results were not as optimal as wished, the proposed algorithms are promis-
ing as a first step in order to classify time series in a non-para-metrical way.
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Chapter 4
Conclusions and Future Works
4.1 Conclusions
This thesis described the processes to develop non parametrical algorithms based in the
concept of permutation entropy. The starting point of the study was the reproduction of
the work proposed in [1], where permutation entropy was used along with bootstrap and
confidence intervals to determine similarities between EEG time series. The reproduction
did not succeed to give the anticipated results and did not determine the similarities rela-
tionships as expected. However, those negative results led to more analysis of the method
of permutations giving two crucial lessons. First, that the permutation rank based statistics
were indeed characterizing different patterns among the different defined groups of data but
when those statistics were transformed into the value of permutation entropy the character-
ization was lost. Thus, this taught us the second crucial lesson, that the statistics built from
permutation analysis of the data would work properly for characterizing purposes if those
statistics were used with another metric rather than the strict definition of permutation
entropy. Since the goal was to develop a classifying algorithm, the concept of comparisons
between distributions was required. Therefore, one metric fitting that requirement is the
Total Variation Distance (TVD).
After learning from the failed reproduction the development of our own algorithms
started. The previous chapter showed how the concepts of permutation rank based statistics
were teamed with the TVD approach to develop classifying algorithms. Three methods
were developed using the mentioned concepts and relying on the widely accepted L2 norm
to determine classification decisions. At first the algorithms were tested using EEG data,
however the complex behavior of brain measurements gave surprising results due to the
random behavior of them. Then, our own generated data was used to give better control
of the expected results, and also a widely used parametric classification method (Maximum
Likelihood Estimator) was introduced to play the benchmark role. As explained in more
details in Chapter 3, the algorithms when tested using single distributed groups worked
almost flawlessly for time series of considerable length. Also, when tested using mixed
distributed groups (as a way to emulate real life time series) results were fairly acceptable
and in some cases outperforming the ML approach. In summary, our work proved the
permutation rank based statistics as a powerful tool to characterize underlying statistical
behavior of time series, and we further proposed three simple but functional algorithms to
classify time series based on that concept.
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4.2 Future Works
The presented work is a good starting point to motivate additional research on related
topics. Some relevant ideas came through discussion during the study that may be good
research topics in the future. Among the most interesting and relevant we have:
• The presented algorithms can be improved with deeper research in the behavior of the
permutation statistics and the proposition of different metric. Also, the comparison
intended in our work was meant to be as simple as possible but functional, however
other alternatives rather than using vector or matrices norms could be researched and
proposed.
• Permutation rank based statistics proved to work for classification of time series pur-
poses. Nonetheless, it was observed in our results that when the length of the time
series is not long enough then the effectiveness of the approach decreased. Some studies
could be done to extend this method to be also effective for short time series.
• From our recent results, we already found that finding a proper representative distri-
butions within a same class is an effective starting point for classification purposes.
However, the built statistics are based in Transition Probability Matrices forming a
Markov chain between the possible permutations. Therefore, a way to improve what
was done is to seek proper metrics to measure distances between multiple Markov
probability transitions matrices, note that in each of this matrix, we have a product of
multi-nomial distributions each of which is a point in a simplex.
• Through the thesis we adopted of a first order Markov chain modeling the symbol
sequences using the permutation entropy framework. As seen in the analysis carried
on in Appendix B, the behavior of the transitions of the permutations would be more
accurately characterized if higher order Markov chain modeling is used.
• During our study we did not find time series containing equal values. Nevertheless,
there could be time series containing a large amount of equal values and even consec-
utive. In this scenario, the permutation rank based statistics might lead to misleading
results. This limitation of this approach have not been fully overcome yet.
• The same concepts used in our classification method could be used for prediction
purposes, where we would be more keen to predict the trend of a time series based on the
resulting ranking trends. For discrete cases a good approach to get best optimals is the
Gradient Descent Search, which teamed with the permutation based ranking statistics
could be a good approach for prediction problems. However, using this approach will
increase the complexity of the resulting algorithm.
• We used the concept of absolute error in the decision making of our classification
algorithms. However, extending the analysis to consider the conditional error might
lead to better results and further increase the applicability of our work.
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• In [28] a ranking-based evaluation of time series was proposed where instead of taking
rankings of small windows a complete ranking was performed in the entire sequence
allowing to spot local and global maximums or minimums as well as outliers. This alter-
native modeling approach not just captures the trend like in the permutation entropy
analysis but captures the exact ordinal statistic making it a good modeling technique
for estimation and prediction purposes. Also in [29] another approach using ranking
statistics proved that using a global ranking approach to look for the frequencies of top
rankings, reduces the cost as well as the time required to build performance models.
In both cases, the ranking was not done in small windows but in the entire sequence
giving different options of statistics to analyze that could be used for new research in
the time series classification or prediction problems.
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This appendix provides a quick summary of the main scripts developed so far is pre-
sented. All the functions have been created following the algorithms described previously
and through more research. The bootstrap approach was developed using the approach
described in [38]..
A.1 Algorithm to compute PE
This whole block is then put into a function called Perm Entr(y,tau,n).
• y = rand(1,10000);
• tau = 1;
• n=3;
• state uni=St Uni(n); (Give the universe of possible states n!)
• state seq = StSeq(y,n,tau,state uni); (The main function! Will get the original series,
group the data according to n and tau, identify the permutations for each window,
rank the permutations from 1 to n!, and give a sequence of ranked permutations)
• perm num = PermNum(state seq, state uni); (Knowing the sequence of states, each
state is counted and stored in an array)
• perm prob = PermProb(perm num); (with the count of each permutation, the proba-
bility for each one is computed)
• TPM = TranProbMat(state seq, perm num); (Knowing the state sequences and the
number of occurrence of each state a transition probability matrix is calculated)
• H = PE(perm prob); (Having the probabilities for each permutation, the entropy equa-
tion is used)
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A.2 Algorithm to compute PER
All the previous steps must be followed but instead of calling the function H, the fol-
lowing two functions are used:
• st=stationary(TPM);
• Hx = rate(TPM,st,state uni);
A.3 Algorithm to compute Bootstrap with Confidence
Interval
• y1 = rand(1,1000); 1st time series.
• y2 = rand(1,1000);2nd time series.
• tau = 1;
• n=3; window size
• B=1000; # of bootstrap iterations.
• (state uni1, state seq1, perm prob1, H1, TPM1) = Perm Entr(y1,tau,n); Calculate PE
for time serie 1
• (state uni2, state seq2, perm prob2, H2, TPM2) = Perm Entr(y2,tau,n); Calculate PE
for time serie 2
• delta = H1 - H2; Get the difference between the PE’s.
• booth H1 = Boothstrap(B, state uni1, state seq1, perm prob1, TPM1); Generate boot-
strap PE for time serie 1
• booth H2 = Boothstrap(B, state uni2, state seq2, perm prob2, TPM2); Generate boot-
strap PE for time serie 2
• booth delta = Booth Delt(B,booth H1,booth H2); Get the difference among all the
bootstrapped PE (H*1 - H*2)
• ave booth delta = mean(booth delta); Calculate the mean of the booth delta
• ult delta = Ult Delt(booth delta, ave booth delta); Compute the pseudo standard de-
viation for the bootstrapped delta.
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• (CI1, CI2) = CI(delta,ult delta, ,B ); Compute the upper and lower bound of the
confidence interval.
• HT = Hip Test(CI1, CI2); Check the Hypothesis Test that zero belongs to the confi-
dence interval.
A.4 Algorithm using TVD
• tau = 1;
• n=3; window size
• B=1000; # of bootstrap iterations.
• (state uni1, state seq1, TPM1, stat1) = Perm Entr TVD(y1,tau,n); Calculate PE for
time serie 1
• (state uni2, state seq2, TPM2, stat2) = Perm Entr TVD(y2,tau,n); Calculate PE for
time serie 2
• TVD = TVD Joint(state uni1,TPM1, stat1, TPM2, stat2 ); Get the joint TVD.
• (booth TPM1, booth stat1) = Boothstrap TVD(B, stat1, state uni1, state seq1, TPM1);
Generate bootstrap TPM and stat. distibution for time serie 1
• (booth TPM2, booth stat2) = Boothstrap TVD(B, stat2, state uni2, state seq2, TPM2);
Generate bootstrap TPM and stat. distibution for time serie 2
• booth TVD = Booth Delt TVD(B, state uni1, booth TPM1, booth stat1, booth TPM2,
booth stat2); Get the difference among all the bootstrapped TMP and stat
• ave booth TVD = mean(booth TVD); Calculate the mean of the booth TVD
• ult delta = Ult Delt(booth TVD, ave booth TVD); Compute the pseudo standard de-
viation for the bootstrapped delta.
• (CI1, CI2) = CI(delta,ult delta, ,B ); Compute the upper and lower bound of the
confidence interval.





Relevant observations while running the experiments will be shown in this section. The
following remarks are are complementary to the results already shown and will help to reach
conclusions.
B.0.1 Transition Restriction with n = 3
When n=3 and τ=1 there are some restrictions about the states that can be reached
after each permutation due to the overlapping the time shift selected gives. Therefore the
transition probability matrix will have the form:
TPM =

∗ 0 ∗ 0 ∗ 0
∗ 0 ∗ 0 ∗ 0
0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0
0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗

With the transition graphic:
This shows the nature of the transitions and that is impossible to reach some states
depending in the current one. This is expected from the value of τ , there are dependencies
between each state.
B.0.2 State Assignment
Next, the correspondence between each permutation with a defined state is shown in
Table I.
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B.0.3 Equal Number Problematic
Most time series, including the EEG data used, have float type numbers which make the
probability of having the exact same number repeated in one permutation window really low.
However, there still a slightly chance to face that scenario and that is the reason the proposed
algorithm have a mechanism to deal with identical numbers in the same permutation window.
Therefore, for duplicate numbers the algorithm count as smaller the one appearing first.
Since the EEG data or the Gaussian generated sequences do not present duplicated numbers
new forged sequences were created. Using the Simu Markov() function a sequence is created
using only 2 by 2 and 3 by 3 matrices, forcing duplicated numbers to always appear. Using
this scenarios statistical values were taken and multiple analysis performed.
B.0.3.1 2 by 2 TPM











with stationary distributions stat1 = [0.6667, 0.3333] and stat2 = [0.5714, 0.4286].
The simulation of the sequence following this two TPM’s are sequences of 2000 points
of pure 1’s and 2’s. This binary chains were windowed like usual to perform the permutation
analysis, so from a binary chain six states have to be defined. After running the algorithm
the state assignment is showed in Table II, where it can be seen that state six has four
patterns associated with it and that state one never occurs.
Having constructed this scenario first we wanted to build more confidence in our al-
gorithm. Since we have both TPM’s and stationary distributions for each chain we can
anticipate the probability of occurrence for each state and then compare the result with the






P1(Y = 1) = 0
P2(Y = 1) = 0
P1(Y = 1) = 0
P2(Y = 1) = 0
2
P1(Y = 2) = 0.079992
P2(Y = 2) = 0.068576
P1(Y = 2) = 0.0690
P2(Y = 2) = 0.0655
3
P1(Y = 3) = 0.139986
P2(Y = 3) = 0.137152
P1(Y = 3) = 0.1491
P2(Y = 3) = 0.1356
4
P1(Y = 4) = 0.120006
P2(Y = 4) = 0.274272
P1(Y = 4) = 0.1261
P2(Y = 4) = 0.2766
5
P1(Y = 5) = 0.059994
P2(Y = 5) = 0.205728
P1(Y = 5) = 0.0460
P2(Y = 5) = 0.2071
6
P1(Y = 6) = 0.600022
P2(Y = 6) = 0.314272
P1(Y = 6) = 0.6098
P2(Y = 6) = 0.3152
P (Y = 2) = P (x1 = 2)P (x2 = 2|x1 = 2)P (x3 = 1|x2 = 2)
P1(Y = 2) = 0.3333 ∗ 0.4 ∗ 0.6 = 0.079992
P2(Y = 2) = 0.4286 ∗ 0.2 ∗ 0.8 = 0.068576
Following this procedure for all the remaining states and comparing those results lead
to the results presented in Table III, where we can see that the anticipated results are close
to the ones calculated running the algorithm.
Now, we compute the 6 by 6 transition probability matrix of the states resulting in:
XS1 =

0 0 0 0 0 0
0 0 0.7 0 0.3 0
0 0 0 0 0 1
0 0 0.7 0 0.3 0
0 0 0 0.6 0 0.4




0 0 0 0 0 0
0 0 0.4 0 0.6 0
0 0 0 0 0 1
0 0 0.4 0 0.6 0
0 0 0 0.8 0 0.2
0 0.16 0 0.27 0 0.57

Calculating the stationary distributions for both matrices leading to:
π∞1 = [0 0.0799 0.14 0.12 0.06 0.6001]





2 331 332 221 231
3 311 322 211 312
4 232 121 131 132
5 323 212 213 313
6 233 112 213 223 333 133 222 111 122 113
Table B.5
State Expected Empirical
1 P(Y=1) = 0.06042 P(Y=1) = 0.0560
2 P(Y=2) = 0.135009 P(Y=2) = 0.1426
3 P(Y=3) = 0.116883 P(Y=3) = 0.1226
4 P(Y=4) = 0.152525 P(Y=4) = 0.1431
5 P(Y=5) = 0.168033 P(Y=5) = 0.1631
6 P(Y=6) = 0.367134 P(Y=6) = 0.3727
Where we can see that the values of the stationary distribution are almost identical to
the anticipated state probabilities for the fist case, and similar for the second.
B.0.3.2 3 by 3 TPM
A similar experiment was held with another sequence with Transition Probability:
TPM3 =
0.3 0.5 0.20.4 0.3 0.3
0.1 0.5 0.4

with stationary distribution stat3 = [0.2813, 0.4167, 0.3021]
In this case we have three possible states (1, 2, and 3), and as we can see in Table IV
now all states are possible and only state 1 has one pattern assigned and state 6 again is the
state with more patterns assigned.
Repeating the comparison between the expected probability with the empirical results
we again have close values as seen in Table V. Computing the transition matrix for this new




0 0 0.3226 0 0.6774 0
0.1585 0 0.4038 0 0.4377 0
0 0.1545 0 0.610 0 0.7846
0.2654 0 0.3172 0 0.4175 0
0 0 0 0.6 0 0.5167
0 0.2961 0 0.2025 0 0.5

Calculating the stationary distribution for this matrix resulted in:
π∞3 = [0.0621 0.1326 0.1227 0.1547 0.1648 0.3632]
Once more, the values of the probability of each state is really similar to the ones derived
from the stationary distribution of XS3.
Those two experiments showed that there is a correspondence using a first order Markov
chain analysis even with the constant presence of repeated values in the permutations. At the
beginning of the experiment we thought that the values from the marginal probabilities of
the states will be different than from the ones coming from the stationary distribution of the
corresponding transition matrix, but the results proved our hypothesis wrong. However, we
believe that in this scenarios a first order Markov analysis is not enough to fully characterize
the dynamics of the permutations due to the repetitions. Further experiments using higher
order Markov analysis should be done to confirm if our hypothesis is correct.
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