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Abstract. In this paper, we first analyze the distribution of local fields (DLF)
which is induced by the memory patterns in the Q-Ising model. It is found that
the structure of the DLF is closely correlated with the network dynamics and the
system performance. However, the design rule adopted in the Q-Ising model,
like the other rules adopted for multi-state neural networks with associative
memories, cannot be applied to directly control the DLF for a given set of memory
patterns, and thus cannot be applied to further study the relationships between
the structure of the DLF and the dynamics of the network. We then extend
a design rule, which was presented recently for designing binary-state neural
networks, to make it suitable for designing general multi-state neural networks.
This rule is able to control the structure of the DLF as expected. We show
that controlling the DLF not only can affect the dynamic behaviors of the multi-
state neural networks for a given set of memory patterns, but also can improve
the storage capacity. With the change of the DLF, the network shows very
rich dynamic behaviors, such as the ‘chaos phase’, the ‘memory phase’, and the
‘mixture phase’. These dynamic behaviors are also observed in the binary-state
neural networks; therefore, our results imply that they may be the universal
behaviors of feedback neural networks.
Keywords: neuronal networks (theory), pattern formation (theory), network
dynamics
1 Author to whom any correspondence should be addressed.







Controlling the dynamics of multi-state neural networks
Contents
1. Introduction 2
2. Role of the DLF of memory patterns in the Q-Ising model 3
3. Control of the DLF of memory patterns using the extended MCA rule 6




There are various models of multi-state neural networks. Among them, the Q-Ising model
has been extensively studied in the past decades [1]–[8]. This model is significant not only
in statistical physics as a generalization of the Ising model [9, 10], but also in network
applications as a potential candidate for storing and retrieving colored patterns [11, 12].
Whether for theoretical studies or for practical applications, the dynamic behaviors of the
network are crucial. It is known that the local fields play one basic role in the dynamics
of neural networks. Recently, Bolle and Shim [13] have studied the time evolution of the
local field in symmetric Q-Ising neural networks, and found that the equilibrium DLF
differ in the retrieval phase and the spin-glass phase. Their work reveals that studying
the local fields one can obtain useful information about the dynamic behaviors of neural
networks.
However, there are two limitations in the investigation of Bolle and Shim. Firstly,
they did not distinguish the roles of memory attractors and spurious attractors. The
equilibrium DLF is actually composed of two parts: one part is induced by memory
patterns which are stored as fixed-point attractors of the network; another part is induced
by various spurious attractors. This two parts of the DLF play different roles in the
dynamic behaviors of neural networks. Secondly, the equilibrium DLF is uncontrollable.
The Hebb rule adopted in the Q-Ising model is a deterministic rule, and the neural
networks designed using this rule are uniquely determined for a given set of memory
patterns, so as to give the equilibrium DLF. This limitation prevents one from studying
in detail the relationships between the DLF and the dynamic behaviors of neural networks.
In this paper, we first reveal the relationships between the DLF of memory patterns
and the dynamic behaviors of multi-state neural networks with associative memories. For
this purpose, in the next section, a fully connected Q-Ising neural network is considered.
It will be noted that the DLF of memory patterns is quite different from the equilibrium
DLF studied by Bolle and Shim, though it also changes continuously with increase of
the memory patterns. Our studies show that it is the gap structure in the DLF of
memory patterns that closely determines the dynamic behaviors of the network, such
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This fact motivates us to further investigate the dynamic behaviors of multi-state neural
networks by controlling the DLF of memory patterns.
In section 3, we will extend the Monte Carlo adaptation (MCA) rule [14] to make it
suitable for designing general multi-state neural networks with controllable DLF of mem-
ory patterns. The original MCA rule is proposed for designing binary-state neural net-
works with associative memories, and our extension is based on a general algorithm which
is also applicable in the binary-state situation. Applying this extended algorithm, the gap
structure in the DLF of memory patterns can be directly controlled by a single parameter.
We will show that this parameter directly affects the retrieval properties of memory pat-
terns, the amount of spurious attractors, and even the symmetry degree of the networks.
More specifically, with increase of the parameter, we in turn observe the ‘chaos phase’
in which all random initial states are attracted to a chaotic orbit, the ‘memory phase’ in
which all random initial states are attracted to the memory patterns, and the ‘mixture
phase’ in which random initial states are attracted to either memory patterns or spurious
attractors. These dynamic behaviors are also observed in the binary-state neural networks
designed using the original algorithm of the MCA rule [14]; therefore, the findings in this
paper imply that they may be the universal behaviors of the feedback neural networks.
We present the summary and discussion in section 4.
2. Role of the DLF of memory patterns in the Q-Ising model
A Q-Ising neural network is a dynamic system whose evolution is determined by
si(t + 1) = σ(hi(t)), hi(t) =
N∑
j=1
Jijsj(t), i = 1, . . . , N. (1)
Here, N is the number of neurons, si(t) is the state of ith neuron that can be any one of
{σl = −1 + 2(l − 1)/(Q − 1), l = 1, . . . , Q}, and hi(t) is the instantaneous local field of
the ith neuron. For a fully connected Q-Ising neural network, the synaptic matrix Jij is








j , i, j = 1, . . . , N, (2)
where ξμi ∈ {σl} is the ith bit of the μth memory pattern. A memory pattern is a network
state denoted by {ξμi }, and the parameter A measures its activity [7]. In this paper, we
restrict to Q = 4 and take the memory patterns with uniform distribution. For this case,
A = 5
9
. The storage ratio of network is defined as α = p/N .
In the context of associative memory, the basic problem is storing memory patterns.
A successfully stored memory pattern should be a fixed-point attractor of network. That










j , i = 1, . . . , N, (3)
where hμi is the local field induced by μth memory pattern. We call (3) the fixed-point
condition. It is known that the Q-Ising model works well on storing memory patterns as
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Figure 1. The DLF of memory patterns for the Q-Ising neural network with
Q = 4 and N = 1000: (a) α = 0.005, (b) α = 0.015 and (c) α = 0.025. The
squares, circles, triangles, and stars represent the classes of Σ1, Σ2, Σ3 and Σ4,
respectively.
reason that the Q-Ising model is unfavorable for practical application. To understand why
the memory patterns may not be successfully stored as fixed-point attractors for large α,
we analyze the probability distribution of hμi , i.e., the DLF of memory patterns.
Our analysis starts with classifying hμi into four classes Σl, i.e., h
μ
i ∈ Σl if ξ
μ
i = σl,
l = 1, . . . , 4. Figure 1 shows the DLF of memory patterns for α = 0.005, 0.015, and
0.025. In these plots, different classes Σl are marked by different symbols, and each plot
is obtained by averaging over 20 sets of randomly selected memory patterns. Here and
throughout this paper, we take N = 1000 in our numerical computation unless a special
emphasis is applied.
The role of the evolution function σ(x) is to divide the space of local fields into Q
parts and for each part to assign a unique value which corresponds to the Q neuron states.
Therefore, if different classes of hμi are isolated by gaps in the space of local fields, as shown
in figure 1(a), it is easy to find an evolution function σ(x) ensuring that the fixed-point
condition is satisfied for all of memory patterns. In this situation, there is some freedom
to select the partition points in the corresponding gaps. For the case of figure 1(a), for
example, the most favorable partition seems to be hμi ∈ (−∞,−23) for Σ1, h
μ
i ∈ (−23 , 0)
for Σ2, h
μ
i ∈ (0, 23) for Σ3, and h
μ
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with B = 0.5 satisfies the requirement of the above partition. Here, σ0 = −∞,
σQ+1 = +∞, Θ(x) = 1 for x ≥ 0 and Θ(x) = 0 for others. Parameter B decides the
partition points, i.e., different B means different partition points. This evolution function
is commonly adopted in the Q-Ising model [10, 13], and can be equivalently explained as:
si(t + 1) takes the value of σl if hi(t) is bound by σl + σl−1 < hi(t)/B < σl + σl+1. This
will be adopted in the present paper.
The variance of each class of hμi increases with the increase of α. For the network
considered above, the four classes of hμi begin to overlap each other when α ≈ 0.015
as shown in figure 1(b). This crossover means that the four classes of hμi combine into
one inseparable set, and thus cannot be partitioned, no matter how one selects σ(x).
More importantly, it means that the fixed-point condition is no longer to be perfectly
satisfied for all of the memory patterns, because part of hμi surely extends out of the
corresponding class boundaries, no matter how one selects the boundaries. For the case
of α ≈ 0.025, one may notice the obvious crossover as shown in figure 1(c). In this
situation, we have checked that only about 30% of memory patterns are successfully
stored as fixed-point attractors. The value of α at which the gaps in the DLF of
memory patterns disappear defines a critical storage ratio of the network below which
all of memory patterns are surely stored as fixed-point attractors. In other words, it
is the gap structure in the DLF of memory patterns that closely determines whether
the memory patterns are surely stored as fixed-point attractors or not. Actually, under
condition (3), the critical storage ratio of the Q-Ising model is expected to approach
zero in the thermodynamics limit, i.e., α → 0 for N → ∞, as in the Hopfield
model [7, 15].
Being stored as fixed-point attractor is the basic requirement of a memory pattern.
For associative memory, a memory pattern should be stored efficiently, which means that
the attraction basin should be large enough. To measure the attraction basin size of the
μth memory pattern, a direct way is to calculate the fraction of random initial states
attracted to it, Pμ. Here, we say that an initial state is attracted to a memory pattern
only if they have perfect overlap. Therefore, Ptotal ≡
∑M
μ=1 Pμ measures the relative size
of the attraction basins of memory patterns, and 1 − Ptotal measures that of spurious
attractors. This quantity is commonly employed to measure the retrieval performance of
neural networks [14, 16, 17].
In figure 2(a), we give Ptotal versus B with α = 0.004. One may note that the value of
Ptotal depends upon B and reaches the maximum, i.e., Ptotal ≈ 0.3, at B ≈ 0.38. In fact,
the value of B at which Ptotal reaches the maximum is independent of α. Fixing B = 0.38,
we study the correlation between Ptotal and α, which is shown in figure 2(b). These
results imply that, for the Q-Ising neural network considered in this paper, the maximum
of Ptotal is about 0.3 which is obtained at B ≈ 0.38 and α ≈ 0.004. In other words, no
more than 30% of the random initial states can be attracted to the memory patterns.
Poor retrieval performance is another reason that the Q-Ising model is unfavorable for
practical application. Although the choice of partition points may improve the retrieval
performance as shown in figure 2(a), the key factor is the width of the gaps in the DLF
of memory patterns.
In section 3, we will show that by controlling the gap structure in the DLF of memory
patterns, not only can the storage capacity be enlarged, but also the retrieval performance
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Figure 2. The Q-Ising neural network with Q = 4 and N = 1000: (a) Ptotal
versus B for α = 0.004; (b) Ptotal versus α for B = 0.38.
3. Control of the DLF of memory patterns using the extended MCA rule
From the previous section, we know that it is the gap structure in the DLF of memory
patterns that directly affects the dynamic behaviors of multi-state neural networks with
associative memories, e.g., the disappearance of the gap means that not all of the memory
patterns are surely stored as fixed-point attractors. This implies that the dynamic
behaviors of networks may be controlled if the gap structure in the DLF of memory
patterns is controllable. In fact, the gap structure is based on a design rule. The Hebb
rule adopted in the Q-Ising model is a deterministic rule. Applying this rule, the DLF
of memory patterns is only influenced by the storage ratio of network α, and cannot be
further controlled for a given set of memory patterns. In this section, we extend the MCA
rule to design general multi-state neural networks with a controllable DLF of memory
patterns.
Applying the MCA rule to design multi-state neural networks, the value of the neuron
states σl can be selected quite flexibly. As an example, we consider a four-state neural
network with neuron states σ1 = −2, σ2 = −1, σ3 = 1, and σ4 = 2. The corresponding





−2 hi(t) ≤ −U
−1 −U < hi(t) < 0
+1 0 < hi(t) < U
+2 hi(t) ≥ U
(5)
and the local field hi(t) is still calculated as it is in (1). Here, U is a constant which
determines the partition points of the space of local fields.
For designing multi-state neural networks, we should extend the original algorithm of
the MCA rule. The purpose of this extended algorithm is to find one synaptic matrix Jij
not only ensuring that a given set of memory patterns are stored as fixed-point attractors,
but also ensuring that all of the hμi distribute over designated regions in the space of local
fields. The value of Jij is not limited in principle, but for the sake of simplicity, in this
paper we restrict to |Jij| = 1. To start the design procedure, we randomly assign binary
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Figure 3. The DLF of memory patterns for the neural network designed using
the MCA rule with N = 1000, α = 0.015 and Δ = 50. The squares, circles,
triangles, and stars represent the classes of Σ1, Σ2, Σ3 and Σ4, respectively. The
short-dot line represents the probability distribution of hμi before proceeding with
the design.
identically distributed random memory patterns {ξμi } (μ = 1, 2, . . . , p) are selected to be
stored as fixed-point attractors. Here, ξμi = σl with σl ∈ {−2,−1, 1, 2}. The class of h
μ
i is
defined as hμi ∈ Σl if ξ
μ
i = σl, l = 1, . . . , 4.
At the beginning, the Jij and {ξμi } are selected randomly; therefore, h
μ
i should
satisfy a Gaussian distribution with zero mean as shown in figure 3. For this situation,
the purpose of the extended algorithm of the MCA rule is to ‘drive’ hμi into the four
corresponding intervals: (−∞,−U − Δ] for Σ1, [−U + Δ,−Δ] for Σ2, [Δ, U − Δ] for Σ3,
and [U +Δ, +∞) for Σ4 as shown in figure 3 by the gray shadows. The width of the gap in
the DLF of memory patterns is 2Δ, and Δ ≥ 0 means that all of the memory patterns are
successfully stored as fixed-point attractors with non-vanishing attraction basin. In fact,
the Δ determines the size of the attraction basin of memory patterns. The relationship
between the width of the gap and the size of the attraction basin has been discussed
in detail in [14] for binary-state neural networks, which can be directly extended to the
multi-state situation.
For convenience in describing the extended algorithm of the MCA rule, we introduce

















|ξμi | = 1
h̄μi − (U + Δ) |ξ
μ
i | = 2
(6)




i . If b
μ
i ≥ 0 for μ = 1, . . . , p and i = 1, . . . , N , one may easily derive
that Δ ≤ h̄μi ≤ U −Δ for |ξ
μ
i | = 1 and h̄
μ
i ≥ U +Δ for |ξ
μ
i | = 2, which means that the four
classes of hμi have been correctly ‘driven’ into the desired regions. In other words, b
μ
i ≥ 0
implies perfect satisfaction of Σ1 ⊆ (−∞,−U −Δ], Σ2 ⊆ [−U +Δ,−Δ], Σ3 ⊆ [Δ, U −Δ],
and Σ4 ⊆ [U + Δ, +∞). Therefore, bμi ≥ 0 serves as the criterion for our design purpose
being achieved. It is also employed as the stop condition of the design procedure, i.e., the
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The extended algorithm of the MCA rule is described in the following design






j ) is only correlated with the ith row of Jij,
the synaptic matrix can be designed row by row, independently. We apply three steps to
finish the design of one row. In the first step, we calculate {bμi , μ = 1, . . . , p} and find the
minimum bmini of this set. There are usually many terms taking the same minimum b
min
i ,
and the goal of this step is to find the set {bμ1i , . . . , b
μm











j , μ = μ1, . . . , μm} and count the number of negative terms m
j
i
in each subset. Here, Cμj = −1 for |ξ
μ
i | = 1 and h̄
μ
j > U/2 or C
μ
j = +1 for others. Let
mmaxi represent the biggest value of m
j
i . Again, many terms may take the same value




i . In the
third step, we randomly pick an index j from the set {j1, . . . , jn} and make an adaptation
Jij → −Jij . This adaptation changes the sign of sgn(ξμi )Jijξ
μ
j . As a result, there are m
max
i
terms in {h̄μ1i , . . . , h̄
μm
i } that will be pushed towards the interval [Δ, U − Δ] for |ξ
μ
i | = 1
or the interval [U + Δ, +∞) for |ξμi | = 2. It is easy to find that mmaxi ≥ m/2 in general.
Therefore, by continuously repeating these three steps, the set {h̄μi } will be pushed toward
the desired intervals continuously until bμi ≥ 0 is satisfied for μ = 1, . . . , p. Applying the
same procedure to each row of Jij, we obtain a network with b
μ
i ≥ 0 for i = 1, . . . , N
and μ = 1, . . . , p. As an example, in figure 3 we plot the DLF of memory patterns with
α = 0.014 and Δ = 25. It clearly shows that all of the hμi have been correctly ‘driven’
into the desired intervals.
From the above description, we know that both U and Δ are control parameters in
the extended algorithm of the MCA rule. They decide the partition points of the space
of local fields and the width of the gaps in the DLF of the memory patterns, respectively.
For the sake of simplicity, we fix U − 2Δ = N/100 in the numerical computation of this
paper. That is, we fix the widths of the two middle intervals of the DLF and make the
width of the gap as big as possible.
The symmetry degree of the synaptic matrix Jij can be defined as η =
2Γ/N(N − 1) [14], where Γ represents the number of symmetry elements. For a symmetric
matrix, we have Γ = N(N − 1)/2, and thus η = 1. Figure 4(a) shows η as a function of
Δ for different storage ratios. One may note that η increases with the increase of Δ. In
other words, the parameter Δ directly affects the symmetry degree of the synaptic matrix.
Compute Ptotal as a function of Δ; one may get the phase diagram of networks with
different α as shown in figure 4(b). In this paper, each Ptotal is obtained by averaging over
five sets of randomly selected memory patterns, while for each set of memory patterns
10 000 random initial states are checked. According to the value of Ptotal, for a certain α,
the axis of Δ can be divided into three intervals by two points, named Δ1 and Δ2. In
the range of Δ ≤ Δ1, we have Ptotal = 0, which means almost no random initial state is
attracted to the memory patterns. Detailed studies show that the random initial states
are attracted to one chaotic attractor, and the attraction basins of the memory patterns
are like some islands embedded in a ‘chaos sea’. This range is called the ‘chaos phase’, and
neural networks with this phase have particular superiority in pattern recognition [15]. In
the range of Δ1 < Δ ≤ Δ2, we have Ptotal = 1 which means that almost all random initial
states are attracted to the memory patterns, that is, the attraction basins of the memory
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Figure 4. The neural network with N = 1000 designed using the MCA rule: (a)
η versus Δ with, from top to bottom, α = 0.020, 0.016, 0.014; (b) Ptotal versus
Δ with, from left to right, α = 0.022, 0.020, 0.016, 0.014 with Δ2 ≈ 22, 28, 38,
44, respectively. For this situation, we have Δ1 ≈ 14.
neural networks with this phase are more suitable for the purpose of associative memory
than the Q-Ising model, because they have perfect retrieval performance. In the range of
Δ > Δ2, Ptotal decreases with increase of Δ, which means that the attraction basins of
the spurious attractors expand with Δ. This range is called the ‘mixture phase’. These
dynamical phases are also observed in the binary-state neural networks designed using
the original algorithm of the MCA rule; therefore, they may be universal behaviors of
feedback neural networks.
To show the effects of system size, we plot the phase diagram in the α–Δ plane. The
results for the four-state neural networks with N = 800, 1000, and 1500 are given in
figures 5(a)–(c), respectively. For a certain N , it is found that Δ1 is almost unchanged,
while Δ2 decreases with increase of α. As a result, the ‘memory phase’ disappears when
α exceeds a critical value αc. Although both Δ1 and Δ2 are different for different N , the
critical storage ratio αc seems independent of the network size. As can be found in the
three plots, αc ≈ 0.024 for any one of the three cases.
Figure 5(d) shows the phase diagram of a six-state neural network. For this network,
the neuron states are taken as {σ1 = −3, σ2 = −2, σ3 = −1, σ4 = 1, σ5 = 2, σ6 = 3}, and





−3 hi(t) ≤ −2U
−2 −2U < hi(t) ≤ −U
−1 −U < hi(t) < 0
+1 0 < hi(t) < U
+2 U ≤ hi(t) < 2U
+3 hi(t) ≥ 2U .
(7)
The local field hi(t) is also calculated as it is in (1), and parameter U still determines the
partition points of the space of local fields. The purpose of this plot is to show that the
extended algorithm of the MCA rule can be applied to design general multi-state neural
networks with associative memories. Moreover, one may note that these neural networks
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Figure 5. The phase diagrams of neural networks with (a) four-state neurons
and N = 800, (b) four-state neurons and N = 1000, (c) four-state neurons and
N = 1500, and (d) six-state neurons and N = 1000.
4. Summary and discussion
We have presented an extended algorithm for the MCA rule to design multi-state neural
networks with associative memories. This algorithm is quite different from the Hebbian-
like rules. When applying a Hebbian-like rule, the DLF of memory patterns is uniquely
determined for a fixed set of memory patterns. This is because the Hebbian-like rules are
described as deterministic functions of memory patterns. For different sets of memory
patterns, we have found that in the Q-Ising model the DLF of memory patterns has
different gap structures, which are closely related to the dynamic behaviors of neural
networks. However, for a fixed set of memory patterns, these gap structures are not
controllable by applying a Hebbian-like rule. In contrast, by applying the extended
algorithm of the MCA rule, the gap structure in the DLF of memory patterns can
be directly controlled. Controlling the gap structure, we have studied in detail the
correlations between the DLF of memory patterns and the dynamic behaviors of multi-
state neural networks. On the basis of these correlations, one not only may control the
dynamic behaviors of the neural networks, but also can improve their storage capacity.
For a fixed set of memory patterns, we have shown that the neural networks may
exhibit quite rich dynamic behaviors with change of the gap structure. As for the binary-
state neural networks [14], we also observed a ‘chaos phase’, a ‘memory phase’, and a
‘mixture phase’ in the multi-state neural networks. This implies that these dynamic








Controlling the dynamics of multi-state neural networks
unlike ‘mixture phases’ which have been widely found in binary-state and multi-state
neural networks with associated memories, both ‘chaos phases’ and ‘memory phases’ have
not been observed in the neural networks designed using Hebbian-like rules. The reason
is as follows: the ‘chaos phases’ and ‘memory phases’ are observed only when the DLF of
memory patterns have certain special structures, as is shown in the previous section; these
special structures can be easily obtained using the MCA rules, but are hardly encountered
when using Hebbian-like rules. The ‘mixture phase’ actually corresponds to the ‘retrieval
phase’ observed in the previous works. It is worth pointing out that, although the ‘retrieval
phase’ is sometimes called a ‘memory phase’ in the previous studies, it is different from the
‘memory phase’ mentioned in this paper. In the ‘retrieval phase’, the network may have
spurious attractors coexisting with the memory patterns, while in the ‘memory phase’
mentioned in this paper, the memory patterns are attractors of unique types.
The dynamical behaviors of multi-state neural networks designed using the extended
algorithm of the MCA rule have also been studied as a function of α, and have been shown
globally in the α–Δ parameter plane. An important finding is that the critical storage
ratio αc, below which the ‘memory phase’ exists, seems independent of the network size.
Note that for the neural networks designed in the ‘memory phase’ all memory patterns
are stored as fixed-point attractors with perfect retrieval performance. However, for Q-
Ising neural networks, the critical storage ratio α, below which all memory patterns are
only guaranteed to be stored as fixed-point attractors, is expected to approach zero in the
thermodynamic limit, i.e., α → 0 for N → ∞, as in the case of the Hopfield model [7, 15].
Finally, both the ‘chaos phase’ and the ‘memory phase’ are important not only for
understanding the global properties of feedback neural networks but also for the practical
applications [16]. Therefore, they merit further investigations in the future.
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