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We present a measurement of the ratio of multijet cross sections in pp¯ collisions at
√
s = 1.96 TeV at
the Fermilab Tevatron Collider. The measurement is based on a data set corresponding to an integrated
luminosity of 0.7 fb−1 collected with the D0 detector. The ratio of the inclusive three-jet to two-jet cross
sections, R3/2, has been measured as a function of the jet transverse momenta. The data are compared
to QCD predictions in different approximations. Popular tunes of the pythia event generator do not agree
with the data, while sherpa provides a reasonable description of the data. A perturbative QCD prediction
in next-to-leading order in the strong coupling constant, corrected for non-perturbative effects, gives a
good description of the data.
© 2013 Elsevier B.V. Open access under CC BY license.In hadron–hadron collisions, production rates of collimated
sprays of hadrons, called jets, with large transverse momenta with
respect to the beam axis (pT ) are sensitive to both the dynam-
ics of the fundamental interaction and to the partonic structure of
the initial-state hadrons. The latter is usually parameterized in par-
ton distribution functions (PDFs) of the hadrons. We observed large
sensitivities to PDFs in our measurement of the differential three-
jet cross section as a function of the three-jet invariant mass [1].
Studies dedicated to the dynamics of the interaction are therefore
preferably based on quantities which are minimally sensitive to the
PDFs. Such quantities can be constructed as ratios of cross sections,
for which the sensitivity to the PDFs is reduced. One class of such
quantities is the ratio of multijet cross sections. The two-jet [2],
three-jet [3], and four-jet [4] cross sections have been computed
in perturbative Quantum Chromodynamics (pQCD) up to next-to-
leading order (NLO) in the strong coupling constant αs . The ratio
of the inclusive three-jet cross section to the inclusive two-jet
cross section, R3/2, provides a test of the corresponding NLO pQCD
predictions. Previous measurements of R3/2 in processes with ini-
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Collider at DESY [5], and in hadron–hadron collisions at the SPS
Collider at CERN [6], the Fermilab Tevatron Collider [7], and at the
Large Hadron Collider at CERN [8,9].
This Letter presents the ﬁrst measurement of R3/2 in pp¯ colli-
sions at a center-of-mass energy of
√
s = 1.96 TeV. The results are
presented as a function of the highest jet pT in the event, pT max,
for four minimum values of the second highest and (for three-jet
events) third highest jet pT , pT min. The data sample, collected with
the D0 detector during 2004–2005 in Run II of the Fermilab Teva-
tron Collider, corresponds to an integrated luminosity of 0.7 fb−1.
Jets are deﬁned by the Run II midpoint cone jet algorithm [10]
with a cone radius of Rcone = 0.7. Rapidity is related to the polar
scattering angle θ with respect to the beam axis by y = 0.5 ln[(1+
β cos θ)/(1 − β cos θ)], with β = |p|/E . The inclusive n-jet event
sample (for n = 2,3) is deﬁned by all events in which the n high-
est pT jets have pT > pT min and |y| < 2.4. The separations in the
plane of rapidity and azimuthal angle φ, Rjj =
√
(y)2 + (φ)2
between the n highest pT jets are required to be larger than twice
the cone radius (Rjj > 2Rcone). The rapidity requirement restricts
the jet phase space to the region where jets are well reconstructed
in the D0 detector and the energy calibration is known to 1.2–
2.5% for jets with 50 < pT < 500 GeV. The separation requirement
strongly reduces the phase space for which the n highest pT jets
had overlapping cones which were split during the overlap treat-
ment of the jet algorithm.
The ratio of inclusive three-jet to two-jet cross sections,
R3/2(pT max, pT min) = dσ3-jet(pT min)/dpT maxdσ (p )/dp ,2-jet T min T max
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the individual cross sections due to cancellations of correlated
uncertainties. Here R3/2(pT max, pT min) is measured for pT min re-
quirements of 30, 50, 70, and 90 GeV in bins of pT max, in the
interval 80 GeV < pT max < 500 GeV, with the additional require-
ment of pT max > pT min + 30 GeV. This additional requirement
ensures that there is suﬃcient phase space for the second and
third jet so that corrections due to the experimental pT resolution
remain small. Given the deﬁnitions above for the inclusive n-jet
event samples, at each pT max value the inclusive three-jet event
sample is a subset of the inclusive two-jet event sample. There-
fore R3/2(pT max, pT min) represents the conditional probability for
a two-jet event (at pT max) to contain a third jet with pT > pT min.
A detailed description of the D0 detector can be found in
Ref. [11]. The event selection, jet reconstruction, jet energy and
momentum correction in this measurement follow closely those
used in our recent measurements of inclusive jet, two-jet, and
three-jet distributions [1,12–16]. The primary tool for jet detec-
tion is the ﬁnely segmented uranium–liquid argon calorimeter that
has almost complete solid angle coverage 1.7◦  θ  178.3◦ [11].
Events are triggered by a single high pT jet above a particular
threshold. In each pT max bin, events are taken from a single trig-
ger which is chosen such that the trigger eﬃciency is above 99%
for two-jet and for three-jet events. Using triggers with different
prescale values results in integrated luminosities of 1.54 pb−1 for
pT max < 120 GeV, 17 pb−1 for 120 < pT max < 140 GeV, 73 pb−1
for 140 < pT max < 175 GeV, 0.5 fb−1 for 175 < pT max < 220 GeV,
and 0.7 fb−1 for pT max > 220 GeV.
The position of the pp¯ interaction, reconstructed using a track-
ing system consisting of silicon microstrip detectors [17] and scin-
tillating ﬁber tracker located inside a 2 T solenoidal magnet [11], is
required to be within 50 cm of the detector center along the beam
direction. The jet four-momenta are corrected for the response of
the calorimeter, the net energy ﬂow through the jet cone, energy
from event pile-up and multiple pp¯ interactions, and for system-
atic shifts in rapidity due to detector effects [15]. Cosmic ray back-
grounds are suppressed by requirements on the missing transverse
momentum in an event [15]. Requirements on characteristics of
the shower shape are used to suppress the remaining background
due to electrons, photons, and detector noise that mimic jets. The
eﬃciency for these requirements is above 97.5%, and the fraction
of background events is below 0.1% at all pT max.
The jet four-momenta reconstructed from calorimeter energy
depositions are then corrected, on average, for the response of the
calorimeter, the net energy ﬂow through the jet cone, additional
energy from previous beam crossings, and multiple pp¯ interactions
in the same event, but not for muons and neutrinos [12,15]. The
absolute energy calibration is determined from Z → e+e− events
and the pT imbalance in γ + jet events in the region |y| < 0.4.
The extension to larger rapidities is derived from dijet events us-
ing a similar data-driven method. In addition, corrections in the
range 2–4% are applied that take into account the difference in
calorimeter response due to the difference in the fractional con-
tributions of quark and gluon-initiated jets in the dijet and the
γ + jet event samples. These corrections are determined using jets
simulated with the pythia event generator [18] that have been
passed through a geant-based detector simulation [19]. The to-
tal corrections of the jet four-momenta vary between 50% and 20%
for jet pT between 50 and 400 GeV. An additional correction is
applied for systematic shifts in |y| due to detector effects [12,15].
These corrections adjust the reconstructed jet energy to the energy
of the stable particles that enter the calorimeter except for muons
and neutrinos.
The R3/2 distributions are corrected for instrumental effects us-
ing a simulation of the D0 detector response based on parameter-izations of resolution effects in pT , the polar and azimuthal angles
of jets, and jet reconstruction eﬃciencies. The parameterizations
are determined either from data or from a detailed simulation of
the D0 detector using geant. The parameterized simulation uses
events generated with sherpa v1.1.3 [20] (including the tree-level
matrix elements for two-jet, three-jet, and four-jet production) us-
ing default settings and MSTW2008LO PDFs [21], and a sample
of events, generated with pythia v6.419 using tune QW [22] and
CTEQ6.6 PDFs [23]. The events are subjected to the detector sim-
ulation and are reweighted such that their simulated distributions
describe the differential two-jet and three-jet cross sections in the
pT and rapidity of each of the three highest pT jets in the data.
To minimize migrations between pT max bins due to resolution ef-
fects, we use the simulation to obtain a rescaling function in pT max
that optimizes the correlation between the reconstructed and true
values. The rescaling function is applied to data and simulation.
The bin sizes in pT max are chosen to be much larger than the
pT resolution. The bin purity after pT max rescaling, deﬁned as the
fraction of all reconstructed events that are generated in the same
bin, is above 50% for the two-jet and above 45% for the three-jet
event samples. Bin eﬃciencies, deﬁned as the fraction of all gen-
erated events that are reconstructed in the same bin, are above
55% for the two-jet and above 45% for the three-jet event sam-
ples.
We use the simulation to determine correction factors for the
differential two-jet and three-jet cross sections in all pT max bins,
taking the average of sherpa and pythia. These include corrections
for all instrumental effects, including the energies of unrecon-
structed muons and neutrinos inside the jets. The total correction
factors for the differential cross sections are between 0.92 and 1.0
for the two-jet and in the range 0.98–1.1 for the three-jet event
samples. The correction factors for the ratio R3/2 are in the range
0.9–1.2. Over most of the range, the corrections from the two mod-
els agree within 3%. We take half the difference as an estimate of
the model dependence of the correction, taking into account the
correlations between the uncertainties for the two sets of correc-
tion factors. The corrected data are presented at the “particle level”
(jets formed from stable particles after fragmentation) as deﬁned
in Ref. [24].
The experimental systematic uncertainties are separated into
independent sources. For each of these, the effects are fully corre-
lated between all data points. In total, we have identiﬁed 69 such
sources, of which 48 are related to the jet energy calibration and
15 to the jet pT resolution uncertainty. The dominant uncertainties
are due to the jet energy calibration and the model dependence
of the correction. The former is between 3% and 5% and the lat-
ter is 2–6%. Smaller contributions are due to the jet pT resolution
(up to 1.5%), and the systematic shifts in y (below 1%). All other
sources contribute less than 0.5%. A complete list of systematic
uncertainties and their sources is included in the supplementary
material [25].
The R3/2 measurement results are listed in Table 1 and
Ref. [25], and are displayed in Fig. 1 as a function of pT max for
different pT min requirements. The ratio R3/2 increases with in-
creasing pT max up to a maximum value and decreases for higher
pT max values. The position and the height of the maximum de-
pend on the pT min requirement (for the pT min choices in this
analysis, the maximum appears at pT max values in the range 200–
300 GeV). For a given value of pT max, three-jet ﬁnal states have on
average larger invariant masses than two-jet ﬁnal states. Therefore
the three-jet cross section approaches the kinematic limit at lower
pT max than the two-jet cross section, resulting in the decrease of
R3/2 at large pT max. The initial increase of R3/2 with pT max re-
ﬂects the increasing phase space for three-jet ﬁnal states, for a
given pT min requirement. For higher pT min requirements, the ini-
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The ratio R3/2 measured as a function of pT max for different pT min requirements,
along with statistical and systematic uncertainties.
pT max pT min R3/2 Stat. uncert. Syst. uncert.
(GeV) (GeV) (percent) (percent)
80–100 30 1.816× 10−1 ±0.7 +5.6 −5.5
100–120 30 2.182× 10−1 ±0.6 +4.5 −4.4
120–140 30 2.370× 10−1 ±0.5 +3.7 −3.7
140–165 30 2.442× 10−1 ±0.6 +3.3 −3.3
165–190 30 2.464× 10−1 ±1.0 +3.1 −3.2
190–220 30 2.421× 10−1 ±0.6 +3.1 −3.1
220–250 30 2.362× 10−1 ±0.9 +3.1 −3.1
250–285 30 2.228× 10−1 ±1.4 +3.3 −3.2
285–320 30 2.021× 10−1 ±2.7 +3.5 −3.4
320–360 30 1.925× 10−1 ±4.6 +3.8 −3.8
360–400 30 1.688× 10−1 ±9.1 +4.1 −4.2
400–500 30 1.814× 10−1 ±13.4 +4.6 −4.6
80–100 50 3.116× 10−2 ±1.5 +5.5 −5.5
100–120 50 6.796× 10−2 ±1.6 +5.1 −5.1
120–140 50 1.059× 10−1 ±1.4 +4.5 −4.6
140–165 50 1.292× 10−1 ±1.0 +3.5 −3.5
165–190 50 1.420× 10−1 ±1.4 +3.1 −3.2
190–220 50 1.477× 10−1 ±0.8 +2.8 −2.9
220–250 50 1.470× 10−1 ±1.2 +2.8 −2.8
250–285 50 1.398× 10−1 ±1.9 +3.0 −2.8
285–320 50 1.290× 10−1 ±3.6 +3.3 −3.0
320–360 50 1.217× 10−1 ±6.2 +3.5 −3.4
360–400 50 1.071× 10−1 ±12.2 +3.8 −3.9
400–500 50 9.105× 10−2 ±20.4 +4.5 −4.4
100–120 70 1.161× 10−2 ±2.2 +4.1 −4.4
120–140 70 2.699× 10−2 ±1.3 +4.1 −4.2
140–165 70 4.849× 10−2 ±1.7 +4.3 −4.3
165–190 70 7.254× 10−2 ±2.2 +4.0 −4.1
190–220 70 8.880× 10−2 ±1.1 +3.3 −3.5
220–250 70 9.401× 10−2 ±1.6 +3.2 −3.3
250–285 70 9.125× 10−2 ±2.5 +3.2 −3.0
285–320 70 8.969× 10−2 ±4.5 +3.5 −3.1
320–360 70 7.852× 10−2 ±7.9 +3.6 −3.5
360–400 70 7.555× 10−2 ±14.9 +4.0 −4.1
400–500 70 5.959× 10−2 ±26.0 +5.0 −4.8
120–140 90 5.775× 10−3 ±2.9 +4.7 −4.7
140–165 90 1.281× 10−2 ±2.8 +4.3 −4.4
165–190 90 2.564× 10−2 ±3.5 +4.6 −4.6
190–220 90 4.435× 10−2 ±1.7 +4.2 −4.2
220–250 90 5.744× 10−2 ±2.2 +3.9 −3.9
250–285 90 6.122× 10−2 ±3.2 +3.6 −3.4
285–320 90 6.002× 10−2 ±5.6 +3.6 −3.4
320–360 90 5.482× 10−2 ±9.7 +3.8 −3.8
360–400 90 5.685× 10−2 ±17.5 +4.2 −4.3
400–500 90 4.327× 10−2 ±31.0 +5.4 −4.7
tial increase of R3/2 occurs at higher pT max values, thereby shifting
the position of the maximum.
Theoretical calculations for R3/2 are computed as the product
of NLO pQCD results and correction factors for non-perturbative ef-
fects. Predictions of NLO pQCD are obtained from nlojet+ + [26]
using fastnlo [27]. Jets are reconstructed using the FastJet [28] im-
plementation of the D0 Run II midpoint cone jet algorithm. We use
the two-loop approximation of the renormalization group equation
for ﬁve quark ﬂavors with αs(MZ ) = 0.1180 which is close to the
world average value of 0.1184 [29]. Results are computed using the
MSTW2008NLO [30], the CT10 [31], and the NNPDF2.1 [32] PDF
sets. For consistency, we always use those PDFs which have been
obtained for αs(MZ ) = 0.1180. The renormalization and factoriza-
tion scales μR and μF are set to μ0 = pT max. The scale uncertain-
ties are computed by varying μR and μF independently between
μ0/2 and 2μ0 with the restriction that 0.5 < μR/μF < 2.0. The
uncertainties of the pQCD predictions due to the scale dependence
are between −15% and +5%.
The non-perturbative correction factors are the products of
hadronization and underlying event corrections. Both are estimated
using pythia with tunes DW [22] and AMBT1 [33]. Tune DW uses
Q 2-ordered parton showers and an older underlying event model,
while AMBT1 uses pT -ordered parton showers and a newer under-
lying event model. For each of these tunes, three event samples
have been generated: parton shower level without an underlying
event, particle level without an underlying event, and particle level
with an underlying event. The hadronization corrections are esti-
mated as the ratio of R3/2 at the particle level and at the parton
level (from the partons at the end of the parton shower). Both are
obtained without an underlying event. The underlying event cor-
rection is the ratio of the particle level results with and without
an underlying event. We use the average of the corrections ob-
tained with tunes DW and AMBT1 as the central choice, and quote
half the spread as the uncertainty. The total non-perturbative cor-
rection factors are in the range of 0.96–0.99 with uncertainties of
less than 1%. As a cross-check, the non-perturbative corrections are
also derived with herwig 6.520 [34,35], using default settings. The
herwig and pythia results always agree to better than 1%.
The theoretical predictions for the MSTW2008NLO PDF sets are
overlaid on the data in Fig. 1. The results for CT10 and NNPDFv2.1
PDFs (not shown) agree with those obtained for MSTW2008NLO
to better than 0.1% for pT max < 300 GeV, and are always better
than 0.4%. Fig. 1 shows good agreement between the theoretical
predictions and data. At the lowest pT min value, the ratio of dataFig. 1. (Color online.) The measured R3/2 results, compared to the predictions from NLO pQCD corrected for non-perturbative effects (top), and the ratio of data to theoretical
predictions (bottom). The results are presented as a function of the highest jet pT , pT max, for different pT min requirements. The inner uncertainty bars represent the statistical
uncertainties while the total uncertainty bars represent the quadratic sums of statistical and systematic uncertainties. (N.B. the inner uncertainty bars are within the markers
for most data points.)
D0 Collaboration / Physics Letters B 720 (2013) 6–12 11Fig. 2. (Color online.) The measured R3/2 results, normalized to the predictions of the sherpa Monte Carlo event generator. The inner uncertainty bars represent the statistical
uncertainties while the total uncertainty bars represent the quadratic sums of statistical and systematic uncertainties. Overlaid are the predictions from the pythia Monte
Carlo event generator for four different tunes, also normalized to the sherpa predictions.Table 2
The χ2 values between theory and data for different pT min requirements, for dif-
ferent choices of μR , μF .
pT min Number of data points χ
2 for μR = μF =
pT max/2 pT max 2pT max
30 GeV 12 46.4 21.7 14.0
50 GeV 12 12.4 8.5 9.1
70 GeV 11 10.9 9.6 13.5
90 GeV 10 13.3 12.7 14.4
and theory decreases from +8% to −6% with increasing pT max. For
pT min = 50 and 70 GeV, the ratio of data to the theoretical predic-
tions is consistent with unity over the entire range of pT max. For
pT min = 90 GeV the theoretical predictions are slightly higher than
the experimental results, but still consistent within the theoretical
uncertainty. The agreement between theory and data is quantiﬁed
by computing χ2 values for each choice of pT min. The χ2 deﬁ-
nition takes into account all experimental uncertainties and their
correlations as well as uncertainties in the non-perturbative cor-
rections and the PDFs. The χ2 values are listed in Table 2 for the
different pT min requirements and for three choices of μR and μF .
For pT min = 30 GeV, the χ2 value depends strongly on the scale,
and agreement within the expectation of χ2 = Ndata ±
√
2 · Ndata
(where Ndata is the number of data points) is obtained only for
the largest scale of μR,F = 2pT max. For larger requirements of
pT min = 50, 70, and 90 GeV, the theoretical predictions agree
with the data for all three scales, and the central scale choice of
μR,F = pT max always provides the lowest χ2.
Predictions from different Monte Carlo event generators are
compared to the data in Fig. 2. In this ﬁgure, the measured R3/2
results and the pythia predictions for different tunes are divided
by the predictions from sherpa which includes the tree-level ma-
trix elements for two-, three-, and four-jet production, matched
with a parton shower. The sherpa predictions for R3/2 have a
different pT max dependence and, independent of pT min, they are
approximately 20% lower (10% higher) than the data at low (high)
pT max. pythia includes only the two-jet matrix elements and a
parton shower. The pythia predictions for the three-jet cross sec-
tion therefore depend directly on the parton shower model and the
corresponding parameter settings (tunes). The pythia results have
been obtained for tunes DW, BW [22], A [36], AMBT1, S Global [37],
Perugia 2011, Perugia 2011 LO∗∗, and Perugia 2011 Tevatron [38].
The ﬁrst three tunes use Q 2-ordered parton showers and an older
underlying event model, while the latter ﬁve use pT -ordered par-
ton showers and a newer underlying event model. Tune DW was
tuned to describe the D0 measurement of dijet azimuthal decor-
relations [39], and tunes AMBT1, S Global and Perugia 2011 weretuned to LHC data at
√
s = 7 TeV. The predictions for tune Perugia
2011 agree within 1% with those for tunes Perugia 2011 LO∗∗ and
Perugia 2011 Tevatron (the latter two are not shown in Fig. 2). The
predictions for tune A (not shown in Fig. 2) are always above those
for tune DW, and the predictions for tune S Global (not shown in
Fig. 2) are 2–5% higher than those for tune AMBT1. Fig. 2 shows
that none of the studied pythia tunes describe the data; all predict
a different pT max dependence, and the discrepancies are strongly
depending on pT min. While a dedicated study of the sensitivity
of the pythia parameters is beyond the scope of this Letter, these
R3/2 data demonstrate the limitations of current pythia tunes and
provide strong constraints for future parameter adjustments.
In summary, we have presented the ﬁrst measurement of the
ratio R3/2 of three-jet to two-jet cross sections in hadron–hadron
collisions at a center of mass energy of
√
s = 1.96 TeV. The ra-
tio R3/2 is presented for pT min requirements of 30, 50, 70, and
90 GeV, as a function of the highest jet pT , pT max, in the range
of 80–500 GeV. sherpa predicts a slightly different pT max depen-
dence, but it describes the data within approximately −10% to
+20%. None of the pythia tunes DW, BW, A, AMBT1, S Global, and
Perugia 2011 describe the data. The data are well described by the
pQCD predictions at the next-to-leading order in the strong cou-
pling constant αs , corrected for non-perturbative effects.
Acknowledgements
We thank the staffs at Fermilab and collaborating institutions,
and acknowledge support from the DOE and NSF (USA); CEA
and CNRS/IN2P3 (France); MON, NRC KI and RFBR (Russia); CNPq,
FAPERJ, FAPESP and FUNDUNESP (Brazil); DAE and DST (India);
Colciencias (Colombia); CONACyT (Mexico); NRF (Korea); FOM (The
Netherlands); STFC and the Royal Society (United Kingdom); MSMT
and GACR (Czech Republic); BMBF and DFG (Germany); SFI (Ire-
land); The Swedish Research Council (Sweden); and CAS and CNSF
(China).
Appendix A. Supplementary material
Supplementary material related to this article can be found on-
line at http://dx.doi.org/10.1016/j.physletb.2013.01.048.
References
[1] V.M. Abazov, et al., D0 Collaboration, Phys. Lett. B 704 (2011) 434.
[2] S.D. Ellis, Z. Kunst, D.E. Spoer, Pys. Rev. Lett. 64 (1990) 2121;
S.D. Ellis, Z. Kunst, D.E. Spoer, Phys. Rev. D 69 (1992) 1496;
W.T. Giele, E.W.N. Glover, D.A. Kosower, Nucl. Phys. B 403 (1993) 633.
[3] Z. Nagy, Phys. Rev. Lett. 88 (2002) 122003;
Z. Nagy, Phys. Rev. D 68 (2003) 094002;
12 D0 Collaboration / Physics Letters B 720 (2013) 6–12W.B. Kilgore, W.T. Giele, Phys. Rev. D 55 (1997) 7183.
[4] Z. Bern, et al., arXiv:1112.3940 [hep-ph].
[5] C. Adloff, et al., H1 Collaboration, Phys. Lett. B 515 (2001) 17;
S. Chekanov, et al., ZEUS Collaboration, Eur. Phys. J. C 44 (2005) 183;
F.D. Aaron, et al., H1 Collaboration, Eur. Phys. J. C 65 (2010) 363.
[6] G. Arnison, et al., UA1 Collaboration, Phys. Lett. B 158 (1985) 494;
J.A. Appel, et al., UA2 Collaboration, Z. Phys. C 30 (1986) 341.
[7] B. Abbott, et al., D0 Collaboration, Phys. Rev. Lett. 86 (2001) 1955.
[8] S. Chatrchyan, et al., CMS Collaboration, Phys. Lett. B 702 (2011) 336.
[9] G. Aad, et al., ATLAS Collaboration, Eur. Phys. J. C 71 (2011) 1763.
[10] G.C. Blazey, et al., in: U. Baur, R.K. Ellis, D. Zeppenfeld (Eds.), Proceedings of
the Workshop: QCD and Weak Boson Physics in Run II, Fermilab-Pub-00/297,
2000.
[11] V.M. Abazov, et al., D0 Collaboration, Nucl. Instrum. Methods Phys. Res. A 565
(2006) 463.
[12] V.M. Abazov, et al., D0 Collaboration, Phys. Rev. Lett. 101 (2008) 062001.
[13] V.M. Abazov, et al., D0 Collaboration, Phys. Rev. Lett. 103 (2009) 191803.
[14] V.M. Abazov, et al., D0 Collaboration, Phys. Lett. B 693 (2010) 531.
[15] V.M. Abazov, et al., D0 Collaboration, Phys. Rev. D 85 (2012) 052006.
[16] V.M. Abazov, et al., D0 Collaboration, Phys. Lett. B 718 (2012) 56, arXiv:
1207.4957 [hep-ex].
[17] S.N. Ahmed, et al., Nucl. Instrum. Methods Phys. Res. A 634 (2011) 8.
[18] T. Sjöstrand, et al., Comput. Phys. Commun. 135 (2001) 238.
[19] R. Brun, F. Carminati, CERN Program Library Long Writeup W5013, 1993
(unpublished).[20] T. Gleisberg, et al., J. High Energy Phys. 0902 (2009) 007.
[21] A.D. Martin, W.J. Stirling, R.S. Thorne, G. Watt, Eur. Phys. J. C 63 (2009) 189.
[22] M.G. Albrow, et al., TeV4LHC QCD Working Group, arXiv:hep-ph/0610012.
[23] P.M. Nadolsky, et al., Phys. Rev. D 78 (2008) 013004.
[24] C. Buttar, et al., arXiv:0803.0678 [hep-ph], Section 9.
[25] Supplementary material in the online version of this Letter is available at
http://dx.doi.org/10.1016/j.physletb.2013.01.048.
[26] Z. Nagy, Phys. Rev. D 68 (2003) 094002.
[27] T. Kluge, K. Rabbertz, M. Wobisch, arXiv:hep-ph/0609285v2.
[28] M. Cacciari, G. Salam, Phys. Lett. B 641 (2006) 57.
[29] J. Beringer, et al., Particle Data Group, Phys. Rev. D 86 (2012) 010001.
[30] A.D. Martin, et al., Eur. Phys. J. C 63 (2009) 189.
[31] H.-L. Lai, et al., Phys. Rev. D 82 (2010) 074024.
[32] R.D. Ball, et al., Nucl. Phys. B 838 (2010) 136.
[33] G. Brandt, in: M. Diehl, J. Haller, T. Schörner-Sadenius, G. Steinbrück (Eds.),
Proceedings of the Fifth Conference on Physics at the LHC PLHC2010, 2010,
DESY-PROC-2010-01.
[34] G. Corcella, et al., J. High Energy Phys. 0101 (2001) 010.
[35] G. Corcella, et al., arXiv:hep-ph/0210213.
[36] R.D. Field (CDF Collaboration), in: Proceedings of APS/DPF/DPB Summer Study
on the Future of Particle Physics (Snowmass 2001), Snowmass, Colorado,
30 June–21 July 2001, p. 501.
[37] H. Schulz, P.Z. Skands, Eur. Phys. J. C 71 (2011) 1644.
[38] P. Skands, Phys. Rev. D 82 (2010) 074018.
[39] V.M. Abazov, et al., D0 Collaboration, Phys. Rev. Lett. 94 (2005) 221801.
