It has been realised since some time that nature is full of random networks of complex topology describing such apparently disparate systems as biological, economical or informatical ones. Their most characteristic feature is the apparent scale-free character of interconnections between nodes. Using information theory approach we show that maximalization of the information entropy leads to a wide spectrum of the possible types of distributions including in the case of nonextensive information entropy the power-like scale-free distributions characteristic for complex systems.
Introduction.
Random networks have found recently applications in description of complex systems in different, apparently very disparate branches of modern science such as, for example, molecular biology, sociology, economy and computer science [1, 2] . For example, living organisms form huge genetic networks the nodes of which are proteins and links between them represent the corresponding chemical interactions [3] . Similarly big network is formed by the nervous system the nodes of which are connected by axions [4] . Comparable complexity show networks exist in the sociological systems in which nodes are countries, organizations or single persons whereas links characterize their mutual interactions [5] , in the world of finances and as a computer networks (with World Wide Web being the most known example where nodes are HTML documents connected via hiper-links URL [6] . For most recent reviews of random networks see [7, 8] .
Analysis of different random networks clearly indicates the the probability P (k) of joining of a given node with other nodes is described by the power law P (k) ∝ k −γ [9] . This was considered as an unexpected result because the existing models of random networks [10, 11] all were predicting exponential distributions instead, i.e., P (k) ∝ exp(−k). But the most convincing analyses of the computer networks with over 800 milion nodes [12, 6, 13, 14] lead to the power-like distribution of P (k) with exponent eual γ ∼ 2.1 ÷ 2.45.
Models of random networks.
Let us list here for completenes (and for fixing notation for later use) some basic facts from the models of random networks. The most popular model dealing with fixed number of nodes N is one proposed by Erdös and Rényi (ER) [10] in which the poisson distribution was assumed for probability that a given node has k links (with the mean number of connections being λ 0 ),
Notice that in the limit of large k distribution (1) van be approximated by
To get observed power-like form of P (k) one has to allow for growing N and modify the democratic law of attachement a new link used in getting (1) to a preferential one. It means that, as was shown in [7, 13] , distribution P (k) is determined by the dynamics of the growth of the network. Starting from a small number m 0 of nodes one adds in each time step new nod with m ≤ m 0 possible connections. Assuming now that this new nod joins the already existing nodes with equal probability,
which does not depend on k i , one can write following equation describing evolution (growth) of network:
From it, for long times t one gets
On the other hand, assuming that probability Π(k i ) is selective, for example that
one gets simple power law for P (k):
Apparently such distribution with universal exponent γ = 3 shows up in different situation (and under diffrenet names). As Pareto distribution [15] it describes growth of the welth of persons living in stable economical systems, as Zipf's law [16] it is applied in linguistic and it also describes distribution of the citations of the scientific works [17, 18] .
How to get it by means of information entropy.
Let us now look at this problem from different perspective which provides the information theory. In it one can associate with each probability distribution P (k) an information entropy, usually it is Shannon entropy [19] ,
Distribution P (k) contains some information on the system and depends on a number of parameters representing our information we a priori have about it. To assure that the actual shape of P (k) does not convey some additional spurious information one demands that P (k) must be such that maximalizes information entropy under some constraints. For example, knowledge that P (k) is normalised and the mean value of k,
leads either to the exponential probability distribution (sometimes known also as geometrical or Bose-Einstein distribution),
or, when we know in addition that all entities represented by k are indistinguishable and one has introduce in the correspodning sumations the weight factor 1/k!, one gets Poisson distribution of the ER model mentioned above, see eq.(4). It happens sometimes, however, that system we are investigating has some pecular properties like, for example, it has some intrinsic fluctuations (leading to the whole spectrum of parametr λ, P (λ), with λ 0 = λ being only an average over this spectrum) or there are some long-range correlations among its constituents. In such a case our system should be described by a more general entropy functional, the one we shall use here is the nonextensive entropy introduced by Tsallis [20] 1 ,
The mentioned above pecularities of the system are here summarized in terms of a parameter q and for q → 1 the system becomes again "normal" in the sense that S q → S given by eq.(7). The nonextensivity mentioned above means that for two independent sytems of this kind one has
i.e., entropy is now nonadditive and |1 − q| is measure of this nonadditivity. The characteristic feature of nonextensive entropy as a possible measure of information about the system is that maximalization of S q with constraints (equivalent of (8) above)
leads to the power-like distribution of the form
where
Notice that for q → 1 this distribution becomes exponential as in eq. (9) . On the other hand, for large values of k, k >> λ/(q − 1), it becomes a power-like distribution of the form
1 In [20] one can find also much more examples from different branches of physics which lead to nonextensivity and can be apparently described only in terms of the nonextensive entropy (10).
It is easy to check that if we demand that k = qλ/(2 − q) < ∞ then q < 2. It is interesting to note at this point that γ = 3 in eq.(6) corresponds precisely to q = 3/2 at which variation of
Can this be applied to analysis of networks? The answer is positive and is illustrated by Fig. 1 . It shows distribution of the number of connections in the WWW network [14] with 325729 nodes and the mean values of connections equal k = 5.46. As one can see it can be wery well fitted by P q (k) as given by eq.(13) with parameters λ = 1.16 and q = 1.65. Notice that eq.(13) describes the whole range of k whereas the purely power-like distribution ∝ k −γ with γ = q/(q − 1) = 2.54 occurs only for large values of k. What does it mean? The answer we propose is the following. In many places in physics one encounters the power-law distributions [7, 8] . Such distributions are the asymptotic form of the equilibrium distributions in nonextensive systems [20] .
The nonextensive entropy S q as given by eq.(10) generalizes the Shannon entropy S (cf. eq. (7)) and, among other things, either reflects fluctuations of the parameter λ 0 in exponential distribution (1) above or is caused by long-range correlations correlations existing in the system under consideration. The first case has been studies in [21] with the result that the nonextensivity parameter q can be regarded in this case as a measure of relative fluctuations, (q − 1)/q = ±V ar(1/λ)/ 1/λ 2 2 .
The second one seems to play decisive role in description of the stochastic networks.
To illustrate this let us introduce dependence of the parameter λ on the number of the actual links existing in our network (system), λ = λ(k). If one adopts simple formula like
then, because
one gets immediately P q (k) in the form of eq. (13) . Notice that for λ → λ 0 one recovers the exponential distribution (1) (or (4)). It must be stressed, however, that whereas information theory approach leads in a natural way (via maximalization of the respective information entropy) to the equilibrium distributions P q (k), in models describing evolving complex networks [13, 7] the functional form of distribution P (k) is determined by the evolution equation ∂k/∂t. Introducing more complicated network evolution then that presented above by eq.(5), for example allowing for the occurence of local events in the form of internal edges and rewiring [7] , one gets
where p is the probability one is adding m new edges to the system and r is the probability one is rewiring m edges. In addition one allows also (with probability 1 − p − r) to add a new node to the system. The κ and γ in eq. (17) are given by: [7] given by 
2 Actually in [21] slightly different approach has been used without the so called escort probabilities, i.e., with denominator in eq. (12) put equal to unity. Whereas there are some differences between both approaches (cf., for example, [22] ), from our limited point of view they are equivalent providing one replaces q → 1/(2 − q) and λ → q · λ. This fact should be, however, always kept in mind when comparing results of different works. 3 See eq. (111) of [7] .
where, in turn,
One can now write formally eq. (17) in the form of eq. (13), i.e., as (20) and identify γ(p, r, m) = q/(q − 1) and λ = (1 − q)κ(p, r, m), or
However, it must be noticed that, at least in the example considered here, the limit q = 1 cannot be achieved because the quantity B above is finite (for all reasonable values of parameters [7] ). It means then that formula (13) is more general and captures (by means of the parameter q) some additional feature of complex networks, not present in its simple formulation (as, for example, given by eq. (17)).
Summary and conclusions.
We have demonstrated that nonextensive information entropy S q (via the distributions P q (k) it leads to) allows for a quite general description of the probability distributions of number of links in random networks in terms of only one additional parameter q (the so called nonextensivity parameter), from the exponential model ER (for q = 1) to the scale-free, power-like distributions observed for large k with the exponent γ = q/(q − 1). For the value of nonextensivity parametr q = 3/2, for which variance of our system is divergent, one gets the value of the exponent γ = 3, which seems to be limited value observed in analyses of diverse systems displaying complex topolgy. Although only one example has been shown here in Fig. 1 , it is obvious that one can equally easy fit also other, similar results discussed in the literature (cf., for example, [7, 8] ). The other point is the possible systematics of the q parameter emerging from such search, but this problem is outside of the scope of our presentation. Nonextensivity of information entropy (10) leading as a consequence to the scale-free distribution (14) of the number of links in the network is therefore reflection of the fact that the new node added to the network prefers connections with maximaly interconnected nodes, albeit in a more subtle way, as it was illustrated by eqs. (17) . On the other hand our work show also that in addition to intrinsic fluctuations (as shown in [21] ) also long-range correlations can cause the nonextensive features to be visible 4 .
