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Résumé : Nous présentons le proessus RINAR(p) pour modèliser des séries temporelles à valeurs
entières. Le RINAR(p) est basé sur l'opérateur arrondi. Comparé aux modèles INAR(p) bien onnus
dans la littérature, le nouveau modèle possède plusieurs avantages : une simple struture d'innovation,
des oeients autorégressifs ave des signes arbitraires, des possibles valeurs négatives pour les séries
hronologiques, des possibles valeurs négatives pour les fontions d'autoorrélation. Nous donnons les
onditions de stationnarité et d'ergodiité du modèle. Pour l'estimation des paramètres, nous onsidérons
l'estimateur des moindres arrés et nous montrons sa onsistane forte sous des onditions onvenables
d'identiabilité.
Abstrat : An extension of the RINAR(1) proess for modelling disrete-time dependent ounting
proesses is onsidered. Compared to lassial INAR(p) models based on the thinning operator, the
new models have several advantages : simple innovation struture ; autoregressive oeients with ar-
bitrary signs ; possible negative values for time series ; possible negative values for the autoorrelation
funtion. The onditions for the stationarity and ergodiity, of the RINAR(p) model, are given. For
parameter estimation, we onsider the least squares estimator and we prove its onsisteny under suitable
identiability ondition.
Mots-lés : Séries temporelles à valeurs entières, les modèles INAR, l'opérateur arrondi, le modèle
RINAR(p), l'estimateur des moindres arrés, la onsistane forte.
1 Introdution
Les séries hronologiques à valeurs entières sont fréquentes dans la pratique. Avant la n des années 80
de telles observations étaient traitées par des modèles réels (e.g. ARMA, VAR, ARCH,...) bien onnus
dans la littérature, sans tenir ompte de la nature entière de es observations. Plus tard, des auteurs
tel MKenzie [5℄ and Al-osh & Alzaid [1℄ ont introduit des lasses de modèle qui possèdent les mêmes
propriétés que des modèles réels en respetant la nature des observations. En partiulier, nous présentons
la lasse INAR. Ces modèles sont inspirés de la dynamique de population et sont basés sur l'opérateur
binomial d'aminissement, noté ◦.
Un proessus INAR(p) est déni par
Xt = a1 ◦Xt−1 + a2 ◦Xt−2 + . . .+ ap ◦Xt−p + εt, ∀ t ∈ Z, (1)
1
où, pour i = 1, . . . , p,
ai ◦Xt−i =
Xt−i∑
k=1
ξik.
Ii, pour tout i ∈ {1, . . . , p} and k ∈ N∗, la série de omptage (ξik) est une suite i.i.d. de variables
aléatoires de Bernoulli ave une probabilité de suès ai. Par suite, ai ◦Xt−i est une variable Binomiale
ayant ai et Xt−i omme paramètres, ai ◦Xt−i  B(Xt−i, ai).
Ainsi, (εt) est une suite i.i.d. de variables aléatoires à valeurs dans N et indépendante de toute les séries
de omptage.
Nous distinguons deux spéiations diérentes. Chaque spéiation dépend des séries de omptage
hoisies. Le modèle INAR(p)-AA est introduit par Al-osh & Alzaid [1℄ où sa struture d'autoorrélation
orrespond à elle d'un modèle ARMA(p, p-1) réel. Du & Li [2℄ (1991) ont proposé un modèle, noté
INAR(p)-DL, où sa struture d'autoorrélation est la même qu'un AR(p) réel.
Les modèles INAR(p) ont plusieurs limites. Leur struture d'innovation est omplexe, dépendant
non seulement du bruit (εt), mais également des variables de omptage (ξik), i = 1, . . . , p. Les oeients
autorégressifs sont limités à l'intervalle [0, 1]. Dans le as d'un modèle INAR(1) par exemple, ette
restrition exlut les autoorrélations négatives.
Nous introduisons le modèle suivant
Xt = 〈
p∑
j=1
αjXt−j + λ〉 + εt, t ∈ Z, (2)
où 〈x〉 est la valeur arrondie d'un réel x au nombre entier le plus prohe et (εt) est une suite i.i.d. de
variables aléatoires à valeurs dans Z telle que E[εt] = 0. Ce modèle est appelé RINAR(p).
Ce modèle possède de nombreux avantages. Sa struture d'innovation est simple, générée uniquement
par le bruit (εt). Sa prévision à un pas est donnée par
XˆT+1 = E (XT+1 | Xs, s ≤ T ) = 〈
p∑
j=1
αjXT+1−j + λ〉, (3)
qui est une valeur entière par onstrution du modèle. Nous verrons également que le modèle RINAR(p)
peut produire des autoorrélations aussi rihes que elles d'un AR(p) réel, y ompris les autoorréla-
tions négatives. D'ailleurs, par onstrution RINAR(p) peut analyser des séries hronologiques ave des
valeurs négatives, une situation qui n'est ouverte par auun modèle INAR.
Le modèle RINAR(p) est une généralisation direte du modèle RINAR(1) introduit par Kahour
& Yao [4℄. À la suite, nous étudions les propriétés du modèle en partiulier la stationnarité et l'ergodiité.
Dans le adre de l'estimation des paramètres nous proposons l'estimateur des moindres arrés. À ause
de l'opérateur 〈·〉, l'identiabilité du modèle a un omportement non-standard. Ainsi, omme pour le
RINAR(1), nous distinguons deux as dépendant de la nature des α∗j , les vraies valeurs des paramètres
αj du modèle RINAR(p). Finalement, nous montrons la onsistane forte de l'estimateur des moindres
arrés pour les deux as.
2 La stationnarité et l'ergodiité
Étudier le proessus RINAR(p) revient à étudier le proessus vetoriel suivant
Yt =


Xt
Xt−1
.
.
.
Xt−p+1

 =


〈
∑p
j=1 αjXt−j + λ〉+ εt
Xt−1
.
.
.
Xt−p+1

 . (4)
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Le proessus (Yt) forme une haîne de Markov homogène ave E = Z
p
omme espae d'état et une
probabilité de transition dénie par
pi(x, y) = P(ε1 = y1 − 〈
p∑
j=1
αjxj + λ〉) 11{y2=x1,...,yp=xp−1} , ∀ x = (xj), y = (yj) ∈ E. (5)
Nous rappelons, pour tout x = (x1, . . . , xp) ∈ R
p
, ‖x‖1 = |x1|+ . . .+ |xp|.
Proposition 1. Supposons que :
1. (Yt) est une haîne de Markov irrédutible ;
2. pour un ertain k > 1, E[|εt|
k] < +∞ ;
3.
∑p
j=1 |αj | < 1.
Alors
1. Le proessus (Yt) a une unique mesure de probabilité invariante µ qui possède un moment d'ordre
k (i.e. µ(‖.‖k1) <∞).
2. Pour tout y ∈ E et f ∈ L1(µ) on a
1
n
n∑
k=1
f(Yk) −→ µ(f), Py a.s.
où Py représente la probabilité onditionnelle P (. | Y0 = y).
3 L'estimation des paramètres
Soit θ = (α1, . . . , αp, λ) ∈ R
p+1
. Dans ette setion, nous supposons que θ appartient à un espae de
paramètres Θ sous-ensembe ompat de ]−1, 1[
p
× R. Nous notons
f(x; θ) = f(x1, . . . , xp; θ) = 〈
p∑
j=1
αjxj + λ〉.
Soit x = (x1, . . . , xp) ∈ R
p
, on dénit l'arrondi du veteur x par 〈x〉 = (〈x1〉, . . . , 〈xp〉).
Ensuite, le modèle RINAR(p) peut être érit sous la forme suivante
Yt =


f(Yt−1; θ)
Xt−1
.
.
.
Xt−p+1

+


εt
0
.
.
.
0

 = 〈MYt−1 + ξ〉+ ηt = F (Yt−1; θ) + ηt,
où
θ = (M, ξ) ave M =
(
α1 . . . αp
Ip−1 0
)
, ξ =


λ
0
.
.
.
0

 , F (y; θ) = 〈My + ξ〉, ∀ y ∈ E et ηt =


εt
0
.
.
.
0

 .
SoientX−p+1, . . . , X0, . . . , Xn des observations du proessusRINAR(p). Pour l'estimation du paramètre
θ, nous onsidérons l'estimateur des moindres arrés déni par
θˆn := argmin
θ∈Θ
ϕn(θ), (6)
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où
ϕn(θ) =
1
n
n∑
t=1
(Xt − f(Yt−1; θ))
2 =
1
n
n∑
t=1
(‖Yt − F (Yt−1; θ)‖1)
2. (7)
Quelques notations et remarques sont néessaires. Nous notons θ0 = (α
∗
1, . . . , α
∗
p, λ
∗) la vraie valeur
des paramètres du modèle et Pθ0 représente la distribution de probabilité sous θ0.
Par la suite, nous supposons que, sous Pθ0 , les hypothèses suivantes sont vériées :
(Yt) est irrédutible ; E[|εt|
k] < +∞ où k ≥ 2 ;
∑p
j=1 |α
∗
j | < 1 et Θ est ompat.
Avant d'examiner l'identiabilité du RINAR(p), nous rappelons les résultats obtenus onernant e
problème pour le RINAR(1) [4℄. Soit α0 et λ0 les vraies valeurs des paramètres du modèle RINAR(1).
À ause de l'opérateur 〈·〉, nous distinguons deux as :
Si α0 ∈ R \Q, alors pour tout θ ∈ Θ nous avons
〈αx+ λ〉 = 〈α0x+ λ0〉, ∀ x ∈ Z ⇔ α = α0 et λ = λ0. (8)
Si α0 =
p
q
où p ∈ Z, q ∈ N∗ et p and q sont premiers entre eux, alors pour tout θ ∈ Θ nous obtenons
〈αx + λ〉 = 〈α0x+ λ0〉, ∀ x ∈ Z ⇔ α = α0 et λ ∈ I0. (9)
Ii, I0 est un intervalle ontenant λ0 et de taille
1
q
ou
1
2q
.
Revenons au modèle RINAR(p), nous distinguons aussi deux as :
Si un au moins des α∗j est irrationnel, alors il est simple de vérier que l'équivalent de l'équation (8),
pour un ordre p > 1, reste valable. Ainsi, pour e as nous donnons le théorème suivant [3℄.
Théorèm 1. S'il existe j ∈ {1, . . . , p} tel que α∗j est un nombre irrationnel. Alors l'estimateur des
moindres arrés est fortement onsistant, i.e.
θˆn → θ0, Pθ0 − a.s.
Maintenant, nous supposons que, pour tout j = 1, . . . , p, α∗j =
aj
bj
où aj ∈ Z, bj ∈ N
∗
et aj and bj
sont premiers entre eux. Pour xer les idées nous onsidérons le modèle RINAR(2). Notre but est de
montrer que l'étude du problème d'identiabilité du RINAR(2) est équivalente à elle d'un RINAR(1)
où α0 est irrationnel. Soit y = (x1, x2) ∈ E = Z
2
. Don,
α∗1x1 + α
∗
2x2 =
1
b1b2
(a1b2x1 + a2b1x2) . (10)
D'après le théorème de Bézout, nous avons
a1b2Z + a2b1Z = dZ, où d = a1b2 ∧ a2b1. (11)
Alors il existe x ∈ Z tels que
α∗1x1 + α
∗
2x2 = α0x, où α0 =
d
b1b2
. (12)
Dans le but de rester dèle à nos notations, nous rérivons α0 sous forme de fration irrédutible
α0 =
d
b1b2
=
a
b
, où a ∈ Z, b ∈ N∗ et a ∧ b = 1. (13)
Finalement, nous donnons le théorème suivant onernant e as [3℄.
Théorèm 2. Si, pour j = 1, 2, α∗j =
aj
bj
où aj ∈ Z, bj ∈ N
∗
et aj ∧ bj = 1. Alors αˆn est fortement
onsistant tandis que λˆn onverge vers un intervalle I
∗
0 ontenant λ
∗
et de taille
1
b
ou
1
2b
.
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