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Abstract—A ternary message passing (TMP) decoding al-
gorithm for low-density parity-check codes is developed. All
messages exchanged between variable and check nodes have a
ternary alphabet, and the variable nodes exploit soft information
from the channel. A density evolution analysis is developed
for unstructured and protograph-based ensembles. For unstruc-
tured ensembles the stability condition is derived. Optimized
ensembles for TMP decoding show asymptotic gains of up to
0.6 dB with respect to ensembles optimized for binary message
passing decoding. Finite length simulations of codes from TMP-
optimized ensembles show gains of up to 0.5 dB under TMP
compared to protograph-based codes designed for unquantized
belief propagation decoding.
I. INTRODUCTION
With the advent of iterative and soft information based
forward error correction (FEC) schemes low-density parity-
check (LDPC) codes [1] found widespread use in many
modern communication standards, e.g., for digital video broad-
casting [2], optical communications [3] and wireless local area
networks [4]. Recently, protograph-based [5], rate-compatible
LDPC codes [6] were chosen as the FEC solution for the
enhanced mobile broadband (eMBB) service of the 3GPP 5G
standard [7]. Because of increasing data rate requirements,
the need for low-complexity and high throughput decoding
algorithms is acute. For LDPC codes, the data flow between
the variable node (VN) and check node (CN) component codes
during one iteration of the belief propagation (BP) decoding
algorithm is a major source of complexity. The data flow
is linear in the number of quantization bits of the messages
[8]. For applications with very high throughput requirements
such as optical communications, the messages are usually
quantized to four bits to alleviate this problem [9]. In his thesis,
Gallager presents algorithms A and B which operate with
binary messages. In [10], the authors develop an improved
algorithm with binary messages, referred to as binary message
passing (BMP) decoding, which allows to exploit the channel
soft information.
In this paper, we extend the work of [10] by allowing
a ternary message alphabet. We introduce an erasure as a
third message value to denote complete uncertainty about the
respective bit value. The resulting algorithm is referred to
as ternary message passing (TMP) decoding. TMP decoding
closely resembles algorithm E from [11], except that TMP
exploits soft information available at the channel output.
The motivation for TMP decoding is twofold. First, previous
works have shown significant gains if erasures are allowed in
the decoding process [11], [12], [13]. Second, TMP decoding
applies to LDPC codes with state VNs which can improve
decoding thresholds. Examples are accumulator-based con-
structions from [14] or recently standardized 5G codes [7].
In fact, one may argue that TMP messages are represented by
2 bits, and hence one quantization level is lost by restricting
the message alphabet to be ternary. However, whenever state
VNs are used, their initial log-likelihood ratio (LLR) is set to
zero. Although this issue might be mitigated by introducing a
non-trivial message passing schedule, TMP is a simple method
to account for the lack of channel observations at the input of
state VNs. This argument holds also for rate compatible LDPC
code constructions relying on puncturing of low-rate mother
codes [15].
In this paper, we describe the TMP decoding algorithm for
both unstructured and protograph LDPC ensembles. We then
develop the exact density evolution (DE) analysis to compute
decoding thresholds. We develop the stability condition for
unstructured ensembles and discuss its difference to [10].
Further, we compare the decoding thresholds under BMP and
TMP decoding for optimized protograph ensembles targeting
code rates from 2/3 to 9/10.
The paper is organized as follows. In Sec. II we briefly dis-
cuss the system model and introduce notation. Sec. III presents
the TMP decoding algorithm. In Sec. IV, we introduce the DE
analysis of TMP decoding for unstructured and protograph-
based LDPC ensembles. Numerical results are discussed in
Sec. V. Conclusions follow in Sec. VI.
II. PRELIMINARIES
A. System Model
We consider the binary-input additive white Gaussian noise
(biAWGN) channel with input alphabet X = {−1,+1}. The
channel output is Y = X +N , where N is Gaussian random
noise with zero mean and variance σ2. The channel quality
is defined in terms of Eb/N0, with Eb being the energy per
information bit and N0 the single-sided noise power spectral
density.
B. Extrinsic Channel
The messages passed in an iterative decoder can be mod-
elled as the output of an extrinsic channel to which the
respective VNs and CNs are connected [16, Fig. 3]. For a TMP
decoder the extrinsic channel is a binary error and erasure
channel (BEEC) with input alphabet X = {−1,+1}, output
alphabet Z = {−1, 0,+1}, where 0 corresponds to an erasure.
Let θ and ǫ be the respective error and erasure probabilities
of this channel. The channel LLR of the BEEC is
L(z) = ln
[
Pr {Z = z|X = +1}
Pr {Z = z|X = −1}
]
= ln
(
1− θ − ǫ
θ
)
︸ ︷︷ ︸
D
·z (1)
where D denotes the message reliability.
C. Low-Density Parity-Check Codes
Binary LDPC codes are binary linear block codes defined by
an m× n sparse parity-check matrix H . The code dimension
is k 6 n−m. The Tanner graph of an LDPC code is a bipartite
graph G = (V ∪ C, E) consisting of n VNs and m CNs. The
set E of edges contains the elements eij , where eij is an edge
between VN Vj ∈ V and CN Ci ∈ C. Note that eij belongs to
the set E if and only if the parity-check matrix element hij is
equal to 1. The sets N (Vj) and N (Ci) denote the neighbors
of VN Vj and CN Ci, respectively. The degree of a VN Vj
is denoted by dv,j and it is the cardinality of the set N (Vj).
Similarly, the degree of a CN Ci is denoted by dc,i and it is
the cardinality of the set N (Ci).
1) Unstructured Ensembles: The VN edge-oriented degree
distribution polynomial of an LDPC code graph is given by
λ(x) =
∑
j λjx
j−1 where λj corresponds to the fraction of
edges incident to VNs with degree j. Similarly, the CN edge-
oriented degree distribution polynomial is given by ρ (x) =∑
i ρix
i−1 where ρi corresponds to the fraction of edges
incident to CNs with degree i. An unstructured irregular LDPC
code ensemble Cλ,ρn is the set of all LDPC codes with block
length n and degree distributions λ (x) and ρ (x).
2) Protograph Ensembles: For practical purposes it is often
worthwhile to impose more structure on a given LDPC code
ensemble. Examples of structured LDPC code ensembles are
multi edge type (MET) [17] and protograph-based ensem-
bles [5]. Protograph-based ensembles are defined via a (typi-
cally small) base matrixB of dimensionm0×n0 and elements
in {0, 1, . . . , S}. A base matrix may also be represented as
bipartite graph P (called protograph) as described before for
the parity-check matrix case. However, since the elements
of the base matrix are not strictly binary, parallel edges (in
number corresponding to the multiplicity of the corresponding
base matrix element) are allowed. The Tanner graph of an
LDPC code is obtained via lifting: through copy-and-permute
operations a number of copies of the protograph is generated
and their edges are permuted such that connectivity constraints
imposed by the base matrix are maintained [5]. A protograph-
based LDPC code ensemble CPn is defined by the set of length-
n LDPC codes whose Tanner graph is obtained by lifting P .
III. TERNARY MESSAGE PASSING ALGORITHM
We denote by m
(ℓ)
C→V the message sent from CN C to its
neighboring VN V . Similarly, m
(ℓ)
V→C is the message sent
from VN V to CN C at the ℓ-th iteration. The alphabet
of the exchanged messages between the CNs and VNs is
M = {−1, 0,+1}, where 0 corresponds to an erasure.
Initially, each VN computes the LLR
Lch =
2
σ2
y
of its channel observation and passes a quantized value to its
neighboring CNs. Hence, for all C ∈ N (V ) we have
m
(0)
V→C = f(Lch) (2)
where the quantization function f : R → M converts soft
L-values to ternary messages and is defined as
f(x) =


+1 x > a
0 −a 6 x 6 a
−1 x < −a.
(3)
We choose a to minimize the decoding threshold.
At the ℓ-th iteration, CN C sends to its neighboring VN
V the product of the messages that it received from the other
neighboring VNs, i.e., we have
m
(ℓ)
C→V =
∏
V ′∈N (C)\V
m
(ℓ−1)
V ′→C .
Each VN converts the channel output and the incoming CN
messages to L-values and passes the quantization of the L-
values to its neighboring CNs. We get
m
(ℓ)
V→C = f
(
Lch + L
(ℓ)
in
)
(4)
with
L
(ℓ)
in :=
∑
C′∈N (V )\C
D
(ℓ)
C′Vm
(ℓ)
C′→V . (5)
For the estimation of its modulated codeword bit , each VN
computes
xˆ
(ℓ)
V = sign
(
Lch + L˜
(ℓ)
in
)
with
L˜
(ℓ)
in :=
∑
C′∈N (V )
D
(ℓ)
C′Vm
(ℓ)
C′→V . (6)
In (5) and (6), D
(ℓ)
C′V is a weighting factor whose value is
determined as part of the decoder design. Starting from (1)
the reliability of a message from C to V on the BEEC is
D
(ℓ)
CV = ln
(
1− q(ℓ)0 (C, V )− q(ℓ)−1(C, V )
q
(ℓ)
−1(C, V )
)
. (7)
For unstructured ensembles, q
(ℓ)
0 (C, V ) and q
(ℓ)
−1(C, V ) are
the average of the erasure and error probabilities over
the CN edge-oriented degree distribution, respectively. For
protograph-LDPC ensembles, q
(ℓ)
0 (C, V ) and q
(ℓ)
−1(C, V ) are
respectively the erasure and error probabilities of the message
sent over an edge of the type defined by the pair (C, V ).
Note that q
(ℓ)
0 (C, V ) and q
(ℓ)
−1(C, V ) can be estimated via
DE discussed in Sec. IV. Note that the different D
(ℓ)
CV , as well
as the quantization parameter a of (3), are determined during
the decoder design phase. Hence, their calculation does not
contribute to the decoding complexity.
IV. DENSITY EVOLUTION ANALYSIS
We provide a DE analysis for both unstructured and
protograph-based LDPC code ensembles. In the following,
Lmax denotes the maximum number of iterations used in the
derivation of the decoding thresholds.
A. Unstructured LDPC Code Ensembles
Let p
(ℓ)
0 and p
(ℓ)
−1 be the erasure and error probabilities of
VN messages at the ℓ-th iteration. Similarly, q
(ℓ)
0 and q
(ℓ)
−1 are
the erasure and error probabilities of CN messages. In the limit
of n→∞, DE can be summarized as follows.
1) Initialization. Conditioned on X = +1 (all-zero code-
word), the channel LLRs are Gaussian random vari-
ables (RVs) with mean µch = 4REb/N0 and variance
σ2ch = 2µch. Therefore, recalling (2), we have
p
(0)
0 = Pr {−a 6 Lch 6 a}
= Q
(−a+ µch
σch
)
−Q
(
a+ µch
σch
)
p
(0)
−1 = Pr {Lch < −a} = Q
(
a+ µch
σch
)
where the Q-function is defined as
Q(x) =
1√
2π
∫ ∞
x
e−
z2
2 dz.
2) For ℓ = 1, 2, . . . , Lmax
Check to variable update
q
(ℓ)
0 =1− ρ
(
1− p(ℓ−1)0
)
q
(ℓ)
−1 =
1
2
[
ρ
(
1− p(ℓ−1)0
)
− ρ
(
1− 2p(ℓ−1)−1 − p(ℓ−1)0
)]
.
Variable to check update
p
(ℓ)
0 =
∑
d
λd
∑
min
Pr
{
M
(ℓ)
in = min
}
×
[
Q
(−a+D(ℓ)min + µch
σch
)
−Q
(
a+D(ℓ)min + µch
σch
)]
p
(ℓ)
−1 =
∑
d
λd
∑
min
Pr
{
M
(ℓ)
in = min
}
×
Q
(
a+D(ℓ)min + µch
σch
)
where
D(ℓ) := ln
(
1− q(ℓ)0 − q(ℓ)−1
q
(ℓ)
−1
)
and M
(ℓ)
in is a RV representing the sum of the d − 1
incoming CN messages at the ℓ-th iteration. Moreover,
we have
Pr
{
M
(ℓ)
in = min
}
=
∑
u,v
u−v=min
(
d− 1
u, v, d− 1− u− v
)
×
(
q
(ℓ)
−1
)v (
q
(ℓ)
0
)d−1−u−v
×(
1− q(ℓ)−1 − q(ℓ)0
)u
.
(8)
The ensemble iterative decoding threshold (Eb/N0)
⋆ is
defined as the minimum Eb/N0 for which p
(ℓ)
−1 → 0 and
p
(ℓ)
0 → 0 as ℓ→∞.
B. Protograph-Based LDPC Code Ensembles
Let p
(ℓ)
0 (i, j) and p
(ℓ)
−1(i, j) be the erasure and error proba-
bilities of the message sent from a VN of type Vj to a CN of
type Ci at the ℓ-th iteration on one of the bij edges connecting
Vj to Ci. Similarly, q
(ℓ)
0 (i, j) and q
(ℓ)
−1(i, j) denote the erasure
and error probabilities of the message sent from Ci to Vj on
one of the bij edges connecting Ci to Vj . The error probability
of the estimation at the ℓ-th iteration is denoted by P
(ℓ)
app (j). In
the limit of n → ∞, the protograph-based DE analysis [18]
can be summarized in the following steps.
1) Initialization. For j = 1, 2, . . . , n0 and i = 1, 2, . . . ,m0
with bij 6= 0, if Vj is a state VN
p
(0)
0 (i, j) = 1 and p
(0)
−1(i, j) = 0.
Otherwise,
p
(0)
0 (i, j) = Q
(−a+ µch
σch
)
−Q
(
a+ µch
σch
)
p
(0)
−1(i, j) = Q
(
a+ µch
σch
)
.
2) For ℓ = 1, 2, . . . , Lmax
Check to variable update
For j = 1, 2, . . . , n0 and i = 1, 2, . . . ,m0,
if bij 6= 0
q
(ℓ)
0 (i, j) = 1−
∏
bi,s 6=0
(
1− p(ℓ−1)0 (i, s)
)bi,s−δsj
q
(ℓ)
−1(i, j) =
1
2

 ∏
bi,s 6=0
(
1− p(ℓ−1)0 (i, s)
)bi,s−δsj
−
∏
bi,s 6=0
(
1− 2p(ℓ−1)−1 (i, s)− p(ℓ−1)0 (i, s)
)bi,s−δsj
where δij is the Kronecker delta function.
Variable to check update
For j = 1, 2, . . . , n0 and i = 1, 2, . . . ,m0 with bij 6= 0,
if Vj is punctured we have
p
(ℓ)
0 (i, j) =Pr
{
−a 6 L(ℓ)in 6 a
}
p
(ℓ)
−1(i, j) =Pr
{
L
(ℓ)
in < −a
}
.
Otherwise, we have
p
(ℓ)
0 (i, j) =Pr
{
−a 6 Lch + L(ℓ)in 6 a
}
=
∑
z
Pr
{
L
(ℓ)
in = z
}[
Q
(−a+ z + µch
σch
)
−Q
(
a+ z + µch
σch
)]
p
(ℓ)
−1(i, j) =Pr
{
Lch + L
(ℓ)
in < −a
}
=
∑
z
Pr
{
L
(ℓ)
in = z
}
Q
(
a+ z + µch
σch
)
where L
(ℓ)
in is a RV representing the sum of the LLRs
of the dv,j − 1 CN messages at the input of Vj at the
ℓ-th iteration. We have
Pr
{
L
(ℓ)
in = z
}
=
∑
u,v
∏
bs,j 6=0
(
bs,j−δsi
us,vs,bs,j−δsi−us−vs
)×
(
1− q(ℓ)0 (s, j)− q(ℓ)−1(s, j)
)us ×
q
(ℓ)
0 (s, j)
bs,j−δsi−us−vsq
(ℓ)
−1(s, j)
vs
where the outer sum is over all integer vector pairs u,v
for which
m0∑
e=1
w
(ℓ)
e,j(ue − ve) = z
with
w
(ℓ)
e,j := ln
(
1− q(ℓ)0 (e, j)− q(ℓ)−1(e, j)
q
(ℓ)
−1(e, j)
)
. (9)
Specifically, their entries us and vs represent the number
of +1s and −1s, respectively, that Cs sends to Vj on
bs,j − δsi of the bs,j edges connecting Cs to Vj . Thus,
for s = 1, 2, . . . ,m0 we have 0 6 us 6 bs,j − δsi and
0 6 vs 6 bs,j − δsi − us.
A posteriori update
For j = 1, 2, . . . , n0 if Vj is punctured then
P (ℓ)app (j) = Pr
{
L˜
(ℓ)
in 6 0
}
.
Otherwise, we have
P (ℓ)app (j) =
∑
z
Pr
{
L˜
(ℓ)
in = z
}
Q
(
z + µch
σch
)
.
We have
Pr
{
L˜
(ℓ)
in = z
}
=
∑
u˜,v˜
∏
bs,j 6=0
(
bs,j
u˜s,v˜s,bs,j−u˜s−v˜s
)×
(
1− q(ℓ)0 (s, j)− q(ℓ)−1(s, j)
)u˜s ×
q
(ℓ)
−1(s, j)
v˜sq
(ℓ)
0 (s, j)
bs,j−u˜s−v˜s
where the outer sum is over all integer vector pairs u˜, v˜
for which
m0∑
e=1
w
(ℓ)
e,j(u˜e − v˜e) = z
and where w
(ℓ)
e,j is given in (9). The vector elements
u˜s and v˜s represent the number of +1s and −1s,
respectively, that Cs sends to Vj on the bs,j edges
connecting Cs to Vj . Thus, for s = 1, 2, . . . ,m0 we
have 0 6 u˜s 6 bs,j and 0 6 v˜s 6 bs,j − u˜s.
The protograph ensemble iterative decoding threshold
(Eb/N0)
⋆ is defined as the minimum Eb/N0 for which
P
(ℓ)
app (j)→ 0 for j = 1, 2, . . . , n0 as ℓ→∞.
C. Stability Condition
Stability analysis of DE examines the convergence of the
error and erasure probabilities to zero under the assumption
that they are sufficiently small. We will derive the stability
condition for TMP decoding for unstructured LDPC ensembles
only. The derivation for protograph-based LDPC ensembles is
similar but more involved. We define p(ℓ), the vector contain-
ing the erasure and error probabilities of the VN messages and
q(ℓ), the vector containing the erasure and error probabilities
of the CN messages in the ℓ-th iteration as
p(ℓ) =
[
p
(ℓ)
0 , p
(ℓ)
−1
]T
and q(ℓ) =
[
q
(ℓ)
0 , q
(ℓ)
−1
]T
.
Consider first (dv, dc) regular LDPC code ensembles. We
should determine the evolution of p(ℓ) over one iteration when
we are close to the fixed point p∗ = 0. Note that, as p→ 0,
we have q → 0 and as a result D → +∞. Thus, for small
error and erasure probabilities we compute
p
(ℓ)
0 =αPr
{
M
(ℓ)
in = 0
}
p
(ℓ)
−1 =β Pr
{
M
(ℓ)
in = 0
}
+ Pr
{
M
(ℓ)
in 6 −1
}
where, Pr
{
M
(ℓ)
in = min
}
can be calculated from (8) with d =
dv, and for ease of notation we defined α and β as
α := Pr {−a 6 Lch 6 a} and β := Pr {Lch < −a} .
Note that the parameters α, β summarize the role of the
channel within the stability condition.
We have
lim
p(ℓ−1)→0
∂p
(ℓ)
0
∂p
(ℓ−1)
0
=
{
α(dc − 1) dv = 2
0 otherwise.
(10)
0 1 2 3 4 5 6
0.6
0.7
0.8
0.9
1
0.6 dB
0.52 dB
0.44 dB
0.43 dB
0.38 dB
0.37 dB
Eb/N0 [dB]
R
at
e
biAWGN capacity
TMP
BMP
Fig. 1. Decoding thresholds under BMP and TMP decoding of optimized
protograph LDPC code ensembles.
Similarly, we have
lim
p(ℓ−1)→0
∂p
(ℓ)
0
∂p
(ℓ−1)
−1
=
{
2α(dc − 1) dv = 3
0 otherwise,
(11)
lim
p(ℓ−1)→0
∂p
(ℓ)
−1
∂p
(ℓ−1)
0
=
{
β(dc − 1) dv = 2
0 otherwise
(12)
lim
p(ℓ−1)→0
∂p
(ℓ)
−1
∂p
(ℓ−1)
−1
=


(dc − 1) dv = 2
2β(dc − 1) dv = 3
0 otherwise.
(13)
For unstructured LDPC ensembles, the first order Taylor
expansions via (10), (11), (12) and (13) yield
p(ℓ) = J · p(ℓ−1)
where
J := ρ′(1) ·
[
αλ2 2αλ3
βλ2 (λ2 + 2βλ3)
]
.
Let γ be the spectral radius of J, i.e., the largest magnitude
of its eigenvalues. We have
γ =
ρ′(1)
2
[
(α+ 1)λ2 + 2βλ3
+
√
(α− 1)2 λ22 + 4β2λ23 + 4βλ2λ3 (α+ 1)
]
.
The stability condition is fulfilled if and only if γ < 1.
V. CODE DESIGN AND RESULTS
DE provides a criterion to design protographs with good
waterfall performance. In order to control the error floor, we
put constraints on the weight spectral shape G(ω) of an LDPC
code ensemble, where
G(ω) := lim
n→∞
1
n
log2 (Aωn) .
2 2.5 3 3.5 4
10−5
10−4
10−3
10−2
10−1
100
Eb/N0 [dB]
F
E
R
Fig. 2. FER versus Eb/N0 for TMP and unquantized BP decoding for
R = 3/4 ( ), R = 5/6 ( ) and R = 7/8 ( ). We compare the
TMP performance of optimized codes ( , , ) to their AR4JA
counterparts with unquantized BP ( , , ) and TMP decoding
( , , ).
Here,Aωn is the expected number of weight ωn codewords for
an LDPC code drawn randomly from the ensemble. Let ω⋆ =
inf{ω > 0|G(ω) = 0}. If ω⋆ exists and G(ω) < 0 for 0 <
ω < ω⋆ then ω⋆ is called the typical relative minimum distance
[19]. We constrain the ensemble search to ensembles with a
strictly positive typical minimum distance. An efficient method
to compute G(ω) for protograph ensembles is presented in
[20].
To find optimized protograph ensembles we apply differen-
tial evolution [21] and impose the above-mentioned constraint.
We use the decoding threshold as the cost function. The sta-
bility condition is used to discard ensembles at a preliminary
stage. Due to space limitations a complete set of base matrices
and decoder parameters D
(ℓ)
CV and a are provided in [22].
A. Numerical Results
First, we investigate the gains of TMP over BMP in terms
of the iterative decoding threshold. For both algorithms we
obtain individually optimized protograph ensembles for rates
R ∈ {2/3, 3/4, 4/5, 5/6, 7/8, 9/10}, where we restrict the
maximum VN degree to 20 and Lmax = 200. For BMP,
we simply replace the f -function in (2) and (4) by the sign
function. Observe from Fig. 1 that the gap to the Shannon
limit decreases as the rate increases. TMP decoding improves
BMP decoding in particular for lower code rates. For R = 2/3,
the decoding threshold improves by 0.6 dB compared to BMP,
while for R = 9/10, the gain is 0.37 dB.
To check the finite-length performance under TMP, we de-
sign a further set of optimized protograph ensembles with rates
R ∈ {3/4, 4/5, 5/6, 7/8}. To reduce decoding complexity, we
limit the maximum VN degree to 12 and the maximum number
of decoding iterations to Lmax = 30. All codes have a block
length of 22 176, a quasi-cyclic structure, and are obtained by
lifting the protographs by a circulant version of the progressive
TABLE I
ω⋆ FOR VARIOUS PROTOGRAPH ENSEMBLES.
R Design for TMP AR4JA ensemble
3/4 0.00911 0.003227
4/5 0.005824 0.002072
5/6 0.003747 0.0014518
7/8 0.0022195 0.0008342
0 2 · 10−2 4 · 10−2 6 · 10−2 8 · 10−2 0.1
0
0.1
0.2
0.3
ω
G
(ω
)
TMP optimized, R = 4/5
AR4JA, R = 4/5
Random codes
0 2 4 6 8
·10−3
−5
0
5 ·10
−3
Fig. 3. Weight spectral shape for rate-4/5 TMP-optimized protograph
ensemble, an AR4JA ensemble and the random code ensemble.
edge-growth (PEG) algorithm [23]. Simulation results for rates
3/4, 5/6 and 7/8 are shown in Fig. 2 in terms of frame
error rate (FER) versus Eb/N0. As a reference, we compare
with accumulate-repeat-4-jagged-accumulate (AR4JA) codes
designed for unquantized BP decoding [14]. Observe that the
protograph codes optimized for TMP perform, under TMP
decoding, remarkably close to AR4JA codes decoded with
unquantized BP. The loss is limited to 0.5 dB for the case
of R = 3/4, and reduces to 0.2 dB for R = 7/8. When TMP
is used to decode the AR4JA codes, the protograph LDPC
codes optimized for TMP decoding outperform AR4JA codes
by 0.5 dB at R = 3/4 and by 0.2 dB at R = 7/8.
Typical relative minimum distances of the protograph en-
sembles are given in Tab. I. The weight spectral shape for
the optimized code ensemble and the AR4JA ensemble with
R = 4/5 is shown in Fig. 3.
VI. CONCLUSION
A low-complexity TMP decoding algorithm for unstructured
and protograph-based LDPC codes was introduced. An exact
DE analysis was developed, which allows to tune the reliability
parameters of the decoding algorithm, and to derive the
asymptotic iterative decoding threshold under TMP decoding.
The analysis was complemented by deriving of the stability
condition. A design methodology based on TMP DE analysis
and on the distance properties of the code ensembles was
presented and used to construct protograph-based LDPC en-
sembles that perform close to the theoretical limits in the high
code rate regime. Under TMP decoding, our codes outperform
standard protograph-based codes designed for the unquantized
BP algorithm.
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APPENDIX A
DESIGNED PROTOGRAPH ENSEMBLES
TABLE II
BASE MATRICES FOR THE PROTOGRAPH-BASED LDPC ENSEMBLES IN FIG. 1
Rate Decoding algorithm Base matrix
2/3 TMP


3 4 3 7 3 1
0 0 1 8 1 3


2/3 BMP


3 5 3 3 9 4
0 3 1 1 9 0


3/4 TMP


3 5 4 10 3 4 7 3
0 11 0 3 1 0 3 1


3/4 BMP


3 1 3 9 4 7 4 3
0 4 1 3 0 11 0 1


4/5 TMP


3 3 4 4 4 4 10 4 3 2
0 3 1 4 0 0 3 0 1 13


4/5 BMP


3 4 4 4 13 4 2 13 3 4
0 0 0 2 4 1 16 3 2 0


5/6 TMP


3 4 5 4 4 4 6 3 4 2 4 2
0 0 3 0 0 16 4 1 0 2 2 4


5/6 BMP


3 9 9 6 0 5 4 4 5 4 4 4
0 3 3 5 15 2 0 2 1 0 0 0


7/8 TMP


3 5 4 4 3 1 4 5 1 7 4 4 0 4 4 3
0 3 0 0 4 3 0 2 3 3 6 0 18 0 0 1


7/8 BMP


3 3 4 4 4 6 4 4 6 1 4 4 4 4 0 6
0 6 1 2 1 3 0 0 3 4 0 0 1 0 20 6


9/10 TMP


3 3 4 4 6 4 4 0 4 2 0 2 3 4 4 4 4 5 4 6
0 7 1 0 1 0 0 16 0 2 5 2 3 0 2 4 0 2 0 5


9/10 BMP


3 0 4 3 5 4 4 9 4 4 6 4 8 5 3 3 4 4 3 3
0 4 0 1 3 0 16 1 0 0 2 9 6 2 3 4 0 0 1 1


TABLE III
BASE MATRICES FOR THE PROTOGRAPH-BASED LDPC ENSEMBLES IN FIG. 2/3
Rate Decoding algorithm Base matrix
3/4 TMP


2 3 1 4 3 5 4 3
1 1 7 0 1 6 0 1


4/5 TMP


2 4 2 3 4 4 4 4 2 2
1 6 2 1 0 0 1 0 10 2


5/6 TMP


2 2 4 2 1 3 3 4 4 2 4 1
1 2 0 2 3 9 1 0 0 2 0 11


7/8 TMP


2 4 4 1 4 4 4 4 4 4 4 4 4 3 2 2
1 0 8 11 0 1 1 6 1 3 0 0 0 1 4 2


As mentioned before, we choose the quantization parameter a to minimize the iterative decoding threshold of the considered
protograph ensemble. For all protograph-based codes of Fig. 2, we get a = 1.3. In the following, we also provide the decoding
weights D
(ℓ)
CV as explained in (7) for these protograph-based codes. The format is as follows:
• Each row in the matrix refers to one BP iteration.
• The entries of row ℓ comprise m0n0 numbers which denote the decoding weights D
(ℓ)
CjVi
, j = 1, . . . ,m0, i = 1, . . . , n0,
such that D
(ℓ)
CjVi
= mℓ,(j−1)·m0+i, where mℓ,(j−1)·m0+i is the matrix element in the ℓ-th row and (j−1) ·m0+ i position.
TABLE IV
DECODING WEIGHTS D
(ℓ)
CV
FOR TMP FOR RATE 3/4 CODE OF FIG. 2.


0.72 0.72 0.72 0.72 0.72 0.72 0.72 0.72 1.08 1.08 1.08 0.00 1.08 1.08 0.00 1.08
0.81 0.81 0.81 0.81 0.81 0.81 0.81 0.81 1.29 1.28 1.27 0.00 1.28 1.27 0.00 1.28
0.87 0.87 0.86 0.87 0.87 0.86 0.87 0.87 1.42 1.42 1.40 0.00 1.42 1.40 0.00 1.42
0.92 0.92 0.90 0.92 0.92 0.90 0.92 0.92 1.54 1.54 1.50 0.00 1.54 1.50 0.00 1.54
0.96 0.96 0.94 0.97 0.96 0.94 0.97 0.96 1.65 1.64 1.59 0.00 1.64 1.60 0.00 1.64
1.00 1.00 0.98 1.01 1.00 0.98 1.01 1.00 1.75 1.75 1.69 0.00 1.75 1.69 0.00 1.75
1.05 1.04 1.02 1.05 1.04 1.02 1.05 1.04 1.86 1.85 1.78 0.00 1.85 1.78 0.00 1.85
1.09 1.09 1.06 1.10 1.09 1.06 1.10 1.09 1.97 1.96 1.87 0.00 1.96 1.87 0.00 1.96
1.14 1.14 1.11 1.15 1.14 1.11 1.15 1.14 2.08 2.07 1.97 0.00 2.07 1.97 0.00 2.07
1.19 1.19 1.16 1.20 1.19 1.16 1.20 1.19 2.20 2.19 2.07 0.00 2.19 2.07 0.00 2.19
1.25 1.24 1.21 1.26 1.24 1.21 1.26 1.24 2.32 2.31 2.17 0.00 2.31 2.17 0.00 2.31
1.31 1.30 1.27 1.32 1.30 1.27 1.32 1.30 2.44 2.42 2.27 0.00 2.42 2.27 0.00 2.42
1.37 1.37 1.33 1.39 1.37 1.33 1.39 1.37 2.55 2.53 2.36 0.00 2.53 2.36 0.00 2.53
1.43 1.43 1.39 1.45 1.43 1.39 1.45 1.43 2.66 2.64 2.45 0.00 2.64 2.45 0.00 2.64
1.50 1.50 1.46 1.52 1.50 1.46 1.52 1.50 2.77 2.74 2.54 0.00 2.74 2.54 0.00 2.74
1.57 1.57 1.53 1.59 1.57 1.53 1.59 1.57 2.87 2.83 2.62 0.00 2.83 2.62 0.00 2.83
1.65 1.64 1.61 1.67 1.64 1.61 1.67 1.64 2.97 2.93 2.70 0.00 2.93 2.70 0.00 2.93
1.73 1.72 1.69 1.75 1.72 1.69 1.75 1.72 3.07 3.02 2.79 0.00 3.02 2.79 0.00 3.02
1.82 1.82 1.78 1.85 1.82 1.78 1.85 1.82 3.18 3.12 2.89 0.00 3.12 2.89 0.00 3.12
1.93 1.92 1.89 1.96 1.92 1.89 1.96 1.92 3.30 3.23 2.99 0.00 3.23 2.99 0.00 3.23
2.06 2.05 2.02 2.09 2.05 2.02 2.09 2.05 3.45 3.36 3.12 0.00 3.36 3.12 0.00 3.36
2.23 2.22 2.18 2.25 2.22 2.18 2.25 2.22 3.63 3.52 3.28 0.00 3.52 3.28 0.00 3.52
2.46 2.44 2.41 2.48 2.44 2.40 2.48 2.44 3.86 3.73 3.48 0.00 3.73 3.48 0.00 3.73
2.78 2.76 2.72 2.80 2.76 2.72 2.80 2.76 4.20 4.02 3.78 0.00 4.02 3.78 0.00 4.02
3.27 3.24 3.21 3.28 3.24 3.21 3.28 3.24 4.70 4.45 4.22 0.00 4.45 4.22 0.00 4.45
4.05 4.02 3.98 4.05 4.02 3.98 4.05 4.02 5.51 5.13 4.93 0.00 5.13 4.93 0.00 5.13
5.37 5.30 5.27 5.33 5.30 5.27 5.33 5.30 6.87 6.26 6.10 0.00 6.26 6.10 0.00 6.26
7.53 7.39 7.36 7.41 7.39 7.36 7.41 7.39 9.18 8.07 7.96 0.00 8.07 7.96 0.00 8.07
10.82 10.46 10.44 10.47 10.46 10.44 10.47 10.46 12.96 10.64 10.61 0.00 10.64 10.61 0.00 10.64
15.04 14.42 14.42 14.42 14.42 14.42 14.42 14.42 18.74 14.04 14.04 0.00 14.04 14.04 0.00 14.04


T
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D
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ℓ
)
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

0.74 0.74 0.74 0.74 0.74 0.74 0.74 0.74 0.74 0.74 1.02 1.02 1.02 1.02 0.00 0.00 1.02 0.00 1.02 1.02
0.82 0.82 0.82 0.82 0.82 0.82 0.82 0.82 0.82 0.82 1.22 1.21 1.22 1.22 0.00 0.00 1.22 0.00 1.21 1.22
0.88 0.87 0.87 0.88 0.88 0.88 0.88 0.88 0.86 0.87 1.37 1.35 1.36 1.37 0.00 0.00 1.37 0.00 1.34 1.36
0.92 0.91 0.92 0.92 0.92 0.92 0.92 0.92 0.91 0.92 1.50 1.47 1.49 1.50 0.00 0.00 1.49 0.00 1.46 1.49
0.97 0.95 0.96 0.97 0.97 0.97 0.97 0.97 0.95 0.96 1.62 1.59 1.61 1.62 0.00 0.00 1.62 0.00 1.57 1.61
1.01 1.00 1.01 1.01 1.02 1.02 1.01 1.02 0.99 1.01 1.75 1.70 1.74 1.75 0.00 0.00 1.75 0.00 1.69 1.74
1.06 1.04 1.06 1.06 1.07 1.07 1.06 1.07 1.04 1.06 1.89 1.83 1.87 1.89 0.00 0.00 1.88 0.00 1.81 1.87
1.12 1.09 1.11 1.12 1.12 1.12 1.12 1.12 1.09 1.11 2.03 1.95 2.01 2.03 0.00 0.00 2.02 0.00 1.94 2.01
1.18 1.15 1.17 1.18 1.19 1.19 1.17 1.19 1.15 1.17 2.18 2.08 2.15 2.17 0.00 0.00 2.17 0.00 2.06 2.15
1.24 1.21 1.23 1.24 1.25 1.25 1.24 1.25 1.21 1.23 2.32 2.20 2.28 2.31 0.00 0.00 2.31 0.00 2.19 2.28
1.31 1.28 1.29 1.30 1.32 1.32 1.30 1.32 1.27 1.29 2.46 2.32 2.40 2.44 0.00 0.00 2.43 0.00 2.30 2.40
1.37 1.34 1.36 1.37 1.39 1.39 1.37 1.39 1.34 1.36 2.58 2.42 2.51 2.56 0.00 0.00 2.55 0.00 2.41 2.51
1.44 1.41 1.42 1.43 1.45 1.45 1.43 1.45 1.40 1.42 2.68 2.51 2.60 2.67 0.00 0.00 2.65 0.00 2.50 2.60
1.50 1.47 1.49 1.50 1.52 1.52 1.50 1.52 1.47 1.49 2.78 2.60 2.69 2.76 0.00 0.00 2.74 0.00 2.59 2.69
1.57 1.54 1.56 1.57 1.59 1.59 1.56 1.59 1.54 1.56 2.88 2.68 2.78 2.85 0.00 0.00 2.83 0.00 2.67 2.78
1.64 1.61 1.62 1.64 1.66 1.66 1.63 1.66 1.61 1.62 2.97 2.76 2.86 2.94 0.00 0.00 2.91 0.00 2.75 2.86
1.71 1.68 1.70 1.71 1.73 1.73 1.71 1.73 1.68 1.70 3.06 2.84 2.94 3.02 0.00 0.00 2.99 0.00 2.83 2.94
1.80 1.76 1.78 1.79 1.82 1.82 1.79 1.82 1.76 1.78 3.16 2.93 3.03 3.12 0.00 0.00 3.08 0.00 2.92 3.03
1.89 1.86 1.87 1.89 1.91 1.91 1.88 1.91 1.86 1.87 3.27 3.02 3.13 3.22 0.00 0.00 3.18 0.00 3.02 3.13
2.01 1.97 1.99 2.00 2.03 2.03 1.99 2.03 1.97 1.99 3.40 3.14 3.24 3.34 0.00 0.00 3.29 0.00 3.13 3.24
2.15 2.11 2.13 2.14 2.17 2.17 2.14 2.17 2.11 2.13 3.56 3.28 3.38 3.48 0.00 0.00 3.43 0.00 3.28 3.38
2.34 2.30 2.32 2.33 2.36 2.36 2.32 2.36 2.30 2.32 3.77 3.46 3.57 3.67 0.00 0.00 3.61 0.00 3.46 3.57
2.61 2.57 2.59 2.60 2.63 2.63 2.59 2.63 2.57 2.59 4.06 3.72 3.82 3.93 0.00 0.00 3.85 0.00 3.72 3.82
3.02 2.97 2.99 3.00 3.03 3.03 2.99 3.03 2.97 2.99 4.49 4.10 4.20 4.31 0.00 0.00 4.22 0.00 4.10 4.20
3.67 3.62 3.64 3.65 3.68 3.68 3.64 3.68 3.62 3.64 5.17 4.70 4.79 4.90 0.00 0.00 4.79 0.00 4.70 4.79
4.78 4.71 4.72 4.74 4.77 4.77 4.72 4.77 4.71 4.72 6.31 5.69 5.77 5.86 0.00 0.00 5.74 0.00 5.69 5.77
6.66 6.54 6.56 6.57 6.59 6.59 6.55 6.59 6.54 6.56 8.24 7.31 7.38 7.44 0.00 0.00 7.34 0.00 7.31 7.38
9.68 9.41 9.43 9.43 9.45 9.45 9.41 9.45 9.41 9.43 11.46 9.78 9.82 9.84 0.00 0.00 9.79 0.00 9.78 9.82
13.78 13.22 13.22 13.23 13.23 13.23 13.22 13.23 13.22 13.22 16.56 13.08 13.09 13.09 0.00 0.00 13.08 0.00 13.08 13.09


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

0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.90 0.90 0.00 0.90 0.90 0.90 0.90 0.00 0.00 0.90 0.00 0.90
0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 1.07 1.07 0.00 1.07 1.07 1.07 1.07 0.00 0.00 1.07 0.00 1.07
0.99 0.99 0.99 0.99 0.99 0.98 0.99 0.99 0.99 0.99 0.99 0.98 1.19 1.18 0.00 1.18 1.18 1.17 1.18 0.00 0.00 1.18 0.00 1.17
1.02 1.02 1.02 1.02 1.02 1.01 1.02 1.02 1.02 1.02 1.02 1.01 1.28 1.28 0.00 1.28 1.28 1.26 1.28 0.00 0.00 1.28 0.00 1.26
1.05 1.05 1.05 1.05 1.05 1.04 1.05 1.05 1.05 1.05 1.05 1.04 1.37 1.37 0.00 1.37 1.36 1.35 1.37 0.00 0.00 1.37 0.00 1.35
1.08 1.08 1.08 1.08 1.08 1.06 1.08 1.08 1.08 1.08 1.08 1.06 1.46 1.45 0.00 1.45 1.45 1.43 1.46 0.00 0.00 1.45 0.00 1.43
1.11 1.11 1.11 1.11 1.10 1.09 1.11 1.11 1.11 1.11 1.11 1.09 1.55 1.55 0.00 1.55 1.54 1.52 1.55 0.00 0.00 1.55 0.00 1.52
1.14 1.14 1.14 1.14 1.14 1.12 1.14 1.14 1.14 1.14 1.14 1.12 1.66 1.65 0.00 1.65 1.65 1.62 1.66 0.00 0.00 1.65 0.00 1.61
1.18 1.17 1.18 1.17 1.17 1.16 1.18 1.18 1.18 1.17 1.18 1.15 1.78 1.77 0.00 1.77 1.76 1.73 1.78 0.00 0.00 1.77 0.00 1.73
1.22 1.22 1.23 1.22 1.21 1.20 1.22 1.23 1.23 1.22 1.23 1.20 1.92 1.90 0.00 1.90 1.89 1.85 1.91 0.00 0.00 1.90 0.00 1.85
1.27 1.27 1.28 1.27 1.26 1.25 1.27 1.28 1.28 1.27 1.28 1.24 2.07 2.05 0.00 2.05 2.04 1.99 2.06 0.00 0.00 2.05 0.00 1.99
1.33 1.32 1.34 1.32 1.32 1.30 1.33 1.34 1.34 1.32 1.34 1.30 2.23 2.20 0.00 2.20 2.18 2.13 2.22 0.00 0.00 2.20 0.00 2.13
1.40 1.39 1.40 1.39 1.38 1.37 1.39 1.40 1.40 1.39 1.40 1.36 2.39 2.35 0.00 2.35 2.33 2.27 2.38 0.00 0.00 2.35 0.00 2.27
1.46 1.45 1.47 1.45 1.45 1.43 1.46 1.47 1.47 1.45 1.47 1.43 2.53 2.48 0.00 2.48 2.46 2.40 2.52 0.00 0.00 2.48 0.00 2.40
1.54 1.52 1.55 1.52 1.52 1.51 1.53 1.55 1.55 1.52 1.55 1.50 2.66 2.60 0.00 2.60 2.58 2.52 2.65 0.00 0.00 2.60 0.00 2.52
1.61 1.60 1.62 1.60 1.59 1.58 1.61 1.62 1.62 1.60 1.62 1.58 2.78 2.71 0.00 2.71 2.68 2.62 2.76 0.00 0.00 2.71 0.00 2.62
1.69 1.67 1.70 1.67 1.67 1.66 1.68 1.70 1.70 1.67 1.70 1.65 2.89 2.81 0.00 2.81 2.78 2.72 2.87 0.00 0.00 2.81 0.00 2.72
1.77 1.75 1.78 1.75 1.75 1.74 1.76 1.78 1.78 1.75 1.78 1.74 3.00 2.91 0.00 2.91 2.88 2.82 2.97 0.00 0.00 2.91 0.00 2.82
1.86 1.84 1.87 1.84 1.83 1.82 1.85 1.87 1.87 1.84 1.87 1.82 3.12 3.01 0.00 3.01 2.98 2.92 3.08 0.00 0.00 3.01 0.00 2.92
1.96 1.94 1.97 1.94 1.94 1.93 1.95 1.97 1.97 1.94 1.97 1.93 3.24 3.12 0.00 3.12 3.09 3.04 3.19 0.00 0.00 3.12 0.00 3.03
2.08 2.06 2.09 2.06 2.05 2.05 2.07 2.09 2.09 2.06 2.09 2.05 3.38 3.25 0.00 3.25 3.21 3.16 3.32 0.00 0.00 3.25 0.00 3.16
2.23 2.21 2.24 2.21 2.20 2.20 2.22 2.24 2.24 2.21 2.24 2.20 3.55 3.40 0.00 3.40 3.37 3.32 3.48 0.00 0.00 3.40 0.00 3.32
2.43 2.41 2.44 2.41 2.40 2.39 2.42 2.44 2.44 2.41 2.44 2.39 3.76 3.60 0.00 3.60 3.56 3.52 3.68 0.00 0.00 3.60 0.00 3.52
2.71 2.69 2.72 2.69 2.68 2.67 2.70 2.72 2.72 2.69 2.72 2.67 4.06 3.87 0.00 3.87 3.83 3.79 3.95 0.00 0.00 3.87 0.00 3.79
3.13 3.10 3.14 3.10 3.10 3.09 3.11 3.14 3.14 3.10 3.14 3.09 4.50 4.27 0.00 4.27 4.23 4.19 4.35 0.00 0.00 4.27 0.00 4.19
3.80 3.77 3.80 3.77 3.76 3.76 3.78 3.80 3.80 3.77 3.80 3.76 5.19 4.89 0.00 4.89 4.85 4.81 4.96 0.00 0.00 4.89 0.00 4.81
4.93 4.88 4.91 4.88 4.87 4.87 4.89 4.91 4.91 4.88 4.91 4.87 6.32 5.89 0.00 5.89 5.86 5.83 5.96 0.00 0.00 5.89 0.00 5.83
6.83 6.74 6.77 6.74 6.73 6.73 6.75 6.77 6.77 6.74 6.77 6.73 8.23 7.55 0.00 7.55 7.53 7.50 7.60 0.00 0.00 7.55 0.00 7.50
9.88 9.64 9.65 9.64 9.63 9.62 9.64 9.65 9.65 9.64 9.65 9.62 11.42 10.08 0.00 10.08 10.07 10.05 10.09 0.00 0.00 10.08 0.00 10.05
14.02 13.46 13.46 13.46 13.46 13.46 13.46 13.46 13.46 13.46 13.46 13.46 16.49 13.45 0.00 13.45 13.45 13.44 13.45 0.00 0.00 13.45 0.00 13.44

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
0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.68 0.97 0.00 0.97 0.97 0.00 0.97 0.97 0.97 0.97 0.97 0.00 0.00 0.00 0.97 0.97 0.97
0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 1.15 0.00 1.14 1.14 0.00 1.15 1.15 1.15 1.15 1.15 0.00 0.00 0.00 1.15 1.15 1.15
0.80 0.80 0.79 0.79 0.80 0.80 0.80 0.79 0.80 0.79 0.80 0.80 0.80 0.80 0.79 0.80 1.27 0.00 1.26 1.26 0.00 1.27 1.27 1.26 1.27 1.27 0.00 0.00 0.00 1.27 1.27 1.27
0.83 0.83 0.82 0.82 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.83 1.37 0.00 1.36 1.35 0.00 1.37 1.37 1.36 1.37 1.36 0.00 0.00 0.00 1.37 1.36 1.37
0.86 0.86 0.85 0.85 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 1.46 0.00 1.44 1.44 0.00 1.46 1.46 1.45 1.46 1.46 0.00 0.00 0.00 1.46 1.45 1.46
0.90 0.90 0.89 0.88 0.90 0.90 0.90 0.89 0.90 0.89 0.90 0.90 0.90 0.90 0.89 0.89 1.56 0.00 1.53 1.53 0.00 1.56 1.56 1.54 1.56 1.55 0.00 0.00 0.00 1.56 1.55 1.55
0.93 0.93 0.92 0.92 0.93 0.93 0.93 0.92 0.93 0.92 0.93 0.93 0.93 0.93 0.92 0.93 1.66 0.00 1.63 1.62 0.00 1.66 1.66 1.63 1.66 1.65 0.00 0.00 0.00 1.66 1.64 1.65
0.97 0.97 0.95 0.95 0.97 0.97 0.97 0.96 0.97 0.96 0.97 0.97 0.97 0.97 0.96 0.96 1.77 0.00 1.73 1.73 0.00 1.77 1.77 1.74 1.77 1.75 0.00 0.00 0.00 1.77 1.75 1.76
1.01 1.01 1.00 0.99 1.01 1.01 1.01 1.00 1.01 1.00 1.01 1.01 1.01 1.01 1.00 1.01 1.89 0.00 1.85 1.84 0.00 1.89 1.89 1.85 1.89 1.87 0.00 0.00 0.00 1.89 1.86 1.88
1.06 1.06 1.04 1.04 1.06 1.06 1.06 1.05 1.06 1.05 1.06 1.06 1.06 1.06 1.05 1.06 2.03 0.00 1.97 1.97 0.00 2.03 2.03 1.98 2.03 2.00 0.00 0.00 0.00 2.03 1.99 2.02
1.12 1.12 1.10 1.10 1.12 1.11 1.11 1.10 1.11 1.11 1.12 1.12 1.12 1.12 1.10 1.11 2.18 0.00 2.11 2.11 0.00 2.18 2.18 2.12 2.18 2.14 0.00 0.00 0.00 2.18 2.14 2.16
1.18 1.19 1.16 1.16 1.19 1.18 1.18 1.16 1.18 1.17 1.19 1.19 1.19 1.18 1.17 1.17 2.34 0.00 2.26 2.25 0.00 2.33 2.33 2.27 2.33 2.29 0.00 0.00 0.00 2.34 2.28 2.31
1.25 1.26 1.23 1.23 1.26 1.25 1.25 1.23 1.25 1.24 1.26 1.26 1.26 1.25 1.24 1.24 2.50 0.00 2.40 2.40 0.00 2.49 2.49 2.41 2.49 2.44 0.00 0.00 0.00 2.50 2.43 2.47
1.32 1.33 1.30 1.30 1.33 1.32 1.32 1.31 1.32 1.31 1.33 1.33 1.33 1.32 1.31 1.32 2.66 0.00 2.54 2.54 0.00 2.64 2.64 2.55 2.64 2.57 0.00 0.00 0.00 2.65 2.56 2.61
1.40 1.41 1.38 1.38 1.41 1.40 1.40 1.38 1.40 1.39 1.41 1.41 1.41 1.40 1.38 1.39 2.80 0.00 2.67 2.66 0.00 2.77 2.77 2.67 2.77 2.70 0.00 0.00 0.00 2.79 2.69 2.74
1.48 1.49 1.46 1.46 1.49 1.47 1.47 1.46 1.47 1.46 1.49 1.49 1.49 1.48 1.46 1.47 2.93 0.00 2.78 2.78 0.00 2.90 2.90 2.79 2.90 2.81 0.00 0.00 0.00 2.91 2.80 2.86
1.56 1.57 1.54 1.54 1.57 1.55 1.55 1.54 1.55 1.54 1.57 1.57 1.57 1.56 1.54 1.55 3.05 0.00 2.89 2.89 0.00 3.02 3.02 2.90 3.02 2.92 0.00 0.00 0.00 3.03 2.91 2.97
1.64 1.66 1.62 1.62 1.66 1.64 1.64 1.62 1.64 1.63 1.66 1.66 1.66 1.64 1.63 1.63 3.17 0.00 3.00 3.00 0.00 3.13 3.13 3.01 3.13 3.03 0.00 0.00 0.00 3.15 3.02 3.08
1.74 1.75 1.72 1.72 1.75 1.73 1.73 1.72 1.73 1.72 1.75 1.75 1.75 1.73 1.72 1.72 3.30 0.00 3.12 3.12 0.00 3.25 3.25 3.12 3.25 3.14 0.00 0.00 0.00 3.27 3.13 3.20
1.84 1.86 1.82 1.82 1.86 1.83 1.83 1.82 1.83 1.82 1.86 1.86 1.86 1.84 1.82 1.83 3.44 0.00 3.24 3.24 0.00 3.37 3.37 3.25 3.37 3.27 0.00 0.00 0.00 3.40 3.26 3.32
1.97 1.98 1.95 1.95 1.98 1.96 1.96 1.95 1.96 1.95 1.98 1.98 1.98 1.96 1.95 1.95 3.60 0.00 3.39 3.39 0.00 3.52 3.52 3.39 3.52 3.41 0.00 0.00 0.00 3.55 3.40 3.47
2.12 2.14 2.10 2.10 2.14 2.12 2.12 2.10 2.12 2.11 2.14 2.14 2.14 2.12 2.10 2.11 3.80 0.00 3.56 3.56 0.00 3.69 3.69 3.56 3.69 3.58 0.00 0.00 0.00 3.74 3.57 3.64
2.33 2.35 2.31 2.31 2.35 2.32 2.32 2.31 2.32 2.31 2.35 2.35 2.35 2.33 2.31 2.32 4.05 0.00 3.79 3.79 0.00 3.92 3.92 3.79 3.92 3.80 0.00 0.00 0.00 3.97 3.80 3.87
2.63 2.65 2.61 2.61 2.65 2.62 2.62 2.61 2.62 2.61 2.65 2.65 2.65 2.63 2.61 2.62 4.41 0.00 4.11 4.11 0.00 4.23 4.23 4.11 4.23 4.12 0.00 0.00 0.00 4.30 4.11 4.18
3.09 3.11 3.07 3.07 3.11 3.08 3.08 3.07 3.08 3.07 3.11 3.11 3.11 3.09 3.07 3.08 4.95 0.00 4.57 4.57 0.00 4.68 4.68 4.57 4.68 4.58 0.00 0.00 0.00 4.77 4.58 4.65
3.85 3.86 3.82 3.82 3.86 3.83 3.83 3.82 3.83 3.82 3.86 3.86 3.86 3.84 3.82 3.83 5.81 0.00 5.31 5.31 0.00 5.39 5.39 5.31 5.39 5.31 0.00 0.00 0.00 5.51 5.31 5.38
5.17 5.17 5.13 5.13 5.17 5.13 5.13 5.13 5.13 5.13 5.17 5.17 5.17 5.14 5.13 5.13 7.28 0.00 6.50 6.50 0.00 6.56 6.56 6.50 6.56 6.51 0.00 0.00 0.00 6.69 6.51 6.57
7.47 7.43 7.39 7.39 7.43 7.39 7.39 7.39 7.39 7.39 7.43 7.43 7.43 7.41 7.39 7.40 9.77 0.00 8.42 8.42 0.00 8.44 8.44 8.42 8.44 8.42 0.00 0.00 0.00 8.54 8.42 8.47
11.25 11.04 11.02 11.02 11.04 11.02 11.02 11.02 11.02 11.02 11.04 11.04 11.04 11.03 11.02 11.02 13.82 0.00 11.23 11.23 0.00 11.23 11.23 11.23 11.23 11.23 0.00 0.00 0.00 11.26 11.23 11.25
16.35 15.75 15.75 15.75 15.75 15.75 15.75 15.75 15.75 15.75 15.75 15.75 15.75 15.75 15.75 15.75 20.23 0.00 15.16 15.16 0.00 15.16 15.16 15.16 15.16 15.16 0.00 0.00 0.00 15.16 15.16 15.16

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