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The International Institute of Tropical Agriculture (JITA) was established In 
1967. Among Its alms was the development of systems for the management 
and conservation of natural resources for"sustalnable agriculture In the 
humid and subhumld tropical zones. In carrying out thJs mandate. the goal 
onts Resource and Crop Management Program is to develop econOmically and 
ecologically viable farming systems for Increased and sustainable production 
by small-scale family farmers. while conserving the natural resource base. 
Traditionally. farmers In the African tropics have solved the sustainablllty 
problem by permitting farmland to revert to natural vegetation and regain 
fertility during long fallow periods. Unfortunately. because of rapid popula-
tion growth and demand for cropland. this balance has been upset In recent 
decades. There IS thus an urgent need for new and better techniques ofland 
development and management that will enable production to be Increased. 
prevent degradation. and silll be compatible with the prevailing farming 
systems. so that farmers can readily adopt them. Our task IS. therefore. to 
conduct research that IS relevant to the needs of the small farmers. In close 
collaboration with scientists of the national agricultural research Institutes. 
which have the primary responsibility for productng technologies for the 
fanners . In order to ensure that the needs of small farmers are fully taken Into 
consideration. and that our partners. the NARS. are fully Involved and 
understand our research work. IITA operates on-farm research sites and 
conducts field studies with the NARS. 
Over the last decade. a number oftechn1cal questions have arisen. How are 
we to elUCidate the farmers' wIShes and understand their constraints? What 
type of technologies should be tested on the farmers' fields? What klnd of 
experimental deSigns should be used In these on-farm trials? What tech-
niques In analysis should be used for interpreting the data? How should the 
results of the experiments be disseminated I communicated to farmers. as welJ 
as to the SCientific community at large? 
RCMP SCientists and other collaborators In the region have had wide 
experience In addressing these issues. We have made great efforts to refine 
our techniques of on-farm research. We feel it IS time to put these views to 
the wider community. and Interact with our NARS and other International 
collaborators In the further refinement of our techniques and methods. ThIS 
volume contains the main papers presented at a workshop held In Ibadan In 
1989. as well as conclusions from wortdng groups at the meeting. It IS our 
hope that this volume will make some contribution to on-going discussions on 
appropriate methodologies for on-farm research. In particular. we hope that 
our NARS collaborators will test some of the techniques In their localities. The 
scientists in UTA continue to have a deep commitment to the development of 
appropriate methodologies in this area. We are grateful to the many donors 
and collaborators who have continued to make our work possible. 
Dunstan S. C. Spencer 
Director 
Resource and Crop Management Program 
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Preface 
On-Farm Research (OFR) has established a finn foothold In tropIcal agricul-
tural research durtng the last decade. Both natJonal and international 
Institutes have left the confines of their research stations increasingly often to 
expose their technologies to the real world of the small-scale farmer. In that 
world. scientists have to cope with expertmental condltJons which frequently 
have only a remote resemblance to those of the well-organized and uniform 
expertmentalflelds of the research station. Agronomists also have to cope with 
the skepticism of colleagues who doubt whether meaningful. andpubllshable . 
field research Is at all possible under such conditions. Scientists working In 
a real farm Situation. therefore. need rellable research methods and analytical 
techniques which are often outside the realm of conventional station research. 
National SCientists often look to International Institutes for guidance on 
the chOice and appllcatJon of research methods appropriate for OFR. and IITA 
has developed close cooperation with several national research lruiUtutes on 
this subject. These collaborative activities have been supported by the Ford 
Foundation since 1982. 
Earlyln 1989. a workshop was held atlITA to review progress In developing 
OFR methodology. The workshop. sponsored by the Ford Foundatlon_ 
conSisted of three parts: 
• a series of methodological papers. 
• a series of case studies from the field. and 
• a thorough examination by three working groups of Important methodo-
logicalissues which had emerged from the presentations and discussions. 
This book Is the product of the workshop. It features all the papers that 
were presented and. In addition. summarizes the state of the art of OFR 
methodology and problems In need of solution. 
The papers presented at the workshop were extenslYely edited but not 
subjected to a sclenUfic review process. Their strengths and pOSSible 
weaknesses are a reflection of the status of OFR as it Is currently being 
Implemented by practitioners. 
We hope that this volume will contribute to the further development of 
reliable OFR methods. 
H.J. W. Mutsaers and P. Walker 
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A Synopsis of Workshop Conclusions 
H. J. W. Mutsaers. Joyotee Smith and Peter Walker 
The presentations by workshop participants highlighted a range of issues 
relating to the deslgn and analysis of trials which formed the raw material for 
the group discussions durtng the second part of the workshop rrable 11. 
Some of the topiCS for discussion were of a general natUtewhiJe others were 
specific to each of the disciplines represented. In keeping with the number of 
participants from each discipline, the speclflc topics were divided between the 
agricultural economists who formed one group, and the agronomists who, 
because of their numbers. formed two groups. Each of the two statisticians 
present at the workshop joined one of the agronomy groups. The general 
topics were addressed by the three groups separately rrable 1). 
Rather than present the discussions POint by point, this synopsis attempts 
to present a consolidated report. Although the topic of the workshop was 'The 
design and analysiS of on-farm IrIals", In actual fact the presentations and 
dlScusslons 'seemed to focus more on cropping systems and cropping tech-
niques. 
Data collection through survey. and trials 
The classical model of farming systems research (FSR) Is often represented as 
a sequence of activities. 
a. An lnltlal Informal or exploratory survey by the research team and the 
study of secondary data. 
b. The choice of a fIrSt set oftechnologles for on-farm testing based on that 
survey. 
c. Additional studies through focused (formal) surveys. 
d. Continued testing with modified or new technologies based on previous 
results. 
On-farm research thus consISts of acomblnaUonof surveys and on-farm trials 
to Identify and remove Important constraints. or exploit the opportunities 
exlstlngln farmers' systems. A disadvantage of this representation of the On-
Farm Research (OFR) process is that it suggests a strict adherence to a 
sequence of steps. In actual practice, surveys and trtals may be carried out 
simultaneously. whUe formal or Informal surveys may be conducted at any 
time, depending on the Issues being addressed. A different way to describe the 
on-farm research process is by considering the two major components. diag-
nosis and on-farm testing. and deSCribing the objectives and appropriate 
tools for each. 
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Table 1. Dlacuulon topic_ on the de81,n anel analy_l_ of on-farm tria .. and 
~ 
General topics 
1. What types of questions can be answered by what types oC trials or surveys or 
comblnatiOll8 or the two? How are resources to be allocated between 
dlfferentactMties/tr1aIs? 
2. What are the mlnlmum data set and analyses for on-farm adaptive trial&? 
3. What Is the proper sequence for going from ldentlfled problems to possible 
solutlons and choice of treatments? 
EconomIc fopfcs 
1. The use or part1al budgets: 
a. Returns to capital, labor. !and (or all factors) 
b. Statistical analysis of net benefits. 
2. The use of response CUlVes versus discrete analYsis. 
3. Risk analysis (methods, combining cross-section and tlme-senes datal. 
4. Fanner assessment (roles, methods. reUabllltyj. 
5. Measuring labor data. 
6 . Approprtate prtclng for economic analysis. 
7. Investment In on-farm adaptive research versus extension. 
Agronomic and statistical topfcs 
1. The usefulness of laboratmy 80il ana)ysls for on-farm trtals versus simpler 
charactertzationmethods. 
2. The necessity for wtthin-slte repUcatlon. 
3. Scortng versus obJectJve measurements or pests and weeds. 
4. The number. selection. and stratification or trial sites. 
5. The need for pre·extenslon trtals jointly monitored by researchers and 
extension woriters, as a last phase In the OFR process. 
6. The role of covartate& at alte and plot levels. 
7. The ordering of measured environmental vartables In regression analysis. 
8. Extrapolation methodology. 
9. The use of uniform checks. 
10. The role olstabll!ty analysis. 
II . How to test technologies addressing long-term fertlUty Issues. 
12. The choice of experimental designs. 
13. The need for testing a range of Innovations In a pllot area. 
14. Standardization or non-standardizatIon of non-treatment vartables. 
15. The importance of statistical significance. 
DfaQnosis 
The aims of diagnosis are: 
• to deUneatezones and subzones and stratify the fanning populatlon within 
zones. 
• to Identify problems In fanners' production systems and potential solu-
tions. 
Zoning and strat1fication are needed for the IdenUfication of more or less 
homogeneous target groups for research. They are based on information 
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about cropping and livestock systems, and on the physical and socioeconomic 
production environment. Although initial zoning and stratification are done 
prior to field trtals, these may be modified In the course of on-going research. 
The delineation of zones Is conducted through the collection of secondary 
data. Informal surveys, structured farmer group-interviews, and extension 
agent surveys. For stratlfication within zones and Identlfication of production 
constraints of farmer target groups, Informal and formal surveys as well as 
diagnostic trials are appropriate tools. The use of Informal surveys Is now wide 
spread but formal surveys are much less common. 
A formal agroeconomic survey Is characterized by Intensive monitOring at 
field. farm. and village levels. Field level data are collected on production 
practices and measurement of appropriate agronomic variables such as plant 
stand and weed count. In land-abundant/labor-scarce regions, labor data 
should also be collected. Field monitoring requires about three vlslts/field/ 
season, timed to coincide with critical stages of crop growth. Farm level data 
are obtained on the farmers' resource base, cropping pattern, non-farm 
activities, and livestock/crop Interaction. V!1lage level data would Include 
seasonal changes in output prices and wages. To keep the scope of the survey 
manageable, It Is Important to IdentifY critical vartables from prtor Informal 
surveys and focus resources on the accurate quantification ofthosevarlables. 
Mul~ldlsclplinarypartlclpation of specialists. such as entomologists and weed 
scientists Is required if reliable data are to be obtained. Where current farmer 
practices limit the scope of the data that can be obtained from surveys, 
additional variability can be created by superimposing simple trials on 
fanners' fields. For example, if hybrid maize Is grown in a very l!m!ted area, 
or fertilizer Is applied by a minority of farmers, simple trials testing a few 
varieties or fertilizer rates can be spread out over the surveyed area. For an 
example of this type of survey, see the paper by Byerlee and Trlomphe in this 
volume. Ideally, multidisciplinary formal surveys should be carried out before 
technology testing commences, but they can also be done concurrently with 
trials, particularly If these trials are themselves analyzed diagnostically. 
If detailed formal surveys are not feaSible, a combination of an Informal 
survey and diagnostic trtals with a few simple treatments and intensive moni-
toring of trial plots Is recommended. The advantage of using formal surveys 
Instead of trials for diagnosis Is that surveys can usually cover a broader area. 
Data from diagnostic surveys or trials are analyzed to IdentifY constraints 
and solutions. Prioritizing of constraints should take the following crtterla into 
consideration: 
a. Impact of constraint on profitability. This can be quantlfied if a formal 
agroeconomlc survey has been carried out. 
b. Farmers' perspective of the relative Importance of constraints. 
c. Subjective ranking of constraints by researchers. extension agents, and 
other sources. 
d. Availability of technologies for resolving constraints. 
Ex-ante economic analysis of potential solutions Is recommended before 
technologies are tested. Technologies which build on farmer-developed solu-
tions are most likely to be economically viable. 
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DiagnosIS should continue after the initial phase of the OFR program. This 
may take the fonn of surveys on specific Issues. as well as extensive researcher 
observatlons and plot mOnitoring in on-fann trials. The diagnostic findings 
prOVide priorities for subsequent on-fann research and feedback to station 
research. 
Technology testing 
The aims of technology testing are: 
• to identify technical components. or design new components for fanners' 
systems (exploratory trials). 
• to test and, if necessary, adapt the components to fanners' conditions 
(adaptive trials). 
• to test acceptable components and monitor farmers' assessment and 
adoption of these components (validation trials). 
]n adcUtion to phYSical measurements, infonnal and fonnallntervlews with 
farmers as well as labor use data are essential (particularly In the case of 
adaptive and validation trials). 
The balance between diQQnosis and tecMolO9Jl testing 
The majority of OFR progroms rely on an informal exploratory survey for 
cUagnoslng constraints, but in most cases attention IS soon turned to 
technology testing. More emphasis Is needed on diagnosis combining 
socioeconomic and agronomic data. Trials usually cover a ltm!ted population 
which increases the potential for biases. Survey data on the wider population 
are needed to redress these biases. 
Likewise, on-fann trials can be better explotted as a source of infonnation 
on fanners' practices and conditions by collecting data on socioeconomic and 
agronomic ISsues, rather than by merely collecUngyteld data, as often seems 
to happen. 
A drawback in laytngmore emphasis on surveys is that national institutes 
often do not have the resources to mount intensive surveys requtrtngfrequent 
visits. In these cases, it IS recommended that more frequent and more detailed 
data collection should be carried out in conjunction with the trials-In spite 
of the risk of a pOSSibly biased sample. 
The Issues discussed above are summarized in FIgure 1. The flowchart, 
although still sequential, emphasizes that diagnosIS Is an Integral part of all 
OFR phases/activities. 
Typoloi)" of oD-fum trtaJs 
Different typologies have been proposed, based on: 
• the state of knowledge; 
• the degree of farmer involvement: 
• the type of technology being tested. 
Table 2 summarizes the consensus on how trial types could be classified, 
taktngfnto account the objectives, the state oCknowledge, and how these affect 
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Actility 
IormaJ diagnostic survey 
("superimposed treiidments") 
• base data an •• ,;, /'" '" 
• informal diagnostic slJI'Yey Choice of 
(so.~, exploralory ~urvey, imovations --.. Tec,"nology ----.. 
IndilliduaVgroup IrieN18W1. ---1 testing Extension 
~- I ~ diagnostic trials . 
Ob.lectlw • description 
• zonirplstratificanon 
• slTatificstion • diagnosis 
• dianosis of problems 
• diagnosis 01 prpblems • t6ChnologyevaJuation 
n,ure 1. Flowchart of OFR aetivitle. 
farmer and researcher involvement In design. implementation and analysis of 
results. The number of testing sites and Varlab!l!ty in the trials will increase 
from types 1 to 3. Furthermore. since researcher and farmer confidence levels 
Increase proportionately. the size of experimental plots can also be Increased. 
It was also suggested that more emphasis be placed on trials Involving 
farmers. than on research trials. 
Table 2. Type. of on-fann trlaia and their eharaeterl.tle. 
Type Objective Design Implementation Assessment 
0 Diagnosis R F RtF 
lao Physical testlng of new R R R 
components with "unknown" 
effects (exploratOlY tests) 
lb. FeaslbUlty tests of new R R/F R/F 
crop or crop combination 
2a. Adaptive tests of technlcally R R-treatments RtF 
feasible technology F-non-exper1mental 
variables. 
2b. Adaptive tests by 
experienced farmers. R F RtF 
3a. Validation tests RtF F F 
(same tdal on 
all farms) 
3b. Individual farmers' tests F F F 
of new technology (Individual) 
Note: R s researcher F= fanner 
Dlagnostlc trials (type 0) are slmliar to type 3 In that a small number of 
treatments are tested with a large number offarmers. The emphasis in the 
former is on the collection of agronomic and economlc information. and in the 
5 
latter on the acceptability of new technology. It was stressed that farmers 
should be consulted more on the type of technology to be tested and on 
methods of testing- irrespective of the type of trial. 
Participatory trials. In which farmers are Involved In the design of experi- , 
ments. were suggested. In this type of trial. farmers. with the assistance of 
scientists. decide on the treatments to be Included in the trial (Ashby 1986). 
Thts approach focuses research on technologies relevant to the needs of small 
farmers. It also improves the reliability of trial results because farmers 
become Interested In the outcome of the alaI. Consequently common prob-
lems. such as farmers' neglect of trial plots. obstruction of data colleCtion. and 
following of atypical practices for non-test factors. are reduced. 
On a more technical note. a sample list was put forward of typical tssues 
for experimental research which may arise In an OFR program [fable 3). The 
topics are arranged In order of Increasing complexity and novelty. For a 
number of these research Issues. some key aspects of design and imple-
mentation were examined which are summarized In Table 4. The table 
provides a checklist of tssues to be conSidered when deslgning a field trial. and 
should be seen as tentative as far as its actualcontentlsconcerned. A number 
ofthese issues are further discussed In later sections. 
Two speCial types of trials were discussed In some detail. viz .. the testing 
oftechnologies addressing long-term fertility tssues, and pre-extension tests. 
Table 3. Examples of typical experimental Issues In OFR ordered according to 
increasing complexity and novelty 
1. Vanety campanson for existing crops in existing systems 
2. Methods of land preparation or wee<!ing in existing patterns 
3. Improved storage 
4. Fertilizer response in existing patterns and simple pest control methods 
5. Crop reslduemanagement/utilizatlon 
6. Optim urn planting arrangements 
7. Optimum planting dates 
8. Potential for new crops In the system 
9. Control of weeds bynew orexistlng low-growing crops Oegumes. eguslmelan. etc., 
10. Improving fertility by multiple cropping with leguminous species 
II. New cropping patterns to re<!uce pes t and weed incidence or lmprove soli fertility 
12. Alley cropping 
13. Changing land use with existing plant species/crops 
14. Changing land use with new crops 
15. Integration/Intensification of livestock reating in crop-base<! systems 
16. Land protection/eroSion control 
17. Food-crop/tree-crop systems (agraforestry systems, 
It was pointed out that in long-term testing It is almost impossible to keep 
farmer interest over several seasons (quite apart from the problems of 
returning to exactly the same plots each year). The problems of running long-
term rotation experiments even on-station are formidable. In practice. we are 
restricted to possible sampling of solis/crops in the year immediately after one 
(single-year) expertment. orto collecting data on the length oftiine the field had 
been out of fallow. Almost all the workshop presentations dealt with trials 
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whlchmoved to fresh plots each year, the only exceptions betngthe presentations 
by Palada and Diomande which dealt with researcher-managed trials, and the 
paper by Cobblna and Atta-Krah on alley farming. 
As for pre-extension tests, there was little agreement on the need for such 
tI1als. Technologies which were shown to be technically and economically 
vlable on a small scale In on-farm trials are often not adopted bymany farmers, 
Certain socioeconomic constraints or the mere practicality of Implementing 
these technologies on a larger scale may cause this phenomenon. Pre-
extension tests can be useful In Identifying Its causes. In such tests, the 
extension service (In close collaboration with OFR researchers) could try out 
the technology on a realistic scale, using existing extension channels, and 
including the appreciation of such aspects as the adequacy of the information 
transfer to farmers. Input supply and credit. 
Generally It was felt that for rather simple Innovations such as tmproved 
varieties, there was no need for such tests. However. some felt that they were 
useful for more complicated and more costly 'packages', such as a fertilizer 
application coupled with a planting density adaptation. 
Trial design 
Researcher-managed trtals are not different In essence from station trtals, 
since the same prinCiples apply to both. Examples of designs appropriate for 
researcher-managed on-farm trials which are uncommon In station research 
are first order designs (see the paper by Walker). They are useful to estimate 
the main effects of a large number of factors In exploratory types of trials. 
The follOwing discussion deals mainly with on-farm trials with a high 
degree offarmer Involvement. The most tmportant recurrent discussion topics 
relating to trial design were: 
a. limits on the allowable number of treatments per farmer; 
b. the best arrangement of treatments or factors (trtal deSign) within the 
ltmltatlons set by (al 
c. the need for within-site replication; 
d. the number of trial sites and the need for stratification; 
e. the use of uniform checks versus checks varying with farmers; and 
f. standardization (or non-standardization) of non-treatment conditions 
(concomitant variables). 
Number of treatments and replications per fanner. choice of design. 
and statistical analysis 
In trtaIs with a high degree of farmer Involvement. the number of dlfferently-
treated plots should probably not exceed six, so that farmers do not lose sight 
of the purpose of the trial. This puts a Itmltation on the types of design, and 
on replication. 
Maxtmlzlng the number of sites Is generally more tmportant In on-farm 
tI1als than replication within sites. Treatment x site Interaction will be most 
strongly expressed In the Interaction between treatments and the linear 
component of mean site yield (yield averaged over all treatments per site) 
(Morris 1981). This allows a test on a major part of the treatment x site 
interaction In the absence ofwlthln-slte replication [fable 5, column 1). Iflt 
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TallIe 4 -'-peet. of UperlmcDtaI deollD llDeI ImplemeDtatl_ for __ of tllo uperlmeDtaI Iaoueo 01 Tallie 3 
(Duml>en reter to uperlmcatal Iaoueo ID Tallie 3) 
7 6,13,14 and 18 8,13 and 14 lOandll 
1,2,4,5,6,9 exploratory refining 
L Number of factors 1-3' 1-3 0-1 1-3 2 -3 
2. No. of treatments per 
field 3-6 S6 1-2 3-6 3-6 
3 Expertmental design (a) Stepwise Spltt plot Single plot As In column I Spht plot 
(b) confounded 2" or two plots 
Ie) confounded 23 + 2 
extra treatments 
4 Withtn-slte repUcation Not essenUa.l; conskier [ssentlal No Not essent1al: Not f!S~nt1al 
repetition of some repetition of 
treatments ""me 
treatments 
(X) 5 Slze of expertment Natural field Small plot size Experimental Expertmental size 
size modified according 
to trutment 
6 Need (or anc1llary data High Low Medium Medium Medium to high 
for size/plot charac-
ter1stics 
7. No of sHes or fields Large Small Medium MedIum Medium 
8 Supervisor's skiU Low High High High High 
9 Standardize non- No Yes Yes No Yes 
experiment vartab1es? 
10. Level of risk Low Medium-high Medlum·hlgh Medium Low 
11. Fanner's skill Low Medium 
12. Degree of farmer 
management Complete 
13- Standardize farmer's 
Low Meptum Medium Partial 
check? Do not standardize n.a2 n.a Yes Yes 
Note.: 1. Allhough one factor may be of primary interest , r~are:hers will often wish to include more 1n a trial; e.g. when tesUng 
new varieUes one or two levels of fertU1zer 1s an obviou!i extension of the !rial. 2. n.a. not applicable 
is felt. however. that we must have some esUmate of variability within sltes. 
there are simple ways to obtain thiS Infonnatlon short of full within-site 
replication. These iSsues will be further discussed below and In the chapter 
on tria1 analysiS. 
In the exceptional case where there is full within-site replication. there is 
no justlflcatlon for these replicates to be grouped Into blocks. sInCe It is 
difficult to choose a sensible basis for blocking In unknown sites which is 
consistent across sites. 
Trials with non:factorial treatments 
Examples of thiS type oftria1 are simple varietal comparISons or comparisons 
of pre-selected unstructured combinations of factor-packages. With one 
replication per farm. the ANaVA follows the procedure of Table 5 (column 1) 
Includlng a test for treatment x site mean (linear) interaction. Full replication 
is only possible with three treatments or less. With a greater number an Idea 
of within-site variability can be obtained by repllcatlng one or two treatments 
only (e.g .• the check treatment. local variety). The ANaVA for thiS case is 
shown In Table 5. second column. 
Table 5. ANOVA for (1) a trial with 6 non-factorial treatment. and 20 altes. 
unrepUcated, with analysis of treatment x alte mean (Unear) interac-
tion; (2) same with one treatment repUcllted and conventlonsl analyals 
of treatment x alte interaction; (3) 3x2factorlal(F, = factor 1, F. = factor 
2) with conventional analysis of main effect x alto Interaction 
1 2 3' 
Sites 19 Sites 19 Sites 19 
Treatments S. Treatments 5 F, 2 
Trt x site mean 5 Trtx sites 95 F. 1 
Residual 90 Residual 21 FIXF:. 2 
F,(lln) x sites 19 
Total 119 Total 140 Fa X sites 19 
Residual 57 
Total 119 
Note: 1 The residual term In column 31s actually the sum ofF! (quadratic) x sites (19 
dl). F! (lin) x F. x sites (19 OF). and F! (quad) x F.x sites (19 OF). The best 
procedure would be to start with the last of these as residual. and only pool 
the other 38 OF In tf they were not slgnlficant. 
Factorial treatment combinations (number of possiblefactor 
combinations ~ 6) 
One full replicate of a 3 x 2 trial (e.g.. threevarletles at two fertilizer levels) can 
be accommodated on six plots per site. In the case of a 22 factorial replication 
of one factor combination across sites would be possible If some within-site 
repllcatlon is required. but a better solution would be to InCrease the number 
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oflevels of one of the (quantitative) factors to three, and equate the quadratic 
part of the Interaction to error (Table 5, third column). . 
Factorial treatment combinations (number of possible factor 
combinations> 61 
When the number of factors Is larger than two, even one full replicate of all 
possible factorial combinations per site would require more than six plots. By 
confounding higher order Interactions with sites ("blocks"). the number of 
plots per site can be reduced but the demonstration effect. which would (for 
example) require at least the zero levels of all factors. Is lost. 
One option is to use a "stepwise design: starting with the baseline (all 
factors at zero level), and upgrading every factor in turn according to its 
assumed Importance. ThIs requires previous knowledge about the expected 
effects of the experimental factors, 
In some cases, it is possible to use a combination of a confounded factodal 
and a stepwise design. Consider a tdal with three factors each at two levels, 
Each site would first get a half replicate ofthe factodal (with three-factor inter-
action confounded with site). Two treatments are added to each site to arrive 
at a stepwise set (Table 6). This allows compadson ofthe analysis as a stepwise 
trial and as a confounded factodal, It Includes the baseline treatment at each 
site and it still only requires Six plots per site (see Mutsaers and Walker 1990 
and the paper by Walker In these proceedings). 
Table 6, Treatment combination. In a atepwlse-<:um-<:onfounded factorial trial 
with 3factora (maize variety ,fertilizer. cassava variety), each at 2levela 
Type I sites Type II sites 
MoFoCoa b MoFoCob 





Notes: a plots: half replicate of 2' factorial; b plots: stepwise treatments 
Replication between sites and site stratifICation 
The required number of trial sites Is based on an expectation of a treatment 
x site (farmer) interaction and the expected amount of between-fanner 
vadability, If possible , important pairs offarm-level vartables are formulated 
and tdal sites selected with combinations of high and low levels of each 
vadable, Many important farmer-related variables (management vadables), 
however. will only show up dur!ngthe tdal. Asufficiently large number of sites 
is, therefore, needed In order to capture the effect ofthis source ofvadabUlty. 
Ahhough we would not wiSh to be prescdptive. it Is likely that trials which are 
largely fanner-managed will often require a minimum of20 trial sites. 
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Control treatments and non-treatment lIariables 
The Issues were: (1) Should uniform checks be used or Is It permissible to let 
the check vary with farmer? (2) Should the non-treatment variables be 
standardized? Table 4 contains suggested answers for a few types of trials but 
some qualifying remarks are in order. 
First of all. these terms are relative_ We can never ensure absolute stan-
dardization since there will always be considerable variation caused by shade, 
number of years out of fallow, and so on. Even in researcher-managed trials, 
the scientists cannot be continually present and inconsistencies can occur, 
such as the premature harvesting of parts of a plot, extra or fewer weedings, 
or random interplanting with another crop. 
Having said this. when considering checks. we have the farmer's adjacent 
plot on which he grows the crop his own way. If properly sampled by a crop-
cut, this would suffice to estimate the gains from various Interventions. If we 
intend to proceed into cross-site analyses. then the feeling among the group 
was that it was worth including a standard check-plot at each site Instead of-
or even better, as well as- using farmers' plots. Farmers' varieties, fertilizer 
practices, and weeding habits will vary from site to site, and therefore make 
cross-site comparisons difficult In the absence of a uniform check (although 
some of this can be taken care of by the measurement of ancillary variables). 
On the standardization of non-treatment variables, the cases presented 
during the workshop focused on: 
a. how to arrange fertllizer and weedings in predominantly variety trials; 
b. how to arrange varieties and weedings in predominantly fertilizer trials; 
c. how to arrange varieties and fertilizer In predominantly weeding (tillage) 
trials; 
d. the desirability of standardizlng the timings of all other operations, such 
as planting dates. 
Most participants felt that some degree of standardization was deSirable 
as. for example. In (a) by applying any fertilizer uniformly at each site, or in Ic) 
by standardlzlng any fertilizer. Each case needs to be considered on Its merits, 
because the more background conditions vary across sites, the more difficult 
will be attempts at explaining differences. On the other hand. If the main 
concern Is Simply estimating effects, background variation becomes less im-
portant. 
The degree of standardization will decrease, going from type I trials (Table 
2) to type 3. In purely researcher-managed trials, everything should be under 
the researcher's control, and all non-treatment conditions fixed by the 
researcher. At the other end of the scale (type 3) there Is no interference by 
the researcher, and farmers apply their own management practices as they 
wish. The higher the degree of farmer deciSion-making, the more need there 
Is to observe and measure non-treatment conditions to explain differences. 
Data collection In on-farm trials (minimum data set) 
Different types of trials require different data collection methods, and the 
researcher should carefully spell out at the Inception of the trial the type of 
data to be collected and, most importantly. how they will be used In the 
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analysis. Many practitioners clamor for guidelines on the type of data that will 
almost always be required. i.e .• the minimum data set. There is also much 
debate on the need for certain costly and time-consuming pieces of informa-
tion. such as: 
• detailed soil analyses. 
• detailed observations on crop disorders (pests. diseases. weeds). 
• data on use of labor. 
What follows is a brtef account of the discussions on these three types of 
data followed by the tentative m1nlmum data set proposed by the workshop 
participants. 
Soil analysis 
The value of detailed chemical soil analysis In explaining differences among 
sites is often not enough to justify its cost. Moreover. many field workers do 
not have access to laboratory facilltles. Organic matter and pH are regarded 
as the most Important chemical parameters one would generally wish to 
measure and these studies require laboratory analysis. Experienced agrono-
mists should be able to estimate textural class manually. It was recommended 
that the quality and reliability of commercial soil-testing kits be investigated. 
Such kits could enable field workers to carry out some elementary analyses 
themselves. 
The use of Indicator maize plants (at low density scattered In experimen-
tal plots and measured at 4 WAP) was recommended as a qualitative measure 
of general fertillty (see paper by Oslname et al. In this volume). This has the 
same disadvantage as mean site yield or site Index that it grades soil on the 
baSis of crop growth itself. but at least it is Independent of the experimental 
yields. 
Crop disorders (pests. diseases. weeds) 
It is generally felt that scoring of crop disorders is as much as most field 
workers can attempt. although for certain types of trials more quantitative 
measurements may be required (e.g.. when studying new weed control 
techniques). Scoring of crop disorders is often conducted In such a way that 
the data collected are not useful In the analysis of trial results. The problems 
are (1) the lack of obJ ectivity of the scores. (2J the unknown relation between 
scores and expected crop losses and (3) the timing of scoring. 
For a score to be objective. clear criteria must be agreed beforehand. If. 
for instance. an ordinal scale on Insect infestation includes none. light. 
moderate. and severe infestation. an entomologist should instruct the field 
staff which average number of insects per plant. averaged over how many 
plants. corresponds with each ordinal POint. The criterion may be based on 
previous on-station research. relating infestation to yield depresSion. In the 
absence of such data. such research may be required. Purely subjective scores 
are often meaningless. 
Timing and the frequency of scoring form another important factor. For 
weed scores In particular. a single visit is Inadequate. The farmer may Just 
have weeded the field. A few visits should be made at the growth stage. which 
is most sensitive to weed competition. If this is not possible. It may as well be 
omitted altogether. Agood sampling plan designed before the cropping season 
is. therefore. crucIal. 
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Labor 
In land-abundant areas, such as exist In most of West and Central Aft1ca, 
labor Is the most Important agricultural Input. Calculations of the profit-
ability of technologies being tested reqUire an estimate of labor cost. Mea-
suring labor use Is, however, difficult and costly. PhySical measurement of 
labor Input, at the time when each opera:tl.on IS carried out, Is rarely possible 
because of logistic problems. Collection of labor data by recall, I.e., by 
interviewing the farmer after the event, Is subject to Inaccuracies because of 
memory lapses. In many cases secondary data from surveys In the area where 
the trial was carried out can be used to estimate labor requirements for stan-
dard operations. This cannot be done when new practices/Inputs are being 
tested, e.g., newplantlngmethods, ornewlmplements. In thlscase,labordata 
for those operations should be collected from the experimental plots. Spencer 
has developed a simple method of collecting labor data by recall (see Spencer's 
paper In this volume). He shows that data collected by recall can remain 
accurate for at least 28 days afterthe event, provided each operation for which 
data are required Is made Into a s!gnillcant event In the farmer's memory. In 
Spencer's example this was done by marking out measured plots In farmer's 
fields and requesting farmers to remember the time spent In various opera-
tions. Arange of plot sizes was used to pick up the effect of economies of scale. 
The Issue of whether it Is necessary to collect labor data from on-station 
or on-farm researcher-managed trials was discussed. It was pointed out that 
calculating the ex·ante profitability of technologies In an early stage of 
development may be useful for providing guidance on the potential profit-
ability of those technolOgies. 
Minimum data set 
Table 7 presents a tentative minimum data set which Is assumed to be 
common to most on-farm trials. More specialized trials may require additional 
data. A distinction is made between those data which are required at the plot-
(and treatment-level and those for which site- or field-level and village-level 
observations are sufficient. The data with an asterlsk(·) may not be absolutely 
necessary but are recommended. 
Analysis of on-farm trials 
On-farm trials are different from station-trials In a number of respects, such 
as the wide range of trial conditions, the range of concomitant variables 
measured at the plot and site level, and the lmportance of economic analysis. 
In order to fully explOit the data, a careful and thorough analysis Is recom-
mended. 
Descriptive statistics 
It Is recommended to graph yields of each treatment In tum against various 
measured site-level variables, as well as stability graphs, I.e., treatment yield 
agalnst site mean yield. Caution should be adopted In the Interpretation of 
these stability graphs, since they may suggest differences In slopes even when 
there are no statistically slgnlficant differences. It is, therefore, necessary that 
differences In slope between treatments be tested In the ANOVA (see below). 
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Table 7. Tentative mlnlmum data MIt for on-farm trle". Data marked (oJ are 









Establishment. mid-season (0) and final stand counts 
Density of secondary crops 
Pest and disease scores (ordinal) 
Weed Scores (ordinal) 
Shade scores (If applicable) 
Crop yields 
Variable tnputs (I.e., tnputs which differ between treatments). Including 
labor 
1reatment-1eve1 (In unreplfcated trtaIs this is identfcal to pwt /ere/) 
1. Farmer assessment (ordinal) 
Sltel Freid-level 
1. Soil texture (sandy, medium. heavy) at two depths 
2. SOU pH, phosphorus (.) and organic matter (OM), aggregation, color, at 0-
15cm and 15-30cm 
Slope and position on slope 3. 
4. Crop management information which Is not held constant and Is not part of 
the treatments (date of planting, field history, land preparation. varieties, 
plantann.ngemenij 
5. Age and sex of fanner 
Village-level 
1. RaInfall (dally, mm) 
2. Prices of Inputs 
3. Wage rate during the season 
4. Output prtces, end of season 
ANOVA; tests on durerences in regression of treatments on 
environmental index 
Standard tests of slgnlf!cance for treatment effects and Interaction between 
factors should, of course, be conducted. 
In addition, measured variables should be used as regressors orcovariates 
In the analysis In order to (1) reduce the error term of the analysis, and (2) test 
for interaction between covariates and treatments (differences In slope of the 
regression of treatment yields on the covariates). (See paper by Mutsaers In 
these proceedingS and MutsaersandWaiker 1990.) Unfortunately,lndlvidual 
variables often Interact with treatments at an insignificant level. It is for that 
reason that modlfied stability analysis (Hildebrand 1984) has become widely 
accepted. Here treatment yields are regressed on the environmental Index 
(I.e., the mean site yield). Mean site yield Integrates the effect of a number of 
environmental factors and pronounced differences In slope are often observed. 
Of course, this analysis does not have predictive power; it only shows a 
postertort the manner In which treatments react to overall environmental 
conditions. 
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Furthermore. apparent differences in slope should not be accepted 
without question but be subjected to a statistical test. There are several 
options for such a test. Consider. for concreteness. a case offour treatments 
[unrepllcated at sites) over 20 sites. Simple ANaVA gives: 
Sites 
Treatments 







If the treatments are varieties [the classical case) then Finlay and 
Wilkinson [1963) propose the calculation of an "environmental index" (EO 
which in the absence of external information Is taken as the site mean of all 
varieties. Yields over sites of each variety in turn are then regressed on the El. 
and the slopes and helghts of these lines give useful information about the 
relative stability of the varieties over the range of sites encountered. The 
mod1fied ANaVA would be: 
Sites 
Trea tments (varieties) 
Regressions 








The second ANaVA. however. does display some features which make It 
suspect. The slopes for the different treatments are hot independent (their 
average must be 1.0). This Is less Important when there are a large number 
of treatments (as often occurs in variety trials) but becomes acute in on-farm 
trials when there are few treatments. 
Where the treatments are not varieties. Hildebrand (1984) suggested the 
same technique could be useful tn finding which of the treatments 15 most 
environment-proof, I.e,. most stable across environments, This seems a 
legitimate extenSion, but the same objection applies when only a small 
number of treatments Is compared, as Is usually the case. Several methods 
are available to avoid this statistical pitfall 
[1) An analysis directly related to stability analysiS evaluates the Interaction 
between treatment contrasts and mean site yield. "site index". as a test for any 
differences In slopes: 
For example, with 20 sites and four treatments: 
Sites 
Treatments 
Sites x treatments: 















Sites x treatments: 
A x site Index 
B x site Index 













The average slope of the regression lines of treatments agatnst site Index 
would, of course, be 1. . 
(2) An alternative, which has merit from a statistical standpoint, is to use the 
baseline treatment (A"Bj as an Independent site index, rather than the mean 
of all four. This implies at least a degree of standardization of basal conditions 
over sites. We then restrict ourselves to an ANOVA for the remaining 




A"B x site index 1 
A, go x site Index 1 
A, B, x site Index 1 
Treatments x sites (remainder) :l!i 
Total .sa 
(3) If the treatments have a factorial structure- say a 2 x 2 (AxB)- then a more 



















and now not only do we have separate parts of the (sites x treatment) 
Interaction againStwhlch totest the various effects, but we can also separately 
examine the regressions of these effects agatnst site index, ofwhlch they are 
Independent. 
Economic analysis 
Partial Budgets. Partia1 budgets were recognized to be the main technique for 
economic analysis of trials. The following aspects were emphasized: 
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a. The Importance of calculating the return to limiting factors. Recommen-
dations based on comparison of net beneflts/ha may not be appropriate 
for land abundant regions where returns to other Inputs may be more 
Important In fanners' chOice oftechnologles. Calculation of the marginal 
rate of return to cash and labor was recommended In these situations. 
b. Calculations should be based on the field price. I.e .. the prtce which the 
fanner would receive for output or pay for an Input at the farm gate. 
c. Where prices of output or Inputs are seriously distorted by government 
polley. (examples are fertillzer subsidies or overvalued exchange rates)' It 
was recommended that social proflta blllty calculations should be carned 
out using shadow prlces. or prices which would operate In free markets 
wtthout government Intervention. 
d. Sensltlvtty analysis should be routinely done. by varying values of 
parameters which are dlfIlcuit to estlmate accurately. Market data on 
price variability should be collected to guide the extent to which parame-
ter values need to be Varied. 
e. Economlc analysIS should be carried out to Identify the least cost 
treatment. even when there are no statIStically significant dlfIerences 
between treatment yields. 
f. If statistical analysiS shows that a treatment Is superior to fanners' 
practice. but economic analysiS shows that It IS inferior. It IS unlikely to 
be adopted. 
g. Economlc analysis should provide an indication of the rellablllty of 
estlmates by giving confidence llmlts of estimates and by repeating calcu-
lations using the upper and lower confidence llmlts. as well as the mean. 
h. The way In which net benefits are distributed among trial farmers should 
be Indicated. Profitablllty calculations should be carned out separately for 
each fanner. and the shape of the dIStribution studied to see lfthose whose 
net benefits Increase outweigh those who would suffer losses If the new 
technology were adopted. 
Response CW'lJes us discrete analysis. Usually an analysis of the profitabil-
ity of alternative treatments should be enough. Estimating response curves 
may not be worthwhile. since typically data are available for only a few points 
(e.g .. a few fertilizer rates) on the response curve. As a result the major part 
of the response curve is essentially an interpolation between treatment levels. 
Response curves are often used to calculate optimum levels of Inputs for 
use by extension agents. It was pointed out that recommendations on levels 
of Inputs are. In reality. no more than broad guideUnes. which Individual 
farmers adapt to their own biophysical and socioeconomic circumstances. 
Therefore. a high degree of precISion In recommended levels IS not required. 
Economlc analysis of each of the treatment levels may be sufficient for 
developing broad recommendations. 
Estimation of response curves may. however. be useful for analyzing the 
interaction between Input response and environmental variables. Usually 
data from several Sites/years are pooled to generate suffiCient variablllty In 
environmental factors. In cases llke thIS It IS advisable to take account of the 
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type of analysis being planned at the time when the elqlerlment is designed. 
If the objective Is to estimate the effect of environmental differences, It may for 
instance be advisable to have fewer replications, but a larger number of treat-
ment levels. In some cases, a larger number of treatments at the lower end 
of the response CUIVe may be Indicated, if the objective Is to Investigate the 
effect of environment on Input response under farmers' management. 
Risk analysis. Partial budget analysis identifies the treatment likely to yield 
the highest profitability on the average, It does not take year-to-year 
variability In profits Into account. Risk-averse farmers may, however, prefer 
a treatment which gives lower average profits as long as It also reduces year 
to year variability of profits. Factors which vary from year to year and 
contribute to the riSkiness of a technology include weather, pest and disease 
infestations, and output price variability. This aspect offarmer acceptance of 
technologies can be Investigated by using stochastic dominance analysis. The 
principles of stochastic dominance analysis are given In Anderson, Dillon, 
Hardaker (1977) Ch. 9, 
It was emphaSized that if the results are to be relevant for understanding 
farmers' technology choices, the data should capture variability In the same 
site over time. This type of analysis should not, therefore, be carried out, as 
frequently happens, with pooled data from a number of locations. This Is 
because the data pick up variability on factors such as soU quality and 
topography. which are not relevant for the discussion of Indlvldual farmers. 
Also, variability In environmental factors and pest/ disease infestations over 
a number of locations Is unlikely to be the same as variability In one site over 
time. Risk analysis, therefore, requires that the same trials be repeated on the 
fields of the same panel of farmers for a minimum of three years. Methods of 
utilizing such sparse data to extract more infonnatlon are given In Anderson, 
Dillon, and Hardaker (1977) pp 42-44. 
Pooled data from a number oflocatlons can, however, be used to look at 
the robustness of recommendations. Plotting a cumulative distribution 
function of profits over locations would Indicate the degree to which the 
technology Is likely to benefit farmers In different locations. 
Farmer assessment 
The complementarity between eCOllomic analysis and farmer evaluation of 
technologies was recognJzed. Economic analysis without farmer assessment 
is likely to overlook factors which are not immediately obvious to researchers, 
but should be taken Into conSideration In the evaluation of the technology. Nor 
is reliance recommended on farmer assessment alone without data to verify 
their assertions. It was agreed, however, that iffarmers are negative about a 
technology, It is unlikely to be adopted, even if economic analysis shows that 
it is profitable. A positive response by farmers need not, however, necessarily 
imply that the Innovation will be adopted. 
Methods of obtaining farmer assessment Include group Interviews, field 
days, follow-up surveys, and test panels. It was recommended that:-
a. Farmers should be Involved In the design and management of trials. This 
improves assessment because they understand the trials better and are 
aware of Inputs as well as output. 
b. Evaluations should be done after farmers have had a chance to evaluate 
storage, proceSSing quality, and marketability. 
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c. Open-ended questions should be used. Fanners should first be asked 
what they like or dislike about the technology. Later, more specific 
questions on yield and other factors may be asked. Questions should try 
to understand the fanners' objectives and should focus on the elements 
of the decision-making procedure. 
d. For input-intensive technologies. it may be advisable to stratify farmers by 
asset ownership and conduct separate group interviews for each stratum. 
Examples of eliciting farmer evaluations of technology are given in 
Lightfoot (1987). 
e. Caution must be exercised in weighting the different characteristics (of 
varieties. for example) which fanners clalm are deSirable. Methods of 
dOing this are illustrated in Ashby (1989). 
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I 
Elements of On -Farm Research 
Methodology 
The Use of Integrated Agronomic-Economic 
Surveys in the Diagnostic Stage of 
On-Farm Research 
Derek Byerlee and Bernard Triomphe 
On-fann research (OFR)- orfannlng systems research (FSR)' - has two major 
stages. The purpose of the diagnostic stage is to describe and understand the 
fannlng system and identify production constraints. Promising technolOgI-
cal solutions to these constraints are tested under fanners' conditions durtng 
the experimentation stage.2 Although OFR is multidiSciplinary. social scien-
tists tend to take the lead in diagnosIS whereas agronomISts assume respon-
sibility for experimentation. This dlvision of labor has given diagnostic 
surveys a strong socioeconomic orientation, emphasizing the description of 
the farming system and crop management practices (Byerlee. Collinson et al. 
1980). Understanding and quantifying agronomic variables that influence 
crop growth and yields have received litee attention in the diagnostic stage 
until recently. 
Agronomic variables have been incorporated in a number of ways in formal 
diagnostic surveys in OFR. First. in some OFR studies. researchers have 
focused diagnosis on specific agronomic problems or constraints. Examples 
Include management of the potato tuber moth in TunISia [vonArx et al. 1988) 
and management of plant density for grain and fodder production in maize 
(Byerlee. Iqbal. and Fischer 1989).3 Second. recent diagnostic surveys tend 
to include agronomic variables such as timing of crop operations. crop 
rotation. pest Incidence. and plant density (for example. 8yerlee. Heisey. and 
Hobbs 1989). These more comprehensive surveys generally aim to explOit the 
variability in management and yields in farmers' fields to establISh hypothe-
ses on yield-limiting factors as a basis for designing experiments (Edwards 
1987). Finally. in OFR both in France and in French-supported OFR projects 
In developing countries. French agronomists' have a tradition of agronomic 
1. The term OFR Is used Instead of FSR in this paper because of the wide range of 
activities described under the rubric of FSR (Merrill-Sands 1986). 
2. Experimentation can also be used for diagnosis. However. surveys are normally 
the major tool for conducting diagnostic actiVities. whereas experiments are the 
major tool for testing solutions. 
3. These studies in some ways resemble studies on crop losses However. crop loss 
studies usually focus narrowly on the estimation ofyteld losses to specific pests 
rather than on how management and other socioeconomic factors Influence those 
losses. Also. crop loss studies are generally oriented to setting priorities for appUed 
research programs. such as breeding for pest resistance (Weise 1982). 
4. We refer to these agronomiSts as the French school. although they represent only 
a small number of researchers, strongly Influenced by Ideas developed by Professor 
M, Sebillotte at the Institut National Agronomique, Paris-Grignon. 
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monitoring with emphasis on determinants of individual yield components 
(Seblllotte 1987). 
The increasing Interest In agronomic diagnosis In OFR reflects the need to 
better define and understand problems from a technical or agronomic 
viewpoint. Earlier diagnostic studies often emphasized problems, such as a 
labor constraint at weedlngtlme, that reflected the socioeconomic orientation 
of the researchers. In some cases, widespread and obvious agronomic 
constraints, such as a serious nitrogen deficiency, were also noted. However, 
In many cases insufficient attention was given to understanding how the 
environment (defined Ina broad sense to Includefertlllty, pest problems, etc .. ) 
Influences crop growth and performance, leading to Incomplete Identiftcation 
of problems and inefficiencies In designing subsequent experiments. 
These developments In the diagnostic stage of OFR are the background for 
this paper, which discusses the use of Integrated agronomic-economic 
surveys In diagnosis. The paper Is developed In three parts. FIrst, we diSCuss 
the main concepts, objectives, and potential approaches to Integrated crop 
production surveys that combine both agronomic and socioeconomic perspec-
tives. Second, we deSCribe an example of an OFR program Inmalze In Pakistan 
that Integrated agronomic and socioeconomic variables In the diagnostic 
survey. Third, we discuss a range of methodological Issues that impinge on 
the design of Integrated agronomic-socioeconomiC surveys and provide 
guidelines for choosing survey techniques which are based on cost-effective-
ness. Our conviction Is that the better integration of agronomic and 
socioeconomic perspectives Into diagnosis, together with an analysis of the 
existing variabi\!ty In management practices and yields In farmers' fields, can 
potentially Improve the efficiency of OFR and, at times, partly substitute for 
costly experimentation, 
Conceptual framework for integrated crop production surveys 
Multidisciplinary crop production surveys that Integrate agronomic and 
socioeconomic perspectives (hereafter called "Integrated crop production 
surveys") are undertaken with three Immediate objectives, all of which may 
contribute to more efficient expertmentation: 
1. To stratlfy farmers or fields Into more homogeneous groups, usually called 
research or recommendation domains. 
2. To describe and understand farmers' management practices for one or 
several crops In a system. 
3. To analyze factors causing yield losses and variation In yields from field to 
field. • 
Improved agronomic diagnosis has the potential to partially substitute for 
expertmentation. It might reduce the need to conduct exploratory experi-
ments to further Identlfy limiting factors. In addition, If the diagnOSis Is 
conducted over a sufflclentlywlde area, It may help to extrapolate experimen-
tal results from a smaller area In which the experiments were conducted. 
5. We use ''yield" throughout this paper to refer to returns to the most UmiUng 
resource. In land-extensive systems based on manual labor. espec1aUy In sub-
Saharan Africa, this may imply expressing yields In terms of returns per unit of 
labor. 
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Variables collected during an integrated crop production survey can be 
categorized into: 
a. field characteristics (soil properties, topography, and location): 
b. field management practices for the current crop: 
c. crop rotation and field management practices for previous crops: 
d. agronomic observations on crop growth, plant defiCiency symptoms, and 
pest infestations: and 
e. system-wide Variables, such as access to draft power. 
Except for the last category, all variables are field-spectflc. Some catego-
ries of variables, such as field characteristics and system Variables, are 
exogenous, I.e., are taken as given and outside the control of the farmer. These 
exogenous variables Influence the variable sets that are endogenous to the 
system such as cropping history, production practices, crop condition, and 
yield and Its components (see Figure 1). 
Most crop production surveys emphasize the causes of yield variability be-
tween fields (the center ctrcle of Figure 1) at the expense of analyzing the 
vartsbility in production practices among fields and the reasons for this vari-
ability (the outerctrcles of Figure 1). The analysis of production practices is 
particularly important in order to stratify farmers into more homogeneous 
groups, and to understand the causes of yield-limiting factors as a basis for 
screening solutions that will be acceptable to farmers rrrtpp and Woolley 
1989). 
A major objective In conducting Integrated agronomic-socioeconomic sur-
veys is to analyze factors influenCing yield Variability between fields In order 
to identify major yield-limiting factors. Various approaches have been 
developed to analyze this variability. The most common is a statistical 
approach In which a yield function is specified as: 
(1) 
where Y is yield, X, are management practices, ':1 are variables describing the 
crop condition, and Ei. are environmental vanables. The X, Variables are 
deSCribed in terms ofleveis of Inputs, as well as the tlmingand method of their 
use. The C variables describe the condition of the crop and may include stand 
establ!s~ent and infestations of spectflc pests. The E.. Variables measure soil 
and site characteristics as well as climatic variables. The precise spectflcatlon 
of this function, especially the level of disaggregation of variables, varies 
substantially, Economists tend to focus on X. variables, especially input 
levels, at the expense of C and E", Variables, whereas agronomists give more 
attention to S and E~ varlables. 'l'he interdependence among the categories 
ofvartsbles alSO neeas to be recognized. Hence, the analysis may have to be 
conducted In two or more stages, since typically the agronomic Variables 
descnblng the condition of the crop are In turn a function of management and 
envtronmental conditions: C = g(JC,. E;.l, The statistically-denved yield 
function Is also usually applle'd withiit a relatively homogeneous recommen-
dation domain, in order to increase the proportion of Variability that can be 
explained by crop management factors as opposed to envtronmental factors. 
25 
System varlables8 . 






Figure 1. Schematic representation of Interrelationahip8 analyzed using data 
from an Integrated crop production survey 
The French school has adopted a rather different process-oriented ap-
proach In which methods of analysis are based on an explicit model of the 
biological mechanisms governing crop growth In the field and less on a 
statistical analysIS of relationships between variables. Whlle equation I and 
Figure 1 above envISage a direct relationship between the application of a 
speclficmanagement practice aI].dyield, French agronomists preferto see this 
relationship as indirect [Seblllotte 1987) In which management practices 
transform or modify the physical environment for crop growth that, with 
cllmate, determines yields [FIg. 2). In this approach, the farmer's objective 
consists of applying management practices to optimize the crop's physical 
envlronment contlnuously from land preparation to harvest- formally known 
as the "technlcalltlnerary' [Seblllotte 1978). Yield IS the fioal output of the 
yield elaboration process which IS determined by levels of successive yield 
components, e.g .. In maize, the numberofplants/ha, ears/plant, and grains/ 
ear, and the weight of a hundred grainS [F1eury et al. 1982). ThIS allows the 
analysIS of the potential Influence of envlronmental factors on the successive 
yield components and helps to identify the timing of ind1vIdual stresses 
[Masle-Meynard 1980). 
Whichever approach IS used, site Variables, such as soli physical and 
chemical properties, are a function of crop rotation and management In the 
previous crop. More formally: 
[2) 
where E1..t are soli and site conditions in the current period, t, and x" •. 1' 
X. •. 2, are management practices In previous cycles. For example, Lagemann 
(1'977) in a shrub-fallow system in Nigeria found that soli fertillty incj1cators 
in the current period were highly correlated with length of the preceding fallow, 
Comprehensive measurement of agronomic variables IS often costly. Re-
searchers have to weigh the costs of more in-depth diagnosIS against the costs 
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of running controlled experiments. The benefits ofbeUer diagnosis are likely 
to be highest where no obviouS limiting factors can be detected through slmple 
informal or formal sUIveys, espeCially when most farmers have adopted the 
ob,ious technological Improvements such as variety and fertilizer (Crozat et 
a!. 1986). 
An example of integrated crop production sUTlJey 
The following example Illustrates the use of an integrated crop production 
survey conducted as part of the diagnostic stage of OFR In maize in Swat 
District In northern Pakistan. The example shows a relatively low-cost 
approach to analyzing a key probem: plant stand management. The research 
was conducted by local scientists largely within the limits of resources 
normally available to the research program, in contrast to many diagnostic 
studies referenced In this paper, which were conducted by expatriate re-
searchers using much higher levels of resources. 
In the Swat area of Pakistan, a major Issue In deSigning maize technology 
Is the high density at which maize Is planted and the role of maize as a gram. 
and fodder crop. The OFR project area ts characterized by very small fanns 
(60 percent of farmers cultivated less than 1 hal and a relatively high number 
of livestock. Maize produced under irrigation is the dominant summer crop. 
The mild summer climate and fertile soils of the area are well suited to maize 
production and farmers achieve an average yield of 4 tfha. 
The methodology for the diagnostic survey had two parts (Byerlee et al. 
1987). First. a sample of 20 maize fields was monitored over the growing 
season to record plant density at different stages of crop growth and obtain an 
estimate of the number of plants removed for green fodder." Second, at 
harvest a larger sample of about 100 fields was surveyed to record manage-
ment practices and cropping history in each specifiC field, as well as some 
system-level and farmer variables, especially livestock ownership. At the 
Crcpping history ___________ Feedback to technical .... ____ 
offield i itinerary for (n+ 1)" , growth stage , 
t , , Climatic 
Management conditkms 
practice in nf! growth - Final 
applied at stage r- er", nih growth siage yield 
Mod~ied iield Crop esponse 
In~ia.lfield and environment to modified 





Flpre 2. Conceptuallzatlon ofellect ofcropplnghlatory, mmagement practices 
and cllmatlc conditions on final crop yields following the French 
School [after Sebillotte 1987) 
6. At each visit farmers were also asked about fodder gIVen to livestock In the 
previous day. 
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same time, yield samples were obtained through crop cutting and some yield 
components such as harvest density and ears per plant were estimated, This 
survey, which consisted of only one visit at harvest, was conducted over three 
consecutive years to monitor year-to-year variabUity, although results from 
the first year of the sUIveywere suftlclent to initiate the experimental program. 
The plant density survey revealed that plant density at emergence was 
about 250,000 plants/ha from an average seed rate of 96 kg/ha, about five 
times the standard rate for maize. Given the estimated number of seeds 
planted, the calculated seed germination and emergence rate were high: hence 
problems of stand establishment were not the main reasonfor using high seed 
rates. However, from emergence to harvest, plants were removed at a rate of 
approximately 1 percent of the rematn1ng plants per day to arrive at a harvest 
density of about 80,000 plants/ha (Fig. 3). The plants that farmers removed 
were the major source of fodder for animals during the maize season. 
Analysis of the harvest survey data focused on the determinants of harvest 
density, and the relationship between harvest density and yield. Harvest 
density was analyzed as a function of several management and system 
variables (Fig. 4). In particular, farmers with more livestock tended to use a 
higher seed rate. In turn, harvest density was closely related to the percentage 
of barren plants, with a correlation ofO. 56, The yield function shown in Table 
1 Incorporates as independent variables management practices, agronomic 
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FIgure 4. Factors Influenclng maize plant density. Central Swat Valley, Pakistan 
location.' As expected. there is a statistically slgnlficant.lnverse-U-shaped re-
lationship between harvest density and yield. There is also a negative 
interaction effect of harvest density and use of an tmproved variety. The 
calculated opttmum density for the leafier tmproved variety was 60,000 
plants/ha compared to an opttmum of83.000plants/ha for the local variety. 
The other major variables determining yield were the dosage of nitrogen 
applied and the date of planting. These results pOinted toward the need for 
varieties with good density tolerance, good fodder characteristics. and early 
maturity. At the sametirne, nitrogen rather than phosphorus appeared to be 
the main fertility factor limiting yields. 
In summary. the crop production surveys In Swat were a relatively low-
cost method of analyzing tmportant relationships in the maize production 
system. especially the management of plant density for grain and fodder. The 
multiple-visit survey was confined to a small sample of clustered fields to 
reduce travel and interview ttme. The harvest survey covered a much larger 
sample (250 fields over three years). Although the data were collected in one 
7. A yield function incorporating only prOximate determinants of yield (percent 
barren plants and percent grain moisture at harvest) was also fitted (Byerlee et al. 
1987). This function gave somewhat more explanatory power but was less useful 
for diagnosis. 
8. "Seeling" Involves passing an ox-drawn plough over broadcast fields at approxi-
mately 3 weeks aiter germination to control weeds and reduce initial plant stands. 
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visit each year, the results were remarkably robust over years,· The effects 
of plant density, planting date, and fertillzer on yteld, estimated from the crop 
production survey, were later confirmed tn on-farm expertments (Khan et al, 
1986; Khan 1986). Overall, the crop production survey for one year requtred 
only about Six weeks of a researcher's and a laborer's time, compared with the 
OFR experimental program, which occupied one researcher and two techni-
cal assistants full time for one crop season, 
Methodological issues in data collection and analysis for 
integrated crop production surveys 
There are a number of Important methodological Issues In collecting and 
analyztng data In Integrated crop production surveys. These Issues are 
discussed below with reference to the different approaches that have been 
used. and always cognizant that the Important crtterton for choosing among 
methods should be their cost-effectiveness tn obtatntng an understanding of 
the system that Is sufflcJent for selecting promlstng technological tnterven-
tlons. 
Types ofllariables collected 
Since both agronomic and socioeconomic perspeCtives are Included In the 
diagnostic surveys. the number of potential variables Is large. The major 
categortes of vartables follow the conceptual framework of Figure 1 and the 
types of variables that can be collected under each category are descrtbed tn 
Table 2. Because the potential Variables are so numerous. key variables must 
be selected carefully through Informal surveys to understand important 
relationships tn the system, 
Level of observation 
Incorporating agronomic variables tnto diagnostic surveys has implications 
for the level of observation used for diagnosis. Agronomic Variables have little 
meantng at the level of the farm or even a crop enterprtse, which are often the 
focus of diagnostic surveys, ThIs Is because farmers' management practices 
usually vary substantially from field to field within a farm, and often within a 
field. depending on labor constratnts. location. land and soil type. and crop 
rotation. Agronomic vartables descrtbing soil type and other physical charac-
tertstlcs as well as crop growth and development are even more likely to vary 
between and within fields. Hence. successfully tntegratlng agronomic vart-
abIes tnto diagnOSiS requires the collection of data specific to a field or even a 
subplot within a field. Where within-field varlabl1!ty Is small. relative to 
between-field vartabl1!ty. field-specific data will usually be adequate. But 
there are situations. especially tn ratnfed and hand hoe agriculture. where 
within-field Variability tn soil charactertstlcs. micro-topography. and crop 
management Is quite large and data are best collected from one or more 
subplots within a field (MIllevl1le 1976; Edwards 1987). 
Usually subplots are Identified and marked at the beglnntng of the crop 
season and all measurements are recorded for these subplots. Although 
9. The SUlVeywas conducted over three years as a methodological exercise to test the 
robustness of the resulis overyears with different growlngcondltlons. In practice. 
the results from only one year were sufficient to confirm the major findings 
reported here and Initiate the experlmental program. 
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agronomIC observations are easier to record for a subplot than for an entire 
field [fewer samples are required), it is sometimes difficult to record exact man-
agement practices for subplots without intensive interaction with the fanner 
and even constant observation of fanners' operations. 
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and ,10% levels 
Degree of quant(fication ofvarfables 
Both agronomIC and SOCioeconomic Variables can be subject to various 
degrees of quantiflCation. The degree to which agronOm1c Variables are 
quantified will have an important bearing on the cost of the survey. For 
example, soils may be charac1er1zed by texture [loam, clay loam, and so on) 
at a relatively low cost or, with more resources. soil chemICal properties can 
be measured. Lagemann (1977), for example, collected soil samples from 320 
ftelds and analyzed several soil test variables Including organIC matter. soil 
test phosphate, and base saturation. 
Pest infestations can be recorded by subjecttve scoring or by objective 
counts, Subjective scoring ofweed, insect, or disease incidence on a scale of 
o to n, where 0 represents no infestation and n is the highest level of 
infestation, can be quite rapid. It Is best done by spec1al1Sts (a weed scientist 
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Table 2. Categorles of Information collected In Integrated crop production 
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for weeds or a plant pathologist for a disease) although survey enumerators 
can sometimes be trained and calibrated in subjective seortng methods. Even 
for expertenced researchers, subjective scortng requires calibration across 
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researchers (Kranz 1987). To obtain objective measures of pest populations 
requires the number of Insect- or disease-damaged plants In a given area to 
be counted. and sometimes an assessment of the degree of loss for each 
damaged plant. Rulz de Londono et al. (1978) conducted detailed counts of the 
number of damaged plants for six diseases and Insect species affecting bean 
yields. Although objective measurement eliminates biases possible In subJec-
tive methods. It Is usually much more time-consuming and also requires 
adequate sampling methods. 
Measurement of yields and yield components 
The analysis of yield variability between fields In terms of various manage-
ment. site. and soil variables and cropping history Is often a major objective 
of the Integrated crop production survey. Hence the measurement of yield Is 
a crucial variable In the survey. This subject has been comprehensively 
reviewed by Poate (1988) and only some aspects are treated here. 
FIrSt. field and sometimes subfield estimates of yield are required. Crop 
cutting techniques are often used for this purpose. although problems of 
adequately sampling within-field variability should be reCOgnized (Poate 
1988). If the crop production survey monitors specific subplots. within-field 
variability Is less of a problem since the whole subplot can be harvested and 
related to management and soil and site variables In that subplot (TrIomphe 
1986). 
Second. despite Its problems. crop cutting has advantages. Although 
fanner estimates of yield may be appropriate for yield estimates at the farm 
level (Poate 1988). farmers may have more difficulty estimating field-specific 
yields. Moreover. crop cutting enables not only the estimation of yield but also 
yield components at harvest. which may be Important In analyzing yield 
constraints (Seblliotte 1980). Some agronomic observations are best taken at 
harvest. including the incidence of diseases that attack the grain or ear. in-
cidence of some weeds (e.g .• grassy weeds In wheat), and crop lodging. Finally. 
the farmer Is usually In the field durtngcrop cutting. and It Is easier to obtain 
data on management practices In a specific field when the interviewer and 
fanner are both there. When the objective Is to provide a comprehensive 
analysis of crop production. crop cutting will usually be preferred to other 
methods of estimating yields. 
Frequency of observations and interviews 
Probably the most Important factor Influencing survey costs (as well as the 
costs of on·farm experiments) Is the number of visits made to observe fields 
and interview farmers. In practice the number ofvislts In diagnostic surveys 
has ranged from daily visits to a single visit durtng the growing season. Most 
surveys with an agronomiC orientation have used some type of multiple-visit 
method. since periodiC assessments of soil motsture or pest incidence. for 
example. need to be made at different stages of the growth cycle. The number 
ofvtslts depends on the particular problems under study. the resources avail-
able. and the cultural setting. Posting hired enumerators to sample villages 
reduces the cost of frequent visits. However. since many field observations 
require conSiderable technical skill and are best made by the researchers 
themselves. the most effective strategy is often for researchers to conduct the 
survey by making two to four well-timed visits over the growing season (e.g .• 
post·emergence. flowering. grain-filling. or harvest). 
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Sampling 
Samp1lngmethods for Integrated crop production surveys need not differ from 
methods usually used In farm surveys (e.g .• Casley and Lury 1982). However. 
a major decision arises on whether to conduct an intensive survey of a small 
number of fields or a less Intensive survey of a larger sample. Much depends 
on the main objectives of the diagnosis. A small clustered sample enables 
more visits. and more quantlflcation of important agronomic Variables. and 
hence Is best for understandlng factors influencing crop growth and per:orm-
ance In a relatively small homogeneous area. A larger sample. on the other 
hand. may be needed to explore variability over a wider area and to delineate 
more homogeneous research or recommendation domalns. The French 
school has generally elected the Intensive observation of a fewfields. (often less 
than 20 In a small area such as a single village.'o whereas most of the studies 
reviewed In this paper have used a sample size of 50 fields or more. over a 
somewhat larger area. The destrable strategy may be to combine Intensive 
monitoring of a small sample of fields (to understand key agronomic relation-
ships) with a less Intensive survey of a larger sample (to verify these relation-
ships over a wider area). However. In most developing countries research 
resources are limited and larger samples will be more useful In the initial 
stages of an OFR program. 
Since one of the objectives of diagnostic crop production surveys Is to 
sample variability between fields caused by environmental and management 
factors. sampling efficiency may be Increased by stratifying the sample 
according to the major factors beUeved to cause the Variability. These factors 
are identlfled through initiallnformal surveys or a review of secondary data. 
Sometimes discrimlnatory power may be Increased by choosing extremes of 
the observed ranges. e.g .. early sOwing and late sOWing to analyze critical 
factors. This may even Involve the selection of good and poor fields to identItY 
the major factors responsible for yield differences In a given area (Seblliotte 
1975). However. when extremes alone are selected for diagnosis. care Is 
needed In extrapolating to the wider population. 
Creati"" management variabUity 
One way of reduCing sample size is to create more Variability In the sample by 
asking a farmer to use a particular practice or practices on part of his or her 
field (Gras 1981). This technique may be especially useful where variability In 
farmers' management practices is suffiCient to measure the response to 
critical practices. such as the use of a new variety. Clearly. In creating 
variability. the Une between surveys and experiments is blurred In what Is 
sometimes called a 'controlled survey" (Hofi'nar and Johnson 1966). 
Examples of this approach are the use offour levels of practices for 25-30 
maize farmers In Paldstan (Khan et a!. 1986) and for a simllar number of millet 
farmers In Niger (ICRISAT 1982). Farmers managed all practices while 
researchers prov:lded the new Inputs to be tested (In both cases improved seed 
and fertilizer) and monitored the fields. Controlled surveys of this type will 
generally prov:lde more information than conventional surveys but may be 
somewhat expensive to administer. The close Interaction with the farmer 
required by the controlled survey will also limit the sample size. 
10. Most studies have. however. monitored several plols wlihln a field. 
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Estimation of a yi.eldfunction 
A major objective of most Integrated crop production surveys Is to estimate a 
yteld function to analyze yield variability observed In farmers' fields. Yield 
variability can be analyzed by several methods, In the simplest case, fields are 
grouped to compare, say, the 25 percent lowest-yielding fields with the 25 
percent highest-yielding fields and Chi-squared ort -tests are used to compare 
the dlfJerences observed. However, caution must be used In these simple 
comparisons, because ofhigh correlation between several of the explanatory 
variables (e.g., between doses of nitrogenous and phosphatic fertilizers. For 
this reason, this method Is used malnly to test hypotheses prior to conduct-
Ing more In-depth an;Uysis. 
Multivariate techniques, usually Ordinary Least Squares regression 
analysis, are Increaslngly used to analyze yield variability between fields. 
Since decisiOns on production practices may be taken Interdependently (as 
described by the technicalltlnerary), and yields are determined by a complex 
Interaction of management practices, soil and cllmatic variables, and field 
history, two or more linked equations may express the declslon-mak1ng 
situation better than single equations. 
Most economists emphasize management practices as the Independent 
variables (e.g., Moock 1981; Byerlee et al. 1984), although variables such as 
cropping history and agronomic measures are Incr~.a.'1lngly Included In these 
yield functions. Unear models are more common since coefficients are 
directly Interpreted as the contribution to yield of a given factor. Unear 
specifications can easily be extended, although at the expense of scarce 
degrees offreedom In the case of small samples, by Including Interaction terms 
and quadratic terms. 
Agronomically oriented studies, on the other hand, such as Wiese (1982) 
and Martin et al. (1988), Include only variables to measure the proximate in-
fluences on yield. Hence, herbiCide phytotoxiCity Is Included rather than the 
type, ttmlng. and method ofherbiClde application. which are likely to cause the 
phytotOXiCity. Although a few studies such as Bernsten (1977) successfully 
combine agronomic, Input. and management variables In analyzing yields, 
considerable caution must be used In Including agronomic variables measur-
Ing crop growth and condition In the same equation with management 
variables, because of slmultanelty problems. e.g., wbere variables describing 
crop growth are a function ofmanagement practices. Hence It Is Important to 
have a well-specified model of yield determination based on agronomic 
principles. 
A further refinement Is to analyze determination In terms of Its yield com-
ponents (Boiffin et al. 1981; ICRISAT 1982). Because each component Is 
determined within a specific period d urtng crop growth. It Is posSible to 
Consider the level of a given component as a function of (a) the level of the yield 
components determined In prior periods and (b) envtronmental conditions 
during the period In which the given component Is determined. While this 
approach has several advantages, including simplicity and the ability to 
screen data showing a high degree of variability. It may lead to misinterpre-
tation because of its Inability to take account of compensating mechanisms 
between yield components. 
In the future, computerized crop models will allow the pOSSibility of 
modelling crop growth and development based on empirical estimates of 
parameters derived from Integrated crop production surveys. Use of crop 
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models Is a logical extension of the French school. which emphasizes 
understanding the Interaction between crop management and the environ-
ment In crop growth and development. 
Concluding comments 
On-farm research methods have evolved conSiderably In recent years. In 
particular. there is a trend toward more integration of diSCiplines at each stage 
ofthe research process. In the diagnostic stage. there are now a number of 
good examples of the Integration of both agronomic and socioeconomic 
perspectives In diagnostic surveys. Clearly such Integrated crop production 
surveys will have to be crop-specific and data must be collected at the level of 
specific fields or even subplots within a field. Such surveys can generate a 
conSiderable amount of data which require well-deSigned and sometimes 
more complex methods of analysis. especially if the objective of the survey ts 
to analyze differences In yields between fields. A first step In such analysiS ts 
often some type of statistical yield function. but In time we expect to see 
Increased emphasiS on approaches that give more attention to analyzing crop 
performance In terms of agronomic principles. including the use of crop 
models and expert systems. 
In many ways. the type of Integrated crop production survey reviewed In 
thiS paper departs significantly from the standard diagnosis based on an 
Informal or short. well-focused. formal survey of the system or Its key 
enterprises. Although a range of methods can Increase the precision and 
complexity of an Integrated crop production survey. In general Integrated 
surveys will require more resources than a standard. slngie-vtslt diagnostic 
survey. On the other hand, there may somettmes be considerable extra 
benefits from conducting an Integrated survey. If the survey is done properly, 
researchers should have a much better understanding of the key problems. 
their causes. and their severity and extent In the research domain. Hence the 
Integrated survey has the potential to partly substitute for exploratory trials 
aimed at better problem Identification. "levels' trials to esttmate opttmum 
levels of Inputs. and verification trials to validate solutions over a wider area. 
Researchers must weigh the potential benefits of conducting more In-depth 
diagnosiS versus the extra costs In ttme and resources. In some cases, there 
may be justification for delayfngthe beginnIng of trials and using the first crop 
season of an OFR program to conduct only diagnostic activities. In other 
situations, the Integrated survey can be conducted alongside an expertmen-
tal program. either by monitoring fields around trial Sites or even by monitor-
Ing simple trials. provided that they are truly managed by farmers and planted 
on a suffiCient number of sites. 
The appropriate combination of agronomic monitOring In diagnosiS and 
formal experimentation will vary widely. However, we believe that In systems 
where factors limitlngproductivlty are not readily apparent or understood. the 
better Integration of agronomic varIables Into the diagnOStic process can 
Improve the effiCiency of the OFR process. This is likely to be the case In areas 
which have already undergone conSiderable technological change or In more 
difficult environments. Also, as OFR programs give more attention to the 
longer-run sustalnability of production systems, they will need to better 
Integrate agronomic and socioeconomic variables In designing appropriate 
interventions and monitoring their Impacts. Whatever the objective, the 
methods reviewed In thts paper should be evaluated to Identify approaches for 
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conducting integrated crop production surveys that are simple and cost-
effective, and that can be adopted readily in developing countries by national 
research programs, which often operate with limited resources. 
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Single Site Design Considerations in 
On-Farm Experiments 
Peter Walker 
I do not propose to say much about the type of verification trial where a stngle 
plot ustng a package of Improvements is established on the fields of several 
farmers. Although they often provide useful tnformation ov,er an area. I 
consider them to be little n).ore than demonstration plots. Where we have 
several plots per site. on the other hand. we are forced towards experiments 
which may be loosely termed factorial (tn that tndependentchanges tn several 
factors become necessary) If we want to know anythtng about the separate 
effects of several ·tnteIVentions·. There are four matn ways of doing so and I 
propose first to analyze their pros and cons. They are: 
I. FactOrial designs; 
2. Stepwise (either forward or backward). ·one-plus· and ·one-mtnus" 
designs; 
3. Pure first-order designs (Plackett and Burman 1946); and 
4. Response surface deSigns. 
Factorial Designs 
Factorial is used tn the statistical sense, that is. with either all or a balanced 
subset of factor combtnatlons represented. Sometimes there is fractional 
replication, and sometimes one or two extra treatments outside the factorial 
structure. as when an extra nutrient might be tried at only the high level of 
other nutrients. from a suspiCion that only then will It be limiting to a crop. 
They will a1mosi always be of the 2" series. with levels equal to the farmer's and 
"Improved" practlce- there Is hardly room for more (although a 3 x 2 factOrial. 
and I suppose even a 3 x 2 x 2 could occasionally prove useful). The factors 
may be fertilizers. varieties, population denSity. planting date, weeding 
practices, and such. Although one of the advantages origtnally advanced for 
using factorial designs (as opposed to varying factors one at a time) was the 
poSSibility of estimating tnteractlons. once we get 01I the research station we 
may be prepared to sacrifice some. or even all. the tnteractlons by the 
procedures known as confounding and fractional replication. To Illustrate 
these very sImply. we note that: 
4 plots can accommodate 1 rep of a 2' factOrial 
8 plots can accommodate 2 reps of a 2' or 
1 rep of a 2' factorial 
16 plots can accommodate 4 reps of a 2' or 
or 2 reps of a 2' or 
1 rep of a 2' factorial 
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over sites, or regions. Each of these effects makes use of only 2 plots per site, 
I.e., 2/5 of the information available. The use of polynomial regression, 
suggested In the handbook, relies on some rather heavy assumptions. and In 
the same publication I suggested a slightly superior way of defining the 
contrasts, namely: 
(A) (B) (C) (0) (E) 
(1) -1 +1 0 0 0 
(2) -1 -1 +2 0 0 
(3) -1 -1 -1 +3 0 
(4) -1 -1 -1 -1 +4 
where at least we are deallngwlthorthogonal contrasts and better use is made 
of the available information. However. apart from the first. these contrasts 
only approximately estimate the additional benefit of each factor In turn. For 
example, the second contrast compares treatment C (baseline + variety + 
fertilizer) agaInSt the mean of treatments A (baseline) and B (baseline + 
variety). The effect of fertlllzer Is partially confounded with. that of varlety-
unfortunate, since we are postulating that variety has the largest single effect 
of all the factors. From that point of view (provided again that our order Is 















(C) (0) (E) 
0 -1 +1 
+2 -1 -1 
-1 -1 -1 
+1 +1 +1 
where atleast contrasts (2) and (3) stand a chance of being meaningful If the 
effects of the last 2 factors are relatively small. 
The one-plUS and one-minus designs are even simpler and would usually 
be an earlier stage of an experimental program aimed at finding the relative 
Importance of the factors before proceeding to a stepwise trial. It Is clear, 
though, that very misleading results could be obtained. To give only one 
obvious example, more frequent weeding w1ll generally give a greater crop yield 
Improvement once fertilizer has been appUed (nutrients help weed growth as 
well as crop growth). For applications where there Is high precision (e.g., 
Industry) the one-minus Is known to be superior to the one-plus for finding 
wtth minimum efforl which of a set of variables (or any combination of 2 of 
them] Is responsible for a system crash, but this Is not the situation In 
agr1culture. 
In general It can be said that designs of this type need some luck before 
wecanget decent estimates of even main effects independently. We prefer the 
Placket! and Burman designs (described next) beea use, as In factorial designs, 
the main effects are estimated over average conditions of all the other factors. 
and use all plots. 
Plactett and BID"JDBn designs 
These are the most purely first-order designs of all the categories considered 
(Le., discarding Interactions completely). The number of plots (N) must be a 
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multiple of 4. and then (N- 1) factors can be examined for their main effects. 
The example for 8 plots Is: 
Factor 
(A) (B) (e) (D) (E) (F) (G) 
Plot 1 +1 +1 +1 -I +1 -1 -1 
Plot 2 -1 +1 +1 +1 -1 +1 -1 
Plot 3 -1 -1 +1 +1 +1 -1 +1 
Plot 4 +1 -1 -1 +1 +1 +1 -1 
Plot 5 -1 +1 -1 -1 +1 +1 +1 
Plot 6 +1 -1 +1 -1 -1 +1 +1 
Plot 7 +1 +1 -1 +1 -1 -1 +1 
Plot 8 -1 -1 -1 -1 -1 -1 -1 
This could perhaps be described as a weighing design: each factor IS applled 
at Its higher level on 4 plots. at Its lower level on another 4 plots. and the 
estimates of the main effects of each factor are mutually orthogonal-
[excellent for exploratory work In a new region). It Is not necessary to hunt 
around for as many as seven factors. either [one or more of them can be 
dummies In the above). Ifasmany as 12 plots per site can be managed. then 
up to 11 factors could be examined. 
Response-surface designs 
These deserve a briefmentlon where we are dealing with atleast 3 factors. The 
case of only 2 factors turns out to be a mere rotation of a 3 x 3 factOrial and 
as such was criticized by Yates (1967) because "for fertilizer components. and 
I suspect others. there are no grounds for reducing the range of one factor at 
the extremes of the others" and "exploration of a rectangular area of the 
response surface Is more appropriate than a circular area". Three factors call 
for at least 15 plots (a basic 2' factOrial plus 7 additional points). but allow 
examination of curvature in the response surface. and the calculation of an 
optimum for each site. They were originally developed for Industrial research. 
where error Is less and where work often proceeds sequentially. and. as such. 
have not found much favor In agricultural research. One series of more than 
100 3-factor nutrient trials In the West Indies made use of a rotatable deSign 
of this sort. but the purpose there was more one of soil calibration than of on-
farm research per se. There IS. In any case, absolutely no point In repllcatlng 
such a deSign. If as many as 30 plots were available. a single replicate of a 3' 
factorial would automatically be preferred. 
Other designs 
Within very wide limits almost any collection of treatments applied to a set of 
plots will give some Information, and there can be no real objection. where 
land Is hard to come by. to havlng (say) 3 plots per site with package treatments 
of (1) farmer's practice. (2) extension recommendation for the area. and (3) 
latest research findings. Even (1) might be dispensed with and an area of the 
farmer's own field harvested. although there are those who believe that there 
may be dangers In that. It seems to me to be hardly necessary to use the word 
"design" In such cases. Only when we can deal with a greater number of plots 
does this become meaningful, and my main contention has been that 
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statistical considerations help In making the best use of the information 
avaUable. ThIs Is obvious and yet needs to be sald again and again. I am 
reminded of dIScovering, on a visit to the Philippines a few years back, that a 
































It was impossible for me to see why this precise set of 12 treatments from the 
full 27 of the 3 x 3 x 3 factortal were used. One can, It Is true. dertve 3-polnt 
response curves to N and P at the lower and at the middle levels of the other 
two nutrients, plus a response to K at the middle levels ofN and P. But this 
is a poor return from as many as 12 plots, when either more factors could have 
been examined or at least part of the N x P Interaction evaluated. Yet this was 
arepllcated trial and genuinely off-station. The crop was a vegetable and plots 
were extremely small. One can do much better with 36 plots. or even with 24. 
Across-site considerations 
Although my main concern In this presentation has been with techniques at 
a single site. some mention should be made of the multi-site problems where 
the design Is not the same at all sites. 
A large sertes of 33 (NPK) factortals carried out In Bihar, India, In the late 
fifties Illustrates the idea. As you will be aware, the 27 treatments of such an 
expedment can be divided Into 3 sets of 9 (confounded), and the sets allocated 
to dill'erent blocks, In such a way that loss of information on the main effects 
of the factors and their first-order Interactions Is minimized. ThIs Is often done 
in the context of a single expertment, and by a slight extension the BlharI 
workers laid down many such sets, the 3 blocks helng on neighboring farms 
within the same vlllage, 
McGuire and Walker (1982) advance the possibility of having the blocks 
ofa balanced Incomplete block(b.!, b) design distributed In such a way that one 
block lies on each of a number of chosen farms. ThIs Is, of course, a speCial 
case of the above example except that the treatments would not have a 
factortal structure. 
Both these approaches suffer from the fact that one individual farmer will 
not necessarUy have a control plot. (usually meantng a plot grown according 
to farmers' practices). It Is normally thought deSirable to have such a plot 
Included at each site if only for demonstratlon purposes. However, I think this 
Is to confuse the distinction between expertmental and demonstratlon plots, 
and in any case there will be an area of the crop grown by the farmer In close 
proxlmity to a trial. More sertously, if the farmer shows an intelligent Interest 
In the reason for these large differences within such a small area, it is almost 
impossible to explain to him what the research is trying to do. ThIs Is 
particularly so In the Incomplete block case where the treatments may be 
completely different from those on a nelghbortng farmer'S plots. 
Finally, De Datta et al. (1978) came up with a different scheme, part 
expedment, part veriflcatlon, and part survey, which has the mertt that the 
loss of 1 or 2 entire sites does not have such sertous effects. Brtefly, they 
43 
propose that sites be divided Into 3 groups, the test factors being the same 
throughout the area, 
In Group I, two replications of the full 2" factOrial are laid down, together 
[possibly) with 2 or 3 extra treatments representing management packages 
outside the factOrial scheme, NormalJy N would be 2 or 3 and even that would 
lead to an experiment which could only be accommodated on a relatively large 
farm, 
In Group 11, sites are laid down to 2 replications In what the authors call 
a "mlnl-factorlal" design, consisting of all factors at farmer's level, all at the 
presumed maximum level, and then the second of these with each factor In 
turn singly dropped to the farmer's level. This Is a stmple one-minus deSign 
plus a control. 
In Group III [Which I suppose IS the survey part) a single plot Is laid down 
at presumed optimum levels ofthe test factors, other cultural practices being 
atfarmer's level. Farmer's ytelds are estimated hy sampl!ngthe farmer's own 
crop. There may be an additional plot where the experimentertrles to opttmlze 
the other cultural practices also. 
A complete investigation In an area would consist of these procedures In 
a ratio [I.e .. the number of sites per Group) something l!ke 4: 4: 12. Although 
the authors particularly recommend thIS plan for work on rice, I have 
encountered an example on faba beans In Egypt which gave very good results, 
from Groups I and 11 at least. Egypt IS one of the finest locales In that respect, 
as the country IS virtually one-dtmenslonal: I.e., there IS no topography to 
speak of, and altitude, soils (meaning quaJ!ty of allUvial deposition). and 
cl!mate, all change steadily as we proceed downstream. 
Comparison of factorial and stepwise designs 
Reference has already been made to a series of on-farm trials carried out In 
western Nigeria In 1986 and after. A maximum of only 6 plots could be 
accommodated on most of the farms, so a hybrid design was adopted, 
combining a confounded factorial and a stepwISe. The factors Investigated,ln 
a cassava+malze Intercrop, were, In presumed order of tmportance: 
1. Improved maize variety 1M): 
2. Improved fert!l!zer appJ!cation [F), and 
3. Improved cassava variety (C). 
There were 24 sites [farms) and different treatment sets were applled to the 
odd- and even-numbered sites, as follows: 
Treatments Odd sites Even sites 
M F C 
"0 0 0 xx x 
o 0 1 xx 
o 1 0 xx 
o 1 1 xx 
"I 0 0 x xx 
1 0 1 xx 
*1 1 0 xx x 
*1 1 1 x xx 
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The four stepwise treatment combinations (.) appear at every site. and 
assume the order of importance (M) (F) (e). At the same time every Pair (odd 
+ even) of sites contains 1 replicate of a 23 factorial with the 3-factor interaction 
confounded between the sites (marked withxx). There were originally 24 Sites. 
or 12 pairs. but in the event only 20 were harvested for maize. and the odds 
and evens were not equally represented in these. Also. It turned out that 
cassava variety had no effect on malze yields since maize was harvested after 
4 months and cassava after anything up to 2 years. It Is Interesting to compare 
the results of restricting maize analySIS to: 
a. The factOrial treatments only (79 plots. 1 missing). 
SE (1 effect) = /2(0.3074) = 0.12 t/ha V 40 
b. The stepwise treatments only (79 plots). 
SE (1 effect) = /2( 1.005) = 0.317 t/ha 
V 20 
Preliminary work on this indicates another pitfall of intercropping work. 
however. Both malze variety and fertilizer had highly significant effects on 
maize yield. but when the cassava was harvested. the improved malze variety 
proved to have had a depressing effect on cassava yields. Assuming the 
relative value of the two crops as 5: 1 (in weight), there was no eventual 
advantage in value from planting the improved maize. 
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Farmer-Related Variables in On-Farm Trials: 
Their Measurement and Use in Statistical 
Analysis 
H.J. W. Mutsaers 
A common dilemma facing agronomists who conduct on-farm trials is the 
degree of control they wish to exercISe over non-expertmental or concomitant 
variables. One major difference from station trials is preclsely this degree of 
control. In research station trials. all the non-treatment factors are set to a 
predetermined level. In order to obtain results which are relevant to farmers. 
they should represent "average farmers' conditions'. If this requirement is not 
met. as is often the case. then the relevance to farmers is doubtful. The 
Importance of realistic levels for non-expertmental vartables is even more 
obvious in on-farm trials. Whether these levels will be fixed or not depends on 
the type of trial one considers. which can vary from fully researcher-managed 
to fully farmer-managed. 
Researcher-managed trials 
Fully researcher-managed trials are not much different from station trials. 
except that they are conducted In farmers' fields. Experience shows that the 
need for such trials does not often arise. They may become necessary when 
the phYSical conditions in the research station are so different from those in 
farmers' fields that meaningful results can be obtained only outside the 
station. 
An example is crop response to fertilizer. In researcher-managed on-farm 
trials. the primary obj ective would be to measure the effect of nutrient levels 
under representative physical conditions. such as different soil types. Fertil-
Izer response wlll. of course. be influenced by management practices. but at 
this stage it is advisable to standardize management practices at a represen-
tative level. Otherwise the prtmary effects will be obscured and a large number 
of replicate farms will be required in determining them accurately. 
Non-expertmental factQrs in researcher-managed trials fall into two 
categories: 
1. Those which are expected to have a direct effect on the treatments. 
Examples are soli type. previous cropping. and similar factors which are 
related to the fertility status of the soil. 
2. Those which Influence the treatment effects indirectly. such as manage-
ment practices. 
The first set of factors Is used to stratify the replicates into homogeneous 
groups with each factor equaUy represented. ThIs allows the researcher to 
estimate and test interaction between such factors and treatments. The 
second set of factors Is fixed by the researcher at realistic levels. slmllar to 
average farmers' practices. The application of two or even more standardized 
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management levels is sometlmes recommended, e.g., one good and one 
average or below average. TIlls, however, greatly complicates the trial and Is 
not advisable. The effect of farmer management Is better studied later In 
farmer-managed trials with a set of treatment combinations which have been 
chosen on the basis of results from researcher-managed trials. 
Farmer-managed trials 
TrIals with a high degree offarmer Involvement are sometimes subdivided Into 
dlfferent categortes. In practice this distinction Is somewhat artificial. The 
degree of fanner Involvement can vary along a continuous scale from "farmer 
only puts In the labor" to "farmer cond ucts the entire trtal Independently". 
How much [s left to the fanners depends on the stage of the research. When 
testing new technology which Is stlll unfamiliar to the farmers, the research 
team wtIl apply or at least assist In the application of the expertmental 
treatments. Also, when several treatments are being compared, extensive 
supervls10n by the research team Is required. As the number of treatments 
narrows down, more will be left to farmers until, In the validation stage, 
farmers will carry out the (stmple) trial Independently. 
A common charactertstic of farmer-managed trials Is that the researcher 
is not Interested just In the mean treatment effects, but even more In how the 
effects are Influenced by (a) differences In physical conditions and (b) farmer-
related variables such as management practices. Some of the physical 
parameters characterizing a field may be measured before the trtal and can be 
used to obtain a stratified sample of trtal fields. ThIs is obviously the best 
solution when the differences are clear-cut, e.g., with clearly distinguishable 
soU types, differences In hydrology, differences In altitude, and so on. It allows 
straightforward assessment of the Interaction between treatments and the 
physical parameters. In many cases, however, parameters cannot be easily 
divided Into homogeneous classes because they vary on a continuous scale; 
shade Is an example. Even soU characteristics are sometimes not easily 
divided into meaningful classes. Other vartables may only emerge during the 
season, e.g., the nature and degree of weed Infestation or pest incidence. 
Assessment offarmer-related vartables is perhaps even more complicated. 
Stratification is, of course, possible for such obvious crtterta as fanners' 
gender, but most of the farmers' management practices will only become 
apparent after the trial has started. Furthennore, there Is a rtsk thatfanners' 
practices tn the trtal are different from their usual practices. In order to 
mInlmlze this effect, the researcher should supertmpose the treatments on a 
normal farmer's field In such a way that the size of the trtalls not much less 
than that of the whole field. This will only be acceptable to farmers if they have 
a favorable expectation of the trtal results. In addition, the researcher should 
exercise a mtnlmum of Interference with those management practices which 
are not part of the expertmental factors. 
In summary, In trtals with a high level of farmer Involvement, It Is advisable 
to stratify fanners' fields Into a few, clearly distinct classes based on physical 
and socioeconomic charactertstlcs, but otherwise to choose farmers ran-
domly. Farmer- or field-related vartables should be carefully measured or 
monitored while there should be as little Interference as possible with those 
practices which are not part of the treatments. 
Differences in non-treatment factors will occur not only between fields but 
also between plots withtn fields. Physical differences between plots may be In 
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shade. weediness. pest incidence. and similar factors. Also. management 
practices may vary. e.g .. farmers may not weed all the plots at the same time. 
Which variables to measure? 
The choice of variables to measure is a crucial decISion in the planning of an 
experiment. The researcher should have a clear Idea how each variable will 
be used in the analysIs. It Is quite common for many laborious plant 
measurements to be carried out which are never used. while other observa-
tions which could explain diiTerences are not recorded. In the former category 
are details on plant growth- such as height. leaf area. girth. number oftillers. 
number of grains per panicle or cob- which may be useful in controlled trials 
but are rarely so in farmer-managed trials. It IS better to spend limited 
resources and time on the collection of data that characterize the envtronment 
and farmers' practices- shade. ifappropriate. soil texture and depth ofproille. 
cropping history and weed incidence. for example. .Another pitfall IS an 
overemphasIs on the accuracy of measurement. Shade or weediness. for 
example. can be measured with sophisticated methods. but thIS will rarely be 
possible or even useful in on-farm trialS. Experience has shown that a simple 
SCOring system is often quite adequa~e for such factors. Some quantitative 
Information on soils will always be needed. but a full soil analysIS for each field 
Is very expensive. The researcher should therefore select those soil parame-
ters that are most required. and preferably that can be determined with simple 
methods. 
The researcher must also decide which variables must be measured at the 
plot level and which can be measured at field level. The former are used as 
covariatesor as regressors In theANOVA to remove "noISe" from the error term 
while the latter are used to explain differences between farmers' fields. 
An example 
I w1ll briefly deSCribe the measurement of non treatment variables and the use 
of some of them in the analysis in a simple trial in southwest Nigeria. The 
target system was the farmers' maize + cassava intercrop. and the obj ective of 
the trial was to test the effect of fertilizer. weeding regime. and maize planting 
density on maize and cassava yield. The trial was a stepwise arrangement of 
the three test variables. The treatments and mean maize yields are shown in 
Table 1. The "Improved weeding" intervention was only concerned with time-
liness of weeding. I.e., at two and five weeks after planting. 
Table 1. Treatments and mean maize yields, maize + caasava triaL Ayepe, 1988 
Maize planting Maize yield 
Fertilizer Weeding density (t/ha) 
no fertilizer fanners' farmers' 1.75 
300kg/ha fanners' fanners" 2.44 
300kg/ha Improved fanners' 2.50 
300kg/ha Improved farmers' x 1.5 2.74 
no fertilizer farmers' farmers' x 1.5 1.70 
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Based on previous experience the following non-experimental variables 
were measured. 
Field level variables 
1. SOU analysis. Standard soil analysis was carried out for each field. We 
found that the usefulness for the immediate trial interpretation was 
limited. most probably because of the fairly uniform soil conditions in the 
area. The cost of soil analysis was thus not justified. The data. however. 
were stored for possible future use and as a database on soil character-
istics in the area. 
2. TopographiCal position. ThIs Information was easlly obtained. Topogra-
phical position Is often associated with differences in soll texture and. in 
the case of low-lying fields, with hydrological conditions. 
3. Cropping history. Cropping history reflects the intensity of land use. 
Accurate information can usually be eliCited from farmers for up to six 
previous years. For use in the analysis, the recorded history can be 
translated in an intensity factor, e.g .• a percentage of cropping years over 
the total number of years for which history was recorded or. in the case 
of crops with different resource needs. the weighting of cropping years 
according to crop. 
4. Method of land preparation. The maize + cassava crop combination was 
planted directly on heaps or on the flat with heaping being done later. 
5. Planting dates. They extended over a fairly long period. It Is advisable to 
plant replicates over the same period as farmers plant their crops. 
6. Fanners' age and gender. These were noted. 
7. Fanners' origin. Whether they were indigenes of the area or immigrants 
was recorded. 
Plot level variables 
1. Shade. Differences in shade among plots were recorded. Initially a com-
plicated method was used involving counting oftrees of different types and 
sizes and deriving a tree competition factor. It turned out that simple 
scoring of shade on a scale of 0-3 was much easier and even more 
informative. However, the same person has to do the scoring in all fields. 
2. Planting density. The trial involves minimum interference with farmers' 
practices and we recorded me density and planting pattern used by 
farmers after establishment, rather than impose a fixed planting density. 
3. Plant stand at mid-season and harvest These counts, combined with 
planting density, provide information on stand losses during the growing 
season. In this trial we actually sampled each plot at 2-weekly intervals 
in order to examine the causes of stand losses. because these losses seem 
to mediate the large yield differences between farmers. Such intensive 
sampling, however. may not always be possible or required. 
4. Weediness score (0 - 3). We used fortnightly observations on weediness 
carried out at the same time as the stand loss assessment. A single-figure 
weediness score was derived by weighting each score according to time of 
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observation. The assumption was that weeds affect plants diJIerently ac-
cordlng to growth stage. 
It should be noted that only repeated scoring for weediness gives 
useful Information. and if this is not possible. it should be omitted. An 
Inventory of the weed species is also useful since it may provide an 
indication of the fertility status of the soil. 
5. Cobs/stands harvested byJarmers. We requested farmers to Inform us 
when they Intended to harvest their trials. although they invariably 
harvest a few maize cobs or cassava stands early for consumption. We 
recorded these as missing cobs or stands and corrected the plot yields 
proportionally. 
6. Yie1d. Yield sampling was done In three full rows per plot. usually 
equivalent to 30-50m' of harvested area. The same rows had been used 
for the counts and scores mentioned earlier. 
Analysis 
Analysis oJlXJJiaI1ce. In the ANOVA (Table 2) three elements are noted: 
- the usual mean squares for Sites and treatments; 
- the Interaction between treatments and mean site yield: 
- a number of measured variables (regressors) which remove "noise" from the 
residual term. 
Treatment effects. The significant treatment effect was due to a significant 
yield Increase byferUlizer and by Increased density In the presence of fertilizer. 
The tmproved weeding treatment (In the presence of fertilizer) did not Improve 
yield at all. as was already obvious from the mean yields (Table I). 






Treatments x site mean 
Weediness 
Shade 



























Interaction between treatments and mean site yie1d. It Is now common practice 
to plot treatment yields against mean site yield In what is called ·modified 
stability analysis·. This IS a useful technique for examining differences In 
treatment effects according to environment. The technique. introduced by 
Yates and Cochran (1938). was first adopted In the analysis of on-farm trials 
by Morns (1981), and later by Hildebrand (1984). 
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It Is advisable to carry out a test for significance of differences in slope 
rather than to rely only on visual inspection ofthe plots. The treatment x site 
mean tenn in the ANOVA tests whether there are any significant differences 
among the slopes. The probabllity level in this trial was 0.02. If one tests for 
interaction between site-mean and the fertilizer contrast alone (treatment 2 
versus 1 and 5). the Interaction is significant at the 1 percent level: the effect 
of fertilizer was smaller as the mean yield was lower. 
Measured variables. The measured variables. weediness. shade. and stand 
at harvest. were entered last in the analysis of Table 2. Some of the residual 
variability was explained by stand at harvest. not by differences in shade or 
weediness between plots within sites. This is probably caused by localized 
attacks by rodents. tennUes and other pests. The ANOVA carried out in this 
way Is actually a regression analysis with dummy variables for factors. using 
the generalized linear model computer package STAN (Allen and Cady 1982). 
Covariance analysis should perhaps be preferred. particularly when accurate 
estimates of the treatment effects are required (see Mutsaers and Walker 
1990). but calculations become quite complex with more than one covariate. 
Analysis of site meWlS. There were large differences in mean site yields rrable 
2) and. according to the previous analysis. they Influenced the treatment 
effects. This site mean x treatment Interaction, while It Is interesting. does not 
explain how the measured site variables Interact with treatments. Interactions 
between individual measured variables and treatments should be tested. but 
they are often not strong enough to show significance. 
The best we can do In such cases is to look at the regression of mean site 
yield on the available site variables. both those measured at the site level and 
the average site values of those measured at the plot level. Thts analYSiS Is 
important to identify causes of the large yield differences among fanners and. 
hopefully. to Identify production constraints. 
In regression analysIs It is Important to deCide on the order of inclusion of 
the explaining variables. [n our analysiS a logical order of inclusion was 
preferred to the mechanical decision procedures commonly applied In compu-
terized regression. The order of inclusion was as follows:-
I. Physical factors beyond the fanners' immediate control (e.g .• soil fertility. 
shade). 
2. PhySical factors controlled by fanners (e.g .. weediness). 
3. Non-physical factors (e.g .. sex. age. origin). 
4. Composite factors. I.e .. factors which are the sum total of a number of 
unidentified causes. 
Table 3 shows the analysis of mean maize yields using several measured 
variables. arranged In the way discussed above. For those measured at the 
plot-level. mean site values were used. The analysis shows that maize yield 
was significantly affected by shade and weediness. Also.lmmlgrant aliens on 
average obtained higher maize yields than local fanners, due to factors over 
and above shade and weediness. MtertaklngthesevariablesintoacCQunt. an 
important part of the variation in yields still remains unexplained. The hlghly 
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Collecting Meaningful Data on Labor Use and 
Farm Size for Economic Analysis Associated 
with On-farm Trials in sub-Saharan Mrica 
Dtmstan s.c. Spencer 
On·fann research alms at examining the effects of physical. biolOgical. and 
socioeconomic factors on the perfonnance of dilferentfannlngsystems as well 
as testing the acceptability or adoptability of new technology by fanners. 
Gomez (1977) distinguished these aims as technology development and 
teclmology adoption research. Researcher·managed on-fann trials play a 
more sJgnJficant role in teclmology development research. while in the case of 
teclmology adoption research, fanner-managed trials become more impor-
tant. 
Inland-abundant economies. such as those found in most of sub-Saharan 
Africa. labor is the most Important input in fanning systems and the key to 
development of its agricultural economies (Mellor and Johnson 1984). An 
accurate estimation of labor productivity is. therefore. vital in the economic 
assessment of existing technologies as well as the adoption of new technolo-
gies in sub-Saharan Afrtca. In order to make such estimates one needs 
accurate measures offarm size. the actual labor input (e.g .• man-hours/ha). 
as well as accurate estimates of crop yields. 
Much of the literature on the deSign of on-farm expertments is dominated 
by agronomic features relevant to the estimation and measurement of yteld. 
Most expertments are conducted on small plots. the data from which are 
extrapolated to the per hectare basis. Little attention is paid to the accurate 
estimates of fanners' labor use and farm sizes. 
Ifwe could accurately estimate labor use/ha for small expertmental plots 
(usually less than 100m2). we could theoretically obtain all the tnfonnatlon 
necessary for the calculation ofthe economic profitability of a new technology. 
However. there are many dilflculties involved in using small plots for estlma-
tlon oflabor use at the fannlevel. This paper discusses the need for estimating 
labor data from a range of plot sizes. and the accuracy of dilferent methods of 
estimating fann/plot size in sub-Saharan Africa. 
Measuring the labor Input 
The literature provides very few guidelines on the acceptable plot Size for 
measuring resource inputs such as labor. Gomez (1977), for example. only 
stated that prellm!nary work at International IDce Research Institute (IRRI), 
in the Pb.!lippines. had indicated that labor input should be estimated from 
plots that are about 800 to 1.000 m2 • This is much larger than the normal plot 
Size of20 to 60m2 used for measuring agronomic data. Zandstra et aI. (I981) 
state that 'cropping patterns are tested in large plots. I,DOOm2 ifposslble. to 
allow for measurements of labor and ttme requtred". Hildebrand and Poey 
(1985) state that in order to evaluate changes in labor requirements it is 
usually necessary in on-farm trials to have larger plots than are required for 
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strictly agronomic evaluation. although the plots need not be of the full field 
size. 
We expect that labor use per unit area (e.g .. man-hours/hal will vary 
depending on the cropping pattern. the soil conditions. the operation being 
performed. and so on. These are factors whlch depend on the farmer and his 
management practices. and can be controlled to a certain degree In on-farm 
expeIiments which compare the farmer's existing practices with new technol-
ogy. However. Inmeasurlnglaborlnputs In on-farm trials. two otherphenom-
ena operate which are not often taken Into consideration. These are the effects 
of memory bias and the economics of size In farm operations. 
Where labor Input is not obtained directly from farm records. labor use In 
a given operation can only be obtained by interviewing the farmer. We rely 
solely on his recall of what the amount of labor had been. The accuracy of 
recall Is thus an Important factor In data collection. 
Recall largely depends on the time lapse (known as the reference period). 
and the characteristics of the aCtivity In question. Generally. as the length of 
the reference period Increases. recall becomes more blurred [Zarkovich 1964J. 
However. thts depends on whether the data are of a single point. are 
continuous. are registered or non-registered (Upton and Moore 1972J. Table 
1. from Norman and Jones (1977). presents a classification of data for 
economic analysiS according to the concept developed by Upton and Moore. 
Table 1. Classification of data for economic analysis of a cropping system 
Inputs Products 








a. Cash crop sales Sale of food 
b. Hazvest of crops 
major food and 
cash crops 
hatvested 
at one point In 
time 
a. FamJly Hazvest of minor a. Hazvest of 
crops that 
occur In small 
amounts over 
a long period 
of time 









Note: Thisbreakdown Is based ona conceptdevelopedbyUpton and Moore (l972). 
Source: Norman and Jones 1977. Table 1. 
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The continu um. ranging from single point to continuous data. dlscrtmlnates 
among activities accordtng to how often they are repeated. The continuum. 
rangtng from registered to non-registered. refers to the extent to which 
clrcumstances Influence the respondent's ability to remember the time spent 
on an act!v!ty. Non-registered continuous data. such as family labor use. are 
subject to signlflcant memory lapses over short recall periods and. therefore. 
need to be collected through frequent visits and surveys. 
There ts st!11 much controversy and very little emplr!cal evidence to help 
one arrive at the maxlmum recall compatible with accurate labor-use data 
collection tn sub-Saharan Mr!ca. In an analysts of the comprehensive rural 
consumption expenditure survey. conducted tn Sierra Leone tn 1974/75. 
Lyncb [1980) showed that there was no advantage In using two tntervlews a 
month. tnstead of one. for estimating household expenditure. ThIs. she 
claimed. resulted from the telescoping of data and the condltiontng of 
respondents. Frequent vtstts also seemed to affect the recall due to the 
likelihood of respondent fatigue. Lynchfound that there were slgniftcant recall 
lapses between one, two, three. and four day recalls used as reference periods 
during each interview. Expenditure estimates from the first day of recall were 
statistically different from. and conststently higher than. the figures given for 
the other three days. 
Coleman [1983) also found evidence of slgnlflcant recall bias In labor-use 
data collected tn a survey of 129 farm households tn Benue State tn Nigeria 
during 1979/80. The data tndlcated that the mean number of hours of 
agricultural work for one day of recall was slgnlflcantly lower than the means 
for two to seven days of recall. In this tnstance. the direction of the recall bias 
was tn the opposite direction, and there seems to be no logical reason why 
farmers should conststently overestimate labor tnputs for days farther re-
moved from the activity. 
If we accept that for tnputs such as labor. which are continuous and 
unregistered. there is a s!gn!ficant lapse tn recall. the question that arises for 
the design of on-farm trials Is how often to tntervlew farmers In farmer-
managed trIals to accurately measure the use oflabor for a particular act!v!ty. 
If It were POSSible to fix a particular event tn the farmer's memory. I.e .. convert 
the unregistered to regIStered data. what Is the maxlmum reference period 
pOSSible? I conducted a small experiment tn 1987 In an attempt to unravel 
some of these iSsues. 
The experiment was an attempt to address the question of the mtn!rnum 
plot size and tntervlew frequency that are necessary to collect labor-use data 
In on-farm trials. The design was a modified 5 x 5 Graeco Latin Square. with 
five plot sizes [350. 650. 950. and I.25Om2 and five recall periods (1. 3. 7. 14. 
and 28 days). Twenty-five farmers were tntervlewed tn the Ohosu area of 
Bendel State and 25 tn the Ayepe area of Oyo State. Nigeria. Enumerators 
explatned the study to each collaborating farmer. stresstng that we only 
wanted to observe them at work on their farms on a particular day. On the 
agreed day. the enumerator went with the farmer to hiS farm and marked out 
and pegged a pair of adjacent plots of the same size ustng patnted pegs. Each 
enumeratorrecorded the labor operation. cropptng system and hours of work 
of the farmer. hiS family and/or hired laborers. ustng a stop-watch. It is 
Important to note at this stage that by visiting the farm only once. peggtng out 
the plot and observtng the farmer at work. we were In fact flxlng the day and 
the event In the farmer's memory. However. we did not tell the farmer at that 
stage that we would be returntng later for another interview. 
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Depending on the days of recall that each farmer had been assigned. the 
enumerator went back and Interviewed the farmer to determine the amount 
of labor and the operations that were performed on the day of the measure-
ment. The results from analysis of variance showed that there was no 
statistically significant difference between measured figures and recalled 
figures from one to 28 days of recall. Our preliminary conclusion was that If 
we can fix an operation In the memory of cooperating farmers. we can use up 
to monthly Interviews without any Significant drop In accuracy of recall. 
However. this conclusion was only tentative and has to be treated with extreme 
caution. Since we lumped all operations together In this analysis. It Is possible 
that the variabilliy In labor use between operations performed In different 
farms might have affected the variation In accuracy of recall. thus rendering 
the differences non-significant. We may need to exarntne the effect oflonger 
recall periods as well. It Is hoped that the experiment can be repeated. 
Even If we can use long periods of recall. what plot SIzes should we use for 
accurate labor data esttmation? The experiment reporled above showed that 
the accuracy of memory recall was the same for small as well as large plots. 
lfthere were no economies of size In labor-use/ha. as shown In figure lAo then 
we could use the smallest plot size possible and still expect to collect accurate 
data. However. we know that there are economies of size In labor-use/ha. and 
that the dtstrlbution Is more like those shown In figure lB. Plot sizes X and Y 
would give the mtntmum and maximum labor-use/ha. Shifts along the curve 
from X to Y would be due to the effect of economies of size. 
The effect of technological change would be to shift the labor /ha curve 
(e.g .• from a to bl. lfthe new technology Is size-neutral. I.e .. Iflt does not affect 
the slope of the curve. both the small plot size Y and the large plot X could be 
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Fleure 1. Effect of technological change on labor use without [bJ and with (cl 
economies of .Ize 
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technology. However. if the effect of the technology is not size-neutral and 
results in a new curve c. the relative effect of the technology measured by plot 
sizes X and Y would be dlfferent. In the latter case it would be much better 
to estimate the total dlstrtbution, i.e., to let fanners try the new technology over 
a range of plot sizes. 
Collinson (1972) provides evidence of the effect of the size of plot and the 
rate of work which he called the scale effect. Table 2 contains data from the 
Niamey village studies ofInternational Crops Research Institute for the Semi-
ArId Tropics (ICRISA11', confirming that there Is substantial size effect In 
labor-use/ha. The implication of this for the design of on-farm trials Is that 
we could use small plots to conduct agronomic trtals but in farmer-managed 
trtals we need to use a range of plot sizes partlcularIyto measure the labor use / 
ha associated with the new technology. ThIs, of course, would not be 
necessary under farmers' conditions where the new technology Is not expected 
to change the slope of the labor-use/ha curve. 
Table 2. Average labor u.oe by crop size cia .. for planting millet In mlllet + 
cowpea Intercropplng sYstem In Niger Republic, 1982 and 1983 crop 
_IOns 








Source: Field survey 

















If the plots that farmers are to use In fanner-managed on-farm trials are 
marked out for them before the trials are planted, and a range of plot sizes Is 
used, It would not be necessary to estimate plot sizes. However, if plot sizes 
are not marked out beforehand, either because farmers are allowed to plant 
whole fields with the new experiment, (a preferred approach), or because It was 
not possible to mark out the fields before the start of an experiment, then the 
actual plot or field sizes need to be measured. 
Plot sizes can be obtained by asking knowledgeable individuals such as 
extension officers to make sight estimates, by asking fanners to report their 
fann or plot size, either In standard units of measures such as hectares, or In 
1. The estimated equation for man-hours per hectare (Y) In sowing millet In 
mUlet+cowpea Intercropplng system was Y • 2.95 x -0.32 (r = 0.36, t • 2.96 
significant at 0.005), where X = field size In hectares. 
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their local units of measure. e.g.. fgbas. or the fields could be actually 
measured uSing tape and compass or similar methods. 
Sight estlmation. even by knowledgeable people. is notortously Inaccurate 
and can be discounted for all purposes. In a recent collaborative study 
undertaken by The World Bank. FAO. and UNICEF In 1987 In the Republic of 
Benin. CentralMrtcanRepublic. Kenya. NIger. and Zimbabwe. (Murphy 1988) 
a random sample of 100 cereal plots were selected In each participating area 
and the total harvest was estlmated for each plot through three Independent 
methods. namely; 
a. total production was actually weighed at harvest tlme; 
b. the crop cutting method was used to estlmate production. and 
c. farmers were asked to give thetr estlmate of total production In their 
traditional units. 
Estimates were obtalned about one month before harvest and agaln 
shortly after harvest. The results showed that whlle farmer-estimates oftotal 
production before and after harvest were quite close to the actual output 
estimated by the harvesting of the total crop. their estlmates of planted area 
were too systematically overestlmated to be usable. Estimates based on the 
crop cutting method gave a systematic overestlmation ranging from 15 to 40 
percent with a30 percent average. It is not clear why farmers should have been 
able to make such accurate estlmates ofthetr production and to have been 
unable to estlmate the area planted. 
The World Bank study provtdes yet another piece of supportlng evtdence 
of the Inaccuracy of farmers' reported estimates of crop area when given In 
European units of measurement. Even where local standard units of measure-
ment are used. the evtdence Is that the conversion of farmers' reported 
estimates to hectares leads to unacceptable levels of error. Much evtdence for 
this exists In the literature. (See Kearl et al. 1976). More recent evtdence has 
shown that standard conversion measures using farmers' units such as 
number of igbas/ha (Smith and Makinde 1989) or number of yam heaps/ha 
(Nweke et al. 1988). alllead to unacceptable estlmatesoffarm size. Until better 
methods are developed. It is clear that the more expensive direct measurement 
methods using tape and compass, measuring wheels. triangulation, or aerial 
photography are the only options we have for measuring farmers' fields In 
Mrica. However, the need to do field measurements every year, because crop 
boundaries continually change. makes land measurement an expensive activ-
Ity. We need to continue to search for less expensive methods of dtrect 
measurement that would provtde acceptable estimates. For now, however, 
there seems to be little alternative to the compass and tape method, 
Conclusion 
1. Where on-farm trials are aimed at collecting data on the physical, climatic, 
or biological conditions that determine the performance of particular tech-
nologlcallnnovations (e .g., variety x environment Interactions), small plots 
could be used. In such agronomlcal trials we would collect all the data on 
the envtronment as well as the phYSical performance of the crop or system. 
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2. Where we need input/output data on the adoption potential of new 
technologies under fa=ers conditions, we should go to fanner-managed 
trials In which a range of plot sizes Is ut!l!zed to collect the necessary Input/ 
output data, particularly on labor use. 
3. lfby our actions we are able to get the [armerto fix an operation In his/her 
memory, e.g .. by marking out plots and requesting fa=ers to remember 
the time they engage In particular activities, it is possible to use long recall 
periods for data collection. 
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Measuring and Evaluating Pests of 
Millet in Semiarid Niger 
JOM Mcintire. Gemechu Degefa and E. W. Richardson 
In the llsts of ills that affiict AfrIcan fanning. pests are always mentioned. 
Pests typically Include plant diseases. weeds, and Insects. Mention of pests 
never falls to urge immediate action to reduce their Impact and thereby to 
Improve productMty and farmers' well-being. 
Discussion of pests Is often held without proof that they cause serious 
harm to farmers. Serious harm Is, for the purpose of this paper, defined as 
an economic loss greater than the costs of control. One standard reference 
(Kowal and Kassam 1978) discusses pests In fourlmportantfood crops [maize, 
millet, sorghum, rice), without citing a farm study In which serious harm 
occurred. A review article [Delassus 1977) admits that "the real effects of 
diseases on crop performance [are] often not known". Delassus' bibliography 
of 136 citations has fewer than 10 on the yield Impacts of bacteria, fungi, or 
nematodes. 
Mention ofpests Is also often made without any Indication of how they can 
be measured onAfricanfarms. Deflnlng how they can be measured Is not easy, 
but a desirable measurement would satisfy at least the usual statistical 
properties- unblasedness, repeatability, minimum variance for a given cost. 
The standard FAO handbook, In discussing sample sizes and sampling 
methods, concentrates largely on evidence from small grains In temperate 
countries [see the chapter by Richardson In Chlarappa 1981). 
Thlspaperpresents evidence about pests of millet (pennfsetuTnamericanwn) 
In the semiarid tropiCS of Niger, collected In the 1982-1985 cropping seasons. 
It uses the evldencl! to estimate the probability of serious harm occurring, and 
to suggest on-farm measurement techniques. The pests studied are the 
fungus downy mildew (Sc/erosporagramf.nlc%J, ear-head caterpillar (Raghuva 
alblpuncteUa), Strlga (Strlga hennonthlca), stemborers (Actgona igne.fijsalfs), 
and "chibras' [Hausa) millet, a wild relatiVe of the cultiVated plant. 
Questions 
1. What was the average pest inCidence? 
2. What was the Impact of treatment, village, year on average Incidence? If 
treatment affects incidence, then research and extension programs must 
consider that Interaction. If village and year affect incidence, then the 
duration and location of surveys might need to be modified. 
3. What were the costs of measuring incidence? 
4. What are the best sample slzes for each pest? This question can be 
answered by examlnlngthe distributions with respect to an economic loss 
level of zero. The economic loss level Is that at which the value oflosses 
Is greater than the costs of control, assuming that the costs of control are 
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not affected by Incidence. If the economic loss level IS zero- that Is. If the 
pest should always be ellminated- then the optimal sample size would be 
much smaller because the probab!l!ty of Incurring It IS greater. ThIS 
question IS relevant both for extension and field work. 
5. If there is a positive economIC loss level. what are optimal sample sizes? If 
the economic loss is high. then the probability of Incurring it IS smaller. and 
a larger sample size IS required to identi1)r It. If the sample size IS large. then 
the cost of pest surveys might not J usti1)r them. This question Is relevant 
both for extension and field work. 
Materials and methods 
It Is necessary to consider three biases whICh typically occur In this work: 
sampling. excluded variable. and treatment. Sampling bias can happen In 
choosing the wrong sample size or In selectively choosing an unrepresentative 
sample. Lackoffleld data about pests makes It difficult to choose sample sizes 
effICiently because little is known about the underlying dlStrtbutions. so 
sample sizes might be too small to capture extreme events. An example of 
selectivity bias IS measuring a variable and yields at a "hot spot'. and then 
correlating the two. 
Excluded variable bias Is latent to correlation analysIS. If the pest variable 
measured IS correlated with other Variables. the estimate of the pest's Impact 
Is biased. 
A typical station approach IS to treat samples and to test for a treatment 
effect on yields as a means of screening for reSistance. lbls method IS 
unrepresentative of field attack levels . and cannot even serve to estimate 
representative station incidence because It uses treatments. 
In the work reported here. we measured a comprehensive set of variables 
affecting millet production on randomly selected farms. With respect to the 
subset of pest vartables. the choice of farms In a random sample e1lmtnated. 
In prtnCiple. selectMty bias. The use of untreated plots meant that measured 
attacks represented field conditions and avoided treatment bias. Using 
multiple regression should. to prtnclple. reduce excluded variable bias. 
Data collection sites and methods 
The data were collected on farms In four villages to western Niger from 1982 
through 1985 (Mclntire and Fussell 1989). All field operations were carrted 
out by farmers on plots of their own chOice. ICRISAT staff designed the 
protocols and took all technical observatiOns. but the expertments were 
otherwise completely farmer-managed. Dates of crop operations. labor use. 
and soU type were all characteristic of the areas studied. 
~perimental design 
In 1982 and In 1983. the experiment was a randomized complete block with 
four treatments (Table 1). Treatment 1 Is the local cultlvar of mUlet. without 
chemlcal fertilizers and with a density of about 5000 pockets/ha. Treatment 
2lsthelocalcultlvar. with 3OkgN/ha as urea (46-D-0). and 18kgP10 assing1e 
superphosphate (0-18-0) . and a density of about 10,000 pockets. fuatment 
3iS the same as treatment 2. except that an Introduced mlliet cultlvar replaces 
the local variety. Treatment 4 Is the same as treatment 3. but with cowpea 
Intercropped between every second row of mUiet. 
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In 1984 and 1985, the experlment was a randomized Incomplete block 
with seven treatments (Table I), Only the local cultivar was used. The control 
treatment (Tl) used 30kg ofN/ha as urea, so there was no control, as in 1982 
and In 1983. Treatments 2 through 7 are combinations ofPtype (single super-
phosphate [SSP) or partially accidulated phosphate rock )PAPRJ) and level (12 
or 24 or 36 kg/hal. 
Table 1. Experimental treatments 




































none SSP' SSP SSP 
none SSP SSP SSP 
none SSP/PAPR SSP/PAPR SSP/PAPR 














Recommended millet density, thousand pockets/ha 
1982 local 10,000 
1983 local 10,000 
1984 local local 
1985 local local 
Recommended Intercrop 
1982 none none 
1983 none none 
1984 none none 

























Notes: 'SSP = single super-phosphate; PAPR = partially acidulated phosphate rock. 
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Yield plot observations 
Grain and straw yield were measured in late August and early September of 
each year. In 1982 and in 1983, three yield plots were 30m2 in 1982 (18 
percent of the treatment) and 50m' in 1983 (15 percent of the treatment). In 
1984 and in 1985, the entire plot of 250m' was harvested. 
Pest observations 
We scored each pocket for "chibras" on a 0 to 4 scale: I, one millet plant was 
chibras: 2, two millet plants were chibras: 3, three plants were chibras: 4, all 
plants were chibras. The variable in the analysis' is the average score per 
pocket tn the three yield plots, multiplied by 100. 
We scored each pocketfor downy mildew on a 0 to 4 scale: I, only axillary 
tillers tnfected: 2, less than 50 percent of main tillers infected: 3, between 50 
and 99 percent ofmatn tillers tnfected: 4, all tillers tnfected. The variable used 
In the analysis was the average score per pocket, multiplied by 100. 
In 1982, we scored the lkg threshing sample from each treatment for 
Raghuva damage on a 0 to 10 scale. After 1982, 10 ears from each 2kg 
threshing sample were chosen at random and scored with the same scale. In 
1982, the variable for analysis was the total score, divided by the number of 
ears scored, multiplied by 100. In 1983, the variable was the total score as 
only 10 ears were scored. In 1984 and 1985. an average of 48 ears was scored 
per treatment. 
To estimate stemborer tncidence, a random sample of stalks was drawn 
from one of the three yield plots tn each treatment. Field assistants split the 
stalks and counted total Internodes, bored tnternodes, and larvae. The 
variable used was the number of bored tnternodes divided by the total number 
of Internodes, multiplied by 100.' 
We scored each pocket as I, (Striga present) or 0, (Striga absent). The 
Variable used In the analysis was the total score In the three yield plots divided 
by the number of pockets, multiplied by 100. We did not measure Striga 
intensity nor did we weight pockets by degree of attack as was done with the 
downy mildew and chibras scores. 
Results 
Crop conditions 
Rainfall was generally below the expected annual amount from1982 through 
1985. Table 2 shows the expected ratnfall and actual ratnfall as a percentage 
of expected rainfall. 
Crop yields were poor tn all years. In 1984, which was exceptionally 
dry, the trials failed completely tn Sadeize Kolra and Samarl. and did badly 
In Gobery and Fabldjl. 
1. Chlbras and mildew can be measured by counting the numbers of pockets 
atiacked (a measure of incidence and by scoring pockets by the degree of atiack 
(a measure of IntenSity). The association between incidence and Intensity of those 
variables has not yet been analyzed. 
2. Analysis of the larvae counts Is incomplete. 
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Table 2. R.laf.U pattenuo olalla 
Sadelze 
Kolra Sarnart Gobery Fabldjl 
Expected annual 
rainfall. mm 500 500 600 600 
Actual ralnfall as 
percentage of expected 
rainfall 
1982 48 44 90 81 
1983 81 67 66 72 
1984 43 30 71 68 
1985 47 70 71 70 
1986 81 74 92 101 
Incidence 
Incidence was low except forchibras and stemborers (Table 3). Most obseIVa-
tions on downy mildew and Raghuva were zero. The probability of a village/ 
year combination with 10 percent incidence was 2 In 12 for downy mildew. 
3 in 12 for Strlga. and 2 in 12 for Raghuva. The distributions were highly 
skewed. Incidence was hJgher and less skewed for chibras and stemborers. 
ProbabUities of a village/year combination with 10 percent of Its sample units 
attacked were 8 in 11 for chibras and 3 in 8 for stemborers. 
Treatment effects on incidence 
Estimating determinants of InCidence ts made difficult by vartability in 
incidence and by changes in experimental design. High vartability sometimes 
made statistical analysis unnecessary; in those Instances. the data were 
plotted. A constant experimental design was not used. so It was impossible to 
pool the data to estimate year and village effectS.3 
The data for chlbras. Raghuva. and stemborer were into qutnWes. and a 
multinomial loglt procedure was used to estimate determinants of qulntlle 
membership. Because of differences In data across villages and years, the 
estimates were made by year (Table 4). Therewere signillcant culUvar (P<O.05) 
effects on chlbras and Raghuva in 1982, but none In 1983. There were 
s!gnlflcant village effects In all years (P<O.05), especially for Rag/wva and 
stemborer. There was one signIficant fertilizer effect. While year effects could 
not be estimated statistically. year, via total rainfall. clearly had an effect. 
The costs of measurement 
The costs of pest measurement were labor, matertals, and vehicle operation 
(Table 5). One drtver. two field asststants, and one graduate technician 
3. The design differed among years in response to lnfonnaUon gained in pcevtou. 
experiments 
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Table 3. Diatrihutlons of yield 10 •• variable •• 1982·1985 
1!J82 1983 I_ 1985 
Sade l7.t: Sadieule Sadelze 
Kolra Cobery Kolra Sama ... Gobery FabktJI Cabery FabidJI Kolra Sam .... Cabery FabldJl 
Chibras score per pock~t 
Valid observatlon.s 99 106 I~ 95 103 90 109 87 92 64 no 2. 
n ofva1~ <=1.0 • 2 • • 2 I I 0 2 0 na 0 mean 36- :lS- 11- "... ,.... 10- 25- ao- 92- 55 no 2. 
standard deViallon 27.3 30.8 10.5 6.' 5.2 7.8 18.9 24.8 79.8 25.1 no 27.6 
lIIedlan 34 30 8 8 7 7 20 22 84 54 na 8 
Downy mildew score per pocket 
valid obslervatlons 99 106 I~ 95 103 90 109 87 9. 64 40 48 
n of values <_ l.0 97 53 7. 81 7 2. 22 44 95 0 0 3 
mean 2- 3- 0- 0- 3- 3- r- J- 0 0 10 12 
sland .. nl dev\aUon 14.1 7.9 0.4 0.3 2.0 3.3 7.7 4.3 0 0 5.0 II 
med ian I I 0 0 2 2 5. 2 0 0 10 9 
en Raghuva score per head 
CJ1 valid observation:'! 99 106 I~ 95 103 90 109 B6 96 84 40 48 
n orvnh~<·I .O 60 10 32 52 60 6 20 20 84 63 34 17 
Inlean 3- Ir- 3- I- I- S- 4- 3- 1- a- I- I.,.. 
standard deviation 4.5 12.3 3.2 0.1 0.9 3.7 2.. 1.7 1.4 0.3 2.3 14.3 
median 0 14 1 0 0 5 3 3 0 0 0 3 
Slemborers score per stalk 
Valid observations 99 106 1~ 96 103 90 108 87 na no na na 
n of values <.- 1.0 0 1 0 0 0 I I 0 no no no na 
mean 23- 21- 13- 12- 25- 23- ..- 1B- na na na ". standard deV1aUon 11.7 9.7 4.2 5.8 8.8 11 .3 16.7 4.5 no no no na 
lnel'tla n 22 21 13 12 25 21 25 17 na na no no 
Slriga score per pocket 
valid ob~rvaUons 99 108 I~ 95 103 90 109 87 96 64 40 48 
n ofvaJues < .. l.0 83 97 72 " 81 37 101 72 0 28 38 20 mean 1- 1-· 0- 10- 0- Ia- 0.3- a- I II 00- 4-· 
s1.an(laro deviaUon 2.9 2.8 5.1 2.0 9.6 1&.2 1.1 1.9 a 10.3 0.5 9.8 
median a a 0 0 0 3 0 0 a 15 0 2. 
Note.: na means nol available ••• Indicates the skewneM~ slgnl.f1cant at P< 0 .01 
Table 4. Determinants of Ine\dence 
Maximum likelihood parameter estimates 
Source OF Chi Sq OF ChlSq DF ChlSq 
1982 
Intercept 4 23.09· .. • 2 7.56·· 3 33.86··· 
VUlage 4 4.06 2 24.26· .... 3 0.45 
CulUvar 4 10.21" 2 7.78"· 3 2.07 
Fertilizer 4 2.31 2 3.94 3 0.27 
Likelihood raUo 8 25.92··· 4 9.65" 6 9 .89 
}983 
Intercept 2 94.75"·· 2 19.79'" 4 44. 13"· 
VUlage 6 10.38 6 91.07··· 12 105.20'" 
CulUvar 2 3.40 2 2.07 4 4.75 
Fertilizer 2 2.36 2 6.61"· 4 4.73 
Likelihood raUo 12 8 .74 16 6.49 24 8.76 
1984 
Intercept 4 64.02"" 2 75.39'" 3 14.30'" 
VlIlage 4 4.38 2 6.14"· 3 8.27" 
Quanllq. of P 12 15.09 6 12.97" 9 11.65 
Type ofP 2 0.13 3 1.38 
Likelihood ratio 12 7.08 16 11.45 24 16.20 
1985 
Intercept 4 3.31 2 45.67"·· 
VUlage 8 32.20··· 6 31.51"·· 
Quantlq. of P 12 18.68' 6 5.87 
Type ofP 2 1.90 
Likelihood raUo 24 21.83 40 25.17 
provided field labor. for which they received their normal salaries plus 
overtime in view of the speed with which the work had to be done. Interna-
tional and local professional time were also counted. Matertalcosts were such 
things as bags. knives. scales. and paper. VfOhicle costswerethevartable costs 
of a four-wheel drtve vehicle. Capital costs such as houses. vehicles. and 
computers were excluded because they were fixed costs unaffected by the pest 
survey. 
Additional labor costs had to be calculated for stemborer and Raghuva. 
For stem borer. on the assumption that 20 stalks were scored per treatment. 
the time to split and count 20 stalks was 2 hours. An enumerator could score 
four treatments In a day. and a sample of 30 farmers and four treatments per 
farmer would take 30 days. Assuming 22 days per month at $200 per month 
of enumerator cost. the Incremental cost to count stemborer In addition to the 
costs of harvesting the yield plots was approximately $275. 
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Note: In 1983. $1 was roughly equal to 350 CFA francs 
For Raghuua.. approximately 200 heads could be scored in a day. An 
enumerator could score 20 treatments In a day. I.e .. 20 treatments of 10 heads 
each. A sample of30 farmers and 4 treatments per farrnerwould take 6 days. 
AssUming 22 days per month at $200 per month of enumerator cost means 
that the Incremental cost to count Raghuva In addition to the costs of 
harvesting the yield plot was approximately $55. 
It took roughly five days to harvest the yield plots In a village. With 25 
households per village. and four treatments per household. this gives five 
treatments per man/day. At that rate. the total variable cost of a sample of 
100 plots. each 100m'. was the sum of the Items In the last row of Table 6. 
It was about $2050 In 1983 dollars. WhUe that figure did not Include costs to 
enter. clean. and analyze data . tt does show that sampling costs alone were 
small. 
Yield Impacts of the pests 
Yield tropacts were esttmated with regression analysis (Mcintire 1989). The 
strongest results from the 1982 and 1983 estimations are summarized In 
Table 7 . The values given In Table 7 are the marginal yield tropacts (In kg of 
millet graln/ha) of a 1 unit change In the pest vartable. Most of the esttmated 
pest coeffictents were not statistlcally different from zero.' 
Economlc impact was calculated for each plot. ThIs was done by 
multiplying each plot's observed score on a variable by the regression 
4. The regression analysis showed no Significant coefficients for downy mildew. It 
also showed no significant Interactions between any pest variables and added 
fert1llty. or Introduced cultivars. 
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coefficient for the specified year and village. The product Is the plot -specific 
yield effect of the variable. If the coefficient was not Significantly different from 
zero. then the economic Impact was set to zero. The plot-specific yield effect 
was multlplled by the 1983 millet grain price to give a plot -specific economic 
loss.5 
Table 6. Sample units measured In 1983 
Chlbras. Striga.. Raghuva Stemborer 
and downy mildew Incremental) 
Sample units measured 
Number offanns 107 107 107 
Number of plols 428 428 428 
Number of yield plols 1.284 1.284 428 
Area. hectares 6.42 6.42 2.14 
Heads na 4.280 na 
Stalks na na 8.560 
Time to measure. days 
Specified area 21 na na 
Specified heads na 21 na 
Specified stalks na na 107 
Summary oj vartabre costs 
Variable cost/working day $469 $9 $9 
Total variable costs $10,042 $197 $985 
Variable cost/yield plot $8 $0 $2 
Variable cost/hectare $1,564 $31 $460 
Total Variable cost/hectare $2,055 
Note: In 1983, $1 was roughly equal to 350 CF A francs. 
Frequency distributions of the plot-specific economic losses were pro-
duced (Flgs.l and 2). The dIStributions oflosses were positively skewed. with 
many zeroes. Roughly 60 percent of the dIStribution had no loss, another 35 
percentlost between 0 and 15.000 CFA francs/ha, and the last 5 percentlost 
between 15,000 and 60,000 francs/ha. Chibras accounted for the greatest 
share oflosses. 
Sampling strategies 
A sampling strategy is often designed to detect differences between samples 
so as to make inferences about populations. An efficlent strategy usually 
depends on four things: the Inherent variability in the population sampled: 
the size of the difference to be detected: the confidence level at which 
Inferences are to be made: and the cost of sampling. 
5. Losses attributed to strawyleld effects are Ignored. 
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NDte: No slgntllcant estimates were obtained for downy mildew. Otherwtse. blanks 
indicate no estimate signtllcant from zero (p<O.05, 
The design of a sampling strategy for these pests has a sllghtIy dlfferent 
purpose. It is to find a sample size which is efficient In that It maxln1lzes the 
probability offindlng a target value for given sampling costs. Here we estimate 
the probability of observing a mean Incidence at a specified sample size. This 
is done by: 
a. defining a target value for each pest; 
b. simulating the distributions of the pests for dlfferent sample sizes; 
c. plotting the distributions; and 
d. calculating the costs of each sample size. 
Target values 
The target value Is usually defined by the cost of control (Walters et al. 1986,. 
Because the costs of control are unknown, arbitrary targets were chosen 
between 1 and 20 percent Incidence. 
Simulating dUTerent sample sizes 
A simulation technique (Walters et al. 1986) generated frequency distribu-
tions of the pest Indicators. Ftrst, we pooled all valid observations of the five 
Variables across the four years and four villages, Then we drew 300 repeated 
random samples of specified slzes- 20, 3D, SO, and 100- for each Variable 
from the pooled data.· In sum, there were five vartables, four sample sizes, 
6. The indices were all standardized on a one acre (100m., basis. One acre Is easy 
to markln the field, corresponds toa 1 x 1 crop spacing. and slmplilles conversion 
to percentages and to hectare eqUivalents. 
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and 300 samples of each variable/size combination, making 6,000 simulated 
samples. 
For each group of 300 samples. we calculated the mean, the standard 
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Figure3. Chlbraameana Meoo cl'libr06 leors 
generated 20 means. 20 standard deviations. and 20 histograms. The 20 
histograms were reduced to five by plotttng the dIStributions of the four sample 
sizes for a given variable on one page. 
Plotting the simulated distributions 
Figures 3-7 illustrate the dIStributions of each pest by sample size. What IS 
of Interest to sampling strategists is the probability of detecting a larger mean 
for a larger sample size. ThIs would appear as a rightward shift of the 
dIStribution with a larger sample. Such a rightward shift IS seen In the mildew 
(Fig. 4) and Striga (Fig. 7) dIStributions. but not In the chibras (Fig. 3) or 
stemborer (Fig. 6) distributions. and perhaps In the Raghuva distributions 
(Fig. 5). 
The sampling effects In the simulated mildew and Strigadistrlbutions are 
caused by their low means (Table 8). Because those dIStributions are like chl-
square distributions with many zeroes. larger samples are necessary to detect 
highermeanlncidence. The simulated dIStributions of chibras and stemborer 
are more normal, and a sample size effect was not found. 
Sampling costs 
Sampling costs are as shown In the section on the cost of measurement. The 
approxtmate variable cost of sampling a hectare for the five pests was $2050, 
In 1983 dollars (Table 6). 
Discussion 
In general, there are two types of pest surveys: surveys to estimate critical 
levels to recommend control measures (control surveys); and surveys to 
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Figure 4. Mlldew mean. 
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Figure 5. Raghuva means 
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Mean Raghuva scores 
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Figure 6. Stemborer means Mean stemborer scores 
The Incidence results and the low yield Impact of these pests suggest that 
control surveys would not be profitable for mildew. Strlga.. and Raghuva, and 
perhaps stemborer. For mildew. Strlga.. and Raghuva.. Incidence was usually 
qUite low: incidence of stemborerwas greater. butlts yield effect was weak and 
usually not statistically slgnlficant. Control surveys of chibras would be 
profitable. In principle. because losses to chibras are Wgh. The maln control 
techniques. however. are plant breeding and seed cleaning. which do not 
require control surveys. 
The audience is crucial in research surveys. To simplify. audiences are of 
two types: national programs with llttle money. and international programs 
with some money. Several arguments can be made agalnst research surveys 
in national programs. 
The distributions vary across year and site. Estimating national parame-
ters would Impose a major effort for several years. In a s!ngle year. taking 100 
samples of20 one-acre plots would cost$41.000. without data analysis costs. 
and would cover less than 0.00 I percent of NIger's millet-growing area. 
The yield lmpactofthe pests was usually zero and was low on average. The 
payoff to reducing Incidence would also be low. 
One real!On for low yield Impact is the use of local culUvars. or of test 
cultivars dertved from local parents. In which pest tolerance or resistance is 
better than In exotic culUvars. If one assumes that evaluation of exotic 
culUvars is the role of international programs and not that of national 
programs. research pest surveys are better done In International programs. 
How should research surveys be done by international programs? 
Many small samples are preferable for pests known to occur generally. such 
as chibras and stemborer. Sample size did not really affect mean incidence. 
but year and village did. For pests which occur generally. survey resources 
would. therefore. be used more effiCiently in more Sites. with fewer observa-
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Figure 7. Striga means lYlean strigo scores 
Table 8. Probabilities of exceeding target incidence (I, 5, 10 or 20) 
I 5 10 20 
Chibras 
n=20 100 100 100 92 
n=30 100 100 100 96 
n=50 100 100 100 98 
n=100 100 100 100 100 
Mildew 
n=20 87 6 a a 
n=30 98 11 a 0 
n=50 100 7 a 0 
n=lOO 100 2 0 0 
Raghuva 
n=20 99 34 0 0 
n=30 100 24 0 0 
n=50 100 22 0 0 
n=lOO 100 21 0 0 
Strlga 
n=20 95 26 2 0 
n=30 98 25 0 0 
n=50 100 17 0 0 
n=lOO 100 9 0 0 
Stemborer 
n=20 100 100 100 73 
n=30 100 100 100 75 
n=50 100 100 100 84 
n=lOO 100 100 100 91 
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Fewer large samples are preferable for pests which occur In isolated hot 
spots. such as mildew. Raghuoo. and Striga. Only In such spots could the true 
yield Impact of these pests be estimated. A general survey would Simply 
produce many samples with no or Ught Incidence. In which yield impact would 
be trivial. 
Such surveys must be done continuously. While our statistical evidence 
on year effects was weak. it is obvious that they exist. 
The low yield Impact of these pests means that surveys ought not to be a 
major part of the work of internationally-recruited scientists. Such scientists 
are. by far. the most expensive element In research. and should not be 
allocated to something which has a low expected return. 
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Methodological and Analytical Issues in 
On-Farm Alley Farming Research 
J. Cobb ina and A.N. Atta·Krah 
In this paper we Introduce alley fanning as an example of a composite 
teclmology, and we discuss the objectives and methodology for the conduct of 
on-farm research on the system. We also look at the usefulness of on-fann 
trtals In problem Identification for on-station research deSigned to fine-tune 
the teclmology. F1nallywe present conclusions on methodologies for on-fann 
alley fanning research. 
The alley farming technology 
Alley farming is an agroforestry system In which arable crops are grown In 4-
5m alleys between rows of frequently pruned leguminous trees (Kang et aI. 
1981; WUson and Kang 1981). The nitrogen-rich foliage can be applied as 
green manure for the maIntenance of soU fertility, or can be fed to livestock as 
a high-protein feed supplement (Sumberg 1985; Atta-Krah et aI. 1986). The 
two tree species commonly used In alley farming In West Afrtca are leucaena 
(Leucaena leucocephala [Lam] de Wit) and glIricldia (GUricidta sepiwn [Jacq[ 
Steud]. 
Alley farming is a multiple-component teclmology In that It Involves a 
number of farm enterprises. These Include the planting and management of 
trees, the planting and cultivation of arable crops, the management ofland to 
maintaIn soU fertility and productivity, and cut-and-carry management of 
trees to prOvide fodder for livestock. 
In the humid areasofWestAfrtca the dominant ruminant livestock species 
are sheep and goats. These animals are kept as a secondary farm activity. anti 
provide roughly 5-10 percent of the total farm Income. It was hypothesized 
early In the work of the Humid Zone Program of the Inter-national Livestock 
Centre for AfrIca (ILeA) that reduced mortalities following better disease 
control and improvement in management would Invartably lead to a shortage 
in animal feed. After about three years of on-station research, ILCAembarked 
on a pUot on-farm research and extension project with a view to fine-tuning 
the alley farming teclmology to facilitate low-cost feed production, and also 
provide material to improve and maIntain high soU fertility status. This proj ect 
was a collaborative on-farm research activity between ILCA and the Nigertan 
UvestockProjects Unit [NLPU). 
The methodological and analytical issues discussed In this paper evolved 
from this on-farm activity. The research sites were two adjacent villages, Owu-
De and Iwo-Ate, which are about 20km northeast ofOyo, In Oyo State, Nigeria. 
Methodology for on-farm research on aDey farming 
Two kinds of information can be obtained from on-farm trtals on any specific 
agricultural technology. These have been described as type-l and type-2 
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information. With composite technology such as alley farming. two different 
types of experiments are required to collect the two types of data. Atta-Krah 
and Francis [1987) have described these two types as developmental and 
experimental. These are described below. 
Developmental trials 
These trials prOvide type-2 infonnation on the workability. relevance. and 
acceptability of the technology to the fanners In a particular recommendation 
domain. In conducting developmental trials. there Is a need to ensure that 
fanners are In absolute control of the management and utilization of the 
technology. ThIs Is achieved gradually. starting with a few farmers. and with 
a high level of research aSSistance. With time. more farmers are Introduced 
and correspondingly reseacher Involvement In the management of the trials 
Is also decreased. Fanners are made to see the farms as their own and are free 
to make modifications In their management. The final stage of this develop-
mental phase Is when a pilot project Is tmplemented at the community level 
to test the acceptability of the technology. Extension Involvement Is critical 
In this phase. 
During the execution of developmental trials. an experienced technician 
should visit all farms every two weeks. During these visits, the technician 
should collect data on the condition of the trees, the various types offood crops 
planted, activities carried out by the fanner since the last visit. the general 
condition of the fann. the incidence of the use of tree prunings either as 
manure/mulch or as cut-and-carryfeed for Uvestock, and farmer perceptions 
of the system, 
The establishment. growth and performance of the trees In various farms 
Is evaluated penodlcally, for example, every SIx months, by a team of 
researchers. Dunng such evaluations a scoring scheme Is used to rate the 
performance of the trees In vanous farms. The scores will range from 1 [poor) 
to 4 [excellent). The scoring could be done by three or four persons and a mean 
score calculated later. The data collected during these evaluation missions are 
analyzed using stmple descnptlve statistics. Correlations are then estab-
Ushed between the regular descriptive Inforwatlon collected during the 
fortnightly visits and the evaluation scores. 
In the ILCA on-farm alley farming pilot project area, marked dllTerences 
exist among communities In the quality of alley farms. Table 1 shows the 
number of alley farms under each of four ratings In six villages In the pilot 
project area In 1987. The survival of trees, and hence successful estabUsh-
ment of alley farms, are determined by the level of management. The two tree 
species, leucaena and gltrlcldla, have low growth rates early In the growlh 
cycles and are easily suppressed by fast-growtng weeds. Regular weeding In 
the early stages of tree establishment Is essential. Table 2 gives the mean 
evaluation score of fanns against number of weedings carned out on the 
various farms. 
Although malze Is usually the arable crop planted on-station In alley farm 
experiments, on fanners' fields, a large vanety of other crops Is found. The 
most commonly planted crops In fanners' alley farms In the ILCA pilot project 
area are yam. cassava. malze. and combinations of these. In an evaluation 
conducted In 1987. out of a total of 116 alley farmers. 53 [45 percent) had 
planted only cassava. since as a major staple the crop Is found to dominate 
many farms. ThIs Is a demonstration of the flexibility and adaptability of the 
alley fanning technology. 
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Village Poor Fair Good Excellent vtllages 
Owu-fic 11 9 8 4 32 
lwo-Ate 12 16 7 10 45 
Aleblosu 4 1 2 7 
Olort 3 5 5 3 16 
Aba-Oku 3 2 3 2 10 
Em1-Abata 2 2 2 6 
Total 35 35 27 19 116 
Table 2. Mean evaluation scores against number of weedlngs 
Owu-fie IWI>-Ate 
Numbcrof 
weedlngs Numbcrof Mean Number of Mean 
observed farms score fanns score 
1 5 2.2 0 
2 6 2.0 3 2.0 
3 9 2.6 11 2.3 
4 11 2.8 6 2.9 
5 2 3.4 8 3.6 
Total 33 2.5 28 2.S 
Experimental trials 
Once an agricultural technology has been defined. developed and tested 
through developmental tI1a1s. a more technical approach is needed to get data 
on production and other coefficients under farmer conditions. Experimental 
on-farIn tI1a1s provide this type of information about technical and biological 
coefficients on the system. In these tI1a1s. experimental treatments are 
superimposed on farms established under farmer conditions. Standard 
research methods are used. such as those described by Hildebrand and Poey 
(1985) but the design should be simple and flexible. In order not to confuse 
farmers. a few treatments must be tested on any occasion. At ILCA we have 
used two or three treatments In anyone tI1aI. The treatments are usually not 
replicated. The various farms then become the replications. 
At the ILCA on-farm alley farming pilot project sites. a number of 
experimental trials have been undertaken to gather information on technical 
and biological coeffiCients. Labor requirements for planting seeds ofleucaena 
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and gl1ricldia. using family labor. have been measured. Table 3 presents slzes 
of various farms. and time expended to plant seeds per-farm and per-hectsre. 
Ingeneral.1t takes about 15 hours to plant a hectare of1andwithleucaena and 
gl1ricldia In alternate rows spaced 4-5m apart. 
Table 3. Time taken to plant leucaena an4111lrlckUa direct from aee4a In alley 
tum ualn(tum labor 
Farmslze TIme/farm TIme/ha 
Farmnumber (ha) (hours) (hours] 
1 0.088 1.60 18.18 
2 0.156 1.60 9.18 
3 0.058 1.10 18.97 
4 0.128 2.22 17.34 
5 0.234 3.17 13.55 
Mean 0.133 1.92 15.57 
SE 0.068 0.80 3.83 
Tree growth and productivity. as represented by height and dry-matter 
yield per unit land area. have been measured. Often. depending on the farm 
Size. a 5m or 10m sirlgle tree-row plot is used to estimate height growth and 
wood and leaf dry-matter yields. These trials were basically researcher-man-
aged. replicated twice on each farm. Data collected were analyzed as 
completely randomized designs using analysls-of-varlance procedures. with 
the various farms as replications. Data collected on height-growth indicated 
that at 12 months after planting. leucaena Is always taller than glIrIcldla. The 
leaf and leaf-plus-wood dry-matterylelds/ha are presented In Table 4. Gen-
erally.leucaena Is a more vigorous and productive tree species than gltrlcldla. 
The soil chemical characterlstlcs of individual alley farms have also been 
described. Since ILCA recommends alternate rows ofleucaena and gl!rIcldla 
on every farm. two 5m x 4m sampling plots (one grown with leucaena and the 
other with gltrlcldla] are selected. A tree hedgerow of5m length runs through 
the centre of the sampling plot. Composite surface SOIl (O-I5cm) samples are 
taken from each farm and analyzed. Data collected revealed large variability 
In soil chemlcal properties of farmers' alley farms with nitrogen and phospho-
rus being generally low. 
Experimental on-farm trials have been conducted to obtain information on 
the quantity and frequencywith which leucaena and glirlCldla from a1leyfarms 
are offered to village small ruminants. Households were selected and daIly 
visits were made to each of them. The weight was recorded offresh browse on 
offer. and that of left-overs from the browse offered the previous day. The 
number of animals of each household was also noted to allow calculation of 
mean quantity/animal. Table 5 gives the frequency offeedlng leucaena and 
glirlcldla to animals. and the quantity consumed. There Is wide varlabll1ty In 
these parameters. The mean length of browse coppice was only O.77m. 
suggesting that even when browse Is offered only 8.8 days per month. the trees 
are still being pruned prematurely. The recommendation Is that coppice 
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Table 4. Leaf and wood dry-matter yield ofleucaena and glIrlcldia In alley farms 
at 12 month. after planting 
Leucaena Glirieldla 
Farm Leaf and Leaf Leaf and Leaf 
No. wood only wood only 
1 6.3 3.3 2.0 1.0 
2 2.8 1.5 2.8 1.5 
3 5.4 2.4 1.6 0.8 
4 4.8 1.8 3.3 1.6 
5 3.8 1.8 2.4 1.2 
6 2.4 1.2 3.0 1.4 
7 3.2 1.6 1.5 1.0 
Mean 4.1 1.9 2.4 1.2 
SE 1.4 0.7 0.7 0.3 
Table 5. Leucaena and&Jlrl.cldla browse from alley farms offered to vlllage small 
ruminant. 
Length of Frequency Browse consumed 
Farm Number of browse offered browse (gDM/anlmal/ 
No. animals (em) (days/month) feeding) 
I 2 72 8.3 246 
2 4 70 8.8 147 
3 6 79 7.5 94 
4 5 86 13.8 180 
5 26 71 10.5 33 
6 8 83 3.7 69 
Mean 8.5 77 8.8 128 
SE 8.8 6.8 3.3 78.2 
regrowth should reach 1.5m In length before pruning. This length is attained 
in 6-8 weeks during the rainy season and in 10-12 weeks during the dry 
season. 
Since Improved agricultural technologies are disseminated to farmers 
within the recommendation domain through extension agents. It is advisable 
that extension personnel be involved in the on-farm testing. For a composite 
technology. such as alley farming. extension agents should be involved in the 
conduct of the developmental as well as the experimental trials. In this 
manner extension personnel will become knowledgeable about the character-
istics of the improved technology. become aware of farmers' responses to it. 
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and have some investment in disseminating It (Sands 1985. Winkelmann 
1984). 
Links between on:farm and on-station research 
On-farm research methodology. outlined above. prOVIdes the focus for on-
station research work and increases Its relevance to farmers' needs. Farmers' 
observations and evaluations of the technology gleaned through developmen-
tal trials are carried back to the research station. This helps the formulation 
of more realistic and relevant research priorities to fine-tune the technology 
to farmers' needs and circumstances. Input on relevant problem areas and 
constraints from experimental trials Is incorporated in the objectives and 
design of on-station research to make the technology workable. 
ILCA has learnt a lot about the establishment and management of 
leguminous multipurpose trees under diverse environments. and their suita-
bility to farmers with varying resources. through the on-farm testing of alley 
farming technology. For instance. on-station research designed on the basis 
of results from on-farm trials has revealed that low P status of soils restricts 
nodulation and N acquiSition through symbiotic N-fixation by leucaena. In 
soils with low available N. initial growth Is hampered. Trees show stunted 
height-growth and chlorosis in leaves. Therefore. ILCA now recommends the 
application offertilizer P about the time of planting leucaena to enhance rapid 
growth and nodulation early in the growth cycle. 
Another on-station trial Is designed to test the hypothesis that the most 
essential mulch application Is thatfrom the first pruntngjust prior to planting 
the maize crop. Preliminary results indicate that within leucaena alleys. with 
no fertilizer application. preplanting prunmgs applied as mulch increased 
maize yield by 35 percent over zero mulch. When addltional foliage from 
subsequent prunings was utilized as mulch. there were no significant 
increases in maize yields. These results suggest that subsequent prunings 
could be fed to livestock without sacrificing maize yields. Yet another study 
Is evaluating the effect of providing mixed leucaena and gllricidla fodder as 
protein supplements at strategic periods in the productive cycle. since at the 
village level. farmers often lack continuous suffiCient quantities of browse. 
Prelimlnary results Indicate higher Survival rates to weaning of offspring from 
females who had received such supplements. 
Conclusions 
It has been emphasized thatfora multiple component technology such as alley 
farmlng.fannersshouldbeinvolvedintheon-farmtesting. Type-2datawhich 
prOVIde information on workability and relevance to farmers are Important In 
the development and evaluation of the technology. Therefore. we recommend 
that the development of a composite technolOgy should involve on-farm 
assessment by farmers at an early stage through the developmental on-farm 
research process. On-farm experimental trials designed to define technical 
and production parameters of the system under farmer conditions should be 
implemented thereafter. ExtenSion agents should be involved in the on-farm 
testing from Its earliest stages. If there Is effective collaboration. by the time 
recommendations have been worked out, extension should already be aware 
of the characteristics of the technology. 
A number of on-station experiments have been designed. based on 
experience from developmental and experimental on-farm trials. The findings 
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should. In due course. enable u>; to refine and fashion alley fannlngtechnology 
to suit Its ultimate clients. i.e .. smallholder arable crop farmers who also rear 
sheep and goats as minor enterprises. 
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Representativeness of Farmers and Sites in 
On-Farm Trials 
Joyotee Smith, Peter Walker and Babatunde Oyewole 
In the Farming Systems approach to technology development. trials are 
carned out on a llmited number of farmers' fields. Results of these trials are 
extrapolated to the entire target area and used either to identify directions for 
further research or to develop recommendations for farmers. Extrapolation 
is obviously not valid iffarmers and fields are not representative of the target 
area. In practice. however. it Is difficult to select a sample offannersaccording 
to predetermined criteria. Researchers are constrained by farmers' misgivings 
about the efficacy of the technologies being tested. As a result, trials are 
carried out on fields offarmers who volunteer or are persuaded to participate. 
This paper examines the type of bias thatislikelyto occur in this situation and 
reasons for its occurrence. 1bls Is Illustrated with data from on-farm trials in 
southwest Nigeria. The interpretation of data in situations where bias exists 
Is discussed. and procedures which may reduce bias in future tdals are 
presented. 
Aspects of representativeness 
The representativeness of three factors- farmers, fields. and management 
practices- Is examIned. Representativeness of fields is important for bio-
phYSical reasons such as soil fertility and topography. Representativeness of 
fanners Is required because socioeconomic factors, such as access to cash, 
labor. and SIze of farm, may affect the feasibility and attractiveness of new 
technologies. Management practices need to reflect normal practice if new 
technologies are to be properly evaluated. 
Two propositions are put forward. Firstly, the relative importance of the 
representativeness of each of the three cdteria discussed above depends on 
the objective of the trial, and the degree offarmer participation in the tdal. 
Secondly, the representativeness of farmers need not necessarily result in 
representativeness of fields or management practices. 
Types of trials and the Importance of representativeness 
Trials are usually earned out with one of the following obj ectives, diagnosis of 
constraints to increased productivity, development of recommendations for 
fanners. 
Representativeness Is important in diagnostic trials. because the results 
are used to guide the direction of future on-station and on-farm research. 
Unrepresentativeness could. therefore. result in future research being focused 
on constraints which are applicable to only a minodty of farmers in the target 
area. If diagnosis correctly reflects constraints important to the majOrity of 
farmers, and tdals have moved to the stage where precise recommendations 
are being developed, lack of representativeness is less serious. This is because 
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recommendations are, at best, rough guidelines which farmers adapt to their 
individual biophysical and socioeconomic circumstances, which In any case 
vary from year to year, Also if recommendations have been mistakenly based 
on trials from an unrepresentative sample, the cost of repeating the trials on 
a more representative sample is lower than undOing the consequences of 
diagnosis based on an unrepresentative sample, which may distort the focus 
of the research program, 
Even for diagnostic trials, the relative importance of the different elements 
of representativeness depends on the degree of farmer participation, In 
researcher-managed trials, representativeness of fields is important. Repre-
sentativeness offarmers and management practices is irrelevant since trials 
are deSigned, implemented and usually evaluated by researchers, 
Representativeness of farmers and management practices become impor-
tant in farmer-managed trials, where trials are implemented by farmers, 
Management of test factors is specified and sometimes implemented by 
researchers. All other practices are left to the discretion of the farmers. 
Evaluation of results usually takes the farmers'views Into consideration. In 
this case, representativeness of all three factors- fields, farmers and manage-
ment practices- becomes important ifresuits are to be extrapolated to the rest 
of the target area. 
Pleas for an even higher degree offarmerparticipation are now being heard 
(Ashby 1985). Trials which are designed as well as managed by farmers are 
being advocated. Farmers' criteria playa key role In the evaluation of results 
in this approach. The importance of representativeness is more complex In 
this case. While Involvement of representative farmers and fields is as 
important as In farmer-managed trials, if results are to be extrapolated and 
used to guide research priorities, the methodology works best with farmers 
who are Innovative and habitually carry out Informal experiments on their own 
inJtlative. How common this practice is and. therefore, how feaSible it is to 
have a representative sample. are issues which require further Investigation. 
In summary. representativeness Is more important for diagnostic trials 
thanfortrials designed to develop specific recommendations. Representative-
ness of fields is required In researcher-managed trials. ln trials where farmers 
are Involved In design and/ or implementation. representativeness offarmers 
and management practices is also important if results are to be extrapolated 
to the rest of the target area. 
Causes of unrepresentatlveness 
The normal practice In Farming Systems Research is to carry out an Informal 
survey of the target area. consisting of discussions with farmers and key 
Informants. and visits to fields. This Is used to select a representative site 
where farmer-managed trials are carried out on fields of volunteers. Unrepre-
sentatlveness occurs because farmers who volunteer or are persuaded to 
partiCipate. may not have the sociocultural attrib)ltes such as gencier and 
ethnic origin representative of the area. In fact the volunteers are often more 
Similar to the researchers than to the farmers of the area. 
Representativeness of trial partiCipants can be Increased by selecting a 
stratified sample offarmers. instead of volunteers. A formal survey is carried 
out prior to the trial to obtaln data on the proportion of farmers of the key 
SOCiocultural, economic. and other characteristics. Gender differences are 
also Included. This Is used to select a sampling scheme for trial partiCipants. 
Alternatively, if volunteers are to be used. Il"presentativeness can be Increased 
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by ensuring that researchers solicit volunteers who are as similar as pOSSible 
to the fanner population. Factors such as gender and ethnic background may 
be particularly Important. Special efforts can also be made to recruit farmers 
from categOries l1kelyto be underrepresented in a group of volunteers. due to 
the ethnic or gender characteristics of the team of researchers. A formal 
survey can be carried out concurrently with the trtal to test for the represen-
tativeness of trial participants. and analysis and interpretation of results 
modified to accommodate unrepresentativeness. if It exists. 
Fields will not necessarily be representative even if the sample of fanners 
is representative. Since the outcome of the trials is unknown. farmers are 
most often unlikely to risk thelrmost productive fields. This effect increases 
with the size of the plot required for experimental purposes. and Is strongest 
in the early stages of on-farm experimentation. when fanners have yet to 
witness any notable improvements over current practice. 
Although management practices are a result of field and farmer charac-
teristics. a sample of representative farmers and fields need not ensure 
representative management practices on the experimental plots. Farmers are 
likely to neglect trial plots particularly when plot sizes are small. Even where 
experimental plots comprise a substantial portion of the farmers' holdings. the 
farmers may choose to favor plots that are not involved in the experiment. 
since the experiment may in his or her view be more risky than normal 
practice. On the other hand. the demonstration effect may prevatl. Advanced 
management practices being tested by researchers may be 1mitated by 
farmers on control plots. even when they deviate from normal practice. This 
is most likely to happen when implementation of the management practices 
being tested requireS additional use of resources that are relatively abundant. 
In a slm!lar vein. Ashby (1985) has shown that farmers tend to deviate from 
normal practice in control plots in cases where recommendations are signifi-
cantly different from practices normalIyfoIIowed by farmers. These effects can 
be reduced by having experimental plots which are large. relative to the 
farmers' total holding. This may make it more dlfilcult for farmers to deviate 
from normal practice. Unrepresentatlveness of fields and management 
practices may also decrease in farmer-designed trials (Ashby 1985). This 
would occur because farmers would be Involved in choosing the treatments to 
be tested. and should. therefore. be Interested In the outcome. If the expeIi-
mental procedure is adequately explained to them. they may appreciate the 
importance of representative fields and management praCtices. 
In summary. the representativeness of farmers can be increased if 
researchers who solicit volunteers are more closely matched with the farmers' 
backgrounds. The representativeness offarmers does not. however. guaran-
tee the representativeness offields and management. practices. This can be 
improved by involving farmers more fully In the design. management. and 
evaluation of trials. 
An example from a trlalln southwest Nigeria 
This was a farmer-managed trial carried out In 1988 InAyepe. a vUlage in the 
forest fringe cocoa belt of southwest Nigeria. The trial tested the effect of 
fertilizer. earlier weeding. and Increased planting density on Intercropped 
maize + cassava fields. The purpose of the trial was diagnostic. I.e .• to identify 
promising areas requiring further on-station or on-farm research. It was 
important. therefore. to ensure representativeness of fields. farmers. and 
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management practices. Further details of trial deSign, analyses and results 
are given In Mutsaers' paper In this volume. 
An informal survey had been carried out In Ayepe in 1985. On-farm 
farmer-managed trials had been held every year, 1986-1988. Group discus-
sions with farmers had been held every year to elicit farmers' assessment of 
the previous season's trials, their suggestions, and reaction to proposed f ut ure 
trials. In 1988, a detailed multiple visit survey on farmer characteristics, man-
agement practices, and Input and output data was conducted concurrently 
with the trial we are now analyzing. The survey covered two other villages 
(Bamldele and Onlkoko) In addition to Ayepe. These were spread out over the 
Egbeda soil assoctation In the region. The 0 bJ ective was to cover the target area 
to which results of the trial could be extrapolated. 
Researchers In the Ayepe area were well known to local farmers and the 
normal practice was to obtain volunteers to participate In trials. Spectal efforts 
were made to recruit female farmers. Volunteer farmers then Indicated the 
field to be used for the trial. Inputs used for test factors were supplied by 
researchers. All other Inputs were supplied by farmers who were free to follow 
any management practices they desired on the control plot and non-test 
factors on other plots. 
Representativeness of plots, farmers, and management practices was 
tested by comparing (a) trial farmers with randomly selected farmers Included 
in the three-village survey. (b) trial control plots with plots of survey fanners. 
Testingfor representativeness 
Representativeness oJJmmers. As mentioned earlier, unrepresentative farm-
ers could lead to atypical fields or management practices on the control plot. 
The farmers' economic pOSition, such as access to cash, Is likely to Influence 
the use of Inputs such as fertilizer. and also the timing of operations due to 
the ability to hire labor. The farmers' SOCiocultural background could also be 
a determinant. 
No data on Income and assets of trial farmers were available to act as an 
Indicator of financial pOSition. Informal observation, however, indicated 
relative homogeneity of farmers as far as wealth was concerned. Educational 
levels of trial and survey farmers were compared, as a proxy for wealth. In 
addition, the pOSitions of the individuals In the households (I.e., household 
head, spouse) were compared. This was done because household heads were 
expected to be better able to mobilize resources. Farmers were also classified 
by main occupation. Those for whom fanning was a secondary occupation 
would be expected to commit fewer resources to crop cultivation. Sociocultu-
ral factors compared were religion, gender, and whether the farmer was a 
native of the area or a migrant. 
The proportion of women fanners In the trial (28 percent) was significantly 
hlgher.than for the survey as a whole (10 percent). This occurred because 
special efforts were made to Involve as many women as possible, at a time when 
information on the extent of women's participation In farming was not 
aVailable. 
CW square tests of the proportion of farmers In each category showed 
slgniflcant dlflerences between trial and survey farmers In three aspects: 
gender, education, and primary occupation (Table 1). There were no Signifi-
cant differences among villages In any of these characteristics. Data from the 
three villages were, therefore. combined and compared with data on trial 
farmers. 
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Notes: •• Significant at 0.01 level, • Signlficant at 0.05 level 
Trial participants had significantly lower levels of education. The propor-
tion of those for whom farming was a secondary occupation was also 
significantly higher in the trial (28 percentJ than in the survey (7 percent). 
These differences occured to some extent because of the higher participation 
of women farmers in the trial. Women have lower levels of education than 
men and fewer have farming as their main occupation. When gender is held 
constant. the differences in occupation between trial and survey are no longer 
significant. TriaI participants, however, remain relatively less educated, even 
when the effect of gender is removed (Table 2J. We have no explanation for 
this. The critical question is the extent to which these differences affect man-
agement practices. This is discussed in a later section. 
In summary there appears to be an over-representation of females, un-
educated farmers, and those for whom farming is a secondary occupation. 
The lattertwo characteristics appear partly to be a result of the overrepresen-
tatIan of women. 
Representat!ueness of.ftelds. The choice oftnal fields with atypical biophYSi-
cal characteristics could result in erroneous assessment of the agronomic 
performance of the technology being tested. Relevant variables in this 
categoryinclude soil type, topography, and cropping history. Manyfood-crop 
fields in the area were located in degenerated cocoa groves, which were 
converted to food-crop farming. as the incentives for cocoa prodUCtion 
declined during the oil boom. These fields were likely to have heavier soils 
than fields which had always been used for food crops. Fields were. therefore, 
differentiated according to whether they had previously been cocoa fields. 
This variable was used as a proxy for soil type, because data on soil 
characteristics were not available. 
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Table 2. Gender differences in education and occupation; in pe""entage8 
Trtal farmers Survey fanners 
MaJejarmers 
Total number [23J [38J 
Without schooling 78 42 
With schooling 22 58 
Chi Square 8.8*[1 OF) 
FemaIejanners 
Total number [9J [4J 
Without schooling 100 75 
With schooling 0 25 
Chi Square 2.44 [1 OF) 
Other primary occupatCon 
Males 9 5 
Chi Square 1.11 (1 OF) 
Females 67 25 
Chi Square 1.99 (1 OF) 
Trial plots were significantly different from survey plots In two aspects. 
There were fewer trial plots In old cocoa groves and secondly. trial plots had 
been continuously cropped for a longer period than typical fields In the target 
area crable 3J. An examination of differences among villages shows that this 
unrepresentativeness occured because the village In which the trials were 
located [Ayepe) was unpresentative In these aspects when compared with 
other villages In the target area as a whole. 
Other plot characteristics could affect management practices for sociO-
economic reasons. Differences In tenure status. size of plot. and travel time 
between the plot and the farm homestead were analyzed. The only significant 
difference between trial and survey plots was in travel time: trial plots were 
located furiher away. ThIs may have occurred because fields In Ayepe were 
located furiher away from homesteads than In other villages. There were no 
significant differences In travel time between trial and survey fields In Ayepe. 
In summary. trial plot characteristics were Significantly different from 
food-crop plots In the target area as a whole In a number of aspects. These 
differences apparently occurred because plots In Ayepe were significantly 
different from plots in othervUlages. It should be pOinted out that because of 
data collection problems. the sample of fields from Ayepe was smaller than 
from othervt11ages. It was. however. obvious that Ayepe was less remote than 
the majority of villages In the target area. It had Its own market. good access 
to larger markets In the area. and a higher population density. The differences 
between Ayepe and other villages are consistent with theoretical prediction of 
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Table 3. Differences In plot characteristics: trial and survey farmers; In 
percentages 
All 
Trial plots villages 
No. of observations 32 68 
I. Years Cropped 
Continuously 
1-2 41 85 
3-4 44 7 
5 and over 16 7 
Chi Squares: 
Trtal vs combined villages (OF=2) 
Amongvlllages (OF=4) 
Trtal vs Ayepe (OF=2) 
2. Fanner cocoa plot 56 81 
Chi Squares: 
Trtal vs combined villages (OF= I) 
Among vlIlages (OF=2) 
Trial vs Ayepe (OF= 1) 
3. 7raveiTime 
5 minutes or less 19 78 
6-60 minutes 78 18 
More than 60 minutes 3 3 
Chi Squares: 
Trtal vs combined villages (DF=3)-
Among villages (OF =6)" 
Trial vs Ayepe (OF=2) 
Notes: -- Significant at 0.01 level - Significant at 0.05 level 
a. 1 missing value 
Survey plots 
Ayepe Bamidele Onlkoko 
9 30 29 
56 97 83 
11 3 10 








56 83 79 
44 10 17 




the effect of higher population density and better access to markets [Binswanger 
an!i McIntire 1985). 
Representativeness of management practices. The management practlces 
analyzed were either test factors or factors expected to interact with the 
treatments In the trial. There were no Significant differences between the trial 
and survey for the following factors: 
i. Time of planting: maize and cassava: 
U. Use of hired labor for operations other than land clearing. 
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The proportion of fanners applying fertilizer was lower in the trial (13 percent) 
than in the survey (29 percentJ. The difference was not. however. statistically 
significant [fable 4J. Among villages. there were no significant differences In 
fertilizer use. 
Table 4. Differences In management practices: trlS] control plots vs survey plots; 
percentsges 
Trial plots Survey plots 
No. of observations 32 
1. Fertilizer applied 13 
Chi Square (OF=I) 3.22 
2. Labor hiring jar 
land clearing 81 
Chi Square (OF=I) 5.99' 
Weeks after maize planting 
3. Time ojweeding 
First weeding 6 
F (OF= 1.82) 
Second weeding 11 
F(I.66) 
Third weeding 16 
F(l.21) 
4. No. ojweedings 
I 3 
Chi Square (OF= I) 
2 56 
Chi Square (OF=1) 
3 41 
Chi Square (OF= I) 
Notes: ,. Significant at 0.0 I level 
















More trial fanners used hired labor for land clearing than for the survey 
as a whole. This occurred because labor htrlngwas more widespread inAyepe 
compared with the other village clusters. 
The most slgnlficant and consistent difference between trial and survey 
fanners related to weed control. Control plots in the trial were weeded 
Significantly earlier than in the survey area as a whole. On an average. trial 
control plots were weeded for the first time just under six weeks after maize 
planting. while survey plots were weeded at just under ten weeks after 
planting. The same pattern was repeated in the case of the second and the 
third weedlngs. In addition. the frequency of weeding was higher on control 
plots than on survey fields [[able 4). No Significant differences could be 
detected among villages for the timing of the first and third wee dings. The 
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second weeding was carried out earlier In Ayepe relative to other villages, but 
later than on trial control plots. 
To Investigate whether these differences were caused by the unrepresen-
tativeness of the sample, differences In management practices were analyzed 
by education and occupation. No Significant effect of education or occupation 
emerged. When education and occupation were held constant, weeding on 
trial plots still remalned slgntficantly earlier than on survey farms, thus 
indicating that earlier weeding on tr!aI plots was not caused by the unrepre-
sentatlveness of the sample of trial farmers crable 5). Control plots may have 
been weeded earlier than normal because of the demonstration effect of 
treatment plots, where the effect of earlyweedlngwas being tested. Apparently 
farmers managed to achieve early weeding without hiring extra labor, as there 
were no Significant differences In labor hirlng for weeding between trial and 
survey plots. This may have occurred because researchers weeded test plots, 
thus releasing farm labor for earlier and more frequent weeding by farmers on 
control plots. In the case of fert!l!zer, the demonstration effect was not visible 
as the number of farmers applying fert!l!zer was not stgnlficantly different 
between the trial and the population as a whole. Presumably this occurred 
because farmers were unwilling to risk cash expenditure In a risky trial 
situation. The implication appears to be that whether or not the demonstra-
tion effect occurs depends on the scarcity of the type of resource required. In 
the trial under discUSSion, the demonstration effect occurred for weeding 
where the nature of the trial released weeding labor. It did not occur for 
fertilizer where additional use of a scarce resource (cash) would have been 
required. 
Implications of unrepresentativeness 
Unrepresenlativeness oJJarmers. The sample of trial farmers was unrepresen-
tative In that there were more women farmers In the trial than In the 
population as a whole. This In turn resulted In overrepresentatlon of those 
without schooling and those for whom farmtng was a subsidiary occupation. 
In this Situation, trial data should be analyzed to detect differences due to 
these farmer characteristics. Mutsaers' analysiS In this volume showed that 
gender had no effect on yield. Since gender was closely correlated to the other 
two unrepresentative characteristics, it Is likely that they too would not 
Significantly affect yield. This is consistent with the analysis in this paper 
which showed that occupation and education had no effect on management 
practices. If, however. the analysis revealed that these characteristics signifi-
cantly affected trial results, it would no longer be valid to Interpret the results 
as representative of the target area. Attention would then be focused on why 
these personal characteiistics affected yield, with the obj ective of investigat-
ing how constralnts differed among different categOries of farmers. An un-
representative sample oftrlal participants need not be undesirable as long as 
(a) unrepresentatlveness Is recognized, (b) the overrepresented categories 
belong to groups which are of partlcularlnterest to researchers and (c) the data 
are analyzed to idenwy the impact of unrepresentatlveness. 
Unrepresentatiueness oJjields. Fields were unrepresentative In that they had 
been cropped continuously for a longer period, there were fewer fields in old 
cocoa groves and they were located further away from the homestead. Some 
of these factors could affect trial results. For Instance, fertilizer response may 
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Table 5. Differences in time of weeding: trial and survey plota 
Trtal plots 
I. Fanners wilhout ~chooling 
Time of first weeding 
t(DF44) 
Time of second weeding 
t(DF36) 
Time of third weeding 
t(DFI4) 
2. Farmers with schooling 
Time of first weeding 
t(DF36) 
Time of second weeding 
t(DF28) 
Time of third weeding 
t(DF5) 
3. MainoccupatfDn:jarming 
Time of first weeding 
t(DF69) 
Time of second weeding 
t(DF54) 
Time of third weeding 
t(DFI6) 
4. Main occupation: other 
Time of first weeding 
t(OF11) 
Time of second weeding 
t(DFIO) 
Time of third weeding 
t(DF3) 
Notes: .. Significant at 0.01 level 







































be overestimated If there is overrepresentatlon of fields which have been 
cropped for longer periods. It would be tmportant. therefore. to analyze the 
Impact of field cropping history on fertilizerresponse. and to identify the types 
offarms to Which trial results could be extrapolated. Ifthis is not done, the 
result may indicate that fertilizer use would be attractive and research might 
move onto the next stage of IdentifYing opttmal levels of fertilizer use. [f. 
however, fertilizer response is far lower on fields with a shorter cropping 
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history. further research should probably be directed towards other methods 
of increasing productivity. This illustrates the way in which an unrepresen-
tative sample In a diagnostic trial could dis tort future directions for research. 
The analyses earlier in the paper showed that unrepresentativeness of 
fields occurred because the village In which the trial was located was not 
typical of the target area as a whole. This underlines the importance of 
selecting experimental sites which are representative of the range of condi-
tions in the target area. 
Unrepresentattveness of management practices. The most Significant result 
was the demonstration effect in the earlier weeding treatment. which caused 
farmers In the trial to weed control plots earlier and more often than they 
usually did. It Is not surprising. therefore. that the trial results showed that 
earlier weeding had no significant effect on yield. ThIs result would lead 
researchers to Investigate other ways of controlling weeds. On the other hand. 
if control plots had been weeded according to normal practice. a significant 
effect of earlier weeding may have been detected. Research would then be 
directed towards understanding the constraints that prevented farmers from 
weeding earlier. 
Conclusions 
The objective of this paper was to illustrate the importance ofrepresentative-
ness In on-farm farmer-managed diagnostic trials. Three types of represen-
tativeness were discussed: representativeness oftrial participants. fields. and 
management practices. 
Representativeness can be Increased through careful selection of experi-
mental sites to reflect the range of biophysical and socioeconomic conditions 
In the area. Once a site has been selected. the representativeness of trial 
farmers can be Increased ifresearchers are closely matched with representa-
tive farmers In the area in SOCiocultural and other attributes. Factors such as 
gender and ethnic background are. at times. particularly important. 
Choosing representative farmers does not ensure representative trial 
fields or representative management practices on control plots. This Is 
because farmers may regard trials as risky. may not be interested in them or 
understand their purpose. This situation can be Improved by Involving 
farmers more closely not only in trial management (as Is commonly done). but 
also In trial design. Experimental plots which are usually larger than most 
farmers' total holdings also compel farmers to take a more active Interest In 
the trial. 
In spite of these devices. representativeness may not be achieved. It Is 
Important. therefore. to test for representativeness of farmers. fields. and 
management practices. If umepresentatlveness exists. trial results should be 
analyzed to investigate the Impact of overrepresented categories. and extrapo-
lation to other parts of the target area limited accordingly. If this Is not done. 
particularly in diagnostic trials. the direction which future research takes 
could be seriously distorted. and researchers could end up In a situation 
where years of effort resultln a finished technology which is attractive only to 
a small segment of the population in the target area. 
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Extrapolation of Experimental Results from a 
Series of On-Farm Trials 
Foster B. Cady 
Agrotechnology extrapolation is the transfer of experimental Information from 
a known set of on-farm trtal environments to other known but different 
environments. The tenn Interpolatlonmore accurately connotes the situation 
since the non-trial environments are assumed to occur within the range of the 
experimental envIrOnments; however. extrapolation is the commonly used 
term. Two general approaches for agrotechnology transfer are extrapolation 
by (I) deductive logic and (Ii) inference. 
Using the deductive approach. it Is presumed that a cropping system will 
demonstrate a given response to a given trial environment. Non-trial farmers' 
fields which have analogous soil. socioeconomic. and climatic environments 
should respond Similarly. Analog extrapolation assumes that the vartables 
chosen to define the analogs are also the determinants for the system to be 
extrapolated. However. crops Interact with the biotic environment of a 
farmer's field and with seasonal variability of weather. and the natural and 
man-made (past management) variability of the soU. As a result the deductive 
logic approach may not be practical for makirlg yield predictions. . 
Soil. socioeconomic. and climatic Information play Important roles In the 
definition of a geographic area or areas In which technology recommendations 
will be valid. Extrapolation by inference starts with a well-defined recommen-
dation domain; basic units of Inference within the area are fanners' fields. 
These may vary tn size and shape. but are defined as parcels ofland which will 
be handled as working units by the farmer. A random sample of units is 
selected and experiments are carried out. Based on an analYSIS of the 
experimental data. extrapolation by Inductive reasoning Is made to other 
farmers' fields In the recommendation domain. The strategy of a random 
sampling of fields for the experiments ensures the validity of the Inferenttal 
procedure. while the precision of the' yield predictions depends upon replica-
tion and number of fields selected for the experiment. Ideally. the selected 
fields are randomly selected from stratifications of the most Important 
physical and socioeconomic determinant gradients. In practice. random 
sampling Is difficult to achieve and the effect on Inferences is unknown. 
Field selection 
Recommendation domains are based on known soil. socioeconomic. and 
blocllmatic tnformatlon. Mter the area has been bounded. the experimental 
framework Is a series of on-farm trtals carried out within the recommendation 
domain. Invariably. the combined analysis of data will show an Interaction 
between the treatments used In each experiment and the fields. In other 
words. the differences among treatments are not the same for all fields. In 
analyzing the results. It Is usually necessary to characterize each trtal field by 
measurlng several weather. soil. and socioeconomic variables. 
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Recommendations to non-trlalfields are based on knowledge of differences 
between management practices and how these differences vaty from field to 
field. A prediction equation. estimated from a series of on-farm trial yields and 
field environmental data. Is one mode for extrapolation to non-trial environ-
ments. Terms In the model will Include 
i. contrasts among the treatment means for transfer of average treatment 
differences. and 
ii. additional Interaction terms to modify the average predictions. 
Amore difficult problem Is predicting absolute yields. which requires more 
complex modeling. 
An Interpretation of important Interactions depends on a careful selection 
of environment Variables. Nevertheless. problems can arise if: 
a. a sufficient range ofvaiues for the variable does not exist In the recommen-
dation domain. 
b. a range exists but most trial values are beyond the "critical" value. or 
c. the variable cannot be measured sufficiently well under field conditions. 
The number of fields selected within each target area depends on the 
precision needed in the extrapolation and the number of significant environ-
mental gradients. If rainfall is the only gradient of primaty importance. the 
area can be stratified Into several subgroups of Increasing levels of expected 
rainfall. based on long-term recordings. and fields selected from each sub-
group. If rainfall and soil texture. for example. are the major gradients of 
importance. then the area can be divided Into subgroups. each one being a 
different combination of ratnfall and soil texture. and fields selected within 
each stratification. 
Selection of the villages. farmers. and fields ideallY Is at random and In 
reality. the selection should be as random as practically possible. 
Treatment and experimental design 
An experimental treatment is a term used In comparative tria1s to deSCribe an 
effect of a procedure (agent or Intervention). Treatments can be physiCally 
applied. as with fertilizer applications. or definitional. as with planting dates. 
Each type of treatment Is commonly called a treatment factor. Examples of 
factors are cropping patterns. fertilizer nutrients. genetic material. and 
planting arrangements. 
A treatment design Is a structural arrangement of treatments. A single 
factor treatment design will usually have two or more categorical states. as 
with varieties. or three to five quantitative levels. as with applied nitrogen 
levels. The number of treatments is the number of qualitative states or the 
number of quantitative levels. 
A two-factor treatment design is a factOrial arrangement of treatments 
where the possible number of treatments Is the product of the numberoflevels 
(states) for each of two factors. Each treatment is a factorial combination of 
one level of one factor with one level of the second factor. 
The selection of the treatments w1ll usually be based on modifications of 
farmer practices. yielding speclfic Information for recommended technology 
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packages. Factors of possible Importance are listed and then ranked In order 
of potential and degree of change from existing farmer practice. Usually. the 
selected treatments represent relatively minor changes In farmer manage-
ment. with a potential for increasing production or returns. Each level of a 
factor should be expected to give a minimum of a preselected percentage 
Increase In yield over the farmer practice before inclusion In the experiment. 
An experimental design Is a set of rules for assigning treatments to 
experimental plots. The choice of an experimental design Is usually based on 
experimental variability. Iftrial-to-trial variability Is large, relative to wlthln-
trial variability, and the total number of plots for the network of trials Is fixed. 
each treatment Is usually replicated once In a trial. No measure ofwlthln-trial 
error. for Intraslte analyses, or pooled-experimental-error In the Interslte 
analysis of trial data are then available. If two or more replications are not 
warranted, a compromise Is to replicate one of the treatments at each trial. 
Data analysis 
The general pattern of the data analysis will Include three stages. 
Yield-environmental correlation analysis 
Yield data from control plots of each experiment are plotted against each of the 
field-measured environmental variables. These plots serve as a check on the 
range and distribution of points for each environmental characteristic. The 
magnitude of the correlations, along with plots of one environmental variable 
against another. assists In the selection of environmental vartables to be 
included In the combined analysis ofvartance. 
Analysis of variance 
Replicated data from each site Is analyzed by an analysis of variance (ANOVA] 
procedure for calculation of the coefficient of variation and estlInation of the 
experimental error. But the differences among the treatments, calculated for 
each trial. do not temain the same from one trial site to another. The 
magnitude of this treatment by trial interaction can be evaluated graphically 
or from the ANOVA of the data combined over the trials. Degrees offreedom 
for the Interaction can be subdivided Into components to evaluate the value 
ofthe measured field characterization variables to account for the maJor part 
of the Interaction sum of squares. The remainder of the Interaction sum of 
squares Is sometimes used as an apprOximation of the experimental error for 
Single replication trials. 
Regression analysis and prediction 
Using all the experimental data from the on-farm trials and the measured 
environmental variables, regression methodology Is employed to estimate a 
prediction equation. In general, form yield can be modeled as a function of two 
general groups, 
Y = f (M. E] 
where M are trial treatment factors managed by the farmer, and E are the 
environment variables that can be measured at each trial site but that cannot 
be managed. 
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If the comblnedANOVAshowsinteraction between the treatments and the 
fields. then Interaction variables between the treatments and the environ-
mental factors will need to be included In the prediction equation. The 
regression methodology at this stage also Includes goodness-of-fit statistics 
and analysis of residuals. 
Extrapolation methodology 
Extrapolation has been practiced for many years. first by trial and error. and 
more recently by environment analogs. Extrapolation by modeling is not as 
well developed. One output of current on-farm research trials Is the develop-
ment of extrapolation methodology and methods for validating estimated 
extrapolation models. Systematic development of procedures for determlnlng 
the weight of evidence for successful prediction to fields which have not been 
part of the experimentation has not been finalized. This section outlines a 
possible approach and starts with overly Simplified examples to lllustrate the 
general nature of the proposed strategy. 
The simplest of extrapolation models would be the average of treatment 
data across the on-farm trials. The value of extrapolating the same average 
value to all non-trial fields would be limited unless all trial and non-trial sites 
are truly replications. If the same average yield within statistical limits was 
measured for all the fields. then the mechanism for extrapolation would be the 
overall mean. No other information would be needed and the average over all 
the experimental fields would be the predictor for other fields not In the series 
of experiments. 
Now suppose the Individual field means are different but they correlate 
well with measured soil mOisture-holding capacity. The extrapolation mecha-
nism Is the estimated straight line relationship between yield and holding 
capacity. namely the Intercept and the slope of the regression line. Based on 
this estimated model. predictions can be made to other fields by knowing the 
soil moisture-holding capacity for the new field. 
The next step is to Impose two treatments at each trial. e.g .. farmer and 
Improved technology levels. Again. assume that a straight line ad eq uately fits 
the data. resulting In two straight lines. If there is no interaction between 
technology level and soil mOisture-holding capacity. the two lines wlll be 
parallel and the extrapolation mechanism will be the two parallel straight 
lines. i.e .• the prediction equation will Include estimated parameters for the 
two Intercepts (means) and one slope. As indicated In a previous section. 
extrapolation of the difference between farmer and improved technologies (the 
slope of the line) Is easier to transfer than the slope and two means. 
As other treatment differences and environmental variables need to be 
conSidered. the extrapolation models become more complicated but the basiC 
outline remains the same. More options in the extrapolation analysis can be 
exerCised. For example. treatment differences plotted against environmental 
vartables can reflect stability of cropping patterns as the nature of the 
regression slopes (or curves) Is examined. 
An extrapolation example 
A major assumption In a series of on-farm trials is that information from the 
experimental trials may be extrapolated to other fields within the same 
recommendation domain. Extrapolation Is based upon a model estimated 
from the experimental data. For example. If applied nitrogen (N) is the factor 
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of Interest and trials are carried out with two ormore N levels, the extrapolation 
(prediction) model ts: 
YHAT = b. + biN + b.W 
where YHATts the predicted yield and the bvalues are the estimated Intercept, 
linear and quadratic terms of the quadratic polynomtal curve between yield 
and applied nitrogen. 
A problem artses In using the model, estimated from the experimental 
fields, to predict yields on nonexperimental fields. Envtronmental variables 
vary from field to field In a series of on-farm trials. These field variables are 
factors believed to affect crop yields but cannot be controlled at a constant level 
across the series of on-farm trials. Neither ts it desired to control these field 
variables at a constant level since the effect of field variables on the relation-
ship between yield and the controlled factors ts one of the major reasons for 
the series of trials. However, farm variables can be measured and incorpo-
rated Into the estimated extrapolation model. 
For example, field soil-motsture during a critical period of plant develop-
ment can be estimated byformlng a drought Index from measured rainfall and 
soil texture. The effect of a field Variable on the analysiS and Interpretation of 
a series of trials is shown using a soil-moisture Index. denoted as "m". 
Suppose trials were carried out on two fields and the difference between the 
two fields ts due only to the main effect of moisture. Then: 
YHAT = b. + bIN + b.W + b,m 
The estimated ba coefficient reflects the difference between field mean 
yields and is estimated from soil-moisture Information at the two fields. lfthe 
soil-moisture Index ts coded + I and -I for convenience. then: 
YHAT = (b. + bal + biN + b.W for field 1. and: 
YHAT = (b. - bal + bIN + b2 N" for field 2. 
It can be seen from this example that any field variable measured at the 
two fields will explain the difference In the mean yields of the two fields. In 
practice, more than two fields will be needed to evaluate a measured field 
variable. Also note from the equations that the applied nitrogen response 
curve is the same for both fieldS but the curves have different Intercepts. It 
then follows that the economic optimum calculated by equating the term, b
l 
+ 2b.N, the derivative of Y with respect to N. to the price-cost ratio Is not 
affected by the field soil moisture Index. 
The situation changes If the field variable Interacts with the controlled 
factor. e.g .• the difference between two levels of applled nitrogen depends on 
the level of the soil-motsture Index. Now the extrapolation model ts: 
YHAT = b. + biN + b.N" + bam + b.Nm 
and the derivative of yield with respect to applled nitrogen ts: 
(b l + b .ml + 2b2N 
showtng that the economlc optimum now depends on the level of the soil-
moisture Index. 
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From a series of on-farm trials the estimated extrapolation model tnclud-
1ng the b3 and b4 coefficients can be calculated. A plot of the predicted response 
curves for different levels of the soil-moisture Index. or several levels of rainfall 
at two or three soil textures is a valuable graphic to show the extrapolation 
model. 
Yield for additional applied nitrogen experiments on new fields dUring the 
next growing season (verification experiments) can be predicted using the 
estimated extrapolation model and soil-moisture index values from the new 
fields. Evaluation of the extrapolation methodology is then based on the 
statistical analysis of the differences between the predicted yields and the 
actual yields from the new fields. 
Evaluation of the extrapolation methodology 
After estimation of an extrapolation model, its predictive value needs assess-
ment. Selection of a "goodness" measure depends on the chronological stage 
of the experimentation, the trials' experimental design. and the availability of 
measured environmental variables. 
After one growing season with no measured environmental variables, the 
claSSic combined analysis of variance table would Include sums of squares for 
• Environments (fields), 
• Blocks within fields (assuming replication and blocking), 
• Treatments. 
• Fields by treatments interaction, and 
• Experimental error (assuming replication). 
The (t-I) treatment degrees offreedom and sum of squares would usually 
be subdivided Into single degree offreedom comparisons (contrasts estimat-
Ing meaningful differences among the treatment means) labelled C I, C2, 
... C(t-I). Extrapolation of contrast estimates to non-trial fields is justified if 
the Interaction Is judged not important by comparing Interaction and experi-
mental error mean squares (F statistic) and the widths of calculated confi-
dence intervals are satisfactory. 
With measured environmental variables, e.g .. EI, E2 and E3, and assum-
ingthat plots between treatment contrasts and E variables reJ1ect straight Iir!e 
fits, an imporiant Interaction degrees of freedom and sum of squares would 
also be subdivided Into 3(t-I) C*E components. The three E variables would 
usually be correlated, the magnitude of the C*E sum of squares would be order 
dependent, and the researcher'S subject matter knowledge would determine 
a reasonable order for interpretation. The remaining degrees of freedom and 
sum of squares would be a term labeled "remainder". Extrapolation of 
contrast estimates modified by inclusion of the C*E interaction terms In the 
estimated extrapolation model is justified if the remainder and experimental 
error mean squares are judged not to be different by an F statistic evaluation. 
If judged to be different, problems in extrapolation are to be expected. For 
nonreplicated trials the researcher has to subjectively judge the relattve 
magnitudes ofthe remainder and experimental error mean squares. 
Inclusion of additional environmental variables will account for an in-
creasing proportion of the Interaction sum of squares but does not necessar-
ily improve extrapolation. With f fields, the inclusion of (f-I) environmental 
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variables will account for the total interaction sum of squares even if the 
environmental variables have been computer-generated from a random 
number table. Few environmental variables. relative to the number of fields 
and selected on both statistical and subject matter considerations. should be 
utilized in the extrapolation model. 
VerifICation trial analysis 
Verification trials are additional on-farm trials. usually starling In the second 
growing season with on-farm measurement of the extrapolation model envi-
ronmental variables. Verification trials need to Include some of the same 
treatments as the original trials but the trial design could be more appropnate 
for demonstration trials with larger plot sizes. Replication and randomization 
could be compromised. 
Based on the extrapolation model. estimated from the experimental Sites. 
yields are predicted for the verification trial plots. Plots of observed versus 
predicted should show most pOints close to a 45' line through the ongin. The 
observed minus predicted differences are then subjectively evaluated by a 
standard. e.g .. the average absolute difference should be no greater than a 
predetermined percentage of the observed. The differences can also be plotted 
against the predicted and various environmental variables to expose patterns 
of poor extrapolation. Finally analysis of variance tables are calculated for 
each verification trial using the observed minus predicted differences. Esti-
mates of each treatment contrast should not be statistically different from 
zero. 
If verification experiments cannot be carried out or the number Is limited. 
an alternative validation measure can be calculated from the Original trlals 
with replication. This goodness-of-predlctlon test statistic Is based on the 
ratio of the sum of squares of the observed minus predicted differences when 
the predictions are made to new fields (called the prediction sum of squares) 
compared with the usual residual sum of squares. Specifically. the extrapo-
lation model. estimated by using the data from all the on-farm trial sites except 
for one field. Is used to predict plot yields for the remaining field. This Is then 
repeated for each of the f fields based on the extrapolation model estimated 
from the other (f-1) fields. The observed minus predicted sum of squares. 
calculated for each new site and then summed over the f fields. Is then 
compared with the sum of the indlvldual field residual sums of squares 
calculated in the usual way. The ratio of the prediction sum of squares to the 
reSidual sum of squares provides a statistical test for validating an extrapo-
lation model. The statistical distribution ofthe statistic Is known (Wood and 
Cady 1981). Chi-square tables can be used to determine Significance levels 
(Wood. Cady and Chan. 1985). A worked example Is given by Cady et al.. in 
University of Hawaii College of Tropical Agriculture and Human Resources 
Research Series 15. (1982). 
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An Assessment of the Design and Analysis of 
On-Farm Trials in Nigeria's Agricultural 
Development Projects (ADPs) 
S.w. Eremie, p.s.o. Okoli and H.R. Chheda 
The Agricultural Development Projects (ADPs) were started in Nigerta in the 
mid-1970s prtmarily to increase the productivity and income of small-scale 
farmers. In order to achieve this objective. agricultural research activities 
were incorporated In their programs. The research focus was on on-farm 
trials. These trials represent an attempt to develop technologies that are 
relevant to the farmers' needs and capabilities and to shorten the period 
between the development and the adoption of relevant technologies. 
The research program involves the collaboration of the national agricul-
tural research institutes (NARl). universities. the ADPs. and the Federal 
Agricultural Coordinating Unit (FACU) in the planning. design. conduct. and 
review of on-farm trials. From the experience gained in the vartous zones of 
the country in the pastfewyears. some lessons have emerged that can be used 
to improve the utility of these trials. This paper highlights the current 
arrangements and processes for on-farm trtals in the ADPs and discusses the 
Issues that have artsen along the way. Some of these issues are common to 
on-farm research activities in other parts ofthe world. while some are peculiar 
to Nigeria's circumstances and stage of development in on-farm research. The 
paper finally offers recommendations to resolve some of the Issues raised. 
Arrangements for on-farm trials 
Over the last few years. a number of institutions were brought together to 
conduct on-farm trials in vartous agricultural development projects. The roles 
and responsibilities of each of these institutions are briefly highlighted below: 
National agricultural research institutes (NARI) and unillersities 
a. Provide the zonal coordination for all on-farm research activities in the 
zone. as well as some members of individual ADP on-farm research 
teams: 
b. Provide technical support and back-up training for subject-matter spe-
Cialists of the ADPs: 
c. In collaboration with FACU and ADPs. design. implement. and monitor 
on-farm trials of the ADPs. 
Agricultural Development Projects (ADPs) 
a. Provide the financial resources for on-farm research as agreed in the 
budget: 
b. Provide transportation for the successful implementation of the research 
project: 
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c. Provide facilitating assistance to the research team in the form offarmer 
and site selection; 
d. Provide some staff for the conduct and supervision of trials. 
Federal Agricultural Coordinating Unit (FACU] 
a. Links up the collaborating institutions in on-farm research and facilitate 
the implementation of agreed activities; 
b. Arranges meetings and workshops to plan and review on-farm research 
activities in collaboration with NARl and ADPs. 
c. Assists in the publication of reports and Information generated through 
on-farm research activities. 
The processes currently followed in on-farm trials in the ADPs are listed 
In Table 1. 
Issues In on-farm trials In the ADPs 
This section reviews the issues that have arisen In connection with on-farm 
trials in Nigeria's ADPs. The issues center on the processes of on-farm trials 
indicated earlier. and include planning. trial design. conduct of trials. data 
analysis and review of trial results. and formulation of recommendations. 
Planning 
TewnJonnaiion. On-farm research activities within NARl are the responsibil-
Ity of the stalI in the Fanning Systems Program of the institutes. Scientists 
In other programs are generally excluded from these activities. As a result. in 
some cases. qualified and knowledgeable staff ofthe coordinating NARl are not 
Involved in on-farm research activities. The exclusion of staff from programs 
other than the Farming Systems Program introduces some bias in team 
composition. Similarly. very little consideration Is given to using the expertise 
of scientists in similar neighboring research Institutes and universities. The 
exclusion of scientists In fisheries and livestock institutes in some on-farm 
research teams is of particu lar concern. 
Solutions to identified problems. The search for solutions to Identified 
problems Is often limited to the technology generated by the coordinating 
NARI. little conscious elIort being made to seek appropriate technologies tn 
other research institutes and unlversitles. This has serious implications for 
the relevance oftrlals. In the first place, there may not be enough or even any 
Innovation within the concerned NARl to address the most serious technologi-
cal production constraints In the area. What Is eventually taken to the field 
for testing represents primarily the coordlnattng NARI's current interests and 
recommendations. In some cases. the trials do not attempt to address the 
most pressing production problems. For tnstance, tn a part of the country, an 
analysis of the results of the diagnostic survey of farming systems clearly 
showed that poor storage and processtng constituted the most serious 
bottlenecks In food production. These problems were not addressed tn the 
subsequent on-farm trials because there were no suitable technologies 
developed by the coordtnatlng NARI. A little more effort tn the search for 
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Table 1. Proceaaesln oD-farm research In Nigeria'. ADPs 
Process Institution responsible 
1. PfanniIlg 
a. Planning meetings NARI/FACU/ADPs 
b. Team fonnatlon NARI/FACU/ 
university / ADPs 
c. Identification. definition and prtorttization 
of problems and opportUnIties through 
diagnostic surveys. MonthlyTechnology NARI/unlverslty/ 
Review Meetings [MTRM) and field vislls. FACU/ADPs 
d. Identification and listing of probable 
and possible solutions to commonly defined 
problems NARI/Unlverslty 
2. 1lialdesfgn 
a. Choice oftrtals and expertmenlal design. 
including data to be collected. through NARI/Unlversity / 
Review and Planning Workshops FACU/ADPs 
b. Costing of trtals and preparation of NARI/unlversity / 
Implementation schedule FACU/ADPs 
3. Conduct oj trials 
a. Farmer and site selection NARI/Unlversity / 
ADPs/farmers 
b. Management of trta1s NARI/unlversity / 
ADPs/farmers 
c. Data collection NARI/unlverslty / 
ADPs 
d. Monitoring oftrtals through joint NARI/universlty / 
sUpervisotyvisits FACU/ADPs 
4. Data analysis NARI/universlty 
5. Review oJ1T1a1 results andJormuIatfDn. oj 
recommendatfn.ns throughAnnual Review NARI/universlty / 
and PlanniIlg Workshops FACU/ADPs 
solutions to the storage and processing problems would have yielded fruitful 
results. had at least one otherresearch institute In theviCinlty been contacted. 
Trial design 
Clwfce oJtrta1s. The choice of on-farm trials often does not reflect the clientele's 
real needs and obJectives. Focus has often been on maximizing yields. with 
little or no consideration for yield stabUity. rtsk minimization. and optimum 
utilization of available farm resources. 
Biases. There is certainly a profeSSional or specialist bias In the choice of 
trtals. In several review meetings. entomologists who have previously worked 
exclusively on cereals have tried to taUor trials towards cereal Insect problems 
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when insect problems oflegumes have been more promlnent. Slmilar biases 
have been readily observed in the chOice of trials by the coordinating 
commodity-based NARIs. 
Experimental design. Considerable vartation has been observed in site 
replication in the design of on-farm expertmentation in different parts of the 
country. This ranges from heavy reliance on on-site replication to excessive 
reliance on across-site replication without taking into consideration the eco-
logical differences in the areas. Too many treatments (as many as six) have 
often been included tn farmer-managed trials. In some of these trials. 
approprtate controls have not been incorporated. The line between re-
searcher-managed and farmer-managed trials does not appear to be very 
clear. Uttle or no attention is paid explicitly in the designs to available or 
needed data on soils. cllmatic factors such as rainfall and temperatures. and 
certain economic variables. Instead. a heavy emphasis is placed on yield data. 
Fanner and site selection. On-farm trials often end up on poor sites because 
the researchers have inadequate knowledge of the history of the Sites. and 
sometlmes because good sites are lost due to delays in establishing trials. The 
ortentation of selected farmers on their expected responsibilities. on the data 
that will be required from them. and on the object of trials. Is generally 
inadequate. Many farmers have consequently regarded on-farm trials as the 
concern of government ADPs. 
Managementoftrials. Closely linked with the lack of orientation of the farmers 
is the degree of farmer involvement in the management of the trials. In re-
searcher-managed trials. the farmeroftencontrlbuted only his land. Farmers 
in these cases often complained of the late establishment of trials by research-
ers. A classic example of a late start of on-farm trials was a rice variety trial 
that was devastated by birds because all other rice farms had been harvested 
before the rice in the trial plot matured. In farmer-managed trials. the 
demands on the farmer's labor are usually not clearly understood before the 
commencement ofthe trtals. In parts of the country where several replications 
have been carried out on an indivldualfarmer's field. the farmer has often been 
unable to employ labor for the weeding of the large expertmental plot. leading 
to discarded trials or confusing results. 
Data coUection. What data should be collected. who collects them. who keeps 
the logbooks. and tlroeliness of collection are all issues that have plagued on-
farm t11als in almost all ADPs. Some of the research institutes do not have 
confidence in the ability of ADP research officers and subject matter special-
ists to collect good data on the trials and prefer to post their own technical 
assistants to do so. The ADPs. on the other hand. are suspicious of the quality 
and timeliness of collection of data by research institute technicians. Argu-
ments have also raged over who should maintain the logbooks for on-farm 
trials. While some institutes allow duplicate logbooks to be kept by the ADPs. 
others insist that only the institute should maintain the logbooks. 
Monitoring. Joint visits by scientists andADP staff to monitor on-farm trials 
often do not correspond with the established schedule. As a result. lmportant 
stages ofthe t11als are not monitored. Often farmers' reactions to the trials are 
ignored by scientists anxious to reinforce their assumptions. Trtals are 
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prolonged that, according to the farmers, should be discontinued or modified. 
For Instance, mOnitoring farmers' reactions to a trial evaluating cassava+malze 
Intercropplng would have dictated the need to consider treatments Involving 
the Intercropping of local cassava and improved maize, or improved cassava 
and local maize, rather than trials using local cassava with local maize as the 
control. 
Data wlQlysis. Analyses of variance and sometimes mere calculations of 
treatment means (without any test for significant differences) are the analyti-
cal methods most often used for on-farm trials in theADPs, Ordinary analyses 
of variance are often used, even In researcher-managed on-farm trials 
involving crop associations (some of which could be better handled with split 
plot design), and In multilocational trials involving strong Interactions of sites 
with treatments which could benefitfrom combined analyses of variance, The 
impliCit assumption here Is the homogeneity of the domain with respect to the 
trea tments considered. 
Economic analysis Is often ignored or carried out only after all other 
analyses have been completed, Economic costs are usually downplayed. 
Uttle attention is given to a scientific analysis ofthe farmers' reactions, to the 
likely effect of the proposed technology on other enterprises on the farm, the 
effects on farm labor and other Inputs, and the potential risks to the farmer 
which are Involved. 
Finally, the exclusion of ADP staff In the analysis of data from on-farm 
trials has resulted In considerable apathy on the part ofADP staff towards the 
results. 
Review oJtrial results andJormulationofrecommendations, In the review of on-
farm trials results, many research teams come to the review workshops with 
incomplete analyses and supporting data on soil and climatic conditions. 
Their presentations are often handicapped by the absence of audiovisual aids. 
The absence of scientists conversant with issues such as fisheries and 
livestock from these workshops puts limitations on the evaluation of some of 
the results. while the absence of subject matter specialists and research 
oITicers of the ADPs limits communication and the exchange of Ideas. These 
subject matter specialists and research oITicers who were Involved in the trials 
would have brought with them valuable insights, Furthermore. the very 
limited time given the review workshops results In hurried recommendations 
and trial proposals. 
Funding. The level offundinghas had conSiderable impact on the on-farm trial 
activities. In the deSign of trials, such Items as the number of treatments. 
number of sites or replications, and the quantum of data to be collected have 
had to be conSiderably modified because of a scarcity of funds. Joint 
supervisory visits and the effectiveness of review workshops have also been 
limited by funding constraints. However, It Is hoped that progressive Involve-
ment ofthe existing research Institutes and universities in the ADP area will. 
to some extent. reduce funding and mobility problems. 
Recommendations 
The following recommendations to improve the output of the trials are based 
on our experience. 
106 
Planning 
1. On-farm trials should be regarded as an institute activity rather than a 
Farming Systems Program aCtIvity and therefore draw on all available 
scientific resources within the coordinating institutes. 
2. Collaborating universities and institutes should have greater responsi-
bility In conducting trials. (This Is now happening in one zone). 
3. The National Farming Systems Research Network should work out ways 
of Integrating other institutions into the network In on-farm trials. This 
must be seriously pursued In each zone. 
4. Conscious attempts should be made by the on-farm research teams to tap 
all available resources. locally and abroad. Budgets for on-farm research 
should provide for local travel by scientists and for the participation of at 
least one outside resource person at each monthly technology review 
meeting. 
Trial design 
1. Thematic diagnostic surveys will result In more clearly defined problems 
and constra1nts. Along with information obtained at monthly technology 
review meetings. this can lead to a better choice of trials. 
2. On-farm research team members need further orientation through 
tra1ntngworkshops on the holistic nature of on-farm problems and in the 
deSign of on-farm trials. 
3. On-farm trial deSignS should have an ecological focus and Incorporate 
clear ecological disparities In the recommendation domain. 
4. Better use should be made of available soil and climatic data In the deSign 
of trials. 
Conduct of trials 
1. Team members should fully brief farmers on their Involvement In trials. 
the demands on their labor and other Inputs. the riSks involved. and the 
expected benefits. 
2. Early review workshops will ensure prompt finalization of trials and 
budgets. encourage early release of funds. and the procurement of trial 
materials. thereby reducing the chances of the late establishment of 
trials. 
3. On-farm research teams should consciously aim at making subJeci 
matter speCialists and research officers fully responsible for all aspects 
of on-farm trials. especially those which are farmer-managed. 
4. Monitoring schedules for trials should be prepared and ADPs should 
provide the necessary facilities and assistance required by scientists. 
5. Farmers' reactions should be noted durlngmonltortng and an analysis of 
their reactions presented during review workshops. Each ADP should 
Invite and bear the expenses of one or two farmers to the review workshop 
to Improve the planning of trials. 
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Data analysis 
1. There Is a need to selectively utilize appropriate analytical tools In the 
analysis of on-farm trial data. The Involvement of statisticians In the design 
and analysis of the trials would be very helpful. 
2. Properly designed and maintained logbooks will facilitate analysis. The 
ADPs should also maintain copies of the logbooks as is the practice In the 
northwest zone. 
Review of results and recommendationformulation 
L The two-tier review system, started on a pilot basis In the southwest wne 
late In 1988, can help to make up for many of the deficiencies identified In 
review workshops. Under this system, the research team works withADPstaff 
to analyze the results and prepare trial proposals before the review workshop . 
2. Two subje~t matter speCialists/research officers of each ADP should 
attend the wnal on-farm trial review workshops. 
Conclusion 
After five years of collaboration among NARI, universities, FACU, andADPs In 
the planning, design. conduct. and review of on-farm trials, much has been 
achieved. A favorable climate for interaction between research and extension 
agencies In the country has been developed. The Interaction has mutually 
benefited all the partiCipating agencies. Moreover, the farmer who is the end-
user of the results of these collaborative efforts has benefited from these 
efforts. 
The efforts of the dedicated core of agricultural scientists who have worked 
to improve the lot of the small farmer through on-farm expertmentation are 
fully appreciated. The issues raised in this paper are directed towards 
recognizing the intricacies and requirements for even better on-farm exped-
mentation. 
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Trial Design and Analysis for On-farm 
Adaptive Research: A 1988 Maize Trial in the 
Mono Province of the Republic of Benin 
M.N. versteeg and A. Hujjsman 
On-fannAdaptive Research (OFAR) in an alfisol area in Southern Bemn (Mono 
Province) started in 1986wlth the introduction of a collaborative project of the 
Direction de la Recherche Agronomlque (DRA) of Bemn. the Royal Tropical 
Institute (Ian Amsterdam. and the International Institute of Tropical Agricul-
ture (IITA) Nigeria. Major constraints to agricultural development are: 
• decl!n!ng soil fertility caused by shorter fallows: 
• reduction in average fann size because of the increase in rural population: 
• low resource productMty in food crop production due to the predominant 
use of manual labor (seasonal shortages) and the non-utilization of inputs 
such as fertilizers and pesticides: and 
• low riSk-bearing capaCity of fanners who are confronted with highly 
vartable incomes from agriculture. 
The prtncipal aim of the OFAR project was to intensify crop production 
through the introduction of new crop technologies while maintaining and/or 
Improving the sustalnab!l!ty of agriculture. 
Imtlal on-farm testing and adaptation of techologies focused on the 
introduction of new plant material (maize. cowpea. groundnut). row planting. 
higher plant densities. and the appl!cation of chemical fertilizers. The results 
of 1986 and 1987 trials showed that the replacement of the first season local 
variety with the Improved TZSR-W variety was economically viable. It 
outylelded the local variety at about 700 kg/ha. which was suffiCient to cover 
the additional seed cost. Although farmers were Impressed by this yield 
increase. they had doubts about the storage quality of the cobs. This 
observation was confirmed by results of a storage trial showing storage losses 
about twice as high as those in the local maize variety. The same trials 
indicated a slgntficant fert!l!zer response to maize, but given the existing 
maize/fertilizer price ratio, the application of fertilizer was for most farmers 
not economically attractive. l However, when fertilizer application was 
combined with the Improved variety, the overall package was econOmically 
viable. 
1. To calculate the maize/fertilizer price ratio the following prices were used: the 
fanngate price of maize for the period shortly aller the first season maize harvest 
and the prince of fertilizer suppUed through offiCial government channels [the 
extenslonservlce Is the sole officially recognized supplier offertillzer in Benin). This 
results In a rather conservative maize/fertilizer price raUo. On the parallel market, 
fanners are able to obtain illegally Imported fertilizers at prices substantially below 
the official price, whereas maize prices Increase considerably 3-4 months after the 
first harvest. 
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This is an important finding. given the necessity to replenish the soil using 
fertilizer as a way of preventing further mineral exhaustion of the alfisols in the 
region. Fertilizer application should concentrate on the repleniShment of 
phosphorus and potassium extracted with each harvest. The need for 
nitrogenferti1izers can be reduced by introduCIng nitrogen-flxlngleguminOus 
species In alley cropping. and as covercrops and rotation crops. In combining 
organic and commercial fertilizers It IS expected that the financial rISk of 
applying commercial fertilizer alone is acceptable to farmers. The loss of cash 
investments after bad years (generally due to drought) IS offset by the retention 
of minerals in the soil due to a reduced harvest. Hence there IS no necessity 
for fertilizer application the following season. 
Objectfves of the 1988 maize trial 
The objectives of the trial were: 
1. to compare two improved maize genotypes with a local malzevartety. under 
a management package of a minimum replacement fertlllzation and 
recommended plant spacing and 
ii. to test the effectiveness and attractiveness for farmers of a malze/ 
pigeonpea (Cqfanus cqJan) aSSOCiation (where the plgeonpea replaces a 
second season crop as a short season fallow) as a soil ferUllty improvement 
measure. 
The improved genotypes are the TZSR-W selection SEKOU-TZSR-W and 
the hybrid 8321-18. The SEKOU variety has been selected in collaboration 
with Beninols researchers and IS expected to be more in line with farmer pref-
erences as far as storage and grain quality IS concerned. As a second 
treatment. plgeonpea was planted with every other malze row. Based on 
experiences elsewhere In Benin. it is expected that the interplanted plgeonpea 
will not affect the yield of the first season maize crop. IUs further expected that 
the next year's pigeonpea will produce a substantial amount of litter and fresh 
leaves durtng the preceding short rainy season and the harmattan period. In 
previous trials under controlled conditions. this organic matter resulted in an 
extra maize yield of 500-1000 kg/ha. 
TrIal design 
In farmers' fields. blocks of about 30m x 20m were dlvlded Into three main 
plots for the maize genotypes Oocal variety. SEKOU and hybrid 8321-18). 
which were sown in rows at a spacing of O.8Om x O.4Om. The distribution of 
the varteties among the three plots was determined at random. The plots were 
further dlvlded In two. After emergence of the maize. In one half of the plot 
(randomly chosen), plgeonpea was sown between every other maize row. 
resulting In a plant spacing of l.6Omx O.4Om. This design. where treatments 
are arranged In strips across each farmers' block, was chosen to facllitate the 
interpretation by the farmers and hence to Increase their participation. Such 
lay-out IS sometimes termed a split-block design (LeClerq et aI. 1982). or a 
'criss-cross deSign" (P. Walker. personal communication) and IS. In fact. a 
vartantofthe often used split-plot deSign. Compared with completeiy random-
ized blocks. less information becomesavatlable as regards the main treatment 
effects. but this statistical flaw was compensated by a relatively large number 
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of repetitions [participating farmers). An additional advantage of many 
repetitions is that it diminishes the possibility of too strong a supervision of 
farmers byfield assistants. thus avoiding the creation of demonstrationfields. 
The whole block received a first weeding and 100 kg/ha cotton fertilizer 
[14·23-14). The trial was farmer-managed as far as maintenance. planting-
and harvesting-dates. etc .. were concerned. To avoid treatment errors. the 
field assistants helped farmers in delimiting the plots. planting the field. 
applying fertilizer. and harvesting the trial. In principle. no special crop care 
was requested of farmers. However. like most agricultural credit programs. 
farmers only received fertilizer after the first weeding was properly carried out. 
Furthermore. in case farmers' maintenance favored particular plots. farmers 
were requested to correct such practices in order to decrease within-block 
variability. 
MonitOring farmers' trials 
Monitoring offarmers' fields by field assistants [two per village) . was facilitated 
by using a separate work sheetfor each field. where dates of planting. weeding. 
etc .. were recorded. Schematic field plans. tables for harvest and interim 
evaluations were also recorded. After the first weeding. field assistants laid out 
an observation sub-plot of 25 m' where the number of plants were recorded 
and pest and disease incidence were monitored. These sub-plots were 
selected in such a way that growing conditions [shade. soil Variability) were for 
the most part Similar. The sub-plot is mainly a toolfor a systematic monitoring 
procedure until harvest time. Field staff made weekly visits to the sites. During 
the period that field assistants were not busy superviSing planting and 
harvesting operations. fields were systematically visited. For the purpose of 
such visits. all trials around the village were grouped according to their 
location into three tours of an equal number of fields. One such tourwas made 
with the field assistant during each weekly viSit to the site. As a result every 
field was visited once every three weeks. Impressions during these visits were 
recorded on the corresponding work sheets. Such tours are essential to 
remain in touch with farmers and trial development and to assist in the 
interpretation of final results. 
At harvest. plants and cobs within the observation sub-plots were counted 
and the cobs weighed. These cobs were then threshed and grain weight 
recorded. Subsamples were taken and put in double plastic bags for later 
humidity determination. The cobs In the remainder of the plot were separately 
harvested and weighed. Grain yield was calculated on the basis of total cob 
weight and the grain/cob conversion factor derived from the sub-plot meas-
urements. A second yield calculation can be derived from the sub-plot grain 
weight alone for verification. In this way we were able to trace and correct 
errors. 
The field harvest results were ordered according to treatment and were 
compared and discussed with the farmer. His impressions and opinions were 
recorded on the worksheet. 
Data processing and technical assessment 
For data analyses the Lotus 123 electronic spreadsheet for IBM compatible 
computers was used. Yield calculation. statistical analysis. and stability 
analysis [including linear regression and graph plotting] were carried out. 
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Statistical analysis 
Grain yields of different treatments of 25 farmers are presented In Table l. 
Analysis of valiance of these data according to the used clisscross design 
(Table 2) resembles the analysis of a split-plot deSign. Calculations of the 
correction factor [CF) as well as the sum of squares (SS) and mean square (MS) 
for farms (= replications). valieties. association (= treatment with/without 
pigeonpea association) and the Interaction (varieties x associations) are the 
same as for the most commonly used randomized block design. 
Table 1. Data/plot (t/ha) of the 25 farmers who participated In the maize/ 
plgeonpea trial. first season. 1988 
Local variety TZSR-W Hybrid 8321-18 
Mlxedwlth Mixed with Mlxedwith 
Farm Sole pigeonpea Sole pigeonpea Sole pigeonpea 
I 2.375 2.363 2.078 2.444 3.544 1.566 
2 1.814 2.435 1.697 2.684 2.984 3.758 
3 3.065 2.110 3.081 3.760 4.130 3.520 
4 2.085 1.958 1.205 1.194 2.062 2.350 
5 1.493 1.479 2.205 2.273 2.044 2.291 
6 1.128 1.524 1.240 1.651 1.268 1.817 
7 2.334 1.658 2.573 3.129 4.155 3.845 
8 1.459 0.830 1.842 0.578 1.798 0.978 
9 1.990 2.283 2.408 1.647 2.570 2.746 
10 1.320 0.991 1.686 0.712 2.324 1.998 
11 1.777 1.701 1.648 2.225 2.054 2.094 
12 1.084 1.197 1.545 1.796 1.583 1.558 
13 1.387 1.142 2.096 2.802 1.454 3.066 
14 1.245 1.229 1.675 1.942 1.990 2~045 
15 2.601 2.949 3.474 3.023 4.564 3.525 
16 1.925 1.759 3.081 3.551 2.800 3.115 
17 0.194 0.192 0.048 0.159 0.785 0.558 
18 2.318 1.924 2.628 1.990 2.970 2.555 
19 0.646 0.918 1.909 2.450 0.810 1.134 
20 1.620 0.994 1.429 0.661 1.632 0.968 
21 1.462 1.511 2.216 1.901 2.794 1.324 
22 1.317 0.887 1.921 2.282 0.486 0.711 
23 0.730 0.480 0.790 0.722 0.583 0.110 
24 1.617 1.306 1.490 1.497 2.226 2.379 
25 1.458 0.476 1.031 1.327 0.879 1.531 
The particulality of the crisscross design is that the eiTects of valieties. 
association. and the varieties x aSSOCiation interaction are measured on plots 
of dilTerent Sizes and shapes and that. therefore. each will have its own error 
term for testing its Significance. 
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The first error term for testing the slgnlficance of varieties. Is obtained after 
calculation of the sum of squares of the plots of varieties and subtracting the 
sum of squares of farms and varieties. These calculations are the same as for 
the main plot error In a split-plot design with varieties as the main treatment. 
The result shows a very significant varietal effect rrable 2). 
The same procedure Is now followed to obtain the second error term for 
testing the effect of association, hence first the calculation of plots of 
association and then subtraction of the sum of squares of farms and 
association. Again, the calculations are the same as for the main plot error 
In a split-plot design. but now with association as the main treatment. ThIs 
test Indicates no significant Influence of the pigeonpea association on maize 
yields. 
Finally, the third error term for testing the significance of the varieties x 
association Interaction Is found after calculation of the sum of squares of the 
grand total and then subtraction of the sum of square offarms. varieties, error 
1 association and error 2. The corresponding test of stgn!flcance does not 
indicate any interaction effect either. 
Table 2. Tables of sums, averages and ANOVA (crlsseross design) 
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VarieUes x associatJons 3 
Error 3 48 
Grand total 149 



















Table of averages 
+pigeon-
Pure pea Average 
1.618 1.452 1.535 
1.880 1.935 1.908 
2.180 2.062 2.121 
1.892 1.816 1.854 
MS F 
3.488 10.18 ••• 
4.396 12.82 ••• 
0.343 
0.217 0.83 ns 
0.263 
0.170 1.27 ns 
0.134 
Stability analysis 
Table 1 shows that the vaIiability between fanns was very large due to factors 
such as soil fertility. field history . Influence of ratnfall of Indlvldualflelds (often 
related to sowing date). farmer's management. etc. It can be assumed that the 
mean yield over all treatments reflects the accumulated effect of all these 
factors. In the stability analysis. the mean yield of each field Is used as a 
compound Index for the environment and therefore often indicated as the 
Environmental Index (EI) of that field. This EI is then used as the x vaIiable 
for the calculation of the linear regression for the yields of each vaIiety 
separately. 
The means (EI) of individual fields are shown In Table 2 together with the 
yields of the three varieties. The calculated regreSSion lines of each vaIiety on 
El are given In the left part of Table 2. In Figure 1. for every field the 
corresponding EI Is plotted against the yield of each vaIiety of that field. Next. 
for each vaIiety. the corresponding regression lines have been drawn. The 
graph shows that the line ofthe local vaIiety has the smallest slope. hence Is 
less Influenced by the environment. It can. therefore. be considered more 
stable. Also the stability of SEKOU appears fairly similar. The hybrid Is less 
stable and there is a significant advantage over SEKOU only in favorable 
environments. 
The differences In stability can be tested on significance. using the ANOVA 
on the vaIietal means rrable 3) and the calculations as descIibed by Mutsaers 
et al. (19861. First the sum of squares (SS) for the regression on EI for each 
vaIiety Is calculated. The sum ofthese three values (which are 8.148. 12.665 
and 22.960forthe SS oflocal variety. SEKOU and HybIid respectively) should. 
however. In this case be multiplied by a factor 2 (because the vaIietal means 
of Table 3 are on the basis of two values). before subtracting the SS term for 
Farms. In order to get the SS due to differences in regression. REI-l (3.845). 
This Is incorporated in the first part of the ANOVA table and the correspond-
Ing MS and F values are calculated rrable 4). In our example It shows clear 
significance. Indicating that the observed varietal diiTerences In stability are 
real. An additional advantage is that the error 1 term oIthe original AN OVA 
became smaller. resulting in a higher precision In the significance tests on 
varieties. 
In the same way. the SS due to diiTerences In regression of the plgeonpea 
treatments on EI [REI-2) Is calculated on the basis of the means of these 
treatments (to be deduced from Table 1). 
Economic assessment 
The economic assessment of a new technology Is commonly based on a partial 
analYSiS of costs and benefits. Partial budget analysis Is used to compare 
additional costs related to the new technology with additional returns. Costs 
and benefits are calculated on the basis offarmgate pIices for cash inputs and 
outputs and Imputed prices for non-cash Inputs such as family labor. If there 
Is an Interaction with other parts of the cropping or farming system. Increased 
or diminished costs and lor benefits should be taken Into account. The 
economic attractiveness Is then eva! uated on the basis of the incremental 
benefltl cost ratio (B IC)' An Innovation Is economically attractive in case of 
an incremental B/C ratio higher than I, indicating that additional returns are 
higher than additional costs. To take Into account Interest cost and farmers' 
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Table 3. Regreaslon ofvarletal means/farm on envlronmentallndex 1E1= mean 
of all treatments per farm) (stablUty analysis) 
Farm EI Local TZSR-W Hybrid Regression Output: EI/Local 
1 2.395 2.369 2.261 2.556 
2 2.562 2.125 2.190 3.371 Regression equation of mean yields 
3 3.278 2.588 3.421 3.826 of local variety on environmental 
4 1.809 2.022 1.199 2.207 tndex(Eij: 
5 1.964 1.486 2.239 2.168 
6 1.438 1.326 1.445 1.543 
7 2.949 1.996 2.851 4.000 Local = 0.117 + 0.764 EI; r = 0.93 
8 1.247 1.144 1.210 1.388 
9 2.274 2.137 2.028 2.658 
10 1.505 1.156 1.199 2.162 Regression equation of mean yields 
11 1.916 1.739 1.936 2.075 of variety SEKOU TZSR-W on 
12 1.461 1.141 1.670 1.571 environmental (EI): 
13 1.991 1.264 2.449 2.260 
14 1.688 1.237 1.808 2.018 
15 3.356 2.775 3.249 4.045 TZSR-W = 0.140 + 0.952 EI; r = 0.90 
16 2.705 1.842 3.316 2.958 
17 0.323 0.193 0.104 0.672 
18 2.398 2.121 2.309 2.763 Regression equation of mean yields 
19 1.311 0.782 2.180 0.973 of hybrid 8321-18 on enVironmental 
20 1.217 1.307 1.045 1.301 tndex(Eij: 
21 1.868 1.486 2.059 2.060 
22 1.267 1.102 2.101 0.599 
23 0.569 0.605 0.756 0.347 Hybrid = -0.250 + 1.282 EI; r = 0.96 
24 1.749 1.461 1.484 2.302 
25 1.116 0.967 1.179 1.205 
risk considerations. it is usually assumed that for a technology to be attractive 
to farmers. returns should at least cover twice the costs. hence a B/C ratio 
higher than 2 is required. If the new technology requires a substantial 
increase in labor use. it is further useful to compare alternatives On the basis 
of the tncremental benefit/man-day ratio. instead of using imputed prices for 
labor. 
For the present example of introdUCing a new maize variety with similar 
growlng characteristics as the existing variety. the B/C analysis is relatively 
straightforward. The add!tional costs are solely related to the increased seed 
cost. whereas the additional benefits are due to the yield increase of the new 
variety. The additional seed cost of the SEKOU variety is calculated on the 
basis ofthe actual price difference of 100 CFA/kg between irDproved seed sold 
by the extension service and local seed obtained at the market. 2 The extra cost 
2. The price difference of 100 CFA/kg between improved and local seed does not 
reflect the real cost of producing open pollinated improved maize seed. I.e .. the 
extension service supplies Improved seed at heaVily subsidized rates. Unfortu-
nately. data on the real cost of production are presently not available. 
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of30 kg/ha Improved seed is CFA 3000. Given a farmgate price ofmaize of 
SO CFA/kg during the period shortly after the first harvest. this Is equivalent 
to 60kg rnalze. Thus. assuming a minlmum Incremental B/C ratio of2. the 
yield Increase of the SEKOU variety should be at least 120 kg/ha In order to 
be attractive to farmers. 
Table 4. Incorporation of reere18lon on enviromnental Inde% (REI-I. -2) in 
ANOVA of Table 2 
Source DF SS MS F 
CF I 516.046 
Fanns 24 83.701 3.488 12.73 ••• 
Varieties 2 8.791 4.396 16.05 ••• 
RE
I
-l 2 3.846 1.923 7.024 ••• 
ERROR 1 46 12.594 0.274 
(Plots ofvarleUes 74 108.933) 
Associations 1 0.217 0.217 0.791 ns 
RE,-2 1 0.004 0.004 0.016 ns 
ERROR2 23 6.303 0.274 
(plots of assoclation 49 90.225) 
Varleties x association 2 0.340 0.170 1.271 ns 
ERROR3 48 6.409 0.134 
Grand total 149 122.206 
CV 19.56% 
Using the graphresultlngfrom the stabilltyanalysls (Fig. 11. it can be easily 
demonstrated that for the majority of farmers the replacement of the local 
variety with the improved variety Is economically attractive. By drawing a line 
parallel to the regression line ofthe SEKOUvariety In Figure 1 but at a 0.120 
t/ha lower level. we obtain a line indicating the yield of the Improved variety 
minus twice the additional cost Incurred with this variety (Fig. 2). Forfarmers 
with an El higher than the EI where the two lines Intersect (EI = 0.5 t/hal. the 
Incremental B/C ratio Is higher than 2. It should be noted that the above 
assessment Is conservative in the sense that the cost of purchasing seed of an 
open polUnatlng variety should be considered an investment rather than a 
variable cost that can be tied to a single crop. 
To assess the economic attractiveness of introducing the hybrid maize 
variety. a comparison is made with the SEKOU variety which was shown to be 
economically superior to the local variety. Assuming a price dlfIerence of ISO 
CFA/kg seed between the hybrid and the SEKOU variety. the replacement of 
SEKOU by the hybrid variety requtres an extra cost of 4500 CFA/ha which Is 
equivalent to 90 kg/ha maize. EmplOying the method deSCribed above. I.e .. 
lowering the regression line for the hybrid variety In Figure 1 with 180kgmalze. 
it can be demonstrated that for about half the number of farmers the 
introduction of hybrid seeds is not economically attractive. Only for farmers 
with an EI higher than 1.7 t/ha Is the incremental B/C ratio higher than 2. 
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Figure 1. Stablllty analysis of maize grain yield as influenced by variety in 
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Figure 2. Comparative yield analysis for economic assessment of Improved 
varieties. Continuous lines: relation between environmental Index 
(EI) and yield oflocal variety. SEKOU and hybrid. respectively (copied 
from Fig. 1). Broken lines: yield minus 2 x additional costa for 
replacement of local variety by SEKOU and for replacement of 
SEKOU by the hybrid. Further explanation: see text 
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Combined with the necessity to purchase seeds every year. investment in 
hybrid seed production or importation does not appear to be economically 
viable. 
Farmers' opinions 
Farmers· opinions obtained in the field were complemented by farmers· obser-
vations obtained duringv!llage meetings after trial results had been analyzed. 
There was no consensus among farmers about the behavior of the hybrid 
vartety and several farmers were aware that the yield difference with SEKOU 
in many fields was absent or not impressive. SEKOU was further considered 
to give a better quality of pate (a local maize dish) than the hybrtd variety. 
Expectations with respect to the storage quality of both varieties were lower. 
compared with the local variety. Farmers who knew Ikenne-TZSR-W from last 
year and from the pre-extension test preferred SEKOU because of better husk 
cover and pate quality. 
Continuation of trial 
The above analysis relates only to the first stage of the trial. To determine the 
viability of the pigeonpea intercrop as a source of organic fertilizer. data will 
be collected on the soil fertility improvement and its effect on the performance 
of next year·s maize crops. Presently. most pigeonpea blocks have formed 
closed canopies and litter production has started. Mter the pods mature 
(around the end of January) the pod and grain production will be determined. 
In areas where maize only was sown. farmers planted cotton. cowpea. maize 
or sometimes left the area fallow. The history of these plantings and the 
pigeonpea was monitored with another worksheet. For the continuation of the 
trtal several possibilities are open. among others: 
• One maizevartety is chosen for all fields by the researcher. during the first 
as well as the second season. 
• One maize variety is chosen perfarmer·s block. but the chOice ofthe variety 
is left to the farmers. This provides an indication of the farmers· opinion 
of the introduced varieties. while for the Significance of the fertility effect 
it w!ll probably not have much influence. On the other hand. the choice 
of variety willlnfluence the environmental indices which may confound 
environmental effects with genetic factors. 
• 2-3 maize varieties are again randomly planted. leaving the block again to 
a comparison of maize genotypes. 
• The trial is planted with one maize variety but a cassava association is 
incorporated to explore the poSSibility of using cassava organic matter to 
improve soil fertility. 
The economic analysis w!ll take into account the costs and benefits of 
replacing a second season maize crop with a short season fallow of pigeonpea. 
Also the effect on weeding labor of interplanting plgeonpea in the first season 
maize crop w!ll be analyzed in more detail in the future using larger plot sizes. 
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Aspects of trial foDow-up 
To follow up on the storage problem, a maize storage trial was started with 
three treatments: 
l. local control- according to fanners' practice; 
Ii. Improved traditional storage- by trying to increase husk protection a more 
careful selection of cobs showing signs of insect penetration together with 
KaothrtnTM applications (durtngestablishment of the storage structure and 
periodically afterwards); and 
ill. an Improved storage method as in (tl). 
In the latter case, cobs were de-husked and threshed and after treatment with 
a mixture ofActellic™ and Kaotbrln™ powder, the grains were stored in bags 
(thls was included because of the presence of the largergrain borer (Prostephanus 
rostratus) which could not be controlled effiCiently when maize was stored as 
cobs). The cobs of the different introduced varieties were color-marked and 
mixed with cobs of the local variety within every treatment. Grain storage was 
in separate bags for each variety, Results of the storage trial would be 
evaluated when prices were attractive. 
Feed-back to station researchers on the behavior oftechnologies in OFAR 
trials may lead to special research programs. An example of such feed-back 
concerns the better storage characteristics of the local maize variety. This 
observation led to a joint effort of the IITA's maize breeding program and a 
researcher of the Faculty of Agriculture in Benin to study the mechanism of 
the better storage quality of these local varieties and to screen the total TZSR-
W population for its best storable maize families, 
Finally, in case a technology has' proved to be viable in farmers' trials. a 
pre-extension test is executed with a larger number offarmers in othervillages 
in collaboration with the extension service. The aim is to test the technology 
in a real situation using existing extension channels, which include lnfonna-
tlon transfer to fanners. input supply, and credit. Based on results with 
Ikenne-TZSR-W in 1987, the extension service executed a pre-extenSion test 
of a package ofTZSR-W, including a minimum fertilizer rate and line sowing 
at recommended density, in 1989. 
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A Maize and Groundnuts Stepwise Trial in the 
Ndop Plain, Cameroon (1987) 
Dermot McHugh 
The Ndop Plain Is a fertile valley, lying between 1150m and 1300m above sea 
level In the northwest province of Cameroon. The plain covers an area of 1117 
kIn', with a population density of about 100 per kIn' (SEDA 1983). 
Eighty-five percent of the planted area Is In food crops. The meanfann size 
Is 1.5ha, while the average family Size Is six. Malze, the principal food crop, 
Is almost universally Intercropped with groundnuts, cocoyarns or beans 
(SEDA 1983). 
The Testing and Liaison Unit (TLU) has been carrying out on-fann trials 
In the plain since 1982. Beginning with maize variety trials, the TI..U 
progressed to fertilizer and planting rate trials (National Cereal Research 
Extension Program. 1982-86). and finally to malze+groundnuts stepwise 
trials. 
Objectives 
This trial was designed to estimate the successive contributions of four 
production factors, applied In a logical sequence, to yields of a maize + 
groundnut Intercrop; and to evaluate their effects on the economics of 
production. It was an attempt to syntheSize the results of five years of testing 
the various factors individually and In pairs. 
Materials and methods 
The trial was set out on 21 fanns in the Ndop Plain. The production factors, 
In the order added, were: 
1. an Improved maize variety (V); 
2. nitrogen (N); 
3. phosphorus (P); and 
4. increased maize plant density (D). 
The five treatments were set out In a Randomized Complete Block Design 
(ReBD). with 48m'/experirnental unit and two replicatlons/fann. The treat-
ment levels were as follows; 
Treatment Variety Nitrogen Phosphorus Density 
(kg/ha) (kg/ha) (no./ha) 
1 Local 0 0 20,000 
2 Kasai 1 0 0 20,000 
3 Kasal 1 50 0 20,000 
4 Kasail 50 25 20,000 
5 Kasai I 50 25 40.000 
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The maize was planted in single rows in the middle of 1. 5m ridges. with two 
plants per hill and intra-row spacIng varted to control the density. Both 
nitrogen and phosphorus were applied to the side and below the maize seed 
at plantIng. Groundnuts were planted in single lines on either side of the maize 
at the rate of 88.888 plants/ha. 
Western Cameroon experienced near drought conditions during the early 
months of the 1987 croppIng season. Three weeks of normal rainfall. 
beginning in mid-March. were followed by six weeks of very little rain. The 
rains returned in mid-May, however, just prior to the flowering stage. ThIs 
helped the recovery of the crops to some extent, but It did have some negative 
effects on maize yields. Groundnut yields were also adversely affected, as a 
result of poor pegging. 
Results and dlscusslon 
The data from the 21 sites were pooled for analysis of variance across 
locations. The large number of trials facilitated the estimation oftreatment 
effects under a Wide range of soil fertility and manClgement conditions. 
Replication within locations permitted estimation of location by treatment 
effects, and the possible Identification of sub-zones with differing response 
patterns, which warranted different recommendations. 
Thethreevartables used In the statistical analysis were maize-grain yield, 
groundnut-grainyleld, and total revenue. An economic (net benefit) analysis 
was also conducted. 
Maize yields demonstrated significant location, treatment, and location x 
treatment effects (P=O.05). Each stepwise treatment increased grain yield with 
the exception of phosphorus (Table 1). The complete package (treatment 5) 
yielded 184 percent of the local check; whereas treatments which only 
Involved a varietal change in maize increased yields by 14 percent. 
Table 1. Effect of maize variety, nitrogen, phosphorus, and Increased maize 
plant density on maize and groundnut grain yields (kg/hal and total 
revenue (TRI In the Ndop Plain, 1987 
Maize Groundnut TR' 
Treatment mean mean mean 
1. Local Check 2620 d" 190 a 1.70 d 
2. Kasal I variety 2980 c 200 a 1.90 c 
3. plus nitrogen 3610 b 180 a 2.10 b 
4. plus phosphorus 3680 b 190 b 2.20 a 
5. plus high density 4810 a 160 b 2.40 a 
SE 90 7 0.04 
CV% 16 23 13 
Notes:' A value of 1.00 Indicates a total revenue of 100,000 CFA/ha 
•• Duncan's multiple range test: values not sharing the same letter are 
different (P=O. 05) 
A modified stability analysis (Hildebrand and Poey 1985) shows a treat-
ment by environment Interaction (intersecting treatment lines), which sug-
gests the partitioning ofthe trlalfarrns into sub-groups in the analyses [Fig.!). 
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Using the mean malze-graln yield for each location (I.e., envtronmentallndex) 
as a criterion, the 21 fanns can be divided Into three groups, where means 
within a group are not significantly dJfferent (with the exception of one farm), 
but means between groups are different (Table 2). 
This grouping follows a geographic pattern. All of the farms In group 1 
are located In the south of the plain, where Infertile red salls are dominant. 
Six of the seven farms showing high yield potential (group 3) are In the north, 
where the more fertile brown/black solls are common. 
Maize yield response to nitrogen and Increased plant density were simUar 
for all three groups. However, only the highest yield group showed a 
Significant response to variety alone (P=O. 05), and only the lowest yield group 
showed a response to phosphorus (Fig. 2). 
Groundnut yields were low (mean=187), and responded negatively to 
maize density (Table 1). 'The pattern was the same for the three farm groups. 
No residual effects were detected on beans which were planted after the 
maize+groundnut harvest (mean bean yield = 321 kg/hal. 
Total revenue (TR) was affected mostly by the maize component of the 
Intercrop. The market value for the mean maize yield was 1.7 times that for 
groundnuts. TRcorrelated veryc10selywith maizeylelds, the difference being 
a subdued response to Increased maize density because of the offsetting 
reduction In groundnut yield (Table 1). 
Because oflow market prices, the total revenue/ha formalze was low for 
1987. Nevertheless, economic returns to tested factors were sufficient to 
warrant their recommendation. The net benefit curves for the three groups 
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density increased maize yields by almost one ton. reductions in groundnut 
yield plus the additional fertilizer costs (using non-subsidized prices) left the 
farmers with a lower net benefit. 
In group 2 (medium-yield potential). only the complete package treatment 
was slightly profitable (MRR = 41 percent. Fig. 3b). Despite a maize yield 
increase of 600kg. low maize prices. high fertilizer prices. and diminished 
groundnut yields made the application of nitrogen with low plant denSity 
unprofitable. 
Group 3 farms (high-yield potential) responded strongly to all factors but 
phosphorus. Changing the maize variety gave an MRR of 2151 percent. 
Moving from there to a complete package yielded an MRR of 61 percent. The 
relatively low return to the complete package is due to inclusion of phospho-
rus. which was costly but had marginal effects. The exclusion of phosphorus 
boosts the MRR to 95 percent. 
These results seem to argue for the partitioning of the Ndop plain into two 
recommendation domains with the following characteristics and recommen-
dations. 
Domain 1: Low-yield potential farms on the red soils in the south ofthe plain. 
Recommendation: none yet. There is a need for further soilfert1llty 
studies. 
Domain 2: Medium- to high-yield potential farms in the north of the plain. 
Recommendation: Kasai I (or COCA) maize variety. planted at 
40.000 plants/ha. plus 50kg N/ha. Twenty-four farmer-man-
aged production plots in 1988 showed a 68 percent maize yield 
increase over the farmers' practices for Kasal I maize variety with 
a low rate of fertilizer (30kg N) and medium maize plant density 
(26.ooo/ha). 
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Maize Response to Fertilizer in the Center 
Province, Cameroon; A Methodological Case 
Study 
John Poku and Doyle Baker 
The NkolbiSson Testing and Liaison U nU (TLUI was created in June 1986 with 
the major goal of Increasing the productivity and income of family farmers in 
the Southern provinces of Cameroon through the development of appropriate 
farming systems packages. Although the team Is mandated to cover this 
region. its activities have been restricted to five villages in the Center Province.' 
However, conditions in these villages broadly reflect the general features of the 
region as a whole. The vUlages were selected through exploratory field visUs. 
Informal farming systems diagnoses were conducted to identify researchable 
production problems and constraints. 
The efforts of the team were concentrated on joint researcher/farmer-
managed trials Involving the Introduction of Improved maize and cassava va-
rieties. maize response to fertilizer. cropping patterns. and weed control. Two 
SOCioeconomic surveys were carried out. Some farmer-managed trials with 
improved cassava and maize varieties were also conducted. The team's other 
activities include training extension agents, setting up demonstration plots on 
farmers' fields. and performing liaiSon activities with agricultural develop-
ment parastatals in the region. 
The purpose of thiS paper is to !llustrate the team's primary approach to 
trial deSign and analysiS. using as an example maize fertilizer response trials 
conducted in 1987 and 1988 in five villages tn the Center ProvinCe. 
Background 
Study area 
Agricultural production in the Center Province follows a cropping-fallow 
rotation. Cocoa farms. mainly owned by men. are the major cash earners. 
Coffee (robusta) and oil palm are also of economic Importance. Cassava is the 
most imporlant food crop, grown in association With groundnut, maize and 
vegetables. Other crops Include plantain and cocoyam. 
Maize is a major and minor food crop in the transition and forest wnes, 
respectively, but has important potential as a cash crop. It Is a relatively new 
crop in the forest zone, and there is a growing interest in its cultivation by both 
men and women farmers, for consumption as well as for cash. Fresh maize 
is tn high demand tn markets around Yaounde. The major maize production 
constraints in the region tnclude: 
• High incidence of stem borers. particularly durtng the second season 
1. Team activities will encompas's the other provinces as resources and linkages to 
relevant agricultural development agenCies are buUt over time. 
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(August-November). Consequently. most farmers will normally not grow 
maize during the second season. 
• Low soil fertility, especially nitrogen, because of shortened fallow periods. 
• Lack of cultivars adapted to farmers' conditions and consumption pat-
terns. 
The primary locations for research in 1987 were two villages In the Ntui 
Sub-Division (Mbam Division). Ntui is in the transition zone of forest and 
savanna, and therefore offers a wide variation of systems. Baseline data on 
Ntui Sub-Division were available from an earlier survey, and an IRA (Institute 
of Agronomic Research) experiment station for the forest-savanna transition 
zone is located in Ntui. The main cropping sequences are groundnut/ 
maize+cassava; yarn/matze+cassava. Groundnut usually opens up the 
fallow, intercropped with maize and cassava. Cassava is normally planted flat 
in groundnut fields, but if planted after yam, it appears on the heaps 
previously prepared for yarn. 
Before the end of 1987, a deciSion was taken to shift to villages located in 
the forest zone closer to Yaounde. This was primarily prompted by logistical 
considerations. The new villages are located in Obala and Soa Sub-Divisions. 
The cropping pattern is cassava-based followed by groundnuts and plantain. 
Yam is of less importance. Rainfall is bimodal (first season, March-July, 
second season, August-November) and averages approximately 1600 mml 
year. 
Village selection 
The team's research domain encompassed forest and derived savanna zones. 
Attempts were made to select villages that broadly represent those two zones 
based upon ecology, production practices, sociocultural considerations, and 
farmer interest. In Ntui. informal field visits were made to areas having these 
representative characteristics. Contact was established with the agricultural 
delegate of the area and the team's objectives and activities were explained. 
The delegate then put the team in touch with field staff who took them to 
representative villages. In ObaIa and Soa Sub-DiviSions, the villages were 
selected through personal contact with farmers through seminars, field days, 
administration of socioeconomic surveys and training activities. 
In both years, the final decision on each village was made after team 
discussions. Once a village had been chosen, arrangements were made to 
meet the Chief and a date was set for a meeting with the farmers. 
Trial design 
Selection of farmer cooperators 
In each village a meeting was held with the fanners, with the chief presiding 
over the meeting. The objectives and activities of the team were explained; the 
importance of working in partnership was stressed. The team emphasized 
that the farmers were regarded as co-researchers in the attempt to find 
solutions to some of their production problems and constraints. 
Durtng the village meetings, the farmers' perceptions of production 
problems were dlscussed, and technologies were proposed for addressing the 
problems. The farmers' cooperation was then solicited on a voluntary basis. 
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An effortwas made to recruit female farmer participants for cassava, ground-
nut and maize trtals, since it is an established fact that the bulk offood crops 
is produced bywornen, In several cases, farmers not participating tn the joint 
researcher /farmer trials were given seeds and cassava planting materials to 
evaluate their performance under existing practices, 
Site selection 
Field visits were scheduled with the farmers at the village meettng and then 
conducted on an Individual basis. Durtngthe field visits, an attempt was made 
to characterize the farms Into field types based upon the following criteria: 
• Length of the fallow, and previous crop(s) before fallow. 
• Proximity or distance from the house. This is important since trials have 
been destroyed by livestock when fields are close to the house, while 
travelling to distant fields cuts Into the team's time, 
• Shading (nonnally avoided). 
• Size of field. Fields too small to accommodate a trial were omitted, 
In addition to the above, some special factors such as topography, weed 
population, and species were taken tnto consideration, dependtng upon the 
trial, 
Treatment selection 
Treatment selection Is described for two separate maize fertilizer response 
trials. One was a maize variety-composite fertilizer (20-10-10) trial. The 
second was a nitrogen and phosphorus elements response trial. 
In the maize variety-composite fertilizer trial, two improved varieties plus 
a local variety and three fertilizer rates were evaluated In the firSt and second 
seasons of 1987 and 1988, The improved maize varieties tncluded eMS 850 1 
and eMS 8507 In the first season, and eMS 8602 and eMS 8611 tn the second 
season of 1987, In 1988, the same varieties were used as In 1987 first season, 
but eMS 8704 and eMS 8503 replaced eMS 8602 and eMS 8611 In the 
second season eMS 8704 was higher-yielding than eMS 8602, while eMS 
8611 had poor plant type. In the second season of each year, medlum-
maturing varieties were used because the season is normally short, All the 
improved maize varieties were streak resiStant and high -yielding, and were 
evaluated relative to the local varieties. The improved maize varieties used 
were all white In the first season of 1987, but farmers requested that yellow 
maize should be Included In subsequent trials, as It has a higher market 
potential, eMS 8704 is a yellow variety. 
The fertllizerrates were 0,300 and 600 kg/ha In 1987 and 0, 150 and 300 
kg/ha of20-10-1O In 1988. The basiS for selecting 600 kg/ha was based on 
an earlier on-station trial. In 1987, there was no significant difference between 
300 and 600 kg/ha, and 300 kg/ha had a higher marginal rate of return. 
Therefore, 300 kg/ha was used as the top fertilization level In 1988. 
In concurrent on-station trials In 1987to exarnlnemalze response tomaj or 
and minor elements, there was no response to potaSSium In either forest or 
derived savanna locations. Therefore, a separate trial was designed In 1988 
to determine an appropriate level of nitrogen and phosphorus for maize on 
fanners'fields. RatesofO, 60 and 120 kg/haN, and 0, 30 and 60 kg/ha Pwere 
selected, again based on on-station trials. In the variety-composite fertilizer 
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trial, improved maize response was stronger than that of the local varieties, 
Therefore, a single tmproved maize variety was used In the Nand P trial. CMS 
8501 and CMS 8 704 were utilized In the fIrst and second seasons, respectively, 
in 1988, 
Experimental design 
During 1987, the variety-composite fertilizer tr1al was designed as a random-
Ized complete block design. Two replications were used per farm in order to 
assess differences between farms, During 1988, the design was changed to 
a split plot, with variety as the main plot and fertllizerrates as su b-plots. This 
was done because significant differences between Improved and local varieties 
had been established during 1987. and the team wanted to increase the 
precision for analY-Llng differences In fertilizer response. 
In the Nand P response trial, the three levels of N and P were factorially 
arranged in a randomized complete block design, 
In 1988, two replications were used for both trials during the first season. 
During the second season. the team changed to a single replication per farm 
and attempted to double the number of farms, It was felt that more farms 
would give a wider range of environments for assessing variety and fertilizer 
responses , In the end, during the second season, fewer total replications were 
Implemented since several farmers were not ready at the time of tr1al 
implementation. 
In both trials, plots were laid out by the research team with the help of the 
farmer. Each plot was 3m x 5m with 0,75m and 1m alleyways between plots 
and replications respectively. 
Trial management and implementation 
Joint management and implementationfonnat 
In the Joint researcher/farmer managed trial format. land preparation was 
done by the Individual farmer, Planting and harvesting decisions were made 
by the farmers as a group with the researchers. All participating farmers met 
with the researchers and dectded when to plant and harvest. The farmers 
helped each other in the planting. fertilizer application and harvesting as they 
moved from farm to farm. This meant that planting. fertilization. and 
harvesting were done virtually at the same time uSing the same labor. The 
farmers. with advice from the research team. took all the deCisions about 
harvesting to enable them to obtain the highest price for their produce on the 
market. 
The team adopted this method of farmer participation and declslon-
>naklng as a means of minimizing labor costs and interfarm variations, 
redUCing the sample size needed for these kinds of trials. There are problems 
associated with this technique. however. The major problem was that the 
farmers' enthusiasm tended to wane towards the end of each operation. 
especially among those whose fields had already been planted or harvested. 
It was recommended that In future trials smaller groups of farmers work 
together. or on an Individual basis, depending upon the farmers' chOice. 
Crop establishment. fertilization and weeding 
Maize was planted In collaboratlon with the fanners In four-row plots. Three 
treated seeds were sown with 0.7Sm between rows and O.Sm between hills, 
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and later thinned to two at two weeks after planting to derive a population of 
53.333 plants/ha. At the time of thlnmng gaps were reseeded. 
Weeding was done by thelndlvidual fanner. nonnally between three and 
four weeks after SOWing maize. Soon after weeding. nitrogen (urea) and 
phosphorus (triple superphosphate) were side-dressed to the maize. The 
timing of ferUlization ensured a relatively weed-free environment. so weeds 
would not compete for the nutrients. Also. at three to four weeks after planting. 
maize ts physiologically ready to make good use of the fertilizer. In the second 
season. Furadan™ was applied by a trained village-level helper to control stem 
borers when necessary. 
Harvesting 
In 1987. the variety-fertilizer composite trial was harvested dry. Farmers 
reacted negatively to dry harvest. since most maize in the area is consumed 
as fresh cobs. Hence. subsequent trials were harvested as fresh cobs. 
In all trials. two rows of each four-row plot were harvested for each 
treatmentfor analysiS. The number of plants. totalfresh weight and number 
of ears were recorded for each plot. A sub-sample of ten randomly selected 
ears was weighed. dehusked and reweighed to detennine the husking percent-
age. Thts was then multiplied by the total fresh weight per plot to obtain total 
weight of dehusked ears. During the second season. fanners were asked to 
separate the harvest sample into marketable and non-marketable ears. In 
instances where parts of plots had been destroyed by animals such as 
hedgehogs. total fresh weight was adjusted for plant denSity. ThiS was done 
by multiplying prolificacy by average ear weight (plot weight divided by 
number of ears). and then multiplying by the number of plants per m'. The 
entire harvest. Including the harvest sample. was given to each fanner for sale 
and/or consumption. 
Trial analysis 
Similar agronomic and economic analyses were carried out for both sets of 
trials. To conserve space. the review of trtal analysis will refer to the Nand P 
trial only. 
Agronomic analysis 
The data were analyzed using analysis of variance (ANOVA). Most of the 
analysis was done uSing the MSTAT" computer package. Owing to limitations 
in MSfAT" • orthogonal polynomials and contrasts were calculated by hand. 
For the first season. the analyses of variance were constructed for each 
location and combined locations. Bartlett's test (Snedecor and Cochran 1968) 
was applied to evaluate the homogeneity of error variances from the individual 
location ANOVAs. The X' value of 5.16 was not signifIcant. so the Six error 
variances could be considered homogeneous (Table 1). Therefore all six sites 
were included in the combined analysis. and the F values were computed 
using the pooled error variance (Table 2). Both mtrogen and phosphorus 
effects were Significant. The Interaction between nitrogen and phosphorus 
was non-significant at all but one site, resulting in non-Significant Interaction 
between location, mtrogen and phosphorus. 
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Table 1. Individual ANOVA oC maize yields (rom Nand P trial at atz locations; 
CamerooD, first seaSOD, 1988 
Sums of Squares' 
Source of variation DF L, r... r... L. La 
Replication I 
Nitrogen (N) 2 •• •• .. •• •• IlS 
Phosphorus (P] 2 ns ns •• ns ns DB 
NxP 4 ns ns •• ns ns ns 
Error 8 
CV[%] 18.3 14.5 18.8 12.7 31.8 19.5 
Notea: a. •• = F test significant at 1 percent level, L= location 
ns = F test not Significant. 
The treatment effects of nitrogen and phosphorus were partitioned into 
linear and quadratic components to determine the nature of the response by 
using the method of orthogonal polynomials. The analysis [Table 2) showed 
that the quadratic function best descrtbed the nitrogen response. while only 
the linear part of the phosphorus response was slgnlficant. 
Table 2. Combined ANOVA oC maize yields (rom N and P trial at alz locationa; 
Cameroon. first season. 1988 
Source of variation 
Location 




Location x nitrogen (total] 
Location x nitrogen [linear] 




Location x phosphorus 
Nitrogen x phosphorus 
Location x nitrogen x phosphorus 
Pooled error 
Notes: a .•• = Fvalue significant at 0.01 level 






























Density turned out to be higher on the plots with 30 and 60 kg/ha P 
compared with plots with no P (at .94 significance level]. Therefore. analysis 
of covartance was used to determine whether the response to P would be 
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significant after adj usting for population. The analysiS using a Unearvartable 
for population still indicated a Significant response to p. but an analysis 
including both linear and quadratic population variables showed that the 
response to P was not significant. Thus. the apparent P response seemingly 
resulted from a spurious correlation with population. 
During the second season. the analysiS was for all locations. with each 
farm being treated as a replication. The ANOVA indicated a Significant N 
response. with no P response and no Interaction between N and P. Again. a 
quadratic function best deSCribed the nitrogen response. 
Economic analysis 
Budgeting was used to conflnn the profitability of fertl11zation. After finding 
that fertilization would be profitable. stability analysis was then carried out to 
determine whether particular environments should receive different levels of 
fertilizer. Regression analysis was used to Identlfythe optimum levels ofN and 
P. Stochastic dominance analysiS was used to determinewhetherrtsk-averse 
decision-makers should use N fertilizer. 
Budget analysis 
1\vo main issues were addressed using partial budgeting: [a) the net gain from 
switching from any level and combination of N and P to any other level. and 
(b) the marginal rate of return to increments in vartable costs. Both analyses 
were carried out uSing LOTUS 123. The following calculations were made: 
1. Cells Al toA27 = yield. Fresh cob weight was entered sequentially on the 
basis of increasing treatment variable cost. Three blocks were entered 
corresponding to first season. second season and combined season results. 
2. Cells Bl to B27 = netwelght. Yields were reduced to take into account the 
likelihood that some cobs would not be useable. To estimate a reduction 
factor. cooperating farmers were asked to separate non-marketable ears 
from the harvest sample. The ratio of marketable ears to total ears was 
.7764. Thiswasmultlplied times yield (AIO-A18). Data on marketable ears 
were not collected during the first season but. in general. the percentage of 
marketable ears was substantially higher in the first season (in part 
because oflower stem borer incidence). Therefore. for the first season. It 
was assumed that losses were half those in the second season (i.e .• 11.18 
percent lost instead of 22.36 percent). and yields were reduced using 
.8832x(AI-A9). Combined yields (A19-A27)were reduced using a weighted 
average of .7764 and .8832. 
3. Cells Cl to C27 = gross benefit = Blx225 (and copied through B27). The 
price of 225 FCFA/kg was determined on the basis oflocal market priCes. 
In local markets. maize cobs sellin heaps offour or five cobs for 200 FCFA. 
To calculate a market price/kg. the follOwing formula was used: [1000/ 
(5xI33))x2oo. where 133 was the average weight/cob in plots with no 
fertilizer. To determine a farm gate price. the market price was reduced by 
a 25 percent marketing margin. 
4. Cells D 1 to D27 = variable cost. Variable cost included the cost offertillzer 
and an Imputed value for the labor requrred to apply the fertilizer. 
(a) Labor. Based on the time needed to fertilize the trial plots. It was 
estimated that ten days or apprOXimately 60 hours would be required to 
fertilize one hectare. regardless of fertilization rate. 150 FCFA/hrwas used 
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to value labor. The team had paid casual labor 200 FCFA/hr for field work 
In on-station trials In Ntul during 1987, and felt that a lower rate would be 
sufficient to attract labor away from alternative farm activities. 
(b) Ferttllzer. Urea (46 percent N) and triple superphosphate (46 percent 
p O~ were the sources ofN and P. Both fertilizers sold for 6750 FCFA/ 5Okg. 
lile farm price/kg ofN and P was calculated as: ((6750+1500)/50)/.46. 
where 1500 f'CFA was estimated to be the cost required to transport a bag 
of fertilizer from Yaounde to a farmer's village. 
5. Cells El to E27 :Parttal net benefit: gross benefit - vartable cost = CI-DI 
(and copied through E27). nus figure represents.a partial net benefit only 
since costs whlch do not change between treatments have not been 
deducted from the gross benefit. 
6. Cells Fl to F27 = marginal rate of return (MRR) = lOOx((E2-EI)/(D2-DI)). 
ThIs fonnula was duplicated down through F27 and then corrected as 
needed to eltrnlnate dOminated alternatives. Dominated alternatives are 
those whlch have a lower partial net benefitfor the same or hlghervarlable 
cost. 
With the above spreadsheet, budget analyses offerUllzer profltabillty were 
easy to complete. The net gatn from shifUng from one fertilizer treatment to 
another was calculated as the difference between the partial net benefit for 
each treatment. The most intereSting comparison was for shifUng from no 
fertilizer to each of the fertilizer treatments. All fertilizer treatments gave a 
positive net gatn relative to no ferttltzer. In general. lower Increments gave 
higher net gains relative to the tncrements In variable cost, but the h ighest 
fertilizer levels gave the highest overall net gatos. 
To present the findIngS, a table was constructed showlng: 
1. vartable costs, 
2. the net gain from each level of fertilization relative to no fertilization. and 
3. the MRR from tncrements In variable costs. 
To vISually depict a net benefit curve, partial net benefits were plotted 
agaInst vartable costs and a !tne was drawn between all non-dominated 
treatments. 
Stability analysis 
To judge whether the profitability of fertilizer treatments was stable across 
environments, the average partial net benefit for all treatments was calculated 
for each farm. ThIs average was used as an index of the environment. Then, 
for each treatment taken separately, the partial net benefit was regressed 
against a constant and the farm envtronmental Index. Three indicators of 
stability were examined: 
1. Slope. Divergence from I shows that a treatment responded relatively more 
or less than did the average treatment to Improvtng envtronments. 
2. Dispersion. Treatments with a smaller regression R2 had more erratic 
responses to the various environments. 
3. Line crossovers. The endpOints for the predicted partial net benefit Unes 
were calculated for the relevant environmental range uSing the mtnimum 
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and maximum observed partial net benefit environments. These llneswere 
plotted to see which treatments had higher expected partial net benefits at 
various envtronments. Crossover POints were calculated by determining 
the environment level at which two treatments had the same expected 
value. The proportion of envtronments above and below the crossover 
POints were examined in order to judge whether further investigation of 
environmental targeting would be needed. For the N and P trial. there was 
a crossover which indicated that one of the lower fertlllzation levels would 
be better in poorer environments while one of the higher treatment levels 
would be better in better environments. 
Regression analysis 
The budget and stability analyses did not clearly Indicate the best level and 
combination ofN and P. Although there were only three levels each ofN and 
p, there were several observations on combinations ofN and P levels from two 
seasons. Therefore, yield regressions were estimated to develop a preliminary 
proffie of an N and P response surface. Population was included as a separate 
Variable, so yield data were not adjusted for population. Fresh cob weightwas 
the measure of yield used as the dependentvartable. The analysts entailed the 
follOWIng steps: 
1. Bartlett's test (Snedecor and Cochran 1968) was employed to assess homo-
geneity of yield variance across seasons and treatment levels. Variances 
were homogeneous. Indicating dataforthevartous treatments and seasons 
could be combined. 
2. Separate regressions were estimated for each season. Generalized llnear 
tests. based on the residual sums of squares. were used to determine the 
best sub-set of independent variables. In both seasons. there was no 
slgnlficant response to P and no slgnlficant Interaction between Nand p, 
The final equations included Significant llnear and quadratic variables for 
N and population, 
3. A combined season regreSSion was estimated, There was no slgnlficant 
difference In the reSidual variances of the separate season regressions so 
a generalized llnear test was used to detennlne whether the separate re-
gressions were significantly different. They were not. so the economic 
analysis was based on the combined season results. 
4. To determine the optimum level ofN. the marginal physical product (MPP) 
was calculated for N by taking the first derivative of the yield function. The 
value of the marginal product (VMP) was calculated as price x MPP, To 
determine the optimum N rate, the level ofN which equated the VMP of N 
to the price/kg N was calculated. The optimum rate for N. using fresh cob 
weight, was found to be 102 kg/ha. only sllghtly lower than the maximum 
MPP forN. 
Stochastic dominance analysis 
Second degree stochastic dominance (SSD) analySiS was used to examine the 
desirability of N fertilization. In SSD analysis. It is assumed that utillty is a 
positive function of income. and that farmers are at least sllghtly averse to 
taking riSks. This has been found to be true offarmers throughout the world. 
With these assumptions. the areas under the cumulative partfal net benefit 
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probability functions can be compared for competing decision options. The 
distribution for one decision option dominates (Is preferred to) that of another 
option. If the area under the cumulative probability function Is always less 





Partial Net Benefit 
Option A dominates B 
since 
Area X ) Area Y 
While conceptually abstract. implementation of SSD Is relatively simple 
and can be carried out using a spreadsheet such as LOTUS 123. Referring to 
spreadsheet columns. the following calculations were made: 
I. A - the partial net benefit from each plot (all treatments) was entered. 
ordered from the lowest to the highest. 
2. B to D - the probability for observing each plot outcome was entered In a 
separate column for each treatment (8-0. C-60. D-120 N). When working 
In the column for treatment A. outcomes corresponding to treatments 8 
and C were assigned a probability of O. Each outcome corresponding to 
treatment A was given a probability of one divided by the number of plots 
with treatment A. 
3. E to G - the cumulative probability was computed for each treatment. For 
example. B 1 was copied to E 1. Then E2 was entered as E 1 + B2. and copied 
down the column. 
4. H - the payoff first dllference was calculated for all pOssible outcomes. For 
H2 this was A2-AI. The formula was copied down the column. 
5. I to K - the area under the cumulative probability function was calculated 
for each increment In payoff by multiplying in turn columns E to G times 
the payoff first dllference (H). For example. 11 was entered as E l'H 1. and 
then copied down the column. 
6. L to N - SSD cumulatlves (I.e .• the cumulative areas under the probability 
distribution functions) were calculated for each treatment. For L (N=O). 11 
was copied to LI. Then L2 was entered as Ll+12. and copied down the 
column. . 
For purposes of interpretation. one deCision option Is preferred to another 
de~ision option If the SSD cumulative (the value In column I. J or K) always 
is less than that for the second option. For the Nand P trial. fertilization at 
either 60kg or 120kg N would be a second degree stochastic efficient decision 
137 
for risk-averse decision makers (since the SSD cumulatives were always less 
than for no fertilization). N fertilization at 120 kg/ha did not dominate 60 kg/ 
ha, but there were only 15 individual comparisons out of 315 for which the 
area under an Increment of the N-120 curve was greater than the area of a 
corresponding Increment under the N -60 curve. 
With full information. and assuming valuations In the analysis represent 
subjective perceptions. most deciSion makers could be expected to choose 
fertilization at 120 kg/ha rather than 60 kg/ha If forced to choose between 
levels. However. given risk, limited Information. and uncertainty when 
farmers begin fertilizing using existing management levels. 60 kg/ha would 
better serve as a recommended rate forver!flcatlon In farmer-managed trials. 
As the regression analysiS suggests, higher rates could eventually be recom-
mended for certain farmers and certain environments. 
Conclusion 
J olntIy managed fertilizer response trials carried out during 1987 and 1988 
showed that both local and Improved maize varieties respond significantly to 
nitrogen. Results to date suggest than neither potassium nor phosphorus 
gives a Significant yield Increase. Further Investigation ofP response perhaps 
Is warranted, taking Into account specifiC locational characteristics. 
Building on the trials discussed above. the Nkolbisson TLU has planned 
two fertilizer response studies for 1989. Since the response to N Is highly 
profitable, more than 200 "test-kits"- of N and an improved maize variety 
versus a local variety and no N In a four plot factorial comblnatlon- will be 
distributed across the enUre Province for farmer-managed on-farm testing. 
Extension monitors will be recruited to help with trial supervision and harvest 
measurement. 
The second activity will be a jointly managed Nand P response trial. 
During 1989. there will be three key changes In the trial design in order to 
refine an N recommendation and determine whether additional research on P 
is needed: 
1. The team has selected a new forest-savanna transition zone village, so 
responses can be compared between the forest and transition zones. 
2. There will be five N levels. to better identify the N response surface. but 
only two P levels. P will still be inCluded In order to determine whether 
there is a Significant response at certain identifiable locations. 
3. Trial sites will be blocked according to years out of fallow, since the 
response to N- If not P- undoubtedly is affected by the cropping-fallow 
cycle. 
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Design and Analysis of On-Farm Trtals; An 
Example of a Trtal with Maize and Cassava in 
Southwest Nigeria 
J. B. Oyedokun and S. A. Oyeneye 
Farming systems research Involves on-farm experimentation with a view to 
acceleratlngthe transfer and adoption of new technologies relevant to fanners. 
The conditions on farmers' fields (crop associations. successions. soils) 
cannot always be reproduced successfully In research stations. and often the 
only relevant testing grounds for Improved technologies (e.g .. new varteties. 
fertilizers. insecticides) are the farmers' fields themselves. 
On-farm research (OFR) practitioners agree that In order to make an 
adequate choice oftechnolOgles for testing under real conditions. an explora-
tory survey to Identify these conditions must precede anyon-farm trials. 
Materials and methods 
According to Mutsaers etal. (1986). the word "design" In the context of on-farm 
trials broadly means: 
• the choice of representative villages and farms for the trials; 
• the selection of treatments compared In the trials; 
• the choice of the number of replicates and of the distribution of these 
replicates within and between farms; 
• the choiCe of the most appropriate experimental design; and 
• the size of trial plots. 
Choice of representative trialfanns 
In Ogun State. follOwlnga diagnostic survey, two target areas comprislngfour 
representative villages (Akintoye, Otere-Ogunkola. 19bore. and Odebo) were 
chosen. 
The target areas were relatively homogeneous In terms of climate. soil 
associations. vegetation. population density. ethnic groupings, and farming 
syslems. MOnitorlngby field asststants was made easy by the relatively short 
distances between target areas. Target areas were also close to the station of 
the Institute of Agricultural Research and Training (lAR&'I1 and were fre-
quently vtsited by scientists who mOnitored and evaluated on-farm tests. 
Exploratory surveys were used to formulate specific objectives of the on-
farm testlng program. The first trials Involved a mlxed crop of cassava and 
malze using differential seedbed preparation and fertilizer doses. The 
objective of the trial was to ascertain whether the recommended method of 
seedbed preparation Involving rtdges (resulting In a higher plant population] 
was an acceptable alternative to the local practices offlat and heaps/mounds, 
with and without fertlllzer application. The trial was deSigned accordingly to 
enable assessment both by farmers and researchers. 
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Choice of treatments 
Six treatment combinations were compared as follows: 
1. Cassava (local) + maize [Improved) on flat, without fertilizer =FO 
2. Cassava [local) + maize (Improved) on heaps without fertilizer = HO 
3. Cassava (local) + maize (Improved) on ridges without fertilizer = RO 
4. Cassava (local) + maize (Improved) on flat, with fertilizer = FF 
5. Cassava (local) + maize (Improved) on heaps with fertilizer = HF 
6. Cassava (local) + maize (Improved) on ridges with fertilizer = RF 
A local maize cultivar (Ilugun Local) which was highly susceptible to maize 
streak vtrus was used In 1985. 
Management and data collection 
Fifteen farmers from four villages participated in the trials conducted in Ilugun 
Local GovemmentArea (LGA) In 1986. 
A simple 3 x 2 factorial arrangement with three seedbed types and two 
levels offertlllzer (0 and recommended dose) was used. Eachfarmconstituted 
one replicate of six treatment comblnatlons. 'IZSR-W, an improved streak-
resistant maize variety, was used in a randOmized complete block design. Plot 
size was 8m by 8m. The spacing of maize In the mixture was 90cm by 90cm 
with two plants per stand on ridges made manually, while spacing was 
according to farmers' practice on flat and heaps. Maize was sown between 
cassava stands which were also spaced 90cm by 9Ocm. 
Two doses of fertilizer were applied to maize at the rate of200 kg/ha NPK 
15-15-15 and 100 kg/ha urea at 21 days and 49 days afterplantlng, respec-
tively, giving a total fertilizer applicatlon/ha of 75kg N, 30kg P20~ and 30kg 
K,O/ha. The plots were hand-weeded twice by the collaborating larmers. 
Data were collected on pre-croppingsoil conditions, establiShment counts, 
operation and Input costs, pest and disease Incidence, differences between 
farms during the season, yields and yield components for maize, and the 
quantity and quality of the food products lajUn and gar! from cassava. 
Results 
Maize yields and variability among fanners 
The on-farm trials had one replicate per farm In randomized complete block 
designs (RCBD). A high farmer-treatment Interaction yielded a very high 
coeffiCient ofvartation (CV = 24 percent) indicating the unreliability of results 
using conventional statistical analysiS. Therefore, the average yield of all treat-
ments on each farm was employed as an envtronmental Index in ·stability 
analysiS" (HildebrandI984; Nam 1984). 
The maize yield for each treatment was related to the environment by 
simple linear regression. Table 1 gives the maize yields by farmer and by 
treatment and Table 2 shows the regressiOn of treatments on envtronment 
according to the model: 
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Table 1. Maize yield (t/ha) at 12 percent moisture content from on-farm triaia 
lnamalze+ca .... valntercroppln'ay.temlnllqunLGA,O'un8tate. 
1988 
Villages Farmers Fa HO RO FF HF RF Mean Index 
Igbore 1 2.84 4.10 3.81 4.84 4.43 4.66 4.11 1.29 
2 3.04 3.67 4.03 3.26 4.22 4.74 3.83 1.01 
3" 3.00 3.84 2.01 4.14 5.87 5.17 4.01'· 1.19 
4 1.93 1.45 2.14 2.63 1.95 3.05 2.19 -0.63 
5 1.30 1.05 2.41 1.90 3.09 4.04 2.30 -0.52 
6 1.57 1.66 3.43 3.33 1.83 3.27 2.52 -0.30 
Odebo 7 2.83 3.98 3.31 3.84 4.48 4.20 3.77 0.95 
8 1.48 1.39 3.05 2.86 2.96 3.68 2.57 -0.25 
9 2.23 2.59 2.56 2.28 3.06 2.07 2.46 -0.36 
10*· 2.37 3.03 3.81 3.46 4.12 4.64 3.57" 0.75 
Aklntoye 11 1.94 0.38 2.02 1.67 0.84 1.60 1.41 -1.41 
12' 0.16 1.38 1.23 1.13 2.55 2.27 1.45 -1.37 
13 1.26 2.21 3.59 2.68 1.61 3.70 2.51 -0.31 
Otere-Ogunkola 14 1.41 3.29 3.54 2.52 1.56 2.63 2.49 -0.33 
15 2.23 2.93 2.48 3.60 3.64 4.07 3.16 0.34 
Mean 1.97 2.46 2.89 2.94 3.08 3.59 2.82 
Flat Heaps Ridges Without fertilizer With fertilIZer 
2.46b 2.77b 3.24a 2.44b 3.2Oa 
Notes: Any 2 means followed by the same letter are not slgnlllcantly different. 
• Farm tampered with .. Adjacent farms grain yields [t/ha.) - local maize 
Jgbore 3: 1.70 
Odebo 10: 1.09 
where Yg = yleld of treatment I on fannJ (I = 1. 2 ... t: J = 1. 2 ... n). 
The fann Index I = YL - Y /t 
A treatment;..;ith a small Slope Is stable. I.e .. It varies little across fanns and 
vice versa (Mutsaersetal. 1986). Figure 1 shows that ridges wlthoutfertllizer 
(RO) have the least slope. 0.56. with a mean yleld of 2.89 t/ha. Nam (1984). 
however. following HUdebrand (1984). stated that treatment with aregresslon 
slope close to 1.0 implied that the treatment was stable. that Is. It had little 
interaction with farms. and was thus favorable. FF with a mean yield (m = 
2.94 t/ha) Is the most stable treatment (b, = l.031. However. RF (m. = 3.59 
t/ha and b. = 1.08) Is recommended under the condition of the trial. 
Environmental factors such as rainfall distribution. and management prac-
tices. such as timeliness of weeding. plant arrangements. and pest attack 
Influenced the expressIOn of treatments. 
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Table 2. OFAR maize yields, 1986 
Treatment l:1~ l:I"Y" l:Y"" 
(1) (2) (3) 
FO 10.7003 8.0410 8.9428 
HO 10.7003 13.0668 20.0121 
RO 10.7003 5.9524 9.7553 
FF 10.7003 11.0439 13.5732 
HF 10.7003 14.4871 26.8855 
RF 10.7003 11.6146 16.2200 
Sum 64.2018 64.2058 
(4) Reg. SS of treatrnen~: Reg. SS,= (2)' /(1) 
(5) Res. SS oftreatrnen~: Res. SS,= (3) - (4) 
(6) Reg. Coef. estimate oftreatrnen~:b,= (2)/(1) 










(8) Reg. SS (I) = (III,)'/HI,'= 64.2098 
(9) Res. MS = I Res.'SS.ll:Un-2) = 26.4589/78 = 0.3392 
F s ((7) - (S)/(t-1))/(9) = 2.783· > 2.33 
Flat with ferUlizerY. = 2.94 + 1.031 
Heaps with fertlllzerY. = 3.08 + 1.531 

















Table 3 presents the ANOVA and shows that the main effects, seedbed and 
fertilizer, were highly signifICant. Ridges produced the highest mean yield 
(3.24 t/ha), followed by heaps (2.77 t/ha), and flat (2.46 t/ha), but the 
difference between the means ofl1at and heaps was not slgnillcant rrable 1). 
The remarkable yield advantage on ridges was due largely to the Increased 
plant population obtained. 
Table 3. ANOVA of maize iraln yields, 1986 
Source DF SS MS F 
Fanns 14 64.21 4.59 10.2 
Seedbed 2 9.31 4.66 10.4··· 
Fertillzer 1 13.00 13.00 28.9· ... 
Seedbed x fertilizer 2 0.52 0.26 0.6ns 
Error 70 31.1S 0.45 
Total 89 IIS.22 
Note: CV-24% 
A highly slgnillcant yield Increase (31.1 percent) was obtained with 
fertlllzer (3.20 t/ha compared with 2.44 t/ha w!thoutferl1lizer). The response 







FO '" Flat, no fertilizer 
HO = Heaps, no fertilizer 
RO", Ridges, no fertilizer 
FF = Flat, with lertlllzer 
HF = Heaps with fertilizer 
RF '" Ridges, with fertilizer 
I.' 1.0 0.' o 0.' 1.0 1.6 2.0 
Farm index • 
Figure 1. Regression of maize yields of six treatments on farm Index, nogun 
LGA, 1986 
the soils. The costs of fertilizer and labor for application were N 60.00 and 
*30.00. respectively. With the selling price of dry maize at N 450.00 per ton. 
the net profit in favor offertilizer application would be N 252.00 /ha in addition 
to the revenue from cassava. It is noteworthy that yields of 3 - 5 t/ha were 
obtained with the application offertilizer on at least 60 percent of the farms 
and on 33 percent without fertilizer. using Improved maize [TZSR-W). 
Mean grain yields ranged from 1.41 t/ha to 4.11 t/ha. The high yields 
obtained were due to timely planting. a high level of streak resistance exhibited 
by the maize cultivar. and favorable weather. By contrast,!. 70 t/ha and 1.09 
t/ha were recorded on adjacent farmers' fields carrytng the local maize which 
was highly susceptible to maize streak virus. in the villages of Igbore and 
Obebo (Table I). 
Cassava tuber yields 
Cassava tuber yield for each treatment was also related to the environment by 
simple linear regresslon using the same teclufique as for maize. 
The Ftest forfarm~nt interaction wa~ not stgntllcant, tmplyingthat 
there was no slgnlflcant difference in the treatments' reaction to the envlron-
mental Index. 
The CV is high. 28 percent. indicating a high variability of plots within 
farms. mean yields ranging between 3.73 t/ha and 18.88 t/ha rrables 4.5). 
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Table 4. Ca ... va tuber yield (t/ha) from on-farm tliala of a lDlIlze+Ca_va 
Intercrop at nuaun LOA, Oaun 8tate, 1988/87 
VIllages Farmers FO HO RO FF HF RF Mean 
4 15 10.20 10.76 1l.62 10.51 13.92 14.08 11.85 
Flat Heaps Ridges 
10.36b 12.34a 12.85a 
Without fertlllzer With fertllJzer 
1O.66b 12.84a 
Note: Any two means followed by the same letter are not slgnlftcantly different 
Since the F test forfarm x treatment interaction of cassava tuber yields Is 
not SIgnificant, it suggests that the conventional analysis in treatlngeach fann 
as a block in RCBD Is approprtate (Nam 1984). Fresh cassava tuber yields are 
presented inTable4 andANOVAinTable 5. The two malneffects, seedbed and 
fertilizer, were significant. Ridges produced a mean yield of 12.85 t/ha wh1ch 
was not different from 12.34 t/ha on heaps, but both yields were SIgnlficantly 
higher than 10.36 tlha on flat (24 percent and 10 percent increases, respec-
tively). 
Tl,le 15, ANOVAof ca .. ava yield., 1986 
Source DF SS MS F 
Farms 14 1,608.36 114.88 10.4 
Seed-bed 2 103.92 51.96 4.7· 
FertUlzer 1 87.69 87.69 7.9** 
Seedbed x fertilizer 2 33.13 16.56 1.5N.S. 
Error 70 773.40 11.05 
Total 89 2,606.50 
Note: CV=28% 
With the selllng prICe of cassava tubers aUi 6-H 7.50/kg,HI20-HI40/ton) 
additional revenue in favor of ridges and heaps would be H324 and H258/ 
ha respectively (Table 6 and Annex). 
Plantlng cassava on ridges consistently produced higher yields than on 
flat. This Is due to the tmproved seedbed, which was more suitable for root and 
tuber development, and higher plant population, Ridges also mInlmIzed 
erosion after rains since the excess water remained within the furrows. ThIs 
also ensured a moist seedbed over longer periods and during dry spells, 
especially before the canopy was fully established. Finally, harvesting tubers 
was easier on ridges than on flat. 
Cassava benefited from the reSIdue offertlllzer applied to early maize. An 
average yield of 12.84 tlha was obtained with fertilizer application, slgnlfl-
cantlyhigherthan 10.86 t/ha withoutfertillzer (18.2 percent increase). The 
net profit from cassava from the use of fertilizer would be H 258/ha which Is 
in addition to the earHer profit of H 252 from maize. 
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Table 8. Partial budget .n.lyala of yield from on-farm tri.1s In a m.tze + c .... va 
Intercropptng system 
Trtal treatments 
Budget element FO FF HO HF RO RF 
A- I. Mean maize yield (t/ha) 1.97 2.94 2.46 3.08 2.89 3.59 
2. Gross field benefit (H Iha ) 
at H450 per ton 886.5 1323 1107 1386 1341 1615.5 
3. Mean cassava yield (H/ha) 
atH200/ha) 10.20 10.51 10.76 13.92 11.62 14.08 
4. Gro .. field benefit IN/ha ) 
atH200/haj 2040 2102 2152 2764 2324 2816 
Total gross benefitH lha (2 • 4) 2926.5 3425 3359 4170 3665 4431.5 
B. Costs 
1. Land preparation: 
Land clearing (H/ha ) 150 150 150 150 150 150 
Heap making !H/ha) 375 375 
Ridge making 375 375 
2. Planting malze at INman-days) 60 60 60 60 60 60 
3. Planting cassava at IN MaIl-days) 60 60 60 60 60 60 
4. Planting materlals : maize (25 kg/ha) 
atH2/kg + cassava cuttings) 50 50 50 50 50 50 
5. Fertilizer applicatlon to maize 90 90 90 
6. FertflberapplicaUontocassava 
(labor + fertilizer) 90 90 90 
7.3 Weeding. at 10 mds/ha 
Each man-day IsH6.00 180 180 180 180 180 180 
8. Harvesting and processing lha 
25 man-days atH6.00 each 150 150 150 150 150 150 
Totaleost 650 830 1025 1205 1025 1205 
Net benefit H/ha Total A - Total B 2276.5 2595 2334 2965 2640 3226.5 
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Anna, Rates of ret ..... o f oa.-farm trial tre.tment In maiu+caasa ... a interno, 
Rates of return 
1. Net return (W) 
2. Tota1 COISt (N) 
3. M",,",a1 =< (N) 
A Average rate 
B. Marglnal rate 
A Target for Average Rate: 
8. Marglna.l Rates Q( Rrtum: 
On-farm trial treatments 
ro FF HO HF RJ RF 
2.216.5 2.505 2.334 2,965 2,040 3.226.5 
650 830 1025 1205 1025 1205 
0 180 375 555 375 5" 
2505~ 100 2334-2276.5 2965-2278.5 3226.5-2276.5 2640 ·2276.5 
830 x 1025 1025 1205 --m25 
318.5x 100 57.5 X 100 GBB.5x 100 363.5 X 100 9S0 x 100 -- 1025 1205 1025 1205 ;; 38.4% '" S.ffit, ", 57.1% 35.96% ;; 7B.84%-
2595-2276.5 x 100 2334-2276.5 x 100 2965-2276.5 x 100 2640-2276.5 X 100 3226 .5-3276.5 x 100 
180 375 555 375 - 555 
318.5x 100 57';::'x 100 GOO.5x 100 353.5x 100 950 x 100 
"" -----uiO - J75 555 375 555 
'"' 176.mb 1S.3% "" 124.1% =96.9% '" 171.2% 
Any on -fann trial any InnovaUon where average rate of Return c.xceeds 40% merit s further cons ideration a nd 
analysis. ThJs is the situation -Bf' and 'Ef' lHealJ with f'ertJliZ.tr and RJd~ W'lth FertilIZer. 
I. For FF (I.e .. Flat with FerUllzer) Rate of Relurn is 176.9% That is on e~ry addlUnnal Naira Investment on fertilIzer. 
these farms make a return of )11.76 
2. For RF {I.e .. Rklge with Fertillurl rate of Return is 171 .2% That 18 for every addlUOnai Nalra Investmenl on ft'.rflh:r.er 
and ridging. these fanns make a retwn of)l1 .17 
3. HF (I.e .• Hea p 1Ntth Fertlllur) Rate d Return b 124. 1%. that 15 an every addtUonal Nairn Investment an heaping and 
fertJl.izer. these farms make a return 0( N 1.24. 
These high rateg are Iftgnificant and further investigations are needed to determtne opumallevels of investme nt on t~~ InnovaUons. 
An On-Farm Rice Variety Trial in a 
Toposequence of Inland Valley Swamps 
M.e. Palada, P. Walker, T. M. MasaJo and M. Jalloh 
Rice yields vary according to the relative position ofthe paddy or plot along the 
toposequence of inland valley swamps (palada et al. 1987). Under natural 
(farmers') field conditions with minJrnum or no water control, yields are 
normally lower in the valley fringe than in the valley bottom. This difference 
can be attributed to differences In sOilferUlity and soil moisture orwaterstatus 
(Moormann et al. 1977). Rice yield In the valley bottom is generally favored by 
better water status and relatively higher soil fertility level than In the valley 
fringe. Farmers have developed planting strategies to adopt varieties to these 
conditions (Richards 1985). Some farmers In inland valley swamps (NS) plant 
specific varieties for each toposequence. For example. in Makeni. Sierra 
Leone. farmers plant early-maturing and shori-statured varieties in the valley 
fringe. while tall and medium- to late-maturing varieties are planted in the 
valley bottom. This strategy used by farmers is based on water availability and 
duration rather than soil fertility (palada et al. 1988. Wakatsuki et al. 1988). 
Since field size In NS is generally small and the division of a whole field 
Into various sections along the toposequence would result in still smaller 
plots, the use of several varieties adapted for each section ofthe toposequence 
would be cumbersome to farmers. USing two or more varieties would also 
Impose problems In maintaining a supply of pure seed. 
The Rice Research Program at lITA has been developing varieties adapted 
to hydromorphic soils and shallow swamps. The objective is to Identif'y 
genotypes that give acceptable yields under unfavorable moisture regimes. 
but can respond and yield well If conditions become favorable. In addition. 
these varieties should be appropriate for cultivation based on performance. 
farmer's need. and agronomic conditions. Some of the varieties developed 
have performed well In ralnfed areas which are typical of NS (Masajo et al. 
1986: Masajo and Aquino 1987). 
The objective of this trial is to subject these varieties to on-farm testings 
and to identif'y one or two best rice varieties with high and stable average yield. 
These varieties should be adapted to various sections of the toposequence of 
NS and should. therefore. fit Into the existing rice-based cropping systems of 
farmers In NS. 
Methods 
This trtal was conducted in two Inland valleys near Bida. Niger state. Mention 
will also be made of a related trial at Makeni. Sierra Leone. during the wet 




The factors expected to Influence yield and which were tncluded tn this study 
are site (vlllage). paddy status. toposequence. and variety. In Bida eight 
replicates were established tn Gadza valley. a relatively favorable (high-
moisture) valley. wide (100m) with a gentle slope «2 percent). Two replicates 
were established tn Gara. a relatively unfavorable (low-moisture) valley. 
narrow (5Om) with a steep slope (2-5 percent). Both valleys have an informal 
lrrlgatlon scheme which Is functional only during the rainy season. Farmers 
In both valleys recognized the Importance of water control as shown by small 
and trregular bunds tn their rice fields. In Gadza. the trial was set up both In 
Improved paddy (bunded and leveled) with good water control and farmer's 
paddy (minimum bundlng and leveling) with poor water control. In Gara. the 
trial was established In farmer's paddy only. as Improved paddy was not 
available. In Gadza. each paddy was dlvlded into valley frtnge (upper) and 
valley bottom (lower). In Gara. the whole field was classified as a valley fringe. 
In both Valleys. the distance of trial plots from the stream was measured to 
determtne the relative location of the plots along the toposequence. 
Eight varieties were planted tn each section of the toposequence. In 
Makeni. the trial was conducted in Sawulla valley, a high-moisture IVS. The 
trial was established tn one site ustng farmer's paddy (no bundtng). The field 
was divided Into three blocks representtng three sections of toposequence: 
upper (valleyfrtnge). middle and lower (valley bottom). Ten varieties Including 
a local variety were planted tn each toposequence. 
Experimental design 
Two randomized blocks ofthe eight varieties were laid out tn each of the larger 
areas (superblocks) defined by combinations of paddy status x toposequence 
pOSition. At Gadza (eight replicates). all four of these combinations were 
represented; at Gara (two replicates), only one. At Makeni (six replicates) the 
toposequence was divided Into three groups instead of two. each contatning 
unimproved paddy. 
Sampling for yield data 
For each plot. two samples, each measuring 1m x 5m (5m'), were taken for 
grain yield. This consisted of a 5m length of the four middle rows. A total of 
80 hills (stands) were harvested per plot. Averages of the two samples were 
used In the analysis of yield data. 
Collection of other data 
Data on plant characters such as height. total number of tillers. productive 
tillers, and number of days to 50 percent flowering were collected. Other data 
recorded were field water status. depth of ground water. and soil chemical 
properties. 
Statistical analysis of data 
No attempt was made to combine results from Sierra Leone and Nigeria since 
most of the varieties used were dilferent in the two countries. At Bida, a 
balanced analysis is possible only for the plots at Gadza, and this is given tn 
Table 1. The highly significant variety dilferences are not affected by the 
pOSition on the toposequence (topo) where they are grown, or by Improvement 
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ofthe paddy. The Increase In yield of 762kg from fringe to bottom Is not quite 
significant because of the low DF at the block stratum. 
Inclusion of the plots at Gara is complicated by the fact that the result is 
an unbalanced set of superblocks with respect to the endogenous factors of 
topo. paddy status. and site. Analyses of all Blda data including each of these 
singly In tum. and Ignoring the other two, Indicated It was likely that the last 
two were of little Imporiance. together with their Interactions with variety. 
Assuming that these two variety Interactions can be ignored, a complete 
analysis was finally done, using topo and vari,ety as block and plot factors 
respectively, then introducing successively site and paddy status as covari-
ates, because of the lack of balance. We tried the effect of using the distance 
from the stream as a covariate In this last analysis, as an alternative to using 
topo as a factor at the two fairly coarsely grouped levels of fringe and bottom. 
Another analysis done on a balanced subset of the data, and the effect of 
omitting one variety which performed Inexplicably badly at one site are not 
reported here. Its omission reduced the error variance and the Interaction 
variety x site, but not so as to affect the conclusions. 
The results fromMakeni were separately analyzed with a linear regression 
component taken out for the (block) factor topo. 
Results and discussion 
Tables I and 2 report yield results from the eight blocks at Gadza. Variety 
differences were sf.gn!flcant and topo effects very nearly so, with no interac-
tions. Although all varieties produced (slightly) lower yields on farmers' 
(unimproved) paddy, the effect of paddy status was not Significant. It should 
be noted that even the farmer's paddles had minimum bundlng and water 
control which, combined with the favorable distribution of rainfall In 1988, 
meant that the gap would not be too wide from the tmproved paddy. Also, the 
Improved paddy, In only its second year of operation, may have suffered from 
uneven distribution of clay and organic matter In the topsoil, particularly In 
the valley fringe where topsoil clay content Is less than In the valley bottom. 
Once conditions are stabilized we may expect the effect of paddy status to 
Increase. 
Table I, ANOVA of yield for balanced data from Gadza (Site I), Bida 1988 
Sourceofvanatlon DF MS F Prob 
Blocks: Tope 1 9309364 7.24 0.10 
Paddy status 1 3611425 2.81 ns 
Tope x paddy 1 741106 0.58 ns 
Remalnder 4 1284705 
Valiety 7 2249619 3.91 «>.0 1 
Valiety x tope 7 418167 0.73 ns 
Valiety x paddy 7 536188 0.93 ns 
Residual 35 575615 
Total 63 575615 
Note: ns = not Significant 
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Table 2. Effect of to po sequence and variety on grain yield (kg/ha) in Gadza (Site 
1). Bida 1988 
Toposequence 
Variety Fringe Valley bottom V mean 
ITA 306 .3495 3800 3648 
ITA 312 3192 3833 3513 
TOX3118-6-E2-3 3313 4710 4012 
TOX3118-87-4-2 3589 3891 3740 
TOX 3088-3-1-1 1589 3077 2333 
TOX3052-46-E2-1 3406 4019 3713 
TOX3133-59-1-3 2818 3630 3224 
FARO 15 2745 3277 3011 
Topomean 3018 3780 
Notes: SED for variety means :379.3 CV= 22.3% 
SED for tapa means :536.5 CV= 15.9% 
Of the varieties. both ITA306 and TOX3118-6-E2-3 slgnlflcantly outyielded 
FARO 15. 
Table 3 reports the result of the analysis of all the blocks at Blda. for the 
two sites combined. The inclusion of Gara results In the topo difference now 
achieving slgnlficance; furthermore, the effect of paddy. as measured by the 
covariance. Is much more Important though not quite Significant. There is no 
evidence of any Interactions between variety and the endogenous factors. The 
table gives variety means adjusted for the covartates, paddy and site, and 
therefore may be read as giving a ranking ofthe varteties over the whole range 
of conditions encountered. 
Table 3. Effect of toposequence and variety on grain yield (kg/ha) adjusted for 






















Notes: SED for topo means 
SED for variety means 
= • 231.5 























Farmers' paddy only with lIariety TOX 3118-87-4-2 omitted 
Because wejudged thatfarmer's (unimproved) paddy would continue to be the 
nonn for some time to come. It seemed worthwhile to examine it in Isolation. 
Furthermore. the above variety did very poorly at one site and was masking 
some tmportant diiTerences. If It Is omitted. the analysis of Table 4 results. 
where the effects of topo (935 kg/hal and the Interaction of this with variety 
are also now significant. The two-way table of mean yields (Table 6) shows this 
to be caused by the greater improvement in varieties TOX 311S-6-E2-3 and. 
to a lesser extent. TOX3052-46-E2-1 as we move fromfrtnge to bottom topose-
quence. 
Table 4. ANOVA of data from farme ... • unimproved paddy only, excluding TOX 
3118-87-4-2 
Source of variation DF MS F Prob 
Blocks: Toposequence 1 8158810 15.22 <0.05 
Remainder 4 536061 
Variety 6 12665219 3.30 <0.05 
Variety x topa 6 945820 2,46 -0.05 
Residual 24 383806 
Total 41 
Table 5. Effect of topoaequence and variety on grain yield (I,g/ha) In farmers' 
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Analysis of variance using distance from stream as a covariate (not 
reported here) led. disappointingly. to a greater reSidual error than that 
obtained by use of the factor topo. probably because of uneven terrain. We 
shall in future attempt measurement of water table depth, which should be 
much more reliable. 
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The results of the analysis Indicate that In Bida the relative position of the 
paddy In the toposequence is an important physical detenninant of rice yield 
In IVS. Under the natural conditions of the existing farmers' paddies. the use 
ofimproved varieties with a high and stable average yield across toposequence 
would be a feasible short-tenn solution to low rice yields In IVS. Further 
Investigation Is needed to identify and understand what factors are respon-
sible for differences in yields between valley fringe and valley bottom. 
Research will Investigate the role of soil fertility and soil moisture. In addition. 
studies to characterize outstanding varieties which perfonned well across 
toposequence are Important in order to understand the mechanism ofvarietal 
adaptation. 
Table 6. ANOVA for vain yield at Makent. Sierra Leone. 1988 
Source of variation DF MS F Prob 
Blocks: Topo. linear 1 137540848 ll8.5 «)'001 
Topo. quadratic 1 9223989 7.9 <0.05 
Remainder 6 ll60665 
Varlety 9 705420 7.17 <0.001 
Varlety x topo llnear 9 ll37388 11.57 <0.001 
Varlety x topo quadratic 9 353021 3.59 <0.01 
Residual 54 98345 
Total 89 
Iiffect of toposequence and variety. Makeni. Sierra Leone 
Most IVS in Makenl have a natural water flow. Farmers' paddies have no 
bunds and. therefore. water control is nonexistent. The trial was conducted 
in farmers' fields where there is a natural flow of water. As shown in Table 6. 
analysis ofvartance indicates significant effects of to po sequence. variety. and 
interaction of toposequence and variety. There Is a signlficant linear effect of 
toposequence on yield. Rice yield increased by an average of 3 t/ha when 
grown from valley fringe to valley bottom (Table 7). Average yield in valley 
bottom was significantly higher than middle slope and valley fringe (Table 7). 
UsingDMRr. yields of varieties wlthln each toposequencewere compared. 
In valley fringe. five Improved varieties significantly out yielded the local (farm-
ers') variety. In the middle slope. slxvarieUes had a better yield than the local 
variety and ftve in the valley bottom. Overall. four Improved varieties 
perfonned better than the local check. Two varieties conSistently outylelded 
the local check across toposequence. These varieties were TOX 3142-7-2-3-
4 and ITA 230 (Table 7). 
These results indicate that there are promising varieties for high rainfall 
IVSwlthnowatercontrol. These varieties are adapted to varying moisture and 
water status which occur under natural conditions of IVS. More testing sites 
should be included to verilY the perfonnance of these varieties. 
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Table 7. Grain yield (kitha) from rice variety trial In topoaequence of Inland 
valley swamps, Makenl, Sierra Leone, 19S5 wet aeason' 
Toposequence·· 
Variety Frtnge Middle Bottom Mean" 
TOX3ll4-1O-1-3-2 2020 c 1889 e 3961 e 2624 d 
TOX311S-6-E2-3 1627 c 2172 b 5339 b 3226 b 
TOX311B-47-4-2-2 1623 c 2970 a 4403 d 2999 be 
TOX311S-56-1-2-1 1152 h 2901 a 4425 d 2826 cd 
TOX3133-56-1-3-3 1325 g 2563 be 4900 a 3269 ab 
TOX3142-1-I-l 1436 f 2290 d 5186 be 2971 be 
TOX 3142-2-3-4 2564 a 2902 a 5110 be 3525 a 
ITA230 1014 d 2669 b 4986 e 3163 b 
ITA312 2180 b 2543 e 3845e 2856 cd 
Loealeheck 1543 e 2154 d 4410 d 2703 cd 
Mean 1728 2563 4757 3016 
eV(5) ILl 10.2 9.2 10.4 
Notes: , Data from Rice-based Systems Working Group. ReMP. ., For each column any two means with common letter are not 
significantly different at 5% level by Duncan's Multiple Range 
Test (DMRT). 
Summary 
The use of a statistical tool such as the analysis of variance Is effectiVe In 
estimating expertmental errors and detecting the Importance of factors such 
as toposequence, paddy status, site and variety as determinants of rice yields 
in NS. Based on the analysis. the Importantfactors affecting rice yield In both 
locations (Bida and Makenl) are toposequence and variety. 
In Blda, the effects of site and paddy status were not Important. The slight 
differences In yield due to these factors can be attributed to somewhat 
improved farmers' paddy with minimum bunding and water control. Using 
site and paddy status as covarlates and excluding one variety which per-
formed poorly In one site, significant effects of to po sequence and vartetywere 
enhanced. 
In Makeni, the linear effect of toposequence on yield was highly significant. 
The interaction between toposequence and variety was more apparent In 
Makeni than in Bida. Average yield In the valley bottom was about two to three 
limes higher than In the valley fringe and middle slope. 
In Bida three improved varieties conSistently and significantly yielded 
higher than the common variety, FARO 15, across toposequence, whereas In 
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An On-Farm Trial to Develop Maize 
Management Recommendations in 
Oyo State, Nigeria 
L. T. Ogunremi 
One of the four major agricultural policy objectives of the Nigerian Fourth 
National Development Plan (1981-1985) was the evolution of an appropriate 
institutional and adm1nistraUve apparatus to facilitate the rapid development 
of the counUy's agricultural potential. This has led to government's efforts 
being geared towards increasing the production of food crops. 
In the struggle for self reliance in food crops. peasant farmers continue to 
take the lead despite years of neglect oftheir concerns. The farmers ofIfedapo 
Local Government Area (LGA) of Oyo State are no exception. There is a need. 
therefore. to interact more closely with farmers through extension services 
and application of on-farm adaptive research. 
The introduction of new varieties Without the attendant production tech-
nologies may be ofllttle value to farmers. An example is produced by farmers 
in Ifedapo LGA who adopted TZSR-W (a white. Improved open-pollinated 
maize vartetywith streak resistance). To date. farmers continue to get yields 
farbelowthe on-station yields. Based on the 1985 diagnostic survey and trials 
conducted in this area. low population. inadequate fertilization. and inappro-
priate weed control were identified as the major constraints on maize produc-
tion. This study aimed to find solutions to these constraints or to help in 
further refining the recommendations. The Ifedapo LGA was chosen because 
of a relative homogeneity in its agroecology. market structures. and farming 
systems. 
Ezperimental destgn and management 
Nine replf.cates were used with five treatments. They were: 
1. Farmers' production practices of wide and irregular spacing and depend-
ence on hand-weeding. Fertilizer is applied once without micro nutrients 
and at a low rate (i.5m x 1m; 3 plants/hill (28,000) with 30:30:30 NPK. 
2. 90 x 60cm at 2 plants/hill (40.000) with 72:30:30 NPK. 
3. 90 x 20cm at 1 plant/hill (55.000) with 72:30:30 NPK 
4. 90x6Ocm at 2 plants/hill (40.000) with 72:30:30NPKand2.5kgand lOkg 
ofZn and S. respectively. 
5. 90x 20cmat 1 plant/hill (55,000) with 72:30:30 NPK. 2.5kgand lOkgof 
Zn and S respectively. 
Treatments 2-5were given preemergence herbiCide in addition to supplemen-
tary weeding. 
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Growth differences among treatments were observed on the field and yield 
data recorded. The participating farmers were interviewed on their assess-
ment of the exercise carried out on their farms. using a structured question-
naire. Non-participating fanners who visited the fields were also interviewed. 
The experimental variables were density. method of achieving the desired 
denSity. use of macro and micro nutrients. and method of weed control. The 
plot size was 0.025ha (10m x 25m). Agronomic. statistical. and economic 
analyses were done. 
Results 
Agronomic/statistical analyses 
Plant population. number of cobs. and ear weight/ha were other factors 
looked at apart from grain yield. Values for each treatment are the means for 
nine replicates (Table 1). 
Table 1. Effect of management practices on the yield and yield components of 
maize 
Earwt. Grain yield 
Treatment No.ofplants/ha No. of cobs/ha (kg/hal (t/hal 
I. 27876 19187 2258.2 1.51 
2. 29813 23067 2777.5 1.88 
3. 40187 31640 4000.8 2.78 
4. 29604 24889 3021.1 2.06 
5. 43373 34711 4438.8 3.02 
LSD 5% 4255 3234 506.6 0.39 
LSD 1% 5712 4349 681.3 0.52 
CV(%l 12.9 12.7 16.0 18.0 
The number of plants at harvest was controlled by planting denSity. even 
though the observed number in all the treatments was lower than expected. 
The reduction In the observed number was minimal for the control. Treat-
ments 3 and 5 gave stmllarylelds that were significantly above the yields from 
other treatments (Table 1). The number of cobs harvested from the control was 
far below those harvested from the other treatments. ThIs is because farmers 
plant three to four seeds per hole. Without adequate plant nutIients. many 
plants were barren. Only about 69 percent of the plants under farmers' 
practices (treatment 1) had cobs. while in treatments 2.3.4 and 5. about 77. 
79. 84 and 80 percent of the plants had cobs. Barrenness is thus one of the 
factors associated with farmer practices. The number of ears harvested in 
treatments 3 and 5 was still higher than with other treatments. 
The weight of ears harvested from one hectare shows the same trend as 
plant stand and number of cobs which actually contIibuted and controlled the 
weight. The observed trend was T5 > T3 > T4 > T2 > Tl. Treatments 5 and 3 
had the same plant population at planting and the same application of the 
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major elements. The yield difference between them could only come from the 
application of the minor elements (Zn and S). Plant population again 
contributed to the type of yields obtained from each of the treatments. The 
yield from treatment 4 was better than for treatment 2 due to minor elements. 
Treatment 1 was very inferior to others because oflow density. plant number/ 
hill. fert!l!zer level. and weed problems. ThIs caused barrenness in some 
plants. 
Economic analyses 
Total costs that vary. In the compllation of the total costs that vary and the 
variable inputs, negUglble costs are entertained. By way of definltlon, costs 
that vary are the costs/ha of purchased inputs. labor. and machinery. that 
vary between experimental treatments. Two other terms are introduced at this 
point, viz., field price and field cost. Field price Is the value which must be 
given up to bring an extra unit of input Into the field expressed in units of sale, 
e.g .. N/kgseed. NIL herbicide, and so on. while field cost Is the price multiplled 
by the quantity of the input needed for a given area. 
The variable inputs here are planting, herbicide cost and appllcation, 
fertilizer cost and application, weeding. and harvesting. Table 2 shows the 
detalls after emp loying field price and field cost. 
The partial budget. LIe organization of experimental data and information 
about the costs and benefits of various alternative treatments Is partial 
budgeting. It deals with (a) average yield. (b) adjusted yield, (c) gross field 
benefits, (d) total costs that vary, and (el net benefits. 
Table 2, Total coats that vary for density, fertilizer, and weed control ""per!. 
ment 
Variable inputs Tl T2 T3 T4 T5 
Labor 
Plantlng 59.75 104.0 170.25 110.75 194.25 
Herbicide application 14.75 13.75 13.25 14.25 
Fertilizer application 44.25 127.5 183.5 114.75 172.25 
Weeding 1st 105.25 79.5 86.0 106.5 101.75 
2nd 67.25 
Hruvestlng 117.5 259.25 328.0 185.25 320.5 
Inputs 
Seed 13.0 18.0 25.0 18.0 25.0 
Herbicide 140.0 140.0 140.0 140.0 
fertilizer 40.0 90.0 90.0 93.0 93.0 
Total costs that vat)' ( N /ha) 447.0 833.0 1036.5 781.5 1061.0 
Notes: l. Assume 8 hours/man-day at N5.00/man-day 
2. Seeds ofTZSR-W to cost NI.OO/kg In 1986 and 25kg to give 55.000 stands/ha. 
3, Elemental S and ZnS04 to cost N7.60 aneW 8.50 per 5Okg. respectively_ 
4. A liter of AtrazineTt.! costs Pi 35.00: 4 liters required/ha 
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a. Average yield. The average yields are yields of each treatment after the 
recommendation domatn has been established. The yields are presented in 
Table 1. Since statistics show yield differences among treatments. a partial 
budget had to be developed (or the one with lowest total costs that vary should 
be chosen for further experimentation or recommendation). 
b. Adjusted yields. These are average yields adjusted downward by a 
certatn percentage to reflect the differences between the experimental yield 
and the yields fanners could expect from the same treatment due to differences 
in management. plot size. harvest date. and fonn of harvest (for a reallstic ap-
preciation of farmers' conditions). In thls particular example, the average 
yields were not adjusted for the trend. 
c. Gross benefits. Since the sale price of N650/t was assumed [for 
1986), the gross benefits from the treatments were Tl = H981.50; 1'2= 
Hl,222.00; 1'3 = H 1.807.00; T4 = H1.339.00; T5 = HI ,963.00. 
d. Total costs that vary. The total costs that vary for the different 
treatments are presented in Table 2. 
e. Net benefit. The net benefit is the gross benefit minus the total costs 
that vary. This is presented in the table of the partial budget (Table 3). 
Table 3, The partial budjlet for the denalty /fertlllzer and weedlna treatmenta 
Treatment 
1 2 3 4 5 
Average yield (t/ha) 1.51 1.88 2.78 2.06 3.02 
Adjusted yield (t/ha) 1.51 1.88 2.78 2.06 3.02 
Gross benefits ( H /ha) 981.50 1.222.00 1.807.00 1,339.00 1,963.00 
Total costs that vary 447.00 833.00 1.036.50 781.50 1,061.00 
(H /ha) 
Net benefits ( H /ha) 534.50 389.00 770.50 557.50 902.00 
Marginal analysts. ThIs deals with the method for comparing the costs that 
vary with the net benefits. Fanners are usually interested in seeing the 
increase in costs required to obtain a given increase in net benefits. The steps 
in marginal analysts are domtnance analysts, plotting a net benefit curve, and 
computing a marginal rate of income. 
a. Dominance analysis. This ts 'an initial examination of the costs and 
benefits of each treatment that serves to eliminate some of the treatments from 
further consideration, therebyslmpllfying the analysis. A domtnance analYSis 
is thus carried out by first listing the treatments in order of increasing costs 
that vary. Any treatment that has net benefits that are less than or equal to 
those of a treatment with lower costs that vary is dominated. 
The analysis in Table 4 shows that to Improve farmers' income it is 
important to pay attention to net benefits, rather than yields. The yields of 
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treatment 2 are higher than those of treatment 1 (Table 4). but the dominance 
analysis shows that the value of the Increase In yields is not enough to 
compensate for the Increase In costs. Fanners would then be better oII using 
large. irregular spacing dependent on hand weeding. and applying fertilizer 
once at a lower rate without the micronutrients rather than planttng at 90 x 
60cm at 2 plants per hill with 72:30:30 with the application of herbicide. The 
population was too sparse to warrant the use of this fertilizer level and the use 
of herbicide. 
The dominance analysis has then eliminated treatment 2 from further 
consideration. To compare treatment I with treatments 3. 4 and 5. further 
analyses will be required. for example. by constructing a net benefit curve/ 
marginal rate of return. 
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b. Net benefit curve/marginal rate of return. In a net benefit curve. each of 
the treatments is plotted according to Its net benefits and total costs that vary. 
The alternatives that are not dominated are connected with lines. The slope 
of the line that connects one treatment to another is the marginal rate of 
return. This Is an indication of what farmers can expect to gain, on the 
average. In return for their Investment when they deCide to change from one 
practice or set of practices to another. 
An easier way is by calculating marginal net benefits (i. e .. the change In net 
benefits) divided by the marginal cost (I.e .. the change In costs). expressed as 
a percentage. In this case. the marginal rate of return for a change from 
treatment I to treatment 4 is: 
N557.50 - N534.50 _ 23.00 
781.50 - 447.00 - 334.50 
The marginal rate of return for moving from practice 1 to 4,4 to 3. and 3 
to 5 are 6.87 percent. 83.53 percent. and 536.73 percent respectively. The 
implications are that in a change from treatment 1 to 4. 4 to 3. and 3 to 5, for 
any additional H 1.00 spent In carrying out the change. the farmer recovers 
his 1'+1.00 and gains an additional 1'+0.07.1'+0.84 and 1'+ 5.37. respectively. 
Summary 
The best treatment from the point ofthe farmer is 5. This is because. for any 
additional 1'+1.00 spentinchangingfrom treatment I to 5. the farmers recover 
their N 1.00with an additional 1'+5.99. This is attractive enough for the majorlty 
of the farmers. 
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The complete analySis of agronomic. statistical. and economic data enables 
one to make a better assessment of recommendations to farmers. The 
agronomic analysis gave a visual analysis of the performance of maize under 
the five treatments. 
Table 6. Marginalanalysla fordenalty. fertIHzer. and weed control experiment 
Marg!nal Net Marginal Marginal 
Coststbat costs benefit net benefit rate of 
Treatment vary (M/hal [N/hal [N/hal (M/hal retum[%1 
I 447.00 334.50 534.50 23.00 6.87 
4 781.50 557.50 
3 1036.50 255.00 770.50 213.00 83.53 
5 1061.00 24.50 902.00 131.50 536.73 
The statistical analysis gave us information on whether to choose the 
treatment with the lowest total costs that vary or to proceed to the next step. 
economic analysis. 
FJnally the economic analysis presented the most sound base on which to 
decide either to recommend a given treatment to farmers (or to go for further 
verlficatlonl. • 
Our conclusion was that farmers In Ifedapo LGA of Oyo State should grow 
TZSR-W (open-pollinated. maize variety) uSing the following technology: 
Spacing; 90 x 20cm at 1 plant/hill. 
Fertilizer: 72: 30:30 kg/ha ofN. P,O. and K.,0. respectively and 2.5 kg/ha 
and 1 ° kg/ha of Zn and S, respectively. 
Since treatment 3 Is next to treatment 5. plant population Is the dominant 
factor In contributing to Increases In yield. However. additional benefits 
accrue from the application ofmicronutrientswhichg!ve even more slgnlficant 
yield Increases. 
The participating farmers were interviewed uSing a structured question-
naire. They ranked the component technologies In the followlng decreasing 
order: population. fertlllzation. and the use of herbiCide. 
The non-participating farmers who visited the OFAR sites were Impressed 
by the results. and itwas apparent that the exercise had created an awareness 
and generated an Interest In the use of the Improved technologies. 
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On-Farm Evaluation of Chemical, Manual, and 
Cultural Practices in Integrated Weed 
Management in a Yam+Maize Intercrop 
Ray P.A. Unamma and F.O. Anuebunwa 
A benchmark survey of farming systems In the eastern zone of Nigeria 
Identified weed control In yam+malze Intercrop as one of the maj or agricul-
tural constraints to Increased productivity In Intercropplng. The yam+maize 
Intercrop IS one of the commonest cropping systems In the zone (Oklgbo 1978; 
Unamma et al. 1985b). On the basis ofthls prelim!nary survey. a series of 
upstream research projects aimed at developing component technologies for 
remOvIng the constraints were !n!tiated at the National Root Crops 'Research 
Institute. (NRCRI). Umud!ke. Prototype component technologies were devel-
oped including economical ways of controlling weeds by the combined use of 
herbicides and low-growing crops In yam+malze or cassava+malze Intercrop 
(Unarnrna et al. 1985b: Unarnma et al. 1985c). 
Since NRCRI adopted the Farming Systems Research approach (essentially 
modeled after Shaner et al. 1982). it was appreciated that the development of 
appropriate technologies requires on-farm testing with the Involvement of 
farmers as a low cost rapid approach to the Introduction of research results 
to the ultimate users [Shaner et al. 1982). In 1983. NRCRI In collaboration with 
the Federal Agricultural Coordinating Unit [FACU) and the International 
Institute of Tropical Agriculture (IITAJ. Ibadan. conducted diagnostic research 
on the farming systems In the Umuahia area of Imo state for the Imo State 
Agricultural Development Project [ISADEP). The survey area was selected by 
a combined team of specialISts from the collaborating organizations (Odu-
rukwe et al. 1984). 
The sites were chosen to be reasonably representative of the area under 
lSADEP In the Umuahia zone and of a magnitude that could be effectively 
monitored by one on-faIm research team during the fonow-up experimenta-
tion stage. The diagnostic survey showed that the major constraints to 
agriCultural productivity In the farms of the Umuahia-lSADEP Extension area 
Included weed Infestation. Experimental technologies from upstream re-
search were identified to be used In trials. These were yarn Intercropped with 
maize and egusi. relayed with cowpea. and economical ways of controillng 
weeds by the Integrated use of herbiCides and low-grOwing crops In the 
yarn+rnalze Intercrop. 
After the exploratory survey and subsequent identification of appropriate 
technologies for resource-poor farmers. options fortrlals were considered and 
selected at a workshop organized by FACU and attended by all OFAR teams 
In the southern agricultural zone of the country. The trial which is presented 
here had the following objectives: [a) to use researcher-managed methods of 
on-farm adaptive research to deteImine the practicability. economics. and 
acceptability of speciftc weed control methods In yarn-dominant cropping 
systems; (b) to evaluate weed control methods In yarn+rna!ze Intercrop which 
involved integrated use of egusi and herbiCides. 
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Fum site selection 
The research sites were selected durtngthe diagnostic survey. The character-
istics of the farm sites chosen for the trial were: 
• Areas with a fairly high degree of uniformity. 
• Areas where it was possible to group the participating farmers Into units 
who had similar management practices and cultivated the majOl: crops 
being tested. I.e .• yam and maize. 
• Areas where a number of small farmers or farmer groups greater than 20 
per replicate or block could easily be found. 
• Areas where It was possible for each partlclpatlngfarmerto provide at least 
one 5m x 5m plot or multiples of that. 
• Sites where It was relatlvely easy to form six groups offarmers- each group 
forming a replication (provided each group allocated sufficient land that 
was collectively contiguous for the repl!cate of the trial). 
• Sites that were accessible all through the season and located not more 
than two kilometers from motorable roads. 
• Sites that were scheduled for growing the particular crop(s) under test In 
1985 and 1986. 
• Fanner communlUes selected were not divided by factions. 
Selection of locations 
Bende. Ikwuano. Olokoro/Oboro and Uzuakoli lSADEP blocks were selected. 
Two ofthe sites at Bende were characterized by loamy sand soils and the other 
two by gravelly clay. The sites had been in fallow for five years. All the four 
sites at Ikwuano were characterized by clayey soils and had been in fallow for 
six years. Olokoro/Oboro had sandy loam soils and had been In fallow for two 
years. Uzuakol! block sites were characterized by their clayey soil. They had 
been In fallow for three years. 
Selection offarmers 
The farmers chosen to participate possessed the following characteI1stics: 
• They were willing to accept Innovations. 
• They were ready to provide the same labor as under nonnal non-research 
situations. 
• They were traditional fanners using their normal practices. They were 
selected over those already enjoying benefits of any special agrtcultural 
programs. 
• They were ready to be guided by the OFR staff and to carry out operations 
as prescI1bed. 
• They were younger men/women. They were chosen since there is a 
common beliefthat it is more difficult to deal with older male farmers than 
younger ones or women. 




The land was cleared by slashing and burning. In each repllcaUon. land 
preparation consisted of either mounds or ridges. Mounds were tied to form 
ridges In such a way as to maintain 1 m spacing between the rows of connected 
mounds or ridges. with the ridges running across the slope. 
The plots In each replicate were contiguous and each replicate was owned 
by one or more farmers. The plot size was Originally planned to be 10m x 10m 
but for financial reasons this size was restricted to Olokoro/Oboro. The size 
at the other locations was Sm x Sm. The 200g yam (Nwopoko) sett sizes were 
planted 100cm apart along the crests of the ridges or mounds arranged In 
definlte rows (I 0 ,000 stands/ha). Maize (FARZ 7l was interplanted atthe rate 
of three seeds thinned to two plants/stand at 14 days after planting (OAP) 
which worked out to 40,000 stands/ha, 100cm apart on both sides of the 
ridges and positioned between two yam stands. EguSI (NIHORT1mprovedl was 
planted at three seeds per hole, thinned to two plants per stand 14 OAP along 
the crests of the rldges50to lOOcmapart, which resulted In a range of20,OOO-
4O,OOOstands/ha and was planted between the yam and two pairs of opposite 
maize stands. The planting of each crop In a repl1cate was completed on the 
same day. Cowpea (IT82 E-60) was Introduced Into the relevant plots In the 
last week of August at populations of 40,000 stands/ha. The seeds were 
planted at two seeds/hole 50cm apart opposite one another along both sids 
of the ridges. 
The treatments tested were: 
I. Yam+maize manually weeded byhoe at 3, 8, and 12 weeks afterplanttng 
(WAP) [which Is the current production recommendation); 
2. Yam+maize that received preemergence appl1catlon of either AlachlorTM 
[2kg ai/ha)+Fl uometuron™ [2.5kg ai/haJ or Chloramben ™ [3.4kg ai/hal, 
plus one hand hoeing at 12 WAP; 
3. Yam+malze Intercropped with eguSl [40,OOO/hal and unweeded to matUrity; 
4. EguSi (20,OOO/hal plus one hand-hoeing at 12 WAP: 
S. Egusi [20,OOO/ha) plus pre emergence Chloramben™ (3.4kg ai/hal: 
6. EguSi 20,OOO/ha + preemergence Alachlor™ [2kg ai/hal + Fluomen-
turon™ (2.Skg ai/hal: 
A Cooper Pegler 3 knapsack sprayer fitted with a red polijet nozzle with a 
2m swathe was used in applying the chemicals at a rate of 300 - 3S0 I1ters/ 
ha. 
The treatments were arranged in a randomized complete block design and 
each was replicated five times at each location. Yield, financial benefit, and 
farmers' responses were used to evaluate the five treatments. A postharvest 
survey was conducted to monltor the farmers' responses to the trials. 
Results 
Weeds 
The dominant weeds at each of the locations during the two years were: 
Ageratum conyzotdes [goat weedl, Aspi/ia ajricana (African marigold). Cleome 
ciliata (consumption weed), Chromolaena odorala (Siam weed). Commelina 
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benghalensis (day flowerl. Tridax procumbens (tridaxl. Dfgttaria hortzontalis 
(crabgrassl. Pantcum maximwn (guinea grass). Paspalum orbtculare (rice 
grassl, Cyperus rotw1Clus (purple nut sedge), Martscus altemifolius (umbrella 
flat sedge) and KyUinga nemoralis. 
Table 1 shows the effect of the different weed management techniques on 
the component yields + maize intercrop under farmers' field conditions. The 
malze component was least affected by weed management. Generally, all the 
treatments were as good as or significantly better than the current practice of 
three timely hand-hoelngs carried out at 3, 8. and 12 WAP. The only 
exceptions were the use of egusl at 40,000 stands/ha without any weed 
control measures, and egusl at 20.000 stands/ha plus preemergence Chlo-
ramben™ (3.4kg aI/ha). Yam yields were affected In these cases. 
Economic viability analysis 
Economic analysiS of the results showed that generally all the weed manage-
ment practices tested were economically viable (Table 2). ln general, the 
returns on capital investment were higher with treatments involving the use 
of herbicides than those without. Preemergence application of tank mixtures 
ofAlachlor™ (2kg aI/ha) and Fluometuron ™ (2.5kg aI/ha) gave an 83 percent 
return on capital (H3497/ha profit) from the yam + maize Intercrop. 
Table 1. Effect of different weed management techniques on yielda of yam! 
maize!lntercrop under farmers' Held condltlons, Umuahia, 1985 and 
1986 
Crop yield (average of 3Iocations)* 
1985 1986 
Weed control measure Yam Maize Yam Maize 
1. Weeded 3+8+12 WAP 1O.7b 5.3a 6.7b 5.0a 
2. Egusl40,OOO/ha 4.6d 3.3b 5.3b 4.6a 
3. Egusl20,OOO /ha+weedlng 
12 WAP followed by cowpea 40,OOO/ha 12.1 a 5.2 a 6.6b 4.3a 
4. EguSi20,OOO/ha+preemergence 
+Chloramben™ (3.4kg aI/ha) 5.9d 2.Sb 7.3ab 4.3a 
5 EgUSi20,OOO/ha+preemergence 
A1achlor™ (2kg aI/ha)+ 
Fiuometuron™ (2.5kgal/ha) 10.2b 4.3ab S.3a 4.0 a 
6. Preemergence Chloramben 1M 
(3.4kg ai/ha)+weedlng 12 WAP 
7. Preemergence Alachlor™ (2kg ai/ha)+ 
Fluometuron TN (2.5kg aI/ha) 9.9a 3.9ab 6.7b 4.3a 
Note: 'Figures followed by similar letters are not Significantly different at O. 05 level 
according to Duncan-Newman multiple range test 
164 
Acceptability test 
Table 3 shows that, generally, the most acceptable weed management 
measure for resource-poor fanners Is Intercropplng egusl at 20,000 stands/ 
ha followed by one manual weeding carried out at 12 WAP before relay 
Intercropplng with cowpea at 40,000 seeds/ha. In the alternative, any of the 
treatments conta!n!ng Alachlor™ and FluometuronTl" could be employed. 
Discussion 
The results of this trial showed that even though all the treatments compared 
favora blywlth the current production recommendation, the fanners preferred 
the technology wh!ch gave the least returns (HI ,336.00) compared with all the 
others ( H 1,837 - H 3,497). The farmers' choice of the weed management 
measure was mostly Influenced by the time saved for other fann operations, 
and by the additional crops In the mixtures, particularly cowpea. Most of the 
farmers said that they were Interested In the control measure with egusi at 
high populations but that the treatment resulted In no yields from the egusl 
component. 
Table 2. Economic evaluation of effects of different weed management tech-
niques on yam+malze intercrop under fanners' field conditions, 
Umuahta, 1985 and 1986 
Crop yield (average oC 2 years and 
3 locatlonsl 
Total Total Gross Return 
returns cost margin on capital 
Weed control measure (H/hal (H/hal lH/ha) % 
I. Weeded 3 + 8 + 12 WAF 7168 4639 2529 55 
2. EgusI40.000/ha 6280 4343 1837 46 
3. Egusl 20,OOO/ha + weeding 
12 WAF followed by cowpea 40.000/ha 5929 4593 1336 30 
4. Egusl 20.000/ha + Chloramben™ 
(3.4kg ai/hal preemergence 6800 4974 1826 37 
5. Egusl 20.000/ha + preemergence 
Alachlor™ (2kg ai/hal + 
Fluometuron™ (2.5kgal/hal 7709 4263 3446 80 
6. Preemergence Chloramben 1M 
(3.4kg ai/hal + weeding 12 WAF 7008 4500 2508 56 
7. Preemergence AlachlorTM (2kg ai/hal + 
Fluometuron™ (2.55kg ai/hal 7700 4203 3497 23 
Notes: I. Based on 1985/86 costs oC: 
CWoramben™ @ H7/Fluometuron™ @ H8 
A1achlor™ @ H 8/egusi@ H2/kg. Cowpea@ H1.6/kg. labor@H8/man-
day. 
The scientific baSis for including the yam+malze+egusl Intercrop followed 
by cowpea after one hand-weeding was to use relay Intercropplng of relatively 
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high populations oflow growing crops. egusi that requires early (March/April) 
planting, and cowpea requiring late (September) planting to control weeds in 
yam+maize fields. It was also atmed at introducing tmproved varieties of 
cowpea into the farming systems with a view to increasing the protein base of 
a region that predominantly consumes roots and tubers. 
It was observed that the egusi component provided the early soil cover 
needed for yam, which initially is slow in forming a canopy. EguSi not only 
suppressed weed growth. but also protected the soil from the destructive 
Impact of the heavy rains associated with the zone. Furthermore. as the maize 
and egusi were withdrawing from any possible intercrop competition. the 
cowpea component was introduced to continue with soli protection and weed 
control. The one hand -weeding, carried out after the maize harvest and before 
the cowpea was planted. was not considered necessary by scientists since 
yields showed no Significant changes when the weeding was not done in on-
station trials. Farmers. however. were known to prefer cleaner plots (Unamma 
et al. 1985cl. Weed management prod uction recommendations for resource-
poor farmers. based on the results of this trial. were formulated for multllo-
cational trials tn the southeastern states of Nigeria. The recommendation 
made was a yam+maize+egusi intercrop (20.000 seeds/hal followed by 
cowpea (40.000/ha) with hand-hoe weeding at 12 WAF. 
Table 3. Weed management measures rated most acceptable by farmers In 
Umuahla ADP Zone, Imo State, 1985-1986 
TI1al site responses 
Weed control measure Bende lkwuano Olokoro 
% of farmers 
._-----------------
I. Weeding 3 + B + 12 WAP 5 IO 10 
2. Egusi 40.000/ha 0 5 5 
3. Egusi 20.000/ha + weeding 
12 WAP followed by cowpea 40.000/ha 40 55 56 
4. Egusi 20.000/ha + preemergence 
Chloramben 1M (3.4kg ai/hal IO 15 25 
5. Egusi 20.000/ha + preemergence 
Alachlor™ (2.0kg ai/ha) + 
Fluometuron™ (2.5kg ai/ha) 15 20 25 
6. Preemergence Chloramben ™ (3.4kg ai/ha) 
+ weeding 12 WAP 5 IO 10 
7. Preemergence Alachior™ (2kg ai/hal + 
Fluometuron™ (2.5kgai/ha) 50 20 25 
Total number of farmers responding 20 16 20 
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On-Farm Evaluation of Improved Cassava 
Varieties in the Kasangulu Zone of Bas-Zaire 
O. A. Osiname, L. Simba, C. D. Bartlett, R. Mayala and 
K. Kasongo 
Fanning Systems Adaptive Research (FSARJ was Introduced Into the research 
activities of the national cassava program, Programme National de Manioc 
(PRONAM) 12 years after cassava Improvement research started In PRONAM. 
At the time of FSAR introduction, two cassava varieties were already In use, 
Kinuanl In the Bas-Zaire Region and Fl00 In Bandundu Region. A third 
variety. 40230/3, was about to complete Its breeding cycle and was later 
selected as a viable alternative to FlOO In light-textured savanna soils. The 
objectives of this research therefore were: 
• to monitor the perfonnance of these varieties under Variable farmer 
conditions; 
• to determine fanner assessments of existing PRONAM varieties; and 
• to detennlne feedback to on-station research. 
Methodology 
From the diagnostic survey ofthe Kasangulu zone. the low yields and disease 
susceptibility of local varieties of cassava along with poor soil fertility were 
identified as major constraints to cassava production. In the first year, 
Kinuani and Fl 00 were chosen as likely technology (varieties) to address these 
constraints. 
Kinuani Is a variety highly resistant to cassava bacterial blight (CBB), low-
ramifying. early maturing and high-yielding. FlOO has an erect stem and Is 
high-yielding. but Is not as tolerant to CBB as Klnuanl. In the second trial. 
a new clone. 40230/3. replaced Kinuanlln the trials. Clone 40230/3. like 
Kinuani. Is ramilYlng. but at a greater height above the ground. lt Is also late-
maturing. high-yielding, and resistant to CBB. The experiment consisted of 
two Improved cassava varieties being evaluated along with the local varieties 
commonly grown by the fanners. The most frequently encountered local 
varieties of cassava In the area oftest were Kfdamu. Sumbakanl. and Kfdombe. 
Site selection 
Four villages. Kiboeya. Kfnseki. Selo and Kimpika, considered a representa-
tive milieu within the area of diagnostic survey. were selected for soliCiting 
participation by fanners. In 1986. the site selection exercise started as early 
as September after land clearing, but before the heaps were made. An area 
of 30m x 10m was pegged out within each fann and the farmers were asked 
to com plete the land preparation. In nine out of the ten fanns selected for the 
experiment. the pegged area was ignored until operations were completed In 
the rest ofthe field. The result was about two weeks' delay in planting. In 1987, 
however. only fanners whose fanns were ready for planting were selected as 
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participants. All fanns selected consisted ofland just opened from secondary 
forest fallows. The length of the fallows. however. varied from six to ten years. 
The method ofland preparation was remarkablysimllar and consisted of slash 
and burn. gathering of wood for charcoal production (or direct sale in Kinshasa 
for fuel). and construction of heaps. 
Landforms in the area consist of V-shaped valleys with slope gradients up 
to 40 percent or higher in some places. Most crop cultivation Is on the slopes. 
The trial sites were. therefore. located on slopes ofvarying degrees. 
Site characterization 
The sites were located in the expansive forestArenoferrals of the Kalahari sand 
orlgln. The soils are uniform. deep. and hlghIy-leached medium sands. The 
color of the top soils ranged from dark brown to brown depending on the age 
of the forest fallow and organiC matter accumulation. Th e subsoils varied from 
Ilght brown to near white at depth. All sites were. therefore. susceptible to 
severe moisture stress dUring the dry season. 
SitesV{ere characterized by topography. number of heaps per plot. and level 
of soil fertility. Since there was no facility for soil analysis. soil fertility was 
rated as low. medium. or high. depending on the growth and vigor of the maize 
intercrop on each farm. 
At planting. each fanner was supplied with cuttings of improved cassava 
varieties Fl00. Kinuani. or 40230/3. The farmers supplied their own local 
varieties. All cultural practices were those of the farmers. Intervention by the 
researchers was limited to observations and data collection on plant popula-
tion. vigor. disease and pest attacks. and tuber yield at harvest. 
Since the fanners do not normally harvest their crops in 12 months as 
recommended for PRONAM varieties. half of the plot was harvested at 12 
months. The remaining halfwas harvested at intervals ranging from 16 to 18 
months. depending on wnen the farmer was ready to harvest his own crop. 
Results 
The number ofheap$ per 70m2 plot varied from 39 to 70 with an average of 53. 
At two cuttings per heap plant population/ha at planting should have been 
between 11.000 and 20.000. At harvest. however. the population ranged from 
6857 to 17.400/ha. It appears that even though farmers plant at higher 
densities than that recommended by researchers. by harvest time the 
surviving stands come down to near the recommended 10.ooo/ha. Soil 
fertility was rated as low in three sites. medium in five sites. and high in three 
sites. 
Poor cultural practices such as poor weed management lead to strong 
competition from weeds. There is also some destruction by animals. It was 
observed that the fast-growing and erect variety. FIOO. was as good as the local 
varieties in competing with weeds. The slow-growing and ramlfyingvarieties. 
Kinuani and 40230/3. were more readily submerged under poor weed 
management practices. 
Kinuanl was also observed to be more sensitive to drought. a condition that 
is commonly experienced in these deep sands during the dry season. At the 
peak of the dry season in August 1987, the stems halfway down the plant had 
dried up , A decision was thus taken to drop Kinuani from further tests, 
Observations on the incidence of disease taken three months after planting 
showed no significant differences among the varieties. even though the degree 
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of attack varied slightly with sites. The severity of mosaic and anthracnose 
diseases was generally higher than that of cassava bacterial blight in all sites. 
The harvest of the 1986 crop. at 12 months after planting. showed that 
tuberyleJd from Kinuan! was superior to that ofFlOO or local varieties rrable 
IJ. Delaylngharvestingto 1 8 months afterplantingralsed tuberylelds by 58.2 
percent. 42.2 percent and 19.2 percent for FlOO. local. and Kinuanl respec-
tlvely. The early maturity ofKinuan! and Its high yield In these sandy soils offer 
two advantages to the farmers: first as an early source offood and cash. and 
second In the reduction oflosses due to damage caused by bush animals. On 
the other hand, Fl 00. which Is a fairly sweet variety. appears to be more prone 
to damage by antmals under poor weed management practices. 























Mean yields for all sites for the three varieties tested In 1987/88 season are 
presented In Table 1. The mean yield for clone 40230/3 was Significantly 
higher than those of FlOO and local varieties. As in the previous year. the 
difference between FlOO and local varieties was not slgnlflcant. 
The soil fertility ratings detennlned for each site during crop growth were 
used to calculate average tuber yield for each variety atlow. medium. and high 
soil fert!l!ty. The results [FIg.IJ show that the yield superiority of PRONAM 
varieties over local varieties is evident only under conditions of medium and 
high soil fertility. The data also show that clone 40230/3 was more responsive 
to high soil fertility than FlOO and local varieties. 
Stability analYSIS was performed for each year's data. using the site means 
of the three varieties tested as an Index of environment. The regression lines 
are shown In Figures 2 and 3. 
In the 1986/87 season, although the range of the environmental Index was 
narrow, Kinuanl showed the best adaptability In both poor and high-yielding 
environments. The slope of the regression line was 0.46. With a slope of 
approximately 1.0 and a reasonable mean yield of 7 t/ha. FlOO shows a 
general adaptability (average stability) at both poor and high-yielding envlron-
ments. The very low regression coeffiCient (b = 0.04) associated with the local 
variety is taken as a measure of greater reSistance to environmental change 
(above average stability), and therefore increasing specificity of adaptability to 
low-yielding environments. 
In the 1987/88 season, the Individual yields of all varieties Increased as the 
environmental Index improved from poor to high. The high regression 
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coefficient (b = 1.45) for clone 4230/3 shows thaUt is a variety with increasing 
sensitivity to environmental change (below average stability). and greater 
specificity of adaptability to high-yielding environments. a fact that is well 
illustrated in Flgure 1. The variety FlOO again emerged as one with general 
adaptability (b = 0.92) to all environments. In this trial. the local varieties 
showed a general adaptability to all environments. altho!lgh not as strongly 
as FlOO (b = 0.79). The inconsistent behavior of the local varieties may be 
explained by the fact that farmers usually plant 2 to 3 local varieties in 
unpredictable proportions in their plots. 
Farmer assessment 
In both cropping seasons. FlOOwas the unanimous first choice offarmers over 
Klnuani and 40230/3. The reasons for choosing FIOO were: 
• Fast-growing and competes well against weeds. 
• Erect stem structure makes It easy for intercropplng. 
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Y (Kinuoni) = e.89+0.46N, R2=0.16 
Y (F 100) = - O. 73 + I.OIN, R2=0.36 
Y (Locol) = 618 + 0.04., R2= 0.03 
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Figure 2. Regression Unes showing relationship of Individual yields of Klnuanl 
(x), Fl00 (0) and local [1 to mean yields of the three cassava varieties 
at different sites, 1986/87 season 
• Gives more planting materials. 
o Leaves are very attractive for pondLL 
• Satisfactory yields. 
Cautious acceptance was given to both Kinuanl and 40230/3. mainly 
because of their higher yield potentials. 
Conclusions 
Among the cassava varieties available for diffusion from PRONAM. only FlOO 
shows enough general adaptability (average stability) for good perfonnance In 
a wide range of environments. Kinuanl and 40230/3 showed greater 
specificity of adaptability to high-yielding environments. Breeding programs 
should gtve adequate attention to the development of cassava varieties with 
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general adaptability such as F100 for the small-scale farmers. Kinuanl and 
40230/3 will be more suitable for producers who can afford to create high-
yieldtng environments for lmprovtng yield performance. 
Y(40230/3) =-3.12+1.45x, R2=0.93 
9 (FIOO) = 0.20+0.92x, R2=0.79 
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Fl&ure 3. Re,reulonllneaahowm,relaUonahlpoflndlvtdualyieldsof40230/ 
3 (x). FlOO (0) and local (0) to mean yields of the three ca •• va 
varletle. at different .lte. 1987/88 .ea80n 
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Further Analysis of Varietal Yields of Cassava 
in the Kasangulu Zone of Bas-Zaire 
L.Simba 
Following an exploratory survey conducted In the Kasangulu Zone of Bas- . 
Zaire. a vartetal trtal was conducted In 1987-88 to test two improved PRONAM 
varieties against the local vartety. Kidamu.1n the sandy soils of the same zone. 
The selected recommendation domain was the sandy soils ofKasangulu's 
forest. PRONAM va1ieties 40230/3 and Fl 00, were recommended for the trtal 
because ofthelr establtshed htgh yield potential In light sandy soils. [40230/ 
3, the new PRONAM vartety recently added to PRONAM's other varteties, 
Kinuanl and Floo, has not been released yet and is still being tested In many 
different on-farm trtals.) 
Farms and farmers of varted characteristics were chosen for the trtals. 
They included farmers of different clans, civil status, sex, and religion. TrIals 
were conducted on farms In valleys, plateaus, and on hill slopes. 
In addition to data on diseases, pests, and yields, other observations were 
made. such as number ofweedlngs, ponduharvestlngs, and density of plants. 
Fourteen farms were harvested for analysts In the 1987-88 planting 
season. Vartety 40230/3 had the hlghestyield (15.52 t/ha). followed by Fl00 
[13 t/ha) , and the local variety [10.76 tlha). 
Modified stability analysis allowed the computation of regression lines for 
the three varieties across the different farmers' environments. 
From the results three environments were characte1ized. They were poor 
[e < 6), intermediate [6 < e < 14) and good [14 < e < 23). 
Regression analysts and yield data indicate that PRONAM vartety 40230/ 
3 could be strongly recommended for the intermediate and good environ-
ments, whereas the local variety performed better in the poor environment. 
When the results of the intermediate and good environments were com-
bined, the analysis of the distribution of confidence Intervals showed that, 
although the Intervals around the mean yields were wide for all threevartetles, 
variety 40230/3 showed less rtsk [i. e. , was less likely to give a very poor yield). 
Wide confidence Intervals on mean yields indicate low yield stability across 
environments, which Is the case with cassava in general. Even though the 
confidence intervals of our varieties 40230/3 and Floo are wide, the mini-
mum yield is higher than that of the local variety. 
The equations for the regression lines of Figure 1 are: 
y [40230/3) = 
y [Floo) = 







40e R2 = 0.83 
O.97e R' = 0.71 
O.63e R' = 0.55 
Good environments were generally valleys, while Intermediate environ-
ments were generally plateaus and slopes. Poor environments represent 
farmers and farms with poor management (e.g .. only one weeding). 
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Table 1 represents the range of confidence Intervals on yields from 
different varieties across intermediate and good environments. 
Other important criteria to be considered for variety recommendation are 
the quality offufu, chickwangue. and pondu as judged by farmers and other 
consumers. 
In the next few years an Index of acceptability will be computed. taking into 
account the number of farmers who participated In the trials. the area 
occupied by the new varieties In their own cassava fields. and the diffusion of 
the improved materials among fanners and across neighboring villages. 
Table 1. Confidence Intervala on yields It/ha) from different varieties across 
intermediate and good environments 
Range of 
probabUltJes 40230/3 FIOO Local 
0.50 27.85-6.33 25.21-3.69 21.56-0.045 
0.40 30.61-3.57 27.97-0.93 24.32·0 
0.20 38.13-0 35.49·0 31.48·0 
0.10 44.81-0 42.17-0 38.52-0 
0.05 51.06-0 48.42-0 44.77·0 
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Figure 1. Modified stablUty analysis of three cassava varieties 
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On-Farm Trials Comparing the Local Streak-
Disease Susceptible Maize with a Streak-Disease 
Resistant Variety in Southeastern Zaire 
w.o. Vogel, T. Berhe and R.D. Hennessey 
Exploratory surveys have Identified many constraints to maize production In 
the South Shaba region of Zaire. These Include maize streak disease, stalk· 
boring caterpillars. low soil fertility, weed infestations, and trregular end·of· 
season rainfall. There Is also a shortage of labor for land preparation and 
weeding, and a lack of fertilizer. 
Trials were conducted to remedy some of the production constraints. 
However. because of certain practical problems. more attention was given to 
the agronomic and short-tenn entomolOgical and economic factors. 
The 0 bj ectives of the trial were: 
1. to compare the yield of the local Variety and Babungo-3 under farm 
conditions, 
2. to estimate the economic benefit of growing Babungo-3 to the average farm 
family, 
3. to investigate the varietal traits that are responsible for the difference In 
economic benefit, 
4. to compare the response of the two varieties to fertillzer, 
5. to Investigatewhetherthe Improved vaI1ety could extend plantlngtlme, and 
6. to set the stage for future economic studies. 
Materials and methods 
TrlaI deSign was a 2 x 3 factoI1a11n a randOmized complete block design, each 
farm representing one repllcation. Plot size was 15m2 when planting was done 
on-flat, and 15 to 40m2 when farmers planted on I1dges. NPK levels In kg/ha 
were 0-0-0, 64-46·0, and 90-46-0. One to four trials were planted at 15 day 
Intervals In each farmer's field. Results from 16 of the initial 19 farmers were 
suitable for analYSIS. 
Most of the field operations were perfonned by the fanners. The research-
ers assisted In planting, fertilizer application, and harvesting. Many farmers 
now plant In monoculture on flat. especially when they apply fertilizer. Those 
who wanted to plant on I1dges did so, but they were advISed to Increase the 
plant populations In the fertilized plots. 
Constraints addressed by the trial 
Maize streak disease. This constraint was addressed by companng the local 
and the Improved vaI1eties In the field. 1\vo types of observations were 
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recorded. numbers of streaked and unstreaked plants. and severity of streak 
symptoms (0 to 5 scale). 
During the 1986-1987 seascn. both streak incidence and mean severity 
increased parabolically with delays In planting (first day ofplanttng = 0) and 
with plant age. Differences between farms were significant In Incidence and 
severity. The R2 for the regression of yield on a set of variables was unaffected 
by the choice of plant age (whether 8 weeks or 11 weeks). Also. Incidence alone 
gave almost the same fit as incidence and severity together. 
In 1987-1988. the entomology team collected data on streak disease 
severity to detect differences between the local and the Improved varieties. 
MaiZe stalk borer. At present little information exists on losses due to stalk 
borers over large areas of South Shaba. In 1986-1987. damage by Busseo/a 
Jusca had been Significant. It varied with planting date and differed among 
farms. It is known to vary from year to year. A Single percentage count of 
attacked plants was taken later In the 1987-1988 season to see whether borers 
were a problem. The data on borers and strealrwerecollected on the same day. 
Low soUJerillUy. Research on soil fer1!lity at the National Program for MaiZe 
(PNM). Lubumbash!. Zaire. has just begun. Soil fertility varies greatly within 
the region. Although small farmers have access to fertiliZer. there is a great 
demand for fertiliZer by the large farmers of the region. They use modern 
inputs and import hybrid seed from Zimbabwe at great cost. 
In their effort to find out whether the Improved variety responds well to 
fertiliZer. and if so. whether or not it performs better than the local variety 
under various environmental conditions. the team Included fertiliZer treat-
ments In their trials. 
Since the benefits from fertiliZer and seed were the only reward thatfarmers 
received for their participation. they wanted the fer1!liZed trials to be as large 
as possible. 
Weeds. Farmers address this constraint by weeding. but their performance 
is very uneven. and labor is a constraint. PNM lacks the capacity to launch 
its own weed research program. but it employs a techniCian who has some 
training in weed science. Data were collected on weed infestations to 
document the Influence of weeds on yields In present farming practices. The 
severity of weed infestation (0 to 5 scale) was evaluated In each plot twice per 
season before farmers weeded the plots. 
Increasing disease pressure. Beyond the increasing pressure of maiZe streak 
disease and stalk borers. other maiZe pests. notably He!mlntlwsportum 
turctcwn. occurlaterln the season. Farmers tend to stop planting maize when 
yields become uneconomical To see whether the economic planting period 
could be extended by planting the improved variety. farmers were asked to 
establish a trial very late In the season. They were offered compensation In 
cash in case those trials failed. 
InsU§lCientlabor supp/yfar landc!earing and weeding. This constraint cannot 
at present be addressed by the team. Farmers may Incur conSiderable costs 
by staggering their planting, depending on how fast yields decline with 
planting date. and on how much land they plant during a particular period. 
The research team tried to apprOXImate farmers' conditions by planting up to 
four trials in each farmer's fields at 15-day InteIVals. (I. e .. a period of about six 
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weeks). The increase In field size from the first to the last planting date was 
measured. 
Data collected 
Observations were made on the followtng variables: yleld/ha. plant popula-
tion density at harvest time. delay In planting (first planting date = day 0); 
planting method. on ridges or on-flat; fertllizer level. weed score: percentage 
of streak-infested plants (11 weeks after planting); streak severity (11 weeks 
after planting); percentage of plants attacked by borers; total rainfall occur-
ring after planting of the trial; and area planted by planting date. 
Rainfall was recorded for each village. Area planted by planting date was 
measured for each farmer. All other variables were measured for each subplot. 
Observations from 222 subplots were analyzed (Ill subplots for each variety. 
37 subplots for each ferillizer level). 
Data analysis 
The multiple regression package of the MSTATTM statistical computer package 
was used to analyze the data. In the first step of the analysis. a regression 
procedure for a two-factor ANOVA model was employed. In the second step 
a multiple regression model wtth continuous and indicator variables was 
used. Since regression models encompass both ANOVA and regression 
analysis. only one data file was required. 
RegresslDn Modeljor a n.vo.jactor Analysis oj Variance. There were four 
sources of variation: fertllizer treatment. maize variety. between-farm differ-
ences. and Within-farm differences. (Note that thetermfertllizeris used. Since 
the effects of phosphorus and nitrogen cannot be separated). When sub-




b=the overall mean yield 
F=fertllizer at three levels 
V=malze variety. at two levels 





The complete regression model for the two-factor ANOVA wtth Indicator 
Variables for fertillzer. maize variety. variety x ferillizer Interaction. and 
between farm differences then Is: 
Y=bo + b,F, + b2F2 + b,V, + b.F, V, + b.F2 V, + b.BF, + b21 BF,. + b22~'.' + ... + 
b .. ~, •. , + e. (2) 
The ANOVA model was analyzed tn three steps. First. each of the two 
varieties was analyzed separately. The ANOVA was then Intended to be run 
for both varieties simultaneously wtth indicator variables for variety and the 
interaction terms being Included. 
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Results 
ANOVAfor local and improved variety 
The full model for the local variety Is 
For SimpliCity. no subscript was Introduced to denote the local variety. 
Tests of significance for the second fertilizer level and between-and wlthin-
farm variability were performed by running reduced forms of the model and 
then comparing the differences In error terms (SEE) between the full (F) and 
the reduced (R) model. 
The results showed thatvarlabllItywas both between and within farms was 
highly significant. The first dose offertlllzer Increased yield by about 640 kg/ 
ha (from 860 kg/ha to 1500 kg/hal. P<.O 1. The Increase In yield from the first 
to the second dose was not Significant. For the finalANOV A, only one indicator 
variable for fertilizer was used. 
The summary results of the finalANOVAare: R'= .87adjustedR' = .81; SEE 
= 505. and F= 13.27. The F-value is significant at the 0.01 level. 
The same model was employed for the ANOVA of the Improved variety. 
Babungo-3. Again. variability between and within farms was highly signifi-
cant. Babungo-3 responds better to fertilizer than the local variety. The first 
dose Increased yield by about 880 kg/ha (from 1200 kg/ha to 2000 kg/hal. 
The relatively large difference In the Intercept terms for the local variety and 
Babungo-3 indICated a probable varietal effect. Again the Increase from the 
first dose to the second dose of fertllzer was not slgnillcant. The results of the 
final ANOVA are R' = .90. adjusted R'= .85; SEE = 542 and F= 17.87. The F-
value is Significant at the 0.01 level. 
ANOVA of the whole model 
The whole ANOVAmodel as specified In equation (2) could not be run because 
It exceeded the memory capacity of the available micro-computer. However. 
a test of significance for varietal effect and fertilizer x variety Interaction was 
performed. When both terms were Included In the analysis. neither was 
significant. When the Interaction term was dropped. the varietal effect was 
hlghly slgnillcant. Babungo-3 gave 570 kg/ha higher yields than the local 
Variety. 
Conunents on ANOVA, The ANOVA showed very useful preliminary results. 
Since the treatments are Independent of each other. the results are clear-cut 
and easy to Interpret. The model shows that fertilizer was a significant factor 
In determining yield. that the two varieties were different. and that between-
and within-farm vartabllItywas significant. The model also shows how much 
each of the factors contributed to variability of yields. However. It does not 
Identify the factors that caused the differences between the varieties and the 
Variability within and between farms. such as the shape of the curve that 
deSCribes the varietal response to fertilizer. the differences between the 
varieties or the reasons for the large Variability between and within farms. 
Answers to some of these questions can be provided by regreSSion analysis. 
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Regression analysis 
Two sets of regression analyses were run. The first set attempted to explain 
differences In yield. The second set attempted to explain what the differences 
are between the varieties. 
Regression oj yield on observed variables. As the ANOVA, the regression was· 
done In steps. First, the regression model was run on each variety separately. 
If the same vartables were found to Influence yields of the two varieties, the 
vartables accounting for varietal difference and the interaction terms were 
Included and a1l observations used in the analysis. 
The major objective of the regression analysis was to explain within-farm 
variability. To achieve this objective, the blockoflndlcatorvarlables for wlthin-
farm vartabillty was replaced by a set of observed variables. The set of 
between-farm Indicator variables was retained. Unfortunately, the computer 
memory was too small to retain the set of within-farm indicator vartables. 
They could have picked up rematnlng vartatlon not explained by the newly-
Introduced observed variables. Some variables were squared to test for 
curvature. 
The original model had the form: 
Y=bo + b,PP+ bpD + b3PMETII + b.W + bsS"IR+ b.,B+ b.,R+ b.F, + b.,F.+ b)QBF, 
+ .. , + b .. BF,s + e (4) 
Where: PP = plant population density at harvest. 
DO = delay In planting (In days) 
PMETH = planting method: 0 = on ridges, 1 = on fiat 
W = Weed score. 
sm = Percentage of plants attacked by maize streak virus 11 weeks 
after planting 
B = Percentage of plants attacked by stalk borers 11 weeks after 
planting 
R = total accumulated rainfall (planting day to end of season). 
F = level of fertilizer 
BF as defined before 
InSignificant Variables were omitted from the regression. Plant population 
density and planting method are highly correlated because plant populations 
on fiat-planted plots were always much higher than those on ridge-planted 
plots, As such, planting method was omitted since It explained less variation 
than plant population density. Prior field studies had suggested that differing 
levels of weed infestation would explain some of the observed differences In 
yield. However, weed score was not a significant variable In the present study. 
It Is likely that the scoring method was insufficient. For unknown reasons, 
borer incidence was so low In the 1987/88 season that yields were not 
reduced. 
The total amount of rainfall from planting to end of season Is only a rough 
approxtmatlon for available mOisture. In principle, some measure of available 
moisture is a more deSirable Variable than delay In planting because It Is 
related to yield. However, methods to measure this variable need to be 
discussed with an agro-climatologlst first. Total rainfall showed a lower 
correlation with yield than did delay In planting. The latter was used In the 
regression. 
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The quadratic tenn for fertilizer was left in the regression although it was 
not significant at the 5 percent level. The result is, however, useful for 
economic tnterpretation, 
Commenton regressiDn analysis. When regression analysis is used tnstead of 
ANOVA, the results are as clear-cut as those of ANOVA. When regression 
analysis goes beyondANOVA to include variables observed tn the field other 
than the treatments planned by the researcher. the results are more complex 
and more difficult to tnterpret, 
Difficulties tn tnterpretation stem from linear relationships among several 
explanatory variables (multicolltnearity), An important effect of multicollin-
earity is that the t-value of a coeffiCient decreases when a correlated variable 
Is tncluded tn the regression, In extreme cases. two correlated variables may 
be statistically tnsignificant when they are both tncluded in the regression. yet 
when either Is omitted from the regression. the t-value of the rematnlng one 
tncreases to a significant level (see Koutsoyiannls 1977; Neter and Wassennan 
1974), 
In most analyses. explanatory variables are correlated with each other, In 
the present example. plant population. percentage of streak-attacked plants. 
percentage of borer-attacked plants. and accumulated rainfall after trial 
establishment are all correlated with days of delayed planting, 
There is no perfect solution to the problem of multicollinearity. The chOice 
of which variables to tnclude tn the regression will always be somewhat 
arbitrary. All that the analyst can do is to ask an expert whether his chOice 
of variables and his estimated coeffiCients are plausible, and to adjust his 
chOice accordtngly, 
RegressiDn oj the local variety. The results of two regression analyses are 
reported here. For the sake of simplicity the average of the between-farm 
tndicator variables has been tncorporated tn the tntercept tenn. 
Y = 1594 + 0.019pp*·-18.497DD"· + 16.90P" -.1051'" - 15.33STR"" 
R'= .79; adjusted R' =.74; SEE = 584; P" = 16.57 (5) 
(" = significant at 0.05 level. "" = Significant at 0.01 level). 
The equation states that each additional plant tncreases total yield by .019 
kg/ha, each day of delayed planting reduces total yield by 18.5 kg/ha. and 
each I percent increase tn streak-Infected plants causes a loss of 15.3 kg/ha. 
The ANOVA showed that a 64-46kg dose offertillzer Increases yield by 640 
kg/ha.l.e .. 10kggrain/kgfertilizer. The resultfrom the regression analysis. 
650kggraln/ha.ls almost identical. Note, however. that the firSt kgoffertillzer 
tncreases yield by 16.8 kg/ha, while the 64th kg of fertilizer tncreases yield by 
only 3.6 kg/ha. Suppose thatfertillzer costs five times as much as gratn maize 
on a weight basis, the ANOVA results indicate that applying 64kg of fertilizer 
would be highiy profitable. The regression results show that at 57kg of 
fertilizer. the tncrease tn gratn yield is 5kg. Applying more than 57kg of 
fertilizer /ha Is unprofitable, and to be on the safe side, 50kg of fertilizer is 
recommended. 
Note that theANOVAgives an R2 0 f .87 while the regression model has an 
R' of .79. If the ANOVA is conSidered the full model and the regression the 
reduced model, the F-test tndlcates Significance between the two models at the 
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1 percent level. F'1 7j,-",_2.79. Within-farm vartabUity is likely to be stUl 
sJgniflcant and inCIUwng the within-farm indicator vartables should reflect 
this. 
An attempt was made to detennlne the upper bound on the losses due to 
streak. When differences in planting days (DO) is dropped from the regression. 
a part of Its influence Is absorbed by the streak vartable. and the estimate of 
streak-induced losses consequently increases from a 15.3 kg/I percent 
streak incidence to 26.3kg/ 1 percent. The true value lies between 15.3 and 
26.3kg/ha. 
Y = 1975 + .Ol7PP"· + 16. 18F*' - .098F' - 26.3SIR·· 
R' = .77; adjusted R'= .72; SEE = 607;F*' = 15.75 
RegressiDnjor Babung~3 
(6) 
Y = 1244 + .020PP" -53.500" + 19.5F*· - .081F'+ 5.4SIR (7) 
R2 = .B1; adjusted R2 = .77; SEE = 672; F** = 19.39. 
Focusing on the differences between the coefficients obtained for the local 
vartety and Babungo-3. the result of this regression indicates that the yield of 
Babungo-3 declines more steeply with delays in planting than does the yield 
of the localvartety. Babungo-3 responds slightlY better to fertUlzer. The streak 
vartable has the wrong sign. but the coefficient Is not Significant. 
When the OOvartable was dropped from the regression, the streakvartable 
was highly slgnificant. 
Y = 1762 + .014PPO· + 19.2F*· - .068F' - 28.2SIR'· (8) 
The true coeffiCient for the streak vartable lies between 0 and 28.2 kg/I 
percent increase of streak-infected plants. 
Acompartson of the regresslon equations for the local variety and Babungo-
3 reveals an intervanetal difference in susceptibUity to streak disease. Also, 
in all trials the mean plant population was about 6,000 plants/ha higher for 
Babungo-3 than for the local variety. (41.000 vs. 34,800). 
Since the varieties behave differently, the data were analyzed separately for 
each variety. The only test performed with the whole data set was for the 
significance of various interaction terms. No interactions were significant at 
the 5 percent level. 
Differences between the IDeal variety and Babung~3. Yield losses to streak 
disease are greatest when the plants are infected while they are still young. 
Yield losses may occur in two ways. An infected plant may survive in stunted 
form and either produce no ear or a smaller-than-normal ear, or the infected 
plant may die and diminish the plant population beyond the point where the 
remaining plants can compensate for the loss. 
The incidence of streak-infected plants is expected to vary in two ways: (1) 
among differentftelds having different planting delays (DO), and (2) within the 
same field depending upon the day of observation. Also. incidence vartes 
among farms. All of these differences depend upon the population densities 
of the disease vectors (cicadu1!na spp.). and upon the rate at which the vectors 
acquire the virus. The rate of virus acquisition depends largely upon the 
incidence of streak in the field. 
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Regressions for the two varieties Included delay In planting (In days), the 
day of observation (DO)' and the set ofbetween-fann indicator variables, The 
average value of the Indicator variables was Incorporated Into the Intercept 
tenn. 
The results for the local variety were: 
STR=-146 + 2.1DD·· - .0IDIY·· + 4.200·· - .02DO''' 
R2 = .74; adjusted R2=.70; SEE=15.1; F". = 18.2 
The results for Babungo-3 were: 
(9) 
STR=-156 + 1.3DD·· + 4.4DO·· - .03D02.. (10) 
R2 = .73; adjusted R2 = .69; SEE = 13.5; F". = 17.85 
The overall mean of streak Infected plants for the local variety was 52 
percent; for Babungo-3 It was 32 percent. The range of the dependentvartable, 
(percent of streak-Infected plants). is restricted to values between 0 and 100 
percent. 
Useful observations on streak can be made about two weeks after planting. 
The two-week delay explains the negative Intercept tenn. Most observations 
were taken after the sixth week. 
The development of streak over time within the same plot is the same for 
both varieties. However, In the local variety, streak incidence rises faster with 
delays In planting. Thus, it appears that Babungo-3 Is more resiStant. 
Babungo-3 and the local variety differ also with respect to attrition rates of 
the plant populations. Two regressions were run for both varieties. In the first 
regression. plant population was regressed on DD. planting method, and the 
between-fann indicator variables. In the second regression, the DD vartable 
was replaced by the streak incidence variable. The second regression leads to 
an overestimate ofthe contribution of streak diSease to plant losses over the 
season. since the effect of DD will be absorbed partly by the streak variable. 
Differences In plant population among fanns were highly significant. The 
average value of the indicator variables was Included in the Intercept tenn. 
The results of the second set of regressions were: 
Local variety: PP = 29.766 + 24,499 PMETII·· - 186STR·· 
R2 = .51; adjusted R2 = .42; SEE = 13,548; F". = 5.70 
Babungo-3: PP = 23,000 + 32,849PMETII·· - 107STR 
R2 = .60; adjusted R' = .52; SEE = 14,108; F". = 8.06 
(11) 
(12) 
Plant populations ofthe local variety were about 7.000 plants/ha higher on 
ridges compared with 8abungo-3. ThiS difference Is unexplained. 
Plant population densities were estimated at harvest time In the first 
planted trials (day 0) and In the last planted trials (day 60). Streak diSease 
plays a significant role In the decline of plant population densities for the local 
variety (p < .01) but not for 8abungo-3 (p < .10). The mean population 
decreases over the 60 day period were 11.200 plants/ha for the local variety 
and 4,700 plants/ha for Babungo-3. The Influence of streak may be overes-
timated since no observations were taken on other mortality factors. 
TIle contribution oJBabungo-3 to home consumption. To estimate the contribu-
tion of each of the two varieties to home consumption, it is not necessary to 
Include all explanatoryvartables In the regression. Avarlable which captures 
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most of the cUfferences between the varieties Is suftklent. Yields were 
regressed on plan~ date and on the between-farm Indlcatorvanables for the 
two vaIieties for the first two fertlllzer levels. The best fit was prOvided by four 
straight lines (see also FIg. I). 
N-P level: 0-0 
local: Y = 1345 - 26.5DD··; R' = .80; SEE = 505 (13) 
Babungo-3: Y = 1747 - 31.6DD··; R' = .82; SEE = 582 (14) 
N-P level: 64-46 
local: Y = 3129 - 55.8DD··: R2 = .78; SEE - 816 (15) 
Babungo-3: Y = 3839 - 56.5DD··; R2 = .83; SEE = 811 (16) 
To calculate the quantity of grain-maize available for home consumption. the 
following assumptions were made: 
1. The average field slze of maize for grain Is 0.7ha. 
2. Land preparation begins In early October. 
3. About 9Om' are prepared per day. 
WlthoutferUlizer use. the average family production Is about 800 kg/ha for 
the local vanety. and about 1050kg/ha for Babungo-3 (Table 1). A family of 
two adults and four children requlres 125kg of maize flour/month. I.e .. 
1500kg/year. Even If the family could plant all O. 7ha on the optimal planting 
date. the annual production would be only 950kg for the local variety and 
1200kg for Babungo-3. Both quantities would fall short of family require-
ments. 
Table 1. FamUy production of maize for grain with the local variety and 
Babungo-3 at 0-0-0. NPK. Area in ha. yielda in kg/ha. production (area 
yield) in kg 
Local variety Babungo-3 
Date of Planted 
planting area Yield Production Yield Production 
30Nov .4700 1360 640 1710 800 
10 Dec .0900 1I00 100 1390 130 
20 Dec .0525 830 40 lOBO 60 
31 Dec .0525 540 30 730 40 
10Jan .0350 270 10 420 20 
Total .7000 820 1050 
By using fertilizer (64-46-0. NPK) on the local vanety. the average family 
could produce enough maize for its own consumption. By using the same 
amount offertilizer on Babungo-3. the family could produce a surplus of 900 
kg (Table 2). 
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Days after first planting 
Figure 1. Yield responses as functions of delaying planting for two maize 
varieties, local and Babungo-3, each subject to two levels of N-P 
fertillzer (a.() and 64-46 kg/hal 
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Policy implications and further research 
The introduction of Babungo-3 into the present fanning system would 
increase maize production. However. the surplus necessary to feed urban 
populations in the regional mining centers of Lubumbashi. Kipushi. Likasi. 
and Kolwezi would be forthcoming only if both fertilizer and an improved 
varieties were made available simultaneously. 
Table 2. Family production of maize for grain with the local variety and 
Babungo-3 at 6446-0. NPK. Area in ha. yield in kg/ha. production (area 
]I: yield) in kg 
Local variety Babungo-3 
Dateof Planted 
planting area Yield Production Yield Production 
30Nov .4700 3080 1450 3840 1800 
lODec .0900 2520 230 3270 290 
20Dec .0525 1960 110 2710 140 
31 Dec .0525 1350 70 2140 110 
lOJan .0350 800 30 1580 60 
Total .7000 1880 2400 
PNM is presently in the process of multiplylng Babungo-3. and the vartety 
may be available to farmers as early as the 1989-1990 season. lfPNM can 
monitor the diffusion of this variety. the present estimates of the benefits of 
Babungo-3 could be used to calculate the impact of the variety on regional 
production. 
Summary and conclusions 
Maize streak disease is a major constraint to maize production In southeast-
ern Zaire. The local maize variety. which Is susceptible to streak, and the 
improved variety. Babungo-3, were compared in fanners' fields in three 
villages. 
The data were first analyzed by ANOV A. The results showed that between-
fann and within-farm variability was highly significant and that only the first 
fertilizer dose increased yields Significantly. The difference in yields between 
the local variety and Babungo-3 was Significant. 
In the second step, regression analysis was used to explain the causes of 
within-fann variability. The results showed that yields increase with fertilizer 
and higher plant population density. and decline with delay in planting and 
higher incidence of streak disease. 
In the third step. an attempt was made to discover what caused the 
differences in yields of the two varieties. It was found that the Increase in the 
percentage of streak-infected plants with respect to delay in planting was 
lower for Babungo-3. Also. plant population density declined more rapidly 
with delay in planting for the local variety than for Babungo-3. Streak disease 
was a major cause of plant losses. 
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The contribution of Babungo-3 to home consumption was estimated from 
the regression results. Babung<>-3 Increases total production of an average 
farmer substantially. but the Increase from fertilizer application would even 
be hlgher. If the small fanner had both fertilizer and the Improved variety. he 
could produce a maize surplus for the open market. 
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Issues in On-farm Experimentation at 
Gandajika, Zaire 
D.A.ShanrwT1, M. Kubengu and M.e. Mpoy 
Farming Systems Research (FSR) at GandaJika. Zaire. is conducted by the 
National Legume Program (Programme National Ugumineuses- PNL). which 
is part of the Applied Research and Extension Project (ProJet de Recherche 
AgronomiqueAppllquee et VulgarIsation- RA V) of the Department of Agricul-
ture of Zaire. RA V has a mandate for crop tmprovement. FSR and extension 
in cassava. maize and four grain legume crops. 
Gandajika is located in a grassland savanna which traverses the eastern 
and western Kasai regions. Rainfall averages about 1500mm distributed 
roughly biomodally between late August and mid-May. 
On-farm trials are conducted in three villages surrounding the experiment 
station at Gandajika. These villages were chosen both for their accessabillty 
and for the range in soil texture. characteristic of the ecological zone. In each 
village is placed a technician. equipped with a bicycle. whose responsibility it 
is to assist the farmers in planting and harvesting of trials and to make weekly 
observational visits to each field. The three field technicians are assisted and 
superviSed by a research assistant equipped with a motorcycle. Aresearch as-
Sistant trained in sociology visits each farmer to obtain the farmer's assess-
ment of the technology being tested. 
This approach allows us to assess very quickly the suitability of station-
generated technology for farmers' conditions within the ecological zone. but 
brings with it some management and technical problems which will be 
addressed with reference to trials conducted in the 1987/88 growing season. 
On-farm maize variety trial 
The farming system practiced in the grassland savanna of the Kasal regions 
centers on a rotation/relay of the two staple crops. maize and cassava. Two 
major diseases. maize streak virus and downy mildew. reduce maize yields in 
the region and their effect is intensified by the practice of staggering maize 
planting over three months in the first season and two months during the 
second season. 
The trial was designed to test a maize population. DMR-ESR(W). resistant 
to maize streak virus and downy mildew. As controls. we included the cur-
rently recommended variety. Salongo II. and the farmers contributed their 
own variety. Plot dtmenslons were large enough to enable farmers to properly 
assess the varieties and small enough to allow a sufficient number of farmers 
to participate. given a ltmlted seed supply. 
The question arose as to which planting pattern was to be adopted. Some 
maize is planted with the fertilizer and spacing recommended by the extension 
service while the majority Is planted at much wider spacings. without fertilizer 
and often intercropped withcowpeas. squash. etc .• and/or relay-cropped with 
cassava. Because we wanted farmers to have a good opportunity in the first 
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instance to assess the disease resistance of OMR-ESR(W), we opted to 
compare varieties under the more uniform and favorable growth conditions of 
the recommended practices of spacing and fertilizer use. Ifresults were prom-
ising, we would compare the varieties under farmers' own practices in the 
following year. 
Because the comparative advantage of a disease-resistant variety should 
be greater when planted late in the season than when planted early, it was nec-
essary to follow local farmers' practices and plant over an extended period in 
both seasons. 
Materials and methods 
Maize varieties OMR-ESR(W) and Salongo II and the farmers' own variety were 
planted in 43 farmers' fields from 18 September to 31 October 1987 (season 
A), and in 28 farmers' fields between 29 January and 29 February 1988 
(season B). A randomized complete block design was used with each farmer 
constituting one block. Plots measured 6m x 8m. SpaCing was fixed at 75cm 
x 50cm with two plants perM!. A fertilizer rate of 64kg P,Os/ha was applied 
in split application with diammonium phosphate applied at 15 days after 
planting (OAF) and urea at 45 OAF. All other management aspects were 
determined by the farmer. 
Observations were made with respect to the dominant vegetation of the site, 
crop history, type and method ofland preparation, seeding method and depth, 
surface soil texture and moisture conditions at planting. Ouringweeklyvisits, 
observations were made on emergence, dates of weeding. flowering dates, and 
on any problems encountered. Streak virus was scored on a 1-5 scale at 
silking, while downy mildew-infected plants were counted from 20 OAF 
onward and the incidence was calculated. Yield, ear height. days to harvest, 
and percent sterility were recorded. Shelling percentage and weight of a 
market measure (muduJ of maize was determined on a limited sample in 
seasonB. 
Farmers were interviewed in the field before harvest and again in their 
homes following harvest, and asked to evaluate each vartety on a series of 
criteria relating to crop performance and quality. and to indicate their 
preference. 
Results 
The trials were installed on predominantly sandy soils (characteristic of this 
ecological zone). most often follOwing maize or cassava in the rotation and 
mostly on a flat seedbed. In most cases, the land was prepared by hand and 
seeding was done with a hoe, cutlass, or heel of the foot. Seeding depth varted 
from 2 to 8cm and one or two weedings were carried out. The maize population 
OMR-ESR(W) outperformed the local and recommended varteties in terms of 
yield rrable 1) and disease resistance (Table 2), had a lower percent sterility, 
a lower ear height, averaged 25 days earlier than the local variety, and lodged 
less than the local variety in season A. 
Farmers recognized the superior disease resistance ofOMR-ESR(W) (rable 
2) and overwhelmingly preferred OMR-ESR(W) for its shori growing-cycle 
(Table 3). However, they generally liked the larger ears of Salongo II. In 
contrast to our own calculations. a majority offarmers thought that Salongo 
II yielded highest in season A, and they ranked the local vartety higher than 
the other two for yield by volume. 
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Table 1. Yields of maize varieties (kg/ha) In on·fann trials at GandaJlka. Zaire. 
In 1987/88 growing season 
Range 
Mean yields 
Season A SeasonB 
Season Season -----
Variety A B Mean MIn Max MIn Max 
DMR·ESR(W) 2500 2510 2500 700 4600 570 4380 
Salongo II 1940 2000 1970 100 4600 10 4380 
Local 1840 2120 1980 300 3800 160 3810 
SE ± 100 110 ± 
LSD. 05 290 300 
CV% 32 28 
No. offarmers 41 28 
Table 2. Fanner asaessment of maize streak virus and downy mUdew diseases 
compared with researcher assessment In maize varieties tested In on-
farm trials at GankaJlka. Zaire. In the 1987/88 growing season 
Season A Season B 
Vartety x xx xxx x xx xxx 
A. Streak % of 42 fanners Researcher % of 27 farmers 
DMR·ESR(W) 84 14 0 
Salongo II 48 36 14 
Local 48 40 12 
LSD .05 
B. Down~ldew 
DMR- R(W) 83 14 2 
Salongoll 62 23 12 
Local 64 23 11 
LSD .05 
Note.: no disease symptoms 















89 11 0 0 
48 37 15 0 
67 33 0 0 
85 14 0 0 
4444110 
55 44 0 0 
2.2 
Streak score (researcher) 











XX= Important 5 = 76-100% of foliar surface covered 
xxx= very Important 
In terms of quality. the local variety was preferred for ease of shelling and 
small cob diameter (believed to be tnversely related to gratn yield). while 
Salongo II was ranked highest for seed size and shape rrable 4). Color 
preferences and overall seed preferences were inconsistent. Salongo II was 
judged best and the local variety worst for commerce. while the dense seed of 
Salongo II and DMR-ESR(W) were overwhelmtngly ranked superior to the 
floury seed of the local variety for home consumption tn the local staple. 
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nshtma (Table 5). DMR-ESR(W) received the highest ranklng for preference 
overall. The main reasons given were its early maturity. disease resistance. 
flour consistency. and yield. Dlfflculty In shelling and pounding and the large 
cob diameter were considered liabilities by these farmers. 
Table 3. Farmer preference of all'onomic characteri.tic. of maize .... rietiu 
te.ted In on-farm triala at GandaJlka. In the 1987/88ll'owinl .. a.on 
Season A SeasonB 
Character lvartety 1 2 3 4 5 1 2 3 4 5 
% of 42 fanners % of 27 fanners 
Days to harvest 
DMR-ESR(W) 100 0 0 0 0 70 26 4 0 0 
Salongo II 0 77 23 0 0 11 74 15 0 0 
Loca1 8 15 77 0 0 0 15 85 0 0 
Ear size 
DMR-ESR(W) 16 35 48 0 0 26 39 30 4 0 
Salongo II 65 19 13 0 0 57 26 13 4 0 
Loca1 16 45 39 0 0 17 30 52 0 0 
Grain yield by 
weight DMR-ESR(W) 35 48 16 0 0 52 26 22 0 0 
SalongoIl 61 25 13 0 0 30 57 ' 13 0 0 
Local 6 29 65 0 0 26 13 61 0 0 
Grain yield by 
volume DMR·ESR(W) 28 26 45 0 0 30 30 35 4 0 
Salongo II 32 48 19 0 0 13 48 35 4 0 
Local 48 25 26 0 0 48 35 17 0 0 
Note.: 1 very good 2 = good 3 = fairly good 
4 = poor 5 = bad 
Discussion 
By use of a very simple experiment, it was possible to obtain information 
demonstratlngthe superiority ofDMR-ESR(W) to the local and recommended 
varieties over a wide range of soil and environmental conditions and to obtain 
information onfarmeracceptance of the variety, Inaddltlon, we have obtained 
information useful to maize breeders In determining selection criteria. 
The adoption of on-farm research methodolog)'lllives rise to a number of 
technical and management Issues. Most of these revolve around the related 
problems of data analysis, sample size, number and type of observations, and 
number of trials an Individual can handle. In the following discussion, we wlll 
show some of the approaches we have taken to Interpret the trial results, some 
of the limitations we face In analyzing these results, and the Issues that are 
raised with respect to research management. It must be stressed that a 
number of the problems with data analysis discussed here could be solved if 
computer facilities were available. 
Data collection 
Choice of data to be collected depends upon the research objectives and ca-
pabilities of the researcher. Non-experimental factors most likely to affect crop 
productivity are rainfall, soil fertllity. the state of weed control, and pests and 
diseases. 
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Table 4. Farmer.' preference of quallty characterl.tic. on maize varletiea in on-
farm trlala at GandaJlka, Zaire, In the 1987/88 irowlng .cuon 
Season A SeasonB 
Character Variety 1 2 3 4 5 1 2 3 4 5 
% of 31 farmers % of23 fanners 
Ease of 
shelling DMR-ESR(W) 0 32 65 0 0 4 13 70 13 0 
Salongoll 16 58 25 0 0 0 65 30 4 0 
Local 84 6 10 3 0 96 0 4 0 0 
Cob size 
DMR-ESR(W) 6 55 35 3 0 4 13 70 13 0 
Salonga II 19 32 48 0 0 17 39 39 4 0 
Local 77 13 10 0 0 87 13 0 0 0 
Seed size 
DMR-ESR(W) 19 48 32 0 0 35 35 30 0 0 
Salongoll 68 23 10 0 0 48 48 4 0 0 
Local 13 29 58 0 0 13 26 61 0 0 
Seed shape 
DMR-ESR(W) 29 42 29 0 0 39 26 35 0 0 
Salongo II 71 19 10 0 0 48 43 9 0 0 
Local 32 29 41 0 0 9 26 65 0 0 
Note.: 1 = vel)' good 2E good 3 = fairly good 4 - poor 
5 = bad 
In the present trial, rainfall data was obtained from the Gandajika weather 
station. which Is centrally located In relation to the three villages. Most fields 
were located within 2-lOkm of the station, and It was hoped that these data 
would be adequate for interpretation oftrtal results. However, experience has 
shown that Significant rainfall may occur In one village and not at the weather 
station, and vice versa. In the 1988/89 growing season, we Installed a rain 
gauge In each of the three villages. Each rain gauge Is Intended to represent 
rainfall In fields within a radius ofless than 2 km. 
The use of three series of rainfall data further compl1cates the association 
of trial results with rainfall events, but more truly represents the rainfall 
conditions In each of the trial fields. 
Variations In crop growth due to soil factors are very evident In the savanna. 
Gandajlka has no soil analysis laboratory, and It Is not possible to send soil 
samples from each farmers' field for analysis by an outside laboratory, so one 
Is limited to what can be practically done on site. 
The most obvious way to distinguish soils is on the basis of texture. 
Research technicians are asked to classify each soil by field observation Into 
one offour classes usually used locally. Initially, this was done only for surface 
soils. but examining the texture at two depths, 0-2Ocm and 20-5Ocm. may 
become a more useful tool for evaluating crop growth. It is hoped that in 
combination with information on cropping history. these data will provide at 
least a crude indication of potential soil productivity In each field. 
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Table IS. Farmer preference. for IIUllze varletle. tuted In on-farm trial. at 
GandaJIk •• Zaire, In the 1987/88 &rowin, .eaaon 
ConditJon of Season A Season B 
preference Variety 1 2 3 4 5 1 2 3 4 5 
For commerce 96 of 30 farmers 96of8farmers 
DMR-ESR(W) 30 30 40 0 0 0 50 37 0 0 
SalongoII 57 37 30 0 0 0 62 37 0 0 
Local 27 30 43 0 0 0 12 87 0 0 
Flour for 96 of24 farmers 96 of 23 farmers 
nshfma 
DMR-ESR(W) 42 37 21 0 0 50 50 0 0 0 
SalongoII 54 38 37 0 0 33 67 0 0 0 
Local 8 13 79 0 0 0 0 100 0 0 
For next 96 of 31 farmers 96 of23 farmers 
season 
DMR-ESR(W) 42 39 19 0 0 61 17 22 0 0 
Salongo 11 39 45 16 0 0 22 65 17 0 0 
Local 23 19 58 0 0 13 22 65 0 0 
Overall 96 of31Jarmers 96 of8farmers 
DMR-ESR(W) 42 35 23 64 17 18 
SalongoII 39 45 16 23 59 18 
Local 26 23 52 18 23 59 
No_, Except for overall preference 
1 = very good 2 = good 3 = fairly good 4 = poor 5=bad 
Competition from weeds Is a factor that changes throughout the season. 
Field technicians observed the presence of weeds at the tlme of planting. 
During their weekly vlsits, they noted the general condition of the fields and 
weeding dates. It Is difficult to handle such information In a simple but 
quantitative manner. One can consider the number of weedings done 
throughout the season, but the Importance of such weedlngs Is very much 
related to tlming and the original state of weediness. In 1989. the technician 
Is being asked to give a simple score for weediness over the entire season. This 
requires the technician to integrate in his mind the relative Importance of 
periods when a given plot was weed-free and periods when the plot was very 
weedy. ThIs would appear to be not a very easy task to do objectively and as 
the number of plots per technictan increases. it may become difficult to 
remember the condition of each plot over the entire season. It wlll, however. 
enable us to clearly distinguish the extremes from the bulk of moderately well 
or moderately poorly weeded plots. 
An alternative might be to score each plot for weediness at fixed periods. 
e.g .. 2. 4. and 8 weeks after planting. The Importance of weed infestation at 
each period could be tested by multiple regression. 
Field technictans are expected during their field visits to note the activities 
of the farmer since the last visit. the general condition of the field. and any 
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problems such as pests and diseases. These observations are Intended to 
penn1t a better understandlng of the flnal results of the trial. If done 
meticulously. the amount of Information obtained from weekly visits could 
easily become unmanageable. In prnct1ce. few unplanned observations are 
made by our technicians. We are obllged to anticipate In advance what 
observations mlght be necessary and what the technician should do In case 
a given problem is encountered. For example. if severnl plants are destroyed 
by rats. attacked by the nshimbu mealy bug. Vrydagha iepesmet. or pamsit-
!zed by Strtga asiatica, the technlcIan is to count the number of hills affected 
In each plot. 
This brings up the question of harvestable area In the case of part1ally 
damaged plots. such as may occur with the problems mentioned above. It is 
a common prnctice In such cases to restrict the harvest area to unafi'ected 
parts of the plot. so as to maintain uniformity under test conditions. If the 
prime objective is to test between treatment effects. and the number of 
replicates is low. this is the best course to follow. However. if one wishes to 
evaluate the effect of the pest or parasite on plot yield. then the harvest area 
must be unaltered and even pamSitized plants harvested. SInce both objec-
tives are useful. it may be necessary to harvest affected plots In two steps. 
especially if the number of farmers is smaIl. This would mean having two 
series of yield results for the same trtals. 
In collections of data on farmer evaluation of maize varieties. we have 
learned three things. (I) Farmers seemed to have difIlculty discussing any 
given trait In isolation from others. For example. the choice ofvar1etyfor seed 
type mlght also be tnf1uenced by their conception of the yield potentlal of the 
various varieties. (2) In some cases. asking a farmer to justify his ranldng of 
vanetiescausedh1mtoaltertheranklng. (3) Whilewewere able to obtain clear 
opinions on certalnchamctertatlcs. such as earliness. ease of shelling. orflour 
quality. we were unable to find the relative Importance of the various Criteria. 
We have since attempted to obtain a ranking of criteria. 
Data analpis and reporti"" 
In on-farm trtals. a large sample size is deSimble In order to be representative 
of the large variations present underfarmers' conditions of soli. climate. and 
management and to have sufficient replication In order to reach aconcIuSion. 
given that Variability. This latter POint can be illustrated by the breakdown of 
the yield data from seasonA according to the threevll1ages represented rrable 
6). In this case. 12 and 14 farmers were not adequate for dlfferences of 28 
percent and 44 percent to be slgniflcant at the 0.05 level. 
Once one begins to divide the data Into subsetsaccordingtovarious factors 
encountered In the trial. the requisite number offarmers tncreases. The larger 
the data set. the greater the chance of computational errors. 
Table 7 shows the data subdivided according to soil texture classes. This 
type of data manipulation IS very time-consuming when It requires manually 
reorganizing the data Into new data sets and repeating the analySis for each 
class seperately. Amore tborough analysIS would have consisted of combined 
analyses to test the significance of soil texture on yield and the Interaction of 
variety with soil texture on yield. 
Such calculations would be relatlvely simple with the use of a computer and 
regression analysiS. In this case. we have contented ourselves with an 
examination of trends. which show little evidence of a variety x texture inter-
action but show that yields tend to be higher on fine than on coarse-textured 
salls. 
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Table 6. Maize yields (k,/ba) uW.yzecl by vrua,e 
Village 
Variety Mbemba-Nzeo Mpasu KanIaka Wholeexper1ment 
DMR-ESR(W) 2400 2550 2600 2500 
Salongo II 1700 2210 2000 1940 
Local 1700 1980 ISoo 1840 
SE: 110 158 
251 104 
LSD.05 300 lIS ns 290 
CV% 21.7 24.4 42.6 31.7 
No. farmers 15 12 14 41 
Table 7. Maize yields (kllba) analyzed by aurface aoU tenure 
Variety Clayey Sandy Clay Sandy Whole Expertment 
DMR-ESR(W) 3300 2400 2400 2500 
Salongoll 2600 2100 ISoo 1990 
Local 2500 1800 1700 1840 
Mean 2800 2100 1900 2090 
SE: 280 220 130 104 
LSD.05 ns 700 360 290 
CV% 22.9 26.0 36.S 31.7 
No. farmers 5 6 30 41 
A data set lnvolving 43 farmers offers many opportunities such as the one 
described above. for identifying trends resulting from dlfJerences In environ-
mental conditions or In management practices. e.g .• the effect of depth of 
seedlng on percent emergence. of the number ofweed!ngs on yields. and of the 
previous crop on yields. 
A researcher must weigh the likelihood of any possible relationship and its 
potential usefulness agalnst the time spent calculating such relationships. 
One problem associated with the reporting of results , analyzed by standard 
analysis of variance techniques, ts the loss of lnformatlon. This can be 
!llustrated with an on-farm tr!a1 of ear]y-maturttysoybean varieties. The local 
and improved varieties were scored on a 1-5 scale for nodulation at > 75 DAP 
(days after planting). 
Normally one reports treatment means, together with standard error or an 
LSD (least slgnlficant dlfIerence). provided the data test Slgnillcant uslng the 
appropriate F test. Treatments means were 2.0 and 2.2, respectively, with a 
variety mean square of 0.28. These data suggest no real differences between 
the varieties for nodulating ability. However, examination of the full data set 
revealed that In two fields out of 20, the local variety contalned no nodules, 
whIle the Improved variety nodulated In an fields. One would obviOUSly prefer 
a variety that nodulated In all ftelds rather than one that nodulated In only 90 
percent of fields. 
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In order to compensate for this loss of information In a large data set. we 
look at m1n1mum and maximum values together with treatment means for the 
more Important data (e.g .. Table 2). However. this may place too much 
Importance on outliers which may In fact be errors. With a computer. this 
problem of lost information could be solved by superimposing a scatter 
diagram of real observations on a regression curve of yield on nodulation 
score. 
Data may be analyzed with respect to time. Figure 1 presents season A 
variety yields plotted according to week of planting. This plot indicates that 
DMR-ESR(W) yielded better than or equal to the other two varieties at all 
planting dates except for the week of 18-22 October. This simple plotting 
technique does not prove confidence limits on individual variety curves. which 
could be obtained by regresSion analysis. Regression curves would also 
el1rnlnate some of the "noise" or random error from the plots of actual means. 
Such an analysIs of on-farm tr1als el1rnlnates the need for classic date-of-
plantlngtrtals. S1ml1ar analyses could determine the effect of planting date on 
disease scores. or the stage of first appearance of disease symptoms on yield. 
Research management issues 
It should be evident from the foregoing discussion that the lack of computing 
facilities Is the major 11mltatlon to adequately explOIting the data generated by 
on-farm trials. As Is typical of probably most Isolated agricultural experiment 
stations In Afrtca. our most sophisticated eqUipment for data processing and 
analysis Is the pocket-sized scientific calculator. While It Is possible to do all 
the analyses descrtbed above on a pocket calculator. It Is not In most cases 
practical for the researcher to do so. The trial described above was only one 
of several research actMtles for the aSSistant. and one of about 20 reseal'ch 
activities for his supervisor. IUs thus necessary to plan observations and the 
type and number of analyses on the baSis ofthls limited computing capacity. 
In most cases. analyses must be restrtcted to the primary treatment effects 
and those factors most likely to Interact significantly with the primary 
treatments. Given the availability on the market of battery-operated portable 
computers. Farming Systems Research (FSR) teams should be provided with 
the means to explOit the data they are now collecting more efllclently and more 
fully. 
Anothertssue Is the number of on-farm trials to be handled by a researcher. 
Generally speaking. administrators tend to measure productivity by the 
number of trials a researcher conducts. not by the number of observations 
made. or the number of repetitions In a given trial. If FSR Is associated with 
crop Improvement programs. there will be pressure on the team to test 
varieties of each crop In each year. The temptation will be to conduct many 
trials with relatively few replications. with the probable result that many trials 
wtll be inconclusive and suffiCient data wtll be laCking to study interactions 
with environmental and management factors. 
In our experience. three to four trials per season are a maximum that can 
reasonably be handled by one research assistant. This. of course. wtll vary. 
dependlngon thevarlabillty In farmer practices. and the number of aSSOCiated 
crops on which observations are to be made. It Is suggested that rather than 
trying to do too many tr1als at one time. testing of varieties of dilTerent crops 
be programmed over time. so that over a l1mlted period of years. all crops can 
be tested. This will enable the researcher to also program trials testing man-
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Figure 1. The effect of planttna period on maize yields at GandaJlka, 
ZaIre, In HUOn A. 1987/88 
On-farm trials, for management reasons, must be I1mited to restricted 
geographical areas. On-farm testlngshould be coordinated with either multi-
locational testing or on-farm trials by people at other sites within the ecological 
zone to confirm the universality of results of the on-farm trials. 
ConclWllons 
On-farm experimentation with a large sample offarmers provides a wealth of 
useful information. farbeyond the I1mitedobjectives included In the treatment 
deslgn. A Simple trial such as that presented above may provide not only the 
Intended evaluation of genetic materials, but may also supply breeders with 
information concerning selection criteria. patholOgists and entomologists 
with useful data on the importance of signillcant diseases and pests atvartous 
tlmes of the year. and may provide agronomists with information on a number 
of cultural practice Issues as well as the effects of vartous environmental 
factors on yield. In so doing. simple on-farm trials may eliminate the need for 
certain types of trials conventionally conducted by agronomists and other 
speCialists. thus freeing resources for other tasks. 
There Is a need to rethink staff and fInanc1al resource allocation within 
research programs so that the potential benefits from on-farm experimenta-
tion may be realized. This will imply planning for a sufficient number of 
farmers per trial. and an adequate quantity and quality of observations, and 
also provid1ngcomputingfacillties and tlmeto allow researchers to adequately 
exploit the data they collect. 
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The Design of an On-Fann Trial to Stabilize an 
Upland Rice-Based Cropping System, 
C6te d'Ivoire 
Mamadou Diomande and Kouadio Ta1lO 
Bush fires, shifting cultivation and other forest-related human activtties have 
decreased the forest reserves of Cote d'Ivoire from 15.6 mUlion ha in 1900 to 
around 3 mUlion ha in 1984. By 2000, there will be no more forestland. Small-
scale coffee and cocoa production has fallen as soU fertility declines. The more 
fertile forestis cleared for crop production and the area offallow land expands. 
The On-Farm Research in Ivory Coast (OFRlC) project is examining 
sustainable ways to stabUlze cropping systems on fallow land through a 
research program entitled "Fallow Management in the Improvement ofIvorian 
Agriculture". Three main cropping systems have been identified in the first 
phase, 1983-1984, based on yam (central and eastern regions). upland rice 
(western region), and cotton, more recently introduced, (northern region). 
Various minor crops are grown in association with yam and rice but not with 
cotton. All three systems traditionally rely on shifting cultivation and annual 
bush-burning. Three reasons for such practices are the decline in soil fertility, 
the increase in weeds and pests, and a lack of resources for the purchase of 
modern inputs. 
In this presentation, planned experimental steps are deSCribed for only the 
upland rice-based system. 
Materials and methods 
First the cropping system was characterized as to 
• cropping patterns and farming practices; 
• soils, vegetation and topography; 
• biological and climatic constraints to rice production; and 
• socioeconomic characteristics. 
After a survey of 12 vt11ages in the Gagnoa region, Tchedjelet was selected. 
A 6ha plot of3 year old fallow land was offered by the community forthe project 
and fenced with barbed wire. 
A team of four young men with some secondary education were selected 
from the village to help run the experiment. An experienced farmer from the 
village was in overall charge. The team of scientists working on the experiment 
was made up of a soil scientist, a plant pathologist, an agronomist and an 
agricultural economist. 
Trial preparation 
An inventory was taken of fauna and flora. The soil was characterized by 
texture, structure, prevalent minerals, and pH. Land clearing was done with 
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hand tools, and land preparation involved as little use of machinery as 
possible. 
Triallayoutfor theji,.st year 
The first year should allow the identification of the main constraints to be 
addressed in future. The 6ha block was divided into 5 blocks: natural fallow 
(2ha): improved fallow (lha): annual crops (lha, where 1 variety of soybean, 
3 varieties of groundnuts, 2 varieties of maize are grown uSing recommended 
practices): upland rice (lha farmer-managed growing 2 cultivars, Azico and 
Koleche, and Iha experimental, .5ha research-managed, .5ha farmer-man-
aged, applying some of the researchers' techniques). 
The researcher-managed experimental block will consist of a 23 factorial 
experiment with 4 replicates (factors: rice variety, fertilizer and herbicides.) 
Data to be collected 
Agronomic data required include plant characteristics over tIme and treat-
ment (stand count, plant height, tuber numbers, panicle characteristics and 
yield): the evaluation of soil fertility parameters: and the identification and 
prevalence of weeds and pests (insects, nematodes and fungal diseases). 
The socioeconOmic data include labor source, type and cost (for land 
clearing and preparation, sowing, weeding, input application and harvesting): 
input costs (seeds, fertilizer, herbicides, tools and equipment): and benefit/ 
cost ratio and other relevant economic analyses for all crops. 
Conclusion 
This approach to on-farm experimentation to stabilize traditional farming 
systems is a challenging undertaking in the area of sustainable agriculture. 
The follow-up study depends largely on the results ofthe first year. The village 
experimental plot approach to on-farm research has obvious advantages and 
shortcOmings. 
The conduct of farmer-managed and researcher-managed trials on the 
same land saves time, since long-term on-station testing is unnecessary. 
Team and interdisciplinary work is Improved when actual constraints are 
faced with the farmers. The results are easily transferred in case of success. 
However, high costs limit the number of sites and 300m2 plots may be too 
small. Farmers may be unwilling to wait 6-8 years for significant results and 
may lose confidence in innovation if a project fails. 
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A Wheat Variety Trial in Southern Borno 
State, Nigeria 
M.e.lkwelle 
Wheat /Triticum aestivwnj can be grown In Nigeria between the latitudes 10' 
and 14' N with irrigation during the dry. cool. hannattan season. November 
to March. With the ban on wheat Importation by the Federal Government and 
the campaign to grow wheat locally, the crop has In recent times assumed 
great Importance In the cropping calendar of Nlgerla. 
On-station trials 
The Lake Chad Research Institute has the national mandate for genetic 
Improvement of wheat. barley. and millet. as well as the total fanning system 
covering Borno and Gongolastates of Nigeria. Over the years. the Institute has 
screened and tested many lInes/cultivars ofwheatfrom CIMMYT, Mexico, and 
other Internal and external sources for deSirable agronomic characteristics. 
From these testtngs, five promising lines /varleties of wheat have been selected 
for further testing and evaluation on the farmers' fields. 
On-farm trials 
Five promiSing lines of wheat and a recommended variety were tested under 
farmer-managed conditions during the 1987/88 dry season. Eight sites were 
selected in southern Borno (latitude l3"N). Each site was regarded as a 
replicate. 
The crop was sown In 10m x 10m plots In the middle of November at the 
rate of lOOkg seed/ha. FerUlizerwas applied at the rate of 100kg N/ha and 
40kg P ,O,/ha. Half the dose of nitrogen and the entire dose of phosphorus fer-
tilizer were applied at planting, while the remaining half of nitrogen was 
top dressed sixweeks after planting. The crop was irrigated after planting and 
at weekly Intervals, until the crop reached the hard dough stage of matUrity. 
There was no weed infestation during the growing season, and no weeding was 
carried out. 
Results 
The mean grain yield of the entries from five sites is presented In Table 1. 
The highest grain yield (2.24 t/ha) was obtained from TJ-37608, followed 
byVeery"S"601 with2.19t/ha, but yield differences were not significant. The 
relatively low yields recorded resulted from moisture stress experienced 
during the flowering and grain-filling stages, as the water levelfrom the source 
of irrigation became low. Nevertheless, farmers In the area showed great 
Interest In the crop and were eager to grow It during the following season. 
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Table 1. Mean grain yield [t/ha) of six wheat nnes /varieties 
at five sJtes In South Bomo stale, Nigeria during 
1987/88 dry season 
Line / variety 
Tl-37608 












A great potential for wheat production exists in Nigeria. There Is an urgent 
need to Identi/Yimproved hlgh-yieldingvartetles to boostfanners'production. 
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