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Abstract-This paper provides a “simple” solution method for an inverse problem for the nonlin- 
ear heat equation which yields the heat conductivity by measurements of “overspecified” boundary 
conditions. 
1. THE MATHEMATICAL PROBLEM 
Consider the initial-boundary value problem for the parabolic heat diffusion equation 
u = u(t, z) : g = g 
[ 1 
Nu$ (1.1) 
joined to the initial and boundary conditions, respectively 
uo(2) = ‘1L(t = 0, c), (I-2) 
and 
o(t) = 2l(t, 2 = O), p(t) = u(t,z = l), (1.3) 
where u is the temperature and h = h(u) is the heat conductivity. The boundary conditions need 
to be consistent with the initial conditions 
a(O) = uo, P(O) = uo(l). (14 
Problem (l.l)-( 1.4) is properly formulated, and also well posed at least under suitable assump- 
tions (regularity and boundness) on ha, ,f3 and us. 
A classical inverse problem is the one where one has conductivity properties, namely h = h(u), 
recovered by suitable measurements on the solution of the initial-boundary value problem. The 
solution of such a problem is of physical interest as it gives consistency to Equation (1.1) as a 
mathematical model. 
This paper deals with the analysis of such an inverse problem by boundary value measurements 
and developes, to this aim, Bellman’s differential quadrature method in the line followed by the 
author in some previous papers [l-3]. 
In particular, the following problem is dealt with. 
PROBLEM. The initial-boundary value problem related to Equation (1.1) is characterized by the 
following boundary and initial conditions: 
o = 0, P = PO, uo = uo(z), ‘1Lo(O) = 0, uo(I) = PO, (1.5) 
for 2: E [0, l] and t E [0, T]. 
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In addition, one knows the slopes of u in x = 0 and x = 1 
7=~(t,z=O)=7o+c1t, 6=;(&x+~0+czl_ (I-6) 
Then, one needs recovering a two parameter heat conductivity for the nonlinear heat equation 
h=q+pu. (I-7) 
REMARK 1. In the linear case, (for the heat equation,) say h = 7, or in the case of one only 
parameter, say h = 1 + /J U, one needs, as we shall see, only one additional boundary condition 
obtained by additional measurements. 
REMARK 2. The linear behaviour (1.6) is meaningful only for short time intervals, i.e., for 
small T, otherwise 7 and 6 should be given as functions of time. 
REMARK 3. Measurements of the type (2.6) are generally obtained, at a practical level, by 
thermocouples. 
A simple, short-time, analytic solution of the problem described above is given in Section 2 of 
this paper. The last section gives suitable indications to deal with more general conditions than 
the ones stated in (1.5)-(1.7). 
Consider the direct problem 
method” proposed by Bellman 
the problem is interpolated as 
2. ANALYSIS 
(l.l)-(1.4), h’ h w ic can be solved by the “differential quadrature 
and co-workers [4]. According to such a method, the solution of 
(2.1) 
where Lo are the Lagrange polynomials corresponding to a discretization {zi}, for i = 0,. . . , n, 
and such that to = 0, Z, = 1. Moreover, ui(t) = u(t,zi). 
Let 
aij = 2(x = Xj), bij = $(x = Xi). 
Then, replacing the expression of the space derivative in the nodal points, the boundary condi- 
tions (Y and p, and the initial conditions uc, yields the following evolution equation for the terms 
Ui,fori=2 ,..., n-l, 
('I+PUi)kbijuj +/J eaijuj 
2 
W(t) = UiO + ( )I (s) ds, (2.3) i=l i=l 
where Uic = ~c(zi), u1 = (Y and un = PO. 
For very short time approximations, one can look for a power expansion, in powers oft, of the 
solution of problem (2.3). Computing the first two terms of the expansion yields 
Ui = 'LliO + ('I +puiO)ebijvjO + /A t. 
j=l 
Therefore, 
(2.4 
(2.5) 
$6 x = O) = 2 Qij [UjO + VujOgl + p_fl], 
j=l 
f& ) x = O> = 2 Qnj [UjO + TJjOgn + /.Jfn], 
j=l 
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where 
!Jl(I!o) = 2 blhuho; Sn(lLg) = 2 bnh?Jjo 
h=l h=l 
2 
fl(&) = UjOgl + fn(%o) = UjOgn + 
Equating the slopes in t given by (2.5) to the ones obtained by (2.4) yields 
rlsr +clfi’ = Cl, 
w1: +I& = c2, 
where 
n n 
ST = C aljUjO!71; s; =c %j”jogn, 
j=l j=l 
n n 
f: = C"ljfl; fz = C %j.fn. 
j=l j=l 
Solving the linear algebra problem yields 
17= 
Clf,: - c2fi . 
P= 
czgf - w:, 
S;fA -SGfi' gifi -SZfi" 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
If /J or n are known then only one of the (7.8), i.e., only one additional measurement on the 
boundary, is needed as mentioned in Remark 1. 
REMARK 4. The solution (2.12) h as validity only within the approximation (2.4) one has to use, 
as we shall see in the next section, a more general approach. The approximation (2.4) can be 
regarded as the first order approximation obtained by Adornian’s decomposition [5] solution of 
problem (2.3). N umerical experiments show that accuracy is improved by Tchebyshev distribu- 
tion of the collocation points and, of course, increasing the number of points. 
3. SOME GENERALIZATIONS AND DISCUSSIONS 
As already mentioned, the rather simple solution proposed in Section 2 has some validity only 
in the case of very short time approximations. In particular, the solution technique is related to 
the possibility of obtaining an ideal experiment suitable to provide the behaviours of 7 and 6. 
The linear behaviour is generally meaningful only for short times. 
In a more general situation, part of apparatus of Section 2 can be still used. In fact, by the 
differential quadrature method, one has a two parameters solutions in the nodal points 
uj(t;Cj,77,P), 
which gives the slopes in z = 0 and z = n, respectively 
u=O(t;71~P) = kaOjuj(t;rllP); %r~(~;‘l,7) = kanjuj(t7’lrP)7 
j=O j=O 
where ue = cr and u, = /3. 
Then, a distance .7(n, CL) can be defined by the positive functional 
(3.1) 
(3.2) 
J(sd=j) ( u&To s; 9, cl> - 7(S)12 + [uzn(s; 7, PL) - W12& (3.3) 
where 7 and 6 are given functions of the time. 
The terms u,e and u,, are recovered by solution (numerical) of the initial value problem (2.3), 
which gives all terms needed by the interpolation (3.3). Th en, the functional J = J(q,p) depends 
on two parameters. The minimization, with respect to n and p, gives the desired result. Classical 
minimization techniques, such as the univariate search method or Newton-type algorithms [6], 
can be used for this purpose. 
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