ABSTRACT The cardinality-balanced multi-target multi-Bernoulli (CBMeMBer) filter is a promising solution for multi-target tracking. However, the performance of the CBMeMBer filter will be degraded severely by outliers in the presence of heavy-tailed process noise and measurement noise. To address this challenging issue, a novel CBMeMBer filter called the Student's t mixture CBMeMBer (STM-CBMeMBer) filter is proposed in this paper, by assuming that the joint probability density function (pdf) of the state and process noise and the joint pdf of the state and measurement noise follow joint Student's t distributions. Following that, a closed-form solution of the CBMeMBer recursion is obtained by approximating the probability density parameter of the multi-Bernoulli as a STM. The proposed algorithm is a generalization of existing Gaussian mixture CBMeMBer (GM-CBMeMBer) filter, and it reduces to the GM-CBMeMBer filter in some special cases. Simulation results demonstrate that robust multi-target tracking can be achieved in the presence of outliers in process and measurement noises.
I. INTRODUCTION
Due to the random birth and die pattern of different targets in multi-target tracking, the filters are required to estimate both the state and time-varying number of multiple targets. Multi-target tracking has attracted intensive research interests over the past decades. Generally, the joint probabilistic data association (JPDA) filter [1] , [2] , the multiple hypothesis tracking (MHT) [3] , [4] , and the random finite set (RFS) theory [5] are the most commonly used approaches for multitarget tracking. The RFS provides an elegant Bayesian multitarget framework by modeling the states and measurements at each moment as a state RFS and a measurement RFS, respectively. Due to the complicated combinatorial nature and multiple integration, the RFS is usually mathematically intractable. To address this issue, the probability hypothesis density (PHD) [6] and cardinalized PHD (CPHD) [7] filters have been proposed. The PHD filter achieves multi-target tracking by propagating the multi-target moments, on the other hand, the CPHD recursively calculating the multi-target moments and distributions of the number of the targets. Note that both of the filters can be implemented by Gaussian mixture [8] , [9] and particle methods [10] , [11] . So far, both of the filters and their modified versions [12] - [16] have been applied to deal with different filtering problems. In addition, another Bayesian multi-target approximation, named the multi-target multi-Bernoulli (MeMBer) filter, was proposed in [5] by recursively propagating the multi-target posterior density. Unlike the PHD and CPHD filters, the multi-target state and number can be obtained by recursively predicting and updating the parameters of a multi-Bernoulli set in the MeMBer filter. However, there exists a cardinality bias in the MeMBer measurement update, which usually causes an overestimate of the multi-target cardinality. Thus VO etc. proposed a cardinality-balanced MeMBer (CBMeMBer) filter in [17] , where the calculation of the multi-Bernoulli parameter was modified in measurement update procedure to eliminate the posterior cardinality bias. So far, the existing implementation of the CBMeMBer mainly includes Gaussian mixture CBMeMBer (GM-CBMeMBer) [17] , particle CBMeMBer filter (SMC-CBMeMBer) [17] and their modified versions [18] - [21] . The GM-CBMeMBer filter is proposed based on the Gaussian assumption of both process and measurements noise. Unfortunately, the GM-CBMeMBer filter is only suitable to linear Gaussian system and it may become ineffective in some practical scenarios with outliers in the process and measurement noises. An outlier which usually has heavy tails can be regarded as an observation that lies outside of an overall pattern of distribution [22] , [23] . Intuitively, outliers may be samples that deviate from the positions where they are supposed to be. In multi-target tracking, unanticipated environmental disturbances and unreliable sensors may cause outliers in process and measurement noises. The process outlier may cause a target maneuver with an abrupt change in target position and velocity. The measurement outlier may result in a negligible weight of the target due to the lightweight tail of Gaussian distribution. The performance of the GM-CBMeMBer filter may be degraded by the process and measurement outliers.
Recently, the Student's t distribution is found to be capable to handle the process and measurement outliers due to its heavy tailed characteristics. A large number of Student's t based filters and smoothers [24] - [26] have been proposed for heavy-tailed process and measurement noises. In these filters and smoothers, the process and measurement noises are modelled as Student's t distributions, meanwhile, the posterior distribution is approximated as Gaussian distribution. Then the state and noise parameters are jointly estimated based on the variational Bayesian approach. In addition, another robust Kalman filter [27] has been proposed to handle the nonGaussian heavy-tailed and/or skewed state and measurement noises through modeling the state and measurement noises as Gaussian scale mixtures distributions. Unfortunately, some fixed-point iterations need to be utilized to calculate the coupled variational parameters in variational Bayesian approach, which incurs higher computational complexities. Another class of Student's t based filter [28] has also been proposed by modeling both the process and measurement noises as Student's t distributions and approximating the posterior probability density as a Student's t distribution to obtain a closed-form solution for linear single target tracking problem in the presence of heavy tailed process and measurement noises. Furthermore, the Student's t filter [28] is extended to the nonlinear system through different numerical integration methods [29] - [32] . However, the aforementioned methods above are only applicable for single target tracking. To the best of our knowledge, the CBMeMBer filter based on Student's distribution has not been reported in the literature, which motivates this work.
This paper presents a linear multi-target filter based on the Student's t distribution and CBMeMBer recursion, referred to as the Student's t mixture CBMeMBer (STM-CBMeMBer) filter, to handle multi-target tracking in linear system with process and measurement outliers. In addition, we extend this technique to nonlinear system via the unscented transform.
In the proposed filter, the joint density of the process noise and the state is approximated by a joint Student's distribution, then the multi-target predicted density is approximated by a multi-Bernoulli distribution whose probability parameters are represented by a Student's t mixture. Meanwhile, the joint density of the measurement noise and the state is also approximated by a joint Student's distribution, then the multi-target posterior density is approximated as a multi-Bernoulli distribution in which each Bernoulli's probability parameter is represented by a Student's t mixture. Following that, the CBMeMBer filter based Student's mixture is derived in closed form. It is shown that the GM-CBMeMBer filter is a special case of the proposed filter. Simulation results show that it can achieve comparable performance with the GM-CBMeMBer filter in linear Gaussian case without outliers, moreover outperforms the GM-CBMeMBer filter in scenarios where outliers occur in process and measurement noises.
The rest of this paper is organized as follows. The system model and problem statement including the properties of the Student's t distribution and the CBMeMBer filter are presented in Section II. Following that, the STM-CBMeMBer filter is proposed and derived in Section III. Simulation results are shown in Section IV. Finally, conclusions are given in Section V.
II. SYSTEM MODEL AND PROBLEM STATEMENT
Consider the state evolution and the measurement equation as follows
where x k ∈ R d x is the target state at time step k, y k ∈ R d y is the measurement vector generated from x k , F k is the state transition matrix, H k is the measurement matrix, w k and v k are the process noise and the measurement noise, respectively. Note that the system matrices F k and H k are assumed to be known, and the process noise and measurement noise are assumed to be independent with each other. Furthermore, w k and v k are assumed to have heavy tails and admit the Student's t distributions described by
where St(x; µ, , υ) represents a student's t probability density function (pdf) with mean µ, scale matrix , and degree of freedom (dof) υ. Note that is not the covariance of the Student's t distribution. The relationship between the covariance P and the scale matrix of student's t random variable is P = υ υ−2 [28] .
, where Gamma(α, β) represents the Gamma distribution with shape α > 0, and rate β > 0. Let z ∈ R d be a random vector, which VOLUME 6, 2018 admits the Gaussian distribution N (0, ) with zero mean and covariance . Then
obeys the multivariate t distribution [28] , [34] whose pdf can be expressed as
For the sake of convenience, we use St(x; µ, , υ) to represent p(x) in (6) in the rest of this paper. The Student's t distribution can be regarded as a generalized Gaussian distribution [33] , which will reduce to the Gaussian distribution when the dof υ approaches infinity. Similar to the Gaussian distribution, the Student's t distribution has several convenient properties [28] , which can be used to facilitate the following derivation of the proposed filter. In the following, we review three important properties of the Student's t distribution.
1) LINEAR TRANSFORMATION
Similar to the Gaussian distribution, for x ∼ St(x; µ, , υ), the pdf of its linear transformation y = Ax + b can be expressed as
2) MARGINAL DENSITY
Assume that x 1 ∈ R d 1 and x 2 ∈ R d 2 are random vectors with joint Student's t distribution
, υ),
then the marginal pdf of x 1 is
Note that this property can be obtained by a linear transformation to (8) with appropriate matrix A = [I 0], where I is a unit matrix.
3) CONDITIONAL DENSITY
Given that x 1 and x 2 follow the joint Student's t distribution described by (8) , and x 2 admits Student's t distribution p(x 2 ) = St(x 2 ; µ 2 , 22 , υ). Then the pdf of x 1 conditioned on x 2 can be expressed
where
The proofs of the above properties are omitted here, readers may refer [28] and [34] for more details.
B. THE CBMeMBer FILTER
The MeMBer filter [5] can be used to track targets through propagating the approximated posterior density recursively, which is represented by a multi-Bernoulli parameter set
with r (i) representing the existence probability and p (i) representing the probability density, respectively. However, the MeMBer filter may result in a cardinality over-estimation problem. To solve this problem, the CBMeMBer filter was proposed in [17] through modifying the parameter estimation of the multi-Bernoulli in the measurement update step. In the following, we will give a brief description of the CBMeMBer filter.
1) PREDICTION
We assume that the multi-target posterior density of the target RFS at time k − 1 is represented by a multi-Bernoulli distribution
Then the multi-target predicted density of the target RFS at time k can be expressed by the union of the survival multitarget multi-Bernoulli set {(r
and the spontaneous births multi-Bernoulli set {(r
Note that the survival multi-Bernoulli parameter can be calculated as
where f k|k−1 (x|·) represents the single-target transition probability density from time k −1 to k, p S,k represents the survival
2) UPDATE
Suppose that the multi-target predicted density of the target RFS at time k is expressed by a multi-Bernoulli distribution
Then the multi-target posterior density at time k can be approximated by a multi-Bernoulli distribution which is represented by the union of the detected targets
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represents the single-target detection probability, κ k (z) represents the intensity of the clutter.
III. STUDENT'S T MIXTURE CBMeMBer FILTER
The CBMeMBer filter is effective for multi-target tracking for the scenarios with low clutter density [17] . By representing the multi-target density with a multi-Bernoulli set form, the CBMeMBer filter can achieve multi-target estimation by recursively calculating the parameters of the multi-Bernoulli set. The Gaussian Mixture CBMeMBer (GM-CBMeMBer) filter is one realization of the CBMeMBer filter, which can achieve a promising result for linear system with Gaussian noise model. However, the performance of the GM-CBMeMBer filter may be degraded when outliers occur in process noise and measurement noise due to the lightweight tails of Gaussian distribution. In this section, we propose a novel CBMeMBer realization, named Student's t mixture CBMeMBer (STM-CBMeMBer) filter, to deal with the multi-target tracking problem when outliers occur in process noise and measurement noise. In the STM-CBMeMBer filter, the joint density of the process noise and the state is modelled as a joint Student's t distribution. Similarly, the joint density of measurement noise and state is also assumed to be a Student's t distribution. Then the outliers occurring in process noise and measurement noise can be well handled due to the heavy tailed Student's t distribution. Similar to the derivation of the GM-CBMeMBer filter, the following assumptions are adopted to facilitate the derivation of the STM-CBMeMBer filter.
Assumption 1: Each target follows the evolution and measurement models according to (1) and (2), i.e.,
where f k|k−1 (x|ξ ) and g k (z|x) are transition probability density and likelihood function, respectively. Note that 
Assumption 3: The joint pdf p(x k , v k |Z k−1 ) of the measurement noise and the predicted state vector at time k follows Student's t distribution given by
Assumption 4: Both the survival probability and the detection probability are assumed to be independent with state, i.e.,
Assumption 5: The birth targets are modelled by a multi-Bernoulli form {(r
,k and probability density p
,k , and p
,k is supposed to be a Student's t mixture described as
where w
,k denote the weight, mean, scale matrix and dof of the jth Student's t component, respectively.
Next, we present the STM-CBMeMBer filter in detail.
A. PREDICTION
Suppose that Assumptions 1-5 hold, the multi-target posterior density of the target RFS is given by a multi-Bernoulli expression as (14) at time k − 1. Moreover, the probability density p
Then the multi-target predicted density of the survival target RFS in (15) can be obtained as
The birth multi-Bernoulli parameters r (i)
,k and p
,k are given by the birth model in (31).
B. UPDATE
Suppose that the multi-target predicted density of the target RFS at time k is given by (18) . Moreover, each probability density of the predicted multi-Bernoulli is expressed by a Student's t mixture, i.e.,
Then the multi-target posterior density can be obtained by (19) . The multi-Bernoulli parameters of the undetected targets are calculated similar to that of the GM-CBMeMBer filter, i.e.,
The multi-Bernoulli parameters of the detected targets can be calculated as
An intuitive inspection of (41) and (42) 
The closed-form recursion of the CBMeMBer based Student's t approximation can be finished based on the following lemmas.
Lemma 1: Given Assumption 2, the following equation will hold if P and Q are positive definite, 
Lemma 1 and Lemma 2 can be proved using the properties of Student's t distribution as shown in section II-A, readers may refer to [28] and [29] for more details.
C. IMPLEMENTATION ISSUES 1) PRUNE AND MERGE
Note that the amount of the multi-Bernoulli components increases without limit as recursion goes ahead, which is caused by the target birth in the prediction procedure as well as the hypothesized tracks in the measurement update procedure. Therefore, a prune operation is performed to the multi-Bernoulli components through eliminating the components, whose existence probabilities are below a predetermined threshold P. Moreover, the number of the Student's t components to represent each multi-Bernoulli component increases with recursion similar to the GM-PHD filter [8] . Therefore, the Student's t components whose weights are below a threshold T are eliminated to reduce the number of the Student's t. Furthermore, a merge operation is performed to combine the Student's t components within a distance U . Note that the maximum number of the Student's t mixture for each multi-Bernoulli component is set as J max . These operations are similar to that of the GM-PHD and GM-CBMeMBer [8] , [17] .
2) MOMENT MATCH
A close inspection of (43) reveals that the dof parameter υ (i,j) U ,k|k−1 will approach infinity with recursion proceeding. As a result, the Student's t mixture
will converge to a Gaussian mixture. This may lose the heavy tailed property so that the proposed filter may fail to deal with the outliers in process and measurement noises. In this paper, we perform a moment matching [28] , [29] operation to solve this problem. We match the first two moments similar to [28] and [29] , i.e., m * (i,j)
Then we can obtain the Student's t mixture presentation of the posterior multi-Bernoulli parameter p
3) STATE EXTRACTION
Similar to the GM-CBMeMBer filter, the mean cardinality of the posterior multi-target
k is regarded as the target number estimates. Then we extract N k individual state estimates by calculating the mean of the Student's t components for theN k hypothesized tracks with highest existence probabilities.
4) COMPARISONS WITH THE GM-CBMEMBER FILTER
In [17] , the GM-CBMeMBer filter is designed for linear systems with Gaussian process and measurement noises. As mentioned above, the Student's t distribution will converge to a Gaussian distribution as the dof approaches infinity. Hence, the GM-CBMeMBer filter can be regarded as a special case of the proposed STM-CBMeMBer filter, which is proved as follows.
Proof:
The predicted multi-target multi-Bernoulli density can be expressed by a Gaussian mixture when the dof approaches infinity, i.e., lim
the mean and covariance of the Gaussian components can be calculated in a similar way as (37). Then the multi-Bernoulli parameter p U ,k (x; z) becomes
The likelihood function q
When υ
then (49) can be rewritten as
This completes the proof.
5) EXTENSION TO NONLINEAR MODELS
Consider the following nonlinear evolution and measurement equations
where f k (·) and h k (·) are nonlinear functions, w k−1 and v k are additional heavy tailed process and measurement respectively. Due to the nonlinearity of f k (·) and h k (·), the multi-target multi-Bernoulli density can not be approximated as Student's t mixture. Similar to the GM-CBMeMBer filter [17] , the proposed STM-CBMeMBer filter for linear models can be extended to nonlinear models. However, the key issue of STM-CBMeMBer filter for nonlinear models is how to compute the Student's t integrals. In single-target filtering, the unscented transform [29] is used to compute the Student's t weighted integrals. In this paper, we utilize the unscented transform to extend the proposed filter to nonlinear models according to [17] and [29] . The extension of the proposed filter is conceptually straightforward, therefore, we only give a brief description of the basic approach for the approximate recursions. Readers may refer to [17] and [29] for more details.
IV. SIMULATION RESULTS
In this section, we design various multi-target tracking experiments and compare the proposed filter with the GM-CBMeMBer filter in order to verify the effectiveness of the proposed STM-CBMeMBer filter. The Optimal SubPattern Assignment (OSPA) distance [35] is used as the performance metrics in our experiments due to its capability to capture the differences in both cardinality and individual state between two multi-target RFSs.
A. SITUATIONS WITHOUT OUTLIERS IN PROCESS AND MEASUREMENT NOISES
We apply the STM-CBMeMBer filter and the GM-CBMeMBer filter to deal with multi-target tracking problem in models (1) and (2) in absence of outliers in neither process nor measurement noise. The multi-target scenario is similar to that of [17] as shown in Fig. 1 . The state transition matrix F k and measurement matrix H k are set to 
Let the sample interval be T = 1. The state vector at time k is denoted by 
denotes the multi-Bernoulli density of the spontaneous birth of the GM-CBMeMBer filter. The parameters are set to r S ,k = r G ,k = 0.03, 
The dof of the STM-CBMeMBer filter is set to be υ ,k = 8. The pruning threshold for existence probability is set to be P = 10 −3 . Meawhile, the pruning threshold is T = 10 −3 , merging threshold is U = 4 and the maximum number is J max = 100 for each hypothesized track. The order p and cut-off parameter c of the OSPA are set to be p = 1 and c = 200. To verify the performance, 100 independent Monte Carlo (MC) simulations are performed. Fig. 2 shows the average of the target number estimates of the proposed STM-CBMeMBer and GM-CBMeMBer filters. The average OSPA distances of the two filters are shown in Fig. 3 . It can be observed that the GM-CBMeMBer filter can achieve a good performance in linear state space whitout outlier in process and measurements. We can see from Figs. 2 and 3, the proposed STM-CBMeMBer filter can achieve comparable performance with the GM-CBMeMBer filter. The simulation results reveal that the proposed STM-CBMeMBer filter can handle multi-target tracking problem. 
B. SITUATIONS WITH ONLY MEASUREMENT OUTLIERS
In order to verify the multi-target tracking capability in the presence of measurement outliers, an experiment with only measurement outliers is designed. In this simulation, the measurement noise decomposed by outlier is modeled similar to [28] and [29] with
where w.p. represents ''with probability'', p mo = 0.1 denotes the probability of measurement noise outlier. In this experiment, the dof of the STM-CBMeMBer filter is set to be υ ,k = 5 . Other parameters are set to be the same as that of simulation 1.
Figs. 4 and 5 show the average target number estimates and OSPA distance, respectively. As can be seen from Figs. 4 and 5, the performance of the GM-CBMeMBer filter degrades severely by the measurement outliers. This is because the weight of the Gaussian tends to be a small value or even zero in some cases due to its lightweight tail property when outliers occur in measurement. As a result, the GM-CBMeMBer filter may obtain an underestimate of the target number, which will further worsen the tracking performance, i.e., increasing the OSPA distance. It can be observed from Figs. 4 and 5 that our proposed STM-CBMeMBer filter outperforms the GM-CBMeMBer filter because of the heavy tail of the Student's t distribution. When the outliers occur, the heavy tailed Student's t distribution can obtain a non-negligible weight which is helpful to track the targets without missing. The results above imply that the proposed filter can deal with the multi-target tracking problem with measurement outliers.
In order to investigate the impact of the measurement outlier probability on the two filters, the time averaged OSPA distances under different measurement outlier probability are evaluated. Fig. 6 shows the average OSPA distances with different measurement outlier probabilities of the proposed STM-CBMeMBer filter and the GM-CBMeMBer filter with a fixed clutter rate λ c = 10. Fig. 6 illustrates that the average OSPA distances of both filters increase with the increase of the measurement outlier probability. Meanwhile, it is clear that the OSPA distance of the GM-CBMeMBer filter rises faster with the increase of the outlier probability. This is because the larger the measurement outlier probability is, the higher probability the target will be missed tracking, resulting in a degraded performance of the GM-CBMeMBer filter. On the contrary, the OSPA distance of the proposed filter rises slower than that of the GM-CBMeMBer filter. This is because the Student's distribution with heavy tail can capture the outliers and give a non-negligible weight to the target. It can be concluded that the proposed STM-CBMeMBer filter can achieve a more stable performance than the GM-CBMeMBer filter for heavy tailed measurement outliers, especially when the outlier probability is large.
C. SITUATIONS WITH BOTH PROCESS AND MEASUREMENT OUTLIERS
In this simulation, experiments are designed to evaluate the multi-target tracking capability of the proposed STM-CBMeMBer filter with outliers in both process and measurement noises. Similar to [28] and [29] the measurement noise outlier can be generated according to (76), the process noise with heavy tails corrupted by outliers are modeled as
where p po denotes the probability of process noise outlier. Other parameters are set to be the same as that in simulation 2.
Figs. 7 and 8 show the number estimates and OSPA distances of the two filters under different outliers occurrence probabilities in the process and measurement noises. It can seen from Figs. 7 and 8 that, when the measurement noise outlier probabilities are fixed, the performance of the GM-CBMeMBer filter degrades with the appearance of the process noise outlier. It reveals that the GM-CBMeMBer filter is very sensitive to the process noise outlier. This is because the process noise outlier may cause target maneuver, and the GM-CBMeMBer filter cannot capture the target due to the lightweight tail of Gaussian distribution. We can also observe that the process noise outlier has little impact on the performance of our proposed STM-CBMeMBer filter due to the heavy tailed Student's distribution. It is demonstrated that our proposed filter can handle maneuvering target tracking problem. The results above reveal that our proposed STM-CBMeMBer filter can realize reliable multi-target tracking with outliers in both process and measurement noises. Fig. 9 shows the average OSPA distances with different probabilities of measurement noise outlier of the two filters under a fixed process noise outlier probability p po = 0.1. We can see from Fig. 9 , the average OSPA distances of the GM-CBMeMBer filter increases with the increase of the measurement outlier probability, which implies larger measurement outlier probability will worsen the performance of the GM-CBMeMBer filter. Fig. 10 shows the relationship between the average OSPA distances and the probability of process outlier with a fixed measurement outlier probability p mo = 0.1 . As can be seen from Fig. 10 , the larger the process outlier probability is, the worse performance of the GM-CBMeMBer filter will achieve. This is because large probability of outliers in process noise will cause more maneuver of targets, which makes it harder for the GM-CBMeMBer filter to capture. We can observe from Figs. 9 and 10 that our proposed can achieve a relatively stable performance for different process and measurement outlier probabilities. Therefore, we can conclude that our proposed STM-CBMeMBer filter outperforms the GM-CBMeMBer filter in multi-target scenarios where outliers occur in process and measurement noises.
Note that, although the noise models (76) and (77) are not consistent with the assumptions set in section III. Our proposed filer still can achieve a good tracking performance, which implies that our proposed STM-CBMeMBer filter is robust to process and measurement noises modelling uncertain.
D. SIMULATIONS FOR NONLINEAR SYSTEMS
In this section, we compare the performance of our proposed Unscented Kalman(UK) STM-CBMeMBer approximation with the UK GM-CBMeMBer approximation for nonlinear systems. The multi-target scenario is similar to that of [17] as shown in Fig. 11 . The state vector at time k is denoted by 
Assume the noisy measurement is composed of bearing and range vector given by Similar to the linear models, the process and measurement noises with heavy tails corrupted by outliers are modeled by To demonstrate the performance of the UK STMCBMeMBer filter, 100 independent Monte Carlo (MC) simulations are performed. Figs. 12 and 13 show the average target number estimates and OSPA distance with p po = 0.05 and p mo = 0.05. It is observed from Fig. 12 that the UK GM-CBMeMBer filter may obtain an underestimate of the target number. This is due to the Gaussian distribution can not capture the heavy tailed process and measurement outliers. As a result, the UK GM-CBMeMBer filter may achieve worse tracking performance with a higher OSPA distance as shown in Fig. 13 . It can be seen from Figs. 12 and 13 that our proposed UK STM-CBMeMBer filter outperforms the UK GM-CBMeMBer filter. Fig. 14 shows the average OSPA distances with different probabilities of measurement noise outlier of the two filters under a fixed process noise outlier probability p po = 0.05. Fig. 15 shows the relationship between the average OSPA distances and the probability of process outlier with a fixed measurement outlier probability p mo = 0.05 . As can be seen from Figs. 14 and 15, the averaged OSPA distances of the two filters increase with increase of the process and measurement outlier probabilities. However, the proposed UK STM-CBMeMBer filter outperforms the UK GM-CBMeMBer filter overall. In addition, the gaps of the OSPA curves between the two filters get wider as the probabilities of the outliers increase. The results indicate that the proposed UK STM-CBMeMBer filter can achieve a relatively stable performance for process and measurement outlier probabilities, especially for high oultier probabilities.
V. CONCLUSION
In this paper, we have proposed a novel filter named STM-CBMeMBer filter to achieve reliable multi-target tracking when there are heavy-tailed process and measurement noises. By approximating the joint pdf of the process noise and state and the joint pdf of the state and measurement noise with Student's t distributions, we have derived a closed-form solution of the CBMeMBer recursion. Simulation results have shown that the proposed filter is robust to outliers in both process and measurement noises in multitarget tracking, which greatly outperforms the conventional GM-CBMeMBer filter.
