Real-world radiance values span several orders of magnitudes which have to be processed by artificial systems in order to capture visual scenes with a high visual sensitivity. Interestingly, it has been found that similar processing happens in biological systems, starting at the retina level. So our motivation in this paper is to develop a new video tone mapping operator (TMO) based on a synergistic model of the retina. We start from the so-called Virtual Retina model, which has been developed in computational neuroscience. We show how to enrich this model with new features to use it as a TMO, such as color management, luminance adaptation at photoreceptor level and readout from a heterogeneous population activity. Our method works for video but can also be applied to static images (by repeating images in time). It has been carefully evaluated on standard benchmarks in the static case, giving comparable results to the state-of-theart using default parameters, while offering user control for finer tuning. Results on HDR videos are also promising, specifically w.r.t. temporal luminance coherency. As a whole, this paper shows a promising way to address computational photography challenges by exploiting the current research in neuroscience about retina processing.
each photoreceptor type with green the most energy and blue the least. Here we use the standard matrix 85 specified by ITU-R BT.709 for the input channel weights [84] , also used in the sRGB color space. 2 This 86 is the most common color space used in consumer cameras and devices, but other spaces could be used by 87 operating with different matrices. 88 Then L w has to be calibrated. Calibration is related to the linearity between HDR image and the 89 absolute luminance, regardless the light conditions. This step is not biologically inspired but compensates 90 for each camera individual properties: each camera is agnostic w.r.t. the scene acquired and will have their 91 own encoding of the scenes which do not correspond necessary to the absolute luminance. Thus calibration 92 is an important step since we do not know a priori how HDR image values differ from the real scene. In our 93 case, it is also necessary since the photoreceptor adaptation model defined below needs absolute luminance 94 values. 95 Some existing calibration methods relies on using meta-data as EXIF tags, GPS locations or light probes [37] . In this approach we use the heuristic proposed by [83, 80] for calibrating data, which does not need information about the environment where the image was taken upon. Following [83] , the calibration process defines how to obtain an estimation of the real luminance L(x, y, t) from L w (x, y, t):
where the incoming data gets scaled by the ratio between the calibration coefficient α and the logarithmic dark, normal or bright. The underlying idea is that this ratio between α andL log w (t) will map the incoming luminance so that the calibrated output luminance would be correlated to the subjective notion of the brightness of the scene. The parameter α is generally user defined and set to a fixed value (0.18 for most of the cases), while the logarithmic averageL log w (t) is an approximation of the key of the scene defined bȳ
where N is the number of pixels in the Ω image space and δ is a small value in order to avoid numerical 98 errors coming from zero-valued pixels.
99
Then equation (1) can be further improved by letting the key of the scene be automatically adjusted depending of the statistics of each image. Following [80] , it can be obtained as follows:
with statistically trimming values coming from overexposure in the camera or noise. This is very important since
Here we consider the model by [25] , where the authors proposed to fit empirical data coming from primate retinal cones. Their model describes photoreceptor activity as a function of the background and average luminance. Using their results, we showed how the luminance received by each photoreceptor can be mapped depending on the input luminance L(x, y, t), following the nonlinear equation:
where n is a constant which can be set according to experimental data to n = 0.7 ± 0.05,L(t) is the 119 instantaneous spatial average of the incoming luminance defined byL(t) = x,y L(x, y, t)dxdy, and l 1/2 120 is nonlinear function. Technical details to prove this relation (5) are given in the Appendix A (see also However, in our method dynamics is introduced later (namely at the CGC level) so that the photoreceptor adaptation behaves as a static nonlinear global operator.
Outer plexiform layer (OPL): Edge and change detection. This stage operates edge detection and temporal change detection given the light information already adapted by the photoreceptors (h(x, y, t; L)). In retinal circuitry, this is performed at the OPL level. OPL designates the first synapse layer in the retina making the connection between photoreceptors, horizontal cells and bipolar cells. Output of this stage is the I OPL current. This band-pass behavior is obtained by center-surround interactions, which can be written:
where C(x, y, t) represents the center excitatory signal, calling for the photoreceptor adaptation and phototransduction and S(x, y, t) is the surround inhibitory signal, which models the horizontal cell response. They are defined as follows:
where * denotes convolution that can be either spatial ( 
148
In Virtual Retina, given the input current I OPL (x, y, t), the membrane potential of bipolar cells denoted by V Bip is evolving according to:
with
where σ A , τ A , g 0 A and λ A are constant parameters. This model has been rigorously evaluated by comparisons 149 with real cell recordings using specific stimuli.
150
So, in practice this stage translates in contrast equalization, which we see as an image enhancing capabil-151 ity and a temporal coherence source for videos. Figure 2 illustrates this effect as the increase of brightness in 152 some areas. As in the former stage, all its parameters can be set to default values to fit biological constrains.
153
Results about this stage are presented in Sec. 3.3.
154
Ganglion cells layer. In the last layer of the retina, namely ganglion cells layer, two main processing stages 155 happen. The first consists in transforming the potential of bipolar cells into an electric current. The second 156 consists in transforming this current into spikes which is how information is encoded in the end by the retina 157 to be transmitted to the visual cortex through the optic nerve. In this paper we will only consider the first 158 stage since the spike-based encoding will not be exploited.
159
From a more functional perspective, it is in this last stage that the response of ganglion cells can be 160 interpreted in terms of features in the observed scene. There are about 20 ganglion cell types reporting to 161 the brain different features [59] . In this paper we focus on two major classical types, namely ON and OFF 162 cells which respond to positive and negative spatiotemporal contrasts. As explained above, the emergence 163 of contrast sensitivity comes from the Outer Plexiform Layer where center-surround processing occur (see 164 Eq. (6)).
165
Following the model proposed in Virtual Retina, ON and OFF ganglion cell currents (resp. denoted by I ON Gang (x, y, t) and I OFF Gang (x, y, t)) are obtained by applying a nonlinear rectification to the bipolar potential to either keep the positive or negative parts. This can be written as follows:
where ε defines the output polarity (ε = 1 for ON cells and ε = −1 for OFF cells), i.e., changing the ε 166 parameter in (10), one defines the two ganglion cells currents I ON Gang (x, y, t) and I OFF Gang 100 natural images and suggest that because of the skew observed in that distribution (natural scenes contain 184 more negative than positive contrast; see also ON and OFF ganglion cells response given in Fig. 2) , the system should devote more contrast levels to encode the negative contrasts for example (e.g., OFF channels should be more rectified). All these results suggest that an interesting avenue for further study is to model 187 explicitly these asymmetries to better account for natural image statistics (see discussion in Sec. 4). This 188 is why we introduced the ON and OFF circuits here although there role in the present study remains limited 189 (slight impact on global luminance) and we refer to Sec. 3.4 where we show a preliminary result where some 190 asymmetry is introduced between ON and OFF circuits.
191
Readout population activity. Given ON and OFF responses, one needs to define how to readout an activity based on different population responses. Here we chose a simple way to combine the activity generated by both the ON and OFF circuits:
where L out (x, y, t) represents the output radiance map which can now be colorized, normalized, quantized 192 and gamma corrected for the output LDR file, as described in final step below.
193
Colorization and Gamma correction. Up to now, our method operates on the luminance map of the input image. Once the luminance map has been corrected, it is necessary to colorize it. To do this we apply the method proposed by [57] which involves linear interpolation between chromatic input information ({L i (x, y, t)} i=red, green, blue ), the respective achromatic input information (L(x, y, t)) and the achromatic output information L out (x, y, t)). To obtain the output in linear space O lin,i , each chromatic channel is colorized as follows:
where s is the color saturation factor, in our implementation set by default to 1.
194
The model also considers a gamma correction step. Luminance values coming from a HDR image are usually in a linear scale, which does not map well with the color spaces of computer monitors mostly having non linear spaces. Moreover these response curves are usually described by an power law, so we need to apply the inverse operation to keep the desired appearance correctly on screen. For each channel chromatic channel, a standard gamma correction is applied:
where the choice of the gamma factor normally depends on the screen, (default: γ = 2.2). The factor of 195 255 present in the equation is related to the maximum possible value that can be stored in a common LDR 196 image format like PNG or JPEG with a resolution of 8 bits per pixel. the scene, nonlinearly computed through l 1/2 (·), i.e., overexposed regions. In Fig. 3(b) we show the absolute 272 difference between h(·) and L(·) 6 . Note that the main differences between the two images are located in the 273 overexposed regions present in the stained glass windows.
274
A comparison between different values of the exponential parameter n in Eq. (5) is shown in Fig. 4 .
275
In the experimental fit of [25] this constant was set to n = 0.7 ± 0.05. One can change n to increase or 276 decrease the effect of photoreceptor adaptation. From our tests, we found that n = 0.5 gives consistently 277 good results. In Fig. 5 we analyze the impact of the parameters from Eq. (6) defining the center-surround interaction.
280
First we vary the relative weight value of w OPL (experimentally estimated near 1 for mammal retinas, and in 281 general in the range of [0, 1]). High values of w OPL , e.g., 0.9 excessively enhances borders specially when the 282 size of the surround, given by the σ S parameter, increases. So, we have experimentally set the parameter 283 w OPL with a default value of 0.55, which performs consistently well in our tests. Then the size of the 284 surround produces a high impact on the resulting I OPL layer. In Fig. 5 we show that increasing the value of 
301
In Fig. 7 we illustrate how the dynamics of CGC layer work. We denote by V ni Bip the value of the map 302 V Bip after n i iterations of the discretized differential equation (9). We show how the CGC layer progressively 303 enhances details in time. In Fig. 7(a) we show the image of V ni Bip for n i = 0, 10 and 30 iterations, which can 304 be considered as the steady-state. Convergence of the differential equation to the steady state is illustrated in Table 1 . necessary since all the images are already calibrated. For these images the alpha factor (i.e., the key of the scene) is close to a logarithmic average of the input luminosity. As a consequence, it is not important aspects of different TMOs in a single one, could be an interesting track to explore. In particular, the color de/multiplexing scheme proposed by [9] is of special interest for us to deal with videos and might reduce In the other hand, [25] showed that the photoreceptor adaptation is mutually exclusive from the adapta-451 tion occurring further into the retina, since the latter happens as the signal go from the cone bipolar cells to 452 the ganglionar layer. Also, the authors provided a response model for cones, which in light of the previous 453 statement, would fit well with our model.
454
Using electrophysiological data recorded from L type cone response, [25] constructed an empirical model which relates the normalized response of a cone h(·) to the background intensity i B cast over it, presented in the following relation:
where i 1/2 means the half maximal background intensity, estimated at 45 · 10 3 ± 7 · 10 3 P s −1 on their 455 data. On the other hand, n is the Hill exponent describing the relationship between response amplitude and 456 background intensity i B , value estimated at n = 0.7 ± 0.05.
457
The model proposed in (A.1) is expressed in Absorbed photons per cone per second -P s −1 , and to easily use it in our model we need to convert it into cd m −2 . The following formula is used to convert between these units 9 :
where ρ pupil is the radius of the pupil in millimeters and l is the luminance to convert. 
