Abstract-We show that the 3 user MT × MR MIMO interference channel where each transmitter is equipped with MT and each receiver is equipped with MR antennas has min . While the information theoretic DoF outer bound is established for every M, N value, the achievability, relying only on linear interference alignment, is established in general subject to a normalization with respect to spatial-extensions, i.e., the scaling of the number of antennas at all nodes. In the absence of spatial extensions, we can also show through examples how essentially the same alignment scheme may be applied over time or frequency extensions. The central new insight to emerge from this work is the notion of subspace alignment chains as DoF bottlenecks. The subspace alignment chains are instrumental both in identifying the extra dimensions provided by a genie to a receiver for the DoF outer bound, as well as constructing the optimal interference alignment schemes. In addition, our results also settle the question of feasibility of linear interference alignment for the 3 user MT ×MR MIMO interference channel, for all values of MT , MR.
I. INTRODUCTION
The number of degrees of freedom (DoF) of a communication network provides a lens into the most essential aspects of the communication problem. In this work we are interested primarily in interference channels (IC). The DoF of IC are known when all nodes are equipped with the same number of antennas for almost all channel realizations. However, if each node may have an arbitrary number of antennas, then a general DoF characterization is unavailable beyond the 2 user IC, due to the explosion of the number of parameters in considering arbitrary antenna configurations. However, as we show in this work, the problem involves fundamental challenges even when the number of parameters is restricted by symmetry. In particular, the difficulty is to deal with the new notion of "depth" of overlap between vector subspaces that come into play on the one hand, and of translating this notion into information theoretic bounds on the other. Specifically, we will explore the simplest setting for MIMO IC where the DoF are unknown.
As the smallest and the most elementary IC setting where interference alignment becomes relevant, the 3 user IC has special significance. The assumption of global channel knowledge, and comparable signal strengths from all transmitters to receivers that follows from the definition of the DoF metric, is most relevant to small clusters of (no more than 3) mutually interfering users. Let us start with a summary of related work.
The two user MIMO IC, where user k (k = 1,2) has M k transmit and N k receive antennas, was shown in [5] to have min(M 1 +M 2 ,N 1 +N 2 ,max(M 1 , N 2 ),max(M 2 , N 1 )) DoF. For this result, the achievability is based on linear zero forcing beamforming schemes, and the converse is based on DoF outer bounds for the multiple access channel. In [2] , Cadambe and Jafar introduced an asymptotic interference alignment scheme, referred to as the [CJ08] scheme, leading to the result that in the K-user MIMO IC, each user can access half-the-cake almost surely (the "cake" refers to the maximum DoF of a user when all interfering users are absent), when all nodes are equipped with the same number of antennas and channels are time-varying or frequency-selective. In [9] , Motahari et al. introduced the rational dimensions framework based on the diophantine approximation theory wherein the [CJ08] scheme is again applied to establish the same DoF result with constant channels. For the 3-user MIMO IC with M T = M R = M > 1, Cadambe and Jafar also present a closed form linear scheme in [2] to achieve the DoF outer bound value of M/2 per user, without the need for channel variations in time/frequency. The DoF outer bound in each of these cases is based on the pairwise outer bounds for any two users.
In [3] , Gou and Jafar studied the DoF of the
is an integer and showed that each user has a fraction η η+1 of the cake, almost surely, when K > η. While they use the [CJ08] scheme over time-varying/frequency-selective channels to show the optimal DoF achievability, in [9] Motahari et al. employ the rational dimensions framework combined with the [CJ08] scheme to establish the same DoF result with constant channels and without channel extensions. Further, they show that each user has a fraction η η+1 of the cake, even when
Interestingly, the achievability of
DoF per user, follows from the application of the [CJ08] scheme for every M T , M R value, and requires no joint signal processing between multiple antennas at either the transmitter or receiver sides. However, the optimality of the DoF has been shown only when K ≥
Their outer bounds are merely based on cooperation DoF outer bounds as shown in [5] 
, the DoF region or even sum DoF remain unknown in general. In this paper we will explore DoF of these cases. Moreover, since outer bounds based on full cooperation are not enough in these cases, the challenge will be to identify the genie signals that will lead us to the desired conclusion.
II. SYSTEM MODEL AND METRICS
Consider a fully connected three-user MIMO interference channel where there are M T and M R antennas at each transmitter and receiver, respectively, each transmitter sending one independent message to its desired receiver. Denote by H ji the M R × M T channel matrix from transmitter i to receiver j where i, j ∈ {1, 2, 3}. We assume that the channel coefficients are independently drawn from continuous distributions. While our results are valid regardless of whether the channel coefficients are constant or varying in time/frequency, we will assume the channels are constant in the exposition. Global channel knowledge is assumed to be available at all nodes.
At time index t ∈ Z + , Transmitter i sends a complex-valued M T × 1 signal vectorX i (t), which satisfies an average power constraint
2 ] ≤ ρ for T channel uses. At the receiver side, User j receives an M R × 1 signal vector Y j (t) at time index t, which is given by:
whereZ j (t) an M R × 1 column vector representing the i.i.d. circularly symmetric complex additive white Gaussian noise (AWGN) at Receiver j, each entry of which is an i.i.d. Gaussian random variable with zero-mean and unit-variance.
Let R k (ρ) denote the achievable rate of User k where ρ is also referred to as the Signal-to-Noise Ratio (SNR). The concepts of capacity and DoF follow from the standard definitions thus omitted here. Assume that the sum rate of this channel is denoted as R Σ , and R = R Σ /3 denotes the rate normalized per user. The sum DoF of this channel are defined as d Σ (M T , M R ), and d = d Σ /3 stands for the DoF per user. Also, we use d k to denote the number of DoF associated with User k, and the user index k is interpreted modulo 3 so that, e.g., User 0 is the same as User 3. Furthermore, we define the DoF normalized by the spatial dimension, DoF
The dependence on M T , M R may be dropped when no ambiguity would be caused. Also, the notation o(x) represents any function f (x) such that lim x→∞ f (x)/x = 0.
III. OVERVIEW OF MAIN RESULTS
For the 3-user M T ×M R MIMO IC, we define the quantity
where
The quantity κ denotes the length of the subspace alignment chain, to be described later. Clearly, as N and M become approximately equal (κ → 1), DoF converges to the "half the cake" value, M/2. To arrive at the main result of this paper, we proceed through two intermediate lemmas here. 
beamforming over constant channels without the need for symbol extensions in time, frequency or space.
Proof: Due to the space limitation, we only provide the proofs for Lemma 1 through two specific examples in the next section, to shed light on intuition behind the complicated mathematic derivations. The general proofs of Lemma 1 and Lemma 2 are presented in the full paper [1] . Theorem 1 (Spatially-Normalized DoF): For the 3-user M T × M R MIMO IC, the spatially-normalized degrees of freedom value per user is given by DoF = DoF . Theorem 1 can also be equivalently explicitly represented as: Remark 1: The information theoretic DoF outer bound holds for arbitrary values of M T , M R without any spatial normalization. On the other hand, the DoF achievability is established in general subject to a normalization with respect to spatial-extensions, i.e., the scaling of the number of antennas at all nodes. Moreover, symbol extensions in time or frequency over constant channels combined with asymmetric complex signaling are sufficient to achieve the optimal DoF. We carry out this test to establish the DoF values for all (M, N ) values up to M, N ≤ 10. In general, we end with the conjecture that in all cases, the DoF outer bound value in Lemma 1 is tight 1 .
A. Subspace Alignment Chains
Consider an arbitrary (M T , M R ) pair. If M = N , then halfthe-cake DoF results are reported in [2] . Since the DoF results for 2M ≤ N are simple where interference alignment is not required, we only consider 2M > N in the following.
We now introduce the key new concept of subspace alignment chains from the linear dimension counting argument. For brevity, we first suppose M R ≥ M T , which implies that zeroforcing at the transmitters is not possible. Since interference cannot be eliminated, it is desirable to align interference. Let us consider a vector V 1(1) sent by T 1 that causes interference at R 2 . This vector should align with a vector V 3(1) sent by T 3 , which is also undesired at R 2 . Since V 3(1) also causes interference at R 1 , it should align there with a vector V 2(1) sent by T 2 . The vector V 2(1) in turn also causes interference to R 3 , so it should align with a vector V 1(2) sent from T 1 . Continuing like this, we create a chain of desired alignments:
The main question is can we extend this subspace alignment chain indefinitely? Consider the setting M = N previously solved in [2] . Cadambe and Jafar create this infinite chain of alignments using the asymptotic alignment scheme for M = N = 1, and implicitly create an infinite alignment chain in the non-asymptotic solution for, e.g., M = N = 2, as the chain closes upon itself to form a loop, i.e., V 1(1) = V 1 (2) . The chain closes upon itself mainly because the optimal signal vectors are eigenvectors of the cumulative channel encountered in traversing the alignment chain starting from any transmitter and continuing until we return to the same transmitter. Thus, the ideal solution of perfect alignment, achieved by an infinite (or closed-loop) alignment chain, is possible if M = N [2] .
For general M, N , the subspace alignment chain can neither be continued indefinitely, nor be made to close upon itself. While we show the chain in detail in [1] , here we provide an intuition behind the results in Theorem 1. For any values of Fig.1 to show how we obtain the N -bound and M -bound, where we use the solid lines to denote the corresponding subspace involving in the alignment operations. The subspace alignment chain, for example in Fig.1(a) , is V 1(1) (2) , which has length 4. Therefore, the limited length of the subspace alignment chain creates the bottleneck on the extent to which interference can be aligned, and is ultimately the main factor determining the DoF value.
B. Observation 1) Redundant Dimensions:
A particularly interesting observation from Theorem 1 and Fig.2 is that within each piecewise linear interval, the DoF value depends only on either M or N . This makes the other parameter somewhat redundant, i.e., it can be reduced without reducing the DoF. The corner points of these piecewise linear segments correspond to two sets, A = { reported in [4] . In fact, this may also be seen as a consequence of the maximum redundancy in the M/N ∈ A settings.
IV. INFORMATION-THEORETIC DOF OUTER BOUNDS
In this section, we show the information theoretic DoF outer bound proofs only for (M, N ) = (2, 3) and (3, 4) cases, and shed light on the intuition behind the proofs.
We take invertible linear transformations at each transmitter and receiver, which do not affect the DoF of the channel. The detailed process, due to the space limitation, is omitted in this paper and presented in [1] . After the change of basis operation, we obtain the network with connectivity in Fig.3 , where we only show the interference-carrying links. Since each receiver can decode its own message, it can subtract the signal caused by its own message from the received signal Y k(·) of each antenna, to obtain the interference S k(·) , as a function of corresponding transmit signals and noise. First, a genie provides G 1 = X n 2a to R 1 . Note that all the genie signal in this paper also includes noise. For brevity and also because we are interested only in DoF, we do not explicitly mention the noise term in the genie and received signals. Let us consider R 1 . Since we are dealing with a converse argument, it follows by assumption that the receiver is able to decode and subtract out its desired signal. It therefore has X n 2c at the antenna "1c". Thus, with G 1 , R 1 can decode W 2 from the observation (X ). Now by the two linearly independent observations of (S
) and thus can decode W 3 as well, subject to the noise distortion. Since the genie information G 1 provided to R 1 allows it to decode all three messages, we have:
where (4) follows from Fano's inequality. (8) holds because knowing the message W 2 we can reconstruct the signal X n 2a . (9) follows from "dropping the condition terms cannot decrease the differential entropy". Thus, we only keep S n 1c in the condition which is X n 2c . (10) is obtained because from the observations of (X n 2a , X n 2c ) we can decode W 2 subject to the noise distortion. By advancing the user indices, we therefore obtain the following three inequalities:
where k = 1, 2, 3. Since we always use "advance the user indices" in a circularly symmetric way, from now on we will use compact notations R = R Σ /3 and h(X (·) ) = [h(X 1(·) ) + h(X 2(·) ) + h(X 3(·) )]/3, where quantities without user index represent the average of all rotated indices. Thus (11) can be rewritten as
Next, consider a genie provides G 2 = X n 3c to R 1 . Similarly, with G 2 , R 1 can first decode W 3 subject to the noise distortion from the observation (S n 1a (X n 3a ), X n 3c ). After decoding W 3 , R 1 2 The phrase "subject to noise distortion" is a widely used DoF outer bound argument whereby reducing noise at a node by an amount that is SNR independent (hence inconsequential for DoF) allows it to decode a message.
can reconstruct transmitted signals (X n 3a , X n 3c ) and then subtract from S n 1b to obtain a linear combination of (X n 2a , X n 2c ), from which combined with S n 1c (X n 2c ) R 1 can decode W 2 as well subject to the noise distortion. Since R 1 again can decode all three messages, we have the following inequality:
The derivation is similar to the first inequality. By averaging over the user indices, we obtain the second inequality:
Adding up the two inequalities of (12) and (18) we have:
By arranging terms of (19) we have:
By dividing log ρ and n on both sides of (20), and letting ρ → ∞ and n → ∞, we obtain:
Similar to the previous example we have shown, we take invertible linear transformations introduced in [1] at each transmitter and receiver, and obtain the network with resulting connectivity shown in Fig.4 .The embedded 2 × 3 network has the same connectivity as shown in the previous subsection. First, a genie provides the signal
to R 1 . Let us consider the sum rate of three messages: where the last inequality is obtained because knowingȲ n 1 we can decode W 1 , and thus we obtain S n 1a2 which is a noisy version of X n 3a2 , and then followed by dropping the condition terms cannot decrease the differential entropy. By averaging over user indices, we therefore obtain the second inequality: 
