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Résumé
Contexte
L'étude des représentations des groupes symétriques est un domaine de reherhe relative-
ment anien dans lequel on onnaît de nombreux résultats : la lassiation des représenta-
tions irrédutibles de S(n), qui sont indexées par les partitions λ de n, et des algorithmes pour
aluler, pour une représentation donnée, sa dimension et les valeurs du aratère assoié
χλ. Mais es algorithmes ont une omplexité relativement élevée et il est diile de répondre
à ertaines questions théoriques, en partiulier onernant leur omportement asymptotique.
De nouveaux outils ont don été développés pour répondre à e type de questions : l'idée
est de regarder la valeur du aratère (normalisé) χˆλ(µ) omme une fontion de λ (alors
qu'elle est traditionnellement vue omme une fontion de µ). Ce point de vue est présent,
par exemple, dans l'artile de Kerov et Olshanski [KO94℄ ou dans elui de Stanley [Sta03℄
qui introduit les oordonnées p et q des diagrammes multiretangulaires.
Le aratère peut alors être exprimé en fontion d'observables du diagramme λ. Les
observables sont des nombres alulables à partir de la forme du diagramme de Young λ
onsidéré. Ave une bonne normalisation des aratères, es expressions ne dépendent pas
de n. Cela permet de travailler dans une algèbre Λ⋆ de fontions sur l'ensemble de tous
les diagrammes de Young. Cette algèbre admet une graduation naturelle et plusieurs bases
intéressantes.
Comme ela a déjà été évoqué, ertaines de es bases proviennent de l'évaluation de ar-
atères sur des éléments du entre de l'algèbre du groupe symétrique Z(C[n]), d'autres d'un
alul à partir de la forme du diagramme. Les éléments de Juys-Murphy, qui ont à la fois
une expression expliite dans Z(C[n]) et une ation faile à dérire sur les représentations
irrédutibles de S(n), permettent de faire le lien entre es deux types d'objets.
Un exemple de famille d'observables liée aux éléments de Juys-Murphy sont les umu-
lants libres de la mesure de transition. Ceux-i apparaissent naturellement dans ertains
modèles asymptotiques [Bia98℄, sont homogènes et ontiennent toute l'information du dia-
gramme. Les expressions des valeurs des aratères sur un yle en fontion des umulants
libres sont appelées polynmes de Kerov [Bia03℄. S.V. Kerov a onjeturé [Ker00℄ que leurs
oeients étaient positifs.
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Contenu de e mémoire
Mon travail de thèse s'insrit dans ette perspetive : étudier les représentations du groupe
symétrique grâe à des égalités de fontions sur l'ensemble des diagrammes de Young. La
première partie (en français) rappelle les résultats préédents dans e domaine et présente
les résultats nouveaux dans ette perspetive.
Les parties suivantes (en anglais) reprennent le ontenu des artiles rédigés pendant la
thèse [Fér08b, F07, Fér08a, DF08, BF09℄ (par onséquent, les notations peuvent diérer
légèrement d'un hapitre à l'autre).
Dans la deuxième partie, nous établissons une formule ombinatoire pour les valeurs des
aratères (théorème 2.7). Cette formule, onjeturée par R.P. Stanley, donne l'expression
du aratère normalisé χˆλ(σ) en fontion des oordonnées p et q des diagrammes multiret-
angulaires. Deux preuves sont proposées dans e mémoire. La première (hapitre 4) utilise
les propriétés des éléments de Juys-Murphy et les fontions de Shur déalées. La seonde
(paragraphe 5.2) est un alul de trae dans l'algèbre du groupe symétrique : elle utilise le fait
que la représentation irrédutible assoiée à λ peut être dérite grâe au projeteur de Young.
Un des intérêts de ette formule est que sa omplexité ne dépend que de la taille du
support de la permutation σ et non de la taille de la permutation elle-même. Elle est don
très adaptée à une étude asymptotique du aratère χˆλ(σ) sur une permutation σ xée
(omplétée par des points xes) quand la taille de λ tend vers l'inni. On retrouve ainsi la
formule ombinatoire de l'équivalent homogène du aratère sur un yle ainsi qu'une borne
supérieure optimale à un fateur multipliatif près. Cette borne peut être étendue à des
permutations dont la longueur varie ave |λ| (théorème 5.1), améliorant ainsi les préédents
résultats dans e domaine.
Dans la troisième partie, nous étudions en détail les polynmes de Kerov. Enore une
fois, nous proposons deux approhes diérentes au problème, utilisant toutes les deux le
théorème 2.7. La première fait apparaître de la ombinatoire sur des artes. En eet, le ar-
atère s'érit omme une somme alternée de fontions sur les diagrammes de Young indexées
par des artes. Dans le hapitre 1, nous étudions en détail es fontions et leurs relations.
On dénit ainsi une déomposition anonique des artes étiquetées en somme alternée de
produits d'arbres permettant d'interpréter ombinatoirement les oeients des polynmes
de Kerov. Ave ette méthode, développée dans le hapitre 6, nous prouvons une version
généralisée de la onjeture de Kerov et alulons les valeurs de ertains oeients.
La seonde manière d'aborder le problème est d'utiliser d'autres observables des dia-
grammes de Young. On peut alors déduire du théorème 2.7 une formule ombinatoire pour
le aratère dont tous les termes sont dans l'algèbre Λ⋆. Cei permet d'exprimer les oef-
ients des polynmes de Kerov omme une somme alternée de nombre de fatorisations
vériant des propriétés données. Après un travail ombinatoire non trivial, nous simplions
ette expression pour obtenir une interprétation ombinatoire expliite des oeients, en-
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traînant immédiatement la onjeture de Kerov.
La quatrième partie de e mémoire est un peu à part. Elle montre omment la struture
ombinatoire qui est ressortie de l'étude des polynmes de Kerov peut être utilisée dans
un autre domaine : l'étude d'identités sur des frations rationnelles. On s'intéresse à des
symétrisations partielles de la fration rationnelle simple
∏
i(xi− xi+1)−1. L'objet étudié est
une somme des images de ette fration rationnelle par ertaines permutations des variables.
Les ensembles de permutations onsidérés sont les extensions linéaires des ensembles ordon-
nés, qui peuvent être représentés par des graphes orientés. Cela dénit don une famille de
frations rationnelles indexées par des graphes.
Or elles vérient des relations très prohes de elles des fontions sur les diagrammes de
Young étudiées au hapitre 1. Ces relations donnent un algorithme de alul et permettent
de montrer failement (par réurrene) des liens entre propriétés algébriques des fontions
et ombinatoire des graphes. Le fait que la struture de artes joue un rle important pour
l'étude des polynmes de Kerov invite à munir dans e problème les graphes d'une struture
arbitraire de artes. On obtient alors une formule ombinatoire non réursive pour notre
fration rationnelle.
Cei montre les apports de l'approhe ombinatoire proposée dans ette thèse à es
problèmes. Nous évoquons ensuite dans une onlusion rapide les pistes de reherhe ouvertes
par es travaux.
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Abstrat
Context
The representation theory of symmetri groups is a quite old researh eld in mathemat-
is. A lot is already known : the lassiation of irreduible representations of S(n), indexed
by partitions λ of n, and algorithms to ompute, for a given representation, its dimension
and the assoiated harater values χλ(σ). But these algorithms have an high omplexity
and it is hard to use them to answer some theori questions, in partiular the asymptoti ones.
Reently, new tools have been used to answer this kind of questions : the idea is to look at
the (normalized) harater value χˆλ(µ) as a funtion of λ (although it is more usual to on-
sider it as a funtion of µ). One an nd this insight for instane in Kerov's and Olshanski's
paper [KO94℄, or in Stanley's [Sta03℄, where he introdued multiretangular Young diagrams.
In this ontext, harater values an be written in terms of some funtionals of the dia-
gram λ. The funtionals are some real numbers, easy to ompute from the shape of the
Young diagram. With a good normalization of harater values, these expressions do not
depend on n. Thus one an see them as equalities in an algebra Λ⋆ of funtions on the set
of all Young diagrams. This algebra has a natural graduation and several interesting basis.
As it has already been suggested, some of these basis are dened as harater values
on partiular elements of the enter of the symmetri group algebra Z(C[n]), and others as
the result of a omputation using the shape of the diagram. The link between these two
kinds of funtions an be done thanks Juys-Murphy elements : they are dened by expliit
expressions in Z(C[n]) and their ation on irreduible representations of S(n) has an easy
desription.
An example of an interesting family of funtionals, linked to Juys-Murphy elements,
is the free umulants of the transition measure. They appear in some asymptoti problems
[Bia98℄, are homogeneous and one an reover from them the shape of the diagram. The ex-
pression of harater values on yles in terms of free umulants are alled Kerov polynomials
[Bia03℄. S.V. Kerov has onjetured [Ker00℄ the positivity of their oeients.
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Outline of this thesis
The rst part (in frenh) realls the previous results in the eld and shows how our results
t in it. The following parts (in english) orrespond to the papers written during my thesis
[Fér08b, F07, Fér08a, DF08, BF09℄ (thus the notations an be a little dierent from a
hapter to another).
In the seond part, we prove a ombinatorial formula for normalized harater values
χˆλ(σ) (Theorem 4.1). This formula, onjetured by R.P. Stanley, gives irreduible harater
values in terms of the oordinates p and q of multiretangular diagrams. This formula is
proved is in two dierent ways. The rst one (hapter 4) is based on the properties of Juys-
Murphy elements and shifted Shur funtions. The seond one (setion 5.2) is a omputation
of trae in the symmetri group algebra : the main tool is the desription of the irreduible
representation assoiated to λ with Young's idempotent.
A very interesting aspet of this formula is its omplexity, whih only depends of the size
of the support of the permutation σ and not of the size of the permutation itself. Thus it
is very useful in an asymptoti study of harater values χˆλ(σ) on a xed permutation σ
(ompleted with xed points) when the size of λ goes to innity. We an reover this way
a ombinatorial formula for the homogeneous equivalent of harater value on a yle and,
also, an upper bound. This bound, optimal up to a multipliative fator for xed permuta-
tions, an be extended to permutations σ whose length inreases with |λ| (Theorem 5.1). We
improve this way the previous results in this diretion.
In the third part, we fous on Kerov's polynomials. One again, we propose two dierent
approahes, both using Theorem 4.1. The rst one is based on map ombinatoris. Indeed,
the harater value an be written as an alternate sum of funtions on the set of Young
diagrams indexed by maps. Proposition 6.11 is a relation between these funtions. By it-
erating it, we write in a anonial way the funtion of a labeled map as an alternate sum
of produts of tree funtions. This gives a ombinatorial interpretation of the oeients
of Kerov's polynomials. With this method, explained in hapter 6, we prove a generalized
version of Kerov's onjeture and ompute some oeients.
The seond way to attak the problem is to introdue a new family of funtionals of
Young diagrams. Then we an dedue from Theorem 4.1 a new ombinatorial formula for
harater values, in whih all terms belong to the algebra Λ⋆. Using it, we an express the
oeients of Kerov's polynomials as an alternate sum of numbers of some fatorizations.
After a non trivial ombinatorial work, we manage to simplify this expression to obtain an
expliit ombinatorial expression of the oeients. This implies immediately Kerov's on-
jeture.
The subjet of the fourth part is quite dierent from the others. It explains how the
ombinatorial struture whih appear in our work on Kerov's polynomials an be used in an
other domain : rational identities. We look at partial symmetrizations of the simple rational
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funtion
∏
i(xi−xi+1)−1. The main objet is a sum of its image by some permutations of the
variables. The sets of permutations we onsider are linear extensions of posets, whih an
be represented by oriented graphs. Thus, we dene a family of rational funtions indexed by
graphs.
But these rational funtions happen to verify relations lose to Proposition 6.11. These
relations give an algorithm to ompute the rational funtions and easy proofs (by indution)
of some links between their algebrai properties and the ombinatoris of the assoiated
graphs. As the map struture is very important in the study of Kerov's polynomials, one
may wonder whether it is interesting to endow our graphs with arbitrary map struture :
this gives a non-indutive ombinatorial formula of our rational funtion.
This shows the ontribution of the ombinatorial approah used in this thesis. In a small
onlusion, we present some diretions of researh suggested by these results.
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1
Fontions indexées par des graphes
Résumé
Dans e hapitre, nous introduisons une famille de fontions sur l'ensemble des diagrammes
de Young indexée par des graphes biolores. Celle-i est liée aux aratères du groupe
symétrique via le théorème 2.7. Nous étudions ensuite ertaines relations entre es fon-
tions, qui permettent de montrer que les fontions indexées par les forêts engendrent tout
l'espae. Elles ne forment pas une base, mais si on munit un graphe d'une struture de
arte étiquetée, la fontion assoiée a une déomposition anonique omme somme alternée
de fontions de forêts.
1.1 Déntions
1.1.1 Partitions et diagrammes multiretangulaires
Dénition 1.1. Une partition λ d'un entier n (notation : λ ⊢ n) est une suite presque-nulle
déroissante d'entiers λ1 ≥ λ2 ≥ . . . ≥ λr > 0 dont la somme vaut n.
L'entier n sera appelé poids de la partition et r sa longueur (notation n = |λ| et r = ℓ(λ)).
Les partitions peuvent être représentées graphiquement sous la forme d'un diagramme
de Young : dans la représentation française, la ligne du bas ontient λ1 ases, elle juste
au-dessus λ2, et., toutes les lignes étant alignées à gauhe. Un exemple est présenté sur la
gure 1.1.
L'ensemble des partitions de taille n ou, de manière équivalente, des diagrammes de
Young à n ases sera noté Yn. L'ensemble de tous les diagrammes est Y =
⊔
n
Yn.
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Fig. 1.1  Diagramme de Young de la partition (4, 2, 2, 1, 0, . . .)
Notons qu'un diagramme peut être vu omme un empilement de retangles : si p et q sont
deux suites presque-nulles d'entiers positifs ave q déroissante, on leur assoie la partition
suivante
λ(p,q) := q1, . . . , q1︸ ︷︷ ︸
p1 times
, q2, . . . , q2︸ ︷︷ ︸
p2 times
, . . . . (1)
Le diagramme de Young orrespondant est représenté sur la gure 1.2 dans le as où
pi = qi = 0 pour i > 3.
p
1
q1
p
2
q2
p
3
q3
Fig. 1.2  Diagramme multiretangulaire
Tout diagramme peut être mis sous ette forme (mais pas de manière unique ar on
n'impose pas que q soit stritement déroissante). Par exemple, le diagramme de la gure
1.2 orrespond à
p1 = 1, p2 = 2, p3 = 1, q1 = 4, q2 = 2, q3 = 1.
Ce type de notation est apparue dans un artile de R.P. Stanley ([Sta03℄) où il montre
que, dans le as retangulaire (pi = qi = 0 pour i > 1), le aratère a une expression simple
et onjeture une généralisation grâe à es paramètres.
1.1.2 Graphes biolores et fontions assoiées
Cette thèse présente l'étude de ertaines fontions sur l'ensemble des diagrammes de
Young. En partiulier, nous allons présenter dans e paragraphe une famille de fontions
indexées par les graphes biolores.
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Dénition 1.2. Un graphe G est dit biolore si son ensemble V de sommets peut être parti-
tionné en deux sous-ensembles V◦ (sommets blans) et V• (sommets noirs) de telle sorte que
toute arête de G ait une extrémité dans V◦ et l'autre dans V•.
La gure 1.3 montre un exemple de graphe biolore.
a
b
c
d
e
f
Fig. 1.3  Exemple de graphe biolore
Nous allons onsidérer les éritures d'un graphe biolore G dans un diagramme de Young
λ (voir exemple sur la gure 1.4), 'est-à-dire les fontions de l'ensemble des arêtes de G
dans l'ensemble des ases du diagramme λ telles que :
 Si deux arêtes ont la même extrémité blanhe, leurs images sont dans la même ligne
du diagramme.
 Si deux arêtes ont la même extrémité noire, leurs images sont dans la même olonne
du diagramme.
a, c d, f
b e
Fig. 1.4  Exemple d'ériture du graphe de la gure 1.3 dans le diagramme de la gure 1.1
Dénition 1.3. Soit λ un diagramme de Young et G un graphe biolore. Nous noterons
Nλ(G) le nombre d'éritures de G dans λ. La fontion λ 7→ Nλ(G) sera notée N(G).
Étant donné que l'on a déni dans le paragraphe préédent une fontion λ qui assoie un
diagramme de Young à deux suites presque-nulles d'entiers positifs, nous pouvons omposer
ette fontion ave N(G). On obtient la formule suivante (voir paragraphe 5.2.2 pour la
preuve) :
Nλ(p,q)(G) =
∑
ϕ:V◦(G)→N⋆
∏
b∈V◦
pϕ(b)
∏
n∈V•
qψ(n), (2)
où ψ(n) = max
b voisin de n
ϕ(b). En posant q′i = qi − qi+1, on restaure la symétrie entre lignes et
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olonnes et l'équation devient :
Nλ(p,q)(G) =
∑
ψ:V (G)→N⋆
admissible
∏
b∈V◦
pψ(b)
∏
n∈V•
q′ψ(n), (3)
où une fontion ψ : V (G)→ N⋆ est dite admissible si, pour toute arête e de G d'extrémités
be ∈ V◦ et ne ∈ V•, on a :
ψ(be) ≤ ψ(ne).
1.2 Relations
1.2.1 Boules et transformations élémentaires
Commençons par xer la terminologie : nous appelerons boule d'un graphe une suite
d'arêtes orientées e1, e2, . . . , el telle que l'arrivée de ei et l'origine de ei+1 soient égales pour
tout 1 ≤ i ≤ l (ave la onvention el+1 = e1) et que, mis à part es onditions, les extrémités
des arêtes sont diérentes (un exemple est dessiné sur la gure 1.5). Notons qu'une permu-
tation ylique des arêtes ne modie pas la boule.
Fig. 1.5  Exemple de boule dans un graphe biolore
Nous pouvons maintenant dénir nos transformations élémentaires. Soit G un graphe
orienté et L une boule de G. Notons E(L) l'ensemble des arêtes de la boule L orientées d'un
sommet blan vers un sommet noir. Dénissons alors l'élement TL(G) du groupe ommutatif
libre engendré par les sous-graphes de G par la formule suivante :
TL(G) =
∑
E′⊂E(L)
E′ 6=∅
(−1)|E′|+1G \ E ′ (4)
C'est une transformation loale (elle ne modie pas le graphe hors de la boule L) : un
exemple est présenté sur la gure 1.6.
Nous avons alors la relation suivante entre les N(G) (prouvée au paragraphe 6.2.2) :
Proposition 1.1. Soit G un graphe et L une boule de G. Alors,
∀λ ∈ Y , Nλ(G) = Nλ(TL(G)). (5)
Nous onjeturons que toutes les relations entre des fontions N se déduisent de elles-i.
Formellement :
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TL



 = + −
Fig. 1.6  Exemple de transformation élémentaire TL
Conjeture 1.2. On a un isomorphisme d'algèbre〈
G
〉
/KerN ≃ 〈G〉/(G− TL(G)).
Cette onjeture est motivée par la remarque page 76.
1.2.2 Une algèbre engendrée linéairement par les forêts
Un orollaire de la proposition préédente est le résultat suivant :
Corollaire 1.3. L'algèbre N = 〈N(G)〉 est engendrée linéairement par les N(F ), où F
dérit l'ensemble des forêts biolores.
Par ontre, les N(F ) ne sont pas indépendants omme le montre la relation (les deux
égalités sont une appliation de la proposition 1.1) :
N
( )
=N
( )
+N
( )
−N
( )
=N
( )
+N
( )
−N
( )
(6)
L'algorithme suivant A0 donne, à partir d'un graphe G une somme alternée de sous-frets
de G ayant la même image que G par N .
Donnée un graphe orienté G.
Variable S est une ombinaison linéaire formelle de sous-graphes de G.
Initialisation S = G.
Étape 1 On hoisit une boule L d'un graphe G′ qui n'est pas une forêt et dont le
oeient c′G dans S est non nul.
Étape 2 On applique TL à G
′
dans S, 'est-à-dire que l'on pose
S := S − cG′G′ + cG′δ(TL(G′)),
Fin Si S n'est pas une ombinaison linéaire de forêts, retourner à l'étape 1.
Sortie On renvoie S.
Cet algorithme termine mais n'est pas onuent : le résultat dépend des boules hoisies à
l'étape 1.
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Voii le type de questions que l'on peut alors se poser :
1. Quelle est le oeient d'une sous-forêt donnée du graphe G ?
2. De manière moins préise, que vaut la somme des oeients de toutes les sous-forêts
isomorphes à une forêt donnée ?
3. Peut-on déterminer le signe des oeients ?
4. Certaines sous-forêts sont-elles répétées ou tous les oeients valent-ils 0 ou ±1 ?
Ces questions sont d'autant plus diiles que l'algorithme A0 n'est pas onuent. Toutes
les questions i-dessus se délinent don en deux variantes
a. Pour tout hoix de boules, . . . ?
b. Existe-t-il un hoix de boules tel que . . . ?
Le paragraphe suivant présente le seul résultat que l'on a pu établir pour un hoix de
boules quelonque, alors que la suite (voir paragraphe 1.3) onerne des questions du deux-
ième type. Un bon hoix de boules est possible en donnant au graphe une struture de arte
étiquetée.
1.2.3 Nombre de forêts minimales
Nous dirons qu'une forêt est minimale si tous ses sommets noirs sont dans des om-
posantes onnexes distintes. Déterminer la taille de leurs omposantes onnexes et leur
nombre après itération de transformations du type TL (problème de type 2b) sur un graphe
G est un problème qui apparaît dans l'étude des oeients des polynmes de Kerov (voir
paragraphe 3.3.2.1). Nous allons voir dans e paragraphe que, même si les forêts ne forment
pas une base linéaire de l'algèbre N , le nombre de forêts minimales d'une taille donnée appa-
raissant à la sortie de l'algorithme A0 ne dépend pas des boules hoisies et peut être alulé
failement à partir de la ombinatoire du graphe.
1.2.3.1 Enoné
Plus préisément, nous pouvons lasser les forêts minimales par le nombre de voisins de
haun de leur sommet noir.
Dénition 1.4. Soit G un graphe biolore et q : V• → N⋆. On appellera q-forêt une forêt
minimale de G tel que tout sommet noir n ∈ V• ait q(n)− 1 voisins.
Par ailleurs, un graphe G sera dit q-admissible si
∀A ⊂ V•, VG(A) ≥
∑
n∈A
(
q(n)− 1) ave égalité ssi A est l'ensemble de sommets
noirs d'une union de omposantes onnexes de G,
où VG(A) désigne le nombre de sommets blans de G ayant au moins un voisin dans A.
La somme des oeients des q-forêts après itération de transformations élémentaires sur
un graphe G est donnée par le théorème suivant :
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Théorème 1.4 (Problème entre les types 1a. et 2a.). Soit G un graphe biolore ave c
omposantes onnexes et q : V• → N⋆. Quels que soient les hoix de boules eetués dans
l'algorithme A0, la somme des oeients des q-forêts dans le résultat est :{
(−1)V•−c si G est q-admissible ;
0 sinon.
Ce théorème, grâe aux résultats du hapitre 6, donne une interprétation ombinatoire
ompate des oeients des polynmes de Kerov (théorème 3.8, voir le paragraphe 7.8 pour
plus de détails).
Remarque. Une autre manière de voir e théorème onsiste à dire que le nombre de graphes
q-admissibles omptés ave la multipliité (−1)# omp. onnexes est invariant par les transfor-
mations TL. C'est don une quantité bien dénie dans l'algèbre
〈
G
〉
/
(
G− TL(G)
)
.
1.2.3.2 Outil : équation de transport
Notons que le théorème 1.4 a une formulation prohe du élèbre lemme des mariages de
Hall. Rappelons son énoné :
G ontient une q forêt⇐⇒ ∀A ⊂ V•, VG(A) ≥
∑
b∈A
(
q(b)− 1).
Or l'existene d'une q-forêt peut être reformulée omme l'existene d'une solution au
système suivant :
Variables
{
xe : e arête de G
}
;
Conditions xe ∈ {0; 1};
Équations (S)


∀b ∈ V◦,
∑
e arête
d'extrémité b
xe = 1;
∀n ∈ V•,
∑
e arête
d'extrémité n
xe = q(n)− 1.
Ce type de système d'équations est onnu sous le terme d'équation de transport. En eet,
on peut l'interpréter de la façon suivante :
 haque point blan est une usine produisant une unité d'une ertaine marhandise.
 haque sommet noir n est un onsommateur et veut aheter q(n) − 1 unités de ette
marhandise.
 haque arête est une route entre une usine et un onsommateur.
La résolution de e système onsiste à trouver un moyen d'aheminer les marhandises pro-
duites à leurs aheteurs potentiels.
Il est faile de voir, en utilisant le lemme des mariages, que, si on remplae la ondition
xe ∈ {0; 1} par xe > 0, l'existene d'une solution est équivalente au fait que le graphe soit
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q-admissible (voir paragraphe 7.1.9 pour la preuve).
Par ailleurs, si L est une boule du graphe G et E(L) l'ensemble orrespondant déni
au paragraphe 1.2.1, et (xe) une solution du système (S), alors la dénition suivante de (ye)
(où t est un réel quelonque) donne une autre solution de (S) :
ye =


xe if e /∈ L,
xe + t if e ∈
(
L \ E(L)),
xe − t if e ∈ E(L).
Cei fait le lien entre notre transformation élémentaire et la q-admissibilité des graphes.
Cette remarque est au oeur de la preuve du théorème 1.4 (voir paragraphe 7.8.2).
1.2.4 Graphes non biolores et extensions linéaires
Dans e paragraphe, nous allons regarder des graphes orientés (non biolores). Une arête
est don maintenant un ouple de demi-arêtes ayant haune un sommet du graphe pour
extrémité : l'extrémité de la première demi-arête est appelée origine de l'arête et elle de la
seonde sa n. Un exemple de graphe orienté G est donné sur la gure 1.7 (sur les gures,
quand 'est possible et sauf mention du ontraire, on dessinera toujours l'origine d'une arête
à gauhe de sa n).
3
2
1
6
5
4
8
7
Fig. 1.7  Exemple de graphe orienté
Les graphes biolores sont un as partiulier de graphes orientés : en eet, on peut voir,
pour haque arête, son extrémité blanhe omme son origine et son extrémité noire omme
sa n.
1.2.4.1 Généralisation des transformations élémentaires
La dénition de boule est la même dans un graphe orienté que dans un graphe biolore
(elle ne dépend pas de l'orientation des arêtes dans le graphe). Les arêtes de la boule ont
alors deux orientations :
 leur orientation dans le graphe.
 leur orientation dans la boule.
31 1. Fontions indexées par des graphes
Nous ne demandons pas que es deux orientations oinident. Par exemple, sur la gure 1.8,
bien que seules les arêtes a, b et c aient la même orientation dans le graphe et dans la boule
L (dessinée en trait plein), nous dirons que L est une boule du graphe orienté G.
a
c
b
Fig. 1.8  Exemple de boule dans un graphe orienté
On note E(L) l'ensemble des arêtes pour lesquelles les deux orientations oïnident (dans
l'exemple, E(L) = {a, b, c}). Cette dénition prolonge elle du paragraphe 1.2.1 dans le as
d'un graphe biolore. Elle permet de prolonger aussi la transformation TL en utilisant l'équa-
tion (4) page 26 (exemple sur la gure 1.9).
TL



= + +
− − −
+
Fig. 1.9  Exemple de transformation élémentaire sur un graphe orienté
1.2.4.2 Conservation des extensions linéaires
Rappelons que la transformation TL avait été introduite dans le as des graphes biolores
ar elle laisse N invariant. On peut se demander si il y a un résultat du même type pour des
graphes orientés généraux. Nous introduisons pour ela la notion d'extension linéaire.
Dénition 1.5. Une extension linéaire d'un graphe orienté G est un mot w dont les lettres
sont les sommets de G et tel que :
 haque lettre apparaît exatement une fois ;
 si v1 est l'origine d'une arête (i.e. l'extrémité de sa première demi-arête) et v2 sa n
(i.e. l'extrémité de sa deuxième demi-arête), alors v1 est avant v2 dans le mot w.
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L'ensemble des extensions linéaires d'un graphe G sera noté Ext(G), leur somme formelle
Φ(G) :
Φ(G) =
∑
w∈Ext(G)
w.
L'opérateur Φ peut bien sûr être prolongé par linéarité aux sommes formelles de graphes
orientés.
Par exemple, 13526847 est une extension linéaire du graphe de la gure 1.7.
Proposition 1.5. Soit L une boule dans un graphe orienté G. On a :
Φ
(
TL(G)
)
= Φ(G). (7)
Remarque. Cette proposition est prouvée au paragraphe 8.4.1. Elle implique en fait la propo-
sition 1.1. L'idée est de partir de l'équation (3) page 26 et de regrouper les fontions admis-
sibles selon l'ordre des ψ(v) (elui-i n'est bien déni que si la fontion ψ est injetive e qui
n'est pas systématiquement le as mais un argument asymptotique, par exemple, permet de
se débarasser de e problème). La ondition d'admissibilité entraîne que et ordre induit sur
les sommets une extension linéaire du graphe. La fontion N peut don s'érire omme une
omposition N
ext
◦ Φ où
N
ext
(w) =
∑
fontions admissibles
qui induisent l'ordre w
∏
b∈V◦
pψ(b)
∏
n∈V•
q′ψ(n).
Par ailleurs, on peut montrer que toutes les relations entre les sommes formelles d'extensions
linéaires de graphe se déduisent de notre proposition (remarque 8.4.1). Malheureusement,
ei ne permet pas de onlure quant à la véraité de la onjeture 1.2 ar la preuve fait
intervenir des graphes qui ne sont pas néessairement biolores, même dans le as d'une
relation entre graphes biolores.
Mais N n'est pas la seule fontion de la forme · ◦ Φ qui soit intéressante. C. Greene
regarde dans son papier [Gre92℄ une autre fontion de e type, dont le alul est simple sur
les forêts. La proposition 1.5 est don intéressante dans e ontexte ar elle permet de passer
d'un graphe quelonque à des forêts. Cei est largement exploité dans le hapitre 8.
Nous travaillerons don dans la suite de e hapitre ave un graphe orienté quelonque
et pas néessairement biolore.
1.3 Une déomposition partiulière pour les artes
Dans le paragraphe préédent, nous avons vu que N(G) peut s'exprimer omme une om-
binaison linéaire formelle de N(F ), où les F sont des sous-forêts de G. Mais ette ériture
n'est pas unique (voir par exemple l'équation (6) page 27).
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Nous allons voir dans ette partie, qu'en donnant à notre graphe une struture de arte
étiquetée, nous pouvons trouver une déomposition anonique de la forme i-dessus. On peut
alors aluler le signe des oeients et même la valeur de ertains d'entre eux.
1.3.1 Qu'est-e qu'une arte ?
1.3.1.1 Carte topologique
On peut dessiner un graphe en représentant haque sommet par un point et haque arête
par une ligne reliant les extrémités des demi-arêtes la onstituant (voir gure 1.10).
Fig. 1.10  Dessins de graphes
Si les arêtes ne se roisent qu'au niveau des sommets, le dessin est appelé plongement.
C'est le as du dessin de gauhe sur la gure 1.10, mais pas de elui de droite. D'ailleurs,
e dernier (noté G3,3) n'admet pas de plongements dans le plan (ou de manière équivalente,
sur la sphère).
En revanhe, tout graphe admet un plongement dans une surfae (supposée bidimension-
nelle, onnexe, ompate, orientée et sans bord). Ces surfaes sont uniquement déterminées
par leur genre à homéomorphisme près (voir gure 1.11).
Fig. 1.11  Surfaes de genre 0,1,2,. . .
Par exemple, G3,3 peut être plongé dans le tore (voir gure 1.12).
Dénition 1.6 (Tutte [Tut63℄). Une arte (topologique) est un graphe onnexe G muni d'un
plongement i dans une surfae S de telle sorte que toutes les omposantes onnexes de S\i(G)
soient homéomorphes à des disques ouverts. Une arte est dénie à homéomorphisme de la
surfae près.
Le plongement est alors dit ellulaire. Les omposantes onnexes de S \ i(G) sont appelées
faes de la arte.
Par exemple, le plongement de la gure 1.10 (dessin de gauhe), ainsi que elui de la
gure 1.12, sont ellulaires. La gure 1.13 montre un autre exemple de arte (ave une seule
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Fig. 1.12  Un plongement de G3,3 dans le tore
fae), ainsi qu'un plongement non ellulaire du même graphe. De manière (beauoup) moins
formelle, ette ondition tehnique sert à e que la surfae ne soit pas inutilement omplexe
par rapport au plongement du graphe.
Fig. 1.13  Exemples de arte (à gauhe) et de plongement non ellulaire (à droite)
Notons que tout plongement dans le plan est ellulaire. Cette notion est don tout à fait
adaptée pour étudier les graphes planaires (la motivation de W. T. Tutte était le théorème
des quatre ouleurs).
Mais les artes sont un objet plus général ar tout graphe admet au moins un plongement
ellulaire. Mais eux-i ne sont pas tous homéomorphes : la struture de arte est don plus
rihe que elle de graphe. Par exemple, les trois artes de la gure 1.14 sont diérentes bien
qu'elles aient le même graphe sous-jaent (et que deux d'entre elles aient la même surfae).
Fig. 1.14  Trois plongements ellulaires diérents du même graphe
Pour nir ette partie topologique, rappelons que le genre de la surfae est relié au nombre
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f(C) (respetivement a(C) et s(C)) de faes (repetivement d'arêtes et de sommets) de la
arte par la aratéristique d'Euler de la surfae :
χ(C) = 2− 2g = s(C)− a(C) + f(C) (8)
1.3.1.2 Carte ombinatoire
Dans le paragraphe préédent, nous avons déni les artes de manière topologique. Il en
existe aussi une dénition ombinatoire équivalente que nous allons présenter ii et utiliser
préférentiellement dans ette thèse.
Notons que, si l'on onsidère un plongement ellulaire d'un graphe onnexe G, l'orienta-
tion de la surfae permet de dénir un ordre ylique des demi-arêtes ayant pour extrémité
un sommet donné. De plus, il est lair que et ordre est invariant par homéomorphisme de
la surfae. Il peut don être déni à partir d'une arte C.
Les deux artes de droite de la gure 1.14 sont don diérentes ar elles n'induisent pas
les mêmes ordres yliques. En fait, ette ondition est aussi susante (voir par exemple
[MT01, Théorème 3.2.4℄) :
Dénition-Théorème 1.6. Une arte (ombinatoire) est un graphe onnexe muni pour
haque sommet d'un ordre ylique sur les demi-arêtes y arrivant. Cette dénition est équiv-
alente à elle de arte topologique du paragraphe préédent (dénition 1.6).
Comme la surfae ne joue pas un rle dominant dans notre travail, nous allons utiliser le
plus souvent ette dénition de la notion de arte. De plus, pour rendre les gures plus lisi-
bles, nous ferons toujours des dessins de artes dans le plan qui ne seront pas néessairement
des plongements mais respeteront l'ordre ylique des demi-arêtes autour d'un sommet (voir
par exemple la gure 1.15).
Fig. 1.15  La arte de gauhe de la gure 1.14 dessinée dans le plan
La notion de fae peut aussi se retrouver failement à partir de la dénition ombinatoire
de la arte. Soit C une arte (ombinatoire). Notons :
 α l'involution assoiant à une demi-arête l'autre demi-arête de son arête ;
 σ la permutation des demi-arêtes assoiant à une demi-arête la suivante dans l'ordre
ylique autour de son extrémité.
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Alors les faes de C sont en bijetion ave les orbites de l'ation de σ ◦ α sur l'ensemble des
demi-arêtes H . Si l'on utilise l'équation (8), on voit que le genre s'obtient failement à partir
de la ombinatoire de la arte.
1.3.1.3 Struture additionnelle
Les opérations naturelles sur les graphes peuvent être eetuées sur des artes : par
exemple le fait de retirer un sous-ensemble d'arêtes.
Dénition 1.7. Soit C une arte, E l'ensemble de ses arête et E ′ ⊂ E. On dénit C \ E
omme étant la arte ou l'union disjointe de artes dénie par :
 le même ensemble de sommets que C ;
 H ′ = H \ (⋃E ′) omme ensemble de demi-arêtes ;
 la restrition de la partition en arêtes de H à H ′ omme partition en arêtes ;
 la restrition de la fontion extrémité à H ′ ;
 pour la struture de arte, la demi-arête suivante d'une demi-arête h ∈ H ′ est la pre-
mière demi-arête de la suite σ(h), σ2(h), . . . appartenant à H'.
Notons que la dénition ombinatoire des artes est ii plus pertinante, ar si on retire
une arête à un graphe G plongé ellulairement dans une surfae, le plongement induit n'est
plus néessairement ellulaire.
Comme dans le as des graphes, on peut onsidérer des artes ave une struture parti-
ulière, par exemple :
arte orientée : les arêtes ont une orientation. Dans e ontexte une arête n'est plus
un ensemble de 2 demi-arêtes mais un ouple.
arte étiquetée : on se donne une bijetion de l'ensemble des sommets (ou des arêtes)
dans un ensemble d'étiquettes.
arte enrainée : on hoisit une demi-arête partiulière appelée raine.
Pour la dernière dénition, nous préférons utiliser, dans e doument, la version équiva-
lente suivante.
Dénition 1.8. Une arte enrainée est une arte ave une demi-arête extérieure, 'est-à-dire
que la partition de H en arête ontient exatement un singleton {h0} et des paires.
Fig. 1.16  Exemple de arte biolore enrainée (ave les deux onventions)
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Cette dénition est équivalente à elle i-dessus. La gure 1.16 montre un exemple de arte
enrainée dessinée ave les deux onventions. Mais, si C est une arte enrainée (notons h la
demi-arête marquée et e l'arête ontenant h), la onvention à droite a l'avantage de rendre
naturelle la struture de arte enrainée induite sur la arte C \ {e}.
1.3.2 Conuene partielle
Dans e paragraphe, nous allons restreindre les hoix de boules à l'étape 1 de l'algo-
rithme A0 de façon à obtenir un algorithme onuent. Pour ela, il faut donner à notre
graphe G une struture de arte enrainée.
1.3.2.1 Restrition du hoix de boules
Dénition 1.9. Soit C une arte enrainée (non orientée) et L = {e1, . . . , el} une boule de
C. L sera dite admissible de type 1 si :
 Elle passe par l'extrémité v⋆ de la demi-arête h0. Autrement dit, il existe i ∈ {1, . . . , l}
tel que v⋆ soit l'extrémité de la deuxième demi-arête hi,2 de ei et de la première arête
hi+1,1 de ei+1
 L'ordre ylique autour de v⋆ induit l'ordre (h0, hi+1,1, hi,2).
v⋆
h0
v⋆
h0
hi,2 hi+1,1
v⋆
h0
hi+1,1 hi,2
	
Fig. 1.17  Seule la troisième boule est admissible de type 1.
Exemple. La gure 1.17 montre trois exemples de boules dans une arte enrainée C (les
arêtes de la boules sont en trait plein, les autres arêtes de la arte en pointillé) :
 La première n'est pas admissible de type 1 ar elle ne passe pas par v⋆.
 Parmi les deux autres qui passent par v⋆, seule elle de droite vérie la deuxième
ondition et est admissible de type 1.
Notons que si une boule L passe par v⋆, alors L ou L¯ est admissible de type 1 (où L¯
désigne la boule L parourue dans l'autre sens). Cei implique qu'une arte enrainée C
n'ayant pas de boules admissibles de type 1 n'a pas de boules passant par v⋆ et a don
la forme représentée sur la gure 1.18 : v⋆ est relié par exatement une arête à haune des
omposantes onnexes de C \ {v⋆} (que nous appelerons pattes).
Notons que haune des pattes Pi est munie anoniquement d'une struture de arte
enrainée : le système de rotation est induit par elui de C et la raine est une des demi-arêtes
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Fig. 1.18  Forme générale d'une arte enrainée sans boule admissible de type 1.
de l'arête qui relie Pi à C (voir gure 1.18). Cette remarque permet de dénir réursivement
la notion de boule admissible :
Dénition 1.10. Soit C une arte enrainée. Les boules admissibles de C sont (dénition
réursive) :
 les boules admissibles de type 1 de C s'il y en a ;
 ou les boules admissibles des pattes de C si C n'a pas de boules admissibles de type
1.
Les boules de la gure 1.19 sont admissibles, bien qu'elles ne soient pas admissibles
de type 1. Par ontre, les boules de gauhe et du entre dans la gure 1.17 ne sont pas
admissibles ar elles ne sont pas admissibles de type 1 mais que le graphe ontient une telle
boule.
Fig. 1.19  Exemples de boule admissible qui ne soit pas de type 1.
Une arte n'ayant pas de boules admissibles est un arbre (planaire). Notons pour nir
que l'orientation des arêtes de la arte ne joue auun rle dans ette dénition. Celle-i
n'interviendra que quand on appliquera la transformation élémentaire TL orrespondante.
1.3.2.2 Un algorithme onuent
Nous allons maintenant onsidérer un nouvel algorithme A1 qui ressemble à A0 mais :
 nous onsidérons des unions disjointes de artes enrainées orientées à la plae des
graphes orientés.
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 A l'étape 1, le hoix de boules est restreint au hoix d'une boule admissible d'une
des artes d'une union disjointe dont le oeient est non nul dans S.
Quand on supprime des arêtes dans une arte, on n'eae jamais la demi-arête extérieure.
Si le résultat est onnexe, il a don naturellement une struture de arte enrainée. Par
ontre dans le as où on obtient une union disjointe d'au moins 2 artes, seule la omposante
ontenant v⋆ a une raine anonique. Ce problème sera réglé de façon diérente selon l'objet
étudié :
 Dans le as des identités rationnelles sur les ensembles ordonnés (paragraphe 8.6),
la fontion que l'on étudie est nulle sur les graphes non onnexes. On oubliera don
simplement les unions disjointes d'au moins 2 artes.
 Dans le as de l'étude ombinatoire des polynmes de Kerov, les artes ont des arêtes
naturellement étiquetées par des entiers naturels. Une manière d'ajouter une raine à
une arte étiquetée n'en ayant pas est de plaer la demi-arête extérieure juste après la
deuxième demi-arête de l'arête ayant la plus petite étiquette.
Ces détails tehniques étant préisés, l'algorithme A1 est bien déni.
Proposition 1.7. L'algorithme A1 termine et est onuent.
Esquisse de la preuve. La terminaison est évidente : le seul point déliat à prouver est la
onuene.
Mais omme la transformation est loale, le même type de raisonnement que dans la
théorie de réériture des mots peut être utilisé : il sut de vérier que l'algorithme est on-
uent sur les pis ritiques, 'est-à-dire les motifs minimaux sur lesquels on peut eetuer
deux opérations diérentes.
Ii, les artes à 2 boules (a(C)− s(C) = 1) jouent le rle des pis ritiques. Il y en a une
innité, mais le alul est semblable pour des artes ayant le même squelette (i.e. se ramenant
à la même arte si on supprime réursivement les sommets de valene 1 et l'arête y arrivant,
puis les sommets de valene 2 en reollant les arêtes y arrivant, voir [Oko00, paragraphe 2.3℄
pour une dénition préise). Comme le nombre de squelettes à 2 boules est ni, il sut de
faire un nombre ni de tests.
Bien entendu, le fait que l'on peut utiliser la théorie de la réériture et que l'on peut
se ramener à un alul à partir du squelette doit être justié rigoureusement. La preuve
omplète est faite dans le paragraphe 6.3 dans le as des artes biolores et est semblable
dans le as général.
La ombinaison linéaire formelle de sous-forêts de C que l'on obtient est don bien dénie :
on la notera D(C) (ou Dc(C) si on a onservé uniquement les arbres). Elle a des propriétés
intéressantes, qui ne sont pas ommunes à toutes les sorties possibles de l'algorithme A0 que
nous allons détailler dans les deux paragraphes suivants, e qui permet de répondre à des
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questions de type b.
Exemple Nous allons aluler la déomposition de la arte biolore étiquetée de la gure
1.20. Pour en faire une arte enrainée, nous avons ajouté une demi-arête extérieure juste
après la demi-arête d'extrémité noire de l'arête d'étiquette 1, selon la règle énonée plus haut
dans e paragraphe. Les èhes montrent un exemple de boule admissible (de type 1) de
ette arte.
Fig. 1.20  Une arte biolore étiquetée ave sa raine et une boule admissible
Le résultat de la transformation élémentaire par rapport à ette boule admissible est
représenté sur la gure 1.21.
+ − .
Fig. 1.21  Résultat de la première transformation élémentaire
La arte de droite est un arbre. Sur les deux autres, nous avons marqué une boule ad-
missible (de type 1 pour elle de gauhe) an de ontinuer l'algorithme. Après appliation
des transformations élémentaires orrespondantes, on obtient une somme alternée de forêts
représentée sur la gure 1.22.
+
−
+ −
Fig. 1.22  Après une itération supplémentaire de l'algorithme A1
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Notons que l'arbre en haut à gauhe se simplie ave elui de droite. Étant donné que
nous n'avons plus que des artes sans boules, l'algorithme s'arrête ii. La gure 1.23 donne
le résultat nal.
D



=
+ −
Fig. 1.23  Résultat nal de la déomposition de C.
1.3.3 Signe des diérents termes
Les signes des oeients des sous-forêts dans la déomposition D(C) sont parfaitement
déterminés ('est une réponse positive à la question 3b.) :
Proposition 1.8. Soit C une arte orientée étiquetée et F une sous-forêt de C. Le oeient
de F dans D(C) a pour signe (−1)nombre de omposantes onnexes de F+1 (il peut être nul).
Ce résultat n'est pas une simple onséquene des signes apparaissant dans la dénition
de TL (équation (4) page 26). En eet, on peut voir dans l'exemple du paragraphe préédent
qu'il y a des simpliations qui apparaîssent. La preuve repose sur la onuene de l'algo-
rithme A1 : en eet, ela permet de hoisir des boules admissibles en fontion de la forêt F
dont on veut déterminer le signe du oeient (voir paragraphe 6.17).
Dans le adre de l'étude des polynmes de Kerov, e résultat est fondamental. En ef-
fet, les oeients des polynmes de Kerov peuvent être interprétés ombinatoirement à
l'aide d'expressions du type D(C) (paragraphe 3.3.2.1). Ainsi, ette propriété de signe de
D(C) permet dans le hapitre 6 de montrer que es oeients sont positifs (sans utiliser le
théorème 1.4 qui n'a pas un énoné intuitif). Ce résultat avait été onjeturé par S. Kerov
en 2000 ([Ker00℄, voir aussi [Bia03℄) et onstitue un des prinipaux résultats de ette thèse.
Notons qu'ave e résultat, le théorème 1.4 pour D(C) peut être reformulé :
Théorème 1.9. Soit C un arte biolore étiquetée et q : V• → N⋆. Alors
 Si C est q-admissible, alors il y a exatement une q-forêt de C qui a pour oeient
(−1)|V•|+1 dans D(C), les autres ayant un oeient nul.
 Sinon, toutes les q-forêts ont pour oeient 0 dans D(C).
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Remarquons que les oeients des forêts minimales d'une arte biolore C dans D(C)
valent 0, 1 ou −1. Cei est vrai aussi si la arte est biolore et la forêt quelonque grâe
au lemme 6.19. En regardant la preuve de e lemme, on peut se défaire de la ondition de
bioloriage du graphe. On a don la proposition suivante :
Proposition 1.10. Soit C une arte orientée étiquetée. Les oeients des forêts dans D(C)
ne peuvent prendre que les valeurs 0 ou ±1.
1.3.4 Coeients des arbres
Dans e paragraphe, nous allons donner expliitement le oeient d'un arbre ouvrant
T d'une arte enrainée C dans Dc(C) (ii on a besoin uniquement d'une arte enrainée
et pas d'une arte étiquetée ar les unions disjointes de artes ne nous intéressent pas). Au
hapitre 8, seuls les oeients des arbres sont importants puisque la fration rationelle as-
soiée à un graphe non onnexe est nulle (voir orollaire 8.8).
Fig. 1.24  Exemple de tour d'un arbre ouvrant d'une arte enrainée
Pour dérire es oeients, nous avons besoin de la notion de tour d'un sous-arbre d'une
arte enrainée onsidérée par O. Bernardi dans [Ber08℄. Il s'agit d'un ordre sur les demi-
arêtes de la arte n'appartenant pas à l'arbre onsidéré. Pour l'obtenir, il faut faire le tour de
l'unique fae de l'arbre T en partant de la demi-arête extérieure et noter, dans l'ordre où on
les renontre, les demi-arêtes des arêtes n'appartenant pas à T . Nous préférons ii une illus-
tration onrète à la dénition abstraite et renvoyons le leteur à l'artile préédemment ité
pour plus de formalisme. Pour le sous-arbre T (en gras) de la arte C (les arêtes de C \T sont
en trait n) représentée sur la gure 1.24, le tour est donné par (h11, h
1
2, h
2
1, h
2
2, h
3
1, h
4
1, h
3
2, h
4
2).
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Les oeients des arbres dans Dc(C) sont alors donnés par la proposition suivante
(démontrée au paragraphe 8.6.3) :
Proposition 1.11. Soit T un arbre ouvrant d'une arte enrainée C. Le oeient de T
dans Dc(C) vaut :
 1 si, quelle que soit l'arête e = (h1, h2) dans C \ T , h1 apparaît avant h2 dans le tour
de T ;
 0 sinon.
Par exemple, le oeient de l'arbre de la gure 1.24 dans Dc(C) est +1. Seules les
orientations des arêtes n'étant pas dans T jouent un rle, les orientations des autres arêtes
n'ont don pas été représentées an d'alléger la gure.
Une onséquene immédiate de e résultat est une formule ombinatoire (théorème 8.17)
pour la forme réduite de la fration rationelle onsidérée au hapitre 8. Bien que le problème
se formule uniquement en terme de graphes, les munir d'une struture de arte enrainée
aide à la résolution.
1.3.4. Coeients des arbres 44
2
Groupe symétrique et représentations
Résumé
Ce hapitre ommene par quelques résultats onernant le groupe symétrique. Nous nous
intéressons ensuite à ses représentations et en partiulier au alul du aratère sur une
permutation xée qui peut s'interpréter omme une fontion sur l'ensemble des diagrammes
de Young de taille supérieure à un entier donné.
2.1 Struture du groupe symétrique
Dénition 2.1. Le groupe symétrique Sn est l'ensemble des permutations de l'ensemble
{1, . . . , n}.
C'est l'exemple le plus simple et le plus naturel de groupe non ommutatif. Nous allons
présenter quelques-unes de ses propriétés qui sont exploitées dans la suite de e mémoire.
Voii un exemple d'élément de S5 (on érit sur la première ligne les éléments de 1 à n et sur
la seonde leurs images).
σ
ex
=
12345
45213
2.1.1 Autour de la déomposition en yles
2.1.1.1 Une base du entre de l'algèbre du groupe symétrique
Soit σ un élément de Sn. On peut regarder la partition C(σ) = {E1, . . . , Er} de {1, . . . , n}
en orbites sous l'ation de σ. Par dénition, la permutation σ agit transitivement sur haun
des Ei et induit don un yle ci sur Ei. Le produit (ommutatif) des ci est alors égal à σ.
Cei est appelé la déomposition en produit de yles à supports disjoints de σ. Par exemple,
σ
ex
= (14) · (253).
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Les longueurs de tous les yles (y ompris des yles de longueur 1, 'est-à-dire les éléments
xes) peuvent être rangées par ordre roissant pour donner une partition de n appelée type
de σ. Par exemple,
type(σ
ex
) = (3, 2) ⊢ 5.
Proposition 2.1. Deux permutations de Sn sont onjuguées si et seulement si elles ont le
même type.
Corollaire 2.2. Les lasses de onjugaison du groupe symétrique Sn sont anoniquement
indexées par les partitions de n. Une base du entre de l'algèbre du groupe symétrique Sn est
(Cλ)λ⊢n où :
Cλ =
∑
σ de type λ
σ. (9)
Coeients de onnexion et dépendane en n Cei implique qu'il existe des oe-
ients cν;nλ,µ tels que :
∀λ, µ ⊢ n, Cλ · Cµ =
∑
ν⊢n
cν;nλ,µCν
Il n'existe pas de formule générale pour es oeients, malgré l'abondante littérature sur le
sujet. Une des questions naturelles est leur dépendane ave n, lorsque l'on ajoute des parts
égales à 1 à trois partitions λ, µ et ν de taille quelonque, 'est-à-dire que l'on regarde :
cν˜;n
λ˜,µ˜
ave


λ˜ = λ1n−|λ|;
µ˜ = µ1n−|µ|;
ν˜ = ν1n−|ν|.
S.V. Kerov et V. Ivanov [IK99℄ montrent que ette quantité est un polynme en n. Ils
introduisent pour ela une renormalisation de Cλ dénie par (attention, leur dénition dière
de elle-i par un fateur multipliatif indépendant de n) : si λ ⊢ k et n ≥ k, on pose
aλ;n = n(n− 1) · (n− |λ|+ 1)︸ ︷︷ ︸
|λ| fateurs
1
|Cλ˜|
Cλ˜, (10)
Le oeient
n(n− 1) · (n− |λ|+ 1)
|Cλ˜|
est en fait un polynme en n de degré m1(λ) (nombre
de parts de λ égales à 1). S.V. Kerov et V. Ivanov prouvent alors qu'il existe des oeients
gνλ,µ ne dépendant pas de n, tels que :
∀n, aλ;n · aµ;n =
∑
ν⊢n
gνλ,µaν;n.
On peut bien sûr retrouver les cν;nλ,µ à partir des g mais il faut faire attention au fait qu'une
partition de n a plusieurs antéédants par la fontion λ 7→ λ˜. Une preuve plus élémentaire de
l'existene des g peut être trouvée dans [Bia03℄. Cette renormalisation est très importante
dans e mémoire ar elle permet d'érire des formules indépendantes de n.
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2.1.1.2 Permutations et artes
Prenons maintenant deux permutations σ et τ du groupe symétrique Sn. Nous allons leur
assoier une arte biolore ou une union disjointe de artes biolores (pour éviter de devoir
faire ette préision systématiquement, nous appelerons abusivement maintenant arte un
graphe (non néessairement onnexe) muni d'un système de rotations).Mσ,τ est dénie ainsi :
 Son ensemble de sommets blans V◦ est en bijetion ave C(σ).
 Son ensemble de sommets noirs V• est en bijetion ave C(τ).
 Ses arêtes sont étiquetées par {1, . . . , n}. L'arête i a une demi-arête d'extrémité cσ (où
cσ ∈ C(σ) ontient i) et une d'extrémité cτ (où cτ ∈ C(τ) ontient i).
 L'ordre ylique autour d'un sommet c ∈ C(σi) orrespond à l'ation de c sur les
étiquettes des arêtes.
Voii (gure 2.1) la arte assoiée à la paire (σ
ex
, τ
ex
) où τ
ex
= (13)(254) (rappel σ
ex
=
(14) · (253)) :
Fig. 2.1  Exemple de arte assoiée à une paire de permutations
Si on regarde la arte ave les étiquettes des arêtes mais sans la bijetion des sommets
ave C(σ)⊔C(τ), on peut retrouver failement le ouple de permutations : la déomposition
en yles de σ (respetivement τ) est donnée par l'ordre ylique sur les arêtes autour des
sommets blans (respetivement noirs).
Cette bijetion entre paires de permutations et artes biolores dont les arêtes sont éti-
quetées prolonge une onstrution de Goulden et Jakson ([GJ92℄). Elle a l'avantage que le
produit des permutations est failement lisible sur la arte.
Soit C une arte biolore étiquetée. Dénissons µ(C) ∈ Sn de la manière suivante : si
i ∈ {1, . . . , n} et hi la demi-arête de l'arête i ayant une extrémité blanhe, µ(i) est l'étiquette
de l'arête ontenant (σC ◦αC)2(hi) (voir paragraphe 1.3.1.2 pour les dénitions de σC et αC).
Alors :
∀σ, τ ∈ Sn, µ(Mσ,τ ) = σ ◦ τ (11)
Par ailleurs, pour n'importe quelle arte C, les yles de µ(C) sont en bijetion ave les faes
de C. La déomposition en yles du produit se lit don sur les faes de Mσ,τ .
Si l'on reprend l'exemple de la gure 2.1, on a :
σ
ex
◦ τ
ex
= (1, 2, 3, 4, 5)
et la arte orrespondante a seulement une fae.
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2.1.2 Partitions non roisées
Le groupe symétrique est engendré par l'ensemble de ses transpositions (i, j)1≤i<j≤n. Cela
permet de dénir une longueur et un ordre partiel. La forme des intervalles est intéressante
ar elle fait intervenir un objet ombinatoire lassique : les partitions non-roisées introduites
par G. Kreweras ([Kre72℄). Nous verrons dans le paragraphe 2.1.3 que l'ensemble du groupe
symétrique admet un reouvrement signé par de tels ensembles.
2.1.2.1 Graphe de Cayley et longueur d'une permutation
Dénition 2.2. Le graphe de Cayley d'un groupe G muni d'un système de générateur S (tel
que S−1 = S) est déni de la manière suivante
 Ses sommets sont les éléments du groupe G.
 il y a une arête entre g et g′ si g−1 · g′ est un élément de S
e
(1, 2) (1, 3) (2, 3)
(1, 2, 3) (1, 3, 2)
Fig. 2.2  Graphe de Cayley de S3 ave les transpositions omme générateurs
La gure 2.2 montre le graphe de Cayley du groupe S3 (la diérene entre les traits pleins
et pointillés sera expliquée plus tard). Nous appelerons longueur d'un élément g du groupe
la distane entre g et l'élément neutre e dans e graphe. C'est le nombre minimal de fateurs
néessaires pour érire g omme produit d'éléments de S.
|g| = min
g=s1·s2...·sk∀i,si∈S
k.
Il est faile de voir que |e| = 0 et que ∀s ∈ S, |s| = 1. De plus, grâe à l'assoiativité de la loi
de groupe, la distane entre 2 points quelonques du graphe est donné par d(g, g′) = |g−1 ·g′|.
L'inégalité triangulaire implique don que :
|g · g′| ≤ |g|+ |g′|.
Quand il y a égalité, nous dirons que g est inférieur à g · g′ ou que g, g′ est une fatorisation
minimale de g · g′. Cei dénit un ordre partiel ≤S sur le groupe G. Si g ≤S g′, on appelera
intervalle [g; g′] l'ensemble des éléments h tels que g ≤S h ≤S g′. C'est aussi l'ensemble des
éléments situés sur une géodésique (hemin de longueur minimale) entre g et g′. Par exemple,
l'intervalle [e; (1, 2, 3)] est représenté en trait plein sur la gure 2.2. L'étude de es intervalles
se ramène au as où g = e ar [g, g′] ≃ [e, g−1g′].
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2.1.2.2 Fatorisation minimale d'un grand yle
Revenons au as partiulier du groupe symétrique généré par l'ensemble des transposi-
tions. La longueur a ii une expression ompate :
|σ| = n− |C(σ)|. (12)
Nous allons dérire les intervalles du type [e; π] graphe de Cayley. Commençons par le
as où π est un grand yle. Les transpositions formant un ensemble stable par onjugaison,
nous pouvons supposer que π = (1, . . . , n).
Commençons par la remarque suivante : soit σ ∈ [e; (1, . . . , n)], notons τ = σ−1(1, . . . , n),
par dénition :
|σ|+ |τ |= |(1, . . . , n)| =n− 1
don |C(σ)|+ |C(τ)|=2n− (n− 1)=n+ 1
La arte Mσ,τ a don n + 1 sommets. Or elle a n arêtes et est onnexe (ar elle n'a qu'une
fae), 'est don un arbre. En fait, omme Goulden et Jakson l'ont remarqué dans [GJ92℄,
l'intervalle [e; (1, . . . , n)] ou, de manière équivalente, les fatorisations minimales d'un grand
yle sont en bijetion ave les arbres planaires bioloriés ave une arête marquée.
Cet intervalle peut aussi être mis en bijetion ave un autre objet ombinatoire lassique :
les partitions non roisées. Il existe une bijetion simple entre partitions non roisées et ar-
bres planaires enrainés (tous deux omptés par les nombres de Catalan), on pourrait don
obtenir une bijetion ave [e; (1, . . . , n)] par omposition, mais il est intéressant de voir que
elle-i a une onstrution direte très simple.
Dénition 2.3. Un roisement d'une partition Π de {1, . . . , n} est un quadruplet (a, b, c, d)
ave a < b < c < d tel que :
 a et c sont dans la même part de Π.
 b et d sont dans la même part de Π, mais dans une part diérente de elle ontenant
a et c.
Une partition sans roisements est dite non-roisée. L'ordre de ranement sur les partitions
d'un ensemble (Π ≤ Π′ si toute part de Π est inluse dans une part de Π′) munit, par in-
dution, l'ensemble NC(n) des partitions non roisées de {1, . . . , n} d'un ordre partiel.
Moralement, si on plae les entiers sur un erle et que l'on relie entre eux (par l'intérieur)
les diérents éléments d'une même part, il ne doit pas y avoir de roisements. La gure 2.3
illustre ette dénition.
L'ensemble ordonné NC(3) est représenté sur la gure 2.4. Il est faile de voir qu'il est
isomorphe à l'intervalle [e; (1, 2, 3)] de S3 pour l'ordre déni au paragraphe préédent (voir
gure 2.2). Ce résultat est en fait général (voir par exemple [Bia97℄) :
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1
2
3
4
5
6
7
8
Π =
{{1, 4, 7}, {2}, {3, 6, 8}, {5}}
1
2
3
4
5
6
7
8
Π =
{{1, 5, 8}, {2, 4}, {3}, {6, 7}}
Fig. 2.3  Seule la partition de droite est non-roisée.
{{1}, {2}, {3}}
{{1, 2}, {3}}
{{1, 3}, {2}} {{1}, {2, 3}}
{{1, 2, 3}}
Fig. 2.4  L'ensemble ordonné NC(3) (plus petit élément en haut)
Proposition 2.3. Soit n ≥ 1. Notons Part(n) l'ensemble des partitions de l'ensemble
{1, . . . , n}. L'appliation
Sn −→ Part(n)
σ 7−→ C(σ)
dénit un isomorphisme d'ensembles ordonnés entre l'intervalle [e, (1, . . . , n)] et NC(n).
L'appliation réiproque peut être dérite ainsi : si Π est une partition non roisée de
{1, . . . , n}, son image σΠ assoie à un entier j entre 1 et n appartenant à la part Ei de Π,
l'élément qui suit j dans Ei ('est-à-dire le plus petit élément de Ei stritement plus grand
que j s'il existe ou le plus petit élément de Ei sinon). Par exemple, l'image réiproque de la
partition de droite de la gure 2.3 est (1, 5, 8) · (2, 4) · (6, 7).
Cette desription de l'intervalle [e, (1, . . . , n)] ≃ NC(n) donne en fait une desription de
tous les intervalles ar on peut montrer que si π = c1 · . . . · cℓ (déomposition en produit de
yles à supports disjoints) est de type λ, alors, en tant qu'ensembles ordonnés, on a :
[e, π] ≃
ℓ∏
i=1
[e; ci] ≃
ℓ∏
i=1
NC(λi).
2.1.3 Reouvrement du groupe symétrique
Le paragraphe préédent dérit l'ensemble des permutations σ ∈ [e; (1, . . . , n)] ou, autre-
ment dit, l'ensemble des fatorisations minimales σ · τ = (1, . . . , n). Nous allons maintenant
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nous intéresser à l'ensemble de toutes les fatorisations (ou à tout le groupe symétrique si
on ne retient que le premier élément).
2.1.3.1 Genre des fatorisations
La arte Mσ,τ assoiée à une fatorisation de (1, . . . , n) a une seule fae. Elle ne peut
don être planaire que si 'est un arbre, 'est-à-dire que la fatorisation est minimale. En
général, ette arte a pour genre :
g =
1
2
(|σ|+ |τ | − |(1, . . . , n)|). (13)
Nous appelerons abusivement g genre de la fatorisation σ, τ ou de la permutation σ.
Plaçons les fatorisations du yle (1, . . . , n) sur un diagramme en fontion des longueurs
|σ| et |τ | omme sur la gure 2.5 (où n = 6) : haque point représente l'ensemble des fatori-
sations pour lesquelles le ouple (|σ|, |τ |) prend la valeur indiquée. Par exemple le point en
haut à gauhe orrespond à la seule fatorisation (e, (1, . . . , n)), son voisin aux fatorisation
((i, j), (i, j) · (1, . . . , n)), . . .
(0, 5) (1, 4) (2, 3) (3, 2) (4, 1) (5, 0)
(2, 5)
(3, 4) (4, 3)
(5, 2)
(4, 5) (5, 4)
factorisations minimales
factorisations de genre 1
factorisations de genre 2
Signiation des arêtes :
en trait plein : pour tout élément dans une des deux extrémités de l'arête, on peut trouver
un élément dans l'autre auquel il est relié dans le graphe de Cayley.
en pointillé : Il existe deux éléments, un dans haune des deux extrémités, reliés l'un à
l'autre.
Fig. 2.5  Diagramme des fatorisations de (1, 2, 3, 4, 5, 6)
Le fait que toutes les arêtes horizontales soient pleines orrespond au lemme 5.16. Cela
permet de majorer le nombre de permutations ayant un genre donné (voir paragraphe 5.4.2).
On ne peut par ontre pas toujours remonter dans le diagramme en suivant le graphe de
Cayley.
2.1.3.2 Constrution du reouvrement
Il n'existe pas, pour les permutations d'un genre donné, de desription aussi ompate
que elle dérite en genre 0 au paragraphe préédent. Néanmoins, dans le paragraphe 6.4,
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nous montrons qu'il existe une famille d'intervalles [σ, τ ] ave des multipliités de telle sorte
que :
1. les fatorisations (σ, σ−1(1, . . . , n)) et (τ, τ−1(1, . . . , n)) ont des positions symétriques
par rapport à l'axe vertial entral dans le diagramme de la gure 2.5. En partiulier,
toutes les permutations d'un tel intervalle ont le même genre ;
2. le signe d'un intervalle est +1 si (σ, σ−1(1, . . . , n)) est sur le bord, −1 si elle est à
distane 1 du bord, +1 si elle est à distane 2, . . . ;
3. Pour toute permutation π, la somme des multipliité des intervalles auquel elle appar-
tient est égale à 1. On parle de reouvrement signé du groupe symétrique.
Les intervalles auxquels appartient une permutation π sont failes à déterminer à partir
de la déomposition de C = Mπ,π
−1(1,2,...,n)
introduite au hapitre préédent (voir paragraphe
1.3.2.2).
En eet, onsidérons une forêt F qui apparaît dans D(M) ave un oeient ε (0 ou
±1). Prenons par exemple π = (14)(253), on a π−1(12345) = (13)(254) et la arte C est elle
de la gure 2.1. Comme on l'a vu dans l'exemple du paragraphe 1.3.2.2, l'arbre en trait plein
sur la gure 2.6 a pour oeient +1 dans D(M).
Fig. 2.6  Carte C ontenant un arbre T en trait plein.
On remplae alors haque omposante onnexe de F dans la arte C par un polygone
ayant deux fois plus d'arêtes en gardant les étiquettes sur une arête sur deux. Cei peut être
fait en onservant l'ordre ylique autour des sommets. La gure 2.7 illustre ei dans le as
de l'arbre de la gure 2.6.
Cette nouvelle arte dénit un intervalle du groupe symétrique qui apparaît ave la mul-
tipliité ε dans notre reouvrement. Les artes orrespondant à ses éléments sont obtenues en
ompressant le(s) polygone(s) en arbre(s). Pour avoir le minimum (resp. maximum) de l'in-
tervalle, il faut ompresser en un arbre ave un seul sommet noir (resp. blan). Voii (gure
2.8) dans notre exemple les artes orrespondant aux minimum et maximum de l'intervalle.
Étant donnée une permutation, haque forêt de D(C) orrespond ainsi à un intervalle
du reouvrement auquel la permutation appartient (ii [(2, 5, 3); (1, 2, 5, 3, 4)] qui ontient
eetivement π).
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Fig. 2.7  On remplae l'arbre par un polygone régulier ayant deux fois plus d'arêtes.
Fig. 2.8  Cartes orrespondant au minimum et au maximum de l'intervalle
Tous les intervalles du reouvrement sont obtenus ainsi. Le lemme 6.19 assure que le
oeient de l'intervalle [σ; τ ] ne dépend pas de la permutation π hoisie au départ. La
somme des oeients dans D(C) étant 1, on onstruit bien ainsi un reouvrement signé.
2.1.3.3 Motivation
Ce reouvrement est important dans l'étude des polynmes de Kerov : en eet, l'idée
sous-jaente au lemme 3.7 est ette onstrution. Les oeients de es polynmes orres-
pondent aux nombres d'intervalles de taille donnée dans notre reouvrement. L'existene
d'un tel reouvrement et e lien avait été onjeturé par P. Biane ([Bia03℄). Nous apportons
don ii une réponse positive à ette onjeture mais malheureusement notre onstrution
n'est pas très expliite (le alul de D(C) est réursif) : il serait don intéressant de voir si
le théorème 1.4 (qui permet d'éviter la réursivité pour déterminer le nombre de forêts min-
imales apparaissant) ne permet pas de omprendre ertaines propriétés de e reouvrement.
On peut faire la même hose pour les fatorisations d'un élément quelonque du groupe
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(pas néessairement un grand yle), mais dans e as on onstruit un reouvrement qui
n'a pas la propriété 2, à moins de se limiter aux fatorisations dont la arte est onnexe.
De nouveau, la ombinatoire de e reouvrement est liée aux oeients des polynmes de
Kerov généralisés.
2.1.4 Les éléments de Juys-Murphy
Dans e paragraphe, nous ne regardons plus des produits de transpositions, mais de er-
taines sommes formelles de transpositions dans l'algèbre de groupe : les éléments de Juys-
Murphy. Ils ont été dénis dans les travaux de A. Juys ([Ju74℄) et G. Murphy ([Mur81℄)
et jouent un rle important dans la théorie des représentations du groupe symétrique (voir
par exemple [OV96℄).
Dénition 2.4. Soit n ∈ N. Pour i = 1 . . . n, le i-ième élément de Juys-Murphy est déni
par :
ξi =
∑
j<i
(j, i) ∈ C[Sn]. (14)
Ces éléments engendrent une sous-algèbre ommutative maximale du groupe symétrique.
L'ensemble des fontions symétriques en les ξi est exatement le entre Z
(
C[Sn]
)
de l'agèbre
du groupe symétrique. Les fontions élémentaires ont une expression partiulièrement élé-
gante :
ed(ξ1, . . . , ξn) =
∑
σ∈Sn
|C(σ)|=n−d
σ. (15)
Ce résultat lassique peut en fait être ané légèrement par le lemme suivant, qui est utilisé
dans la preuve du théorème 2.7 présentée au hapitre 4.
Lemme 2.4. Soit n > 0 et a1, . . . , an des nombres quelonques :
(a1 + ξ1) (a2 + ξ2) . . . (ak + ξk) =
∑
σ∈Sk

 ∏
c∈C(σ)
amin(c)

 σ. (16)
Il y a une autre manière de dérire Z
(
C[Sn]
)
à partir des éléments de Juys-Murphy.
Considérons
ξn+1 =
n∑
j=1
(j, n+ 1) ∈ C[Sn+1]
Cet élément appartenant à C[Sn+1], nous allons avoir besoin de l'appliation linéaire :
projn :
C[Sn+1]−→ C[Sn]
σ ∈ Sn+1 7→
{
σ si σ(n+ 1) = n + 1;
0 sinon.
Cela permet de dénir des éléments Mkn = projn
(
ξkn+1
)
. Par exemple M1 = 0 et M2 = n.
Comme projn n'est pas un morphisme d'anneau, Mk1 ·Mk2 6=Mk1+k2 en général.
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Les monmes en les Mk sont alors des éléments du entre de l'algèbre du groupe qui
peuvent s'érire sur la base usuelle des Cλ.
Mk =
∑
λ⊢n
gnλ,kCλ
Comme dans le paragraphe 2.1.1.1, si λ ⊢ r, on peut la ompléter en une partition
λ˜ = λ1n−r pour r ≤ n. Enore une fois, l'utilisation des aλ;n plutt que des Cλ˜ permet
d'obtenir des expressions ave des oeients indépendants de n :
Mk =
∑
r≤n
∑
λ⊢r
g′λ,kaλ;n, (17)
où les g′λ,k ne dépendent pas de n. Ce résultat est prouvé par P. Biane dans [Bia03℄. Cette
formule peut être inversée : il existe un polynme Pλ tel que :
∀n, aλ;n = Pλ(M2,M3, . . .). (18)
Remarque. Il est lair que toutes les permutations apparaissant dansMk ont la même parité
que k. Cei implique que les partitions λ pour lesquelles g′λ,k est non nul vérient :∑
i
(λi − 1) ≡ k[2]
Cette propriété se onserve en érivant les aλ;n en fontion des M : la somme des indies
d'un monme dont le oeient est non nul a toujours la même parité que |λ|+ ℓ(λ).
2.2 Théorie des représentations et aratères
Les représentations irrédutibles du groupe symétrique Sn sont indexées par les partitions
de n. La valeur des aratères sur une permutation donnée dénit don une fontion sur les
diagrammes de Young de taille n, dont l'étude est le l direteur de es travaux.
Après avoir rappelé quelques résultats sur les représentations irrédutibles du groupe
symétrique, nous donnons quelques manières de aluler les aratères. La dernière formule
(paragraphe 2.2.5) onstitue un résultat nouveau et est utilisée dans les hapitres 5, 6 et 7
de ette thèse.
2.2.1 Représentations irrédutibles du groupe symétrique
Dénition 2.5. Soit G un groupe. On appelle représentation de G sur C tout ouple (V, ρ)
où V est un C-espae vetoriel de dimension nie et ρ un morphisme de G dans GL(V ).
Une représentation telle que V n'ait pas de sous-espae non trivial stable par tous les ρ(g)
est dite irrédutible.
Dans le as où G est ni, toute représentation de G peut être déomposé en somme
direte de représentations irrédutibles (G est dit semi-simple, théorème de Mashke). Cette
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déomposition est alors unique à l'ordre des fateurs près. On s'intéresse don uniquement
aux représentations irrédutibles.
Proposition 2.5. Le nombre de représentations irrédutibles (diérentes à isomorphisme
près) d'un groupe ni G est égal à son nombre de lasses de onjugaison.
Dorénavant, nous onsidérons uniquement le as où G = Sn. La proposition 2.5 et le
orollaire 2.2 impliquent que le nombre de représentations irrédutibles de Sn est égale au
nombre de partitions λ ⊢ n.
En fait, il existe une bijetion anonique entre es deux objets. Dans le paragraphe
2.2.1.1, nous présentons une onstrution de la représentation irrédutible (Vλ, ρλ) assoiée à
une partition donnée λ (il existe plusieurs onstrutions qui aboutissent à des représentations
isomorphes). Le paragraphe 2.2.1.2 dérit une base de Vλ, ainsi que l'ation des éléments de
Juys-Murphy.
Ces résultats sont lassiques et peuvent être trouvés dans la vaste littérature sur le sujet
(voir par exemple [Sag01℄).
2.2.1.1 Projeteur de Young
Soit λ une partition de n. Nous allons onstruire la représentation irrédutible de Sn
assoiée à λ.
Considérons le diagramme de Young assoié à λ et remplissons-le de manière quelonque
ave une fois haque nombre de 1 à n (on obtient un tableau T0 de forme λ). Le groupe
symétrique agit naturellement sur l'ensemble des tableaux de forme λ. Une ase de T on-
tenant l'entier i ontient σ(i) dans σ · T . On peut alors onsidérer les sous-groupes L(T0)
(respetivment C(T0)) de Sn laissant les lignes (respetivement les olonnes) de T0 invari-
antes. Posons :
aT0=
∑
σ∈L(T0)
σ;
bT0=
∑
σ∈C(T0)
sgn(σ)σ;
cT0=aT0 · bT0 .
On peut alors montrer qu'il existe un rationel αT0 tel que :
c2T0 =
1
αT0
cT0 .
L'opérateur pT0 = αT0cT0 est don un projeteur. L'ation du groupe symétrique Sn par
multipliation à gauhe sur VT0 = C[Sn] · pT0 dénit une représentation de Sn.
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Proposition 2.6. Cette représentation est irrédutible et ne dépend (à isomorphisme près)
que de la forme λ du tableau T0 hoisi au départ. De plus, si l'on onsidère deux formes
λ 6= λ′, les représentations ainsi onstruites ne sont pas isomorphes.
On a ainsi onstruit à partir d'une partition λ la représentation assoiée. Il existe d'autres
manières de faire ette onstrution (omme les modules de Speht) qui aboutissent bien sûr
à la même représentation. Mais nous avons hoisi de présenter elle-i dans ette thèse ar
elle est utilisée au paragraphe 5.2.3 pour des aluls de aratère.
2.2.1.2 Base de Young et ation des éléments de Juys-Murphy
On peut dérire ombinatoirement une base de l'espae Vλ de la manière suivante :
Vλ =
⊕
T∈SY T (λ)
CeT ,
où la somme parourt l'ensemble SY T (λ) des tableaux standards de forme λ, 'est-à-dire les
remplissages du diagramme λ ave les nombres de 1 à n tels que les lignes et les olonnes
soient stritement roissantes.
De plus, les éléments de Juys-Murphy (voir paragraphe 2.1.4) agissent diagonalement
sur ette base. Si on appelle ontenu de la j-ième ase de la i-ième olonne d'un diagramme
de Young la quantité j − i, la valeur propre de ξh sur le veteur eT est le ontenu ch(T ) de
la ase du tableau remplie ave la lettre h. Autrement dit,
ρλ(ξh)(eT ) = ch(T )eT (19)
Les éléments de Juys-Murphy ξh sont don très utiles ar :
 Leur expression dans l'algèbre du groupe symétrique est simple ;
 Leur ation sur Vλ, et don leur aratère (et le aratère de polynmes en les ξh) sont
simples.
2.2.2 Caratères entraux
Pour étudier une représentation (V, ρ), il est ommode de regarder son aratère, 'est-à
dire la fontion :
χρ :
G−→C
g 7−→trV (ρ(g))
Cela peut sembler une perte d'information mais :
 La multipliité d'une représentation irrédutible dans une représentation donnée se
alule failement à partir des aratères. Deux représentations (irrédutibles ou non)
ayant le même aratère sont don isomorphes.
 Les onstrutions usuelles sur les représentations (somme direte, produit tensoriel,
indution, restrition) peuvent être traduites failement sur le aratère.
Le aratère d'une représentation est une forme linéaire sur l'algèbre du groupe. Nous
onsidèrerons ii le plus souvent le aratère normalisé χˆρ = χρ/χρ(1). En eet il a l'avantage
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de présenter la propriété suivante : si la représentation (V, ρ) est irrédutible, sa restrition
au entre de C[G] est un morphisme d'anneau ar les éléments du entre Z(C[G]) agissent
omme un multiple de l'identité sur V (lemme de Shur).
Ainsi, dans le as du groupe symétrique, si on note F(Yn,C) l'anneau des fontions de
l'ensemble Yn des partitions de taille n dans C pour la somme et la multipliation point par
point, l'appliation :
Z(C[Sn])−→F(Yn,C)
x7−→(λ 7→ χˆρλ(x))
est un morphisme d'anneau injetif.
Rappelons que nous avons onstruits dans le paragraphe 2.1.1.1 des suites d'éléments
(aλ;n)n>0 (ave aλ;n ∈ Z(C[Sn])) qui engendrent linéairement un espae stable par multiplia-
tion. Les images de es éléments engendrent don linéairement une sous-algèbre de F(Y ,C),
appelée algèbre des fontions polynomiales sur les diagrammes de Young (voir [KO94℄). On
notera don :
Σµ : λ 7→ χˆρλ
(
aλ;n
)
= |λ|(|λ| − 1) . . . (|λ| − |µ|+ 1)χˆρλ(σ),
où σ est une permutation quelonque de type µ (attention au hangement de plae de λ et
µ, le aratère est maintenant vu omme une fontion de λ).
Ces fontionsΣµ engendrent linéairement une algèbre que nous noterons Λ
⋆
. Nous étudierons
ette algèbre en détail dans le hapitre 3 : graduation, bases intéressantes et formules de
hangements de bases... Les trois paragraphes suivants donnent diérentes formules pour Σµ
qui seront utilisées dans le hapitre suivant.
2.2.3 Formule de Frobenius
Ce paragraphe onerne le as où µ est une partition de longueur 1 (µ = (k)). Le ara-
tère entral Σk peut alors s'exprimer omme le résidu d'une série alulable à partir de la
ombinatoire du diagramme. Cette formule est due à Frobenius.
Considérons un diagramme de Young λ. Si on tourne le diagramme de 45vers la gauhe
et que l'on multiplie les proportions par
√
2 (an que les points aient des oordonnées en-
tières), le diagramme peut être vu omme une fontion w ontinue ane par moreaux de
pente ±1 tel que w(x) = |x| pour x susamment grand. La gure 2.9 montre ette fontion
dans le as du diagramme de la gure 1.1 (partition 4, 2, 2, 1).
Cette fontion w (et don le diagramme λ) est entièrement déterminée par ses minima
et maxima loaux, 'est-à-dire par deux suites entrelaées x0 < y1 < x1 < . . . < yl < xl.
Considérons alors la fontion :
Hλ(z) =
l∏
i=0
(z − xi)
l∏
j=1
(z − yj)
.
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x0 y1 x1 y2 x2 y3 x3
Fig. 2.9  Représentation du diagramme de Young (4, 2, 2, 1) à la Russe
On peut maintenant énoner la formule de Frobenius :
Σk(λ) = −1
k
[z−1]Hλ(z)Hλ(z − 1) . . .Hλ(z − k + 1). (20)
Sous ette formulation, ette formule peut être trouvée dans l'artile [Bia03, setion 5℄.
Nous la présentons ii ar elle nous permettra de déterminer failement le terme dominant de
Σk (voir paragraphe 3.1 où l'on introduit une graduation sur Λ
⋆
). Elle est aussi très pratique
pour des aluls analytiques sur les polynmes de Kerov (voir par exemple [GR07℄). Tout
ei peut être étendu à des aluls de aratères sur des permutations ayant plusieurs yles
non triviaux (voir [R08℄).
2.2.4 Elément de Juys-Murphy et moment de la mesure de tran-
sition
Les propriétés du paragraphe 2.2.1.2 permettent de aluler immédiatement le aratère
sur un polynme symétrique en les éléments de Juys-Murphy :
χˆρλ
(
P (ξ1, . . . , ξn)
)
= P (Cλ),
où Cλ est la liste des ontenus des ases du diagramme λ.
L'ation des éléments Mkn est plus diile à omprendre. Comme e sont des éléments
entraux de C[Sn], ils agissent diagonalement sur haque Vλ, la question porte don sur les
valeurs propres Mk(λ). Par ailleurs, on sait que les valeurs propres de ξn+1 sur une représen-
tation irrédutible Vλ′ de Sn+1 sont les ontenus des n + 1-ième ase des tableaux de forme
λ′. Heuristiquement, on peut penser que Mk(λ) fait don intervenir les puissanes k-ièmes
des ontenus des n + 1-ièmes ases virtuelles du diagramme λ. Ces ases virtuelles sont les
endroits où l'on peut ajouter une ase au diagramme λ, leurs ontenus sont exatement les xi.
Ce problème est résolu par P. Biane ([Bia98, proposition 3.3℄). Si on note
αi =
dim(Vλ(xi))
(n+ 1) · dim(Vλ) ,
où λ(xi) est le diagramme obtenu en ajoutant une ase de ontenu xi à λ, alors
Mk(λ) = χˆ
λ(Mkn) =
l∑
i=0
αix
k
i =
∫
R
xkdµ, (21)
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où dµ =
∑
αiδxi . Cette mesure introduite par Kerov est appelée mesure de transition du
diagramme λ. Elle est liée ave la fontion Hλ du paragraphe préédent, qui est exatement
l'inverse de sa transformée de Cauhy Gλ :
Gλ(z) =
1
Hλ(z)
=
∫
R
1
z − xdµ(x).
Rappelons que les Mkn s'érivent omme une ombinaison linéaire des aλ;n ave des o-
eients ne dépendant pas de n (paragraphe 2.1.4). Cei impliquent que les Mi sont des
ombinaisons linéaires de aratères entraux et appartiennent à l'algèbre Λ⋆. À nouveau
ette formule peut être inversée et on obtient l'expression suivante des aratères :
Σµ(λ) = Pµ(M2(λ),M3(λ), . . .).
L'avantage d'une telle expression par rapport à elle que l'on aurait pu obtenir ave les autres
éléments de Juys-Murphy est la ompatibilité des Mi ave des homothéties du diagramme
λ (voir paragraphe 3.1.2, où l'on traduit ette propriété en termes d'éléments homogènes).
2.2.5 Une nouvelle formule ombinatoire pour le aratère
Les formules des paragraphes préédents pour les valeurs des aratères sont impliites :
la première fait intervenir le alul d'un résidu, la seonde l'inversion d'une matrie dont
les oeients sont dérits de manière ombinatoire et pour lesquelles on ne onnaît pas de
formule lose.
Nous donnons dans e paragraphe une formule ombinatoire expliite pour le aratère
entral Σµ dans l'algèbre N du paragraphe 1.2.2.
Théorème 2.7. Soient µ ⊢ k une partition. Le aratère entral Σµ est donné par la formule
suivante :
Σµ =
∑
τ,τ∈Sk
τ ·τ=σ
(−1)|C(σ)|+|C(τ)|N(M τ,τ ), (22)
où σ est une permutation de Sk de type µ et les notations N et M sont elles dénies
aux paragraphes 1.1.2 et 2.1.1.2. L'égalité i-dessus doit être omprise omme égalité entre
fontions de l'ensemble des diagrammes de Young.
Exemple. Considérons le as où µ = (2). On a alors σ = (12) qui a 2 fatorisations dans S2 :
soit (τ, τ) = ((12), Id2) soit (τ, τ) = (Id2, (12)). Les artes orrespondantes sont les suivantes :
M1 =
(1, 2)
(2)
(1)
1
2
, M2 =
(1, 2)
(2)
(1)
1
2
.
Les fontions N assoiées sont très simples (on utilise la notation λ′ pour la partition on-
juguée de λ) :
Nλ(M1) =
∑
i
(λi)
2, Nλ(M2) =
∑
i
(λ′i)
2.
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Notre théorème donne dans e as l'expression suivante du aratère :
Σ(2)(λ) =
∑
i
(λi)
2 −
∑
i
(λ′i)
2.
Le théorème 2.7 onstitue un résultat nouveau de ette thèse. Il avait été onjeturé par
R. P. Stanley [Sta06℄ et est prouvé de deux manières diérentes dans le hapitre 4 et le
paragraphe 5.2.3.
Elle est l'outil prinipal de l'étude des polynmes de Kerov d'une part (partie III) et des
résultats sur le omportement asymptotique des valeurs des aratères du hapitre 5 d'autre
part. Le hapitre 3 présente les liens entre es diérents objets.
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3
Diérentes bases d'une algèbre graduée
Résumé
Dans le hapitre préédent, nous avons introduit une algèbre Λ⋆ de fontions sur l'ensemble
des digrammes de Young engendrée par les aratères entraux. Nous allons maintenant la
munir d'une graduation qui permet de répondre à ertains problèmes asymptotiques sur les
représentations des groupes symétriques. Pour ela, il est utile d'érire les aratères entraux
en fontion d'éléments homogènes. Les polynmes de Kerov sont une de es éritures et sont
étudiés en détail dans le paragraphe 3.3.
3.1 Une algèbre graduée
Dans e paragraphe, nous allons dénir une graduation sur Λ⋆. Cei sera réalisé en la
plongeant dans une algèbre de polynmes (paragraphe 3.1.1). Pour ette graduation, les
aratères entraux ne sont pas homogènes ; nous allons dérire au paragraphe 3.1.2 leur
omposante de plus haut degré. Par ailleurs, ette graduation est liée au omportement
asymptotique des valeurs des fontions sur les diagrammes de Young (paragraphe 3.1.4).
3.1.1 Polynmes de Stanley
Étant donnée une fontion polynmiale sur l'ensemble des diagrammes de Young F ∈ Λ⋆,
nous pouvons onsidérer sa omposée ave l'appliation dénie au paragraphe 1.1.1, qui
assoient à des suites d'entiers p et q un diagramme de Young :
(p,q) 7−→ λ(p,q) 7−→ F (p,q) := F (λ(p,q))
Or le théorème 2.7 et l'équation (2) page 25 montrent que, si F est un aratère entral Σµ,
la fontion ainsi obtenue est un polynme en p et q. Comme Λ⋆ est engendrée par les Σµ,
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ei est vrai pour toute fontion F .
Ce polynme est appelé polynme de Stanley de F : il a été introduit pour les aratères
entraux dans l'artile [Sta03℄ mais l'expression expliite du théorème 2.7 n'est établie dans
et artile que quand λ est une partition retangulaire.
Réiproquement, un polynme en p et q n'est pas néessairement le polynme de Stanley
d'une fontion F ∈ Λ⋆. Dans le paragraphe 7.4.2, nous établissons des relations néessaires
entre les oeients, mais la question d'une aratérisation reste ouverte. Ces relations sont
utilisées dans le paragraphe 7.7.
Ce plongement de Λ⋆ dans C[p,q] permet de dénir une graduation : un élément est
homogène de degré d si son polynme de Stanley l'est. Notons qu'une multipliation par une
même onstante c des p et des q onsiste à faire une homothétie du diagramme λ, 'est-à-dire
multiplier la longueur de haque ligne par c et reopier c fois haque ligne (on notera c · λ
le diagramme obtenu). La dénition d'un élément homogène de degré d peut être formulée
ainsi :
∀λ ∈ Y , c ∈ N⋆, F (c · λ) = cdF (λ). (23)
Remarque. On pourrait s'intéresser à d'autres graduations de l'algèbre Λ⋆ : par exemple en
utilisant le fait que les aratères entraux s'érivent aussi omme des polynmes en fontion
des oordonnées de Frobenius (voir [KO94℄). Cei donnerait une graduation et une ltration
assoiée diérentes sur Λ⋆ (et ensemble admet de nombreuses ltrations, voir [IK99℄).
3.1.2 Termes de plus haut degré du aratère : les umulants libres
Dans le hapitre préédent, nous avons introduit deux familles intéressantes dans l'al-
gèbre Λ⋆ : les aratères entraux Σµ et les moments de la mesure de transition Mi. Nous
allons aluler leur degré, voir que la seonde est homogène et dérire le terme de plus haut
degré de la première, dénissant ainsi une nouvelle famille de fontions polynmiales : les
umulants libres.
Rappelons (voir paragraphe 2.2.4) que les Mi(λ) sont les moments de la mesure dµ dont
la transformée de Cauhy est :
Gλ(z) =
∫
R
1
z − xdµ(x) =
∞∑
i=0
Mi(λ)z
−i−1 =
l∏
j=1
(z − yj)
l∏
i=0
(z − xi)
= z−1
l∏
j=1
(1− yj/z)
l∏
i=0
(1− xi/z)
,
où les xi et les yj sont eux apparaissant sur la gure 2.9. Cei implique que les Mi sont des
polynmes homogènes de degré i en les xi et les yj. Or eux-i peuvent s'exprimer failement
omme des ombinaisons linéaires de p et de q :
x0 = −
l∑
i=1
pi; y1 = −
l∑
i=1
pi + ql; x1 = −
l−1∑
i=1
pi + ql; . . .
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Don les Mi sont des polynmes homogènes de degré i en les variables p et q, 'est-à-dire
des éléments homogènes de degré i de Λ⋆.
Regardons maintenant les aratères entraux Σµ. La formule de Frobenius peut se
réérire :
Σk = −1
k
[z−(k+1)]
∏(
1− xi/z
) ·∏(1− (xi + 1)/z) . . .∏(1− (xi + k − 1)/z)∏(
1− yj/z
) ·∏(1− (yj + 1)/z) . . .∏(1− (yj + k − 1)/z) .
Cei implique que Σk est un polynme homogène de degré k + 1 en les variables
(xi + h) 0≤i≤l
0≤h≤k−1
et (yj + h) 1≤j≤l
0≤h≤k−1
.
C'est don un polynme non homogène de degré k + 1 en les xi et yj (ou de manière
équivalente en p et q). Sa omposante homogène de degré maximal, que l'on notera Rk+1,
peut être obtenue en enlevant les déalages dans la formule de Frobenius :
Rk+1(λ) = −1
k
[z−1]Hλ(z)k. (24)
On reonnaît la formule d'inversion de Lagrange : la série K(z) = z−1 +
∑
i≤1Riz
i−1
est
l'inverse ompositionnel de G(z). Cette onstrution apparaît dans la théorie des probabilités
libres et les Ri sont appelés umulants libres. Les expressions des Ri en fontion des Mi sont
onnues et réiproquement (voir paragraphe 3.2.1).
Notons que la formule de Frobenius généralisée de l'artile [R08℄ permet de la même
manière de voir que Σµ est un polynme non homogène de degré |µ| + ℓ(µ) en les p et q,
dont la omposante de plus haut degré est
∏
Rµi+1.
Les umulants libres sont apparus pour la première fois dans le livre I.G. Madonald
[Ma95, ex I.2.24℄ mais leurs lien ave les probabilités libres et les aratères normalisés du
groupe symétrique ont été mis en évidene par P. Biane [Bia98℄.
3.1.3 Graduation de l'algèbre N
Nous avons introduit une graduation en plongeant Λ⋆ dans C[p,q]. Or, dans le para-
graphe 1.1.2, nous avons déni des fontions N(G) sur les diagrammes de Young qui, bien
que n'appartenant pas à l'algèbre Λ⋆, peuvent aussi s'érire omme des polynmes homogènes
en p et q. On en déduit immédiatement une formule ombinatoire pour les umulants libres
semblable au théorème 2.7.
Rappelons, que, si G est un graphe bipartite, la fontion N(G) peut s'érire ainsi (voir
paragraphe 1.1.2) :
Nλ(p,q)(G) =
∑
ϕ:V (G)→N
∏
b∈V◦
pϕ(b)
∏
n∈V•
qψ(n).
C'est un polynme homogène en p et q dont le degré est le nombre total de sommets du
grapheG. Comme le aratère Σµ s'érit omme une ombinaison linéaire de N(G) (théorème
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2.7), il sut de regarder le nombre de sommets des graphes orrespondants pour onnaître
son degré.
Par onstrution, le graphe sous-jaent à la arte M τ,τ a |C(τ)| sommets blans et |C(τ)|
sommets noirs. Il faut don regarder les valeurs possibles de |C(τ)| + |C(τ)| quand (τ, τ)
parourt l'ensemble des fatorisations dans S|µ| d'une permutation σ de type µ. Les résultats
(lassiques) du paragraphe 2.1.2.2 permettent de répondre immédiatement à ette question :
si τ · τ = σ, alors
|C(τ)|+ |C(τ)| ≤ n+ |C(σ)|.
ave égalité ssi (τ, τ) est une fatorisation minimale de σ (on onnaît une desription ombi-
natoire de l'ensemble de es fatorisations à base de partitions non roisées). En partiulier,
on retrouve le fait que Σµ est un polynme non homogène de degré |µ|+ ℓ(µ) et ela donne
une nouvelle formule pour la omposante de plus haut degré de Σk :
Rk+1 =
∑
τ,τ∈Sk
(τ,τ) fatorisation
minimale de (12...k)
(−1)1+|C(τ)|N(M τ,τ ) (25)
Cette formule sera utilisée dans le paragraphe 3.3.2.1. Une démonstration direte a été
donnée par A. Rattan dans [Rat07b℄.
3.1.4 Interprétation asymptotique de la graduation
La graduation que nous avons introduite est liée au aratère asymptotique des fontions
sur les diagrammes de Young. Cei est faile à voir sur les fontions N(G) et les moments.
Si λ est un diagramme de Young dont la première ligne et la première olonne ont moins de
A ases, alors :
Nλ(G) ≤ As(G)
Mi(λ) ≤ Ai
Comme toutes les fontions polynmiales peuvent s'érire omme une ombinaison de N(G)
ou un polynme en les Mi, haune de es deux équations entraîne que :
∀F ∈ Λ⋆, ∃ CF tel que ∀λ ∈ Y , F (λ) ≤ CF max(λ1, λ′1)deg(F ) (26)
Appliquée au aratère entral Σµ, ette inégalité devient :
∀µ ∈ Y , ∃ Cµ tel que ∀λ ∈ Y(ave |λ| ≥ |µ|), Σµ≤Cµmax(λ1, λ′1)|µ|+ℓ(µ)
⇐⇒ χˆλ(µ1·)≤Cµ|λ|−|µ|max(λ1, λ′1)|µ|+ℓ(µ) (27)
Dans le as où max(λ1, λ
′
1) ≤ D
√|λ| (par exemple un diagramme de Young typique sous la
mesure de Planherel, voir [KV77℄ et [KV85℄ ave D > 2), on obtient :
χˆλ(µ1·) ≤ Cµ,D|λ|−
P
(µi−1)/2
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Notons que, si on xe la partition µ, ette borne est optimale à une onstante près (voir
[Bia98℄ où P. Biane donne un équivalent de e aratère). L'avantage de la méthode présentée
ii est que l'on peut trouver une généralisation quand la taille de la partition µ varie ave
elle de λ (on peut aussi faire varier D). Il sut pour ela de ontrler le nombre de terme
de haque degré dans l'ériture de Σµ omme somme de N(G) (e qui est fait dans le
paragraphe 5.4.2). On obtient ainsi, dans le hapitre 5 de ette thèse, de nouvelles bornes
pour les aratères irrédutibles du groupe symétrique :
Théorème 3.1. Il existe une onstante a > 0 tel que, pour tout diagramme de Young λ,
|χλ(π)| ≤
[
amax
(
r(λ)
n
,
c(λ)
n
,
|π|
n
)]|π|
, (28)
où n est le nombre de ases de λ.
Pour établir e théorème, nous n'avons pas tenu ompte des signes apparaissant dans le
théorème 2.7. On peut don espérer obtenir de meilleures bornes en utilisant les polynmes
de Kerov (expressions des Σµ en fontion des R) dont les oeients sont positifs (théorème
3.5), en partiulier dans le as où λ est pris au hasard selon la mesure de Planherel (les
umulants libres, sauf R2, sont alors petits). Pour ela, il faut bien onnaître les oeients
des polynmes de Kerov (e qui est l'objetif du paragraphe 3.3). Cei est pour l'instant à
l'état de piste de reherhe. . .
Par ailleurs, nous avons vu que le omportement asymptotique d'un N(G) dépend du
nombre de sommets du graphe G. Dans la formule ombinatoire du aratère (théorème
2.7), les graphes apparaissant ont une struture de artes et ont tous le même nombres
d'arêtes et de faes. Le omportement asymptotique des termes dépend don du genre de
la arte. Le terme sous-dominant du aratère (orrespondant aux artes de genre 1) peut
ainsi être alulé expliitement (voir orollaire 6.9). Ce phénomène, appelé développement
topologique, apparaît dans de nombreux domaines (matries aléatoires, nombre d'Hurwitz,
. . . ) et est utile pour omprendre le omportement asymptotique des objets. Le théorème
3.8 (interprétation ombinatoire des oeients des polynmes de Kerov) peut aussi se lire
omme un développement topologique.
3.2 Bases de Λ
⋆
Dans e qui préède, nous avons déni plusieurs familles de fontions polynmiales sur
les diagrammes de Young. Les familles suivantes sont en fait des bases linéaires de l'algèbre
Λ⋆ :
 les aratères entraux Σµ, quand µ dérit l'ensemble des partitions ;
 la famille des monmes en les Mi (pour i ≥ 2) ;
 la famille des monmes en les Ri (pour i ≥ 2) ;
Dans e paragraphe, nous introduisons deux autres bases (3.2.1 et 3.2.2) puis regardons un
des hangements de base (3.2.3). Ce point de vue permet d'expliquer ertains résultats sur
la forme asymptotique de diagrammes de Young (3.2.4).
3.2.1. Une base liée aux polynmes de Stanley 68
3.2.1 Une base liée aux polynmes de Stanley
Les fontions polynmiales Σµ et Rl ont une expression ombinatoire expliite en tant
que polynme de Stanley (polynme en p et q) : en eet, les deux peuvent s'érire omme
somme alternée de N(G). Mais les N(G) ne sont pas dans l'algèbre et ne peuvent don pas
être exprimés en fontion d'une des bases de Λ⋆. Par exemple, on ne peut pas remplaer
haque N(G) en un polynme en les Rl pour étudier l'expression des Σµ en fontion des Rl
('est-à-dire les polynmes de Kerov, voir paragraphe 3.2.3).
Cet éueil peut être ontourné en utilisant une autre base (Sn)n≥2 de l'algèbre Λ⋆ dénie
par : ∑
i≥2
Si(λ)
zn
= ln(zGλ(z)). (29)
On peut obtenir failement les formules de hangement de base ave les R et les M . Une
manière de les établir est d'utiliser la théorie des alphabets (que nous ne détaillons pas ii)
ar, si A est la diérene de l'alphabet des x et de elui des y (voir gure 2.9), on a :
Ml=hl(A)
Rl=(−1)le∗l (A)
Sl=lim
x→0
hn(tA)
t
Pour plus de détails, nous renvoyons le leteur à l'artile [Las08℄ de M. Lassalle, qui nous
a suggéré ette interprétation. Voii les formules obtenues (ertaines sont démontrées sans
alphabet au paragraphe 7.2) :
Mn=
∑
l≥1
1
l!
(n)l−1
∑
k1,...,kl≥1
k1+···+kl=n
Rk1 · · ·Rkl ; (30)
Mn=
∑
l≥1
1
l!
∑
k1,...,kl≥1
k1+···+kl=n
Sk1 · · ·Skl; (31)
Rn=
∑
l≥1
(−1)l−1
l!
(n+ l − 2)l−1
∑
k1,...,kl≥1
k1+···+kl=n
Mk1 · · ·Mkl ; (32)
Rn=
∑
l≥1
1
l!
(−n + 1)l−1
∑
k1,...,kl≥1
k1+···+kl=n
Sk1 · · ·Skl; (33)
Sn=
∑
l≥1
(−1)l−1(l − 1)!
∑
k1,...,kl≥1
k1+···+kl=n
Mk1 · · ·Mkl ; (34)
Sn=
∑
l≥1
1
l!
(n− 1)l−1
∑
k1,...,kl≥1
k1+···+kl=n
Rk1 · · ·Rkl. (35)
L'interêt de ette nouvelle base réside dans le lemme suivant (voir paragraphe 7.4.1 pour
la démonstration) :
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Lemme 3.2. Soit F une fontion polynomiale. Elle peut être vue omme un polynme en S
et un polynme en p et q. Ces deux éritures sont liées par la relation suivante :
∂
∂Sk1
· · · ∂
∂Skl
F
∣∣∣∣
S2=S3=···=0
= [p1q
k1−1
1 · · · plqkl−1l ]F (p× q).
Cei permet d'obtenir une expression sur une base de l'algèbre à partir d'une ériture
omme polynme de Stanley. Regardons par exemple le as du aratère entral Σµ. Si (τ, τ)
est un ouple de permutation et ϕ une bijetion C(τ) ≃ {1, 2, . . . , |C(τ)|}, en suivant la
formule (2) page 25, on dénit ψ : C(τ)→ N⋆ par :
ψ(c) = max
c′∈C(τ)
c∩c′ 6=∅
ϕ(c′).
Notons alors li le ardinal de ψ
−1(i) et posons :
Sτ,τϕ =


|C(τ)|∏
i=1
Sli+1 si ∀i, li ≥ 1;
0 sinon.
On a alors :
Σµ =
∑
τ,τ∈Sk
τ ·τ=σ
(−1)|C(σ)|+|C(τ)|
∑
ϕ:C(τ)≃{1,2,...,|C(τ)|}
Sτ,τϕ (36)
3.2.2 Les fontions de Shur déalées
Dans l'artile [OO98a℄, A. Okounkov et G. Olshanski étudient une autre base de l'algèbre
Λ⋆ : les fontions de Shur déalées. Leur nom vient du fait qu'elles ont une dénition et des
propriétés analogues aux fontions de Shur usuelles.
Dénition 3.1. On appelle fontion de Shur déalée s⋆µ la fontion sur l'ensemble des dia-
grammes de Young dénie par :
s⋆µ(λ) =
det
(
(λi + ℓ− i)λj+ℓ−j
)
1≤i,j≤ℓ
det ((λi + ℓ− i)ℓ−j)1≤i,j≤ℓ
,
où λ = λ1, λ2, . . . , λℓ et (x)h = x(x− 1) . . . (x− h+ 1).
L'ensemble de es fontions (quand µ dérit l'ensemble de tous les diagrammes de Young)
forme une base de Λ⋆. Outre la transription de nombreuses propriétés des fontions de Shur,
un des intérêts est l'expression des aratères entraux sur les fontions de Shur déalées :
Proposition 3.3 ([OO98a℄). Si µ est une partition de k, alors on a :
Σµ =
∑
ν⊢k
χν(µ)s
⋆
ν.
Le aratère sur une permutation dont la taille du support est k dans un groupe symétrique
de taille quelonque est ainsi exprimé en fontion de aratères de Sk. Cette propriété est
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utilisée dans le hapitre 4 pour démontrer le théorème 2.7.
Les fontions de Shur déalées apparaissent aussi lors de l'étude des représentations
des groupes de Lie lassiques. Elles ont été peu étudiées dans ette thèse : il pourrait être
intéressant d'essayer de les exprimer en fontion des N(G) ou d'étudier leur polynme de
Stanley.
3.2.3 Polynmes de Kerov
Nous regardons dans e paragraphe l'ériture de Σµ omme polynme en R (elles en tant
que polynme en S et en tant que ombinaison de s⋆ν ont été données dans les paragraphe
préédents). La formule de Frobenius permet de faire des aluls pour les éléments de petit
degré dans le as où ℓ(µ) = 1 (voir [Bia03, Theorem 5.1℄). Voii les premières valeurs :
Σ1=R2;
Σ2=R3;
Σ3=R4 +R2;
Σ4=R5 + 3R3;
Σ5=R6 + 15R4 + 5R
2
2 + 8R2;
Σ6=R7 + 35R5 + 35R2 · R3 + 84R3.
Cei a amené S.V. Kerov à formuler la onjeture que tous les oeients étaient positifs
(voir [Bia03℄). Dans ette thèse, nous prouvons e résultat en étudiant la ombinatoire sous-
jaente.
Théorème 3.4 (onjeture de S.V. Kerov[Ker00℄). Les oeients du polynme Kk déni
par Σk = Kk(R2, . . . , Rk+1) sont positifs.
Bien que Σµ puisse toujours s'érire omme un polynme Kµ(R2, R3, . . .), le résultat de
positivité ne subsiste pour ℓ(µ) > 1. Par exemple, on a :
Σ2,2 = R
2
3 − 4R4 − 2R22 − 2R2; Σ3,2 = R3 · R4 − 5R2 · R3 − 6R5 − 18R3;
Σ2,2,2 = R
3
3 − 12R3 · R4 − 6R3 · R22 + 58R3 ·R2 + 40R5 + 80R3.
Mais notre résultat se généralise de la manière suivante (onjeturée par A. Rattan et P.
niady dans [R08℄) :
Théorème 3.5. Posons
Σ′µ =
∑
τ,τ∈S|µ|
τ ·τ=σ
〈τ,τ〉 agit transitivement sur {1,...,n}
(−1)|C(σ)|+|C(τ)|Nλ(M τ,τ ), (37)
où σ est une permutation quelonque de S|µ| de type µ. Alors Σ′µ est une fontion polynmiale
et son expression Σ′µ = K
′
µ(R2, R3, . . .) en tant que polynme en R n'a que des oeients
positifs.
Exemples : Σ′2,2 = 4R4 + 2R
2
2 + 2R2; Σ
′
3,2 = 6R2 · R3 + 6R5 + 18R3;
Σ′2,2,2 = 64R3 ·R2 + 40R5 + 80R3.
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Les formules permettant de passer de Σ à Σ′ et réiproquement sont failes (voir para-
graphe 6.1.6). Dans le as où ℓ(µ) = 1, toutes les fatorisations d'une permutation σ de
type µ = (k) engendrent un sous-groupe transitif de Sk (ar il ontient le grand yle σ).
On a don Σ′(k) = Σ(k). Le théorème 3.5, qui est don une généralisation de la onjeture de
Kerov, est prouvé au hapitre 6. Dans le hapitre 7, nous établissons un résultat plus préis,
fournissant ainsi une deuxième preuve. Le paragraphe 3.3 présente les idées diretries de
es preuves.
Remarque. On remarque que le oeient dans Σµ de
∏
i
Rµi+1 est 1 et que tous les autres
monmes ont un degré stritement inférieur et de même parité. C'est une onséquene du
paragraphe 3.1.2 et de la remarque page 55.
3.2.4 Appliation : onvergene de représentations
Dans e paragraphe, nous expliquons omment l'utilisation de es hangements de base
peut élairer diéremment l'existene d'une forme limite pour un diagramme de Young sous
la mesure de Planherel (résultat obtenu séparément par B.F. Logan et L.A. Shepp [LS77℄ et
S.V. Kerov et A. Vershik [KV77℄). Ces idées sont présentes dans les travaux d'Ivanov, Kerov
et Olshanski [IO02℄.
Le problème général se pose de la manière suivante : soit ρn : Sn → GLNn(C) une
suite de représentations (non irrédutibles a priori) de Sn. Les exemples lassiques sont la
représentation régulière où les ations par permutation des omposantes sur (Cq)⊗n. Notons
que dans es deux as, le alul du aratère de ρn est immédiat ((χˆ
ρn(σ) = δσ=Idn pour la
représentation régulière). On peut déomposer ρn en somme de représentations irrédutibles.
Cela dénit une mesure de probabilité P (λ) = dim(λ)·mult(λ)
dim(ρn)
sur Yn et on se demande quelle
est la forme limite d'un diagramme pris au hasard selon ette mesure.
Dans le paragraphe 2.2.2, nous rappelons (sans donner la formule préise) que la multipli-
ité de haque représentation irrédutible dans une représentation donnée peut être alulée à
partir des aratères. Malheureusement, quand n devient grand, le alul est trop omplexe
pour que ette formule donne une réponse immédiate à la question i-dessus.
Par ontre, nous savons que les umulants libres sont asymptotiquement prohes des
valeurs des aratères sur un yle. Comme elles-i sont onnues et que les umulants sont
diretement liés à la forme du diagramme, e sont de bons outils pour attaquer le problème.
Regardons par exemple le as de la représentation régulière : on a
Σµ =
{
n(n− 1) . . . (n− l + 1) si µ = 1l pour un ertain l;
0 sinon.
La graduation de l'algèbre Λ⋆ se lit alors sur le omportement asymptotique :
∀F ∈ Λ⋆, ∃ AF tel que ∀n, EP (F ) ≤ AFndeg(F )/2 (38)
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Nous utilisons maintenant que
ℓ∏
i=1
Rji = Σj1+1,j2+1,...,jℓ+1 + termes de plus petit degré.
On en déduit que :
EP (Rj) =
{
n si j = 2;
O
(
n
j−1
2
)
sinon.
Cei montre que les Rj(λ/
√
n) tendent en moyenne vers la suite 1, 0, 0, . . . (où λ/
√
n est
le diagramme de Young virtuel obtenu en faisant une homothétie de entre (O,O) et de
rapport 1/
√
n). Or la suite 1, 0, 0, . . . est la suite des umulants libres d'une unique mesure
qui orrespond à un diagramme de Young virtuel w (qu'on ne alulera pas ii). Pour obtenir
la onvergene en probabilités des umulants (qui entrainera elles des fontions anes par
moreaux assoiées au diagramme au paragraphe 2.2.4), il sut de vérier que leur variane
tend vers 0. Or
VarP (Rj/
√
n) =
1
nj
(
EP (R
2
j )−EP (Rj)2
)
=
1
nj
(
EP (Σj−1,j−1)−EP (Σj−1)2 + termes de plus petit degré
)
= nj−2
[
χρ
(
(1 2 . . . j − 1)(j − 2 j . . . 2j − 2))− χρ((1 2 . . . j − 1))2]+O(n−1) (39)
Cela tend bien vers 0 dans le as de la représentation régulière.
Notons que le raisonnement peut être généralisé : si ρn est tel que l'équation (38) soit
vériée pour les aratères entraux et que le membre de droite de (39) tend vers 0, alors
il y a onvergene des diagrammes vers une forme limite dont on peut aluler failement
les umulants libres à partir des valeurs des aratères. On retrouve ainsi un résultat de P.
Biane (voir [Bia01a℄). En regardant les moments d'ordre supérieur, on peut montrer dans
ertains as que les utuations des umulants autour de leur valeur limite sont gaussiennes
(voir [IO02, ni06b℄).
Comme dans le as des matries aléatoires, si on arrive à omprendre le omportement
des moments de la mesure de transition quand l'ordre varie ave la taille du groupe n, on
pourra en déduire des résultats sur les utuations de la longueur des plus longues lignes
et/ou des plus longues olonnes (omme le fait A. Okounkov pour la mesure de Planherel
[Oko00℄). Cei permettrait de voir si on a un résultat d'universalité de es utations ave
des arguments semblables à eux de A. Soshnikov pour les matries aléatoires [Sos99℄.
Pour pouvoir obtenir e type de résultats, il faut bien onnaître les oeients des for-
mules de passage entre aratères et moments ou umulants. Dans ette optique, le para-
graphe suivant est dédié à l'étude détaillée des polynmes de Kerov.
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3.3 Étude des oeients des polynmes de Kerov
Après avoir dérit l'algèbre et ses diérentes bases, nous allons regarder préisément une
des formules de passage, à savoir l'expression des Σµ en fontion des éléments homogènes Rl.
La positivité des oeients dans le as µ = (k) observée et onjeturée par S.V. Kerov laisse
supposer une rihe struture sous-jaente. Un des prinipaux résultats de ette thèse a été de
omprendre les aspets ombinatoires de e problème (paragraphe 3.3.2) et de prouver ainsi
la onjeture de Kerov. Avant de développer ette question, nous allons rappeler omment
es oeients peuvent être alulés par une approhe plus analytique.
3.3.1 Calul des oeients
Dans e mémoire, nous avons démontré l'existene des polynmes de Kerov de la manière
suivante (qui suit elle de P. Biane [Bia03℄) :
1. les projetés Mkn dans C[Sn] des puissanes du n + 1-ième éléments de Juys-Murphy
peuvent s'érire omme une ombinaison linéaires des aλ;n dont les oeients ne
dépendent pas de n (paragraphe 2.1.4). En inversant la formule, on exprime les aλ;n
omme polynme en les Mkn.
2. En appliquant les aratères irrédutibles, ela donne une expression du aratère en-
tral en fontion des Mi (paragraphe 2.2.4).
3. Les Mi peuvent s'exprimer en fontion des Ri.
Cette manière de présenter les hoses permet de larier les liens ave le entre du groupe
symétrique et l'importane d'expressions ne dépendant pas de n, mais ne donne pas un al-
gorithme de alul très eae.
Une meilleure méthode pour aluler eetivement les oeients des polynmes de Kerov
dans le as où µ = (k) est d'utiliser la formule de Frobenius pour les aratères entraux
(paragraphe 2.2.3) :
Σk(λ) = −1
k
[z−1]Hλ(z)Hλ(z − 1) . . .Hλ(z − k + 1).
En eet, ette formule permet un alul rapide des oeients de Σk érit omme polynme
en fontion des oeients Bl du développement de H(z). La même hose est vrai pour les
Rj qui s'érivent :
Rj = − 1
j − 1[z
−1]Hλ(z)j−1.
Or l'expression des Rj en fontion des Bl peut être inversée, e qui permet d'exprimer Σk en
fontion des Rj . Cet algorithme permet de aluler de manière eae les premières valeurs
des polynmes de Kerov.
On peut améliorer ette tehnique de alul grâe aux travaux de I.P. Goulden et A.
Rattan [GR07℄. Ils déduisent en eet de la formule de Frobenius une formule expliite du
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aratère entral sur un yle en fontion de variables auxiliaires :
Cl =
l(l − 1)(l + 1)
24
∑
t
∑
j1,j2,...,jt≥2
j1+j2+...+jt=l
Rj1 · Rj2 · . . . · Rjt .
Cette formule, démontrée de manière plus simple dans [Bia07℄, permet une grande explo-
ration numérique des polynmes de Kerov. Outre la onjeture de positivité de Kerov, ré-
solue dans le hapitre 6, l'exploration numérique fait apparaître de nombreuses régularités
non prouvées pour le moment : la positivité des oeients de Σk −Rk+1 omme polynme
en les Cl d'une part et une onjeture de M. Lassalle d'autre part [Las08d℄.
Bien qu'il existe une formule de Frobenius dans le as où ℓ(µ) > 1 permettant de aluler
eaement les oeients, les remarques du paragraphe préédent ne se généralisent pas.
De plus, même dans le as ℓ(µ) = 1, il n'existe pas de preuve de la positivité des oeients
partant de es formules.
3.3.2 Approhe ombinatoire
Nous avons don utilisé une autre approhe dans ette thèse. L'outil prinipal n'est
plus la formule de Frobenius mais la formule ombinatoire donnée au paragraphe 2.2.5.
Un indie du fait qu'elle est adaptée à l'étude des polynmes de Kerov est que l'on peut
retrouver failement l'interprétation ombinatoire des oeients des monmes de degré 1
en R proposée par P. Biane (voir [Bia03, théorème 6.1℄ pour le as ℓ(µ) = 1) :
Proposition 3.6. Le oeient de Rl+1 dans Kµ est égal au nombre de fatorisations (τ, τ)
d'une permutation σ donnée de type µ dans S|µ| tels que |C(τ)| = 1 et |C(τ)| = l.
Preuve (voir [R08℄, théorème 19). Il sut de regarder les oeients de p1 · ql1 en utilisant
les formules (2) page 25, (22) page 60 et (25) page 66 ;
dans Σµ : Il est égal au nombre de fatorisations (τ, τ) de σ tels que |C(τ)| = 1 et
|C(τ)| = l.
dans Rj : Il est égal à 1 si j = l + 1 et 0 sinon.
dans un produit non trivial de Rj : Il est égal à 0.
Ce raisonnement ne peut pas se généraliser au as du oeient d'un monme de degré
quelonque en R immédiatement. Dans les deux prohains paragraphes, nous exposons deux
méthodes diérentes pour y arriver.
3.3.2.1 Interprétation en termes de artes
Dans e paragraphe, nous présentons les grandes lignes de la preuve à base de artes de
l'interprétation ombinatoire générale des oeients des polynmes de Kerov. L'idée en-
trale est d'exprimer les diérentes fontions polynmiales grâe aux N(G) et d'utiliser leurs
relations.
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Les résultats que nous allons utiliser ont été représentés shématiquement sur la gure
3.1.
Σ′µ
poynme de Kerov
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F forêts
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SF1
)
N
( ∑
F forêts
±F︸ ︷︷ ︸
SF2
)
Fig. 3.1  Diérentes expressions du aratère entral.
L'égalité en bas à droite peut être obtenue en itérant la proposition 1.1 (N(G) =
N
(
TL(G)
)
ave n'importe quel hoix de boules. Mais, étant donné que nous travaillons
ave des artes, il existe une manière anonique d'érire N(C) omme somme alternée de
N(F ) (en utilisant que N(C) = N
(
D(C)
)
, voir paragraphe 1.3 pour la onstrution de
D(C)).
Par ailleurs, nous avons vu dans le paragraphe 1.2.2 que lesN(F ) ne sont pas linéairement
indépendants. L'égalité N(SF1) = N(SF2) n'entraîne don pas automatiquement SF1 =
SF2.
Lemme 3.7. Si l'égalité en bas à droite est obtenue en remplaçant N(C) par N(D(C)),
alors
SF1 = SF2.
Ce lemme est assez tehnique. Il est prouvé dans le paragraphe 6.4. L'idée sous-jaente est
la onstrution du reouvrement signé du groupe symétrique par des produits d'ensembles
de partitions non-roisées dérit au paragraphe 2.1.3. Le lien entre es deux objets est faile
à dérire heuristiquement ar :
Σµ =
∑
S|µ|
±N(. . .);Rl+1 =
∑
NC(l)
±N(. . .).
Ces formules suggèrent l'interprération d'une formule du type Σµ =
∑±∏Rji+1 omme un
reouvrement signé de S|µ| par des
∏
NC(ji) (une telle interprétation avait été onjeturée
par P. Biane [Bia03, setion 7℄ ; elle est prouvée dans ette thèse).
Ce lemme est très important pour l'étude des polynmes de Kerov ar les oeients
de es polynmes peuvent être retrouvés failement onnaissant SF1 : en eet, une forêt
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minimale donnée apparaît dans un seul monme en les R (rappel : les forêts minimales sont
elles qui ont un seul sommet noir par omposante onnexe). Si on note Tj l'arbre ave un
sommet noir relié à j − 1 sommets blans (j ≥ 2) et Fj1,...,jt =
⊔
i Tji , alors en utilisant la
formule (25) page 66, on a :
Rj1 · . . . · Rjt = N(Fj1,...,jt) +N(forêts non minimales)
Le oeient de Rj1 · . . . ·Rjt dans Σ′µ est don elui de Fj1,...,jt dans SF1.
En utilisant le lemme, on obtient que 'est le oeient de Fj1,...,jt dans :∑
τ,τ∈S|µ|
τ ·τ=σ
〈τ,τ〉 agit transitivement sur {1,...,n}
(−1)|C(σ)|+|C(τ)|D(M τ,τ ).
En appliquant la proposition 1.8 (qui donne le signe des oeients dans les D(C)), ela
prouve le théorème 3.5 (tous les détails sont donnés au hapitre 6).
Notons par ailleurs qu'on retrouve les oeients des polynmes de Kerov uniquement à
partir des oeients des forêts minimales (les autres répètent la même information : en eet,
n'importe quelle ombinaison de N(G) ne peut pas s'érire omme un polynme en R). Or
il s'agit justement des oeients donnés par le théorème 1.4. Ce théorème permet, ave la
démonstration i-dessus de donner une interprétation ombinatoire expliite des oeients
du polynme de Kerov :
Théorème 3.8. Soit µ une partition et s2, s3, . . . une suite d'entiers presque-nulle. Le o-
eient de Rs22 R
s3
3 · · · dans l'expression de Σ′µ (légère déformation du aratère entral Σµ)
est égal au nombre de triplet (σ1, σ2, q) ave les propriétés suivantes :
(a) τ1, τ2 est une fatorisation dans S|µ| d'une permutation σ donnée de type µ.
(b) le nombre de yles de τ2 est égal au nombre de fateurs dans le produit R
s2
2 R
s3
3 · · · ;
'est-à-dire |C(τ2)| = s2 + s3 + · · · ;
() le nombre de yles de τ1 et τ2 est égal au degré du produit R
s2
2 R
s3
3 · · · ; 'est-à-dire
|C(τ1)|+ |C(τ2)| = 2s2 + 3s3 + 4s4 + · · · ;
(d) q : C(τ2) → {2, 3, . . .} est un oloriage des yles de τ2 tel que haque ouleur i ∈
{2, 3, . . .} soit utilisée exatement si fois (de façon moins formelle, à haque yle de
τ2 on assoie un fateur du produit R
s2
2 R
s3
3 · · · ) ;
(e) pour tout sous-ensemble A non trivial (i.e., A 6= ∅ and A 6= C(σ2)) de C(σ2), il y a au
moins
∑
i∈A
(
q(i)− 1)+ 1 yles de σ1 dont le support intersete ⋃A.
Remarque. Si la onjeture 1.2 était vraie, la remarque page 29 impliquerait que le nombre
de forêts minimales d'une taille donnée est bien déni dans l'algèbre
〈
G
〉
/KerN . Par on-
séquent, le lemme 3.7 (qui est la grande diulté du hapitre 6) serait inutile ar seuls les
oeients des forêts minimales nous intéressent par la suite.
De plus, ela permettrait d'obtenir, pour n'importe quelle fontion polynmiale que l'on sait
érire en fontion des N(G), une expression omme polynme en R (dont tous les termes
sont don dans Λ⋆) alors que le lemme 3.7 n'est pas généralisable à n'importe quelle fontion.
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3.3.2.2 En utilisant la base S
Une autre manière d'aborder la question est la suivante : on voudrait déduire du théorème
2.7 une expression de Σµ en fontion des R. Le problème est que les N(G) ne sont pas des
fontions polynmiales et ne peuvent don pas être exprimés en fontion des R. La base (al-
gébrique) des S que nous introduisons au paragraphe 3.2.1 permet de résoudre e problème :
en eet, on a une expression ombinatoire de Σµ en fontion des S déduite du théorème 2.7
et on onnaît expliitement l'expression des S en fontion des R (paragraphe 3.2.1).
Cei permet de montrer que les oeients des monmes en les Rj dans Σµ s'érivent
omme des sommes alternées de nombres de triplets (τ, τ , ϕ)) où :
 (τ, τ ) est une fatorisation d'une permutation σ donnée de type µ ;
 ϕ est une bijetion C(τ) ≃ {1, 2, . . . , |C(τ)|} ;
 les triplets doivent vérier des onditions faisant intervenir le nombre VA de yles de
τ ayant au moins un point en ommun ave un des yles d'un sous-ensemble A donné
de C(τ).
Les paragraphes 7.6 et 7.7 expliquent omment passer de ette expression à un nombre de
triplets (sans multipliité) et donnent ainsi une autre démonstration du théorème 3.8.
3.3.3 Lien entre les deux approhes
L'interprétation ombinatoire du paragraphe préédent permet de retrouver des formules
ompates pour les oeients des monmes de degré |µ|+ ℓ(µ)−2 (le théorème 6.4, prouvé
autrement par I.P. Goulden et A. Rattan d'une part [GR07℄ et P. niady d'autre part
[ni06a℄, ainsi que le théorème 6.8, qui onstitue un résultat nouveau). La méthode pour
établir es théorèmes onsiste à ompter les artes selon leur squelette, 'est-à-dire la arte
obtenue après avoir émondé (retiré les sommets d'arité 1) et eaé les sommets d'arité 2.
On remarque que aluler la ontribution de toutes les artes ayant un squelette donné fait
apparaître naturellement la série génératrie des Cl introduits par Goulden et Rattan.
Mais il y a des simpliations qui apparaissent dans la formule de Goulden et Rattan
et qu'on ne sait pas expliquer ombinatoirement. Ainsi, il serait intéressant d'essayer de
retrouver ette formule ombinatoirement, de montrer la onjeture de C-positivité [GR07℄
ou d'établir la forme des oeients onjeturée par M. Lassalle (voir paragraphe 3.3.1). En
eet, es formules suggèrent que la struture ombinatoire des polynmes de Kerov n'est pas
entièrement omprise.
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Deuxième partie
Caratères du groupe symétrique :
formule exate et omportement
asymptotique
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4
A ombinatorial formula for harater values
Ce hapitre reprend le ontenu de l'artile [F07℄, à paraître dans Annals of Combinatoris.
This hapter orresponds to the artile [F07℄, to appear in Annals of Combinatoris.
Résumé
Dans son papier [Sta03℄, R. P. Stanley établit une élégante formule ombinatoire pour
les aratères des représentations irrédutibles du groupe symétrique orrespondant à des
diagrammes de Young retangulaires. Par la suite, dans [Sta06℄, il en onjeture une général-
isation pour n'importe quel diagramme (théorème 2.7). Dans e hapitre, nous prouvons ette
onjeture en utilisant des fontions de Shur déalées et les éléments de Juys-Murphy.
Abstrat
In his paper [Sta03℄, R. P. Stanley nds a nie ombinatorial formula for haraters of
irreduible representations of the symmetri group of retangular shape. Then, in [Sta06℄,
he gives a onjetural generalisation for any shape. Here, we will prove this formula using
shifted Shur funtions and Juys-Murphy elements.
4.1 The main theorem
In this artile, we will think of S(n) as the group of permutations of {1, . . . , n} so there
are anonial embeddings of Sk in Sn (n ≥ k). The deomposition in yles with disjoint
supports of an element σ ∈ S(n) will play a entral role, so we will denote by C(σ) the
orresponding partition of {1, . . . , n}.
A partition of n is a weakly dereasing sequene of integers of sum n. The irreduible rep-
resentations of S(n) are anonially indexed by partitions λ of n (denoted λ ⊢ n) and χλ is
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the notation for the assoiated harater. For µ ∈ S(k) and λ ⊢ n, we will look here at the
normalised harater, dened by :
Σµ(λ) =
n(n− 1) . . . (n− k + 1)χλ(µ)
χλ(Idn)
,
where we have to identify µ with its image by the natural embedding of S(k) in S(n) to
ompute χλ(µ).
Let m be a positive integer.
 If p = (p1, . . . , pm) and q = (q1, . . . , qm) with q1 ≥ . . . ≥ qm are two sequenes of
positive integers, we will denote by p× q the partition :
(p× q)i =


q1 if 1 ≤ i ≤ p1;
q2 if p1 + 1 ≤ i ≤ p1 + p2;
.
.
.
qm if p1 + . . .+ pm−1 + 1 ≤ i ≤ p1 + . . .+ pm;
0 if i > p1 + . . .+ pm.
 Take an element of S(k) and assign to eah of its yle an integer between 1 and
m. The set of suh oloured permutations (formally of pairs (σ, ϕ), σ ∈ S(k) and
ϕ : C(σ)→ {1, . . . , m}) is denoted by S(k)(m). Note that ϕ an also be seen as a fun-
tion {1, . . . , k} → {1, . . . , m} invariant by ation of σ. Given a oloured permutation
(σ, ϕ) ∈ S(k)(m) and a non-oloured one µ ∈ S(k), we an dene their produt (but it
doesn't dene a right group ation) by (σ, ϕ) · µ = (σµ, ψ) where,
if c ∈ C(σµ), ψ(c) = max
a∈c
ϕ(a). (40)
We an now give the formulation of the main theorem of this artile, whih was onjetured
by Stanley in [Sta06℄ :
Theorem 4.1. Let k,m be positive integers, µ ∈ S(k). For any sequenes p, q of m positive
integers (q being non-inreasing), we have
Σµ(p× q) = (−1)k
∑
(σ,ϕ)∈S(k)(m)

 ∏
b∈C(σ)
pϕ(b)
∏
c∈C(σµ)
−qψ(c)

 , (41)
where ψ is dened by (40).
The ase m = 1 and the equality of highest degree terms (as polynomials in p and q)
have already been shown, respetively by R. Stanley in [Sta03℄ and A. Rattan in [Rat07b℄.
In setion 4.2, we introdue some useful objets and results, whih we will use in setion 4.3
to prove this theorem.
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4.2 Useful objets
4.2.1 Stabilizers
The omposition i ◦ τ denes a right ation of the symmetri group on the sequenes of
integers between 1 and m of length k. If i is suh a sequene, we will denote by Stab(i) the
stabilizer of i (that is to say the set {τ, i ◦ τ = i}) and by δ
i
its harateristi funtion :
δ
i
(σ) =
∑
s∈Stab(i)
δσs−1 ,
where δσ = 1 if σ = Id and 0 else. We will use the following easy properties :
 Stab(i ◦ τ) = τ−1 Stab(i)τ .
 |{τ, i ◦ τ = j}| is either 0 or | Stab(i)|.
 Any sequene j is in the orbit of exatly one non-inreasing sequene.
4.2.2 Young basis
As usual, we draw a partition λ ⊢ k as a Young diagram (λ1 squares in the rst line, λ2
in the seond, and so on, all the lines are left justied). A Young standard tableau of shape λ
(their set will be denoted Y ST (λ)) is this Young diagram, lled with the numbers from 1 to
k, suh that all lines and all olumns are inreasing. It is well-known that the dimension of
the representation assoiated to λ is the ardinal of Y ST (λ). We reall here the onstrution
of a basis indexed by these objets :
Let λ be a partition of k andWλ be the irreduible assoiated S(k)-module (dened up to
isomorphism). There exists on Wλ an unique S(k)-invariant salar produt (the uniqueness
is only true up to multipliation by a positive real number, but we will x it for the end of
the artile). We will dene by indution the Young orthonormal basis of Wλ. For W(0), we
have only one hoie up to multipliation by a salar. Then, we use the branhing rule (see
[Sag01℄, theorem 2.8.3 for example) : as S(k − 1)-module, we have
Wλ ≃
⊥⊕
λ′⊢k−1
λ′≤λ
W ′λ,
where the inequality λ′ ≤ λ is meant omponent by omponent (we will denote the two on-
ditions by λ′ ր λ). The union of the Young orthonormal basis for eah Wλ′ is an orthogonal
basis of Wλ. Multiplying eah vetor by a salar, we obtain an orthonormal basis (we have
a hoie of unitary salar to do but it doesn't matter). It is lear that the elements of the
Young basis for Wλ are indexed by sequenes
λ0 = (0)ր λ1 ր . . .ր λk−1 ր λk = λ,
or, equivalently, by Young standard tableaux of shape λ. We an denote this basis (vT )T∈Y ST (λ).
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As it is an orthonormal basis, we an use it to ompute the harater :
∀s ∈ C[S(k)], χλ(s) = trWλ(s) =
∑
T∈Y ST (λ)
〈s · vT , vT 〉. (42)
4.2.3 Juys-Murphy elements
The following elements of the symmetri group algebra, introdued by A. Juys and G.
Murphy (see [Ju74℄ and [Mur81℄), play a very important role in the proof of the theorem :
∀i ≤ k, let ξi = (1i) + (2i) + . . .+ (i− 1i).
These elements are very interesting beause :
1. The produts of dierent Juys-Murphy elements have a nie ombinatori expression
in the symmetri group algebra.
2. They are diagonal operators in the Young basis.
4.2.3.1 Combinatoris of produts of Juys-Murphy elements
We will need in setion 4.3 the following result :
Lemma 4.2. For every integer k and every set of variables (Xj)1≤j≤k, we have :
X1 (X2 − ξ2) . . . (Xk − ξk) = (−1)k
∑
σ∈S(k)

 ∏
c∈C(σ)
−Xmin(c)

 σ. (43)
Proof : we will prove it by indution over k, using the natural embedding of S(k − 1) in
S(k). The ase k = 1 is obvious.
Let k > 1 and σ ∈ S(k). We will look at the oeient of σ in the left side of the equality
(43). Using the indution hypothesis, one an write :
X1 (X2 − ξ2) . . . (Xk − ξk)
=

(−1)k−1 ∑
σ′∈S(k−1)

 ∏
c∈C(σ′)
−Xmin(c)

 σ′

 (Xk − ξk) ;
=(−1)k
∑
σ′∈S(k−1)

 ∏
c∈C(σ′)
−Xmin(c)

 (−Xk)σ′
+(−1)k
∑
σ′∈S(k−1)
k−1∑
j=1

 ∏
c∈C(σ′)
−Xmin(c)

 σ′(jk). (44)
We distinguish two ases :
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 σ xes k. It is the image of a permutation σ′ ∈ S(k − 1) by the natural embedding.
So, the oeient of σ in (44) is
(−1)k

 ∏
c∈C(σ′)
−Xmin(c)

 · (−Xk).
Looking at the yles of the two permutations, we see that :
C(σ) = C(σ′) ∪ {k}.
So we have our result in this ase.
 Else, let j = σ−1(k), so that σ an be written as σ′(jk) and this is the only ontribution
to the oeient of σ in (44). Thus σ appears with the salar :
(−1)k

 ∏
c∈C(σ′)
−Xmin(c)

 .
But the yles of σ′ are the same as the yles of σ, expeted that we have removed k
in the yle whih ontained it (this yle ouldn't be the singleton {k}). So the lemma
is proved.
4.2.3.2 Ation on Young basis
Dénition 4.1. The ontent of the j-th box of the i-th line of a Young diagram is by de-
nition the dierene j − i. If T is a standard tableau with k boxes and 1 ≤ a ≤ k, we will
denote by cT (a) the ontent of the box ontaining the entry a.
We an now state the following result, also due to A. Juys and G. Murphy.
Lemma 4.3.
∀i ∈ {1, . . . , k} and T ∈ Y ST (λ), ξi(vT ) = cT (i)vT . (45)
A proof an be found in [Oko96b℄.
Remark : an example of appliation of these two properties of Juys-Murphy elements is
the well-known formula :
dim(λ)
∏
∈λ
(X + c()) =
∑
s∈S(k)
χλ(σ)X
|C(σ)|.
4.2.4 Shifted Shur funtions
The other important objets in this paper are shifted Shur funtions. The denition 4.4
and the theorem 4.5 an be found in A. Okounkov's and G. Olshanski's artile [OO98a℄ :
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Denition-Proposition 4.4. Let λ be a partition of k. We dene the λ shifted Shur
polynomials as
s⋆λ(x1, x2, . . . , xl) =
det
(
(xi + l − i)λj+l−j
)
1≤i,j≤l
det ((xi + l − i)l−j)1≤i,j≤l
,
where (r)t = r(r − 1) . . . (r − t+ 1). We an state that :
s⋆λ(x1, x2, . . . , xl, 0) = s
⋆
λ(x1, x2, . . . , xl),
so s⋆λ is an element of the algebra of polynomials in ountably many variables (symmetri in
x1 − 1, x2 − 2, . . .).
4.2.4.1 Link with haraters
As suggested by A. Rattan in his paper [Rat07a℄, where he gives a new easier proof of
the ase m = 1, we will use the following theorem :
Theorem 4.5 (A. Okounkov, G. Olshanski). For any integers k ≤ n, permutation µ ∈ S(k)
and partition ν ⊢ n, we have :
Σµ(ν) =
∑
λ⊢k
χλ(µ)s
⋆
λ(ν).
4.2.4.2 A new formula
The new idea in this paper is to write s⋆λ(ν) as the harater of an element of the sym-
metri group algebra. We will be able to do this, thanks to this expression of shifted Shur
polynomials, whih was pointed to me by P. Biane and an be found in A. Okounkov's paper
[Oko96a℄ (see (3.28) together with (3.34)) : for λ ⊢ k,
s⋆λ(ν)=
∑
T∈Y ST (λ)
∑
i1≥i2≥...≥ik≥1
1
| Stab(i)|
·

 ∑
s∈Stab(i)
〈s · vT , vT 〉νi1 (νi2 − cT (2)) . . . (νik − cT (k))

 . (46)
Let, for k ≥ 1 and ν ⊢ n with n ≥ k, Skν be the following element of C[S(n)] :
Skν =
∑
i1≥i2≥...≥ik≥1
∑
s∈Stab(i)
s
| Stab(i)|νi1 (νi2 − ξ2) . . . (νik − ξk) , (47)
Now, we an establish a new formula for shifted Shur polynomials.
Theorem 4.6. If λ ⊢ k and ν ⊢ n,
s⋆λ(ν) = χλ(Skν ). (48)
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Proof : Let's write the formula (42) for Skν .
χλ(Skν ) =
∑
T∈Y ST (λ)
〈Skν · T, T 〉.
The lemma 4.3 implies that, for any standard tableau T , any sequene i1 ≥ i2 ≥ . . . ≥ ik ≥ 1
and any s ∈ Stab(i), we have
[νi1 (νi2 − ξ2) . . . (νik − ξk)] · vT=[νi1 (νi2 − cT (2)) . . . (νik − cT (k))] vT ;
[s · νi1 (νi2 − ξ2) . . . (νik − ξk)] · vT=[νi1 (νi2 − cT (2)) . . . (νik − cT (k))] s · vT .
Now, taking the salar produt with T and summing over T , i and s, we nd that χλ(Skν ) is
exatly the right member of the equality (46), so the theorem is proved.
The element (47) might be very interesting to study to obtain results on shifted Shur
funtions. Here, we will look at the sum of the oeients of permutations in the same
onjugay lass as µ.
4.2.5 Orthogonality relations of the seond kind
In this paragraph, we will get from the orthogonality formula for irreduible haraters
an other relation. This an also be found in [Sag01℄, thm 1.10.3. The lassial formula an
be written the following way : for any partitions λ and λ′ of k, we have∑
C
|C|
|G|χλ(C)χλ′(C) = δλ,λ′,
where the sum is taken over all onjugay lasses of S(k). So we an reformulate it, saying
that the square matrix (
χλ(C)
√
|C|
|G|
)
λ⊢k
C .. of S(k)
is unitary. Looking at its rows, we have the following formula for any onjugay lasses C
and C′ : ∑
λ⊢k
√|C| · |C′|
|G| χλ(C)χλ(C
′) = δC,C′.
If µ and σ are in the same onjugay lass C, there are exatly |G||C| permutations τ ∈ S(k) suh
that τµτ−1 = σ (and of ourse there aren't any if they are in dierent onjugay lasses), so
we an rewrite the previous equation under the form :∑
λ⊢k
χλ(µ)χλ(σ) =
∑
τ∈S(k)
δτµτ−1σ−1 . (49)
This formula an of ourse be extended by linearity in σ to the group algebra C[S(k)].
∑
λ⊢k
χλ(µ)χλ

 ∑
σ∈S(k)
cσσ

 = ∑
τ∈S(k)
∑
σ∈S(k)
cσδτµτ−1σ−1 . (50)
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4.3 Proof of Stanley's onjeture
As it is notied in Stanley's paper [Sta06℄, one an redue the onjeture to the ase
p1 = . . . = pm = 1. Indeed, one an hek easily that both sides of the equation (41) verify
the following funtional equation in p and q :
F (p,q)|qi=qi+1 = F (p1, . . . , pi + pi+1, . . . , pm, q1, . . . , qi, qi+2, . . . , qm).
In this ase, the partition ν = 1m×q is simply given by νi = qi if 1 ≤ i ≤ m and νi = 0 else.
As mentionned earlier, we will use theorems 4.5 and 4.6 to get the following expression
of the normalised harater :
Σµ(1
m × q) =
∑
λ⊢k
χλ(µ)χλ(Sk1m×q). (51)
The lemma 4.2, applied to Xj = qij gives a nier expression of Sk1m×q :
Σµ(1
m × q)= (52)
(−1)k
∑
λ⊢k
χλ(µ)χλ

 ∑
m≥i1≥i2≥...≥ik≥1
∑
s∈Stab(i)
s
| Stab(i)|
∑
σ∈S(k)

 ∏
c∈C(σ)
−qimin(c)

σ

 .
We now use the orthogonality relation (50) and obtain :
Σµ(1
m × q)=(−1)k
∑
τ∈S(k)
∑
m≥i1≥i2≥...≥ik≥1
1
| Stab(i)| ·
 ∑
σ∈S(k)

 ∏
c∈C(σ)
−qmax
c
i

 ∑
s∈Stab(i)
δτµτ−1σ−1s−1


(53)
As σ 7→ τστ−1 denes a bijetion of the symmetri group into itself, we an replae σ by
τστ−1 in the seond line of the previous equation.
Σµ(1
m × q)=(−1)k
∑
τ∈S(k)
∑
m≥i1≥i2≥...≥ik≥1
1
| Stab(i)| ·
 ∑
σ∈S(k)

 ∏
c∈C(τστ−1)
−qmax
c
i

 δ
i
(τµσ−1τ−1)


(54)
Σµ(1
m × q)=(−1)k
∑
τ∈S(k)
∑
m≥i1≥i2≥...≥ik≥1
 1
| Stab(i ◦ τ)|
∑
σ∈S(k)

 ∏
c∈C(σ)
−qmax
c
i◦τ

 δ
i◦τ (µσ−1)


(55)
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Now, we an see that the expression in the brakets depends only on the sequene i◦ τ . Eah
sequene (j1, . . . , jk) of integers between 1 and m (but not neessarily non-inreasing) an
be written as | Stab(j)| dierent ways as i ◦ τ , where i is non-inreasing and τ ∈ S(k) (in all
these writings i is the same but τ an be hosen among | Stab(j)| = | Stab(i)| permutations).
So we have :
Σµ(1
m × q)=(−1)k
∑
1≤j1≤m
.
.
.
1≤jk≤m
∑
σ∈S(k)

 ∏
c∈C(σ)
−qmax
c
j

 δ
j
(µσ−1); (56)
Σµ(1
m × q)=(−1)k
∑
σ∈S(k)
∑
j xed by µσ−1

 ∏
c∈C(σ)
−qmax
c
j

 . (57)
Note that the sequenes of integers between 1 and m xed by a permutation are exatly the
olourings of its yles in m olours (the olour of a yle is the ommon value of j on its
elements). So, if we hange the index of the sum over S(k) putting σ′ = σµ−1, we an write :
Σµ(1
m × q)=(−1)k
∑
σ′∈S(k)
∑
j suh that
(σ′,j) ∈ S(k)(m)

 ∏
c∈C(σ′µ)
−qmax
c
j

 , (58)
whih is exatly (41) in the ase p1 = . . . = pm = 1.
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5
Asymptotis of haraters of symmetri groups
related to Stanley-Feray harater formula
Ce hapitre reprend le ontenu de l'artile [F07℄, érit en ollaboration ave Piotr niady,
soumis à Annals of Mathematis.
This hapter orresponds to the artile [F07℄, written with Piotr niady and submitted to
Annals of Mathematis.
Résumé
Dans e hapitre nous établissons une borne supérieure pour les aratères irrédutibles du
groupe symétrique. Plus préisément, nous montrons qu'il existe une onstante a > 0 ave
la propriété que, pour tout diagramme de Young λ ave n ases, r(λ) lignes et c(λ) olonnes,
|χλ(π)| ≤
[
amax
(
r(λ)
n
,
c(λ)
n
,
|π|
n
)]|π|
,
où |π| est le nombre minimal de fateurs néessaires pour érire π ∈ Sn omme un produit
de transpositions et
χλ(π) =
Tr ρλ(π)
Tr ρλ(e)
est le aratère normalisé du groupe symétrique. Nous établissons aussi des bornes uniformes
pour le termes d'erreur dans les équivalents pour les valeurs des aratères de Vershik et
Kerov d'une part et de Biane d'autre part. Nous donnons par ailleurs une nouvelle formule
pour les umulants libres de la mesure de transition.
91
5.1. Introdution 92
Abstrat
We prove an upper bound for haraters of the symmetri groups. Namely, we show that
there exists a onstant a > 0 with a property that for every Young diagram λ with n boxes,
r(λ) rows and c(λ) olumns,
|χλ(π)| ≤
[
amax
(
r(λ)
n
,
c(λ)
n
,
|π|
n
)]|π|
,
where |π| is the minimal number of fators needed to write π ∈ Sn as a produt of transpo-
sitions and
χλ(π) =
Tr ρλ(π)
Tr ρλ(e)
is the harater of the symmetri group. We also give uniform estimates for the error term in
the Vershik-Kerov's and Biane's harater formulas and give a new formula for free umulants
of the transition measure.
5.1 Introdution
5.1.1 Normalized haraters
For a Young diagram λ having n boxes and a permutation π ∈ Sl (where l ≤ n) we dene
the normalized harater
Σλ(π) = (n)l χ
λ(π), (59)
where (n)l = n(n− 1) · · · (n− l + 1) denotes the falling power and where
χλ(π) =
Tr ρλ(π)
Tr ρλ(e)
is the harater resaled in suh a way that χλ(e) = 1.
5.1.2 Short history of the problem
Unfortunately, the anonial tool for alulating haraters, the MurnaghanNakayama
rule, quikly beomes umbersome and hene intratable for omputing haraters orre-
sponding to large Young diagrams. Nevertheless Roihman [Roi96℄ showed that it is possible
to use it to nd an upper bound for haraters, namely he proved that there exist onstants
0 < q < 1 and b > 0 suh that
|χλ(π)| ≤
[
max
(
r(λ)
n
,
c(λ)
n
, q
)]b | supp π|
, (60)
where r(λ), c(λ) denote the number of rows and olumns of λ and supp π denotes the support
of a permutation π (the set of its non-xed points). Inequality (60) is not satisfatory for
many pratial purposes (suh as [MR06℄) sine it provides rather weak estimates in the
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ase when the Young diagram λ is balaned, i.e. r(λ), c(λ) = O(
√
n) and π is not a very long
permutation, i.e. | supp(π)| = o(n).
Another approah to this problem was initiated by Biane [Bia98, Bia03℄ who showed
that the value of the normalized harater Σλ(π) an be expressed as a relatively simple
polynomialalled Kerov harater polynomialin free umulants of the transition measure
of a Young diagram λ. The work of Biane was based on previous ontributions of Kerov
[Ker93, Ker99℄ and Vershik. Sine free umulants of the transition measure have a nie
geometri interpretation therefore Kerov polynomials are a perfet tool for study of the
harater χλ(π) in the limit when the permutation π is xed and the Young diagram λ tends
in some sense to innity.
Unfortunately, despite muh progress in this eld [ni06d, GR07℄ our understanding
of Kerov polynomials is still not satisfatory ; in partiular it is not lear how to use Kerov
polynomials in order to obtain non-trivial estimates on the haraters χλ(π) when the length
|π| of the permutation π ∈ Sn is omparable with n.
In a reent work of one of us with Rattan [R08℄ we took yet another approah : thanks
to the generalized Frobenius formula we showed that the value of a normalized harater of a
given Young diagram λ an be bounded from above by the value of the normalized harater
of a retangular Young diagram p× q for suitably hosen p, q. For suh a retangular Young
diagram the value of the normalized harater an be expliitly alulated thanks to the
formula of Stanley [Sta03℄ (whih will be realled as Theorem 5.3 in Setion 5.2). In this way
we proved that for eah C there exists a onstant D with a property that if r(λ), c(λ) < C
√
n
then
|χλ(π)| <
(
Dmax(1, |π|
2
n
)√
n
)|π|
, (61)
where |π| denotes the minimal number of fators neessary to write π as a produt of trans-
positions. Inequality (61) gives a muh better estimate than (60) for balaned Young dia-
grams and quite short permutation (|π| = o(√n)) but it gives non-trivial estimates only if
max
(
r(λ), c(λ)
)
< O(n3/4).
For the sake of ompleteness we point out that the studies of Kerov polynomials and of
the Stanley harater formula are very muh related to eah other [Bia03℄.
5.1.3 The main result
Our main result is the following inequality.
Theorem 5.1. There exists a onstant a > 0 with a property that for every Young diagram
λ
|χλ(π)| ≤
[
amax
(
r(λ)
n
,
c(λ)
n
,
|π|
n
)]|π|
,
where n denotes the number of boxes of λ.
It is easy to hek that (61) is a onsequene of this theorem and that it gives better
estimates than (60) if
r(λ)
n
, c(λ)
n
, |π|
n
are smaller than some positive onstant. It is natural to
ask what is the optimal value of the onstant a. Asymptotis of haraters of symmetri
groups related to Thoma haraters shows that a ≥ 1.
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5.1.4 Young diagrams
In the following we shall identify a Young diagram λ with the set of its boxes whih we
regard as a subset of N2 given by a graphial representation of λ aording to the Frenh
notation ; namely, for a partition λ = (λ1, . . . , λk) it is the set
λ =
⋃
1≤i≤k
{1, 2, . . . , λi} × {i} = {(p, q) ∈ N2 : 1 ≤ p ≤ λq}. (62)
5.1.5 The main tool : reformulation of Stanley-Féray harater for-
mula
Our main tool in our investigations will be the following reformulation of Stanley-Féray
harater formula.
The set of yles of a permutation π is denoted by C(π). For given permutations σ1, σ2 ∈
Sl we shall onsider olorings h of the yles of σ1 (where eah yle is olored by the number
of some olumn of λ) and of the yles of σ2 (where eah yle is olored by the number of
some row of λ). Formally, eah suh oloring an be viewed as a funtion h : C(σ1)⊔C(σ2)→
N. We say that a oloring h is ompatible with a Young diagram λ if for all c1 ∈ C(σ1) and
c2 ∈ C(σ2) if c1 ∩ c2 6= ∅ then (h(c1), h(c2)) ∈ λ ; in other words
0 < h(c1) ≤ λh(c2) (63)
holds true for all c1 ∈ C(σ1), c2 ∈ C(σ2) suh that c1 ∩ c2 6= ∅.
Theorem 5.2 (The new formulation of Stanley-Féray harater formula). For any Young
diagram λ and a permutation π ∈ Sl (where l ≤ n) the value of the normalized harater
(59) is given by
Σλ(π) =
∑
σ1,σ2∈Sl,
σ1σ2=π
(−1)|σ1| Nλ(σ1, σ2), (64)
where
Nλ(σ1, σ2) = #{h : h is a oloring of the yles of σ1 and σ2
whih is ompatible with λ}. (65)
Example. For a given fatorization π = σ1σ2 it is onvenient to onsider a bipartite graph
with the set of verties C(σ1) ⊔ C(σ2) and with an edge between verties c1 ∈ C(σ1) and
c2 ∈ C(σ2) if and only if c1 ∩ c2 6= ∅. Notie that the value of Nλ(σ1, σ2) does not depend on
the exat form of σ1 and σ2 but only on the orresponding bipartite graph.
Figure 5.1 presents suh a bipartite graph for π = (12), σ1 = (1)(2), σ2 = (12). Now it
beomes lear that
Nλ
(
(1)(2), (12)
)
=
∑
i
(λi)
2;
similarly
Nλ
(
(12), (1)(2)
)
=
∑
i
(λ′i)
2,
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where λ′ denotes the Young diagram onjugate to λ. In this way Theorem 5.2 shows that
Σλ(12) = n(n− 1)Tr ρ
λ(12)
Tr ρλ(e)
=
Nλ
(
(1)(2), (12)
)−Nλ((12), (1)(2)) =∑
i
(λi)
2 −
∑
i
(λ′i)
2.
(1)
(2)
(12)
b
b
b
Fig. 5.1  Bipartite graph assoiated to the fatorization (12) = (1)(2) · (12).
5.1.6 Overview of the paper
In Setion 5.2 we reall the original version of Stanley-Féray harater formula. We also
show that it is equivalent to Theorem 5.2 and we present its new proof.
In Setion 5.3 we present a relation between the haraters of symmetri groups and
haraters of some Gaussian random matries. We also give a new formula for alulating
free umulants of (the transition measure of) a Young diagram.
Setion 5.4 is devoted to the proofs of some tehial inequalities.
In Setion 5.5 we prove estimates for the haraters of the symmetri groups based on
Stanley-Féray harater formula.
5.2 Stanley-Féray harater formula
5.2.1 The original version of Stanley-Féray harater formula
The diretion of researh presented in this paper was initiated by Stanley [Sta03℄ who
proved the following result.
Theorem 5.3. For any integers p, q ≥ 1 the normalized harater of the retangular Young
diagram p× q = (q, . . . , q︸ ︷︷ ︸
p times
) is given on π ∈ Sl by
Σp×q(π) =
∑
σ1,σ2∈Sl,
σ1σ2=π
(−1)|σ1| q|C(σ1)| p|C(σ2)|.
Let p = (p1, . . . , pr) and q = (q1, . . . , qr) with q1 ≥ · · · ≥ qr be two sequenes of positive
integers. We denote by p× q the multi-retangular partition
p× q = (q1, . . . , q1︸ ︷︷ ︸
p1 times
, q2, . . . , q2︸ ︷︷ ︸
p2 times
, . . . ). (66)
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We denote by S(l)(r) the set of olored permutations, i.e. pairs (σ, φ), where σ ∈ Sl and φ :
{1, . . . , l} → {1, . . . , r} is a funtion onstant on eah yle of σ. Alternatively, the oloring
φ an be regarded as a funtion on C(σ), the set yles of σ. Given a olored permutation
(σ, φ) ∈ S(l)(r) and a non-olored one π ∈ Sl we dene their produt (σ, φ) · π = (σπ, ψ),
where the oloring ψ is dened by
ψ(c) = max
a∈c
φ(a), (67)
where c ∈ C(σπ).
The following generalization of Theorem 5.3 to multi-retangular Young diagrams was
onjetured by Stanley [Sta06℄ and proved by Féray [Fér08b℄ and therefore we refer to it as
Stanley-Féray harater formula.
Theorem 5.4 (The original formulation of Stanley-Féray harater formula). The value of
the normalized harater is given on π ∈ Sl by
Σp×q(π) = (−1)l
∑
(σ,φ)∈S(l)(r)

 ∏
b∈C(σ)
pφ(b)
∏
c∈C(σπ)
−qψ(c)

 , (68)
where ψ was dened in (67).
5.2.2 Equivalene of the two formulations of Stanley-Féray hara-
ter formula
In this setion we will show that Theorem 5.2 implies Theorem 5.4 (the proof of the
opposite impliation is analogous and we leave it to the Reader).
Proof : [Theorem 5.2 implies Theorem 5.4℄ Let permutations σ1, σ2 ∈ Sl suh that σ1σ2 =
π−1 be given. We denote σ = σ2.
The sequene (1, . . . , 1︸ ︷︷ ︸
p1 times
, 2, . . . , 2︸ ︷︷ ︸
p2 times
, . . . ) an be viewed as a oloring of the set {1, . . . , p1 +
· · ·+pr} with the olors {1, . . . , r}. In this way a funtion h : C(σ2)→ {1, 2, . . . , p1+· · ·+pr}
denes a oloring φ of the permutation σ2. Clearly, there are
∏
b∈C(σ) pφ(b) funtions h whih
orrespond to a given oloring φ.
We shall ount now in how many ways a funtion h : C(σ2) → {1, 2, . . . , p1 + · · · + pr}
an be extended to a funtion h : C(σ1)⊔C(σ2)→ N ompatible with σ1, σ2. Condition (63)
takes the form
for all c1 ∈ C(σ1), c2 ∈ C(σ2) if c1 ∩ c2 6= ∅ then 0 < h(c1) ≤ qφ(c2);
in other words for every c1 ∈ C(σ1)
0 < h(c1) ≤ min
c2∈C(σ2),
c1∩c2 6=∅
qφ(c2) = min
a∈c1
qφ(a) = qψ(c1)
therefore the number of suh extensions is equal to
∏
c∈C(σπ) qψ(c).
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In this way we proved that
Σp×q(π) = Σp×q(π−1) = (−1)l
∑
(σ,φ)∈S(l)(r)

 ∏
b∈C(σ)
pφ(b)
∏
c∈C(σπ)
−qψ(c)

 .
5.2.3 New proof of the Stanley-Féray formula
Let λ be a Young diagram onsisting of n boxes. In the following we will distinguish the
symmetri group Sn whih permutes the elements {1, . . . , n} and the symmetri group S˜n
whih permutes the boxes of λ.
For a box 2 ∈ λ we denote by r(2) ∈ N (respetively, c(2) ∈ N) the row (respetively,
the olumn) of 2 ; in this way 2 = (c(2), r(2)).
If σ ∈ S˜n has a property that if boxes 21,22 are in the same row then σ(21), σ(22)
are not in the same olumn then we dene the number of olumn inversions cinv(σ) as the
number of pairs 21,22 suh that σ(21), σ(22) are in the same olumn, r(21) < r(22) and
r(σ(21)) > r(σ(22)). For σ ∈ S˜n whih do not have this property we dene (−1)cinv(σ) = 0.
The following theorem gives a very esthetially appealing formula for the haraters of
the symmetri groups.
Theorem 5.5. Let a Young diagram λ having n boxes and π ∈ Sn be given. Let πˆ ∈ S˜n be a
random permutation distributed with the uniform distribution on the onjugay lass dened
by π. Then
χλ(π) = E[(−1)cinv(πˆ)].
Proof : We denote
Pλ ={σ ∈ S˜n : σ preserves eah row of λ},
Qλ ={σ ∈ S˜n : σ preserves eah olumn of λ}
and dene
aλ =
∑
σ∈Pλ
σ ∈ C[S˜n],
bλ =
∑
σ∈Qλ
(−1)|σ|σ ∈ C[S˜n],
cλ =bλaλ.
It is well-known that pλ = αλcλ is an idempotent for a onstant αλ whih will be speied
later. Its image Vλ = C[S˜n]pλ under multipliation from the right on the regular represen-
tation gives a representation ρλ (where the symmetri group ats by left multipliation)
assoiated to a Young diagram λ. It turns out that αλ =
dimVλ
n!
. It follows that for π˜ ∈ S˜n
n!
Tr ρλ(π˜)
dimVλ
=
Tr ρλ(π˜−1)
αλ
=
1
αλ
∑
µ∈S˜n
〈δµ, π˜−1δµpλ〉 =
∑
µ∈S˜n
∑
σ˜1∈Qλ
∑
σ˜2∈Pλ
(−1)|σ˜1|[µ = π˜−1µσ˜1σ˜2]. (69)
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We dene πˆ = µ−1π˜µ. For suh a permutation πˆ there exists at most one fatorization πˆ =
σ˜1σ˜2 ; by Young lemma this fatorization exists if and only if (−1)cinv(πˆ) 6= 0. Furthermore,
if suh a fatorization exists then (−1)|σ1| = (−1)cinv(σ). It follows that
n!
Tr ρλ(π˜)
dimVλ
=
∑
µ∈S˜n
(−1)cinv(µ−1π˜µ).
As µ runs over all permutations, πˆ = µ−1π˜µ runs over all elements of the onjugay lass
dened by π whih nishes the proof.
For permutations σ1, σ2 ∈ Sl we dene N˜λ(σ1, σ2) as the number of one-to-one funtions
f from {1, . . . , l} to the set of boxes of λ with a property that r ◦ f is onstant on eah yle
of σ2 and c ◦ f is onstant on eah yle of σ1.
Proposition 5.6. Let λ be a Young diagram having n boxes. For any permutation π ∈ Sl
(where l ≤ n)
Σλ(π) =
∑
σ1,σ2∈Sl
σ1σ2=π
(−1)|σ1|N˜λ(σ1, σ2).
Proof : Let us onsider the ase l = n. Let π˜ ∈ S˜n be any permutation with the same yle
struture as π ∈ Sn. Our starting point is the analysis of (69). Notie that the multliset of
the values of µ−1π˜µ (over µ ∈ S˜n) oinides with the multiset of the values of f ◦ π ◦ f−1
(over bijetions f). We dene σi = f
−1 ◦ σ˜i ◦ f ; then ondition µ = π˜−1µσ˜1σ˜2 is equivalent
to π = σ1σ2. It is easy to hek that σ˜1 ∈ Qλ if and only if c ◦ f is onstant on eah yle of
σ1 and σ˜2 ∈ Pλ if and only if r ◦ f is onstant on eah yle of σ2. Thus
n!
Tr ρλ(π˜)
dimVλ
=
∑
σ1,σ2∈Sn,
σ1σ2=π
(−1)|σ1|N˜λ(σ1, σ2) (70)
and the proof in the ase when l = n is nished.
For a permutation σ ∈ Sn we denote by supp σ ⊆ {1, . . . , n} the support of a permu-
tation (the set of non-xed points). We laim that a fatorization π = σ1σ2 has a non-zero
ontribution to (70) only if supp σ1, supp σ2 ⊆ supp π. Indeed, if m ∈ supp σ1 \ supp π =
supp σ2 \ supp π then for any bijetion f at least one of the following onditions hold
true : r(f(m)) 6= r(f(σ2(m))) (in this ase r ◦ f is not onstant on the yles of σ2) or
c(f(m)) 6= c(f(σ2(m))) (in this ase c(f(σ1(σ2(m)))) 6= c(f(σ2(m))) hene c ◦ f is not on-
stant on the yles of σ1).
It follows that if π ∈ Sl then we may restrit the sum in (70) to fatorizations π = σ1σ2,
where σ1, σ2 ∈ Sl whih nishes the proof.
For permutations σ1, σ2 ∈ Sl we dene Nˆλ(σ1, σ2) as the number of all funtions f :
{1, . . . , l} → λ (with values in the set of boxes of λ) with a property that r ◦ f is onstant
on eah yle of σ2 and c ◦ f is onstant on eah yle of σ1.
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Lemma 5.7. For any Young diagram λ and a permutation π ∈ Sl∑
σ1,σ2∈Sl
σ1σ2=π,
(−1)|σ1|N˜λ(σ1, σ2) =
∑
σ1,σ2∈Sl
σ1σ2=π,
(−1)|σ1|Nˆλ(σ1, σ2). (71)
Proof : Let a funtion f : {1, . . . , l} → λ be given whih is not a one-to-one funtion. It
follows that there exists a transposition µ ∈ Sl with a property that f is onstant on the
orbits of µ. Funtion f ontributes to the sum∑
σ1,σ2∈Sl
σ1σ2=π,
(−1)|σ1|N˜λ(σ1, σ2)
with multipliity ∑
σ1,σ2∈Sl
σ1σ2=π
(−1)|σ1|, (72)
where the sum runs over pairs (σ1, σ2) with a property that σ1σ2 = π and c ◦ f is onstant
on eah yle of σ1 and r ◦ f is onstant on eah yle of σ2.
Map (σ1, σ2) 7→ (σ′1, σ′2) with σ′1 = σ1µ, σ′2 = µσ2 is an involution of the pairs (σ1, σ2)
whih ontribute to (72) ; the only less trivial ondition whih should be veried is that c ◦ f
is onstant on eah yle of σ′1 but this is equivalent to c ◦ f being onstant on eah yle of
σ′1
−1 = µσ−11 .
Sine (−1)|σ1| = (−1)·(−1)|σ′1| therefore the ontributions of the pairs (σ1, σ2) and (σ′1, σ′2)
to (72) anel. In this way we proved that (72) is equal to zero whih nishes the proof.
Proof : [Proof of Theorem 5.2℄ Proposition 5.6 and Lemma 5.7 show that
Σλ(π) =
∑
σ1,σ2∈Sl
σ1σ2=π
(−1)|σ1|Nˆλ(σ1, σ2).
Now it is enough to notie that Nλ(σ1, σ2) = Nˆ
λ(σ1, σ2) ; the desired bijetion is dened as
follows : if m ∈ {1, . . . , l} fullls m ∈ c1 ∩ c2 for ci ∈ C(σi) we set f(m) = (h(c1), h(c2)).
5.2.4 Generalization to Young diagrams on R2+
We may identify a Young diagram with a subset of R2 given by a graphial representation
of λ (aording to the Frenh notation). For example, for a partition λ = (λ1, . . . , λk) it is
the set ⋃
1≤i≤k
[0, λi]× [i− 1, i]. (73)
In this way we may onsider olorings h of the yles of permutations σ1 and σ2 whih instead
of natural take real values. If we x some numbering of the yles in C = C(σ1)⊔C(σ2) then
any suh oloring h : C → R+ an be identied with an element of R|C|+ .
We dene
Nλ(σ1, σ2) = vol{h ∈ R|C|+ : h ompatible with λ}. (74)
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Notie that in the ase when λ ⊂ R2 is as presribed by (73), the set of funtions h ∈
R
|C|
+ ompatible with λ is a polyhedron hene there is no diulty in dening its volume ;
furthermore denitions (65) and (74) give the same value.
The advantage of the denition (74) is that it allows to dene haraters for any bounded
set λ ∈ R2+, in partiular for multi-retangular Young diagrams p× q for general sequenes
p1, . . . , pk ≥ 0, q1, . . . , qk ≥ 0 whih do not have to be natural numbersjust like in the
original papers [Sta03, Sta06, Fér08b℄.
Fig. 5.2  Example of a skew Young diagram for whih Theorem 5.2 is false.
It is very natural therefore to ask if Theorem 5.2 holds true also for skew Young diagrams.
Unfortunately, this is not the ase as it an be seen for the skew Young diagram λ from Figure
5.2 sine
Σλ(12) = 12
Tr ρλ(12)
Tr ρλ(e)
=
12
5
whih is not even an integer !
5.3 Charaters of symmetri groups, random matries
and free probability
5.3.1 Stanley-Féray harater formula and random matries
For a Young diagram λ we onsider a random matrix Tλ = (tij) suh that
 its entries (tij) are independent random variables ;
 if (i, j) ∈ λ then tij is a omplex entered Gaussian variable, that is to say that
E(tij) = 0,
E(tijtij) = 1,
E(t2ij) = 0;
 otherwise, if (i, j) /∈ λ then tij = 0.
Sine Tλ has only nitely many non-zero entries we may identify it with its trunation
Tλ = (tij)1≤i,j≤N , where N ≥ r(λ), c(λ).
We are interested in this matrix beause the moments of TλT
⋆
λ are given by a formula
whih is very similar to the Stanley-Féray formula for haraters (Theorem 5.2) :
Theorem 5.8. With the denitions above and π ∈ Sl with a yle deomposition k1, . . . , kr
E
(
Tr(TλT
⋆
λ )
k1 · · ·Tr(TλT ⋆λ )kr
)
=
∑
σ1,σ2∈Sl
σ1σ2=π
Nλ(σ1, σ2). (75)
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Proof : The rst step is to expand the produt and the trae on the left-hand side :
E
(
Tr(TλT
⋆
λ )
k1 . . .Tr(TλT
⋆
λ )
kr
)
=E
[( ∑
i11,j
1
1 ,...,i
1
k1
,j1k1
ti11j11 ti12j11 . . . ti1k1j
1
k1
ti11j1k1
)
. . .
( ∑
ir1,j
r
1 ,...,i
r
kr
,jrkr
tir1jr1 tir2jr1 . . . tirkr j
r
kr
tir1jrkr
)]
=
∑
i1,j1,...,il,jl
E
[
l∏
m=1
timjmtiπ(m)jm
]
.
Sine random variables (tij) are Gaussian we an apply Wik formula [Zvo97℄ to eah sum-
mand ; in order to do this we need to onsider all ways of pairing fators (tim,jm) with fators
(tiπ(m)jm). Eah suh a pairing an be identied with a permutation σ ∈ Sl therefore
E
[
l∏
m=1
timjmtiπ(m)jm
]
=
∑
σ∈Sl
[
l∏
m=1
E
(
tiσ(m)jσ(m)tiπ(m)jm
)]
=
∑
σ∈Sl
l∏
m=1
[iσ(m) = iπ(m)] [jσ(m) = jm] [(iσ(m), jσ(m)) ∈ λ].
If we plug this in our alulation,
E
(
Tr(TλT
⋆
λ )
k1 . . .Tr(TλT
⋆
λ )
kr
)
=∑
σ∈Sl
∑
i1,j1,...,il,jl
(
l∏
m=1
[iσ(m) = iπ(m)] [jσ(m) = jm] [(iσ(m), jσ(m)) ∈ λ]
)
.
If we denote σ1 = πσ
−1
2 , σ2 = σ then the sum over σ an be seen as a sum over all σ1, σ2 ∈ Sl
suh that σ1σ2 = π. If a sequene i1, . . . , il (respetively, sequene j1, . . . , jl) ontributes to
the above sum then it must be onstant on eah yle of σ1 (respeively, eah yle of σ2).
It follows that there is a bijetive orrespondene between sequenes i1, j1, . . . , il, jl whih
ontribute to the above sum and olorings of the yles of σ1 and σ2 whih are ompatible
with λ.
By omparing the above result with Theorem 5.2 we obtain the following orollary.
Corollary 5.9. Let λ be a Young diagram. Then for any permutation π ∈ Sl with a yle
deomposition k1, . . . , kr
|Σλ(π)| ≤ E(Tr(TλT ⋆λ )k1 · · ·Tr(TλT ⋆λ )kr).
We shall not follow this idea in this artile and we will prove all estimates from srath,
but it is worth notiing that the above Corollary shows that the asymptotis of haraters of
symmetri groups an be dedued from the orresponding asymptotis of random matries.
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In partiular it follows that when the lengths k1, . . . , kr of the yles of π are big enough
then the asymptotis of the orresponding harater is related to the limit distribution of the
largest eigenvalue of TλT
∗
λ [SS98℄. Notie, however, that due to the minus sign in Theorem
5.2 and the resulting anelations the harater |Σλ(π)| ould, at least in priiple, be muh
smaller than the appropriate moment of the random matrix TλT
∗
λ .
5.3.2 Formal Young diagrams
In the same way as Theorem 5.2 implies Theorem 5.4 equation (75) implies the following
result.
Corollary 5.10. If λ = p× q is a multiretangular Young diagram (66) then
E
(
Tr(TλT
⋆
λ )
k1 · · ·Tr(TλT ⋆λ )kr
)
=
∑
(σ,φ)∈S(l)(r)

 ∏
b∈C(σ)
pφ(b)
∏
c∈C(σπ)
qψ(c)

 . (76)
It is somewhat disturbing that both the right-hand side of the original Stanley-Féray
formula (68) and the right-hand side of (76) are polynomials p and q and as suh make
sense for arbitrary values of p and q, in partiular for negative values. If we allow use of
suh formal Young diagrams p × q (the term generalized Young diagram is already in use
and it means ontinuous Young diagram) then the following result follows.
Theorem 5.11. For any formal Young diagram p × q and a permutation π ∈ Sl with a
yle deomposition k1, . . . , kr
Σp×q(π) = (−1)lE(Tr(Tp×(−q)T ⋆p×(−q))k1 . . .Tr(Tp×(−q)T ⋆p×(−q))kr).
The authors of this artile are still onfused about the meaning of the above equality
sine (exept for the ase of an empty Young diagram) at least one of the formal Young
diagrams p× q, p× (−q) does not make sense as a Young diagram.
5.3.3 Free umulants of the transition measure
For a (ontinuous) Young diagram λ we denote by µλ its transition measure (whih is a
probability measure on the real line) [Ker93, Bia98℄ and by Rλm := Rm(µ
λ) we denote the m-
th free umulant of µλ. The importane of free umulants Rλm in the study of the asymptotis
of symmetri groups was pointed out by Biane [Bia98℄. The following theorem gives a new
formula for the free umulants Rλm. It has a big advantage that it does not involve the notion
of the transition measure and it is related diretly with the shape of a Young diagram.
Theorem 5.12. For any Young diagram λ
Rλl+1 =
∑
σ1,σ2∈Sl,
σ1σ2=(1,2,...,l),
|σ1|+|σ2|=|(1,2,...,l)|
(−1)|σ1| Nλ(σ1, σ2), (77)
where the sum runs over minimal fatorizations of a yle of length l.
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Proof : For a Young diagram λ and c > 0 we denote by cλ the (generalized) Young diagram
obtained from λ by similarity with sale c. A funtion f on the set of (generalized) Young
diagrams is said to be homogeneous of degree m if
f(cλ) = cmf(λ)
holds true for all hoies of λ and c. Eah free umulant Rm is homogenous of degree m.
The value of the normalized harater Σλ(1, 2, . . . , l) on a yle an be expressed as a
polynomial (known as Kerov polynomial) in free umulants (Rλm : m ∈ {2, 3, . . .}) :
Σλ(1, 2, . . . , l) = Rλl+1 + (terms of lower degree)
therefore Rλl+1 is the homogeneous part of Σ
λ(1, 2, . . . , l) with degree l+1. We apply (64) for
π = (1, 2, . . . , l) ; it is easy to see that eah summand on the right-hand side is homogeneous
of degree |C(σ1)|+ |C(σ2)| whih nishes the proof.
5.3.4 Generalized irular operators
Let D be the algebra of ontinuous funtions on R+. We equip it with an expeted value
φ : D → C given by φ(f) = ∫∞
0
f(t)dt.
We onsider an operator-valued probability spae, whih by denition is some ∗-algebra
A suh that D ⊆ A and equipped with a onditional expetation E : A → D. For a given
(generalized) Young diagram λ let T ∈ A be a generalized irular operator [VDN92, Spe98℄
with a ovariane [
k(T, fT ∗)
]
(s) =
∫
t:(t,s)∈λ
f(t) dt,
[
k(T ∗, fT )
]
(s) = −
∫
t:(s,t)∈λ
f(t) dt, (78)[
k(T, fT )
]
(s) = 0,[
k(T ∗, fT ∗)
]
(s) = 0.
Theorem 5.13. For any (generalized) Young diagram λ
Rλl+1 = φ
[
(T ∗T )l
]
.
Proof : It is easy to hek that for permutations σ1, σ2 whih ontribute to (77) the orre-
sponding bipartite graph is a tree therefore the alulation of Nλ(σ1, σ2) is partiularly sim-
ple, namely it is a ertain iterated integral. The same iterated integral appears in the nested
evaluation of amalgamated free umulants therefore Nλ(σ1, σ2) = ±φ
[
kσ2(T
∗, T, · · · , T ∗, T )].
The plus/minus sign is due to the minus sign in the ovariane (78). It is easy to hek that
in fat
(−1)|σ1|Nλ(σ1, σ2) = φ
[
kσ2(T
∗, T, · · · , T ∗, T )].
The moment-umulant formula
E
[
(T ∗T )l
]
=
∑
σ∈NC2
kσ(T
∗, T, · · · , T ∗, T )
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nishes the proof sine there is a bijetive orrespondene between non-rossing pair parti-
tions and the minimal fatorizations.
Exept for the minus sign on the right-hand side of (78) the ovariane of T looks in the
same way as the ovariane of generalized irular operators orresponding to the limits of
Gaussian band matries [Shl96℄ whih should not be surprising in the light of Theorem 5.8.
We refer also to the artiles [ni03, DH04℄ where a similar irular operator is onsidered.
Due to the analyti mahinery of free probability the alulation of the moments of T in
a losed form is possible in many ases therefore Theorem 5.13 gives a pratial method of
alulating the free umulants of the Young diagrams.
5.4 Tehnial estimates
5.4.1 Estimates for the number of olorings Nλ(σ1, σ2)
As we already mentioned in Example 5.1.5 to permutations σ1, σ2 we an assoiate a
bipartite graph C(σ1)⊔C(σ2) with an edge between c1 ∈ C(σ1) and c2 ∈ C(σ2) if c1∩c2 6= ∅.
For a bipartite graph G = C1 ⊔ C2 (not neessarily arising from the above onstrution)
and a Young diagram λ we dene Nλ(G) as the number of olorings h of the verties of
C1 ⊔ C2 whih are ompatible with the Young diagram λ (the denition of ompatibility in
this ontext is a natural extension of the old one, i.e. we require that if c1 ∈ C1 and c2 ∈ C2
are onneted by an edge then
(
h(c1), h(c2)
) ∈ λ).
We denote by Gp,q a full bipartite graph for whih |C1| = p and |C2| = q.
Lemma 5.14. Let G be a nite bipartite graph with a property that the degree of any vertex
is non-zero. It is possible (not neessarily in a unique way) to remove some of the edges of
G in suh a way that the resulting graph G˜ is a disjoint union of the graphs of the form G1,1,
Gk,1, G1,k.
Assume that a Young diagram λ onsists of n boxes. Then, for any A ≥ r(λ), c(λ)
Nλ(G) ≤ A(number of verties of G)
( n
A2
)
(number of onneted omponents of G˜)
. (79)
Proof : If the graph G ontains an edge whih onnets two verties of degree bigger than
one we remove it and iterate this proedure ; if no suh edge exists then the resulting graph
G˜ has the desired property.
Clearly, Nλ(G) ≤ Nλ(G˜) therefore it is enough to nd a suitable upper bound for Nλ(G˜).
Sine both sides of (79) are multipliative with respet to the disjoint sum of graphs it is
enough to prove (79) for G˜ ∈ {G1,1, Gk,1, G1,k}. It is easy to verify that
Nλ(G1,1) = n,
Nλ(Gk,1) =
∑
i
λki ≤ Ak−1n,
Nλ(G1,k) =
∑
i
λ′i
k ≤ Ak−1n
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whih nishes the proof.
Proposition 5.15. Suppose that r(λ), c(λ) ≤ A ≤ n and σ1, σ2 ∈ Sl and π = σ1σ2. Then
Nλ(σ1, σ2) ≤ A|C(σ1)|+|C(σ2)|
( n
A2
)orbits(σ1,σ2) ≤ Al−|C(π)|n|C(π)|( 1
A
)o(σ1,σ2)
, (80)
where orbits(σ1, σ2) denotes the number of orbits in the ation of 〈σ1, σ2〉 on the set {1, . . . , n}
and
o(σ1, σ2) = l − |C(σ1)| − |C(σ2)|+ orbits(σ1, σ2).
Proof : The rst inequality is a simple orollary from Lemma 5.14 sine A2 ≥ r(λ)c(λ) ≥ n
and the number of onneted omponents of G˜ is bounded from below by orbits(σ1, σ2). The
seond inequality follows by multiplying by( n
A
)|C(π)|−orbits(σ1,σ2) ≥ 1.
5.4.2 Estimates for the number of fatorizations
Now, we have to nd a bound of the number of fatorizations of π with a given value of
the statisti o(σ1, σ2).
Lemma 5.16. Let π, σ1, σ2 ∈ Sl be suh that π = σ1σ2. There exist permutations σ′1, σ′2 ∈ Sl
suh that π = σ′1σ
′
2, |σ′1| + |σ′2| = |σ1| + |σ2|, |σ′2| = |σ′2σ−12 | + |σ2| and every yle of σ′1 is
ontained in some yle of σ′2. Furthermore, |σ′1| = o(σ1, σ2).
Proof : If every yle of σ1 is ontained in some yle of σ2 then σ
′
1 = σ1 and σ
′
2 = σ2 have
the required property.
Otherwise, there exist a, b ∈ {1, . . . , n} suh that a and b belong to the same yle of
σ1 but not to the same yle of σ2. We dene σ
′
1 = σ1(a, b), σ
′
2 = (a, b)σ2. Notie that
|σ′1| = |σ1| − 1, |σ′2| = |σ2|+ 1, and the partitions Π and Π′ of {1, . . . , l} in the orbits under
the ation of the subgroups 〈σ1, σ2〉 and 〈σ′1, σ′2〉 are the same.
We iterate this proedure if neessary (it will nish after a nite number of steps beause
the length of σ1 dereases in eah step). It remains to prove that |σ′2| ≥ |σ′2σ−12 | + |σ2| (the
opposite inequality follows from the triangle inequality) : notie that |σ′2| − |σ2| is equal to
k (where k is the number of steps after whih the proedure has terminated) and σ′2σ
−1
2 is a
produt of k transpositions, hene |σ′2σ−12 | ≤ k.
Furthermore, as every yle of σ′1 is ontained in some yle of σ
′
2, the partition Π
′
is just
C(σ′2), so |C(σ′2)| = orbits(σ′1, σ′2) therefore
o(σ1, σ2) = o(σ
′
1, σ
′
2) = l − |C(σ′1)| = |σ′1|.
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Lemma 5.17. For any integers l ≥ 1 and i ≥ 0 and for any π ∈ Sl
#{σ ∈ Sl : |σ| = i} ≤ l
2i
i!
. (81)
Proof : Sine every permutation in Sl appears exatly one in the produt
[1 + (12)][1 + (13) + (23)] · · · [1 + (1l) + · · ·+ (l − 1, l)],
we have ∑
i
xi #{σ ∈ Sl : |σ| = i} = (1 + x)(1 + 2x) · · · (1 + (l − 1)x).
Eah of the oeients of xk on the right-hand side is bounded from above by the orre-
sponding oeient of exe2x · · · e(l−1)x = e l(l−1)x2 , nishing the proof.
Lemma 5.18. There exists a onstant C0 with a property that for any k the number of
minimal fatorisations σ1σ2 = π, |σ1|+ |σ2| = |π| of a yle π = (1, . . . , k) and suh that the
assoiated graph G˜ onsists of s ≥ 2 omponents is bounded from above by
(C0k)
2s−2
(2s− 2)! .
Proof : Sine the fatorization is minimal therefore the graph G assoiated to σ1, σ2 is a
tree.
In eah onneted omponent of G˜ there is at most one vertex of degree higher than one
and we shall deorate this vertex. If in some onneted omponent of G˜ there are no suh
verties we deorate any of them. In this way the deorated verties an be identied with
onneted omponents of G˜.
We will give to G a struture of planted planar tree : the root is the yle of σ1 ontaining
1 and his left-most edge links it to the yle of σ2 ontaining 1.
We onsider the graph G′ obtained from G by removing the leaves (exept the root)
and the graph G′′ whih onsists of the deorated verties of G˜ ; we onnet two verties
A,B ∈ G′′ by an edge if verties A,B are onneted in G (or, equivalently, G′) by a diret
path, i.e. a path whih does not pass through any onneted omponent of G˜ other than the
ones speied by A and B. It is easy to see that G′′ inherits the struture of a plane rooted
tree from G (we dene the root of G′′ to be the onneted omponent of G˜ of the root of G)
and it has s verties. It follows that the number of suh trees G′′ is bounded from above by
the Catalan number
1
s+1
(
2s
s
)
< 4s.
In order to reonstrut tree G′ from G′′ we have to speify for eah edge of G′′ if it omes
from a single edge of G′ or from a pair or a triple of onseutive edges of G′ ; it follows that
we have (at most) 3s−1 hoies. It might happen also for two adjaent (with respet to the
planar struture) edges e1, e2 of G
′′
that eah of these edges ei orresponds to a pair or a
triple of onseutive edges fi = (fi1, fi2[, fi3]) of G
′
and these tuples f1 and f2 have one edge
in ommon. There are at most 2s−3 suh pairs of adjaent edges whih aounts for at most
22s−3 hoies. If the root of G is not a deorated vertex, it might happen that it is a leaf or
that it belong to the left-most and/or to the right-most edge of the root of G′ : there are 4
hoies for that.
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In order to reonstrut tree G from G′ we have to speify if the root of G is a deorated
vertex or not. Furthermore we have to speify plaes in whih we will add missing l leaves to
the tree G′ (note that l ≤ k + 1− s) ; it is easy to see that this is equivalent to speifying a
partition l = a1+ · · ·+a2s−1, where a1, . . . , a2s−1 ≥ 0 are integers. It follows that the number
of hoies is bounded from above by
2
(
l + 2s− 2
2s− 2
)
≤ 2
(
k + s− 1
2s− 2
)
≤ 2 k
2s−2
(2s− 2)! .
A minimal fatorisation is determined by its biolored graph with a marked edge, for
example the one linking the two yles ontaining 1 [GJ92℄. With our onstrution, the
oloring is determined by the root whih is always white (i.e. a yle of σ1) and the marked
edge is its left-most edge.
It follows that the total number of hoies is bounded from above by
2 · 3s−1 · 22s−1 · 4s k
2s−2
(2s− 2)! .
5.5 Asymptotis of haraters
5.5.1 Upper bound for haraters : proof of Theorem 5.1
Proof : [Proof of Theorem 5.1℄ Let k1, . . . , kr ≥ 2 be the lengths of the non-trivial yles in
the yle deomposition of π ∈ Sn. It follows that l := k1 + · · ·+ kr = | supp π| and in the
following we will regard π as an element of Sl. We denote A = max(l, r(λ), c(λ)).
We onsider a map whih to a pair (σ1, σ2) assoiates any pair (σ
′
1, σ
′
2) as presribed by
Lemma 5.16. For any xed σ′2 the permutations σ2 suh that |σ′2| = |σ′2σ−12 | + |σ2| an be
identied with non-rossing partitions of the yles of σ′2 (see [Bia97, Setion 1.3℄). It follows
that the number of suh permutations σ2 is equal to the produt of appropriate Catalan
numbers and, hene, this produt is bounded from above by 4l. Therefore Theorem 5.2 and
Proposition 5.15 show that
|Σλ(π)| ≤
∑
σ1,σ2∈Sl,
σ1σ2=π
Al−rnr
(
1
A
)o(σ1,σ2)
≤ 4l
∑
σ′1,σ
′
2∈Sl,
σ′1σ
′
2=π
Al−rnr
(
1
A
)|σ′1|
≤ 4lAl−rnr
∑
σ′1∈Sl
(
1
A
)|σ′1|
≤ 4lAl−rnr
∑
i≥0
l2i
Aii!
,
where the last inequality follows from Lemma 5.17. It follows that
|Σλ(π)| ≤ 4lAl−rnre l
2
A ≤ (4e)lAl−rnr. (82)
After dividing by (n)l ≥
(
n
e
)l
we obtain
|χλ(π)| ≤ (4e2)l
(
A
n
)l−r
(83)
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whih nishes the proof beause l = | supp π| ≤ 2|π| and l − r = |π|.
5.5.2 Error term for balaned Young diagrams
Biane [Bia98℄ proved that if the permutation π is xed and the Young diagram λ is
balaned (i.e. r(λ), c(λ) = O(
√
n)) then
χλ(π) =
1
(n)| supp(π)|
r∏
i=1
Rki+1(λ) +O
(
n−
|π|+2
2
)
.
The following theorem gives a uniform estimate for the error term in Biane's formula
(note that if π is xed and the Young diagram balaned, with ǫ = C√
n
we reover the result
of Biane).
Theorem 5.19. There exists a onstant a suh that, for any 0 < ε < 1, any Young diagram
λ of size n and any permutation π ∈ Sn suh that | supp(π)|2 ≤ εA and r(λ), c(λ) ≤ A ≤ n
we have : ∣∣∣∣∣χλ(π)− 1(n)| supp(π)|
r∏
i=1
Rki+1(λ)
∣∣∣∣∣ ≤
(
ε2 +
A
n
ε
)(
aA
n
)|π|
,
where the ki are the lengths of the non-trivial yles of π.
Proof : Using Theorem 5.2 and Theorem 5.12 together with the fat that any minimal
fatorisation of π is a produt of minimal fatorisations of its yles, we an write :
Σλ(π)−
r∏
i=1
Rλki+1 =
∑
σ1,σ2∈Sl
σ1σ2=π
|σ1|+|σ2|>|π|
(−1)|σ1|Nλ(σ1, σ2),
where l = | supp π| is the support of π. To suh a pair (σ1, σ2) of permutations we an
assoiate one of the pairs of permutations (σ′1, σ
′
2) given by Lemma 5.16 with |σ′1| ≥ 1.
Consider the ase |σ′1| = 1. Then orbits(σ1, σ2) = orbits(σ′1, σ′2) ≥ |C(π)|−1 and the rst
inequality in (80) shows that
Nλ(σ1, σ2) ≤ A|C(σ1)|+|C(σ2)|
( n
A2
)|C(π)|−1
therefore the estimate given by Proposition 5.15 an be improved to the following one :
Nλ(σ1, σ2) ≤ Al−|C(π)|n|C(π)| 1
n
.
Clearly A ≥ l therefore by the same argument as in the proof of Theorem 5.1, we obtain
the inequality ∣∣∣∣∣Σλ(π)−
r∏
i=1
Rki+1(λ)
∣∣∣∣∣ ≤ 4lAl−rnr
(
l2
n
+
∑
i≥2
l2i
Aii!
)
.
The proof is now nished thanks to the remarks of the previous subsetion and the inequality
exp(z)− 1− z ≤ z2 for 0 < z < 1.
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5.5.3 Charaters of symmetri groups related to Thoma haraters
Vershik and Kerov [VK81℄ proved that if π is a xed permutation with the lengths of
non-trivial yles k1, . . . , kr then for any Young diagram λ with n boxes
χλ(π) =
r∏
i=1
[∑
j
αkij −
∑
j
(−βj)ki
]
+O
(
1
n
)
where αj =
λj
n
, βj =
λ′j
n
; we prefer to write this formula in an equivalent form
χλ(π) =
nl
(n)l
r∏
i=1
[∑
j
αkij −
∑
j
(−βj)ki
]
+O
(
1
n
)
. (84)
In this setion we will prove Theorem 5.20 whih together with Theorem 5.19 give a
uniform estimate for the error term in the formula (84). In partiular, for A = n and ǫ = C
n
we reover the result of Vershik and Kerov.
Theorem 5.20. There exist onstants a, C > 0 with the following property. Let k1, . . . , kr
be positive integers ; we denote k1+ . . .+kr = l. If λ is a Young diagram having n boxes with
less than A boxes in eah row and eah olumn and suh that ε =
(k21+···+k2r)n
A2
< C then∣∣∣∣∣
∏r
i=1R
λ
ki+1
nl
−
r∏
i=1
[∑
j
αkij −
∑
j
(−βj)ki
]∣∣∣∣∣ ≤ ε
(
A
n
)l−r
ar, (85)
where αj =
λj
n
, βi =
λ′j
n
.
Proof : Firstly, let us onsider the ase r = 1. Note that
Nλ(e, (1, . . . , k)) =
∑
j
(nαj)
k,
Nλ((1, . . . , k), e) =
∑
j
(nβj)
k
therefore Theorem 5.12 implies that the left-hand side of (85) is equal to∣∣∣∣∣ 1nk ∑
σ1,σ2∈Sk\{e}
σ1σ2=π
|σ1|+|σ2|=|π|
(−1)|σ1|Nλ(σ1, σ2)
∣∣∣∣∣.
Let a pairs of permutations σ1, σ2 whih ontribute to the above sum be xed ; we onsider
the bipartite graph G and the graph G˜ given by Lemma 5.14. Clearly, in this ase graph G˜
has more than one omponent. With Lemma 5.18 and Lemma 5.14
( n
A
)k−1 ∣∣∣∣∣R
λ
k+1
nk
−
∑
j
(
αkj − (−βj)k
)∣∣∣∣∣ ≤∑
s≥2
(C0k)
2s−2
(2s− 2)!
( n
A2
)s−1
≤ 2C
2
0k
2n
A2
= 2C20ε, (86)
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where the last inequality holds true if
2C20k
2n
A2
= 2C20ε is smaller than some positive onstant
and the proof is nished in the ase r = 1.
For the general ase, we put ǫi =
k2i n
A2
. We denote
Xi =
1
a
( n
A
)ki−1 Rλk+1
nki
,
Yi =
1
a
( n
A
)ki−1∑
j
(
αkij − (−βj)ki
)
.
Let us x a > 2. Clearly, |Yi| < 2a < 1 hene (86) shows that |Xi| < 1 if ε is smaller than
some positive onstant. Telesopi summation
X1 · · ·Xr − Y1 · · ·Yr = X1 · · ·Xr−1(Xr − Yr)+
X1 · · ·Xr−2(Xr−1 − Yr−1)Yr + · · ·+ (X1 − Y1)Y2 · · ·Yr
shows that
1
ar
(n
A
)l−r ∣∣∣∣∣
∏r
i=1R
λ
ki+1
nl
−
r∏
i=1
[∑
j
αkij −
∑
j
(−βj)ki
]∣∣∣∣∣ ≤ 2C0(ǫ1 + · · ·+ ǫr)a .
5.5.4 Disjoint umulants of onjugay lasses
Sine this setion is not entral to the this paper we will be quite ondensed with pre-
senting the neessary denitions. For more details we refer to [ni06℄.
For any permutation π ∈ Sl we onsider the normalized onjugay lass Σπ ∈ Sn. For nor-
malized onjugay lasses Σπ1 , . . . ,Σπr we onsider their disjoint umulant k
•(Σπ1 , . . . ,Σπr)
with respet to some given representation ρ of Sn.
One of the main results of the paper [ni06℄ was asymptotis of the disjoint umulant
k•(Σπ1 , . . . ,Σπr) in the ase when π1, . . . , πr are xed and the Young diagram λ is balaned.
The following Proposition (after applying similar estimates as in the proof of Theorem 5.1)
gives a uniform estimate for suh disjoint umulants.
Proposition 5.21. Let π1 ∈ Sl1, . . . , πr ∈ Slr . If ρ = ρλ is an irreduible representation
orresponding to the Young diagram λ then
k•(Σπ1, . . . ,Σπr) =
∑
σ1,σ2∈Sl1+···+lr ,
σ1σ2=π1×···×πr,
〈σ1,σ2,Sl1×···×Slr 〉 is transitive
(−1)|σ1|Nλ(σ1, σ2),
where the sum runs over all fatorizations σ1σ2 = π1 · · ·πr ∈ Sl1+···+lr whih are transitive in
a sense that the permutations σ1, σ2 together with Sl1×· · ·×Slr at transitively on {1, . . . , l1+
· · ·+ lr}.
Proof : It is an immediate onsequene of Theorem 5.2 and the denition of the disjoint
umulants.
Troisième partie
Étude ombinatoire des oeients des
polynmes de Kerov
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6
Combinatorial interpretation and positivity of
Kerov's harater polynomials
Ce hapitre reprend le ontenu de l'artile [Fér08a℄, à paraître dans Journal of Algebrai
Combinatoris. Une version abrégée a été aeptée à la onférene internationale FPSAC
2008 (prix du meilleur papier d'un étudiant).
This hapter orresponds to the artile [Fér08a℄, to appear in Journal of Algebrai Combi-
natoris. A short version has also been aepted at FPSAC 2008 (best paper from a student
award).
Résumé
Les polynmes de Kerov permettent d'exprimer les aratères irrédutibles en fontion
des umulants libres assoiés au diagramme de Young. Dans et artile, nous établissons un
résultat de positivité sur les oeients, qui étend une onjeture de S.V. Kerov.
La méthode utilisée, via la déomposition de artes, donne une desription des oeients
du k-ième polynme de Kerov à partir des permutations de S(k). Nous obtenons aussi
des formules expliites et des interprétations ombinatoires pour ertains oeients. En
partiulier, nous alulons le terme sous-dominant du aratère sur une permutation xée
(e résultat était onnu seulement dans le as des yles).
Abstrat
Kerov's polynomials give irreduible harater values in term of the free umulants of the
assoiated Young diagram. We prove in this artile a positivity result on their oeients,
whih extends a onjeture of S. Kerov.
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Our method, through deomposition of maps, gives a desription of the oeients of the
k-th Kerov's polynomials using permutations in S(k). We also obtain expliit formulas or
ombinatorial interpretations for some oeients. In partiular, we are able to ompute the
subdominant term for harater values on any xed permutation (it was known for yles).
6.1 Introdution
6.1.1 Bakground
6.1.1.1 Representations of the symmetri group
Representations theory of the symmetri group S(n) is a very anient researh eld
in mathematis. Irreduible representations of S(n) are indexed by partitions λ of n, or
equivalently by Young diagrams of size n. The assoiated harater an be omputed thanks
to a ombinatorial algorithm, but unfortunately it beomes quikly ombersome when the
size of the diagram is large and does not help to study asymptoti behaviours.
6.1.1.2 Free umulants
To solve asymptoti problems in representation theory of the symmetri groups, P. Biane
introdued in [Bia98℄ the free umulants Ri(λ) (of the transition measure) of a Young dia-
gram. Asymptotially, the harater value and the lassial operation on representations an
be easily desribed with with free umulants :
 Up to a good normalisation, the l + 1-th free umulant is the leading term of the
harater value on the yle (1 . . . l).
 Typial large Young diagrams (aording to the Planherel distribution) have, after
resaling, all their free umulants, exepted from the seond one, very lose to zero.
 Almost all the diagrams appearing in an elementary operation on irreduible repre-
sentations (like restrition, tensor produt) have free umulants very lose to spei
values, whih an be easily omputed from the free umulants of the original dia-
gram(s).
So the free umulants form a good way to enode the informations ontained in a Young
diagram.
6.1.1.3 Kerov's polynomials
It is natural to wonder if there are exat expressions of harater value in terms of free u-
mulants. Kerov's polynomials give a positive answer to this question for harater values on
yles (they appear rst in a paper of P. Biane [Bia03, Theorem 1.1℄ in 2003). Unfortunately,
their oeients remain very mysterious. A lot of work has been done to understand them
([Bia03℄,[ni06a℄,[GR07℄,[Bia07℄,[R08℄,[Las08d℄) : a general, but exploding in omplexity,
expliit formula and a ombinatorial interpretation for linear terms in free umulants have
been found.
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The positivity of the oeients of Kerov's polynomial has been observed by numerial
omputations ([Bia03℄,[GR07℄) and was onjetured by S. Kerov. The main result of this
paper is a positive answer to this onjeture.
6.1.1.4 Multiretangular Young diagrams
We use in this paper a new way to look at Young diagrams, initiated by R. Stanley in
[Sta03℄. In this paper, he proved a nie ombinatorial formula for harater values, but only
for Young diagrams of retangular shape. To generalize it, we have to look at any Young
diagram as a superposition of retangles as in gure 6.1. With this desription, Stanley's
formula has been reently generalized (see [Sta06℄,[Fér08b℄).
Fig. 6.1  Young diagram assoiated to sequenes p and q (frenh onvention)
The omplexity of this general formula depends only on the size of the support of the per-
mutation (and not of the size of the permutation itself !). As remarked in [F07℄, it is useful
to reformulate it with the notion of bipartite graph assoiated to a pair of permutations. This
bipartite graph has in fat a anonial map struture (for some pairs of permutations, this
struture was introdued by I.P. Goulden and D.M. Jakson in [GJ92℄), whih is entral here.
In this paper, we link these two reent developments. This gives a new ombinatorial
interpretation of the oeients, proving Kerov's onjeture.
6.1.2 Normalized harater
If σ is a permutation in S(k), let C(σ) be the partition of the set [k] := {1, . . . , k} in
orbits under the ation of σ. The type of σ is, by denition, the partition µ of the integer k
whose parts are the length of the yle of σ. The onjugay lasses of S(k) are exatly the
sets of partition of a given type.
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By denition, for µ ⊢ k and λ ⊢ n with k ≤ n, the normalized harater value is given
by equation :
Σµ(λ) :=
n(n− 1) . . . (n− k + 1)χλ(σ)
χλ(Idn)
, (87)
where σ is a permutation in S(k) of type µ and χλ is the harater value of the irreduible
representation assoiated to λ (see [Ma95℄). Note that we have to identify σ with its image
by the natural embedding of S(k) in S(n) to ompute χλ(σ).
6.1.3 Minimal fatorizations and non-rossing partitions
Non-rossing partitions and in partiular, their link with minimal fatorizations of a yle,
are entral in this work. This paragraph is devoted to denition and known results in this
domain. For more details, see P. Biane's paper [Bia97℄.
Dénition 6.1. A rossing of a partition π of the set [j] is a quadruple (a, b, c, d) ∈ [j]4 with
a < b < c < d suh that
 a and c are in the same part of π ;
 b and d are in the same part of π, dierent from the one ontaining a and c.
A partition without rossings is alled a non-rossing partition. The set of non-rossing
partitions of [j] is denoted NC(j) and an be endowed with a partial order struture (by
denition, π ≤ π′ if every part of π is inluded in some part of π′).
The partially ordered set (poset) NC(j) appears in many domains : we will use its on-
netion with the symmetri group.
Let us onsider the following length on the symmetri group S(j) : denote by l(σ) the
minimal number h of transpositions needed to write σ as a produt of transpositions σ =
τ1 . . . τh. One has :
l(Idj)=0,
l(σ−1)=l(σ),
l(σ · σ′)≤l(σ) + l(σ′).
We onsider the assoiated partial order on S(j) : by denition, σ ≤ σ′ if l(σ′) = l(σ) +
l(σ−1σ′). It is easy to prove that
 Idj is the smallest element ;
 for any σ, one has l(σ) = j − |C(σ)|.
So, if we denote by (1 . . . j) the yle sending 1 onto 2, 2 onto 3, et. . . , one has
σ ≤ (1 . . . j)⇐⇒ |C(σ)|+ |C(σ−1(1 . . . j))| = j + 1.
If σ ≤ σ′, let us onsider the interval [σ; σ′] whih is by denition the set {τ ∈ S(k) s.t. σ ≤
τ ≤ σ′}. In his paper [Bia97, setion 1.3℄, P. Biane gives a ombinatorial desription of these
intervals :
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Proposition 6.1 (Isomorphism with minimal fatorizations). The map
[Idj; (1 . . . j)]−→NC(j)
σ 7→ C(σ)
is a poset isomorphism.
Here is the inverse bijetion : to a non-rossing partition τ of [j], we assoiate the per-
mutation σπ ∈ S(j), where σπ(i) is the next element in the same part of π as i for the yli
order (1, 2, . . . , j).
Sine the order is invariant by onjugay, every interval [Idj; c], where c is a full yle, is
isomorphi as poset to a non-rossing partition set. More generally, if σ is a permutation in
S(j),
[Idj; σ] ≃
|C(σ)|∏
i=1
NC(ji),
where the ji's are the number of elements of the yles of σ. This result gives a desription
of all intervals of the symmetri group sine, if σ ≤ σ′, we have [σ; σ′] ≃ [Id; σ−1σ′].
6.1.4 Kerov's polynomials
We look for an expression of the normalized harater value in terms of free umulants.
In the ase where µ has only one part (µ = (k), σ = (1 . . . k)), P. Biane shows in [Bia03℄ the
following result attributed by him to S. V. Kerov :
Denition-Theorem 6.2. For any k ≥ 1, there exists a polynomial Kk, alled k−th Kerov's
polynomial, with integer oeients, suh that, for every Young diagram λ of size bigger than
k, one has :
Σk(λ) = Kk(R2
(
λ), . . . , Rk+1(λ)
)
. (88)
Examples :
Σ1=R2;
Σ2=R3;
Σ3=R4 +R2;
Σ4=R5 + 3R3;
Σ5=R6 + 15R4 + 5R
2
2 + 8R2.
Our main result is the positivity of the oeients of Kerov's polynomials. This result
was onjetured by S. Kerov (aording to P. Biane, see [Bia03℄).
Theorem 6.3 (Kerov's onjeture). For any integer k ≥ 1, the polynomial Kk has non-
negative oeients.
Our proof gives a (ompliated) ombinatorial interpretation of the oeients and al-
lows us to ompute some of them.
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6.1.4.1 High graded degree terms
Theorem 6.4. Let j1, . . . , jt be non negative integers suh that
∑
i
ji = k−1. The oeient
of
∏
i
Rji in Kk is
(k − 1)k(k + 1)
24
|Perm(j)|
∏
i
(ji − 1), (89)
where Perm(j) is the set of sequenes equal to j up to a permutation (|Perm(j)| = t!
m2!...mk−1!
is the multinomial oeient of the ml's, where ml is the number of ji equal to l).
This theorem gives an expliit formula for the term of graded degree k−1 in Kk, whih is
the subdominant term for harater values on a yle. It has already been proved in two dif-
ferent ways by I.P. Goulden and A. Rattan in [GR07℄ and by P. niady in [ni06a℄. The proof
in this artile is a new one, whih is a onsequene of our general ombinatorial interpretation.
6.1.4.2 Low degree terms
Theorem 6.5. The oeient of the linear monomial Rd in Kk is the number of yles
τ ∈ S(k) suh that τ−1(12 . . . k) has d− 1 yles.
Let k, j, l be positive integers, the oeient of RjRl in Kk is the number (respetively
half the number is j = l) of pairs (τ, ϕ) whih fulll the following onditions :
 The rst element τ is a permutation in S(k) suh that |C(τ)| = 2. The seond element
ϕ is a bijetion |C(τ)| ∼→ {1; 2}. So we ount some permutations with numbered yles.
 τ−1σ has j + l − 2 yles.
 Among these yles, at least j have an element in ommun with ϕ−1(1) and at least l
with ϕ−1(2).
The rst part of this theorem was proved by R. Stanley and P. Biane [Bia03℄ sepa-
rately, the seond is a new result. As in our general ombinatorial interpretation, these
oeients an be omputed by ounting permutations in S(k). So, when the support of the
permutations is quite small, we an ompute quikly harater values from free umulants.
6.1.5 A ombinatorial formula for harater values
The main tool in this artile is the following formula, onjetured by R. Stanley in [Sta06℄
and proved by the author in [Fér08b℄ (please beware that the noations are a little dierent
than in the original papers). As notied in paragraph 6.1.1, if we have two sequenes p and
q of non-negative integers with only nitely many non-zeros terms, we onsider the partition
drawn on gure 6.1 :
λ(p,q) :=
∑
i≥1
qi, . . . ,
∑
i≥1
qi︸ ︷︷ ︸
p1 times
,
∑
i≥2
qi, . . . ,
∑
i≥2
qi︸ ︷︷ ︸
p2 times
, . . .
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With this notation, the Ri(λ(p,q)) are homogeneous polynomials of degree i in p and q.
Theorem 6.6. Let p and q be two nite sequenes, λ(p,q) ⊢ n the assoiated Young diagram
and µ ⊢ k(k ≤ n). If σ ∈ S(k) is a permutation of type µ, the harater value is given by
the formula :
Σµ
(
λ(p,q)
)
=
∑
τ,τ∈S(k)
ττ=σ
(−1)|C(τ)|+rN τ,τ (p,q), (90)
where N τ,τ is an homogeneous power series of degree |C(τ)| in p and |C(τ)| in q whih will
be dened in setion 6.2.
This theorem gives a ombinatorial interpretation of the oeients of Σµ, expressed as
a polynomial in variables p and q. It is natural to wonder if there exists suh an expression
for free umulants. Sine Rl+1 is the term of graded degree l + 1 of Σl (see [Bia98, Theorem
1.3℄), we obtain the following formula (A. Rattan has also given a diret proof of this result
in [Rat07b℄) :
Rl+1(λ(p,q))=
∑
τ,τ∈S(l)
ττ=(1...l)
|C(τ)|+|C(τ)|=l+1
(−1)|C(τ)|+1N τ,τ (p,q);
=
∑
π∈NC(l)
(−1)|π|+1Nπ(p,q). (91)
The seond equality omes from the fat that fatorizations τ, τ of the long yle (1 . . . l)
suh that |C(τ)| + |C(τ)| = l + 1 are anonially in bijetion with non-rossing partitions
(see paragraph 6.1.3). Note that Nπ is simply a short notation for Nσπ ,σ
−1
π (1...l)
.
From now on, we onsider Σk and Rl as power series in two innite sets of variables (p,q)
and look at equality (88) in this algebra (equality as power series in p and q is equivalent
to equality for all Young diagram λ, whose size is bigger than a given number). If we ex-
pand Kk(R2, . . . , Rk+1), we obtain an algebrai sum of produt of power series assoiated to
minimal fatorizations. In this artile, we write eah term of the right side of (90) as suh a
sum.
6.1.6 Generalized Kerov's polynomials
The theorems of paragraph 6.1.4 orrespond to the ase where µ has only one part. But,
in fat, they have generalizations for any µ ⊢ k.
Firstly, there exist universal polynomials Kµ, alled generalized Kerov's polynomials,
suh that :
Σµ(λ) = Kµ(R2(λ), . . . , Rk+1(λ)). (92)
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Examples : Σ2,2=R
2
3 − 4R4 − 2R22 − 2R2;
Σ3,2=R3 ·R4 − 5R2 · R3 − 6R5 − 18R3;
Σ2,2,2=R
3
3 − 12R3 · R4 − 6R3 · R22 + 58R3 · R2 + 40R5 + 80R3.
Seondly, although these polynomials do not have non-negative oeients, the following
generalization of theorem 6.3 holds :
Theorem 6.7. Let µ ⊢ k and σ ∈ S(k) a permutation of type µ.
Σ′µ :=
∑
τ,τ∈S(k)
ττ=σ
<τ,τ> trans.
(−1)|C(τ)|+1N τ,τ , (93)
where < τ, τ > trans. means that the subgroup < τ, τ > of S(k) generated by τ and τ
ats transitively on the set [k]. Then there exists a polynomial K ′µ with non-negative integer
oeients suh that, as power series :
Σ′µ = K
′
µ(R2, . . . , Rk+1). (94)
Examples : Σ′2,2=4R4 + 2R
2
2 + 2R2;
Σ′3,2=6R2 · R3 + 6R5 + 18R3;
Σ′2,2,2=64R3 · R2 + 40R5 + 80R3.
Setions 6.2, 6.3 and 6.4 are devoted to the proof of this theorem.
The quantitiesΣ′ are not only pratial for the statement of this theorem, they also appear
as disjoint umulants [F07, Proposition 22℄ for study of the asymptotis of harater values
in [ni06b℄. It is also easy to reover Σ from Σ′ by looking, for eah deomposition, at the
set partition of [k] in orbits under the ation of < τ, τ > (one has to be areful about the
signs) :
Σµ =
∑
Π partition of [l(µ)]

 ∏
{i1,...,il} part of Π
(−1)l−1Σ′µi1 ,...,µil

 . (95)
If we invert this formula with (usual) umulants, then our positivity result on general-
ized Kerov's polynomials is exatly the one onjetured by A. Rattan and P. niady in [R08℄.
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6.1.6.1 Subdominant term for general µ.
We an also ompute some partiular oeients in this general ontext :
For low degree terms, the rst part of theorem 6.5 is still true (it has been proved in
[R08℄ in this general ontext) and the seond is true with K ′µ instead of Kµ and with an
additional ondition in the seond part : < τ, τ−1σ > ats transitively on [k].
The highest graded degree in K ′µ is |µ|+ 2− l(µ). In the ase l(µ) = 2, we an expliitly
ompute the orresponding term.
Theorem 6.8. Let N(l1, . . . , lt;L) be the number of solutions of the equation x1+. . .+xt = L,
fullling the ondition that, for eah i, xi is an integer between 0 and li. Then, the oeient
of a monomial
t∏
i=1
Rji of graded degree r + s in K
′
r,s is :
r · s
t
|Perm(j)| N(j1 − 2, . . . , jt − 2; r − t). (96)
This result gives the subdominant term for harater values on any xed permutation :
Corollary 6.9. For any µ = (k1, . . . , kr) ⊢ k, one has :
Σµ =
r∏
i=1
Rki+1+
r∑
i=1

(∏
h 6=i
Rh)

 ∑
|j|=i−1
(k − 1)k(k + 1)
24
|Perm(j)|
l(j)∏
i
(ji − 1)Rji




+
∑
1≤i1<i2≤r

( ∏
h 6=i1,i2
Rh)

 ∑
|j|=i1+i2
i1 · i2
l(j)
|Perm(j)| N(j1 − 2, . . . , jt − 2; i1 − t)
l(j)∏
i=1
Rji




+ lower graded degree terms.
Proof. In equation (95), the only summands whih ontain terms of degree |µ| + r − 2 are
the one indexed by the partition of [l(µ)] in singletons and those indexed by partitions in
one pair and singletons.
6.1.7 Organization of the artile
In setion 6.2, we will assoiate a map to eah pair of permutations. This will help us to
dene the assoiated power series N . In setion 6.3, for any map M , we write N(M) as an
algebrai sum of power series assoiated to minimal fatorizations. The setion 6.4 is the end
of the proof of theorem 6.7. Then, in setion 6.5, we will ompute some partiular oeients
(proofs of theorems 6.4, 6.5 and 6.8).
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6.2 Maps and polynomials
In this setion, we dene the power series N τ,τ as the omposition of three funtions :
S(k)× S(k) § 6.2.1// biolored labeled mapForget // biolored graph§ 6.2.2 // C[[p,q]]
6.2.1 From permutations to maps
Let us give some denitions about graphs and maps.
Dénition 6.2 (graphs).
 A graph is given by :
 a nite set of verties V ;
 a set of half-edges H with a map ext from H to V (the image of an half-edge is
alled its extremity) ;
 a partition of H into pairs (alled edges, whose set is denoted E) and singletons (the
external half-edges).
 A biolored graph is a graph with a partition of V in two sets (the set of white verties
Vw and the set of blak verties Vb) suh that, for eah edge, among the extremities of
its two half-edges, one is blak and one is white.
 A labeled graph is a graph with a map ι from E in N⋆. Moreover, we say that it is well
labeled if ι is a bijetion of image [|E|].
 An oriented edge e is an edge e with an order of its two half-edges.
 An oriented loop is a sequene of oriented edge e1, . . . , el suh that :
 For eah i, the extremity vi of the rst half-edge of ei+1 is the same as the extremity
of the seond of ei (with the onvention el+1 = e1) ;
 All the vi's and the ei's are dierent (an edge does not appear twie, even with
dierent orientations).
We identify sequenes that dier only by a yli permutation of their oriented edges.
 The free abelian group on graphs has a natural ring struture : the produt of two
graphs is by denition their disjoint union.
Dénition 6.3 (Maps).
 A map is a graph supplied with, for eah vertex v, a yli order on the set of all
half-edges (inluding the external ones) of extremity v (i.e. ext−1(v)).
 Consider an half-edge h of a map M . Thanks to the map struture, there is a yli
order on the set of half-edges having the same extremity as h. We all suessor of h
the element just after h in this order.
 Sine a map is a graph with additional informations, we have the notion of biolored
and/or (well-)labeled map.
 A fae of a map is a sequene of oriented edge e1, . . . , ek suh that, for eah i, the rst
half-edge of ei+1 (el+1 = e1) is the suessor of the seond half-edge of ei. As for loops,
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we identify the sequenes whih dier by yli permutations of their oriented edges.
Then eah oriented edge is in exatly one fae.
 If F is a fae of a map is labeled and biolored, we denote by E(F ) the set of edges
appearing in F with the white to blak orientation. The word assoiated to a fae
is the word w(F ) of the labels of the elements of E(F ) (it is dened up to a yli
permutation).
 A fae, whih is also a loop (all verties and edges of the fae are distint) and whih
does not ontain an external half-edge, is alled a polygon.
Remark. A map, whose underlying graph is a tree, is a planar tree. It has exatly one fae.
Fig. 6.2  Example of a biolored labeled map, with exatly one fae whose assoiated word
is 12345678
Map assoiated with a pair of permutations The following onstrution is lassial
(it generalizes the work of I.P. Goulden and D.M. Jakson in [GJ92℄) but we reall it for
ompleteness.
Dénition 6.4. To a well-labeled biolored map M with k edges and no external half-edges,
we assoiate the pair of permutations (τ, τ ) ∈ S(k)2 dened by : if i is an integer in [k], e
the edge of M with label i and h its half-edge with a white (resp. blak) extremity, then τ(i)
(resp. τ(i)) is the label of the edge ontaining the suessor of h.
It is easy to see that this denes a bijetion between well-labeled biolored maps and
pairs of permutations in S(k). Its inverse assoiates to a pair of permutations (τ, τ) the
following biolored labeled map M τ,τ : the set of white verties is C(τ), the one of blak
verties C(τ), the set of half-edges {1w, 1b, . . . , kw, kb} is partitioned in edges {iw, ib} and
the yle (i1, . . . , il) of τ (resp. (j1, . . . , jl) of τ ) is the extremity of the half-edges i
w
1 , . . . , i
w
l
(resp. jb1, . . . , j
b
l ) in this yli order.
The following property follows straight forward from the denition :
Proposition 6.10. The words assoiated to the faes of M τ,τ are exatly the yles of the
produt ττ .
Example. The map drawn on gure 6.2 is assoiated to the following pair of permutations :(
(15)(27)(3)(486), (174)(236)(58)
)
of produt (12345678). The word assoiated to its unique
fae is 12345678 as predited by proposition 6.10.
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Note that the onneted omponents of M τ,τ are in bijetion with the orbits of [k] under
the ation of < τ, τ >. So, a fatorization is transitive if and only if its map is onneted. In
partiular, maps of minimal fatorizations of the full yle (12 . . . k) are exatly the onneted
maps with k + 1 verties and k edges, that is to say the planar trees.
6.2.2 From graphs to polynomials
Dénition 6.5. Let G be a biolored graph and V its set of verties, disjoint union of Vb and
Vw. An evaluation ψ : V → N⋆ is said admissible if, for any edge between a white vertex w
and a blak one b, it fullls ψ(b) ≥ ψ(w). The power series N(G) in indeterminates p and q
is dened by the formula :
N(G) =
∑
ψ:V→N
admissible
∏
w∈Vw
pψ(w)
∏
b∈Vb
qψ(b). (97)
Note that N is extended to the ring Abg of biolored graphs by Z-linearity. It is in fat a
morphism of rings (the power series assoiated to a disjoint union of graphs is simply the
produt of the power series assoiated to these graphs).
If τ and τ are two permutations in S(k), we put :
N τ,τ := N(M τ,τ ).
This denition is the one that appears in theorem 6.6. The main step of our proof of
Kerov's onjeture is to write the power series assoiated to any pair of permutations as an
algebrai sum of power series assoiated to forests (i.e. produts of power series assoiated
to minimal fatorizations).
Let G be a biolored graph and L an oriented loop of G. We denote by E(L) the set of
edges whih appear in the sequene L oriented from their white extremity to their blak one.
Let us dene the following element of the Z-module Abg :
TL(G) =
∑
E′⊂E(L)
E′ 6=∅
(−1)|E′|−1G\E ′, (98)
where G\E ′ denotes the graph obtained by taking G and erasing its edges belonging to E ′
(it is a subgraph of G with the same set of verties). These elementary transformations are
drawn on gure 6.3, where we have only drawn verties and edges belonging to the loop L
(so these shemes an be understood as loal transformations).
An example of suh a transformation is drawn in gure 6.4. G is the map of gure 6.2
(we forget the labels and the map struture) and L the loop 7, 2, 6, 4.
We have the following onservation property :
Proposition 6.11. If G is a biolored graph and L an oriented loop of G, then
N
(
TL(G)
)
= N(G). (99)
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Fig. 6.3  Illustration of denition of transformation TL
Fig. 6.4  Example of an elementary transformation.
Proof. Let G be a biolored graph and Vw, Vb, E as in denition 6.2. We write the series
N(G) as the following sum :
N(G)=
∑
ψw:Vw→N⋆

 ∑
ψ:V→N⋆admissible
ψ/Vw=ψw
∏
w∈Vw
pψ(w)
∏
b∈Vb
qψ(b)

 ;
=
∑
ψw:Vw→N⋆
Nψw(G). (100)
Sine all the graphs in the equality (99) have the same set of verties Vw, it is enough to
prove that, for every ψw : Vw → N⋆, we have :
Nψw
(
TL(G)
)
= Nψw(G). (101)
Let us x a partial evaluation ψw : Vw → N⋆. If we hoose a numbering w1, . . . , wl (with
respet to the loop order) of the white verties of L, then there exists an index i suh that
ψw(wi+1) ≥ ψw(wi) (with the onvention wl+1 = w1). Denote by e the edge just after wi in
the loop L. It is an erasable edge. So we have a bijetion :{
E ′ ⊂ E(L), e /∈ E ′} ∼→{E ′′ ⊂ E(L), e ∈ E ′′}
E ′ 7→E ′′ = E ′ ∪ {e}.
But, this bijetion has the following property :
Nψw(G\E ′) = Nψw(G\(E ′ ∪ {e}).
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Indeed the admissible evaluations whose restritions to white verties is ψw are the same
for the two graphs G\E ′ and G\(E ′ ∪ {e}). The only thing to prove is that, if suh a ψ is
admissible for G\(E ′ ∪ {e}), it fullls also : ψ(be) ≥ ψ(wi), where be is the blak extremity
of e. This is true beause
ψ(be) ≥ ψ(wi+1) = ψw(wi+1) ≥ ψw(wi) = ψ(wi).
To onlude the proof, note that ardinals of E ′ and E ′ ∪ {e} have dierent parity so
they appear with dierent signs in G−TL(G). Their ontributions to (101) anel eah other
and the proof is over.
Reall that N is a morphism of rings, so (Abg)/KerN is a ring.
Corollary 6.12. The ring (Abg)/KerN is generated by trees.
Proof. Just iterate the proposition by hoosing any oriented loop until there is no loop left
(if a graph is not a disjoint union of trees, there is always one).
However, forests are not linearly independent in (Abg)/KerN .
6.3 Map deomposition
By iterating proposition 6.11 until there are only forests left, given a graph G, we obtain
an algebrai sum of forests whose assoiated power series is N(G). But there are many
possible hoies of oriented loops and they an give dierent sums of forests. In this setion,
we explain, how, by restriting the hoies, we hoose a partiular one, whih depends on
the map struture and the labeling.
6.3.1 Elementary deomposition
To do oherent hoies, it is onvenient to add an external half-edge to our map. So, in
this paragraph, we deal with biolored maps with exatly one external half-edge h. They
generate a free Z-module denoted Abm,1.
If M is suh a map, let ⋆ be the extremity of its external half-edge. An (oriented) loop
L is said admissible if :
 The vertex ⋆ is a vertex of the loop, that is to say that ⋆ is the extremity of the seond
half-edge hi,2 of ei and of the rst half-edge hi+1,1 of ei+1 for some i ;
 The yli order at ⋆ restrited to the set
{
h, hi,2, hi+1,1
}
orresponds to the yli
order
(
h, hi+1,1, hi,2
)
.
For example, the oriented loop L of gure 6.4 is admissible. If L satises the rst ondition,
exatly one among the oriented loops L and L′ is admissible (where L′ is L with the opposite
orientation).
Denition-Theorem 6.13. There exists a unique linear operator
D1 : Abm,1 → Abm,1
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suh that :
 The image of a given map M lives in the vetor spae spanned by its submaps with the
same set of verties ;
 If L is an admissible loop of M , then
D1(M) = D1
(
TL(M)
)
. (102)
Note that this equality is meant as an equality between submaps of M , not only as
isomorphi maps ;
 If there is no admissible loops in M , then D1(M) = M .
Proof. If M is a biolored map, all graphs appearing in TL(M) have strily less edges than
M . So the uniqueness of D1 is obvious.
The existene of D1 will be proved by indution. Denote, for every N , A
N
bm,1 the sub-
module of Abm,1 generated by graphs with at most N edges. We will prove that there exists,
for every N , an operator DN1 : A
N
bm,1 → ANbm,1, extending DN−11 if N ≥ 1, and satisfying the
onditions asked for D1. The ase N = 0 is very easy beause A
0
bm,1 is generated by graphs
without admissible loops, so D01 = Id. If our statement is proved for any N , it implies the
existene of D1 : take the indutive limit of the D
N
1 .
Let N ≥ 1 and suppose that DN−11 has been built. To prove the existene of DN1 , we have
to prove that, ifM has admissible loops, then DN−11
(
TL(M)
)
does not depend on the hosen
admissible loop L. To do this, let us denote by M⋆ the submap of M ontaining exatly
all the edges of M whih belong to some admissible loop of M . The maps M and M⋆ have
exatly the same admissible loops. We dene H = |E(M⋆)| − |V (M⋆)| + 1 (whih might be
understood as the number of independent loops in M⋆).
If H = 0, 1, the map M has at most one admissible loop, so there is nothing to prove :
 If M has exatly no admissible loop, then DN1 (M) = M .
 If M has exatly one admissible loop L, then DN1 (M) = TL(M).
If H = 2 and if there is a vertex of valene 4 in M⋆ dierent from ⋆, then there is at most
one admissible loop. If H=2 and if ⋆ is a vertex of valene 4, then there are two admissible
loops L1 and L2 without any edges in ommun, so the transformation with respet to these
loops ommute, so
DN−1
(
TL1(M)
)
= TL2
(
TL1(M)
)
= TL1
(
TL2(M)
)
= DN−1
(
TL2(M)
)
.
If H = 2 and if ⋆ and an other vertex v have valene 3, there are three admissible loops.
In M⋆, there are three dierent paths c0, c1, c2 going (without any repetition of verties or
edges) from ⋆ to v. We number them suh that, if hi is the rst half-edge of the path ci,
the yli order at ⋆ is (h, h0, h1, h2). Let us denote by Ei(0 ≤ i ≤ 2) (resp. by Ei¯) the
set of edges appearing in ci oriented from their blak vertex to their white one (resp. from
their white vertex to their blak one). If I = {i1, . . . , il} ⊂ {0, 1, 2, 0¯, 1¯, 2¯}, we onsider the
following element of Abg,1 :
MI =
∑
∅6=E′1⊂Ei1 ,...,∅6=E′l⊂Eil
(−1)|E′1|−1 . . . (−1)|E′l|−1M\(E ′1 ∪ . . . ∪E ′l).
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Let L1 = c0 · c1, L2 = c1 · c2 and L3 = c0 · c2 be the three admissible loops of M . Their
respetive sets of erasable edges are E0¯ ∪ E1, E0¯ ∪ E2 and E1¯ ∪ E2. So we have (the gure
6.5 shows this omputation on an example, where all sets Ei are of ardinal 1) :
Fig. 6.5  One partiular ase of denition-theorem 6.13
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TL1(M)=
∑
E′⊂E1
E′ 6=∅
(−1)|E′|−1M\E ′ +
∑
E′⊂E0¯
E′ 6=∅
(−1)|E′|−1M\E ′
+
∑
E′⊂(E1∪E0¯)
(E′∩E1)6=∅,(E′∩E0¯)6=∅
(−1)|E′|−1M\E ′;
=M0¯ +M1 −M1,0¯.
For eah graph appearing in M0¯, M1 there is only one admissible loop so D
N−1
1 is just given
by the orresponding elementary transform :
DN−11 (TL1(M))=M0¯,1¯ +M2,0¯ −M2,0¯,1¯ +M1,0¯ +M1,2 −M1,2,0¯ −M1,0¯,
=M0¯,1¯ +M2,0¯ −M2,0¯,1¯ +M1,2 −M1,2,0¯.
For the other admissible loops, we obtain :
DN−11 (TL2(M))=D
N−1
1 (M1¯ +M2 −M2,1¯),
=M0¯,1¯ +M2,1¯ −M2,0¯,1¯ +M2,0¯ +M1,2 −M1,2,0¯ −M2,1¯,
=M0¯,1¯ −M2,0¯,1¯ +M2,0¯ +M1,2 −M1,2,0¯;
DN−11 (TL3(M))=D
N−1
1 (M0¯ +M2 −M2,0¯),
=M0¯,1¯ +M2,0¯ −M2,0¯,1¯ +M2,0¯ +M1,2 −M1,2,0¯ −M2,0¯,
=M0¯,1¯ −M2,0¯,1¯ +M2,0¯ +M1,2 −M1,2,0¯.
If H = 2 and if there are two verties v and v′ of valene 3 distint from ⋆, the proof is
similar. We use the same notations, exept that :
 The paths c0, c1 and c2 go from v to v
′
.
 The vertex ⋆ is on c0. It does not matter to exhange c1 and c2.
 If the half-edge just before (resp. just after) ⋆ in c0 is denoted by h1 (resp. h2), the
yli order at ⋆ indues the order (h1, h, h2).
In this ase, there are only two admissible loops L1 and L3 in M and a little omputation
proves the theorem :
DN−11 (TL1(M))=D
N−1
1 (M0¯ +M1 −M1,0¯),
=M0¯ +M1,0¯ +M1,2 −M1,2,0¯ −M1,0¯,
=M0¯ +M1,2 −M1,2,0¯;
DN−11 (TL0¯(M))=D
N−1
1 (M0¯ +M2 −M2,0¯),
=M0¯ +M2,0¯ +M1,2 −M1,2,0¯ −M2,0¯,
=M0¯ +M1,2 −M1,2,0¯.
The proof is over in the ase H = 2.
The ase H ≥ 3 needs the two following lemmas :
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Lemma 6.14. Let L be an admissible loop of M and e an edge of M\L. Then,
DN−11
(
TL(M)
)
= DN−11
(
DN−11 (M\{e}) ∪ {e}
)
,
where, for a submapM ′ ⊂M with the same set of verties whih does not ontain e, M ′∪{e}
the map obtained by adding the edge e to M ′.
Proof. To ompute the left side of the equation, we hoose, for every graph in TL(M), one
of its admissible loop, apply the assoiated transformation and iterate this. If, whenever it
is possible, we hoose an admissible loop that does not ontain e, the rst hoies done are
also hoies of admissible loops for the map M\{e}. After the assoiated transformations,
we obtain DN−11 (M\{e}) ∪ {e} and the lemma follows.
Lemma 6.15. If H ≥ 3 and if L1 and L2 are two admissible loops with L1 ∪ L2 = M , then
there exists a third one L suh that L ∪ L1 6= M and L ∪ L2 6= M .
Proof. We hoose a numbering of the oriented edges of the loops so that the rst half-edge of
e1 has ⋆ for extremity. We suppose (eventually by exhanging L1 and L2) that the rst half-
edge of L1 is between h0 and the rst half-edge of L2 in the yli order of ⋆. As L1∪L2 = M ,
the loops L1 and L2 have an other vertex in ommun than ⋆ (otherwise, M is a wedge of
two yles and H = 2). Let v be the rst vertex of L1 whih is also in L2 but suh that the
paths from ⋆ to v given by the beginnings of L1 and L2 are dierent. Let us onsider the
sequene L equal to the onatenation of the beginning of L1 (from ⋆ to v) and the end of
L2 (from v to ⋆). With this denition :
 All verties and edges appearing in L are distint. Moreover, L is an admissible loop ;
 The edge before v in L2 belongs neither to L1 nor to L ;
 As H > 2, the ends of L1 and L2 (from v to ⋆) are dierent. So there is an edge in the
end of L1 whih belongs neither to L2 nor to L.
Lemma 6.14 implies : if L1 and L2 are admissible loops suh that L1∪L2 6= M , we have :
D1
(
TL1(M)
)
= D1
(
TL2(M)
)
.
Together with lemma 6.15, this ends the proof of the theorem.
Remark (useful in paragraph 6.4.2). The denition of this operator does not really need the
maps to be biolored. It is enough to suppose that eah edge has a privileged orientation. In
this ontext, the erasable edges of a oriented loop are the one whih appear in the loop in
their privileged orientation and operator TL has a sense. A biolored map an be seen this
way if we hoose as orientation of eah edge the one from the white vertex to the blak one.
6.3.2 Complete deomposition
It is immediate from the denition that every map M ′ appearing with a non-zero oef-
ient in D1(M) has no admissible loops. Thus they are of the following form (drawn on
gure 6.6) :
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The vertex ⋆ is the extremity of half-edges hi(0 ≤ i ≤ l), inluding the external one h0, num-
bered with respet to the yli order. For i ≥ 1, hi belongs to an edge ei, whose other ex-
tremity is vi. Eah vi is in a dierent onneted omponentMi (alled leg) ofM\{h1, . . . , hl}.
Note that we have only erased the half-edge hi and not the whole edge ei so that eah Mi
keeps an external half-edge.
Fig. 6.6  General form of the onneted omponent ontaining ⋆ of a map appearing in
D1(M).
If we have a family of submapsM ′i = Mi\{E ′i} of theMi, it will be interesting to onsider
the map φM(M
′
1, . . . ,M
′
l ) = M\
⋃{E ′i} obtained by replaing in M eah Mi by M ′i .
The outome of operator D1 is an algebrai sum of maps, whih are muh more ompli-
ated than planar forests. So, in order to write N(M) as an algebrai sum of series assoiated
to minimal fatorizations, we have to iterate suh operations.
We want to dene deompositions of maps assoiated to pairs of permutations, so of
well-labeled biolored maps without external edges. But it is onvenient to work on a bigger
module : the ring Ablm,≤1 of biolored labeled maps with at most one external half-edge per
onneted omponent.
Denition-Proposition 6.16. There exists a unique linear operator
D : Ablm,≤1 → Ablm,≤1
suh that :
1. If M has only one vertex, then D(M) = M ;
2. If M has more than one onneted omponents M =
∏
Mi, then one has D(M) =∏
D(Mi) ;
3. If M has only one onneted omponent and no external half-edge, onsider its edge
e of smallest label. Let h be the half-edge of e of blak extremity. We denote by M
the map obtained by adding one external half-edge between h and its suessor. Then
D(M) = D(M) ;
4. If M has only one onneted omponent with one half-edge but no admissible loops,
we use the notations of the previous paragraph. As the Mi are onneted maps with an
external half-edge, we an ompute D(Mi) (third or fth ase). Then D(M) is given
by the formula :
D(M) = φM(D(M1), . . . , D(Ml)),
6.3.2. Complete deomposition 132
where φM is extended by multilinearity to algebrai sums of submaps of the Mi's.
5. Else, D(M) = D(D1(M)).
Existene and uniqueness of D are obvious. The image of a map M by D is in the sub-
spae generated by its submaps with the same set of verties, no isolated verties and no
loops, i.e. its overing forests without trivial trees. Note also that forests are xed points for
D (immediate indution).
Example. We will ompute D(M) whereM is the map of the gure 6.7 (without the external
half-edge).
The map M belongs to the third kind, so we have to add an external half-edge as on the
Fig. 6.7  Map M .
gure. Now, M is a map of the fth type and we have to ompute D1(M) : this is very easy
beause the two transformations assoiated with admissible loops lead to the same sum of
submaps whih do not ontain any admissible loop.
D1(M)=M\{1}+M\{2} −M\{1, 2};
So D(M)=D(M\{1}) +D(M\{2})−D(M\{1, 2}).
The map M\{1} is a map of the fourth type with only one leg M1, whih is drawn at gure
6.8.
This map M1 is again of the fourth type (with one leg : the map M2 of the gure 6.8) so
Fig. 6.8  Maps involved in the omputation of the example.
we have to ompute D(M2), whih is simply D1(M2) = M2\{5}. This implies immediately
that D(M1) = M1\{5} and :
D(M\{1})=M\{1, 5}.
Similarly, D(M\{2})=M\{2, 3}.
Now we look at the map M\{1, 2}. It has two onneted omponent (we have to apply rule
2) : one is a tree and has a trivial image by D, the other one M3 has no external half-edge.
We have to add one external half-edge to M3 with the third rule and obtain M4. Now, it is
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lear that D1(M4) = M4\{3}, so one has D(M\{1, 2}) = M\{1, 2, 3}.
Finally
D(M) = M\{1, 5}+M\{2, 3} −M\{1, 2, 3}.
As we an see on the example, when we replae Mi by its image by several elementary
transformations in M , we obtain the image of M by the same transformations. So, by an
immediate indution, the operator D onsists in applying to M an elementary transforma-
tion TL (with restrited hoies), then one to eah map of the result whih is not a forest,
et. until there are only forests left. An immediate onsequene is the D−invariane of N .
Remark. Note that transformations indexed by loops whih are in dierent onneted om-
ponents and/or in dierent legs of the map (fourth ase) ommute.
6.3.3 Signs
In this paragraph, we study the sign of the oeients in the expression D(M). This is
entral in the proof of theorem 6.7 beause we will show that the oeients of K ′µ an be
written as a sum of oeients of D(M), for some partiular maps M .
Proposition 6.17. Let M ′ ⊂ M two maps with the same set of verties and respetively tM ′
and tM onneted omponents. The sign of the oeient of M
′
in (−1)tMD(M) is (−1)tM′ .
Proof. Due to the indutive denition of D using D1, it is enough to prove the result for
operator D1 in the ase where M is a onneted (tM = 1) biolored map with one external
half-edge. We proeed by indution over the number of edges in M\M ′. If M ′ = M , the
result is obvious. Note that if M ′ has a non-zero oeient in D1(M), we have neessarily
M\M ′ = {e1, . . . , el} where eah ei belongs at least to one admissible loop.
First ase : There exists an edge e ∈M\M ′ suh that M\{e} has at least one admissible
loop. Let us dene M1 = M\{e} and apply the lemma 6.14 : D1(M) = D1
(
D1(M1) ∪ {e}
)
.
The submaps M ′′ of M1 ontaining M ′ an be divided in two lasses :
 Either M ′′∪{e} has the same number t of onneted omponents as M ′′. By indution
hypothesis, the sign of the oeient of M ′′ ∪ {e} in D1(M1) ∪ {e} is (−1)t−1 ;
 Or M ′′ ∪ {e} has stritly less onneted omponents than M ′′. In this ase {e} does
not belong to any loops of M ′′ ∪ {e}, so every graph appearing in D1(M ′′ ∪ {e}) does
ontain {e}. In partiular, the oeient of M ′ in D1(M ′′ ∪ {e}) is zero.
Finally, the oeient of M ′ in D1(M) is the same as in the sum of D1(M ′′ ∪{e}) for M ′′ of
the rst lass. So the result omes from the indution hypothesis applied to M ′ ⊂M ′′ ∪ {e}
(whih an be done beause M ′′ ∪ {e} has stritly less edges than M).
Seond ase : Else, up to a new numbering of edges ofM\M ′, the mapM ′ has l onneted
omponents M ′1, . . . ,M
′
l and, for eah i, the two extremities of ei belong to M
′
i and M
′
i+1
(onvention : M ′l+1 = M
′
1).
Choose any admissible loop L, it ontains all the edges ei. Indeed, if we look at a map
of the kind M ′′ = M\E ′, with E ′ ( {e1, . . . , el}, all edges of {e1, . . . , el}\E ′ do not belong
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to any loop of M ′′ and are never erased in the omputation of D1(M). So the only term in
TL(M) whih ontribute to the oeient of M
′
is (−1)l−1M ′.
6.4 Deompositions and umulants
In setion 6.3, we have built an operator D on biolored labeled maps whih leaves N
invariant and takes value in the ring spanned by forests. If we replae N τ,τ by N(D(M τ,τ ))
in the right hand side of equation (93), we obtain a deomposition of Σ′µ as an algebrai sum
of produts of power series assoiated to minimal fatorizations. In order to have something
that looks like (94), we regroup some terms and make free umulants appear through formula
(91). To do this, it will be useful to enode these assoiations of terms into ombinatorial
objets that we will all umulant maps.
6.4.1 Cumulant maps
Dénition 6.6. A umulant mapM of size k is a triple (MM,F, ι) where MM is a biolored
map with |E| − |V | = k, F = (F1, . . . , Ft) is a family of faes of MM suh that
 The faes F1, . . . , Ft are polygons (see denition 6.3)
 Every vertex of MM belongs to exatly one fae among F1, . . . , Ft ;
and ι is a funtion from E\⋃i(E(Fi)) (the set E(F ) was introdued in denition 6.3) to N⋆
(see gure 6.9 for an example). As in the ase of lassial maps, if ι is a bijetion of image
[k], the umulant map is said well-labeled.
By denition, the number of onneted omponents of M is the one of MM and its
resultant σM is the produt of the yles assoiated to the faes of MM dierent from
F1, . . . , Ft.
Non-rossing partitions as ompressions of a polygon Consider a polygon with 2j
verties, alternatively blak and white. We hoose an orientation, begin at a blak vertex
and label the edges 1′, 1, 2′, 2, . . . , j′, j. Given a non-rossing partition π ∈ NC(j), we glue,
for eah i, the edge i with the edge σπ(i)
′
(σπ is the permutation of [Idj ; (1 . . . j)] anonially
assoiated to π by proposition 6.1) so that their blak extremities are glued together and
also their white ones. In eah of these gluings we only keep the label without
′
. The result is
the labeled biolored planar tree assoiated to the pair
(
σπ, σ
−1
π (1 . . . j)
)
.
This onstrution denes a bijetion between NC(j) and the dierent ways to ompress
a polygon with 2j verties (with labeled edges) in a biolored labeled planar tree with j
edges. So we reformulate (91) :
Rj+1 =
∑
T tree obtained by ompression
of a polygon of 2j verties
(−1)|Vw(T )|+1N(T ), (103)
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Fig. 6.9  Example of a well-labeled umulant map of resultant (1 . . . 17)
as power series in p and q (where |Vw(T )| is the number of white verties of T ). If we onsider
a polygon without the labels 1′, 1, . . . , j′, j, the bijetion between NC(j) and the dierent
ways to ompress it as a tree is only dened up to a rotation of the polygon but this formula
is still true.
Given a umulant mapM, onsider all maps M obtained fromMM by ompressing eah
Fi into a tree (we do not touh the edges - dotted in our example - whih do not belong to
any fae Fi). Suh maps M have the same number of onneted omponents as M and are
maps of pairs of permutations whose produt is the resultant of M. The disjoint union of
the trees obtained by ompression of the fae Fi is a overing forest of M with no trivial
trees (i.e. with only one vertex), whih is denoted FM .
Example. The mapM of the gure 6.10 an be obtained from the umulant map of the gure
6.9 by ompressing eah polygon into a tree in a ertain way. The orresponding forest FM
an be seen on the gure by erasing the dotted edges.
Let M be a umulant map of resultant σ. Consider the funtion
NM :
{
(τ, τ ) ∈ S(k)× S(k) s.t. ττ = σ}→ C[[p,q]],
dened by :
 If the map M τ,τ is obtained from MM by ompressing in a ertain way (neessarily
unique) the faes F1, . . . , Ft, we put :
NM(τ, τ) = N
(
FMτ,τ
)
.
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Fig. 6.10  Example of a map obtained by ompressing the polygons of the umulant map
of gure 6.9.
 Else NM(τ, τ ) = 0.
This funtion fullls :
∑
τ,τ∈S(k)
ττ=σM
(−1)|C(τ)|+tMNM(τ, τ ) =
tM∏
i=1
Rji+1. (104)
Proof. Use formula (103) in the right hand side and expand it : the non-zero terms of the
two sides of equality are exatly the same (with same signs beause and M and FM always
have the same number of white verties).
Thanks to this property, this type of funtions are a good tool to put series assoiated
to forests together to make produt of free umulants appear.
Remark. Let M be a umulant map of resultant σ. The sets{
τ ∈ S(k) suh that NM(τ, τ−1σ) 6= 0
}
and
{
τ ∈ S(k) suh that NM(στ−1, τ) 6= 0
}
are intervals IM and IM of the symmetri group. So they are isomorphi as posets to produts
of non-rossing partition sets (for the order desribed in paragraph 6.1.3). The power series
NM(τ, τ−1σ) is simply the one assoiated to the image of τ by this isomorphism (this image
is dened up to the ation of the full yle on non-rossing partitions, so the assoiated power
series is well-dened) and equation (91) is a onsequene of this fat.
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6.4.2 Multipliities
As for lassial maps in paragraph 6.3.2, we dene a deomposition operator for umulant
maps. Denote by Acm,≤1 the ring generated as Z-module by the umulant maps with at most
one external half-edge by onneted omponent. If M is a umulant map, denote by M ′M
the map obtained by replaing, for eah i, the fae Fi by a vertex (this map is not biolored
but eah edge has a privileged orientation : the former white to blak orientation).
Denition-Proposition 6.18. There exists a unique linear operator
D : Acm,≤1 → Acm,≤1
suh that :
 If M ′M has only one vertex, then D(M) =M ;
 If M has more than one onneted omponents (M =∏iMi), then one has D(M) =∏D(Mi) ;
 IfM has only one onneted omponent and no external half-edge, let h be the half-edge
of blak extremity of its edge with the smallest label. We denote byM the umulant map
obtained by adding one external half-edge between h and its suessor (as some edges
have no labels, the half-edge is never in one of the faes Fi). Then D(M) = D(M)
 If M ′M has only one onneted omponent with one half-edge but no admissible loops,
denote by e1, . . . , el the edges leaving the same fae Fi0 as the external half-edge. The
map MM\Fi0 has l onneted omponents M1, . . . ,Ml, eah with an external half-edge
(at the plae where ei leaves Mi). These maps have a umulant map struture Mi =
MMi. Then D(M) is given by the formula :
D(M) = φM(D(M1), . . . ,D(Ml)),
where φM is the multilinear operator on algebrai sums of sub-umulant maps of the
Mi's dened as φM in paragraph 6.3.2.
 Else, onsider D1(M
′
M) thanks to remark 6.3.1. In eah map of the result, replae the
verties by faes Fi and denote the resulting sum of umulant map by CM(D1(M
′
M)).
Then,
D(M) = D(CM(D1(M ′M))).
Dénition 6.7. The multipliity c(M) of a umulant mapM is the oeient of the disjoint
union of the faes Fi in the deomposition D(M) multiplied by (−1)tM−1 (it an be zero !).
Proposition 6.17 is also true for umulant maps and D. So c(M) is non-negative ifM is
onneted.
If M is a map and FM a overing forest without trivial trees of M , denote byMM,FM the
umulant map obtained by replaing in M eah tree of FM by a polygon. The orresponding
map M ′M,FM is obtained from M by replaing all trees of FM by a vertex. So the edges of
M\FM are in bijetion with those of M ′M,FM .
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Lemma 6.19. For any biolored labeled map M , one has
D(M) =
∑
FM⊂M
(−1)tFM−1c(MM,FM )FM ,
where the sum runs over overing forests of M with no trivial trees.
Proof. Let FM ⊂ M be a overing forest with no trivial trees of a biolored labeled map.
The operator D applied to M onsists in making transformations of type TL with restrited
hoies until there are only forests left. Thanks to remark 6.3.2, we hoose loops ontaining a
vertex of T⋆ (the tree of FM ontaining the external half-edge) as long as possible. As we are
interested in the oeient of FM , we an forget at eah step all maps that do not ontain
FM . Now we notie that doing an elementary transformation with respet to L and keeping
only maps ontaining FM is equivalent to applying formula (98) with E(L)∩(M\FM ) instead
of E(L).
As edges of M\FM are in bijetion with edges of M ′M,FM , this new set of erasable edges
is a set of edges of M ′M,FM . With our hoie of order of loops, this set of edges of M
′
M,FM
is
always the set of erasable edges of an admissible transformation. So, omputing D(FM) and
keep only the submap ontaining FM is the same thing as omputing D(MM,FM ), exept
that we have trees instead of the polygonal faes. This shows that the oeient of FM in
D(M) is the same as the one of the unions of the faes Fi in D(MM,FM ). The lemma is now
obvious with the denition of the multipliity of umulant maps.
With the notation of the previous paragraph, the lemma implies :
N(D(M τ,τ )) =
∑
M umulant maps
of resultant σ
(−1)tM−1c(M)NM(τ, τ). (105)
Remark. By remark 6.4.1 and lemma 6.19, for every σ ∈ S(k), the family of intervals IM,
whereM desribes the set of umulant maps of resultant σ with multipliities (−1)tM−1c(M),
is a signed overing (the sum of multipliities of intervals ontaining a given permutation is
1) of the symmetri group by intervals [π, π′] suh that
 The quantity |C(τ)|+ |C(τ−1σ)| is onstant on these intervals ;
 The intervals are entered : |C(π−1σ)| = |C(π′)|.
Note that the power series N does not appear in this result but is entral in our ons-
trution. This interpretation of Kerov's polynomials' oeients was onjeturally suggested
by P. Biane in [Bia03℄.
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6.4.3 End of the proof of main theorem
We use the D-invariane of N to write Σ′µ as an algebrai sum of power series assoiated
to minimal fatorizations :
Σ′µ=
∑
τ,τ∈S(k)
ττ=σ
<τ,τ> trans.
(−1)|C(τ)|+1N(D(M τ,τ ));
=
∑
τ,τ∈S(k)
ττ=σ
<τ,τ> trans.
(−1)|C(τ)|+1

 ∑
M umulant maps
of resultant σ
(−1)tM−1c(M)NM(τ, τ )

 .
The seond equality is just equation (105). Now, we hange the order of summation (note that
transitive fatorizations have onneted maps, so appear only as ompressions of onneted
umulant maps) and use (104) :
Σ′µ=
∑
M onneted
umulant map of
resultant σ
c(M)

 ∑
τ,τ∈S(k)
ττ=σ
(−1)|C(τ)|+tMNM(τ, τ)

 ;
=
∑
M onneted
umulant map of
resultant σ
c(M)
[
tM∏
i=1
Rji(M)+1
]
. (106)
This ends the proof of theorem 6.7 beause :
 the multipliity of a onneted umulant map is non negative ;
 the monomials in the Ri's are linearly independent as power series in p and q.
6.5 Computation of some partiular oeients
6.5.1 How to ompute oeients ?
In the proof of the main theorem, we have observed that the oeient of the monomial
t∏
i=1
Rji+1 in K
′
µ is the sum of c(M) over all onneted umulant mapsM of resultant σ, with
t polygons of respetive sizes 2j1, . . . , 2jt.
But it is easier to look, instead of the onneted umulant map M, at the map M0 ob-
tained from MM by ompressing eah polygon in a tree with only one blak vertex. Reall
that, in this ontext, FM is the disjoint union of these trees. Thanks lemma 6.19, the oe-
ient of FM in D(M) is, up to a sign, equal c(M). Note that eah pair (M,FM), where M is
the map of a transitive deomposition of σ and FM a overing forest whose trees have exatly
one blak vertex and at least a white one, an be obtained this way from one umulant map
M.
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This remark leads to the following proposition, whih will be used for expliit omputa-
tions in the next paragraphs :
Proposition 6.20. The oeient of monomial
t∏
i=1
Rji+1 in K
′
µ is the oeient of the
disjoint union of t trees with one blak and respetively j1, . . . , jt white verties in
(−1)t−1
∑
τ,τ∈S(k)
ττ=σ,<τ,τ>trans.
|C(τ)|=t
D(M τ,τ ).
As remarked before for oeients of monomials of low degree, all the oeients an be
omputed by ounting some statistis on permutations in S(k) (whih an be muh smaller
than the symmetri group whose harater values we are looking for).
6.5.2 Low degrees in R
6.5.2.1 Linear oeients
A diret onsequene of proposition 6.20 is the (well-known) ombinatorial interpretation
of oeients of linear monomials in R : the oeient of Rl+1 in K
′
µ (or equivalently in Kµ)
is the number of permutations τ ∈ S(k) with l yles whose omplementary τ = τ−1σ is a
full yle, that is to say exatly the number of fatorizations of σ, whose map has exatly
one blak vertex and l whites. Indeed, if M is a map with one blak vertex, it is onneted
and has only loops of length 2. So transformations with respet to these loops just onsist in
erasing an edge and D(M) is a tree with one blak vertex and as many white verties as M .
6.5.2.2 Quadrati oeients
We have to ompute D(M), where M is a onneted map with two blak verties. De-
note w0, . . . , wu the white verties of M linked to both blak verties. The rst step is the
omputation of D1(M˜), where M˜ is M with an external half-edge h (see denition 6.16).
We begin by transformations with respet to all loops of length 2 going through the
extremity ⋆ of h. So we suppose that every wi is linked by only one edge ei to ⋆, but there
an be more than one edge between wi and the other blak vertex v, so we denote by fi the
family of these edges. Let ei = {hi, h′i}, where the extremity of hi is ⋆. With a good hoie
of numbering for the wi, the yli order at ⋆ indues the order h, h0, . . . , hu.
Lemma 6.21. With these notations, we have :
D1(M˜) =
u∑
i=0
M˜\{f0, . . . , fi−1, ei+1, . . . , eu} −
u∑
i=1
M˜\{f0, . . . , fi−1, ei, . . . , eu}. (107)
An exemple for u = 3 is drawn on gure 6.11.
Proof. If u = 0, there is no admissible loop and this result is D1(M˜) = M˜ . The ase u = 1 is
left to the reader (it is an easy indution on the number of edge in f0, the ase where f0 has
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Fig. 6.11  Elementary deomposition of a map with two blak vertexes
two elements is ontained in the ase H = 2 in the proof of denition-theorem 6.13). Then
we proeed by indution on u by using the formula :
D1(M˜) = D1
(
D1(M˜\{eu}) ∪ {eu}
)
.
Suppose that lemma is true for u− 1 :
D1(M˜\{eu}) ∪ {eu}=
u−1∑
i=0
M˜\{f0, . . . , fi−1, ei+1, . . . , eu−1}
−
u−1∑
i=1
M˜\{f0, . . . , fi−1, ei, . . . , eu−1}. (108)
The graphs of the rst line still have admissible loops. To ompute their image by D1, we
have to ompute the image of the submaps whose set of edges is {ei, fi, eu, fu}, sine all other
edges do not belong to any admissible loops. This is an appliation of the ase u = 1 :
D1(M˜\{f0, . . . , fi−1, ei+1, . . . , eu−1}) = M˜\{f0, . . . , fi−1, fi, ei+1, . . . , eu−1}
+ M˜\{f0, . . . , fi−1, ei+1, . . . , eu−1, eu} − M˜\{f0, . . . , fi−1, fi, ei+1, . . . , eu−1, eu}.
Using this formula for eah i, the rst summand balanes with the negative term in (108)
(exept for i = u − 1) and the two other summands are exatly the ones in (107). So the
lemma is proved by indution.
Now, in all maps appearing in D1(M˜), there are only loops of length 2, so the end of
the deomposition algorithm onsists in erasing some edges without hanging the number of
onneted omponents.
As explained in proposition 6.20, we have to look at the sizes of trees in the two-tree
forests (these forests ome from the seond sum of the right member of (107)). If, inM , there
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are h1M white verties linked to ⋆ (inluding the wi) and h
2
M to v, we obtain pairs of trees
with h1 and h2 verties, where h1 and h2 take all integer values satisfying the onditions :

h1 − 1 < h1M ;
h2 − 1 < h2M ;
h1 + h2 = |Vw(M)|.
So any permutation with two blak verties ontributes to oeients of Rh1Rh2 , where
h1 and h2 verify the ondition above. If j 6= l, a permutation may ontribute twie to the
oeient of RjRl if the onditions above are fullled for j = h
1, l = h2 and for l = h1, j = h2.
Finally, one has :
[RjRl]Kk =
{
1 if j 6= l
1/2if j = l
}
·
∑
τ,τ∈S(k)
ττ=σ,<τ,τ>trans.
|C(τ)|=2
δj≤h1
Mτ,τ
δl≤h2
Mτ,τ
+ δl≤h1
Mτ,τ
δj≤h2
Mτ,τ
,
whih is exatly the seond part of theorem 6.5 (the seond δ in the equation above disappears
if we onsider permuations with numbered yles).
6.5.3 High degrees in p,q
If the graded degree in p and q is high, the maps we are dealing with have few loops.
Therefore, it is easier to ompute their image by D and to ount them.
Proof of theorem 6.8. Let r, s, t, j1, . . . , jt be integers suh that
∑
ji = r+s. As in the whole
paper σ ∈ S(k) is a permutation of type µ (here r, s). We an suppose that 1 is in the
support of the yle c1 of σ of size s.
We have to ount onneted maps with r + s edges and r + s verties, that is to say, up
to a hange of orientation, one loop L. So, eventually by replaing L by L′ (if 1 is in the
word assoiated to the external fae, L must be going ounterlokwise), D(M) = TL(M).
Only maps M suh that, in D(M), there is (at least) a forest with one blak vertex per
tree, ontribute to oeients of Kerov's polynomials. In suh maps, all verties of M\L are
white and only the forest M\E(L) (see formula (98)) satises the ondition above.
Let us onsider suh a mapM . We an hoose arbitrarily a rst blak vertex b1 of M (M
will be said marked) and number b1, . . . , bt all its blak verties in the order of L. Suppose that
there are wi white verties ofM\L linked to bi. Then M ontributes only to the oeient of∏
Rwi+2 inK
′
f1,f2
(where 2f1 and 2f2 are the lengths of the two faes ofM) with oeient 1.
We ount the number of marked labeled mapsM ontributing to the oeient of
t∏
i=1
Rji
in K ′r,s. They are of the form of the gure 6.12 with :
 The word (r1+s1, r2+s2, . . . , rt+st) is equal up to a permutation to (j1−2, . . . , jt−2)
 The length r1 + r2 + . . .+ rt of the fae Fr whih is on the left side of L, is equal to r.
Suh a map an be labeled of r · s dierent ways suh that its faes are the yles of σ.
Indeed, if we x one element in the support of eah yle of σ, suh a labeling is determined
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Fig. 6.12  Maps ontributing to terms of graded degree r + s in K ′r,s.
by the edges labeled by these elements. We have r (resp. s) hoies for the rst (resp. seond)
one : the r (resp. s) edges whose labels are in the word assoiated to the fae Fr (resp. Fs).
As we deal for the moment with maps with a marked blak vertex, all the numberings give
a dierent map.
If we hoose a permutation j′ − 2 of the word (j1 − 2, . . . , jt − 2), non-negative integers
r1, s1, . . . , rt, st suh that
∑
i
ri = r − t,
∑
i
si = s − t and r + s = j′ − 2 and labels on the
orresponding map, we obtain a marked map M ontributing to the oeient of
t∏
i=1
Rji in
K ′r,s. To obtain the number of suh non-marked maps, we have to divide by t (thanks to the
labels, there is no problem of symmetry).
So the oeient of
t∏
i=1
Rji in K
′
r,s is
r · s
t
Perm(j)
∣∣{(r1, s1, . . . , rt, st)}∣∣,
where r1, s1, . . . , rt, st desribe the set of non-negative integers satisfying the equations

r1 + s1 = j1 − 2;
.
.
.
rt + st = jt − 2;
r1 + . . .+ rt = r − t.
But, in the system of equations satised by the ri's and the si's, we an forget the si's
and only keep an inequality on eah ri (ri ≤ ji − 2), whih orresponds to the positivity of
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si. So the ardinal of the set in the formula above is exatly N(j1 − 2, . . . , jt − 2; r − t)
We use the same ideas for subdominant term in the ase l(µ) = 1.
proof of theorem 6.4. To ompute the oeients of a monomial of graded degree k − 1 in
Kk, we have to ount the ontributions of labeled maps with k edges, k − 1 verties and
one fae. As in the previous proof, if a map has a non-zero ontribution, all verties whih
do not belong to any loop are white. Suh maps an be sorted in ve lasses : see gure
6.13 for types a and b, type c (resp. d) is type b with one blak and one white (resp. two
white) verties at the extremities and type e is type a with a white entral vertex of valene
4 instead of a blak one.
Fig. 6.13  Maps ontributing to terms of graded degree k − 1 in Kk.
Thanks to the ase H = 2 in the proof of denition-theorem 6.13, the deomposition of
these maps is easy to ompute :
Types a and e : The two loops have no edges in ommun and their assoiated trans-
formations ommute ;
Types b, c and d : We obtain a result lose to the one of gure 6.5.
Here is the desription of the forests with t trees for eah type (it is quite surprising that it
does not depend on the labels).
Type a : In D(M), there is one forest F with one blak star per tree : in addition to
those whih do not belong to loops, there are two white verties linked to the entral
blak vertex and one to eah other blak vertex.
Type b : In D(M), there are two forests F1 and F2 with one blak star per tree : in F1
(resp. in F2), in addition to those whih do not belong to loops, there are two white
verties linked to the vertex at the left (resp. right) extremity and one to eah other
blak vertex (inluding the right (resp. left) extremity).
Type c : In D(M), there is one forest F with one blak vertex per tree : in addition
to those whih do not belong to loops, there is one white vertex linked to eah blak
vertex.
Types d and e : In D(M), there is no forest F with one blak vertex per tree.
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Now we ompute the oeient of
t∏
i=1
Rji in Kk. We give all the details only for the
ontributions of maps of type a.
If we mark an half-edge of extremity the entral blak vertex in a map M of type a,
we number the blak verties of M by following the fae of M beginning by this half-edge
(but not by the entral blak vertex). As in the previous proof, a map ontributing to this
monomial with a marked half-edge of extremity the entral blak vertex (4 hoies) is given
by :
 A permutation j′ of the word (j1, . . . , jt) (j′i is the number of verties of the tree of F
of blak vertex bi).
 The length of the rst loop, i.e. the label p ∈ [t] of the entral blak vertex.
 For eah blak vertex dierent from the entral one, we have to link j′i−2 white verties
that do not belong to loops. We have to x the number of these verties whih are on
a given side of the loop : there is j′i − 1 possibility.
 Idem for the entral blak vertex exept that we have j′p − 3 white verties to plae in
4 sides, so
(
j′p
3
)
possibilities.
 The labels of suh a map are determined by the hoie of one edge whih has the label
1, so k possibilities.
Finally the ontribution of type a maps to the oeient of
t∏
i=1
Rji in Kk is
Ca =
k
4
∑
j′
[
t∑
p=1
j′p(j
′
p − 2)
6
t∏
i=1
(j′i − 1)
]
.
The expression in the braket is symmetri in j′, so equal to its value for j :
Ca =
k
4
|Perm(j)|
t∏
i=1
(ji − 1)
t∑
p=1
jp(jp − 2)
6
.
We an nd similar arguments for types b and c :
 In type b, p1 and p2 are the labels of the blak verties at the extremities if we numbered
by following the fae beginning just after an extremity (6 possibilities to hoose where
to begin) ;
 In type c, p1 is the label of the blak extremity and p2 of the blak vertex preeding
the white extremity if we begin just after the white extremity (3 possibilities to hoose
where to begin), note also that in this type we have to symmetrize our expression in
j′.
We obtain :
Cb=
k
6
|Perm(j)|
t∏
i=1
(ji − 1)
∑
1≤p1<p2≤t
jp1(jp2 − 2)
4
+
jp2(jp1 − 2)
4
;
Cc=
k
3
|Perm(j)|
t∏
i=1
(ji − 1)
∑
1≤p1≤p2≤t
1
2
(
jp1
2
+
jp2
2
)
.
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Finally, if we note
A =
k
24
|Perm(j)|
t∏
i=1
(ji − 1),
and split the summation in Cc into the ases jp1 < jp2 and jp1 = jp2, the oeient we are
looking for is :
Ca + Cb + Cc=A
(
t∑
p=1
jp(jp − 2) +
∑
1≤p1≤t
4jp1
+
∑
1≤p1<p2≤t
(
jp1(jp2 − 2) + jp2(jp1 − 2) + 2jp1 + 2jp2
))
;
=A
(
2
t∑
p=1
jp +
t∑
p=1
j2p +
∑
1≤p1<p2≤t
(
jp1jp2 + jp2jp1
))
;
=A

( t∑
p=1
jp
)2
+ 2
t∑
p=1
jp

 ;
=A
(
(k − 1)2 + 2(k − 1)) = A(k − 1)(k + 1),
whih is exatly the expression laimed in theorem 6.4.
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ontenu de l'artile [DF08℄, érit en ollaboration ave Piotr niady
et Maeij Do¨ega.
This hapter orresponds to the artile [DF08℄, written with Piotr niady and Maeij Do¨ega
and submitted.
Résumé
Dans e hapitre, nous établissons une interprétation ombinatoire expliite des oe-
ients des polynmes de Kerov qui permettent d'exprimer les aratères irrédutibles nor-
malisés du groupe symétrique S(n) en fontion des umulants libres du diagramme de Young
assoié. Ceux-i omptent ertaines fatorisations d'une permutation xée.
Abstrat
We nd an expliit ombinatorial interpretation of the oeients of Kerov harater poly-
nomials whih express the value of normalized irreduible haraters of the symmetri groups
S(n) in terms of free umulants R2, R3, . . . of the orresponding Young diagram. Our inter-
pretation is based on ounting ertain fatorizations of a given permutation.
7.1 Introdution
7.1.1 Generalized Young diagrams
We are interested in the asymptotis of irreduible representations of the symmetri
groups S(n) for n → ∞ in the saling of balaned Young diagrams whih means that
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0 1 2 3 4 5
1
2
3
4
Fig. 7.1  Young diagram (4, 3, 1) drawn in the Frenh onvention
we onsider a sequene (λ(n)) of Young diagrams with a property that λ(n) has n boxes
and O(
√
n) rows and olumns. This saling makes the graphial representations of Young
diagrams partiularly useful ; in this artile we will use two onventions for drawing Young
diagrams : the Frenh (presented on Figure 7.1) and the Russian one (presented on Figure
7.2). Notie that the graphs in the Russian onvention are reated from the graphs in the
Frenh onvention by rotating ounterlokwise by
π
4
and by saling by a fator
√
2.
Any Young diagram drawn in the Frenh onvention an be identied with its graph
whih is equal to the set {(x, y) : 0 ≤ x, 0 ≤ y ≤ f(x)} for a suitably hosen funtion
f : R+ → R+, where R+ = [0,∞). It is therefore natural to dene the set of generalized
Young diagrams Y (in the Frenh onvention) as the set of bounded, non-inreasing funtions
f : R+ → R+ with a ompat support ; in this way any Young diagram an be regarded as
a generalized Young diagram.
We an identify a Young diagram drawn in the Russian onvention with its prole, see
Figure 7.2. It is therefore natural to dene the set of generalized Young diagrams Y (in
the Russian onvention) as the set of funtions f : R → R+ whih fulll the following two
onditions :
 f is a Lipshitz funtion with onstant 1, i.e. |f(x)− f(y)| ≤ |x− y|,
 f(x) = |x| if |x| is large enough.
At the rst sight it might seem that we have dened the set Y of generalized Young
diagrams in two dierent ways, but we prefer to think that these two denitions are just
two onventions (Frenh and Russian) for drawing the same objet. This will not lead to
onfusions sine it will be always lear from the ontext whih of the two onventions is
being used.
The setup of generalized Young diagrams makes it possible to speak about dilations of
Young diagrams. In the geometri language of Frenh and Russian onventions suh dilations
simply orrespond to dilations of the graph. Formally speaking, if f ∈ Y is a generalized
Young diagram (no matter in whih onvention) and s > 0 is a real number we dene the
dilated diagram sf ∈ Y by the formula
(sf)(x) = sf
(x
s
)
.
This notion of dilation is very useful in the study of balaned Young diagrams beause if
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0−1−2−3−4 1 2 3 4 5
1
2
3
4
5
Fig. 7.2  Young diagram (4, 3, 1) drawn in the Russian onvention. The prole of the
diagram has been drawn in the solid line.
(λ(n))n is a sequene of balaned Young diagrams we may for example ask questions about
the limit of the sequene
1√
n
λ(n) [LS77, VK77℄.
7.1.2 Normalized haraters
Any permutation π ∈ S(k) an be also regarded as an element of S(n) if k ≤ n (we just
delare that π ∈ S(n) has additional n− k xpoints). For any π ∈ S(k) and an irreduible
representation ρλ of the symmetri group S(n) orresponding to the Young diagram λ we
dene the normalized harater
Σλπ =


n(n− 1) · · · (n− k + 1)︸ ︷︷ ︸
k fators
Tr ρλ(π)
dimension of ρλ
if k ≤ n,
0 otherwise.
One of the reasons why suh normalized haraters are so useful in the asymptoti represen-
tation theory is that, as we shall see in Setion 7.4, one an extend the denition of Σλπ to
the ase when λ ∈ Y is a generalized Young diagram ; furthermore omputing their values
will turn out to be easy.
Partiularly interesting are the values of haraters on yles, therefore we will use the
notation
Σλk = Σ
λ
(1,2,...,k),
where we treat the yle (1, 2, . . . , k) as an element of S(k) for any integer k ≥ 1.
7.1.3 Free umulants
Let λ be a (generalized) Young diagram. We dene its free umulants Rλ2 , R
λ
3 , . . . by the
formula
Rλk = lim
s→∞
1
sk
Σsλk−1, (109)
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in other words eah free umulant is asymptotially the dominant term of the harater on
a yle of appropriate length in the limit when the Young diagram tends to innity.
From the above denition it is lear that free umulants should be interesting for investi-
gations of the asymptotis of haraters of symmetri groups, but it is not obvious why the
limit should exist and if there is some diret way of alulating it. In Setions 7.2 and 7.3
we will review some more onventional denitions of free umulants and some more diret
ways of alulating them.
One of the reasons why free umulants are so useful in the asymptoti representation
theory is that they are homogeneous with respet to dilations of the Young diagrams, namely
Rsλk = s
kRλk ;
in other words the degree of the free umulant Rk is equal to k. This property is an immediate
onsequene of (109) but it also follows from more onservative denitions of free umulants.
In fat, the notion of free umulants origins from the work of Voiulesu [Voi86℄ where
they appeared as oeients of an R-series whih turned out to be useful in desription of free
onvolution in the ontext of free probability theory [VDN92℄. The name of free umulants was
oined by Speiher [Spe98℄ who found their ombinatorial interpretation and their relations
with the lattie of non-rossing partitions [Spe93℄. Sine free probability theory is losely
related to the random matrix theory [Voi91℄ free umulants quikly beame an important
tool not only within the framework of free probability but in the random matrix theory as
well.
7.1.4 Kerov harater polynomials
The following surprising fat is fundamental for this artile : it turns out that free u-
mulants an be used not only to provide asymptoti approximations for the haraters of
symmetri groups, but also for exat formulas. Kerov during a talk in Institut Henri Poinaré
in January 2000 [Ker00℄ announed the following result (the rst published proof was given
by Biane [Bia03℄) : for eah permutation π there exists a universal polynomial Kπ with
integer oeients, alled Kerov harater polynomial, with a property that
Σλπ = Kπ(R
λ
2 , R
λ
3 , . . . ) (110)
holds true for any (generalized) Young diagram λ. We say that Kerov polynomial is universal
beause it does not depend on the hoie of λ. In order to keep the notation simple we make
the dependene of the haraters and of the free umulants on λ impliit and we write
Σπ = Kπ(R2, R3, . . . ).
As usual, we are mostly onerned with the values of the haraters on the yles, therefore
we introdue speial notation for suh Kerov polynomials
Σk = Kk(R2, R3, . . . ).
Kerov also found the leading term of the Kerov polynomial :
Σk = Rk+1 + (terms of degree at most k − 1) (111)
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whih has (109) as an immediate onsequene.
The rst few Kerov polynomials Kk are as follows [Bia01b℄ :
Σ1 = R2,
Σ2 = R3,
Σ3 = R4 +R2,
Σ4 = R5 + 5R3,
Σ5 = R6 + 15R4 + 5R
2
2 + 8R2,
Σ6 = R7 + 35R5 + 35R3R2 + 84R3.
Based on suh numerial evidene Kerov formulated during his talk [Ker00℄ the following
onjeture.
Conjeture 7.1 (Kerov). The oeients of Kerov harater polynomials Kk (k ≥ 1) are
non-negative integers.
Biane [Bia03℄ stated a very interesting onjeture that the underlying reason for positiv-
ity of the oeients of Kerov polynomials is that they are equal to ardinalities of some
ombinatorial objets. Biane provided also some heuristis what these ombinatorial objets
ould be (we postpone the details until Setion 7.1.11.1).
Sine then a number of partial answers were found. niady [ni06a℄ found expliitly
the next term (with degree k − 1) in the expansion (111) (the form of this next term was
onjetured by Biane [Bia03℄). Goulden and Rattan [GR07℄ found an expliit but ompliated
formula for the oeients of Kerov polynomials. These results, however, did not shed too
muh light into possible ombinatorial interpretations of Kerov harater polynomials.
Some light on the possible ombinatorial interpretation of Kerov polynomials was shed
by the following result proved by Biane in the aforementioned paper [Bia03℄ and Stanley
[Sta02℄.
Theorem 7.2 (Linear terms of Kerov polynomials). For all integers l ≥ 2 and k ≥ 1
the oeient of Rl in the Kerov polynomial Kk is equal to the number of pairs (σ1, σ2) of
permutations σ1, σ2 ∈ S(k) suh that σ1 ◦ σ2 = (1, 2, . . . , k) and suh that σ2 onsists of one
yle and σ1 onsists of l − 1 yles.
For a permutation π we denote by C(π) the set of yles of π. Féray [Fér08a℄ extended
the above result to the quadrati terms of Kerov polynomials.
Theorem 7.3 (Quadrati terms of Kerov polynomials). For all integers l1, l2 ≥ 2 and k ≥ 1
the oeient of Rl1Rl2 in the Kerov polynomialKk is equal to the number of triples (σ1, σ2, q)
with the following properties :
 σ1, σ2 is a fatorization of the yle ; in other words σ1, σ2 ∈ S(k) are suh that σ1◦σ2 =
(1, 2, . . . , k) ;
 σ2 onsists of two yles and σ1 onsists of l1 + l2 − 2 yles ;
 q : C(σ2)→ {l1, l2} is a surjetive map on the two yles of σ2 ;
 for eah yle c ∈ C(σ2) there are at least q(c) yles of σ1 whih interset nontrivially
c.
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In fat, Féray [Fér08a℄ managed also to prove positivity of the oeients of Kerov
harater polynomials by nding some ombinatorial objets with appropriate ardinality,
but his proof was so ompliated that the resulting ombinatorial objets were hardly expliit
in more omplex ases. We ompare this work with our new result in Setion 7.8
7.1.5 The main result : expliit ombinatorial interpretation of the
oeients of Kerov polynomials
The following theorem is the main result of the paper : it gives a satisfatory answer for
the Kerov onjeture by providing an expliit ombinatorial interpretation of the oeients
of the Kerov polynomials. It was formulated for the rst time as a onjeture in June 2008 by
Valentin Féray and Piotr niady after some omputer experiments onerning the oeient
of R32 in Kerov polynomials K7 and K9. The original formulation of the onjeture was
Theorem 7.30 ; the form below was pointed out by Philippe Biane in a private ommuniation.
Theorem 7.4 (The main result). Let k ≥ 1 and let s2, s3, . . . be a sequene of non-negative
integers with only nitely many non-zero elements. The oeient of Rs22 R
s3
3 · · · in the Kerov
polynomial Kk is equal to the number of triples (σ1, σ2, q) with the following properties :
(a) σ1, σ2 is a fatorization of the yle ; in other words σ1, σ2 ∈ S(k) are suh that σ1◦σ2 =
(1, 2, . . . , k) ;
(b) the number of yles of σ2 is equal to the number of fators in the produt R
s2
2 R
s3
3 · · · ;
in other words |C(σ2)| = s2 + s3 + · · · ;
() the total number of yles of σ1 and σ2 is equal to the degree of the produt R
s2
2 R
s3
3 · · · ;
in other words |C(σ1)|+ |C(σ2)| = 2s2 + 3s3 + 4s4 + · · · ;
(d) q : C(σ2) → {2, 3, . . .} is a oloring of the yles of σ2 with a property that eah olor
i ∈ {2, 3, . . .} is used exatly si times (informally, we an think that q is a map whih
to yles of C(σ2) assoiates the fators in the produt R
s2
2 R
s3
3 · · · ) ;
(e) for every set A ⊂ C(σ2) whih is nontrivial (i.e., A 6= ∅ and A 6= C(σ2)) there are
more than
∑
i∈A
(
q(i)− 1) yles of σ1 whih interset ⋃A.
A areful reader may notie that ondition (b) in the above theorem is redundant sine
it is implied by ondition (d) ; we deided to keep it for the sake of larity. We postpone
presenting interpretations of ondition (e) until Setion 7.1.8 and Setion 7.1.9.
One an easily see that Theorem 7.2 and Theorem 7.3 are speial ases of the above
result. We deided to postpone the disussion of other appliations of this main result until
Setion 7.1.12 when more ontext will be available.
7.1.6 Charaters for more ompliated onjugay lasses
In order to study haraters on more ompliated onjugay lasses we will use the
following notation. For k1, . . . , kl ≥ 1 we dene
Σλk1,...,kl = Σ
λ
π,
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where π ∈ S(k1 + · · · + kl) is any permutation with the lengths of the yles given by
k1, . . . , kl ; we may take for example π = (1, 2, . . . , k1)(k1 + 1, k1 + 2, . . . , k1 + k2) · · · . For
simpliity we will often suppress the expliit dependene of Σk1,...,kl on λ.
Unfortunately, as it was pointed out by Rattan and niady [R08℄, Kerov onjeture is
not true for more ompliated Kerov polynomials Kπ for whih π onsists of more than one
yle. However, they onjetured that it would still hold true if the denition (110) of Kerov
polynomials was modied as follows.
For k1, . . . , kl ≥ 1 we onsider umulant κid(Σk1 , . . . ,Σkl) of the onjugay lasses of
yles. Preise denition of these quantities an be found in [ni06b℄, for the purpose of this
artile it is enough to know that their relation to the haraters Σk1,...,kl is analogous to the
relation between lassial umulants of random variables and their moments, as it an be
seen on the following examples :
Σr =κ
id(Σr),
Σr,s =κ
id(Σr,Σs) + κ
id(Σr) κ
id(Σs),
Σr,s,t =κ
id(Σr,Σs,Σt) + κ
id(Σr)κ
id(Σs,Σt) + κ
id(Σs)κ
id(Σr,Σt)+
κid(Σt)κ
id(Σr,Σs) + κ
id(Σr)κ
id(Σs)κ
id(Σs),
κid(Σr) = Σr,
κid(Σr,Σs) = Σr,s − ΣrΣs,
κid(Σr,Σs,Σt) = Σr,s,t − ΣrΣs,t − ΣsΣr,t − ΣtΣr,s + 2ΣrΣsΣt.
As it was pointed out in [ni06b℄, the above quantities κid(Σr,Σs, . . . ) are very useful in the
study of utuations of random Young diagrams ; in fat they are even more fundamental
than the haraters Σr,s,... themselves.
Conjeture 7.5 (Rattan, niady [R08℄). For k1, . . . , kl ≥ 1 there exists a universal poly-
nomial Kk1,...,kl with non-negative integer oeients, alled generalized Kerov polynomial,
suh that
(−1)l−1κid(Σk1 , . . . ,Σkl) = Kk1,...,kl(R2, R3, . . . ).
The oeients of this polynomials have some ombinatorial interpretation.
The existene of suh a universal polynomial with integer oeients follows diretly
from the work of Kerov. The positivity of the oeients was proved by Féray [Fér08a℄ but
his ombinatorial interpretation of the oeients was not very expliit.
In this artile will will also prove the following generalization of Theorem 7.4 whih gives
an expliit ombinatorial solution to Conjeture 7.5.
Theorem 7.6. Let k1, . . . , kl ≥ 1 and let s1, s2, . . . be a sequene of non-negative integers
with only nitely many non-zero elements. The oeient of Rs22 R
s3
3 · · · in the generalized
Kerov polynomial Kk1,...,kl is equal to the number of triples (σ1, σ2, q) whih fulll the same
onditions as in Theorem 7.4 with the following modiation : ondition (a) should be replaed
by the following one :
(a') σ1, σ2 ∈ S(k1 + · · ·+ kl) are suh that
σ1 ◦ σ2 = (1, 2, . . . , k1)(k1 + 1, k1 + 2, . . . , k1 + k2) · · ·
and the group 〈σ1, σ2〉 ats transitively on the set {1, . . . , k1 + · · ·+ kl}.
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q1
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q3
Fig. 7.3  Generalized Young diagram p× q drawn in the Frenh onvention
7.1.7 Idea of the proof : Stanley polynomials
The main idea of the proof of the main result (Theorem 7.4 and Theorem 7.6) is to use
Stanley polynomials whih are dened as follows. For two nite sequenes of positive real
numbers p = (p1, . . . , pm) and q = (q1, . . . , qm) with q1 ≥ · · · ≥ qm we onsider a multiretan-
gular generalized Young diagram p×q, f Figure 7.3. In the ase when p1, . . . , pm, q1, . . . , qm
are natural numbers p× q is a partition
p× q = (q1, . . . , q1︸ ︷︷ ︸
p1 times
, q2, . . . , q2︸ ︷︷ ︸
p2 times
, . . . ).
If F : Y → R is a suiently nie funtion on the set of generalized Young diagrams (in
this artile we use the lass of, so alled, polynomial funtions) then F(p×q) turns out to be
a polynomial in indeterminates p1, p2, . . . , q1, q2, . . . whih will be alled Stanley polynomial.
The Stanley polynomial for the most interesting funtions F , namely for the normalized
haraters Σπ, is provided by Stanley-Féray harater formula (Theorem 7.22) whih was
onjetured by Stanley [Sta06℄ and proved by Féray [Fér08b℄, for a more elementary proof
we refer to [F07℄.
In the past analysis of some speial oeients of Stanley polynomials resulted in partial
results onerning Kerov polynomials [Sta02, Sta03℄. In Theorem 7.18 we will show that, in
fat, a large lass oeients of Stanley polynomials an be interpreted as oeients
∂
∂Sk1
· · · ∂
∂Skl
F
∣∣∣∣
S2=S3=···=0
in the Taylor expansion of F into the basi funtionals S2, S3, . . . of shape of a Young
diagram.
155 7. Expliit ombinatorial interpretation of Kerov polynomials
These basi funtionals S2, S3, . . . of shape are not new ; they already appeared (possibly
with a slightly modied normalization) in the work of Ivanov and Olshanski [IO02℄ and
impliitly in the work of Kerov [Ker98, Ker99, Ker03℄.
In this way we are able to express Σπ as an expliit polynomial in S2, S3, . . . . In Propo-
sition 7.16 we will show how to express S2, S3, . . . in terms of free umulants R2, R3, . . . .
Finally, we use some identities fullled by Stanley polynomials (Lemma 7.21) in order to
express the oeients of Kerov polynomials in a useful way.
7.1.8 Combinatorial interpretation of ondition (e)
Let(σ1, σ2, q) be a triple whih fullls onditions (a)(d) of Theorem 7.4. We onsider
the following polyandrous interpretation of Hall marriage theorem. Eah yle of σ1 will be
alled a boy and eah yle of σ2 will be alled a girl. For eah girl j ∈ C(σ2) let q(j) − 1
be the desired number of husbands of j (notie that ondition () shows that the number of
boys in C(σ1) is right so that if no other restritions were imposed it would be possible to
arrange marriages in suh a way that eah boy is married to exatly one girl and eah girl
has the desired number of husbands). We say that a boy i ∈ C(σ1) is a possible andidate
for a husband for a girl j ∈ C(σ2) if yles i and j interset. Hall marriage theorem applied
to our setup says that there exists an arrangement of marriages M : C(σ1)→ C(σ2) whih
assigns to eah boy his wife (so that eah girl j has exatly q(j)− 1 husbands) if and only if
for every set A ⊆ C(σ2) there are at least
∑
i∈A
(
q(i)− 1) yles of σ1 whih interset ⋃A.
As one easily see, the above ondition is similar but not idential to (e).
Proposition 7.7. Condition (e) is equivalent to the following one :
(e
2
) for every nontrivial set of girls A ⊂ C(σ2) (i.e., A 6= ∅ and A 6= C(σ2)) there exist
two ways of arranging marriages Mp : C(σ1) → C(σ2), p ∈ {1, 2} for whih the
orresponding sets of husbands of wives from A are dierent :
M−11 (A) 6=M−12 (A).
Proof. The impliation (e
2
) =⇒ (e) is immediate.
For the opposite impliation Hall marriage theorem shows existene ofM1. Let us selet
any boy i ∈M−11 (A) and let us delare that boy i is not allowed to marry any girl from the
set A. Applying Hall marriage theorem for the seond time shows existene of M2 with the
required properties whih nishes the proof of equivalene.
For permutations σ1, σ2 it is onvenient to introdue a bipartite graph Vσ1,σ2 with the
set of verties C(σ1)⊔C(σ2) with edges onneting interseting yles [F07℄. The elements
of C(σ1), respetively C(σ2), will be referred to as white, respetively blak, verties. For a
bipartite graph with a vertex set V we will denote by V• the set of blak verties.
The following result gives a strong restrition on the form of the fatorizations whih
ontribute to Theorem 7.4 and we hope it will be useful in the future investigations of Kerov
polynomials. Notie that this kind of result appears also in the work of Féray [Fér08a℄.
Proposition 7.8. Suppose that σ1, σ2 ∈ S(k) are suh that in the graph Vσ1,σ2 there exists
a disonneting edge e with a property that eah of the two onneted omponents of the
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resulting trunated graph Vσ1,σ2 \ {e} ontains at least one vertex from C(σ2). Then triple
(σ1, σ2, q) never ontributes to the quantities desribed in Theorem 7.4 and Theorem 7.6, no
matter how q and s2, s3, . . . are hosen.
Proof. Before starting the proof notie that the assumptions of Theorem 7.4 and Theorem
7.6 show that in order for (σ1, σ2, q) to ontribute, graph Vσ1,σ2 must be onneted.
Let i ∈ C(σ1), j ∈ C(σ2) be the endpoints of the edge e and let V1, V2 be the onneted
omponents of Vσ1,σ2 \ {e} ; we may assume that i ∈ V1 and j ∈ V2. We are going to use the
ondition (e
2
). Let A, respetively B, be the set of girls, respetively boys, ontained in V1.
From the assumption it follows that V1 6= {i} therefore A 6= ∅ ; on the other hand j ∈ V2
therefore A 6= C(σ2).
If
|B| −
∑
j∈A
(
q(j)− 1) (112)
does not belong to the set {0, 1} then it is not possible to arrange the marriages.
If (112) is equal to zero then any arrangement of marriages M : C(σ1) → C(σ2) must
fulllM−1(A) = B ; if (112) is equal to 1 then any arrangement of marriagesM : C(σ1)→
C(σ2) must fulll M−1(A) = B \ {i}. In both ases, the set of husbands of wives from A is
uniquely determined therefore ondition (e
2
) does not hold.
7.1.9 Transportation interpretation of ondition (e)
Let G be a bipartite graph and its set of blak verties be V•. For any set A ⊆ V• of blak
verties we denote by NG(A) the set of white verties whih have a neighbor in A. We an
rephrase ondition (e) by :
(e
3
) for any non-trivial subset A, |NVσ1,σ2 (A)| ≥ 1 +
∑
c∈A
[
q(c)− 1].
Let a oloring q : V• → {2, 3, . . .} of the blak verties of a bipartite graph G be given.
We say that G is q-admissible if for every set A ⊆ V• of blak verties |NA| ≥
∑
c∈A
[
q(c)−1]
and furthermore the equality holds if and only if V• is equal to the set of all blak verties
in a union of some onneted omponents of G.
Notie that if G is onneted then it is q-admissible if and only if it satises ondition
(e
3
).
Proposition 7.9. Condition (e) is equivalent to the following one :
(e
4
) there exists a stritly positive solution to the following system of equations :
Set of variables{
xi,j : white vertex i is onneted to blak vertex j
}
Equations
{∀i,∑j xi,j = 1
∀j,∑i xi,j = q(j)− 1
More generally, graph G is q-admissible if and only if ondition (e4) is fullled.
Before starting the proof note that the possibility of arranging marriages (see Setion
7.1.8) an be rephrased as existene of a solution to the above system of equations with a
requirement that xi,j ∈ {0, 1}.
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The system of equations in ondition (e
4
) an be interpreted as a transportation problem
where eah white vertex is interpreted as a fatory whih produes a unit of some ware and
eah blak vertex j is interpreted as a onsumer with a demand equal to q(j)− 1. The value
of xi,j is interpreted as amount of ware transported from fatory i to the onsumer j.
Proof. Suppose that the above system has a positive solution. For any A ⊆ V• we have∑
j∈A
(q(j)− 1) =
∑
j∈A
∑
i:
(i,j) is an edge
xi,j =
∑
i∈NG(A)
∑
j∈A:
(i,j) is an edge
xi,j ≤ |NG(A)|.
Furthermore, if |NG(A)| =
∑
j∈A(q(j) − 1) then the above inequality is an equality whih
means that for eah i ∈ NG(A) one has∑
j∈A:
(i,j) is an edge
xi,j = 1.
As
∑
j
xi,j = 1 and xi,j > 0 if (i, j) is an edge, this implies that there is no edge (i, j) with
i ∈ NG(A) and j /∈ A. In this way we have proved that A is the set of blak verties of a
union of some disjoint omponents, therefore G is q-admissible.
The opposite impliation is easy : we onsider the mean of all solutions of the system
with the ondition xi,j ∈ {0, 1}. This gives us a stritly positive solution beause the q-
admissibility ensures that if we fore some variable xi,j to be equal to 1 we an nd a
solution to the system.
7.1.10 Open problems
7.1.10.1 C-expansion
In analogy to (109) we dene for k ≥ 2
Cλk =
24
k(k + 1)(k + 2)
lim
s→∞
1
sk
(
Σsλk+1 − Rsλk+2
)
(113)
whih (up to the unusual numerial fator in front) gives the leading terms of the deviation
from the rst-order approximation Σλk+1 ≈ Rλk+2. The expliit form of Ck
Ck =
∑
j2,j3,···≥0,
2j2+3j3+···=k
(j2 + j3 + · · · )!
j2!j3! · · ·
∏
i≥2
(
(i− 1)Ri)ji
as a polynomial in free umulants R2, R3, . . . was onjetured by Biane [Bia03℄ and was
proved by niady [ni06a℄. Goulden and Rattan [GR07℄ proved that for eah k ≥ 1 there
exists a universal polynomial Lk alled GouldenRattan polynomial with rational oeients
suh that
Σk − Rk+1 = Lk(C2, C3, . . . ) (114)
and they found an expliit but ompliated formula for Lk. A simpler proof and some more
related results an be found in the work of Biane [Bia07℄.
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Conjeture 7.10 (Goulden and Rattan [GR07℄). The oeients of Lk are non-negative
rational numbers with relatively small denominators.
It is natural to onjeture that the underlying reason for positivity of the oeients is
that they have (after some additional resaling) a ombinatorial interpretation.
In some sense the free umulants (Rk) are analogous to the above quantities (Ck) : both
have natural interpretations as leading (respetively, subleading) terms in the asymptotis
of haraters, f. (109), respetively (113). Also, Conjeture 7.1 is analogous to Conjeture
7.10 : both onjetures state that there are exat formulas whih express the haraters
Σk (respetively, the subdominant terms of the haraters Σk − Rk+1) as polynomials in
free umulants (respetively, (Ck)k≥2) with non-negative integer oeients (respetively,
non-negative rational oeients with small denominators) whih have a ombinatorial in-
terpretation.
The advantage of the quantities (Ck) over free umulants (Rk) is that the Goulden
Rattan polynomials Lk seem to have a simpler form than Kerov polynomials Kk while the
numerial evidene for Conjeture 7.10 suggests that their oeients should have a rih
and beautiful struture. Also, Kerov's onjeture (Conjeture 7.1) would be an immediate
orollary from Conjeture 7.10. For these reasons we tend to believe that the quantities (Ck)
are even better suitable for the asymptoti representation theory then the free umulants
(Rk) and Conjeture 7.10 deserves serious interest.
7.1.10.2 R-expansion
Another interesting diretion of researh was pointed out by Lassalle [Las08d℄ who pre-
sented quite expliit onjetures on the form of the oeients of Kerov polynomials.
7.1.10.3 Arithmeti properties of Kerov polynomials
Proposition 7.11. If p is an odd prime number then
Σp−Rp+1+2R2
p
and
Σp−1−Rp
p
are polyno-
mials in free umulants R2, R3, . . . with nonnegative integer oeients.
Proof. In order to prove that the oeients of
Σp−Rp+1+2R2
p
are integer we onsider the
ation of the group Z/pZ on the set of triples (σ1, σ2, q) whih ontribute to Theorem 7.4
dened by onjugation
ψ(i)(σ1, σ2, q) =
(
ciσ1c
−i, ciσ2c−i, q′),
where c = (1, 2, . . . , k) is the yle ; we leave the details how to dene q′ as a simple exerise.
All orbits of this ation onsist of p elements exept for the xpoints of this ation whih
are of the form σ1 = c
a
, σ2 = c
1−a
. These xpoints ontribute to the monomial Rk+1 (with
multipliity 1) and to the monomial R2 (with multipliity p− 2).
In order to prove that the oeients of
Σp−1−Rp
p
are integer we express Rp as a linear
ombination of the onjugay lasses Σπ. A formula for suh an expansion presented in
the paper [ni06a℄ involves summation over all partitions of the set {1, . . . , p}. The group
Z/pZ ats on suh partitions ; all orbits in this ation onsist of p elements exept for the
xpoints of this ation : the minimal partition (whih gives Σp−1) and the maximal partition
(whih turns out not to ontribute). We express all summands (exept for the summand
orresponding to Σp−1) as polynomials in free umulants, whih nishes the proof.
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The following onjeture was formulated by wiatos¨aw Gal (private ommuniation)
based on numerial alulations.
Conjeture 7.12. If p is an odd prime number then and
Σp+1−Rp+2+R3
p
is a polynomial in
free umulants R2, R3, . . . with nonnegative integer oeients.
We hope that the above laims will shed some light on more preise struture of Kerov
polynomials and on the form of C-expansion and R-expansion desribed above ; they suggest
that (maybe up to some small error terms) Σn − Rn+1 should in some sense be divisible by
(n− 1)n(n + 1) whih supports the onjetures of Lassalle [Las08d℄.
7.1.10.4 Disrete version of the funtionals S2, S3, . . .
One of the fundamental ideas in this paper is the use of the fundamental funtionals
S2, S3, . . . of the shape of a Young diagram dened as integrals over the area of a Young
diagram of the powers of the ontents :
Sλn = (n− 1)
∫∫
2∈λ
(contents2)
n−2 d2 (115)
(we postpone the preise denition until Setion 7.3.2).
It would be interesting to investigate properties of analogous quantities
T λn = (n− 1)
∑
2∈λ
(contents2)
n−2
(116)
in whih the integral over the Young diagram was replaed by a sum over its boxes. Notie
that unlike the integrals (115) whih are well-dened for generalized Young diagrams, the sum
(116) makes sense only if λ is a onventional Young diagram but sine the resulting objet is
a polynomial funtion on the set of Young diagrams it an be extended to generalized Young
diagrams. This type of quantities have been investigated by Corteel, Goupil and Shaeer
[CGS04℄.
The reason why we nd the funtional Tn so interesting is that via non-ommutative
Fourier transform it orresponds to a entral element of the symmetri group algebra C[S(k)]
given by the following very simple formula
Tn = (n− 1)
∑
2≤i≤n
Xn−2i ,
where
Xi = (1, i) + (2, i) + · · ·+ (i− 1, i) ∈ C[S(k)]
are the Juys-Murphy elements.
The hidden underlying idea behind the urrent paper is the dierential alulus on the
(polynomial) funtions on the set of generalized Young diagrams Y in whih we study deriva-
tives orresponding to innitesimal hanges of the shape of a Young diagram, as it an be
seen in the proof of Theorem 7.18. It is possible to develop the formalism of suh a dierential
alulus and to express the results of this paper in suh a language instead of the language
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of Stanley polynomials (and, in fat, the initial version of this artile was formulated in this
way), nevertheless if the main goal is to prove the Kerov onjeture then this would lead to
unneessary ompliation of the paper.
On the other hand, just like the usual dierential and integral alulus has an interesting
disrete dierene and sum analogue, the above desribed dierential alulus on generalized
Young diagrams has a disrete dierene analogue in whih we study the hange of the
funtion on the set of Young diagrams orresponding to addition or removal of a single box.
We expet that just like funtionals (Sn) are so useful in the framework of dierential alulus
on the set of generalized Young diagrams, funtionals (Tn) will be useful in the framework
of the dierene alulus on Young diagrams.
It would be very interesting to develop suh a dierene alulus and to verify if free
umulants (Rn) have some interesting disrete version whih niely ts into this setup.
7.1.10.5 Charaterization of Stanley polynomials
Lemma 7.21 ontains some identities fullled by Stanley polynomials. It would be in-
teresting to nd some more suh identities. In partiular we state the following problem
here.
Problem 7.13. Find (minimal set of) onditions whih fully haraterize the lass of Stanley
polynomials F(p× q) where F is a polynomial funtion on the set of Young diagrams.
It seems plausible that the answer for this problem is best formulated in the language of
the dierential alulus of funtion on the set of generalized Young diagrams about whih
we mentioned in Setion 7.1.10.4.
If we write a polynomial F in p and q in terms of Kerov's interlaing oordinates (xi
and yj, whih depend linearly on p and q, see paragraph 2.2.3), then the araterization of
Stanley polynomials is known (the author of this thesis thanks G. Olshanski for this remark).
Indeed they are exatly the supersymmetri funtions [KO94℄, whih has been haraterized
by J.R. Stembridge [Ste85℄. But it does not seem easy to translate this haraterization on
the oeients as a polynomial in p and q.
7.1.10.6 Various open problems
Is there some analogue of Kerov harater polynomials for the representation theory of
semisimple Lie groups, in partiular for the unitary groups U(d) ? Does existene of Kerov
polynomials for haraters of symmetri groups S(n) tell us someting (for example via Shur-
Weyl duality) about representations of the unitary groups U(d) ? Is there some analogue of
Kerov harater polynomials in the random matrix theory ? Is it possible to study Kerov
polynomials in suh a saling that phenomena of universality of random matries our ?
7.1.11 Exoti interpretations of Kerov polynomials
Theorem 7.4 gives some interpretation of the oeients of Kerov polynomials but learly
it does not mean that there are no other interpretations.
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7.1.11.1 Biane's deomposition
The original onjeture of Biane [Bia03℄ suggested that the oeients of Kerov polyno-
mials are equal to multipliities in some unspeied deomposition of the Cayley graph of
the symmetri group into a signed sum of non-rossing partitions. This result was proved by
Féray [Fér08a℄ but the details of his onstrution were quite impliit. In Setion 7.8 we shall
revisit the onjeture of Biane in the light of our new ombinatorial interpretation of Kerov
polynomials. Unfortunately, our understanding of this interpretation of the oeients of
Kerov polynomials is still not satisfatory and remains as an open problem.
7.1.11.2 Multiretangular random matries
For a given Young diagram λ we onsider a Gaussian random matrix (Aλij) with the
shape of λ. Formally speaking, the entries of (Aλij) are independent with A
λ
ij = 0 if box (i, j)
does not belong to λ ; otherwise ℜAλij ,ℑAλij are independent Gaussian random variables with
mean zero and variane
1
2
. One an think that either (Aλij) is an innite matrix or it is a
square (or retangular) matrix of suiently big size.
Theorem 7.14. Kerov polynomials express the moments of the random matrix Aλ in terms
of the genus-zero terms in the genus expansion (up to the sign). More preisely,
E
[
Tr
(
Aλ(Aλ)⋆
)n]
= Kn(−R2, R3,−R4, R5, . . . ),
where Ri is dened as the genus zero term in the expansion for
E
[
Tr
(
Aλ
(
Aλ
)⋆)i−1]
,
or, preisely speaking,
Ri = lim
s→∞
1
si
E
[
Tr
(
Asλ
(
Asλ
)⋆)i−1]
.
This is an immediate onsequene of the results from [F07℄.
7.1.11.3 Dimensions of (o)homologies
In analogy to Kazhdan-Lusztig polynomials it is tempting to ask if the oeients of
Kerov polynomials might have a topologial interpretation, for example as dimensions of
(o)homologies of some interesting geometri objets, maybe related to Shubert varieties,
as suggested by Biane (private ommuniation). This would be supported by the Biane's
deomposition from Setion 7.1.11.1 whih maybe is related to Bruhat order and Shubert
ells. In this ontext it is interesting to ask if the onditions from Theorem 7.4 an be
interpreted as geometri onditions on intersetions of some geometri objets. Another
approah towards establishing link betwen Kerov polynomials and Shubert alulus would
be to relate Kerov polynomials and Shur symmetri polynomials.
7.1.12. Appliations of the main result 162
7.1.11.4 Shur polynomials
Eah Shur polynomial an be written as quotient of two determinants. Exatly the same
quotient of determinants appears in the Harish-Chandra-Itzykson-Zuber integral∫
U(d)
eAUBU
⋆
dU
if A and B are hermitian matries with suitably hosen eigenvalues (say (xi) for A and
(log λi) for B).
It would be interesting to verify if Kerov polynomials an be used to express the exat
values of Shur polynomials by some limit value of Harish-Chandra-Itzykson-Zuber integral
when the size of the matrix tends to innity and eah variable xi ours with a multipliity
whih tends to innity ; also the shape of the Young diagram λ should tend to innity,
probably in the balaned Young diagram way.
7.1.11.5 Analyti maps
We onjeture that Kerov polynomials are related to moduli spae of analyti maps on
Riemann surfaes or ramied overings of a sphere.
7.1.11.6 Integrable hierarhy
Jonathan Novak (private ommuniation) onjetured that Kerov polynomials might be
algebrai solutions to some integrable hierarhy (maybe Toda ?) and their oeients are
related to the tau funtion of the hierarhy.
7.1.12 Appliations of the main result
7.1.12.1 Positivity onjetures and preise information on Kerov polynomials
The advantage of the approah to haraters of symmetri groups presented in this artile
over some other methods is that the formula for the oeients given by Theorem 7.4 does not
involve summation of terms of positive and negative sign unlike most formulas for haraters
suh as Murnaghan-Nakayama rule or Stanley-Féray formula (Theorem 7.22). In this way we
avoid dealing with ompliated anellations. For this reason the main result of the urrent
paper seems to be a perfet tool for proving stronger results, suh as the Conjeture 7.10 of
Goulden and Rattan or the onjetures of Lassalle [Las08d℄.
7.1.12.2 Genus expansion
One of the important methods in the random matrix theory and in the representation
theory is to express the quantity we are interested in (for example : moment of a random
matrix or harater of a representation) as a sum indexed by some ombinatorial objets
(for example : partitions of an ordered set or maps) to whih one an assoiate anonially
a two-dimensional surfae [LZ04℄. Usually the asymptoti ontribution of suh a summand
depends on the topology of the surfae with planar objets being asymptotially dominant.
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This method is alled genus expansion sine exponent desribing the rate of deay of a given
term usually linearly depends on the genus.
The main result of this artile ts perfetly into this philosophy sine to any pair of
permutations σ1, σ2 whih ontributes to Theorem 7.4 or Theorem 7.6 we may assoiate a
anonial graph on a surfae, alled a map. It is not diult to show that also in this situation
the degree of the terms Rs22 R
s3
3 · · · to whih suh a pair of permutations ontributes dereases
as the genus inreases.
It is natural therefore to ask about the struture of fatorizations σ1 ◦ σ2 = (1, 2, . . . , k)
with a presribed genus. As we already pointed out in Proposition 7.8, ondition (e) of The-
orem 7.4 gives strong limitations on the shape of the resulting bipartite graph Vσ1,σ2 whih
translate to limitations on the shape of the orresponding map. Very analogous situation was
analyzed in the paper [ni06a℄ where it was proved that by ombining a restrition on the
genus and a ondition analogous to the one from Proposition 7.8 (everrossing partitions)
one gets only a nite number of allowed patterns for the geometri objet onerned.
Similar analysis should be possible for the formulas for Kerov polynomials presented in
the urrent paper whih should shed some light on Conjeture 7.10 of Goulden and Rattan
and the onjetures of Lassalle [Las08d℄.
7.1.12.3 Upper bounds on haraters
It seems plausible that the main result of this artile, Theorem 7.4 and Theorem 7.6, an
be used to prove new upper bounds on the haraters of symmetri groups
χλ(π) =
Tr ρλ(π)
dimension of ρλ
(117)
for balaned Young diagram λ in the saling when the length of the permutation π is large
ompared to the number of boxes of λ.
The advantage of suh approah to estimates on haraters over other methods, suh
as via Frobenius formula as in the work of Rattan and niady [R08℄ or via Stanley-Féray
formula [F07℄, beomes partiularly visible in the ase when the shape of the Young diagram
beomes lose to the limit urve for the Planherel measure [LS77, VK77℄ for whih all free
umulants (exept for R2) are lose to zero. Indeed, for λ in the neighborhood of this limit
urve one should expet muh tighter bounds on the haraters (117) beause suh Young
diagrams maximize the dimension of the representation whih is the denominator of the
fration, while the numerator an be estimated by Murnaghan-Nakayama rule and some
ombinatorial triks [Roi96℄.
7.1.13 Overview of the paper
In Setion 7.2 we reall some basi fats about free umulants R1, R2, . . . and quantities
S1, S2, . . . for probability measures on the real line and their relations with eah other. The
main result of this setion is formula (122) whih allows to express funtionals S1, S2, . . . in
terms of free umulants R1, R2, . . . .
In Setion 7.3 we dene the fundamental funtionals S2, S3, . . . for generalized Young
diagrams and study their geometri interpretation.
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In Setion 7.4 we study Stanley polynomials and their relations to the fundamental
funtionals S2, S3, . . . of shape of a Young diagram.
Setion 7.5 is devoted to a toy example : we shall prove Theorem 7.4 in the simplest
non-trivial ase of oeients of the quadrati terms, whih is exatly the ase in Theorem
7.3. In this way the Reader an see all essential steps of the proof in a simplied situation
when it is possible to avoid tehnial diulties.
In Setion 7.6 we prove some auxiliary ombinatorial results.
In Setion 7.7 we present the proof of the main result : Theorem 7.4 and Theorem 7.6.
Finally, in Setion 7.8 we revisit the paper [Fér08a℄ and we show how rather impliit
onstrutions of Féray beome muh more onrete one one knows the formulation of the
main result of the urrent paper, Theorem 7.4. In fat, Setion 7.8 provides an alternative
proof of Theorem 7.4 based on the results of Féray.
7.2 Funtionals of measures
In this setion we present relations between moments M1,M2, . . . of a given probability
measure, its free umulants R1, R2, . . . and its funtionals S1, S2, . . . . The only result of this
setion whih will be used in the remaining part of the artile is equality (122), nevertheless
we nd funtionals S1, S2, . . . so important that we olleted in this setion also some other
formulas involving them.
Assume that ν is a ompatly supported measure on R. For integer n ≥ 0 we onsider
moments of ν
Mνn =
∫
zndν(z)
and its Cauhy transform
Gν(z) =
∫
1
z − xdν(x) =
∑
n≥0
Mνn
z1+n
;
the integral and the series make sense in a neighborhood of innity.
From the following on we assume that ν is a ompatly supported probability measure
on R. We dene a sequene (Sνn)n≥1 of the oeients of the expansion
Sν(z) = log zGν(z) =
∑
n≥1
Sνn
zn
in a neighborhood of innity and a sequene (Rνn)n≥1 of free umulants as the oeients of
the expansion
Rν(z) = (Gν)〈−1〉 (z)− 1
z
=
∑
n≥1
Rνnz
n−1
(118)
in a neighborhood of 0, where (Gν)〈−1〉 is the right inverse of Gν with respet to the ompo-
sition of funtions [Voi86℄. When it does not lead to onfusions we shall omit the supersript
in the expressions Mνn , G
ν
, Sν , Rν , Sνn, R
ν
n.
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The relation between the moments and the free umulants is given by the following
ombinatorial formula whih, in fat, an be regarded as an alternative denition of free
umulants [Spe98℄ :
Mn =
∑
Π∈NCn
RΠ, (119)
where the summation is arried over all non-rossing partitions of n-element set and where
RΠ is dened as the multipliative extension of (Rk) :
RΠ =
∏
b∈Π
R|b|,
where the produt is taken over all bloks b of the partition Π and |b| denotes the number
of the elements in b [Spe98℄.
Information about the measure ν an be desribed in various ways ; in this artile de-
sriptions in terms of the sequenes (Sn) and (Rn) play eminent role and we need to be able
to relate eah of these sequenes to the other. We shall do it in the following.
Lemma 7.15. For any integer k ≥ 1
∂G(R1, R2, . . . )
∂Rk
(z) = −1
k
([
G(z)
]k)′
= −Gk−1(z)G′(z),
where both sides of the above equality are regarded as formal power series in powers of
1
z
with
the oeients being polynomials in R1, R2, . . . .
Proof. Equation (118) is equivalent to
G
(
R(z) +
1
z
)
= z. (120)
We denote
t = R(z) +
1
z
.
Let us keep all free umulants xed exept for Rk, we shall treat G as a funtion of free
umulants. By taking the derivatives of both sides of (120) it follows that
0 =
∂
∂Rk
[
G
(
R(z) +
1
z
)]
=
∂G
∂Rk
(t) +G′(t)
∂
∂Rk
(
R(z) +
1
z
)
=
∂G
∂Rk
(t) +G′(t)zk−1 =
∂G
∂Rk
(t) +G′(t) ·Gk−1(t)
whih nishes the proof.
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Proposition 7.16. For any integer n ≥ 1, one has :
Mn =
∑
l≥1
1
l!
(n)l−1
∑
k1,...,kl≥1
k1+···+kl=n
Rk1 · · ·Rkl , (121)
Sn =
∑
l≥1
1
l!
(n− 1)l−1
∑
k1,...,kl≥1
k1+···+kl=n
Rk1 · · ·Rkl, (122)
Rn =
∑
l≥1
1
l!
(−n + 1)l−1
∑
k1,...,kl≥1
k1+···+kl=n
Sk1 · · ·Skl, (123)
where
(a)b = a(a− 1) · · · (a− b+ 1)︸ ︷︷ ︸
b fators
denotes the falling fatorial.
Proof. Lemma 7.15 shows that
∂2G(R1, R2, . . . )
∂Rk ∂Rl
(z) =
1
k + l − 1
([
G(z)
]k+l−1)′′
therefore if k + l = k′ + l′ then
∂2Mn(R1, R2, . . . )
∂Rk ∂Rl
=
∂2Mn(R1, R2, . . . )
∂Rk′ ∂Rl′
.
It follows by indution that
∂lMn(R1, R2, . . . )
∂Rk1 · · ·∂Rkl
=
∂lMn(R1, R2, . . . )
(∂R1)l−1∂Rk1+···+kl−(l−1)
.
From the moment-umulant formula (119) it follows that for R1 = R2 = · · · = 0 the right-
hand side of the above equation is equal to the number of non-rossing partitions with an
ordering of bloks, suh that the numbers of elements in onseutive bloks are as follows :
1, . . . , 1︸ ︷︷ ︸
l−1 times
, k1 + · · ·+ kl − (l − 1).
Suh non-rossing partitions have a partiularly simple struture therefore it is very easy to
nd their ardinality. Therefore
∂lMn(R1, R2, . . . )
(∂R1)l−1∂Rk1+···+kl−(l−1)
∣∣∣∣
R1=R2=···=0
=
{
(n)l−1 if n = k1 + · · ·+ kl,
0 otherwise,
(124)
whih nishes the proof of (121).
Lemma 7.15 shows that for k ≥ 2
∂S(R1, R2, . . . )
∂Rk
(z) =
∂ log
[
zG(z)
]
∂Rk
= −Gk−2G′ = ∂G(R1, R2, . . . )
∂Rk−1
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therefore
∂Sn(R1, R2, . . . )
∂Rk
=
∂Mn−1(R1, R2, . . . )
∂Rk−1
.
Assume that kl ≥ 2 ; then
∂lSn(R1, R2, . . . )
∂Rk1 · · ·∂Rkl
=
∂lMn−1(R1, R2, . . . )
∂Rk1 · · ·∂Rkl−1
whih is alulated in Eq. (124). In this way we proved that if (k1, . . . , kl) 6= (1, 1, · · · , 1)
then
∂lSn(R1, R2, . . . )
∂Rk1 · · ·∂Rkl
∣∣∣∣
R1=R2=···=0
=
{
(n− 1)l−1 if n = k1 + · · ·+ kl,
0 otherwise.
In order to prove the ase k1 = · · · = kl = 1 it is enough to onsider the Dira point measure
ν = δa for whih G(z) =
1
z−a , R1 = a, R2 = R3 = · · · = 0 and S(z) = − log
(
1− a
z
)
, Sn =
an
n
.
In this way the proof of (122) is nished.
Lagrange inversion formula shows that
Rn+1 = −1
n
[
1
z
](
1
G(z)
)n
= −1
n
[
1
zn+1
]
exp[−nS(z)] =∑
l≥1
1
l!
(−n)l−1
∑
k1,...,kl≥1
k1+···+kl=n+1
Sk1 · · ·Skl
whih nishes the proof of (123).
7.3 Generalized Young diagrams
The main result of this setion is the formula (125) whih relates the fundamental fun-
tionals S2, S3, . . . to the geometri shape of the Young diagram.
In the following we base on the notations introdued in Setion 7.1.1.
7.3.1 Measure on a diagram and ontents of a box
Notie that eah unit box of a Young diagram drawn in the Frenh onvention beomes
in the Russian notation a square of side
√
2. For this reason, when drawing a Young diagram
aording to the Frenh onvention we will use the plane equipped with the usual measure
(i.e. the area of a unit square is equal to 1) and when drawing a Young diagram aording
to the Russian notation we will use the plane equipped with the usual measure divided by 2
(i.e. the area of a unit square is equal to
1
2
). In this way a (generalized) Young diagram has
the same area when drawn in the Frenh and in the Russian onvention.
Speaking very informally, the setup of generalized Young diagrams orresponds to looking
at a Young diagram from very far away so that individual boxes beome very small. Therefore
by the term box of a Young diagram λ we will understand simply any point 2 whih belongs
to λ. In the ase of the Russian onvention this means that 2 = (x, y) fullls
|x| < y < λ(x).
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We dene the ontents of the box 2 = (x, y) in the Russian onvention by contents2 = x.
In the ase of the Frenh onvention 2 = (x, y) belongs to a diagram λ if
x > 0 and 0 < y < λ(x)
and the ontents of the box 2 = (x, y) is dened by contents2 = x− y.
7.3.2 Funtionals of Young diagrams
The above denitions of the measure on the plane and of the ontents in the ase of Frenh
and Russian onventions are ompatible with eah other, therefore it is possible to dene
some quantities in a onvention-independent way. In partiular, we dene the fundamental
funtionals of shape of a generalized Young diagram
Sλn = (n− 1)
∫∫
2∈λ
(contents2)
n−2 d2 (125)
for integer n ≥ 2. Clearly, eah funtional Sn is a homogeneous funtion of the Young diagram
with degree n.
Let a generalized Young diagram λ : R→ R+ drawn in the Russian onvention be xed.
We assoiate to it a funtion
τλ(x) =
λ(x)− |x|
2
whih gives the distribution of the ontents of the boxes of λ. When it does not lead to
onfusions we will write for simpliity τ instead of τλ. In the following we shall view τ as a
measure on R. Its Cauhy transform an be written as
Gτ (z) =
∫∫
2∈λ
1
z − contents2d2.
With these notations we have that
Sλn = (n− 1)
∫
xn−2 dτ(x) = −
∫
xn−1 dτ ′(x)
are (resaled) moments of the measure τ or, alternatively, (shifted) moments of the Shwartz
distribution −τ ′.
We dene
Sλ(z) =
∑
n≥2
Sλn
zn
=
∫∫
λ∈2
1
(z − contents2)2 d2
where the seond equality follows by expanding right-hand side into a power series and (125).
It follows that
Sλ(z) = − d
dz
Gτ (z) = G−τ
′
(z) = −
∫
1
z − xτ
′(x) dx = −
∫
log(z − x) τ ′′(x) dx,
in partiular Sλ(z) oinides with the Cauhy transform of a Shwartz distribution −τ ′. The
above formulas show that Sλ(z) and Sλn(z) oinide (up to small modiations) with the
quantities onsidered by Kerov [Ker99, Ker03℄, Ivanov and Olshanski [IO02℄.
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7.3.3 Kerov transition measure
The orresponding Cauhy transform
Gλ(z) =
1
z
expSλ(z) (126)
is a Cauhy transform of a probability measure µλ on the real line, alled Kerov transition
measure of λ [Ker99, Ker03℄. Probably it would be more orret to write Gµλ instead of
Gλ and to write Sµλ instead of Sλ, but this would lead to unneessary omplexity of the
notation.
One of the reasons why Kerov's transition measure was so suessful in the asymptoti
representation theory of symmetri groups is that it an be dened in several equivalent ways,
related either to the shape of λ or to representation theory or to moments of Juys-Murphy
elements or to ertain matries. For a review of these approahes we refer to [Bia98℄.
7.3.4 Free umulants of a Young diagram
In order to keep the introdution as non-tehnial as possible, we introdued free umu-
lants of a Young diagram by the formula (109). The onventional way of dening them is
to use (118) for the Cauhy transform given by (126). Therefore, one should make sure that
these two denitions are equivalent. This an be done thanks to Frobenius formula
Σλk−1 = −
1
k − 1
[
1
z
]
1
Gλ(z − 1)Gλ(z − 2) · · ·Gλ(z − (k − 1))
whih shows that
1
sk
Σsλk−1 = −
1
k − 1
[
1
z
]
1
Gλ
(
z − 1
s
)
Gλ
(
z − 2
s
) · · ·Gλ (z − k−1
s
) ;
therefore denition (109) would give
Rλk = −
1
k − 1
[
1
z
](
1
Gλ(z)
)k−1
whih oinides with the value given by the Lagrange inversion formula applied to (118).
7.3.5 Polynomial funtions on the set of Young diagrams
For simpliity we shall often drop the expliit dependene of the funtionals of Young
diagrams from λ. Sine the transition measure µλ is always entered it follows that M1 =
R1 = S1 = 0.
Existene of Kerov polynomials allows us dene formally the normalized haraters Σλπ
even if λ is a generalized Young diagram.
We will say that a funtion on the set of generalized Young diagrams Y is a polynomial
funtion if one of the following equivalent onditions hold [IO02℄ :
 it is a polynomial in M2,M3, . . . ;
 it is a polynomial in S2, S3, . . . ;
 it is a polynomial in R2, R3, . . . ;
 it is a linear ombination of (Σπ)π.
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7.4 Stanley polynomials and Stanley-Féray harater for-
mula
7.4.1 Stanley polynomials
Proposition 7.17. Let F : Y → R be a polynomial funtion on the set of generalized Young
diagrams. Then (p,q) 7→ F(p× q) for p = (p1, . . . , pm), q = (q1, . . . , qm) is a polynomial in
indeterminates p1, . . . , pm, q1, . . . , qm, alled Stanley polynomial.
Proof. It is enough to prove this proposition for some family of generators of the algebra of
polynomial funtions on Y for example for funtionals S2, S3, . . . . We leave it as an exerise.
Theorem 7.18. Let F : Y → R be a polynomial funtion on the set of generalized Young
diagrams, we shall view it as a polynomial in S2, S3, . . . Then for any k1, . . . , kl ≥ 2
∂
∂Sk1
· · · ∂
∂Skl
F
∣∣∣∣
S2=S3=···=0
= [p1q
k1−1
1 · · · plqkl−1l ]F(p× q). (127)
Proof. Let p = (p1, . . . , pm), q = (q1, . . . , qm). For a given index i we onsider a trajetory
in the set of generalized Young diagrams qi 7→ (p× q), where all other parameters (pj) and
(qj)j 6=i are treated as onstants. In the Russian onvention we have(
∂
∂qi
(p× q)
)
(x) =
{
2 if qi − p1 − · · · − pi < x < qi − p1 − · · · − pi−1,
0 otherwise,
whih shows the hange of the ontents distribution. From (125) it follows therefore
∂
∂qi
Sp×qn =
∫ qi−p1−···−p−1
qi−p1−···−pi
(n− 1)xn−2 dx
and
∂
∂qi
F(p× q) =
∑
n≥2
∫ qi−p1−···−p−1
qi−p1−···−pi
∂F
∂Sn
(n− 1)xn−2 dx.
By iterating the above argument we show that
∂
∂q1
· · · ∂
∂ql
F(p× q) =
∑
n1,...,nl≥2
∂
∂Sn1
· · · ∂
∂Snl
F(p× q) ×
∫ q1
q1−p1
(n1 − 1)xn1−21 dx1 · · ·
∫ ql−p1−···−pl−1
ql−p1−···−pl
(nl − 1)xnl−2l dxl.
We shall treat both sides of the above equality as polynomials in p and we will treat q as
onstants. We are going to ompute the oeient of p1 · · · pm of both sides ; we do this by
omputing the dominant term of the right-hand side in the limit p → 0. It follows that
[p1 · · ·pm] ∂
∂q1
· · · ∂
∂ql
F(p× q) =∑
n1,...,nl≥2
∂
∂Sn1
· · · ∂
∂Snl
F(p× q)
∣∣∣∣
p1=···=pl=0
× (n1 − 1)qn1−21 · · · (nl − 1)qnl−2l
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whih nishes the proof.
Corollary 7.19. If k1, . . . , kl ≥ 2 then
[p1q
k1−1
1 · · · plqkl−1l ]F(p× q)
does not depend on the order of the elements of the sequene (k1, . . . , kl).
7.4.2 Identities fullled by oeients of Stanley polynomials
The oeients of Stanley polynomials of the form [p1q
k1−1
1 · · · plqkl−1l ]F(p × q) with
q1, . . . , qkl ≥ 2 have a relatively simple struture, as it an be seen for example in Corollary
7.19. In the following we will study the properties of suh oeients if some of the numbers
q1, . . . , qkl are equal to 1.
Let F : Y → R be a xed polynomial funtion. For a sequene (a1, b1), . . . , (am, bm) of
ordered pairs, where a1, . . . , am ≥ 2 and b1, . . . , bm ≥ 1 are integers we dene an auxiliary
quantity
QF(a1,b1)...,(am,bm) =
(∏
r
(−1)br−1 (ar − 1)(br−1)
)
[p1q
a1−1
1 · · ·pmqam−1m ]F(p× q),
whih thanks to Corollary 7.19 does not depend on the order of the elements in the tuple
(a1, b1), . . . , (am, bm).
Corollary 7.20. For any polynomial funtion F on the set of generalized Young diagrams
and k1, . . . , kl ≥ 2
∂
∂Rk1
· · · ∂
∂Rkl
F
∣∣∣∣
R2=R3=···=0
=
∑
Π∈P (1,2,...,l)
(−1)l−|Π| QF
((
P
i∈b ki,|b|):b∈Π)
,
where the sum runs over all partitions of {1, . . . , l}.
Proof. It is enough to use Theorem 7.18 and Equation (122).
Lemma 7.21. For any polynomial funtion F : Y → R and any sequene of integers
k1, . . . , km ≥ 1
[p1q
k1−1
1 · · · pmqkm−1m ]F(p× q) =
∑
Π
QF((
P
i∈b ki,|b|):b∈Π)
,
where the sum runs over all partitions Π of the set {1, . . . , m} with a property that if
(a1, . . . , al) with a1 < · · · < al is a blok of Π then ka1 = · · · = kal−1 = 1 and kal ≥ 2
or, in other words, the set of rightmost legs of the bloks of Π oinides with the set of
indies i suh that ki ≥ 2.
Proof. We shall treat F(p× q) as a polynomial in p and we shall treat q as onstants. Our
goal is to understand the oeient [p1 · · · pm]F(p×q). Sine F is a polynomial in S2, S3, . . .
we are also going to investigate analogous oeients for F = Sn.
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For the purpose of the following alulation we shall use the Frenh notation.
Sn(λ) = (n− 1)
∫∫
(contents2)
n−2 d2 =
(n− 2)!
∑
1≤r≤n−1
(−1)r−1
∫∫
(x,y)∈λ
xn−1−r
(n− 1− r)!
yr−1
(r − 1)! dx dy.
Sine the integral ∫∫
(x,y)∈λ
xn−1−r
(n− 1− r)!
yr−1
(r − 1)! dx dy
an be interpreted as the volume of the set
{
(x1, . . . , xn−r, y1, . . . , yr) : 0 < x1 < · · · < xn−r and
0 < y1 < · · · < yr and (xn−r, yr) ∈ λ
}
therefore for any i1 < · · · < ir
[pi1 · · · pir ]Sn(p× q) = (−1)r−1 (n− 1)r−1 qn−rir . (128)
We express F as a polynomial in S2, S3, . . . . Notie that the monomial p1 . . . pm an arise
in F(p × q) only in the following way : we luster the fators p1 · · · pm in all possible ways
or, in other words, we onsider all partitions Π of the set {1, . . . , m}. Eah blok of suh a
partition orresponds to one fator Sn for some value of n. Thanks to Equation (128) we
an ompare the fators q1, . . . , qm whih appear with a non-zero exponent and see that only
partitions Π whih ontribute are as presribed in the formulation of the lemma ; furthermore
we an nd the orret value of n for eah blok of Π.
Equation (127) nishes the proof.
7.4.3 Stanley-Féray harater formula
The following result was onjetured by Stanley [Sta06℄ and proved by Féray [Fér08b℄
and therefore we refer to it as Stanley-Féray harater formula. For a more elementary proof
we refer to [F07℄.
Theorem 7.22. The value of the normalized harater on π ∈ S(n) for a multiretangular
Young diagram p× q for p = (p1, . . . , pr), q = (q1, . . . , qr) is given by
Σp×qπ =
∑
σ1,σ2∈S(n)
σ1◦σ2=π
∑
φ2:C(σ2)→{1,...,r}
(−1)σ1

 ∏
b∈C(σ1)
qφ1(b)
∏
c∈C(σ2)
pφ2(c)

 , (129)
where φ1 : C(σ1)→ {1, . . . , r} is dened by
φ1(c) = max
b∈C(σ2),
b and c interset
φ2(b).
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Interestingly, the above theorem shows that some partial information about the family of
graphs (Vσ1,σ2)σ1,σ2 an be extrated from the oeients of Stanley polynomial Σp×qπ . This
observation will be essential for the proof of the main result.
The following result is a simple orollary from Theorem 7.22 and it was proved by Féray
[Fér08a℄.
Theorem 7.23. For any integers k1, . . . , kl ≥ 1 the value of the umulant κid(Σk1 , . . . ,Σkl)
evaluated at the Young diagram p× q is given by
κid p×q(Σk1, . . . ,Σkl) =
∑
σ1,σ2∈S(n)
σ1◦σ2=π
〈σ,π〉 transitive
∑
φ2:C(σ2)→{1,...,r}
(−1)σ1

 ∏
b∈C(σ1)
qφ1(b)
∏
c∈C(σ2)
pφ2(c)

 ,
where n = k1 + · · ·+ kl and π is a xed permutation with the yle struture k1, . . . , kl, for
example π = (1, 2, . . . , k1)(k1+1, k1+2, . . . , k1+k2) · · · , and where φ1 is as in Theorem 7.4.
7.5 Toy example : Quadrati terms of Kerov polynomials
We are on the way towards the proof of Theorem 7.4 whih, unfortunately, is a bit
tehnially involved. Before dealing with the omplexity of the general ase we shall present
in this setion a proof of Theorem 7.3 whih onerns a simplied situation in whih we
are interested in quadrati terms of Kerov polynomials. This ase is suiently omplex to
show the essential elements of the omplete proof of Theorem 7.4 but simple enough not to
overwhelm the Reader with unneessary diulties.
We shall prove Theorem 7.3 in the following equivalent form :
Theorem 7.24. For all integers l1, l2 ≥ 2 and k ≥ 1 the derivative
∂2
∂Rl1∂Rl2
Kk
∣∣∣∣
R2=R3=···=0
is equal to the number of triples (σ1, σ2, q) with the following properties :
(a) σ1, σ2 is a fatorization of the yle ; in other words σ1, σ2 ∈ S(k) are suh that σ1◦σ2 =
(1, 2, . . . , k) ;
(b) σ2 onsists of two yles and σ1 onsists of l1 + l2 − 2 yles ;
() ℓ : C(σ2)→ {1, 2} is a bijetive labeling of the two yles of σ2 ;
(d) for eah yle c ∈ C(σ2) there are at least lℓ(c) yles of σ1 whih interset nontrivially
c.
Proof. Equation (122) shows that for any polynomial funtion F on the set of generalized
Young diagrams
∂2
∂Rl1∂Rl2
F = ∂
2
∂Sl1∂Sl2
F + (l1 + l2 − 1) ∂
∂Sl1+l2
F ,
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where all derivatives are taken at R2 = R3 = · · · = S2 = S3 = · · · = 0. Theorem 7.18 shows
that the right-hand side is equal to[
p1p2q
l1−1
1 q
l2−1
2
]F(p× q) + (l1 + l2 − 1) [p1ql1+l2−11 ]F(p× q).
Lemma 7.21 applied to the seond summand shows therefore that
∂2
∂Rl1∂Rl2
F = [p1p2ql1−11 ql2−12 ]F(p× q)− [p1p2ql1+l2−12 ]F(p× q). (130)
In fat, the above equality is a diret appliation of Corollary 7.20, nevertheless for pedagog-
ial reasons we deided to present the above expanded derivation. In the following we shall
use the above identity for F = Σk.
On the other hand, let us ompute the number of the triples (σ1, σ2, ℓ) whih ontribute
to the quantity presented in Theorem 7.24. By inlusion-exlusion priniple it is equal to(
number of triples whih fulll onditions (a)()
)
+
(−1)(number of triples for whih the yle ℓ−1(1)
intersets at most l1 − 1 yles of σ1
)
+
(−1)(number of triples for whih the yle ℓ−1(2)
intersets at most l2 − 1 yles of σ1
)
. (131)
At rst sight it might seem that the above formula is not omplete sine we should also add
the number of triples for whih the yle ℓ−1(1) intersets at most l1 − 1 yles of σ1 and
the yle ℓ−1(2) intersets at most l2 − 1 yles of σ1, however this situation is not possible
sine σ1 onsists of l1 + l2 − 2 yles and 〈σ1, σ2〉 ats transitively.
By Stanley-Féray harater formula (129) the rst summand of (131) is equal to
(−1)
∑
i+j=l1+l2−2,
1≤j
[
p1p2q
i
1q
j
2
]
Σp×qk , (132)
the seond summand of (131) is equal to∑
i+j=l1+l2−2,
1≤i≤l1−1
[
p1p2q
j
1q
i
2
]
Σp×qk , (133)
and the third summand of (131) is equal to∑
i+j=l1+l2−2,
1≤j≤l2−1
[
p1p2q
i
1q
j
2
]
Σp×qk . (134)
We an apply Corollary 7.19 to the summands of (133) ; it follows that (133) is equal to∑
i+j=l1+l2−2,
1≤i≤l1−1
[
p1p2q
i
1q
j
2
]
Σp×qk . (135)
It remains now to ount how many times a pair (i, j) ontributes to the sum of (132),
(133), (135). It is not diult to see that the only pairs whih ontribute are (0, l1+l2−2) and
(l1 − 1, l2 − 1), therefore the number of triples desribed in the formulation of the Theorem
is equal to the right-hand of (130) whih nishes the proof.
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7.6 Combinatorial lemmas
Our strategy of proving the main result of this paper will be to start with the number
of fatorizations desribed in Theorem 7.4 and to interpret it as ertain linear ombination
of oeients of Stanley polynomials for Σk. The rst step in this diretion is promising :
Stanley-Féray harater formula (Theorem 7.22) shows that indeed Stanley polynomial for
Σk enodes ertain information about the geometry of the bipartite graphs Vσ1,σ2 for all
fatorizations. Unfortunately, ondition (e) is quite ompliated and at rst sight it is not
lear how to extrat the information about the fatorizations fullling it from the oeients
of Stanley polynomials.
In this setion we will prove three ombinatorial lemmas : Corollary 7.26, Corollary 7.28
and Corollary 7.29 whih solve this diulty.
7.6.1 Euler harateristi
Let I be a family of some subsets of a given nite set X . We dene
χ(I) =
∑
l≥1
∑
C=(C1 ··· Cl),
C1,...,Cl∈I
(−1)l−1,
where the sum runs over all non-empty hains C = (C1  · · ·  Cl) ontained in I. In suh
a situation we will also say that C is l-hain and |C| = l. Notie that family I gives rise to a
simpliial omplex K with l − 1-simplies orresponding to l-hains ontained in I and the
above quantity χ(I) is just the Euler harateristi of K.
The following lemma shows that under ertain assumptions this Euler harateristi is
equal to 1 ; we leave it as an exerise to adapt the proof to show a stronger statement that
under the same assumptions K is in fat ontratible (we will not use this stronger result in
this artile).
Lemma 7.25. Let I be a non-empty family with a property that
A ∩B ∈ I or A ∪B ∈ I holds for all A,B ∈ I. (136)
Then
χ(I) = 1.
Proof. Let X = {x1, . . . , xn}. We dene
Ik =
{
A ∪ {x1, . . . , xk} : A ∈ I
}
.
Clearly I0 = I and In = {X} therefore χ(In) = 1. It remains to prove that χ(Ik−1) = χ(Ik)
holds for all 1 ≤ k ≤ n and we shall do it in the following.
Let us x k. For an l-hain C = (C1  · · ·  Cl) ontained in Ik−1 we dene
ιk(C) =
(
C1 ∪ {xk} ⊆ · · · ⊆ Cl ∪ {xk}
)
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whih is a hain ontained in Ik. Notie that ιk(C) is either an l−1-hain (if Ci+1 = Ci∪{xk}
for some i) or l-hain (otherwise). With these notations we have
χ(Ik−1) =
∑
C:non-empty hain in Ik−1
(−1)|C|−1 =
∑
D:non-empty hain in Ik
∑
C:non-empty hain in Ik−1,
ιk(C)=D
(−1)|C|−1.
In order to prove χ(Ik−1) = χ(Ik) it is enough now to show that for any non-empty hain
D = (D1  · · ·  Dl) ontained in Ik
(−1)|D|−1 =
∑
C:non-empty hain in Ik−1,
ιk(C)=D
(−1)|C|−1. (137)
Let 1 ≤ p ≤ l be the maximal index with a property that Dp /∈ Ik−1 ; if no suh index
exists we set p = 0. In the remaining part of this paragraph we will show thatDi\{xk} ∈ Ik−1
holds for all 1 ≤ i ≤ p. Clearly, in the ases when p = 0 or i = p there is nothing to prove.
Assume that i < p and Di \ {xk} /∈ Ik−1. Sine Di ∈ Ik it follows that xk ∈ Di ∈ Ik−1. It is
easy to hek that an analogue of (136) holds true for the family Ik−1. We apply this property
for A = Di and B = Dp\{xk} whih results in a ontradition sine A∩B = Di\{xk} /∈ Ik−1
and A ∪ B = Dp /∈ Ik−1.
Let 1 ≤ q ≤ l be the minimal index with a property that xk ∈ Dq ; if no suh index exists
we set q = n + 1. Similarly as above we show that Di ∈ Ik−1 holds for all q ≤ i ≤ l.
The above analysis shows that a hain C ontained in Ik−1 suh that ιk(C) = D must
have one of the following two forms :
1. if C = (C1, . . . , Cl) is a l-hain then there exists a number r (p ≤ r < q) suh that
Ci =
{
Di \ {xk} for 1 ≤ i ≤ r,
Di for r < i ≤ l,
2. if C = (C1, . . . , Cl+1) is a l + 1-hain then there exists a number r (p < r < q) suh
that
Ci =
{
Di \ {xk} for 1 ≤ i ≤ r,
Di−1 for r < i ≤ l + 1.
There are q − p hoies for the rst ase and there are q − p− 1 hoies for the seond ase
and (137) follows.
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Corollary 7.26. Let σ1, σ2 ∈ S(k) be permutations suh that 〈σ1, σ2〉 ats transitively and
let q : C(σ2)→ {2, 3, . . .} be a oloring with a property that∑
i∈C(σ2)
q(i) = |C(σ1)|+ |C(σ2)|.
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We dene I to be a family of the sets A ⊂ C(σ2) with the following two properties :
 A 6= ∅ and A 6= C(σ2),
 there are at most
∑
i∈A
(
q(i)− 1) yles of σ1 whih interset ⋃A.
Then ∑
l≥0
∑
C=(C1 ··· Cl),
C1,...,Cl∈I
(−1)l =
{
1 if I = ∅,
0 otherwise.
(138)
Proof. It is enough to prove that the family I fullls the assumption of Lemma 7.25 ; we
shall do it in the following. For A ⊆ C(σ2) we dene
f(A) =
(
number of yles of σ1 whih interset
⋃
A
)
−
∑
i∈A
(
q(i)− 1).
In this way A ∈ I i A 6= ∅, A 6= C(σ2) and f(A) ≤ 0.
It is easy to hek that for any A,B ⊆ C(σ2)
f(A) + f(B) ≥ f(A ∪B) + f(A ∩B) (139)
therefore if A,B ∈ I then f(A ∪B) ≤ 0 or f(A ∩B) ≤ 0. If A ∩B 6= ∅ and A ∪B 6= C(σ2)
this nishes the proof. Sine f(∅) = f(C(σ2)) = 0 also the ase when either A ∩ B = ∅ or
A ∪B = C(σ2) follows immediately.
It follows that if A,B ∈ I and A∩B,A∪B /∈ I then A,B 6= ∅, A∩B = ∅, A∪B = C(σ2),
f(A) = f(B) = 0. The latter equality shows that
(
number of yles of σ1 whih interset
⋃
A
)
+(
number of yles of σ1 whih interset
⋃
B
)
= |C(σ1)|
therefore eah yle of σ1 intersets either
⋃
A or
⋃
B whih ontradits transitivity.
Lemma 7.27. For any n ≥ 1
∑
k
(−1)k
{
n
k
}
k! = (−1)n, (140)
where
{
n
k
}
denotes the Stirling symbol of the rst kind, namely the number of ways of parti-
tioning n-element set into k non-empty lasses.
Proof. A simple indutive proof follows from the reurrene relation{
n
k
}
= k
{
n− 1
k
}
+
{
n− 1
k − 1
}
.
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Corollary 7.28. Let r ≥ 1 and let k1, . . . , kr and n1, . . . , nr be numbers suh that k1+ · · ·+
kr = n1 + · · ·+ nr. We dene I to be a family of the sets A ⊂ {1, . . . , r} with the following
properties : A 6= ∅ and A 6= {1, . . . , r} and∑
i∈A
ki ≤
∑
i∈A
ni.
Then ∑
l≥0
∑
C=(C1 ··· Cl),
C1,...,Cl∈I
(−1)l =
{
(−1)r−1 if (k1, . . . , kr) = (n1, . . . , nr),
0 otherwise.
(141)
Proof. If (k1, . . . , kr) = (n1, . . . , nr) then I onsists of all subsets of {1, . . . , r} with the
exeption of ∅ and {1, . . . , r}. Therefore there is a bijetive orrespondene between the
hains C = (C1  · · ·  Cl) whih ontribute to the left-hand side of (141) and sequenes
(D1, . . . , Dl+1) of non-empty and disjoint sets suh that D1 ∪ · · · ∪Dl+1 = {1, 2, . . . , r} ; this
orrespondene is dened by requirement that
Ci = D1 ∪ · · · ∪Di.
It follows that the left-hand side of (141) is equal to∑
l
(−1)l
{
n
l + 1
}
(l + 1)!
whih an be evaluated thanks to (140).
We onsider the ase when (k1, . . . , kr) 6= (n1, . . . , nr) ; for simpliity we assume that
k1 6= n1. We dene
f(A) =
∑
i∈A
(ki − ni)
whih fullls (139) and similarly as in the proof of Corollary 7.26 we onlude that ondition
(136) is fullled under additional assumption that A ∩B 6= ∅ or A ∪ B 6= {1, 2, . . . , r} ; this
means that Lemma 7.25 annot be applied diretly and we must analyze the details of its
proof. We selet the sequene x1, x2, . . . used in the proof of Lemma 7.25 in suh a way that
x1 = 1. A areful inspetion shows that the proof of the equality χ(I0) = χ(I1) presented
above is still valid. Sine families I1, I2, . . . fulll ondition (136) therefore χ(I1) = χ(I2) =
· · · = 0.
Corollary 7.29. Let r ≥ 1, let Π ∈ P (1, 2, . . . , r) be a partition, let n1, . . . , nr be numbers
and let φ : Π→ R be a funtion on the set of bloks of the partition Π with a property that∑
b∈Π
φ(b) = n1 + · · ·+ nr
and φ(b) ≥ |b| holds for eah blok b ∈ Π. We dene I to be a family of the sets A ⊂ {1, . . . , r}
with the following properties : A 6= ∅ and A 6= {1, . . . , r} and∑
b∈Π,
b∩A 6=∅
(
φ(b)− ∣∣b \ A∣∣) ≤∑
i∈A
ni.
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Then
∑
l≥0
∑
C=(C1 ··· Cl),
C1,...,Cl∈I
(−1)l =


(−1)|Π|−1 if φ(b) =∑i∈b ni
holds for eah blok b ∈ Π,
0 otherwise.
(142)
Proof. We dene
f(A) = |A|+
∑
b∈Π,
b∩A 6=∅
(φ(b)− |b|)
whih fullls (139). The remaining part of the proof is analogous to Corollary 7.28.
7.7 Proof of the main result
We will prove Theorem 7.4 in the folllowing equivalent form.
Theorem 7.30 (The main result, reformulated). Let k ≥ 1 and let n1, . . . , nr ≥ 2 be a
sequene of integers. The derivative of Kerov polynomial
∂
∂Rn1
· · · ∂
∂Rnr
Kk
∣∣∣∣
R2=R3=···=0
is equal to the number of triples (σ1, σ2, ℓ) with the following properties :
(a) σ1, σ2 is a fatorization of the yle ; in other words σ1, σ2 ∈ S(k) are suh that σ1◦σ2 =
(1, 2, . . . , k) ;
(b) |C(σ2)| = r ;
() |C(σ1)|+ |C(σ2)| = n1 + · · ·+ nr ;
(d) ℓ : C(σ2)→ {1, . . . , r} is a bijetion ;
(e) for every set A ⊂ C(σ2) whih is nontrivial (i.e., A 6= ∅ and A 6= C(σ2)) we require
that there are more than
∑
i∈A
(
nℓ(i) − 1
)
yles of σ1 whih interset
⋃
A.
Proof. Let us sum both sides of (138) over all triples (σ1, σ2, ℓ) for whih onditions (a)(d)
are fullled ; for suh triples we dene the oloring q : C(σ2) → {2, 3, . . .} by q(i) = nℓ(i).
It follows that the number of triples whih fulll all onditions from the formulation of the
theorem is equal to ∑
l≥0
∑
C=(C1,...,Cl),
∅ C1 ··· Cl {1,2,...,r}
(−1)l BadC , (143)
where BadC for C = (C1, . . . , Cl) denotes the number of triples (σ1, σ2, ℓ) whih fulll (a)(d)
and suh that for eah 1 ≤ j ≤ l there are at most∑i∈Cj (ni−1) yles of σ1 whih interset⋃
i∈Cj ℓ
−1(i).
Theorem 7.22 shows that
BadC = (−1)r−1
∑
k1,...,kr
[p1 · · · prqk1−11 · · · qkr−1r ]Σp×qk , (144)
7.7. Proof of the main result 180
where the above sum is taken over all integers k1, . . . , kr ≥ 1 suh that
k1 + · · ·+ kr = n1 + · · ·+ nr (145)
and
kr+1−|Cj | + · · ·+ kr︸ ︷︷ ︸
|Cj | summands
≤
∑
i∈Cj
ni holds for eah 1 ≤ j ≤ l . (146)
We apply Lemma 7.21 to the right-hand side of (144). Therefore
BadC = (−1)r−1
∑
Π∈P (1,2,...,r)
∑
k1,...,kr
QΣk
((
P
i∈b ki,|b|):b∈Π)
, (147)
where the rst sum runs over all partitions Π of the set {1, 2, . . . , r} and the seond sum
runs over the tuples k1, . . . , kr whih fulll onditions (145), (146) and suh that the set of
indies i suh that ki ≥ 2 oinides with the set of rightmost legs of the bloks of Π.
For simpliity, before dealing with the general ase, we shall analyze rst the ontri-
bution of the trivial partition whih onsists only of singletons. We dene BadtrivialC to
be the expression (147) with the sum over partitions replaed by only one summand for
Π =
{{1}, {2}, . . . , {r}}, i.e.
BadtrivialC = (−1)r−1
∑
k1,...,kr
QΣk(k1,1),...,(kr,1), (148)
where the sum runs over the same set as in Equation (144) with an additional restrition
k1, . . . , kr ≥ 2.
Corollary 7.19 shows that we may hange the order of the elements in the sequene
(k1, . . . , kr) hene (148) holds true also if the sum on the right-hand side runs over all
integers k1, . . . , kr ≥ 2 suh that k1+ · · ·+kr = n1+ · · ·+nr and suh that for eah 1 ≤ j ≤ l∑
i∈Cj
ki ≤
∑
i∈Cj
ni.
Therefore for an analogue of the sum (143) Corollary 7.28 shows that∑
l≥0
∑
C=(C1,...,Cl),
∅ C1 ··· Cl {1,2,...,r}
(−1)l BadtrivialC = (−1)r−1QΣk(n1,1),··· ,(nr ,1).
Notie the the right-hand side is the summand appearing in Corollary 7.20 for the trivial
partition Π whih is quite enouraging.
Having in mind the above simplied ase let us takle the general partitions Π. Corollary
7.19 shows that we may shue the bloks of partition Π hene from (147) it follows that
BadC = (−1)r−1
∑
Π∈P (1,2,...,r)
∑
φ
QΣk„(
φ(b),|b|
)
:b∈Π
«, (149)
where the seond sum runs over all funtions φ whih assign integer numbers to bloks of Π
and suh that :
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 φ(b) ≥ |b|+ 1 holds for every blok b ∈ Π ;

∑
b∈Π φ(b) = n1 + · · ·+ nr ;
 ∑
b∈Π,
b∩Cj 6=∅
(
φ(b)− ∣∣b \ Cj∣∣) ≤∑
i∈Cj
ni
holds for eah 1 ≤ j ≤ l.
Therefore (143) is equal to
∑
Π∈P (1,2,...,r)
∑
φ
QΣk„(
φ(b),|b|
)
:b∈Π
«

∑
l≥0
∑
C=(C1,...,Cl),
∅ C1 ··· Cl {1,2,...,r}
(−1)l+r−1

 .
Corollary 7.29 an be used to alulate the expression in the braket hene the above sum
is equal to ∑
Π∈P (1,2,...,r)
QΣk„(P
i∈b ni,|b|
)
:b∈Π
«(−1)r−|Π|.
Corollary 7.20 nishes the proof.
Proof of Theorem 7.6 is analogous (the referene to Theorem 7.22 should be replaed by
Theorem 7.23) and we skip it.
7.8 Graph deomposition
In this setion we will ompare our main result with the previous ompliated ombina-
torial desription of the oeients of Kerov's polynomials proposed by Féray in [Fér08a℄.
This will lead us to a new proof of the main result of this paper, Theorem 7.4 and Theorem
7.6.
7.8.1 Reformulation of the previous result
Let us onsider the formal sum of the olletion of graphs (Vσ1,σ2)σ1,σ2 over all fatoriza-
tions σ1 · σ2 = (1, 2, . . . , k) (these graphs were dened in Setion 7.1.8 but in order to be
ompatible with the notation of the paper [Fér08a℄ it might be more onvenient to allow mul-
tiple edges onneting two yles with the multipliity equal to the number of the elements
in the ommon support). Let us apply the loal transformations presented on Figure 7.4
(the reader an easily imagine the generalizations of the the drawn transformation to bigger
loops : for a given oriented loop of length 2k we remove in 2k−1 ways all non-empty subsets
of the set of edges oriented from a blak vertex to a white vertex with the plus or minus sign
depending if the number of removed edges is odd or even) to eah of the summands and let
us iterate this proedure until we obtain a formal linear ombination of forests. Of ourse,
the nal result S may depend on the hoie of the loops used for the transformations, so in
order to have a uniquely determined result we have to hoose the loops in some speial way,
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Fig. 7.4  Loal transformations on graphs.
for example as desribed in paper [Fér08a℄, the details of whih will not be important for
this artile.
Then we have the following result :
Theorem 7.31 (Féray [Fér08a℄). The oeient of Rs22 R
s3
3 . . . in Kk is equal to (−1)1+s2+s3+...
times the total sum of oeients of all forests in S whih onsist of si trees with one blak
and i− 1 white verties (i runs over {2, 3, . . .}).
We will reformulate this result in a form loser to Theorem 7.4. For this purpose, if
(σ1, σ2, q) is a triple verifying onditions (a)(d) and F is a subforest of Vσ1,σ2 with the same
set of verties, we will say that F is a q-forest if the following two onditions are fullled :
 all yles of σ2 (blak verties) are in dierent onneted omponents,
 eah yle c of σ2 is the neighbor of exatly q(c)− 1 yles of σ1 (white verties).
Theorem 7.32. Let k ≥ 1 and let s2, s3, . . . be a sequene of non-negative integers with only
nitely many non-zero elements. The oeient of the monomial Rs22 R
s3
3 · · · in the Kerov
polynomial Kk is equal to the number of triples (σ1, σ2, q) whih fulll onditions (a)(d) of
Theorem 7.4 and suh that
(e
5
) when we apply the transformations from Figure 7.4 as presribed in [Fér08a, Setion
3℄, in the resulting linear ombination of forests there is (exatly one) q-forest.
It is easy to see that this theorem is a reformulation of Theorem 7.31. A priori, it might
seem that in the theorem above we should ount eah triplet (σ1, σ2, q) with multipliity
equal to the number of q-forests appearing in the result, but we will prove in Corollary 7.34
that it is always equal to 0 or 1.
Comparing Theorem 7.32 with Theorem 7.4 we may wonder if onditions (e) and (e
5
)
are equivalent. We will prove their equivalene in the following setion.
7.8.2 Equivalene of onditions (e) and (e
5
)
In Setion 7.1.9 we introdued the notion of q-admissibility of a graph. Reall that if a
graph G is onneted then it is q-admissible if and only if it satises ondition (e3) whih is
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a reformulation of (e). Notie also that if G ontains no loops then it is q-admissible if and
only if it is a q-forest.
Lemma 7.33. The sum of oeients of q-admissible graphs G ounted with multipliity
(−1)(number of onneted omponents of G) in a formal linear ombination of bipartite graphs with a
given set of verties and labeling q : V• → {2, 3, . . .} does not hange after performing any
transformation of the form presented on Figure 7.4.
Proof. Let us hoose some oriented loop L in graph G and let us denote by E the set of
edges whih an be erased in the orresponding loal transformation from Figure 7.4 ; in
other words E onsists of every seond edge in the loop L.
Consider the onvex polyhedron P (without boundary) whih is the set of all positive
solutions (xe)e is an edge of G to the system of equations from ondition (e
4
).
If f is a real funtion on the set of edges of G and v is a vertex of G we dene
(
Φ(f)
)
(v)
to be the sum of values of f on edges adjaent to v. If P is non-empty then its dimension
is equal to the dimension of ker Φ. It is a simple exerise to show that ImΦ onsists of all
funtions on verties of G with a property that for eah onneted omponent of G the sum
of values on blak verties is equal to the sum of values on white verties hene
dim ImΦ = (number of verties of G)− (number of omponents of G).
It follows from rank-nullity theorem that
dimP = dimker Φ = (number of edges of G)
− (number of verties of G) + (number of onneted omponents of G). (150)
For a positive solution (xe) of our system of equations and a real number t we dene
ye =


xe if e /∈ L,
xe + t if e ∈ (L \ E),
xe − t if e ∈ E.
whih is also a solution. Let t be the minimal positive number for whih (ye) is not positive.
In this way we dene a map Π : (xe) 7→ (ye).
For any non-empty A ⊆ E we dene PA to be the set of positive solutions with a property
that
∀e∈E e ∈ A ⇐⇒ xe = min
f∈E
xf .
Sine the dening ondition for PA an be written in terms of some equations and inequalities
it follows that PA is a onvex polyhedron. It is easy to hek that
Π(PA) =
{
(xe) : non-negative solution suh that ∀e: edge of G (xe = 0) ⇐⇒ (e ∈ A)
}
.
The latter set an be identied with the set of positive solutions for our system of equations
orresponding to the graph G′ = G \ A. It follows that
dimPA = 1 + dimΠ(PA) = 1 + (number of edges of (G \ A))
− (number of verties of G) + (number of onneted omponents of (G \ A)) , (151)
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where the last equality is just (150) applied to G′ = G \ A.
It is easy to see that P =
⊔
A 6=∅ PA is a disjoint union therefore we have the equality
between the Euler harateristis :
χ(P ) =
∑
A 6=∅
χ(PA)
whih thanks to (150) and (151) shows that
(−1)(number of onneted omponents of G) [P is non-empty] =∑
A 6=∅
(−1)|A|−1 (−1)(number of omponents of G \A) [PA is non-empty], (152)
where we use the onvention that
[(ondition)] =
{
1 if (ondition) is true,
0 otherwise.
Proposition 7.9 shows that P (respetively, PA) is non-empty if and only ifG (respetively,
G \A) is q-admissible therefore (152) is equivalent to
(−1)(number of omponents of G) [G is q-admissible] =∑
A 6=∅
(−1)|A|−1 (−1)(number of omponents of G \A) [(G \ A) is q-admissible],
whih is the desired equality.
Corollary 7.34. Suppose that (σ1, σ2, q) is a triple verifying the onditions (a)(d) of Theo-
rem 7.4. If we iterate loal transformations from Figure 7.4 on Vσ1,σ2 until we obtain a formal
linear ombination of forests (not neessarily hoosing the loops as presribed in [Fér08a℄)
then the sum of oeients of q-forests in the result is equal to{
(−1)1+s2+s3+... if ondition (e) is fullled ;
0 otherwise.
In the ase when we perform the transformations as presribed in [Fér08a, Setion 3℄, the
sign property of this deomposition ([Fér08a, Proposition 3.3.1℄) implies that there is exatly
one q-forest (with the appropriate sign) in the resulting sum if ondition (e) is fullled and
there are no q-forests otherwise ; in other words ondition (e) is equivalent to (e5).
Analogous results an be stated for the situation presented in Theorem 7.6.
The above orollary together with Theorem 7.32 give another proof of the main result
of the paper, Theorem 7.4 and Theorem 7.6. In suh a proof the diulty is moved to the
proof of Theorem 7.31 whih was proved in a not easy paper [Fér08a℄.
Quatrième partie
Appliation de la ombinatoire des
polynmes de Kerov à des identités
rationnelles sur les ensembles ordonnés
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Appliation of graph ombinatoris to rational
identities of type A
Ce hapitre reprend le ontenu de l'artile [BF09℄, érit en ollaboration ave Adrien
Boussiault.
This hapter orresponds to the artile [BF09℄, written with A. Boussiault.
Résumé
À un mot w, nous assoions la fontion rationnelle Ψw =
∏
(xwi − xwi+1)−1. L'objet
prinipal, introduit par C. Greene pour généraliser des identités rationnelles liées à la rè-
gle de Murnaghan-Nakayama, est une somme de ses images par ertaines permutations des
variables. Les ensembles de permutations onsidérés sont les extensions linéaires des graphes
orientés. Nous expliquons omment aluler ette fontion rationnelle à partir de la om-
binatoire du graphe G. Nous établissons ensuite un lien entre une propriété algébrique de
la fontion rationnelle (la fatorisation du numérateur) et une propriété ombinatoire du
graphe (l'existene d'une haîne le déonnetant).
Abstrat
To a word w, we assoiate the rational funtion Ψw =
∏
(xwi−xwi+1)−1. The main objet,
introdued by C. Greene to generalize identities linked to Murnaghan-Nakayama rule, is a
sum of its images by ertain permutations of the variables. The sets of permutations that
we onsider are the linear extensions of oriented graphs. We explain how to ompute this
rational funtion, using the ombinatoris of the graph G. We also establish a link between
an algebrai property of the rational funtion (the fatorization of the numerator) and a
ombinatorial property of the graph (the existene of a disonneting hain).
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8.1 Introdution
A partially ordered set (poset) P is a nite set V endowed with a partial order. By
denition, a word w ontaining exatly one eah element of V is alled a linear extension if
the order of its letters is ompatible with P (if a ≤P b, then a must be before b in w). To a
linear extension w = v1v2 . . . vn, we assoiate a rational funtion :
ψw =
1
(xv1 − xv2) · (xv2 − xv3) . . . (xvn−1 − xvn)
.
We an now introdue the main objet of the paper. If we denote by L(P) the set of
linear extensions of P, then we dene ΨP by :
ΨP =
∑
w∈L(P)
ψw.
8.1.1 Bakground
The linear extensions of posets ontain very interesting subsets of the symmetri group :
for example, the linear extensions of the poset onsidered in the artile [BMB07℄ are the
permutations smaller than a permutation π for the left weak order. In this ase, our on-
strution is lose to that of Demazure haraters [Dem74℄. S. Butler and M. Bousquet-Mélou
haraterize the permutations π orresponding to ayli posets, whih are exatly the ases
where the funtion we onsider is the simplest.
Moreover, linear extensions are hidden in a reent formula for irreduible harater values
of the symmetri group : if we use the notations of [F07℄, the quantity Nλ(G) an be seen as
a sum over the linear extensions of the bipartite graph G (bipartite graphs are a partiular
ase of oriented graphs). This explains the similarity of the ombinatoris in artile [Fér08a℄
and in this one.
The funtion ΨP was onsidered by C. Greene [Gre92℄, who wanted to generalize a
rational identity linked to Murnaghan-Nakayama rule for irreduible harater values of
the symmetri group. He has given in his artile a losed formula for planar posets (µP is
the Möbius funtion of P) :
ΨP =
{
0 if P is not onneted,∏
y,z∈P
(xy − xz)µP (y,z)if P is onneted,
However, there is no suh formula for general posets, only the denominator of the redued
form of ΨP is known [Bou07℄. In this artile, the rst author has investigated the eets of el-
ementary transformations of the Hasse diagram of a poset on the numerator of the assoiated
rational funtion. He has also notied, that in some ase, the numerator is a speialization of
a Shur funtion [Bou07, paragraph 4.2℄ (we an also nd multiShur funtions or Shubert
polynomials).
In this paper, we obtain some new results on this numerator, thanks to a simple loal
transformation in the graph algebra, preserving linear extensions.
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8.1.2 Main results
8.1.2.1 An indutive algorithm
The rst main result of this paper is an indution relation on linear extensions (Theorem
8.4). When one applies Ψ on it, it gives an eient algorithm to ompute the numerator of
the redued fration of ΨP (the denominator is already known).
8.1.2.2 A ombinatorial formula
If we iterate our rst main result in a lever way, we an desribe ombinatorially the
nal result. The onsequene is our seond main result : if we give to the graph of a poset P
a rooted map struture, we have a ombinatorial non-indutive formula for the numerator
of ΨP (Theorem 8.17).
8.1.2.3 A ondition for ΨP to fatorize
Greene formula's for the funtion assoiated to a planar poset is a quotient of produts
of polynomials of degree 1. In the non-planar ase, the denominator is still a produt of
degree 1 terms, but not the numerator. So we may wonder when the numerator N(P) an
be fatorized.
Our third main result is a partial answer (a suient but not neessary ondition) to this
question : the numerator N(P) fatorizes if there is a hain disonneting the Hasse diagram
of P (see Theorem 8.18 for a preise statement). An example is drawn on gure 8.1 (the
disonneting hain is (2, 5)). Note that we use here and in the whole paper a unusual
onvention : we draw the posets from left (minimal elements) to right (maximal elements).
N


1
2
3
4
5
6 = N
(
1
2
3
5
)
.N
(
2
4
5
6
)
Fig. 8.1  Example of hain fatorization
8.1.3 Open problems
8.1.3.1 Around the map struture
Theorem 8.17 is a ominatorial formula for the numerator ofΨP involving a map struture
on the orresponding graph. Can we nd a formula, whih does not depend any additional
struture on the graph ?
Furthermore if we use ordered-embeddings of graphs in R × R (see denition 8.9), the
map struture is not independant from the poset struture. Is there a way to use this link ?
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8.1.3.2 Neessary ondition for fatorization
The onlusion of the fatorization Theorem 8.18 is sometimes true, even when the sep-
arating path is not a hain : see for example Figure 8.2 (the path (5, 6, 3) disonnets the
Hasse diagram, but is not a hain).
This equality, and many more, an be easily proved using the same method as Theorem 8.18.
Can we give a neessary (and suient) ondition for the numerator of a poset to fatorize
into a produt of numerators of subposets ? Are all fatorizations of this kind ?
N

12 3
4
5
6
7
8
9

 = N


1
2
3
5
6

 .N

3
4
5
6
7
8
9


Fig. 8.2  An example of fatorization, not ontained in Theorem 8.18.
8.1.3.3 Charaterisation of the numerator
Let us onsider a bipartite poset P (whih has only minimal and maximal elements, re-
spetively a1, . . . , al and b1, . . . , br). The numerator N(P) of ΨP is a polynomial in b1, . . . , br
whih degree in eah variable an be easily bounded [Bou07, Proposition 3.1℄. Moreover, we
know, by Corollary 8.10, that N(P) = 0 on some ane subspaes of the spae of variables.
Unfortunately, these vanishing relations and its degree do not haraterize N(P) up to a
multipliative fator. Is there a bigger family of vanishing relations, linked to the ombina-
toris of the Hasse diagram of the poset, whih haraterizes N(P) ?
This question omes from the following observation : for some partiular posets, the numer-
ator is a Shubert polynomial and Shubert polynomials are known to be easily dened by
vanishing onditions [Las08a℄.
8.1.4 Outline of the paper
In setion 8.2, we present some basi denitions on graphs and posets.
In setion 8.3, we introdue our main objet and its basi properties.
In setion 8.4, we state our rst main result : an indutive relation for linear extensions.
The next setion (8.5) is devoted to some expliit omputations using this result.
Setion 8.6 gives a ombinatorial desription of the result of the iteration of our indutive
relation : we derive from it our seond main result, a ombinatorial formula for the numer-
ator of ΨP .
The last Setion (8.7) is devoted to our third main result : a suient ondition of
fatorization.
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8.2 Graphs and posets
Oriented graphs are a natural way to enode information of posets. To avoid onfusions,
we reall all neessary denitions in paragraph 8.2.1. The denition of linear extensions an
be easily formulated diretly in terms of graphs (paragraph 8.2.2).
We will also dene some elementary removal operations on graphs (paragraph 8.2.3), whih
will be used in the next setion. Due to transitivity relations, it is not equivalent to perform
these operations on the Hasse diagram or on the omplete graph of a poset, that's why we
prefer to formulate everything in terms of graphs.
8.2.1 Denitions and notations on graphs
In this paper, we deal with nite direted graphs. So we will use the following denition
of a graph G :
 A nite set of verties VG.
 A set of edges EG dened by EG ⊂ VG × VG.
If e ∈ EG, we will note by α(e) ∈ VG the rst omponent of e (alled origin of e) and
ω(e) ∈ VG its seond omponent (alled end of e). This means that eah edge has an
orientation.
Let e = (v1, v2) be an element of VG × VG. Then we denote by e the pair (v2, v1).
With this denition of graphs, we have four denitions of injetive walks on the graph.
an not go bakwards an go bakwards
losed iruit yle
non-losed hain path
More preisely,
Dénition 8.1. Let G be a graph and E its set of edges.
hain : A hain is a sequene of edges c = (e1, . . . , ek) of G suh that ω(e1) = α(e2),
ω(e2) = α(e3), . . . and ω(ek−1) = α(ek).
iruit : A iruit is a hain (e1, . . . , ek) of G suh that ω(ek) = α(e1).
path : A path is a sequene (e1, . . . , ek) of elements of E ∪ E suh that ω(e1) = α(e2),
ω(e2) = α(e3), . . . and ω(ek−1) = α(ek).
yle : A yle C is a path with the additional property that ω(ek) = α(e1). If C is a
yle, then we denote by E(C) the set C ∩E.
In all these denitions, we add the ondition that all edges and verties are dierent (exept
of ourse, the equalities in the denition).
Remark. The dierene between a yle and a iruit (respetively a path and a hain) is
that, in a yle (respetively in a path), an edge an appear in both diretions (not only in
the diretion given by the graph struture). The edges, whih appear in a yle C with the
same orientation than their orientation in the graph, are exatly the elements of E(C).
To make the gures easier to read, α(e) is always the left-most extremity of e and ω(e)
its right-most one. Suh drawing onstrution is not possible if the graph ontains a iruit.
But its ase will not be very interesting for our purpose.
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Example. An example of graph is drawn on gure 8.3. In the left-hand side, the non-dotted
edges form a hain c, whereas, in the right-hand side, they form a yle C, suh that E(C)
ontains 3 edges : (1, 6), (6, 8) and (5, 7).
1
2
3
4
5
6
7
8
1
2
3
4
5
6
7
8
Fig. 8.3  Example of a hain and a yle C (we reall that orientations are from left to
right).
The ylomati number of a graph G is |EG| − |VG| + cG, where cG is the number of
onneted omponents of G. A graph ontains a yle if and only if its ylomati number is
not 0 (see [Die05℄). If it is not the ase, the graph is alled forest. A onneted forest is, by
denition, a tree. Beware that, in this ontext, there are no rules for the orientation of the
edges of a tree (often, in the literature, an oriented tree is a tree whih edges are oriented
from the root to the leaves, but we do not onsider suh objets here).
8.2.2 Posets, graphs, Hasse diagrams and linear extensions
In this paragraph, we reall the link between graphs and posets.
Given a graph G, we an onsider the binary relation on the set VG of verties of G :
x ≤ y def⇐⇒
(
x = y or ∃ e ∈ EG suh that
{
α(e) = x
ω(e) = y
)
This binary relation an be ompleted by transitivity. If the graph has no iruit, the
resulting relation ≤ is antisymmetri and, hene, endows the set VG with a poset struture,
whih will be denoted poset(G).
The appliation poset is not injetive. Among the pre-images of a given poset P, there
is a minimum one (for the inlusion of edge set), whih is alled Hasse diagram of P.
The denition of linear extensions given in the introdution an be formulated in terms
of graphs :
Dénition 8.2. A linear extension of a graph G is a total order ≤w on the set of verties V
suh that, for eah edge e of G, one has α(e) ≤w ω(e).
The set of linear extensions of G is denoted L(G). Let us also dene the formal sum
Φ(G) =
∑
w∈L(G)
w.
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We will often see a total order ≤w dened by vi1 ≤w vi2 ≤w . . . ≤w vin as a word
w = vi1vi2 . . . vin .
Remark. If G ontains a iruit, then it has no linear extensions. Else, its linear extensions
are the linear extensions of poset(G). Thus onsidering graphs instead of posets does not
give more general results.
The following lemma omes straight forward from the denition :
Lemma 8.1. Let G and G′ be two graphs with the same set of verties. Then one has :
E(G) ⊂ E(G′) and w ∈ L(G′) =⇒ w ∈ L(G);
w ∈ L(G) and w ∈ L(G′)⇐⇒ w ∈ L(G ∨G′),
where G ∨G′ is dened by
{
V (G ∨G′) = V (G) = V (G′);
E(G ∨G′) = E(G) ∪ E(G′).
8.2.3 Elementary operations on graphs
The main tool of this paper onsists in removing some edges of a graph G.
Dénition 8.3. Let G be a graph and E ′ a subset of its set of edges EG. We will denote by
G\E ′ the graph G′ with
 the same set of verties as G ;
 the set EG′ := EG\E ′ as set of edges.
Dénition 8.4. If G is a graph and V ′ a subset of its set of verties V , V ′ has an indued
graph struture : its edges are exatly the edges of G, whih have both their extremities in V ′.
If V \V ′ = {v1, . . . , vl}, this graph will be denoted by G\{v1, . . . , vl}. The symbol is the
same than in denition 8.3, but it should not be onfusing.
Dénition 8.5 (Contration). We denote by G/e the graph (here, the set of edges an be a
multiset) obtained by ontrating the edge e (i.e. in G/e, there is only one vertex v instead
of v1 and v2, the edges of G dierent from e are edges of G/e : if their origin and/or end in
G is v1 or v2, it is v in G/e).
Then, if α(e) 6= ω(e), G/e is a graph with the same number of onneted omponents
and the same ylomati number as G.
8.3 Rational funtions on graphs
8.3.1 Denition
Given a graph G with n verties v1, . . . , vn, we are interested in the following rational
funtion Ψ(G) in the variables (xvi)i=1...n :
Ψ(G) =
∑
w∈L(G)
1
(xw1 − xw2) . . . (xwn−1 − xwn)
.
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We also onsider the renormalization :
N(G) := Ψ(G) ·
∏
e∈EG
(xα(e) − xω(e)).
In fat, we will see later that it is a polynomial. Moreover, if G is the Hasse diagram of a
poset, Ψ(G) =
N(G)∏
e∈EG
(xα(e) − xω(e)) is a redued fration.
8.3.2 Pruning invariane
Thanks to the following lemma, it will be easy to ompute N on forests (note that these
results have already been proved in [Bou07℄, but the demonstrations here are simpler and
make this artile self-ontained).
Lemma 8.2. Let G be a graph with a vertex v of valene 1 and e the edge of extremity
(origin or end) v. Then one has
N(G) = N
(
G\{v}).
Proof. One wants to prove that :
(xα(e) − xω(e)) ·

 ∑
w′∈L(G)
ψw′

 = ∑
w∈L(G\{v})
ψw.
But one has a map erv : L(G)→ L(G \ {v}) whih sends a word w′ to the word w obtained
from w′ by erasing the letter v. So it is enough to prove that, for eah w ∈ L(G \ {v}), one
has :
(xα(e) − xω(e)) ·

 ∑
w′∈er−1v (w)
ψw′

 = ψw.
Let us assume that v is the end of e and w = w1 . . . wn−1 ∈ L(G \ {v}). We denote by k the
index in w of the origin of e. The set er−1v (w) is :{
w1 . . . wivwi+1 . . . wn−1, i ≥ k
}
So, one has :
So
∑
w′∈er−1v (w)
ψw′=
n−1∑
i=k
1[
(w1 − w2) . . . (wi−1 − wi)(wi − v)
·(v − wi+1)(wi+1 − wi+2) . . . (wn−2 − wn−1)
]
=
1
(w1 − w2) . . . (wi−1 − wi)(wi − wi+1)(wi+1 − wi+2) . . . (wn−2 − wn−1)
·
[
n−2∑
i=k
(
1
v − wi+1 −
1
wi − v
)
+
1
wn−1 − v
]
=
1
(w1 − w2) . . . (wn−2 − wn−1)
1
v − wk
=ψw · 1
xα(e) − xω(e)
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The omputation is similar if v is the origin of e.
8.3.3 Value on forests
One an now ompute the value of N on forests. This result is essential in the following
setions beause we will often make proofs by indution on the ylomati number.
Proposition 8.3. If T is a tree and F a disonneted forest, one has :
N(T )=1; (153)
N(F )=0. (154)
Proof. Thanks to the pruning Lemma 8.2, we only have to prove it in the ase where F is a
disjoint union of n points. If n = 1, it is obvious that N(·) = Ψ(·) = 1. Else, if we denote by
c the full yle (1 . . . n), one has :
Ψ(F )=
∑
σ∈S(n)
1
(xσ(1) − xσ(2)) . . . (xσ(n−1) − xσ(n))
=
1
n
∑
σ∈S(n)
n−1∑
i=0
1
(xσ◦ci(1) − xσ◦ci(2)) . . . (xσ◦ci(n−1) − xσ◦ci(n))
=
1
n
∑
σ∈S(n)
n−1∑
i=0
xσ◦ci(n) − xσ◦ci(1)
(xσ(1) − xσ(2)) . . . (xσ(n−1) − xσ(n))(xσ(n) − xσ(1))
=0.
8.4 The main transformation
In the setion 8.2, we have dened a simple operation on graphs onsisting in remov-
ing edges. Thanks to this operation, we will be able to onstrut an operator whih lets
invariant the formal sum of linear extensions (paragraph 8.4.1). Due to the denition of Ψ,
this implies immediately an indutive relation on the rational funtions ΨG (paragraph 8.4.2).
8.4.1 Equality on linear extensions
In this paragraph, we prove an indution relation on the formal sums of linear extensions
of graphs. More exatly, we write, for any graph G with at least one yle, Φ(G) as a linear
ombination of Φ(G′), where G′ runs over graphs with a stritly lower ylomati number. In
the next paragraphs, we will iterate this relation and apply Ψ to both sides of the equality
to study ΨG.
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If G is a nite graph and C a yle of G, let us denote by TC(G) the following formal
alternate sum of subgraphs of G :
TC(G) =
∑
E′⊂E(C)
E′ 6=∅
(−1)|E′|−1G\E ′.
The funtion Φ(G) =
∑
w∈L(G)
w an be extended by linearity to the free abelian group
spanned by graphs. One has the following theorem :
Theorem 8.4. Let G be a graph and C a yle of G. Then,
Φ(G) = Φ(TC(G)). (155)
Note that all graphs appearing in the right-hand side of (155) have stritly less yles
than G. An example is drawn on gure 8.4 (to make it easier to read, we did not write the
operator Φ in front of eah graph).
1
2
3
4
5
6
7
8
= +1
2
3
4
5
6
7
8
+ 1
2
3
4
5
6
7
8
+ 1
2
3
4
5
6
7
8
− 1
2
3
4
5
6
7
8
− 1
2
3
4
5
6
7
8
− 1
2
3
4
5
6
7
8
+ 1
2
3
4
5
6
7
8
Fig. 8.4  Example of appliation of theorem 8.4
Remark. In the ase where E(C) = ∅, this theorem says that graphs with oriented iruits
have no linear extensions (see remark 8.2.2).
If it is a singleton, it says that we do not hange the set of linear extensions by erasing
an edge if there is a path going from its origin to its end (thanks to transitivity).
An other very interesting ase of our relation is the following one. Let G be a graph and
v1 and v2 two verties of G whih are not linked by an edge. We an write
Φ(G) =
∑
w∈L(G)
v1≤wv2
w +
∑
w∈L(G)
v2≤wv1
w (156)
197 8. Appliation of graph ombinatoris to rational identities of type A
This is in fat a speial ase of our relation on the graph G′ obtained from G by adding two
edges e1,2 = (v1, v2) and e2,1 = (v2, v1). This graph ontains a iruit so Φ(G
′) = 0. But one
also has :
Φ(G′) = Φ
(
G ∪ {e1,2}
)
+ Φ
(
G ∪ {e2,1}
)− Φ(G).
So Φ
(
G
)
is the sum of two terms orresponding exatly to equation (156). By iterating this
equality, deleting graph with iruits and erasing edges thanks to transitivity relation, we
obtain :
Φ(G) =
∑
w∈L(G)
Φ(w1 w2 wn−1 wn).
An immediate onsequene is that any relation between the Φ(G) an be dedued from
Theorem 8.4.
To prove Theorem 8.4, we will need the two following lemma :
Lemma 8.5. Let w ∈ L(G\E(C)). There exists E ′(w) suh that
∀E ′′ ⊂ E(C), w ∈ L(G\E ′′)⇐⇒ E ′(w) ⊂ E ′′ ⊂ E(C).
Proof. immediate onsequene of lemma 8.1.
Lemma 8.6. Let w ∈ L(G\E(C)), there exists E ′′ ( E(C) suh that
w ∈ L(G\E ′′).
Proof. Suppose that we an nd a word w for whih the lemma is false. Sine w ∈ L(G\E(C)),
the word w fullls the relations of the edges of C, whih are not in E(C).
But, if e ∈ E(C), one has w /∈ L(G\(E(C)\{e})). That means that w does not fulll the
relation orresponding to the edge e. As w is a total order, it fullls the opposite relation :
w ∈ L [(G\E(C)) ∪ e] .
Doing the same argument for eah e ∈ E(C), one has
w ∈ L
[(
G\E(C)) ∪ E(C)] .
But this graph ontains an oriented yle so the orresponding set of linear extension is
empty.
Let us ome bak to the proof of Theorem 8.4.
Let w be a word ontaining exatly one eah element of V (G). We will ompute its oeient
in Φ(G)− Φ(TC(G)) =
∑
E′⊂E(C)(−1)|E
′|Φ(G\E ′) :
 If w /∈ L(G\E(C)), its oeient is zero in eah summand.
 If w ∈ L(G\E(C)), thanks Lemma 8.5, we know that there exists E ′(w) ⊂ E(C) suh
that
w ∈ L(G\E ′′)⇐⇒ E ′(w) ⊂ E ′′ ⊂ E(C).
So the oeient of w in Φ(G)− Φ(TC(G)) is∑
E′(w)⊂E′′⊂E(C)
(−1)|E′′| = 0 (beause E ′(w) 6= E(C), Lemma 8.6).
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8.4.2 Consequenes on Greene funtions
In the previous paragraph, we have established an indution formula for the formal sum
of linear extensions (Theorem 8.4). One an apply Ψ to both sides of this equality to ompute
N(G) :
Proposition 8.7. Let G be the graph ontaining a yle C. Then,
N(G) =
∑
E′⊂E(C)
E′ 6=∅
[
(−1)|E′|−1N(G\E ′)
∏
e∈E′
(xα(e) − xω(e))
]
.
By Proposition 8.3, one has N(T ) = 1 if T is a tree and N(F ) = 0 if F is a disonneted
forest. So this Proposition gives us an algorithm to ompute N(G) : we just have to iterate
it with any yles until all the graphs in the right hand side are forests. More preisely, if
after iterating transformations of type TC on G, we obtain the formal linear ombination∑
cFF of subforests of G, then :
N(G) =
∑
T subtree of G
cT
∏
e∈EG\ET
(xα(e) − xω(e)).
In this formula, N(G) appears as a sum of polynomials. So the omputation of N(G), using
this formula, is easier than a diret appliation of the denition
N(G) =
∑
w∈L(G)
(
Ψw ·
∏
e∈EG
(xα(e) − xω(e))
)
,
where the summands may have poles.
We will use this algorithm in the next setion on some examples. But it has also a
theoretial interest : some properties of N on forests an be immediately extended to any
graph.
Corollary 8.8. For any graph G, the rational funtion N(G) is a polynomial. Moreover, if
G is disonneted, N(G) = 0.
In fat, ifG is the Hasse diagram of a onneted poset, the frationΨ(G) = N(G)Q
e∈EG
(xα(e)−xω(e))
is irreduible (see [Bou07℄ for a proof of this fat).
The following result an also be proved by indution on the ylomati number :
Proposition 8.9. Let G be a graph and e an edge of G between two verties v1 and v2. Then
N(G/e) = N(G)
∣∣
xv1=xv2=xv
,
where v is the ontration of v1 and v2 in G/e.
Proof (by indution on the ylomati number of G). If G is a forest, then the equality is
obvious by Proposition 8.3.
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If G/e ontains a yle Ce, then we onsider the following yle C in G :
 If Ce does not go through the vertex v (ontration of v1 and v2), then Ce an also be
seen as a yle C of G.
 Suppose that v is the end of ei and the origin of ei+1 and that they are also the same
vertex (v1 or v2) in G. Then, Ce an still be seen as a yle C of G.
 Suppose that v is the end of ei and the origin of ei+1 but that these two edges have
dierent extremities (v1 and v2) in G. Then we add the edge e or e to Ce (between ei
and ei+1) to obtain a yle C of G.
Eventually by hanging the orientations of Ce and C, we an assume that e /∈ E(C) and,
as a onsequene E(C) = E(Ce). By theorem 8.7, one has :
N(G/e) =
∑
E′⊂E(Ce)
E′ 6=∅
(−1)|E′|−1N((G/e)\E ′).
∏
e∈E′
(xα(e) − xω(e))
N(G) =
∑
E′⊂E(C)
E′ 6=∅
(−1)|E′|−1N(G\E ′).
∏
e∈E′
(xα(e) − xω(e)).
As e /∈ E(C),
(G\E ′)/e = (G/e)\E ′ and E(Ce) = E(C).
This ends the proof by applying the indution hypothesis to the graphs G\E ′.
Another immediate onsequene of Proposition 8.7 is the following vanishing property of
N(G).
Corollary 8.10. Let G be a graph. Let C be a yle of G with E(C) = {e1, . . . , er}. One
has
N(G)|xα(ei)=xω(ei),i=1...r = 0
Unfortunately, this orollary, written for every yle of a graph G, does not haraterize
N(G) up to a multipliative fator (see paragraph 8.1.3.3).
8.5 Some expliit omputations of rational funtions
This setion is devoted to some examples of expliit omputation of N(G) using the
algorithm desribed in paragraph 8.4.2.
8.5.1 Graphs with ylomati number 1.
We onsider in this paragraph onneted graphs G with |VG| = |EG|. Using pruning
Lemma 8.2, we an suppose that eah vertex of G has valene 2. We denote by max(G)
(resp. min(G)) the set of maximal (resp. minimal) elements of G. The following result was
already proved in [Bou07℄, but we present here a simpler proof using the results of the
previous setion.
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Proposition 8.11. If G is a onneted graph with verties of valene 2, then
N(G) =
∑
v∈minG
xv −
∑
v′∈max(G)
xv′ .
Proof. G has only one yle C (we only have to hoose an orientation). In the right-hand
side of equation (155), we have two kinds of terms :
 If |E ′| = 1, G\E ′ is a tree and N(G\E ′) = 1.
 If |E ′| > 1, G\E ′ is disonneted and N(G\E ′) = 0.
Then
N(G) =
∑
e∈E(C)
(xα(e) − xω(e)).
The sum above an be simplied and is equal to
∑
v∈minG
xv −
∑
v′∈max(G)
xv′ .
Example.
N


1
2
3
4
5

=(x1 − x3)N


1
2
3
4
5

+ (x2 − x4)N


1
2
3
4
5


(157)
+(x4 − x5)N


1
2
3
4
5

±N (disonneted
graphs
)
(158)
=(x1 − x3) + (x2 − x4) + (x4 − x5) (159)
=x1 + x2 − x3 − x5. (160)
8.5.2 Graphs with ylomati number 2.
Let G be a onneted graph with a ylomati number equal to 2. Thanks to pruning
Lemma 8.2, we an assume that G has no verties of valene 1. As |EG| = |VG| + 1, the
graph has, in addition of verties of valene 2, either two verties of valene 3 or one vertex
of valene 4. We will only look here at the ase where there are two verties v and v′ of
valene 3 and the edges an be partitioned into three paths p0, p1 and p2 from v to v
′
(the
other ases are easier beause the yles have no edges in ommon).
v
v′2
2
0
1
1
1
2
2
2
0
0
2
Fig. 8.5  Example of a graph G with ylomati number 2.
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For i = 0, 1, 2, let us denote by Ei (resp. by Ei) the set of edges of the path pi whih
appear in the same (resp. opposite) orientation in the graph and in the path pi (see the
gure 8.5 for an example, we have written on eah edge the index of the set it belongs to).
If I = {i1, . . . , il} ⊂ {0, 1, 2, 0, 1, 2}, we onsider the following alternate sum of graphs :
GI =
∑
∅6=E′1⊂Ei1 ,...,∅6=E′l⊂Eil
(−1)|E′1|−1 . . . (−1)|E′l |−1G\(E ′1 ∪ . . . ∪E ′l).
Let us onsider the yle C = p1 · p2 : one has E(C) = E1 ∪E2. The subsets of E(C) an be
partitioned in three families :
 that inluded in E1 ;
 that inluded in E2 ;
 the unions of a subset of E1 and a subset of E2.
Thus, if we apply Theorem 8.4 with respet to C, we obtain :
Φ(G) = Φ(G1) + Φ(G2)− Φ(G2,1).
Eah graph in G1 ontains the yle p0 · p2, beause only edges belonging to p1 have been
removed. If we apply Theorem 8.4 with this yle, we obtain :
Φ(G1) =
∑
E′⊂E1
(−1)|E′|−1Φ(G \ E ′)
=
∑
E′⊂E1
(−1)|E′|−1

 ∑
E′′⊂E0
(−1)|E′′|−1Φ((G \ E ′) \ E ′′)
+
∑
E′′⊂E2
(−1)|E′′|−1Φ((G \ E ′) \ E ′′)
−
∑
E′′⊂E2
E′′′⊂E0
(−1)|E′′|−1(−1)|E′′′|−1Φ((G \ E ′) \ (E ′′ ∪ E ′′′))


= Φ(G0,1) + Φ(G2,1)− Φ(G2,0,1)
In a similar way, all graphs in G2 ontains the yle p1 · p0 and one has Φ(G2) = +Φ(G2,0)+
Φ(G1,2)− Φ(G1,2,0). The graphs in G2,1 have no yles, so, nally :
Φ(G)=Φ(G0,1) + Φ(G2,1)− Φ(G2,0,1)
+Φ(G2,0) + Φ(G1,2)− Φ(G1,2,0)− Φ(G2,1);
=Φ(G0,1)− Φ(G2,0,1) + Φ(G2,0) + Φ(G1,2)− Φ(G1,2,0).
If we apply Ψ to this equality, we keep only onneted graphs and obtain :
Ψ(G) = Ψ(G′0,1) + Ψ(G
′
2,0) + Ψ(G
′
1,2),
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where G′I =
∑
e1∈Ei1 ,...,el∈Eil G\
{
e1, . . . , el
}
. As all graphs in the expression of G′I are trees,
we obtain ( by using Xe instead of xα(e) − xω(e) ) :
N(G)=
∑
e0∈E0,e1∈E1
Xe0 ·Xe1 +
∑
e0∈E0,e2∈E2
Xe0 ·Xe2 +
∑
e1∈E1,e2∈E2
Xe1 ·Xe2
=

∑
e0∈E0
Xe0



∑
e1∈E1
Xe1

+

∑
e0∈E0
Xe0

(∑
e2∈E2
Xe2
)
+
(∑
e1∈E1
Xe1
)(∑
e2∈E2
Xe2
)
.
One an notie that, if E0 is empty (that is to say that there is a hain form v to v
′
), the
polynomial N(G) is the produt of two polynomials on degree 1. This is a partiular ase of
our third main result (Theorem 8.18).
8.5.3 Simple bipartite graphs
Dénition 8.6. A graph is said to be bipartite if its set of verties an be partitioned in two
sets V1 and V2 suh that E ⊂ V1 × V2.
Moreover, a bipartite graph is said omplete if E = V1 × V2.
In this setion we will look at bipartite graphs G suh that |V1| = 2. Thanks to the
pruning Lemma 8.2, we an suppose that G is a omplete bipartite graph. The omplete
bipartite graph with |V1| = 2 and |V2| = n is unique up to isomorphism and will be denoted
G2,n.
Proposition 8.12. Let us all a1, a2 (resp. b1, . . . , bn) the variables assoiated to the verties
v11 and v
2
1 of V1 (resp. (v
i
2)1≤i≤n of V2). Then one has :
N(G2,n) =
n∑
i=1
(∏
j<i
(bj − a1) ·
∏
k>i
(bk − a2)
)
.
Proof. For eah h = 1, 2 and i = 1, . . . , n, we denote by eh,i the edge (v
h
1 , v
i
2). We will show,
by indution of n, that, by applying several times theorem 8.4, we obtain the following
equality (whih is drawn on gure 8.6 for n = 4 ; we omit the Φ for learness) :
Φ(G2,n) =
n∑
i=1
Φ
(
G2,n\
{
e2,1, . . . , e2,i−1, e1,i+1, . . . , e1,n
})
−
n−1∑
i=1
Φ
(
G2,n\{e2,1, . . . , e2,i, e1,i+1, . . . , e1,n
})
. (161)
For n = 1, the statement is obvious. Let us suppose that our formula is true for n and
that the equality at rank n is obtained by an iterated appliation of Theorem 8.4 in the graph
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a1
a2
b1
b2
b3
b4
=
a1
a2
b1
b2
b3
b4
+
a1
a2
b1
b2
b3
b4
+
a1
a2
b1
b2
b3
b4
+
a1
a2
b1
b2
b3
b4
−
a1
a2
b1
b2
b3
b4
−
a1
a2
b1
b2
b3
b4
−
a1
a2
b1
b2
b3
b4
Fig. 8.6  Deomposition of Φ(G2,4).
G2,n. We an do the same transformations in G2,n+1 (whih ontains anonially G2,n). We
obtain :
Φ(G2,n+1) =
n∑
i=1
Φ
(
G2,n+1\
{
e2,1, . . . , e2,i−1, e1,i+1, . . . , e1,n
})
−
n−1∑
i=1
Φ
(
G2,n+1\{e2,1, . . . , e2,i, e1,i+1, . . . , e1,n
})
(162)
The graphs of the rst line have still one yle (e2,i, e1,i, e1,n+1, e2,n+1). By Theorem 8.4, one
has :
Φ(G2,n+1\{e2,1, . . . , e2,i−1, e1,i+1, . . . , e1,n}) =
Φ
(
G2,n+1\{e2,1, . . . , e2,i−1, e2,i, e1,i+1, . . . , e1,n}
)
+ Φ
(
G2,n+1\{e2,1, . . . , e2,i−1, e1,i+1, . . . , e1,n, e1,n+1}
)
− Φ(G2,n+1\{e2,1, . . . , e2,i−1, e2,i, e1,i+1, . . . , e1,n, e1,n+1).
Using this formula for eah i, the rst summand balanes with the negative term in (162)
(exept for i = n) and the two other summands are exatly what we wanted. This ends the
indution and Formula (162) is true for any n.
Note that the graphs of its right hand side have no yles and that only the ones of the
rst line are onneted. We just have to apply Ψ to this equality, and use the value of Ψ on
forests (Proposition 8.3) to nish the proof of the proposition.
Note that this ase is interesting beause the funtion N an be expressed as a speial-
ization of a retangular Shur funtion (see [Bou07, Proposition 4.2℄).
Remark. Our algorithm allows us to write Φ(G) as a sum of terms of the kind ±Φ(F ), with F
subforest of G. But, in the three examples of this setion, all trees have 0 or +1 as oeients
after iteration of transformations of kind TC on G. We will see in the next setion that this
is possible for any graph G with a lever hoie of yles.
8.6 A ombinatorial formula for N
To ompute the polynomial N assoiated to a graph G, we only have to nd the oe-
ient of trees in a formal linear ombination of forests obtained by iterating transformations
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TC on G. But there are many possible hoies of yles at eah step and these oeients
depend on these hoies.
A way to avoid this problem is to give to G a rooted map struture and to look at the
partiular deomposition introdued in the paper [Fér08a, setion 3℄. With these partiular
hoies, we have a ombinatorial desription of the trees with oeient +1, all other trees
having 0 as oeient.
8.6.1 Rooted maps and admissible yles
Dénition 8.7. A (ombinatorial oriented) map is a onneted graph with, for eah vertex
v, a yli order on the edges whose origin or end is v. This denition is natural when the
graph is drawn on a two dimensional surfae (see for example [Tut63℄).
It is more onvenient when we deal with maps, to onsider edges as ouples of two half-
edges (alled darts) (h1, h2), the rst one of extremity α(e) and the seond one of extremity
ω(e). Then the map struture is given by a permutation σ of all the darts, whose orbits
orrespond to the sets of darts with the same extremity.
A rooted map is a map with an external dart h0, that is to say a dart whih do not
belong to any edge, but has an extremity (whih will be denoted by ⋆) and a plae in the
yli order given by this extremity.
Remark. In this setion, as yli orders of edges around verties matter, we an not use the
onvention that the extremity of an edge is always on its origin's right (we did not assume
any ondition on ompatibility between the orientations of the edges and the map struture,
see open problem 8.1.3.1).
Reall that, to ompute N(G), a naive algorithm is to hoose any yle of the graph,
apply proposition 8.7. If the graph has a rooted map struture, it is interesting to hoose
yles with additional properties. Our hoies will not involve the orientation of the edges of
the map. So we will dene a notion of admissible yle in a (not neessary oriented) rooted
map.
By denition, a yle C of a rooted map is admissible of type 1 (see gure 8.7) if :
 The vertex ⋆ is a vertex of the yle, that is to say that ⋆ is the extremity of a dart hi
of ei and of a dart hi+1 of ei+1 for some i ;
 The yli order at ⋆ restrited to the set
{
h0, hi, hi+1
}
is the yli order
(
h0, hi+1, hi
)
.
If C satises the rst ondition, exatly one yle among C and C is admissible (where
C is C with the opposite orientation).
If a rooted map has no admissible yles of type 1, it is of the form of the gure 8.8. In
this ase, we all admissible yles of type 2 the admissible yles of its "legs" M1, . . . ,Mh
(of type 1 or 2, this denes the admissible yles by indution). Note that this denition has
a sense beause the legs have a anonial external dart and are rooted maps. An example of
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⋆hi
hi+1 h0

Fig. 8.7  Example of a map M with an admissible yle of type 1.
an admissible yle of type 2 is drawn on Figure 8.9
Fig. 8.8  A generi map M without admissible yles of type 1
⋆
hi
hi+1

Fig. 8.9  Example of a map M ′ with an admissible yle of type 2.
A rooted map without admissible yles has no yles at all, hene it is a tree.
Remark. The seond ondition in the denition of admissible of type 1 says that the root
must be at the left of the yle. The rst ondition is only tehnial, beause if the yle
does not go through ⋆, we an not dene to be on the left of the yle.
For a planar map this an be avoided beause any yle split the plan into two regions, so
the left side of an oriented yle is well-dened. In this ase, we an all admissible any yle
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suh that the root is at the left of the yle even if the the yle does not go through ⋆ and
the onuene of the algorithm in the next paragraph will still be true.
8.6.2 Deomposition of rooted maps
Consider the following algorithm :
Input : a rooted map M .
Variable : S is a formal linear ombination of submap of M .
Initialization : S = M.
Iterated step : Choose a map M0 with a non-zero oeient cM0 in S whih is not
a forest and C an admissible yle of M0. Apply TC to M0 in S and keep only the
onneted graphs in the right-hand side (they have a natural indued rooted map
struture). Formally,
S := S − cM0M0 + cM0δ(TC(M0)),
where δ is the linear operator dened by :
δ(M ′) =
{
M ′if M ′ onneted
0 else
.
End : We iterate this until S is a linear ombination of subtrees of M .
Output : S.
Denition-Theorem 8.13. This algorithm always terminates and is onuent. Let Dc(M)
be its output.
Idea of the proof. The termination is obvious : all maps in TC(M0) have a lower ylomati
number than M0.
For the onuene, the maps whose graphs are onsidered in paragraph 8.5.2 play a similar
role to ritial peaks in rewriting theory. We just have to hek our result on these maps.
There are innitely many maps of this kind, but, as in paragraph 8.5.2, one omputation is
enough to deal with the general ase.
For a omplete proof, see [Fér08a, denition-theorem 3.1.1 and 3.2.1, together with re-
mark 2℄.
Proposition 8.14. Let M be a rooted map.
Ψ(Dc(M)) = Ψ(M)
Proof. We have to hek that Ψ(S) is an invariant of our algorithm. This is trivial beause
operators TC and δ let Ψ invariant (see Theorem 8.4 and Proposition 8.8).
Example. Let M be the omplete bipartite graph G2,3 (V1 = {a1, a2}, V2 = {b1, b2, b3}) with
the following rooted map struture :
 If we denote by e1,i (resp e2,i) the edge between a1 (resp. a2) and bi, the yli order
around the vertex a1 (resp. a2) is (e1,1, e1,2, e1,3) (resp. (e2,1, e2,2, e2,3)).
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 The root has extremity b2 and is loated before e2,2.
The yle C = (e2,2, e2,1, e1,1, e1,2) with E(C) = {e2,1, e1,2} (drawn on Figure 8.7) is admissible
(of type 1). So, with this hoie, after the rst iteration of step 1 of our deomposition
algorithm, we have :
S =
a1
a2
b1
b2
b3
+
a1
a2
b1
b2
b3
−
a1
a2
b1
b2
b3
The two rsts graph have eah an admissible yle : the rst one of type 1 (C = (e2,2, e2,3, e1,3, e1,2)
with E(C) = {e2,3, e1,2}), the seond one of type 2 (C = (e2,3, e1,3, e1,1, e2,1) and E(C) =
{e2,3, e1,1}, see gure 8.9). So the algorithm ends after two other iterations and we obtain :
Dc(M)=
a1
a2
b1
b2
b3
+
a1
a2
b1
b2
b3
+
a1
a2
b1
b2
b3
+
a1
a2
b1
b2
b3
−
a1
a2
b1
b2
b3
(163)
=
a1
a2
b1
b2
b3
+
a1
a2
b1
b2
b3
+
a1
a2
b1
b2
b3
(164)
Note that, after anellation, the oeient of trees in Dc(M) are 0 or +1. In the next
paragraph we will show that it is true for any map M (the sign is a partiular ase of
[Fér08a, Proposition 3.3.1℄) and haraterize ombinatorially the trees with a oeient +1.
8.6.3 Coeients in Dc(M)
To ompute the polynomialN , we only have to ompute the oeients of spanning trees
in Dc(M). In this setion, we will link this oeient with a ombinatorial property of the
tree T .
Dénition 8.8. If T is a spanning subtree of a rooted mapM , the tour of the tree T beginning
at h0 denes an order on the darts whih do not belong to T . The denition is easy to
understand on a gure : for example, on Figure 8.10, the tour is (h11, h
1
2, h
2
1, h
2
2, h
3
1, h
4
1, h
3
2, h
4
2).
(see [Ber08℄ for a preise denition).
We reall that Dc(M) does not depend on the admissible yle hosen at step 1 of the
deomposition algorithm. A good hoie to ompute the oeient of a given spanning tree
T (M is given by lemma 8.15. Given an edge e of M\T , it is well-known that there exists
a unique yle (up to the orientation) denoted C(e) suh that C(e) ⊂ (ET ∪ {e}).
Lemma 8.15. There exists an edge e0 ∈ M\T suh that, with the good orientation, C(e0)
is admissible. Moreover,
e0 ∈ E(C(e0))⇐⇒ The rst dart of e0 appears in
the tour of T before the seond one.
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Fig. 8.10  Tour of a spanning tree of a map.
Proof. The proof of the lemma, by indution on the size ofM , an be divided in three ases :
1. If there is an edge e of M\T whose origin or end is ⋆ (the extremity of the external
dart), then ⋆ is a vertex of the yle C(e) and either C(e) or C(e) is admissible of type 1.
2. Else, let T1, . . . , Tl be the onneted omponent of T\{⋆}. If there is an edge e whose
extremities are in two dierent Ti, then C(e) is going through ⋆ and e suits in the
lemma.
3. Else, M\{⋆} has as many onneted omponents as T\{⋆}. Let us denote them by
Mi ⊃ Ti(1 ≤ i ≤ l). There exists an j, suh that Mj ) Tj . In this ase M has
no admissible yle of type 1, but by indution there exists e ∈ Mj\Tj suh that
CMj (e) is admissible in Mj. By denition, this yle is admissible of type 2 in M . But
CMj (e) = CM(e), so the proof of the lemma is over.
The seond part of the proof is easy in the two rst ases (see gure 8.10). For the third one,
it is again an immediate indution.
This helps us to ompute all oeients of trees in Dc(M) :
Proposition 8.16. Let M be a rooted map and T a spanning tree of M .
 If there is an edge e = (h1, h2) ∈ M\T suh that h2 appears before h1 in the tour of T ,
then the oeient of T in Dc(M) is 0.
 Else, the oeient of T in Dc(M) is +1 (T will be said good).
For example, the spanning tree of Figure 8.10 is good. Note that the property of being a
good spanning tree does not depend on the orientation of the edges of the tree, but only on
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the orientation of those whih do not belong to it (whih is represented by arrows on Figure
8.10.
Proof. We will prove this proposition by indution over the number of edges in M\T . If
M = T , T is good and the result is obvious.
Let T be a overing tree of rooted map M suh that M\T ontains at least one element.
We use lemma 8.15 and divide the proof in two ases :
Case e0 /∈ E(C(e0)) : In this ase the spanning tree T an not be good. Besides, E(C(e0)) ⊂
T , so every map appearing in TC(e0)(M) does not ontain T . But this remains true when
we apply operators of kind TC . In partiular, the oeient of T in Dc(M) is 0.
Case e0 ∈ E(C(e0)) : In this ase, one has :
TC(e0)(M)=M\{e0}+ maps whih do not ontain T.
So Dc(M)=Dc(M\{e0}) +
∑
M ′+T
Dc(M
′).
As in the previous ase, the seond summand has a ontribution 0 to the oeient of
T in Dc(M). By indution hypothesis, the rst one has ontribution +1 if T is a good
spanning tree of M\{e0} and 0 else. But, by denition of good spanning trees, it is
immediate that :
T is a good spanning tree of M .⇐⇒
T is a good spanning tree of M\{e0}
and the rst dart of e0 appears
before its seond in the tour of T .
But as e0 ∈ E(C(e0)), the seond ondition of the right hand side is true by lemma
8.15. Finally, the oeient of T is +1 if T is a good spanning subtree ofM and 0 else.
We are now ready to state our seond main result : for this , we have to give a rooted
map struture to our G. This is possible in multiple ways (hoie of the map struture and
of the plae of the root).
Theorem 8.17. The polynomial N assoiated to the underlying graph G of a rooted map M
is given by the following ombinatorial formula :
N(G) =
∑
T good spanning
tree of M

 ∏
e∈E(G)
e/∈T
(
xα(e) − xω(e)
)

 . (165)
Proof. This is an immediate onsequene of paragraph 8.4.2 and Proposition 8.16.
Of ourse, the good spanning trees depend on the map struture hosen on the graph G.
So the theorem implies that the right member does not depend on it, whih is quite surprising.
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8.7 A ondition of fatorization
8.7.1 Chain fatorization
In the previous setion, we have given an additive formula for the numerator of the re-
dued fration ΨP . Greene formula for planar posets (see subsetion 8.1.1) and the example
of Figure 8.1 show that, in some ases, it an also be written as a produt of non-trivial
fators. In this paragraph, we give a simple graphial ondition on a graph G, whih implies
the fatorization of N(G).
Then, in the next paragraph we prove that, although our ondition is not a neessary on-
dition (see open problem 8.1.3.2), it explains the fat that N is a produt of degree 1 terms
for planar posets.
Remark. In this setion, we will assume that all the graphs are onneted, have no iruits
and no transitivity relation (an edge going from the beginning to the end of a hain). As the
value of N on disonneted graphs is 0 and Hasse diagrams of posets always fulll the two
others assumptions, we do not lose in generality. This means that, if we onsider a hain c,
there is no edges between the verties of the hain exept of ourse the edges of the hain
itself.
Let G be a graph, c a hain of G, Vc the set of verties of c (inluding the origin and te
end of the hain) and G1, . . . , Gk be all the onneted omponent of G \ Vc. The omplete
subgraphs Gi = Gi∪Vc (for 1 ≤ i ≤ k) will be alled region of G. Consider, for example, the
graph of Figure 8.11 and the hain c = (1, 2, 13, 3, 4, 5, 6, 14). In this ase, the graph G \ Vc
has four onneted omponents.
G = 1 2 3 4 5 613 14
7 8
9 10 11 12 15
16
17
18 19
G1 =
9 10 G2 =
7 818 19 G3 =
11 12 G4 =
15
16
17
G1 = 1 5 6 142 3 4
9 10
13 G2 =
1 2 3 4 5 613 14
7 818 19
G3 = 1 2 3 413 145 6
11 12
G4 =
1 2 3 4 5 613 14
15
16
17
Fig. 8.11  A graph G with a hain c, the omponents Gi of G \ c and the orresponding
regions Gi.
We an now state our third main result :
Theorem 8.18. Let G be a graph, c a hain of G and G1, G2, . . . , Gk be the orresponding
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regions of G. Then one has :
N(G) =
k∏
j=1
N(Gj).
For example, the numerator of the rational funtion assoiated to the graph of Figure
8.11 an be written as a produt of four non-trivial fators.
Proof. The entral idea is to apply Theorem 8.4 on yles C ontained in one region and
suh that E(C) ∩ c = ∅. This means that the edges of c an appear in C, but only in the
wrong diretion : so, when we apply Proposition 8.7, we do not ut the hain c.
The rst step is to prove the existene of suh yles. This is done in Lemma 8.19 (see
Figure 8.12 for an illustration).
LG1
c
Loop hoie−−−−−−→
L′ G1
c
Fig. 8.12  Good hoie of yle
Lemma 8.19. Let G be a graph and c a hain of G. Denote by G1, . . . , Gk the orresponding
regions. If G1 is not a tree, there exists a yle C in G1 suh that E(C) ∩ c = ∅.
Proof. Choose any yle C0 of G1. Two ases have to be examined :
1. The yle C0 has no verties in ommon with c. Nothing has to be done.
2. The yle C0 = (e1, . . . , el) has at least one vertex in ommon with c. As a yle
is not transformed if one makes a yli permutation of its edges, one an assume
that c1 = ext1(e1) is a vertex of c. Let us denote by h the smallest index suh that
c2 = ext2(eh) is also a vertex of c (it neessarily exists beause ext2(el) = ext1(e1) is
a vertex of c). But there is a subhain (eventually empty) c′ of c going from c1 to c2
(resp. from c2 to c1) if c1 ≤ c2 (resp. if c2 ≤ c1). Now, we just have to dene C as :
L =
{
(e1, . . . , el) · c′if c1 ≤ c2
(el, . . . , e1) · c′if dm ≤ d−m ,
where c′ denotes the hain c′ in the other diretion (this implies that all the edges of
c′ are in the wrong diretion in C, so E(C) ∪ c = ∅).
Let us ome bak to the proof of Theorem 8.18. We make a proof by indution on k : if
k = 1, then the result is trivial.
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Suppose now that our proposition is true for k = n− 1. Let G be a graph and c a hain
of G, suh that there are n assoiated regions G1, . . . , Gn.
If G1 is a tree, one an prune it to obtain the hain c. We an remove the same verties
and edges from the whole graph G beause the removed verties are not linked with an other
Gi (as the Gi are dierent onneted omponents of G\Vc). Thanks to the pruning-invariane
Lemma 8.2, one has :
N(G) = N(
n⋃
i=2
Gi) =
k∏
i=2
N(Gi),
where the seond equality is due to the indution hypothesis. The theorem is proved in this
ase.
If G1 is not a tree, we proeed by indution over the ylomati number of G1.
Lemma 8.19 gives us a yle C1 of G1 suh that E(C1)∩ c = ∅. Applying Proposition 8.7
on C, one has
N(G) =
∑
E1⊂E(C1)
E1 6=∅
±N(G \ E1)
(∏
e∈E1
xe
)
.
Some of the graphs G \E1 are disonneted (if and only if G1 \E1 is disonneted). The
value of N on these graphs is 0. So they do not not appear in the formulas 166 and 167.
Eah onneted graph G\E1 ontains the hain c (thanks to the assumption E(C1)∩c =
∅). The assoiated regions are G2, . . . , Gn and G1 \E1 (the last region an in fat be a union
of several regions but it does not matter). But G1\E1 has a stritly lower ylomati number
than G1 so we an use the indution hypothesis
N(G \ E1) = N(G1 \ E1) ·N(G2) · . . . ·N(Gn).
Finally,
N(G) =

 ∑
E1⊂E(C1)
E1 6=∅
±
∏
e∈E1
(xα(e) − xω(e))N(G1 \ E1)

 ·N(G2) · . . . ·N(Gn), (166)
where the sum is restrited to the sets E1 suh that G \ E1 is onneted. But we an use
Proposition 8.7 with the same yle C in G1 :
N(G1) =
∑
E1⊂E(C1)
E1 6=∅
±
∏
e∈E1
(xα(e) − xω(e))N(G1 \ E1), (167)
where the sum is also restrited to the sets E1 suh that G1 \E1 is onneted, or equivalently
suh that G \ E1 is onneted.
This ends the proof of Theorem 8.18.
213 8. Appliation of graph ombinatoris to rational identities of type A
8.7.2 Complete fatorization of planar posets
In his paper [Gre92℄, C. Greene has given a losed expression for the sum Ψ(G) when G
is the minimal graph (Hasse diagram) of a planar poset (Theorem 8.20). In this ase, the
numerator N(G) an be written as a produt of terms of degree 1 (Theorem 8.20). We will
see that this fatorization property is a onsequene of Theorem 8.18 and give a new proof
of Greene's Theorem.
Let us begin by dening preisely planar posets :
Dénition 8.9. We will say that the drawing of an oriented graph (without iruit) is ordered-
embedded in R× R if
 the origin of an edge is always at the left of its end ;
 the edges are straight lines.
A graph G is said planar if it an be ordered embedded in R×R without edge-rossings. If
G is a graph, we denote by G0,∞ the graph obtained from G by adding :
 A vertex 0 (alled minimal vertex) and, for eah vertex v of G whih is not the end of
any edge of G, an edge going from 0 to v.
 A vertex ∞ (alled maximal vertex) and, for eah vertex v of G whih is not the origin
of any edge of G, an edge going from v to ∞.
A graph G is said strongly planar if the graph G0,∞ is planar.
A poset P is planar if its minimal graph G is strongly planar.
Almost all drawings of this paper (exept in setion 8.6) are ordered-embedded in R×R.
See Figure 8.13 and 8.14 for examples of strongly planar and non strongly planar graphs.
1
2
3
4 Addition of−−−−−−→
0 and ∞
1
2
3
40 ∞
Fig. 8.13  The graph G is strongly planar.
Note that the omplete subgraph on a subset of verties of a strongly planar graph is
strongly planar (note that, however, if we erase some edges, we an obtain a non strongly
planar graph). In partiular, the regions of a strongly planar graph with respet to a hain
are the graph of strongly planar graphs.
Moreover, a graph with one yle and without verties with arity 1 is strongly planar if
and only if it has a unique maximal and a unique minimal element. In this ase, we will all
it a diamond (an example is drawn on Figure 8.15).
These denitions are relevant beause there is a losed formula for ΨP for planar posets :
Theorem 8.20 (Greene [Gre92℄). Let P be a planar poset, then :
ΨP =
{
0 if P is not onneted ;∏
y,z∈P (xy − xz)µP (y,z)if P is onneted, ,
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1
2
3
4 1
2
3
4
Addition of 0 and ∞
y yAddition of 0 and ∞
1
2
3
4
0 ∞
1
2
3
4
0 ∞
Fig. 8.14  The graph G is planar, but not strongly planar.
Fig. 8.15  A diamond
where µP (x, y) denotes the Möbius funtion of the poset P .
We will show that we an nd disonneting hains in any strongly planar graphs, ex-
plaining the fat that the funtion N(G) an be fatorized into fators of degree 1.
Proposition 8.21. Let G be a strongly planar oriented graph with a number of yle greater
than 1, then there is a hain of G, separating G in two non-trivial regions (eah region
ontains at least one yle).
Proof. Eventually by pruning it, one an assume that G has no verties with arity 1. As it
has at least two yles, it has one vertex c2 of arity 3 or more. So, up to a left-right symmetry,
we are in one of the two following ases (in the seond ase, we assume that c2 is the end of
exatly 2 edges).
c2 c2
In the rst ase, let us label the verties as below :
b
c1
a
c2
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In the seond ase, we dene by indution ci for i ≥ 3 : we hoose for ci any vertex suh
that there is an edge of origin ci−1 and of end ci. For a k ≥ 3, one an not dene ck+1 if ck
is not the origin of any edge. Then, as ck is not a vertex of arity 1, it is the end of an edge
oming from a vertex b 6= ck−1. Finally, we all c1 and a the origins of the two edges whose
ends are c2 : whih one is c1 and whih one is a depends of whether b is above or below ck−1
(see the gure below).
c1
a
c2 ck
b a
c1
c2 ck
b
In every ase, the ci are the verties of a hain c of G, whih an be extended to a maximal
hain c
max
. Reall that with Greene's denition of a planar graph, the graph G0,∞, i.e. an
still be ordered-embedded in the plan. Then there is a hain in G0,∞ ontaining v0, cmax and
v∞. It splits G0,∞ into at least two regions, one ontaining a and one ontaining b. The same
is true for the hain c
max
in G. But, as G has no verties, the orresponding regions have at
least one yle.
Corollary 8.22. Let G be a onneted strongly planar poset. By iterating hain fatorization,
one an write N(G) as a produt of numerators of rational funtions assoiated to diamonds.
Proof. Proposition 8.21 and Theorem 8.18 imply that N(G) an be fatorized as the produt
of numerators of subgraphs with one yle. As these subgraphs are strongly planar, after
pruning, they are diamonds, whih ends the proof.
Note that for a diamond, the funtion N has a lose expression (paragraph 8.5.1) :
N(D) = xmin(D) − xmax(D),
or equivalently,
Ψ(D) =
∏
y,z∈P
(xy − xz)µD(y,z),
where µD is the Möbius funtion of the poset assoiated to the diamond D.
The last property an be extended to any planar poset thanks to the following ompati-
bility between disonneting hain and Möbius funtion :
Proposition 8.23. Let P be a poset, c a hain of the Hasse diagram of P (i.e. the mini-
mal graph representing P ), P1, . . . , Pn the n region assoiated with c, and i, j two dierent
elements of P , then
µP (i, j) =
{−1 if i  j,∑n
k=1 µPk(i, j)otherwise.
We assume that µQ(i, j) = 0 if i 6∈ Q or j 6∈ Q.
The proof is postponed to paragraph 8.7.3.
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This proposition together with orollary 8.22 proves Greene theorem. In fat, this proof
works also for some non-planar posets (and hene Greene formula is true for these posets). For
example, the poset of the gure 8.16 is not planar but an be fatorised and the numerator
an be expressed with the Möbius funtion : this is the ase of any gluing of diamonds along
hains.
N

1 2 3 4 5 6
7 8
9

= N
(
1 2 3 4
7
)
·N
(
2 3 4 5
8
)
· N
(
3 4 5 6
9
)
= (x1 − x4).(x2 − x5).(x3 − x6)
Fig. 8.16  A non-planar poset for whih Greene's formula is true.
8.7.3 Disonneting hain and Möbius funtion
This paragraph is the proof of the tehnial Proposition 8.23
Proof. When i  j (there is an edge from i to j in the Hasse diagram of the poset), one
always has µP (i, j) = −1.
When i ≤ j, but i 6 j, four ases have to be examined :
rst ase : i, j do not belong to Vc and in dierent regions of the poset ;
seond ase : i, j do not belong to Vc, but are in the same region of the poset ;
third ase : i is an element of Vc, but j is not ;
fourth ase : i and j are two elements of Vc.
Figure 8.17, 8.18, 8.19 and 8.20 summarize the four ases. Note that the ase where i
does not belong to Vc, but j does, an be obtained from the third one by onsidering the
opposite poset.
Let P1, . . . , Pn be the n regions assoiated with P .
We denote by [a, b]P the set
[a, b]P = {k|a ≤P k ≤P b},
and by [a, b[P the set
[a, b[P= {k|a ≤P k <P b}.
Note that [i, j]P1 = [i, j]P ∩ P1. This property is not true for any poset assoiated to a
omplete subgraph of G, the fat that P1 is a region dened by a disonneting hain is here
very important.
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If [i, j]P has a non-empty intersetion with Vc, we denote by L the maximal element of
this intersetion.
1. Suppose that i ∈ P2 \ Vc and j ∈ P1 \ Vc. We want to prove that µP (i, j) = 0 and we
assume (proof by indution) that it is true for any j′ ∈ P1 \ Vc suh that j′ < j.
i
L
j
P1
∑
= 0
= 0
Fig. 8.17  Case 1 : i 6∈ Vc and j is not in the same region than j.
As i ≤ j, there is a hain in the Hasse diagram of P going from i to j. As c is a hain
separating P1 and P2, any hain from i to j interset Vc. Thus L exists and any element
between i and j whih is not in P1, is lower or equal to L. So
[i, j]P ∩ (P2 ∪ · · · ∪ Pm) ⊆ [i, L]P ⊆ [i, j]P .
By denition of the Möbius funtion we obtain,
µP (i, j) = −
∑
k∈[i,L]P
µP (i, k)−
∑
k∈[i,j[P∩P1\[i,L]P
µP (i, k)
As ∑
k∈[i,L]P
µP (i, k) = 0
one has :
µP (i, j) = −
∑
k∈[i,j[P∩P1\[i,L]P
µP (i, k) (168)
By indution hypothesis, µP (i, j) = 0.
2. Suppose now that i, j ∈ P1 \ Vc. We want to prove that µP (i, j) = µi,j(P1)
i jL
P1
= 0
Fig. 8.18  Case 2 : i 6∈ Vc and j is in the same region than i.
By denition of the Möbius funtion, we have,
µP (i, j) = −
∑
k∈[i,j[P∩(P2∪···∪Pm\Vc)
µP (i, j)−
∑
k∈[i,j[P1
µP (i, j).
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Case 1 gives :
∑
k∈[i,j[P∩(P2∪···∪Pm\Vc) µP (i, j) = 0. Therefore,
µP (i, j) =
∑
k∈[i,j[P1
µP (i, j). (169)
and an immediate indution proves that µP (i, j) = µi,j(P1).
3. Suppose that i ∈ Vc and j ∈ P1 \ Vc. As i ∈ Vc ∩ [i, j]P , the set is not empty and L
exists.
i
L
jP1
∑
= δi,L
Fig. 8.19  Case 3 : i ∈ Vc and j 6∈ Vc.
We will prove now that µP (i, j) = µi,j(P1) by indution on j. As∑
k∈[i,L]P
µP (i, k) = δi,L
one has :
µP (i, j) = −
∑
k∈[i,j[P\[i,L]P
µP (i, k)− δi,L
Similarly,
µi,j(P1) = −
∑
k∈[i,j[P1\[i,L]P
µi,k(P1)− δi,L
But [i, j[P\[i, L]P = [i, j[P1\[i, L]P (see the proof of ase 1), so an immediate indution
on j nishes the proof in this ase.
4. Suppose that i ∈ Vc and j ∈ Vc. We want to prove by indution on j (i 6 j) that
µP (i, j) =
n∑
l=1
µPl(i, j).
i
j
Fig. 8.20  Case 4 : i and j belong to Vc.
By denition of the Möbius funtion, we have
µP (i, j) = −
∑
k∈[i,j[P
µP (i, k)
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Using ase 3 of this poof and the indution hypothesis, we know that µP (i, k) =∑n
l=1 µPl(i, k) if k ∈ [i, j[P exept for :
k = i In this ase, µP (i, i) = µPl(i, i) = 1, thus µP (i, i) =
n∑
l=1
µPl(i, i)− (n− 1).
k = i1 where i1 is dened by i1 ∈ Vc and i  i1. In this ase, one has µP (i, i1) =
µPl(i, i1) = −1, thus µP (i, i1) =
n∑
l=1
µPl(i, i1) + (n− 1).
Finally, one has :
µP (i, j) =
n∑
l=1

− ∑
k∈[i,j[P\c
µPl(i, k)

− (n− 1) + (n− 1).
Using the denition of the Möbius funtion for the Pl, this ends the proof of the
proposition.
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Conlusion
Regarder le aratère normalisé χˆλ(µ) omme une fontion de λ nous a permis d'obtenir
de nombreux résultats. Premièrement, nous avons établi une nouvelle formule pour les valeurs
des aratères, qui avait été onjeturée par R.P. Stanley. Cette formule a été grandement
utilisée dans la suite de la thèse. Par exemple, elle permet d'établir des bornes supérieures sur
les aratères ou d'aggrandir le domaine de validité d'équivalents onnus. Une autre applia-
tion est une desription ombinatoire (en termes de paires de permutations ou, de manière
équivalente, de artes biolores) des oeients des polynmes de Kerov. Outre la preuve
d'un résultat de positivité onjeturé par Kerov, ela donne un développement topologique
des valeurs des aratères.
Cela ouvre des perspetives de reherhe intéressantes. Un premier domaine est onstitué
par les questions ouvertes onernant les polynmes de Kerov : en eet les résultats analy-
tiques de I.P. Goulden et A. Rattan [GR07℄ et les onjetures de M. Lassalle [Las08d℄ (voir
paragraphe 3.3.1) semblent suggérer que la struture ombinatoire n'est pas entièrement
omprise. Il sera intéressant d'essayer de prouver es résultats à partir de notre interpréta-
tion ombinatoire : une piste pour ela est d'utiliser la rédution d'une arte à son squelette
et de ompter les ontributions des artes ayant un squelette donné. Ainsi, outre leur in-
terêt intrinsèque (sur l'asymptotique des aratères irrédutibles du groupe symétrique par
exemple), es formules sont des guides pour omprendre en profondeur la ombinatoire sous-
jaente à e problème.
Il serait aussi intéressant d'étudier d'autres familles d'observables des diagrammes de
Young, ainsi que les graduations assoiées. Par exemple, dans [KO94℄, les auteurs suggèrent
d'érire les aratères irrédutibles renormalisés du groupe symétrique en fontion des puis-
sanes des oordonnées de Frobenius. Un autre exemple de e type de développement est
l'expression expliite du aratère sur les puissanes des ontenus des ases du diagramme
[Las08b℄. Mais il n'existe pas pour l'instant de desription ombinatoire de es hangements
de base.
Dans leurs travaux [OO98a℄, A. Okounkov et G. Olshanski ont introduit une autre famille
de fontions intéressantes sur les diagrammes de Young : les fontions de Shur déalées
[OO98b℄. Leurs dénition et propriétés de base sont semblables à elles des fontions de
Shur et l'expression des aratères entraux sur es fontions est onnue. Au vu de notre
travail de thèse, il est naturel de herher des expressions des fontions de Shur shiftées
en termes des N(G) ou des observables du diagrammes. Nous espérons faire apparaître un
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développement topologique intéressant de es fontions, qui pourrait éventuellement être
étendu au polynme de Jak ou de MaDonald déalés (qui ont aussi été étudiés par es
auteurs).
Par ailleurs, les relations entre observables des diagrammes peuvent être vues omme une
série de relations dans haque Z(C[Sn]), dont les oeients ne dépendent pas de n (voir
paragraphe 2.2.4). Cela fait apparaître des familles d'éléments intéressantes : par exemple,
les puissanes transitives de ξn =
∑
i<n(i n) [GJ08℄ ou ertaines fontions symétriques en les
éléments de Juys-Murphy ξi (qui orrespondent aux fontions symétriques des ontenus du
diagramme). Parmi es dernières, ertaines établissent des liens ave des domaines onnexes
qu'il sera intéressant d'examiner et/ou d'étendre : les intégrales sur le groupe unitaire pour
les fontions homogènes [Nov08℄ et les opérateurs vertex et les algèbres de Virasoro dans le
as des fontions puissanes [LT01℄ (il paraît plausible que d'autres algèbres apparaissent
pour ertaines autres familles de fontions).
Obtenir des développements topologiques des formules liant es observables devrait per-
mettre de réer une série de méthodes eaes pour étudier asymptotiquement un ertain
nombre de problèmes en théorie asymptotique des représentations. Par exemple, l'existene
des polynmes de Kerov permet d'étudier failement la onvergene et les utuations de
suites de représentations du groupe symétrique (voir le paragraphe 3.2.4 et l'artile [ni06b℄).
Grâe aux interprétations ombinatoires des oeients des polynmes de Kerov, il sera
peut-être possible d'étudier le omportement de moments dont l'ordre varie ave la taille
du groupe symétrique. Comme le fait Okounkov pour la mesure de Planherel [Oko00℄, on
pourra alors étudier nement les utuations de la plus longue ligne et/ou olonne sous
d'autres mesures. Ces outils nous permettront de voir si il y a un résultat d'universalité de
es utuations, omme dans le as des matries aléatoires [Sos99℄.
Un autre objetif est l'amélioration des bornes onnues (en partiulier elles établies
dans ette thèse) sur les aratères dans le as de diagrammes de Young λ typiques pour la
mesure de Planherel (es diagrammes ont des petits umulants libres, sauf le deuxième). Ces
questions apparaissent naturellement dans la théorie des marhes aléatoires sur des graphes
[MSP07℄ et dans des aluls de omplexité d'algorithmes quantiques [MR07℄.
L'étude des autres bases peut aussi débouher sur des résultats de e type. Par exem-
ple, les fontions puissane des oordonnées de Frobenius évoquées plus haut sont adap-
tées à l'étude de diagramme de Young ayant quelques grandes lignes et grandes olonnes.
C'est le as par exemple des grands diagrammes typiques pour la q-mesure de Planherel
(liée à une représentation de l'algèbre de Heke de type A). Rappelons par ailleurs que les
fontions de Shur déalées apparaissent dans les représentations des groupes de Lie usuels
(omme GL(n), SO(2n+1), Sp(2n), O(2n), voir [OO98b℄) : les outils de ette thèse pourront
éventuellement servir dans et autre ontexte.
Conlusion
We have obtained in this thesis some results on the (normalized) harater values χˆλ(µ)
seen as a funtion in λ. Firstly, we have stated a new formula, onjetured by R.P. Stanley.
This formula has been widely used in the other hapters. For instane, one an dedue from
it new upper bounds for harater values and for error terms in some known equivalents.
Another appliation is a ombinatorial desription of Kerov's polynomials (in terms of pairs
of permutations or, equivalently, biolored labeled maps). Besides a proof of a positivity
onjeture of S.V. Kerov, it gives a genus expansion of harater values.
It opens interesting researh diretions. For instane, the analyti expression of I.P.
Goulden and A. Rattan [GR07℄ and Lassalle's onjetures [Las08d℄ for Kerov's polynomials
(see paragraph 3.3.1) suggest that the ombinatorial struture is not entirely understood. A
future work onsists in trying to nd these expressions via our ombinatorial interpretation :
for this, we will begin by ounting the ontribution of all maps with a given skeleton. Besides
their inner interest, these formulas will help us to understand the underlying ombinatoris.
It would also be interesting to study other families of funtionals of Young diagrams. For
instane, in [KO94℄, the authors suggest to write normalized irreduible harater values of
the symmetri group in terms of power sums of Frobenius oordinates. Another example of
this kind of expansion is the expliit expression of the harater values on the power sums of
the ontents of the diagram boxes [Las08b℄. But it does not exist until now any ombinatorial
desription of these hanges of basis.
In their paper [OO98a℄, A. Okounkov and G. Olshanski introdued another family of
interesting funtions on Young diagrams : shifted Shur funtions. Their denition and basi
properties are very lose to that of Shur funtions and the expression of normalized har-
ater values in terms of these funtions are known. It is natural, after reading this thesis,
to look for expressions of shifted Shur funtions in terms of the N(G) or in terms of the
other diagram funtionals. We hope to obtain a simple genus expansion of them. This ould
perhaps be generalized to shifted MaDonald or Jak polynomials whih have also been on-
sidered by these authors.
In another diretion, we have seen that the relations between funtionals of diagrams an
be seen as a sequene of relations in eah Z(C[Sn]), whose oeients do not depend on n
(see paragraph 2.2.4). This invites us to look at some others interesting families : for instane,
the transitive powers of ξn =
∑
i<n(i n) or symmetri funtions evaluated in Juys-Murphy
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elements ξi (the latter orrespond to symmetri funtions in the alphabet of the diagram
ontents). Among them, some have links with other domains : integrals on unitary group for
homogeneous funtion [Nov08℄ and vertex operator and Virasoro algebras for power sums
[LT01℄ (this onnetion might be extended to other families of funtions).
Formulas of hanges of basis an be used in asymptoti representation theory. For in-
stane, the existene of Kerov's polynomials implies in some ases the onvergene and the
utuation of representations of symmetri groups (see paragraph 3.2.4 and artile [ni06b℄).
With the values of their oeient, we might be able to study the asymptoti behaviour of
umulants, whose order inreases with the size of the symmetri group. As Okounkov does in
the ase of Planherel's measure[Oko00℄, this would allow us to study the utuation of the
biggest row or olumn of the diagram (with other probability measures than Planherel's :
is there a universality result for these utuations as in random matrix theory[Sos99℄ ?).
Another goal is to improve our upper bound on haraters when λ is a typial Young di-
agram for the Planherel measure (that implies that all umulants, exept for R2, are small).
Upper bounds on haraters have some appliations, for instane to study random walks on
graphs [MSP07℄ or to ompute the omplexity of some quantum algorithms [MR07℄.
Other basis an also be used to state this type of results. For instane, power sums of
Frobenius oordinates suit in the study of Young diagrams with a few big rows and/or a
few big olumns. This is the ase of typial diagrams for the q-Planherel measure (linked
with a representation of the Heke algebra in type A). Let us also reall that shifted Shur
funtions appear in representation theory of lassial Lie groups (as GL(n), SO(2n + 1),
Sp(2n), O(2n)) [OO98b℄ : one may also obtain some results in this ontext.
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