The stability number of a graph G, denoted by α(G
Introduction
Throughout this paper G = (V, E) is a simple (i.e., a finite, undirected, loopless and without multiple edges) graph with vertex set V = V (G), edge set E = E(G), and order n(G) = |V (G)|. If X ⊂ V , then G[X] is the subgraph of G spanned by X. By G − W we mean the subgraph G[V − W ] , if W ⊂ V (G). For F ⊂ E(G), by G − F we denote the partial subgraph of G obtained by deleting the edges of F , and we use G − e, if W = {e}. If A, B ⊂ V and A ∩ B = ∅, then (A, B) stands for the set {e = ab : a ∈ A, b ∈ B, e ∈ E}. The neighborhood of a vertex v ∈ V is the set N (v) = {w : w ∈ V and vw ∈ E}, and N (A) = ∪{N (v) : v ∈ A}, N [A] = A ∪ N (A) for A ⊂ V .
A set S of vertices is stable if no two vertices from S are adjacent. A stable set of maximum size will be referred to as a maximum stable set of G. The stability number of G, denoted by α(G), is the cardinality of a maximum stable set of G. Let Ω(G) denotes the set {S : S is a maximum stable set of G}, σ(G) = |∩{V − S : S ∈ Ω(G)}| and ξ(G) = |core(G)|, where core(G) = ∩{S : S ∈ Ω(G)}, [12] . In other words, ξ(G) equals the number of α-critical vertices of G, (a vertex v ∈ V (G) is α-critical provided α(G − v) < α(G)). and V (H 1 ) ∩ V (H 2 ) = ∅, then G = H 1 * H 2 , i.e., any graph of order at least two admits such decompositions. However, some particular cases are of special interest. For instance, if: E(H i ) = ∅, i = 1, 2, then G = H 1 * H 2 is bipartite; E(H 1 ) = ∅ and H 2 is complete, then G = H 1 * H 2 is a split graph [6] .
The following result shows that the König-Egerváry graphs are, in this sense, between these two "extreme" situations. The equivalence of the first and the third parts of this proposition was proposed by Klee and included in [10] without proof (private communication).
Proposition 2.1 [13] The following assertions are equivalent:
In the sequel, we shall often represent a König-Egerváry graph G as G = S * H, where S ∈ Ω(G) and
is a König-Egerváry graph, then any maximum matching of G is contained in (S, V − S), where S ∈ Ω(G).
Clearly, Lemma 2.2 is not valid for any graph. For instance, K 4 is a counterexample. Moreover, K 4 has α-critical edges that are incident. Nevertheless, there are graphs having only non-incident α-critical edges.
Theorem 2.3 If G is a König-Egerváry graph, then the following assertions hold:
(i) for any α-critical edge e of G, the graph G − e is still a König-Egerváry graph; (ii ) any α-critical edge of G is also µ-critical; (iii ) the α-critical edges of G form a matching.
Proof. (i) If e = xy is an α-critical edge G, then there is some S ∈ Ω(G) such that either N (x)∩S = {y} or N (y)∩S = {x}. Suppose that y ∈ S. Since S ∈ Ω(G), we get, by Proposition 2.1, that G = S * H, where
, where S ′ = S ∪ {x} ∈ Ω(G − e) and n(H ′ ) = |M − {e}|. According to Proposition 2.1(iii ), we infer that G − e is also a König-Egerváry graph.
(ii ) If e ∈ E(G) is an α-critical edge of G, then according to (i) we obtain:
and this implies µ(G) = 1 + µ(G − e), i.e., e is also µ-critical.
(iii ) Let e 1 , e 2 be two α-critical edges of G. We have to show that they are not incident. According to second part (ii ), both edges are also µ-critical. Hence, it follows that e 1 , e 2 ∈ ∩{M : M is a maximum matching of G} and this ensures that e 1 , e 2 have no common endpoint. Consequently, the set of all α-critical edges of G yields a matching.
Notice that: (a) Theorem 2.3(i) is not true for any µ-critical edge of a König-Egerváry graph; e.g., the edge e of G = K 3 + e is µ-critical, but G − e is not a König-Egerváry graph; (b) Theorem 2.3(ii ) is not true for any graph; e.g., all the edges of K 3 are α-critical, but none is also µ-critical;
(c) the converse of Theorem 2.3(ii) is not valid for any König-Egerváry graph; e.g., the edge e of graph K 3 + e is µ-critical, but is not also α-critical. However, as we shall see later, (namely Proposition 2.6), the µ-critical edges are also α-critical in the case of bipartite graphs.
Corollary 2.4 A König-Egerváry graph is α-critical if and only if it is isomorphic to
Since any bipartite graph is also a König-Egerváry graph, we obtain the following statement, due to Beineke, Harary and Plummer. Proof. By Theorem 2.3(ii ), it suffices to show that any µ-critical edge e of G is also α-critical. Since G − e is still bipartite, and hence, also a König-Egerváry graph, it follows that α(G − e) + µ(G − e) = n(G) = α(G) + µ(G) = α(G) + 1 + µ(G − e), and this implies α(G − e) > α(G), i.e., e is an α-critical edge of G.
In Theorem 4.2 we will meet another type of König-Egerváry graphs with this property. Notice that there are also non-bipartite König-Egerváry graphs in which their µ-critical edges are α-critical (see the graph in Figure 2 ). It is well-known that if a tree has a perfect matching, then it is unique. Consequently, we obtain:
Corollary 2.7 A tree has a perfect matching if and only if the set of its α-critical edges forms a maximal matching of the tree.
Using the definition of König-Egerváry graphs and the fact that µ(G) ≤ n(G)/2 is true for any graph G, we get:
Lemma 2.8 If G admits a perfect matching, then G is a König-Egerváry graph if and only if
Combining Corollary 2.7 and Lemma 2.8, we get the following result from [21] .
Corollary 2.9 [21] If a tree T has a perfect matching M , then all the edges of M are α-critical and 2α(T ) = n(T ).

Proposition 2.10 If G = (V, E) is a König-Egerváry graph, then the following assertions are true: (i) any S ∈ Ω(G) meets each µ-critical edge in exactly one vertex; (ii ) any S ∈ Ω(G) meets each α-critical edge in exactly one vertex; (iii ) if G has a maximal matching consisting of only α-critical edges, then it is the unique perfect matching of G.
Proof. (i) and (ii ) By Theorem 2.3(ii ), any α-critical edge of G is also µ-critical. Consequently, we infer that
holds for any S ∈ Ω(G), according to Lemma 2.2. It follows that if e = xy is an α-critical or a µ-critical edge of G, then any S ∈ Ω(G) contains one of x and y, (since clearly, no stable set may contain both x and y).
(iii ) Let M be a maximal matching of G consisting of only α-critical edges. By Theorem 2.3, all the edges of M are also µ-critical. Therefore, we infer that M is included in any maximum matching of G, and because M is a maximal matching, it results that M is the unique maximum matching of G. Suppose, on the contrary, that M is not perfect, and let S ∈ Ω(G). According to Proposition 2.1, G can be written as G = S * H, with n(H) = |M | = µ(G), and by Lemma 2.2 we have that M ⊆ (S, V − S). Since G is a König-Egerváry graph without perfect matchings, Lemma 2.8 implies |S| = α(G) > µ(G) = |M |. Hence, it follows that there are at least two vertices v 1 , v 2 ∈ S having a common neighbor w ∈ V (H) and such that one of them, say v 1 , is unmatched by M and v 2 w ∈ M . Thus, M ∪ {v 1 w} − {v 2 w} is another maximum matching of G, in contradiction with the uniqueness of M . Consequently, M must be also perfect.
For trees, Proposition 2.10(ii ) was proved by Zito in [21] . Notice that the matching in Proposition 2.10(iii) is not necessarily formed by pendant edges; e.g., P 6 has such a matching. Concerning the uniqueness of this matching, it is worth mentioning that: (a) if G is not a König-Egerváry graph, then it may have several different maximum matchings consisting of only α-critical edges (e.g., C 5 ); (b) if a König-Egerváry graph has a unique perfect matching, then it may contain non-α-critical edges (e.g., the edge e of K 3 + e is not α-critical, but it belongs to the unique perfect matching of K 3 + e).
Equalities and Inequalities between Parameters
If v ∈ N (core(G)), then clearly follows that v ∈ V (G) − S, for any S ∈ Ω(G), that is N (core(G)) ⊆ ∩{V − S : S ∈ Ω(G)} holds for any graph G.
Notice that there are graphs that do not enjoy the above equality, for example, the graph G in Figure 3(a) has N (core(G)) = ∅ and ∩{V − S : S ∈ Ω(G)} = {v}. There exist non-König-Egerváry graphs for which N (core(G)) = ∩{V − S : S ∈ Ω(G)}, (see, for instance, the graph G from Figure 3(b) ). Figure 3 : (a) G is non-König-Egerváry with N (core(G)) = ∩{V − S : S ∈ Ω(G)}; (b) G is a non-König-Egerváry graph with N (core(G)) = ∩{V − S : S ∈ Ω(G)}.
and S ∈ Ω(G), then the following assertions are true:
has a perfect matching and it is also a König-Egerváry graph.
Proof. According to Proposition 2.1, G can be written as G = S * H, where H = G[V −S] has n(H) = µ(G). Let denote A = S −core(G) and B = V (H)−N (core(G)).
In [12] it has been proved that |A| ≤ |B| holds for any graph G. Since ∩{V − S : S ∈ Ω(G)} ⊆ V (H), and N (core(G)) = ∩{V − S : S ∈ Ω(G)} (see Lemma 3.1), we obtain (iii ) Since, in fact,
, it follows necessarily that G 0 has a perfect matching. In addition, because A is stable, we get α(G 0 ) ≤ µ(G 0 ) = |A| ≤ α(G 0 ), i.e., α(G 0 ) = µ(G 0 ), and according to Lemma 2.8, G 0 must be also a König-Egerváry graph.
Corollary 3.3 If G is a König-Egerváry graph, then α(G) + σ(G) = µ(G) + ξ(G).
Proof. By Lemma 3.1, N (core(G)) = ∩{V − S : S ∈ Ω(G)} and according to Proposition 3.2(ii ), |S − core(G)| = |V − S − N (core(G))|. Hence, we obtain that
Let us observe that there exist non-König-Egerváry graphs satisfying the equality α(G) + σ(G) = µ(G) + ξ(G) (see graph W 1 in Figure 6 ). It is also interesting to notice that there exists a non-König-Egerváry graph enjoying the property that its subgraph G 0 = G − N [core(G)] has a perfect matching (see Figure 8) . Figure 4 shows a non-König-Egerváry graph G whose G 0 has no perfect matching. 
Lemma 3.4 Let G = (V, E) and G 0 = G−N [core(G)]. Then the following assertions are valid: (i) no α-critical edge in G has an endpoint in
N [core(G)]; (ii ) α(G) = α(G 0 ) + ξ(G), Ω(G 0 ) = {S ∩ V (G 0 ) : S ∈ Ω(G)}, core(G 0 ) = ∅; (iii ) e =
xy is an α-critical edge of G if and only if e is an α-critical edge of G 0 .
Proof. (i) Let e = xy be an α-critical edge in G, and let S ∈ Ω(G − e). Since S = α(G − e) > α(G), it follows that x, y ∈ S and S − {x}, S − {y} ∈ Ω(G). Now, the inclusion N (core(G)) ⊆ ∩{V − S : S ∈ Ω(G)} completes the proof that no α-critical edge in G has an endpoint in N (core(G)), and respectively, in core(G).
(ii ) By definition of G 0 , if S ∈ Ω(G), then S − core(G) = S ∩ V (G 0 ), and therefore
For any S G0 ∈ Ω(G 0 ) we have that S G0 ∪ core(G) is stable, and hence
Consequently, we get α(G) = α(G 0 ) + ξ(G). Now it is easy to check that Ω(
(iii ) Let e = xy be an α-critical edge of G. By (i), we infer that e ∈ E(G 0 ), and as we saw above, there is some stable set S xy such that S xy ∪ {x}, S xy ∪ {y} ∈ Ω(G) and S xy ∪ {x, y} ∈ Ω(G − e). Hence, (ii ) implies that
because V (G 0 ) ∩ (S xy ∪ {x, y}) is stable in G 0 − e and larger than V (G 0 ) ∩ (S xy ∪ {x}). Therefore, e is α-critical in G 0 , as well. Similarly, we can show that any α-critical edge of G 0 is α-critical in G too.
Proposition 3.5 If G is a König-Egerváry graph, then
Proof. For any S ∈ Ω(G), we have that core(G) ⊆ S, and by Lemma 3.4(i), no α-critical edge has an endpoint in core(G). In addition, according to Proposition 2.10(ii), S meets each α-critical edge in exactly one vertex. Hence, it follows that ξ(G) + η(G) ≤ α(G), and using Corollary 3.3 we obtain (ii ). Clearly, (iii ) follows from (i) and (ii ).
Notice that ξ(K 3 + e) + η(K 3 + e) = α(K 3 + e) and also η(K 3 + e) + σ(K 3 + e) = µ(K 3 + e), but there are König-Egerváry graphs satisfying ξ(G) + η(G) < α(G) and η(G) + σ(G) < µ(G). For instance, G = C 6 , and also the graph W in Figure 5 is a König-Egerváry non-bipartite graph that has η(W ) = |{e}| = 1, Observe that Proposition 3.5 is not true for general graphs; e.g., the graph W 1 in Figure 6 has α(W 1 ) = 3, µ(W 1 ) = 2, η(W 1 ) = 3, ξ(W 1 ) = 2, σ(W 1 ) = 1. However, there are non-König-Egerváry graphs satisfying ξ(G) + η(G) < α(G) and η(G) + σ(G) < µ(G), for example, the graph W 2 in Figure 6 has α(W 2 ) = 3, η(W 2 ) = |{ab, cd}| , ξ(W 2 ) = σ(W 2 ) = 0. There also exist non-König-Egerváry graphs satisfying ξ(G) + η(G) = α(G) and η(G) + σ(G) = µ(G), e.g., the graph W 3 in Figure 6 . Nevertheless, ξ(K 5 −e)+η(K 5 −e) = α(K 5 −e), but η(K 5 −e)+σ(K 5 −e) > µ(K 5 −e). 
Proof. Suppose that ξ(G) + η(G) = α(G). According to Corollary 3.3, we get that
The converse is proven in the same way.
Together with α(G) + µ(G) = n(G), which is true for König-Egerváry graphs, it gives us the two equalities needed. Conversely, if, for instance, ξ(G) + η(G) = α(G) then, as we already proved, σ(G) + η(G) = µ(G). Summing these two equalities we obtain ξ(G) + 2η(G) + σ(G) = n(G). Otherwise, any W ∈ Ω(G 0 ) contains a 1 , because |M | = |W | and |W ∩ {a j , b j }| = 1 holds for every j ∈ {1, 2, ..., q}. Hence, it follows that a 1 ∈ core(G 0 ), in contradiction with core(G 0 ) = ∅.
Claim 2. The following procedure gives rise to some S 0 ∈ Ω(G 0 ) that contains b 1 .
Step 2.
Step 3. D :
Clearly, |S 0 | = q and no edge of G 0 joins some a l ∈ S 0 to any b j ∈ S 0 , according to building procedure of S 0 . Any maximum stable set W ∈ Ω(G 0 ) that contains b 1 must contain also all b j ∈ S 0 , because |W | = |M | and |W ∩ {a j , b j }| = 1 holds for every j ∈ {1, 2, ..., q}. Hence, the set {b j : b j ∈ S 0 } is stable, and consequently, we obtain that S 0 ∈ Ω(G 0 ). An example of S 0 ∈ Ω(G 0 ) obtained by this procedure is illustrated in Figure 7 .
The graph G 0 has a unique perfect matching and ξ (G 0 ) = 0.
, and hence, the edge a 1 b 1 is α-critical in G 0 . Firstly, no a i ∈ S 0 is adjacent to a 1 , because a i , a 1 ∈ A. Secondly, no b j ∈ S 0 −{b 1 } is adjacent to a 1 , otherwise there exists an even cycle C, with half of its edges belonging to M , which means that (M − E (C)) ∪ (E (C) − M ) is another perfect matching in G 0 , in contradiction with the premises on G 0 . Therefore, S 0 ∪ {a 1 } ∈ Ω(G 0 − a 1 b 1 ) and this implies that the edge a 1 b 1 is α-critical in G 0 . Since a 1 b 1 is an arbitrary edge of M , we may conclude that all the edges of M are α-critical in G 0 .
It is interesting to notice that if G 0 were bipartite for every König-Egerváry graph G, then it would be possible to prove Lemma 4.1 using only Proposition 2.6. Figures  2, 7 show that Proposition 2.6 is not enough for our purposes, because there exist non-bipartite König-Egerváry graphs G with nonempty cores and whose G 0 = G − N [core(G)] have a unique perfect matching. Proof. According to Proposition 3.2, G 0 is also a König-Egerváry graph and has a perfect matching, say M 0 . (i) ⇔ (ii ) If M 0 is the unique perfect matching of G 0 , all its edges are µ-critical and, by Lemma 4.1, α-critical, as well. In other words, the α-critical edges of G 0 form a maximal matching. The converse is true according to Proposition 2.10(iii ).
(i) ⇒ (iii ) Assume that M 0 is the unique perfect matching of G 0 . By Lemma 3.4(ii ), it follows that α(G 0 ) = α(G) − ξ(G). Lemma 3.4(iii ) and the uniqueness of M imply that α(G 0 ) = η(G 0 ) = η(G). Hence, it results in ξ(G) + η(G) = α(G). (iii ) implies that G 0 is also a König-Egerváry graph and has a perfect matching, say M . Let G 1 be the partial graph of G 0 having W ∩ E(G 0 ) as edge set. Then, M is a perfect matching in G 1 , as well. Since G 1 is a forest, M is unique. By Lemma 2.2, any maximum matching of G 0 is contained in (A, B) , and since the edges from (A, B) yield a unique perfect matching, namely M , it follows that M is the unique perfect matching of G 0 itself. Hence, according to Theorem 4.2, we obtain that ξ(G) + η(G) = α(G). By Proposition 3.5(iii ), it implies σ(G) + η(G) = µ(G), and immediately ξ(G) + 2η(G) + σ(G) = n(G).
