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ZARISKIAN ADIC SPACES
HIROMU TANAKA
Abstract. We introduce a Zariskian analogue of the theory of
Huber’s adic spaces.
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2 HIROMU TANAKA
1. Introduction
Tate introduced a p-adic analytic geometry so-called the rigid geom-
etry. In the original definition by Tate, a rigid analytic space is not a
topological space but a Grothendieck topological space (cf. [BGR84]).
To remedy this situation, Huber established the theory of adic spaces.
He introduced a topological space SpaA, called an affinoid spectrum,
associated to an affinoid ring A = (A⊲, A+), where A⊲ is an f-adic ring
and A+ is a certain open subring of A⊲. An adic space is obtained by
gluing affinoid spectra.
Although Huber introduced a structure presheaf OA on SpaA for
an arbitrary affinoid ring A, it is not a sheaf in general (cf. [BV],
[Hub94, the example after Proposition 1.6], [Mih16]). The reason for
this is that the definition of OA depends on the completion, which is a
transcendental operation. Thus it is natural to ask whether the theory
can be more well-behaved after replacing the completion by a more
algebraic operation. For example, if (A, I) is a pair consisting of a
ring A and an ideal I of A, then we can associate the Zariskian ring
AZar and the henselisation Ah with respect to I. The henselisation Ah
is known as an algebraic approximation of the I-adic completion Â,
whilst the associated Zariskian ring AZar is closer to the original ring
A than Ah. The purpose of this paper is to establish the Zariskian
version of Huber’s theory. Therefore, the first step is to introduce a
notion of Zariskian f-adic rings.
Definition 1.1 (Definition 3.1, Remark 3.2, Definition 3.9). Let A be
an f-adic ring.
(1) We set SZarA := 1 + A
◦◦. It is easy to show that SZarA is a
multiplicative subset of A. We set AZar := (SZarA )
−1A. Both
AZar and the natural ring homomorphism α : A → AZar are
called the Zariskisation of A. We say that A is Zariskian if
α : A→ AZar is bijective.
(2) For a ring of definition A0 of A and an ideal of definition I0
of A0, we equip A
Zar with the group topology defined by the
images of {Ik0AZar0 }k∈Z>0 . We can show that this topology does
not depend on the choice of A0 and I0 (cf. Lemma 3.8).
We will prove that AZar satisfies some reasonable properties. For
instance, AZar is a Zariskian f-adic ring (Theorem 3.15) and AZar has
the same completion as the one of A (Theorem 3.22). However one
might consider that the definition of the topology of AZar is somewhat
artificial. The following theorem asserts that our definition given above
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can be characterised in a category-theoretic way, i.e. AZar is an initial
object of the category of Zariskian f-adic A-algebras.
Theorem 1.2 (Theorem 3.12). Let A be an f-adic ring and let α :
A → AZar be the Zariskisation of A. Then, for any continuous ring
homomorphism ϕ : A → B to a Zariskian f-adic ring B, there exists
a unique continuous ring homomorphism ψ : AZar → B such that ϕ =
α ◦ ψ.
For an affinoid ring A = (A⊲, A+), we introduce a presheaf OZarA
on SpaA in the same way as in Huber’s theory. The presheaf OA
introduced by Huber is not a sheaf in general, whilst the Zariskian
version OZarA is always a sheaf.
Theorem 1.3 (Theorem 4.6). For an affinoid ring A = (A⊲, A+), the
presheaf OZarA on SpaA is a sheaf.
Then one might be tempted to hope the Tate acyclicity in general.
Unfortunately this is not the case.
Theorem 1.4 (Theorem 4.11). There exists an affinoid ring A =
(A⊲, A+) such that H1(SpaA,OZarA ) 6= 0.
Although the Zariskian structure sheaf OZarA does not behave nicely
to establish a theory of coherent sheaves, the Zariskian rings might be
still useful. For instance, if A is a noetherian ring equipped with an
m-adic topology for some maximal ideal m, then the Zariskisation AZar
is nothing but the local ring Am at m. Therefore, in this situation, A
is Zariskian if and only if its m-adic completion A → Â is faithfully
flat. The flatness of completion is a thorny problem for non-noetherian
rings, whilst we prove that the completion is actually faithfully flat,
under the assumption that A is Zariskian and the completion is flat.
More generally, we obtain the following result.
Theorem 1.5 (Corollary 5.2). Let ϕ : A → B be a continuous ring
homomorphism of Zariskian f-adic rings. Assume that the induced map
ϕ̂ : Â→ B̂ is an isomorphism of topological rings. Then the following
hold.
(1) Any maximal ideal of A is contained in the image of the induced
map SpecB → SpecA.
(2) If ϕ is flat, then ϕ is faithfully flat.
Theorem 1.5 is a consequence of the following characterisation of
Zariskian f-adic rings.
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Theorem 1.6 (Theorem 5.1). Let (A,A+) be an affinoid ring. Then
A is Zariskian if and only if any maximal ideal of A is contained in the
image of the natural map
θ : Spa (A,A+)→ SpecA, v 7→ Ker(v).
For a Zariskian affinoid ring (A,A+), the above theorem claims that
the image of θ contains all the maximal ideals, however the map θ is
not surjective in general (Theorem 5.7).
Acknowledgement: The author was funded by EPSRC. He would
like to thank the referee for reading the paper carefully and for giving
many constructive comments.
2. Preliminaries
In this section, we summarise notation and basic results.
2.1. Notation.
(1) Throughout the paper, a ring is always assumed to be com-
mutative and to have a unity element with respect to the mul-
tiplication. We say that P is a pseudo-ring, if P satisfies all
the axioms of rings except for the existence of a multiplicative
identity. A subset Q of a pseudo-ring is a pseudo-subring of P
if Q is an additive subgroup of P such that q1q2 ∈ Q for all
q1, q2 ∈ Q. In this case, we consider Q as a pseudo-ring. For
example, any ideal of a ring A is a pseudo-subring of A.
(2) We will freely use the notation and terminology of [Hub93] and
[Hub94]. In particular, given a topological ring A, we denote by
A◦ (resp. A◦◦) the subset of A consisting of the power-bounded
(resp. topological nilpotent) elements. If A is an f-adic ring,
then A◦ is an open subring of A and A◦◦ is an open ideal of
A◦. A map ϕ : A → B of topological rings is an isomorphism
of topological rings if ϕ is bijective and both ϕ and ϕ−1 are
continuous ring homomorphisms.
(3) For a partially ordered set I and an element i0 ∈ I, we set
I≥i0 := {i ∈ I | i ≥ i0}. We define I>i0 in the same way.
(4) For a topological space X , the topology on X is trivial if any
open subset of X is equal to X or the empty set.
Definition 2.1. Let A and B be topological rings.
(1) We define OA as the set of the open subrings of A. If f : A→ B
is a continuous ring homomorphism, we define f ∗ : OB → OA
by B0 7→ f ∗(B0) := f−1(B0). If f ∗ is bijective, then the inverse
map is denoted by f∗.
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(2) Let BA be the set of the bounded open subrings of A.
(3) Let IA be the set of the open subrings of A that are contained
in A◦ and integrally closed in A.
2.2. Group topologies. Let P be a pseudo-ring. Let {Pn}n∈Z≥0 be
a set of additive subgroups of P such that P0 ⊃ P1 ⊃ · · · . Then we
call the group topology on P induced by {Pn}n∈Z≥0 is a topology on P
such that given a subset U of P , U is an open subset of P if and only
if for any x ∈ U , there exists nx ∈ Z≥0 such that x+Pnx ⊂ U . We can
directly check that P is a topological group with respect to the additive
structure. The following lemma gives a criterion for the continuity of
the multiplication map.
Lemma 2.2. Let P be a pseudo-ring. Let {Pn}n∈Z≥0 be a set of a
pseudo-subrings of P such that P0 ⊃ P1 ⊃ · · · . We equip P with the
group topology induced by {Pn}n∈Z≥0. Then the following are equivalent.
(1) P is a topological pseudo-ring, i.e. the multiplication map
µ : P × P → P, (x, y) 7→ xy
is continuous.
(2) For any element x ∈ P and any non-negative integer n, there
exists a non-negative integer m satisfying the inclusion
xPm := {xy ∈ P | y ∈ Pm} ⊂ Pn.
Proof. Assume (1). Take an element x ∈ P and a non-negative integer
n. By (1), the composite map
θ : P → P × P → P, y 7→ (x, y) 7→ xy
is continuous. In particular, we get an inclusion Pm ⊂ θ−1(Pn) for
some m ∈ Z≥0. Therefore we obtain xPm = θ(Pm) ⊂ θ(θ−1(Pn)) ⊂ Pn,
hence (2) holds. Thus (1) implies (2).
Assume (2). Fix z ∈ P and n ∈ Z>0. It suffices to show that
µ−1(z + Pn) is an open subset of P × P . If µ−1(z + Pn) is empty, then
there is nothing to show. Pick (x, y) ∈ µ−1(z + Pn), i.e. xy ∈ z + Pn.
By (2), we can find a positive integer m such that m ≥ n, xPm ⊂ Pn
and yPm ⊂ Pn. Take x′, y′ ∈ Pm. We get
µ(x+x′, y+y′) = xy+x′y+xy′+x′y′ ∈ (z+Pn)+Pn+Pn+Pm ⊂ z+Pn.
Therefore it holds that
(x+ Pm)× (y + Pm) ⊂ µ−1(z + Pn),
hence (1) holds. Thus (2) implies (1). 
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2.3. Quotients by ideals. The materials treated in this subsection
appear in literature (cf. [Hub96, (1.4.1)]).
2.3.1. Quotients of f-adic rings. Let A be an f-adic ring. Let J be an
ideal of A and let π : A → A/J be the natural ring homomorphism.
For a ring of definition A0 of A and an ideal of definition I0 of A0,
we equip A/J with the group topology induced by {π(In0A0)}n∈Z>0.
We can check directly by definition that the topology of A/J does not
depend on the choices of A0 and I0. It follows from Lemma 2.2 that
A/J is a topological ring. Again by definition, we have that A/J is an
f-adic ring and π : A → A/J is adic. We call A/J the quotient f-adic
ring of A by J .
The following lemma should be well-known for experts, however we
include the proof for the sake of completeness.
Lemma 2.3. With the notation as above, the topology on A/J coin-
cides with the quotient topology induced by π.
Proof. To avoid confusion, we call the topology on A/J defined above
the f-adic topology in this proof. Fix a ring of definition A0 of A and
an ideal of definition I0 of A0.
Let V be an open subset of A/J with respect to the quotient topol-
ogy. Pick x ∈ π−1(V ). Since π−1(V ) is an open subset of A, we can
find a positive integer nx satisfying x+ I
nx
0 A0 ⊂ π−1(V ). Thus we get
an equation π−1(V ) =
⋃
x∈π−1(V )(x+ I
nx
0 A0), which implies
V = π
(
π−1(V )
)
=
⋃
x∈π−1(V )
(π(x) + π(Inx0 A0)) .
Therefore, V is an open subset of A/J with respect to the f-adic topol-
ogy.
Let V be an open subset of A/J with respect to the f-adic topol-
ogy. For any y ∈ V , we can find a positive integer ny such that
y+ π(I
ny
0 A0) ⊂ V . Thus we get an equation V =
⋃
y∈V (y+ π(I
ny
0 A0)),
which implies
π−1(V ) =
⋃
y∈V
π−1(y + π(I
ny
0 A0)) =
⋃
y∈V
(y′ + J + I
ny
0 A0),
where y′ is an element of A satisfying π(y′) = y. Thus π−1(V ) is an
open subset of A. Therefore, we have that V is an open subset of A/J
with respect to the quotient topology. 
2.3.2. Quotients of affinoid rings. Let A = (A⊲, A+) be an affinoid
ring. For an ideal J⊲ of A⊲, we equip A⊲/J⊲ with the quotient topol-
ogy. Thanks to Subsection 2.3.1, we have that A⊲/J⊲ is an f-adic ring
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and the induced ring homomorphism π : A⊲ → A⊲/J⊲ is adic. We set
(A/J⊲)+ to be the integral closure of π(A+) in A⊲/J⊲. Then the pair
A/J⊲ := (A⊲/J⊲, (A/J⊲)+) is an affinoid ring and π : A→ A/J⊲ is an
adic ring homomorphism of affinoid rings. We call A/J⊲ the quotient
affinoid ring of A by J⊲.
Remark 2.4. We use the same notation as above. Then A/J⊲ sat-
isfies the following universal property: for any continuous ring homo-
morphism ϕ : A→ B to an affinoid ring B such that ϕ(J⊲) = 0, there
exists a unique continuous ring homomorphism ψ : A/J⊲ → B such
that ϕ = ψ ◦ π.
2.4. Hausdorff quotient. Let A be a topological ring. Then the clo-
sure {0} of the zero ideal in A is an ideal of A and the residue ring
Ahd := A/{0}, equipped with the quotient topology, is a Hausdorff
topological ring. Both of Ahd and A → Ahd are called the Hausdorff
quotient of A. For a continuous ring homomorphism ϕ : A → B, we
get a commutative diagram of continuous ring homomorphisms:
A −−−→ By y
Ahd −−−→ Bhd.
Remark 2.5. Let A be a topological ring and let ϕ : A → B be
a continuous ring homomorphism to a Hausdorff topological ring B.
Then there exists a unique continuous ring homomorphism ψ : Ahd →
B such that ϕ = ψ ◦ π, where π : A→ Ahd is the natural map.
Remark 2.6. Let A be a topological ring and let π : A → Ahd be
its Hausdorff quotient. Clearly, the induced map π∗ : OAhd → OA is
bijective and its inverse map π∗ := (π
∗)−1 satisfies π∗(A0) = π(A0) for
any A0 ∈ OA. Moreover we have that π∗(A0) is canonically isomorphic
to Ahd0 .
Let A be an f-adic ring. For a ring of definition A0 of A and an ideal of
definition I0 of A0, we have that {0} ⊂ In0A0. Thus its image π(In0A0) is
an open subset of Ahd. Since {π(In0A0)}n∈Z>0 is a fundamental system
of open neighbourhoods of 0 ∈ Ahd by Lemma 2.3, we have that Ahd is
an f-adic ring. Moreover, the natural ring homomorphism A→ Ahd is
adic.
Proposition 2.7. Let A be an f-adic ring and let π : A→ Ahd be the
Hausdorff quotient of A. Then the following hold.
(1) It holds that π∗(BA) ⊂ BAhd and π∗(BAhd) ⊂ BA.
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(2) It holds that π(A◦) = (Ahd)◦ and π−1((Ahd)◦) = A◦.
(3) It holds that π∗(IA) ⊂ IAhd and π∗(IAhd) ⊂ IA.
Proof. We now show (1). The former inclusion π∗(BA) ⊂ BAhd follows
from [Hub93, Lemma 1.8(i)]. Let us prove the latter one π∗(BAhd) ⊂
BA. Take B1 ∈ BAhd. For any positive integer n1, the boundedness of
B1 enables us to find a positive integer n2 such that
π(In20 A0) · B1 ⊂ π(In10 A0).
This inclusion immediately induces the following inclusion
In20 A0 · π−1(B1) ⊂ In10 A0,
which implies π∗(BAhd) ⊂ BA. Thus (1) holds. The assertion (2)
follows from (1) and [Hub93, Corollary 1.3(iii)].
We now show (3). Let us prove the former inclusion π∗(IA) ⊂ IAhd.
Take A+ ∈ IA. It follows from (2) that π(A+) ⊂ (Ahd)◦. Take an
element x ∈ A whose image π(x) is integral over π(A+). We get
xn + a1x
n−1 + · · ·+ an ∈ {0}
for some a1, · · · , an ∈ A+. By {0} ⊂ A+, we have that x is integral
over A+. Since A+ is integrally closed in A, we obtain x ∈ A+. Hence,
it holds that π(x) ∈ π(A+). Therefore, we get π(A+) ∈ IAhd and
π∗(IA) ⊂ IAhd . This completes the proof of the inclusion π∗(IA) ⊂
IAhd.
Let us prove the other inclusion π∗(IAhd) ⊂ IA. Take B+ ∈ IAhd . It
follows from (2) that
π−1(B+) ⊂ π−1((Ahd)◦) = A◦.
Take an element x ∈ A which is integral over π−1(B+). We get
xn + a1x
n−1 + · · ·+ an = 0
for some a1, · · · , an ∈ π−1(B+). Since B+ is integrally closed in Ahd, we
have that π(x) ∈ B+ and x ∈ π−1(B+). Therefore, we get π−1(B+) ∈
IA and π
∗(IAhd) ⊂ IA. Thus (3) holds. 
2.5. Completion. Let A be a topological ring. Its completion A→ Â
is defined in [Bou89, Ch II §3 Section 3, Ch. III §6 Sect. 3] (cf. [FK,
Ch. 0, Section 7.1(c)]). When we treat f-adic rings, their completions
can be constructed by the classical method using Cauchy sequences
(cf. [AM69, Section 10.1]). Even for general topological rings, we can
construct the completions by using Cauchy nets in a similar way.
If the topology of A coincides with the I-adic topology for some
finitely generated ideal I, then its completion Â is constructed also by
the inverse limit lim←−nA/I
n.
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Remark 2.8. Let A be a ring, I a finitely generated ideal of A, andM
an A-module. Then the inverse limit M̂ := lim←−nM/InM is complete
with respect to the projective limit topology and M/InM
≃−→ M̂/InM̂
by [FK, Ch. 0, Lemma 7.2.8 and Proposition 7.2.16]. If I is not finitely
generated, there exist counterexamples to these assertions ([FK, Ch.
0, Example 7.2.10]).
Let A be an f-adic ring and let γ : A → Â be the completion. For
any open subring A0 of A, the induced continuous ring homomorphsim
Â0 → Â is injective and open, hence we consider Â0 as an open subring
of Â. In other words, we get a map γ1 : OA → OÂ defined by γ1(A0) =
γ(A0) for any A0 ∈ OA. For a ring of definition A0 of A and an ideal of
definition I0 of A0, it follows from [Hub93, Lemma 1.6(i)] that {In0 Â0} is
a fundamental system of open neighbourhoods of 0 ∈ Â. In particular,
the completion γ : A → Â is adic. The completion γ uniquely factors
through the Hausdorff quotient:
γ : A
π−→ Ahd γ′−→ Â.
Thanks to [Hub93, Corollary 1.9(ii)], also the induced map γ′ is an adic
ring homomorphism.
Lemma 2.9. Let A be an f-adic ring and let γ : A → Â be the com-
pletion. Consider the following two maps:
γ1 : OA → OÂ, A0 7→ γ(A0)
γ∗ : OÂ → OA, B0 7→ γ−1(B0).
Then both γ1 ◦ γ∗ and γ∗ ◦ γ1 are the identity maps.
According to Definition 2.1(1), we set γ∗ := γ1.
Proof. By Remark 2.6, we may assume that A is Hausdorff and A is a
subring of Â.
First we show that γ∗ ◦ γ1 is the identity map. Take A0 ∈ OA.
We show A0 = A0 ∩ A. It suffices to prove that A0 ⊃ A0 ∩ A. Fix
α ∈ A0 ∩ A. There is a Cauchy sequence {an}n∈Z>0 ⊂ A0 converging
to α ∈ A. Since A0 is a closed subset of A, it follows that α ∈ A0.
Therefore we get A0 ⊃ A0 ∩A, hence γ∗ ◦ γ1 is the identity map.
Second we show that γ1 ◦ γ∗ is the identity map. Take B0 ∈ OÂ.
We prove B0 = B0 ∩ A. It suffices to show that B0 ⊂ B0 ∩ A. Take
β ∈ B0. There exists a Cauchy sequence {bn}n∈Z>0 ⊂ A converging to
β. Since B0 is an open subset of Â, we can find N ∈ Z>0 such that
bn−β ∈ B0 for any n ≥ N . Thus we get bn = β+(bn−β) ∈ B0 for any
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n ∈ Z≥N . In particular, the shifted sequence bN , bN+1, · · · is contained
in A ∩ B0. Therefore, we get β ∈ B0 ∩ A, hence γ1 ◦ γ∗ is the identity
map. 
Lemma 2.10. Let B be an f-adic ring and let A be an f-adic subring
of B whose topology coincides with the induced topology from B. Set
j : A →֒ B to be the inclusion map. Then the inclusion j∗(BB) ⊂ BA
holds.
Proof. Let B0 be a bounded subset of B. It suffices to show that B0∩A
is a bounded subset of A. Let U be an open neighbourhood of 0 ∈ A.
There exists an open subset UB of B such that UB ∩A = U . Since B0
is bounded, we can find an open neighbourhood VB of 0 ∈ B such that
B0 · VB ⊂ UB. We get
(B0 ∩A) · (VB ∩ A) ⊂ (B0 · VB) ∩ A ⊂ UB ∩ A = U,
which implies that B0 ∩A is bounded. 
Lemma 2.11. Let A be an f-adic ring and let γ : A → Â be the
completion of A. Let γ∗ : OA → OÂ and γ∗ : OÂ → OA be the induced
maps (cf. Lemma 2.9). Then the following assertions hold.
(1) If A0 ∈ BA, then γ∗(A0) ∈ BÂ.
(2) If B0 ∈ BÂ, then γ∗(B0) ∈ BA.
Proof. By Proposition 2.7, we may assume that A is Hausdorff and A
is a subring of Â. The assertion (1) follows from the fact that γ∗(A0) =
A0 is bounded ([Hub93, Lemma 1.6(i)]). The assertion (2) holds by
Lemma 2.10. 
Lemma 2.12. Let A be an f-adic ring. Then the natural map Â◦ →
(Â)◦ is an isomorphism of topological rings.
Proof. Let γ : A→ Â be the completion of A.
Note that the natural map ϕ : Â◦ → (Â)◦ in the statement is con-
structed as follows. Since the completion γ : A→ Â is adic by [Hub93,
Lemma 1.6], it follows from [Hub93, Corollary 1.3(iii), Lemma 1.8(i)]
that γ(A◦) ⊂ (Â)◦. Taking the completion of γ|A◦ : A◦ → (Â)◦, we ob-
tain a natural continuous ring homomorphism ϕ : Â◦ → (̂Â)◦ = (Â)◦,
where the equation (̂Â)◦ = (Â)◦ follows from the fact that (Â)◦ is an
open, hence a closed, subring of Â.
By the construction of ϕ, it follows that ϕ is open and injective,
hence we can consider Â◦ as an open subring of (Â)◦. It suffices to
show Â◦ ⊃ (Â)◦. Take α ∈ (Â)◦. Let B0 be a bounded open subring
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of (Â)◦ containing α. We set A0 := γ
−1(B0). Then A0 is a bounded
open subring of A such that Â0 = B0 by Lemma 2.11. Thus we obtain
α ∈ Â0 ⊂ Â◦, as desired. 
Lemma 2.13. Let B be an f-adic ring and let A be an open subring
of B. Let Â and B̂ be the completions of A and B, respectively. Set
γ : B → B̂ be the induced map. Then the following hold.
(1) The equation B̂ = γ(B) · Â holds, where γ(B) · Â denotes the
smallest subring of B̂ containing γ(B) ∪ Â.
(2) If A ⊂ B is an integral extension, then so is Â ⊂ B̂.
Proof. We first show (1). Set C := γ(B) ·Â. Since Â is an open subring
of B̂, so is C. In particular, C is a closed subset of B̂ containing γ(B).
Thus B̂ = C, hence (1) holds. The assertion (2) immediately follows
from (1). 
Lemma 2.14. Let A be an f-adic ring. Let γ : A→ Â be the comple-
tion and let γ∗ : OA → OÂ and γ∗ : OÂ → OA be the induced maps
(cf. Lemma 2.9). Then the following hold.
(1) If A+ ∈ IA, then γ∗(A+) ∈ IÂ.
(2) If B+ ∈ IÂ, then γ∗(B+) ∈ IA.
Proof. By Proposition 2.7, we may assume that A is Hausdorff and A
is an subring of Â.
We first show (1). Since γ∗(A
+) = Â+ and Â+ ⊂ Â◦ = (Â)◦
(Lemma 2.12), it suffices to show that Â+ is integrally closed in Â.
Let β ∈ Â be an element which is integral over Â+. We can write
βn + α1β
n−1 + · · ·+ αn = 0
for some αi ∈ Â+. There exist sequences {ai,k}k∈Z>0 ⊂ A+ and
{bk}k∈Z>0 ⊂ A converging to αi and β, respectively. We set
bnk + a1,kb
n−1
k + · · ·+ an,k =: ck ∈ A.
We see that the sequence c1, c2, · · · converges to zero. Since A+ is an
open subset of A, we can assume that {ck}k∈Z>0 ⊂ A+. In particular,
each bk is integral over A
+. As A+ is integrally closed in A, it follows
that {bk}k∈Z>0 ⊂ A+. Therefore, we get β ∈ Â+, hence (1) holds.
We now show (2). Set γ∗(B+) = γ−1(B+) =: A1. Since Lemma 2.12
implies
B+ ⊂ (Â)◦ = Â◦ = γ∗(A◦),
we have that A1 = γ
∗(B+) ⊂ γ∗γ∗(A◦) = A◦. Thus it suffices to prove
that A1 is integrally closed in A. Let A2 be the integral closure of A1
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in A. It follows from A1 ⊂ A2 that A2 is an open subring of A. Since
A2 is integral over A1, it holds by Lemma 2.13(2) that γ∗(A2) = A2 is
integral over γ∗(A1) = γ∗γ
∗(B+) = B+. Thanks to B+ ∈ IÂ, we get
A2 ⊂ B+. By Lemma 2.9, we have that
A2 = γ
∗γ∗A2 = γ
−1(A2) ⊂ γ−1(B+) = A1,
as desired. Thus (2) holds. 
Lemma 2.15. Let A be a topological ring and let θ : A → Â be the
completion of A. Let ϕ : A → B be a continuous ring homomorphism
to a topological ring B that satisfies the following properties:
(1) There exists a continuous ring homomorphism ψ : B → Â such
that θ = ψ ◦ ϕ.
(2) For any open neighbourhood V of 0 ∈ B, there exists an open
neighbourhood W of 0 ∈ Â such that ψ−1(W ) ⊂ V .
Then the induced map ϕ̂ : Â → B̂ is an isomorphism of topological
rings.
Proof. We set θA := θ and let θB : B → B̂ be the completion, so that
we get a commutative diagram:
A
ϕ−−−→ B ψ−−−→ ÂyθA yθB ≃yθ̂A
Â
ϕ̂−−−→ B̂ ψ̂−−−→ ̂̂A.
Step 1. ψ̂ is injective.
Proof. (of Step 1) Take β ∈ B̂ such that ψ̂(β) = 0. There is a
Cauchy net {bi}i∈I ⊂ B whose image {θB(bi)}i∈I converges to β. Since
{ψ(bi)}i∈I is a Cauchy net of Â, it converges to an element α of Â. We
have that
0 = ψ̂(β) = ψ̂(lim
i∈I
θB(bi)) = θ̂A(α),
which implies α = 0. Take an open neighbourhood V of 0 ∈ B. It
follows from (2) that there exists an open neighbourhood W of 0 ∈ Â
such that ψ−1(W ) ⊂ V . Since 0 = α = lim−→i∈I ψ(bi), there exists an
index i0 ∈ I such that ψ(bi) ∈ W for any i ∈ I≥i0. In particular, we get
bi ∈ ψ−1(W ) ⊂ V for any i ∈ I≥i0 . This implies that {bi}i∈I converges
to zero, hence β = θB(limi∈I bi) = 0, as desired. This completes the
proof of Step 1. 
Step 2. θB = ϕ̂ ◦ ψ.
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Proof. (of Step 2) Since ψ̂ is injective by Step 1, it suffices to show that
ψ̂ ◦ θB = ψ̂ ◦ ϕ̂ ◦ ψ, which follows from
ψ̂ ◦ ϕ̂ ◦ ψ = θ̂A ◦ ψ = ψ̂ ◦ θB,
where the first equation is guaranteed by (1). This completes the proof
of Step 2. 
Step 3. ϕ̂ is bijective.
Proof. (of Step 3) Since ψ̂ ◦ ϕ̂ is bijective, we have that ϕ̂ is injective.
It suffices to show that ϕ̂ is surjective. Take β ∈ B̂. We can find a
Cauchy net {bi}i∈I ⊂ B such that its image {θB(bi)}i∈I converges to β.
Since ψ : B → Â is continuous, also {ψ(bi)}i∈I is a Cauchy net. Thus
we can find an element α ∈ Â with α = limi∈I ψ(bi). We have that
ϕ̂(α) = ϕ̂
(
lim
i∈I
ψ(bi)
)
= lim
i∈I
θB(bi) = β,
where the second equation holds by Step 2. Thus ϕ̂ is surjective. This
completes the proof of Step 3. 
Step 4. ϕ̂ is an open map.
Proof. (of Step 4) Let U be an open subset of Â. Since both ϕ̂ and ψ̂
are bijective by Step 3, we get an equation:
ϕ̂(U) = ψ̂−1(ψ̂(ϕ̂(U))).
Since ψ̂(ϕ̂(U)) is an open subset and ψ̂ is continuous, ϕ̂(U) is an open
set. This completes the proof of Step 4. 
Step 3 and Step 4 complete the proof of Lemma 2.15. 
2.6. Topological tensor products. In this subsection, we introduce
tensor products for the category of f-adic rings (Theorem 2.20).
Definition 2.16. Let R be a category. For two arrows ϕ : R → A
and ψ : R → B in R, we say that (T, f, g) is a tensor product in R of
(ϕ, ψ) or of a diagram
R
ϕ−−−→ Ayψ
B,
if the following hold:
(1) T is an object of R,
(2) f : A→ T and g : B → T are arrows ofR such that f◦ϕ = g◦ψ,
and
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(3) for a commutative diagram of arrows of R
R
ϕ−−−→ Ayψ yf ′
B
g′−−−→ C,
there exists a unique arrow θ : T → C in R satisfying f ′ = θ◦f
and g′ = θ ◦ g′.
We often call T the tensor product of (ϕ, ψ) in R if no confusion arises.
Definition 2.17. The tensor products in the category of rings are
called ring-theoretic tensor products.
Definition 2.18. (1) Let (TopRing) be the category of topological
rings whose arrows are the continuous ring homomorphisms.
(2) Let (FadRing) be the full subcategory of (TopRing) whose ob-
jects are f-adic rings.
(3) Let (FadRing)ad be the category of f-adic rings whose arrows
are the adic ring homomorphisms.
Lemma 2.19. LetR be one of the categories (TopRing) and (FadRing).
Let ϕ : R→ A and ψ : R→ B be two arrows of R. Assume that there
exists a tensor product (T, f, g) in R of (ϕ, ψ), then the induced ring
homomorphism A ⊗R B → T from the ring-theoretic tensor product
A⊗R B is bijective.
Proof. We only treat the case where R = (FadRing), as both the proofs
are the same. Take a ring C and a commutative diagram of ring ho-
momorphisms:
R
ϕ−−−→ Ayψ yf ′
B
g′−−−→ C.
We equip C with the trivial topology. Then C is an f-adic ring such that
f ′ and g′ are continuous. Since (T, f, g) is a tensor product in (FadRing)
of (ϕ, ψ), there exists a unique continuous ring homomorphism θ : T →
C such that f ′ = θ◦f and g′ = θ◦g. Take another ring homomorphism
θ˜ : T → C satisfying f ′ = θ˜ ◦ f and g′ = θ˜ ◦ g′. Then θ˜ is automatically
continuous, hence it follows from Definition 2.16 that θ = θ˜. Therefore
the underlying ring T satisfies the universal property characterising
ring-theoretic tensor products. Thus the induced ring homomorphism
A⊗R B → T is bijective. 
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Theorem 2.20. Let ϕ : R → A and ψ : R → B be adic ring homo-
morphisms of f-adic rings. Then the following hold:
(1) There exists a tensor product (T, f, g) in (FadRing) of (ϕ, ψ).
(2) (T, f, g) is a tensor product in (FadRing)ad of (ϕ, ψ).
(3) The induced ring homomorphism A ⊗R B → T from the ring-
theoretic tensor product A⊗R B is bijective.
(4) The induced continuous ring homomorphisms f : A → T and
g : B → T are adic.
An f-adic ring T satisfying the above properties is called a topological
tensor product of (ϕ, ψ). Because of (3), we often denote it by A⊗RB.
Proof. As a ring, we set T := A⊗R B. Let
R
ϕ−−−→ Ayψ yf
B
g−−−→ T
be the induced commutative diagram of ring homomorphisms. Let A0
and B0 be rings of definition of A and B, respectively. Since ϕ
−1(A0)∩
ψ−1(B0) is an open subring of R, we can find a ring of definition R0
of R such that R0 ⊂ ϕ−1(A0) ∩ ψ−1(B0). We have the natural ring
homomorphism
ρ : A0 ⊗R0 B0 → A⊗R B.
We take an ideal of definition I0 of R0. It follows from [Hub93, Lemma
1.8(ii)] that I0A0 and I0B0 are ideals of definition of A0 and B0, re-
spectively. We equip T = A ⊗R B with the group topology defined
by {
ρ
(
Ik0 · (A0 ⊗R0 B0)
)}
k∈Z>0
.
We can check that this topology does not depend on the choices of
R0, A0, B0 and I0.
Claim. The ring T , equipped with the group topology defined as above,
is an f-adic ring such that the induced ring homomorphisms f : A→ T
and g : B → T are adic.
Proof. (of Claim) To show that T is a topological ring, we prove that
the property (2) of Lemma 2.2 holds. Take ξ ∈ A⊗R B and n ∈ Z>0.
We can write ξ =
∑r
i=1 ai ⊗R bi for some ai ∈ A and bi ∈ B. Since A
and B are topological rings, Lemma 2.2 enables us to find m1 ∈ Z>0
satisfying
aiI
m1
0 A0 ⊂ In0A0, biIm10 B0 ⊂ In0B0
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for any i ∈ {1, · · · , r}. In particular, we obtain
ξ · ρ (I2m10 · (A0 ⊗R0 B0)) ⊂ ρ (I2n0 · (A0 ⊗R0 B0)) ,
hence (2) of Lemma 2.2 holds for T . Therefore, T is a topological ring.
Moreover, it follows from definition of the topology on T that T is
an f-adic ring and both of f and g are adic. This completes the proof
of Claim. 
We will show the following property:
(1)′ (T, f, g) is a tensor product in (FadRing) of (ϕ, ψ).
For the time being, let us check that the statement of the theorem
holds if (1)′ holds. We have that (1) follows from (1)′. We obtain (3)
and (4) by the construction of T and Claim, respectively. It follows
from (1)′ and [Hub93, Corollary 1.9(ii)] that (2) automatically holds.
Therefore, the statement of Theorem 2.20 holds if (1)′ holds.
Thus it suffices to show (1)′. Take a commutative diagram
R
ϕ−−−→ Ayψ yf ′
B
g′−−−→ C
in (FadRing). Since T is a ring-theoretic tensor product, there exists
a unique ring homomorphism θ : T → C such that f ′ = θ ◦ f and
g′ = θ ◦ g. It is enough to show that θ is continuous.
Let C1 be an open pseudo-subring of C. Since f
′ and g′ are contin-
uous, we can find a positive integer k such that Ik0A0 ⊂ f ′−1(C1) and
Ik0B0 ⊂ g′−1(C1). Then we have that
{x⊗R 1 | x ∈ Ik0A0} ∪ {1⊗R y | y ∈ Ik0B0} ⊂ θ−1(C1).
Since θ−1(C1) is a pseudo-subring of T , we get
ρ(I2k0 (A0 ⊗R0 B0)) ⊂ θ−1(C1).
Therefore θ is continuous. Thus (1)′ holds, hence so does the statement
of Theorem 2.20. 
2.7. Structure sheaves of Zariskian schemes.
2.7.1. Affine case. In this subsection, we summarise some results from
[FK] for later use. Let A be a ring and let I be an ideal of A. For
an A-module M , recall that M˜ is the quasi-coherent sheaf on SpecA
satisfying M = Γ(SpecA, M˜). We define a sheaf M♦ on a topological
space V (I) by
M♦ := i−1(M˜).
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The following theorem is nothing but [FK, Ch. I, Proposition B.1.4],
however we give a proof of it since the proof of [FK, Ch. I, Proposition
B.1.4] omits some of arguments.
Theorem 2.21. Let A be a ring and let I be an ideal of A. For any
A-module M and element f ∈ A, the equation
Γ(V (I) ∩D(f),M♦) = M ⊗A (1 + IAf)−1Af
holds.
Proof. Take elements f1, · · · , fn ∈ A such that V (I) ⊂ D(f1) ∪ · · · ∪
D(fn). For any A-module N and any element g ∈ A, we set
NZg := N ⊗A (1 + IAg)−1Ag
and NZ := NZ1 . By the proof of [FK, Ch. I, Proposition B.1.4], it
suffices to show that the sequence
(2.21.1) 0→MZ ϕ−→
∏
1≤i≤r
MZfi
ψ−→
∏
1≤i<j≤r
MZfifj
is exact, where ϕ is defined by ϕ(m) = (m ⊗A 1, · · · , m⊗A 1) for any
m ∈M and ψ is defined by the difference.
Replacing A andM by AZ andMZ respectively, we may assume that
A = (1+I)−1A. Thanks to the inclusion V (I) ⊂ D(f1)∪· · ·∪D(fr), the
images of the elements f1, · · · , fr to A/I generate A/I. In particular,
we can find elements g1, · · · , gr ∈ A such that
∑r
i=1 gifi = 1 + z for
some z ∈ I. Since 1 + z ∈ 1 + I ⊂ A×, we may assume that z = 0, i.e.
the equation
(2.21.2)
r∑
i=1
gifi = 1
holds in A.
Step 1. The sequence (2.21.1) is exact if M = A/p for some prime
ideal of A.
Proof. (of Step 1) We may assume that M = A and A is an integral
domain. Since A is an integral domain, it is clear that ϕ is injective.
Take (ξ1, · · · , ξr) ∈
∏
1≤i≤r(1 + IAfi)
−1Afi such that ψ((ξ1, · · · , ξr)) =
0. For each i ∈ {1, · · · , r}, we can write
ξi =
ai
f
ni
i
1 + xi
f
mi
i
.
for some ai ∈ A, xi ∈ I and ni, mi ∈ Z>0. We may assume that there
is a positive integer n such that n = ni = mi for any i ∈ {1, · · · , r}.
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Moreover, replacing fni by fi, the problem is reduced to the case where
n = 1. Thus we obtain
ξi =
ai
fi
1 + xi
fi
.
Since ψ((ξ1, · · · , ξr)) = 0, we get an equation
ai
fi
1 + xi
fi
=
aj
fj
1 +
xj
fj
in (1 + IAfifj)
−1Afifj for any i, j ∈ {1, · · · , r}. Since A is an integral
domain, we get an equation
(2.21.3) (fj + xj)ai = (fi + xi)aj
in A for any i, j ∈ {1, · · · , r}. We set
a :=
r∑
j=1
ajgj.
Then, it holds that
(fi + xi)a =
r∑
j=1
(fi + xi)ajgj =
r∑
j=1
(fj + xj)aigj = ai
(
1 +
r∑
j=1
xjgj
)
,
where the second and third equations hold by (2.21.3) and (2.21.2)
respectively. Since 1 +
∑r
j=1 xjgj ∈ 1 + IA ⊂ A×, we get (1 +∑r
j=1 xjgj)
−1 ∈ A. Thus, for
a˜ :=
(
1 +
r∑
j=1
xjgj
)−1
a,
it holds that ϕ(a˜) = (ξ1, · · · , ξr), as desired. This completes the proof
of Step 1. 
Step 2. Let 0 → M1 → M2 → M3 → 0 be an exact sequence of A-
modules. If (2.21.1) is exact for the cases M = M1 and M =M3, then
(2.21.1) is exact also for the case M =M2.
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Proof. (of Step 2) We have the following commutative diagram
0 0 0y y y
0 −−−→ MZ1 −−−→
∏
1≤i≤r(M1)
Z
fi
−−−→ ∏1≤i<j≤r(M1)Zfifjy y y
0 −−−→ MZ2 −−−→
∏
1≤i≤r(M2)
Z
fi
−−−→ ∏1≤i<j≤r(M2)Zfifjy y y
0 −−−→ MZ3 −−−→
∏
1≤i≤r(M3)
Z
fi
−−−→ ∏1≤i<j≤r(M3)Zfifjy y y
0 0 0
Since A → AZf = (1 + IAf )−1Af is flat for any element f ∈ A, all the
vertical sequences are exact. Moreover, also the upper and lower hor-
izontal sequences are exact by assumption. It follows from a diagram
chase that the middle horizontal sequence is exact, as desired. This
completes the proof of Step 2. 
Step 3. The sequence (2.21.1) is exact if A is a noetherian ring and
M is a finitely generated A-module.
Proof. (of Step 3) Thanks to [Mat89, Theorem 6.5], we can find a
descending sequence of A-submodules of M :
M =: M0 ⊃M1 ⊃ · · · ⊃Mℓ−1 ⊃Mℓ = 0
such that for any k ∈ {0, · · · , ℓ − 1}, there exists a prime ideal pk
of A such that Mk/Mk+1 ≃ A/pk. By Step 2, we may assume that
M = A/p for some prime ideal p of A. The assertion of Step 3 holds
by Step 1. 
Step 4. The sequence (2.21.1) is exact without any additional assump-
tions.
Proof. (of Step 4) We only show the exactness on
∏
1≤i≤rM
Z
fi
, as the
remaining case is easier. Take (ξ1, · · · , ξr) ∈
∏
1≤i≤rM
Z
fi
such that
ψ((ξ1, · · · , ξr)) = 0. Since
MZfi =M ⊗A (1 + IAfi)−1Afi,
we can write
ξi =
µi
f
ni
i
1 + xi
f
mi
i
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for some xi ∈ I, µi ∈ M , ni, mi ∈ Z>0. Since ψ((ξ1, · · · , ξr)) = 0, for
any i, j ∈ {1, · · · , r}, an equation
(fifj)
kij((fifj)
ℓij + yij)(f
mi
i f
mj
j + f
mi
i xj)f
nj
j µi
=(fifj)
kij((fifj)
ℓij + yij)(f
mi
i f
mj
j + f
mj
j xi)f
ni
i µj
(2.21.4)
holds in M for some yij ∈ I, ℓij, kij ∈ Z>0.
Let B1 be the finitely generated Z-subalgebra of A generated by
{fi} ∪ {gi} ∪ {ai} ∪ {xi} ∪ {yij}. Let
J :=
r∑
i=1
B1xi +
∑
1≤i,j≤r
B1yij ⊂ B1.
Let B := (1+J)−1B1. We have a natural ring homomorphism B → A.
In particular, M is an B-module. Let N be the finitely generated
B-submodule of M generated by µ1, · · · , µr. Thanks to Step 3, the
sequence
0→ N ϕ′−→
r∏
i=1
N⊗B (1+JBfi)−1Bfi ψ
′−→
∏
1≤i,j≤r
N⊗B (1+JBfifj)−1Bfifj
is exact. Take an element
η :=
( µ1
f
n1
1
1 + x1
f
m1
1
, · · · ,
µr
fnrr
1 + xr
fmri
)
∈
r∏
i=1
N ⊗B (1 + JBfi)−1Bfi .
It follows from (2.21.4) that ψ′(η) = 0. Thus, we can find an element
µ ∈ N such that ϕ′(µ) = η. For any i ∈ {1, · · · , r}, the equation
fni+qii (f
pi
i + zi)(f
mi
i + xi)µ = f
mi+qi
i (f
pi
i + zi)µi
holds in N for some pi, qi ∈ Z>0 and zi ∈ J . Therefore, we get
ϕ(µ) =
( µ1
f
n1
1
1 + x1
f
m1
1
, · · · ,
µr
fnrr
1 + xr
fmri
)
,
as desired. This completes the proof of Step 4. 
Step 4 completes the proof of Theorem 2.21. 
2.7.2. Global case. Let X be a scheme and let V be a closed subset
of X equipped with the induced topology from X . Set i : V →֒ X to
be the induced continuous map. For a quasi-coherent sheaf F on X
and an affine open subset U of X with A := Γ(U,OX), it follows from
Theorem 2.21 that
(2.7.2.1) Γ(V ∩ U, i−1(F )) = Γ(U, F )⊗A (1 + IA)−1A,
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where I is an ideal of A such that the closed subset V (I) of U = SpecA
corresponding to I is equal to V ∩ U .
3. Zariskian f-adic rings
In Subsection 3.1, we introduce Zariskian f-adic rings and Zariskisa-
tion of f-adic rings. In Subsection 3.2, we show that the Zariskisation
of any f-adic ring is Zariskian. In Subsection 3.3 (resp. 3.4), we dis-
cuss the relation between Zariskisations and Hausdorff quotients (resp.
completions). In Subsection 3.5, we introduce Zariskian affinoid rings.
For some corresponding results for the case of adic rings, we refer to
[FK, Ch. 0, Section 7.3(b) and Ch. I, Section B.1].
3.1. Definition. In this subsection, we introduce Zariskian f-adic rings
and Zariskisation of f-adic rings.
3.1.1. Definition as rings. Let us first define Zariskisations of f-adic
rings without topological structures. In (3.1.2), we shall introduce
topologies on them.
Definition 3.1. Let A be an f-adic ring. We set SZarA := 1+A
◦◦. Since
A◦◦ is an ideal of A◦, it holds that SZarA is a multiplicative subset of A.
We set AZar := (SZarA )
−1A, which is called the Zariskisation of A. Also
the natural ring homomorphism A → AZar is called the Zariskisation
of A. We say that A is Zariskian if SZarA ⊂ A×.
Remark 3.2. Given an f-adic ring A, it is obvious that A is Zariskian
if and only if the natural ring homomorphism A→ AZar is bijective.
Remark 3.3. If ϕ : A→ B be a continuous ring homomorphism, then
we have that A◦◦ ⊂ B◦◦ and ϕ(SZarA ) ⊂ SZarB . In particular, we get a
commutative diagram of ring homomorphisms:
A
ϕ−−−→ By y
AZar
ϕZar−−−→ BZar,
where the vertical arrows are the natural ring homomorphisms.
Lemma 3.4. Let A be an f-adic ring and let A0 be an open subring of
A. Then A is Zariskian if and only if A0 is Zariskian.
Proof. Assume that A0 is Zariskian. Take y ∈ A◦◦. We can find a
positive integer n such that yn ∈ A◦◦0 . Since A0 is Zariskian, we have
that
1− yn ∈ 1 + A◦◦0 ⊂ A×0 ⊂ A×.
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This implies 1− y ∈ A×. Thus A is Zariskian.
Conversely, assume that A is Zariskian. Take y ∈ A◦◦0 . We have that
1 + y ∈ 1 + A◦◦0 ⊂ 1 + A◦◦ ⊂ A×,
where the last inclusion holds because A is Zariskian. Thus, there exists
w ∈ A such that (1 + y)w = 1. It suffices to show that w ∈ A0. Let
us prove wym ∈ A0 for any m ∈ Z≥0 by descending induction on m.
Since y ∈ A◦◦0 , we get wym ∈ A0 for m≫ 0. Thanks to the equation
ymw + ym+1w = ym ∈ A0,
if ym+1w ∈ A0, then ymw ∈ A0. Therefore, it follows that w ∈ A0.
Thus A0 is Zariskian. 
3.1.2. Definition as f-adic rings. For any f-adic ring A, we introduce
a topology on the ring AZar (Definition 3.9), so that also AZar is an
f-adic ring. To this end, we need two auxiliary results: Lemma 3.5 and
Lemma 3.8. Furthermore, we show that AZar is an initial object of the
category of Zariskian f-adic A-algebras (Theorem 3.12).
Lemma 3.5. Let A be an f-adic ring. Let P be an open pseudo-subring
of A◦◦. Then the natural ring homomorphism θ : (1 + P )−1A → AZar
is bijective.
Proof. Take z ∈ SZarA . Since SZarA = 1 + A◦◦, we can write z = 1 − y
for some y ∈ A◦◦. It follows from y ∈ A◦◦ that we get yk ∈ P for some
positive integer k. Therefore, for any a ∈ A, we get
θ
(
a(1 + y + · · ·+ yk−1)
1− yk
)
=
a
1− y =
a
z
.
Thus θ is surjective.
Take a ∈ A and w ∈ 1 + P such that θ(a/w) = 0. This implies that
za = 0 for some z ∈ SZarA . For y ∈ A◦◦ and k ∈ Z>0 such that z = 1−y
and yk ∈ P , we have that (1− yk)a = 0 and 1− yk ∈ 1+P . Therefore
the equation a/w = 0 holds, hence θ is injective. 
Remark 3.6. If A is an f-adic ring whose topology coincides with the
I-adic topology for some ideal I of A, then Lemma 3.5 implies the
following assertions.
(1) The natural ring homomorphism (1+I)−1A→ AZar is bijective.
(2) A is Zariskian if and only if 1 + I ⊂ A×.
Remark 3.7. For an f-adic ring A and an open subring A′ of A, we
can consider (A′)Zar as a subring of AZar by Lemma 3.5.
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Lemma 3.8. Let A be an f-adic ring. For any i ∈ {1, 2}, let Ai be a
ring of definition of A and let Ii be an ideal of definition of Ai. Then,
for any positive integer n1, there exists a positive integer n2 such that
the inclusion
In22 A
Zar
2 ⊂ In11 AZar1
holds as subsets of AZar (cf. Remark 3.7).
Proof. Replacing (A2, I2) by (A1·A2, I2A1·A2) [Hub93, Corollary 1.3(i)],
we may assume that A1 ⊂ A2. Fix a positive integer n1. There is a
positive integer n2 such that I
n2
2 A2 ⊂ In11 A1. Then we get
In22 A
Zar
2 = I
n2
2 (S
Zar
A2 )
−1A2 = I
n2
2 (S
Zar
A1 )
−1A2 ⊂ In11 (SZarA1 )−1A1 = In11 AZar1 ,
where the second equation holds, since the inclusion A1 ⊂ A2 enables
us to apply Lemma 3.5. 
Definition 3.9. Let A be an f-adic ring and let AZar be its Zariskisa-
tion. For a ring of definition A0 of A and an ideal of definition I0 of
A0, we equip A
Zar with the group topology defined by {Ik0AZar0 }k∈Z>0.
Thanks to Lemma 3.8, this topology does not depend on the choice of
A0 and I0. It is easy to check that A
Zar is an f-adic ring (cf. Lemma
2.2).
Remark 3.10. For any f-adic ring A, the natural ring homomorphism
A→ AZar is adic.
Lemma 3.11. Let ϕ : A→ B be a continuous ring homomorphism of
f-adic rings and let ϕZar : AZar → BZar be the induced ring homomor-
phism (cf. Remark 3.3). Then ϕZar is continuous. Moreover, if ϕ is
adic, so is ϕZar.
Proof. Take a ring of definition A0 (resp. B0) of A (resp. B) and an
ideal of definition I0 (resp. J0) of A0 (resp. B0). Fix a positive integer
m. Since ϕ is continuous, we can find a positive integer n such that
In0 ⊂ ϕ−1(Jm0 ).
It follows from Lemma 3.5 that AZar0 = (1 + I
n
0 )
−1A0 and B
Zar
0 = (1 +
Jm0 )
−1B0. In particular, any element ζ ∈ In0AZar0 can be written by
ζ = (1 + x)−1x′ for some x, x′ ∈ In0 . Then we get
ϕZar(ζ) = ϕZar
(
x′
1 + x
)
=
ϕ(x′)
1 + ϕ(x)
∈ Jm0 · (1 + Jm0 )−1B0 = Jm0 BZar0 .
Hence, it holds that In0A
Zar
0 ⊂ (ϕZar)−1(Jm0 BZar0 ). Therefore, ϕZar is
continuous.
If ϕ is adic, then [Hub93, Corollary 1.9(ii)] implies that ϕZar is adic.

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Theorem 3.12. Let A be an f-adic ring and let θ : A → AZar be the
Zariskisation. Then, for any continuous ring homomorphism ϕ : A→
B to a Zariskian f-adic ring B, there exists a unique continuous ring
homomorphism ψ : AZar → B such that ϕ = ψ ◦ θ.
Proof. The assertion follows from Remark 3.2 and Lemma 3.11. 
3.2. Zariskisations are Zariskian. In this subsection, we show that
the Zariskisation of any f-adic ring is Zariskian (Theorem 3.15).
Lemma 3.13. Let A be an f-adic ring. Take elements a1, a2 ∈ A and
s1, s2 ∈ SZarA . If a1 ∈ A◦◦ and the equation a1/s1 = a2/s2 holds in AZar,
then a2 ∈ A◦◦.
Proof. We have the equation s3s2a1 = s3s1a2 in A for some s3 ∈ SZarA .
As we can write si = 1 + yi for some yi ∈ A◦◦, we get
(1 + y3)(1 + y2)a1 = (1 + y3)(1 + y1)a2.
Thanks to a1 ∈ A◦◦ and the fact that A◦◦ is an ideal of A◦, we can find
y ∈ A◦◦ such that
(1 + y)a2 ∈ A◦◦.
We show that yna2 ∈ A◦◦ for any non-negative integer n by de-
scending induction on n. If n ≫ 0, then it follows from y ∈ A◦◦ that
yna2 ∈ A◦◦. Assume that yk+1a2 ∈ A◦◦ for a non-negative integer k.
Since
yka2 + y
k+1a2 = y
k(1 + y)a2 ∈ A◦◦,
we have that yka2 ∈ A◦◦. Therefore, we get a2 ∈ A◦◦, as desired. 
Proposition 3.14. Let A be an f-adic ring. Then the equation
(AZar)◦◦ = (SZarA )
−1A◦◦
holds, where (SZarA )
−1A◦◦ := {s−1y ∈ AZar | y ∈ A◦◦, s ∈ SZarA }.
Proof. First, we show (AZar)◦◦ ⊃ (SZarA )−1A◦◦. Take z ∈ (SZarA )−1A◦◦
and we prove z ∈ (AZar)◦◦. We can write
z =
y1
1 + y2
∈ AZar
for some y1, y2 ∈ A◦◦. Let A0 be a ring of definition of A satisfying
y1, y2 ∈ A0. We see that y1, y2 ∈ A◦◦0 . Take an ideal of definition I0 of
A0. After replacing z by a sufficiently large power z
N , we may assume
that y1 ∈ I0. In particular, we have that
z ∈ I0AZar0 ⊂ (AZar)◦◦,
where the inclusion follows from the definition of the topology on AZar
(cf. Definition 3.9). Thus the inclusion (AZar)◦◦ ⊃ (SZarA )−1A◦◦ holds.
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Second, we show (AZar)◦◦ ⊂ (SZarA )−1A◦◦. Take z ∈ (AZar)◦◦. We
can write z = a/s for some a ∈ A and s ∈ SZarA . Let A0 be a ring
of definition of A and let I0 be an ideal of definition of A0. Since
zn ∈ I0AZar0 for some n ∈ Z>0, we can write
zn =
m∑
ℓ=1
y1ℓ
1 + y2ℓ
for some y1ℓ ∈ I0, y2ℓ ∈ A◦◦0 . In particular, we get y1ℓ, y2ℓ ∈ A◦◦. Hence,
we obtain an/sn = zn ∈ (SZarA )−1A◦◦. It follows from Lemma 3.13 that
an ∈ A◦◦. Since A◦◦ = √A◦◦, we get a ∈ A◦◦. Therefore, we have that
z = a/s ∈ (SZarA )−1A◦◦, as desired. 
Theorem 3.15. Let A be an f-adic ring. Then the Zariskisation AZar
of A is Zariskian.
Proof. Take z ∈ 1 + (AZar)◦◦. By Proposition 3.14, we can write
z = 1 +
y1
1 + y2
=
1 + y1 + y2
1 + y2
for some y1, y2 ∈ A◦◦. Since 1+y1+y2 ∈ SZarA , we have that z ∈ (AZar)×.
Hence, AZar is Zariskian. 
3.3. Relation to Hausdorff quotient. In this subsection, we discuss
the relation between Hausdorff quotients and Zariskisations. It is easy
to find a Hausdorff f-adic ring that is not Zariskian (e.g. the integer ring
Z with the p-adic topology). On the other hand, if a Zariskian f-adic
ring A is noetherian and its topology coincides with the I-adic topology
for some ideal I, then A is Hausdorff (Example 3.17(1)). Unfortunately
the same statement is false in general (Example 3.17(3)). On the other
hand, these two operations commute each other (Proposition 3.20).
Lemma 3.16. Let A be an f-adic ring and let α : A → AZar be the
natural ring homomorphism. Then the inclusion Ker(α) ⊂ {0} holds.
Proof. Take x ∈ Ker(α). Then (1 − y)x = 0 for some y ∈ A◦◦, which
implies x = ykx for any positive integer k. Hence, we get x ∈ {0}. 
Example 3.17. Let A be a ring and let I be an ideal of A. We equip
A with the I-adic topology.
(1) If A is a noetherian ring, then it follows from [AM69, Theorem
10.17] that
∞⋂
n=1
In = {x ∈ A | (1 + y)x = 0 for some y ∈ I}.
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This equation implies that the kernels of A→ Ahd andA→ (1+
I)−1A coincide. In particular, if A is noetherian and Zariskian,
then A is Hausdorff.
(2) In general, the inclusion
∞⋂
n=1
In ⊃ {x ∈ A | (1 + y)x = 0 for some y ∈ I}
holds by Lemma 3.16.
(3) By [AM69, Remark (2) after Theorem 10.17], there exist a ring
B and an ideal J of B such that
∞⋂
n=1
Jn ) {x ∈ B | (1 + y)x = 0 for some y ∈ J}.
We equip B with the J-adic topology. Then the Zariskisation
BZar = (1 + J)−1B of B is not Hausdorff. We shall further
study this example in Subsection 5.2.
Lemma 3.18. Let A be an f-adic ring and let J be an ideal of A. Let
A/J be the quotient f-adic ring of A by J (cf. Subsection 2.3.1). If A
is Zasikian, then also A/J is Zariskian.
Proof. Let π : A → A/J be the induced ring homomorphism. Fix a
ring of definition A0 of A and an ideal of definition I0 of A0. We have
that
1 + π(I0A0) = π(1 + I0A0) ⊂ π(1 + A◦◦) ⊂ π(A×) ⊂ (A/J)×.
Therefore, A/J is Zariskian by Lemma 3.5. 
Lemma 3.19. Let A be a Hausdorff f-adic ring. Then the following
hold.
(1) The natural ring homomorphism A→ AZar is injective.
(2) AZar is Hausdorff.
Proof. The assertion (1) holds by Lemma 3.16. Let us show (2). Take
ζ ∈ ⋂n∈Z>0 In0AZar0 . Since ζ ∈ AZar0 , we can write ζ = a/s for some
a ∈ A0 and s ∈ SZarA0 . It suffices to show that a ∈
⋂
n∈Z>0
In0 . Fix
n ∈ Z>0. Since ζ ∈ In0AZar0 , we get a/s = xn/sn for some xn ∈ In0 and
sn ∈ 1 + I0. In particular, we get an equation
tsna = tsxn ∈ In0
for some t ∈ 1 + I0. We can write tsn = 1− y for some y ∈ I0, hence
(1− yn)a = (1 + y + · · ·+ yn−1)tsxn ∈ In0 .
As yna ∈ In0 , we get a ∈ In0 . Thus (2) holds. 
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Proposition 3.20. Let A be an f-adic ring. Then both the natural
continuous ring homomorphisms
θ1 : A
hd ⊗A AZar → (Ahd)Zar and θ2 : Ahd ⊗A AZar → (AZar)hd
are isomorphisms of topological rings, where Ahd ⊗A AZar denotes the
topological tensor product (cf. Theorem 2.20).
Proof. Fix a ring of definition A0 of A and an ideal of definition I0 of
A0.
Step 1. The map θ1 : A
hd ⊗A AZar → (Ahd)Zar is an isomorphism of
topological rings.
Proof. (of Step 1) Let N := Ker(A→ Ahd). Since the image of A◦◦ by
A→ Ahd is equal to (Ahd)◦◦, we get
Ahd ⊗A AZar = (A/N)⊗A (SZarA )−1A = (SZarAhd)−1(A/N) = (Ahd)Zar,
hence the ring homomorphism θ1 is bijective. For any k ∈ Z≥0, the
images of Ik0 (A
hd
0 ⊗A0 AZar0 ) and Ik0 (Ahd0 )Zar in (Ahd)Zar coincide via θ1.
Therefore, θ1 is an open map. This completes the proof of Step 1. 
Step 2. (AZar)hd is Zariskian.
Proof. (of Step 2) The assertion follows from Lemma 3.18. 
Step 3. The map θ2 : A
hd ⊗A AZar → (AZar)hd is an isomorphism of
topological rings.
Proof. (of Step 3) Let R be the category of Hausdorff Zariskian f-adic
A-algebras whose arrows are continuous A-algebra homomorphisms. It
follows from Lemma 3.19(2) that (Ahd)Zar is Hausdorff. In particular,
Step 1 implies that Ahd ⊗A AZar is a Hausdorff Zariskian f-adic A-
algebra. Then we see that Ahd ⊗A AZar is an initial object of R by
Remark 2.5, Theorem 2.20 and Theorem 3.12. It suffices to show that
(AZar)hd is an initial object of R. It follows from Step 2 that (AZar)hd
is an object of R. By Remark 2.5 and Theorem 3.12, (AZar)hd is an
initial object of R, as desired. 
Step 1 and Step 3 complete the proof of Proposition 3.20. 
3.4. Relation to completion. The main result of this subsection is
Theorem 3.22 which asserts that any f-adic ring and its Zariskisation
has the same completion. We start with the following basic result.
Lemma 3.21. Let A be a complete f-adic ring. Then A is Zariskian.
Proof. Take y ∈ A◦◦. Since 1+y+y2+ · · · ∈ Â, we get 1−y ∈ A×. 
28 HIROMU TANAKA
Theorem 3.22. Let A be an f-adic ring. Let α : A → AZar be its
Zariskisation and let γ : A→ Â be its completion. Then the following
hold.
(1) There exists a unique continuous ring homomorphism β : AZar →
Â such that γ = β ◦ α.
(2) For any non-negative integer k, ring of definition A0 of A and
ideal of definition I0 of A0, the equation
Ik0A
Zar
0 = β
−1(Ik0 Â0)
holds.
(3) The induced map α̂ : Â→ ÂZar is an isomorphism of topological
rings.
Proof. The assertion (1) holds by Theorem 3.12 and Lemma 3.21.
We now show (2). Taking the Hausdorff quotients of A → AZar, we
may assume that A is Hausdorff and both A and AZar are subrings
of Â (Proposition 3.20). It suffices to show the equation: Ik0A
Zar
0 =
Ik0 Â0 ∩ AZar. Since the inclusion Ik0AZar0 ⊂ Ik0 Â0 ∩ AZar is clear, it is
enough to prove the opposite one: Ik0A
Zar
0 ⊃ Ik0 Â0 ∩ AZar.
We have the following:
Ik0 = I
k
0 Â0 ∩ A ⊂ A ⊂ Â.
Applying the functor (−)⊗A0 AZar0 , we get
(3.22.1) Ik0 ⊗A0 AZar0 = (Ik0 Â0 ∩A)⊗A0 AZar0 ⊂ A⊗A0 AZar0 ⊂ Â⊗A0 AZar0 .
Consider the induced ring isomorphism:
θ : Â⊗A0 AZar0 ≃−→ Â, x⊗ y 7→ xy.
Claim. The inclusion
Ik0 Â0 ∩ AZar ⊂ θ((Ik0 Â0 ∩A)⊗A0 AZar0 ).
holds.
Proof. (of Claim) Take ζ ∈ Ik0 Â0 ∩ AZar. By Lemma 3.5, we can find
s ∈ 1 + I0 such that sζ ∈ Ik0 Â0 ∩A. In particular, we get
sζ ⊗ s−1 ∈ (Ik0 Â0 ∩ A)⊗A0 AZar0 ,
which implies
ζ = θ(sζ ⊗ s−1) ∈ θ((Ik0 Â0 ∩ A)⊗A0 AZar0 ).
This completes the proof of Claim. 
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We obtain
Ik0 Â0 ∩ AZar ⊂ θ((Ik0 Â0 ∩ A)⊗A0 AZar0 ) = θ(Ik0 ⊗A0 AZar0 ) = Ik0AZar0 ,
where the inclusion holds by Claim and the first equation follows from
(3.22.1). Thus (2) holds.
Thanks to (1) and (2), we can apply Lemma 2.15, hence the assertion
(3) holds. This completes the proof of Theorem 3.22. 
Corollary 3.23. Let A be an f-adic ring. Let α : A → AZar be the
Zariskisation of A. Then the following hold.
(1) The induced map α∗ : OAZar → OA is bijective, and the inverse
map (α∗)−1 =: α∗ satisfies α∗(A0) = A
Zar
0 for any A0 ∈ OA.
(2) It holds that α∗(BA) = BAZar and α
∗(BAZar) = BA.
(3) It holds that α∗(IA) = IAZar and α
∗(IAZar) = IA.
Proof. Take the Zariskisation and the completion of A (cf. Theo-
rem 3.22(1)):
γ : A
α−→ AZar β−→ Â.
We show (1). By Lemma 2.9, we see that β∗ and γ∗ are bijective,
hence so is α∗. Take A0 ∈ OA. By Theorem 3.22(3), we have that
γ∗(A0) = β∗(A
Zar
0 ), which implies that
α∗(A0) = β
∗β∗α∗(A0) = β
∗γ∗(A0) = β
∗β∗(A
Zar
0 ) = A
Zar
0 .
Thus (1) holds.
The assertion (2) (resp. (3)) follows from Lemma 2.11 (resp. Lemma
2.14). 
3.5. Zariskian affinoid rings. In this subsection, we introduce Zariskian
affinoid rings and Zariskisation of affinoid rings.
Definition 3.24. Let A = (A⊲, A+) be an affinoid ring. We define the
Zariskisation AZar of A by AZar := ((A⊲)Zar, (A+)Zar).
Remark 3.25. We use the same notation as in Definition 3.24. Then
the following hold.
(1) By Definition 3.9, (A⊲)Zar is an f-adic ring. It follows from
Corollary 3.23(3) that (A+)Zar ∈ IAZar . Thus
AZar = ((A⊲)Zar, (A+)Zar)
is an affinoid ring.
(2) By Theorem 3.22, there exist natural continuous A-algebra ho-
momorphisms:
γ : A
α−→ AZar β−→ Â,
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where β and γ are the completions. Moreover, all of α, β and
γ are adic.
Definition 3.26. An affinoid ring A is Zariskian if the natural ho-
momorphism A → AZar is an isomorphism of affinoid rings (cf. Re-
mark 3.25(2)).
Remark 3.27. Let A be an affinoid ring. Then its Zariskisation AZar
is Zariskian by Theorem 3.15.
Proposition 3.28. Let A be an affinoid ring and let α : A→ AZar be
the Zariskisation of A. Then, for a continuous ring homomorphism ϕ :
A→ B to a Zariskian affinoid ring B, there exists a unique continuous
ring homomorphism ψ : AZar → B of affinoid rings such that ϕ = ψ◦α.
Proof. The assertion follows from Theorem 3.12. 
Lemma 3.29. Let A = (A⊲, A+) be an f-adic ring and let J⊲ be an
ideal of A⊲. Let A/J⊲ be the quotient affinoid ring of A by J⊲ (cf.
Subsection 2.3.2). If A is Zariskian, then also A/J⊲ is Zariskian.
Proof. The assertion immediately follows from Lemma 3.18. 
4. Zariskian adic spaces
In this section, we introduce Zariskian adic spaces. In Subsection 4.1,
we establish foundations for the affinoid case. In particular we define
a presheaf OZarA on SpaA for any affinoid ring A. In Subsection 4.2,
we prove that OZarA is actually a sheaf. In Subsection 4.3, we define
Zariskian adic spaces. In Subsection 4.4, we exhibit examples that
violate the Tate acyclicity.
4.1. Affinoid case. In this subsection, we introduce a presheaf OZarA
on SpaA for any affinoid ring A. This is a Zariskian analogue of Huber’s
affinoid adic spaces introduced in [Hub94, Section 1]. Indeed, most of
our arguments are quite similar to the ones in [Hub94, Section 1].
In (4.1.1), we consider what the definition of OZarA (U) should be for
rational subsets U . In (4.1.2), we define OZarA based on results obtained
in (4.1.1).
4.1.1. Rational localisation. Let A = (A⊲, A+) be an affinoid ring and
let U be a rational subset of SpaA. Then there exist elements f1, · · · , fr, g ∈
A⊲ such that (f1, · · · , fr, g) is an open ideal of A⊲ and
U = R
(
f1, · · · , fr
g
)
.
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Take a ring of definition A0 of A
⊲ and an ideal of definition I0 of A0.
We set B⊲ := A⊲[1/g] = (A⊲)g and B0 := A0 [f1/g, · · · , fr/g] ⊂ B⊲.
We equip B⊲ with the group topology induced by {Ik0B0}k∈Z>0 . We
can check that this topology does not depend on the choice of A0 and
I0. Set B
+ to be the integral closure of B+[f1/g, · · · , fr/g] in B⊲. We
set
A
(
f1, · · · , fr
g
)
:= (B⊲, B+).
It follows that A
(
f1,··· ,fr
g
)
is an affinoid ring and the induced ring
homomorphism A → A
(
f1,··· ,fr
g
)
is adic. Let A
(
f1,··· ,fr
g
)Zar
be the
Zariskisation of A
(
f1,··· ,fr
g
)
and let
ϕ = ϕU : A
α−→ A
(
f1, · · · , fr
g
)
θ−→ A
(
f1, · · · , fr
g
)Zar
=: ZA(U)
be the induced adic ring homomorphisms. Although it is not clear that
ZA(U) does not depend on the choices of f1, · · · , fr, g, we shall later see
in Lemma 4.2 that this is actually true. To this end, we first establish
an auxiliary result: Lemma 4.1.
Lemma 4.1. Let A = (A⊲, A+) be a Zariskian affinoid ring. Then the
following hold.
(1) (A⊲)× is an open subset of A⊲.
(2) If m is a maximal ideal of A⊲, then there exists a point v ∈
SpaA such that m = Ker(v).
Proof. First we show (1). Since 1 + (A⊲)◦◦ is an open subset of A⊲, so
is
(A⊲)× =
⋃
x∈(A⊲)×
x · (1 + (A⊲)◦◦).
Thus the assertion (1) holds.
Second we show (2). Since (A⊲)× is an open subset of A⊲ by (1), the
inclusion m ⊂ A⊲ \ (A⊲)× implies m ⊂ A⊲ \ (A⊲)×, where m denotes
the closure of m in A⊲. Since m is again an ideal of A⊲ such that
m ⊂ m ( A⊲, we have that m = m. We set B⊲ := A⊲/m to be the
topological ring equipped with the quotient topology induced from A⊲.
Since m = m, it holds that B⊲ is Hausdorff. Let B+ be the integral
closure of the image of A+. Then B := (B⊲, B+) is an affinoid ring
(cf. Subsection 2.3.2). It follows from [Hub93, Proposition 3.6(i)] that
SpaB 6= ∅. Since we have a natural continuous ring homomorphism
A → B, any element of the image of SpaB → SpaA is an element
v ∈ SpaA as in the statement. Thus (2) holds. 
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Lemma 4.2. Let A = (A⊲, A+) be an affinoid ring. Let U be a ra-
tional subset of SpaA and let f1, · · · , fr, g ∈ A⊲ be elements such that
(f1, · · · , fr, g) is an open ideal of A⊲ and
U = R
(
f1, · · · , fr
g
)
.
If ψ : A → C is a continuous ring homomorphism to a Zariskian
affinoid ring such that the image of the induced map Spa (ψ) : SpaC →
SpaA is contained in U , then there exists a unique continuous ring
homomorphism
ψ′ : A
(
f1, · · · , fr
g
)Zar
→ C
such that ψ = ψ′ ◦ ϕ.
Proof. Let ψ : A → C be a continuous ring homomorphism to a
Zariskian affinoid ring C = (C⊲, C+) satisfying Im (Spa (ψ)) ⊂ U . We
now show the following two assertions.
(i) ψ(g) ∈ (C⊲)×.
(ii) ψ(f1)/ψ(g), · · · , ψ(fr)/ψ(g) ∈ C+.
First we prove (i). By Im(Spa (ψ)) ⊂ U = R
(
f1,··· ,fr
g
)
, we have that
v(ψ(g)) 6= 0 for any v ∈ SpaC. It follows from Lemma 4.1(2) that
ψ(g) is not contained in any maximal ideal of C⊲. Thus (i) holds.
Second we show (ii). Again by Im(Spa (ψ)) ⊂ U = R
(
f1,··· ,fr
g
)
,
we have that v(ψ(fi)/ψ(g)) ≤ 1 for any v ∈ SpaC and any i ∈
{1, · · · , r}. By [Hub93, Lemma 3.3(i)], we get ψ(fi)/ψ(g) ∈ C+ for
any i ∈ {1, · · · , r}. Thus (ii) holds.
By (i) and (ii), there exists a unique ring homomorphism ψ1 : A
(
f1,··· ,fr
g
)
→
C inducing the following factorisation:
ψ : A
α−→ A
(
f1, · · · , fr
g
)
ψ1−→ C.
It follows from [Hub94, (1.2)(ii)] that ψ1 is continuous. Taking the
Zariskisation of ψ1, we get a unique factorisation of ψ1:
ψ : A→ A
(
f1, · · · , fr
g
)
θ−→ A
(
f1, · · · , fr
g
)Zar
ψ′−→ C.
We are done. 
Lemma 4.3. Let A be an affinoid ring and let U be a rational subset
of SpaA. Then the following assertions hold.
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(1) If V is a rational subset of SpaA such that V ⊂ U , then there
is a unique continuous ring homomorphism ZA(U) → ZA(V )
that commutes with ϕV : A→ ZA(V ) and ϕU : A→ ZA(U).
(2) The induced map Spa (ϕU) : SpaZA(U) → SpaA is an open
injective map whose image is equal to U . If W is a rational
subset of SpaZA(U), then so is Spa (ϕU)(W ). If V is a rational
subset of SpaA contained in U , then also (Spa (ϕU))
−1(V ) is a
rational subset.
(3) Set B := ZA(U) and g := Spa(ϕU) : SpaB → SpaA. Let
V be a rational subset of SpaA contained in U . Then there
exists a unique continuous ring homomorphism r : ZA(V ) →
ZB(g
−1(V )) such that the following diagram is commutative:
ZB(g
−1(V )) ←−−− ZA(V )x x
B ←−−− A.
Furthermore, r is an isomorphism of topological rings.
Proof. The assertion (1) holds by Lemma 4.2. The assertion (2) follows
from [Hub94, Lemma 1.5(ii)] and Theorem 3.22. As for (3), we can
apply the same argument as in [Hub94, Lemma 1.5(iii)] after replacing
FA(−) and [Hub94, Lemma 1.3] by ZA(−) and Lemma 4.2, respectively.

4.1.2. Zariskian structure presheaves. Let A = (A⊲, A+) be an affinoid
ring. For any open subset V of SpaA, we set
Γ(V,OZarA ) := OZarA (V ) := lim←−
U⊂V,
U : rational
subset
ZA(U)
⊲,
where the inverse limit is taken in the category of A⊲-algebras. We
equip OZarA (V ) with the inverse limit topology. If V1 and V2 are open
subsets of SpaA satisfying V1 ⊃ V2, then the induced ring homomor-
phism OZarA (V1) → OZarA (V2) is continuous. Thus OZarA is a presheaf of
topological rings.
Fix x ∈ SpaA. Set
OZarA,x := lim−→
x∈U
OZarA (U),
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where the direct limit is taken in the category of rings. We obtain a
natural isomorphism of rings:
lim−→
x∈U,
U : rational
subset
OZarA (U) ≃−→ lim−→
x∈U
OZarA (U).
For any rational subset U with x ∈ U , the valuation x : A⊲ → Γx∪{0}
is uniquely extended to a valuation vU : OZarA (U)→ Γx∪{0}. Thus the
set of valuations {vU}x∈U define a valuation
vx : OA,x → Γx ∪ {0}.
For any open subset U of SpaA, we set
OZar,+A (U) := {f ∈ OZarA (U) | vx(f) ≤ 1 for any x ∈ U}.
Then OZar,+A is a presheaf of rings on SpaA. For any x ∈ SpaA, we set
OZar,+A,x (U) to be the stalk of OZar,+A at x.
Proposition 4.4. The following hold.
(1) For any x ∈ SpaA, the stalk OZarA,x is a local ring whose maximal
ideal is equal to Ker(vx).
(2) For any x ∈ SpaA, the stalk OZar,+A,x is a local ring. It holds that
OZar,+A,x = {f ∈ OZarA,x | vx(f) ≤ 1} and its maximal ideal is equal
to {f ∈ OZarA,x | vx(f) < 1}.
(3) For any open subset U of SpaA and f, g ∈ OZarA (U), the set
{x ∈ U | vx(f) ≤ vx(g) 6= 0} is an open subset of SpaA.
(4) For any rational subset U of SpaA, it holds that OZarA (U) =
ZA(U)
⊲ and OZar,+A (U) = ZA(U)+.
Proof. We can apply the same argument as in [Hub94, Proposition 1.6]
after replacing [Hub94, Lemma 1.5] by Lemma 4.3. 
Let A = (A⊲, A+) be an affinoid ring. Let M be an A⊲-module. For
any open subset V of SpaA, we set
Γ(V,M ⊗OZarA ) := lim←−
U⊂V,
U : rational
subset
M ⊗A ZA(U)⊲,
where the inverse limit is taken in the category of A⊲-modules. We
have that M ⊗OZarA is a presheaf of OA-modules.
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4.2. Structure sheaves. The purpose of this subsection is to show
that the structure presheaf OZarA is actually a sheaf (Theorem 4.6). To
this end, we start with an auxiliary result (Lemma 4.5) that assures
the existence of refined rational coverings.
Lemma 4.5. Let A = (A⊲, A+) be a Zariskian affinoid ring and let
U be an open cover of SpaA. Then there exist elements f0, · · · , fn ∈ A⊲
such that
∑n
i=0A
⊲fi = A
⊲ and the induced open cover
{
R
(
f0,··· ,fn
fi
)}
0≤i≤n
of SpaA is a refinement of U .
Proof. Let γ : A⊲ → Â⊲ be the completion. Thanks to [Hub94, Lemma
2.6], we can find a refinement U by a rational covering
{
R
(
f0,··· ,fn
fi
)}
0≤i≤n
for some elements f0, · · · , fn, a0, · · · , an ∈ Â⊲ such that
∑n
i=0 aifi = 1.
Fix a ring of definition A0 of A
⊲ and an ideal of definition I0 of A0.
By [Hub93, Lemma 3.10], we can find elements f ′0, · · · , f ′n ∈ A⊲ whose
images by γ are sufficiently close to f0, · · · , fn, so that
−1 +
n∑
i=0
aiγ(f
′
i) ∈ I0Â0
and
R
(
f0, · · · , fn
fi
)
= R
(
f ′0, · · · , f ′n
f ′i
)
for any i ∈ {0, 1, · · · , n}. Take elements a′i ∈ A⊲ whose images by γ
are sufficiently close to ai, so that
−1 +
n∑
i=0
γ(a′if
′
i) ∈ I0Â0.
Therefore, we get
−1 +
n∑
i=0
a′if
′
i ∈ γ−1(I0Â0) = I0A0.
Since A⊲ is Zariskian, we get
∑n
i=0A
⊲f ′i = A
⊲ as desired. 
Theorem 4.6. Let A = (A⊲, A+) be an affinoid ring and let M be an
A⊲-module. Then the presheaf M ⊗OZarA on SpaA is a sheaf.
Proof. Replacing A by its Zariskisation, we may assume that A is
Zariskian. Set X := SpaA. Take elements f0, · · · , fn ∈ A⊲ such that∑n
k=0A
⊲fk = A
⊲. Set Uk := R
(
f0,··· ,fn
fk
)
and Uk1k2 := Uk1 ∩ Uk2 for
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any 0 ≤ k, k1, k2 ≤ n. Thanks to Lemma 4.5, it suffices to show that
the sequence
(4.6.1)
0→ (M⊗OZarA )(X)
ϕ−→
∏
0≤k≤n
(M⊗OZarA )(Uk)
ψ−→
∏
0≤k1<k2≤n
(M⊗OZarA )(Uk1k2)
is exact. Fix a ring of definition A0 of A
⊲ and an ideal of definition I0
of A0. We have that
(M ⊗OZarA )(X) = M,
(M ⊗OZarA )(Uk) =M ⊗A⊲
(
1 + I0A0
[
f0
fk
, · · · , fn
fk
])−1
A⊲
[
1
fk
]
,
(M⊗OZarA )(Uk1k2) =M⊗A⊲
(
1 + I0A0
[{
fℓ1fℓ2
fk1fk2
}
0≤ℓ1,ℓ2≤n
])−1
A⊲
[
1
fk1fk2
]
.
Let J0 be the A0-submodule of A
⊲ defined by
J0 :=
n∑
k=0
A0fk ⊂ A⊲.
For J := J0A
⊲ = A⊲, we get a commutative diagram of schemes:
Proj(
⊕∞
d=0 J
d)
π−−−→ SpecA⊲yβ yα
Proj(
⊕∞
d=0 J
d
0 )
π0−−−→ SpecA0,
where J0 := A⊲ and J00 := A0. By J = A
⊲, we have that π is an
isomorphism. We get a morphism
σ := β ◦ π−1 : SpecA⊲ → Proj
(
∞⊕
d=0
Jd0
)
.
It holds that β is an affine morphism satisfying β−1(D+(fk)) = D+(fk)
for any k ∈ {0, · · · , n}. Since the equation π−1(D(fk)) = D+(fk) holds,
we obtain σ−1(D+(fk)) = D(fk). Thus, for any non-empty subset K
of {0, · · · , n}, if we set
fK :=
∏
k∈K
fi,
then it holds that
(4.6.2) Γ(D+ (fK) , σ∗M˜) = Γ(D (fK) , M˜) =M ⊗A⊲ A⊲
[
1
fK
]
.
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Claim. For any non-empty subset K of {0, · · · , n}, the equation
(4.6.3) Γ
(
D+(fK),OProj(⊕∞d=0 Jd0 )
)
= A0
[{
fi1 · · · fi|K|
fK
}
0≤ij≤n
]
holds, where the right hand side is defined as the A0-subalgebra of
A⊲[1/fK ] generated by the set {fi1 · · · fi|K|f−1K | 0 ≤ ij ≤ n}.
Proof. (of Claim) Consider the following A0-algebra homomorphisms
of graded A0-algebras preserving degrees
A0[t0, · · · , tn] ρ−→
∞⊕
d=0
Jd0 →֒ A⊲[s]
tk 7→ fks
where A0[t0, · · · , tn] is the polynomial ring over A0 and fks is the ele-
ment of degree one which is the same element as fk. We set
tK :=
∏
k∈K
tk.
Taking localisations, we obtain A0-algebra homomorphisms of graded
A0-algebras preserving degrees:
A0[t0, · · · , tn, t−1K ]
ρK−→
(
∞⊕
d=0
Jd0
)[
1
fKs|K|
]
q→֒
(
A⊲
[
1
fK
])
[s, s−1].
Since ρ is surjective, so is ρK . It follows from [Har77, Ch. II, Proposi-
tion 2.5(b)] that the left hand side Γ
(
D+(fK),OProj(⊕∞d=0 Jd0 )
)
of (4.6.3)
is nothing but the degree zero part of the graded ring (
⊕∞
d=0 J
d
0 )[1/fKs
|K|],
which is equal to ρK
(
A0[{
ti1 ···ti|K|
tK
}0≤ij≤n]
)
because ρK is surjective and
preserving degrees. Embedding this ring via q, we get
Γ
(
D+(fK),OProj(⊕∞d=0 Jd0 )
)
= ρK
(
A0
[{
ti1 · · · ti|K|
tK
}
0≤ij≤n
])
q,≃−−→ A0
[{
fi1 · · · fi|K|
fK
}
0≤ij≤n
]
where the right hand side is the A0-subalgebra of A
⊲[1/fK ] generated
by {fi1 · · · fi|K|f−1K | 0 ≤ ij ≤ n}. This completes the proof of Claim.

Let ι : W = π−10 (V (I0)) →֒ Proj(
⊕∞
d=0 J
d
0 ) be the inclusion map and
we equip W the induced topology. We set D(g) := D(g) ∩W for any
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homogeneous element g of positive degree. ForM := ι−1σ∗M˜, we have
that
Γ(D+(fk),M)
= M ⊗A⊲ A⊲
[
1
fk
]
⊗
A0
[
f0
fk
,··· , fn
fk
]
(
A0
[
f0
fk
, · · · , fn
fk
])Z
= M ⊗A⊲
(
1 + I0A0
[
f0
fk
, · · · , fn
fk
])−1
A⊲
[
1
fk
]
= (M ⊗OZarA )(Uk).
where we set(
A0
[
f0
fk
, · · · , fn
fk
])Z
:=
(
1 + I0A0
[
f0
fk
, · · · , fn
fk
])−1(
A0
[
f0
fk
, · · · , fn
fk
])
and the first equation follows from (4.6.2), (4.6.3) and the equation
(2.7.2.1) in Subsection 2.7.2. By the same argument, we get
Γ(D+(fk1fk2),M) = (M ⊗OZarA )(Uk1k2).
Therefore, the sequence (4.6.1) coincides with the following sequence
0→ Γ(W,M)→
∏
0≤k≤n
Γ(D+(fk),M)→
∏
0≤k1<k2≤n
Γ(D+(fk1fk2),M).
This is an exact suquence, since M = ι−1σ∗M˜ is a sheaf. Thus also
(4.6.1) is exact. 
4.3. Zariskian adic spaces. Let V be the category of the triples
(X,OX , (vx)x∈X), where X is a topological space, OX is a sheaf of
topological rings, and each vx is a valuation of the stalk OX,x. An
arrow f : X → Y is a morphism in V if f is a continuous map
such that f ♯ : OY → f∗OX is a continuous ring homomorphism and
that the valuation vf(x) is equivalent to the composition of vx and
f ♯x : OY,f(x) → OX,x.
Definition 4.7. For an affinoid ring A, the object
(SpaA,OZarA , (vx)x∈SpaA)
of V is called the Zariskian adic space associated with A. An affi-
noid Zariskian adic space is an object of V which is isomorphic to the
Zariskian adic space associated with an affinoid ring.
A Zariskian adic space is an object (X,OX , (vx)x∈X) such that any
point x ∈ X has an open neighbourhood U ofX to which the restriction
(U,OX |U , (vx)x∈U) is an affinoid Zariskian adic space. A morphism of
adic spaces is a morphism in V.
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4.4. Examples violating the Tate acylicity.
Notation 4.8. Fix a prime number p such that p 6= 2. In the following,
we equipQ and Z(p) with the p-adic topologies. We equip Q[t] the group
topology induced by {pnZ(p)[t]}n∈Z>0 . Then the pair
A := (Q[t],Z(p)[t])
is an affinoid ring. Let
U1 := R
(
1
t+ 1
)
, U2 := R
(
1
t− 1
)
be rational subsets of SpaA. We get
U1 ∩ U2 = R
(
1
t2 − 1
)
We consider the following map
ρ : OZarA (U1)×OZarA (U2) → OZarA (U1 ∩ U2)
(f, g) 7→ f |U1∩U2 − g|U1∩U2.
Lemma 4.9. We use Notation 4.8. Then
SpaA = R
(
1
t+ 1
)
∪ R
(
1
t− 1
)
.
Proof. Take v ∈ Spa(Q[t],Z(p)[t])\R( 1t+1). Then we have that v(t+1) <
1 = v(2), which implies
v(t− 1) = v(t+ 1− 2) = 1.
Thus we get v ∈ R( 1
t−1
), as desired. 
Proposition 4.10. We use Notation 4.8. Then ρ is not surjective.
Proof. The map ρ can be written as
ρ : Q
[
t,
1
t+ 1
]Zar
×Q
[
t,
1
t− 1
]Zar
→ Q
[
t,
1
t2 − 1
]Zar
.
We embed all the rings appearing above into Q(t). We have that
1
1 + p
t2−1
∈
(
1 + pZ(p)
[
t,
1
t2 − 1
])−1
Q
[
t,
1
t2 − 1
]
= Q
[
t,
1
t2 − 1
]Zar
.
Assume that this element is in the image of ρ. Let us derive a contra-
diction. We can write
1
1 + p
t2−1
=
g1(t,
1
t+1
)
1 + pf1(t,
1
t+1
)
+
g2(t,
1
t−1
)
1 + pf2(t,
1
t−1
)
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for some fi(X, Y ) ∈ Z(p)[X, Y ] and gi(X, Y ) ∈ Q[X, Y ]. Taking the
multiplication with the product of the denominators, we get
(4.10.4)(
1 + pf1
(
t,
1
t+ 1
))(
1 + pf2
(
t,
1
t− 1
))
=
(
1 +
p
t2 − 1
)
g
(
t,
1
t2 − 1
)
for some g(t, 1
t2−1
) ∈ Q[t, 1
t2−1
]. We have that g(t, 1
t2−1
) ∈ Z(p)[t, 1t2−1 ].
Indeed, otherwise we can find a positive integer ν such that pνg(t, 1
t2−1
) ∈
Z(p)[t,
1
t2−1
] and its modulo p reduction is not zero, which contradicts
the fact that Fp[t,
1
t2−1
] is an integral domain, where Fp := Z/pZ.
Claim. (1 + p
t2−1
)Z(p)[t,
1
t2−1
] is a prime ideal of Z(p)[t,
1
t2−1
].
Proof. (of Claim) We have that t2 − 1 + p is an irreducible polynomial
over Q, which in turn implies that
(t2 − 1 + p)Z(p)[t]
is a prime ideal of Z(p)[t]. In particular, we get t
2−1 6∈ (t2−1+p)Z(p)[t],
since if t2 − 1 ∈ (t2 − 1 + p)Z(p)[t], then the residue ring
Z(p)[t]/(t
2 − 1 + p)Z(p)[t] ≃ Z(p)[t]/(t2 − 1, p)Z(p)[t] ≃ Fp[t]/(t2 − 1)
is not an integral domain. For S := {(t2 − 1)r}r≥0, we have that
S−1(Z(p)[t]/(t
2−1+p)Z(p)[t]) ≃ Z(p)
[
t,
1
t2 − 1
]/
(t2 − 1 + p)Z(p)
[
t,
1
t2 − 1
]
is an integral domain, as the image of t2−1 in Z(p)[t]/(t2−1+p)Z(p)[t]
is nonzero. Therefore, Claim holds. 
Let us go back to the proof of Proposition 4.10. By Claim and
(4.10.4), one of
1 + pf1
(
t,
1
t + 1
)
and 1 + pf2
(
t,
1
t− 1
)
is contained in (1 + p
t2−1
)Z(p)[t,
1
t2−1
]. By symmetry, we may assume
that the former case occurs. Then we can write
(4.10.5) 1 + pf1
(
t,
1
t+ 1
)
=
(
1 +
p
t2 − 1
)
h
(
t,
1
t2 − 1
)
for some h(X, Y ) ∈ Z(p)[X, Y ]. For the additive (t− 1)-adic valuation
vt−1 : Q(t)→ Z satisfying vt−1(t− 1) = 1, it follows from (4.10.5) that
vt−1(h(t,
1
t2−1
)) ≥ 1, i.e. we can write
(4.10.6)
h
(
t,
1
t2 − 1
)
= (t− 1)h1
(
t,
1
t + 1
)
+ ...+ (t− 1)khk
(
t,
1
t + 1
)
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for some h1, · · · , hk ∈ Z(p)[t, 1t+1 ]. Combining (4.10.5) and (4.10.6), we
obtain
(4.10.7) 1 + pf1
(
t,
1
t+ 1
)
=
(
t− 1 + p
t+ 1
)
h˜
(
t,
1
t+ 1
)
,
for
h˜
(
t,
1
t+ 1
)
:= h1
(
t,
1
t+ 1
)
+...+(t−1)k−1hk
(
t,
1
t+ 1
)
∈ Z(p)
[
t,
1
t + 1
]
.
Substituting t = 1 for (4.10.7), we get an equation of rational numbers:
(4.10.8) 1 + pf1
(
1,
1
2
)
=
p
2
× h˜
(
1,
1
2
)
.
Since all of 1
2
, f1(1,
1
2
) and h˜(1, 1
2
) are contained in Z(p), the p-adic
valuations of the both hand sides of (4.10.8) are different, which is
absurd. This completes the proof of Proposition 4.10. 
Theorem 4.11. We use Notation 4.8. Then it holds that
H1(SpaA,OZarA ) 6= 0.
Proof. Set X := SpaA. Let j1 : U1 → X , j2 : U2 → X and j3 :
U1∩U2 → X be the open immersions. Lemma 4.9 induces the following
Mayer–Vietoris exact sequence:
0→ OZarA → (j1)∗(OZarA |U1)× (j2)∗(OZarA |U2)→ (j3)∗(OZarA |U1∩U2)→ 0.
It follows from Proposition 4.10 that H1(X,OZarA ) 6= 0, as desired. 
5. Images to affine spectra
In this section, we study the image of the natural map
θ : Spa (A,A+)→ SpecA, v 7→ Ker(v)
for an affinoid ring (A,A+). In Subsection 5.1, we prove that A is
Zariskian if and only if Im(θ) contains all the maximal ideals of A
(Theorem 5.1). We conclude some criteria for faithful flatness (Corol-
lary 5.2, Corollary 5.3). In Subsection 5.2, we find a Zariskian affinoid
ring (A,A+) such that θ is not surjective (Theorem 5.7).
5.1. Dominance onto maximal spectra. The purpose of this sub-
section is to show Theorem 5.1.
Theorem 5.1. Let (A,A+) be an affinoid ring. Then the following are
equivalent.
(1) A is Zariskian.
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(2) An arbitrary maximal ideal of A is contained in the image of
the natural map
Spa (A,A+)→ SpecA, v 7→ Ker(v).
Proof. Assume that (1) holds. Thanks to Lemma 4.1(2), we can find a
point v ∈ Spa (A,A+) such that m = Ker(v). Hence, (2) holds.
Assume that (1) does not hold, i.e. A is not Zariskian. We can find
an element x ∈ (1 + A◦◦) \ A×. Then there exists a maximal ideal m
containing x. Consider a commutative diagram of the induced maps:
Spa (AZar, (A+)Zar)
g−−−→ SpecAZaryβ yα
Spa (A,A+)
f−−−→ SpecA.
Since the natural map β is bijective by Theorem 3.22 and [Hub93,
Proposition 3.9], we have that
Im(f) = Im(f ◦ β) = Im(α ◦ g) ⊂ Im(α).
By the choice of m, we have that m 6∈ Im(α). Thus it holds that
m 6∈ Im(f), hence (2) does not hold. 
Corollary 5.2. Let ϕ : (A,A+) → (B,B+) be a continuous ring ho-
momorphism of affinoid rings. Assume that A is Zariskian and the
induced map Spa (B,B+) → Spa (A,A+) is surjective. Then the fol-
lowing hold.
(1) Any maximal ideal of A is contained in the image of the induced
map SpecB → SpecA.
(2) If ϕ is flat, then ϕ is faithfully flat.
Proof. We have a natural commutative diagram:
Spa (B,B+)
θB−−−→ SpecByϕ♭ yϕ♯
Spa (A,A+)
θA−−−→ SpecA.
Therefore, (1) holds by Theorem 5.1. We obtain the assertion (2) by
(1) and [Mat89, Theorem 7.3(ii)]. 
Corollary 5.3. Let ϕ : A→ B be a continuous ring homomorphism of
f-adic rings. Assume that A is Zariskian and the induced map ϕ̂ : Â→
B̂ is an isomorphism of topological rings. Then the following hold.
(1) Any maximal ideal of A is contained in the image of the induced
map SpecB → SpecA.
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(2) If ϕ is flat, then ϕ is faithfully flat.
Proof. It follows from [Hub93, Proposition 3.9] that ϕ♭ : Spa (B,B◦)→
Spa (A,A◦) is bijective. Therefore, the assertions follow from Corol-
lary 5.2. 
Corollary 5.4. Let (A,A+) be an affinoid ring. Set X := Spa (A,A+).
Let X =
⋃
i∈I Ui be a finite open cover where Ui is a rational subset of
Spa (A,A+) for any i ∈ I. Then the induced ring homomorphism
ρ : OZarX (X)→
∏
i∈I
OZarX (Ui)
is faithfully flat.
Proof. Since the induced map
ρ♭ : Spa
(∏
i∈I
OZarX (Ui),
∏
i∈I
OZar,+X (Ui)
)
→ Spa
(
OZarX (X),OZar,+X (X)
)
is the same as the open cover
∐
i∈I Ui → X , we see that ρ♭ is surjective.
Since ρ is flat, it is faithfully flat by Corollary 5.2(ii). 
5.2. Non-surjective example. The purpose of this subsection is to
show Theorem 5.7, which asserts that there exists a Zariskian f-adic
ring R such that the natural map
Spa (R,R+)→ SpecR, v 7→ Ker(v)
is not surjective for any ring of integral elements R+ of R. Our example
is based on [AM69, Remark (2) after Theorem 10.17], hence let us start
by recalling its construction.
Notation 5.5. Let A := {f : R→ R | f is of class C∞}. For
ϕ : A→ R, f 7→ f(0),
we set m := Ker(ϕ). Since ϕ is a surjective ring homomorphism to a
field R, it holds that m is a maximal ideal of A. By Taylor’s theorem,
we get m = xA. It follows again from Taylor’s theorem that
∞⋂
n=1
mn = {f ∈ A | f(0) = f ′(0) = f ′′(0) = · · · = 0}.
We equip A with the m-adic topology. Since m is a finitely generated
ideal, we have that A is an f-adic ring. Recall that AZar = (1 +m)−1A
and let α : A → AZar be the natural continuous ring homomorphism,
where the topology on AZar coincides with the mAZar-adic topology.
We can directly check that
Ker(α) = {f ∈ A | f |U = 0 for some open neighbourhood U of 0 ∈ R}.
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In particular, it follows that e−1/x
2 ∈ (⋂∞n=1mn) \Ker(α) and
α(e−1/x
2
) ∈
(
∞⋂
n=1
mnAZar
)
\ {0}.
Lemma 5.6. We use Notation 5.5. Then the following hold.
(1) A is reduced.
(2) AZar is reduced.
(3) There exists a prime ideal p of AZar such that
∞⋂
n=1
mnAZar 6⊂ p.
(4) The closed immersion
π♯ : Spec ((AZar)hd)→ SpecAZar
is not surjective, where π♯ is the morphism induced by the nat-
ural surjective ring homomorphism π : AZar → (AZar)hd.
Proof. We first show (1). Take f ∈ A and assume that fn = 0 for
some positive integer n. Since R is reduced, we have that the equation
f(a)n = 0 implies that f(a) = 0 for any a ∈ R. Therefore, we get
f = 0. Thus (1) holds. The assertion (2) follows from (1) (cf. [AM69,
Corollary 3.12]).
We now show (3). It follows from (2) and
⋂∞
n=1m
nAZar 6= 0 that
∞⋂
n=1
mnAZar 6⊂ {0} =
√
0 =
⋂
p∈SpecAZar
p.
In particular, there exists a prime ideal p ofAZar such that
⋂∞
n=1m
nAZar 6⊂
p. Thus (3) holds.
Let us show (4). Since (AZar)hd = AZar/
(⋂∞
n=1m
nAZar
)
, the image
of π♯ consists of the prime ideals of AZar containing
⋂∞
n=1m
nAZar. Thus
(4) follows from (3). 
Theorem 5.7. There exists a Zariskian f-adic ring R such that the
natural map
θ : Spa (R,R+)→ SpecR, v 7→ Ker(v)
is not surjective for any ring of integral elements R+ of R.
Proof. We use Notation 5.5. Set R := AZar. Fix an arbitrary ring
of integral elements R+ of R. We obtain a commutative diagram of
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natural maps:
Spa (Rhd, (R+)hd)
θhd−−−→ SpecRhdyπ♭ yπ♯
Spa (R,R+)
θ−−−→ SpecR.
It follows from [Hub93, Proposition 3.9] that π♭ is bijective. Since π♯
is not surjective by Lemma 5.6, neither is θ. 
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