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Abstract
Modern high-performance communication networks pose a number of challenging problems
concerning the e0cient allocation of resources to connection requests. In all-optical networks
with wavelength-division multiplexing, connection requests must be assigned paths and colors
(wavelengths) such that intersecting paths receive di3erent colors, and the goal is to minimize
the number of colors used. This path coloring problem is proved NP-hard for undirected and
bidirected ring networks. Path coloring in undirected tree networks is shown to be equivalent
to edge coloring of multigraphs, which implies a polynomial-time optimal algorithm for trees of
constant degree as well as NP-hardness and an approximation algorithm with absolute approxi-
mation ratio 43 and asymptotic approximation ratio 1:1 for trees of arbitrary degree. For bidirected
trees, path coloring is shown to beNP-hard even in the binary case. A polynomial-time optimal
algorithm is given for path coloring in undirected or bidirected trees with n nodes under the
assumption that the number of paths touching every single node of the tree is O((log n)1−).
Call scheduling is the problem of assigning paths and starting times to calls in a network with
bandwidth reservation such that the maximum completion time is minimized. In the case of unit
bandwidth requirements, unit edge capacities, and unit call durations, call scheduling is equivalent
to path coloring. If either the bandwidth requirements or the call durations can be arbitrary, call
scheduling is shown NP-hard for virtually every network topology. c© 2001 Elsevier Science
B.V. All rights reserved.
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1. Introduction
Modern high-performance communication networks pose a number of challenging re-
search problems concerning the e0cient allocation of resources to connection requests.
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In these networks, establishing a connection between two nodes requires selecting a
path connecting the two nodes (routing) and allocating su0cient resources on all links
along this path. We consider two such types of networks: all-optical networks and
networks with bandwidth reservation.
In all-optical networks, data is transmitted on lightwaves through optical Cber, and
several signals can be transmitted through a Cber link simultaneously provided that
di3erent wavelengths are used (wavelength-division multiplexing) [6, 1]. To establish
a connection, it is necessary to reserve a wavelength on all links of its transmitter–
receiver path. Since current all-optical networks do not support wavelength conversion,
a connection must use the same wavelength on the whole path from transmitter to
receiver. The number of wavelengths is a limited resource, and it is thus desirable to
establish a given set of connection requests with a minimum number of wavelengths.
We refer to wavelengths as colors and model the routing and wavelength assignment
problem for all-optical networks as the path coloring problem.
In networks with bandwidth reservation, every link o3ers a certain bandwidth (capac-
ity), and every connection request speciCes its bandwidth requirement. A link can be
shared by several connections provided that the sum of their bandwidth requirements
does not exceed the link capacity. We refer to the problem of assigning paths and
starting times to connection requests with the goal of minimizing the latest comple-
tion time as the call scheduling problem. A popular example of networks that support
bandwidth reservation are ATM networks [40, 42].
In this paper, call scheduling and path coloring are considered as o3-line minimiza-
tion problems. We say that call scheduling or path coloring is NP-hard in a certain
setting if the decision version of the problem is NP-complete. For a given instance
I of a minimization problem, we let OPT (I) denote the value of an optimal solution
and A(I) the value of the solution produced by algorithm A. A has absolute approxi-
mation ratio  if A(I)6OPT (I) for all I , and asymptotic approximation ratio  if
lim supOPT (I)→∞ A(I)=OPT (I)6.
Part of our investigations will deal with tree networks. An undirected graph is a tree
if it is connected and does not contain a cycle. The diameter of a tree is the maximum
length (number of edges) of a simple path in the tree. A tree with diameter two is
called a star; it consists of a central node and an arbitrary number of nodes that are
adjacent to the central node but not to each other.
A path touches a node v if it begins at v, ends at v, or passes through v. For a
given set of paths in a graph G, the load of an edge is the number of paths using
that edge, and the maximum load among all edges of G is denoted by L. The con;ict
graph of a set of paths is the graph with one vertex for each path and an edge between
two vertices if the corresponding paths share an edge. An edge coloring of a graph
or multigraph G is an assignment of colors to the edges of G such that edges receive
di3erent colors if they share an endpoint. The minimum number of colors required in
any edge coloring of G is denoted by ′(G). The line graph of a graph or multigraph
G is the graph with one vertex for each edge of G and an edge between two vertices
if the corresponding edges in G share an endpoint.
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1.1. The path coloring problem
The path coloring problem models routing and wavelength assignment in all-optical
communication networks without wavelength converters. The network is represented
by a connected graph G=(V; E), where the nodes of the graph correspond to network
switches and the edges correspond to Cber links between the switches. Connection
requests are given by pairs of nodes. Establishing a connection from u to v requires
assigning it a path p from u to v and a wavelength (color) such that no other connection
whose path shares an edge with p is assigned the same wavelength. Given a connected
graph G and a set R of connection requests, the path coloring problem is to assign
paths and colors to all connection requests in R such that the number of di3erent colors
is minimized. For a coloring C :R→ N, the number of distinct colors used is denoted
by |C|. If |C|6k, C is called a k-coloring.
One can either study the case that G is an undirected graph and connection requests
are assigned undirected paths in G, or the case that G is a bidirected graph (the directed
graph obtained from an undirected graph by replacing each undirected edge by two
directed edges with opposite directions) and connection requests are assigned directed
paths in G. We refer to these variants as undirected path coloring and directed path
coloring, respectively. Both variants have been studied in the literature, but directed
path coloring appears to be a better model for current all-optical networks.
In tree networks, the paths for the connection requests are uniquely determined by
their endpoints. Therefore, we refer to connection requests in tree networks simply as
paths and denote the given set of connection requests by P instead of R. The maximum
load L of the paths is a lower bound on the number of colors in an optimal solution.
1.2. The call scheduling problem
In networks with bandwidth reservation, it is desirable to complete a given set of
calls in minimum time. The network is represented by a connected graph G=(V; E)
with edge capacities c :E → Q+. The capacity of an edge represents the bandwidth
of the corresponding link. A call c is speciCed by a pair (uc; vc) of nodes in G, a
bandwidth requirement bc ∈ Q+, and a duration dc ∈ Q+. Establishing a call c from
uc to vc at time tc¿0 requires reserving bandwidth bc on all edges along a path from
uc to vc during the time interval [tc; tc + dc). The call is said to be active during that
time interval. The completion time of the call is tc + dc.
A schedule for a set C of calls in G is an assignment of starting times and paths to
the calls such that the sum of the bandwidth requirements of simultaneously active calls
using the same edge does not exceed the capacity of that edge. The makespan (schedule
length) of a schedule is the latest completion time of all calls, i.e., maxc∈C tc + dc.
Given a connected graph G with edge capacities and a set C of calls, the call scheduling
problem is to compute a schedule for the calls such that the makespan is minimized.
Like path coloring, call scheduling can be studied for undirected calls in undirected
graphs (modeling, e.g., telephone conversations or video conferences) and for directed
calls in bidirected graphs (modeling, e.g., movie transmissions).
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We assume that all calls are available at time 0, can be delayed for an arbitrarily long
time before they are established, and do not have to be completed by a certain deadline.
There is no precedence relation among the calls. We consider the o3-line version of
the problem, where call durations are known in advance. Note that path coloring is
equivalent to a special case of call scheduling. If all bandwidth requirements, edge
capacities, and call durations are equal to 1, no two calls can use the same edge at the
same time, and Cnding a schedule with minimum makespan is equivalent to Cnding an
optimal assignment of paths and colors to the pairs (uc; vc): colors simply correspond
to time steps.
1.3. Results
We study the complexity and the approximability of path coloring and call schedul-
ing. Section 2 shows that undirected and directed path coloring are NP-hard for ring
networks. In Section 3 we consider path coloring in tree networks. First, in Section 3.1,
we show that undirected path coloring in trees is equivalent to edge coloring of multi-
graphs. This has several implications: undirected path coloring can be solved optimally
in polynomial time for trees of bounded degree, it is NP-hard for trees of arbitrary
degree (even if the tree has diameter two), approximating it with absolute approxi-
mation ratio 43 −  for any  ¿ 0 is NP-hard, and any approximation algorithm for
edge coloring of multigraphs can be translated into an approximation algorithm with
the same (absolute and asymptotic) approximation ratio for undirected path coloring
in trees of arbitrary degree (and vice versa). In Section 3.2, we show that directed
path coloring is NP-hard already for bidirected binary trees and that there can be no
polynomial-time approximation algorithm (for bidirected trees of arbitrary degree) with
absolute approximation ratio 43 −  for any  ¿ 0. Note that it remains a challenging
open problem to prove lower bounds on the achievable asymptotic approximation ratio.
In Section 3.3, we study the special case that the number of paths touching a node
of the tree is bounded by O((log n)1−), where n is the number of nodes of the tree.
We give polynomial-time algorithms to solve the (directed or undirected) path coloring
problem to optimality using dynamic programming in this case.
Regarding call scheduling with arbitrary bandwidth requirements and call durations,
we give some NP-hardness results in Section 4. In particular, scheduling calls with
arbitrary bandwidth requirements on a single link, scheduling calls with arbitrary dura-
tions in chain networks or in stars with degree at least three, and scheduling calls with
either arbitrary bandwidth requirements or arbitrary durations in networks that contain
at least two edge-disjoint paths between some pair of nodes are all NP-hard.
Some of our results, which we have presented already at PASA’96 [11] and HICSS’97
[9], have been obtained independently by Kumar et al. [28]. They proved that undirected
and directed path coloring can be solved optimally in polynomial time for networks
of constant size; that undirected path coloring is NP-hard for trees of diameter two,
but can be solved optimally in polynomial time for trees of bounded degree; and that
directed path coloring is NP-hard for binary trees and for trees of diameter four with
arbitrary degree.
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1.4. Related work
A number of authors have studied path coloring problems. Early references consider
the edge-intersection graphs of undirected paths in a tree, called EPT graphs. Vertex
coloring of EPT graphs is obviously equivalent to undirected path coloring in trees.
Golumbic and Jamison showed that vertex coloring for EPT graphs is NP-hard [18].
Tarjan gave a (3=2)-approximation algorithm for coloring EPT graphs [39]. This ap-
proximation algorithm was rediscovered in the context of path coloring by Raghavan
and Upfal [37] and improved to asymptotic approximation ratio 98 by Mihail et al. [33].
Approximation algorithms for directed path coloring in trees were Crst presented in
[33, 24, 30]. The best known algorithm [12, 25] uses at most (5=3)L colors to color a
set of paths with maximum load L. All approximation algorithms presented so far for
directed path coloring in trees belong to a certain class of local greedy algorithms. It
was shown that every deterministic local greedy algorithm uses at least (5=3)L colors
in the worst case, even for sets of paths that can be colored optimally with L colors
[23]. Gargano et al. studied the all-to-all instance of path coloring in bidirected trees
and showed that the optimal number of colors is equal to the maximum load [17].
For chain networks, the undirected and directed path coloring problems can be solved
optimally in polynomial time, because the conNict graph of the paths is an interval
graph and optimal vertex colorings for interval graphs can be computed e0ciently [19].
For path coloring in ring networks, a 2-approximation algorithm can be obtained
by cutting the ring at an arbitrary link and solving the path coloring problem on the
resulting chain network. This approach works for undirected path coloring [37] and
for directed path coloring [33]. Recently, Kumar gave a randomized approximation
algorithm for undirected path coloring in rings that achieves asymptotic approximation
ratio 1:5+1=2e≈ 1:68 with high probability, if the optimal number of colors is !(ln n),
where n is the number of nodes of the ring network [29]. Path coloring in bidirected
ring networks was studied by Wilfong and Winkler [43]. They proved that there is a
polynomial-time algorithm that computes a routing (assignment of paths to connection
requests) that minimizes the maximum load. Denote the load of that routing by Lopt.
They also showed that up to 2Lopt − 1 colors are required for some instances, and that
it is NP-hard to determine the minimum number of colors.
Path coloring is related to the edge-disjoint paths problem (i.e., deciding whether a
set of pairs of nodes in a graph can be connected via edge-disjoint paths). In particular,
an algorithm that computes an optimal solution to the path coloring problem can also
be used to solve the edge-disjoint paths problem: a set of pairs of nodes can be
connected via edge-disjoint paths if and only if the optimal number of colors used in
a solution to the path coloring problem for these pairs of nodes is 1. Therefore, the
path coloring problem isNP-hard for all classes of graphs for which the edge-disjoint
paths problem isNP-complete, and no polynomial-time approximation algorithm with
absolute approximation ratio 2− can exist for path coloring in these classes of graphs.
Examples for such classes of graphs are the planar graphs [32] and the partial k-trees
[44]. Kramer and van Leeuwen [27] give an NP-hardness proof for a wire routing
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problem that occurs in the context of VLSI theory, and simple modiCcations of that
proof show that the edge-disjoint paths problem in undirected and bidirected mesh
networks is NP-complete. The best known approximation algorithm for undirected
path coloring in meshes is due to Rabani and achieves approximation ratio polynomial
in log log n, where n is the size of the mesh [36].
Good surveys on graph problems related to wavelength routing in all-optical networks
can be found in [4] and [26], where path coloring is also discussed for all-to-all
instances and permutation instances.
The on-line version of the undirected path coloring problem (where the connection
requests are given to the algorithm one by one, and colors and paths must be assigned
immediately without knowledge of future requests) was studied by Bartal and Leonardi
[3]. They obtained deterministic on-line algorithms with competitive ratio O(log n) for
networks with n nodes whose topology is that of a tree, a tree of rings, or a mesh. In
addition, they presented a matching lower bound of (log n) for all on-line algorithms
for undirected path coloring in meshes, and a lower bound of (log n=log log n) for
trees. Leonardi and Vitaletti gave lower bounds for randomized on-line algorithms [31].
The call scheduling problem has not yet received comparable attention. Feldmann
et al. [14] considered the on-line version of undirected call scheduling, where the
scheduling algorithm does not have any knowledge about call durations or future calls.
They studied chain networks and binary tree networks, assuming that all edges have the
same capacity and that all calls are undirected. They showed that the greedy algorithm,
i.e., the algorithm that always schedules the Crst call for which su0cient bandwidth is
available, is O(log n)-competitive for binary trees with n nodes provided that bandwidth
requirements are either not too big or not too small, and they generalized this result
to networks with small edge separators. For the case of unit bandwidth requirements
and unit durations, they gave a set of calls in a binary tree such that the greedy
algorithm produces a schedule that is longer than the optimal schedule by a factor of
(log n). Furthermore, they presented a non-greedy algorithm for chain networks that
is c-competitive for bandwidth requirements between 1c and
1
2 . Additional results on
on-line call scheduling in meshes and complete graphs can be found in [13]. Greedy
algorithms for call scheduling in stars and trees were further studied in [10]. For
calls with arbitrary bandwidth requirements and durations, algorithms with constant
approximation ratio for stars and with approximation ratio O(log n) for trees were
presented. A problem that is closely related to call scheduling is scheduling of Cle
transfers. Complexity results and approximation algorithms for Cle transfer scheduling
appeared in [7].
2. Path coloring in ring networks
The path coloring problem in ring networks is closely related to the arc-coloring
problem, i.e., the problem of coloring circular-arc graphs. A graph G=(V; E) is a
circular-arc graph if its vertices can be represented by arcs of a circle such that there
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Fig. 1. (a) Instance of arc-coloring. (b) Adding short arcs.
is an edge between two vertices in G if and only if the corresponding arcs intersect.
See part (a) of Fig. 1 for an example with three arcs that form a clique.
Given a family of circular arcs and a positive integer K , it is anNP-complete prob-
lem to decide whether the arcs can be colored with K colors such that arcs with the
same color do not intersect [16]. A 2-approximation algorithm for coloring circular-arc
graphs was provided by Tucker [41]. Shih and Hsu improved this result and obtained a
(5=3)-approximation algorithm [38]. A randomized arc-coloring algorithm that achieves
asymptotic approximation ratio 1 + 1=e≈ 1:37 with high probability under certain as-
sumptions was given by Kumar [29]. Furthermore, it is known that proper circular-arc
graphs (circular-arc graphs where no arc is contained within another arc) can be colored
optimally in polynomial time [35].
If each connection request in an instance of the path coloring problem had to specify
which of the two alternative paths in the ring it uses, the path coloring problem in ring
networks would be equivalent to arc-coloring. Since we have the additional freedom to
choose one of the two possible routes for each connection request, however, it is not
immediately clear whether the path coloring problem for ring networks is NP-hard.
Nevertheless, we can show by a reduction from arc-coloring that path coloring isNP-
hard for undirected and for bidirected ring networks. (Another reduction that proves
path coloringNP-hard only for bidirected ring networks has been found independently
by Wilfong and Winkler [43].)
Theorem 1. Undirected and directed path coloring are NP-hard in ring networks.
Proof. (by reduction from arc-coloring). Let an instance I of the arc-coloring problem
be given by a family of circular arcs and a positive integer K . We can assume that
each point of the circle is contained in exactly K arcs (if some point is contained in
fewer arcs, new short arcs can be introduced without changing the K-colorability; part
(b) of Fig. 1 illustrates this for the case K =2).
First, we transform I into an equivalent instance I ′ of arc-coloring in which every arc
spans strictly less than half of the circle. For this purpose, we pick two antipodal points
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Fig. 2. Instances I and I ′ of the arc-coloring problem.
of the circle and insert 2K new points to the right of each of the two antipodal points.
Within each of the two segments of new points, the jth arc, 16j6K , containing that
segment is split into three arcs by cutting it at the jth and at the (K + j)th new point.
See Fig. 2 for an example with K =3. Obviously, the arcs in the resulting instance I ′
can be colored with K colors if and only if I can be colored with K colors.
If I ′ is interpreted as an instance I ′′ of path coloring in an undirected ring (i.e.,
every arc is viewed as a connection request between its endpoints), the connection
requests in I ′′ can be routed and colored with K colors if and only if the arcs in I ′
can be colored with K colors. To see this, note that the load of all edges in the ring is
K if every connection request in I ′′ is routed the short way; if at least one connection
request is routed the long way, the load will be at least K + 1 on some edge of the
ring, and no K-coloring can exist.
Similarly, we can also obtain an instance of path coloring in bidirected rings from I ′:
for every arc with endpoints a and b, we introduce two directed connection requests,
one from a to b and one from b to a.
3. Path coloring in tree networks
3.1. Undirected trees
For a set P of undirected paths (connection requests) in an undirected tree G=(V; E),
denote by Pv (for any v ∈ V ) the subset of P that contains all paths touching node
v. Paths in a set Pv intersect if and only if they share an edge incident to v. Hence,
coloring the paths in a set Pv is equivalent to path coloring in a star. We call a coloring
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Fig. 3. The construction used in the proof of Theorem 3.
for the paths in a set Pv a local coloring and a coloring for all paths in P a global
coloring. The di0culty of undirected path coloring in trees turns out to lie in the
computation of optimal local colorings, while it is easy to combine local colorings for
all sets Pv into a global coloring without increasing the number of colors.
Lemma 2. Given local colorings Cv :Pv → N for all v ∈ V; a global coloring C :P →
N with |C|= maxv∈V |Cv| can be computed in polynomial time.
Proof. A simple merging process yields the desired coloring C. Initially, set C =Cv
for an arbitrary start node v ∈ V . Then visit all remaining nodes of the tree in depth-
Crst search order. At each node w, rename the colors of Cw such that paths that are
colored in Cw and in C receive the same color in both colorings. (Note that the node
w is adjacent to exactly one previously processed node u, and that all paths that are
colored in C and in Cw use the edge {u; w}.) Now the coloring Cw can be merged
with C in the obvious way, and the algorithm terminates after |V | − 1 such merging
steps.
As a consequence, we get OPT (P)= maxv∈V OPT (Pv). Optimal local colorings
can be merged into an optimal global coloring in polynomial time, but the following
theorem implies that it is already NP-hard to compute the optimal coloring for a set
Pv. The theorem was proved in [18, Theorem 5], but we repeat the proof here because
we will refer to the construction later on.
Theorem 3 (Golumbic and Jamison [18]). Given a multigraph G; it is possible to
compute in polynomial time a set P of paths in a star G′ such that the con;ict
graph of P is (isomorphic to) the line graph of G; and vice versa.
Proof. Given a multigraph G=(V; E), the star G′=(V ′; E′) is constructed as follows.
Set V ′=V ∪ {x}, where x =∈ V , and E′= { {v; x}|v ∈ V }. Build P by including a
path from v to w (in G′) for every edge {v; w} ∈ E. Two paths in P intersect if and
only if the corresponding edges in G share a vertex. Thus, the conNict graph of P is
(isomorphic to) the line graph of G, as required. The other direction (constructing a
multigraph from a given a set of paths in a star) is similar.
Fig. 3 illustrates the construction. The edges of the graph G on the left side corre-
spond to paths in G′ on the right side. The dotted path in G′ corresponds to the dotted
edge joining a and c in G.
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The theorem states that the class of graphs that can be obtained as conNict graphs
of paths in a star is exactly the class of line graphs of multigraphs. Vertex coloring
of line graphs is equivalent to edge coloring, and edge coloring was proved NP-hard
by Holyer [21]. Therefore, path coloring is NP-hard for undirected paths in stars.
This means that for given paths in a tree, not even optimal local colorings can be
computed in polynomial time unless P=NP. On the other hand, the construction
from the proof of Theorem 3 can be combined with Lemma 2 to show that approxi-
mation algorithms for edge coloring of multigraphs and for path coloring in trees are
interchangeable. This relationship was used implicitly in [37, 33], but we consider it
useful to state it explicitly. A function f :N0 → N0 is called non-decreasing if a6b
implies f(a)6f(b).
Theorem 4. Let f :N0 → N0 be an arbitrary non-decreasing function. If there is
an approximation algorithm A for edge coloring of multigraphs that uses at most
f(′(G)) colors for any multigraph G; it is possible to derive an approximation algo-
rithm B for path coloring in undirected trees such that B uses at most f(OPT (P))
colors for any given set P of paths; and vice versa.
The theorem holds also if f(OPT (P)) and f(′(G)) are replaced by f(L) and
f(%), respectively, where L is the maximum load of P and % is the maximum degree
of G. Theorem 4 implies that approximation algorithms for edge coloring of multi-
graphs can be converted to approximation algorithms for path coloring in undirected
trees with the same absolute and asymptotic approximation ratio, and vice versa. An
approximation algorithm for path coloring in undirected trees with approximation ratio
4
3 −  for some  ¿ 0 could be used to decide whether the edges of a given multigraph
can be colored with three colors or not. As the edges of a 3-regular simple graph
can always be colored with either three or four colors and it is NP-hard to decide
whether three colors su0ce [21], no polynomial-time approximation algorithm with
approximation ratio 43 −  can exist for undirected path coloring in stars or trees unless
P=NP.
In [34], Nishizeki and Kashiwagi presented an approximation algorithm for edge
coloring that uses at most 1:1 ·′(G)+0:8 colors for any multigraph G. Furthermore,
if the edges of a multigraph G can be colored with one or two colors, an optimal
coloring can be obtained in polynomial time (by coloring the line graph of G, which
is a bipartite graph in this case). If ′(G)¿3, we have 1:1 ·′(G)+0:86(4=3)′(G).
Therefore, there is a polynomial-time algorithm for edge coloring of multigraphs with
absolute approximation ratio 43 and asymptotic approximation ratio 1:1. Using Theorem
4, this implies the following corollary.
Corollary 5. There is a polynomial-time approximation algorithm that colors a given
set P of undirected paths in an undirected tree using OPT (P) colors if OPT (P)62
and at most 1:1 · OPT (P) + 0:8 colors otherwise. The algorithm has absolute ap-
proximation ratio 43 and asymptotic approximation ratio 1:1.
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It is conjectured in [20, p. 394] that ultimately an approximation algorithm for edge
coloring any multigraph G using at most ′(G) + 1 colors will be found; such an
algorithm would immediately give an approximation algorithm that colors a set P of
paths in an undirected tree using at most OPT (P) + 1 colors.
3.1.1. Undirected trees of bounded degree
Assume that the degree of the given tree is bounded by a constant c. Consider a
node v of the tree and the set Pv of paths in P that touch v. The number of vertices
(but not the number of edges) of the multigraph G constructed from Pv according to
the proof of Theorem 3 is bounded by c as well. Therefore, the number of di3erent
types of color classes (sets of edges that can be assigned the same color, making no
distinction between parallel edges) is bounded by a constant (dependent only on c),
and an optimal edge coloring can be computed in polynomial time either by integer
linear programming with Cxed number of variables or by dynamic programming (cf.
bin-packing with a bounded number of di3erent item sizes [20, pp. 64–65], schedul-
ing of multiprocessor tasks with bounded parallelism and unit execution time [5], or
scheduling of multiprocessor tasks with unit execution time and prespeciCed processor
allocations in the case that the number of processors is constant [22]). Thus, optimal
local colorings can be computed in polynomial time and merged into an optimal global
coloring by Lemma 2.
Theorem 6. In trees whose degree is bounded by a constant; undirected path coloring
can be solved optimally in polynomial time.
If the maximum degree of the tree is bounded by 3, i.e., if the tree is a binary tree,
a very simple algorithm (simpler than dynamic programming or ILP) can compute the
optimal path coloring. The algorithm proceeds color by color and processes the nodes
of the tree in depth-Crst search order for each color a. At a node v, it greedily selects
uncolored paths that touch v and that do not intersect a path that is already colored
with a, giving preference to paths that do not start or end at v; the selected paths are
assigned color a.
3.2. Bidirected trees
Now we study the complexity of directed path coloring in trees. Interestingly, the
directed path coloring problem can be solved e0ciently in bidirected trees of diameter
two (by reduction to the edge coloring problem in a bipartite graph [33]). The di0culty
of directed path coloring in trees lies in combining the local colorings into a global
coloring.
Unlike in the undirected case, even restricting the degree of the tree does not make
path coloring in bidirected trees easier. We use a reduction from arc-coloring to show
that directed path coloring is NP-hard for binary trees.
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Fig. 4. Viewing arcs as directed paths in a bidirected chain.
Let an instance I of arc-coloring be given as in the proof of Theorem 1, with the
same assumptions. One can view the given arcs as directed paths in a unidirectional
ring network such that two paths share an edge if and only if the corresponding arcs
intersect. Now, imagine the ring being “squashed” so as to yield a bidirected chain
network: the directed edges from the left end of the chain to the right end, followed
by the directed edges from the right end of the chain to the left end, correspond to
the original unidirectional ring (Fig. 4 depicts the chain resulting from the circular
arcs shown in part (b) of Fig. 1). However, the resulting paths in the chain are not
necessarily simple; some may turn around at the left end or at the right end (or at both
ends) of the chain. To prohibit paths from taking short-cuts, we split each problematic
path into two or three simple paths, and ensure that all paths originating from the
same original path are assigned the same color in any K-coloring. For this purpose,
we extend the chain by K additional nodes on each side, and attach a distinct binary
tree with three nodes to each of the 2K new nodes.
Original paths that do not turn around at either end of the chain need not be split.
For each path (a; b) that turns around at the right end of the chain, we select a distinct
binary subtree attached to the right side of the chain, and we split the path into a path
from a to the left leaf of that binary tree and a path from the right leaf of that binary
tree to b. In addition, we add K − 1 paths (called blockers) from the right leaf to the
left leaf of each binary subtree in order to ensure that the two paths turning around
at that subtree receive the same color in any K-coloring. An analogous procedure is
applied to paths turning around at the left end of the chain. Fig. 5 sketches the paths
created for di3erent cases of original paths.
It is easy to see that the resulting paths in the bidirected binary tree can be colored
with K colors if and only if the original arcs can be colored with K colors. Hence,
path coloring is NP-hard for bidirected binary trees.
The following argument shows that no polynomial-time algorithm can achieve abso-
lute approximation ratio 43− for any  ¿ 0 if P =NP. Recall that it isNP-complete
to decide whether a 3-regular simple graph can be edge-colored with three colors or
not [21]. For a given 3-regular simple graph G, one can construct an instance of path
coloring in a bidirected tree G′ such that the paths can be colored with three colors if
and only if G can be edge-colored with three colors. The basic idea of the construction
is the same as in Theorem 3. However, we introduce a pair of directed paths in G′
for each edge in G (instead of a single undirected path). In order to ensure that the
directed paths in G′ created for one edge of G receive the same color, blockers in
attached binary trees with three nodes are used in the same way as above (see Fig. 6).
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Fig. 5. Arcs and corresponding paths.
Fig. 6. Reduction from edge coloring. The subtrees of G′ rooted at b and d are not shown. Only the six
paths in G′ corresponding to the edge {a; c} in G are depicted.
Theorem 7. Directed path coloring is NP-hard even for binary trees. For a given
set of paths in a bidirected tree of arbitrary degree; it is NP-hard to decide whether
three colors su@ce; and there cannot be a polynomial-time algorithm with absolute
approximation ratio 43 −  for any  ¿ 0 unless P =NP.
3.3. Bounding the number of paths through a single node
In the following, we examine the case when the number of paths touching a single
node of the tree is bounded. Such an assumption may be valid in real telecommu-
nication applications if each customer submits only a limited number of connection
requests to the network and if most calls are local calls.
Theorem 8. Let G = (V; E) be a tree network with n nodes; and let P be a set of
undirected or directed paths in G. If the number of paths touching any single node of
G is at most c; where c = O((log n)1−) for some Axed  ¿ 0; an optimal coloring
of the paths can be computed in polynomial time.
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Proof. Let L be the maximum load of the paths. Obviously, we have L6c. The optimal
number of colors is at least L, and 2L is a trivial upper bound [37, 33]. The polynomial-
time dynamic programming algorithm given below can be used to decide for any given
k ∈ {L; L + 1; : : : ; 2L} whether P can be colored with k colors and, if so, produce a
k-coloring. Linear or binary search for the optimal value of k in the range from L to
2L can then be used to Cnd an optimal coloring in polynomial time.
For a node v of G, we call every k-coloring of the paths touching v a local
k-coloring at v. The number of di3erent local k-colorings at v is bounded by kc,
which is polynomial in n for k62c. To see this, note that c = O((log n)1−) implies
c6d(log n)1− for some constant d. Hence, we get (2c)c6(2d(log n)1−)d(log n)
1−
=
n(1+log d+(1−) log log n)d(log n)
−
. Furthermore, as & :=(1+log d+(1−) log log n)d(log n)−
approaches 0 as n goes to inCnity, we have &6D for some constant D, and we obtain
(2c)c6nD.
A local k-coloring at v is called valid if it can be extended to a k-coloring of all
paths touching nodes in the subtree rooted at v. At a leaf v, all local k-colorings are
valid. During a bottom-up traversal of the tree, the algorithm computes the set of all
valid local k-colorings for all nodes. At each node v, it Crst computes the set of all
local k-colorings at v; then it considers every local k-coloring C at v and discards it
if there is a child w of v such that there is no valid local k-coloring C′ at w that is
consistent with C, where C and C′ are consistent if they assign the same colors to the
paths touching v and w. Exactly, the valid local k-colorings at v are not discarded. A
k-coloring of all paths exists if and only if there is a valid local k-coloring at the root
of the tree, and appropriate bookkeeping allows the algorithm to output a k-coloring
of all paths in the end if it exists.
In fact, the algorithm from the proof of Theorem 8 that computes a k-coloring,
if it exists, can be modiCed so as to compute a coloring with the minimum number
of colors, if any k-coloring exists. With this modiCcation, it is su0cient to call the
algorithm with k = 2L, and no search for the optimal value of k is necessary.
Furthermore, we observe that it is possible, for any given k and % such that k% =
O((log n)1−), to decide in polynomial time whether a given set of paths in a tree
with n nodes and with maximum degree at most % can be colored with k colors and,
if so, to output a k-coloring. If L ¿ k, no k-coloring can exist; otherwise, the number
of paths touching a single node of the tree is bounded by k% (or 2k%, if the tree is
bidirected), and Theorem 8 is applicable.
4. Call scheduling with arbitrary durations and bandwidths
As mentioned in the introduction, the path coloring problem is equivalent to call
scheduling if all edge capacities, bandwidth requirements and call durations are equal
to 1. Now we show that call scheduling with either arbitrary call durations or ar-
bitrary bandwidth requirements is NP-hard for virtually every network topology,
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Fig. 7. (a) Reduction from PARTITION. (b) Reduction from 3-PARTITION.
both in the directed and in the undirected case and even if all edges have the same
capacity.
The NP-hardness is shown by reduction from PARTITION or 3-PARTITION. Re-
call that an instance of the NP-complete problem PARTITION [15] is given by a
Cnite set A with size s(a) ∈ N for each a ∈ A such that ∑a∈A s(a) is even. The
question is whether there is a subset A′⊆A such that ∑a∈A′ s(a) =
∑
a∈A\A′ s(a).
Similarly, an instance of the strongly NP-complete problem 3-PARTITION [15] is
given by a set A of 3m items, a positive integer bound B, and a size s(a) ∈ N satisfy-
ing B=4 ¡ s(a) ¡ B=2 for each a ∈ A such that ∑a∈A s(a) = mB. Here, the question
is whether A can be partitioned into m disjoint sets such that the sum of the item sizes
in each set is equal to B.
Consider calls with unit bandwidth requirements, but with arbitrary durations. In
this case, call scheduling in chain networks is equivalent to the one-dimensional layout
compaction problem, whose decision version is strongly NP-complete [8]. The proof
ofNP-completeness can be adapted to call scheduling immediately. Given an instance
of PARTITION or 3-PARTITION, it is possible to specify a set of frame-calls (shown
dotted in Fig. 7) that can be scheduled optimally only such that one particular edge of
the chain network remains idle during separate time intervals of length B. In addition,
a call of duration s(a) using only that idle link is generated for each a ∈ A. These
calls can be scheduled within the gaps left by the frame-calls if and only if A can be
partitioned into two (in the case of PARTITION, see part (a) of Fig. 7) or m (in the
case of 3-PARTITION, see part (b) of Fig. 7) equal-size subsets. Therefore, we have
NP-hardness for chain networks with at least 8 nodes and strong NP-hardness for
arbitrary chain networks. This implies NP-hardness for tree networks with diameter
at least 8 and strong NP-hardness for arbitrary tree networks.
Scheduling calls with unit bandwidth requirements in undirected stars with unit edge
capacities is equivalent to scheduling multiprocessor tasks with prespeciCed processor
allocations if each task requests one or two processors. (Processors correspond to edges
of the star, tasks correspond to calls, and task durations correspond to call durations.)
The computational complexity of this multiprocessor scheduling problem was investi-
gated by Hoogeveen et al. [22]. They proved the problem strongly NP-hard for three
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processors, which implies that call scheduling with unit edge capacities, unit bandwidth
requirements, and arbitrary durations is strongly NP-hard in a star of degree three.
If we have unit call durations but allow arbitrary bandwidth requirements, call
scheduling is already NP-hard for a chain network consisting of a single link, be-
cause it is equivalent to the bin-packing problem. In particular, PARTITION and 3-
PARTITION can be reduced to the call scheduling problem with arbitrary bandwidth
requirements on a single link, implying that the latter is strongly NP-hard.
Finally, we consider networks that contain two nodes u and v with at least two
edge-disjoint paths connecting u and v. The maximum number k of edge-disjoint paths
between some nodes u and v can be computed in polynomial time with a maximum
Now algorithm [2]. In a network G with k edge-disjoint paths between u and v, call
scheduling is NP-hard for calls with unit duration and arbitrary bandwidth require-
ments and for calls with arbitrary duration and unit bandwidth requirements. Given
an instance of PARTITION, a call from u to v with bandwidth or duration s(a) is
generated for each a ∈ A, and k − 2 additional calls that ensure that the former calls
use exactly two of the edge-disjoint paths. Hence, these calls must be partitioned into
two equal-size subsets in order to obtain an optimal schedule.
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