Abstract
Introduction
Due to the need of analyzing an increasing amount of information and complex scientific data, scientists have been used several programs in their experiments. These experiments are based on several computing resources and are commonly modeled as scientific workflows [1] . In scientific workflows, a specific set of programs is organized in a flow of activities in which the output of an activity is transferred to the next activity of the flow as an input. Scientific workflows are normally handled by engines called Scientific Workflow Management Systems (SWfMS). In many cases, these workflows are time-consuming and data intensive and cannot be processed in a feasible time by a single computer or a small cluster. Due to this characteristic, * The authors thank CNPq and CAPES for partially sponsoring this research.
some scientific workflows require some degree of parallelism to reduce total execution time. Also, the workflow execution may be unfeasible if scientists do not run their experiments in high performance (HPC) environments. Clouds [2] have emerged as an alternative HPC environment where Web-based services allow for different kinds of users to obtain a large variety of resources. Clouds have demonstrated applicability to a wide-range of problems in several domains, including scientific ones [3] . Using clouds, an average scientist is able to run experiments by allocating the necessary resources. Although clouds represent a step forward, the management of a parallel execution of scientific workflows in clouds is still an open issue. A specific infrastructure for running parallel scientific workflows in clouds is necessary. One of the recently proposed solutions to provide this infrastructure is SciCumulus [4] . SciCumulus is a middleware designed to distribute, manage and monitor parallel execution of scientific workflows activities in the cloud. SciCumulus orchestrates the execution of workflow activities in a distributed set of Virtual Machines (VM). However, in its current version, SciCumulus creates the VMs according to the scientist definition. There may be several combinations to choose when configuring an environment and it can be tedious and error-prone. This way, given a set of types of VMs, the decision of which one will perform an activity is not a simple task to accomplish. This paper proposes a lightweight cost model to help determining an adequate environment configuration, according to some restrictions informed by scientists, before scheduling workflow activities in clouds. The cost model presented in this paper aims at being QoSoriented, meaning that it is targeted on improving the satisfaction of scientists, maintaining a good Quality of Service (QoS). Restrictions are commonly specified by scientists and used in the approach proposed in this paper to provide some differentiation between the VMs to be used. This paper is organized as follows. Section 2 discusses related work. Section 3 briefly describes the SciCumulus architecture. Section 4 introduces the proposed cost model for supporting dynamic resource scheduling in the cloud. Finally, Section 5 concludes and presents future work.
Related Work
The term "Quality of Service" (QoS) [5] refers to all non-functional features of a service (in our case the parallel workflow execution in a cloud) that can be used by a client (or a scientist in the context of this paper) to evaluate the quality of service. Important features related to QoS are: (i) Performance; (ii) Reliability; (iii) Capacity and (iv) Cost. However, in this paper we focus only on Performance and Cost. Furtado et al. [6] , presents a comparison between scheduling in distributed databases. The authors analyze the centralized and hierarchical architecture according to the throughput and QoS constraints for distributed services, similarly to this paper. About the QoS constraints, the authors state that the time constraints are among the mostly used QoS criteria. Although the authors use QoS constraints in a costmodel, their objective is different from the ones presented in this paper because they do not intend to configure the environment. Juve and Deelman [4] state that Amazon cloud provides several good alternatives to HPC systems for workflow computation such as communication and storage services. Although Juve and Deelman do not aim at configuring the environment based on a cost model, they do discuss the challenges to achieve that.
SciCumulus
SciCumulus is designed to orchestrate workflow activities execution on a distributed set of VMs. SciCumulus' three-layer architecture is itself distributed. The Desktop layer starts parallel execution of workflow activities in the cloud and stages data in and out of the cloud. Its components are deployed in existing SWfMS such as VisTrails [7] . There are three main components in this layer: Uploader, Dispatcher, and Downloader. The Distribution layer manages the execution of parallel activities in cloud environments by creating activities that contain the program to be executed, parameters values and input data to be consumed. The layer has six main components: Execution Broker, Parameter Sweeper, Encapsulator, Scheduler, Data Summarizer and Distribution Controller. The Execution layer invokes executable codes in several available VMs. It has three main components: instance controller, configurator and executor. This layer also controls the execution flow in the VM when the activity is associated to two or more applications to be executed. Its components also store provenance data to a repository, also located in the cloud. More details about the SciCumulus architecture can be found in a previous work [8] . Although SciCumulus has three layers with several components, the approach proposed in this paper is in the scope of the distribution layer.
Dynamic Selection of Resources
With the evolution of cloud computing, several computing resources are already available for use. For example, Amazon EC2 provides more than 10 different types of VMs. Choosing the type of VM to be used in the parallel execution of a scientific workflow is not a trivial task and can impact in the performance of the experiment. This way, it is necessary to have services that are able to determine which of these computing resources to instantiate and use by following a specific criterion such as total workflow execution time or monetary cost. To make this type of choice possible, functionally equivalent resources should be searched, and a cost model has to be applied in order to determine the environment configuration to use. The proposed model aims at presenting a two criteria cost model with QoS support for clouds, enabling better resources usage and compliance with the requirements of the workflow. Before starting the execution of a distributed workflow the scientist has to inform the restrictions for the execution as a simplified Service Level Agreement (SLA). This way, scientists describe important requirements for the experiment execution (total execution time and execution cost). Thus, it would be under the responsibility of an optimizer component (coupled to SciCumulus) to determine which cloud resource should be instantiated in a given time. In other words, this component would be in charge of optimizing the dynamic selection and instantiation of VMs before scheduling activities. The next sub-sections present the parameters considered in the development of the cost model and the cost model itself. This cost model is a basis of the optimizer in order to simulate and achieve the best possible configuration of the environment. Let us consider VM = {VM 0 , VM 1 , VM 2 , … , VM n-1 } as the set of n available types of VMs identified by an agent Ag. For each machine VM i , also consider the set P = {P 0 , P 1 , P 2 , ... , P m-1 }, set of m programs installed and configured by each machine VM i . This way, we are able to define C Ti,j as the total monetary cost of running a particular program P j in a virtual machine VM i in time T i,j . In a simplified way, we can define C Ti,j as the sum of the average cost of initializing the virtual machine VM i , the average cost of executing the program P j in VM i for a specific time T i,j and the average cost of data stage in and out involved in executing the program P j in VM i . The T Ti,j is defined as the longest initialization time of the VMs (since all VMs initialize in parallel) plus the time required for a particular program to run in a VM plus data transfer. Following we explain each one of the considered parameters and its formalization: (i) Availability: The availability of a VM, denoted by A(VM i ) in the proposed cost model, corresponds to the percentage of time that a type of VM is available for use; (ii) Reliability: we define reliability of a VM as R(VM i ) as the ratio between the number of requests serviced by this VM and the number of requests made; (iii) Initialization Cost: the initialization cost is estimated by analyzing the historical initialization times of each type of VM and using the VM configuration; (iv) Transfer Cost: cost needed to stage in and stage out a certain amount of data from the client machine to the provider; (v) Storage Cost: cost based on space needed for storage of information in the cloud; and (vi) Runtime Cost: cost of execution of a program P ,j of a virtual machine VM i includes the cost since the beginning of the program execution until its end, ignoring the costs of startup and transfer involved.
The Proposed Cost Model
A cost model consists of a set of formulas that estimates the costs involved in a particular computing environment [9] , in our case the cloud environment. A cost model is usually implemented in a system that performs several simulations. This system is usually called optimizer. In the context of this paper, the optimizer uses the cost model to simulate several executions and to decide whether to choose a type and number of VM based on one of these two criteria: execution time and monetary cost, with the priority ordering chosen by the scientist. The performance cost involved on using a cost model for an optimizer may not be high, because although negligible in most of the published literature, it can have an important role in distributed environments where high communication costs may be involved in obtaining information about the environment. Following we detail each one of the parameters involved in the cost model.
Total Execution Cost
The total cost of running a program P j of a virtual machine VM i , denoted by C Ti,j is defined in Equation 1,
where C Ii is the cost of initializing the virtual machine VM i , C Ei,j is the cost of executing the program P j in the virtual machine VM i and C Rj is the transfer cost involved in executing the program P j .
We can extend Equation 1 so that it encompasses also the quality criteria of "availability" and "Reliability" as previously defined. Thus, Equation 2 defines the total cost of implementation.
The values of A(VM i ) and R(VM i ) are integer numbers varying between 0 and 1, to divide the total execution time for these quality criteria, we will be increasing the execution time of VMs less reliable or constantly unavailable. This information should be provided by the provider to client applications that wish to use their resources. Thus, we can simply define initialization cost as in Equation 3:
The execution cost is the sum of the costs of executing each program P j of a particular virtual machine VM i ‫ܥ(‬ ாǡ ሻ.
The transfer cost is calculated based on the volume of data that we stage in and stage out to and from the cloud environment and the price charged by the service provider. We define it as Equation 5,
where C U is the cost of uploading, the C D is the cost of downloading and C S is the cost of storing data in the provider.
Total Execution Time
The total execution time of running all programs P j in VM i , denoted by T T is defined in Equation 6 ,
where T Ii is the higher startup time of the virtual machines, T Ei,j is the cost of implementing each program P j in the virtual machines and T Rj is the transfer time involved in executing each program P j in the virtual machines. The initialization time should be calculated beforehand by analyzing initialization times ܶ ூ of each VM i and taking the highest one because all
VMs instantiate in parallel, as defined by Equation 7 .
The runtime is the sum of execution times of each program P j in a given virtual machine VM i varying with the number of parameters of the activity. Equation 8 defines execution time.
The transfer time is calculated based on the volume of data that we capture and send the server and available bandwidth. We define it as follows:
Where ‫ݐ‬ is the time to upload and ‫ݐ‬ is the time to download from and to a specific VM i .
Using the Model in SciCumulus
In order to effective use the model in a real scientific workflow cloud environment we developed an optimization component in SciCumulus architecture as presented in Figure 1 . The optimization component is a simulator implemented in Java Version 6 Update 25 that simulates several combinations of types of VMs, transferring data and so on to produce the best possible environment configuration. The optimizer simulates the execution of SciCumulus components with several environment configurations according the criteria informed by scientists. To simulate the execution and the environment, the optimizer uses information captured from the cloud environment by an autonomous agent. This agent is independent from SciCumulus and crawlers the several cloud providers capturing information about types of VMs, pricing, VM capacity, and transferring rates. All of this information is stored in a specific DB schema of SciCumulus and can be considered important provenance data [10] .
Conclusions
Large scale scientific workflows usually present several executions using different parameters and input data. In order to produce results in a feasible time, scientists use parallel techniques to improve performance. For running these experiments in cloud environments, specific infrastructure such as SciCumulus is commonly used. However, in its first version, SciCumulus creates the VMs following the decisions of the scientist. Scientists have to inform the total number and type of necessary VMs which is not appropriate. There may be several combinations of types of VM to choose depending on the provider and this choice can be error-prone. This work presents a cloud-based cost model used to help determining the best possible configuration of the cloud environment before scheduling activities into those environments. This cost model aims at optimizing two criteria: total execution time of the workflow and monetary cost. Next steps include performing several experiments using this cost model to instantiate the environment in order to evaluate its efficiency. 
