Abstract-There are many population based optimization methods used for numeric functions and engineering problems. The biggest problem of these methods is setting the balance between exploration and exploitation. The artificial bee colony algorithm proposed by Karaboga gives better results compared to other known nature-inspired methods. Yet, while the ABC algorithm is better in the exploration part, which is known as exploring new places, it is not well enough in the exploitation part, which is explained as exploiting the results found. To overcome this problem, instead of random distribution of the scout bees in the search space in ABC algorithm, this paper proposed the Levy Flight ABC (LFABC) algorithm performing the distribution using Levy Flight method. By this way, it was ensured for the ABC algorithm to improve the exploitation. The two methods were tested on 10 benchmark functions, and the proposed method was seen to perform the results better.
I. INTRODUCTION
In the last 10-20 years, many population based algorithms were proposed to solve numerical benchmark functions and engineering problems, such as particle swarm optimization [1] , ant colony optimization [2] , genetic algorithms [3] , artificial bee colony [4] and so on. These algorithms which are also referred to as biological-inspired were generally proposed through inspiration from social and foraging behaviors of particular animals. Being inspired from social and foraging behaviors of bees, ABC was first proposed in 2005 by Karaboga [4] .
Showing a better performance compared to other optimization techniques, the ABC algorithm [5] , considering its simplicity and efficiency, was used in the fields such as function optimization [6] , [7] , vehicle routing problem [8] , data clustering [9] , image processing and segmentation [10] , [11] , electric load forecasting [12] , engineering design [13] and so on.
There are two important points for biological-inspired algorithms: exploration and exploitation. The exploration part is concerned the ability of autonomously seeking for the global optimum, whereas the exploitation part is related to the ability of applying the existing knowledge to look for better solutions [14] . Although the ABC algorithm is more effective in many numerical benchmark functions compared to other algorithms, the ABC algorithm has some deficiencies. While ABC is good in exploration, it is not good enough in Manuscript received February 9, 2013 ; revised April 14, 2013 . This work was supported by Scientific Research Project of Selcuk University.
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exploitation, which refers to ability of applying the existing knowledge to look for better solutions. In other words, while the ABC algorithm can perform global search better, it is weak in local search. Many ABC variants were proposed to overcome this problem. The common goal of the new algorithms proposed was to strengthen exploitation by ensuring the ABC algorithms perform local search better. Inspired from the PSO algorithm, Zhu ve Kwong [15] proposed gbest-guided ABC (GABC) algorithm by incorporating the information of global best (gbest) solution into the solution search equation to improve the exploitation. And inspired from the DE algorithm, Gao et al. [16] improved exploitation by ensuring the ABC algorithm perform search only around the best solution. Xiang ve An [6] proposed the ERABC algorithm, a combinatorial solution search equation that is introduced to accelerate the search process instead of ABC solution search equation, and a chaotic search technique that is employed on scout bee phase. Li et al. [14] used 3 different solution search equations in parallel, and chose the one with better results, and developed the ABC algorithm by performing this phase for both employed and onlooker bees. Alatas [17] used chaotic maps for parameter adaption, initial the artificial colony and scout of employed bee to prevent the ABC to get stuck on local solutions. In this paper, if improvement as much as the predetermined limit value number was not attained in the ABC algorithm, that food source was abandoned, and instead of selecting a random food source within the search space, it was ensured a new food source search be performed according to Levy Flight distribution. GlobalMin (the food source giving the best result at that time) information were also used while searching for a new food source with this distribution. Thus, by performing the search around GlobalMin, it was that the ABC algorithm performs local search more effectively, and that the scout bees that were not useful enough become more useful. According to the experimental results, the proposed method was seen to give better results compared to the ABC algorithm and to prevent being stuck on local minimum in several functions.
The rest of the paper is divided as follows. In Section II, original ABC algorithm and Levy flight method are presented. The proposed approach is detailed in Section III. In Section IV, the experimental results and comparison of the methods are presented. As a final, the paper is concluded with the future works. Karaboga [4] . ABC algorithm has three various bees: employed, onlooker and scout. Colony is equal to both of employed and onlooker bee, so half of the colony is employed bees and another half is onlooker bees. In ABC algorithm each food source stand for possible solution and the amount of nectar of a food source represent the quality of the possible solution. The number of food sources equals the half of the colony size and equal to employed bees. First, each employed bee randomly selects a food source within the determined search space. This distribution is performed according to the (1) below. the new food source determined is better, the old food source is forgotten by applying greedy search mechanism, and the employed bee is updated with the new one. In the opposite case, the old food source remains in the memory. After the employed bees phase is completed, the probabilities are determined for sharing quality of the solutions found with the onlooker bees. 
II. ABC AND LEVY FLIGHTS
Onlooker bees receive the information on quality of the solutions (nectar amount of food source) from the employed bees, and select the solution with better result. In Equation (3), a p i probability is determined for each solution, the better the quality of a solution, the higher its probability of being selected. Then, the onlooker bees search for a new food source using (2) around the food source they have selected, and if the food source they find is better, they replace the old food source with the newly found one.
Finally, if any improvement cannot be made as much as the predetermined limit value number for a selected food source, this food source is forgone, and the employed bee on this source becomes scout bee. Scout bee randomly searches for a food source within the determined search space.
B. Levy Flights
Levy flight [18] is a class of non-Gaussian random processes whose random walks are drawn from Levy stable distribution. This distribution is a simple power-law formula L(s) ~ |s| -1-β where 0 < ß < 2 is an index. Mathematically speaking, a simple version of Levy distribution can be defined as [19] , [20] :
where γ>0 parameter is scale (controls the scale of distribution) parameter, µ parameter is location or shift parameter.
In general, Levy distribution should be defined in terms of Fourier transform
where α is a parameter within [-1,1] interval and known as skewness or scale factor. An index of o stability β є (0, 2] is also referred to as Levy index.
In particular, for β = 1, the integral can be carried out analytically and is known as the Cauchy probability distribution. Another special case when β= 2, the distribution correspond to Gaussian distribution.
β and α parameters take a major part in determination of the distribution. The parameter β controls the shape of the probability distribution in such a way that one can obtain different shapes of probability distribution, especially in the tail region depending on the parameter β. Thus, the smaller β parameter causes the distribution to make longer jumps since there will be longer tail [21] . It makes longer jumps for smaller values whereas it makes shorter jumps for bigger values.
III. THE PROPOSED ALGORITHM LFABC
The ABC algorithm gives successful results for most benchmark functions. Although it is better in setting the balance between exploration and exploitation compared to other algorithms, it has several deficiencies. While it can perform better the global search by performing random searches around each food source and cover the search space optimally, it encounters several problems in the exploitation part, and gets stuck on local minimums particularly in complex multimodal functions. If the original ABC algorithm fails to make improvement for a particular food source as much as a predetermined limit value number, then the employed bee having that source become scout bee. Then this scout bee is randomly distributed within the search space, boundaries of which are determined. In this case, scout bees select a zone within the search space completely randomly without using the results found until that moment as a result of the iterations. It is a very low probability for this newly selected food source to be better than the GlobalMin (best value in current iteration) found until that moment. In this paper, in order to utilize the scout bees better, they are made find a new food source using Levy Flight distribution with also the effect of GlobalMin instead of selecting a random food source. By this way, it is sought to attain a better solution using the best food source until that moment instead of the food source that could not be improved. By performing enough random searches, exploration of the ABC algorithm, which is already good in exploration, is improved.
Let us review in some more detail how distribution is performed using Levy flight. By Levy flight, new state of the particle is calculated as [19]:
α is the step size which should be related to the scales of the problem of interest. In the proposed method α is random number for all dimensions of particles.
The product  means entry-wise multiplications.
A non-trivial scheme of generating step size s samples are discussed in detail in [19] , [20] , it can be summarized as
where u and v are drawn from normal distributions. That is 2 2 (0, )~(0, )
Here  is standard Gamma function.
One of the important points to be considered while performing distribution by Levy flights is the value taken by the β parameter. As stated before, Yang and Deb mentioned that the β parameter gave different results at different values in the trials conducted in the study named Multiobjective cuckoo search for design optimization [19] . Accordingly, it can be concluded that a different β parameter for each benchmark function gave a more effective result. Moreover, in the Evolutionary Algorithms with Adaptive Levy Mutations study of Chang-Yong Lee, different constant values were set of the β parameter, procedures were conducted by calculating the distribution for each of these values and selecting the best of the offspring produced [21] . As seen in these two examples, β parameter substantially affects distribution.
IV. EXPERIMENTS AND RESULTS

A. Benchmark Functions and Parameter Settings
Experiments are implemented with the population size of 50(namely, SN=25) and the control parameter limit equals 100 for all the test functions. The algorithms are examined on benchmark functions with dimension (D) of 50. For all benchmark function, number of iteration is determined as 10000.The bees are initialized in the search range [Xmin, Xmax] , where Xmax and Xmin are the maximum and minimum value in search range. The experimental results in Table II are the average of minimum values of the benchmark functions for 30 runs. The stopping criterion is set number of maximum iteration. The performance of LFABC is compared with the original ABC. For LFABC, β parameter is set 1.5 in Table II .
The determined benchmark functions are numbered f 1 to f 10 given in Table I . All the functions are to be minimized. Table  1 shows characteristic(C), search range (Range), and formulation of the functions. The functions 9 are multimodal and f 10 is shifted. Table II shows the mean result of 30 runs with 10,000 iterations of ten benchmark functions (f 1 to f 10 ) with dimension 50. The information about the mean optimum solution, standard deviation, minimum and maximum value and Wilcoxon test result by ABC and LFABC in 30 runs over benchmark functions are given in Table I . The best mean result and the best standard deviations of the benchmark functions obtained by the algorithms are shown in bold. According to Table II, the mean result of LFABC algorithm performs better compared to ABC algorithm for the all benchmark functions except f 3 . While ABC algorithm is being trapped in local minimum, the LFABC algorithm attained the optimum value for function f 4 and f 5. We can conduct robustness comparisons of the algorithms by checking the standard deviations. The fact inconsistency between its results is high shows that it is not robust. LFABC algorithm is a robust algorithm compared to ABC algorithm for all benchmark functions except f 3 . Table II . In the charts, in case Wilcoxon test was at 0.05 significance level, + mark was used, otherwise, -mark was used; no mark was used in case all results showed the sale value or optimum value. From the results in Table II , it can be observed that the LFABC algorithm's performance is significantly better compared to ABC algorithm for all benchmark functions (except f 3 ) in Table I .
B. Experimental Results
V. CONCLUSION AND FUTURE WORKS
In order to overcome insufficiency of the ABC algorithm in exploitation, this paper proposed the LFABC method ensuring the scout bees in the ABC algorithm find a new food source within the search space with also the effect of GlobalMin. The original ABC algorithm was tested in 10 benchmark functions by the proposed method. While the proposed method gave the optimum value by ensuring the ABC algorithm escape from local minimums for several functions, it was seen to make improvement in the other functions.
As future work, a better improvement can be attained by using the LFABC method together with other proposed algorithms, and it can be used on different optimization problems together with these methods. Furthermore, effect of the β value, an important parameter for Levy Flight distribution, on other functions can be examined and detailed.
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