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László BARANYI, Department of Fluid and Heat En-
gineering, University of Miskolc, 3515 MISKOLC,
Hungary, arambl@gold.uni-miskolc.hu
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Abstract. In this work we examine some simple non-oscillatory boundary conditions that
can be applied to a typical class of modern finite-difference shock capturing schemes. In
particular we concentrate on a non-staggered source-term version of the Nessyahu-Tadmor
scheme [3] applied to some one-dimensional model equations admitting shocks that can
interact with the system boundaries.
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1. Introduction
Recently many schemes have been employed in numerical studies of hyperbolic sys-
tems. Such systems occur in a wide variety of problems, including shock propagation
in fluids [1]. New methods for the numerical solution of such systems fall into several
classes, of which the fully discrete schemes of Nessyahu and Tadmor [2] and their
extensions constitute one important class of Riemann-solver-free schemes for shock
propagation problems. Here we concentrate on a non-staggered variation [3] of [2]
and pay particular attention to what transpires on a wave structure at a boundary,
especially when it is to be fully absorbed and when it is to be reflected. To illustrate
the application of these two types of boundary conditions, we examine their effect on
shock structures modelled by such equations as the inviscid Burgers’ equation and the
equations for a Broadwell gas, which is a two-dimensional neutral gas model allowing
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for one-dimensional spatial variation. We formulate and test local boundary condi-
tions required to smoothly absorb and to smoothly reflect shocks at the boundaries.
Because of the spatial extent of the finite-difference grid stencils of modern high res-
olution schemes, it is required to employ "thick" boundary conditions, whereby, not
only a single end point is treated as a boundary point but so too are its immediate
neighbours. Tests conducted with this device in conjunction with the above [3] high
resolution scheme indicate that simple local conditions can indeed result in smooth
boundary interactions.
2. Model equations and the numerical scheme






= g (u) , (2.1)
a one-dimensional hyperbolic system [1] of partial differential equations. Here u(x, t)
is the unknown m-dimensional vector function, f(u) is the flux vector, g(u) is a
continuous source vector function, with x the single spatial coordinate and t the
temporal coordinate. For the numerical integration of (2.1) we consider uniform
spatial and temporal grids with the spacings, ∆x=xj+1 − xj ; ∆t=tn+1 − tn (with j





































































where λ = ∆t/∆x and the subscript x denotes differentiation with respect to x.
This scheme has been obtained by extending the scheme [2] based on a staggered
spatial grid to one based on a non-staggered grid, following the procedure outlined in
[4]. In addition, we have also incorporated a non-zero source term g(u) so that (2.1)
above can be applied to non-homogeneous systems. Full details are available from the
authors [3]. Consequently, of course, it is much easier to apply boundary conditions
on non-staggered grids. Further, in order to apply this scheme it is customary to
employ suitable non-oscillatory derivative approximations. In all our calculations we
used the "UNO" derivative approximation [2] for the derivative terms indicated by
the subscript x in (2.1). In particular we utilize the form,
uxj = MM(uj − uj−1 +
1
2
MM(uj − 2uj−1 + uj−2, uj+1 − 2uj + uj−1),
uj+1 − uj −
1
2
MM(uj+1 − 2uj + uj−1, uj+2 − 2uj+1 + uj)) , (2.3)
Local boundary conditions for non-oscillatory shock absorption and reflection 99
where the min-mod non-linear limiter MM is defined by
MM(s1, s2, ...) =
 min {sj} if sj > 0 ∀jmax {sj} if sj < 0 ∀j
0 otherwise .
Many other derivative approximations are used in practice (see for example [5]).
3. Boundary conditions
3.1. Absorption. In this section we examine boundary conditions conditions for
absorbing shocks.
First for computation over x ∈ [xL, xR] with corresponding j = L,L+1, ..., R−1, R,
we note from (2.2) and (2.3) that the spatial index range must be L+ 2 ≤ j ≤ R− 2.
Thus the u-values at the grid points corresponding to j = L,L+ 1 and j = R− 1, R
need to be computed at the next time level. For complete absorption we employ
successive double quadratic extensions in the forms:
uL+1 = uL+4 − 3uL+3 + 3uL+2 , uL = uL+3 − 3uL+2 + 3uL+1 , (3.1)
uR−1 = uR−4 − 3uR−3 + 3uR−2 , uR = uR−3 − 3uR−2 + 3uR−1 , (3.2)
which apply respectively to the left (j = L,L+1) and right (j = R−1, R) boundaries.
These expressions can be shown to be second order accurate in the grid spacing ∆x
and hence are consistent with the second-order numerical scheme (2.2). Issues relating
to the specific components on which they are to be applied are discussed in the next
section.
3.2. Reflection. For reflection of a shock we shall find that specifically the density
component should satisfy the homogeneous Neumann condition (∂u/∂x = 0), and
quadratic extensions for the other two components again on two successive points at
each end as above. We thus employ the successive Neumann conditions:
uL+1 = (4uL+2 − uL+3)/3; uL = (4uL+1 − uL+2)/3 (3.3)
uR−1 = (4uR−2 − uR−3)/3; uR = (4uR−1 − uR−2)/3. (3.4)
These are one-sided derivatives which can again be shown to be second-order ac-
curate and thus consistent with (2.2). An interpretation of these conditions is given
in the context of the applications below. In the following we present two test cases.
4. Test applications
4.1. Burgers’ equation. First, as a simple illustration we apply the scheme (2.2) to












u(x, 0) = u0(x), t > 0. (4.1)
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A characteristic analysis [1] of this system admits waves that propagate with a
constant speed in one direction only. Hence we can only expect to study absorption
of a disturbance into a boundary and no reflection from it. Further, it is well known
[1] that any initial waveform will evolve into a shock or a rarefaction wave. We allow
for the smooth passage of such a shock by setting the outflow conditions (3.2). These
naturally allow free adjustment of the flow, thus catering for smooth absorption.
Figure 1 depicts a typical initial condition, which evolves into a shock. Frame (b)
depicts the situation when the shock has moved close to the boundary and illustrates
smooth oscillation-free absorption. Frame (c) depicts the situation when the shock
















Figure 1. Absorption of a Burgers’ equation shock. The plots show u(x, t) as a
function of the x-coordinate at fixed times t = n× 0.01
4.2. Broadwell gas model. In this case we consider a multi-component problem






















ρ2 +m2 − 2ρz
)
. (4.2)
Here ε is the mean free path and ρ(x, t),m(x, t), z(x, t) are the density, momentum and
flux, respectively. For illustration we compute the ’stiff’ case with ε = 10−8 on a fine
grid with ∆t = 0.1×ε and ∆x = 3×∆t. An analysis [6,7] of the corresponding eigen-
system shows that both left and right moving waves are admissible, with characteristic
speeds of +1, -1, and 0. Thus we can propagate waves from the left and also obtain
waves that can be reflected back into the system from the boundaries.
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In order to achieve this for shocks, we choose a typical Riemann initial condition
to produce a right propagating shock, such as,
Rim1 :
{
ρ = 2,m = 1, z = 1; x < 200
ρ = 1,m = 0.13962, z = 1; x > 200
on 0 ≤ x ≤ 800.
Then in the first instance we choose for the boundary conditions the free flow
conditions (3.1)-(3.2) to study shock absorption. Figure 2 (a)-(b) depicts the situation
of smooth absorption of the shock after about t = 2300× ε× 0.01.






















Figure 2. Absorption: (a)-(b) and reflection: (c)-(d) of Broadwell gas shocks at
various time steps n. Plots of the density ρ(x, t), momentum m(x, t) and flux z(x, t)
are shown as functions of the x-coordinate
In the second instance to study shock reflection, we employ the same initial con-
ditions but with the Neumann condition (3.4) on the density, together with the free
flow conditions (3.2) on the momentum and flux. Here again, Figure 2 (c)-(d) shows
that the shock is smoothly reflected with no spurious oscillations. The interpretation
of the boundary conditions in this case may be seen as follows: the Neumann con-
dition for the density forces the density profile at the boundary to level off, i.e. to
prohibit any density gradient from forming. The latter would be the case when for
example, free-flow density profiles are imposed. Thus since the momentum and flux
fields are allowed to freely adjust for this condition, the fluid near the right boundary
will be forced to dam-up due to the flow from the left, resulting in increasing density
at the right. This continues until the upstream shock level has completely reached
the boundary. Then the resulting compression in the vicinity of the right boundary
102 S. Baboolal and R. Naidoo
will tend to propagate out back into the system. This propagating front develops into
a shock which travels to the left, with a higher upstream level. Use of such a homo-
geneous Neumann condition has also been made in other studies of shock reflection,
for example in a two-dimensional shock tube problem [8]. We find such a device to
be a good way to smoothly reflect the shock from the right boundary.
Whilst there are more sophisticated boundary conditions that have been reported in
the literature [1,9,10,11], we are not aware of studies of their applicability to shock
propagation. For example, in [9], apart from physical boundary conditions, soft or
numerical ones are formulated which are treated as additional compatibility relations.
These are obtained by considering the passage of inflowing and outflowing linear waves
corresponding to the characteristics of the problem. Their wave amplitudes are then
computed from the solution of additional local one-dimensional inviscid (LODI) rela-
tions which are compatible with the conservation laws and which have to be solved
at the boundaries. Then for outgoing waves the internal grid values determine the
boundary values, whilst for incoming (or reflected) waves and for other variables
required by the numerical scheme the LODI relations are used. To obtain some cor-
respondence between our simple approach for shock reflection and the corresponding
LODI relations of Poinsot and Lele [9] we proceed as follows: we note that their
LODI relations (which we extract for one-dimension ∼ x1 coordinate) and which they

























(A5 −A1) = 0,

















where p, ρ, u1, c, A1, A5 are the pressure, density, flow velocity, speed of sound, incom-
ing (or reflected) wave amplitude and outgoing wave amplitude, respectively.
Now, for reflection at a solid boundary one can set the physical condition u1 = 0











there. We observe that this condition on the density coincides with our choice (ho-
mogeneous Neumann) employed in the Broadwell gas case above.
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Finally, we should mention that their particular LODI relations quoted here are
valid for the case of an ideal gas, and, to our understanding, for smooth wave propa-
gation and thus one cannot infer its validity for shock propagation. In [10] however,
their approach is extended for more realistic gases, but still without consideration of
shock propagation. Another point to make here is that the type of numerical scheme
employed also determines the extent or number of these further boundary or compat-
ibility relations. These are nevertheless interesting questions which are matters for
further investigation. In contrast here, we are formulating and testing simple local
conditions which are computationally inexpensive.
5. Conclusion
We have outlined and tested some simple boundary conditions that can be used with
a class of high resolution central difference schemes which are commonly employed
in studies of shock capturing and wave propagation. In particular, when we employ
these boundary conditions successively on a boundary point and its immediate neigh-
bour, a device which we designate as "thick" boundary conditions, our tests indicate
that smooth shock absorption and reflection can occur. These simple local boundary
conditions are thus expected to be useful for other similar difference schemes.
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Abstract. The recent efforts in development of efficient solution methods for non-
conforming finite element systems are inspired by their importance for various applications
in scientific computations and engineering. This study is focused on the implementation of
rotated bilinear elements. A locally modified approximation of the global stiffness matrix
is proposed allowing for: a) a stable MIC(0) factorization; and b) a scalable parallel im-
plementation. An optimal condition number estimate is derived for the constructed sparse
matrix approximation with respect to the original global stiffness matrix. The estimates of
the parallel speed-up and the parallel efficiency as well as the presented parallel numerical
tests demonstrate the potential of the PCG algorithm and the MPI code developed.
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Keywords: non-conforming FEM, preconditioning, parallel algorithms
1. Introduction
Consider the elliptic equation
−∇ · (a(x)∇u(x)) = f(x) in Ω,
u = 0 on ΓD,
(a(x)∇u(x)) · n = 0 on ΓN .
(1.1)
Here ∇u(x) denotes the gradient of u and ∇ · q denotes the divergence of the vector
q. Further, we assume that Ω is a convex polygonal domain in IR2, f(x) is a given
function in L2(Ω), a(x) = [aij(x)]2i,j=1 is a symmetric matrix, n is the outward unit
vector normal to the boundary Γ = ∂Ω, and Γ = Γ̄D∪ Γ̄N . We assume that aij(x) are
piece-wise smooth functions on Ω̄ satisfying the uniform positive definiteness condition
of the matrix a(x).
Problem (1.1) can be discretized in various ways. Among the most popular and
frequently used methods of approximation are the Galerkin finite element method, the
finite volume method and the mixed finite element method. Each of these methods has
its advantages and disadvantages when applied to particular engineering problems.
For example, for petroleum reservoir problems in geometrically simple domains and
heterogeneous media, the finite volume method is known to be reliable, accurate,
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and locally mass conservative. Many engineering problems, e.g. petroleum recovery,
ground-water contamination, seismic exploration, etc. need very accurate velocity
(flux) determination in the presence of heterogeneities, anisotropy and large jumps
in the coefficient matrix a(x). More accurate approximation of the velocity can be
achieved through the use of the mixed finite element method (see, e.g. [5]). However,
the technique of the mixed finite element method leads generally to an algebraic saddle
point problem that is more difficult and more expensive to solve.
An alternative approach can be taken by developing hybrid methods where the
continuity of the velocity vector normal to the boundary of each element is enforced
by Lagrange multipliers. The important discovery of Arnold and Brezzi [2] is that
the Schur system for the Lagrange multipliers can be obtained also as a discretization
of (1.1) by Galerkin method using linear nonconforming elements. Namely in [2] it
is shown that the lowest-order Raviart-Thomas mixed element approximations are
equivalent to the usual Crouzeix-Raviart P1-nonconforming finite element approxi-
mations when the classical P1-nonconforming space is augmented with P3-bubbles.
Further, such a relationship has been studied for a large variety of mixed finite element
spaces [1, 6].
Our study is focused on the implementation of rotated bilinear elements. These
elements are an attractive discretizing tool since they possess favorable stability prop-
erties for the Stokes and the Lamé equations. An additional important feature is the
regular sparsity of the stiffness matrices with no more than seven non-zero elements
per row even in the case of non-regular meshes.
Two algorithms are presented, where MP and MV stand for the variants of the
nodal basis functions corresponding to mid-point and integral mid-value interpolation
operators.
There are two general approaches to construct parallel preconditioners, based re-
spectively on: a) domain decomposition, or b) block incomplete/approximate fac-
torization. The second approach does not lead to an optimal preconditioner in
terms of problem size, but produces highly parallel and efficient algorithms (see,
[3, 4, 7, 8, 9, 10, 11]).
Here we first locally modify the stiffness matrix, and then apply a pointwise in-
complete factorization. We get as a result a well parallelizable block structure of the
preconditioner, preserving the robustness with respect to the local properties of the
matrix.
2. Finite element discretization
The domain Ω is partitioned using quadrilaterals e ∈ ωh. Our analysis here is con-
centrated on the isotropic case, and we will assume from now that a(x) is a scalar
function. The partitioning ωh is aligned with the discontinuities of the coefficient a(x)
so that over each element e ∈ ωh the function a(x) is smooth. Further, we assume
that the partitioning is quasi-uniform with a characteristic mesh-size h.
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The Galerkin variational formulation of the above problem reads: given f ∈ L2(Ω)
find a function u ∈ H1D(Ω) = {v ∈ H1(Ω) : v = 0 on ΓD}, satisfying






The rotated bilinear non-conforming finite elements on quadrilaterals are implemented
for the numerical solution of (2.1). The finite element space Vh corresponds to ωh.
This study is concerned with a comparison analysis of two alternative constructions of
Vh, where algorithms MP and MV stand for the variants of the nodal basis functions
corresponding to mid-point and integral mid-value interpolation operators (see [12]).
In defining the isoparametric rotated bilinear element one uses the unit square (with
sides parallel to the coordinate axes) as a reference element ê. For each e ∈ ωh, let
ψe : ê → e be the corresponding bilinear transformation. The element nodal basis
functions are determined by the relations
{φi}4i=1 = {φ̂i ◦ ψ−1e }4i=1.
For algorithm MP , the reference element basis functions {φ̂i}4i=1 are determined by
the standard nodal interpolation conditions
φ̂i(b
j
Γ) = δij ,
where {bjΓ}4j=1 are the mid-points of the sides {Γ
j
ê}4j=1 of ê, and then
{φ̂i}4i=1 =
{(
1± 2ξi + ξ2i − ξ2j+1
)
/4, j = 1, 2
}
.
Alternatively, for algorithm MV , an integral mid-value interpolation operator is ap-













/16, j = 1, 2
}
.
Then the finite element formulation is: find a function uh ∈ Vh, satisfying















over each e ∈ ωh. We note that we allow strong coefficient jumps through the interface
boundaries between the elements. Now, the standard computational procedure leads
to the linear system of equations
Au = f , (2.3)
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where A is the corresponding stiffness matrix. The matrix A is sparse, symmetric
and positive definite. For large scale problems, the preconditioned conjugate gradient
(PCG) method is known to be the best solution method of (2.3).
The goal of this study is to present a robust and parallelizable precondition-
ing algorithm for solving (2.3). The proposed method will be based on incomplete
factorization of sparse matrices. The construction of the preconditioner is based on
a MIC(0) factorization of a locally modified approximation of the original stiffness
matrix. We have shown in our model analysis that the condition number correspond-
ing to the applied local modification is independent of possible coefficient jumps (see
Section 5). The proposed construction is aimed to improve the parallel features of
the algorithm, which are discussed in Section 7. A set of numerical tests illustrating
the robustness of the method, and the efficiency of the parallel implementation are
shown in Sections 6, 8, respectively. Some concluding remarks are given in the last
section.
3. MIC(0) preconditioning
We present here some background remarks about the modified incomplete Cholesky
factorization MIC(0) preconditioner. Our presentation at this point follows those in
[3], see also [9]. Let us rewrite the real N ×N matrix A = (aij) in the form
A = D − L− Lt , (3.1)
where D is the diagonal and (−L) is the strictly lower triangular part of A. Then we
consider the approximate factorization of A, which has the following form:
CMIC(0)(A) = CMIC(0) = (X − L)X−1(X − L)t , (3.2)
where X = diag(x1, · · · , xN ) is a diagonal matrix determined by the condition of
equal row sums:
CMIC(0)e = Ae, e = (1, · · · , 1)t ∈ RN .
For the purpose of preconditioning, we are interested in the case when X > 0 and thus
CMIC(0) is positive definite. If this holds, we speak about stable MIC(0) factorization.
Concerning stability of MIC(0) factorization, the following theorem holds.
Theorem 1. Let A = (aij) be a symmetric real N×N matrix and let A = D−L−Lt
be the splitting (3.1) of A. Let us assume that
L ≥ 0
Ae ≥ 0
Ae+ Lte > 0 e = (1, · · · , 1)t ∈ RN ,
i.e. that A is a weakly diagonally dominant matrix with nonpositive off-diagonal
entries and that A+ Lt = D − L is strictly diagonally dominant.
Then the relation
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gives the positive values xi and the diagonal matrix X = diag(x1, · · · , xN ) defines
stable MIC(0) factorization of A.
Remark 1. The numerical tests presented in this paper are performed using the
perturbed version of MIC(0) algorithm, where the incomplete factorization is applied




ξaii if aii ≥ 2wi






Here 0 < ξ < 1 is a constant of the same order as the minimal eigenvalue of A. The
computations for the model problems considered are done with ξ = h2.
It is readily seen from (3.2) that the computational cost of one MIC(0) PCG it-
eration is proportional to the size of the matrix A. More precisely, the complexity
N (C−1MIC(0)v) is almost the same as N (Av). This will be discussed in some more
details later. Unfortunately, the method is based on recursive computations, and
therefore is inherently sequential. The idea of our algorithm is to apply MIC(0) fac-
torization to a modified sparse matrix the special block structure of which allows for
a scalable parallel implementation.
4. The preconditioning algorithm
The studied preconditioner C is constructed by a proper local modification of the






where Ae is the element stiffness matrix, Le stands for the restriction mapping of the
global vector of unknowns to the local one corresponding to the current quadrilateral
element e. We now introduce the approximation Be of Ae as follows
Ae =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44
 , Be =

b11 a12 0 a14
a21 b22 a23 0
0 a32 b33 a34
a41 0 a43 b44
 , (4.1)
where
b11 = a11 + a13, b22 = a22 + a24, b33 = a33 + a31, b44 = a44 + a42,
that is Ae and Be have equal row sums.











Figure 1. (a) Node numbering of a rotated bilinear quadrilateral el-
ement e; (b) Connectivity pattern of Be.
Figure 2. Skewed five point stencil
The definition of Be corresponds to the node numbering as shown in Figure 1. Here
the dash lines represent the connectivity pattern of (a) the dense element stiffness
matrix Ae and (b) its locally modified sparse approximation Be. The structure of B
could be interpreted as a skewed five point stencil (see Figure 2) whereas in a very
general setting A and B are spectrally equivalent.
At this point we introduce the preconditioner C for A which is defined as a MIC(0)
factorization of B, that is,
C = CMIC(0)(B).
This needs naturally B to allow for a stable MIC(0) factorization, which in particular
will be discussed in the next section.
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5. Condition number model analysis
The model problem we analyze in this section is set on a uniform square mesh. Then
the element stiffness matrices corresponding to the square element e ∈ ωh in the cases





5 −1 −2 −2
−1 5 −2 −2
−2 −2 5 −1






5 1 −3 −3
1 5 −3 −3
−3 −3 5 1
−3 −3 1 5
 . (5.2)
We consider now the local eigenvalue problem
AMPe w = λB
MP
e w. (5.3)
Obviously Ker(AMPe ) = Ker(BMPe ) = Span{e} where et = (1, 1, 1, 1), and it is
therefore enough to consider a reduced 3 × 3 eigenvalue problem instead of (5.3).
Then the simplification using the substitution
µ = 1− λ
leads to the following characteristic equation for µ
det
 1 + 4µ −1 −2µ−1 1 + 4µ −2µ
−2µ −2µ 1 + 4µ
 = 0. (5.4)
Further computation shows that µ1 = 0 and µ2,3 = −1/2, and therefore
λ1 = 1, λ2,3 = 3/2.
The global condition number estimate directly follows from the local analysis pre-


















The same approach is directly applied to the matrices AMV and BMV where µ1 = 0,
µ2,3 = 1/3, and therefore λ1 = 1, λ2,3 = 2/3.
The result of our local analysis is summarized in the next theorem.
Theorem 2. Let us consider the non-conforming FEM problem (2.2) defined on a
square mesh. Then:
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(i) the sparse approximation B of the stiffness matrix A satisfies the conditions
of Theorem 1 for a stable MIC(0) factorization;
(ii) the matrices B and A are spectrally equivalent where the next relative con-







The above result holds for both MP and MV cases.
6. Numerical tests I
The model problem −∆u = f in the unit square is considered, where homogeneous
Dirichlet boundary conditions are assumed at the bottom side. The presented nu-
merical tests illustrate the PCG convergence rate of the studied MIC(0) precondi-
tioners when the size of the discrete problem is varied. A relative stopping criterion
(C−1 rnit , rnit )/(C−1 r0 , r0 ) < ε is used in the PCG algorithm, where ri stands for
the residual at the i-th iteration step, (·, ·) is the standard Euclidean inner product,
and ε = 10−6. A uniform mesh is used, where h = 1/n, and the size of the discrete
problem is N = 2n(n+ 1).
Table 1. PCG iterations: MIC(0) preconditioning in the cases MP
and MV
Meshsize nAAit nABit
n N MP MV MP MV
63 8064 51 48 34 39
127 32512 82 70 50 56
255 130560 133 101 71 81
511 523264 214 144 104 114
1023 2095104 292 208 149 167
The obtained numbers of iterations are reported in Table 1. Here again, MP and MV
stand, respectively for the cases of mid-point and integral mid-value interpolation
operators used to construct the nodal basis of the related non-conforming FEM basis.
We denote here by nAAit and nABit the number of iterations obtained when MIC(0)
factorizations of A and B are used as preconditioners of A.
The following observations are derived from the presented numerical results:
• The number of iterations in all cases is O(
√
n) = O(N1/4).
• The PCG convergence rate is better for the case MV. This is one more advan-
tage of this variant of the rotated bilinear elements (see [12] for more details
about the approximation properties).
• nABit < nAAit . Note, that this is considerably better than what we have as a
prediction from the uniform estimate from Theorem 2.
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• A stable MIC(0) factorization of the matrix AMV for the considered model
problem has been obtained. It is important to note that the related conditions
from Theorem 1 are not satisfied in this case.
7. Parallel preconditioning algorithm
We study in this section the parallel properties of the proposed algorithm. Our
analysis is focused on the PCG solution of the linear algebraic system obtained. The
preconditioner was introduced as C = CMIC(0)(B). Each PCG iteration consists of
one solution of a system with the matrix C, one matrix vector multiplication with
the original matrix A, two inner products, and three linked vector triads of the form
v := αv + u. Therefore the computational complexity of one PCG iteration is given
by
N itPCG ≈ N (C−1v) +N (Av) + 10N ≈ 34N.
In the general case, the solution of triangular systems with matrices (X − L) and
(X−L)t is typically recursive, see (3.2). This is the reason for considering MIC(0) an
inherently sequential algorithm. We will show now how this disadvantage has been
overcome by the sparse matrix B introduced.
To illustrate the basic idea, we will analyze in a more detailed form the model
problem where Ω = (0, 1)2, the square mesh ωh corresponds to the mesh size h =
1/n. In this case the size of the discrete problem is N = 2n(n + 1). The structures
of the matrices A and B are illustrated in Figure 3, where each of the diagonal
blocks corresponds to one vertical line of the mesh if a column-wise numbering of the
unknowns has been used (see also [11]). The important advantage of the matrix B is
that all of its diagonal blocks are diagonal. In this case, the implementation of the
PCG solution step C−1v is fully parallel within each of these blocks. One can see
at this point how the construction of B has been inspired by the properties of the
conforming linear FEM stiffness matrix corresponding to a skewed triangulation (see
[10] for some more details). Following [13], we will assume that the computations and
communications are not overlapping, and therefore, the parallel execution time is the
sum of the computation and communication times. We will also assume that: a) the
execution of M arithmetic operations on one processor takes time Ta = Mta, where
ta is the average unit time to perform one arithmetic operation on one processor (no
vectorization); and b) the communication time to transfer M data elements from one
processor to another can be approximated by Tcom = `(ts + Mtc), where ts is the
start-up time and tc is the incremental time necessary for each of the M elements to
be sent, and ` is the graph distance between the processors.
Let us consider a distributed memory parallel algorithm where the number of pro-
cessors is p (p > 2), and let n = mp with some natural number m. The computational
domain is split in p equally sized strips. The processor Pk is responsible for the local
computations corresponding to the k-th strip. Then, we get the following expressions
for the communication times related to C−1v and Av
Tcom(C
−1v) = 8n(ts + tc),
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BA









Figure 4. Stripwise data distribution between the processors in par-
allel implementation
Tcom(Av) = 4ts + 2(3n+ 1)tc.
Note that the above communications are completely local. The inner product needs
one broadcasting and one gathering global communication but they do not contribute
to the leading terms of the total parallel time and will not be considered in our







ta + 8nts + 14ntc. (7.1)
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What we conclude from (7.1) is that the parallel algorithm is asymptotically optimal.
At the same time we should emphasize that the real speed-up is strongly dependent
on the relations between ts and tc which means that in the general case good parallel
efficiency could be achieved, if and only if, the size of the problem is large enough.
This is readily seen from the results reported in the next section.
8. Numerical tests II
The parallel implementation of our C code is developed using the MPI (Message
Passing Interface) standard. A set of numerical tests have been performed on a
Beowulf type cluster. It consists of four dual processor Power Macintosh computers
connected with a Bay Stack 350 Switch. Each node has 512 MB RAM and two
processors Power PC G4/450MHz. The same model problem is used to illustrate the
properties of the proposed parallel PCG algorithm and the related code. The results








and where Tp stands for the parallel time to perform the code on p processors. A well






p cpu Sp Ep
n
nit
p cpu Sp Ep
1 6.02 1 6.82
128 2 3.32 1.81 0.91 128 2 3.70 1.84 0.92
49 4 3.91 1.54 0.39 56 4 4.29 1.59 0.40
8 3.67 1.64 0.21 8 4.18 1.63 0.20
1 35.44 1 40.40
256 2 19.52 1.82 0.91 256 2 22.21 1.82 0.91
71 4 15.83 2.24 0.56 81 4 18.11 2.23 0.56
8 11.96 2.96 0.37 8 13.60 2.97 0.37
1 208.95 1 238.94
512 2 114.47 1.83 0.92 512 2 130.97 1.82 0.91
104 4 75.85 2.75 0.69 119 4 86.89 2.75 0.69
8 49.48 4.22 0.53 8 56.56 4.22 0.53
1 1198.45 1 1335.60
1024 2 654.51 1.83 0.92 1024 2 762.31 1.75 0.88
148 4 382.87 3.13 0.78 167 4 432.61 3.09 0.77
8 227.52 5.27 0.66 8 255.75 5.22 0.65
expressed asymptotic scalability of the algorithm is demonstrated by the test data
presented. The parallel efficiency E8 ≈ 0.65 for n = 1024 can be evaluated as a good
achievement for the problem considered.
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Remark 2. The cluster we have performed the reported numerical tests on has in
fact a heterogeneous architecture, which is not the case for the best performance of a
standard MPI code. For such a case, a combination of Open MP (within each of the
shared memory two-processor node) and MPI could be recommended to improve total
parallel efficiency.
9. Concluding remarks
In this paper we have proposed a new MIC(0) preconditioner for the rotated linear
non-conforming finite element systems for second order elliptic equations. We have
proved that the introduced locally modified approximation of the original stiffness
matrix has a relative condition number that is bounded uniformly with respect to
both the problem size and the possible jumps of the coefficients. The algorithm has
been analyzed in the cases of coefficient and mesh isotropy. Further, the derived
estimates for the parallel time show that a good parallel scalability can be achieved
for large scale problems. The presented numerical results show that the proposed
scalable parallel preconditioner preserves and even improves the robustness and the
computational efficiency of the standard MIC(0) factorization algorithm.
Our further plans include generalizations to 3-D case including modifications al-
lowing for efficient treatment of coefficient and mesh anisotropy.
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Abstract. In this paper, some relations are developed for the spherical motion of a rigid
body. Results are formulated in four theorems which describe a few geometrical properties
of spherical motion using the geometrical data of the fixed and moving axode cones. An
example illustrates the application of the formulae derived.
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1. Introduction
The term spherical motion is used when the rigid body moves around a fixed point.
The spherical motion is equivalent to the moving axode cone Cm rolling without
slipping over the fixed axode cone Cf . The instanteneous axis of rotation is the line
of contact between these cones. The common apexes of the axode cones Cm and Cf
is the fix point O [2, 3, 6].
The intersection of the axode cones Cm and Cf with the sphere whose center is
point O and the radius is R are the moving polode cm and the fixed polode cf ,
respectively [2, 3, 6]. The common point of the curves cf and cm is denoted by P ,
and the common tangent unit vector of curves cm and cf at point P is indicated by t.
The angular velocity vector ω = ωe describes the instantaneous motion of the rigid
body considered. Here, e =
−−→
OP/R – see Figure 1.
The contact point P of the curves cm and cf moves along the curve cf in the frame
of the fixed polod cone Cf . This motion has the velocity








The contact point P of the curves cm and cf moves along the curve cm in the frame
of the rigid body considered. The moving polode cone Cm is attached to the moving
rigid body. The motion of point P on the curve cm is characterized by its velocity
and acceleration, which are as follows







– τ denotes the time;
– sm and sf are arc coordinates defined on the moving and fixed polode cm and
cf , respectively;
– Γm and Γf are the curvatures at point P of curves cm and cf , respectively;
– nm and nf are the principal normal vectors at point P to the curves cm and
cf , respectively;
– over dot denotes derivation with respect to time.











Starting from the equation



















denotes the time derivative computed in the fixed frame we







The fixed frame is attached to the base (fixed polode cone) and the moving frame is
attached to the moving rigid body (moving polode cone). Point A of the moving rigid
body instantaneously coincides with point P . Using the fundamental relationships of
relative motion in connection with point P we can write
uf = vA + um, (1.7)
wf = aA + 2ω × um + wm. (1.8)
Here, vA is the velocity of point A and aA is the acceleration of point A. uf ,wf ,aA,ω
are taken in the fixed frame and um,wm are regarded in the moving frame in equation
1.8), the vectorial product of two vectors is denoted by cross.


















Figure 1. Moving and fixed axode cones
From pure rolling it follows that vA = 0, um = uf . The latter statement was
mentioned in equation (1.5). The combination of equations (1.2), (1.4), (1.5) with
equation (1.8) gives the result
aA = 2up × ω + u2p(Γfnf − Γmnm), (1.9)
where up = um = uf is the velocity of the instantaneous contact point P .
The common tangential unit vector t of curves cm and cf is attached to point P .


















denotes the time derivative computed in the moving frame.


















sm = upΓmnm. (1.12)
Inserting these results into equation (1.10) we obtain
t× ω = up(Γmnm − Γfnf ). (1.13)
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Using the trivial identity
upt× ω = up × ω = u2p(Γmnm − Γfnf )
and equations (1.9) and (1.13) we get
aA = up × ω . (1.14)
Equation (1.14) is in harmony with the result of example 4.8 of the the book [5] by
Ginsberg.
2. Some useful relations
Theorem 1. The angular velocity of the moving rigid body is determined by the
geometry of the polode curves and the speed of the contact point according to the
equation
ω = up (Γfbf − Γmbm) , (2.1)
where bf and bm are the binormal unit vectors at point P to the curves cf and cm.
Proof. The proof of equation (2.1) follows from the equations














t× (ω × t) = ωt2 − t(ω · t) = ω,
and the definition of the binormal vector
bf = t× nf , bm = t× nm
and the validity of equation (1.13). Here, the dot between two vectors denotes their
scalar product.
Theorem 2. The angular acceleration of the moving rigid body is determined by
the geometry of the polode curves, the speed of the contact point and the rate of
change of the speed of the contact point according to the equation
ε =
·














Here, Tf and Tm are the torsions of curves cf and cm at point P , respectively.







































+ ω × bm, (2.4)






























(R · t) = dR
dsm
· t + R · dt
dsm
= (2.8)
= 1 +RΓme · nm that is e · nm = −
1
RΓm
and, on the other hand, we have
upΓmω × bm = upΓmωe× (t× nm) = upΓmω [t (e · nm)− nm (e · t)] = (2.9)
= upΓmω (e · nm) .
The combination of equation (2.8) with equation (2.9) yields equation (2.7).
Consider point H of the moving rigid body. Let the position vector of point H be
−−→
OH = R cos Φe +R sin Φ cosψi +R sin Φ sinψt, i = t× e. (2.10)
The path of point H in the fixed reference frame lies on a sphere whose radius is R
and whose center is point O – Figure 1. In (2.10), Φ is the angle between the lines OP
and OH. Let [t;OP ] be the plane whose normal vector is t and which contains the
line OP . The plane [OPH] is determined by points O, P and H. The angle formed
by the planes [t;OP ] and [OPH] was denoted by ψ in equation (2.10).
The following theorems describe the relations of the geometrical properties of the
path of point H with the moving and fixed polodes cm and cf .
Theorem 3. Let cH be the path curve of point H. Assuming that the instantaneous
axis is the line OP , then the following equations hold
tH = −i sinψ + t cosψ, (2.11)
NH = −e + i
(
























+ 1 = (RΓH)
2
, (2.14)
where tH , NH and BH are the tangential, principal and binormal vectors to the
curve cH at point H, respectively. tH is a unit vector, NH and BH are not unit
vectors. Furthermore, dp is defined as
dp =
1
Γf cosαf − Γm cosαm
, (2.15)
cosαf = bf · e, cosαm = bm · e (2.16)
and ΓH denotes the curvature of cH at point H.
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Proof. The proof of equations (2.11), (2.12), (2.13), (2.14) is based on the definition
of BH , which is
BH = tH ×NH ,


























The validity of equation (2.17) follows from equation (2.1).
Theorem 4. Let TH be the torsion of curve cH at point H, and let s be an arc
coordinate defined on curve cH . We have
|TH | =
∣∣∣{ dds`n ΓΓH }∣∣∣s=sH∣∣∣ cos Ψsin2 Φ dpR − cot Φ∣∣∣ (Φ 6= 0, π) . (2.18)
Here, Γ = Γ(s) is the curvature at an arbitrary point of cH and the position of point
H on cH is given by sH .
Proof. Using the concept of the osculating sphere in connection with the spherical

















The combination of formula (2.14) with equation (2.19) leads to formula (2.18).
3. Remark on the computation of dp
This section concentrates on the computation of cosαf and cosαm, which appear in
formula (2.15).
Let us consider an arbitrary curve c on the sphere whose radius and center are R
and O, respectively. Let
−−→
OQ = % = %(s) be the equation of curve c, where Q is an
arbitrary point of c and s is an arc coordinate defined on c. A repeated differentiation
of the equation
%2 = R2 = constant (3.1)
with respect to s gives
Γ% · n + 1 = 0, (3.2)
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where Γ is the curvature of c at point Q and n is the principal normal vector of c at
point P . Equation (3.2) can be obtained from Meusnier’s theorem as well [4, 7, 8].
The application of equation (3.2) to curve cf at point P yields




The angle formed by the vectors e and nf is denoted by βf . It is obvious that the
angle between the vectors e and bf is




From equations (3.3) and (3.4) we get





A similar formula can be derived to obtain the value of cosαm:





Here, we remark that the analogue pair of equation (3.6) for the curve cm was
derived in Section 2 (equation (2.8)).
4. Example
Figure 2 illustrates a rigid body’s circular cone OPH. The point O is fixed and the
cone rolls without slipping on the horizontal plane [i;OP ] whose normal vector is i.
The fixed axode cone is the ”plane [i;OP ]” (degenerate cone) and the moving axode
cone is the circular cone OPH. Q is the center point of the base circle of the cone
OPH. This base circle can be considered as a moving polode curve cm. The fixed
polode curve cf is a circle in the plane [i;OP ] whose radius is R = OP and its center
is point O. Our aim is to determine the local geometrical property of the path of
point H at the instant shown in Figure 2.
Using the data given in Figure 2 we can write




nm = i cosϑ− e sinϑ,




, Φ = 2ϑ, ψ = 0.
bf · e = 0, bm · e = − cosϑ,
















OP = OH = R
φ = 2 ϑ
ψ = 0
Figure 2. Rolling circular cone
The application of Theorem 3 to this problem gives






























, λ = tanϑ.
The path of point H is a spherical cycloid and the motion analyzed can be considered
a spherical cycloidal motion [2].
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5. Conclusion
Some relations are derived for the spherical motion of a rigid body. The geometrical
properties of spherical motion are expressed in the geometrical data of the fixed and
moving axode cones. The approach applied does not use the tools of instantaneous
spherical kinematics [2, 3]. The method presented is based on a vectorial approach
that one can meet in [1, 5].
Curvature type relations such as (2.1), (2.14) can be considered as a form of Euler-
Savary equation for spherical motion. Different forms of the Euler-Savary equation
using the terminology and the concept of instantaneous invariants introduced by Bot-
tema are given in [2, 3] for spherical and plane motions.
One example shows how we can use the derived formulas to determine the tangent,
principal normal and binormal vectors together with the curvature at a point of path
curve in the case of spherical motion.
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Abstract. In this paper we investigate the air flow characteristics of the intake port of
a Diesel engine by numerical simulation, which is based on a self developed code. Sev-
eral possibilities of the mathematical model of the engineering problem and their numerical
solutions are implemented, discussed and some of them developed further and compared
with actual physical measurements. As a conclusion we find that a first order finite volume
method, the Vijayasundaram flux vector split method with local time-stepping is suitable
for computing the flow characteristics, namely the flow and swirl coefficients, accurately.
By accuracy we mean that the computed and the measured quantities differ in 0–0.5% and
0.5–10%, respectively, validating our numerical model. Applying subsequently this code and
a domain deformation we are able to increase in 1% the flow coefficient under the constraint
of a constant swirl number, which is significant since only small modifications were allowed.
Mathematical Subject Classification: 76M12, 76N25, 65M99
Keywords: compressible fluid flow, numerical solution of Euler equations, Diesel engine flow
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1. Introduction
1.1. The engineering problem. The value of a Diesel engine is described by a
great many variables, e.g. power, efficiency, emission of pollution. They depend on
numerous parameters of the engine, e.g. geometrical structure (intake port, cylinder,
combustion chamber), injection parameters etc., in a very complex way.
Hence the engineering process of developing a Diesel engine consists of several con-
secutive steps. At one of the first stages a suitable intake geometry is determined
and then, proceeding further, the geometry of the combustion chamber and the pa-
rameters of the injection etc. are adjusted so that the resulting engine satisfies the
prescribed power, air pollution, etc. values.
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An opaque model Surface grid
Figure 1. Overview of an intake geometry
In this paper we focus on the design of the intake geometry (for a typical example
see Figure 1), which is of crucial importance for the engine efficiency. Namely, this
determines largely the amount of fresh air intaken during an engine cycle and the
rotation of the fluid in the cylinder and combustion chamber, which have a close
influence on the efficiency of the combustion. The features of the intake geometry
are characterized by two non-dimensional numbers computed from measurements of
a quasi-stationary flow, the flux-coefficient and the swirl-coefficient, denoted by Cf
and Cs respectively; for a more detailed definition see Section 3.1.
Now the engineering problem we are dealing with in this paper is formulated as
follows. We have to modify a certain given intake geometry by small deformations so
that the resulting intake geometry will be “optimal”: the larger Cf the better while
Cs belongs to a certain given interval (determined a priori from the existing model)
and the volume of intake port will be smaller, if possible. We would like to emphasize
that due to technical restrictions only small deformations are allowed.
An “optimal” intake geometry is sought traditionally by a sequence of consecutive
measurements of these numbers and test-piece modifications; then the best model is
chosen “optimal”. It is clear that this process is rather expensive and time consuming.
Our task is to substitute a reliable numerical simulation for this process.
1.2. The numerical simulation. As part of an industrial project, our task was
to simulate the step of optimal intake port design by numerical simulation. For
this we had to compute Cf and Cs from a geometry given by a CAD-model and
mechanical parameters, by simulation. Moreover, using these coefficients and other
flow parameters such as graphs of pressure distribution we had to suggest an “optimal”
intake geometry. For similar problems investigated in the literature consult e.g. [5],
[7] and references therein.
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For solving our complex problem we had to face – among others – the following
subproblems:
• selecting an appropriate mathematical model for the gas flow;
• finding a fast numerical solution of the mathematical model;
• implementing the resulting algorithm efficiently;
• validating the numerical model with experiments;
• finding small deformations to improve the geometry
such that the resulting simulation be robust and give sufficiently accurate result com-
pared with actual measurements.
In the literature there exist a great number of suggestions for solving the math-
ematical subproblems, see e.g. [2], [4], [6], [8], [11]. However, it seems there exist
only few papers dealing with the engineering subproblems such as verification with
measurements as well; for an example see [5] and [7].
For solving the complex problem, we found a simple and yet adequate approach,
which will be presented and discussed in the paper. Its main features are the following:
• compressible Euler equations for gas flow;
• Vijayasundaram’s flux vector split finite volume method on a fixed (i.e. non-
adaptive) unstructured tetrahedral mesh; here we applied for time stepping a
local time-stepping strategy enabling approximation even of the non-steady
flow;
• ANSI C programming language for the code, which was optimized by the
computer algebra program Maple;
• visualization and mesh deformation modules.
We shall see in this paper below that our computational results were verified by
many actual measurements with a relative error 0–0.5% for Cf and 0.5%–10% for Cs,
see Section 3. Then from several experiments we could suggest an actual new model
intake port; by test-piece measurements our prediction was proven to be of 1% larger
Cf , same Cs and remarkably less intake port volume than the corresponding values
of an initial, a priori given intake port.
2. Components of the numerical simulation
2.1. The mathematical model. The mathematical model consists of the well-
known formalization of conservation laws of mass, momenta and energy by the Euler
equations and a thermodynamical formula, and the equation of states (EOS), which
is specific to the material of the gas. We emphasize that we did not need to use any
turbulence models because numerical simulations based on our mathematical model
happened to be satisfactory, see Section 3.
To formulate the model we need some notations. Let us denote the density, the
velocity, the total energy density (i.e. total energy per unit volume) and pressure of
the flowing air by ρ, v = (v1, v2, v3)T , e, p respectively, the time by t ∈ [0, tmax], the
points in IR3 by (x1, x2, x3)T , the flow domain by Ω ⊂ IR3.
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Let us introduce further the notations
u = (ρ, ρvT , e)T : Ω× [0, tmax]→ IR5,
f = (f1, f2, f3)




ρvi, (ρviv + pei)
T , vi(e+ p)
)T






Here u is called conservative variable, γ = cp/cv, i.e. the ratio of heat capacity at
constant pressure and volume (for air γ = 1.4).
Then our mathematical model reads (see e.g. [6], [3])
∂
∂t
u+ div f(u) = 0 on Ω× [0, tmax] (2.1)






u(., 0) = u0 (2.3)
+ boundary conditions (2.4)
In order to apply adequate boundary conditions in (2.4) we described the circum-
stances of physical measurements (c.f. Section 3). Thus, denoting by Γ = ∂Ω the
boundary of Ω, which is divided into three disjoint parts Γ = Γin ∪ Γout ∪ Γwall with
Γin the inlet (beginning plane section of the intake tube), Γout the outlet (the cylinder
bottom plane section) and Γwall the wall (the rest of Γ), we arrive at the following
boundary conditions for (2.4):
• v is parallel to Γwall
• p = pin, ρ = ρ0 are given at Γin and v ⊥ Γin;
• p = pout is given at Γout.
2.2. The numerical algorithm. For the numerical solution method of the mathe-
matical model which consists of (2.1)–(2.4) we chose some flux vector splitting finite
volume methods to maintain conservativity of mass, momenta and energy and keeping
implementation simple. For a detailed introduction and investigation of such methods
consult [6], see also [2], [3], [4] and [8]. Here we show only the most important features
of our method with a more detailed description of our time-stepping scheme.
Suppose that Ω is discretized by a conform tetrahedral mesh consisting of tetrahe-
dra Tj and the time span is divided (adaptively) by 0 = t0 < t1 < . . . < tk < . . . <
tM = tmax; we shall denote the sides of Tj by Sjl (l ∈ {1, . . ., 4}), which induces a
local labeling of tetrahedra and variables assigned to tetrahedra (for example, Tjl is
the tetrahedron of the mesh with Tj ∩ Tjl = Sjl).
We shall approximate the flow variables constant on each tetrahedron and each
time level via ukj ≈ u on Tj at t = tk. In order to derive a time-stepping scheme for
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f(u) · njldS = 0 (2.5)
where njl is the outer unit normal vector of Tj on its faces Sjl and we use the notation




To approximate the terms of (2.5) observe first that f(u) · njl = Cjl(u)u with
a 5-by-5 matrix valued function Cjl the flux over Sjl, hence
∫
Sjl
f(u) · njldS can be
approximated by the numerical flux gjl = gjl(uj , ujl) of form
gjl(u, v) := |Sjl|(Cjl,1(u, v)u+ Cjl,2(u, v)v)
with
C1 := C
+(u), C2 := C









) : for the Vijayasundaram method.
We remark that the positive and negative part of the matrices are computed after
diagonalization: if C = QDQ−1, then C± = QD±Q−1.
Applying a simple first order approximation of the first term of (2.5) and employing












jl) ∀j = 1, . . ., N, k . (2.6)
In the formulas above, |Sjl| is the area of Sjl and |Tj | is the volume of Tj , further
νjl = |Sjl|njl.
2.2.1. The time-stepping. The usual way of time-stepping with the explicit Euler


























|Sjl|λjl,max(unj ) ≤ CFL(< 1) .
Here CFL is the so-called “Courant number”, which is chosen due to stability restric-
tions; in our performances we equate it with 0.4.
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Application of an CFL criterion implies that even if there is only one side with
large λlj/|Tj |, the time-step gets a very low value and the number of steps and CPU
time grow significantly, although the majority of tetrahedra would allow perhaps a
much higher value for τ . In our case this phenomenon arises because the ratio of
maximal and minimal volume of tetrahedra in our mesh is approximately 3000.
In order to avoid this decrease of efficiency, we used the concept of “life-time of
side-fluxes”, τjl. The main idea is that we reuse the calculated gjl value on the side
Sjl as long as the time-step taken in the step due to the CFL condition does not
exceed τjl; naturaly, after each use we subtract the time-step taken from τjl.
The skeleton of the time-stepping with this kind of life-spans is the following: t := 0;
n_steps := 0
For all j do uj := u0j
For all j, l do




While t < tmax do
τ := min{min
j,l
τjl, tmax − t}
t := t+ τ ; n_steps = n_steps+ 1
For all j, l do
uj := uj − τ|Tj |
qjl
τjl := τjl − τ
if τjl ≤ τ ∗ 0.05 or mod(n_steps, 10)=0 then




With this adaptive time-step control the total average CPU-cost of one iteration
reduced by a factor of 1.8–2.5 in different cases, but the code used 40% more RAM,
because we had to store values of gjl and τjl.
We remark further that using our time stepping method we get numerical solutions
approximating even the non-steady flow, in contrast with usual local time-stepping
methods, which approximate only the steady-state solution in limit and the internal
ukj vectors do not approximate the solution at all (c.f. [3], p. 476).
2.3. Implementation of the numerical algorithm. We implemented the numer-
ical algorithms described above in ANSI C. Linux operating system was used as
developing and running environment. The main reason for this choice was the sta-
bility of the system, which is an important property if the typical CPU time of one
calculation is 14–18 hours.
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Our software reads its input from files and writes its output to files which makes
it easy to run on a remote host and/or with timing. A separate self developed pro-
gram was used to visualize the results. With this software, we could examine the
intermediate results during run-time.
Calculation of the 5×5 matrices above (C, their diagonalization matrices) is the
most CPU consuming part of the program. We imported these formulas (see [6],
[11]) into the Maple computer algebra system and generated an optimized C code
with this software (see [9]). Maple found a lot of common subexpressions that were
unrecognizable by humans. This C code was optimized further by hand. With these
optimization steps we managed to reduce the CPU cost of C+ calculations to 50–60%.
Besides applying the symmetry properties in both Steger-Warming’s and Vijaya-
sundaram’s method (for example C+jl = C
−
im if the lth side of Tj is the same as the
mth side of Ti (see [6] and [4]), we used an another trick in Vijayasundaram’s method:
we have to calculate two matrix-vector products where the matrices are positive and
negative parts of the same matrix. In this way we have to calculate eigenvalues and
diagonalization matrices only once.
3. Experimental verification
3.1. Characteristics of the experiments. In order to validate our numerical sim-
ulation software described in Section 2 we considered the following experiments which
were tried by Autokut Budapest. We took a particular intake geometry (intake tube,
port, valves with a fixed lift and cylinder without piston), made from a certain CAD
model, see Figure 1. The air is drawn from the inlet (beginning of intake tube) to the
outlet (bottom of cylinder) due to a constant pressure drop, namely constant inlet
and outlet pressure, pin and pout were set. Then, after reaching the steady state flow,
the total mass flux and the torque (flux of angular momentum) of air were measured
(at the outlet). The flow and swirl coefficients, Cf and Cs are calculated from these











m= the measured total mass flow rate [kg/s], ρ0 = air density at the inlet
[kg/m3], A = 2·valve inner seat area [m2], v0 =
√
2(pin − pout)/ρ0 = characteristic
velocity based on pressure drop [m/s], T = measured torque [Nm], B = cylinder bore
[m].
In the actual physical experiments
·
m and T are measured by standard devices.









ρ(v × (r− r0))dS
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where Sout is the outlet surface (the bottom of the cylinder), r0 is the position vector
of a point in the symmetry axis of the cylinder. In the numerical model these integrals
are approximated simply by sums on outlet faces of cells.
From an engineering point of view Cf and Cs are the interesting parameters, be-
cause Cf describes the total mass of fresh air flowing through the intake port into the
cylinder (which feeds the combustion) and Cs is a measure of mixture formation.
The history of the intake port geometry in our work is the following. With a
classical engineering development process (small deformations using rasp and putty)
an initial shape was formed. We shall call it Shape 1. In the next step a CAD-model
of Shape 1 was constructed based on geometrical measurements. This CAD-model
was used in our calculations, namely a new shape called Shape 2 was realized using
CNC-machines from this CAD-model. Shape 1 and Shape 2 are almost the same,
but due to the measuring errors of CAD-model building there are small differences
between them. Both Shape 1 and Shape 2 were examined experimentally. From
an engineering point of view Shape 1 and Shape 2 appeared to be equivalent with
acceptable differences (see [1]).
We shall present both results in comparison because the differences between the
measured characteristics of Shape 1 and Shape 2 show the acceptable difference be-
tween the calculated and measured values.
Our simulation is based on the CAD-model, therefore our first goal was to get
back the measured Cf and Cs values for Shape 2 at different pressures. We used
experimental data for Shape 1 as a reference: if the difference between the simulated
values and Shape 2 is less than the difference between Shape 1 and 2, we say that the
numerical model is accurate enough for our purposes.
pin was the same in all experiments: pin = 105.0 kPa, the temperature of steady
air was 18 degree Celsius. The experiments were performed for 4 different pressures
at the outflow. We shall label these cases “A”, “B”, “C” and “D”. Table 1 shows the
values of pressure at the outflow part. The measured values of Cf and Cs can be
Case A B C D
pout [kPa] 87.2 89.9 91.2 92.5
Table 1. Different values of pout
found below in Table 4 together with the results of simulation.
3.2. Discretization of the initial geometry. Using a CAD model of the intake
port, the intake tube and the top of cylinder, the flow domain was divided into
tetrahedra. Two different grids were constructed, which are referred to as Grid 1 and
Grid 2. The main properties are shown in Table 2. To demonstrate the difference
between the resolution of Grid 1 and Grid 2 we present a cut of tetrahedral meshes in
the plane of valves on Figure 2. One can observe that Grid 1 uses only 2 tetrahedra
in the small gap between valve and the top of cylinder, while Grid 2 uses at least 4.
This property can affect the accuracy significantly.
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Grid 1 Grid 2
Number of gridpoints 9 685 31 830
Number of tetrahedra 43 371 147 775
Table 2. Main properties of two tetrahedral grids
Grid 1 Grid 2
Figure 2. Comparison of Grid 1 and Grid 2 with a cut of tetrahedral mesh.
The list and coordinates of gridpoints (vertices of tetrahedra) and the list of tetra-
hedra were exported from CAD software and a simple Perl script was used to convert
these files into the input form of our program.
As shown below in Table 4 resolution of Grid 2 is needed and is enough to get
accurate results.
3.3. Verification of the numerical simulation.
3.3.1. Typical characteristics of the numerical simulation. A numerical simulation on
Grid 2 needs 120 000–150 000 iterations (being equivalent to 0.02–0.05 s physical time)
to reach the quasy-steady state flow. The CPU time on a 466MHz Pentium III. based
workstation was 14–18 hours and the program used 48megabytes of RAM, when the
Vijayasundaram method was applied to the Euler equations.
Figure 3 shows how the Cf and Cs values are converging to the stationary values.
(The initial state was homogeneous density with zero velocities. Moreover, in fact the
graph of mass flow rate and torque are displayed, which are a constant multiple of the
corresponding coefficients.) It is an interesting fact that the frequency of oscillations
in mass flux corresponds to the frequency of sound wave with wavelength 0.3–0.4m
which is the linear size of the whole system.
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SW Vijaya Measured
Cf 0.281 0.509 0.509
Cs 0.034 0.260 0.261
Table 3. Results of computations and measurements for verification
During the calculations it was possible to visualize the partial results, because some
global parameters as well as the state of flow was written to hard disk periodically.
The stability of the operation system was very important: Linux made no errors even
if the simulation and the visualization software were running simultaneously on a
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Figure 3. Fluxes as a function of time in a typical case. (Grid 2,
pressure B.)
3.3.2. Comparison with experimental data. First we want to compare numerical sim-
ulation results with measurements; we want in this way to verify our mathematical
model and the numerical methods we applied as well. Moreover, we saw in the pre-
vious subsection that there was a great difference between CPU-times when turning
from the Steger-Warming method to the Vijayasundaram method (the CPU-time was
doubled).
In connection with this we want to reply to the question: Is there a significant dif-
ference between the accuracy of the Steger-Warming method and the Vijayasundaram
method?
In Table 3 we display both the numerical results and measurements w.r.t. the
setting with parameters Shape 2, B and Grid 2. In the table SW and Vijaya refer
to the Steger-Warming and Vijayasundaram methods, respectively. In the table we
show the measurements (see [1]) of the corresponding experiments as well to have a
base point.
The conclusion of these calculations is clear: the Steger-Warming method gives
inaccurate results while the results with the Vijayasundaram method fit very well to
the experimental data. Moreover, these results show also that neglecting viscosity
from our mathematical model is acceptable in our case: although the flow near to the
valves must be turbulent, the global Cf and Cs parameters seem not to be sensitive
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to this effect: the computational results with the non-viscous model and the more
accurate numerical method give back the Cf and Cs values.
Grid 1 Grid 2 Shape 2 Shape 1
A Cf 0.478 0.517 0.517 0.513
Cs 0.209 0.260 0.258 0.212
B Cf 0.472 0.509 0.509 0.499
Cs 0.197 0.259 0.261 0.211
C Cf 0.464 0.504 0.501 0.496
Cs 0.202 0.256 0.267 0.211
D Cf 0.455 0.494 0.494 0.488
Cs 0.199 0.249 0.276 0.206
Table 4. Comparing experimental data with simulations.
Both conclusions are plausible. In other calculations described in the literature
the Vijayasundaram method proved to be much more accurate in a wide range of
problems than the Steger-Warming method, see e.g. [10]. The viscosity of air is quite
small and in our case the smallest gap was approximately 9mm wide. In such cases
simulations of other air-flow problems turned out to be well approximated neglecting
the viscosity.
Although our simulation software was tested in classical test problems, we had to
compare the results of simulation with experimental data. Therefore we performed
test calculations for all 4 values of pout on both grids with the Vijayasundarammethod;
Table 4 shows the result.
We can conclude that the results on the coarse Grid 1 are approximately good, while
on fine Grid 2 all the results are perfect. More precisely the values in the columns
Grid 2 and Shape 2 differs less than 5% in all cases but one, and this difference is
significantly less than the difference between “Shape 1” and Shape 2. (See above in
Section 3.1).
Note that the relative deviation of computed Cs values to measured one are higher
than that for Cf , in agreement with the literature (see e.g. [7]).
As a final conclusion we may state that simulations with the Euler equations on
Grid 2 with the Vijayasundaram method give reliable results.
4. Finding an optimal modification
4.1. Modification of the original shape. As a result of the previous section we
are provided with a good numerical simulation method for reliably computing air-flow
in an arbitrary intake geometry. Hence we are in the position to solve our problem
posed in Section 1.1, i.e., the numerical simulation can serve as a substitute for the
test-piece modification and measurements.
In order to have an idea where to deform the actual geometry we visualized the
flow to find the most sensitive parts of the intake model, see Section 4.2. Using these
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sensitive points we examined some simple deformations and based on these results we
could combine some of them to achieve our goal, see Section 4.3.
4.2. Study of the calculated flow. Visualization of flow gives us a great possibility
to understand what happens in the intake port. Although the real strength of this
tool is available only in interactive work, where the developer can move the cutting
plane or rotate the model as he or she wants to, we present some figures about the
stationary flow. All of our figures were made using a simulation on Grid 2 in case
B of pressure. (Note that other values of pressure make the flow very similar to this
one.)
In Figure 4 we present the velocity distribution in 3 cutting planes. Since the head
of vectors makes the figures less usable, we neglected them. The direction of velocity
can be figured out simply.
Figure 5 shows the velocities in the cylinder at different heights.
Besides getting an overall view of flow we can perform special searching tasks. For
example we can visualize the distribution of pressure and search for places with high
pressure gradients. This is very important information, because in such places the
air has substantial acceleration, and it usually means strong resistance against the
mass flux. In figure 6 we present two pictures about pressure distribution. One can
easily detect the places where the gradients have high values, i.e. the places with high
contrast in the Figures. This information led us to try a small deformation at the
neck. (Deformation a; see in the next section.)
Similar investigations were performed e.g. to find the places with small kinetic
energy density. This kind of places may be superfluous and possibly can be cut
out from the volume of intake port. On the other hand large kinetic energy density
indicates important parts, where the shape distorsions can affect the flow significantly.
In Figure 7 we present two pictures representing the density of kinetic energy (ρv2/2).
We marked the low kinetic energy density regions on the left, the high kinetic energy
density regions on the right picture.
4.3. Small deformations. The deformations we used were local modifications on
vertex coordinates. A simple algorithm was applied to perform this displacement.
Here we discuss it briefly.
We found the following way of deformations very useful. For the definition of such
an elementary deformation we have to give the following parameters:
• The center of deformation. Because our grid is fine enough at the surface, the
center was defined by the index number of a vertex point of grid.
• The radius of deformation.
• The deepth of deformation. Let us imagine a cylinder with an axis perpen-
dicular to the original surface and its center be the center of deformation.
Let the radius of this cylinder be equal to the radius of deformation and its
height be the double of the deepth. We shall displace only the vertices inside
this cylinder.
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Plane with two valves
Valve 1
Figure 4. Velocity distribution in different planes
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Plane A
Plane B
Figure 5. Velocity distribution in the cylinder. (Plane A contains the
bottom of the valves, B is at 5mm distance from A downwards)
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Figure 6. Pressure distribution in the intake port
Figure 7. Low (left) and high (right) kinetic energy density regions
in the intake port
• The amount of deformation. It gives the displacement at the center. The
amount of displacement vanishes at the surface of the cylinder to protect us
from badly deformed tetrahedra.
Study of the effect of small deformations was performed on Grid 2, in case B for
15 deformations. Here we present only 3 of them in Figure 8.
In Table 5 we present the flow and swirl coefficients of the deformed shapes and
the difference between deformed and original volumes of intake port. Considering the
basic deformations (a, b, c) one can observe approximately 1% differences in Cf and
5% differences in Cs.




Figure 8. Three selected deformations
Deformation Cf Cs ∆V [cm3]
Original 0.509 0.259 0.0
a) 0.514 0.271 1.1
b) 0.513 0.246 -18.1
c) 0.516 0.250 8.4
C1) 0.515 0.254 -15.6
C2) 0.514 0.257 -19.3
Table 5. Stationary properties of deformed ports
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As mentioned above a great number of deformations were tested numerically and
we used their combination to keep Cs at the original value while increasing Cf . The
best combined deformations (see C1 and C2 in the Table) could gain more than 1%
improvement in Cf at the same Cs while the volume of the intake port decreased
significantly, see Table 5.
After numerical simulations, the most promising versions among our suggestions
were tested experimentally at Autokut RT. The experiments showed that the results
of our numerical simulation are reliable and suitable for improving the engine.
5. Conclusions
In our paper we presented the results of a software development for compressible fluid
dynamics applied to an engineering problem.
As a general conclusion we can state that the Vijayasundaram method is suitable
for a sufficiently accurate compressible flow simulation in existing engineering prob-
lems, even on a non-adaptive mesh. For the simulation the capacity of an average
workstation is enough to achieve accurate results for such problems.
Our numerical results were compared to experimental results and found to be
valid. Using the numerical simulation we could investigate the flow in the intake port
in details, which is impossible with a usual experimental method. With numerical
simulation we could examine the effects of many deformations and could find small
deformations that satisfy the demands of engine designers and improve the intake
port.
Finally we note that our study of numerical simulation of Diesel engines has gone
further, e.g. at present our software can handle the moving piston, the motion and
evaporation of fuel droplets. The core of these simulations, the results of which will
be presented in the future, is the code reported in this paper.
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Abstract. The application of a new stochastic turbulence model for curved channel flow
is presented. The numerical computation was performed using the finite volume method on
colocated variable arrangements and SIMPLE based pressure-correction method was used to
treat the velocity-pressure coupling. The widely used approach for computation of laminar
flow was extended by the discretization of the turbulent Reynolds stress tensor modelled
by the new stochastic turbulence model of Czibere [1]. In this paper an application of
this turbulence model is shown for curved channel flow. The computed velocity field was
compared with the experimental data measured by LDV.
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1. Introduction
Many engineering turbulence models use the Boussinesq-hypothesis to close the sys-
tem of governing equations, but in some situations some of them fail to produce
acceptable results [2, 3, 4]. A new stochastic turbulence model and related numerical
computations are presented in this paper. The discretization methods are also shown
after having introduced the governing equations.
Computations were performed in an S-shaped confuser and comparison was made
with experimental data measured by LDV. Similar geometry can be found in Leoffler
[5], but he made computations in an S-shaped diffuser. In this paper two-dimensional,
incompressible flow is assumed.




+Div (ρv ◦ v) = fρ−∇p+Div τ +DivFR , (1.1)




is the Reynolds stress tensor. This tensor introduces new
unknown variables so the system of equations is not closed, and we have to use a
turbulence model to close the system.
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2. Application of the stochastic turbulence model
2.1. Description of the stochastic turbulence model. This model is the three-
dimensional extension of the well-known Kármán similarity hypothesis for two-dimen-
sional turbulent flow. The turbulent stress tensor FR is defined in the so-called natural
coordinate system according to the model of Czibere [1]:
FR = ρκ
2l2H |Ω|Ω ,
where κ = 0.41 is the Kármán constant, l is the length scale and H is the similarity
tensor:
H =
 α 1 µ1 β ϑ
µ ϑ γ
 ,
where α, β, γ, µ and ϑ are the constants of the model [1]. The basis vectors of the






v × (∇× v)
|v × (∇× v)|
, e′1 = e
′
2 × e′3 .
The advantage of this definition is that two components of the vorticity vector are
zero in this system.





3, t) = ρκ
2l2 |Ω|Ω , (2.1)
where Θ is the dominant turbulent stress in turbulent shear flow.
The directions of the coordinate axes change from point to point, as the velocity
and the curl of the velocity change. In order to perform the numerical computation
it is easier to use the physical coordinate system, since in this way transformation
from the natural coordinate system q′1, q′2, q′3 can be performed. The Reynolds stress
tensor FR in the physical coordinate system reads:
FR = Θ (q1, q2, q3, t)G , (2.2)
where tensor G is the transformation of the tensor H defined in the natural coordinate
system:
G = E H ET . (2.3)
ET is the transpose tensor of the tensor E. The scalar elements of the tensor E
are defined by the time-mean velocity v and the vorticity vector ∇× v. For numer-
ical computation the Cartesian coordinate system x, y, z was used instead of the










Figure 1. Definition of the scale function along a trajectory























































where λ = (vΩ) / (|v| |Ω|).




+Div (ρv ◦ v) = fρ−∇p+Div τ +Div (ΘG) . (2.4)
The length scale l is always zero on the wall. According to the Kármán-Prandtl sim-
ilarity hypothesis, the mixing length lmix = κl is a linear function when approaching
the wall. In the numerical computation the length scale l appearing in the definition
of Reynolds stress tensor is approximated by a fourth-order polynomial:
l (ξ) = 4S
(






(ξ − ξA) · (ξB − ξ)
(ξB − ξA)
,
where ξA ≤ ξ ≤ ξB , ξ0 =
ξA + ξB
2
and S, T > 0 .
The (ξB − ξA) means the distance between the two points, and ξ is the parameter of
a trajectory (see Figure 1).
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According to the transformation from the natural coordinate system q′1, q′2, q′3 to
the Cartesian coordinate system x, y, z, every (q′1, q′2, q′3) triad corresponds to triad
(x, y, z) according to the following equations:

















2.2. Transformation to the computational coordinate system. An arbitrary
scalar value (such as the function Θ) is not changed during the transformation:
Θ (x, y, z, t) ≡ Θ′ (q′1, q′2, q′3, t) .
A vector (for example the velocity vector v) can be transformed from the q′1, q′2,










The G tensor in the x, y, z Cartesian coordinate system can be calculated using
the similarity tensor H defined in the q′1, q′2, q′3 natural coordinate system: Gxx Gxy GxzGyx Gyy Gyz
Gzx Gzy Gzz
 =
 Exx Exy ExzEyx Eyy Eyz
Ezx Ezy Ezz
·
 α 1 µ1 β ϑ
µ ϑ γ
·
 Exx Eyx EzxExy Eyy Ezy
Exz Eyz Ezz
 .





















zz + 2 (EzxEzy + µEzxEzz + ϑEzyEzz) ,
Gxy = Gyx = αExxEyx + βExyEyy + γExzEyz +
+ (ExxEyy + ExyEyx) + µ (ExxEyz + ExzEyx) + ϑ (ExyEyz + ExzEyy) ,
Gxz = Gzx = αExxEzx + βExyEzy + γExzEzz +
+ (ExxEzy + ExyEzx) + µ (ExxEzz + ExzEzx) + ϑ (ExyEzz + ExzEzy) ,
Gyz = Gzy = αEyxEzx + βEyyEzy + γEyzEzz +
+ (EyxEzy + EyyEzx) + µ (EyxEzz + EyzEzx) + ϑ (EyyEzz + EyzEzy) .
3. Governing equations for two-dimensional flow







= 0 , (3.1)
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Here ρ is the density, u, v and x, y are the Cartesian velocity components and coor-
dinate directions, respectively, and η is the dynamic viscosity.
In two-dimensional problems the vorticity vector Ω is perpendicular to the flow
plane, so the x and y components of this vector are cancelled in the transformed





, Exy = −
v√
u2 + v2







, Eyz = 0 ,
Ezx = 0 , Ezy = 0 , Ezz = 1 .
































According to the stochastic model of Czibere [1] and the measured values of Laufer
[6] the constant elements of the tensor H are: α = 3.9714 and β = 1.5734 .
The turbulent dominant shear stress Θ can be written in the physical coordinate
system using the relations Ωx = 0, Ωy = 0 and Ωz = Ω3′ . The vorticity vector for
two-dimensional flow (where the velocity vector contains only two components in the
directions i and j):








and the function Θ can be obtained from (2.1) as:
Θ (x, y, t) = ρκ2l2 |Ωz|Ωz . (3.8)
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The turbulent terms contain the velocity components and the coefficients of the
turbulence model. Using the length scale l, the system of the algebraic equations
is closed. We have four equations: the continuity equation (3.1), the two momen-
tum equations (3.2)-(3.3) and the definition of function Θ (3.8), and four unknowns:
velocities u and v, the pressure and the turbulent dominant shear stress Θ.
4. Discretization method
4.1. Basic equations. The conservation equations for mass and momentum in inte-
gral form serve as the starting point for finite-volume solution methods:∫
∆V
div (ρv) dV =
∫
(δA)
ρv · dA = 0 , (4.1)
the momentum equation using the turbulence model of Czibere:∫
∆V






Div τ dV +
∫
∆V
Div (ΘG) dV ,
and applying the Gauss divergence theorem the volume integrals can be transformed
into surface integrals:∫
(δA)






τ · dA +
∫
(δA)
ΘG · dA . (4.2)
Here, ∆V is the volume and (δA) is the surface of an arbitrary rectangular control
volume. Steady flow, Newtonian fluid, constant density ρ and dynamic viscosity η
are assumed here; also, gravitational body force is included in the pressure p. The
computation was performed using the finite volume method on a curvilinear orthog-
onal rectangular coordinate system (Figure 2) with collocated variable arrangement,
and Cartesian velocity components were used.
The solution domain is subdivided into a finite number of control volumes (CV),
and a computational node is placed at the center of each CV. The integral expressions
are applied to each CV, and the integrals are numerically evaluated.
4.2. Turbulent terms. Only the turbulent terms are considered here; for a more
detailed description of the discretization methods for laminar flow, see e. g. [7].
The function Θ contains the length scale l, which only depends on the geometry of
the computational domain. In the case of non-moving boundaries this function has
constant values, but the vorticity vectors must be updated in every iteration step.
The turbulent terms according to the turbulence model of Czibere can be written
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where e, w, n, s denote the east, west, north and south boundary of the control














The elements of the tensor G are defined with the relations (3.4)-(3.6). In the dis-
cretization these elements can be divided into two parts, where the coefficients of










































































Terms Gxx, Gxy, Gyx and Gyy are linearized in a way that um+1 and vm+1 are
considered unknown velocity variables, while um and vm are known from the previous
iteration. Due to this division of the turbulent terms, the coefficients of the two
momentum equations are equal for the colocated variable arrangement.
From the previous iteration step the following can be written using the second term






































and the implicit terms can be derived from equations (4.3)-(4.6) using the first term
on the RHS:





































The convective and diffusive terms were discretized with the first-order upwind
difference scheme (UDS) and the second-order central difference scheme (CDS) and
deferred correction was used to connect them. The discretized algebraic equations
were solved with Stone’s strongly-implicit procedure (SIP) [8]. The solution of the
coupled set of equations for u, v and p is based on the SIMPLE algorithm [9]. The
coefficients of the discretized equations are updated and solved in turn and the process
is repeated until convergence.
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5. Results of computations
In order to show how to apply the stochastic turbulence model, turbulent flow was in-
vestigated in a curved-channel. Measurements were also performed with laser doppler
velocimetry (LDV) at the University of Magdeburg [10]. The present computations
requires a few minutes on today’s personal computers. Using the present model we
do not need any additional differential equation apart from the continuity and mo-
mentum equations, in contrast with many other engineering turbulence models, so
the computational time per iteration can be reduced.
Figure 2. Computational grid
The contour plots of the computed and measured values are shown in dimension
m/s in Figures 3-6. The colors and the scales of these figures mean the same values in
pairs. Figures 7 and 8 represent the contour plots of the differences of the calculated
and measured velocity components. As can be seen the agreement is quite good.
The extension of the present numerical methods for three-dimensional problems is
planned in the near future.
6. Conclusions
Based on the results of computations presented above, the following conclusions can
be drawn.
Using the stochastic turbulence model of Czibere the system of governing equa-
tions is closed, and the two unknown velocity components and the pressure can be
determined from the two momentum equations and the continuity equation.
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Contour plots of velocity v
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Contour plots of velocity v
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Figure 5. Calculated velocity components in y direction
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Contour plots of velocity v
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Figure 6. Measured velocity components in y direction
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Contour plots of velocity v
x
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Figure 7. Differences of the calculated and measured velocity com-
ponents in x direction
−0.4
−0.2





1   



















Contour plots of velocity v
y
 [m/s], Model−LDV
Figure 8. Differences of the calculated and measured velocity com-
ponents in y direction
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The application of this model does not require the solution of any additional differ-
ential equation apart from the continuity and momentum equations, in contrast with
many other engineering turbulence models. Using this model the computational time
per iteration step is less than that of most engineering models.
Computational results compare well with experimental results.
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Abstract. A semicircular planar prismatic beam is subjected to bending moments resulting
from piezoelectric actuator devices bonded to the parallel surfaces of the beam. The bending
and torsional deformations are investigated with the Finite Element Method (FEM) and the
closed-form solution of the linear theory of 3D curved beams, respectively. The geometry of
curved element segments is mapped exactly by using the blending function method and with
the Legendre polynomials (isoparametric functions). The aim of the study is to demonstrate
that a planar curved beam under piezoelectric load deflects and twists additionally.
Mathematical Subject Classification: 74E30,74F99,74K10
Keywords: piezoelectric actuator, blending functions, bending rigidity, FEM
1. Introduction
This study presents an investigation of a semicircular prismatic cantilever beam, the
centerline of which is a planar curvilinear arc. Its parallel surfaces are covered by
PIC151 piezoelectric patches (Figure 1).
ϕ = 0o
ϕ = 180o








Figure 1. Composite semiring
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Particularly, the linear theory of space curved beams is used and the results are com-
pared to those obtained by the FEM. The inverse piezoelectric effect is realised by
generating an electric potential difference between the piezoelectric surfaces perpen-
dicular to the η-direction, which is the direction of its natural polarization. The
longitudinal stresses in the actuators result in the contraction and the expansion of
the external fibres of the basic aluminium beam, respectively. The effect generates
a bending moment along the beam, which causes the deflection along the centerline
and the angular rotations of the cross-sections. The aim of the study is to determine
these deformations by using the closed form solution and to compare them to the ap-
proximate solution. The procedure is assumed to be quasi-static, the displacements
and strains are considered to be small. The layers are bonded to each other through
a glue layer with zero thickness. The aluminium beam is assumed to be isotropic, the
piezoelectric material based on PIC151 is orthotropic with its polarizing axis. Both
materials are homogenous.
2. Formulation of the problem by using the theory of space curved beams
The investigation follows the way as shown in [1]. Here, we simplify those equations,
due to the fact that our structure has an initial planar form with constant initial
radius of curvature. Furthermore, initially the cross-sections are not twisted. The ge-
ometrical arrangement is such that the so-called laminar piezoelectric effect dominates
in the design, so the electric field in the η-direction causes expansion or contraction in
the ζ-direction, which results in bending around the ξ-direction. Let us consider an













Figure 2. Tensile stresses in piezoelectric layers
The internal stress in a piezoelectric layer can be written as [2]
σςpi = Epiες0η − eηςEη, (2.1)
where eης is the corresponding piezoelectric coefficient. The electric field Eη is known
as the negativ gradient of the electric potential and is determined here as the difference
ratio −V oltaged . Epi is the Young’s modulus of the piezoelectric material. The strain
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which is a basic relation for the prismatic planar curvilinear beams with a constant
radius of curvature R. Here, ϕ denotes the angle at center of the beam measured
from the clamped end and is used as an independent variable. The variables v and
γ represent the deflection of the beam in the η-direction and the twist of the beam,
respectively.
There is a stress in the midlayer which can be calculated in the knowledge of the
strain. By denoting the Young modulus of that layer by EAl, we can write
σςAl = EAlες0η. (2.3)
Integrating σςpi and σςAl over the corresponding surfaces Api = bd and AAl = bc,





























where IξE is the bending rigidity of the cross-section. In a later section we wish to
bring IξE into sharper focus. Similarly, the torsional mode is also taken into account













where IcG is the torsional rigidity of the-cross section.
3. Solution of the differential equation system
Since there are no external mechanical loads in our study,Mξ andMζ are zero. Hence,
































= 0 . (3.1b)
Equations (3.1a) and (3.1b) are coupled with the variables v and γ. We can eliminate
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with the boundary conditions v |ϕ=0 = 0, γ |ϕ=0 = 0, we get the relation between the
































which is a sum of the general solution of the homogenous equation and of a particular
solution. Here A and B are constants. The related boundary conditions are v |ϕ=0 =













(cosϕ− 1) , (3.5)
which is a trigonometric function of ϕ.
4. Determining the bending rigidity of a composite beam
Let us consider the symmetrical cross-section of the beam (Figure 3). The inertia of













where b is the width of the cross-section, c means the thickness of the midlayer, d is





To obtain the bending rigidity of the cross-section, (4.1) and (4.2) are coupled to each
other through the Young’s moduli of the midlayer EAl and of the extreme layers Epi,
respectively







Figure 3. Cross section of a 3-layered beam
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If each layer has the same size, ie., their thicknesses are the same
(
c = d = s3
)
(Figure

























s (26Epi + EAl)
(cosϕ− 1). (4.5)
The twist of the beam obtained by substituting (4.5) into (3.3) has the form
γ(ϕ) =
72ReηςEη
s (26Epi + EAl)
(cosϕ− 1). (4.6)
Let us notice that the width of the beam b plays no role in the solution.
5. Solution of the problem by the FEM
The general form of the functional related to the problem is presented in [3]. In what
follows we simplify it with respect to the quasi-static motion, hence D’Alambert’s
term is missing. Further no external mechanical loads are applied to the beam. All
the electromechanical devices work as actuators, hence the electric potential is not












e (∂ΦΦ) dV = 0 , (5.1)
where C is the elasticity matrix, e is the piezoelectric matrix, u is the vector of
the mechanical displacements and is chosen as the primary variable, Φ is the electric
potential applied on the piezoelectric surfaces. The differential operators ∂u, ∂Φ gene-
rate the mechanical strains and electric fields, respectively. Superscript T denotes the
transpose of objects. The mechanical displacements in an arbitrary element e are
written in the form








where Nen is the approximation fuction of the n-th node and qen denotes the nodal





system {x, y, z} is performed by using the blending functions [4] or the approximation
functions. No confusion should arise if we define the local system by the coordinates
ξ, η, ζ, because those are not identical with ξ, η, ζ presented in the previous sections.
Although we can exactly describe the geometry of the elements in a parametric form,
since their curvatures are given circular segments, or given straight line segments
(Figure 4), the isoparametric mapping is also applied to control this technique.































Figure 4. Mapping of an arbitrary circle-sided quadrilateral element




























































where ∗R and R∗ are the radii of the inner and outer boundary curves, α is the
angle at centre, Θ is the preangle, which is measured from zero to the IV th edge.
Taking the same geometry for each element (α) we write for the e-th element (as
e = 0, 1, 2, ...,m), Θ = eα. From Figure 4 it is seen that the radius of the centerline




















2e+ 1 + ξ
)]
. (5.6)
Similarly, the coordinate y can also be determined in the same manner, by using the





























Investigation of the deformation of a multilayered piezoelectric semiring 165











2e+ 1 + ξ
)]
. (5.8)
Since coordinates ζ and z are independent of all ξ, η, x, y coordinates, the mapping
between them is written as z = s6ζ. The derivatives of approximation functions are


















































where αe = α2
(
2e+ 1 + ξ
)
. The mapping is not degenerate if the inverse mapping
exists. A necessary condition for this is that the determinant of the Jacobian matrix
is positive. This criterium is satisfied if R > b2 .
In this paper the well known polynomial approximation of the geometry is also
applied. The curved sides (I and III) of the element are written with the same
Legendre polynomials which are used to approximate the mechanical displacement.
This is the technique of the isoparametric mapping and detailed in the literature [5].
A p-extensional computational technique allows us to estimate the exact elasticity
solution and the relative error [5]. The error ‖e‖(p) is estimated on a nonrefined mesh
as
‖e‖(p) ≤ kN−β(p) , (5.10)
where p is the order of the approximation, N(p) is the number of unknowns, k and
β are positive constants. By defining the estimated error difference at (p), (p − 1),
(p− 2), β can be eliminated
lg ‖e‖(p) − lg ‖e‖(p−1) = −β(lgN(p) − lgN(p−1)), (5.11a)
lg ‖e‖(p−1) − lg ‖e‖(p−2) = −β(lgN(p−1) − lgN(p−2)). (5.11b)






















By using the relationship between the energy norms of the exact elasticity solution
‖u‖ and of the FEM-approximated solution at a given polynomial degree ‖uFEM‖(p)
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the error can be expressed as
‖e‖2(p) = ‖u‖
2 − ‖uFEM‖2(p). (5.14)









which makes it possible to determine the norm of the exact elasticity solution ‖u‖
and of the real error ‖e‖(p) by using (5.14) again.
6. Numerical example
Figure 1 illustrates the structure under investigation. Each layer has the thickness
of s3 = 1 mm, the radius of the curvature of the beam is R = 60 mm, the width of
the beam is b = 8 mm. The angle at the center of the whole domain is 180◦. The
structure is built up by using 3D higher-order solid elements. Figure 5 shows the table
with the unknown parameters as a functions of the polynomial order and the angle
at the center of the element. The number of elements is 18 (α = 30◦), 27 (α = 20◦)
and 54 (α = 10◦).
p α = 30deg α = 20deg α = 10deg
2 522 756 1458
3 876 1272 2460
4 1473 2148 4173
5 2313 3384 6597
6 3450 5061 9894
7 4938 7260 14226
8 6831 10062 19755
Figure 5. Table of the number of the unknown parameters in each case of meshing
For approximation Legendre polynomials are used from the classical truncated
space, for numerical integration 10 Gaussian points are chosen in all directions of
the 3D space. Besides the blending function method the traditional isoparametric
mapping is performed with the same number of approximation functions as used in
the displacement approximation and the results are compared in this regard also.
Both piezoelectric actuators are supplied with the constant electric potential of DC
100 Voltage and the deformation of the beam consists of two forms. First, it deflects,
second, its cross-sections rotate. Figure 6 shows the displacements in a direction
perpendicular to the {ξ, ζ} plane vs. ϕ. In Figure 7 the twist of the beam is plotted
vs. ϕ. Solid lines belong to linear beam theory, dashed lines to FEM result at p=8.
(α = 10◦). The results agree well. Relative discrepancies between analytical and
FEM results at ϕ = 180◦ are less than 0.1 %.
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Figure 6. Bending of the beam along the centerline
Figure 7. Rotation of the cross sections along the centerline




















Figure 8a. Displacement of the last cross section vs. polynomial degree at α = 30◦
Displacement in the η-direction of the last cross-section is computed for different mesh
and mapping. Figures 8a,b and c depict the results. Dotted lines show the beam-
theory result. Dashed lines belong to the FEM isoparametric mapping, solid lines



















Figure 8b. Displacement of the last cross section vs. polynomial degree at α = 20◦




















Figure 8c. Displacement of the last cross section vs. polynomial degree at α = 10◦
Figure 9 illustrates the convergence of the solution. The strain energy norm vs. order
of the polynomial approximation at α = 30◦, 20◦ and 10◦ and with two different
geometry mapping is drawn with dotted, dashed and solid lines, respectively. The




















Figure 9. Strain energy norm at α = 30◦, 20◦, 10◦
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It can be clearly seen that the difference between the results of the blending function
method and isoparametric mapping is not significant at a higher polynomial degree.
The sharp discrepancy in the displacement values arises only at p = 2. The relative
error in energy norm is also presented for uniform p = 2, 3, 4, 5, 6, 7, 8 distribution.
Since there is no significant difference in energy norm at p = 6, 7, 8 between the two
types of mapping, the error estimation is performed by using the values computed
with the isoparametric mapping. In Figure 10a, b, c in semilog scale the error de-
creases in each case (α = 30◦, 20◦, 10◦), from which it follows that the convergence
is exponential.
Figure 10a. Error of uniform p-distribution on nonrefined mesh (α = 30◦)
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Figure 10b. Error of uniform p-distribution on nonrefined mesh (α = 20◦)



















Figure 11a. Dynamical boundary condition (η-force of the last cross section)
computed with the blending function method
The satisfaction of the dynamic boundary condition is also investigated. The force
on the last cross-section in the η-direction is the most important variable here. This
is computed for uniform p = 2, 3, 4, 5, 6, 7, 8 distribution in three different meshes
(α = 30◦, 20◦, 10◦) and with two mapping techniques. Figure 11a illustrates the
force for blending function mapping and Figure 11b for isoparametric mapping.























Figure 11b. Dynamical boundary condition (η-force of the last cross section)
computed with isoparametric mapping
In both diagrams the dotted line belongs to α = 30◦, the dashed line to α = 20◦,
and the solid line to α = 10◦. The diagram shows that at p = 2, 3 values the results
oscillate. If p = 4, 5, 6 the force gets a little value, which is about 0.1N , although at
higher p values the results decrease and tend to zero. The procedure is fast if the
mesh is smooth and slow with large elements. For example at p = 8 if α = 30◦ the
force tends to its maximum, if α = 20◦, it has already reached the maximum, and if
α = 10◦, the descent can be clearly seen.
7. Conclusions and remarks
In this paper the deformation of a multilayered piezoelectric semiring was presented.
An electric field was applied in PZT patches bonded to the semicircular planar pris-
matic beam, which resulted in the deflection of the beam as it was expected and
additionally in the rotation of its cross-sections. These deformations were determined
analytically by using the linear theory of 3D curved beams and compared to the ap-
proximate solution obtained by the use of FEM. Solid p-extensional elements were
used, due to the fact that the problem was non-symmetrical 3D. At 2, 3, 4, 5, 6,
7, 8 polynomial degrees of approximations the relative error was computed, which
justifies the convergence of the numerical solution. It was presented that both the
deflection and the twist of the beam were cosine functions of the angle of the arc of
the centerline. It was also shown that the radius of curvature plays an important role,
since it creates a proportional relationship between the deflection and the twist of the
beam, but the width of the beam does not influence the result. Following this train of
thought further conclusions can be drawn. Comparing the theoretical solution, which
was a simple 1D case (ie. eης , Epi), with the 3D FEM solution the bending around
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direction η is not significant, since it was neglected in the analytical solution but FEM
added the energy of this mode to the other ones. It is remarkable that the change of
thickness of piezoelectric layers can be also negligible in thin patches. These discrep-
ancies cause the differences between theoretical and FEM solutions. Comparing the
two mapping techniques, it is clearly seen that in lower p-distribution the blending
function method gave less adequate results than the isoparametric mapping but in
higher modes both techniques are equally applied, because the rigid-body rotations
tend to zero [4].
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appendix
3D piezoelectric matrix (PIC151):
eT =
 0 0 0 0 0 120 0 0 0 12 0
−9.6 −9.6 15.1 0 0 0
Cm−2.




10.76 6.312 6.385 0 0 0
6.312 10.76 6.385 0 0 0
6.385 6.385 10.04 0 0 0
0 0 0 1.962 0 0
0 0 0 0 1.962 0
0 0 0 0 0 2.224
× 10
10Nm−2.
The Young modulus in 1D is Epi = 5.943 × 1010Nm−2. The isotropic aluminium
material has a Young’s modulus EAl = 6.865 × 1010Nm−2 and Poisson’s ratio: ν =
0.34.
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Abstract. The so-called penalty method in FE-calculation regularises the strong contact
conditions by introducing contact stiffnesses and damping in order to reduce the mathemati-
cal effort. The problem, however, lies in an appropriate choice of the values of parameters for
these artificially introduced springs and dampers. The principal problem of regularisation,
however, can be studied for simple rigid body systems. As an example, two neighbouring
physical pendulums with different natural frequencies are treated. During the motion sudden
impacts and states of permanent contact interchange with states of separated motions of the
two pendulums.
The first step in the consideration comprises the calculation of a semi-analytical reference
to classify the properties of the motion with regard to the main features of the non-linear
system’s response. The results are verified by experimental investigations in the next step.
Finally, the system is regularised by the penalty method and integrated by NEWMARK’s
method. This procedure needs three unknown numbers, two regularisation parameters and
a time step. Their correct choice depends on detailed information from the experimental
results for each type of motion.
Keywords: impact, penalty method, non-linear oscillation
1. Introduction
The presence of damage in sandwich materials, in particular delaminations between
adjacent laminae, degrade severely the mechanical behaviour of a structure. A vibration-
based non-destructive damage identification needs a suitable model to capture the
non-linear phenomena of the oscillation [3]. Experimental investigations show that
oscillations of delaminated structures are dominated by impacts [4]. They occur when
separated parts of the structure come into contact during the motion. Each contact
gives rise to an impact, which leads to energy dissipation. The actual available me-
chanical model with minimal DOF is based on an elastic beam with lumped masses
and a simple law of impact [3]. The integration of this non-smooth dynamic system
leads to a sequence of smooth systems, whose analytical solutions are known. They
must be patched together at those times when irregularities due to contact occur [6].
This simple model captures the main oscillation phenomena and allows a discussion
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in principle of the influence of the internal dissipation due to the impacts on the
non-linear system’s response and the evolution of the impacts near resonance.
An improvement of the mechanical description can be expected by the utilisation of
the finite element method. In order to reduce the numerical effort the regularisation
of the strong contact conditions is required. The penalty method introduces contact
stiffnesses and damping for regularisation [1]. Despite the fact that FE-calculations
lead to oscillations with multi-degrees of freedom, the fundamental problem of an
appropriate choice of the values for these artificially introduced springs and dampers
can be discussed for simple rigid body systems.
As an example the forced vibrations of two neighbouring pendulums will be con-
sidered. The first step comprises the consideration of a semi-analytical reference to
classify the properties of the oscillations with regard to the main features of the non-
linear system’s response. These results will be verified by experimental investigations
in the next step. Finally, the validity of two different mechanical models for the
contact, namely the classical theory of impact and the regularisation-technique for
impacts, is compared.
2. The investigated system and its semi-analytical description
As an example, let us consider two neighbouring physical pendulums with different
natural frequencies and different damping. The pendulums touch each other with a
vanishing contact force in the equilibrium state. Vibrations are induced by a harmonic
base excitation. This non-smooth dynamic system gives a first approximation for a








Figure 1. Mechanical model
shown in Figure 1. It consists of two rigid bodies with different masses and different
elastic suspensions and dampers at the top.
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Firstly the semi-analytical procedure for integration of the non-smooth dynamic
system is considered. In this case, only the coefficient of restitution e has to be de-
termined from experiments. Exciting the system, discontinuities of the motion due
to impacts occur. This leads to sudden changes in the system’s behavior at unknown
separation times. The only numerical task is to find these separation times. Between
two successive separation times the system is a linear one and the solutions of the
equations of motion are known explicitly. Three different states must be considered
separated motion





Figure 2. Possible states of motion
(see Figure 2). In the case of a separated motion, both pendulums move indepen-
dently of each other, characterised by the natural frequencies ω1, ω2 and the damping
constants d1, d2, respectively. When the two pendulums come into contact, an impact
occurs. In this second state the sudden impact is modelled by NEWTON’s assump-
tion with a coefficient of restitution e = 0.5. A third possible state is a motion in
permanent contact, where the two pendulums behave as a single one with a frequency
ω3 and a damping constant d3. All constants can be found in Table 1. They came
from the real physical system under experimental investigation, considered later on.
The calculation procedure is described in [4]. A detailed discussion is therefore omit-
ted. For a better understanding only some hints are needed. All results are given
in a non-dimensional representation. The non-dimensional time τ = tω1 is refers the
lowest natural frequency. The values ξ1 and ξ2 are non-dimensional displacements of
the end masses of the pendulums (a motion in permanent contact gives ξ1 = ξ2). The
corresponding velocities are ξ1′ and ξ2′. A transition from a separated motion to a
motion in permanent contact theoretically leads to a sequence of infinite numbers of
impacts with time intervals tending to zero. The beginning of a motion in permanent
contact is therefore defined by a small threshold ξ2′ − ξ1′ ≤ 0.002 to avoid numeri-
cal problems. The frequency ratio η = Ωω1 indicates the frequency of excitation. In
the following only stationary system’s responses are considered. Depending on the
frequency of excitation η the system’s response shows a broad variety of bifurcated
motions. The POINCARÉ-section method is used to collect samples of stationary
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Natural frequency ωi [1/s] Damping di [-]
Pendulum 1 (separate) ω1 = 1.00 d1 = 0.0033
Pendulum 2 (separate) ω2 = 2.41 d2 = 0.0120
Two pendulums ω3 = 1.80 d3 = 0.0330
(fixed connection)
Table
1. Parameters for natural frequencies and viscous damping
responses of the displacements ξi, which can be assembled into a bifurcation diagram























frequency  ratio [-]h
-2
-4
1.0 1.5 2.0 2.5 3.0 3.5
pendulum 1
pendulum 2
1.08A 1.70B 2.76C 3.25D
Figure 3. Bifurcation diagram
of irregularity and windows of periodic responses. As an example, only four typical
kinds of motion will be considered (Figure 3, sections [A] - [D]) by their phase plots
in Figure 4. In the vicinity of the frequency η = 1.08 (case [A]) the oscillation is
non-bifurcated. As can be seen in Figure 4 [A], this type of motion contains multiple
impacts in one period and a phase of permanent contact. Section [B] (Figure 3 [B]),
taken at a frequency of excitation η = 1.70, shows a quasi-periodic motion. The case
of quasi-periodic motions can be seen in the bifurcation diagram (Figure 3, section
[B]) as widening of the lines to stripes of different widths. Increasing η to the range of
η = 2.76, the system’s response changes to a non-bifurcated one (Figure 3 [C]). The
corresponding phase plot (Figure 4 [C]) shows one impact in one period. Finally, in
the region of η = 3.25 (Figure 3, [D]) a period-doubling exists.









































































































displacement ,x x1 2
Figure 4. Phase plots of four typical kinds of oscillations
Despite this broad variety of motions, the following treatment will be restricted from
now on to two typical kinds of oscillations, which are of major interest in the investi-
gation of a delaminated beam. These are a motion caused by an excitation η = 1.08
leading to multiple impacts and permanent contact (Figure 4 [A]) and a motion caused
by η = 2.76 leading to one sudden impact in one response period (Figure 4 [C]).
3. Experimental confirmation of the semi-analytical results
The experimental equipment is shown in Figure 5. It consists of two physical pendu-
lums of length 618 mm with the vibrational parameters given in Table 1. A shaker
induces vibrations as an adjustable harmonic base excitation. The amplitude of exci-
tation is kept constant at 1.07mm. The above mentioned excitations Ω = 1.08 1s and
Ω = 2.76 1s (Figure 4, [A] and [C]) are chosen for an experimental verification of the
semi-analytical results. Opto-electronical displacement sensors give the absolute posi-
tions xi characterising the response of the system. The frequency of excitation Ω can
be monitored. A contact sensor controls the opening and closing of an electric circuit
and gives information about contact or no contact. Considering the stationary sys-
tem’s response in form of time-displacement plots of about two excitation periods, the
chosen cases of the frequency of harmonic base excitation (η = 1.08 and η = 2.76) show
an excellent agreement between experimental and numerical results (Figure 6, upper
pictures). It must be noticed, however, that the experimental time-displacement
















































































































h = 2.76 pendulum 1
pendulum 2
Figure 6. Comparison of stationary displacement and contact force versus time from
experiment [A1], [B1] and calculation [A2], [B2]
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he numerical results in a non-dimensional form. In addition, the change of the contact
force in the same time domain (Figure 6, lower pictures) confirms the correctness of
all calculations. Here, the experiments only give information about contact and no
contact, whereas the numerical result shows the course of the contact force. The case
η = 1.08 clearly shows multiple impacts with decreasing time intervals leading to a
motion with permanent contact.
4. Penalty regularisation
Regularisation of the strong contact conditions leads to a smoothing of the points of
discontinuity. In contrast to the semi-analytical procedure the number of DOF does
not change in the regularized system in all partial states. This allows a fast numerical
integration.
no contact
w w1 2 1 2, , d , d [A]
contact




Figure 7. Mechanical systems of the different partial states
[A] no contact, [B] contact
As illustrated in Figure 7, only two states exist, namely a motion with or without
contact. The state of motion without contact (Figure 7 [A]) is kept unaltered (cp.
Figure 1) compared to the preceding system. In the case of contact, which means a
vanishing or negative relative displacement ξ2−ξ1, a contact spring with stiffness K is
added to the basic system (Figure 7 [B]). An additionally introduced viscous damper
D captures the dissipation of impact, comparable to the coefficient of restitution e.
Introducing the ratio κ = ω2ω1 , a non-dimensional representation of the equations of
motion for both states is given in Figure 8. Starting at the state without contact the
mathematical description consists of two non-coupled equations. If contact occurs,
the equations are linked by penalty stiffness K and damping D. It is obvious that
the non-linearity of the regularized system only consists on the mutual change of the
system from a free motion of both pendulums to a common motion in contact and
vice versa. In addition to the fact that the number of DOF is constant in time, the
second advantage is the simplification of the switching conditions. Only a control of
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the relative displacement decides about a transition from one state to the next. The
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Figure 8. Scheme for switching from one state to the other
The fundamental disadvantage, however, lies in an appropriate choice of the artificially
introduced constants K and D for a certain type of motion, because these values
do not represent real physical or mechanical parameters. As will be shown in the
following, a correct choice of K and D needs a reference. This can be achieved by
matching the input data with experimental information. In the present case, the
solutions of the semi-analytical procedure can be taken. In general, low values of
K give wrong results caused by the poorly satisfied contact condition, followed by a
strong penetration of the subsystems. The opposite case of a large contact stiffness K
gives rise to a stiff set of equations leading to problems of integration. Furthermore,
the choice of the parameters K and D depends on each other and requires a correct
adjustment.
The numerical integration needs a time step ∆τ . NEWMARK’s method, commonly
used in FE-method, is applied taking α = 12 and β =
1
4 . Therefore, the time step
is constant. This fact can lead to severe errors and even totally wrong responses [5].
The reason lies in the inaccurate determination of the transition points. Therefore,
the time step should be as small as possible. In the following, two kinds of motions
with excitation η = 1.08 and η = 2.76 (Figure 6) will be investigated to show the
problems in choosing the three numbers K, D and ∆τ .
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4.1. Motion with a state of permanent contact: η = 1.08. The time step ∆τ
refers the non-dimensional periodical time T = 2πη . A time step ∆τ =
T
2000 is taken
and kept constant. Now, only contact stiffness K and damping D can be chosen
freely. Figure 9 compares the phase plots, which are obtained by regularization using
the sets of parameters ([A] K = 2500, D = 8 and [B] K = 100 ,D = 50), with the
semi-analytical result [C]. As evident from Figure 9, the set of penalty parameters
in case [A] captures the phenomena of oscillation given by the exact solution (case
[C]). The choice of K = 100, D = 50 (case [B]) yields a completely different system
















































































displacement ,x x1 2
Figure 9. Comparison of numerical results gained by using different penalty
parameters [A], [B] and the correct (semi-analytical) result [C]
As a conclusion it is evident that detailed information is needed with regard to the
expected type of motion to determine the parameters K, D and ∆τ . The basic
conditions are the properties of the response (bifurcated / non-bifurcated, periodic
motion / quasiperiodic motion), number of impacts and instants of impacts in a
response period. Remembering the broad variety of different kinds of oscillations
shown in the bifurcation diagram (Figure 3), it must be emphasized here that the
solution in Figure 9 [B] could be considered the correct one, if no information existed.
4.2. Separated motion with one impact: η = 2.76. At the beginning of the in-
vestigation the same time step ∆τ = T2000 as before is taken. The simplest information
which is needed to determine K and D is the non-existence of bifurcations. The
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penalty damping D [-]






Figure 11. Parametric plane for sets K and D showing regions of bifurcated and
non-bifurcated oscillations
responses for three different sets of parameters are shown in Figure 10. Two of them
(Figure 10, [A] and [C]) exhibit a bifurcated motion. A systematical variation of
K and D excludes the sets of K and D leading to bifurcations. This allows us to
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construct a parametric plane, as can be seen in Figure 11. The dashed regions in
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Figure 12. Updated parametric plane for sets K and D




































































Figure 13. Time-displacement plots for responses with a [A] “sudden” impact and a
[B] state of permanent contact
More detailed information is the knowledge about the number of impacts and the
states of permanent contact in a period. In the present example (η = 2.76) one sudden
impact occurs in one response period. The regularisation by the penalty method does
not allow the reproduction of sudden impacts. That means that sudden impacts are
modelled by a short interval of permanent contact. As an example, less than 30
time steps ∆τ = T2000 are assumed to describe a “sudden” impact. This assumption
diminishes the region of possible values K and D in an updated parametric plane
(Figure 12).




























































































































































displacement ,x x1 2
Figure 14. Stationary phase plots for various time steps ∆τ [A]-[D] compared to the
semi-analytical result [E]
A further improvement of the values for K and D can be achieved by considera-
tion of the instant of impact during a response period. This procedure demands a
comparative work and is not executed here.
Finally, the problem of the choice of a sufficiently small step ∆τ for an orbital stable
solution [6] must be considered. Assuming now K = 12000.0 and D = 18.0 according
to the previous investigations, stationary phase plots are computed with different
time steps ∆τ . Figure 14 contains the results for time steps ∆τ = T2000 , ∆τ =
T
4000 ,
∆τ = T6000 and ∆τ =
T
8000 . In all cases 2050 excitation periods are calculated, but
only the last 50 are plotted. As predicted, the larger values of ∆τ cannot capture
the transition times with sufficient accuracy. Permanent numerical disturbances due
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to this systematic error give rise to quasi-periodic responses. As already mentioned,
such kinds of motion are possible when remembering the bifurcation diagram (Figure
3). Only the known reference solution qualify them to be wrong.
Summarizing the facts, the required three numbers for the regularization are given
by a penalty stiffness K = 12000.0, a penalty damping D = 18.0 and time steps
∆τ = T8000 .
5. Conclusions
The semi-analytical procedure for integration of non-smooth dynamic contact prob-
lems leads to a sequence of smooth systems, whose solutions must be patched together
at times when irregularities due to contact occur. In order to reduce the extensive
mathematical effort, the penalty method regularizes the strong contact conditions by
introducing contact stiffness and contact damping.
The regularized system keeps a constant number of DOF’s in all partial states and
allows a fast numerical integration by the usual methods. A smoothing of the points
of discontinuity is obtained. Additionally, the regularization by the penalty method
leads to a simplification of switching conditions for the transition to another state of
motion.
The problem, however, lies in the appropriate choice of the values for penalty pa-
rameters K and D for each type of motion. For a correct determination of K and D a
reference is required, which is given in experimental investigations or semi-analytical
results. Without information about the expected motion, a decision is not possible,
whether the chosen numbers for K and D are right or wrong. The reference results
contain the information needed for the choice of the penalty parameters, which can be
obtained by consideration of the motion properties - bifurcated or non-bifurcated mo-
tion, number and instant of impacts. Treating a new type of motion, a new validation
of the values K and D by the reference is required.
Recapitulating the results of the influence of time steps ∆τ shows that the choice
of K and D is not independent of steps ∆τ . A high precision of the results needs an
immense numerical effort.
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Abstract. A domain decomposition (DD) formulation for solving sparse linear systems of
equations resulting from finite element analysis is presented. The formulation incorporates
mixed direct and iterative equation solving strategies and other novel algorithmic ideas that
are optimized to take advantage of sparsity and exploit modern computer architecture, such
as memory and parallel computing. The most time consuming part of the formulation is
identified and the critical roles of direct sparse and iterative solvers within the framework
of the formulation are discussed. Experiments on several computer platforms using real
and complex test matrices are conducted using software based on the formulation. Small-
scale structural examples are used to validate the steps in the formulation and large-scale
(1,000,000+ unknowns) duct acoustic examples are used to evaluate the parallel performance
of the formulation. Results are presented using 64 SUN 10000, 8 SGI ORIGIN 2000 proces-
sors, and a cluster of 6 PCs (running under the Windows environment). Statistics show that
the formulation is efficient in both sequential and parallel computing environments and that
the formulation is significantly faster and consumes less memory than that based on one of
the best available commercialized parallel sparse solvers.
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Keywords: linear algebra, sparse matrix computation, parallel computation, finite element,
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1. Domain decomposition (DD) formulation for finite element analyses
Application of finite element analysis to engineering problems leads to the discrete
equation system [1, 2]
[K]{Z} = {S} , (1.1)
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where S,Z are vectors of length N that contains the known nodal loads and un-
known nodal quantities, respectively. Here K is a complex, nonsingular, symmet-
ric/unsymmetric, NxN sparse matrix. Although (1.1) assumes a single loading con-
dition (i.e., right hand side), multiple loading conditions may be treated by taking S
and Z as dense matrices, so that the jth column of Z corresponds to the N unknown
nodal quantities associated with the loadings in the jth column of S.













where submatrices KIB ,KBI ,KII and KBB have dimension mxn, nxm, mxm and
nxn, respectively. The interior and boundary unknowns (i.e., ZI and ZB) have di-
mensions compatible with the columns in KII and KBB , respectively.
Eliminating the interior unknowns from (1.2) gives
KBZB = FB , (1.3)
where
KB = KBB +KBI Q , (1.4)
Q = −K−1II KIB , (1.5)
FB = SB + Q̃ , (1.6)
Q̃ = −KBI S̃I , (1.7)
S̃I = K
−1
II SI . (1.8)
HereKB is the boundary stiffness matrix for the domain, FB is the vector of boundary
forces, and the superscript (i.e., −1) denotes the matrix inverse. Efficient sparse
algorithm [3]-[11] may be used to decompose sparse matrix KII and solve for matrix
Q in (1.5) and the vector S̃I in (1.8).
In the current DD formulation [12, 13] the computational domain is decomposed
into L subdomains and KB and FB are synthesized by considering contributions from
all subdomains. For this purpose, the discrete equation system for a subdomain




























, r = 1, 2, 3 · · ·L (1.9)
where r refers to the rth subdomain. Let n(r) and m(r) represent the number of

































































where β(r) is a Boolean transformation matrix of dimension n(r)xn(r).
The sequence of steps constituting the DD formulation proposed in this paper is
as follows:
(1) Decompose the large-scale finite element domain into L smaller subdomains.









B , and S
(r)
B using efficient sparse assembly
algorithms [3, 11].
(3) Factorize the sparse matrix K(r)II and compute S̃
(r)
I using (1.16) and Q
(r)
using (1.13). Algorithms and software for sparse symbolic and numerical
factorization, loop unrolling techniques, equation reordering, and forward-
backward solution phases ([3]-[11]) are utilized at this step.
(4) Compute K(r)B and F
(r)
B for each subdomain.
(5) Compute KB and FB from (1.17).
(6) Solve (1.3) using a direct or iterative solver to obtain the boundary unknowns,
ZB .
a): Efficient parallel direct dense solvers given in [14]-[16] may be utilized
at this step provided that KB is formed explicitly.
b): However, explicit computation of KB is an expensive operation due to
the need to perform the inner produce K(r)BIQ
(r) in (1.12).
c): Iterative solvers (such as the preconditioned conjugate gradient algo-
rithm) [17] are therefore recommended for this step in the formulation.
The use of an iterative solver eliminates the need to form KB explicitly
because each stage of the iterative solution typically requires only the
product a matrix (KBB +K
(r)
BI )Q
(r) with a known vector.
(7) Finally, the solution for the interior unknowns are obtained from (1.11) by
using the factorized sparse matrix K(r)II during the forward and backward
substitution phases.
The solution vectors obtained from the formulation are post-processed to obtain other
quantities of interest such as stresses, strains, acoustic energy, etc. The remaining sec-
tions of this paper will focus on issues related to efficient sparse assembly procedures.
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2. Simple finite element model
To facilitate the discussion a simple finite element model which consists of 4 rectan-
gular elements with 1 degree of freedom (dof) per node and its loading condition
Figure 1. A simple unconstrained finite element model
(Ri) is shown in Figure 1. The global dof associated with each of the eth rectangular
element in Figure 1 are given by the following “element-dof” connectivity matrix, E
[E] =
1 2 3 4 5 6 7 8 9
x x x x 1
x x x x 2
x x x x 3
x x x x 4
. (2.1)
The number of rows and columns in E correspond to the total number of finite ele-
ments (4 finite elements) and degrees of freedom (9 dof), in the model. The following
2 integer arrays describe the nonzero structure of E in a row oriented format
{IE}T = {1, 5, 9, 13, 17} , (2.2)
{JE}T = {3, 8, 1, 6, 7, 3, 2, 4, 5, 2, 3, 6, 7, 9, 8, 3} . (2.3)
The array IE contains the starting location of the first nonzero terms for each row of
matrix E while JE contains the global dof number associated with each eth (=1,2,3,4)
rectangular element. This format is called compress row format. Similarly, the trans-
pose of the matrix E can be described by two integer arrays, IET and JET .
The “exact” numerical values for the 4x4 element stiffness matrix K(e) is “unim-
portant” at this stage of the discussions and are assumed to be given by the following
formulas:
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[K(1)] =
3 8 1 6
2 3 4 5 3
−3 4 5 6 8
−4 −5 6 7 1
−5 −6 −7 8 6
[K(2)] =
7 3 2 4
4 6 8 10 7
−6 8 10 12 3
−8 −10 12 14 2
−10 −12 −14 16 4
(2.4)
[K(3)] =
5 2 3 6
6 9 12 15 5
−9 12 15 18 2
−12 −15 18 21 3
−15 −18 −21 24 6
[K(4)] =
7 9 8 3
8 12 16 20 7
−12 16 20 24 9
−16 −20 24 28 8
−20 −24 −28 32 3
(2.5)
Note that the global row and column numbers for the eth rectangular element are
easily obtained from JE. For example, the global row and column numbers 7,3,2,
and 4 for rectangular element 2, are contained in the 5,6,7, and 8th element of JE.
Further, the “simulated” element stiffness matrices, K(e), are unsymmetrical in value
but symmetrical in locations. For example, K(2) has a nonzero term of 14 at location
(3,4), and there is also a nonzero term of -14 at location (4,3). Following the usual
finite element procedures, the system of linear unsymmetrical equations for the finite
element model shown in Figure 1 can be assembled as:














3,3 = 2 + 8 + 18 + 32 = 60 as indicated
in (2.8)
[K] =
1 2 3 4 5 6 7 8 9
6 −4 7 −5 1
24 5 14 −9 18 −8 2
4 −5 60 12 −12 26 −26 −25 −24 3
−14 −12 16 F F −10 F F 4
9 12 6 15 F F F 5
−7 −18 −26 −15 32 F −6 F 6
8 26 10 12 16 12 7
5 25 6 −16 28 −20 8
24 −12 20 16 9
(2.8)
{S}T = {4, 44, 10,−20, 42,−40, 84, 28, 48} , (2.9)
where F represents fill-in terms (shown in the upper triangular portion of matrix K
only) that occur during factorization of K.
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The solution to equation (2.6) is:
{Z}T = {1, 1, 1, 1, 1, 1, 1, 1, 1} (2.10)
which has been independently confirmed by the results of the computer program
developed. In the upper triangular portion of K, there are 9 fill-in terms. In order to
minimize the number of fill-in terms during the symbolic and numerical factorization
phases, reordering algorithms [10, 13] such as multiple minimum degree (MMD),
Nested-dissection (ND), and METIS are used in the DD formulation.
3. Symbolic sparse assembly for symmetrical and unsymmetrical matrices
It is useful to understand the symbolic sparse assembly for “symmetrical” matrices
[3, 11] before proceeding to the unsymmetrical case. Figure 2 gives a “pseudo"
Figure 2. Pseudo Fortran codes for symmetrical symbolic sparse assembly
Fortran coding of the symmetrical sparse assembly procedure. Only minor changes
in this symmetrical assembly procedure are required to extend it to unsymmetrical
matrices.
In a symmetric matrix the “lower triangular” portion of K is identical with the
“upper triangular portion." Thus, the upper triangular portion of K (neglecting fill-in
terms (2.8)) can be represented in compressed row format by the following 2 integer
arrays:
{IA}T = {1, 4, 9, 15, 16, 17, 18, 20, 21, 21} , (3.1)
Parallel FE domain decomposition for structural/acoustic analysis 195
{JA}T = {3, 6, 8, 3, 4, 5, 6, 7, 4, 5, 6, 7, 8, 9, 7, 6, 8, 8, 9, 9} , (3.2)
where the array IA contain the starting location of the first non-zero, off-diagonal
term for each row of the upper triangular portion of K. The difference between any 2
consecutive integers on the right-hand-side of (3.1) will give the number of non-zero
(off-diagonal) terms in a particular row of the upper triangular portion of K. For
example, IA(3)-IA(2) = 9-4 = 5. Hence, there are 5 non-zero terms (excluding the
diagonal)) in row 2 of the upper triangular portion of matrix K. Additionally, JA
contains the column numbers, associated with each non-zero, off-diagonal term for
each row of the upper triangular portion of matrix K. Note that IA and JA arrays
can also be obtained from the “pseudo” Fortran coding shown in Figure 2.
The following minor changes in the coding of Figure 2 are required to perform
unsymmetrical assembly.
a): DO 30 I= 1, N (the last row will NOT be skipped)
b): Introduce a new integer array IAKEEP(N+1) which plays the role of array
IA(-), for example: IAKEEP(I)= JPI .
c): Remove the IF statement in Figure 2 that skips the lower triangular portion.
As a consequence of this, the original array IA (-) will contain some additional,
unwanted terms.
d): The output from the “unsymmetrical” sparse assembly will be stored by
IAKEEP(-) and JA(-), instead of IA(-) and JA(-) as in the symmetrical case.
4. Applications
4.1. Software. The software that is based on the parallel DD formulation presented
in this paper has been developed. The parallel algorithm uses the message passing
interface (MPI) for interprocess communication and is therefore highly portable. The
software developed is referred to as the direct iterative parallel sparse solver (DIPSS).
DIPSS (in FORTRAN) incorporates a number of lower level routines and provides op-
tions for both real and complex matrices in double precision (i.e., 64-bit arithmetic).
Results are presented for symmetric matrices only. We use sparse factorization tech-
niques presented in [3] and implement the preconditioned conjugate gradient iterative
solver [17] to solve the dense system (1.3). The following three examples are used to
evaluate the proposed parallel DD formulation. Performance gains are particularly
evident for large problems.
4.2. Example 1– Mixed finite element types. This is a structural example
for which the equation system is real and symmetric and has more than 1 finite
element type. The entire finite element model is shown in Figure 3 and consists of 2-
node “line” elements, 3-node “triangular” elements, and 4-node “rectangular” elements.
Interior and boundary nodes are denoted by open and filled circles, respectively. This
small-scale, finite element model is decomposed into 3 subdomains as indicated in
Figure 4. The primary purpose of this example is to validate all intermediate and
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Figure 3. Finite element model with mixed elements
Figure 4. Decomposition of mixed model into three subdomains
final numerical results using the DIPSS software. This small-scale example was also
solved in Matlab using separate software packages. Although numerical results are
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not presented for the sake of brevity, excellent comparison between DIPSS and the
Matlab solution was obtained for this small-scale example problem.
4.3. Example 2 – Three dimensional structural bracket finite element
model. The DD formulation has also been applied to solve the 3-D structural bracket
problem shown in Figure 5. The finite element model contains 194,925 degrees of
freedom (N=194,925) and the elements in the matrix, K, are real. Results were
computed on a cluster of 1-6 personal computers (PCs) running under the Windows
environment with Intel Pentium IV processors. It should be noted that the DIPSS
software was not ported to the PC cluster, but the DD formulation was programmed
(from scratch, in C++) on the cluster.
Figure 5. Finite element model for a three-dimensional structural bracket
198 D. T. Nguyen, W. R. Watson, S. Tungkahotara and S. D. Rajan
The wallclock time (in seconds) to solve this example is documented in Table 1. A
superlinear speedup factor of 10.35 has been achieved when 6 processors were used.
# of PC processors 1 2 3 4 5 6
Wallclock time (sec) 2,670 700 435 405 306 258
Speedup factor 1.00 3.81 6.14 6.59 8.73 10.35
Table 1: 3-D Structural bracket model (194,925 dofs, K real)
4.3. Example 3 – Three dimensional acoustic finite element model. In this
final example, DIPSS is exercised to study the propagation of plane acoustic pressure














Figure 6. Finite element model for a three-dimensional hard wall duct
The duct is shown in Figure 6 and is modelled with brick elements. The source
and exit planes are located at the left and right boundary, respectively. The ma-
trix, K, contains complex coefficients and the dimension of K is determined by the
product of NN , MM , and QQ (N=MMxNNxQQ). Results are presented for two
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grids (N=751,513 and N=1,004,400) and the finite element analysis procedure for
generation of the complex stiffness matrix, K, was presented in another paper [18].
DIPSS memory and wallclock statistics were also compared to those obtained using
the platform specific SGI parallel sparse solver (i.e., ZPSLDLT). These statistics were
computed on an SGI ORIGIN 2000 computer platform that was located at the NASA
Langley Research Center. The SGI platform contained 10 gigabytes of memory and
eight ORIGIN 2000 processors were used. It should be noted that ZPSLDLT is part of
the SCSL library (version 1.4 or higher) and is considered to be one of the most efficient
commercialized direct sparse solvers that is capable of performing complex arithmetic.
Due to the 3-D nature of hard wall duct example problem, K encounters many fill-
in elements during the factorization phase. Thus, only the small grid (N=751,513)
could fit within the allocated memory on the ORIGIN 2000. ZPSLDLT required 6.5
wallclock hours to obtain the solution on the small grid whereas DIPSS wallclock was
only 2.44 hours. DIPSS also required nearly 1 gigabyte less memory than ZPSLDLT,
and the DIPSS and ZPSLDLT solution vector (Z) were in excellent agreement.
Because DIPSS uses MPI for interprocess communications, it can be ported to
other computer platforms. To illustrate this point the DIPSS software was ported to
the SUN 10000 platform at Old Dominion University and used to solve the large grid
duct acoustic problem (N =1,004,400). Wallclock statistics and speedup factors were
obtained using as many as 64 SUN 10000 processors. Results are presented in Table
2. It should be noted that a superlinear speedup factor of 85.95 has been achieved
# of SUN processors 1 2 4 8 16 32 64
Assembly time (sec) 19.38 10.00 5.08 2.49 1.26 0.70 0.27
Factor time (sec) 131,229 58,976 26,174 10,273 3,260 909 56
Wallclock time (sec) 131,846 61,744 27,897 11,751 3,817 1,967 1,534
Speedup factor 1.00 2.14 4.73 11.22 34.54 67.03 85.95
Table 2: Statistics for 3-D Hard wall duct (N=1,004,400, K complex)
when 64 SUN 10000 processors are used. This super-linear speedup factor is due to
two primary reasons:
(1) The large finite element model has been divided into 64 subdomains. Since
each processor is assigned to a smaller subdomain, the number of operations
performed by each processor has been greatly reduced. Note that the number
of operations are proportional to (n(r))3 for the dense matrix, or n(r)·BW2
for the banded, sparse matrix, where BW represent the half Band Width of
the coefficient stiffness matrix.
(2) When the entire finite element model is analyzed by a direct conventional
sparse solver, more computer “paging” is required due to a larger problem
size.
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5. Conclusions
A domain decomposition (DD) formulation for solving sparse linear systems of equa-
tions has been presented. The formulation incorporates lower level novel algorithmic
ideas such as mixed direct/iterative sparse solvers, equation reordering, loop unrolling,
efficient sparse assembly, and foward/backward solution phases that are optimized to
take full advantage of sparsity and exploit modern computer architecture. Medium to
large-scale examples considered in this paper show that the developed MPI parallel
DD code is efficient in both sequential and parallel computing environments. Statis-
tics show that software based on the formulation is significantly more efficient than
that based on one of the best available commercialized, parallel, direct sparse solver.
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Abstract. Stability of linear time periodic delay-differential equations is investigated. An
analytical approximation, the so-called Fargue-type method, and a numerical approximation,
the so-called semi-discretization method are compared for the damped and delayed Mathieu
equation. It is shown that the convergence of the semi-discretization is better than that of
the Fargue-type method.
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1. Introduction
Time delay often occurs in different fields of science and engineering. In the modelling
of cutting process dynamics, the so-called regenerative effect causes time delay [1]-[3].
In robotics applications, information delay of the control loop plays an important role
[4]-[6]. Time delay also arises in neural network models, where the interactions of the
neurons are delayed [7].
The delay effect is often subjected to parametric excitation. For example, in milling
processes, the regenerative effect of cutting is accompanied by the tooth pass exci-
tation [8]. While autonomous delayed systems are a well explored field of research
[9], the behaviour of time periodic delayed systems is not predictable even for the
simplest linear cases.
The Floquet theory of ordinary differential equations (ODEs) is extended to delay-
differential equations (DDEs) [10], [11]. A so-called monodromy operator is defined
that corresponds to the principal matrix of ODEs. The stability properties of time
periodic DDEs are determined by the eigenvalues of the monodromy operator, via
the so-called characteristic multipliers. If all these multipliers are in modulus less
than 1, then the DDE is asymptotically stable. The monodromy operator, and conse-
quently, the characteristic eigenvalues usually do not have a closed form, so no exact
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stability criteria can be expected. Generally, time-domain simulations and special
approximation techniques are used to predict stability properties.
In this paper, two basically different approximation methods are compared: the
Fargue-type approximation and the semi-discretization method. The Fargue-type
method is a kind of analytical approximation method, while the semi-discretization
method - as follows from its name - is a numerical method. The comparison of the
two methods is made for the second order linear periodic DDE
ẍ(t) + b0ẋ(t) + c0(t)x(t) = c1x(t− τ) , c0(t+ T ) = c0(t) . (1.1)
If c0(t) = c0 δ + c0 ε cos(t) and τ = 2π, then this equation gives the damped and
delayed Mathieu equation. Three special cases can be defined: c1 = 0, c0 ε = 0 and
b0 = 0. For these three cases, the stability charts in the parameter space (c0 δ, c1, b0)
were determined by van der Pol and Strutt [12], Hsu and Bhatt [13] and Insperger and
Stépán [14], respectively. These cases serve as references for checking the accuracy of
the approximation methods.
2. The Fargue-type approximation
2.1. The type of approximation. The Fargue-type approximation is described in
two steps: first, the structure of the approximation is presented, then a time scale
transformation is applied.
2.2. The structure of the approximation. The main step of this method is the




wn(ϑ)x(t+ ϑ)dϑ , (2.1)
where wn(ϑ) is a special weight function series coming from the product of a polyno-




ϑn enϑ/τ . (2.2)
The function wn(ϑ) satisfies the following properties∫ 0
−∞
wn(ϑ)dϑ = 1, lim
n→∞
wn(ϑ) = fδ(ϑ+ τ) , (2.3)
where fδ is the Dirac distribution. Figure 1 shows the weight functions for parameters
n = 2, 10, 50, 100 and τ = 1. It can be seen that the greater n is, the more correct
the approximation is. Fargue [15] proved that equation (2.1) converges to x(t− τ) as





wn(ϑ)x(t+ ϑ)dϑ = x(t− τ) . (2.4)
Consequently, n can be called as approximation parameter.
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Figure 1. The Fargue-type weight function for τ = 1
Application of approximation (2.1) with a fixed finite n in equation (1.1) results in
the periodic DDE
ẍ(t) + b0ẋ(t) + c0(t)x(t) = c1
∫ 0
−∞
wn(ϑ)x(t+ ϑ)dϑ , c0(t+ T ) = c0(t) . (2.5)
Now, introduce the new variables y1, y2, . . . , yn+3 in several steps in the following way:
y1(t) = x(t) , (2.6)











x(t+ ϑ) = ẋ(t+ ϑ) , (2.9)




















































ϑn−1 enϑ/τx(t+ ϑ)dϑ . (2.10)
206 T. Insperger and G. Stépán







ϑn−1 enϑ/τx(t+ ϑ)dϑ . (2.11)










ϑn−2 enϑ/τx(t+ ϑ)dϑ , (2.12)







ϑn−2 enϑ/τx(t+ ϑ)dϑ . (2.13)
After the introduction of all the new variables in the same way, and calculating their
time derivatives via integration by parts, the degree of ϑ decreases each time by 1.

















enϑ/τx(t+ ϑ)dϑ , (2.15)







enϑ/τx(t+ ϑ)dϑ . (2.16)






















yj(t)− yj+1(t) , j = 3, 4, . . . , n+ 2 , (2.18)
while equation (2.17) forms a connection with y1(t) = x(t). Together with equations
(2.5)-(2.8), a finite (n+ 3) dimensional system of ODEs with a τ -periodic coefficient
matrix can be defined:
ẏ(t) = A(t)y(t) , (2.19)
where y =col(y1 y2 . . . yn+3) and
A(t) =

0 1 0 0 · · · 0
−c0(t) −b0 c1 0 · · · 0




. . . . . .
...
0 0 0 · · · −n/τ −1
(−1)n (−n/τ)n+1 0 0 · · · 0 −n/τ

. (2.20)
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As it was shown by Fargue [15], equation (2.5) is equivalent to equation (2.19). Thus,
the stability of equation (2.19) gives the stability of equation (2.5), i.e., if equation
(2.5) is stable, then equation (2.19) is also stable, and vice versa.
System (2.19) is asymptotically stable, if and only if all the characteristic multipliers
denoted by µj , j = 1, 2, . . . , n+ 3, are in modulus less than one. There are no general
methods to calculate the characteristic multipliers of system (2.19) in an algebraic
form, but there are various types of approximation methods. Here, we will use the
piecewise constant approximation of the coefficient matrix A(t).
Construct the time intervals [ti−1, ti] of length ∆ti, i = 1, 2, . . . , k , so that the prin-
cipal period can be expressed as T =
∑k
i=1 ∆ti. The function c0(t) is approximated






c0(t)dt ≈ c0(ti −∆ti/2) , i = 1, 2, . . . , k , (2.21)




0 1 0 0 · · · 0
−c0 i −b0 c1 0 · · · 0




. . . . . .
...
0 0 0 · · · −n/τ −1
(−1)n (−n/τ)n+1 0 0 · · · 0 −n/τ

, (2.22)
for t ∈ [ti−1, ti], i = 1, 2, . . . , k.
The Floquet transition matrix of the system can be given by coupling the solutions
for each interval:
Φ = exp(Ak∆tk) exp(Ak−1∆tk−1) · · · exp(A1∆t1) . (2.23)
This matrix is a finite dimensional approximation of the monodromy operator of
system (1.1). At this point, several numerical methods can be used to determine the
critical eigenvalue having the greatest modulus.
2.3. Time scale transformation. A numerical problem arises in the Fargue-type
approximation. The bottom left element of the piecewise constant matrix (2.22)
increases in modulus exponentially with the approximation parameter. It means that
for large n, the matrix (2.22) is not well conditioned, and the computation of the
matrix exponential in equation (2.23) needs high CPU capacity and may still result
in numerical errors.
For example, if n = 20 and τ = 1, then (−1)n (−n/τ)n+1 ≈ 2.0972 × 1027, i.e.
the norm of the matrix is at least 2.0972 × 1027. Thus, the norm of the exponential
matrix is about 109.108×10
26
. This order of magnitude of numbers leads to numerical
difficulties during the evaluation of the Floquet transition matrix Φ.
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A solution for this problem is to introduce the new dimensionless time t̃ = (n/τ)t.




















































The point is that in equation (2.25) the time delay is just equal to the approximation
parameter, and the approximated coefficient matrix resulting from the Fargue-type
approximation is well conditioned now:
Ai =

















c1 0 · · · 0




. . . . . .
...
0 0 0 · · · −1 −1
(−1)n 0 0 · · · 0 −1

. (2.26)
The norm of this matrix is about 2 (it also depends on the parameters b0, c0 i, c1, n, τ ,
naturally), and the numerical problems mentioned before do not arise. Approximation
























The comparison of the CPU times for evaluating characteristic multipliers of Flo-
quet transition matrices with and without time scale transformation can be seen in
Figure 2. The figure shows the CPU time for evaluating eigenvalues of matrices (2.23)
and (2.27), respectively, for various approximation parameters n and for interval num-
ber k = 10. It can be seen that the CPU time is higher for computations without time
scale transformation. For a higher approximation parameter, the difference between
the two methods increases exponentially. Furthermore, for n > 25, the accumulated
numerical errors become too large during the calculation without time scale trans-
formation. That is, without time scale transformation, the method can only be used
for n < 25. With time scale transformation, the method can be used for higher
approximation parameters, as well.
3. Numerical investigation by semi-discretization
In this section, the semi-discretization method [16] is used to construct the stability
chart of equation (1.1).
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with time scale tranformation
without time scale tranformation
Figure 2. Comparison of Fargue-type approximations with and with-
out time scale transformation
Figure 3. Approximation of the time delay for m = 4
The first step of semi-discretization is the construction of time interval division
[ti, ti+1) of length ∆t, i = 0, 1, . . . so that τ = (m + 1/2)∆t, where m is called
approximation parameter. In the ith interval, equation (1.1) can be approximated as









xi−m = x(ti−m) = x(ti −m∆t) . (3.3)
That is, the time periodic coefficient is approximated by a piecewise constant one, and
the time delayed term is approximated by a piecewise discrete value. This corresponds
to a saw-like approximation of the continuous time delay shown in Figure 3.
For the initial conditions x(ti) = xi , ẋ(ti) = ẋi , the solution and its derivative at
each time instant ti+1 can be determined:
xi+1 = x(ti+1) = a0 0xi + a0 1ẋi + b0mxi−m , (3.4)
ẋi+1 = ẋ(ti+1) = a1 0xi + a1 1ẋi + b1mxi−m , (3.5)
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where
a0 0 = κ1 0 exp(λ1∆t) + κ2 0 exp(λ2∆t) ,
a0 1 = κ1 1 exp(λ1∆t) + κ2 1 exp(λ2∆t) ,
a1 0 = κ1 0λ1 exp(λ1∆t) + κ2 0λ2 exp(λ2∆t) ,
a1 1 = κ1 1λ1 exp(λ1∆t) + κ2 1λ2 exp(λ2∆t) ,
b0m = σ1 exp(λ1∆t) + σ2 exp(λ2∆t) + b/(δ + ε ci) ,






























δ + ε ci
.
Equations (3.4) and (3.5) define the discrete map
yi+1 = Biyi , (3.6)
where the m+ 2 dimensional state vector is
yi = col(ẋi xi xi−1 . . . xi−m) , (3.7)
and the coefficient matrix has the form
Bi =

a1 1 a1 0 0 . . . 0 b1m
a0 1 a0 0 0 . . . 0 b0m







0 0 0 . . . 0 0
0 0 0 . . . 1 0

. (3.8)
So, the connection between the states at ti and ti+1 is determined by the transition
matrix Bi.
Stability properties are determined by the transition matrix Φ between the states
at t0 and t0 + T . First, investigate the case when the principal period is equal to the
time delay: T = τ . Since t0 + τ = t0 + (m+ 1/2)∆t and t0 + 2τ = t0 + (2m+ 1)∆t,
only the transition matrix between the states at t0 and t0 + 2τ can be constructed
by coupling the solutions for the discretization intervals of indeces i = 0, 1, . . . , 2m.
This gives the square of the transition matrix over the principal period:
Φ2 = B2mB2m−1 . . .B1B0 . (3.9)
The eigenvalues of Φ2 give the square of the eigenvalues of Φ. Since |µ| < 1 if and
only if |µ2| < 1, the stability condition for Φ2 is the same as for the matrix Φ.
If T = 2τ , then the matrix multiplication in equation (3.9) gives exactly the tran-
sition matrix over the principal period. If T = τ/2, then (3.9) gives the 4th power of
the transition matrix over the principal period.
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Figure 4. Stability charts for equation (4.1) with T = 2π determined
via Fargue-type method with n = 100
The proof of the convergence of the semi-discretization method is given in [16].
4. Comparison of the methods
The special case of equation (1.1)
ẍ(t) + b0ẋ(t) + c0(t)x(t) = c1x(t− 2π) , c0(t) = c0 δ + c0 ε cos(2πt/T ) (4.1)
is investigated. For T = 2π, this gives the damped and delayed Mathieu equation
mentioned in the introduction.
Figure 4 shows the stability charts for equation (4.1) with T = 2π determined by
the Fargue-type method with approximation parameter n = 100. This means that
the infinite dimensional equation (4.1) was approximated by a 103×103 sized system.
For the autonomous case, when c0 ε = 0, the boundary curves were determined by
Hsu and Bhatt [13]. For the undamped case, when b0 = 0, Insperger and Stépán
[14] proved that the boundaries are straight lines with slope −1, 0 and 1. For these
special cases, the exact boundaries are shown by dotted lines in Figure 4. It can be
seen that the stability boundaries predicted by the Fargue-type method with n = 100
are acceptable only in the parameter domain −1 < c0 δ < 1, −0.5 < c1 < 0.5.
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Figure 5. Stability charts for equation (4.1) with T = π determined
via Fargue-type method with n = 100


















































































Figure 6. Stability charts for equation (4.1) with T = 4π determined
via Fargue-type method with n = 100
Figures 5 and 6 show the stability charts for equation (4.1) with T = π and T = 4π,
respectively, determined by the Fargue-type method with n = 100. In these cases, the
boundary curves are not exactly known, so these results must be handled carefully.
For the case T = π, the linear boundaries are still present and the stability charts
have a clear structure. For the case T = 4π, the structures of the charts are not so
clear, and also disjunct stable parameter domains arise.
Figure 7 shows the stability charts for equation (4.1) with T = 2π determined by
the semi-discretization method with approximation parameter m = 20. This means
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Figure 7. Stability charts for equation (4.1) with T = 2π determined
via semi-discretization method with m = 20
that a 22 × 22 sized discrete map was used to approximate the infinite dimensional
equation (4.1) as opposed to the 103× 103 sized Fargue-type approximation. For the
special cases, when either c0 ε = 0 or b0 = 0, the exact boundaries are also shown
by dotted lines. In the presented parameter domain −1 < c0 δ < 5, −2 < c1 < 2,
however, the difference between the exact boundaries and the boundaries determined
by the semi-discretization method is not visible. These reference cases show that the
semi-discretization method is more effective than the Fargue-type approximation.
Figures 8 and 9 show the stability charts for equation (4.1) with T = π and T =
4π, respectively, determined by the semi-discretization method with approximation
parameter m = 20. Similarly to the charts given by the Fargue-type approximation,
the cases T = π and T = 2π show linear stability boundaries, while the case T = 4π
gives the intriguing stability charts with disjunct stable domains.
5. Conclusions
Two approximation methods were investigated: the Fargue-type method and the semi-
discretization method. The Fargue-type method is a kind of analytical technique,
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Figure 8. Stability charts for equation (4.1) with T = π determined
via semi-discretization method with m = 20


















































































Figure 9. Stability charts for equation (4.1) with T = 4π determined
via semi-discretization method with m = 20
where the discrete time delay is approximated by a special distributed one. Semi-
discretization is a numerical method that uses a partial time discretization. Both
methods can be characterised by the dimension of the approximated system.
Both methods were applied to construct stability charts for the damped and delayed
Mathieu equation (4.1). Stability charts were constructed by the Fargue-type method
with 103×103 sized approximate system, and by the semi-discretization with 22×22
sized approximate system. It was shown that the semi-discretization method is much
more effective than the Fargue-type approach. This result is not surprising, since the
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numerical methods based on discretization techniques are considered more effective
than the analytical approximations.
For the cases with a time period equal to the time delay, and to half of it, the sta-
bility charts are reliable, close to each other and to the closed form results. When the
time period is double the time delay, the stability charts show substantial differences,
and there are still no reference results from the theory of periodic DDEs, either.
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Ingolf MÜLLER and Peter VIELSACK: Penalty-regularisation of a dissipa-
tive vibro-impacting system 175–188
Duc T. NGUYEN, Siroj TUNGKAHOTARA, Willie R. WATSON and Sub-
ramaniam D. RAJAN: Parallel finite element domain decomposition
for structural/acoustic analysis 189–201
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