The projection constant Π(E) of a finite-dimensional Banach space E ⊂ ℓ∞ is the smallest norm of a linear projection of ℓ∞ onto E. In this paper we show for every n ≥ 1 that there exists a real n-dimensional Banach space E such that Π(E) is maximal amongst real n-dimensional Banach spaces and Π(E) is the infimum of T 2 T 1 taken over all factorizations id E = T 2 T 1 , where T 1 : E → ℓ d ∞ and T 2 : ℓ d ∞ → E are linear maps such that T 1 T 2 is the orthogonal projection of ℓ d ∞ onto T 1 (E) and d is any integer.
, and metric geometry, cf. [Lin64a, BB07] .
The starting point of the present article is the following observation: For many classical polyhedral spaces E ⊂ ℓ d ∞ , the orthogonal projection P : ℓ d ∞ → E given by P (x) = n i=1 x, x i R d x i , where x 1 , . . . , x n is any basis of E that is orthonormal with respect to the standard inner product ·, · R d , is a minimal projection, that is, P = Π(E). For instance, the orthogonal projection is minimal if the unit ball of E is a regular polytope or if the unit ball of E is the A n root polytope, cf. [Cha86] . Furthermore, a classical result of Lozinski states that the orthogonal projection (Fourier projection) P : C → P n from the space C of all continuous and 2π-periodic functions f : [−π, π] → R equipped with the sup-norm onto the space P n of all trigonometric polynomials of degree ≤ n is minimal, cf. [Loz48, CHM + 69].
Besides these special results, an important class of examples may be constructed with the help of equiangular lines. Indeed, if E is a finite-dimensional Banach space such that the lines through opposite vertices of the unit ball of the dual space of E form a system of equiangular lines of cardinality d, then E ⊂ ℓ d ∞ and the orthogonal projection ℓ d ∞ → E is minimal, cf. [KLL83] . These spaces (if they exist) maximize Π(n, d) := max Π(E) : dim(E) = n and E ⊂ ℓ d ∞ , the maximal relative projection constant of n-dimensional Banach spaces with unit ball having at most 2d faces. Thus, for example, the 2-dimensional real Banach Date: January 24, 2020. space E hex with the regular hexagon as unit ball has projection constant equal to Π(2, 3).
In the 1960s, Grünbaum asked if E hex has a maximal projection constant amongst 2-dimensional real Banach spaces, cf. [Grü60] . In [CL10] , Chalmers and Lewicki resolved Grünbaums conjecture by showing that Π(E hex ) = Π 2 = 4 3 , where Π n := max{Π(E) : dim(E) = n} denotes the maximal projection constant of order n. It is possible to show that E hex ⊂ ℓ 3 1 and that P = Π(E hex , ℓ 3 1 ) = Π 2 , where P : ℓ 3 1 → E hex is the orthogonal projection of ℓ 3 1 onto E hex . The computation of Π n is an exceedingly difficult task. Only the values Π 1 = 1 by the Hahn-Banach theorem and Π 2 = 4 3 due to Chalmers and Lewicki are known. It is expected that Π 3 = Π(E dod ) = φ, where φ denotes the golden ratio and E dod is the 3-dimensional Banach space whose unit ball is a dodecahedron.
In [KTJ03] , König and Tomczak-Jaegermann established that the Banach space Y 3 ⊂ ℓ 6 1 with unit ball a icosidodecahedron, a polyhedron with twenty regular triangles and twelve regular pentagons as its faces, has the property that Π(Y 3 , ℓ 6 1 ) = Π(E dod ) = φ. It is not hard to check that the orthogonal projection P :
In view of these examples, the following question arises naturally:
Question 1.1. Fix an integer n ≥ 1. Does there exist an n-dimensional Banach space E ⊂ ℓ d 1 for some integer d ≥ n such that the orthogonal projection P : ℓ d 1 → E is minimal and P = Π(E, ℓ d 1 ) = Π n ? We suspect that Question 1.1 has a positive answer for n = 3. However, for n ≥ 4 the general picture is unclear. It appears reasonable to expect that Question 1.1 has only a positive answer for certain integers n.
Main result.
Our main result implies that Question 1.1 has an 'almost' positive answer for every integer n ≥ 1.
Theorem 1.2. Let n ≥ 1 be an integer. For every ε > 0 there exists an integer d ≥ 1 and an n-dimensional subspace
1 → E denotes the orthogonal projection of ℓ d 1 onto E. The orthogonal projection P from the theorem above is 'almost minimal' in the sense that 0 ≤ P − Π(E, ℓ d 1 ) ≤ ε. The proof of Theorem 1.2 is given in Section 5. It heavily relies on tools from matrix analysis such as the Perron-Frobenius Theorem and a classical result of Fan [Fan49, Theorem 1]. A key step will be to make the approximation of Π n from [Bas19] quantitative by the use of Dirichlet's Theorem on simultaneous approximation, cf. [Sch80, Theorem 1A p. 27] .
By looking at the proof of Theorem 1.2, it is readily verified that Theorem 1.2 remains valid if ℓ d 1 is replaced by the overspace ℓ d ∞ . Hence, the following corollary is a direct consequence of the modified version of Theorem 1.2. Corollary 1.3. For every integer n ≥ 1 there exists an n-dimensional Banach space E such that Π(E) = Π n and Π(E) is the infimum of T 2 T 1 taken over all factorizations id E = T 2 T 1 , where T 1 : E → ℓ d ∞ and T 2 : ℓ d ∞ → E are linear maps such that T 1 T 2 is the orthogonal projection of ℓ d ∞ onto T 1 (E) and d is any integer.
It is well-known that for every finite-dimensional Banach space E the projection constant Π(E) is the infimum of T 2 T 1 taken over all factorizations id 
Hence, if the maximizer from Corollary 1.3 is polyhedral, Proposition 1.5 below would imply that Question 1.1 has a positive answer. We do not know if Π(·) admits non-polyhedral maximizers amongst n-dimensional Banach spaces.
1.3. A formula for Π n . The subsequent characterization of the maximal projection constant Π n is a key component of the proof of Theorem 1.2.
Theorem 1.4. Fix an integer n ≥ 1. We define the following:
(1) Let S denote the set of all symmetric (−1, 1)-matrices that have only ones on the diagonal and write
(2) Let P n denote the set of all orthogonal projection matrices of rank n. We set B := sup ρ(|P |) : P ∈ P n and |P | is positive .
Then A = B = Π n . Moreover, there exists a matrix P ∈ P n such that |P | is a positive matrix and ρ(|P |) = B.
We use |P | as shorthand notation for the matrix that is obtained from P by taking the absolute value of every entry of P . Moreover, ρ(|P |) denotes the spectral radius of the matrix |P |. The idea to express Π n via the maximal sum of n eigenvalues of matrices taken from a certain class is due to Chalmers and Lewicki, cf. [CL09] . A characterization of Π n in terms of eigenvalues of certain two-graphs has been obtained in [Bas19] . The proof of Theorem 1.4 may be found in Section 4. If the supremum A from Theorem 1.4 is attained, then Question 1.1 has a positive answer. This is the content of the proposition below: Proposition 1.5. Fix integers d ≥ n ≥ 1. The following statements are equivalent:
1 such that the orthogonal projection P : ℓ d 1 → E is minimal and P = Π(E, ℓ d 1 ) = Π n . The implication (1) =⇒ (2) already appears in [FS17, Proposition 13 ]. If the maximizer E from Corollary 1.3 is polyhedral, say E ⊂ ℓ d ∞ , and P = Π(E) = Π n , then the computation of Π n reduces to computing the eigenvalues of finitely many matrices in S, due to Proposition 1.5 and Theorem 1.4. However, establishing that Π(·) only admits polyhedral maximizers and P = Π(E) = Π n (if true), and obtaining an upper bound for d in particular, seems out of reach at the moment.
Relative projection constants
The norm ν 1 (·) is called 1-nuclear norm. In general, it is not an easy task to compute ν 1 (S).
S t e j ∞ respectively).
We will only work with overspaces F that are of this form. 
where P denotes the transformation matrix of the orthogonal projection F → E. Proposition 2.2. Let n ≥ 1 be an integer. There exists an integer d ≥ 1 and an
Proof. From Theorem 1.4 we get a matrix P ∈ P n such that |P | has only positive entries and ρ(|P |) = Π n . Let v = (v 1 , . . . , v d ) denote the unique positive vector with v 2 = 1 and |P | v = Π n v and set D := diag(v 2 1 , . . . , v 2 d ). Further, set S := Sgn(P ) and let Q ∈ P n be a matrix such that √ DS √ D and Q commute. Using a result due to Fan, cf. [Fan49, Theorem 1] or (2), we estimate
By construction, R and DS commute and thereby DSP 0 = P 0 DSP 0 , where P 0 denotes the transformation matrix of the orthogonal projection ℓ d 1 → E. Thus, we may invoke Lemma 2.1 to conclude that
Hence, the space E ⊂ ℓ d 1 has the desired properties.
2.2. Sums of n-largest eigenvalues. Let M be a real d × d-matrix and let λ 1 (M ), . . . , λ d (M ) ∈ C denote the eigenvalues of M . Fix an integer 1 ≤ n ≤ d.
We say a subset {z 1 , . . . , z n } ⊂ C is closed under complex conjugation (which we shorten to cucc) if z 1 , . . . , z n = z 1 , . . . , z n . We set
By definition, sup ∅ = −∞. Our interest in these special sums of eigenvalues stems from the fact that they may be used to compute the exact values of the maximal relative projection constants. 
where S d denote the set of all d × d-matrices S ∈ S. We shall make use of (1) throughout the paper.
Auxiliary results from matrix analysis
In this section, we gather several results from matrix analysis that will be used repeatedly in the proofs of Theorem 1.2 and Theorem 1.4. 
where P n,d denotes the set of all d × d-matrices P ∈ P n . Clearly, if Av i = λ i (A)v i , for i = 1, . . . , n, and the vectors v i are orthonormal, then the orthogonal projection P onto the linear span of v 1 , . . . , v n is a maximizer of the right hand side of (2).
The following elementary lemma shows that every maximizer is of this form.
Lemma 3.1. Let A be a symmetric d × d-matrix and let 1 ≤ n ≤ d be an integer. If P ∈ P n,d satisfies π n (A) = Tr(AP ), then A and P commute.
where α i := n j=1 | v i , u j | 2 . Note that 0 ≤ α i ≤ 1 and α 1 + · · · α d = n. Write ε i := 1 − α i , ε := ε 1 + · · · + ε n and α := α n+1 + · · · + α d . Clearly, α = ε. We estimate
Now, from (3) we may conclude that the above inequalities are equalities, so
In particular, those vectors v i that do not belong to the eigenspace of A associated to λ n are orthonormal eigenvectors of P . This implies that A and P are simultaneously diagonalizable and thereby commute, as desired.
3.2. Sign patterns of maximizers of Π(n, d). We shall need the following lemma which shows that for a maximizer of (1) there exist a matrix in P n,d such that both matrices have the same sign-pattern. 
, for S ′ ∈ S d , then S ∈ S d and for every matrix P ∈ P n with π n ( √ DS √ D) = Tr( √ DS √ D P ) it holds Sgn(P ) = S. In particular, |P | is a positive matrix.
We use the symbol Sgn(A) to denote the sign pattern matrix of a matrix A, that is, the (i, j)-entry of Sgn(A) is equal to −1 if a ij < 0, 0 if a ij = 0, and 1 if a ij > 0. 
Proof of Lemma 3.2. Let
Now, we prove the moreover part of the lemma. By Lemma 3.1, A := √ DS √ D and P commute. We claim that |P | is positive. Suppose there exists an entry p ij of P that is equal to zero. It holds π n (A) = Tr(AP ) = Tr(A 0 P ), where A 0 := √ D S − α(e i e t j + e j e t i ) √ D, where α = 1 if s ij ≥ 0 and α = −1 otherwise. Using (2), we obtain
so Tr(A 0 P ) = π n (A 0 ). Now, Lemma 3.1 tells us that A 0 and P commute. This amounts to      p ii = p jj p ik = 0 for all k = i, p jk = 0 for all k = j.
(5)
By repeating the argument above for each entry p ik , where k = i, it follows that P is a constant multiple of the identity. Because of P ∈ P n we obtain d = Tr(P ) = n. Hence, we have shown that |P | is positive provided that d > n. Since
and |P | is a positive matrix, we may use the maximality of π n (A) to conclude that Sgn(P ) = S. This completes the proof.
3.3. Spectral gaps. Let P ∈ P n be a matrix and let λ 1 ≥ . . . ≥ λ d be the eigenvalues of |P |. The following lemma gives an upper bound of c := λ2 λ1 provided that λ 1 = ρ(|P |) is close enough to Π n . Lemma 3.3. Let P ∈ P n be an orthogonal projection matrix of rank n such that |P | is a positive matrix. Write λ 1 > λ 2 ≥ . . . ≥ λ d for the eigenvalues of |P |. If
Proof. Since Tr(|P |) = Tr(P ) and Tr(|P | 2 ) = Tr(P 2 ) we get
Note that λ 2 > 0. Indeed, if λ 2 ≤ 0, then by (6) we obtain λ 1 ≥ n; hence, λ 2 1 ≥ n 2 , which is not possible. Thus, we have established that c > 0. Now, we prove the second estimate. Using (6), we estimate
Thus,
This completes the proof. 3.5. Polyhedral maximizer of Π n . The following lemma is a simple consequence of (1) and the fact that Π(·) admits a polyhedral maximizer amongst n-dimensional Banach spaces. 
A formula for Π n
We begin this section with the proof of Theorem 1.4 from the introduction.
Proof of Theorem 1.4. Fix d ≥ n and let S ∈ S d satisfy π n (S) = max{π n (S ′ ) : S ′ ∈ S d }. We know from Lemma 3.2 that there exists a matrix P ∈ P n,d such that π n (S) = Tr(SP ) and Sgn(P ) = S. Thus, |P | is positive and π n (S) = Tr(SP ) = j t |P | j, where j ∈ R d denotes the all-ones vector. Clearly,
Fix ε > 0 and let P ∈ P n be a matrix such that |P | is a positive and B ≤ ρ(|P |)+ ε. Suppose that P is a d × d-matrix and let v ∈ R d with v 2 = 1 be the unique positive vector such that |P | v = ρ(|P |)v. We abbreviate D := diag(|v 1 | 2 , . . . , |v d | 2 ). It holds
where the inequality is due to a result of Ky Fan, cf. [Fan49, Theorem 1] or (2). By invoking a result of Chalmers and Lewicki, cf. [CL10, Theorem 2.3] or (1), we obtain
The inequality Π n ≤ A follows readily from [Bas19, Theorem 1.2]. Hence, we have established that A = B = Π n .
We are left to show that there exists a matrix P ∈ P n such that |P | is positive and ρ(|P |) = B. From Lemma 3.5 we get an integer d ≥ n, a matrix S ∈ S d and a matrix D ∈ D d with positive diagonal entries such that π n ( √ DS √ D) = Π(n, d) = Π n . Now, Lemma 3.2 tells us that there exists a matrix P ∈ P n,d with π n ( √ DS √ D) = Tr( √ DS √ D P ) and Sgn(P ) = S. We estimate
. Therefore, ρ(|P |) = B, as desired.
To conclude this section, we prove Proposition 1.5.
Proof of Proposition 1.5. To begin, we show that (1) =⇒ (3) and (1) =⇒ (2): Let S ∈ S be a d × d-matrix with λ 1 (S) + · · · + λ n (S) = dA. Clearly, there exists a d × d-matrix P ∈ P n such that P S = SP and Tr(SP ) = A. Set E := P (ℓ d 1 ) ⊂ ℓ d 1 . By the use of Lemma 2.1, we estimate
. Furthermore, we have
since every entry of |P | is positive due to the fact that π n ( 1 d S) is maximal amongst π n ( 1 d S ′ ), for S ′ ∈ S d , and Lemma 3.2. Consequently,
It is not hard to check that the all-ones vector j ∈ R d is an eigenvector of |P | with eigenvalue ρ(|P |) = Π n due to (7). Thus, the right hand side of (7) equals P and we get P = Π(E, ℓ d 1 ) = Π n . Moreover, since S and P commute, it follows that E considered as a subspace of ℓ d ∞ satisfies
, and thus in this case P = Π(E) = Π n , as desired.
Next, we show that (3) =⇒ (1). Suppose that E ⊂ ℓ d 1 is a linear subspace such that the orthogonal projection P : ℓ d 1 → E is minimal and Π(E, ℓ d 1 ) = P = Π n . By Lemma 2.1 there exists a matrix A 0 such that A 0 P = P A 0 P , ν 1 (A 0 ) = 1 and Tr(A 0 P ) = P . Since ν 1 (A 0 ) = 1, the matrix A 0 may be written as a product DS, where the absolute value of every entry of S is less than or equal to one, and D is a diagonal matrix with non-negative diagonal entries and Tr(D) = 1. Let λ 1 , · · · , λ k denote the non-zero eigenvalues of DSP . Clearly, k ≤ n and
where the last inequality is due to Lemma 2.3; thus, k = n. In particular, the operator DSP is invertible on E. Let I ⊂ {1, . . . , d} be the set of all indices i such that d i > 0. Without loss of generality, we may suppose that I = {1, . . . , m} for some m ∈ {1, . . . , d}. Since DSP is invertible on E and DSP = P DSP , we infer that p ij = p ji = 0 for all 1 ≤ i ≤ d and m ≤ j ≤ d.
(8) We compute,
From (9) we get that
We define the matrix S as follows
Furthermore, let S 0 (P 0 respectively) denote the principal submatrix obtained from S (P respectively) be keeping its first m rows and columns. Note that P 0 is a orthogonal projection matrix of rank n. By the virtue of (8), (9) and a result of Fan, see (2), we obtain
as was to be shown. We are left to establish (2) =⇒ (1). To this end, let E ⊂ ℓ d ∞ be a linear subspace such that the orthogonal projection P : ℓ d ∞ → E is minimal and Π(E) = P = Π n . By Lemma 2.1 there exists a matrix A 0 such that A 0 P = P A 0 P , ν 1 (A 0 ) = 1 and Tr(A 0 P ) = P . Since ν 1 (A 0 ) = 1, the matrix A 0 may be written as a product SD, where the absolute value of every entry of S is less than or equal to one, and D is a diagonal matrix with non-negative diagonal entries and Tr(D) = 1. As before, it is possible to show that the operator SDP has n non-zero eigenvalues. Let I ⊂ {1, . . . , d} be the set of all indices i such that d i > 0. Without loss of generality, we may suppose that I = {1, . . . , m} for some m ∈ {1, . . . , d}. The matrices SD and √ DS √ D have the same eigenvalues. We set S sym := 1 2 (S + S t ). With the help of a result due to Fan, cf. [Fan50, Theorem 2], we estimate
Let S 0 (S sym 0 respectively) denote the principal submatrix obtained from S (S sym respectively) be keeping its first m rows and columns. By the virtue of Lemma 3.2, the absolute value of each entry of S sym 0 is equal to one. Therefore, S 0 = S sym 0 . Set Λ := diag(d 1 , . . . , d m , 1, . . . , 1) .
Therefore, there exist an eigenbasis of SD that is orthonormal with respect to the scalar product x, y Λ = x t Λy. Now, since A 0 P = P A 0 P and the operator A 0 P has n non-zero eigenvalues, the column space of P is contained in the column space of SD and therefore
where p i ∈ R d is the i-th column vector of P . Thus, we obtain (8) and the proof strategy that dealt with (3) =⇒ (1) with the necessary changes being made now applies. This completes the proof.
5.
Subspaces of ℓ d 1 with almost minimal orthogonal projections The subsequent proposition is the key ingredient in the proof of Theorem 1.2.
Proposition 5.1. Let n ≥ 1 be an integer. For every ε > 0 there exists an integer d ≥ n and a matrix P ∈ P n,d such that P and Sgn(P ) commute, the matrix |P | is positive, Π n ≤ ρ(|P |) + ε and
where j ∈ R d denotes the all-ones vector.
Proof. By Theorem 1.4, there exists a matrix P 0 ∈ P n such that |P 0 | has only positive entries and ρ(|P 0 |) = Π n . Suppose that P 0 is an m × m-matrix and let v ∈ R m with v 2 = 1 denote the unique positive vector such that
The existence of such a vector is guaranteed by the Perron-Frobenius theorem. We 
We set q i := pi d for all 1 ≤ i ≤ m − 1 and q m := p d d := 1 − (q 1 + · · · + q m−1 ). By construction, q 1 + · · · + q m = 1 and
It follows from (10) and (11) that q i > 0 for all 1 ≤ i ≤ m. Let the d × d-matrix S ∈ S denote the (p 1 , . . . , p m )-blow up of the m × m-matrix Sgn(P 0 ), see Definition 3.4, and let S ⋆ ∈ S d be a matrix such that π n (S ⋆ ) = max π n (S ′ ) : S ′ ∈ S d . Now, we are ready to define the matrix P : By combining Lemma 3.1 and Lemma 3.2, there exists a matrix P ∈ P n such that π n (S ⋆ ) = Tr(S ⋆ P ), Sgn(P ) = S ⋆ , and the matrices P and Sgn(P ) commute. We obtain j |P | j t = Tr(Sgn(P )P ) = π n (S ⋆ ) ≥ π n (S) = d π n (Sgn(P 0 )Λ),
where Λ := diag(q 1 , . . . , q m ) and for the last equality we have used [Bas19, Lemma 2.2]. Note that d π n (Sgn(P 0 )Λ) = d π n ( √ Λ Sgn(P 0 )
where √ q := ( √ q 1 , . . . , √ q m ), the equality is a consequence of the identity √ Λ Sgn(P 0 )Λ √ Λ −1 = √ Λ Sgn(P 0 ) √ Λ and the inequality is due to a theorem of K. Fan, cf. [Fan49, Theorem 1] or (2). Thus, we have from (12) and (13) that j |P | j t ≥ d √ q t |P 0 | √ q and we may compute
By (11) and (10), we get
To obtain the first inequality, we have used that the numbers q i , d i all lie in the interval [ ε0 2 , 1]. From (14) and (15) From Proposition 5.1, we get an integer d ≥ n and a matrix P ∈ P n,d such that P and Sgn(P ) commute, the matrix |P | is positive, Π n ≤ ρ(|P |) + η and
where j ∈ R d denotes the all-ones vector. Let v 1 , . . . , v d ∈ R d with v i 2 = √ d be an orthogonal eigenbasis of |P | such that |P | v i = λ i v i for all 1 ≤ i ≤ d, where the eigenvalues λ i := λ i (|P |) are ordered such that λ 1 ≥ . . . ≥ λ d . It holds
We set α i := | j,vi | Note that α ∈ [0, 1]. In what follows, we show that α → 0 for η → 0. By the virtue of (16) and (17), we obtain
where c := λ2 λ1 and by the Perron-Frobenius theorem ρ(|P |) = λ 1 . Hence, 
