Optimal interpolation (OI) has been used to produce analyses of quasi-geostrophic (QG) stream function over a 59-day period in a 150-km-square domain off northern California. Hydrographic observations acquired over five surveys, each of about 6 days' duration, were assimilated into a QG open boundary ocean model. Since the true forecast error covariance function required for the OI is unknown, assimilation experiments were conducted separately for individual surveys to investigate the sensitivity of the OI analyses to parameters defining the decorrelation scale of an assumed error covariance function. The analyses were intercompared through dynamical hindcasts between surveys, since there were too few independent data for other verification of the various analyses. For the hindcasts, the QG model was initialized with an analysis for one survey and then integrated according to boundary data supplied by the corresponding analysis for the next survey. Two sets of such hindcasts were conducted, since there were only three statistically independent realizations of the stream function field for the entire observing period. For the irregular sampling strategy of the first half of the observing period, the best hindcast was obtained using the smooth analyses produced with assumed error decorrelation scales identical to those of the observed stream function (about 80 km): the root mean square difference between the hindcast stream function and the final analysis was only 23% of the observation standard deviation. The best hindcast (with a 31% error) for the second half of the observing period was obtained using an initial analysis based on an 80-km decorrelation scale and a final analysis based on a 40-km decorrelation scale. The change in decorrelation scale was apparently associated with a change in sampling strategy and the importance of the resolution of small-scale vorticity input across the open boundary. The last survey used a regular sampling scheme with good coverage (about 20-km resolution) of the entire domain so that smaller-scale features were resolved by the data. The earlier surveys used a coarser (about 75 km) sampling resolution, and smaller-scale features that were not well-resolved could not be inferred correctly even with short error covariance scales. During the hindcast integrations, the dynamical model effectively filtered the stream function fields to reduce differences between the various initial fields. Differences between the analyses near inflow boundary points ultimately dominated the differences between dynamical hindcasts. Analyses for the entire 59-day observing period of the five independent surveys were produced using continuous assimilation. A modified form of OI in which the forecast error variances were updated according to the analysis error variances and an assumed model error growth rate was also used, allowing the OI to retain information about prior assimilation. The analyses using the updated variances were spatially smoother and often in better agreement with the observations than the OI analyses using constant variances. The two sets of OI analyses were temporally smoother than the fields from statistical objective analysis (OA) and in good agreement with the only independent data available for comparison. Unfortunately, the limiting factor in the validation of the assimilation methodology remains the paucity of observations.
INTRODUCTION
Given the sparsity and asynopticity of conventional ocean data, accurate estimates of oceanic fields might best be obtained from a blend of (incomplete, noisy) observations with (imperfect) model output. This paper presents the incorporation of optimal interpolation (OI), the data assimilation technique most commonly used in operational numerical weather prediction (see, for example, Bengtsson et al. covariance is unknown, the Kalman filter is necessarily initialized with an error covariance matrix which is arbitrary although, like OI, guided by observations. This initial uncertainty may mean that OI could provide analysis fields, from short-period assimilation into a nonlinear dynamical model integration, with error bounds comparable to those of the Kalman The hydrographic data used in this study were acquired in the domain shown in Figure 1 by the Ocean Prediction Through Observations, Modeling, and Analysis (OPTOMA) program during a 59-day experiment comprising five surveys, each of about 6 days' duration [RMR] . Based on an estimated decorrelation time of 20 days, the experiment comprises only three independent surveys. The sensitivity of analyses to the assumed structure of the error covariance function is investigated through independent analyses for separate surveys, produced by assimilating only during the 6 days of the survey. The analyses are assessed through two separate hindcast experiments because of the lack of independent verification data. The error covariance parameters for continuous assimilation over the entire 59-day observing period are chosen on the basis of these hindcast experiments, and a technique is used to update the error variances according to a prescribed model error growth rate in order to produce estimates of the forecast error variance. The model and data assimilation systems are described in section 2. The assimilation experiments themselves are described in section 3, and results are summarized in section 4. 
THE ASSIMILATION SYSTEM

Implementation of 0I With the QG Model
The dynamical model used in the assimilation system is the open ocean, QG model described by Miller et al. [1983] . The QG potential vorticity s r evolves according to Ht, defines the observational scheme at time t t,; the superscript T denotes the matrix transpose, P is the forecast error covariance matrix, and R is the observational error covariance. The error covariance of the analysis field, P•, is
where I is the identity matrix. The forecast error and the observational error are assumed to be uncorrelated. Details are given by Miller [1986] . In the Kalman filter formulation, P evolves from some initial specification according to the governing dynamics. In oceanographic applications, the correct initial P is unknown but is chosen to have a "realistic" functional form as estimated from data. In OI, P usually is held constant or allowed to evolve by a simple scheme. An example of such a simplified evolution scheme for P is presented by McPherson et al. [1979] , who transformed the estimated analysis error of an atmospheric data assimilative model into an estimated prediction error by augmenting the former according to an approximation of the model's error growth rate. The estimated prediction error, which was bounded by the climatological variance of the parameters, was used as an indication of the frequency and quality of assimilation updates. The assimilation scheme replaces P by P• where 
where D •-r is formed from the diagonal of P/•-r (see (3)) and (Figure 1) . The observing system placed emphasis on the acquisition of data on the boundaries of 75-km-square submodules (see Figure 7e) , with data spaced at about 18 km along these boundaries. The QG stream function used in the dynamical model was calculated from density anomaly profiles and was referenced to 750 km. This reference level was determined iteratively as that which gave the best hindcast in the experiment of RMR.
The true reference level is unknown because of an unmeasured barotropic flow component. Density profiles were estimated from the XBT temperature profiles using an average salinity-temperature relation from conductivitytemperature-depth (CTD) data acquired during the experiment. The density anomaly was calculated with reference to the mean profile over the entire experiment. 
where F l(z) is the square of the profile of the first baroclinic mode, r is horizontal separation, and z represents the model level in question. For P(r) of (6) to have a physically realizable spectrum, it is sufficient that 21/2a --> b, which is satisfied by the parameter values determined from the observations. For (7), values of r• = 25 km and re = $00 km were chosen as representative of the first-mode deformation radius and a larger, external scale, respectively. These choices corresponded to a much shorter decorrelation scale than that estimated from the observations, so r• = $0 km and r e = 1000 km were also considered. Only one data type was considered (namely, in situ stream function profiles) and data were treated separately at each level; hence A was chosen so the P(0, 0) = or2(0), the observed stream function variance at the surface. Graphs of (6) and (7) 
ANALYSES FROM OPTOMAll
Since the error covariance P is unknown, assimilation experiments were conducted to assess the sensitivity of OI analyses to the choice of P. In the description below, day 0 corresponds to year day 158 (June 6). Independent analyses were produced for days 6, 21, 36, and 59 of the OPTOMA11 surveys with assimilation starting at days 0, 17, 26, and 56, respectively. These analyses were independent in the sense that none of them was used as an initial estimate for another and they had no data in common. As discussed below, hindcast experiments, conducted as dynamical interpolation between OI analyses, were used to assess the analyses. Based on the estimated 20-day decorrelation time for the fields of these surveys, there were only three statistically independent realizations of the fields over the entire observing period, allowing two independent hindcast experiments. The use of four (rather then three) analyses is dictated by the observing times and the desire to hindcast for about 20 days, the estimated decorrelation time, so that the estimated open boundary data are meaningful.
This study focuses on mesoscale variability, and since the climatological mean flow of the California Current is weak compared with the mesoscale flow (about 4 cm s -1 compared to about 50 cm s -1 at the surface), the initial field (prior to assimilation) was taken to be tp = 0 for each survey. The analyses were produced by assimilating stream function data once per day, with all data within half a day of the assimilation time treated as simultaneous. Typically, 10 to 20 profiles were assimilated per day. The data distribution per survey is given in Table 1 . During the assimilation cycle, the boundary values of stream function and vorticity were kept fixed unless changed by the assimilation process. The results of this sensitivity study were used to choose the form of P for the production of analyses of each of the five OPTOMAll surveys in a continuous assimilation mode. The discussion is restricted primarily to the fields at 50 m, the most energetic level of those used in the model.
Sensitivity of the Analyses to Prescribed Covariance
Parameters
To test the sensitivity of the analysis to the prescribed error covariance structure, P was modelled in turn as each of the covariance functions (6) and (7). For each of these functions, two sets of parameters were chosen. For (6) these were (a, b) = (80, 100) km (as estimated for the observed stream function itself) and (a, b) = (40, 50) km, denoted below as experiments E1 and E2, respectively. For (7) the parameters were (r0, r l) = (500, 25) km (i.e., r I specified as the internal deformation radius) and (re, r•) = (1000, 50) km, denoted as experiments E3 and E4, respectively. During Table 2 and maps are shown in Figure 3 along with day 21 hindcasts which, as will be described below, are used for comparison purposes.
For day 6, E1 displays a cyclone which penetrates farther Table 2 . objective analysis (no dynamics, all observations assumed coincident) OI using covariance function (6) with a = 80 km, b = 100 km OI using covariance function (6) with a = 40 km, b = 50 km OI using covariance function (7) with r0 = 500 km, r I = 25 km OI using covariance function (7) with r 0 = 1000 km, r I = 50 km interpolation according to Laplace's equation (no statistics, no dynamics)
into the domain than the other analyses which all have cyclonic features less intrusive than E0. In the northeast quadrant, E1 contains a local high, whereas E2 and E3 contain a local low bounded to the east by small-scale anticyclonic features. In E4 the northeast anticyclone is stronger and of larger scale, and the low to the west has two centers and slightly different orientation compared with E2 or E3. In E0 there is no evidence for either a high or a low in the northwest quadrant (a region with no data in the interior of the quadrant; see Figure 6e )-these features in the OI analyses have developed dynamically depending on the corrections made to the model fields during the assimilation phase. The overall shape of the cyclone in E0 is in better agreement with E1 than with the other analyses. For day 21 the differences between the analyses lie in the curvature and gradient of the westward flowing jet. In E 1 the jet has less curvature and lower gradient than in E2 or E3. In E4 the jet has a more pronounced wavy structure. In E2 and E3 the anticyclone north of the jet has smaller-scale variability than in E1 or E4 because of the shorter covariance scale and radius of influence. At the western boundary, all four OI analyses show a slightly different curvature from that of E0. Otherwise, the curvature in the center of the domain and on the eastern boundary is similar for E0, E2, and E3.
Although the OPTOMA experiment was designed to provide initial, boundary, and verification data for numerical models, its data were still too sparse for a full set of validation experiments to be performed. Such validation experiments would necessarily involve holding back data from the assimilation process. From the number of observations used in the assimilation (see Table 1 ), it is obvious that there are too few data to do this, since removal of any significant part of the data would degrade the analysis severely and too few points kept back for validation would not provide meaningful statistics.
Since there was no independent "ground truth" field to test the adequacy of the analyses, they were compared through dynamical hindcasts in which the quasi-geostrophic model was initialized with the analysis for day 6 and then integrated forward to day 21. Boundary information was supplied by linear interpolation between the analyses for these two days and the model hindcast the interior field of the later analysis. The comparison of hindcast interior with analysis interior at day 21 for each experiment shows how well the analysis pairs are in quasi-geostrophic balance and are quasi-geostrophically consistent with each other in that one evolves to the other under the assumption of quasi- For each experiment, comparisons are made between the hindcast and the analysis used to provide the necessary boundary data as well as the observations of the second survey on a pointwise basis. C refers to the correlation; NRMSD is the normalized rms difference. For •, and •' the normalization factor is the standard deviation of the observations, 2.03 and 22.7, respectively. For IV6J the normalization factor is the mean gradient, 2.3. geostrophic dynamics. The inadequacy of fit in this case (as represented by the difference measures in Table 3 ) can be due to errors in the analyses or inadequate lateral and/or vertical boundary information. Although surface forcing by wind stress curl can be important, RMR found that during the initial phase of OPTOMAll surface forcing had little effect on the hindcast fields and it was not included in these initial integrations. The hindcast was also compared with the individual AII observations on a pointwise basis in space and time. Observational noise and incomplete physics also contribute to inadequacy of fit in this case.
E1 provided the best fit between the dynamically hindcast field and the analysis at day 21 with a normalized root-meansquare stream function difference of only 23% (Table 3) . This OI analysis assumed that the model forecast error covariance was the same as that of the • field itself. The differences between the hindcast from E5 and the E0 analysis for day 21 were also small, although the difference in lateral and vertical gradients were much larger (by about 30%) than for E 1. The difference measures for E0 were only slightly worse. The hindcasts all had comparable agreement with the pointwise observations of AII, with differences consistent with the assumed observational noise variance. The analyses for E3 and E4, which used the depth-dependent covariance function (4), did not produce as good a hindcast as El, had difference measures comparable to or worse than E2, and had much worse difference measures for potential vorticity. For a closed model domain, the growth in stream function differences as a function of spatial scale depends on the dominant scales of energy as well as the scale-dependent effect of dissipation [Adamec, 1989] . For an open domain, the differences may eventually be advected out of the domain; however, initially, nonlinear instabilities could cause small analysis differences on short scales to grow quickly. This appeared to be the case during the assimilation cycle itself, when intense gradients were sometimes introduced due to the difference of the observations from the initial guess of • = 0. Differences between E 1 and E4 during the assimilation cycle were noticeable within 2 days, primarily because of small differences in the covariance functional form, but also because of lateral and vertical exchange processes. At the deeper model levels, the covariance scales increase for (7) with a concomitant increase in the level of correlation at nonzero separations. At 400 m the correlation from (7) for separations of about 60 km and less are very close to those from (6). Not surprisingly, the analyses from E1 and E4 at each stage of the assimilation cycle were almost identical, until at day 6 there were small observable differences due to vertical exchanges. In contrast, at both 50 and 150 m, the correlations are lower for (7) than for (6) During the hindcasts (i.e., no additional assimilation beyond the supply of time-dependent boundary information) the QG model allowed the stream function to evolve so as to lessen the differences between the initial fields (i.e., the various analyses), especially with regard to vertical structure (Table 4 ). This improvement was most noticeable for E0 and E5, where the stream function and potential vorticity differences each dropped by 30%. The other marked agreement was for E1 and E4, where the potential vorticity difference dropped by almost 20%. Some differences remained, often dominated by the boundary forcing. At the end of the hindcast, the remaining difference field at 50 m (El -E4) was associated with differences in the flux of potential vorticity by the jet across the eastern boundary into the domain ( Figure 5 ). Initial stream function differences ranged from -2 to 1.5 nondimensional units, with some small-scale variability; the final differences were generally about -0.5 or smaller in magnitude, except for the one dominant feature with amplitude of 2 units. The initial potential vorticity differences ranged from -30 to 60 nondimensional units, again with much small-scale variability; the final differences range from -20 to 40 units with small-scale variations of only about 10 units. At 150 m, differences at the eastern boundary were small and had less of an impact on the integrations; instead, the difference at the end of the hindcast was dominated by an interior feature about 50 km in diameter due to differences in the intensity and penetration of the anticyclone just north of the jet. At the deeper levels, where the flow was much weaker (10% or less of the surface flow), the stream function differences were weak and of domain size directly attributable to differences in the specified boundary values. As was found in other dynamical interpolation experiments in this region [e.g., RMR], over the 15-day integration the dynamical model effectively developed a vertical structure consistent with the dominant variability in the upper levels. This successful model interpolation is probably dependent on the surface-trapped nature of the signal, maintained in the EOF projection to deeper levels independent of the assumed horizontal covariance structure, and the gentle slope of the bathymetry.
The successful hindcast from E5 indicates the strong control of boundary forcing on the evolution of features in this small open ocean domain, at least for these particular realizations: the model evolution of 6 on the largest scales was constrained predominantly by the imposed boundary conditions, accounting for the high correlation in 6 (Table 3) Table 5 . The discrepancies between E 1 and E2 analyses are more pronounced for day 59 than for any of the previous analysis days: the correlation between stream function fields was only 0.63, compared with about 0.96 for other analyses, and NRMSD was 49%, compared with about 32% for the other analyses. As well as the differences in the structure of the cyclonic region of negative stream function, there are differences in gradient and inflow-outflow locations along the northern boundary. In contrast to the previous set of sensitivity experiments, the better hindcast was obtained using the E2 analyses. An additional hindcast experiment, E6, was run: the QG model was initialized with the E1 field at day 36, and boundary information was supplied by interpolation between that field and the E2 field at day 59. This gave the best hindcast ( Table  5 ), indicating that the sampling strategy of DIII accounted for the difference from the previous sensitivity experiments. In the hindcast experiments of RMR, a bogus positive wind stress curl over the whole domain was necessary for an From the first set of analyses and hindcasts for this small open ocean domain, it is apparent that (1) an analysis technique which reproduced the large-scale (i.e., larger than 50 km) features and used a depth-independent covariance function consistent with the vertical mode representation of the assimilated data produced the best analysis (in the sense of producing a consistent model hindcast), but that (2) in subsequent integrations without further assimilation, the dynamical model effectively "dynamically filtered" the analyses to reduce the impact of their differences, except, primarily, for the influence of differences on the boundary. From the second set of analyses and hindcasts it is apparent that the accuracy of the vorticity estimates at inflow boundary sections is important for successful dynamical interpolation. The observation spacing should be small enough to define the small (about 40 km) scales (yet retain the larger domain-size scales) on the boundary; the appropriate forecast error covariance structure then has shorter scales. If the observation spacing is not sufficient to define these smaller scales, the first set of experiments would indicate that such structure cannot be defined merely by the imposition of shorter covariance scales. This indicates (perhaps not surprisingly) that the chosen global error covariance functions are not accurate (even in this small domain the covariance is likely to be inhomogeneous); however, the accuracy of the hindcasts would also indicate that the chosen functions and scales are not inappropriate.
The OPTOMAI I Surveys and Forecast Error Estimates
In light of the above results, OI analyses for the first four OPTOMAI1 surveys (Figure 7) were produced using the covariance function (6) with (a, b) = (80, 100) km. The covariance structure was changed at day 55 of the assimilation to (a, b) = (40, 50) km to produce the final analysis at day 59. The analyses were produced from a "continuous" model integration; i.e., the analysis for day 21 was produced by integrating from the day 6 analysis with boundary data kept constant until updated by assimilation and so on, to day 59. (In the previous experiments the analysis for day 21 was produced independently from that for day 6, starting from • = 0 at day 17 instead.) Wind stress curl forcing, as obtained from the data used by RMR, was included. The sampling scheme for each survey is shown in Figure 7e . The periods over which data were assimilated to produce the final analysis for each survey are given in Table 1 with the number of data points actually assimilated. The OA fields are shown for comparison (Figure 7a ). The stream function from the OI using time-dependent error variances in P, namely, Pk fof (4), is also shown (Figure 7c ) with the associated 1-standard deviation error fields (Figure 7d ). For Figure 7c , the D(r) of (5) Qualitatively, the two sets of OI analyses are similar; however, the fields produced using OI2 are smoother than those produced with Oil. This is to be expected, since OI2 gives more weight to the forecast stream function in areas recently influenced by assimilation than does Oil and so the data assimilation is less likely to introduce artificial, sharp gradients or sharply curved features. The temporal evolution across these snapshots is more coherent than that of the OA fields, in which no account can be made for the appearance of the anticyclone of day 21 or the sharpened gradient in the center of the domain at day 36.
The two OI analyses for day 6 are similar in the existence and location of the small-scale (diameter of about 40 Since there were no independent observations with which to assess the quality of the analyses, a comparison was made through dynamical hindcasts. The QG model was initialized with the OI analysis for the first survey and the model "forecast" the interior of the second survey using boundary values based on analyses of both surveys. In this use of hindcasts to assess the analyses, the dynamical model essentially (re)defines "truth": the time and space scales of interest, and the only ones that can be verified, are those consistent with QG dynamics and the resolution of the model. A posteriori comparisons of the hindcasts with point measurements show good agreement (Tables 3 and 5 In the case of numerical weather prediction, where data over the entire model domain are collected (and assimilated) essentially simultaneously, analysis errors have the same spatial scale as the observation separation [Lorenc, 1988] . In our case the error structure is complicated by the space-time sampling problem: in regions of strong advection, the errors can propagate through the domain very quickly, resulting in larger error scales. This study (and that of Errico and Baumhefner [1987] analyses from the updated variances were spatially smoother and often in better agreement with the observations than the OI analyses from constant variances. The two sets of OI analyses were temporally smoother than the fields from statistical objective analysis (OA) and in better agreement with the only independent data available for comparison (synoptic aircraft data acquired 6 days after the relevant OI analysis). The marked differences between the OA and OI analyses lay in the existence or location and intensity of smaller mesoscale features and associated gradients. Whereas the evolution inferred from the OA fields from day 6 to 21 required the influence of external boundary forcing to produce the anticyclone north of the jet, the evolution from the OI analyses showed the interior evolution (the vertical locking of anticyclonic features in the upper levels of the model) to be important as well. This study has demonstrated the efficacy of using OI with real observations to produce synoptic estimates of midlatitude mesoscale variability. The apparent improvement in the analyses afforded by the updated variance form of OI indicates that the use of the Kalman filter, which would also account for advection of variance information, would probably improve the analysis further. In any case, the interplay between the dynamical model and data through the assimilation cycle, wherein data are synoptically ingested to correct the model fields and then the model dynamically filters the resulting analyses, decreases the impact of errors associated with incorrect assumptions for the model forecast error covariance. In this way, data assimilation provides a powerful tool for presenting and interpreting asynoptic data.
Clearly, there are many issues not addressed here. Perhaps the most important is consideration of the influence of the inhomogeneity of the error covariance: it is likely that the covariance structure near the boundaries is different from that in the interior of the model domain. As is shown here, the vorticity estimates at the inflow boundary points can have a marked impact on the evolution of the stream function fields, so it is important to have good estimates of the error covariance near the boundary. It is also important for the sampling strategy to define the vorticity scales on the boundary adequately. The issues of parameter sensitivity should be addressed in a much larger domain so that there is less influence of the boundary data on the internal evolution of the fields. In addition, the distinction between the resolution or nonresolution of eddy scales in both the data and the model should be addressed. The effect of different sampling strategies should be considered further. Unfortunately, the limiting factor in the validation of different methodologies remains the paucity of real observations.
