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ABSTRACT
We consider the decentralized Bayesian binary hypothesis testing
problem in feedback architectures, in which the fusion center broad-
casts information based on the messages of some sensors to some or
all sensors in the network. We show that the asymptotically optimal
detection performance (as quantified by error exponents) does not
benefit from the feedback messages. In addition, we determine the
corresponding optimal error exponents.
Index Terms— Decentralized detection, feedback, error expo-
nent, sensor networks.
1. INTRODUCTION
We consider the binary decentralied detection problem, in which
each sensor in a network makes an observation, quantizes it to a
given alphabet, and transmits the result to a fusion center. The fu-
sion center makes a final decision based on all the sensor messages.
The objective is to design the sensor quantization functions and the
fusion rule so as to minimize a cost function, such as the probability
of an incorrect final decision.
The decentralized detection problem has been widely studied for
the parallel configuration (see [1] and the references therein), tandem
networks [2–4], and bounded height tree architectures [5–8]. A va-
riety of feedback architectures, under a Bayesian formulation, have
been studied in [9, 10]. These references show that it is person-by-
person optimal for every sensor to use a likelihood ratio quantizer,
with thresholds that depend on the feedback messages. However, be-
cause of the difficulty of optimizing these thresholds when the num-
ber of sensors becomes large, it is difficult to analytically compare
the performance of networks with and without feedback. To better
understand the asymptotics of the error probability, [11] studies the
error probability decay rate under a Neyman-Pearson formulation
for two different feedback architectures. For either case, it shows
that if the fusion center also has access to the fed back messages,
then feedback does not improve the optimal error exponent. Refer-
ences [12, 13] consider the Neyman-Pearson problem in the daisy-
chain architecture (see Figure 1), and obtain a similar result.
In this paper, we consider the decentralized Bayesian detection
problem in various feedback architectures. We study the daisy chain
architectures in [12], under which the sensors are divided into two
groups, and sensors in the second group have full or partial knowl-
edge of the messages sent by the first group. Reference [12] dealt
with the Neyman-Pearson formulation. In this paper, we turn to the
Bayesian formulation and resolve several questions that had been left
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open. In addition, we provide results for the Bayesian counterpart of
the feedback architecture considered in [11].
The remainder of this paper is organized as follows. In Section
2 we formulate the problems that we will be studying. In Section 3,
we analyze the performance of various feedback architectures. We
summarize and conclude in Section 4.
2. PROBLEM FORMULATION
We consider a decentralized binary detection problem involving n
sensors and a fusion center. Each sensor k observes a random vari-
able Xk distributed according to a measure Pj under hypothesis Hj ,
for j = 0, 1. Under either hypothesis Hj , j = 0, 1, the random
variables Xk are assumed to be i.i.d. We use Ej to denote the expec-
tation operator with respect to Pj .
In the daisy chain architecture introduced in [12, 13], every sen-
sor sends a single message to the fusion center, but some of the sen-
sors have access to the messages of other sensors (see Figure 1).
The first stage consists of m sensors and the second stage n − m
sensors. All observations at the sensors are assumed to be condition-
ally i.i.d., given the hypothesis. Each sensor k in the first stage sends
a message Yk = γk(Xk) to an aggregator. The aggregator forms a
message U that is broadcast to all sensors in the second stage and
the fusion center. Each sensor l in the second stage forms a message
Zl = δl(Xl, U), which depends on its own observation and the mes-
sage U . The fusion center makes the final decision using the fusion
rule Yf = γf (U,Zm+1, . . . , Zn). We denote by Γ the set of allow-
able quantization functions for the first stage sensors. For simplicity,
we assume that Γ is rich enough so that for any given realization of
U = u, the quantization functions δl(·, u) = δul (·) ∈ Γ. We can
also view the architecture just described as a parallel configuration,
in which the fusion center feedbacks a message based on information
from sensors 1, . . . ,m, to the rest of the sensors m+ 1, . . . , n.
We consider two cases for how U is formed. In the first case, we
let U = (Y1, . . . , Ym), i.e., the second stage sensors and fusion cen-
ter have the full information available at the first stage aggregator.
We call this the full feedback daisy chain. In another form of feed-
back, we take U = γu(Y1, . . . , Ym) ∈ {0, 1} to be a preliminary
decision made in the first stage. We call this the restricted feedback
daisy chain. In this case, the architecture is equivalent to a parallel
configuration, in which the fusion center makes a preliminary deci-
sion based on the messages from the first m sensors, broadcasts the
preliminary decision, and forgets the messages sent by the first m
sensors. The fusion center could be subject to memory or security
constraints, and does not retain the first m messages.
In the two-message feedback architecture (see Figure 2), each
sensor k sends a message Yk = γk(Xk) to the fusion center. Sim-
X1 Xm
Xm+1 Xn
U
Yf
Y1 = γ1(X1) Ym = γm(Xm)
Zn = δn(Xn, U)
Zm+1
= δm+1(Xm+1, U)
Fig. 1. The daisy chain architecture.
ilar to the restricted feedback for the daisy chain, the fusion cen-
ter broadcasts the message U = γu(Y1, . . . , Yn) to all the sensors.
Each sensor then sends a second message Zk = δk(Xk, U) to the
fusion center. The final decision of the fusion center is made based
on the received messages Y1, . . . , Yn and Z1, . . . , Zn.
X1 Xn
Yf
Y1 = γ1(X1) Yn = γn(Xn)
Z1 = δ1(X1, U) Zn = δn(Xn, U)
U = γu(Y1, . . . , Yn)
Fig. 2. A two-message architecture.
Let PXi be the distribution of a random variable X under hy-
pothesis Hi. Consider the Radon-Nikodym derivative dPXi /dPXj
of the measure PXi with respect to (w.r.t.) the measure PXj . It is a
random variable whose value is determined by X; accordingly, its
value should be denoted by a notation such as ℓXij (X). However, in
order to avoid cluttered expressions, we will abuse notation and just
write ℓij(X). We also use ℓij(γ(X)) to denote the Radon-Nikodym
derivative of the random variable Z = γ(X). Throughout this pa-
per, we deal with various conditional distributions. Abusing notation
as before, we let ℓij(X|Y ) be the Radon-Nikodym derivative of the
conditional distribution of X given Y under Hi w.r.t. that under Hj .
We make the following assumptions throughout this paper (see
[14] for justifications).
Assumption 1. The measures P0 and P1 are absolutely continuous
w.r.t. each other. Furthermore, there exists some γ ∈ Γ such that
−E0 [log ℓ01(γ(X1))] < 0 < E1 [log ℓ10(γ(X1))].
Assumption 2. We have Ej
[
log2 ℓ01(X1)
]
<∞ for j = 0, 1.
3. PERFORMANCE ANALYSIS
Let the prior probability of hypothesis Hj be πj > 0, j = 0, 1.
Given a strategy, the probability of error at the fusion center is Pe =
π0P0(Yf = 1) + π1P1(Yf = 0). Let P ∗e be the minimum probabil-
ity of error, over all strategies. We seek to characterize the optimal
error exponent
lim sup
n→∞
1
n
logP ∗e .
From [14], the optimal error exponent for the parallel configuration
without any feedback is given by
E∗p = inf
(γ,δ)∈Γ2
min
λ∈[0,1]
logE0 [exp(λ log ℓ10(γ(X1), δ(X1)))].
We first show that under the Bayesian formulation, the full feed-
back daisy chain and the two-message architecture both have the
same optimal error exponent as a parallel configuration with n sen-
sors Let L(n)10 be the log likelihood ratio at the fusion center, and
ψn(λ) = logE0
[
exp(λL(n)10 )
]
be the log moment generating fuc-
tion. The Fenchel-Legendre transform of ψn is given by Ψn(t) =
supλ∈R{λt − ψn(λ)}. The following lemma applies in both the
daisy chain and two-message architectures. An outline of the proof
is provided in the appendix.
Lemma 1. Suppose Assumptions 1 and 2 hold.
(i) For all s ∈ [0, 1], we have E0 [log ℓ10(X1)] ≤ ψ′n(s)/n ≤
E1 [log ℓ10(X1)].
(ii) Let t be such that for all n, there exists sn ∈ (0, 1) with
ψ′n(sn) = t. Then, there exists a constant C such that for
all n, we have ψ′′n(sn) ≤ nC.
(iii) For all s ∈ [0, 1], we have ψn(s)/n ≥ E∗p .
Theorem 1. There is no loss in optimality if all sensors in the full
feedback daisy chain are constrained to using the same quantiza-
tion function, with sensors in the second stage ignoring the feedback
message. Similarly, there is no loss in optimality if all sensors in the
two-message architecture ignore the feedback message, and use the
same quantization functions (one for the first message and another
for the second message). Moreover, the optimal error exponent in
either architecture is E∗p .
Proof. (Outline) Let the optimal error exponent for the full feedback
daisy chain be E∗. Since this architecture can simulate the parallel
configuration, we have E∗ ≤ E∗p . To show the reverse bound, let
Pe,j be the conditional error probability under Hj . We use Lemma
1 in the following upper bound generalized from [15] to obtain
max
j=0,1
Pe,j ≥ 1
4
exp
(
ψn(s
∗
n)−
√
2ψ′′n(s∗n)
)
≥ exp(nE∗p − C
√
n),
where C is a constant. Taking n → ∞, we obtain the upper bound
for E∗. The proof for the two-message architecture is identical.
In the following, we obtain the error exponent for the re-
stricted feedback daisy chain architecture, and show that it is
strictly worse than that of a parallel configuration with n sen-
sors. We assume that limn→∞m/n = r ∈ (0, 1), otherwise
the architecture is equivalent to a parallel configuration. Let E∗dc
be the optimal error exponent. For γ ∈ Γ, and j = 0, 1, let
Λ∗j (γ, t) = sups∈R {st− logEj [exp(s log ℓ10(γ(X1)))]}. For
i, j ∈ {0, 1}, let the rate of decay of the conditional probabilities be
eij = − lim supn→∞ 1n log Pi(U = j). We collect the decay rates
into a vector ~e = [e01, e10, e00, e11].
Lemma 2. For any strategy for the restricted feedback daisy chain
architecture, we have
lim sup
n→∞
1
n
logPe ≥ −h(~e),
and
h(~e) = min
{
(1− r) sup
γ∈Γ
Λ∗0
(
γ,
r
1− r (e10 − e00)
)
+ re00,
(1− r) sup
γ∈Γ
Λ∗1
(
γ,− r
1− r (e01 − e11)
)
+ re11
}
Proof. The same argument as in the proof of Corollary 3.4.6 of [16]
shows that it is sufficient to prove the lower bound for a strategy
using a zero threshold log likelihood ratio test at the fusion cen-
ter. Henceforth, we will assume that such a fusion rule is employed.
Conditioning on the value of U , we have
P1(Yf = 0) =P1(Yf = 0 | U = 0)P1(U = 0)
+ P1(Yf = 0 | U = 1)P1(U = 1).
Let δi(·, u) = δui (·) ∈ Γ be a function that depends on the value of
u. Let ǫ > 0. From the lower bound in Crame`r’s Theorem [16], we
have
1
n
log P1(Yf = 0 | U = 0)
=
1
n
log P1
[
m2∑
i=1
log ℓ10(δ
0
i (Xi)) ≤ − log P1(U = 0)
P0(U = 0)
]
≥ −m2
n
[
1
m2
m2∑
i=1
Λ∗1
(
δ0i ,− 1
m2
log
P1(U = 0)
P0(U = 0)
− ǫ
)
− ǫ
]
+ o(1)
≥ −m2
n
[
sup
γ
Λ∗1
(
γ,− 1
m2
log
P1(U = 0)
P0(U = 0)
− ǫ
)
− ǫ
]
+ o(1),
where o(1) is a term that goes to zero as n becomes large. Tak-
ing n → ∞ and then ǫ → 0, and using the uniform continuity of
Λ∗1 (γ, ·), we obtain
lim sup
n→∞
1
n
log P1(Yf = 0 | U = 0) + lim sup
n→∞
1
n
log P1(U = 0)
≥ −(1− r) sup
γ
Λ∗1
(
γ,
r
1− r (e10 − e00)
)
− re10
= −(1− r) sup
γ
Λ∗0
(
γ,
r
1− r (e10 − e00)
)
− re00 (1)
In the same way, it can be checked that
lim sup
n→∞
1
n
log P1(Yf = 0 | U = 1) + lim sup
n→∞
1
n
log P1(U = 1)
≥ −(1− r) sup
γ
Λ∗1
(
γ,− r
1− r (e01 − e11)
)
− re11, (2)
and we obtain lim supn→∞ 1n log P1(Yf = 0) ≥ −h(~e). A similar
proof shows that lim supn→∞ 1n log P0(Yf = 1) ≥ −h(~e), and the
lemma is proved.
Theorem 2. The optimal error exponent for the restricted feedback
daisy chain is
E∗dc = −(1− r) sup
γ,δ∈Γ
t∈R
min
{
Λ∗0
(
γ,
r
1− rΛ
∗
1 (δ, t)
)
,
Λ∗1
(
γ,− r
1− rΛ
∗
0 (δ, t)
)}
. (3)
Moreover, there is no loss in optimality if all sensors in the first stage
are constrained to using the same quantization function; and sen-
sors in the second stage ignore the feedback message, and are con-
strained to using the same quantization function.
Proof. (Outline) We skip most of the details and provide an outline
of the proof here. Let the threshold of the first stage aggregator be
tn. Since tn is in a bounded interval, we can choose a subsequence
(nk)k∈N such that tnk → t. It suffices to prove the lower bound for
this subsequence. For any fusion rule γu for the first stage, the lower
bound in Lemma 2 can be achieved by letting all sensors in the sec-
ond stage use the same quantization function that ignores the feed-
back message U . This implies that the restricted feedback architec-
ture is equivalent to a tree architecture with two stages. Furthermore,
it is optimal for the first stage fusion rule to be a log likelihood ratio
test [1]. Consequently, it can be shown [12] that there is no loss in
optimality if all the stage one sensors are restricted to the same quan-
tization function δ ∈ Γ. Applying Lemma 2 with e01 = Λ∗0 (δ, t)
and e10 = Λ∗1 (δ, t), we get the theorem.
Proposition 1. Suppose that there exists γ, δ ∈ Γ and t ∈ R such
that the supremum in (3) is achieved. The restricted feedback daisy
chain performs strictly worse than the parallel configuration with
the same total number of sensors, i.e., E∗dc > E∗p .
Proof. We have
(1− r)Λ∗0
(
γ,
r
1− rΛ
∗
1 (δ, t)
)
= (1− r)Λ∗1
(
γ,
r
1− rΛ
∗
1 (δ, t)
)
+ rΛ∗1 (δ, t)
< (1− r)Λ∗1 (γ, 0) + rΛ∗1 (δ, t), (4)
where the last inequality follows from Λ∗1 (γ, ·) being a decreasing
function and Λ∗1 (δ, t) > 0. Similarly,
(1− r)Λ∗1
(
γ,− r
1− rΛ
∗
0 (δ, t)
)
< (1− r)Λ∗0 (γ, 0) + rΛ∗0 (δ, t).
(5)
Combining (4) and (5), we obtain
E∗dc > −(1− r)Λ∗0 (γ, 0)− rmin {Λ∗1 (δ, t),Λ∗0 (δ, t)}
≥ −Λ∗0 (γ, 0) ≥ − sup
γ∈Γ
Λ∗0 (γ, 0) = E∗p .
The proof is now complete.
4. CONCLUSION
We have studied feedback architectures in which a group of sen-
sors have access to information from sensors not in the group. We
show that feedback does not improve the optimal error exponent. In
the case where the fusion center has only limited knowledge (a 1-
bit summary) of the messages, the optimal error exponent is strictly
worse than that of the parallel configuration. A similar result holds
for the two-message architecture. This research is part of our on-
going efforts to quantify the performance of various network archi-
tectures. Future research directions include studying the impact of
feedback on distributed multiple hypothesis testing and parameter
estimation.
5. APPENDIX
Outline Proof of Lemma 1 : The proof of claim (i) is similar to
Proposition 3 of [14], and is omitted here. To prove (ii), we have
ψ′′n(sn) =
E0[(L(n)10 )2 exp(snL(n)10 )]
E0[exp(snL(n)10 )]
− (ψ′n(sn))2
≤ C0E0[(L(n)10 )2 exp(snL(n)10 )], (6)
where the last inequality follows from the bound E0[exp(snL(n)10 )] ≥
1/C0, for some constant C0 (proven in Proposition 3 of [14]). To
bound the R.H.S. of (6), we have
E0[(L(n)10 )2 exp(snL(n)10 )]
= E0
[
(L(n)10 )2esnL
(n)
10 1
{L
(n)
10 ≤0}
]
+ E1
[
(L(n)10 )2e−(1−sn)L
(n)
10 1
{L
(n)
10 >0}
]
≤ C1
(
1
s2n
+
1
(1− sn)2
)
.
The rest of the proof, which is technical, and is omitted because of
space constraints, shows that both sn and 1− sn are at least C2/√n
for some constant C2. Therefore the claim holds.
In the following, we give an outline of the proof for claim (iii)
for the two-message architecture; the proof for the daisy chain is
similar, and is omitted. Let s = λ/n and Y n1 = (Y1, . . . , Yn). We
have
E0
[
n∏
k=1
(ℓ10(Zk|Y n1 ))s
∣∣∣ Y n1
]
= E0
[
n∏
k=1
(ℓ10(δk(Xk, U)|Yk))s
∣∣∣ Y n1
]
≥
n∏
k=1
inf
δYk∈Γ
E0
[
(ℓ10(δ
Yk (Xk)|Yk))s
∣∣∣ Yk],
where δYk depends on the value of Yk. We can define ξk ∈ Γ2 such
that ξk(Xk) = (γk(Xk), δk(Xk)), where δk(Xk) = δuk (Xk) iff
γk(Xk) = u. Therefore, we obtain
ψn(λ) = logE0
[
(ℓ10(Y
n
1 ))
s
E0
[ n∏
k=1
(ℓ10(Zk|Y n1 ))s
∣∣∣ Y n1 ]
]
≥ logE0
[
(ℓ10(Y
n
1 ))
s
n∏
k=1
inf
δYk∈Γ
E0
[
(ℓ10(δ
Yk (Xk)|Yk))s
∣∣∣ Yk]
≥ n inf
ξ∈Γ2
logE0 [(ℓ10(ξ(X1)))
s] ≥ nE∗p ,
and the lemma is proved.
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