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AN EXPRESSION FOR THE HOMFLYPT POLYNOMIAL AND
SOME APPLICATIONS
DAVID EMMES
Abstract. Associated with each oriented link is the two variable Homflypt
polynomial. The Morton-Franks-Williams (MFW) inequality gives rise to an
expression for the Homflypt polynomial with MFW coefficient polynomials.
These MFW coefficient polynomials are labelled in a braid-dependent manner
and may be zero, but display a number of interesting relations. One conse-
quence is an expression for the first three Laurent coefficient polynomials in z
as a function of the other coefficient polynomials and three link invariants: the
minimum v-degree and v-span of the Homflypt polynomial, and the Conway
polynomial.
These expressions are used to derive additional properties of the Homflypt
polynomial for general n-braid links. One specific result is that the Jones and
Homflypt polynomials distinguish the same three-braid links.
1. Introduction
The focus of this paper is to develop and display a relationship among the coef-
ficient polynomials of the Homflypt polynomial, and to use this to establish some
properties of the Homflypt polynomial for general n-braid links and three-braid
links. The background required for this paper is a very basic understanding of
skein relations, skein polynomials, and braid groups. Such material may be found
in any introductory textbook, as for example K. Murasugi’s, [11], and may also be
found in many excellent surveys, [2].
The expression for the Homflypt polynomial is based on the Morton-Franks-
Williams (MFW) inequality, [3], [8], that provides lower and upper bounds for the
allowed powers of v in the Homflypt polynomial. This gives rise to an indexed set
of MFW polynomials whose properties form the basis for the paper. Section 1.2
defines these braid-dependent MFW polynomials.
The second section contains the primary results. Thm. 2.1 expresses the first
three MFW polynomials in terms of braid properties and the remaining MFW
polynomials. This leads to Thm. 2.2 that establishes a system of relations among
MFW polynomials. Cor. 2.3 expresses the first three Laurent coefficient polyno-
mials in terms of the other coefficient polynomials and three link invariants: the
minimum v-degree and v-span of the Homflypt polynomial, and the Conway poly-
nomial. Thm. 2.4 describes restrictions in potential undiscovered relations that
have the form of those in Thm. 2.2.
In Section 2.1 we see that when the first or last Laurent coefficient polynomial
achieves the maximum z-degree, this value is given by certain link invariants in
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v (Cors. 2.5, 2.6). The Homflypt polynomials for the trivial links are unique as
those for which the first and last Laurent coefficient polynomials both achieve the
maximum z-degree (Cor. 2.7). When the v-span is 4, Thm. 2.10 displays a simple
expression that relates the integer coefficients of two coefficient polynomials to
the maximum z-degree, the minimum v degree, and the integer coefficients of a
third coefficient polynomial. Prop. 2.18 in Section 2.2 establishes that the Jones
and Homflypt polynomials distinguish the same three-braid links. This depends
critically on the classification of three-braids into conjugacy classes by K. Murasugi,
[10].
The proof of Thm. 2.1 is in an appendix as it is somewhat lengthy.
The remainder of this section has the following outline. Section 1.1 introduces the
terms and notation used in the paper. Section 1.2 discusses the MFW polynomials
and some properties of the Homflypt polynomial. Section 1.3 describes properties
of the Conway and Alexander polynomials.
1.1. Basic Definitions and Notation. The conventions used in this paper largely
follow those in, [11], to which the reader is referred for expanded discussion. A brief
review of the standard symbols and terminology used in the paper is given here for
reference.
The braid group on n strands, Bn, has n− 1 standard generators, σi.
Definition 1.1. If a braid word, β ∈ Bn, has the expression
∏m
k=1 σ
ek
ik
, with
ek = ±1 for each subscript, k,
(i) the braid length is m and is denoted |β| ,
(ii) the exponent sum, or writhe, denoted w or w(β), is
∑m
k=1 ek ,
(iii) the mirror image of β is
∏m
k=1 σ
−ek
ik
, denoted β.
The writhe is actually associated with the braid diagram, rather than the braid
word itself, but this imprecision in usage causes no problems. The identity in Bn
is defined to have zero length and writhe.
The link associated with the standard closure of a braid, β, is denoted β̂. The
mirror image of a link, L, is denoted L. The number of link components in L is
denoted µ(L). On denotes the trivial link with n components.
The skein relation, (1.1), for the Homflypt polynomial, P , is defined in terms of
an oriented diagram, D, for the link. The diagrams, D+, D0, and D− below refer
to the usual diagrams for the link with positive crossing, null (smoothed) crossing,
and negative crossing, respectively.
PD+(v, z) = vzPD0(v, z) + v
2PD−(v, z). (1.1)
The importance of the Homflypt polynomial derives from the fact it is the
same for all diagrams of a given link, and so is an invariant of the oriented link.
The major skein polynomials are the Conway polynomial, ∇D(z) = PD(1, z) ;
the Jones polynomial, VD(t) = PD(t, t
1
2 − t− 12 ) ; and the Alexander polynomial,
∆D = PD(1, t
1
2 − t− 12 ) . The minimum degree of a Laurent polynomial, F, is the
minimum power, written min degF ; for P we have min degz P , x = min degv P .
The degree of F is the highest power, written degF ; in the case of P we have
ζ = degz P, y = degv P . The difference between the degree and the minimum de-
gree is the span; for P we have z-span and v-span. F is monic when the (leading)
coefficient for the term of maximum degree is 1.
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The torus links are characterized by the number of full rows of twists, p, together
with the number of strands, q, denoted K(p, q). Each row may be realized by a
braid word, σq−1 · · ·σ1, hereafter called αq−1, so K(p, q) = α̂pq−1. The elementary
torus links, denoted Tp, are those with two strands. The corresponding Conway
polynomial is so central to the results of this paper that the lengthy expression,
∇Tp(z), will be shortened to Cp(z) or even Cp.
For integers x we may write ǫx for (−1)x. For a > b, the usual convention that∑b
j=a fj = 0, and
(
0
0
)
= 1 =
∏b
j=a fj is followed; also
(
b
a
)
= 0 for a < 0 or
a > b. The Kronecker delta, δa, b is one for a = b and zero otherwise.
1.2. Properties and standard forms of the Homflypt polynomial. One way
to express the Homflypt polynomial is as a polynomial in one variable, with coef-
ficients that are polynomials in the other variable. The Morton-Franks-Williams
(MFW) inequality, [3], [8], provides a powerful motivation to choose v as the pri-
mary organizing factor, since it gives bounds on the possible values for the highest
and lowest powers of v.
Unfortunately, the MFW inequality does not tell which of the allowed powers
of v have non-zero coefficients; indeed there is no general result that describes the
value of the v-span. However the Homflypt polynomial for a link with a given
braid representation (β ∈ Bn) may be organized in a standard form, (1.2), in
which the pj are ordinary (possibly zero) polynomials with integer coefficients. An
equivalent form, (1.3), uses Laurent polynomials, hj = pj/z
n−1. The pj (hj) are
called the (Laurent) MFW polynomials for β. When multiple braid words are
under discussion, the symbols pj, β , or hj, β , may be used for clarity; note that the
argument, z, may be omitted. The labelling and number of MFW polynomials
depends on β, and is not a link invariant, while the number of non-zero pj, β , or
hj, β is a link invariant.
Pβ̂(v, z) =
vw
∑n−1
j=0 pj (z) v
2j
(vz)n−1
, (1.2)
Pβ̂(v, z) = v
w−n+1
n−1∑
j=0
hj(z) v
2j . (1.3)
Definition 1.2. Given a braid word, β ∈ Bn, the minimal and maximal values of j
for which pj 6= 0 are designated m(β) and M(β) respectively; m and M may also be
used when a single braid is in use. The (Laurent) MFW polynomials with indices in
this range are called proper. The attributes first (last) proper refer to polynomials
of index m (M respectively). The number of integers in the range [m, M] is called the
number of proper MFW polynomials, designated bmin(β).
The motivation for the notation bmin(β) is that its value, 1+M−m, is well known,
[3], [8], to be a lower bound for the braid index of β̂. Note that the v-span of Pβ̂ is
just y− x = 2(M− m).
Definition 1.3. Define Pk(v) by Pβ̂(v, z) =
∑
s≥0 P2s+1−µ(β̂)(v)z
2s+1−µ(β̂).
Lemma 1, p. 133 [5] (that credits Lemma 1.7 of [6]) is included here:
Lemma 1.1. (v−1 − v)µ(β̂)−1−s divides P2s+1−µ(β̂)(v) for s ∈ [0, µ(β̂)− 2].
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The Homflypt formula for the elementary torus links is simply
PTp(v, z) =
vp{Cp+1(z)− Cp−1(z) v2}
(vz)1
. (1.4)
The following result is an easy consequence of Equations 1.2 and 1.3.
Proposition 1.2. The MFW polynomials obey the same skein relation (Eq. 1.1
with v = 1) and reduction formulas, (1.12), as the Conway polynomial, i.e.
hj, γσ+1i η
= z hj, γσ0i η + hj, γσ−1i η
, with γ, η ∈ Bn ,
hj, βσei = Ce hj, βσ±1i
+ Ce∓1 hj, β with β ∈ Bn .
The MFW polynomials for β and its mirror image, β, satisfy
hj, β(z) = hn−1−j, β(−z) = ǫw+n−1hn−1−j, β(z) .
When β ∈ Bn is extended to βσn ∈ Bn+1 we have hn, βσn = 0 = pn, βσn . For all
other subscripts, we have hj, βσn = hj, β and pj, βσn = z pj, β.
When β ∈ Bn is extended to βσ−1n ∈ Bn+1, we have h0, βσ−1n = 0 = p0, βσ−1n . For
all other subscripts, we have hj, βσ−1n = hj−1, β and pj, βσ−1n = z pj−1, β.
1.3. Properties of the Conway and Alexander polynomials. The Conway
polynomial, Cp , is central to the results of this paper, and its properties are nu-
merous and remarkable. The relations, Cp+1 = z Cp + Cp−1, and Cp = ǫp−1 C−p
are basic, but useful in most proofs. As ∆L(t) = ∇L(z = t 12 − t− 12 ), it is clear that
any results for ∇L have a parallel statement for ∆L, however these will only be
given when needed in the paper.
The Conway polynomial for the elementary torus links has an expression:
Cp(z) =
⌊ p−12 ⌋∑
j=0
(
p− 1− j
j
)
zp−2j−1 , for p > 0 . (1.5)
Eq. 1.5 follows by induction and the relation of Pascal’s triangle:(
p
j
)
=
(
p− 1
j
)
+
(
p− 1
j − 1
)
. (1.6)
Paired with Cp is the Alexander polynomial. With Ap = (t
p + ǫp−1)/(t+ 1)
∆Tp(t) = Ap/t
(p−1)/2 . (1.7)
Note that Ap =
∑p−1
j=0 ǫjt
p−1−j for p ≥ 0, and A−p = ǫp−1Ap/tp.
Use induction on m and zm+1Cp = z
mCp+1 − zmCp−1 and (1.6) to establish
zmCp =
m∑
j=0
(
m
j
)
ǫj Cm+p−2j , for m ≥ 0 . (1.8)
In particular, when p = 1, there is an expression for zm.
Eq. 1.9-1.11 are critical tools to prove the main results. Parameters x, y, p, q,
and κ, are integers with x + y = p + q in (1.11). Eq. 1.11 is generally applied
with κ = q. Use induction on y, k, κ respectively to establish (1.9-1.11). To prove
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(1.11), also use (1.9) at the induction step to see 0 = Cx+y−2κ±1 − Cp+q−2κ±1 =
Cx−κCy−κ − Cp−κCp−κ + Cx−κ±1Cy−κ±1 − Cp−κ±1Cp−κ±1.
Cx+y = Cx Cy+1 + Cx−1 Cy , (1.9)
Cx Ck =
k−1∑
j=0
ǫj Cx+k−1−2j , for k ≥ 0 , (1.10)
Cx Cy − Cp Cq = ǫκ {Cx−κCy−κ − Cp−κ Cq−κ}, for x+ y = p+ q . (1.11)
Proposition 1.3. There are no common roots over the complex numbers for Cp
and Cp+1, for any integer p 6= 0,−1, hence gcd(Cp , Cp+1) = 1 .
Second, for any integers a 6= 0, and b, we have Ca|Cab .
Third, when gcd(a, b) = g, we have gcd(Ca, Cb) = Cg .
Proof. It suffices to consider only positive integers p, a, b as C0 = 0 and Cx =
ǫx+1C−x for x < 0. The first claim follows from the relation, Cp+1 = z Cp+Cp−1, as
any common root of Cp and Cp+1 would then be a root of of Cp−1 and by induction a
root of C1 = 1. For the second claim, observe that Cab = CaCab−a+1+Ca−1Cab−a,
by (1.9), and use induction on b. For the third claim, there are integers, λ, µ so
that λa + µb = g. Eq. 1.9 now implies Cg = Cλa+µb = Cλa+1Cµb + CλaCµb−1; by
the second claim any common root of Ca and Cb is a root of Cg. The second claim
also gives us Cg|Ca, Cb . 
Use induction on e to prove (1.12) that shows how the Conway polynomial can
be calculated using braid words of shorter length. For β ∈ Bn and any integer, e,
we have
∇
β̂σei
= Ce∇̂βσ±1i + Ce∓1∇β̂ . (1.12)
The following proposition is useful in the applications to three-braid link results in
the paper. Eq. 1.18 is essentially given by Prop. 4.2, p. 13-14 [10].
Proposition 1.4. When γ ∈ B3 and a, x ∈ Z with a ≥ 0 and G = t2 + t+ 1:
∇
α̂32γ
= ∇γ̂ + Cw(γ)+5 − Cw(γ)+1 , (1.13)
∇
α̂3a2 γ
= ∇γ̂ +
a∑
j=1
Cw(γ)+6j−1 −
a∑
j=1
Cw(γ)+6j−5 , (1.14)
∇̂α−3a2 γ = ∇γ̂ +
a∑
j=1
Cw(γ)−6j+1 −
a∑
j=1
Cw(γ)−6j+5 , (1.15)
∆
α̂3x2 γ
= ∆γ̂ + t(t
w(γ)+3x − ǫw(γ))(t3x − 1)/(Gt3xtw(γ)/2) . (1.16)
For γr =
∏r
k=1 σ
−ek,2
2 σ
ek,1
1 , with r, ek,2 , ek,1 > 0, and 1 < Ei =
∑r
k=1 ek,i,
∇γ̂r = (−1)E2+1{CE2+E1−1 − rCE2+E1−3 + o(CE2+E1−3)} , (1.17)
∆γ̂r = (−1)E2+1{t(E2+E1−2)/2 − (r + 1)t(E2+E1−4)/2 + · · · } . (1.18)
Proof. Eq. 1.13: use α32 = (σ
2
1σ2)
2 and (1.12) to see ∇
α̂32γ
= z∇ ̂σ21σ2σ1σ2γ +
z∇
σ̂1σ22γ
+ z∇σ̂2γ + ∇γ̂ . Since Cw(γ)+5 − Cw(γ)+1 = zCw(γ)+4 + zCw(γ)+2, it is
equivalent to show Cw(γ)+4 + Cw(γ)+2 = ∇ ̂σ21σ2σ1σ2γ +∇σ̂1σ22γ +∇σ̂12γ , and this is
the same as Cw(γ)+4 + Cw(γ)+2 = ∇ ̂σ2σ1σ32γ +∇σ̂1σ22γ +∇σ̂12γ .
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When γ = σe2σ
f
1 , note that
̂σ2σ1σ32γ =
̂σ2σ1σ
e+3
2 σ
f
1 =
̂σe+31 σ2σ1σ
f
1 = Te+f+4.
Also ∇
σ̂1σ22γ
+∇σ̂2γ = Ce+2Cf+1 +Ce+1Cf , and this is just Ce+f+2 by (1.9). This
shows (1.13) holds for γ = σe2σ
f
1 .
Assume now that (1.13) is true for γr =
∏r
i=1 σ
ei
2 σ
fi
1 . The following observation
facilitates the induction step: γ̂rσ2σ1 = γ̂∗r , with e
∗
1 = e1 + f1 +1 and f
∗
1 = 1 when
r = 1; for r > 1, use e∗1 = e1 + fr and e
∗
r = er + 1 and f
∗
r = 1, and otherwise set
e∗j = ej for 1 < j < r and f
∗
j = fj for j ≤ 1 < r.
Let R = r + 1 and use (1.12) to see that ∇
α̂32γR
is just the sum of four terms:
CeRCfR∇ ̂α32γrσ2σ1 ; CeRCfR−1∇α̂32γrσ2 ; CeR−1CfR∇α̂32γrσ1 ; CeR−1CfR−1∇α̂32γr . A
simple manipulation of the braids involved allows us to apply the induction hypothe-
sis to obtain the sum of: CeRCfR(∇ ̂γrσ2σ1+Cw(γr)+7−Cw(γr)+3); CeRCfR−1(∇γ̂rσ2+
Cw(γr)+6−Cw(γr)+2); CeR−1CfR(∇γ̂rσ1 +Cw(γr)+6−Cw(γr)+2); CeR−1CfR−1(∇γ̂r+
Cw(γr)+5 − Cw(γr)+1). Use Eqs. 1.12, 1.9 to combine the first pair to obtain
CeR(∇ ̂
γrσ2σ
fR
1
+ Cw(γr)+fR+6 − Cw(γr)+fR+2) and then combine the second pair
to obtain CeR−1(∇̂
γrσ
fR
1
+ Cw(γr)+fR+5 + Cw(γr)+fR+1). A final use of (1.12, 1.9)
gives us ∇ ̂
γrσ
eR
2 σ
fR
1
+ Cw(γr)+eR+fR+5 − Cw(γr)+eR+fR+1, as desired.
Eqs. 1.14 and 1.15 follow from (1.13) by induction. To verify Eq. 1.16 for x > 0,
use (1.14), convert∇L to ∆L, and use (1.7) with ∆Tp = (t(1+p)/2+ǫp−1t(1−p)/2)/(t+
1) to see each summation in (1.14) as two geometric series and combine. When
x < 0, use ∆L(t) = ∆L(t
−1), so ∆
α̂3x2 γ
(t) = ∆̂
α
3|x|
2 γ
(t−1).
Eq. 1.18 is essentially Prop. 4.2, p. 13-14 [9], and equivalent to Eq. 1.17. Use
(1.10) to prove (1.17) for r = 1. For r = 2 a proof by induction on the length
of γ2 shows ∇γ̂2 = (−1)E2+1{CE2CE1 −
∏2
k=1 Cek,2Cek,1} that satisfies (1.17). Set
R = r + 1 for r ≥ 2, and apply (1.12) at σ−eR,22 and σeR,11 so as to express ∇γ̂R as
a sum of four terms associated with alternating braids. Apply the skein relation to
γrσ
−1
2 σ
1
1 to replace C−eR,2CeR,1∇ ̂γrσ−12 σ11 by two new terms related to γrσ
+1
2 σ
1
1 and
γrσ
0
2σ
1
1 . As above, replace the first new term for γr−1σ
−er,2
2 σ
er,1
1 σ
+1
2 σ
1
1 , by a term for
γr−1σ
−er,2
2 σ
1
2σ
+1
1 σ
er,1
2 , i.e. ξ = σ
er,1
2 γr−1σ
1−er,2
2 σ
+1
1 . Set dk = −ek,2 and fk = ek,1.
Use (1.12) to replace the ξ term by four terms related to alternating braids; these
appear as the first two lines in (1.19). Rewrite CdR+1CfR∇γ̂rσ1−zCdRCfR∇γ̂rσ1 to
see ∇γR can now be expressed as a sum of terms to which the induction hypothesis
applies:
∇γR = CdRCfRCfrz∇ ̂
σ−12 γr−1σ
dr
2 σ1
+ CdRCfRCfr∇ ̂
σ−12 γr−1σ
dr−1
2 σ1
+CdRCfRCfr+1z∇ ̂γr−1σdr2 σ1 + CdRCfRCfr+1∇ ̂γr−1σdr−12 σ1
+CdR−1CfR∇γ̂rσ1 + CdRCfR−1∇̂σ−12 γr + CdR+1CfR−1∇γ̂r . (1.19)
Apply the induction hypothesis to each term and use Eqs. 1.9, 1.11 and the skein
relation to simplify and obtain (1.17) for ∇γR . 
2. The Primary Results
In 1987, V.F.R. Jones published a number of results relating properties of Hecke
algebras to knot theory, [4]. This landmark research displayed, among other in-
sights, how the two variable skein polynomial could be calculated from the Burau
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representation of a braid. For three-braid links, this paper first established the
Homflypt polynomial is dependent only on the writhe and the Alexander polyno-
mial.
H. Murakami, [9], shows how to calculate PD(a, z) for a diagram with n Seifert
circles based on knowledge of PD(aj , z) at n independent points aj . A corollary,
[9], shows that for diagrams with 3, 4, or 5 Siefert circles PL(a, t
1
2 − t− 12 ) may be
expressed in terms of weighted sums of 1, ∆L(t), VL(t), and VL(t
−1), where the
weights are certain Laurent polynomials in a,
√
t. However, there is no expression
for PL(a, z) in terms of a, z and directly inverting the expressions in a,
√
t to become
expressions in a, z appears essentially impossible for the general case.
Theorem 2.1 provides an expression for PL(v, z) in terms of v, z. The first three
MFW polynomials, h0(z), h1(z), and h2(z), which may be zero, are determined by
the writhe, Conway polynomial, and the hj(z) for j ≥ 3. A similar expression for
the proper MFW polynomials appears in Cor. 2.3.
Theorem 2.1. For an arbitrary braid, β, of n ≥ 1 strands, the Homflypt polynomial
for β̂ is given by (1.3) with:
(i) h0 = z
−2{Cw+4−n −∇β̂} − q0 , with q0 =
∑n−1
j=3 z
−2(C2j−3 − 1)hj ,
(ii) h1 = ∇β̂ − h0 − h2 − q1 , with q1 =
∑n−1
j=3 hj ,
(iii) h2 = z
−2{Cw+2−n −∇β̂} − q2 , with q2 =
∑n−1
j=3 z
−2(C2j−1 − 1)hj .
A few comments are in order about this theorem. First, the formula for n = 1
depends on a writhe of zero. Second, the formula for n = 2 is equivalent to (1.4).
Third, the formula for n ≤ 3 has 0 = q0 = q1 = q2. Finally, h1 is exactly what
is needed to satisfy the identity, Pβ̂(1, z) = ∇β̂(z); h1 could be rewritten in a
fashion similar to h0, h2. This result appears to be a consequence of H. Murakami’s
Theorem 1, p. 409 [9], but the suitable choice of n independent values is unclear;
neither will the Corollary, p. 410 [9], suffice for the n-braid case. See Appendix A
for a proof.
A closer inspection of the forms for hj , q0, and q2, reveals a set of relations,
described by Theorem 2.2 (recall some hj may be zero). Independent means that
for a fixed choice of w and n, a set of fj can satisfy one of (2.1, 2.2) and not satisfy
the other.
Theorem 2.2. The Laurent MFW polynomials associated with a braid, β ∈ Bn,
satisfy the following relations with fj = hj. These relations are independent for
n > 1 .
n−1∑
j=0
C2j−3 fj = C4+w−n , (2.1)
n−1∑
j=0
C2j−1 fj = C2+w−n . (2.2)
Any set of n functions, {fj}n−10 , that satisfy (2.1) and (2.2), will also satisfy the
following family of equations for each integer, κ:
n−1∑
j=0
C2j−1−κ fj = ǫκCκ+2+w−n . (2.3)
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Proof. To prove (2.1, 2.2) substitute the values of hj from Thm. 2.1 for fj.
To show (2.1), (2.2) are independent when n > 1, it suffices to find two sets of n
polynomials each of which satisfies one relation, but not the other.
In case w 6= n − 1, Eq. 1.9 implies f0 = Cw+2−n, f1 = z Cw+1−n, and fj = 0,
for j > 1 satisfy (2.1), but these don’t satisfy (2.2). When w = n − 1, the choice
f1 = C3 and fj = 0, for j 6= 1 satisfies (2.1), but not (2.2).
In case w 6= n−3, observe that f1 = Cw+2−n, and fj = 0, for j 6= 1 satisfy (2.2),
but they don’t satisfy (2.1). When w = n − 3, the choice f0 = 1, and fj = 0, for
j 6= 0 satisfies (2.2), but does not satisfy (2.1).
The final point is to show whenever a function satisfies (2.1, 2.2), it also satisfies
(2.3). First take the difference of (2.1, 2.2), and divide by z to obtain (2.3) with
κ = 1. Now multiply both sides of Eq. 2.3 with κ = 1, by Cκ, multiply both sides
of (2.2) by −Cκ−1, and add these two products. Apply (1.9) to the right side of
this sum and (1.11) to the left side to derive (2.3). 
Theorem 2.2 leads to an expression for the first three proper Laurent MFW poly-
nomials in terms of the remaining hj and three link invariants: x = min degv Pβ̂ ,
v-span Pβ̂ , and ∇β̂ .
Corollary 2.3. Given an arbitrary braid, β, of n ≥ 1 strands, for which M ≥ m+2,
the Homflypt polynomial for β̂ is given by (1.3) with:
(i) hm = z
−2{Cx+3 −∇β̂ −
∑M−m
j=3(C2j−3 − 1)hm+j} ,
(ii) hm+1 = ∇β̂ − hm − hm+2 −
∑M−m
j=3 hm+j , which is true by the definitions,
(iii) hm+2 = z
−2{Cx+1 −∇β̂ −
∑M−m
j=3(C2j−1 − 1)hm+j} .
For M < m + 2, replace hm+2 by 0 in (iii). For M = m we have Pβ̂ = 1. For
M = m+ 1, we have Pβ̂ = v
x(Cx+2 − v2Cx)/z.
Proof. We see hm+hm+1+C3hm+2+
∑n−1
j=m+3 C2j−2m−1hj = Cx+1 by use of κ = 2m in
(2.3). Now z2hm+2 = Cx+1 −∇β̂ −
∑n−1
j=m+3[C2j−2m−1 − 1]hj follows by substitution
for hm+1 from (ii). This establishes (iii).
Also we have hm + C3hm+1 + C5hm+2 +
∑n−1
j=m+3 C2j−2m+1hj = Cx−1 by use of
κ = 2m− 2 in (2.3). Now use the value of hm+1 from (ii) to obtain
z2hm = C3∇β̂ + (C5 − C3)hm+2 +
n−1∑
j=m+3
[C2j−2m+1 − C3]hj − Cx−1 .
Observe that C5 − C3 is just z2(z2 + 2) = z2(C3 + 1). Use (iii) to express z2hm+2
and simplify to obtain
z2hm = (C3 + 1)Cx+1 − Cx−1 −∇β̂
−
n−1∑
j=m+3
(C3 + 1)[C2j−2m−1 − 1]hj +
n−1∑
j=m+3
[C2j−2m+1 − C3]hj .
Use (1.9) to see that Cx+3 = C3Cx+1+zCx, that is (C3+1)Cx+1−Cx−1. Similarly,
the coefficient of hj is just 1 − C2j−2m−1 + zC2j−2m−2, i.e. 1 − C2j−2m−3. Putting
this together we have the following relation equivalent to (i).
z2hm = Cx+3 −∇β̂ −
n−1∑
j=m+3
(C2j−2m−3 − 1)hj .
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When M = m, we have Cx+1 = ∇β̂ (by iii), so (ii) tells us hm = Cx+1, and (i)
now implies hm = z
−2(Cx+3 − Cx+1) = Cx+1. This is equivalent to z−1Cx+2 =
Cx+1 whose only solution is x = 0. Thus hm = 1 = Pβ̂ . The case M = m + 1 is
straightforward to prove. 
Given the number of possible applications (Section 2.1), it would clearly be
desirable to find other independent relations. Suppose some equation exists in the
form of Theorem 2.2 for each value of n, with coefficients, θj , that are independent
of β and n. We want Ωn, β to be expressed in terms of the braid properties of β, as
Ωn, β could always be trivially defined by Eq. 2.4.
n−1∑
j=0
θj hj = Ωn, β , with θj ∈ Z[z, z−1] . (2.4)
We already know that θj = 1 works with Ωn, β = ∇β̂, as does θj = C2j−3 with
Ωn, β = C4+w−n, or θj = C2j−1 with Ωn, β = C2+w−n. Observe that ∇β̂ is a link
invariant, while C4+w−n and C2+w−n are not. On the other hand, C4+w−n and
C2+w−n are functions of w − n, while ∇β̂ is not. Furthermore, for any a0, a1, a2 ∈
Z[z, z−1], the weighted sum, Ω
(a0,a1,a2)
n, β = a0C4+w−n + a1∇β̂ + a2C2+w−n satisfies
(2.4) with θj = a0C2j−3+a1+a2C2j−1. When a0, a1, a2 are all non-zero, Ω
(a0,a1,a2)
n, β
is neither a link invariant, nor a function of w − n. Are there other, independent,
choices for Ωn, β?
As any two conjugate braid words in Bn produce the same set of hj , the value
of Ωn, β must be identical for them. Any pair of braid words that generate the
same braid element in Bn also have this same property, so Ωn, β is a function on
the conjugacy classes of braid elements. In fact, by (1.3), any two braid elements,
even in different braid groups, with identical wi−ni and whose closure is the same
link, will have Ωn1, β1 = Ωn2, β2 . By Prop. 1.2, the first n MFW polynomials, hj,
are identical for β ∈ Bn and βσn ∈ Bn+1, and hn, βσn = 0, so the left side of (2.4)
is invariant under positive Markov stabilization, i.e. Ωn, β = Ωn+1, βσn .
The trivial knot has multiple representations of the form
∏n−1
k=1 σ
ek
k , with ek =
±1, for a given writhe between 1− n and n− 1. Critically, all such representations
with the same writhe have the same set of MFW polynomials, hj . Observe that any
such choice of braid word, ωj, with j negative exponents, ek, and n− 1− j positive
exponents, satisfies θj = Ωn, ωj , since hs, ωj = δj, s . If Ωn, β is invariant under
negative Markov stabilization, Ωn, β is a link invariant. In this case, observe that
for the trivial knot, θ0 = Ω2, σ1 = Ωn, ωj = θj , Thus (2.4) becomes θ0 ∇β̂ = Ωn, β,
so Ωn, β is a multiple of ∇β̂ .
Eq. 1.4 shows that for elementary torus links, we have h0, σν+21
= Cν+3/z and
h1, σν+21
= −Cν+1/z, and by (2.4):
{θ0 Cν+3 − θ1 Cν+1}/z = Ω2, σν+21 . (2.5)
Suppose Ωn, β depends only on w − n, as is true when β =
∏n−1
k=1 σ
ek
k , with
ek = ±1. Then for any β ∈ Bn, we would have Ωn, β = Ω2, σw−n+21 and θj = Ωn, ωj ={θ0C−2j+2 − θ1 C−2j}/z (note ν = w − n = −1− 2j for ωj). Substitution of these
values in (2.4) and use of κ = 1,−1 in Eq. 2.3 reveals an identity, i.e. any θ0, θ1 ∈
Z[z, z−1] are valid. In other words, Ωn, β = θ0C3+w−n/z− θ1C1+w−n/z is merely a
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weighted sum of functions in Thm. 2.2, as C3+w−n = (C4+w−n − C2+w−n)/z and
C1+w−n = (C4+w−n − C3C2+w−n)/z.
The question that remains is whether any Ωn, β that satisfies (2.4) is merely
a weighted sum of the functions we have already discovered. Observe that when
Ω∗n, β and Ω
∗∗
n, β satisfy (2.4), so also will Ω
∗
n, β ± Ω∗∗n, β . Starting from an arbitrary
such Ωn, β, we know that θj = Ωn, ωj . Now consider Ω
∗
n, β = a0Cw+4−n + a1∇β̂ +
a2Cw+4−n with a0 = (θ0 − θ1)/z2, a1 = {θ1(C3 + 1) − θ0 − θ2}/z2, and a2 =
(θ2 − θ1)/z2 . With this choice Ω∗∗n, β = Ωn, β − Ω∗n, β satisfies (2.4) and has 0 =
θ∗∗0 = θ
∗∗
1 = θ
∗∗
2 . In other words, Ω
∗∗
n, β depends only on hj for j ≥ 3. A natural
conjecture is that Ω∗∗n, β is zero or trivially defined as a weighted sum of the hj.
What has been established is summarized in
Theorem 2.4. Any function, Ωn, β, that satisfies
∑n−1
j=0 θj hj = Ωn, β, with θj ∈
Z[z, z−1] and β ∈ Bn, has θj = Ωn, ωj . Here ωj is any n-braid of length n − 1,
writhe n− 1− 2j, and ω̂j is the trivial knot. Further, we have
(i) when Ωn, β is a link invariant, Ωn, β must be a multiple of the Conway
polynomial for β̂; i.e., Ωn, β = θ0 ∇β̂, and each θj equals θ0,
(ii) when Ωn, β is not a link invariant, but depends only on w − n, we have
Ωn, β = θ0C3+w−n/z − θ1C1+w−n/z , and θj = {θ0C−2j+2 − θ1 C−2j}/z ,
(iii) when Ωn, β is independent of the prior two classes, we have θ0, θ1, θ2 are all
zero. If J is the minimal index for which θj 6= 0, we have θJhJ = ΩJ+1, β .
A simple example shows why Cor. 2.3 will be difficult to enhance. Consider σ11
and σ−11 in B2, for which Pσ̂11
= P̂
σ−11
= 1 and x = min degv P = 0. We have
C−3h0, σ11 = Cx+3, and also C−1h1, σ−11
= Cx+1. This shows that when (2.1) is
expressed using link invariants and the proper MFW polynomials, two different
relations arise, though both braids represent the trivial knot.
This concludes the section of main results. It is time to apply these results to
see further properties of the Homflypt polynomial. Section 2.1 will focus on general
n-braid links, while Section 2.2 will only discuss three-braid links.
2.1. Applications to n-braid links. The following result applies to positive, and
some non-alternating, braids.
Corollary 2.5. Let β be an n-braid whose first proper Laurent MFW polynomial
(see Def. 1.2) attains the z-degree (ζ) of Pβ̂.
The degree of hm satisfies ζ = x = min degv Pβ̂ and hm is monic.
Also, y = degv P ≥ max{(2(M− m) + 1− µ(β̂), µ(β̂)− 1}.
Proof. By Cor. 2.3 we may assume bmin(β) ≥ 2. Choose κ = 2M in (2.3), and
observe that all the terms on the left side have odd negative subscripts to obtain∑M
j=m C2(M−j)+1 hj = C2M+2+w−n. The unique highest degree term on the left is for
j = m, so its degree must be that of the (non-zero) right side, so y+1 = 2M+2+w−
n 6= 0. When y + 1 > 0, the right side, C2M+2+w−n, is monic, so hm is also monic;
also deg hm = (2M+1+w−n)−2(M−m) = min degv Pβ̂ = x. As 1−µ(β̂) ≤ ζ = x, we
have 2(M− m)+ 1−µ(β̂) ≤ y. Apply Lemma 1.1, with s = 0, to see that the v-span
(y−x) must be at least 2(µ(β̂)−1), so y ≥ x+2(µ(β̂)−1) ≥ 1−µ(β̂)+2(µ(β̂)−1),
i.e. y ≥ µ(β̂)− 1.
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When y + 1 < 0, we have deg hm = −(2M + 2 + w − n) − 1 − 2(M − m), i.e.
−y − 2bmin(β). In order for deg hm = degz Pβ̂ when bmin(β) = 2, Cor. 2.3 requires
x ≥ −1, i.e. y ≥ 1, so we assume bmin(β) ≥ 3 below.
The remainder of the proof that y > −1 depends on Cor. 2.3 (i); note that
∇β̂ = 0 or deg∇β̂ ≤ deg hm. When y ≤ −2, we have degCx+3 = |x| − 4, so
deg z−2Cx+3 = |x| − 6 > |y| − 2bmin(β) = deg hm. Thus there must be some j ≥ 3
for which deg(C2j−3 − 1)hm+j ≥ degCx+3, i.e. 2j − 4 + deg hm+j ≥ |x| − 4. As
|x| = |y| + 2(bmin(β) − 1), we need 2j + deg hm+j ≥ |y| + 2(bmin(β) − 1) for some
j ∈ [3, M− m] and this is impossible if deg hm+j ≤ deg hm 
The following is a restatement of Cor. 2.5 for the mirror image braid.
Corollary 2.6. Let β be an n-braid whose last proper Laurent MFW polynomial
attains the z-degree (ζ) of Pβ̂ .
The degree of hM satisfies ζ = − degv Pβ̂ and ǫw−n+1hM is monic.
Also, x = min degv Pβ̂ ≤ min{µ(β̂)− 1− 2(M− m), 1− µ(β̂)}.
We can now see that the only braids for which the first and last proper MFW
polynomials (see Def. 1.2) both have the z-degree of Pβ̂ satisfy Pβ̂ = POk (Ok is
the trivial link of k components); the link, β̂, might be non-trivial.
Corollary 2.7. If β is an n-braid whose first and last proper Laurent MFW poly-
nomials both have the z-degree of Pβ̂, we have
Pβ̂ = PObmin(β) = [(1 − v
2)/vz]bmin(β)−1 .
Proof. By Cors. 2.5 and 2.6 we have min degv Pβ̂ = − degv Pβ̂ , so min degv Pβ̂ is
m− M, that is also degz Pβ̂ by Cor. 2.5. Also w − n+ 1 + m+ M = 0.
However, the minimum z-degree of Pβ̂ , i.e. 1 − µ(β̂), must not exceed the z-
degree, i.e. m − M, so µ(β̂) − 1 ≥ M − m. By Lemma 1.1, with s = 0, we also know
M − m ≥ µ(β̂) − 1, so that µ(β̂) − 1 = M − m. Since the minimum and maximum
z-degrees are equal, each hj = ajz
m−M, for some integer aj .
Choose κ = 2M in (2.3) and substitute w − n = −m− M− 1 to obtain∑M
j=m C2M−2j+1 ajz
m−M = Cbmin(β), i.e.
∑M
j=m C2M−2j+1 aj = z
M−mCbmin(β), using
bmin(β) = M− m+ 1. Now apply (1.8) to zM−mCbmin(β) to obtain
M∑
j=m
C2(M−j)+1 aj =
M−m∑
j=0
(
M− m
j
)
ǫj C2(M−m)+1−2j .
This implies am+j = ǫj
(
M− m
j
)
, for j ∈ [0, M − m]. Eq. 1.3 tells us Pβ̂ =
v−m−M
∑M−m
j=0 am+jz
m−Mv2(m+j), i.e. (vz)m−M(1− v2)M−m. 
Equation 2.3 may also be used to show that when there is a (unique) Laurent
MFW polynomial, say hr, that achieves the z-degree of Pβ̂ , and the v-span is
positive, there must be some proper Laurent MFW polynomial whose degree is
within twice its index distance from r.
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Corollary 2.8. If β is an n-braid for which deg hr = degz Pβ̂, and bmin(β) > 1,
there is an index s 6= r for which hs 6= 0 and
deg hs ≥ deg hr − 2 ∗ |r − s| .
Proof. Choose κ = 2M in (2.3) to obtain
∑M
j=m C2M−2j+1 hj = Cy+1 (recall y =
degv Pβ̂). If there is no s ∈ [m, r) satisfying the assertion, C2M−2r+1 hr has degree
higher than any other C2M−2j+1 hj and y 6= −1. Thus the degree of hr is the degree
of Cy+1 less 2(M− r), i.e. |y+ 1| − 1− 2(M− r).
Similarly, the choice κ = 2m − 2 in (2.3) gives us ∑Mj=m C2j−2m+1 hj = Cx−1
(recall x = min degv Pβ̂). If there is no s ∈ (r, M] satisfying the assertion, we see
x 6= 1 and the degree of hr is |x− 1| − 1− 2(r − m).
If the assertion is false, a comparison of the two expressions for deg hr shows
that x− 1 < 0 < y + 1 and x+ y + 4r = 2(M+ m), so w − n+ 1 + 2r = 0, and the
degree of hr is zero. This implies µ(β̂) is odd and ≥ 3 (if µ(β̂) = 1, we would have
Pβ̂ = 1 by Cor. 2.7). Apply Lemma 1.1, with 2s = µ(β̂)− 1, to see that the v-span
of P0(v) is at least µ(β̂)− 1 ≥ 2, a contradiction. 
Corollary 2.9. Suppose β is an n-braid with ζ = degz Pβ̂ > 1− µ(β̂).
When ζ > max{deg hm, deg hM}, we have ζ > max{x,−y}.
Proof. Use κ = 2M in Eq. 2.3 to see
∑M
j=m C2(M−j)+1 hj = Cy+1. This implies
degCy+1 ≤ 2(M − m) + ζ − 2. For y ≥ 0 we have degCy+1 = y = x + 2(M − m), so
x ≤ ζ − 2. Thus the result is true for {(x, y) : x ≥ −y and y ≥ 0}.
For κ = 2m−2 in Eq. 2.3 we have∑Mj=m C2(j−m)+1 hj = Cx−1. For x ≤ 0, we have
degCx−1 = −x ≤ 2(M− m) + ζ − 2, i.e. −y < ζ. We need only show ζ > x for valid
pairs (x, y) with x ≤ 0 and y < −x. Consider the value ζ − x for a pair (x, y) with
x = y−2(M−m) and y < M−m ; these are all the remaining cases. By Lemma 1.1 with
s = 0 we know µ(β̂) ≤ bmin(β), so we have ζ−x > 1−µ(β̂)−x ≥ (m−M)−[y−2(M−m)] ,
i.e. ζ − x > M− m− y > 0 . 
Theorem 2.10. Suppose β is an n-braid with ζ = degz Pβ̂ > 1−µ(β̂) and bmin(β) =
3. For j = m, m+ 1, m+ 2, write hj as in i, ii, iii below and define ak, bk, ck = 0 for
k 6∈ [1− µ(β̂), ζ]. It follows that µ(β̂) ≤ 3 and ζ ≥ 0.
Pβ̂ is determined by ζ, x, any proper hJ , plus J − m, as described below. For
µ(β̂) = 3, we have P−2(v) = v
x(1− v2)2 (see Def. 1.3 for Pk(v)).
(i) hm = aζz
ζ + aζ−2z
ζ−2 + · · ·+ a1−µ(β̂)z1−µ(β̂) ,
(ii) hm+1 = bζz
ζ + bζ−2z
ζ−2 + · · ·+ b1−µ(β̂)z1−µ(β̂) ,
(iii) hm+2 = cζz
ζ + cζ−2z
ζ−2 + · · ·+ c1−µ(β̂)z1−µ(β̂) .
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Case I (ζ ≥ x ≥ −2 ): We have cζ = 0. If cζ−2 = 0 we have ζ = x, aζ = 1,
aζ−2 = ζ, and bζ = 0. P−1(v) = v
x{1 + c−1 − (1 + 2c−1)v2 + c−1v4} if µ(β̂) = 2.
aζ−2j =
(
ζ+x
2 + 1− j
j − ζ−x2
)
+ cζ−2j , (2.6)
bζ−2j = −
( ζ+x
2 − j
j − 1− ζ−x2
)
− 2cζ−2j − cζ−2−2j , for x ≥ 0 , (2.7)
bζ−2j = ǫxδj, ⌊ 1+ζ2 ⌋
− 2cζ−2j − cζ−2−2j , for x ∈ {−1,−2} . (2.8)
Case II (ζ ≥ −y ≥ −2): this class is the mirror of braids in Case I.
bζ−2j = −ǫy
( ζ−y
2 − j
j − 1− ζ+y2
)
− 2aζ−2j − aζ−2−2j , for y ≤ 0 , (2.9)
bζ−2j = δj, ⌊ 1+ζ2 ⌋
− 2aζ−2j − aζ−2−2j , for y ∈ {1, 2} , (2.10)
cζ−2j = ǫy
( ζ−y
2 + 1− j
j − ζ+y2
)
+ aζ−2j . (2.11)
Cases I and II cover all possibilities. The relations in each of the cases may be
manipulated so that the independent coefficients are ak or bk or ck.
Proof. As bmin(β) = 3, Lemma 1.1 (s = 0) gives µ(β̂) ≤ 3. If s ∈ [0, µ(β̂) − 2],
(p.133, [5]) tells us P2s+1−µ(β̂)(1) = 0. If µ(β̂) = 3, we see P−2(v) = c−2v
x(1−v2)2;
now evaluate (2.6, 2.7, 2.8) at j = ζ2 to see c−2 = 1 as P0(1) = 0.
Cor. 2.5 addresses the only case where ζ = x (Case I); Cors. 2.6 and 2.9 have
ζ > x (for Cor. 2.6 this is due to the assumption ζ > 1− µ(β̂)). Cor. 2.6 addresses
the only case where ζ = −y (Case II) as Cor. 2.9 has ζ > x,−y. Cor. 2.7 is
excluded by the assumption that ζ > 1 − µ(β̂). These corollaries cover all cases,
i.e. ζ = deg hm or ζ = deg hM or ζ > max{deg hm, deg hM}. Since bmin(β) = 3, we
have y = x+ 4, so x ≥ −2 is equivalent to −y ≤ −2. Thus Cases I and II cover all
possibilities and overlap at x = −2 = −y. In Case I, we have cζ = 0. If cζ−2 = 0,
then ζ 6= 0 and (2.6, 2.7, 2.8) imply ζ = x to avoid aζ = bζ = 0; now Eqs. 2.6, 2.7
imply aζ = 1, aζ−2 = ζ and bζ = 0.
In Case I use (2.3) with κ = 2m + 2 to see
∑2
j=0 C−3+2j hm+j = Cx+3 and
use κ = 2m to see
∑2
j=0 C−1+2j hm+j = Cx+1. The coefficients of z
ζ−2j in these
expressions are aζ−2j +aζ−2−2j+ bζ−2j+ cζ−2j and aζ−2j+ bζ−2j+ cζ−2j+ cζ−2−2j
respectively. With ξ = (ζ − x− 2)/2, expand Cx+3 using (1.5) to see
0 = aζ−2j + aζ−2−2j + bζ−2j + cζ−2j , for j < ξ , or j > ⌊ζ/2⌋ , and (2.12)
(
ζ+x+2
2 − j
j − ζ−x−22
)
= aζ−2j + aζ−2−2j + bζ−2j + cζ−2j , for j ∈ [ξ, ⌊ζ/2⌋] . (2.13)
We now assume x ≥ 0 until otherwise specified. The expression for Cx+1 given
by (1.5) yields the following:
0 = aζ−2j + bζ−2j + cζ−2j + cζ−2−2j , for j ≤ ξ , or j > ⌊ζ/2⌋ , and (2.14)
(
ζ+x
2 − j
j − ζ−x2
)
= aζ−2j + bζ−2j + cζ−2j + cζ−2−2j , for j ∈ [1 + ξ, ⌊ζ/2⌋] . (2.15)
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Compare (2.12, 2.14) to see aζ−2−2j = cζ−2−2j for j < ξ or j > ⌊ ζ2⌋. For j = ξ,
(2.13, 2.14) imply 1 = ax − cx.
Subtract (2.15) from (2.13) and use (1.6) to obtain, for j ∈
[
1 + ξ, ⌊ ζ2⌋
]
:(
ζ+x
2 − j
j + 1− ζ−x2
)
= aζ−2−2j − cζ−2−2j . (2.16)
Eq. 2.16 is valid for any j ≤ ⌊ ζ2⌋ by the prior paragraph. For j = ⌊ ζ2⌋ and odd ζ
we see 1 = a−1 − c−1. For j > ⌊ ζ2⌋ all terms in (2.16) are zero. Eq. 2.16 is (2.6).
For j ≤ ξ, Eq. 2.7 follows from (2.6, 2.14). For j = 1 + ξ, Eq. 2.7 follows from
(2.15) and 1 = ax − cx (see above or use Eq. 2.6).
Eqs. 2.6, 2.15 for j ∈
[
1 + ζ−x2 , ⌊ ζ2⌋
]
plus (1.6) imply (2.7). For j > 1 + ⌊ ζ2⌋ all
terms in (2.7) are zero. For j = 1 + ⌊ ζ2⌋ and odd ζ, (2.7) yields b−1 = −1 − 2c−1,
as required by (2.6, 2.12). For j = 1 + ⌊ ζ2⌋ and even ζ, (2.7) yields b−2 = −2c−2,
as required by (2.6, 2.12). This establishes (2.7) for x ≥ 0.
In case x = −1 we see aζ−2j + aζ−2−2j + bζ−2j + cζ−2j = δj, ⌊ ζ2 ⌋ and aζ−2j +
bζ−2j + cζ−2j + cζ−2−2j = 0 for all j. Use j = ⌊ ζ2⌋ to see a−1 − c−1 = 1; otherwise
aζ−2−2j = cζ−2−2j . This establishes (2.6); Eq. 2.8 follows immediately.
In case x = −2 we have aζ−2j + aζ−2−2j + bζ−2j + cζ−2j = δj, ζ2 and aζ−2j +
bζ−2j + cζ−2j + cζ−2−2j = δj, ζ2
. Hence aζ−2j = cζ−2j for all j (this is Eq. 2.6) and
bζ−2j = δj, ζ2
− 2cζ−2j − cζ−2−2j which establishes (2.8).
In Case I, it is clear that ak can be made the independent coefficient. To see
that this is also true for bk, observe that b1−µ(β̂) is a function of c1−µ(β̂) that can
be inverted; in general bζ−2j is a function of cζ−2j and cζ−2−2j , hence cζ−2j can
be expressed in terms of {bk} (similiarly for aζ−2j). A similar argument applies to
Case II. 
2.2. Applications to three-braid links. All link and braid references in this
section are to three-braid links and B3. It is convenient to restate Thm. 2.1 as
Prop. 2.11. For three-braid knots Eq. 8.4, p. 356, [4], is equivalent to Prop. 2.11, that
is valid for all three-braid links. H. Murakami, corollary [9], shows that PL(a, t
1
2 −
t−
1
2 ) may be expressed in terms of weighted sums of 1, ∆L(t), where the weights
are certain Laurent polynomials in a,
√
t for diagrams with 3 Siefert circles. This
appears to be the logical basis of Prop. 2.11.
Proposition 2.11. Three-braid links, β̂, with β ∈ B3, satisfy (1.2) with
(i) p0 = Cw+1 −∇β̂ ,
(ii) p1 = z
2∇β̂ − p0 − p2 ,
(iii) p2 = Cw−1 −∇β̂ .
An equivalent form is Lemma 2.12, with Props. 2.13 and 2.14 as easy corollaries.
J. Birman, [1], first established Prop. 2.13 by use of Burau representations of three-
braids.
Lemma 2.12. The Homflypt polynomial for a link, β̂ , with β ∈ B3 is
Pβ̂ = PTw PO2 −∇β̂ vw (PO3 − 1) . (2.17)
O2 and O3 are the trivial links of two and three components, respectively, so
PO2 = (1− v2)/vz and PO3 = (1− v2)2/(vz)2. PTw is reflected in(1.4).
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Proposition 2.13. If β, γ ∈ B3 , have the same writhe, and β̂ and γ̂ have the
same Conway, Jones, or Alexander polynomials, we have Pβ̂ = Pγ̂ .
Proposition 2.14. When three-braid words, β, γ, satisfy w(β) ≥ w(γ) , we have
Pβ̂ = Pγ̂ exactly when ∇β̂ = ∇γ̂ and one of the following is true:
(i) w(β) = w(γ) , or
(ii) w(β) = w(γ) + 2 , and ∇β̂ = Cw(β)−1 or
(iii) w(β) = 2 , w(γ) = −2 , and ∇β̂ = 1 .
Proof. Assume that Pβ̂ = Pγ̂ . If (i) is false, we have w(β) > w(γ) . Eq. 1.2
implies w(β) = w(γ) + 2 or w(β) = w(γ) + 4; and p2, β = 0 = p0, γ . Prop. 2.11
implies ∇β̂ = Cw(β)−1 and ∇γ̂ = Cw(γ)+1 . Since Cw(β)−1 = Cw(γ)+1 , we have
w(β) = w(γ) + 2 or w(β) = −w(γ) , i.e. (ii) or (iii).
Conversely, when ∇β̂ = ∇γ̂ , the first condition implies Pβ̂ = Pγ̂ by Prop. 2.13.
Prop. 2.11 shows the other two cases also imply Pβ̂ = Pγ̂ . 
Prop. 1.4 and Prop. 2.11 imply the following for three-braid links:
Proposition 2.15. When γ ∈ B3 and a > 0 we have:
P
α̂32γ
= v6Pγ̂ + PTw(γ)+5 − v6PTw(γ)+1 ,
P
α̂3a2 γ
= v6aPγ̂ +
a∑
j=1
v6a−6jPTw(γ)+6j−1 −
a∑
j=1
v6+6a−6jPTw(γ)+6j−5 ,
P ̂α−3a2 γ
= v−6aPγ̂ +
a∑
j=1
v6j−6aPTw(γ)−6j+1 −
a∑
j=1
v6j−6a−6PTw(γ)−6j+5 .
The Jones polynomial for three-braid links may be derived from (2.17). Eq. 2.18
matches the knot formula in Prop. 11.10, p. 366, [4], but the presence of ǫw in (2.18)
accomodates all three-braid links. With G = t2 + t+ 1, we have
Vβ̂(t) = t
(w−2)/2{tw+1 + ǫwG} −Gtw−1∆β̂(t) , for β ∈ B3 . (2.18)
These results may be combined with the extensive analysis by K. Murasugi, [10],
to determine all cases when the v-span of the Homflypt polynomial for a three-braid
link is 4 (or 0, 2). Thm. 2.10 and Prop. 1.4 may be used to identify possible values for
(x, ζ, {cj}) in Thm. 2.10, but a complete solution requires a manageable expression
for ∇η̂ when η is an alternating three-braid.
J. Birman, [1], first identified examples when the v-span is 2 and further showed
the Jones polynomial is a stronger invariant than the Alexander polynomial. Re-
search in [12] suggests the Jones polynomial may distinguish the same three-braid
links as the Homflypt polynomial. This is confirmed by Prop. 2.18 and answers
Question 4.1, p. 18 [12]. Prop. 2.18 is a consequence of Lemma 2.17 and the Mura-
sugi classification (Prop. 2.16).
In [10], K. Murasugi defines a collection of seven disjoint sets, Ωi, of three-
braid words and shows (Prop. 2.1 p. 7) that each three-braid word is conjugate to
exactly one element in some Ωi. As the numbering and definition of the Artin braid
generators differs from that in the later text, [11], we present a similar partitioning,
Ω∗i , consistent with the latter. The Alexander polynomial for a typical member
may be derived by use of (1.16) and is included below; (2.19) follows by inspection.
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Proposition 2.16. Each three-braid is conjugate to a unique element in some
Ω∗i . The variables e, E, r, ek, Ek are positive integers while d is any integer. Set
G = t2 + t+ 1 = (t3 − 1)/(t− 1). For β ∈ Ω∗j with j 6= 6,
deg∆β̂ = (w(β) − 2)/2 . (2.19)
(i) Ω∗0 = {α3d2 }, with ∆̂α3d2 = t(t
3d − 1)2/(Gt3d),
(ii) Ω∗1 = {α3d+12 }, with ∆̂α3d+12 = t(t
6d+2 + t3d+1 + 1)/(Gt3d+1),
(iii) Ω∗2 = {α3d+22 }, with ∆̂α3d+22 = t(t
6d+4 + t3d+2 + 1)/(Gt3d+2),
(iv) Ω∗3 = {α3d+12 σ2}, with ∆ ̂α3d+12 σ2 = t(t
6d+3 − 1)/(Gt3d+1√t),
(v) Ω∗4 = {α3d2 σ−e2 }, with ∆ ̂α3d2 σ−e2 = t(t
3d − 1)(t3d−e − ǫe)/(Gt3dt−e/2),
(vi) Ω∗5 = {α3d2 σE1 }, with ∆α̂3d2 σE1 = t(t
3d − 1)(t3d+E − ǫE)/(Gt3dtE/2),
(vii) Ω∗6 = {α3d2 η : η ∈ B3,with η =
∏r
k=1 σ
−ek
2 σ
Ek
1 },
with ∆ ̂α3d2 η
= ∆η̂ + t(t
3d − 1)(t3d+w(η) − ǫw(η))/(Gt3dtw(η)/2).
Lemma 2.17. Assume β, γ are three-braids. Set a = w(β) and b = w(γ). Suppose
a > max(b,−1) and Vβ̂ = Vγ̂ . We have µ(β̂) 6= 3 and a = b+ 2k.
For k = 1, we have ∇β̂ = Cw(β)−1 = Cw(γ)+1 = ∇γ̂ .
When β̂ is a knot with k > 1, we have k = 2 and a ≥ 2. If a = 2, we have
∇β̂ = 1 = ∇γ̂ . For a > 2, we have a = 8p+ 2 and b = 8p− 2 ≥ 6 and
t
b
2∆γ̂(t) = (t
2 − 1)t8p−4 +
2p−2∑
j=0
ǫjt
4j(1− t2 + t3) . (2.20)
For µ(β̂) = 2 and k > 1, we have k odd, a = k(4p+ 3) and b ≥ 3 and
t
b
2∆γ̂(t) = t
4kp(tk − 1) +
p−1∑
j=0
t4kj{−1 + tk −
k−1∑
x=0
t3x+k(t− t2)} . (2.21)
Proof. Observe that Vβ̂ = Vγ̂ implies µ(β̂) = µ(γ̂) since VL(1) = (−2)µ(L)−1, p. 368
[4]. As w − n ≡ µ mod 2, we have a = b+ 2k, with k > 0.
Comparison of the Jones polynomials, (2.18), for β̂ and γ̂ yields an expression,
(2.22), for ∆γ̂(t) in terms of ∆β̂(t); recall that G = t
2 + t+ 1.
tb∆γ̂(t) = (t
3b/2 − t3a/2)t/G+ ǫa(tb/2 − ta/2) + ta∆β̂(t) . (2.22)
Now replace t by 1/t and multiply both sides in (2.22) by ǫa to obtain
ǫat
−b∆γ̂(1/t) = ǫa(t
−3b/2 − t−3a/2)t/G+ (t−b/2 − t−a/2) + ǫat−a∆β̂(1/t) .
Use ∆L(1/t) = (−1)µ(L)−1∆L(t) , p. 6 [12], and multiply both sides in the prior
line first by t2a and then multiply the prior line by t2b to obtain
t2a−b∆γ̂(t) = ǫa(t
(4a−3b)/2 − ta/2)t/G+ (t(4a−b)/2 − t3a/2) + ta∆β̂(t) ,
tb∆γ̂(t) = ǫa(t
b/2 − t(4b−3a)/2)t/G+ (t3b/2 − t(−a+4b)/2) + t2b−a∆β̂(t) .
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Use these two relations with (2.22) to replace ta∆β̂(t) and t
b∆γ̂(t). This yields
equations for (t2a−b− tb)∆γ̂(t) and (ta− t2b−a)∆β̂(t) in terms of t. Use the relation
a = b+ 2k to obtain
tb/2(t4k − 1)∆γ̂(t) = (tb + ǫbtk)(t3k − 1)t/G+ (tb+3k + ǫb)(tk − 1) , (2.23)
tb/2(t2k + 1)(tk + 1)∆γ̂(t) = (t
b + ǫbt
k)(t2k + tk + 1)t/G+ tb+3k + ǫb , (2.24)
ta/2(t2k + 1)(tk + 1)∆β̂(t) = (t
a+k + ǫa)(t
2k + tk + 1)t/G+ ta + ǫat
3k . (2.25)
When µ(β̂) = 3 we must have (t− 1)2|∆β̂ , p. 6 [12], contradicting (2.25).
Substitute k = 1 in (2.24, 2.25) to see ∆γ̂(t) = ∆Tb+1(t) = ∆Ta−1(t) = ∆β̂(t).
For k ≥ 2, we cannot have a = 0, 1 as the choice t = eıpi/2k in (2.25) leads to
a contradiction. Assume now that a is even, so β̂ and γ̂ are knots. Eq. 2.25 at
t = eıpi/k and t = eıpi/2k show that we must have k = 2 and a = 2(4p + 1). For
p = 0 we have ∆β̂(t) = 1; use (2.22) to see ∆γ̂(t) = 1. For p ≥ 1, set k = 2 and
b = 8p− 2 in (2.23) to derive the following. Eq. 2.20 is equivalent to (2.26).
tb/2(t8 − 1)∆γ̂ = (t4 − 1)(t3 − t2 + 1)(t8p−4 + 1) + (t2 − 1)t8p−4(t8 − 1) . (2.26)
Similarly, for odd a we have a = k(4p+3), for p ≥ 0 and k odd. Set b = 4kp+ k
in (2.23) to derive the following. Eq. 2.21 is equivalent to (2.27).
tb/2(t4k − 1)∆γ̂(t) = (t4kp − 1){(tk − 1) + tk(t2 − t)(t3k − 1)/(t3 − 1)}
+(t4k − 1)t4kp(tk − 1) . (2.27)

Proposition 2.18. If β, γ ∈ B3 have Vβ̂ = Vγ̂ , we have Pβ̂ = Pγ̂ .
Proof. As in Lemma 2.17, write a = w(β) and b = w(γ) with a = b + 2k. By
Prop. 2.13 we may assume a > b. We may also assume a ≥ 0 (indeed a > 0), since
∆L(t) = ∆L(1/t) and VL(t) = VL(1/t). Lemma 2.17 and Prop. 2.14 show the result
holds when k = 1 or a = k = 2. It suffices to show that Eqs. 2.20, 2.21 are not
satisfied by three-braid links, with b ≥ 3 by Lemma 2.17.
Eqs. 2.20 and 2.21 show deg tb/2∆γ̂ = b, so (2.19) implies γ ∈ Ω∗6, say γ = α3d2 η
(see Prop. 2.16). When d = 0, all coefficients of ∆γ are non-zero and alternate in
sign, by Prop. 4.2, p. 13 [10]. Eqs. 2.20 and 2.21 do not have these properties.
Use (1.16, 1.7) to see tb/2G∆γ̂ = t{t1−e+6d + ǫe+1t3d−eA2+e − ǫe} for γ =
α3d2 σ
−e
2 σ
1
1 . As b = 1 − e + 6d > 0 and deg tb/2∆γ̂ = b, the highest degree term
must be t1+3d−eA2+e, so 3d = b and e = 3d + 1. This gives us t
b/2G∆γ̂ =
t3d+1 + ǫdA3d+3 + ǫdt. However, (2.20, 2.21) shows that the lowest degree terms
of tb/2G∆γ̂ are 1 + t+ 0t
2 and −1− t− t2, respectively. As t3d+1 + ǫdA3d+3 + ǫdt
does not have either of these patterns, γ = α3d2 σ
−e
2 σ
1
1 is not allowed. Similarly,
tb/2G∆γ̂ = t
3dAE+2 + t
E+6d − ǫEt for γ = α3d2 σ−12 σE1 . As b = E − 1 + 6d > 0,
the first term, t3dAE+2, must be of highest degree. This implies d = 0 that is
disallowed. For γ = α3d2 η in Prop. 2.16 vii, we now know r > 2; or r = 1 and
e1, E1 ≥ 2. In either case we have
∑r
k=1 Ek ≥ 2 and
∑r
k=1 ek ≥ 2.
By (1.18) we have deg tb/2∆η̂ = (b + |η| − 2)/2. Write tb/2∆γ̂ as tb/2∆η̂ + F ,
with F = t(t3d − 1)(t3d+w(η) − ǫw(η))/G. When d < 0, we have 3d+ w(η) > b > 0,
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so degF = −1 + 3d + w(η), and this exceeds b. This implies degF = deg tb/2∆η̂,
so −1 + 3d+ w(η) = (b+ |η| − 2)/2, and thus w(η) = |η|. This is impossible for η,
an alternating braid, so d > 0.
Write E =
∑r
k=1Ek and e =
∑r
k=1 ek, so E, e ≥ 2 and d > 0. When 3d+w(η) ≥
0, we see degF is below b, so tb/2∆η̂ contributes the highest degree term to t
b/2∆γ̂
and b = (b+ |η|− 2)/2, i.e. b = |η|− 2 = E+ e− 2. Now b = E+ e− 2 = 6d+E− e
implies e = 3d+1, so 3d+w(η) 6= 0 (lest E = 1). With 3d+w(η) > 0, we see F is
monic and degF = b − 1. Note that the coefficient of tb in both (2.20) and (2.21)
is 1 and the coefficent of tb−1 is 0. In order that tb/2∆γ̂ be monic, e must be odd
(see Eq. 1.18). Eq. 1.18 now also tells us that the tb−1 coefficient for tb/2∆η̂ + F is
−r 6= 0, so we cannot have 3d+ w(η) ≥ 0.
The final case to consider is when 3d + w(η) < 0. We use the same notation
as in the prior paragraphs. We now have degF = 3d − 1. If degF > b, we
must have degF = deg tb/2∆η̂, i.e. 3d − 1 = (b + |η| − 2)/2, so E = 0, that is
disallowed. If degF < b, we must have deg tb/2∆η̂ = b, so (b + |η| − 2)/2 = b,
i.e. b = |η| − 2 = E + e − 2. As 3d − 1 < b = 6d + E − e, it follows that
e < 3d + E + 1. The assumption 3d + w(η) < 0 means that 3d + E < e, a
contradiction, so we must have degF = b. If w(η) is even, the coefficient of the
highest power term of F is −1. By Eq. 1.18, the coefficient of tb in tb/2∆η̂ is 0,±1,
so the lead coefficient of tb/2∆γ̂ is one of 0,−1,−2. This conflicts with (2.20) and
(2.21) that have a coefficient of 1 for tb. Thus w(η) is odd, so F is monic and we
must have deg tb/2∆η̂ = (b + |η| − 2)/2 < b = 3d− 1. As b + |η| − 2 < 6d− 2, we
have 6d+ w(η) + |η| < 6d, an impossibility. 
Appendix A. Expression for Laurent MFW polynomials
This section contains the proof of Thm. 2.1 whose inclusion in Section 2 would
provide no important insight and would interrupt the flow.
Theorem 2.1. For an arbitrary braid, β, of n ≥ 1 strands, the Homflypt polyno-
mial for β̂ is given by (1.3) with:
(i) h0 = z
−2{Cw+4−n −∇β̂} − q0 , with q0 =
∑n−1
j=3 z
−2(C2j−3 − 1)hj ,
(ii) h1 = ∇β̂ − h0 − h2 − q1 , with q1 =
∑n−1
j=3 hj ,
(iii) h2 = z
−2{Cw+2−n −∇β̂} − q2 , with q2 =
∑n−1
j=3 z
−2(C2j−1 − 1)hj .
Proof. The proof uses similar relations as in Remark 2, p. 410, [9] that is the proof
for the Corollary there (
√
t is replaced by s below). A slight modification is needed
as the skein relation defining the Homflypt polynomial in [9] is a−1PL+(a, z) −
aPL−(a, z) + zPL0(a, z) = 0, and this differs from (1.1).
Let us start with (1.3) and choose z = s − s−1. When v = 1, we obtain the
Alexander polynomial, ∆β̂(s
2). Appeal now to Thm. 8.4.1 parts 5 and 6 (p. 108,
[7]), and the fact that w − n ≡ µ(β̂) mod 2. When v = s, we obtain ǫw−n+1.
Similarly, when v = s−1, we obtain 1. For these values, with n ≥ 3, Eq. 1.3 may
be represented in matix form as:
 ∆β̂(s2)ǫw−n+1
1

 =

 1 1 · · · 1sw−n+1 sw−n+3 · · · sw+n−1
s−w+n−1 s−w+n−3 · · · s−w−n+1



 h0(z)· · ·
hn−1(z)

 .
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If we designate by A the 3× 3 matrix consisting of the first three columns, and
by B the matrix consisting of the remaining n− 3 columns we have
 ∆β̂(s2)ǫw−n+1
1

 = A

 h0(s− s−1)h1(s− s−1)
h2(s− s−1)

+B

 h3(s− s−1)· · ·
hn−1(s− s−1)

 .
We may rewrite this as
 h0(s− s−1)h1(s− s−1)
h2(s− s−1)

 = A−1

 ∆β̂(s2)ǫw−n+1
1

−A−1B

 h3(s− s−1)· · ·
hn−1(s− s−1)

 .
It is readily seen that with d(s) = (s4 − 1)(s2 − 1) we have
d(s)A−1 =

 −s2(1 + s2) s−w+n−1 sw−n+7(1 + s2)(1 + s4) −s−w+n−1(1 + s2) −sw−n+5(1 + s2)
−s2(1 + s2) s−w+n+1 sw−n+5

 .
This implies
d(s)h0(s− s−1) = −s2(1 + s2)∆β̂(s2) + s−w+n−1ǫw−n+1 + sw−n+7
−
n−1∑
j=3
(s2j − s4 − s2 + s6−2j)hj ,
d(s)h1(s− s−1) = (1 + s2)(1 + s4)∆β̂(s2)− s−w+n−1(1 + s2)ǫw−n+1
−sw−n+5(1 + s2) +
n−1∑
j=3
(1 + s2)(s2j − s4 − 1 + s4−2j)hj ,
d(s)h2(s− s−1) = −s2(1 + s2)∆β̂(s2) + s−w+n+1ǫw−n+1 + sw−n+5
−
n−1∑
j=3
(s2+2j − s4 − s2 + s4−2j)hj .
This is exactly the result implied by Thm. 2.1. As z = s − s−1 is invertible for
|s| > 1 in the complex plane, Pβ̂(v, z) has the form claimed. 
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