The adaptive production planning of failure-prone manufacturing systems is considered in this paper. In real manufacturing systems, the product demand is usually not known a p r z o n . One of the major tasks in production scheduling is to estimate and predict the demand. In this paper, we consider the demand to be either the sum of an unknown rate and a small white noise or the sum of a hidden Markov chain and a small white noise. An algorithm is given to define a family of estimates for the unknown demand processes. Based on this family of estimates, adaptive controls are constructed, which are shown to be asymptotically optimal.
Introduction
The study of flexible manufacturing systems has attracted much attention in the recent years because of the capability of these systems to describe today's increasingly unpredictable market place. One of the key factors that determines the production strategy of a manufacturing firm is the market demand for its products. There are various ways of formulating the demand processes. Typically, the rate of demand is modelled as a finite state Markov chain (see [SI) . In practice] the demand process is usually not directly observable by the controller of the production. The presence of the unobservable demand processes makes the problem very difficult to solve. It is the purpose of this paper to investigate a class of production planning problems with incomplete information of demand. In particular, the demand process is described as a hidden Markov chain plus a small noise perturbation. The problem is to find the rate of production that minimizes the overall costs of inventory/shortage and production.
To solve the problem, the unobservable demand process has to be estimated. In this paper, a family of estimates is given to identify the unknown process. Using these estimates of the unknown parameters, an adaptive control is constructed for the problem. The adaptive control is shown to be asymptotically optimal as the noise tends to zero.
Failure-prone manufacturing systems are considered in this paper. The production availability (or the machine state) process is modelled as a finite state Markov chain. See [8] for discussions and more details on these models.
There is a sizable amount of work on stochastic adaptive control. However, the work on continuous time stochastic adaptive control (e.g., [l] , [3] , [4] , [SI) is significantly less than the work on discrete time stochastic adaptive control. The use of hidden Markov models is described in [5] . This paper is organized as follows. In $2, the problem of the adaptive production planning with unobservable constant demand rates is formulated. In $3, we give an algorithm for identifying the unknown parameters. An error estimate of the algorithm is also given. In $4, an adaptive control based on the identification algorithm is obtained. The adaptive control is shown to be asymptotically optimal as the noise in the demand process tends to zero. To emphasize the main idea in parameter identification and to simplify the exposition, only the models with constant demand rates are considered in these sections. In $5, these results are extended to models involving hidden Markov chains. Some related technical lemmas are given in an appendix.
Problem Formulation
Consider a manufacturing system that produces n distinct part types using m identical machines. Let u(t) E R" denote the vector of production rates, z ( t ) E R" the vector of total inventories/backlogs, and ~( t )
E R" the vector of demands. These processes are related by the following stochastic differential equation: The demand z(.) is given by the following stochastic differential equation The manufacturing system under consideration consists of machines that are subject to breakdown and repair. Let M = { 0 , 1 , . . ., m} denote the set of machine total capacity states and let the process ( a ( t ) , t 2 0) where a(t) E M denote the total capacity process for the manufacturing system. Since only a finite amount of production capacity is available at any given time t , an upper bound is imposed on the production rate
~( t ) .
For example, in the one dimensional case ( n = l), the production constraint is 0 5 ~( t ) 5 a(t) .
The cost function J is defined by
where G is the running cost of inventory/backlog and production and p > 0 is the discount rate. The problem is to find an admissible control U ( . ) (where admissibility is defined later in this section) that minimizes J(u(.)). Now the production (or control) constraints are speci-
where p j 2 0, j = 1, ..., n, are given constants with p j representing the amount of capacity needed to produce part type j at rate 1. The dependence of U ( i ) on (PI, . . . , p,) is suppressed for notational convenience.
With this definition, the production constraint at time t is u ( t ) E u ( a ( t ) ) .
The following assumptions on the functions G and the processes ( a ( t ) , t 2 0) and ( z ( t ) , t 2 0) are made.
( A l ) There exist constants C and k E W = { 1 , 2 , . . .} such that for all z , z 1 , u and u1 E Rn,
where G is given in (2). Remark. Assumptions ( A l ) and (A2) are typical conditions for production planning problems; see [8] . The assumption z; > 0 in (A3) is motivated by many real manufacturing systems. However, this nonnegativity is not required for the ,analysis in the paper. It should be noted that, if the perturbation w @ ) is very negative, then ~( t + 6) (6 > 0) can be less than 0. Nevertheless, since the system does not have any internal buffers, the surplus is allowed to be negative. The short period of negative demand can be interpreted as a situation with excessive stocks of the products in the market place.
measurable function such that the equation (1) 
has a unique strong solution; and (ii) u(t) E U ( a ( t ) ) for all t 2 0, where ( a ( t ) , t 2 0) is the total capacity process and U ( a ( t ) ) is given by (4).
The set of all admissible controls is denoted by A.
The control problem can be expressed as follows:
A typical way to solve a stochastic control problem is to use the dynamic programming approach. However, this approach is not directly applicable here because the demand rate 2 is not known. To overcome this difficulty, an algorithm is used to construct a family of estimates for the values of these parameters.
.
Paranneter Identification
First of all, for a given U ( . ) E .A, we define a 2-valued family of estimates ( i ( t ) , t 2 0) of the unknown parameter 2 E 2 and slhow that it is strongly consistent.
Let (.i.(t), t 2 0) be given by 
Let an optimal feedback control u*(a, zi, x) be obtained by minimizing the right-hand side of (la), i.e.,
To obtain an optimal control that is locally Lipschitz continuous for x E R", an additional assumption on the system is made. A proof of the following lemma is given in [8] . = 0.
In particular, let t
= 6, = E [ logEl. Then,(A4)lim J(u'(.)) -inf J ( u ( . ) ) € 3 0 U(.)
(16)
As in Lemma 1, define 6, = €1 logEl. Define the cer-
if t 2 5,.
u'(t, a , x) =
for the manufacturing system given by (1) and (2). It is easy to see that such a control is admissible.
Theorem 1. For the control of the manufacturing system given b y (1) and ( 2 ) with the cost functional (3) if (Al)-(A4) are satisfied, then the adaptive control (u'(t, a , I), t > 0 ) given b y (15) is asymptotically
optimal, i.e.,
Proof. It suffices to show that
For each i E 0 , given 2 = zi, it is easy to show that
where
diE(t) = ( i i ( t ) -z t ) d t , Z ( 0 ) = i l ; , d Z * ( t ) = (ii:(t)-

zi)dt, 3*(0) = 2 , and fi$(t) = u * ( a ( t ) , ti, $*(t)).
For any T > 0, let Then, Lemma A.l (Appendix) yields q(T) 5 c J~ e -P t ( l + ePtI2)dt for some constant C.
On the other hand, for each T > 0,
E [ e-PtG(xc ( t ) , u'(t))dt] = E [sa e-ptG(xf(t), u f ( t ) ) d t ] 5 E [J: e-PtG(xE(t), u'(t))dt] + r](T).
+E [&? e-@G(x"(t), u"(t))dt]
where r] is given by (19).
By Lemma 1, it follows that, E [ J , e-PtG(xE(t), ,uE(t))dt]
=
Note that
where IF is the indicator function of a set F . The first term above is less than or equal to
I
The second term is bounded above by
Then, Lemma A.3 and (18) yield that, for each fixed
By this inequality, it follows that
This implies the equality (16).
5 Hidden Markovian Demand
Now the demand process is described as the sum of a hidden Markov chain and a small white noise, that is, more precisely
where ( z h ( t ) , t 2 0) is a Markov chain that is hidden to the controller of the system. It is assumed that the hidden 2-valued Markov chain has the generator matrix Qh. Moreover, we assume as in (A3) that z h ( . ) , a(.), and w(.) are independent.
Note that if E = 0, then the value of zh(s) is observable for s 5 t. In this case, the HJB equation for the problem is
., 2 ) ( 2 ) 1
for any a E M and z E 2. It can be shown that the value function v ( a , z , z) is the unique viscosity solution to (21). Using this and Assumption (A4), it can be shown the value function is continuously differentiable (cf. [8, Chap. 51 ). An optimal control u * ( a , z , z ) for this problem can be obtained by minimizing the righthand side of (21), i.e.,
Let ( Y ( t ) , t 2 0) be the process given by
1'
and for 5 > 0 let & ( t , 6) be given by
Dcfine ii(t) = z1 for t E [0, 6,) and
Since the estimate i;l(t), t > 0 is required to estimate the process ( z h ( t ) , t 2 0 ) , the performance measure for these estimates is weaker than for (.2(t), t > 0 ) given by (6) . The following lemma provides an asymptotic optimality of this family of estimates. 
is asymptotically optimal, that is,
resp., where U* is determined from (22). Then it easily follows that for n sufficiently large
In view of the Lipschitz property of u * ( a , z , z ) with respect to z, (28), (as), and the Gronwall's inequality, it follows that for each 0 5 t 
Thus, by Lemma A . l , it follows that
where fi*(t) = u * ( a ( t ) , Zh(t), 5*(t)). In this paper, an asymptotic analysis of an adaptive production process of a stochastic manufacturing system with a partially observed demand has been given. Based on this analysis feedback production rate policies for the problem have been constructed. The production rate decisions constructed in this paper are shown to be asymptotically optimal. The advantage of this approach is that it can allow for rather complicated demand processes.
Appendix
We state several technical lemmas that are used in the paper. 
l ( t j = ( U i ( t ) -Z i ) d t -f i r d w ( t ) , 2(0) = 2 d q t j = (G$(t) -Z i j d t , z(0)
=
