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Introduction
1 The´orie des formes normales au voisinage d’un point
d’e´quilibre
1.1 Aspects e´le´mentaires, motivations
On s’inte´resse a` la dynamique de champs de vecteurs admettant un point d’e´quilibre que
l’on place a` l’origine. Soit
du
dt
= Lu+ V (u), t ∈ R, u(t) ∈ Rm, (1.1)
ou` L est line´aire et
V (0) = 0, DuV (0) = 0. (1.2)
Il est usuel de chercher de toutes premie`res informations par l’e´tude du syste`me line´arise´ :
on voit le syste`me complet comme une perturbation du line´arise´, et dans certains cas la
dynamique line´aire persiste. Bien suˆr, cette premie`re approche ne permet pas de travailler
sur les e´ventuels comportements non line´aires du syste`me (les orbites homoclines par
exemple, voir partie 2 de cette introduction).
Une deuxie`me ide´e est alors d’e´crire le de´veloppement de Taylor de V jusqu’a` un degre´ n
du
dt
= Lu+ Tn(u) +Rn(u), Rn(u) = O(|u|n+1), (1.3)
avec l’intention de faire une e´tude du syste`me en deux e´tapes :
E´tape 1 on e´tudie le syste`me tronque´
du
dt
= Lu+ Tn(u) ;
E´tape 2 on e´tend le comportement du syste`me tronque´ au syste`me complet par une
me´thode de perturbations.
Se pose alors le proble`me de la re´solution d’un syste`me diffe´rentiel polynomial : a` la
diffe´rence des syste`mes line´aires, on ne sait pas en ge´ne´ral re´soudre de tels syste`mes.
Poincare´ dans ses travaux autour de la me´canique ce´leste [59] a propose´ de chercher alors
un changement de coordonne´es polynomial qui ”simplifie le plus possible” la partie polyno-
miale du syste`me ; son but initial e´tait meˆme de fabriquer un changement de coordonne´es
polynomial qui annule le polynoˆme de Taylor, par e´limination successive des monoˆmes
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par degre´ croissant. Annuler le polynoˆme de Taylor n’est en ge´ne´ral pas possible : des
monoˆmes persistent, qu’on appelle les monoˆmes re´sonants. On obtient alors a` l’ordre n
quelconque un nouveau syste`me de la forme
dy
dt
= Ly +Nn(y) +Rn(y), Rn(y) = O(|y|n+1). (1.4)
On appellera forme normale du syste`me (1.1) le syste`me (1.4) pour Rn ≡ 0.
La the´orie des formes normales est l’e´tude de ces changements de coordonne´es qui per-
mettent de simplifier le plus possible la partie polynomiale d’un champ de vecteurs.
1.2 Normalisation jusqu’a` un degre´ n
Plusieurs the´ories des formes normales existent, selon l’espace dans lequel on choisit les
monoˆmes re´sonants. En effet, lors du processus d’e´limination sucessive des monoˆmes,
on trouve comme condition sur les monoˆmes re´sonants l’appartenance a` un espace
supple´mentaire (dans un espace de polynoˆmes) a` un espace dont l’expression de´pend de
la partie line´aire L du syste`me. On a donc une marge de liberte´ sur le choix de l’espace
supple´mentaire, dont le choix peut eˆtre fait au cas par cas selon la partie line´aire L.
1.2.a Forme normale de Elphick-Tirapegui-Brachet-Coullet-Iooss
Elphick, Tirapegui, Brachet, Coullet et Iooss [18] ont propose´ un choix syste´matique de
cet espace supple´mentaire, base´ sur la construction d’un produit scalaire dans l’espace
des polynoˆmes : le choix du supple´mentaire se porte alors naturellement sur l’orthogonal,
et ce choix est intrinse`que. Une des proprie´te´s inte´ressantes de cette forme normale est
que les syme´tries du syste`me initial sont transmises au syste`me mis sous forme normale.
Elle a ainsi notamment e´te´ utilise´e depuis pour les travaux sur les syste`mes re´versibles
([33, 38, 47] ainsi que des exemples dans [32] et [29]).
1.2.b Syste`mes Hamiltoniens et formes normales de Birkhoff
Dans le cadre des syste`mes Hamiltoniens, une the´orie des formes normales a` part a e´te´
de´veloppe´e, pour plusieurs raisons. La premie`re raison est que la construction d’un chan-
gement de coordonne´es canonique (i.e. conservant la structure Hamiltonienne) se fait en
ge´ne´ral par une me´thode diffe´rente de la construction d’un changement de coordonne´es
quelconque : la me´thode des fonctions ge´ne´ratrices. Et ainsi le proble`me du choix de l’es-
pace supple´mentaire ne se pose pas de la meˆme manie`re. La deuxie`me raison est le type de
proble`mes e´tudie´s dans le cadre Hamiltonien : le proble`me de l’existence de tores invariant
a mene´ a` de nombreux travaux tre`s pousse´s dans la ligne´e des re´sultats de Birkhoff [10] et
de Gustavson [25] (voir par exemple Arnold et al. [6]).
Ces the´ore`mes ne traitent que le cas ou` la partie quadratique du Hamiltonien est elliptique,
ce qui correspond a` un champ de vecteurs dont la partie line´aire a un spectre compose´ ex-
clusivement de valeurs propres imaginaires pures. Et la forme normale de Birkhoff consiste
a` choisir des monoˆmes re´sonants dans l’ensemble des monoˆmes ne de´pendant que des va-
riables actions, de manie`re a` avoir pour le syste`me polynomial des tores invariants. Ce
qui est possible sous certaines hypothe`ses, et conduit ici aussi a` une normalisation qui
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conserve les syme´tries existantes (voir Churchill et al. [11]). Avec ce choix de normalisa-
tion, la me´thode de perturbation pour l’e´tape 2 de´crite dans la partie 1.1 pourra ensuite
eˆtre base´e sur l’utilisation d’un the´ore`me KAM.
1.3 Des cas de formes normales convergentes
Il est naturel ensuite de se poser la question de la convergence de la forme normale quand
le degre´ n auquel on normalise tend vers l’infini, dans le cas d’un champ de vecteurs
analytique. Si la forme normale converge on a une simplification comple`te du syste`me,
dont on connait alors toute la dynamique, a` la seule condition de comprendre celle de
la forme normale. Il existe quelques re´sultats dans ce sens, obtenus plutoˆt comme des
ge´ne´ralisations des re´sultats de line´arisation locale de Liapounoff [48]. C’est le cas des
the´ore`mes de Siegel et Moser [52, 53]. Souvent, la convergence n’a lieu que sur un sous-
espace : par exemple le re´sultat de Moser [52] peut eˆtre vu comme une normalisation du
type des formes normales de Birkhoff (ge´ne´ralise´ a` un cas non elliptique), convergente sur
un sous-espace de dimension 4.
La question de la convergence est aussi a` rapprocher des me´thodes utilise´es dans le cadre
Hamiltonien pour de´montrer les the´ore`mes KAM (Kolmogorov [41], Arnold [5], Moser
[51]). Ces me´thodes consistent a` prouver, en un certain sens, la convergence de la forme
normale sur un tore.
2 Orbites homoclines
2.1 Motivations physiques
La question de l’existence d’orbites homoclines pour des syste`mes dynamiques est lie´e a`
la question, en physique, de l’existence d’ondes solitaires. Les ondes solitaires, et notam-
ment les solitons (qui sont des ondes solitaires ayant des proprie´te´s particulie`res), sont des
objets tre`s e´tudie´s dans de nombreux domaines de la physique (voir par exemple Dauxois
et Peyrard [16] pour un point de vue global sur les aspects physiques du sujet). Leurs
proprie´te´s physiques et mathe´matiques telles que la stabilite´ et l’apparition de compor-
tements chaotiques en font des objets suscitant la curiosite´, et sont actuellement une cle´
pour e´tudier la dynamique d’un syste`me a` l’e´cart des me´thodes line´aires. En particulier, on
retrouve parmi les proprie´te´s des solitons beaucoup d’aspects de la dualite´ onde-particule
des syste`mes quantiques.
Dans le cadre hydrodynamique par exemple, la recherche d’ondes solitaires peut-eˆtre for-
mule´e en utilisant une approche de type dynamique spatiale comme la recherche d’orbites
homoclines d’un syste`me dynamique de dimension infinie. Dans un certain nombre de cas,
cette e´tude peut se re´duire a` l’e´tude de syste`mes dynamiques de dimension finie. De´taillons
cette approche, qui a e´te´ introduite par Kirchga¨ssner [40] (voir aussi [29]).
On s’inte´resse au flot en dimension 3 d’un fluide parfait de densite´ constante soumis a` la
gravite´ et a` des forces de tension de surface, re´gi par les e´quations d’Euler. On proce`de en
deux e´tapes :
E´tape 1 on cherche des solutions particulie`res sous la forme d’ondes progressives a` 2
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dimensions se de´plac¸ant a` une vitesse c, c’est-a`-dire de la forme
u(x, y, t) = v(x− ct, y).
On peut alors e´crire le syste`me comme une e´quation d’e´volution en dimension infinie
(de´pendant d’un parame`tre c)
dw
dt
= Aw +N (w)
en posant
w : R → espace de fonctions
ξ 7→ (y 7→ v(ξ, y)).
E´tape 2 quand le spectre de la partie line´aire se pre´sente bien, on peut ensuite se ramener
en dimension finie par un the´ore`me de varie´te´ centrale.
Plus largement, quand on n’obtient pas l’existence d’ondes solitaires, on s’inte´resse aussi a`
l’existence d’ondes solitaires ge´ne´ralise´es, ce qui correspond dans le syste`me en dimension
finie a` des orbites homoclines a` des orbites pe´riodiques (voir Figure 1) .
Figure 1 – Orbite pe´riodique et orbite homocline a` une orbite pe´riodique ou onde solitaire
ge´ne´ralise´e.
2.2 Construction d’orbites homoclines par perturbation
La question de l’existence d’orbites homoclines de petites amplitudes est naturellement
relie´e a` la the´orie des formes normales car c’est un cas de phe´nome`ne non line´aire (voir
ci-dessus partie 1.1).
Etudier l’existence d’une orbite homocline a` un point d’e´quilibre (resp. a` une orbite
pe´riodique) revient a` e´tudier l’intersection de la varie´te´ stable a` ce point d’e´quilibre (resp.
a` cette orbite pe´riodique) avec sa varie´te´ instable . Pour de´montrer que les varie´te´s stable
et instable s’intersectent, des me´thodes diffe´rentes existent, utilisant la structure parti-
culie`re des proble`mes aborde´s. Observons de´ja` que par des conside´rations de dimension,
pour un meˆme nombre de valeurs propres hyperboliques, il est plus probable de re´ussir
a` construire une orbite homocline a` une orbite pe´riodique qu’une orbite homocline a` un
point fixe. Par exemple, dans le cas conside´re´ au chapitre 2 on a deux valeurs propres
hyperboliques (une stable et une instable) pour un point fixe ainsi que pour des orbites
pe´riodiques ; les varie´te´s stable et instable sont alors deux courbes pour le point fixe, et
deux varie´te´s de dimension 2 pour les orbites pe´riodiques.
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On s’inte´resse ici aux me´thodes de construction par perturbation : on conside`re le cas
d’une famille de champs de vecteurs voisins d’un champ de vecteurs admettant une orbite
homocline. Cette situation apparait notamment dans le cas ou` on a pu montrer qu’une
forme normale du champ de vecteurs admet une orbite homocline, on cherche alors a`
montrer que le syste`me complet en admet aussi (c’est l’e´tape 2 de´crite dans la partie 1.1).
2.2.a Me´thode de Melnikov
Cette me´thode a e´te´ propose´e par Melnikov [49] puis de´veloppe´e par Arnold [4]. L’ide´e est
de calculer d’abord une parame´trisation analytique des varie´te´s stable et instable pour le
champ de vecteurs non perturbe´. On se place ensuite sur une normale a` l’orbite homocline
et on e´value la distance entre les varie´te´s stable et instable le long de cette normale (voir
Figure 2). Apparait alors naturellement une fonction dite de Melnikov ; si cette fonction
s’annule, on en de´duit par fonctions implicites l’existence d’orbites homoclines pour une
sous-famille de la famille de champs de vecteurs e´tudie´e.
perturbation
d
0 0
Figure 2 – Perturbation d’une orbite homocline a` 0. d est la distance mesure´e dans la
me´thode de Melnikov.
2.2.b Cadre re´versible
Dans le cas des champs de vecteurs re´versibles e´tudie´s par exemple par Iooss et Pe´roue`me
[38] et par Lombardi [47], on s’inte´resse a` la perturbation d’une orbite re´versible homocline
a` un point fixe. Les varie´te´s stable et instable sont alors syme´triques l’une de l’autre, et on
sait donc que si la varie´te´ stable intersecte l’espace vectoriel des points invariants par la
syme´trie de re´versibilite´, alors la varie´te´ instable l’intersecte aussi au meˆme endroit et on
obtient ainsi une orbite homocline re´versible. L’e´tude des orbites homoclines re´versibles
consiste donc a` rechercher l’intersection de la varie´te´ stable avec l’espace de syme´trie (voir
Figure 3), ce qui simplifie grandement l’e´tude.
2.2.c Cadre Hamiltonien, me´thode de Conley
Les me´thodes pre´ce´dentes permettent difficilement de tenir compte de la possibilite´ d’or-
bites homoclines a` plusieurs boucles. La me´thode sugge´re´e par Conley [12, 13] puis
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Figure 3 – Perturbation d’une orbite homocline a` 0 re´versible.
de´veloppe´e par Mielke et al. [50] appre´hende mieux ce cas de figure. Elle consiste a` intro-
duire deux sections transverses a` l’orbite homocline existante au voisinage du point fixe, et
d’e´tudier les ite´rations de l’application de premier retour (voir Figure 4). La construction
de l’application de premier retour passe alors par l’utilisation d’une normalisation locale
au voisinage du point fixe dont l’existence n’est de´montre´e que pour les champs de vecteurs
Hamiltoniens (la normalisation de´montre´e par Moser [52] de´ja` e´voque´e ci-dessus).
perturbation
0 0
Section 1 Section 2Section 1 Section 2
0
Section 1 Section 2
Application de premier 
retour à la Section 1
Figure 4 – Me´thode de Conley.
3 Phe´nome`nes exponentiellement petits
On va s’inte´resser plus particulie`rement dans cette the`se a` des situations ou` des
phe´nome`nes exponentiellement petits apparaissent. Pour une famille de champs de vec-
teurs parame´tre´e par λ, au voisinage d’une singularite´ en λ = 0, il s’agira d’un phe´nome`ne
exponentiellement petit en λ, i.e. de taille O(e−C
te
λα ) avec α > 0.
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3.1 Proble`mes a` e´chelles multiples et distance exponentiellement petite
entre les deux branches d’une orbite homocline perturbe´e
Dans certains proble`mes ou` des e´chelles multiples en le parame`tre ε coexistent (par exemple
une orbite homocline de taille 1 couple´e avec une rotation a` vitesse O(1ε ), ou encore un
forc¸age pe´riodique de fre´quence O(1ε )), la fonction de Melnikov ou/et la distance entre
la varie´te´ stable et le plan de syme´trie sont des quantite´s exponentiellement petites en le
parame`tre ε, donne´es par des inte´grales oscillantes. Dans un tel cas, l’existence ou la non
existence de l’intersection entre les varie´te´s stable et instable qui correspond a` l’annulation
ou non de la fonction de Melnikov est difficile a` e´tablir.
3.1.a Cadre Hamiltonien
Sanders [61] a le premier souligne´ l’apparition de ce genre de proble`mes dans le cadre
Hamiltonien : quand on applique la me´thode de Melnikov a` un syste`me apre`s l’avoir mis
sous forme normale de Birkhoff, on obtient une fonction de Melnikov qui de´pend de la taille
ε de la perturbation (entre la forme normale et le syste`me complet), mais qui de´pend aussi
de la vitesse a` laquelle varie la variable angle (la fre´quence) le long de l’orbite homocline
de la forme normale. Cette fonction de Melnikov prend alors la forme d’une inte´grale
oscillante, de taille exponentiellement petite en ε si la fre´quence est en O(1ε ).
Lazutkin [43] a eu l’ide´e de chercher des estimations plus pre´cises des inte´grales oscillantes
dans le cadre analytique en prolongeant le proble`me dans le plan complexe et en utilisant
des re´sultats du type du the´ore`me des re´sidus. De nombreux re´sultats de majorations
de la fonction de Melnikov ont e´te´ obtenus ensuite sur des proble`mes mode`les a` un ou
deux degre´s de liberte´ avec forc¸age pe´riodique rapide [56, 19, 30, 20], puis sur des cas
plus ge´ne´raux de forc¸age quasipe´riodique, faisant intervenir des proble`mes fins de petits
diviseurs [63, 62].
3.1.b Me´thode formelle ”asymptotics beyond all orders” et me´thode rigou-
reuse dans le cadre re´versible
Un proble`me similaire apparait dans un mode`le physique de croissance de cristaux e´tudie´
par Dashen et al. [15] : l’existence d’une orbite he´te´rocline est soumise au calcul d’une
inte´grale oscillante. Ce proble`me a e´te´ e´tudie´ tout d’abord de manie`re rigoureuse par
Hammersley et Mazzarino [28], Amick et McLeod [1], mais avec des arguments spe´cifiques
a` ce mode`le. De meˆme, l’e´tude de l’existence d’ondes solitaires hydrodynamiques pour
l’e´quation de KdV me`ne au calcul d’une inte´grale oscillante ; ce proble`me a e´te´ re´solu par
Amick et McLeod [2], mais en utilisant fortement la spe´cificite´ de l’e´quation.
Kruskal et Segur [42] ont propose´ une approche formelle (non rigoureuse) pour le mode`le
de croissance des cristaux base´e sur des de´veloppements asymptotiques ; cette approche
est souvent appele´e ”asymptotics beyond all orders”, et s’adapte a` de nombreux autres
proble`mes faisant intervenir des termes exponentiellement petits. Elle a par exemple e´te´
utilise´e par Hakim [26] pour le mode`le de digitation visqueuse de Saffman-Taylor ainsi que
pour le proble`me des orbites homoclines pour un syste`me Hamiltonien avec forc¸age rapide
[27]. Cette me´thode a aussi inspire´ des travaux en hydrodynamique [21, 65].
S’inspirant des ces approches formelles, une se´rie de travaux rigoureux, initie´e par Hunter
et Scheurle [31], a ensuite porte´ sur l’existence d’ondes solitaires ge´ne´ralise´es (i.e. d’orbites
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homoclines a` des petites orbites pe´riodiques voisines du point d’e´quilibre) ; l’estimation
des inte´grales oscillantes permet dans ce cas de connaitre la taille minimale a` partir de
laquelle les orbites pe´riodiques admettent une orbite homocline. Des raffinements successifs
permettant de montrer l’existence d’orbites homoclines a` des orbites pe´riodiques de plus en
plus petites ont ensuite e´te´ calcule´s : Amick et Toland [3] pour KdV ; Sun et Shen [64] puis
Lombardi [46] pour l’e´quation d’Euler. Lombardi [47] a ensuite ge´ne´ralise´ et formalise´ ces
travaux en terme ge´ne´ral de bifurcations de syste`mes re´versibles. Ses re´sultats ont permis
ensuite entre autres de mener des travaux similaires dans le cas d’une chaine d’oscillateurs
couple´s [7, 34].
3.2 Forme normale avec reste exponentiellement petit
Pour traiter des proble`mes tels que ceux de´crits ci-dessus en 3.1, il e´tait alors naturel de
chercher a` ame´liorer les re´sultats de formes normales jusqu’a` un degre´ n, pour lesquels
le reste (et donc la perturbation a` rajouter a` l’e´tape 2 de´crite dans la partie 1.1) est de
taille O(|x|n). En s’autorisant a` choisir le degre´ n auquel on applique le the´ore`me de forme
normale, Iooss et Lombardi [37] ont obtenu, sous certaines hypothe`ses dont l’analyticite´ du
champ de vecteur, que par un choix optimal nopt du degre´ on obtient un resteRnopt de taille
exponentiellement petite ([35] explique comment ces re´sultats s’appliquent dans le cadre de
la partie 3.1). Les meˆmes auteurs [36] ont ensuite transpose´ leur me´thode de de´monstration
qui s’adapte a` la construction de quasi-varie´te´s invariantes a` un exponentiellement petit
pre`s.
La question de la taille du reste dans la forme normale peut aussi apparaitre naturellement
en reformulant la question de la convergence pose´e dans la partie 1.3 : dans les cas ou` on
n’arrive pas a` montrer que la se´rie des formes normales converge (et donc que cette se´rie
est une fonction analytique), on peut affaiblir le re´sultat en cherchant si la se´rie ve´rifie
des estimations Gevrey. C’est en effet en de´montrant que la se´rie des formes normales
successives ve´rifie des estimations Gevrey que le re´sultat de reste exponentiellement petit
est de´montre´ dans [37].
4 Travail re´alise´ dans cette the`se
L’objet de cette the`se est de creuser certains aspects des proble`mes lie´s aux phe´nome`nes
exponentiellement petits.
Chapitre 1
Dans le premier chapitre, on de´montre un the´ore`me de forme normale avec reste exponen-
tiellement petit, dans la ligne´e de celui de´montre´ par Iooss et Lombardi [37].
On s’inte´resse dans ce premier chapitre a` un champ de vecteurs analytique non autonome
pe´riodique en temps. Elphick et al. [17] ont de´montre´ un re´sultat de forme normale non
autonome au degre´ n pour les champs de vecteurs non autonomes pe´riodiques.
Il e´tait donc naturel de chercher a` savoir si, comme dans le cadre autonome traite´ par
Iooss et Lombardi [37], on pouvait obtenir une estimation Gevrey de la se´rie des formes
normales, ainsi qu’une majoration exponentiellement petite du reste pour un choix op-
timal du degre´ n. On obtient bien un tel re´sultat. La principale difficulte´ e´tant que le
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raisonnement amenant a` la de´monstration des estimations Gevrey passe d’un proble`me en
dimension finie (pour le cas autonome) a` un proble`me en dimension infinie de´nombrable :
on travaille ici dans l’espace des fonctions pe´riodiques. De plus, le produit scalaire utilise´
par Elphick et al. [17] pour le choix de l’espace supple´mentaire auquel appartiennent les
monoˆmes re´sonants (voir partie 1.2) est sensiblement modifie´ pour bien arriver au re´sultat
escompte´.
Chapitre 2
Dans le deuxie`me chapitre, on s’inte´resse a` l’existence d’orbites homoclines au voisinage
d’un point d’e´quilibre d’une famille de champs de vecteurs Hamiltoniens passant par une
re´sonance 02iω.
La meˆme question a e´te´ e´tudie´e par Lombardi [47] pour des champs de vecteurs re´versibles
et non Hamiltoniens. Dans les deux cas, on montre tout d’abord qu’il existe au voisinage de
l’e´quilibre une famille d’orbites pe´riodiques (the´ore`me de Lyapunov-Moser pour le cadre
Hamiltonien, the´ore`me de Lyapunov-Devaney pour le cadre re´versible). Dans son cas, une
normalisation par le the´ore`me de forme normale de Elphick et al. [18] fait apparaitre
une forme normale admettant des orbites homoclines a` chacune des orbites pe´riodiques.
Il utilise ensuite la me´thode de perturbation de´crite dans la partie 2.2.b pour e´tudier la
persistence de ces orbites homoclines pour le syste`me complet. Or, la bifurcation 02iω
est un cas de figure tel que de´crit dans la partie 3.1, et la distance entre l’espace de
syme´trie et la varie´te´ stable a` l’e´quilibre ou a` une orbite pe´riodique s’exprime comme une
inte´grale oscillante, exponentiellement petite, au voisinage de la re´sonance 02iω. Il obtient
alors l’existence d’orbites homoclines aux orbites pe´riodiques de taille supe´rieure a` une
fonction exponentiellement petite κ1 en le parame`tre de bifurcation ; il montre meˆme de
plus qu’il existe une deuxie`me fonction exponentiellement petite κ2 < κ1 telle que les
orbites pe´riodiques de taille infe´rieure a` κ2 n’admettent pas d’orbites homoclines a` une
boucle.
Dans le cas Hamiltonien e´tudie´ dans ce deuxie`me chapitre, on obtient l’existence d’orbites
homoclines a` toutes les orbites pe´riodiques aussi proches de l’e´quilibre que l’on veut.
Cependant, la question de l’existence d’une orbite homocline a` l’e´quilibre reste ouverte.
On de´montre tout d’abord un the´ore`me de forme normale canonique (i.e. pre´servant la
structure Hamiltonienne). On s’inspire pour cela de la me´thode base´e sur la construction
d’un produit scalaire de Elphick et al. [18], en l’adaptant au cadre Hamiltonien. L’esprit
de ce the´ore`me est donc diffe´rent de celui formes normales de Birkhoff. Le syste`me Ha-
miltonien sous forme normale admet des orbites homoclines a` l’e´quilibre et aux orbites
pe´riodiques voisines. On utilise ensuite la me´thode de perturbation de Conley de´crite dans
la partie 2.2.c. Pour cela, on utilise le re´sultat de normalisation locale de Moser [52], qu’on
affine avec des estimations en fonction du parame`tre de bifurcation. Ensuite, en construi-
sant une courbe invariante pour l’application de Poincare´ avec un the´ore`me KAM, on
obtient un confinement des ite´rations de l’application de premier retour. On conclut alors
par un argument de conservation de l’aire par le flot Hamiltonien.
Les travaux sur les orbites homoclines au voisinage d’une re´sonance 02iω sont motive´s
par l’apparition d’une telle re´sonance en hydrodynamique, pour des e´quations a` la fois
re´versibles et Hamiltoniennes. Avec ce point de vue, le re´sultat obtenu dans ce chapitre
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est une manie`re de contourner, par des me´thodes particulie`res aux syste`mes Hamiltoniens,
le proble`me lie´ a` la distance exponentiellement petite entre les branches des orbites ho-
moclines rencontre´ dans le cadre re´versible. Malheureusement, pour obtenir ce re´sultat on
fait une hypothe`se supple´mentaire sur la partie quadratique du Hamiltonien qui n’est pas
ve´rifie´e dans les e´quations hydrodynamiques, et est essentielle pour l’obtention du re´sultat.
On s’attend a` obtenir un comportement chaotique au voisinage de l’origine dans le cas
ou` cette hypothe`se n’est pas ve´rifie´e, mais cette question reste ouverte, tout comme la
question de la dynamique obtenue dans le cas ou` le champ de vecteur est seulement Ck et
pas analytique.
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Chapitre 1
Normalisations avec restes
exponentiellement petits pour des
champs de vecteurs analytiques
non autonomes pe´riodiques
1 Introduction
Let us consider an analytic differential system, near an equilibrium point that we take
at the origin. To study the behaviour of solutions in this neighborhood, one can try to
simplify the system by using a change of variables. ”Simplify” can have several meanings :
in fact what is expected is to obtain a system that we understand better than the initial
system. Here we consider two different points of view. Precisely, let us consider an initial
nonautonomous system of the form
du
dt
= Lu+ V (u, t), t ∈ R, u(t) ∈ Rm, (1.1)
where L is linear, and V is analytic, quadratic in u and T -periodic, namely
V (0, .) = 0, DuV (0, .) = 0, (1.2)
V (., t+ T ) = V (., t) for all t ∈ R. (1.3)
This means that we consider a nonautonomous system, but with an autonomous linear
part. We will develop in this chapter the two following ideas to simplify a such system.
Simplification 1 : Uncoupling subsets of coordinates ; link with invariant ma-
nifolds. If we assume that our initial system can be split into
du0
dt
= L0u0 + V0(u0, u1, t),
du1
dt
= L1u1 + V1(u0, u1, t),
(1.4)
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where u = (u0, u1), then one could want to find a change of variables of the form
u1 = v1 + Φ(u0, t),
for which the system (1.4) is transformed into a new system
du0
dt
= L0u0 + V
0(u0, v1, t), (1.5)
dv1
dt
= L1v1 + v1V
1(u0, v1, t). (1.6)
This idea of simplification is very close to the one used in KAM theory, for Hamiltonian
systems (see Kolmogorov (1954), Arnold (1978)). Here, when such a change of variables
exists, the main consequence is that v1(t) = 0 is a solution for equation (1.6), and hence
one can consider the reduced system defined by equation (1.5). In particular, the set
{v1 = 0} is an invariant manifold for our differential system. In the case of an autonomous
system, this invariant manifold {v1 = 0} reads in the initial coordinates {u1 = Φ(u0)}.
Here, working with periodic in time functions, this manifold will be a periodic manifold
{u1 = Φ(u0, t)}. The search of invariant manifolds and reduced systems is a key tool
(Kelley (1967), for instance, develops this subject), widely used in the study of physical
systems. For example, Haragus and Iooss (2010) provide lots of applications of the center
manifold theorem.
Simplification 2 : Normal forms. The normal form theories usually concern autono-
mous vector fields. In the case of nonautonomous analytic systems the same philosophy
apply, if we consider the expansion of V in power series with time-dependant coefficients ;
the aim is then to find a change of variables of the form
u = y + Φ(y, t),
such that our system (1.4) is transformed into a new system
dy
dt
= Ly +N (y, t),
in which N is ”as simple as possible”. The original purpose of Poincare´ in normal form
theory was to obtain N = 0, but in general, when trying to eliminate monomials in the
expansion of V , one can see that some resonant monomials remain whatever you do. So N
will be an analytic function whose expansion in power series is only made of the resonant
monomials, which happen to be those satisfying a ”normal form criteria”. There exist
several normal form theories, leading to different normal form criterias. Here we work
with the characterization introduced by Elphick et al. (1987), i.e. we get power series
made of monomials commuting with the etL
∗
for all t in R. Precisely, we want N to satisfy
e−tL
∗N (etL∗y, t) = N (y, 0), for all y ∈ Rm and all t ∈ R. (1.7)
Applying a normal form theorem, one expect that a system with less numerous monomials
will be easier to study than the initial system which happens to be often the case (see for
instance Iooss and Adelmeyer (1992), Iooss and Peroueme (1993) and Lombardi (2000)).
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In fact, for both simplifications 1 and 2, it is very rarely possible to find exactly
such changes of variables, but it is possible up to finite order. Precisely, for a
fixed integer p, after changes of variables Φp of degree p, it was proved (see Haragus and
Iooss (2010) for simplification 1, Iooss and Adelmeyer (1992) for simplification 2 in the
autonomous case) that one can obtain transformed systems of the form
du0
dt
= L0u0 + V
0(u0, v1, t),
dv1
dt
= L1v1 + v1V
1
p (u0, v1, t) +Rp(u0, t),
for simplification 1, and
dy
dt
= Ly +Np(y, t) +Rp(y, t),
for simplification 2 ; where V 1p and Np are polynomials of degree p, and Rp is analytic of
order larger than p. It is an interesting result since a usual way to study the dynamics of
a vector field is to study the system truncated at a fixed order in the expansion in power
series, and then to consider the complete vector field as a perturbation of this trunca-
ted system (see Guckenheimer and Holmes (1983),Iooss and Peroueme (1993), Lombardi
(2000), Chossat and Iooss (1994)).
But to apply perturbation theory, those results are particularly interesting if the remaining
part Rp happens to be small. So the next key idea is to optimize the degree p of the
truncation, to minimize the size of the remaining part Rp. For autonomous systems, Iooss
and Lombardi (2010, for transformation 1 and 2005, for transformation 2) followed an idea
developped before for Hamiltonian systems (developped by Nekoroshev (1977, 1979) ; see
also Po¨schel (1993)) to prove that when some light hypothesis hold, the remaining part
Rpopt can be found exponentially small.
In this chapter, we generalize those theorems with exponentially small re-
mainders to nonautonomous systems with a periodic time dependancy and
an autonomous linear part. We prove here in our theorem 2.7 (for simplification 1)
and our theorem 2.14 (for simplification 2) that, whith light hypothesis of non-resonance
on the non-linear part, we have the same kind of results that for autonomous systems ;
in particular, notice that we obtain time-independant exponentially small bounds for the
remainder.
This situation arises quite often in applications, when a system is periodically
forced. Our theorem 2.7 and its corollary 2.10 might be used for instance in the case
considered by Touze´ and Amabili (2006) in which they build reduced-order models for
nonlinear vibrations of structures. In their section 3.2, they consider a two-dof system
with damping terms (ξ1 and ξ2) and with a periodic forcing (F1), of the form
d2X1
dt2
+ 2ξ1ω1
dX1
dt
+ ω21X1 = V1(X1, X2) + F1 cos(Ωt), (1.8)
d2X2
dt2
+ 2ξ2ω2
dX2
dt
+ ω22X2 = V2(X1, X2) (1.9)
where V1, V2 are quadratic in (X1, X2). In their analysis, they consider that ξ1 is small and
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then that the first oscillator X1 plays the role of a central manifold : namely they use the
central manifold theorem to state that the mode X2 does not awake as t goes to infinity,
thus they make the approximation X2 = 0 to solve the first equation (1.8) and then solve
the second equation (1.9) with the value X1(t) computed. They observe that this process
gives good qualitative results for small values of F1. In fact, the center manifold theorem
does not apply here because this system is not autonomous when F1 is nonzero. Here we
show in our corollary 2.10 that if this forcing term F1 is small, then the invariant manifold
nearly remains time-independant. Precisely, if one take F1 = ε
2, then the corollary 2.10
ensures that the equation leading to the invariant manifold reads
X2 = ΦA(X1) + εΦB(X1, ε, t)
where ΦA does not depend on t.
In section 2 we gather the main results of the chapter. We need for that purpose to
introduce, in subsection 2.1, a few notations. We then state in subsection 2.2 our first
main theorem (theorem 2.7), which deals with the ”Simplification 1” described above, and
we state in subsection 2.3 the second main theorem (theorem 2.14) which is a normal form
theorem (”Simplification 2” above). Then the rest of the chapter is devoted to the proofs
of these two theorems : we detail the proof of theorem 2.7 in section 3 (the strategy of
proof is introduced in the first subsection (3.1)), and in section 4, we give the main ideas
of proof of theorem 2.14 (here also the strategy is given in the first subsection 4.1).
2 Notations and main results
We gather in this section the main theorems proved in this chapter. In the whole chapter,
we consider a differential system of the form (1.1), assuming that (1.2) holds. We also
assume that the map V is analytic in u, and that its time-dependancy is T -periodic with
regularity H`. For that purpose we need to define precisely a space A(Rm,H`(R/TZ,Rm))
of such functions. So, in the following subsection, we begin by defining this set of functions
and other usefull sets.
2.1 A few notations
We first recall what we denote by H`(R/TZ,Rm).
De´finition 2.1 H`(R/TZ,Rm) stands for the Sobolev space of functions f from R/TZ to
Rm whose Fourier coefficients f (k) ∈ Rm satisfy
+∞∑
k=−∞
(1 + k2)`
∣∣∣f (k)∣∣∣2
Rm
< +∞.
We can then define the space we wanted for V .
De´finition 2.2 For any neighborhood Ω of the origin in Rm let A(Ω,H`(R/TZ,Rm)) be
the space of maps V for which there exists a family of q-linear symmetric maps (Vq(t))q≥0
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on (Rm)q, with a radius of convergence ρ and a positive constant c such that
V (u, t) =
+∞∑
q=0
Vq(t)[u
(q)],
(here [u(q)] stands for the q-uple of vectors [u, u, · · · , u]) and
|Vq(.)[u1, · · · , uq]|
H`
≤ c
ρq
|u1||u2| · · · |uq| for all u1, · · · , uq ∈ Rm.
We also need, to state our main theorems, the following spaces.
De´finition 2.3 Let Pp(Rm0 ,H`(R/TZ,Rm1)) be the space of polynomials P of degree less
than p, namely which read
P (x1, · · · , xm0 , t) =
∑
|α|≤p
Pα(t)x
α1
1 · · ·x
αm0
m0
where α = (α1, · · · , αm0) belongs to Nm0, Pα to H`(R/TZ,Rm1), and
|α| = |α1|+ · · ·+ |αm0 |.
And let Hn(Rm0 ,H`(R/TZ,Rm1)) be the space of homogeneous polynomials P of degree n,
namely of the form
P (x1, · · · , xm0 , t) =
∑
|α|=n
Pα(t)x
α1
1 · · ·x
αm0
m0
where the Pα are in H
`(R/TZ,Rm1).
2.2 Uncoupling subsets of coordinates
In this first subsection, we state a theorem where a change of variables uncouple a subset of
variables from another one (it is the ”Simplification 1” of the introduction). We suppose
here that the linear operator L is the direct sum of two linear operators. Precisely, we
assume
Hypothe`se 2.4 Assume that
(a) there exist a neighborhood Ω of the origin in Rm and an integer ` ≥ 1 such that V
belongs to A(Ω,H`(R/TZ,Rm)) ;
(b) L is the direct sum of the linear operators L0 on E0 (dimension m0) and L1 on
E1 (dimension m1), with E0 ⊕ E1 = Rm and L0 diagonizable. Hence, spliting u in
u = u0 + u1 and V = V0 + V1 on E0 ⊕ E1, the system (1.1) reads
du0
dt
= L0u0 + V0(u0, u1, t),
du1
dt
= L1u1 + V1(u0, u1, t),
(2.1)
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(c) there exist two positive constants γ and τ such that, denoting the eigenvalues of L0
by λ
(0)
1 , · · · , λ(0)m0 and by λ(1)1 , · · · , λ(1)m1 the eigenvalues of L1, then for all a in Nm0,
all k in Z and all j, 1 ≤ j ≤ m1,
|
〈
a, λ(0)
〉
+ ik
2pi
T
− λ(1)j | ≥
γ
(|a|+ |k|)τ (2.2)
holds.
(d) let ν be the maximal size of the Jordan blocks of L1, then
τν ≤ `. (2.3)
Remarque 2.5 We need to take ` ≥ 1 to insure that H` is an algebra.
Remarque 2.6 The hypothesis (2.2) is called a ”non-resonance” hypothesis : without
taking k into account, this hypothesis means that the eigenvalues of L1 cannot happen to
be a sum of eigenvalues of L0, and that moreover we have an estimate of how different
they are. Taking k into account, it expresses that, even after periodic translations of time,
non-resonance remains.
We can now state
The´ore`me 2.7 Consider the system (2.1), and suppose that hypothesis 2.4 holds. Then
there exists δ0 > 0 such that, for all δ in ]0, δ0[ there exist an integer pδ with
pδ = O
δ→0
(δ−b),
and a function Φδ in Ppδ(E0,H`+1(R/TZ, E1)) (where Pp was defined in section 2.1) with
Φδ(0, .) = 0, Du0Φδ(0, .) = 0;
such that the change of variables
u1 = v1 + Φδ(u0, t) (2.4)
transforms the system (2.1) into
du0
dt
= L0u0 + V
0(u0, v1, t),
dv1
dt
= L1v1 + V
1(u0, v1, t) +R(u0, t);
(2.5)
in which V 0, V 1 and R are analytic, and satisfy∣∣V 1(u0, v1, .)∣∣
H`
≤M0 |v1| (|u0| + |v1|) for |u0| , |v1| ≤ δ0, (2.6)
and
sup
|u0|≤δ
|R(u0, .)|H` ≤Me
− ω
δb , (2.7)
where M,M0, ω depend only on T,m0,m, c, ρ, L, `, δ0 and τ , and where
b = 1`+τν+1 .
Moreover, V 0 reads V 0(u0, v1, t) = V0(u0 + v1 + Φδ(u0, t), t).
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Remarque 2.8 Observe that with the system in the new form (2.5) v1 = 0 is ”very close”
to solve the second equation, since (2.6) guarantees that for v1 = 0 we have V
1(u0, 0, .) =
0, and since (2.7) ensures that R(u0, .) remains exponentially small. Then this theorem
expresses that the manifold {u1 = Φδ(u0, t)} is ”exponentially close” to be an invariant
manifold for our system (1.1).
Remarque 2.9 This theorem is the generalization to periodic time-dependant vector fields
of the Theorem 1 of Iooss and Lombardi (2010). Notice that, unlike the latter, here M and
ω also depend on the dimension m, and not only on the dimension m0 of E0, so that we
cannot consider systems of infinite dimension.
Moreover, we have the following proposition, which gives more precision about what hap-
pens if the time-dependancy appear as a small perturbation of an autonomous system.
Corollaire 2.10 Consider the system (2.1) and suppose that hypothesis 2.4 holds. Assume
that V also depends analytically on a parameter ε in the following way :
Vε(u, t) = A(u) + εB(u, ε, t) + ε
2C(ε, t) (2.8)
with B(0, ., .) = 0.
Setting U := (u, ε), if A,B and C belong to A(Rm+1,H`(R/TZ,Rm)) then the theorem 2.7
apply and moreover
Φ(u0, ε, t) = ΦA(u0) + εΦB,C(u0, ε, t)
where ΦA is the change of variables computed applying theorem 2.7 to our system (2.1) at
ε = 0.
Remarque 2.11 Remark that (2.8) prevents us to take a periodic forcing of the form
A(u) + εF (t). We need hypothesis (2.8), to apply theorem 2.7 because we want hypothesis
DUV (U = 0, .) = 0 to hold (see (1.2)).
But we can take a periodic forcing A(u)+ε2F (t), and then obtain that the periodic invariant
manifold {u1 = ΦA(u0) + εΦB,C(u0, ε, t)} is ε-close to the autonomous invariant manifold
{u1 = ΦA(u0)}.
Remarque 2.12 The proof of this corollary directly follows from the proof of theorem 2.7,
the details are left to the reader.
2.3 Normal form
In this second subsection, we state a normal form theorem (it is the ”Simplification 2”’ in
the introduction). We only assume that the following ”non-resonance” hypothesis holds :
Hypothe`se 2.13 Assume that
(a) there exist a neighborhood Ω of the origin in Rm and an integer ` ≥ 1 such that V
belongs to A(Ω,H`(R/TZ,Rm)) ;
(b) L is diagonizable ;
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(c) there exist two positive constants γ and τ such that, denoting the eigenvalues of L
by λ1, · · · , λm in Cm, then for all a in Nm0, all k in Z and all j, 1 ≤ j ≤ m
| 〈a, λ〉+ ik2pi
T
− λj | ≥ γ
(|a|+ |k|)τ ; (2.9)
(d) τ ≤ `.
We then have the following normal form theorem.
The´ore`me 2.14 Consider the system (1.1), and suppose that hypothesis 2.13 holds. Then
for all δ > 0 there exist an integer pδ with
pδ = O
δ→0
(δ−b),
and a function Φδ in Ppδ(Rm,H`+1(R/TZ,Rm)) (where Pp is defined in section 2.1) with
Φδ(0, .) = 0, DuΦδ(0, .) = 0,
such that the change of variables
u = y + Φδ(y, t) (2.10)
transforms the system (1.1) into the normal form
dy
dt
= Ly +N (y, t) +R(y, t) (2.11)
where N belongs to Ppδ(Rm,H`(R/TZ,Rm)) and satisfy
N (0, .) = 0, DuN (0, .) = 0,
and the normal form criteria
e−tL
∗N (etL∗y, t) = N (y, 0), for all y ∈ Rm and all t ∈ R; (2.12)
and where the remainder R is analytic and satisfies
sup
|y|≤δ
|R(y, .)|
H`
≤M ′δ2e− ωδb , (2.13)
with M ′ and ω depending only on T,m, c, ρ, L, `, δ0 and τ , and
b = 1`+τ+1 .
Remarque 2.15 This theorem is a typical normal form theorem : its aim is to simplify
the initial system with the aid of a change of variables. Indeed, the polynomial change
of variables (2.10) transforms the system (1.1) into a new system (2.11) in which the
polynomial part N is simpler : the normal form criteria (2.12) means that in N , all the
monomials which does not commute with all the esL
∗
have been eliminated by the change
of variable.
Moreover, while for some given p the remainder is polynomially small, this theorem opti-
mizes the degree p = popt(δ) of the polynomial part N , so that the system is nearly reduced
to a polynomial system, since (2.13) ensures that the remainder R is exponentially small.
Remarque 2.16 This theorem is the generalization to periodic time-dependant vector
fields of the Theorem 1.4 of Iooss and Lombardi (2005).
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3 Proof of theorem 2.7
This section is entirely devoted to the proof of theorem 2.7.
3.1 Strategy of proof
First, fix δ > 0 and p in N, and see later what conditions on δ and p need to be satisfied.
One can check that, for any function Φ, the change of variables (2.4)
u1 = v1 + Φ(u0, t)
transforms the system (2.1) into the new system (2.5) with
V 0(u0 + v1, t) = V0(u0 + v1 + Φ(u0, t), t), (3.1)
V 1(u0 + v1, t) +R(u0, t) = V1(u0 + v1 + Φ(u0, t), t) (3.2)
−Du0Φ(u0, t).V0(u0 + v1 + Φ(u0, t), t)
−(Du0Φ(u0, t).L0u0 − L1Φ(u0, t))
−∂tΦ(u0, t).
Thus, for a fixed Φ, equation (3.1) provides the value of V 0. Then, we look for a function
Φ such that V 1 and R, whose sum is computed in (3.2), satisfy∣∣V 1(u0 + v1, .)∣∣
H`
≤ M0 |v1| (|u0|+ |v1|), when |u0| ≤ δ0, (3.3)
|R(u0, .)|H` ≤ Me
− ω
δb , when |u0| ≤ δ. (3.4)
Necessarily, if (3.3) holds, then for v1 = 0 equation (3.2) becomes
R(u0, t) = V1(u0 + Φ(u0, t), t)−Du0Φ(u0, t).V0(u0 + Φ(u0, t), t)
−(Du0Φ(u0, t).L0u0 − L1Φ(u0, t))− ∂tΦ(u0, t). (3.5)
Define
(ALΦ)(u0, t) := Du0Φ(u0, t).L0u0 − L1Φ(u0, t).
Then (3.5) reads
(AL + ∂t)Φ(u0, t) +R(u0, t) = V1(u0 + Φ(u0, t), t)
−Du0Φ(u0, t).V0(u0 + Φ(u0, t), t).
Let us denote by Πp the projection of A(E0,H`(R/TZ, E1)) on
Pp(E0,H`(R/TZ, E1)).
Here is the strategy of proof, in three steps, that we will follow in the next
subsections :
Step A : In section 3.3, for any fixed p, we prove the existence of some Φ in
Pp(E0,H`+1(R/TZ, E1)) such that
(AL + ∂t)Φ(u0, t) = Πp(V1(u0 + Φ(u0, t), t) (3.6)
−Du0Φ(u0, t).V0(u0 + Φ(u0, t), t)).
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Step B : In section 3.5, using the Φ computed in Step A, we set
R(u0, t) = (Id−Πp)(V1(u0 + Φ(u0, t), t) (3.7)
−Du0Φ(u0, t).V0(u0 + Φ(u0, t), t)).
Thus, R(u0, t) = O(|u0|p+1). We then compute upper bounds of R of the form
|R(u0, .)|H` ≤Mp |u0|
p+1 ,
with Gevrey estimates for Mp. And then, for a given δ, we chose an integer p = popt
minimizing Mpδ
p+1. We will see that if δ is sufficiently small, for our choice popt(δ),
the estimate (3.4) holds.
Step C : From (3.2), we get the value of V 1 :
V 1(u0, v1, t) := −R(u0, t) + V1(u0 + v1 + Φ(u0, t), t)
−Du0Φ(u0, t).V0(u0 + v1 + Φ(u0, t), t)
−(AL + ∂t)Φ(u0, t).
And it remains to show, in section 3.6, that there exists M0 such that (3.3) holds.
But first, to facilitate the estimates in Step B, we introduce apropriate norms on
Pp(E0,H`(R/TZ, E1)).
3.2 Norms on Pp(E0,Hj(R/TZ,Rm))
In fact, we define norms on the spaces of homogeneous polynomials of degree n
Hn(E0,Hj(R/TZ,Rm)) (defined in section 2.1). Let (e1, · · · , em0) be a basis of E0 and
(em0+1, · · · , em) a basis of E1. Then, if f belongs to Hn(E0,Hj(R/TZ,Rm)), it reads
f(u0, t) =
∑
|α|=n
i=1,··· ,m
fα,i(t)x
α1
1 · · ·x
αm0
m0 ei :=
∑
|α|=n
fα(t)x
α1
1 · · ·x
αm0
m0 ,
where
u0 := x1e1 + · · ·+ xm0em0 ;
and fα,i ∈ Hj(R/TZ,R)), fα ∈ Hj(R/TZ,Rm).
De´finition 3.1 If f belongs to Hn(E0,Hj(R/TZ,Rm)) and reads
f(X, t) =
∑
|α|=n
fα(t)X
α,
where
X := (X1, · · · , Xm0), Xα := Xα11 · · ·X
αm0
m0 ;
then define
‖f‖2
n,Hj
:=
∣∣∣∣∣∣∣
∑
|α|=n
|fα|Hj X
α
∣∣∣∣∣∣∣
2
2,n
=
∑
|α|=n
α!
n!
|fα|2Hj =
+∞∑
k=−∞
(1 + k2)j
∣∣∣∣∣∣∣
∑
|α|=n
f (k)α X
α
∣∣∣∣∣∣∣
2
2,n
;
where α! := α1! · · ·αm0 !, and
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– |.|
2,n
is the norm on Hn(Rm0 ,Rm1), introduced by Iooss and Lombardi (2005), defined
by
|P (X)|2
2,n
=
∣∣∣∣∣∣∣
∑
|α|=n
PαX
α
∣∣∣∣∣∣∣
2
2,n
:=
∑
|α|=n
α!
n!
|Pα|2Rm1 ;
– f
(k)
α ∈ Rm stands for the kth Fourier coefficient of fα ;
– |.|
Hj
is the canonical norm on Hj(R/TZ,Rm)
|f |2
Hj
:=
+∞∑
k=−∞
(1 + k2)j
∣∣∣f (k)α ∣∣∣2
Rm
.
In particular, to simplify notations, we denote
‖f‖
n
:= ‖f‖
n,H`
.
3.3 Step A : construction of Φ
In this subsection we fix an integer p, and our aim is to construct Φ in Pp(E0,Hj(R/TZ, E1))
such that (3.6) is satisfied. Denote
Φ(X, t) :=
p∑
n=2
Φn(X, t)
where Φn belongs toHn(E0,H`+1(R/TZ, E1)). We project (3.6) on theHn(E0,H`(R/TZ, E1)),
for n ≤ p. Denoting by pin the projection on Hn(E0,H`(R/TZ, E1)), we obtain :
(AL + ∂t)Φn(u0, t) = pin(V1(u0 + Φ(u0, t), t) (3.8)
−Du0Φ(u0, t).V0(u0 + Φ(u0, t), t)).
Expanding the right hand side of (3.8) in power series, one can observe that, since
V (0, .) = 0 = Du0V (0, .),
(because of (1.2)), this right hand side of (3.8) only depends on Φ2, · · · ,Φn−1 and u0, t.
So, if (AL + ∂t) is invertible, then (3.8) enables us to construct the Φn for 2 ≤ n ≤ p
by induction. The rest of this subsection is devoted to the proof of the invertibility of
AL := (AL + ∂t). Precisely, we prove the following
Lemme 3.2 If hypothesis 2.4 holds, then the linear operator
AL
∣∣
Hn : Hn(E0,H`+1(R/TZ, E1)) −→ Hn(E0,H`(R/TZ, E1))
Φ 7−→ (AL + ∂t)Φ
is invertible.
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Moreover, for all j, 0 ≤ j ≤ `+ 1 and all F in Hn(E0,H`(R/TZ, E1)) we have∥∥∥AL∣∣−1Hn(F )∥∥∥
n,Hj
≤ Cjnj+τν ‖F‖n (3.9)
where ν is defined in hypothesis 2.4 and
Λ := max{
∣∣∣λ(0)i ∣∣∣ , ∣∣∣λ(1)j ∣∣∣ , 1 ≤ i ≤ m0, 1 ≤ j ≤ m1},
Cj := max(1,
ν
γν
)(1 +
T 2
2pi2
(4Λ2 + 1))
j
2 .
Proof. To prove this lemma, we use Fourier coefficients, so that instead of one opera-
tor in Hn(E0,H`(R/TZ, E1)), we deal with an infinity of linear operators in Hn(E0, E1).
Then, for these linear operators we can use the results of invertibility stated by Iooss and
Lombardi (2010).
Indeed, any function Φ in Hn(E0,H`+1(R/TZ, E1)) reads
Φ(X, t) :=
∑
|α|=n
φα(t)X
α
with φα in H
`+1(R/TZ, E1). Since `+ 1 ≥ 1, we have the Fourier expansions
φα(t) =
+∞∑
k=−∞
φ(k)α e
ik 2pi
T
t
∂tφα(t) =
+∞∑
k=−∞
ik
2pi
T
φ(k)α e
ik 2pi
T
t,
ALφα(t) =
+∞∑
k=−∞
ALφ(k)α eik
2pi
T
t.
Thus, we obtain, introducing the notation Φ(k)(X)
Φ(X, t) =
∑
|α|=n
( +∞∑
k=−∞
φ(k)α e
ik 2pi
T
t
)
Xα =
+∞∑
k=−∞
( ∑
|α|=n
φ(k)α X
α
)
eik
2pi
T
t
:=
+∞∑
k=−∞
Φ(k)(X)eik
2pi
T
t;
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and
ALΦ(X, t) = (AL + ∂t)(
∑
|α|=n
φα(t)X
α)
=
∑
|α|=n
(
+∞∑
k=−∞
(AL + ik2pi
T
)φ(k)α e
ik 2pi
T
t
)
Xα
=
+∞∑
k=−∞
∑
|α|=n
(AL + ik2pi
T
)φ(k)α X
α
 eik 2piT t
=
+∞∑
k=−∞
(AL + ik2pi
T
)
∑
|α|=n
φ(k)α X
α
 eik 2piT t
=
+∞∑
k=−∞
(AL + ik2pi
T
)Φ(k)(X)eik
2pi
T
t.
We then proceed in several steps.
Step 1 : We first show that the operator AL
∣∣
Hn is injective.
We fix F in Hn(E0,H`(R/TZ, E1)). Denote
F (X, t) :=
∑
|α|=n
Fα(t)X
α =
∑
|α|=n
(
+∞∑
k=−∞
F (k)α e
ik 2pi
T
t
)
Xα
=
+∞∑
k=−∞
∑
|α|=n
F (k)α X
α
 eik 2piT t := +∞∑
k=−∞
F (k)(X)eik
2pi
T
t.
In this first step, we prove that if there exists Φ in Hn(E0,H`+1(R/TZ, E1)) such that
ALΦ = F , then necessarily Φ is unique. Indeed, for any Φ in Hn(E0,H`+1(R/TZ, E1)), we
have
ALΦ = F ⇐⇒ ‖ALΦ− F‖2n,H0 = 0,
⇐⇒
+∞∑
k=−∞
∣∣∣∣(AL + ik2piT )Φ(k)(X)− F (k)(X)
∣∣∣∣2
2,n
= 0,
⇐⇒ ∀k ∈ Z, (AL + ik2pi
T
)Φ(k)(X)− F (k)(X) = 0.
We will then use Lemma 21 b) in Iooss and Lombardi (2010), which will enable us to state
that all the linear operators (AL + ik 2piT ), for k in Z, are invertible in Hn(E0, E1). Indeed,
for any polynomial P ,
(AL + ik2pi
T
)P (X) = DXP (X)L0X − L1P (X) + ik2pi
T
P (X)
= DXP (X)L0X − (L1 − ik2pi
T
)P (X)
= AL(k)P (X),
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where
L(k) :=
(
L0 0
0 L1 − ik 2piT Id
)
. (3.10)
Moreover, (2.2) in hypothesis 2.4 ensures that, for all k, L(k) satisfies the hypothesis of
Lemma 21 in Iooss and Lombardi (2010). Hence, for all k, AL(k) is invertible, and thus
ALΦ = F ⇐⇒ ∀k ∈ Z, AL(k)Φ(k)(X)− F (k)(X) = 0,
⇐⇒ ∀k ∈ Z, Φ(k)(X) = A−1
L(k)
F (k)(X).
Then, necessarily, if Φ exists, then
Φ(X, t) =
+∞∑
k=−∞
(AL + ik2pi
T
)−1F (k)(X)eik
2pi
T
t. (3.11)
Step 2 : Now, we prove that AL
∣∣
Hn is also surjective.
Our aim is now to prove that the Φ defined by (3.11) is well-defined and belongs to
Hn(E0,H`+1(R/TZ, E1)).
Step 2.1 : Φ is well-defined.
To show that Φ is well-defined, we prove that Φ is in Hn(E0,H0(R/TZ, E1)), proving that
+∞∑
k=−∞
∣∣∣∣(AL + ik2piT )−1F (k)(X)
∣∣∣∣2
2,n
< +∞.
We use, here again, inequality (2.2) and Lemma 21 in Iooss and Lombardi (2010), with
L(k) defined in (3.10), to check :∣∣∣∣(AL + ik2piT )−1F (k)(X)
∣∣∣∣
2,n
=
∣∣∣A−1
L(k)
F (k)(X)
∣∣∣
2,n
≤ ν
γν
(n+ |k|)τν
∣∣∣F (k)(X)∣∣∣
2,n
.
Then, since by hypothesis 2.4 τν ≤ ` holds, we obtain
+∞∑
k=−∞
∣∣∣∣(AL + ik2piT )−1F (k)(X)
∣∣∣∣2
2,n
≤
+∞∑
k=−∞
ν2
γ2ν
(n+ |k|)2τν
∣∣∣F (k)(X)∣∣∣2
2,n
≤ ν
2n2τν
γ2ν
+∞∑
k=−∞
(1 + k2)τν
∣∣∣F (k)(X)∣∣∣2
2,n
≤ ν
2n2τν
γ2ν
+∞∑
k=−∞
(1 + k2)`
∣∣∣F (k)(X)∣∣∣2
2,n
‖Φ‖2
n,H0
≤ ν
2n2τν
γ2ν
‖F‖2
n
.
Thus Φ is well-defined and
‖Φ‖
n,H0
≤ νn
τν
γν
‖F‖
n
. (3.12)
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Step 2.2 : Φ belongs to Hn(E0,H`+1(R/TZ, E1)).
We show, by induction, that if j ≤ `+ 1, then
Φ ∈ Hn(E0,Hj(R/TZ, E1)) and ‖Φ‖n,Hj ≤ Cjn
j+τν ‖F‖
n
. (3.13)
First, observe that (3.12) ensures that (3.13) holds for j = 0. Then, we assume that (3.13)
holds for one j ≤ `. We know that, for all k in Z,
(AL + ik2pi
T
)Φ(k)(X) = F (k)(X).
Hence,
ik
2pi
T
Φ(k)(X) = F (k)(X)−ALΦ(k)(X).
So
(1 + k2)
∣∣∣Φ(k)∣∣∣2
2,n
=
∣∣∣Φ(k)∣∣∣2
2,n
+
T 2
4pi2
∣∣∣F (k) −ALΦ(k)∣∣∣2
2,n
,
and
(1 + k2)
∣∣∣Φ(k)∣∣∣2
2,n
≤
∣∣∣Φ(k)∣∣∣2
2,n
+
T 2
2pi2
(∣∣∣F (k)∣∣∣2
2,n
+
∣∣∣ALΦ(k)∣∣∣2
2,n
)
. (3.14)
The proof of lemma 21 in Iooss and Lombardi (2010) ensures that the eigenvalues of AL
on
Hn(E0, E1)) are the
|
〈
a, λ(0)
〉
− λ(1)j |, for |a| = n, 1 ≤ j ≤ m1.
Then ∣∣∣ALΦ(k)(X)∣∣∣
2,n
≤ max
|a|=n,1≤j≤m1
| < a, λ(0) > −λ(1)j |
∣∣∣Φ(k)(X)∣∣∣
2,n
≤(n+ 1) max
1≤i≤m0
1≤j≤m1
{|λ(0)i |, |λ(1)j |}
∣∣∣Φ(k)(X)∣∣∣
2,n
= (n+ 1)Λ
∣∣∣Φ(k)(X)∣∣∣
2,n
. (3.15)
with the Λ defined in the stating of the lemma. Then, combining (3.14) and (3.15), we
obtain that, for all k in Z,
(1 + k2)
∣∣∣Φ(k)∣∣∣2
2,n
≤ (1 + T
2
2pi2
Λ2(n+ 1)2)
∣∣∣Φ(k)∣∣∣2
2,n
+
T 2
2pi2
∣∣∣F (k)∣∣∣2
2,n
.
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Hence, since we assume that (3.13) holds for j,
‖Φ‖2
n,Hj+1
=
+∞∑
k=−∞
(1 + k2)j+1
∣∣∣Φ(k)∣∣∣2
2,n
≤
+∞∑
k=−∞
(1 + k2)j
((
1+
1
2
(
TΛ(n+ 1)
pi
)2)∣∣∣Φ(k)∣∣∣2
2,n
+
T 2
2pi2
∣∣∣F (k)∣∣∣2
2,n
)
≤
(
1 +
1
2
(
TΛ(n+ 1)
pi
)2)
‖Φ‖2
n,Hj
+
T 2
2pi2
‖F‖2
n,Hj
≤
((
1 +
1
2
(
TΛ(n+ 1)
pi
)2)
C2j n
2j+2τν +
T 2
2pi2
)
‖F‖2
n,H`
≤ C2j+1n2(j+1+τν) ‖F‖2n ,
which means that
‖Φ‖
n,Hj+1
≤ Cj+1nj+1+τν ‖F‖n .
2
3.4 A few properties of norms
We will need, in what follows, a few properties of multiplicativity for the new norms
introduced in section 3.2. They will be usefull to compute upper bounds for the remainder,
whose expression is given with symmetric q-linear applications. We gather these properties
and their proofs in this section.
Lemme 3.3 If Φ belongs to Hn(E0,H`(R/TZ,Rm)), then
|Φ(u0, .)|H` ≤ ‖Φ‖n |u0|
n .
Proof. If Φ is in Hn(E0,H`(R/TZ,Rm)), it reads
Φ(X, t) =
∑
|α|=n
φα(t)X
α,
with φα in H
`(R/TZ,Rm). Then, with u0 = x1e1 + · · ·+xm0em0 (notations of section 3.2),
|Φ(u0, .)|H` =
∣∣∣∣∣∣
∑
|α|=n
φα(t)u
α
0
∣∣∣∣∣∣
H`
≤
∑
|α|=n
|φα|H` |x1|
α1 · · · |xm0 |αm0
= (
∑
|α|=n
|φα|H` X
α)
∣∣∣
X=(|x1|,··· ,|xm0 |)
≤
∣∣∣∣∣∣
∑
|α|=n
|φα|H` X
α
∣∣∣∣∣∣
0,n
|u0|n ,
where |.|
0,n
is the norm defined on Hn(Rm,Rm) by
|P (X)|
0,n
:= sup
u∈Rm
|P (u)|
|u|m .
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Lemma 2.10 of Iooss and Lombardi (2005) ensures that, for all P in Hn(Rm,Rm), we have
|P (X)|
0,n
≤ |P (X)|
2,n
.
So,
|Φ(u0, .)|H` ≤
∣∣∣∣∣∣
∑
|α|=n
|φα|H` X
α
∣∣∣∣∣∣
2,n
|u0|n = ‖Φ‖n |u0|
n .
2
We then admit the following
Lemme 3.4 There exists a constant C such that for all functions f , g in H`(R/TZ,Rm),
|fg|
H`
≤ C |f |
H`
|g|
H`
.
And we use it to prove the following
Lemme 3.5 Let Rq (t) [X1, · · · , Xq] be a symmetric q-linear application
from (Rm)q to E0 or E1. Then, we have
(A1) =⇒ (A2) =⇒ (A3) =⇒ (B) =⇒ (A′1),
where
(A1) for all x1, · · · , xq in Rm, |Rq (t) [x1, · · · , xq]|
H`
≤ c
(
1
ρ
)q
|x1| · · · |xq| ;
(A2) denoting
Rq(t) [X1, · · · , Xq] :=
∑
1≤ij≤m
a(i1,··· ,iq)(t)X1,i1 · · ·Xq,iq ,
then, for all x1, · · · , xq in Rm∣∣∣∣∣∣
∑
1≤ij≤m
∣∣a(i1,··· ,iq)∣∣H` x1,i1 · · ·xq,iq
∣∣∣∣∣∣ ≤ c
(√
m
ρ
)q
|x1| · · · |xq| ;
(A3) for all f1, · · · , fq in H`(R/TZ,Rm),
|Rq (t) [f1, · · · , fq]|
H`
≤ c
(C√m
ρ
)q
|f1|H` · · · |fq|H` ;
(B) if k1 + · · ·+ kq = n, then for all Φk1 , · · · ,Φkq in Hki(E0,H`(R/TZ,Rm))∥∥Rq(t) [Φk1 , · · · ,Φkq]∥∥n ≤ c
(C√m
ρ
)q
‖Φk1‖k1 · · ·
∥∥Φkq∥∥
kq
;
(A′1)for all x1, · · · , xq in Rm, |Rq (t) [x1, · · · , xq]|H`≤ c
(C√m
ρ
)q
|x1| · · · |xq| .
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Remarque 3.6 (A1) and (A
′
1) are nearly the same property : the only difference between
them is that in (A′1) the constant in the upper bound is bigger than in (A1). This is due
to the fact that in each implication we lose precision in the upper bounds.
Remarque 3.7 For the following, the most usefull results in this lemma are (A1)⇒ (A3)
and (A1)⇒ (B).
Proof of (A1)⇒ (A2).
Assume that (A1) holds. Let (e1, · · · , em) be the basis of Rm introduced in section 3.2.
Take x1 = ei1 , · · · , xq = eiq , then∣∣Rq (t) [ei1 , · · · , eiq]∣∣H` = ∣∣a(i1,··· ,iq)(t)∣∣H` ≤ c
(
1
ρ
)q
|e1| · · ·
∣∣eiq ∣∣ = cρq .
Hence, by Cauchy-Schwarz inequality,∣∣∣∣∣∣
∑
1≤i1,··· ,iq≤m
∣∣a(i1,··· ,iq)∣∣H` x1,i1 · · ·xq,iq
∣∣∣∣∣∣ ≤ cρq
∣∣∣∣∣∣
∑
1≤i1,··· ,iq≤m
|x1,i1 · · ·xq,iq |
∣∣∣∣∣∣
=
c
ρq
(
m∑
i1=1
|x1,i1 |
)
× · · · ×
 m∑
iq=1
|xq,iq |

≤ c
ρq
√m
√√√√ m∑
i1=1
|x1,i1 |2
× · · · ×
√m
√√√√ m∑
iq=1
|xq,iq |2

= c
(√
m
ρ
)q
|x1| · · · |xq| .
Proof of (A2)⇒ (A3).
Assume that (A2) holds. Let f1, · · · , fq be functions of H`(R/TZ,Rm). Then, using lemma
3.4,
|Rq (t) [f1, · · · , fq]|
H`
=
∣∣∣∣∣∣
∑
1≤i1,··· ,iq≤m
a(i1,··· ,iq)(t)f1,i1(t) · · · fq,iq(t)
∣∣∣∣∣∣
H`
≤
∑
1≤i1,··· ,iq≤m
Cq ∣∣a(i1,··· ,iq)∣∣H` |f1,i1 |H` · · · ∣∣fq,iq(t)∣∣H`
≤ Cqc
(√
m
ρ
)q
|f1|H` · · · |fq|H`
= c
(C√m
ρ
)q
|f1|H` · · · |fq|H` .
Proof of (A3)⇒ (B).
We follow the same strategy of proof as that of lemma A8 of Iooss and Lombardi (2005).
Assume that (A3) is satisfied. Take k1, · · · , kq such that
k1 + · · ·+ kq = n,
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and take Φki in Hki(E0,H`(R/TZ,Rm)), for 1 ≤ i ≤ q. Denote
Φki(X, t) :=
∑
|α|=ki
φα,ki(t)X
α.
Then,
Rq(t)
[
Φk1 , · · · ,Φkq
]
=
∑
α(i)∈Nm0
|α(i)|=ki
Xα
(1)+···+α(q)Rq(t)
[
φα(1),k1 , · · · , φα(q),kq
]
=
∑
|β|=n
Xβ
∑
|α(i)|=ki
α(1)+···+α(q)=β
Rq(t)
[
φα(1),k1 , · · · , φα(q),kq
]
.
Hence, using Cauchy-Schwarz inequality again,
∥∥Rq(t) [Φk1 , · · · ,Φkq]∥∥2n = ∑
|β|=n
β!
n!
∣∣∣∣∣∣∣∣∣
∑
|α(i)|=ki
α(1)+···+α(q)=β
Rq(t)
[
φα(1),k1 , · · · , φα(q),kq
]∣∣∣∣∣∣∣∣∣
2
H`
≤
∑
|β|=n
β!
n!
c
(C√m
ρ
)q ∑
α(1)+···+α(q)=β
α(i)∈Nm0 ,|α(i)|=ki
∣∣∣φα(1),k1∣∣∣
H`
· · ·
∣∣∣φα(q),kq ∣∣∣
H`

2
≤
∑
|β|=n
β!
n!
c2
(C√m
ρ
)2q ∑
α(1)+···+α(q)=β
α(i)∈Nm0 ,|α(i)|=ki
1
α(1)!
· · · 1
α(q)!

×
 ∑
α(1)+···+α(q)=β
α(i)∈Nm0 ,|α(i)|=ki
(
α(1)!
∣∣∣φα(1),k1∣∣∣2
H`
)
· · ·
(
α(q)!
∣∣∣φα(q),kq ∣∣∣2
H`
) .
And lemma A6 of Iooss and Lombardi (2005) ensures that∑
α(1)+···+α(q)=β
α(i)∈Nm0 ,|α(i)|=ki
1
α(1)!
· · · 1
α(q)!
=
n!
β!
1
k1! · · · kq! .
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Then
1
c2
(
ρ
C√m
)2q ∥∥Rq(t) [Φk1 , · · · ,Φkq]∥∥2n
≤
∑
|β|=n
1
k1! · · · kq!
∑
α(1)+···+α(q)=β
|α(i)|=ki
(
α(1)!
∣∣∣φα(1),k1∣∣∣2
H`
)
· · ·
(
α(q)!
∣∣∣φα(q),kq ∣∣∣2
H`
)
=
∑
α(i)∈Nm0
|α(i)|=ki
(
α(1)!
k1!
∣∣∣φα(1),k1∣∣∣2
H`
)
· · ·
(
α(q)!
kq!
∣∣∣φα(q),kq ∣∣∣2
H`
)
=
 ∑
|α(1)|=k1
(
α(1)!
k1!
∣∣∣φα(1),k1∣∣∣2
H`
) · · ·
 ∑
|α(1)|=kq
(
α(q)!
kq!
∣∣∣φα(q),kq ∣∣∣2
H`
)
= ‖Φk1‖2k1 · · ·
∥∥Φkq∥∥2
kq
.
Finally, we have
∥∥Rq(t) [Φk1 , · · · ,Φkq]∥∥n ≤ c
(C√m
ρ
)q
‖Φk1‖k1 · · ·
∥∥Φkq∥∥
kq
.
Proof of (B)⇒ (A′1).
For given x1, · · · , xq in Rm, take
k1 = · · · = kq = n = 0, Φk1(X, t) = x1, · · · ,Φkq(X, t) = xq.
Then, (B) ensures that
|Rq (t) [x1, · · · , xq]|
H`
= ‖Rq (t) [x1, · · · , xq]‖
0
≤ c
(C√m
ρ
)q
‖x1‖0 · · · ‖xq‖0
= c
(C√m
ρ
)q
|x1|H` · · · |xq|H` = c
(C√m
ρ
)q
|x1| · · · |xq| .
2
Lemme 3.8 If Φk is in Hk(E0,H`(R/TZ,Rm)) and Np in
Hp(E0,H`(R/TZ, E0)), then
‖DXΦk(X, t).Np(X, t)‖
k−1+p ≤ Ck
√
m0 ‖Φk‖k ‖Np‖p .
Proof. Denote
Φk(X, t) =
∑
|α|=k
φα(t)X
α, Np(X, t) =
∑
|β|=p
Nβ(t)X
β,
where the φα are in H
`(R/TZ,Rm) and Nβ in H`(R/TZ, E0). Moreover, we denote
Nβ(t) := (Nβ,1(t), · · · , Nβ,m0(t)).
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Then, we have
DXΦk(X, t).Np(X, t) =
m0∑
j=1
( ∑
|α|=k
|β|=p
φα(t)αjX
α−σjNβ,j(t)Xβ
)
=
∑
|γ|=k−1+p
Xγ
( m0∑
j=1
∑
|α|=k,|β|=p
α+β−σj=γ
αjφα(t)Nβ,j(t)
)
,
where σj stands for (0, · · · , 0,
jth︷︸︸︷
1 , 0, · · · , 0) in Nm0 . Thus, using Cauchy-Schwarz inequa-
lity, we get
‖DXΦk(X, t).Np(X, t)‖2
k−1+p
=
∑
|γ|=k−1+p
γ!
(k − 1 + p)!
∣∣∣∣∣∣∣∣∣
m0∑
j=1
∑
|α|=k,|β|=p
α+β−σj=γ
αjφα(t)Nβ,j(t)
∣∣∣∣∣∣∣∣∣
2
H`
≤
∑
|γ|=k−1+p
γ!
(k − 1 + p)!
( m0∑
j=1
∑
|α|=k,|β|=p
α+β−σj=γ
|αj |C |φα|H` |Nβ,j |H`
)2
≤ C2
∑
|γ|=k−1+p
γ!
(k − 1 + p)!
( m0∑
j=1
∑
|α|=k,|β|=p
α+β−σj=γ
α2j
α!β!
)
×
( m0∑
j=1
∑
|α|=k,|β|=p
α+β−σj=γ
α!β! |φα|2H` |Nβ,j |
2
H`
)
.
Since lemma A7 of Iooss and Lombardi (2005) ensures that
m0∑
j=1
∑
|α|=k,|β|=p
α+β−σj=γ
α2j
α!β!
=
1
k!p!
(k2 + (m0 − 1)k)(k − 1 + p)!
γ!
,
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we get
‖DXΦk(X, t).Np(X, t)‖2
k−1+p
≤ C2(k2 + (m0 − 1)k)
∑
|γ|=k−1+p
m0∑
j=1
∑
|α|=k,|β|=p
α+β−σj=γ
α!β!
k!p!
|φα|2H` |Nβ,j |
2
H`
= C2(k2 + (m0 − 1)k)
∑
|α|=k,|β|=p
α!
k!
|φα|2H`
m0∑
j=1
β!
p!
|Nβ,j |2
H`

= C2(k2 + (m0 − 1)k)
∑
|α|=k
α!
k!
|φα|2H`
∑
|β|=p
β!
p!
|Nβ|2
H`

= C2(k2 + (m0 − 1)k) ‖Φk‖2k ‖Np‖
2
p
≤ C2k2m0 ‖Φk‖2k ‖Np‖
2
p
.
Then, we finally have
‖DXΦk(X, t).Np(X, t)‖
k−1+p ≤ Ck
√
m0 ‖Φk‖k ‖Np‖p .
2
3.5 Step B : Choice of p = popt, upper bound for the remainder
As described in part 3.1, for a fixed integer p, with the Φ constructed in section 3.3, we
set
R(u0, t) := (Id−Πp)(V1(u0 + Φ(u0, t), t) (3.16)
−Du0Φ(u0, t).V0(u0 + Φ(u0, t), t)),
and we compute an upper bound for |R(u0, .)|H` . To simplify notations, let us denote
Φ1(u0, t) := u0, Φ(u0, t) :=
p∑
n=1
Φn(u0, t). (3.17)
Then, (3.16) reads
R(u0, t) =
p∑
q=2
∑
1≤kj≤p
k1+···+kq≥p+1
V1,q(t)[Φk1(u0, t), · · · ,Φkq(u0, t)]
−
∑
2≤j,q≤p
∑
1≤kj≤p
k1+···+kq≥p−j+2
Du0Φj(u0, t).V0,q(t)[Φk1(u0, t), · · · ,Φkq(u0, t)]
+
∑
q≥p+1
V1,q(t)[Φ(u0, t)
(q)]
−
p∑
j=2
∑
q≥p+1
Du0Φj(u0, t).V0,q(t)[Φ(u0, t)
(q)].
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So, to evaluate |R(u0, .)|H` , the first step is to compute upper bounds for the |Φn(u0, .)|H`
constructed in Step A. And in fact, using lemma 3.3, it will be sufficient to compute upper
bounds for the ‖Φn‖n. Denote them by
ϕn := ‖Φn‖n , 1 ≤ n ≤ p.
3.5.a Upper bounds for the ϕn
To compute upper bounds for the ϕn, we have to get back to the construction of the Φn :
they were constructed by induction with the equation (3.8). This equation reads, explicitly
(AL + ∂t)Φn =
n∑
q=2
∑
1≤ki
k1+···+kq=n
V1,q[Φk1 , · · · ,Φkq ]
−
n−1∑
j=2
n−j+1∑
q=2
∑
1≤ki
k1+···+kq=n−j+1
DXΦj .V0,q[Φk1 , · · · ,Φkq ].
With this last equation, using inequality (3.9) of lemma 3.2, (A1) ⇒ (B) of lemma 3.5
(since V is in A(Ω,H`(R/TZ,Rm) and thus satisfies (A1)), and using lemma 3.8, we obtain
ϕn ≤ C`n`+τν
(
n∑
q=2
∑
k1+···+kq=n
1≤ki
c
(C√m
ρ
)q
ϕk1 · · ·ϕkq
+
n∑
j=2
n−j+1∑
q=2
∑
k1+···+kq=n−j+1
1≤ki
Cj√m0ϕjc
(C√m
ρ
)q
ϕk1 · · ·ϕkq
)
.
Thus,
ϕn ≤ max(1, C)C`n`+τνc
(
n∑
q=2
∑
k1+···+kq=n
1≤ki
(C√m
ρ
)q
ϕk1 · · ·ϕkq
+
n∑
j=2
n−j+1∑
q=2
∑
1≤ki
k1+···+kq=n−j+1
j
√
m0
(C√m
ρ
)q
ϕjϕk1 · · ·ϕkq
)
. (3.18)
Lemme 3.9 For all n with 1 ≤ n ≤ p,
ϕn ≤ √m0Kn−1(n!)`+1+τν ,
where
K := max(
9C√m0
√
m
ρ
,
8C`c(C√m0)3
√
m
ρ2
).
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Proof. The same strategy of proof as that of lemma 14 in Iooss and Lombardi (2010)
works : indeed, with our norm we also have
ϕ1 =
√
m0;
and our inequality (3.18) is the same as inequality (19) in the proof of lemma 14, if one
equates their ρ with, in our notations, ρC√m , and equates a := CC` and τ ′ := `+ τν. Then,
all the following computations of Iooss and Lombardi (2010) work similarly.
2
3.5.b Choice of popt, upper bounds for Φ
Since now, we fix δ > 0 and choose a value popt(δ) for p, and in this subsection we find an
upper bound for Φ (defined in (3.17)) with this value of p.
Lemme 3.10 Fix δ > 0. Denote
b := 11+`+τν , popt :=
[
1
(2δK)b
]
Let us choose p = popt. Then, we have, for |u0| ≤ δ,
|Φ(u0, .)|H` ≤ 2 |u0|
√
m0 ≤ 2δ√m0.
Proof. Take p = popt and |u0| ≤ δ. Then, using lemmas 3.3 and 3.9 :
|Φ(u0, .)|H` =
∣∣∣∣∣
p∑
n=1
Φn(u0, .)
∣∣∣∣∣
H`
≤
p∑
n=1
|Φn(u0, .)|H` ≤
p∑
n=1
‖Φn‖n |u0|
n
≤ |u0|
p∑
n=1
ϕnδ
n−1 ≤ |u0|√m0
p∑
n=1
Kn−1δn−1(n!)b
≤ |u0|√m0
p∑
n=1
(Kδ)n−1(pn−1)b = |u0|√m0
p∑
n=1
(Kδpb)n−1
≤ |u0|√m0
p∑
n=1
(
1
2
)n−1
≤ 2 |u0|√m0.
2
3.5.c Upper bound for the remainder
Lemme 3.11 There exists δ0 such that, if δ < δ0, then, with the choice p = popt of lemma
3.10, the remainder R satisfies
sup
|u0|≤δ
|R(u0, .)|H` ≤Me
− ω
δb ,
with
M := c
(
73
72
+ C√m0(2
√
m+
√
m0
72
)
)
, ω :=
ln(2)
2(2K)b
,
δ0 := min
(
1
2K(2e)b
,
ρ
4C√m√m0
)
. (3.19)
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Proof. Fix u0 such that
|u0| ≤ δ.
We have
R(u0, t) =
p∑
q=2
∑
1≤kj≤p
k1+···+kq≥p+1
V1,q(t)[Φk1(u0, t), · · · ,Φkq(u0, t)]
+
∑
q≥p+1
V1,q(t)[Φ(u0, t)
(q)]
−
∑
2≤j,q≤p
∑
1≤kj≤p
k1+···+kq≥p−j+2
Du0Φj(u0, t).V0,q(t)[Φk1(u0, t), · · · ,Φkq(u0, t)]
−
p∑
j=2
∑
q≥p+1
Du0Φj(u0, t).V0,q(t)[Φ(u0, t)
(q)].
One can check, with the same computations as those of Iooss and Lombardi (2010) in their
proof of their lemma 16, that combining our lemma 3.3 with (A1) ⇒ (A3) of lemma 3.5
and lemma 3.9, we get∣∣∣∣∣∣∣∣∣
p∑
q=2
∑
k1+···+kq≥p+1
1≤kj≤p
V1,q(.)[Φk1(u0, .), · · · ,Φkq(u0, .)]
∣∣∣∣∣∣∣∣∣
H`
≤ c
72
e
− ln 2
(2δK)b ;
and that, if δ ≤ 1
2K(2e)b
, then, by lemmas 3.3, 3.5 (with (A1)⇒ (B)) and 3.9, we obtain∣∣∣∣∣∣∣∣∣
∑
2≤j,q≤p
∑
1≤kj≤p
k1+···+kq≥p−j+2
Du0Φj(u0, .).V0,q(.)[Φk1(u0, .), · · · ,Φkq(u0, .)]
∣∣∣∣∣∣∣∣∣
H`
≤ cCm0
72
e
− ln 2
2(2δK)b ,
∣∣∣∣∣∣
p∑
j=2
∑
q≥p+1
Du0Φj(u0, t).V0,q(t)[Φ(u0, t)
(q)]
∣∣∣∣∣∣
H`
≤ 2Cc√m√m0e−
ln 2
2(2δK)b ;
and that, if δ ≤ ρ
4C√m√m0 , then, using (A1)⇒ (A3) of lemma 3.5, we get∣∣∣∣∣∣
∑
q≥p+1
V1,q(t)[Φ(u0, t)
(q)]
∣∣∣∣∣∣
H`
≤ ce−
ln 2
(2δK)b .
2
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3.6 Step C : Upper bound for V 1
To complete the proof of the theorem 2.7, it remains to show that (3.3) holds for the
choices we have done for p and Φ. As said in part 3.1, we set
V 1(u0, v1, t) := −R(u0, t) + V1(u0 + v1 + Φ(u0, t), t)
−Du0Φ(u0, t).V0(u0 + v1 + Φ(u0, t), t)
−(AL + ∂t)Φ(u0, t).
Combining it with (3.6) and (3.7), we get
V 1(u0, v1, t) = V1(u0 + v1 + Φ(u0, t), t)− V1(u0 + Φ(u0, t), t)
−Du0Φ(u0, t)
(
V0(u0 + v1 + Φ(u0, t), t)− V0(u0 + Φ(u0, t), t)
)
= ((Id− P0)−Du0Φ(u0, t).P0) (V (u0 + v1 + Φ(u0, t), t)− V (u0 + Φ(u0, t), t))
where P0 stands for the projection of Rm on E0. We begin by showing an upper bound
for Du0Φ.
Lemme 3.12 If 0 < δ < δ0, and p = popt, then, for all F in H
`(R/TZ, E0), and all
|u0| ≤ δ, we have
|Du0Φ(u0, .).F (.)|H` ≤ 2
`+τνm0C |F |H` .
Proof. Let F be a function of H`(R/TZ, E0). Then, with the aid of lemmas 3.3 and 3.8,
we get
|Du0Φ(u0, .).F (.)|H` ≤
p∑
j=2
|Du0Φj(u0, .).F (.)|H`
≤
p∑
j=2
‖DXΦj(X, .).F (.)‖
j−1 |u0|
j−1
≤
p∑
j=2
C√m0j ‖Φj(X, .)‖
j
‖F (.)‖
0
|u0|j−1
=
p∑
j=2
C√m0jϕjδj−1 |F |H`
where, by lemma 3.9, we have
p∑
j=2
jϕjδ
j−1 ≤
p∑
j=2
j
√
m0(j!)
`+1+τνKj−1δj−1
≤ √m0
p∑
j=2
p(2pj−2)`+1+τν(Kδ)j−1
≤ √m0p
(
2
p
)`+1+τν p∑
j=2
(p`+1+τνKδ)j−1.
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Then, since p = popt and δ < δ0, we have
1 ≤ p and p`+1+τνKδ ≤ 1
2
.
Hence,
p∑
j=2
jϕjδ
j−1 ≤ √m02`+τν ;
and finally,
|Du0Φ(u0, .).F (.)|H` ≤ 2
`+τνm0C |F |H` .
2
Then, to compute an estimate for V 1, it remains to find an upper bound for
|V (u0 + v1 + Φ(u0, .), .)− V (u0 + Φ(u0, .), .)|H` .
We show the following
Lemme 3.13 There exists M1 such that for all |u0| , |v1| ≤ δ0,
|V (u0 + v1 + Φ(u0, .), .)− V (u0 + Φ(u0, .), .)|H` ≤M1 |v1|
(
|u0| + |v1|
)
.
Proof. Since V belongs to A(Ω,H`(R/TZ,Rm)), and since (A1) ⇒ (A3) holds in lemma
3.5, then for all f, g in H`(R/TZ,Rm)
|Vq(.)[f + g, · · · , f + g]− Vq(.)[f, · · · , f ]|
H`
≤ |Vq(.)[f + g, f + g, · · · , f + g]− Vq(.)[f, f + g, · · · , f + g]|
H`
+ · · ·+ |Vq(.)[f, · · · , f, f + g]− Vq(.)[f, · · · , f, f ]|
H`
= |Vq(.)[g, f + g, · · · , f + g]|
H`
+ |Vq(.)[f, g, f + g, · · · , f + g]|
H`
+ · · ·+ |Vq(.)[f, · · · , f, g, f + g]|
H`
+ |Vq(.)[f, f, · · · , f, g]|
H`
≤ qc
(C√m
ρ
)q
|g|
H`
(
|f |
H`
+ |g|
H`
)q−1
.
Hence, with f(t) = u0 + Φ(u0, t) = Φ(u0, t) and g(t) = v1, we get, using lemma 3.10,
|V (u0 + v1 + Φ(u0, .), .)− V (u0 + Φ(u0, .), .)|H`
≤
+∞∑
q=2
qc
(C√m
ρ
)q
|v1|H`
(
|u0 + Φ(u0, .)|H` + |v1|H`
)q−1
≤ |v1| c
(C√m
ρ
)2 (
2 |u0|√m0 + |v1|
) +∞∑
q=2
q
(C√m
ρ
(2δ
√
m0 + |v1|)
)q−2
.
So, setting
M1 := 2c
√
m0
(C√m
ρ
)2 +∞∑
k=0
(k + 2)
(C√m
ρ
(3δ0
√
m0)
)k
,
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in which the sum converges because of the value of δ0 chosen in (3.19), we get that for
|v1| ≤ δ0√m0,
|V (u0 + v1 + Φ(u0, .), .)− V (u0 + Φ(u0, .), .)|H` ≤M1 |v1|
(
|u0|+ |v1|
)
holds. 2
Thus finally, combining lemmas 3.12 and 3.13, and setting
M0 := (1 + ||P0||+ 2`+τνm0||P0||)M1,
we obtain that the inequality (3.3) holds.
2
4 Proof of theorem 2.14
This part is entirely devoted to the proof of theorem 2.14. This proof begins by showing
technical lemmas, and then we follow the same strategy of proof as that of Iooss and
Lombardi (2005). Moreover, we use the same norms as those defined in part 3.2.
4.1 Notations, strategy of construction for Φ and N
First, here also, we fix δ and p and look for Φ and N in Pp(Rm,H`(R/TZ,Rm)) of the
form
Φ(X, t) :=
p∑
n=2
Φn(X, t), N (X, t) :=
p∑
n=2
Nn(X, t),
with Φn,Nn in Hn(Rm,H`(R/TZ,Rm)) (space of homogeneous polynomials of degree p).
Then, one can check that the change of variables
u = y + Φ(y, t)
transforms our system (1.1) into (2.11) if and only if
(∂t+BL)Φ(X, t) + (Id+DXΦ(X, t))(N (X, t)+R(X, t)) = V (X+Φ(X, t)) (4.1)
holds, where we have set :
BLΦ(X, t) := DXΦ(X, t).LX − LΦ(X, t).
Since we look for Φ and N in Pp(Rm,H`(R/TZ,Rm)), and R of order more than p in u,
then equation (4.1) is equivalent to the following system
(∂t + BL)Φ(X, t)+N (X, t)=Πp(V (X + Φ(X, t))−DXΦ(X, t).N (X, t)), (4.2)
(Id+DXΦ(X, t))R(X, t)=(Id−Πp)(V (X+Φ(X, t))−DXΦ(X, t).N (X, t)) (4.3)
where Πp stands for the projection on Pp(Rm,H`(R/TZ,Rm)). We begin by solving (4.2).
Then, (4.3) will be the definition of R if one shows that (Id + DXΦ(X, t)) is inver-
tible (and it is ; see section 4.3) . Here again, we project equation (4.2) on the spaces
Hn(Rm,H`(R/TZ,Rm)). Denoting by pin this projection, we obtain
(∂t+BL)Φn(X, t)+Nn(X, t) =pin(V (X+Φ(X, t))−DXΦ(X, t).N (X, t)). (4.4)
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Expanding the right hand side of (4.4) in power series, one can observe that, since
V (0, .) = 0 = DuV (0, .),
(because of (1.2)), this right hand side of (4.4) only depends on Φ2, · · · ,Φn−1,
N2, · · · ,Nn−1 and X, t. Hence, (4.4) should enables us to construct the Φn and Nn by
induction. We only miss the lemma proved in the following subsection to be completly
convinced.
4.2 Affine equation on Hn(Rm,H`(R/TZ,Rm))
Lemme 4.1 Let Fn be a polynomial in Hn(Rm,H`(R/TZ,Rm)). There exist Φn in
Hn(Rm,H`+1(R/TZ,Rm)) and Nn in Hn(Rm,H`(R/TZ,Rm)) such that
(∂t + BL)Φn +Nn = Fn,
with Nn in Ker (−∂t + BL∗), and satisfying the estimates
‖Nn‖n ≤ ‖Fn‖n ,
‖Φn‖n ≤ C`n
`+τ ‖Fn‖n
with
C` := max{1, 1
γ
}
(
1 +
T 2
2pi2
(1 + 4Λ2)
) `
2
Λ := max
1≤j≤m
|λj |.
Proof. Here again, the key idea is that, using Fourier theory, the affine equation
(∂t + BL)Φn +Nn = Fn (4.5)
in Hn(Rm,H`(R/TZ,Rm)) is transformed into an infinity of affine equations in the spaces
Hn(Rm,Rm), so that we can use results of Iooss and Lombardi (2005) for each of these
equations.
Step 1 : Spliting our problem in an infinity of subproblems.
Denote
Φn(X, t) :=
∑
|α|=n
φα(t)X
α, Nn(X, t) :=
∑
|α|=n
Nα(t)X
α,
Fn(X, t) :=
∑
|α|=n
fα(t)X
α.
We want all that functions to belong to Hn(Rm,H`(R/TZ,Rm)), with ` ≥ 1, then neces-
sarily we can expand it in Fourier series
Φn(X, t) =
∑
|α|=n
φα(t)X
α =
∑
|α|=n
( +∞∑
k=−∞
φ(k)α e
ik 2pi
T
t
)
Xα
=
+∞∑
k=−∞
( ∑
|α|=n
φ(k)α X
α
)
eik
2pi
T
t :=
+∞∑
k=−∞
Φ(k)n (X)e
ik 2pi
T
t;
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and, with the same notations
Nn(X, t) :=
+∞∑
k=−∞
N (k)n (X)eik
2pi
T
t,
Fn(X, t) :=
+∞∑
k=−∞
F (k)n (X)e
ik 2pi
T
t.
Then, (4.5) holds if and only if
for all k ∈ Z, (ik2pi
T
+ BL)Φ(k)n (X) +N (k)n = F (k)n (X) (4.6)
hold.
Now we first solve, in ”Step 2”, the subproblem given by (4.6) when we fix
one k, and then we show in Steps 3 to 6 that we can sum on k the Fourier
series obtained.
Step 2 : Subproblems in Hn(Rm,Rm), construction of a solution
Fix any k in Z. Define
BkL
∣∣
Hn : Hn(Rm,Rm) −→ Hn(Rm,Rm)
Φ(X) 7−→ (ik2pi
T
+ BL)Φ(X). (4.7)
For a given F
(k)
n (X) in Hn(Rm,Rm), our aim is to find N (k)n (X) and Φ(k)n (X) such that
BkLΦ
(k)
n (X) +N (k)n = F (k)n (X). (4.8)
Here unfortunately, BkL
∣∣
Hn is not necessarily invertible. Hence, our strategy is to chose
N (k)n (X) such that F (k)n (X) − N (k)n (X) belongs to Im BkL
∣∣
Hn , and then to take Φ
(k)
n (X)
such that BkLΦ
(k)
n (X) = F
(k)
n (X) − N (k)n (X). So it is sufficient to chose a supplementary
space of Im BkL
∣∣
Hn in Hn(Rm,Rm) : indeed, then (4.8) would simply be the spliting of
F
(k)
n (X) on our decomposition ofHn(Rm,Rm) in supplementary spaces. Making a choice of
supplementary space determines in fact the normal form characterization. Here, to obtain
the criteria (2.12) and the estimates given in the theorem, we make the following choice.
As done in Iooss and Lombardi (2005), we introduce a scalar product in Hn(Rm,Rm), and
then write
Hn(Rm,Rm) = Im BkL
∣∣
Hn
⊥⊕ (Im BkL
∣∣
Hn)
⊥= Im BkL
∣∣
Hn
⊥⊕ Ker (BkL
∣∣
Hn)
∗,
Hn(Rm,Rm) = Ker BkL
∣∣
Hn
⊥⊕ (Ker BkL
∣∣
Hn)
⊥= Ker BkL
∣∣
Hn
⊥⊕ Im (BkL
∣∣
Hn)
∗.
Thus, the map BkL
∣∣
Hn reads
BkL
∣∣
Hn : Ker B
k
L
∣∣
Hn
⊥⊕ Im (BkL
∣∣
Hn)
∗ −→ Im BkL
∣∣
Hn
⊥⊕ Ker (BkL
∣∣
Hn)
∗,
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and we can define an invertible map B˜kL
∣∣
Hn , whose inverse is called the pseudo-inverse of
BkL
∣∣
Hn
B˜kL
∣∣
Hn : Im (B
k
L
∣∣
Hn)
∗ −→ Im BkL
∣∣
Hn .
We denote by pikn the orthogonal projection on Ker (B
k
L
∣∣
Hn)
∗, and chose
N (k)n (X) := pikn(F (k)n (X)), (4.9)
Φ(k)n (X) := (B˜
k
L
∣∣
Hn)
−1
(
(Id− pikn)(F (k)n )
)
. (4.10)
So, let us chose an apropriate scalar product. We chose the same scalar product as that
introduced in 2.1 of Iooss and Lombardi (2005). Namely, for any pair of polynomials P
and P ′, define 〈
P, P ′
〉
= P (∂X)P
′(X)|X=0. (4.11)
Moreover, the norm associated with this scalar product is |.|
2,n
, introduced in section 3.2.
Step 3 : Subproblems in Hn(Rm,Rm), upper bounds
To sum the N (k)n (X) and Φ(k)n (X) defined in (4.9), (4.10) , we need to compute upper
bounds. Since pikn is an orthogonal projection, we have :∣∣∣N (k)n (X)∣∣∣
2,n
≤
∣∣∣F (k)n (X))∣∣∣
2,n
,∣∣∣Φ(k)n (X)∣∣∣
2,n
≤
∥∥∥∥(B˜kL∣∣Hn)−1∥∥∥∥
2,n
∣∣∣F (k)n ∣∣∣
2,n
.
Moreover, lemma 2.5 of Iooss and Lombardi (2005) ensures that, since by hypothesis 2.13
L is diagonizable, then BL|Hn is so (our BL is their AL), with eigenvalues :
{〈a, λ〉 − λj , 1 ≤ j ≤ m, a ∈ Nm, |a| = n}. (4.12)
Hence, the operator BkL
∣∣
Hn defined in (4.7) is diagonizable, with eigenvalues
{〈a, λ〉+ ik2pi
T
− λj , 1 ≤ j ≤ m, a ∈ Nm, |a| = n}.
Then, using (2.9) of hypothesis 2.13, we get∥∥∥∥(B˜kL∣∣Hn)−1∥∥∥∥
2,n
≤ max
1≤j≤m
a∈Nm,|a|=n
1
| < a, λ > +ik 2piT − λj |
≤ (n+ |k|)
τ
γ
.
So we finally have the upper bounds :∣∣∣N (k)n (X)∣∣∣
2,n
≤
∣∣∣F (k)n (X)∣∣∣
2,n
, (4.13)∣∣∣Φ(k)n (X)∣∣∣
2,n
≤ (n+ |k|)
τ
γ
∣∣∣F (k)n (X)∣∣∣
2,n
. (4.14)
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Step 4 : Nn and Φn are well-defined, Nn ∈ Hn(Rm,H`(R/TZ,Rm))
We now set
Nn(X, t):=
+∞∑
k=−∞
N (k)n (X)eik
2pi
T
t =
+∞∑
k=−∞
pikn(F
(k)
n (X))e
ik 2pi
T
t, (4.15)
Φn(X, t):=
+∞∑
k=−∞
Φ(k)n (X)e
ik 2pi
T
t =
+∞∑
k=−∞
B˜kL
−1(
(Id− pikn)(F (k)n (X))
)
eik
2pi
T
t (4.16)
and we want to prove that they satisfy all the properties required in lemma 4.1. We begin
by showing that they are well-defined, verifying that Nn is in Hn(Rm,H`(R/TZ,Rm)) and
Φn in Hn(Rm,H0(R/TZ,Rm)), with the norms defined in section 3.2.
Using the upper bounds (4.13) and (4.14) computed in step 3, and the inequality τ ≤ `
assumed by hypothesis 2.13, we get :
‖Nn(X, t)‖2n =
+∞∑
k=−∞
(1 + k2)`
∣∣∣N (k)n (X)∣∣∣2
2,n
≤
+∞∑
k=−∞
(1 + k2)`
∣∣∣F (k)n (X)∣∣∣2
2,n
= ‖Fn(X, t)‖2n < +∞;
‖Φn(X, t)‖2n,H0 =
+∞∑
k=−∞
∣∣∣Φ(k)n (X)∣∣∣2
2,n
≤
+∞∑
k=−∞
(n+ |k|)2τ
γ2
∣∣∣F (k)n (X)∣∣∣2
2,n
≤ n
2τ
γ2
+∞∑
k=−∞
(1 + k2)τ
∣∣∣F (k)n (X)∣∣∣2
2,n
≤ n
2τ
γ2
+∞∑
k=−∞
(1 + k2)`
∣∣∣F (k)n (X)∣∣∣2
2,n
‖Φn(X, t)‖2n,H0 ≤
n2τ
γ2
‖Fn(X, t)‖2n < +∞. (4.17)
Step 5 : Φn belongs to Hn(Rm,H`+1(R/TZ,Rm))
Let us prove by induction that if 0 ≤ j ≤ `+ 1 then
‖Φn(X, t)‖n,Hj ≤ Cjn
j+τ ‖Fn(X, t)‖n , (4.18)
where
Cj := max{1, 1
γ
}
(
1 +
T 2
2pi2
(1 + 4Λ2)
) j
2
.
Inequality (4.17) ensures that (4.18) holds for j = 0. Asume that (4.18) holds for one j,
0 ≤ j ≤ `.
For all k in Z, since Φn is defined by (4.16), we have
BkLΦ
(k)
n = (Id− pikn)F (k)n ;
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and hence
ik
2pi
T
Φ(k)n = (Id− pikn)F (k)n − BLΦ(k)n .
Thus
(1 + k2)
∣∣∣Φ(k)n ∣∣∣2
2,n
=
(
T
2pi
)2 ∣∣∣(Id− pikn)F (k)n − BLΦ(k)n ∣∣∣2
2,n
+
∣∣∣Φ(k)n ∣∣∣2
2,n
;
where the eigenvalues of BL|Hn are given in (4.12). Then we get :∣∣∣BLΦ(k)n ∣∣∣
2,n
≤ max
1≤j≤m
a∈Nm,|a|=n
{| 〈a, λ〉 − λj |}
∣∣∣Φ(k)n ∣∣∣
2,n
≤ (n+ 1) max
1≤j≤m
|λj |
∣∣∣Φ(k)n ∣∣∣
2,n
= (n+ 1)Λ
∣∣∣Φ(k)n ∣∣∣
2,n
.
So
(1 + k2)
∣∣∣Φ(k)n ∣∣∣2
2,n
≤
(
T
2pi
)2(∣∣∣F (k)n ∣∣∣
2,n
+ (n+ 1)Λ
∣∣∣Φ(k)n ∣∣∣
2,n
)2
+
∣∣∣Φ(k)n ∣∣∣2
2,n
≤ 2
(
T
2pi
)2(∣∣∣F (k)n ∣∣∣2
2,n
+ (n+ 1)2Λ2
∣∣∣Φ(k)n ∣∣∣2
2,n
)
+
∣∣∣Φ(k)n ∣∣∣2
2,n
≤ T
2
2pi2
∣∣∣F (k)n ∣∣∣2
2,n
+
(
1 +
Λ2T 2(n+ 1)2
2pi2
) ∣∣∣Φ(k)n ∣∣∣2
2,n
;
and then
‖Φn‖2n,Hj+1 =
+∞∑
k=−∞
(1 + k2)j+1
∣∣∣Φ(k)n ∣∣∣2
2,n
≤
+∞∑
k=−∞
(1 + k2)j
(
T 2
2pi2
∣∣∣F (k)n ∣∣∣2
2,n
+
(
1 +
Λ2T 2(n+ 1)2
2pi2
) ∣∣∣Φ(k)n ∣∣∣2
2,n
)
≤ T
2
2pi2
‖Fn‖2n +
(
1 +
Λ2T 2(n+ 1)2
2pi2
) ‖Φn‖2n,Hj
≤
(
T 2
2pi2
+
(
1 +
Λ2T 2(n+ 1)2
2pi2
)
C2j n
2(j+τ)
)
‖Fn‖2n
≤ C2j+1n2(j+1+τ) ‖Fn‖2n .
Finally, we have proved that
‖Φn‖n,H`+1 ≤ C` n
`+τ ‖Fn‖n
holds. This shows in particular that Φn is in Hn(Rm,H`+1(R/TZ,Rm)).
Step 6 : Nn is in Ker (−∂t + BL∗)
Since pikn is the projection on Ker (B
k
L
∣∣
Hn)
∗, then for all k in Z,
N (k)n (X) = pikn
(
F (k)n (X)
)
∈ Ker (BkL
∣∣
Hn)
∗; (4.19)
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where
(BkL)
∗ = −ik2pi
T
+ (BL)∗.
And the choice of scalar product (4.11) guarantees that
(BL)∗ = BL∗
holds (see proof by Iooss and Adelmeyer (1992)). Then, for all k in Z, (4.19) ensures that
BL∗N (k)n (X) = ik
2pi
T
N (k)n (X).
Finally, since Nn is in Hn(Rm,H`(R/TZ,Rm)) with ` ≥ 1, we can sum on k, and we obtain
BL∗Nn(X, t) = ∂tNn(X, t).
2
4.3 End of the proof (sketch)
Now, combining parts 4.1 and 4.2, we get that we constructed Φ in Pp(Rm,H`+1(R/TZ,Rm))
and N in Pp(Rm,H`(R/TZ,Rm)), with N also in Ker (−∂t +BL∗), such that if one writes
Φ(X, t) :=
p∑
n=2
Φn(X, t), N (X, t) :=
p∑
n=2
Nn(X, t),
then the Φn and Nn satisfy
(∂t + BL)Φn(X, t) +Nn(X, t) = pin(V (X + Φ(X, t))−DXΦ(X, t).N (X, t));
and the estimates
‖Nn(X, t)‖n ≤ ‖pin(V (X + Φ(X, t))−DXΦ(X, t).N (X, t))‖n ,
‖Φn(X, t)‖n ≤ C`n
`+τ ‖pin(V (X + Φ(X, t))−DXΦ(X, t).N (X, t))‖n .
First, one can check that the fact that N belongs to Ker (−∂t +BL∗) guarantees that the
normal form criteria (2.12) holds.
Then it remains to show that the remainder R is well-defined by (4.3) and that the estimate
(2.13) holds. We follow the same strategy as in part 2.3 of Iooss and Lombardi (2005) :
our lemmas 3.5 and 3.8 replace their lemma 2.11, we then compute estimates for the
νn := ‖Nn‖n and ϕn := ‖Φn‖n, and we finally obtain a similar proof of well-definition and
upper bound for R with slightly different constants. Namely, one can check that this way
we get the following lemma instead of their last lemma 2.21.
Lemme 4.2 For all δ > 0, for p = popt(δ), with Φ and N constructed above, the remainder
R is well-defined by (4.3) and satisfies
sup
|y|≤δ
|R(y, .)|
H`
≤M ′δ2e− ωδb .
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where
b =
1
1 + τ ′
=
1
1 + `+ τ
, popt(δ) =
[
1
e(Cδ)b
]
, ω =
1
eCb
,
C =
(C√m)3
ρ2
[(
5
2
C2m+ 2
)
C`c+ 3
ρ
C√m
]
,
M ′ =
10
9
cC2
(M√27
8e
)1+`+τ
+ (2e)2(1+`+τ)
 , M = sup
p∈N
e2p!
pp+
1
2 e−p
.
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Chapitre 2
Orbites homoclines a` plusieurs
boucles pre`s d’un point d’e´quilibre
a` re´sonance 02iω pour des syste`mes
Hamiltoniens
1 Introduction
1.1 Re´sonance 02iω pour les champs de vecteurs Hamiltoniens
Dans ce chapitre, on s’inte´resse a` des familles a` un parame`tre de champs de vecteurs
Hamiltoniens analytiques re´els a` 2 degre´s de liberte´. Soit Hε une famille de Hamiltoniens
analytiques, et Ω une forme symplectique sur R4 ; on e´tudie alors la famille de champs de
vecteurs
VHε := Ω∇Hε.
On suppose que ces champs de vecteurs admettent un point d’e´quilibre place´ a` l’origine.
On e´tudie la dynamique du champs de vecteurs au voisinage de ce point d’e´quilibre.
On dit que le point d’e´quilibre 0 est non de´ge´ne´re´ si la partie line´aire en 0 du champ
de vecteur est inversible, ou encore de manie`re e´quivalente si la partie quadratique du
Hamiltonien est non de´ge´ne´re´e. Pour les champs de vecteurs Hamiltoniens de R4,
on distingue trois types de points d’e´quilibre non de´ge´ne´re´s, selon le nombre de
valeurs propres imaginaires pures de la partie line´aire. On rappelle que comme le champ
de vecteurs est re´el, les valeurs propres complexes de la partie line´aire sont ne´cessairement
conjugue´es deux a` deux, et que comme on est dans un cadre Hamiltonien, les valeurs
propres sont ne´cessairement des paires d’oppose´s. Il y a donc trois cas de figure possibles :
– si la partie line´aire a 4 valeurs propres imaginaires pures (deux paires de valeurs propres
conjugue´es), on dit que le point d’e´quilibre est Elliptique ;
– s’il y a 2 valeurs propres imaginaires pures (conjugue´es entre elles) et 2 valeurs propres
re´elles oppose´es, on dit qu’on a un point d’e´quilibre de type Centre-Selle ;
– s’il n’y a pas de valeurs propres imaginaires pures, le spectre du line´arise´ est constitue´
de deux paires de re´els oppose´s, et on parle de point d’e´quilibre Hyperbolique.
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On va s’inte´resser dans ce chapitre a` une famille de Hamiltoniens Hε pour laquelle le point
d’e´quilibre 0 passe pour ε = 0 du type Elliptique (quand ε < 0, pour fixer les ide´es) au
type Centre-Selle (pour ε > 0). En ε = 0, Hε traverse donc l’ensemble des singularite´s
de´ge´ne´re´es pour lesquelles le spectre de la partie line´aire est constitue´ d’une paire de
valeurs propres imaginaires pures conjugue´es et de 0 comme valeur propre double (voir
Figure 2.1). La situation ge´ne´rique dans cet ensemble est celle ou` la valeur propre double 0
n’est pas semi-simple, i.e. le cas ou` le noyau du line´arise´ en 0 est de dimension exactement
un (et pas deux). Dans ce cas, on dit que la famille de champs de vecteurs VHε a
une singularite´ 02iω en 0.
r
r
−i(ω0 +O(ε))
+i(ω0 +O(ε))
ε < 0
r
r
+iε
−iε
r
r
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Figure 2.1 – Valeurs propres de DxVHε(0) selon les valeurs de ε pour la re´sonance 0
2iω.
Dans ce chapitre, on n’e´tudie la dynamique que pour la ”demi-bifurcation” ε > 0, i.e. on
e´tudie la dynamique au voisinage (en espace) d’un point fixe Centre-Selle au voisinage (en
le parame`tre ε) d’une singularite´ 02iω. Notre cadre de travail se situe alors a` la confluence
entre deux se´ries de travaux ante´rieurs :
– des travaux concernant la dynamique des champs de vecteurs Hamiltoniens au voisinage
d’un point d’e´quilibre de type Centre-Selle (famille sans singularite´), voir la partie 1.4
de cette introduction ;
– les travaux sur la dynamique d’une famille de champs de vecteurs re´versibles (c’est-a`-
dire des champs V pour lesquels il existe une syme´trie S telle que V ◦ S = −S ◦ V )
admettant un point fixe avec une singularite´ 02iω, voir ci-dessous la partie 1.3.
1.2 Re´sonance 02iω et hydrodynamique.
La re´sonance 02iω apparait en me´canique des fluides, dans la the´orie des vagues : on
s’inte´resse au flot en dimension 3 d’un fluide parfait de densite´ constante soumis a` la
gravite´ et a` des forces de tension de surface, re´gi par les e´quations d’Euler. On cherche
ensuite des solutions particulie`res sous la forme d’ondes progressives a` 2 dimensions de
vitesse c.
Iooss et Kirchga¨ssner [33] (repris notamment dans [47] et [29]) ont montre´ que les e´quations
obtenues alors peuvent eˆtre e´crites sous la forme d’un syste`me d’e´quations d’e´volution
ayant une structure re´versible et Hamiltonienne, et faisant intervenir deux parame`tres,
de´pendant de c et des proprie´te´s physiques du fluide : le nombre de Bond b et le nombre
de Froude F . L’e´tude du spectre central de l’e´quilibre 0 de ces e´quations d’e´volution en
fonction des valeurs des parame`tres b et F fait apparaitre plusieurs bifurcations (voir
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Figure 2.2), dont la re´sonance 02iω quand b < 13 et F traverse l’axe F = 1.
0 b13
F -2
1O2iw
Figure 2.2 – Pour les ondes progressives de dimension 2 : valeurs propres du spectre
central selon les valeurs du nombre de Froude F et du nombre de Bond b. Les points et
les croix repre´sentent respectivement des valeurs propres simples et doubles.
Il est donc naturel de s’inte´resser a` la dynamique au voisinage d’une re´sonance 02iω dans un
cadre re´versible et/ou Hamiltonien. Et en particulier, on se pose la question de l’existence
d’ondes solitaires : pour le syste`me dynamique, cela revient a` se demander s’il existe
une orbite homocline a` 0. Dans la suite, on se posera la question de l’existence d’orbites
homoclines a` 0, et a` de´faut, on e´largira nos recherches aux orbites homoclines a` de petites
solutions pe´riodiques (voir Figure 2.3).
Figure 2.3 – Orbite pe´riodique et orbite homocline a` une orbite pe´riodique.
1.3 Re´sonance 02iω dans le cadre re´versible
Des re´sultats ont e´te´ e´tablis surtout pour la re´sonance re´versible 02+iω : c’est la
re´sonance 02iω re´versible avec une hypothe`se supple´mentaire sur l’action de la syme´trie
de re´versibilite´ sur les vecteurs propres du line´arise´ du champ de vecteurs. Le cas des
e´quations de la me´canique des fluides ci-dessus est un cas de re´sonances 02+iω.
Cette re´sonance a e´te´ e´tudie´e par Iooss et Kirchga¨ssner [33], puis en de´tails par Lom-
bardi [47] ainsi que par Iooss et Lombardi [35]. Les re´sultats obtenus concernent toujours
la ”demi-bifurcation” pour laquelle le point d’e´quilibre est de type Centre-Selle (ε > 0
sur la Figure 2.1). Pour ε suffisamment proche de 0, le point d’e´quilibre Centre-Selle 0
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est entoure´ d’une famille d’orbites pe´riodiques, et Lombardi [47] a de´montre´ qu’il existe
des orbites homoclines a` certaines des orbites pe´riodiques proches de l’origine, mais pas
d’orbite homocline a` 0. Plus pre´cise´ment, il existe deux fonctions positives κ1(ε) > κ2(ε)
exponentiellement petites, i.e. de la forme
κi(ε) = O(e−
ci
ε ),
telles que
– les orbites pe´riodiques de taille supe´rieure a` κ1(ε) admettent une orbite homocline a`
une boucle ;
– les orbites pe´riodiques de taille infe´rieure a` κ2(ε) et l’origine n’admettent pas d’orbite
homocline a` une seule boucle.
Orbite homocline à 0 
existante 
Orbite homocline à 0 
à une boucle
pour un système perturbé
Orbite homocline à 0
à deux boucles
pour un système perturbé
voisinage tubulaire 
de l’orbite existante
Pour ces re´sultats, la cle´ de l’approche est de mettre le syste`me sous forme normale
jusqu’a` un ordre fini n. Au voisinage de la re´sonance, la forme normale tronque´e au degre´ n
admet une famille d’orbites pe´riodiques, une orbite homocline a` 0 et des orbites homoclines
a` chacune des orbites pe´riodiques. Il ne reste plus ensuite qu’a` rajouter le reste et e´tudier
le syste`me complet comme une perturbation de la forme normale tronque´e. On s’inspire
de cette approche dans ce chapitre.
1.4 Orbites homoclines a` un point centre-selle dans le cadre Hamiltonien
Dans le cadre Hamiltonien, des travaux ont e´te´ faits au voisinage d’un point d’e´quilibre
Centre-Selle et sans se placer au voisinage d’une singularite´ 02iω. Le the´ore`me de
Lyapunov-Moser assure que dans ce cadre, comme dans le cadre re´versible, le point
d’e´quilibre est entoure´ d’une famille d’orbites pe´riodiques. Et ici aussi seule l’existence
d’orbites homoclines a` des orbites pe´riodiques est de´montre´e dans la majorite´ des re´sultats.
Beaucoup de re´sultats dans ce cadre concernent les conse´quences de l’existence d’une
orbite homocline a` 0. Dans [22] et [23] par exemple, Grotta-Ragazzo e´tudie la stabi-
lite´ et le comportement au voisinage d’une orbite homocline a` 0. Dans [9], les auteurs
partent de l’existence d’une orbite homocline a` 0 pour un Hamiltonien, et en de´duisent
des re´sultats pour une famille de Hamiltoniens voisins : ils n’en de´duisent pas l’existence
d’orbites homoclines a` 0, mais montrent l’existence d’orbites homoclines a` toutes les or-
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bites pe´riodiques voisines de 0 ; et obtiennent aussi des conse´quences sur le comportement
chaotique des syste`mes Hamiltoniens pre`s de l’orbite homoclines a` 0.
Malheureusement, l’existence d’orbites homoclines a` 0 reste assez rare. Des re´sultats
d’existence d’orbites homoclines aux orbites pe´riodiques voisines de 0 ont e´te´
de´montre´s sans pre´sumer l’existence d’une orbite homocline a` 0, souvent sous des hy-
pothe`ses permettant de ramener le Hamiltonien e´tudie´ a` une perturbation d’un cas plus
simple pour lequel une orbite homocline a` 0 explicite est connue (ce qui revient implici-
tement a` faire le meˆme raisonnement que dans [9]). C’est le cas par exemple de [50], ou`
les auteurs e´tudient un syste`me Hamiltonien re´versible polynomial de degre´ 3 en fonc-
tion des coefficients du polynoˆme, et montrent l’existence d’orbites homoclines aux orbites
pe´riodiques aussi proches de 0 que l’on veut (mais pas a` 0) ainsi qu’un comportement
chaotique au voisinage des orbites homoclines. De manie`re tre`s diffe´rente et dans un cadre
plus ge´ne´ral que le noˆtre (en dimension plus grande notamment), Bernard [8] montre que
sous ses hypothe`ses il peut se ramener au cas d’un syste`me de´couple´, et montre l’existence
d’orbites homoclines a` de petites orbites pe´riodiques, mais a` une distance de se´curite´ de 0
dont il calcule une estimation.
Les travaux utilisant l’existence d’une orbite homocline a` 0 (par hypothe`se ou en se ra-
menant a` une perturbation d’un syste`me qui en admet une) utilisent pour la plupart une
me´thode de perturbation introduite par Conley [13], me´thode dont on s’inspire
dans ce chapitre. Il s’agit d’une me´thode semi-globale, dont une caracte´ristique notable
est de permettre la construction d’orbites homoclines ”a` plusieurs boucles”, alors que
dans les travaux sur les syste`mes re´versibles, l’approche ne tient compte que des orbites
homoclines a` une boucle.
perturbation
P P
Σ1Σ2
Σ1
Σ1Σ2 Σ2
Application globale
Application locale
Pour une orbite pe´riodique fixe´e P , on de´montre l’existence d’une orbite homocline a` P
en prouvant l’intersection entre les varie´te´s stable et instable a` l’orbite pe´riodique. L’ide´e
de Conley est d’introduire une premie`re section de Poincare´ Σ1 proche de 0 transverse
a` l’orbite homocline a` 0, et d’e´tudier l’application de premier retour a` la section. Le but
est alors de montrer que les varie´te´s stable et instable a` l’orbite pe´riodique atteignent
cette section, puis qu’elles s’y intersectent soit lors de leur premie`re intersection avec
Σ1, soit apre`s plusieurs tours par l’application de premier retour. Pour cela, on construit
l’application de premier retour a` Σ1 comme la composition d’une application locale entre
Σ1 et une section Σ2 voisine de 0 transverse a` l’orbite homocline, et une application globale
entre Σ2 et Σ1. Graˆce a` une transformation canonique locale, on obtient localement un
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flot dont le comportement est celui du line´arise´, qui permet de de´finir l’application locale.
L’application globale se construit par perturbation de l’orbite homocline a` 0 existante.
Pour conclure par cette strate´gie, Bernard, Grotta Ragazzo et Salomao [9] ont eu l’ide´e de
rajouter une argument de confinement des ite´rations : ils ont montre´ dans leur cas par un
the´ore`me KAM l’existence d’un tore invariant qui confine les ite´rations de l’application de
premier retour dans un domaine borne´. La conclusion vient naturellement ensuite par la
conservation de l’aire pour le flot Hamiltonien.
Ce raisonnement est de´taille´, dans notre cadre, dans la partie 3.4.
1.5 Orbites homoclines a` plusieurs boucles dans le cadre Hamiltonien.
Dans ce chapitre on s’inte´resse a` la dynamique d’une famille de syste`mes Hamiltoniens au
voisinage d’un point d’e´quilibre Centre-Selle, pre`s d’une singularite´ de type 02iω. Sous cer-
taines hypothe`ses, on va de´montrer qu’ici aussi il existe une famille d’orbites pe´riodiques
entourant le point d’e´quilibre, puis que les orbites pe´riodiques aussi proches de l’e´quilibre
que l’on veut (a` l’exclusion du point fixe lui-meˆme) admettent chacune une orbite homo-
cline, e´ventuellement a` plusieurs boucles.
Ce re´sultat ame´liore celui trouve´ dans le cadre re´versible, puisqu’on ne trouve pas de taille
critique pour les orbites pe´riodiques admettant des orbites homoclines. Dans le cadre des
re´sultats pour les syste`mes Hamiltoniens, il est a` noter qu’on prouve l’existence d’orbites
homoclines pour ce cas de re´sonance 02iω sans faire d’hypothe`se pre´alable d’existence
d’orbite homocline a` 0.
Malheureusement, dans la de´monstration on utilise une hypothe`se (l’hypothe`se (H6) dans
la partie 2 de ce chapitre) qui assure que la partie quadratique du Hamiltonien soit de´finie
positive pour l’e´quilibre Elliptique au voisinage de la re´sonance 02iω. Or cette hypothe`se
n’est pas ve´rifie´e dans le cadre hydrodynamique (de´crit ci-dessus dans la partie 1.2 de
cette introduction) qui avait motive´ les travaux sur la re´sonance 02iω.
La de´monstration s’inspire d’une part de la me´thode base´e sur les formes normales utilise´e
dans les pre´ce´dents travaux sur la re´sonance 02+iω, et d’autre part de la me´thode de´crite
ci-dessus initie´e par Conley dans [13] utilise´e dans les pre´ce´dents travaux sur les e´quilibres
centre-selle Hamiltoniens. En effet, on commence par de´montrer un the´ore`me de forme
normale (The´ore`me 2.3 ci-dessous) qui pre´serve la structure Hamiltonienne. Lorsqu’on
tronque le reste de la forme normale dans le nouveau syste`me Hamiltonien, on obtient un
syste`me pour lequel il existe une orbite homocline a` 0 explicite. On peut ensuite utiliser
une me´thode du type de celle de Conley ([13], description ci-dessus) en voyant le syste`me
Hamiltonien comme une perturbation de la forme normale.
L’e´quilibre centre-selle au voisinage de la re´sonance 02iω admet une paire de valeurs propres
hyperboliques dont la partie re´elle tend vers 0, et une paire de valeurs propres imaginaires
pures de taille 1 (voir Figure 2.1). Il y a donc coexistence de deux e´chelles, qui corres-
pondent pour la forme normale a` des orbites homoclines de taille ε couple´es avec une
rotation a` une fre´quence d’ordre 1. C’est la compe´tition entre ces deux e´chelles qui fait
apparaitre les phe´nome`nes exponentiellement petits e´tudie´s dans le cas re´versible par Lom-
bardi [47].
Le fait que l’orbite homocline varie complique l’approche perturbative : c’est pourquoi on
fait ensuite une changement d’e´chelle, en espace et en temps, qui permet de fixer la taille
60
de l’orbite homocline du syste`me tronque´ a` l’ordre 1 quand ε tend vers 0. Le proble`me
est alors de´place´ : on doit maintenant tenir compte du couplage de l’orbite homocline
avec une rotation rapide (en pratique : des termes en 1ε ). Ce qui impose des estimations
tre`s pre´cises sur la taille des voisinages de validite´ des objets construits, et notamment de
rentrer dans les de´tails du changement de coordonne´es local utilise´ par Conley, de´montre´
par Moser [52], pour ve´rifier le roˆle joue´ par les parame`tres (voir Annexe C).
La coexistence de ces deux e´chelles est donc a` la fois ce qui fait marcher le raisonnement :
la the´orie des formes normales e´tant une the´orie locale, elle n’est applicable que parce que
les orbites homoclines sont de petite taille ; mais c’est aussi ce qui pose ensuite toutes les
difficulte´s techniques pour adapter les raisonnements utilise´s dans les travaux pre´ce´dents
sur les e´quilibres centre-selle Hamiltoniens.
Plan du chapitre.
Dans la partie 2 ci-dessous, on donne un e´nonce´ pre´cis des re´sultats de´montre´s dans ce
chapitre : le re´sultat d’existence d’orbites homoclines (The´ore`me 2.2), ainsi que le the´ore`me
de forme normale (The´ore`me 2.3) utilise´ dans la de´monstration. Dans la partie 3 se trouve
la de´monstration du The´ore`me 2.2, dont les parties plus techniques sont e´nonce´es sous
forme de propositions de´montre´es dans les parties suivantes 4, 5, 6 et 7. La de´monstration
du The´ore`me 2.3 se trouve en Annexe A, les raffinements du re´sultat de Moser [52] en
Annexe C, avec en Annexe B des re´sultats techniques concernant la relation d’ordre ≺
utilise´e dans l’Annexe C.
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2 E´nonce´ des principaux re´sultats
On se place dans R4, muni d’une forme symplectique Ω. On s’inte´resse a` une famille a` un
parame`tre de Hamiltoniens Hλ de´finie pour λ dans un intervalle I de R, et telle que pour
tout λ, Hλ est analytique.
On introduit l’espace norme´ de fonctions analytiques
(
A(BRm(0, ρ),Rn), ‖·‖A
)
:
De´finition 2.1 On de´finit l’ensemble A(BRm(0, ρ),Rn) des fonctions analytiques f de
BRm(0, ρ) dans Rn telles que f est prolongeable analytiquement de BCm(0, ρ) dans Cn, et
ce prolongement est borne´ dans Cn.
On de´finit alors la norme ‖·‖A sur A(BRm(0, ρ),R
n) par
‖f‖A = sup
z∈BCm (0,ρ)
‖f(z)‖
Cn
.
On demande ici qu’il existe ρ0 tel que H soit une application H : I → A(BR4(0, ρ0),R) C1
pour la norme ‖·‖A. C’est-a`-dire
H ∈ C1(I,A(BR4(0, ρ0),R)). (H0)
On s’inte´resse au champ de vecteurs Hamiltonien associe´ VHλ := Ω∇Hλ. On suppose que
pour tout λ, ce champ de vecteurs admet le point fixe 0, i.e.
VHλ(0) = 0 pour tout λ ∈ I. (H1)
On suppose qu’en λ = 0, le point fixe passe par une re´sonance 02iω. C’est-a`-dire qu’il
existe une base (u0, u1, u+, u−) de R4 dans laquelle
DxVHλ(0) =

0 1 0 0
0 0 0 0
0 0 iω0 0
0 0 0 −iω0
 . (H2)
On fait de plus une hypothe`se sur Dλ(DxVHλ(0)), qui caracte´rise le comportement du
spectre de DxVHλ(0) au voisinage de λ = 0. Notons (u
∗
0, u
∗
1, u
∗
+, u
∗−) la base duale de
(u0, u1, u+, u−). On suppose alors que
c10 :=
〈
u∗1, D
2
x,λVHλ(0).u0
〉 6= 0. (H3)
Cette hypothe`se nous assure que le spectre de DxVHλ(0) est bien tel que dessine´ sur la
Figure 2.4 : on n’est pas dans le cas de´ge´ne´re´ ou` la valeur propre double 0 reste a` 0 pour
λ 6= 0. On a ainsi pour c10λ ≤ 0 un point fixe Elliptique et pour c10λ ≥ 0 un point fixe de
type Centre-Selle.
On fait par ailleurs une hypothe`se sur la partie quadratique D2x,xVH0(0).[x, x] du
champ de vecteurs en λ = 0. On suppose que
c20 := −1
3
〈
u∗1, D
2
x,xVH0(0).[u0, u0]
〉 6= 0. (H4)
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Figure 2.4 – Valeurs propres de DxVHλ(0) selon les valeurs de λ
Cette hypothe`se permet de s’assurer que en un certain sens la partie quadratique du champ
de vecteurs est non de´ge´ne´re´e : c20 apparaitra dans la forme normale, ou` il sera le coefficient
de l’unique terme quadratique non e´limine´. Graˆce a` ce terme on pourra montrer l’existence
d’orbites homoclines pour la forme normale, le champ de vecteurs line´arise´ n’admettant
pas d’orbite homocline.
Ensuite, comme on s’inte´resse a` l’existence d’orbites homoclines, on ne va e´tudier que la
”demi-bifurcation” correspondant a`
c10λ ≥ 0, (H5)
car alors on travaille au voisinage d’un point fixe de type Centre-Selle.
Enfin, on suppose que
ω0 > 0, (H6)
ce qui revient a` conside´rer que pour λ < 0 petit, la partie quadratique du Hamiltonien est
une forme quadratique de´finie.
The´ore`me 2.2 Sous les hypothe`ses (H1), . . . , (H6), il existe λ0 ≥ 0, C0 ≥ 0 et `0 ∈ N
tels que pour tout λ ≤ λ0,
(i) l’origine est entoure´ par une famille d’orbites pe´riodiques P aλ , parame´tre´es par leur
aire symplectique a ∈ [0, a0].
(ii) pour a ∈]0, C0λ`0 [, l’orbite pe´riodique P aλ admet une orbite homocline.
La de´monstration de ce the´ore`me est en partie base´e sur l’e´tude de la dynamique des
formes normales associe´es a` ces champs de vecteurs. Pour cela nous e´tablissons dans ce
chapitre le the´ore`me ge´ne´ral de forme normale suivant, dont la de´monstration est dans
l’Annexe A.
The´ore`me 2.3 (The´ore`me de forme normale) On conside`re R2m muni de la forme
symplectique Ωm donne´e par
Ωm(x, y) = 〈Jmx, y〉 ou` Jm =
(
0 Im
−Im 0
)
. (2.1)
Soit UΛ un ouvert d’un espace de Banach Λ, tel que 0 ∈ UΛ et soit Hλ une C1-famille
a` 1 parame`tre λ ∈ UΛ de Hamiltoniens Ck (resp. analytiques et dans A (BR4(0, ρ),R))
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tels que DxHλ(0) = 0. On note H2,λ(x) = 12D2x,xHλ(0).[x, x] la partie quadratique de
Hλ et L0 la partie line´aire a` l’origine du champ de vecteurs Hamiltonien associe´, i.e.
L0x = Jm∇xH2,0(x).
Alors, pour tous n et k tels que k − 1 ≥ n ≥ 3 (resp. pour tout n ≥ 3), il existe
une C1-famille a` 1 parame`tre φn,λ de transformations canoniques analytiques dans un
A (BR4(0, ρ′),R), proches de l’identite´, de´finie dans un voisinage de 0 dans Λ, telle que
pre`s de l’origine dans R2m on ait
H˜λ(x˜) = Hλ(φn,λ(x˜)) = H2,0(x˜) + N˜n,λ(x˜) + R˜n,λ(x˜) ,
ou` N˜n,λ est un polynoˆme re´el de degre´ ≤ n, et R˜n,λ est de re´gularite´ Ck (resp. analytique
dans un A (BR4(0, ρ′),R)) par rapport a` x˜, et
N˜n,λ(x˜) = O(λ|x˜|2 + |x˜|3), N˜n,λ(etL∗0 x˜) = N˜n,λ(x˜) pour tout t ∈ R,
R˜n,λ(x˜) = O
(|x˜|n+1) .
De plus, les coefficients de N˜n,λ sont des fonctions C1 de λ.
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3 Structure de la de´monstration du The´ore`me 2.2
3.1 Normalisation et changement d’e´chelle, e´tude des formes normales
de degre´ 3 et n
On commence par ope´rer une normalisation du Hamiltonien, suivie d’un changement
d’e´chelle. Puis on tronque le syste`me normalise´ obtenu, et on trace le portrait de phase
du syste`me tronque´, pour se faire une premie`re ide´e.
3.1.a Normalisation et changement d’e´chelle
On commence par appliquer a` notre cas un the´ore`me ge´ne´ral de forme normale (le the´ore`me
2.3). Il permet, par un changement de coordonne´es ((i) dans la Proposition 3.1 ci-dessous)
pre´servant la structure symplectique, de simplifier la partie polynomiale du Hamiltonien
jusqu’a` un degre´ fixe´ arbitraire. La nouvelle forme obtenue pour le Hamiltonien nous
incite ensuite a` faire un changement d’e´chelle ((iii) dans la proposition 3.1 ci-dessous), qui
permet de ramener les orbites homoclines du syste`me tronque´ a` des orbites dont la taille
est d’ordre 1 en le parame`tre : cela permettra dans la suite de faciliter une approche par
perturbations au voisinage de l’orbite homocline du syste`me tronque´.
Proposition 3.1 Sous les hypothe`ses (H0),· · · ,(H6), pour tout n ≥ 3, il existe ε1 > 0,
ρ1 > 0 et
(i) une C1 famille a` 1 parame`tre de transformations canoniques analytiques sur B(0, ρ1),
x = φn,λ(x˜) = x˜+O(|x˜|2), φn,λ ∈ A(BR4(0, ρ1),R4);
(ii) un changement de parame`tre C1, λ = θ(ε4) d’inverse ε4 = c10λ + o(λ) de´fini pour
ε ∈]− ε1, ε1[,
(iii) un changement d’e´chelle en temps et en espace x˜ = σε(x), t = ε
2 t˜ ;
tels que au voisinage de l’origine, pour tout ε ∈]− ε0, 0[∪]0, ε0[, on ait un nouveau Hamil-
tonien Hε(x) :=
8c2(ε)2
ε12
Hθ(ε4)
(
φn,θ(ε4)
(
σε(x)
))
de la forme
Hε(x) =
1
2
(
p2
1
− q2
1
)
+ 2
√
2(q
1
)3 +
ω(ε)
2ε2
I2 + ε
2Nn,ε(q1, I2) + ε
4n−8Rn,ε(x);
ou`
x = (q
1
, p
1
, q
2
, p
2
), I2 = q
2
2
+ p2
2
,
et
– ω et c2 sont des fonctions C1 en ε ∈] − ε0, ε0[ telles que ω(ε) = ω0 + O(ε4) et c2(ε) =
c20 +O(ε4) avec c20 6= 0 ;
– la forme normale Nn,ε est un polynoˆme re´el de degre´ infe´rieur a` n par rapport a`
(q
1
, q
2
, p
2
) tel que
Nn,ε(q1, I2) = O
(
|q
1
||I2|+ ε2(|q1|2 + |I2|)2
)
,
et les coefficients de ce polynoˆme sont C1 en ε ∈]− ε0, ε0[ ;
65
– le reste Rn :] − ε0, ε0[ → A(BR4(0, ρ1);R) : ε 7→ Rn,ε est une famille a` 1 parame`tre C1
de Hamiltoniens analytiques tels que Rn,ε(x) = O(|x|n+1).
La de´monstration de cette proposition est donne´e dans la partie 4. Dans la suite, on
travaille alors sur le syste`me Hamiltonien associe´ a` Hε.
3.1.b Portrait de phase pour la forme normale de degre´ 3
E´tudions tout d’abord le syste`me associe´ au Hamiltonien tronque´ au degre´ 3,
H3,ε(x) =
1
2
(
p2
1
− q2
1
)
+ 2
√
2 q3
1
+
ω(ε)
2ε2
I2,
ou` I2 = q
2
2
+ p2
2
. Le syste`me diffe´rentiel associe´ s’e´crit
q′
1
(t) = p
1
p′
1
(t) = q
1
− 6√2 q2
1
q′
2
(t) = ω(ε)
2ε2
p
2
p′
2
(t) = −ω(ε)
2ε2
q
2
.
Pour ce syste`me, on observe que les variables (q
1
, p
1
) d’une part et (q
2
, p
2
) d’autre part
sont de´couple´es. Pour le syste`me ve´rifie´ par (q
2
, p
2
), les solutions s’e´crivent explicitement(
q
2
p
2
)
= Rω(ε)
2ε2
t
(
q
2
(0)
p
2
(0)
)
, ou` Rθ :=
(
cos θ − sin θ
sin θ cos θ
)
.
Donc en particulier I2 est constant, et on a les orbites pe´riodiques P
a
0 pour I2 = a et
(q
1
, p
1
) = (0, 0).
On peut ensuite tracer le portrait de phase pour les variables (q
1
, p
1
) en e´tudiant les
niveaux d’e´nergie constante, qui s’e´crivent alors
1
2
(
p2
1
− q2
1
)
+ 2
√
2 q3
1
= α
⇔ p
1
= ±
√
q2
1
− 4
√
2 q3
1
+ α.
Si on trace ces niveaux pour les diffe´rentes valeurs de α, on obtient le portrait de phase
dessine´ dans la Figure 2.5 avec en particulier une orbite homocline a` P a0 quand α = 0,
dont l’expression explicite est
(
q
1
(t)
p
1
(t)
)
= c

1
1 + cosh(t)
− sinh(t)
(1 + cosh(t))2
 , avec c = 1√
2
√
2
.
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Figure 2.5 – Portrait de phase pour forme normale tronque´e de degre´ 3.
3.1.c Portrait de phase pour la forme normale de degre´ n
E´tudions ensuite le syste`me associe´ au Hamiltonien tronque´ au degre´ n,
Hn,ε(x) =
1
2
(
p2
1
− q2
1
)
+ 2
√
2(q
1
)3 +
ω(ε)
2ε2
I2 + ε
2Nn,ε(q1, I2),
dont le syste`me diffe´rentiel associe´ est
q′
1
(t) = p
1
+ ε2∂1Nn,ε(q1+p1, q
2
2
+ p2
2
)
p′
1
(t) = q
1
− 6√2 q2
1
− ε2∂1Nn,ε(q1+p1, q22 + p22)
q′
2
(t) =
ω(ε)
2ε2
p
2
+ ε2∂2Nn,ε(q1+p1, q
2
2
+ p2
2
) p
2
p′
2
(t) = −ω(ε)
2ε2
q
2
− ε2∂2Nn,ε(q1+p1, q22 + p22) q2.
On obtient a` nouveau un syste`me partiellement de´couple´ : le long des trajectoires, on a
dI2
dt
= 0.
Et le sous-syste`me ve´rifie´ par les variables (q
1
, p
1
) n’est relie´ a` (q
2
, p
2
) que par la
de´pendance en I2. On peut alors re´soudre ce syste`me, qui est Hamiltonien (a` 1 degre´
de liberte´) avec le parame`tre spectateur I2. On trace le portrait de phase a` I2 = I20 fixe´,
graˆce aux niveaux d’e´nergie constante :
1
2
(
p2
1
− q2
1
)
+ 2
√
2q3
1
+ ε2Nn,ε(q1, I2) = α
⇔ p
1
= ±
√
q2
1
− 4
√
2q3
1
− ε2Nn,ε(q1, I2) + α. (3.1)
Par l’e´tude des fonctions q
1
7→ q2
1
− 4√2q3
1
− ε2Nn,ε(q1, I2) + α, on peut montrer que le
portrait de phase dans ce cas est une de´formation du pre´ce´dent : la de´formation e´tant
diffe´rente selon la valeur de I2. On ne le fait pas ici, car cela ne sert pas expresse´ment
dans la de´monstration, a` part a` donner l’intuition de ce qu’il se passe.
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3.1.d Heuristique de la strate´gie qu’on va suivre
On voit donc que a` tout ordre n, lorsqu’on tronque la forme normale, on a une orbite
homocline a` 0 et a` chacune des orbites pe´riodiques de la famille entourant 0. On voit de plus
que lorsqu’on de´vie un peu de ces orbites homoclines vers l”inte´rieur”, on tombe sur des
trajectoires pe´riodiques en (q
1
, p
1
). Notre ide´e est alors de montrer que lorsqu’on conside`re
le syste`me complet, la seule chose qui puisse arriver pour une connection homocline a` une
orbite pe´riodique P a est de de´vier un peu vers l’inte´rieur, de ”suivre” une orbite pe´riodique
en (q
1
, p
1
), e´ventuellement de faire plusieurs tours puis de rejoindre P a. Ce sera ainsi une
orbite homocline a` P a qui fera plusieurs boucles.
Pour capter cette ide´e de ”faire plusieurs tours”, il est alors naturel d’introduire une
section de Poincare´ approprie´e coupant les connections homoclines et de s’inte´resser aux
ite´rations successives de l’application de premier retour a` cette section. C’est l’objet de la
suite de la de´monstration.
3.1.e Dernier changement de coordonne´es, troncature, nouvelle notation
A partir de maintenant il va eˆtre plus agre´able de travailler dans les nouvelles coor-
donne´es (q1, p1, q2, p2), qu’on obtient par le changement de coordonne´es line´aire cano-
nique suivant, qui a l’avantage de mettre la partie line´aire en 0 du syste`me Hamiltonien
sous forme de Jordan :(
q
1
p
1
)
=
1√
2
(
1 1
−1 1
)(
q1
p1
)
:= L
(
q1
p1
)
,
(
q
2
p
2
)
=
(
q2
p2
)
.
Dans ces nouvelles coordonne´es, le Hamiltonien s’e´crit
−q1p1 + (q1 + p1)3 + ω(ε)
2ε2
I2 + ε
2Nn(q1 + p1, I2, ε) + ε
4n−8Rn(x, ε),
ou` on a
– I2 = q
2
2 + p
2
2 ;
– ω fonctions C1 en ε ∈]− ε0, ε0[ telle que ω(ε) = ω0 +O(ε4) ;
– la forme normale Nn est un polynoˆme re´el de degre´ infe´rieur a` n par rapport a`
(q1, p1, q2, p2) tel que
Nn(q1+p1, I2, ε) = O
(|q1+p1||I2|+ ε2(|q1+p1|2 + |I2|)2) ,
et les coefficients de ce polynoˆme sont C1 en ε ∈]− ε0, ε0[ ;
– le reste Rn :]− ε0, ε0[ → A(BR4(0, ρ1);R) : ε 7→ Rn est une famille a` 1 parame`tre C1 de
Hamiltoniens analytiques tels que Rn(x, ε) = O(|x|n+1).
On tronque ensuite ce Hamiltonien pour se ramener a` l’e´tude d’un flot borne´. Soit
Tρ0 une application C∞ de R dans R telle que
Tρ0(r) =

1 pour r ∈ [−14ρ20, 14ρ20]
0 pour |r| ≥ ρ20.
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On choisit ρ0 tel que l’orbite homocline obtenue ci-dessus pour le syste`me tronque´ soit
strictement incluse dans B(0, 12ρ0). Puis on s’inte´resse au Hamiltonien suivant :
H(x, ε) := Tρ0(q21)Tρ0(p21)Tρ0(q22 + p22)
(− q1p1+(q1+p1)3 + ω(ε)
2ε2
I2
+ε2Nn(q1+p1, I2, ε)+ε
4n−8Rn(x, ε)
)
,
qui dans la boule B(0, 12ρ0) est bien le Hamiltonien obtenu ci-dessus
H(x, ε) = −q1p1 + (q1 + p1)3 + ω(ε)
2ε2
I2 + ε
2Nn(q1 + p1, I2, ε) + ε
4n−8Rn(x, ε).
L’utilite´ de cette troncature est
– de travailler sur un flot borne´, qui ne sort pas de la boule B(0, ρ0) : utile pour obtenir
des majorations uniformes,
– a` l’aide de ces majorations on trouvera en fait que pour ε assez petit les solutions restent
dans la boule B(0, 12ρ0) : ce seront donc aussi des solutions du syste`me Hamiltonien non
tronque´ qu’on e´tudie.
Dans la suite, on e´crira toujours le Hamiltonien sans la fonction de troncature car on
travaillera en pratique dans B(0, 12ρ0).
On introduit de plus la nouvelle parame´trisation du Hamiltonien, ε = (ε, ν, µ)
de telle manie`re qu’on ait
H(x, ε) = −q1p1 + (q1 + p1)3 + ω(ε)
2ε2
I2 + νNn(q1 + p1, I2, ε) + µνε
N0Rn(x, ε). (3.2)
Cette parame´trisation a l’avantage de faire apparaˆitre
– pour ε = (ε, 0, 0) la forme normale de degre´ 3 e´tudie´e ci-dessus dans la partie 3.1.b ;
– pour ε = (ε, ε2, 0) la forme normale de degre´ n e´tudie´e ci-dessus dans la partie 3.1.c ;
– pour ε = (ε, ε2, ε4n−8−(N0+2)) le syste`me complet.
L’e´loignement entre le syste`me complet et les formes tronque´es des parties 3.1.b et 3.1.c
sera alors mesure´ par la re´gularite´ des objets qu’on e´tudiera par rapport aux parame`tre
(ν, µ). On choisira N0, ainsi que n (qui sera fixe´, donc), plus loin dans la de´monstration.
3.2 Construction de l’application de premier retour a` la section
On introduit la section
Σ1 :=
{
(q1, p1, q2, p2) ∈ R4/q1 = δ1
}
,
ou` δ1 est fixe´ ”petit” : on aura plusieurs conditions de petitesse de δ1 dans la suite, mais
aucune n’est lie´e a` la taille de ε.
Pour la construction du premier retour Ψε a` la section Σ1, on va s’y prendre en deux
e´tapes :
– Application globale. On utilise l’existence de l’orbite homocline a` 0 pour la forme
normale de degre´ 3 et, par de´formation, on essaye de montrer qu’on a un retour a` la
section pour a et ν petits. Il faut pour cela s’assurer que le ε du terme en ω(ε)
2ε2
ne vient pas
de´compenser la petite taille de ν. On va voir que ce raisonnement n’est malheureusement
possible que lorsqu’on travaille au voisinage d’un morceau de l’orbite homocline qui est
parcouru en un temps fini : on va donc faire ce raisonnement, dans la partie 3.2.b, pour
un trajet allant d’une deuxie`me section Σ2 a` la section Σ1 (voir Figure 2.7).
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– Application locale. On va choisir Σ2 et Σ1 proches de l’origine, car c’est pre`s de 0
que le temps de parcours de l’orbite homocline par le flot est infini. On comple´tera le
retour a` la section Σ1 en construisant une application locale de Σ1 a` Σ2. Pour cela,
on fabrique dans la partie 3.2.a un changement de coordonne´es local Fε au voisinage de
0 qui line´arise le flot pour tout ε, et permet donc de montrer que les solutions issues de
Σ1 vont bien taper dans Σ2 (voir Figure 2.8).
On commence par construire le changement de coordonne´es local Fε dans la partie 3.2.a,
puis on de´finira Σ2 en fonction du domaine de de´finition de Fε. On construira l’application
globale dans la partie 3.2.b, puis l’application de premier retour comple`te dans la partie
3.2.c.
3.2.a Construction d’un changement de coordonne´es local Fε
Le changement de coordonne´es canonique local Fε construit dans la Proposition 3.2 ci-
dessous transforme au voisinage de 0 le syste`me Hamiltonien en un syste`me inte´grable,
dont on va montrer que le comportement est celui d’un syste`me line´aire. Dans les nouvelles
coordonne´es, les orbites pe´riodiques et leurs varie´te´s stable et instable auront de plus une
expression simple inde´pendante de ε, ce qui permettra dans les coordonne´es originales de
donner une expression explicite de ces objets a` l’aide de Fε. On montre dans la Proposition
3.2 ci-dessous une estimation de la variation de Fε en fonction de ε, ce qui nous donnera des
indications sur les positions des orbites pe´riodiques et de leurs varie´te´s stable et instable
en fonction de la valeur de ε.
Proposition 3.2 Il existe ε0, ρ
′
0 <
1
2ρ0 et une famille de changements de coordonne´es
canoniques
Fε(ξ1, η1, ξ2, η2) := (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε)(ξ1, η1, ξ2, η2),
de´finie pour |ε| ≤ ε0 telle que le Hamiltonien dans les nouvelles coordonne´es (ξ1, η1, ξ2, η2)
s’e´crive
H
(Fε((ξ1, η1, ξ2, η2)), ε) = Kε(ξ1η1, ξ22 +η22) = −ξ1η1+ω(ε)2ε2 (ξ22 +η22)+O(|(ξ1η1, ξ22 +η22)|2),
(3.3)
et ve´rifiant de plus
– pour tout ε, Fε, F−1ε ∈ A(BR4(0, ρ′0),R4) ;
– pour tout ε, Fε(ξ1, η1, ξ2, η2) = (ξ1, η1, ξ2, η2) +O(|(ξ1, η1, ξ2, η2)|2) ;
– F(ε,0,0) := F0 est une fonction inde´pendante de ε, et est de la forme
F0(ξ1, η1, ξ2, η2) = (ϕ1,0(ξ1, η1), ψ1,0(ξ1, η1), ξ2, η2) ;
– il existe M0 tel que∥∥Fε −F0∥∥A ≤M0ν, ∥∥F−1ε −F−10 ∥∥A ≤M0ν.
Tous les O correspondant a` des majorations inde´pendantes de ε.
Cette proposition est e´nonce´e plus en de´tail et de´montre´e dans l’Annexe C (Proposition
C.1). L’expression du Hamiltonien dans les nouvelles coordonne´es, Kε(ξ1η1, ξ
2
2 + η
2
2), per-
met alors de dessiner entie`rement le portrait de phase. En effet, on ve´rifie qu’on a alors le
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long des trajectoires des solutions du syste`me Hamiltonien associe´
d(ξ1η1)
dt
= 0,
d(ξ22 + η
2
2)
dt
= 0.
Les solutions sont donc dans les niveaux {(ξ1, η1, ξ2, η2)/ξ1η1 = C1, ξ22 +η22 = C2}. De plus
on a
dξ1
dt
= (∂1Kε)(ξ1η1, ξ
2
2 + η
2
2) · ξ1.
Or, comme le O dans (3.3) est inde´pendant de ε,∣∣∣∣Kε(ξ1η1, ξ22 + η22)− (−ξ1η1 + ω(ε)2ε2 (ξ22 + η22)
)∣∣∣∣ ≤M0|(ξ1η1, ξ22 + η22)|2. (3.4)
Donc, quitte a` re´duire le diame`tre ρ′0 de la boule (de manie`re inde´pendante de ε),
dξ1
dt
< 0 si ξ1 > 0,
dξ1
dt
> 0 si ξ1 < 0.
Ainsi, la dynamique dans les coordonne´es locales (ξ1, η1, ξ2, η2) est telle que repre´sente´e
dans le portrait de phase de la Figure 2.6.
ρ′0
ρ′0
ρ′0
x
x
x
η1
√
ξ22 + η
2
2
ξ1
Figure 2.6 – Portrait de phase dans les coordonne´es locales (ξ1, η1, ξ2, η2).
3.2.b De´finition d’une deuxie`me section Σ2 et application globale de Σ2 dans
Σ1
On de´finit Σ2 par son image dans les coordonne´es (ξ1, η1, ξ2, η2),
Σ2 := Fε
({(ξ1, η1, ξ2, η2) ∈ BR4(0, ρ′0)/η1 = δ1}) .
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On montre alors par une me´thode de perturbation au voisinage de l’orbite homocline a` 0
pour la forme normale de degre´ 3 l’existence d’une application de Poincare´ Ψ2 suivant le
flot de Σ2 a` Σ1. En notant φ(t, x, ε) le flot associe´ au Hamiltonien H(·, ε), on de´montre
pre´cise´ment la proposition suivante, qui contient de plus l’estimation (3.5) sur Ψ2 qui sera
utile plus loin :
Proposition 3.3 Pour δ1 assez petit, il existe T
−(δ1) < T+(δ1) et ξ0(δ1) tels que pour
tout (ξ1, η1, ξ2, η2) dans
Σ2 ∩
{
(ξ1, η1, ξ2, η2)/|ξ1| ≤ ξ0(δ1),
√
ξ22 + η
2
2 ≤ δ1
}
,
il existe un unique TL((ξ1, η1, ξ2, η2), ε) ∈ [T−(δ1), T+(δ1)] ve´rifiant
φ(TL((ξ1, η1, ξ2, η2), ε),Fε((ξ1, η1, ξ2, η2)), ε) ∈ Σ1 ∩ B(0, δ1).
De plus, en notant
Ψ2((q1, p1, q2, p2), ε) := φ(TL(F−1ε ((q1, p1, q2, p2)), ε), (q1, p1, q2, p2), ε)
= (Ψ2,q1 , · · · ,Ψ2,p2)((q1, p1, q2, p2), ε),
il existe M tel que∣∣Ψ2,q2((q1, p1, q2, p2), ε)2+Ψ2,p2((q1, p1, q2, p2), ε)2−(q22+p22)∣∣ ≤ µνεN0M2T+(δ1, δ1). (3.5)
η1
ξ1
F−1ε (Σ1)
 ensembles de départ et d’arrivée de 
Ψ2
Ψ2
F−1ε (Σ2)
√
ξ22 + η
2
2
Figure 2.7 – Application de retour globale Ψ2.
La de´monstration comple`te de cette proposition se trouve dans la partie 5.4.
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3.2.c Existence du premier retour a` Σ1
Connaissant la dynamique au voisinage de 0 graˆce au portrait de phase en coordonne´es
(ξ1, η1, ξ2, η2) de la Figure 2.6, on voit que l’existence d’une application de Poincare´ de Σ1
dans Σ2 ne de´pend que du signe de η1 en coordonne´es (ξ1, η1, ξ2, η2). Ce qui correspond
en coordonne´es (q1, p1, q2, p2) a` eˆtre ”du bon coˆte´” de la varie´te´ centre-stable a` 0, qui en
coordonne´es (ξ1, η1, ξ2, η2) est l’hyperplan {η1 = 0} (voir Figure 2.8).
x
Σ1
Fε
q1ξ1
η1
√
q22 + p
2
2
√
ξ22 + η
2
2 F−1ε (Σ1)
x
x
x
x
F−1ε (Σ2)
Σ2
W cs(0)
W cs(0)
p1
zone où          est déniΨε
Figure 2.8 – Position du domaine de de´finition du premier retour par rapport a` W cs(0).
On de´montre alors pre´cise´ment la proposition
Proposition 3.4 On peut de´finir un premier retour
Ψ : Σ1 ∩ Fε
(
{(ξ1, η1, ξ2, η2)/0 < η1 ≤ ξ′0(δ1),
√
ξ22 + η
2
2 ≤ δ1}
)
×]− ε0, ε0[3→ Σ1.
Un e´nonce´ plus de´taille´ de cette proposition est donne´ par la Proposition 5.3 qui est
e´nonce´e et de´montre´e dans la partie 5.4.
3.3 Construction d’une courbe invariante pour l’application de premier
retour par un the´ore`me KAM
A partir d’ici, on n’a plus besoin de distinguer ν de ε, on travaille donc avec
ε = (ε, ν, µ) = (ε, ε2, µ).
Dans cette partie, on va fixer une orbite pe´riodique P au voisinage de 0, et travailler
entie`rement dans le niveau d’e´nergie de P . Le but e´tant de construire une connection
homocline a` P , on e´tudie la varie´te´ instable W i(P ) avec pour objectif de montrer qu’elle
intersecte la varie´te´ stable W s(P ). Comme annonce´ dans la strate´gie de´crite en 3.1.d, on
va montrer que W i(P ) intersecte une premie`re fois Σ1, puis revient a` Σ1 par l’application
Ψ. Dans cette partie, on va montrer que la restriction de Ψ au niveau d’e´nergie de P peut
eˆtre vue comme un diffe´omorphisme d’un anneau de R2. On va ensuite construire une
courbe invariante par ce diffe´omorphisme graˆce a` un the´ore`me KAM. Dans la partie 3.4,
on montrera alors que les ite´rations successives de Ψ applique´es a` W i(P ) restent toutes
borne´es a` l’inte´rieur de cette courbe invariante, ce qui nous permettra d’en de´duire que
W i(P ) intersecte ne´cessairement W s(P ).
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3.3.a Introduction de Ψa, e´criture comme diffe´omorphisme d’un anneau de
R2
Graˆce au changement de coordonne´es canonique Fε de la Proposition 3.2, on a l’existence
et la parame´trisation pre´cise des orbites pe´riodiques au voisinage de 0. En effet, dans les
coordonne´es (ξ1, η1, ξ2, η2) on a la famille d’orbites pe´riodiques
{(0, 0, ξ2, η2)/ξ22 + η22 = a},
parame´tre´es par leur aire symplectique a. On de´finit alors
P aε := Fε
({(0, 0, ξ2, η2)/ξ22 + η22 = a}) . (3.6)
En particulier, comme Fε est canonique, P aε est aussi d’aire symplectique a.
On s’inte´resse alors au niveau d’e´nergie
{H = H(P a)} = {(q1, p1, q2, p2)/H((q1, p1, q2, p2), ε) = H(P aε , ε)}
et a` son intersection avec Σ1. Dans la Proposition 3.5 e´nonce´e ci-dessous, on montre tout
d’abord que cette intersection est localement diffe´omorphe a` un disque de R2 dans un
voisinage de (δ1, 0, 0, 0) sur Σ1 (c’est le (ii) de la proposition). Comme Ψ n’est de´fini que
si on est ”du bon coˆte´” (cf Figure 2.8) de la varie´te´ centre-stable W cs(0), on e´tudie de plus a`
quoi correspond ”eˆtre du bon coˆte´”, une fois identifie´ le niveau d’e´nergie a` un disque de R2 :
on montre que cela correspond a` eˆtre a` l’exte´rieur de la courbe de´finie par l’intersection de
W cs(0) avec le niveau d’e´nergie (c’est (3.7) du (ii) dans la proposition). Enfin, on montre
qu’en restreignant suffisamment l’ensemble de de´part de Ψ, l’ensemble d’arrive´e se trouve
dans la zone ou` le niveau d’e´nergie est diffe´omorphe a` un disque (c’est le (iii) dans la
Proposition 3.5) : ainsi on pourra bien conside´rer Ψa comme un diffe´omorphisme d’un
disque de R2 ((iv) dans la proposition).
Σ1
q1
√
q22 + p
2
2
x
xP a
p1
{H = H(P a)}
Figure 2.9 – Intersection du niveaux d’e´nergie {H = H(P a)} avec la section Σ1.
Proposition 3.5 (i) Pour δ1 assez petit, il existe une application p
cs
1,ε telle que
W csε (0) ∩ Σ1 ∩ B(0, δ1) =
{
(q1, p1, q2, p2)/q1 = δ1, p1 = p
cs
1,ε(q2, p2)
}
.
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p1
{H = H(P a)}
W cs(0)
on est dansΣ1
W s(P a
′
)
q2
p2
pH1 (q2,0, p2,0)
x
x
pcs1 (q2,0, p2,0)
W s(P a)
Figure 2.10 – Dans Σ1, positions relatives du niveau {H = H(P a)} et de la varie´te´
centre-stable W cs(0).
De plus, pcs1,ε ve´rifie dans B(0, δ1)
F−1ε (δ1, p1, q2, p2) ∈ {η1 > 0} ⇔ p1 > pcs1,ε(q2, p2).
(ii) Il existe c0 tel que pour δ1 assez petit et a ≤ c0δ21ε2, il existe une application pH1 telle
que
{H=H(P a)} ∩ Σ1 ∩ B(0, δ1) ∩ {(q1, p1, q2, p2)/I2 ≤ 1
2
ω0δ
2
1ε
2}
=
{
(q1, p1, q2, p2)/q1 = δ1, p1= p
H
1 (q2, p2, a), I2 ≤
1
2
ω0δ
2
1ε
2
}
(voir Figure 2.9). De plus,
pH1 (q2, p2, a) > p
cs
1,ε(q2, p2)⇔
(q2, p2) a` l’exte´rieur de
Cas := {(q2, p2)/pH1 (q2, p2, a) = pcs1,ε(q2, p2)} (3.7)
(voir Figure 2.10).
(iii) Pour c assez petit, l’ensemble
Σ1 ∩
{
(q1, p1, q2, p2)/0 < p1 − pcs1,ε(q2, p2) ≤ p′0(δ1), q22 + p22 ≤ cδ21ε2
}
est inclus dans l’ensemble de de´finition de Ψ et son image par Ψ est incluse dans
l’ensemble
Σ1 ∩ B(0, δ1) ∩ {(q1, p1, q2, p2)/I2 ≤ ω0δ21ε2}.
(iv) Pour a ≤ ω0δ21ε2, la restriction Ψa de Ψ au niveau d’e´nergie {H = H(P a)} peut eˆtre
vue comme un diffe´omorphisme
Ψaε : {(q2, p2)/q22+p22 ≤ cδ21ε2, (q2, p2) a` l’exte´rieur de Cas } → {(q2, p2), q22+p22 ≤ ω0δ21ε2}
(voir Figure 2.11).
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Cas
√
cδ1ε
x
p2
q2
x
p2
q2
Ψaε
√
ω0δ1ε
Figure 2.11 – Domaines de de´part et d’arrive´e de Ψaε .
3.3.b Existence d’une courbe invariante par ve´rification des hypothe`ses d’un
the´ore`me KAM
On de´montre maintenant l’existence de courbes invariantes pour les diffe´omorphismes Ψaε .
Cela est possible pour un bon choix des parame`tres laisse´s libres ci-dessus. On choisit
dans cette partie l’ordre n auquel on applique le the´ore`me de forme normale, ainsi que la
puissance N0 de ε dans le Hamiltonien exprime´ dans les 3 parame`tres ε = (ε, ν, µ) (voir
(3.2) ci-dessus), et on va aussi choisir une valeur de µ en fonction de ε. C’est donc ici que
l’e´criture sous forme normale joue pleinement son roˆle. On montre pre´cise´ment :
Proposition 3.6 Il existe `0 et il existe ε0, c1 et c2 tels que pour
ε ≤ ε0, a ≤ ε3`0+1,
n ≥ 2(`0 + 2), N0 ≥ 4`0 + 5, µ ≤ ε4`0+1,
l’application Ψaε := Ψ
a
(ε,ε2,ε4`0+1)
admet une courbe invariante Γaε dans l’anneau de R2
{(q2, p2)/I2 ∈ [c1δ21ε2, c2δ21ε2]}.
De´monstration : le reste de cette partie est consacre´ a` la de´monstration de cette pro-
position. Pour cela on utilise le the´ore`me KAM suivant, de´montre´ dans l’article de Moser
[51].
The´ore`me 3.7 (The´ore`me KAM) Soit
Φ : R/2piZ× [a, b] → R/2piZ× R
(q, ρ) 7→ (q + α(ρ) + F (q, ρ), ρ+G(q, ρ)).
On suppose que
– Φ est une application exacte,
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– il existe m0 > 0 tel que pour tout ρ,
1
m0
≤ dα
dρ
(ρ) ≤ m0. (3.8)
Alors il existe `0 ∈ N et δ0(m0) > 0 tels que si on a
– |F |C0 + |G|C0 ≤ δ0(m0),
– |α|C`0 + |F |C`0 + |G|C`0 ≤ m0,
alors Φ admet une courbe invariante{
(q, ρ) = (q′ + f(q′), ρ0 + g(q′)), q′ ∈ R/2piZ
}
, (3.9)
ou` f , g sont C1.
On peut s’apercevoir que, dans la de´monstration de ce the´ore`me dans [51], l’hypothe`se
(3.8) peut eˆtre remplace´e par l’hypothe`se suivante, qu’on va utiliser ici :
−m0 ≤ dα
dρ
(ρ) ≤ − 1
m0
. (3.10)
L’ide´e est d’appliquer ce the´ore`me avec
Ψˆa(ε,ε2,0) : (q, ρ) 7→ (q + αaε(ρ), ρ),
Ψˆa(ε,ε2,µ) : (q, ρ) 7→ (q + αaε(ρ) + F aε (q, ρ), ρ+Gaεq, ρ)).
Les Ψaε sont de´finis sur des disques, sur lesquels on ne peut donc pas passer en coordonne´es
polaires, et si on se contente d’enlever l’origine, les hypothe`ses du the´ore`me ne sont pas
ve´rifie´es, car dans la composante angulaire apparaissent des divisions par la norme de
Ψa(θ, r). Il faut donc choisir un anneau approprie´, pas trop petit pour que les divisions
dans la composante angulaire ne soient pas trop grandes, et pas trop grand non plus pour
que les majorations obtenues par accroissements finis restent petites. Meˆme avec un bon
choix, le the´ore`me ne s’applique pas encore directement tel quel, il nous faut d’abord faire
un changement de coordonne´es dans les Ψaε . On de´montrera dans la partie 7 qu’avec un
changement de coordonne´es approprie´, l’application dans les nouvelles coordonne´es note´e
Ψˆaε satisfait les hypothe`ses du the´ore`me, pre´cise´ment (voir Figure 2.12) :
Proposition 3.8 Il existe c0, c1, c2 et m0 > 0 tels que pour ε assez petit, pour tout a ∈
[0, c0δ
2
1ε
2] et pour tout k ≤ E(N0−14 )− 1 on ait dans l’anneau
{(q2, p2)/I2 ∈ [c1δ21ε2, c2δ21ε2]},
(i) Ψˆa(ε,ε2,µ) application exacte ;
(ii) −m0 ≤ ∂α
a
ε
∂ρ
≤ − 1
m0
;
(iii) |αaε |Ck ≤ mk ;
(iv)
∣∣F aε ∣∣Ck + ∣∣Gaε∣∣Ck ≤ m0 ·
(
a2
ε6k
+
µ
ε4k
)
.
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Zone où           est dénie
CasΓaε
√
cδ1ε
√
c2δ1εC
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x x x x
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Ψaεq2
Figure 2.12 – Courbe invariante et taille des couronnes de travail dans la de´monstration.
De´monstration : se trouve dans la partie 7.
Rappelons que dans le reste obtenu dans H apre`s application du the´ore`me de forme nor-
male au degre´ n, on avait un terme en ε4n−8, qu’on avait re´e´crit ε4n−8 = µνεN0 . On
rappelle aussi qu’on a de´ja` choisi la valeur ν = ε2 depuis le de´but de la partie 3.3. On
choisit maintenant les valeurs de n et N0 :
– le degre´ n auquel on applique le the´ore`me de forme normale n := 2`0 + 3,
– on choisit N0 := 4`0 + 1.
Comme on a de´ja` pris ν = ε2, on a µ := ε4`0+1. Avec N0 = 4`0 + 1, et pour a ≤ ε3`0 , la
Proposition 3.8 implique bien que les hypothe`ses du the´ore`me KAM sont ve´rifie´es dans
l’anneau I2 ∈ [c1δ21ε2, c2δ21ε2] pour toutes les applications Ψˆaε . Donc il existe une courbe
Γaε du type (3.9) incluse dans l’anneau I2 ∈ [c1δ21ε2, c2δ21ε2], invariante par l’application
Ψaε = Ψ
a
(ε,ε2,ε4`0+1)
. 2
3.4 De´monstration du The´ore`me 2.2
Nous avons maintenant tous les e´le´ments pour passer a` la de´monstration proprement dite
du The´ore`me 2.2. Soit a, ε fixe´s. On s’inte´resse a` la varie´te´ instable W i(P a) a` l’orbite
pe´riodique P a.
On commence par s’assurer que W i(P a) atteint une premie`re fois Σ1, dans le voisinage de
(δ1, 0, 0, 0) pour lequel l’intersection de Σ1 avec le niveau d’e´nergie {H = H(P a)} s’e´crit
comme un graphe, et a` l’inte´rieur de la courbe invariante Γaε . On va meˆme prendre une
distance de se´curite´ avec la courbe invariante, en montrant que pour a, ε assez petits
W i(P a) atteint une premie`re fois l’ensemble
Σ1 ∩ B(0, δ1) ∩ {(ξ1, η1, ξ2, η2)/ξ22 + η22 ≤
1
4
c1δ
2
1ε
2}. (3.11)
Or dans les coordonne´es (ξ1, η1, ξ2, η2), la varie´te´ instable a` P
a est le tube
{(ξ1, η1, ξ2, η2) ∈ R4/ξ1 = 0, ξ22 + η22 = a},
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qui intersecte l’hyperplan {(ξ1, η1, ξ2, η2)/η1 = δ1} = F−1ε (Σ2) en le cercle
{(0, δ1, ξ2, η2)/ξ22 + η22 = a}.
Pour a ≤ δ21 , on peut alors utiliser le retour partiel Ψ2 construit dans la Proposition 3.3,
qui relie Σ2 a` Σ1 : on obtient ainsi l’existence de l’intersection de W
i(P a) avec Σ1∩B(0, δ1)
(voir Figure 2.13). En utilisant de plus l’estimation (3.5) donne´e dans cette Proposition
3.3, on obtient alors que pour a < c1δ
2
1ε
2, pour ε assez petit, l’intersection de W i(P a) avec
Σ1 a bien lieu dans l’ensemble (3.11).
δ1
η1
ξ1
F−1ε (Σ1)
 ensembles de départ et d’arrivée de 
W s(P a)
W i(P a)
Ψ2
Ψ2
P a
Cas
Cai
F−1ε (Σ2)
Figure 2.13 – W i(P a) intersecte Σ1 une premie`re fois.
On a alors l’alternative suivante pour la courbe Cai repre´sentant en coordonne´es (q2, p2)
l’intersection de W i(P a) avec Σ1 :
– ou bien Cai intersecte la courbe de la varie´te´ stable, Cas , auquel cas on a de´montre´
l’existence d’une connection homocline a` P a,
– ou bien Cai n’intersecte pas Cas .
Conside´rons alors le cas ou` on n’a pas intersection. Comme ces deux courbes sont de meˆme
aire symplectique a, Cai ne peut eˆtre entie`rement a` l’inte´rieur de Cas . Ne´cessairement, Cai
est donc a` l’exte´rieur de Cas (voir Figure 2.14).
Or, a` l’exte´rieur de Cas et dans l’ensemble (3.11), on sait que l’application Ψaε est de´finie,
on peut donc s’inte´resser a` Ψaε(Cai ). Pour a, ε assez petits, l’inte´rieur de la courbe Γaε
construite dans la Proposition 3.6 ci-dessus est envoye´ par l’application Ψaε a` l’inte´rieur
de Γaε . Donc Ψ
a
ε(Cai ) est elle aussi une courbe d’aire symplectique a et situe´e a` l’inte´rieur
de la courbe Γaε . On a a` nouveau l’alternative :
– ou bien Ψaε(Cai ) intersecte la courbe de la varie´te´ stable, Cas , auquel cas on a de´montre´
l’existence d’une connection homocline a` 1 boucle a` P a,
– ou bien Ψaε(Cai ) est a` l’exte´rieur de Cas , et donc dans le domaine de de´finition de Ψaε .
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Cas Cas Cas
Cai
Cai
Cai
Figure 2.14 – Alternatives possibles pour les positions relatives de Cas et Cai .
On ite`re alors ce processus. Comme Cai est de´finie comme e´tant la premie`re intersection
de W i(P a) avec Σ1, pour tout N , (Ψ
a
ε)
N (Cai ) et Cai sont disjointes. Comme Ψaε est un
diffe´omorphisme (on peut donc l’inverser), on obtient pour tous N1, N2, (Ψ
a
ε)
N1(Cai ) et
(Ψaε)
N2(Cai ) sont disjointes. Quand on ite`re N0 fois ce processus, l’ensemble des (Ψaε)N (Cai )
pourN ≤ N0 recouvre alors une surface d’aire e´gale a`N0·a. Or cette surface est a` l’inte´rieur
de la courbe Γaε , qui est d’aire finie fixe. Donc ne´cessairement le processus s’arreˆte pour
un Naε , i.e. ne´cessairement il existe un N = N
a
ε ∈ N pour lequel (Ψaε)N (Cai ) intersecte
Cas (voir Figure 2.15). C’est-a`-dire qu’on a une connection homocline a` Naε boucles
pour l’orbite pe´riodique P aε .
Cas
Cai
(Ψa)N (Cai )
(Ψa)N
a
ε (Cai )
(Ψa)N1(Cai )
(Ψa)N2(Cai )
Γaε
Figure 2.15 – Ite´rations successives de Ψa sur Cai .
2
Remarque 3.9 (sur l’utilite´ de l’hypothe`se (H6).) L’hypothe`se (H6) apparaiˆt expli-
citement plus loin dans la de´monstration du Lemme 6.1, qui sert a` de´montrer le re´sultat
(3.7) de la Proposition 3.5 ci-dessus, qui lui-meˆme entraine le fait que l’application Ψaε
soit de´finie a` l’exte´rieur de la courbe Cas . Et c’est ensuite le fait de savoir que le premier
retour est bien de´fini a` l’exte´rieur de Cas qui permet dans la de´monstration du the´ore`me
(voir Partie 3.4) d’ite´rer l’application de premier retour quand l’intersection n’a pas lieu.
Dans la description heuristique de la strate´gie, donne´e ci-dessus dans la Partie 3.1.d,
l’hypothe`se (H6) est ce qui permet d’affirmer que lorsqu’on de´vie de l’orbite homocline,
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c’est bien vers l’inte´rieur de l’orbite (notion d’”inte´rieur” dans les coordonne´es (q1, p1)).
Remarque 3.10 (sur le choix des sections Σ1 et Σ2) On a choisi en coordonne´es
(q1, p1, q2, p2), Σ1 plan et Σ2 varie´te´ (de dimension 2) non plane. Le choix de Σ1 plan
est crucial pour la re´gularite´ de l’application de premier retour a` Σ1. Tandis que Σ2 est
plan en coordonne´es (ξ1, η1, ξ2, η2), ce qui rend imme´diate la de´finition de l’application de
Σ1 a` Σ2, qui se fait en coordonne´es (ξ1, η1, ξ2, η2). On peut re´sumer ces choix par l’ide´e
que lorsqu’on de´finit une application suivant le flot entre 2 varie´te´s, c’est la re´gularite´ de
la varie´te´ d’arrive´e qui est importante.
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4 Forme normale et changement d’e´chelle : de´monstration
de la Proposition 3.1
Cette partie est consacre´e a` la de´monstration de la proposition 3.1. On proce`de en trois
e´tapes qui correspondent aux trois points (i), (ii) et (iii) de la proposition.
E´tape 1 : application du the´ore`me de forme normale 2.3, conse´quences. Sous
les hypothe`ses (H1), · · · , (H6), il existe des coordonne´es de R4 telles que x, Hλ et Ω dans
ces coordonne´es s’e´crivent
x = (q1 ,p1 ,q2 ,p2), Hλ(x) :=
1
2
p2
1
+
1
2
ω0(q
2
2
+ p2
2
) +O(λ|x|2 + |x|3),
et Ω(x,y) = 〈Jx,y〉 , ou`
J =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 .
La matrice J n’est pas sous la forme habituelle J2 (cf e´nonce´ du the´ore`me 2.3), mais on
peut obtenir cette forme par un changement de coordonne´es line´aire isome´trique
X = TX ′, T ∗ = T−1, T =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 .
Et donc le The´ore`me 2.3 est toujours vrai dans ce cas. Alors, en l’appliquant a` la famille
de Hamiltoniens Hλ(x) on obtient l’existence d’une famille de transformations canoniques
x = φn,λ(x˜) telle que
H˜λ(x˜) = Hλ(φn,λ(x˜)) =
1
2
p˜21 +
1
2
ω0(q˜
2
2 + p˜
2
2) + N˜ n,λ(x˜) + R˜n,λ(x˜),
ou` le reste R˜n,λ(x˜) est une C1-famille a` 1 parame`tre de Hamiltoniens analytiques tels que
R˜n,λ(x˜) = O
(|x˜|n+1) et ou` N˜ n,λ est un polynoˆme re´el de degre´ ≤ n tel que N˜ n,λ(x˜) =
O(λ|x˜|2 + |x˜|3) et
N˜ n,λ(q˜1, p˜1 + tq˜1, Rω0t(q˜2, p˜2)) = N˜ n,λ(q˜1, p˜1, q˜2, p˜2) pour tout t ∈ R, (4.1)
avec
Rω0t =
(
cosω0t − sinω0t
sinω0t cosω0t
)
.
En appliquant (4.1) avec t = 2piω0 `, ` ∈ Z et en faisant tendre ` vers l’infini, on obtient que
ne´cessairement N˜ n,λ ne de´pend pas de p˜1, i.e.
N˜ n,λ(q˜1, p˜1, q˜2, p˜2) = N˜
o
n,λ(q˜1, q˜2, p˜2).
Puis en identifiant R2 et C par l’application
(q˜2, p˜2) 7→ (z2 = q˜2 + ip˜2, z2 = q˜2 − ip˜2),
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et en de´finissant M˜on,λ(q˜1, z2, z2) := N˜
o
n,λ(q˜1, q˜2, p˜2), l’e´galite´ (4.1) devient
M˜on,λ(q˜1, eiω0tz2, e−iω0tz2) = M˜
o
n,λ(q˜1, z2, z2) pour tout t ∈ R.
Alors pour t = −argz2ω0 et t = −
argz2
ω0
+ pi, on obtient
M˜on,λ(q˜1, z2, z2) = M˜
o
n,λ(q˜1, |z2|, |z2|) = M˜
o
n,λ(q˜1,−|z2|,−|z2|).
Ce qui signifie que M˜on,λ(q˜1, z2, z2) = H˜n,λ(q˜1, |z2|2) ou` (q˜1, I2) 7→ H˜n,λ(q˜1, I2) est un
polynoˆme re´el. Donc
N˜ n,λ(q˜1, p˜1, q˜2, p˜2) = N˜
o
n,λ(q˜1, q˜2, p˜2) = H˜n,λ(q˜1, q˜
2
2 + p˜
2
2).
On a donc de´montre´ l’existence d’une C1-famille a` 1 parame`tre de transformations cano-
niques analytiques x = φn,λ(x˜) telles que, au voisinage de l’origine, le Hamiltonien dans
les nouvelles coordonne´es H˜λ(x˜) = Hλ(φn,λ(x˜)) soit de la forme
H˜λ(x˜) =
1
2
p˜21 +
1
2
ω0(p˜
2
2 + q˜
2
2) + H˜n,λ(q˜1, p˜
2
2 + q˜
2
2) + R˜n,λ(x˜),
ou` le reste R˜n,λ(x˜) est une C1-famille a` 1 parame`tre de fonctions analytiques telles que
R˜n,λ(x˜) = O
(|x˜|n+1) et H˜n,λ est un polynoˆme re´el en (q˜1, p˜22 + q˜22) de degre´ ≤ n en
(q˜1, p˜2, q˜2) et dont les coefficients sont des fonctions C1 de λ. De plus, on a
H˜n,λ(q˜1, p˜
2
2 + q˜
2
2) = O
(
λ(q˜21 + p˜
2
2 + q˜
2
2) + (|q˜1|+ |q˜2|+ |p˜2|)3
)
.
E´tape 2 : changement de parame`tre λ. En e´crivant le de´but du de´veloppement de
Taylor de H˜n,λ on obtient pour H˜λ(x˜)
H˜λ(x˜) =
1
2 p˜
2
1 +
1
2 ω˜(λ)(q˜
2
2 + p˜
2
2)− 12 c˜1(λ)q˜21 + c˜2(λ)q˜31 + c˜3(λ)q˜1(q˜22 + p˜22)
+Q˜
n,λ
(q˜1, p˜
2
2 + q˜
2
2) + R˜n,λ(x˜),
ou`
Q˜
n,λ
(q˜1, p˜
2
2 + q˜
2
2) = O
(
(|q˜1|+ |q˜2|+ |p˜2|)4
)
,
et ou` c˜1, c˜2, c˜3 et ω˜ sont des fonctions C1 de λ avec ω˜(0) = ω0, c˜1(λ) = c10λ + o(λ),
c˜2(0) = c20. De plus, graˆce aux hypothe`ses (H2), (H3) et (H4), ω0, c10 et c20 sont
non nuls.
Enfin, comme on ne s’inte´resse ici qu’a` la ”demi-bifurcation” correspondant a` c10λ > 0 (cf
hypothe`ses (H3) et (H5)), on peut inverser l’e´galite´
ε˜2 = c˜1(λ) = c10λ+ o(λ)
par le the´ore`me des fonctions implicites, i.e. il existe une fonction C1 θ˜ telle que λ = θ˜(ε˜2).
E´tape 3 : changement d’e´chelle. On fait maintenant un changement d’e´chelle a` la fois
en espace et en temps, sugge´re´ par l’observation de la forme normale de degre´ 3. En fait
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pour tout n la forme normale du Hamiltonien (i.e. apre`s application du the´ore`me de forme
normale et en tronquant le reste) admet une orbite homocline a` 0 qui de´pend de ε˜. De
plus pour n = 3 cette orbite homocline h˜ε˜ a une e´criture explicite de la forme
h˜ε˜(t˜) = (ε˜
2 qh1 (ε˜ t˜), ε˜
3 ph1(ε˜ t˜), 0, 0).
Pour e´tudier la dynamique du syste`me complet au voisinage de cette orbite homocline, il
est plus pratique de changer d’e´chelle le syste`me de manie`re a` ce que dans les nouvelles
variables l’orbite homocline de la forme normale de degre´ 3 du syste`me ne de´pende pas de
ε˜. On fait alors le changement d’e´chelle en espace x˜ = σε(x), et en temps suivant
q˜1 =
1
2
√
2c˜2(ε˜)
ε˜2q
1
, q˜2 =
1
2
√
2c˜2(ε˜)
ε˜
5
2 q
2
, t = ε˜ t˜,
p˜1 =
1
2
√
2c˜2(ε˜)
ε˜3p
1
, p˜2 =
1
2
√
2c˜2(ε˜)
ε˜
5
2 p
2
.
(4.2)
Ce changement d’e´chelle est une application conforme qui est bien de´finie pour ε˜ petit car
c˜2(ε˜) = c20+O(ε˜2) ou` par l’hypothe`se (H4) on a c20 6= 0. On remarque que l’application sur
les coordonne´es (q˜1, p˜1, q˜2, p˜2) seule n’est pas un changement de variable canonique, mais
que avec de plus le changement d’e´chelle en temps, le syste`me diffe´rentiel dans les nouvelles
coordonne´es est quand meˆme bien pour ε˜ 6= 0 un syste`me Hamiltonien, de Hamiltonien
8c˜2(ε˜)
ε˜6
H˜ε˜(
1
2
√
2c˜2(ε˜)
ε˜2q
1
, 1
2
√
2c˜2(ε˜)
ε˜3p
1
, 1
2
√
2c˜2(ε˜)
ε˜
5
2 q
2
, 1
2
√
2c˜2(ε˜)
ε˜
5
2 p
2
).
Pour travailler avec des fonctions re´gulie`res en le parame`tre, comme on a une racine dans
le changement d’e´chelle on fait aussi un dernier changement de parame`tre
ε2 = ε˜.
Pour ε ∈] − ε0, 0[ ∪ ]0, ε0[ avec ε0 =
√
ε˜0, on obtient alors le nouveau Hamiltonien pour
x = (q
1
, p
2
, q
2
, p
2
) :
Hε(x) =
8c˜2(ε˜)
ε˜12
H˜ε2(σε(x))
=
1
2
p2
1
− 1
2
q2
1
+ 2
√
2q3
1
+
ω(ε)
2ε2
(q
2
2 + p
2
2) + ε2Nn,ε(q1, q
2
2
+ p2
2
) + ε4n−8Rn,ε(x),
ou` Nn,ε est un polynoˆme de degre´ infe´rieur a` n en (q1, q2, p2) dont les coefficients sont C1
en ε, et ve´rifie
Nn,ε(q1, q
2
2
+ p2
2
) := 1
ε2ε12
[
c˜3(ε
2)ε14q
1
(q2
2
+ p2
2
) + Q˜n,ε2
(
ε4q
1
, ε10(q2
2
+ p2
2
)
)]
,
= O
(
|q
1
||q2
2
+ p2
2
|+ ε2(|q
1
|2 + |q2
2
+ p2
2
|)2
)
.
Enfin, comme R˜n,ε˜ est analytique a` coefficients C1 en ε et comme
∀ε˜ ∈]− ε˜0, ε˜0[, R˜n,ε˜(x˜) = O
(|x˜|n+1) ,
alors la formule explicite
Rn,ε(x) :=
1
ε12ε4n−8
R˜n,ε2(
1
2
√
2c˜2(ε2)
ε4q
1
, 1
2
√
2c˜2(ε2)
ε6p
1
, 1
2
√
2c˜2(ε2)
ε5q
2
, 1
2
√
2c˜2(ε2)
ε˜5p
2
)
permet bien de s’assurer que Rn,ε(x) est C1 en ε. 2
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5 Existence de l’application de premier retour a` Σ1 :
de´monstration des Propositions 3.3 et 3.4
Cette partie est consacre´e a` la de´monstration des deux propositions 3.3 et 3.4 qui assurent
l’existence de l’application de premier retour a` la section Σ1. On de´montre tout d’abord
deux lemmes pre´liminaires dans les parties 5.1 et 5.2. La de´monstration de la proposition
3.3 se trouve dans la partie 5.3, puis la de´monstration de la proposition 3.4 dans la partie
5.4.
5.1 E´criture de Σ1 sous forme de graphe dans les coordonne´es locales
(ξ1, η1, ξ2, η2)
Le lemme suivant pre´cise la position de l’image de la section Σ1 par l’application F−1ε ,
en particulier on montre que si δ1 est assez petit F−1ε (Σ1) s’e´crit comme un graphe dans
les coordonne´es locales (ξ1, η1, ξ2, η2). Ce re´sultat sera utile pour montrer l’existence du
retour a` la section Σ1.
Lemme 5.1 Pour ε, ν, µ < ε0 et δ1 suffisamment petit, il existe ξ
Σ
1,ε application analytique
de´finie sur BR3(0, 2δ1) := {(η1, ξ2, η2)/|η1| ≤ 2δ1,
√
ξ22 + η
2
2 ≤ 2δ1} telle que
F−1ε (Σ1) ∩ B(0, 2δ1) =
{
(ξ1, η1, ξ2, η2)/ξ1 = ξ
Σ
1,ε(η1, ξ2, η2), |η1| < 2δ1,
√
ξ22 + η
2
2 ≤ 2δ1
}
,
et telle que pour tout (η1, ξ2, η2) ∈ BR3(0, 2δ1) on ait
ξΣ1,ε(η1, ξ2, η2) ∈ ]
1
2
δ1,
3
2
δ1[. (5.1)
xxx
x
x
Σ1
Fε
q1ξ1
2δ1
1
2δ1
3
2δ1
η1
√
q22 + p
2
2
√
ξ22 + η
2
2
F−1ε (Σ1)
δ1 δ1
x
p1
Figure 2.16 – Σ1 vu comme un graphe en coordonne´es (ξ1, η1, ξ2, η2).
De´monstration
On proce`de en deux e´tapes, dont voici le re´sume´ :
E´tape 1 : on de´montre tout d’abord que pour δ1 assez petit, pour tout (η1, ξ2, η2) ∈
BR3(0, 2δ1) fixe´ on a l’existence par the´ore`me des valeurs interme´diaires d’un
ξΣ1,ε(η1, ξ2, η2) dans l’intervalle donne´ par (5.1) ;
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E´tape 2 : puis on montre l’unicite´ et la re´gularite´, pour δ1 assez petit, en montrant qu’une
de´rive´e est strictement positive pour δ1 assez petit : cette de´rive´e positive permet de
montrer a` la fois l’unicite´ par croissance stricte de l’application et la re´gularite´ car
de´rive´e non nulle dans l’e´quation implicite.
Entrons maintenant dans les de´tails.
E´tape 1. Soit (η1, ξ2, η2) ∈ BR3(0, 2δ1) fixe´. On a
(ξΣ1,ε, η1, ξ2, η2) ∈ F−1ε (Σ1) ⇐⇒ Fε(ξΣ1,ε, η1, ξ2, η2) ∈ Σ1,
⇐⇒ ϕ1,ε(ξΣ1,ε, η1, ξ2, η2) = δ1, (5.2)
⇐⇒ ξΣ1,ε + (ϕ1,ε(ξΣ1,ε, η1, ξ2, η2)− ξΣ1,ε)− δ1 = 0, (5.3)
ou` on rappelle qu’on note
Fε(ξ1, η1, ξ2, η2) := (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε)(ξ1, η1, ξ2, η2).
On va montrer que pour δ1 assez petit, la quantite´ dans l’assertion (5.3) est positive pour
ξΣ1,ε =
3
2δ1 et ne´gative pour ξ
Σ
1,ε =
1
2δ1. Pour cela, on utilise le re´sultat (vi) de la Proposition
C.1, et on obtient
|ϕ1,ε((ξ1, η1, ξ2, η2))− ξ1| ≤ M0|(ξ1, η1, ξ2, η2)|2 pour tout (ξ1, η1, ξ2, η2) ∈ B(0, ρ′0).
On a alors, dans B(0, 2δ1), en prenant les valeurs de ϕ1,ε(ξ1, η1, ξ2, η2)− δ1 pour ξ1 = 12δ1
et pour ξ1 =
3
2δ1 :
ϕ1,ε(
1
2
δ1, η1, ξ2, η2)− δ1 = (ϕ1,ε(12δ1, η1, ξ2, η2)− 12δ1)− 12δ1 ≤ −
1
2
δ1 +M0δ21 ,
ϕ1,ε(
3
2
δ1, η1, ξ2, η2)− δ1 = (ϕ1,ε(32δ1, η1, ξ2, η2)− 32δ1) + 12δ1 ≥ +
1
2
δ1 −M0δ21 .
Si on choisit 2δ1 <
1
2M0 , alors pour tout (η1, ξ2, η2) ∈ BR3(0, 2δ1),
ϕ1,ε(
1
2
δ1, η1, ξ2, η2)− δ1 < 0 < ϕ1,ε(3
2
δ1, η1, ξ2, η2)− δ1.
Par valeurs interme´diaires, il existe donc un ξΣ1,ε(η1, ξ2, η2) ∈]12δ1, 32δ1[ tel que
ϕ1,ε(ξ
Σ
1,ε(η1, ξ2, η2), η1, ξ2, η2)− δ1 = 0.
Ce qui conclut l’e´tape 1.
E´tape 2. On re´utilise l’e´quation implicite (5.2) trouve´e ci-dessus. On va montrer que pour
δ1 assez petit, pour tout ξ1 ∈]12δ1, 32δ1[ et tout (η1, ξ2, η2) ∈ BR3(0, 2δ1) on a
∂
∂ξ1
ϕ1,ε(ξ1, η1, ξ2, η2) > 0.
Pour cela, on utilise la majoration (ii) de la Proposition C.1 : il existe une se´rie entie`re
M convergente sur B(0, 4ρ′0) telle que
ϕ1,ε(ξ1, η1, ξ2, η2)− ξ1 ≺ (ξ1+η1+ξ2+η2)2M(ξ1+η1+ξ2+η2).
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En de´rivant cette expression par rapport a` ξ1, on obtient
∂
∂ξ1
(ϕ1,ε(ξ1, η1, ξ2, η2)− ξ1) ≺ 2(ξ1+η1+ξ2+η2)M(ξ1+η1+ξ2+η2)
+(ξ1+η1+ξ2+η2)
2M′(ξ1+η1+ξ2+η2).
En prenant 2δ1 ≤ ρ′0, on obtient alors que pour tout (ξ1, η1, ξ2, η2) ∈ B(0, 2δ1),∣∣ ∂
∂ξ1
(ϕ1,ε(ξ1, η1, ξ2, η2)− ξ1)
∣∣ ≤ 16δ1M(8δ1) + 64δ21M′(8δ1).
Or
∂
∂ξ1
ϕ1,ε(ξ1, η1, ξ2, η2) = 1 +
∂
∂ξ1
(ϕ1,ε(ξ1, η1, ξ2, η2)− ξ1),
≥ 1− (16δ1M(8δ1) + 64δ21M′(8δ1)).
Prenons de´ja` 2δ1 ≤ ρ′0. Comme on sait que M(4ρ′0) converge, on obtient
∂
∂ξ1
ϕ1,ε(ξ1, η1, ξ2, η2) ≥ 1− (16δ1M(4ρ′0) + 32δ1ρ′0M′(4ρ′0)).
Et donc ∂∂ξ1ϕ1,ε(ξ1, η1, ξ2, η2) ≥ 12 > 0 de`s que
2δ1 ≤ min(ρ′0,
1
32M(4ρ′0) + 64ρ′0M′(4ρ′0)
).
Ainsi, sur B(0, 2δ1), pour (η1, ξ2, η2) fixe´, ξ1 7→ ϕ1,ε(ξ1, η1, ξ2, η2) est strictement crois-
sante, d’ou` l’unicite´ du ξΣ1,ε tel que (5.2) soit ve´rifie´. De plus, au voisinage de chaque point
(ξΣ1,ε(η1, ξ2, η2), η1, ξ2, η2), l’e´quation (5.2) ve´rifie alors les hypothe`ses du the´ore`me des fonc-
tions implicites analytiques en (η1, ξ2, η2). Par l’unicite´ on obtient donc l’analyticite´ de ξ
Σ
1,ε.
Ce qui clot l’e´tape 2, et la de´monstration du lemme 5.1. 2
5.2 Re´gularite´ du flot a` la rotation pre`s
Le lemme suivant donne la re´gularite´ du flot a` la rotation en ω(ε)
2ε2
(qui elle pre´sente une
irre´gularite´ en ε = 0) factorise´e pre`s. Ce re´sultat est la cle´ de la re´gularite´ de l’applica-
tion de premier retour, et est la conse´quence directe de l’e´criture du Hamiltonien sous
forme normale jusqu’a` l’ordre n. Il nous est tout d’abord utile de manie`re plus faible
(pour la re´gularite´ C1) dans la de´monstration de l’existence du retour global Ψ2 dans la
de´monstration de la Proposition 3.3 ci-dessous.
Lemme 5.2 Soit
Rθ :=
(
I O
O Rθ
)
:=

1 0 0 0
0 1 0 0
0 0 cos θ − sin θ
0 0 sin θ cos θ
 ,
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et soit φ(t, (q1, p1, q2, p2), ε, ν, µ) le flot associe´ au Hamiltonien
H((q1, p1, q2, p2), ε, ν, µ) = −q1p1 + ω(ε)
2ε2
(q22 + p
2
2) +
1
2
(q1 + p1)
3
+νNn(q1 + p1, q
2
2 + p
2
2, ε) + νµε
N0Rn((q1, p1, q2, p2), ε).
Alors φ s’e´crit
φ(t, (q1, p1, q2, p2), ε, ν, µ) = Rω(ε)
2ε2
t
φ˜(t, (q1, p1, q2, p2), ε, ν, µ),
ou` φ˜ est une application Ck par rapport a` toutes ses variables pour tout k tel que 4k+ 1 ≤
N0, c’est-a`-dire si
k ≤ k0 := E
(
N0 − 1
4
)
.
De´monstration
On va montrer que φ˜ est en fait le flot d’un syste`me non autonome Ck. On aura besoin
du fait que la forme symplectique Ω commute avec les Rθ pour tout θ : il suffit de ve´rifier
que (
0 1
−1 0
)(
cos θ − sin θ
sin θ cos θ
)
=
(
cos θ − sin θ
sin θ cos θ
)(
0 1
−1 0
)
.
On calcule la de´rive´e de φ˜ par rapport a` t, dans le but de montrer que φ˜ ve´rifie un syste`me
diffe´rentiel hamiltonien avec un hamiltonien de´pendant du temps. On a
dφ˜
dt
=
dR−ω(ε)
2ε2
t
dt
φ+R−ω(ε)
2ε2
t
dφ
dt
.
Ou`, en notant X := (q1, p1, q2, p2)
R−ω(ε)
2ε2
t
dφ
dt
= R−ω(ε)
2ε2
t
Ω∇XH(φ, ε, ν, µ),
= ΩR−ω(ε)
2ε2
t
∇XH(Rω(ε)
2ε2
t
φ˜, ε, ν, µ),
= Ω∇X(H ◦Rω(ε)
2ε2
t
)(φ˜, ε, ν, µ);
et
dR−ω(ε)
2ε2
t
dt
X = −ω(ε)
2ε2
Ω
(
O O
O R−ω(ε)
2ε2
t
)
X,
= Ω∇X(−ω(ε)
2ε2
(q22 + p
2
2)).
On trouve donc que
dφ˜
dt
= Ω∇X(H ◦Rω(ε)
2ε2
t
− ω(ε)
2ε2
(q22 + p
2
2))(φ˜, ε, ν, µ).
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C’est-a`-dire que φ˜ est solution du syste`me hamiltonien non autonome associe´ au Hamilto-
nien
H˜(t, (q1, p1, q2, p2), ε, ν, µ) = −q1p1 + 1
2
(q1 + p1)
3 + νNn(q1 + p1, q
2
2 + p
2
2, ε)
+νµεN0Rn((q1, p1, Rω(ε)
2ε2
t
(q2, p2), ε),
ou` la rotation Rω(ε)
2ε2
t
n’intervient que dans le reste Rn car q1, p1 et (q22 +p22) sont invariants
par Rω(ε)
2ε2
t
.
Comme le syste`me est non autonome, pour parler de flot associe´, on rajoute l’e´quation
dt
dτ = 0, et on obtient un flot φ˜ avec une composante temporelle et de´pendant de la
condition initiale en temps t0
φˆ(τ, t0, X0, ε, ν, µ) := (φˆX , φˆt)(τ, t0, X0, ε, ν, µ).
On a alors par unicite´ du flot
φ˜(t, (q1, p1, q2, p2), ε, ν, µ) = φˆX(t, 0, (q1, p1, q2, p2), ε, ν, µ),
ou` φˆX a la re´gularite´ de ∇XH˜ par rapport a` ses coefficients. Or dans l’expression de H˜
tout est analytique en (t, (q1, p1, q2, p2), ε, ν, µ) sauf Rω(ε)
2ε2
t
(q2, p2) (en ε = 0). Et on a
D(q2, p2)(Rω(ε)
2ε2
t
(q2, p2)) = Rω(ε)
2ε2
t
(q2, p2),
∂
∂t
(Rω(ε)
2ε2
t
(q2, p2)) =
ω(ε)
2ε2
ΩRω(ε)
2ε2
t
(q2, p2),
∂
∂ε
(Rω(ε)
2ε2
t
(q2, p2)) =
2ε2ω′(ε) + 4εω(ε)
4ε4
ΩRω(ε)
2ε2
t
(q2, p2).
En ite´rant, on trouve alors∣∣∣∣∇XRn(q1, p1, Rω(ε)
2ε2
t
(q2, p2), ε)
∣∣∣∣
Ck
= O
ε→0
(
1
ε4k
)
.
Et donc ∇X
(
νµεN0Rn((q1, p1, Rω(ε)
2ε2
t
(q2, p2), ε)
)
est Ck au voisinage de ε = 0 de`s que N0 ≥
4k + 1. 2
5.3 De´monstration de la proposition 3.3 : existence de l’application glo-
bale de Σ2 a` Σ1
Cette partie est entie`rement consacre´e a` la de´monstration de la Proposition 3.3, dont on
rappelle l’e´nonce´ :
Pour δ1 assez petit, il existe T
−(δ1) < T+(δ1) et ξ0(δ1) tels que pour tout (ξ1, η1, ξ2, η2)
dans
Σ2 ∩
{
(ξ1, η1, ξ2, η2)/|ξ1| ≤ ξ0(δ1),
√
ξ22 + η
2
2 ≤ δ1
}
,
il existe un unique TL((ξ1, η1, ξ2, η2), ε) ∈ [T−(δ1), T+(δ1)] ve´rifiant
φ(TL((ξ1, η1, ξ2, η2), ε),Fε((ξ1, η1, ξ2, η2)), ε) ∈ Σ1 ∩ B(0, δ1).
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De plus, en notant
Ψ2((q1, p1, q2, p2), ε) := φ(TL(F−1ε ((q1, p1, q2, p2)), ε), (q1, p1, q2, p2), ε)
= (Ψ2,q1 , · · · ,Ψ2,p2)((q1, p1, q2, p2), ε),
alors il existe M tel que∣∣Ψ2,q2((q1, p1, q2, p2), ε)2+Ψ2,p2((q1, p1, q2, p2), ε)2−(q22+p22)∣∣ ≤ µνεN0M2T+(δ1, δ1). (5.4)
De´monstration.
On va travailler en coordonne´es locales (ξ1, η1, ξ2, η2) et plus pre´cise´ment montrer l’exis-
tence de TL((ξ1, η1, ξ2, η2), ε) ∈ [T−(δ1), T+(δ1)] ve´rifiant
φ(TL((ξ1, η1, ξ2, η2), ε),Fε((ξ1, η1, ξ2, η2)), ε)
∈ Σ1 ∩ Fε
(
{(ξ1, η1, ξ2, η2)/|η1| ≤ 1
2
δ1,
√
ξ22 + η
2
2 ≤
1
2
δ1}
)
.
Cela sera suffisant pour conclure pour δ1 assez petit car d’apre`s le (vi) de la Proposition
C.1, on a pour tout (ξ1, η1, ξ2, η2) ∈ B(0, ρ′0),
|Fε(ξ1, η1, ξ2, η2)− (ξ1, η1, ξ2, η2)| ≤ M0|(ξ1, η1, ξ2, η2)|2.
On sait que F0(ξ1 = 0, η1 = δ1, ξ2 = 0, η2 = 0), F0(12δ1, 0, 0, 0) et F0(32δ1, 0, 0, 0) sont 3 points
de l’orbite homocline a` 0 du syste`me tronque´ vu qu’ils sont sur la varie´te´ stable a` 0, et
donc qu’il existe T−(δ1) et T+(δ1) tels que
φ(T−(δ1),F0(0, δ1, 0, 0), ε, 0, 0) = F0(7
4
δ1, 0, 0, 0),
φ(T+(δ1),F0(0, δ1, 0, 0), ε, 0, 0) = F0(1
4
δ1, 0, 0, 0).
Voici le plan de la de´monstration, en 5 e´tapes :
E´tape 1 : on travaille d’abord sur le flot du syste`me tronque´. On montre qu’avec ces
choix de T− et T+, il existe un ξ0(δ1) tel que pour tout
X := (ξ1, η1, ξ2, η2) ∈ Σ2 ∩
{
(ξ1, η1, ξ2, η2)/|ξ1| ≤ ξ0(δ1),
√
ξ22 + η
2
2 ≤
1
4
δ1
}
,
on ait
φ(T−(δ1),F0(X), ε, 0, 0)
∈ F0
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [13
8
δ1,
15
8
δ1], |η1| ≤ 1
8
δ1,
√
ξ22 + η
2
2 ≤
1
4
δ1
})
,(5.5)
φ(T+(δ1),F0(X), ε, 0, 0)
∈ F0
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [1
8
δ1,
3
8
δ1], |η1| ≤ 1
8
δ1,
√
ξ22 + η
2
2 ≤
1
4
δ1
})
. (5.6)
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E´tape 2 : on montre ensuite qu’il existe M(δ1) tel que pour tout T dans l’intervalle
[T−(δ1), T+(δ1)], tous ε, ν, µ ≤ ε0 et tout
X := (ξ1, η1, ξ2, η2) ∈ Σ2 ∩
{
(ξ1, η1, ξ2, η2)/|ξ1| ≤ ξ0(δ1),
√
ξ22 + η
2
2 ≤
1
4
δ1
}
,
on ait ∣∣F−1ε ◦ φ(T,Fε(X), ε)−F−10 ◦ φ(T,F0(X), ε, 0, 0)∣∣ ≤M(δ1)(ν + µ).
E´tapes 3 et 4 : on en de´duit l’existence (e´tape 3) et l’unicite´ (e´tape 4) par the´ore`me des
valeurs interme´diaires graˆce aux proprie´te´s de F−1ε (Σ1) de´montre´es dans le Lemme
5.1.
E´tape 5 : on de´montre enfin la majoration (5.4).
On suit maintenant ce plan en rentrant dans les de´tails.
E´tape 1. Montrons qu’en notant F−10 := (ϕ−1,0, ψ−1,0, ϕ−2,0, ψ−2,0) on a pour tous t, (ξ2, η2),
ϕ−1,0(φ(t,F0(0, δ1, ξ2, η2), ε, 0, 0)) = ϕ−1,0(φ(t,F0(0, δ1, 0, 0), ε, 0, 0));
ψ−1,0(φ(t,F0(0, δ1, ξ2, η2), ε, 0, 0)) = ψ−1,0(φ(t,F0(0, δ1, 0, 0), ε, 0, 0)).
En effet, on sait que (ϕ−1,0, ψ
−
1,0)(q1, p1, q2, p2) ainsi que (ϕ1,0, ψ1,0)(ξ1, η1, ξ2, η2) ne
de´pendent en fait respectivement que de (q1, p1) et (ξ1, η1), et que le flot du syste`me
tronque´ de´couple (q1, p1) de (q2, p2), donc
ϕ−1,0(φ(t,F0(ξ1, δ1, ξ2, η2), ε, 0, 0))
= ϕ−1,0(φp1(t,F0(ξ1, δ1, ξ2, η2), ε, 0, 0), φq1(t,F0(ξ1, δ1, ξ2, η2), ε, 0, 0))
= ϕ−1,0(φp1(t, (ϕ1,0, ψ1,0)(ξ1, δ1, ξ2, η2), ε, 0, 0), φq1(t, (ϕ1,0, ψ1,0)(ξ1, δ1, ξ2, η2), ε, 0, 0))
= ϕ−1,0(φp1(t, (ϕ1,0, ψ1,0)(ξ1, δ1, 0, 0), ε, 0, 0), φq1(t, (ϕ1,0, ψ1,0)(ξ1, δ1, 0, 0), ε, 0, 0))(5.7)
= ϕ−1,0(φ(t,F0(ξ1, δ1, 0, 0), ε, 0, 0));
et de meˆme pour ψ−1,0. On en de´duit alors que pour tout (ξ2, η2) on a
φ(T−(δ1),F0(0, δ1, ξ2, η2), ε, 0, 0) ∈ F0
({
(ξ1, η1, ξ2, η2)/ξ1 =
7
4
δ1, η1 = 0
})
,
φ(T+(δ1),F0(0, δ1, ξ2, η2), ε, 0, 0) ∈ F0
({
(ξ1, η1, ξ2, η2)/ξ1 =
1
4
δ1, η1 = 0
})
.
L’e´galite´ (5.7), en utilisant le fait que le flot du syste`me tronque´ pour les variables (q1, p1)
est inde´pendant d’ε, permet aussi de montrer que ϕ−1,0(φ(t,F0(ξ1, δ1, ξ2, η2), ε, 0, 0)) est
alors C1 par rapport a` toutes ses variables. Et de meˆme avec ψ−1,0. On en de´duit alors que
pour ξ1 assez petit on a
|ϕ−1,0φ(T±(δ1),F0(0, δ1, ξ2, η2), ε, 0, 0)− ϕ−1,0φ(T±(δ1),F0(0, δ1, ξ2, η2), ε, 0, 0)| ≤
1
8
δ1,
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|ψ−1,0φ(T±(δ1),F0(0, δ1, ξ2, η2), ε, 0, 0)− ψ−1,0φ(T±(δ1),F0(0, δ1, ξ2, η2), ε, 0, 0)| ≤
1
8
δ1;
et donc il existe ξ0(δ1) tel que pour tout ξ1 ≤ ξ0(δ1) et tout (ξ2, η2) on ait
φ(T−(δ1),F0(0, δ1, ξ2, η2), ε, 0, 0) ∈ F0
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [18
8
δ1,
15
8
δ1], |η1| ≤ 1
8
δ1
})
,
φ(T+(δ1),F0(0, δ1, ξ2, η2), ε, 0, 0) ∈ F0
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [1
8
δ1,
3
8
δ1], |η1| ≤ 1
8
δ1
})
.
On sait aussi que
(ϕ−2,0, ψ
−
2,0)(q1, p1, q2, p2) = (q2, p2), (ϕ2,0, ψ2,0)(ξ1, η1, ξ2, η2) = (ξ2, η2),
et que la quantite´ q22 + p
2
2 est conserve´e par le flot du syste`me tronque´, donc on obtient de
plus que
φ(T−(δ1),F0(ξ1, δ1, ξ2,0, η2,0), ε, 0, 0) ∈ F0
({
(ξ1, η1, ξ2, η2)/ξ
2
2 + η
2
2 = ξ2
2
0 + η2
2
0
})
,
φ(T+(δ1),F0(ξ1, δ1, ξ2,0, η2,0), ε, 0, 0) ∈ F0
({
(ξ1, η1, ξ2, η2)/ξ
2
2 + η
2
2 = ξ2
2
0 + η2
2
0
})
.
Finalement, on obtient pour le syste`me tronque´ que pour tout ξ1 ≤ ξ0(δ1) et tout (ξ2, η2)
tel que
√
ξ22 + η
2
2 ≤ 14δ1, on a
φ(T−(δ1),F0(ξ1, δ1, ξ2, η2), ε, 0, 0)
∈ F0
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [7
4
δ1, 2δ1], |η1| ≤ 1
8
δ1,
√
ξ22 + η
2
2 ≤ δ1
})
,
φ(T+(δ1),F0(ξ1, δ1, ξ2, η2), ε, 0, 0)
∈ F0
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [0, 1
4
δ1], |η1| ≤ 1
8
δ1,
√
ξ22 + η
2
2 ≤ δ1
})
.
E´tape 2. On va montrer la majoration annonce´e ci-dessus, et en meˆme temps on montrera
que la quantite´ F−1ε ◦ φ(T,Fε(X), ε) est bien de´finie, i.e. que φ(T,Fε(X), ε) est bien dans
B(0, ρ′0). On a ∣∣F−1ε ◦ φ(T,Fε(X), ε)−F−10 ◦ φ(T,F0(X), ε, 0, 0)∣∣
≤ ∣∣(F−1ε −F−10 ) ◦ φ(T,Fε(X), ε)∣∣
+
∣∣F−10 ◦ φ(T,Fε(X), ε)−F−10 ◦ φ(T,F0(X), ε, 0, 0)∣∣
:= ∆1 + ∆2.
Pour majorer ∆2, on commence par majorer∣∣φ(T,Fε(X), ε)− φ(T,F0(X), ε, 0, 0)∣∣ .
Pour cela on utilise la re´gularite´ du flot φ˜ de´montre´e dans le lemme 5.2 :∣∣φ(T,Fε(X), ε)− φ(T,F0(X), ε, 0, 0)∣∣
=
∣∣∣∣Rω(ε)
2ε2
t
φ˜(T,Fε(X), ε)−Rω(ε)
2ε2
t
φ˜(T,F0(X), ε, 0, 0)
∣∣∣∣
=
∣∣∣φ˜(T,Fε(X), ε)− φ˜(T,F0(X), ε, 0, 0)∣∣∣ .
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D’apre`s le Lemme 5.2, φ˜ est C1 par rapport a` toutes ses variables de`s que N0 ≥ 3. Or on
a montre´ dans la Proposition C.1 (iv) que pour tout (ξ1, η1, ξ2, η2) ∈ B(0, ρ′0),∣∣Fε(ξ1, η1, ξ2, η2)−F0(ξ1, η1, ξ2, η2)∣∣ ≤ νM0.
Donc on trouve qu’il existe M1(δ1) tel que pour tout T dans l’intervalle [T
−(δ1), T+(δ1)],
tous ε, ν, µ ≤ ε0 et tout
X := (ξ1, η1, ξ2, η2) ∈ Σ2 ∩
{
(ξ1, η1, ξ2, η2)/|ξ1| ≤ ξ0(δ1),
√
ξ22 + η
2
2 ≤
1
4
δ1
}
,
on ait ∣∣φ(T,Fε(X), ε)− φ(T,F0(X), ε, 0, 0)∣∣ ≤M1(δ1)(M0ν + ν + µ). (5.8)
Pour majorer ∆2, il ne reste alors qu’a` montrer que φ(T,Fε(X), ε) est bien a` valeurs dans
B(0, ρ′0). On n’aura plus alors qu’a` utiliser la re´gularite´ (analytique, donc C1) de F−10 .
Et c’est imme´diat pour ν, µ assez petits en utilisant la majoration (5.8) et les ensembles
d’arrive´e (5.5) et (5.6) trouve´s a` l’e´tape 1. On obtient donc
∆2 ≤M ′1(δ1)(ν + µ).
Pour majorer ∆1, comme on vient de montrer que φ(T,Fε(X), ε) est bien a` valeurs dans
B(0, ρ′0), il suffit d’utiliser la majoration de F−1ε −F−10 obtenue dans le (iv) de la Propo-
sition C.1, on obtient
∆1 ≤M0ν.
Ce qui conclut l’e´tape 2.
E´tape 3. Avec les re´sultats des e´tapes 1 et 2, on obtient que pour ν, µ assez petits,
φ(T−(δ1),Fε(ξ1, δ1, ξ2, η2), ε)
∈ Fε
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [3
2
δ1, 2δ1], |η1| ≤ 1
2
δ1,
√
ξ22 + η
2
2 ≤
1
2
δ1
})
(5.9)
φ(T+(δ1),Fε(ξ1, δ1, ξ2, η2), ε)
∈ Fε
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [ 1
16
, 2δ1], |η1| ≤ 1
2
δ1,
√
ξ22 + η
2
2 ≤
1
2
δ1
})
.(5.10)
Comme le graphe ξΣ1 de F−1ε (Σ1) est continu, il se´pare l’ensemble{
(ξ1, η1, ξ2, η2)/ξ1 ∈ [0, 2δ1], |η1| ≤ 1
2
δ1,
√
ξ22 + η
2
2 ≤
1
2
δ1
}
en 2 composantes connexes. Et comme dans cet ensemble on a ξΣ1,ε(η1, ξ2, η2) ∈]12δ1, 32δ1[
(cf Lemme 5.1, assertion (5.1)), les re´sultats (5.9) et (5.10) signifient que le flot est en T+
dans l’une des composantes connexes et en T− dans l’autre. Or le flot entre T− et T+ est
continu et reste dans l’ensemble{
(ξ1, η1, ξ2, η2)/ξ1 ∈ [0, 2δ1], |η1| ≤ 1
2
δ1,
√
ξ22 + η
2
2 ≤
1
2
δ1
}
,
car le flot suit les niveaux ξ1η1 = C
te et ξ22+η
2
2 = C
te. Donc ne´cessairement le flot intersecte
F−1ε (Σ1) a` un temps TL compris entre T− et T+. Ceci ache`ve de prouver l’existence.
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E´tape 4. Pour de´montrer l’unicite´ du TL, on repasse en coordonne´es (q1, p1, q2, p2). On
montre pour cela que pour tout t ∈ [T−(δ1), T+(δ1)], les φ(t,Fε(ξ1, δ1, ξ2, η2), ε) sont dans
un ensemble ou` dq1dt < 0. Pour cela, on utilise le re´sultat ci-dessus, qui implique que pour
tout t ∈ [T−(δ1), T+(δ1)],
φ(t,Fε(ξ1, δ1, ξ2, η2), ε) ∈ Fε
({
(ξ1, η1, ξ2, η2)/ξ1∈[ 1
16
δ1, 2δ1], |η1| ≤ 1
2
δ1,
√
ξ22 + η
2
2 ≤
1
2
δ1
})
.
On va commencer par montrer qu’alors pour δ1 et ε assez petits, on a
Fε
({
(ξ1, η1, ξ2, η2)/ξ1 ∈ [ 1
16
δ1, 2δ1], |η1| ≤ 1
2
δ1,
√
ξ22 + η
2
2 ≤
1
2
δ1
})
⊆ {(q1, p1, q2, p2)/q1 ∈ [ 1
32
δ1, 3δ1], |p1| ≤ δ1,
√
q22 + p
2
2 ≤ δ1
}
. (5.11)
En effet, d’apre`s le re´sultat (vi) de la Proposition C.1, on a∣∣Fε(ξ1, η1, ξ2, η2)− (ξ1, η1, ξ2, η2)∣∣ ≤M0|(ξ1, η1, ξ2, η2)|2.
Or pour tout (ξ1, η1, ξ2, η2) ∈
{
ξ1 ∈ [ 116δ1, 2δ1], |η1| ≤ 12δ1,
√
ξ22 + η
2
2 ≤ 12δ1
}
, on a
M0|(ξ1, η1, ξ2, η2)|2 ≤M′0δ21 .
Alors pour δ1 ≤ 132M′0 on trouve bien l’inclusion (5.11). Montrons maintenant que pour δ1
assez petit, on a dq1dt < 0 dans l’ensemble{
(q1, p1, q2, p2)/q1 ∈ [ 1
32
δ1, 3δ1], |p1| ≤ 2δ1,
√
q22 + p
2
2 ≤ δ1
}
.
En effet, on a sur cet ensemble
dq1
dt
= −q1 + 3
2
(q1 + p1)
2 + ν∂p1(Nn(q1 + p1, q
2
2 + p
2
2, ε) + µε
N0Rn((q1, p1, q2, p2), ε))
≤ − 1
32
δ1 +
3
2
9δ21 +Mν.
Donc, pour ν et δ1 assez petits, on a bien
dq1
dt
< 0
pour tout t ∈ [T−(δ1), T+(δ1)]. Ce qui permet de s’assurer l’unicite´ du TL trouve´ ci-dessus
tel que
φq1(TL((ξ1, η1, ξ2, η2), ε),Fε((ξ1, η1, ξ2, η2)), ε) = δ1.
E´tape 5. Pour de´montrer l’existence de la majoration (5.4), on utilise le fait que le flot
ve´rifie, le long des trajectoires,∣∣∣∣d(q22 + p22)dt
∣∣∣∣ = ∣∣µνεN0(p2∂p2 − q2∂q2)Rn((q1, p1, q2, p2), ε)∣∣
≤ MµνεN0 pour (q1, p1, q2, p2) ∈ B(0, ρ0).
Comme TL(F−1ε ((q1, p1, q2, p2)) ≤ T+(δ1) sur le domaine de de´finition, on obtient
imme´diatement la majoration (5.4) annonce´e.
2
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5.4 De´monstration de la proposition 3.4 : existence et re´gularite´ de l’ap-
plication comple`te de retour a` Σ1
On commence par donner ci-dessous un e´nonce´ plus de´taille´ de la proposition 3.4, dans
laquelle on ajoute notamment l’estimation (5.12) qui sera utile plus loin pour restreindre
Ψ au de´part et a` l’arrive´e.
Proposition 5.3 On peut de´finir un premier retour
Ψ : Σ1 ∩ Fε
(
{(ξ1, η1, ξ2, η2)/0 < η1 ≤ ξ′0(δ1),
√
ξ22 + η
2
2 ≤ δ1}
)
×]− ε0, ε0[3→ Σ1
(p1, q2, p2, ε) 7→ Rω(ε)
2ε2
T (p1,q2,p2,ε)
φ˜(T (p1, q2, p2, ε), (δ1, p1, q2, p2), ε),
ou` T est Ck0 pour le k0 de´fini dans le Lemme 5.2.
De plus, en notant Ψ = (Ψq1 , · · · ,Ψp2), pour ε et δ1 assez petits, il existe M tel que sur
l’ensemble de de´finition de Ψ on ait la majoration∣∣Ψq2((p1, q2, p2), ε)2 + Ψp2((p1, q2, p2), ε)2 − (q22 + p22)∣∣ ≤ νMδ31 . (5.12)
De´monstration de l’existence.
On a de´montre´ dans la Proposition 3.3 qu’on a une application de Poincare´ Ψ2 de´finie
Σ2 ∩ Fε
(
{(ξ1, η1, ξ2, η2)/|ξ1| ≤ ξ0(δ1),
√
ξ22 + η
2
2 ≤ δ1}
)
−→ Σ1.
Or en coordonne´es locales (ξ1, η1, ξ2, η2) dans la boule B(0, ρ′0), le flot suit les lignes de
niveau
{(ξ1, η1, ξ2, η2)/ξ1η1 = Cte, ξ22 + η22 = Cte}.
Donc tout point de {(ξ1, η1, ξ2, η2)/0 < η1 ≤ δ1} est sur une trajectoire qui tra-
verse {(ξ1, η1, ξ2, η2)/η1 = δ1} = F−1ε (Σ2), en particulier tout point de F−1ε (Σ1) ∩
{(ξ1, η1, ξ2, η2)/0 < η1 ≤ δ1}. Mais pour pouvoir composer ensuite avec l’application Ψ2,
il faut s’assurer qu’on est sur une trajectoire qui arrive sur Σ2 dans la zone de de´finition
de Ψ2
{(ξ1, η1, ξ2, η2)/|ξ1| ≤ ξ0(δ1),
√
ξ22 + η
2
2 ≤ δ1}.
Comme ξ22 + η
2
2 est constant le long des trajectoires, on prend un point de de´part avec
ξ22 +η
2
2 ≤ δ1. Pour avoir |ξ1| ≤ ξ0(δ1) au moment de l’intersection avec {(ξ1, η1, ξ2, η2)/η1 =
δ1}, il suffit d’eˆtre sur une trajectoire pour laquelle la constante ξ1η1 est dans l’intervalle
[−δ1ξ0(δ1), δ1ξ0(δ1)]. Or on sait (cf Lemme 5.1) que si |η1| et
√
q22 + p
2
2 ≤ 2δ1 alors sur
F−1ε (Σ1) on a
ξ1 = ξ
Σ
1 (η1, ξ2, η2) ≤
3
2
δ1.
Donc, si on choisit un point de de´part ve´rifiant
0 < η1 ≤ δ1 et |η1| ≤ δ1,
√
q22 + p
2
2 ≤ δ1 et η1 ≤
2
3
ξ0(δ1),
on est bien alors sur une trajectoire qui traverse F−1ε (Σ2) a` un endroit ou` l’application de
Poincare´ vers Σ1 est bien de´finie.
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De´monstration de la re´gularite´ Ck0.
On a de´montre´ ci-dessus l’existence de T (p1, q2, p2, ε), il ne reste donc qu’a` montrer sa
re´gularite´. Or localement, T est caracte´rise´ par l’e´quation implicite d’intersection du flot
avec Σ1 :
φq1(T, (δ1, p1, q2, p2), ε) = δ1.
Et comme φq1 = φ˜q1 , vu que la rotation R n’a d’action que sur les variables (q2, p2), cette
e´quation est e´quivalente a`
φ˜q1(T, (δ1, p1, q2, p2), ε) = δ1. (5.13)
Et cette e´quation est Ck0 en ses variables d’apre`s le lemme 5.2. Pour montrer que la
fonction T (p1, q2, p2, ε) est Ck0 on va montrer que l’e´quation (5.13) ve´rifie les hypothe`ses
du the´ore`me des fonctions implicites au voisinage de tout point
(T (p10, q20, p20, ε0), p10, q20, p20, ε0),
et donc qu’on peut fabriquer une application Ck0 , T ∗(p1, q2, p2, ε). Par l’unicite´ du
T (p1, q2, p2, ε) construit, on en de´duira alors que T = T
∗ est Ck0 .
Il ne reste donc qu’a` ve´rifier que sur le domaine de de´finition de l’application T , on a
∂φ˜
∂T
6= 0.
Soit donc ((q1, p1, q2, p2), ε) dans l’ensemble
Σ1 ∩ Fε
(
{(ξ1, η1, ξ2, η2)/0 < η1 ≤ ξ′0(δ1),
√
ξ22 + η
2
2 ≤ δ1}
)
×]− ε0, ε0[3,
on a alors
∂φ˜
∂T
(T, (q1, p1, q2, p2), ε) = ∂p1H(φ˜(T, (q1, p1, q2, p2), ε), ε).
Or
∂p1H((q1, p1, q2, p2), ε) = −q1 +
3
2
(q1 + p1)
2 + ν∂p1Nn(q1 + p1, q
2
2 + p
2
2, ε)
+µνεN0∂p1Rn((q1, p1, q2, p2), ε)),
ou` ∂p1Nn et ∂p1Rn sont uniforme´ment borne´s sur B(0, ρ0) et ou` en T = T (p1, q2, p2, ε), on
a
φ˜q1(T (p1, q2, p2, ε), (δ1, p1, q2, p2), ε) = δ1∣∣∣φ˜p1(T (p1, q2, p2, ε), (δ1, p1, q2, p2), ε)∣∣∣ ≤ δ1,
ou` la deuxie`me majoration vient du domaine d’arrive´e de Ψ2 dans la Proposition 3.3. On
a donc en (T (p10, q20, p20, ε0), p10, q20, p20, ε0),
∂φ˜
∂T
(T (p10, q20, p20, ε0), p10, q20, p20, ε0) ≤ −δ1 +
3
2
(δ1 + δ1)
2 +Mν
≤ −δ1(1− 6δ1) +Mν.
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Donc pour δ1 <
1
6 et ν suffisamment petit, on trouve
∂φ˜
∂T
(T (p10, q20, p20, ε0), p10, q20, p20, ε0) < 0.
Les hypothe`ses du the´ore`me des fonctions implicites sont donc bien ve´rifie´es. Ce qui permet
de conclure a` la re´gularite´ Ck0 de T .
De´monstration de l’estimation (5.12).
On utilise pour de´montrer cette estimation 3 re´sultats :
– en coordonne´es locales, la quantite´ ξ22 + η
2
2 est constante le long des trajectoires,
– la variation de la quantite´ q22 + p
2
2 par l’application Ψ2 est majore´e par (5.4),
– on peut calculer des majorations de la diffe´rence entre ξ22 + η
2
2 et q
2
2 + p
2
2 lors des 2
changements de coordonne´es Fε et F−1ε .
Il ne reste donc que le dernier point a` de´tailler maintenant, de´taillons-le pour le changement
de coordonne´es Fε. On rappelle qu’on note Fε := (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε), et que d’apre`s les
(viii) et (ix) de la Proposition C.1 on a alors pour tout (ξ1, η1, ξ2, η2) ∈ B(0, ρ′0),
|ϕ2,ε(ξ1, η1, ξ2, η2)− ξ2| ≤ M0ν|(ξ1, η1, ξ2, η2)|2,
|ψ2,ε(ξ1, η1, ξ2, η2)− η2| ≤ M0ν|(ξ1, η1, ξ2, η2)|2.
On trouve alors∣∣ϕ2,ε(ξ1, η1, ξ2, η2)2 + ψ2,ε(ξ1, η1, ξ2, η2)2 − (ξ22 + η22)∣∣
≤ ∣∣(ϕ2,ε(ξ1, η1, ξ2, η2) + ξ2)(ϕ2,ε(ξ1, η1, ξ2, η2)− ξ2)∣∣
+
∣∣(ψ2,ε(ξ1, η1, ξ2, η2)− η2)(ψ2,ε(ξ1, η1, ξ2, η2)− η2)∣∣ ,
≤M0ν|(ξ1, η1, ξ2, η2)|2(2M0ν|(ξ1, η1, ξ2, η2)|2 + |ξ2|+ |η2|).
Or ce changement de coordonne´es a lieu lorsqu’on est sur Σ2, dans le voisinage{
(ξ1, η1, ξ2, η2)/|ξ1| ≤ ξ0(δ1),
√
ξ22 + η
2
2 ≤ δ1
}
de´fini dans la Proposition 3.3, on a donc
|(ξ1, η1, ξ2, η2)|, |ξ2|, |η2| ≤ δ1.
On obtient donc∣∣ϕ2,ε(ξ1, η1, ξ2, η2)2 + ψ2,ε(ξ1, η1, ξ2, η2)2 − (ξ22 + η22)∣∣ ≤ νM′0δ31 . (5.14)
En faisant le meˆme raisonnement sur Σ1 avec le changement de coordonne´es F−1ε , on a
bien alors tous les e´le´ments pour ve´rifier la majoration (5.12). 2
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6 E´criture des restrictions de l’application de premier re-
tour comme des diffe´omorphismes d’un anneau de R2 :
de´monstration de la Proposition 3.5
Cette partie est consacre´e a` la de´monstration de la Proposition 3.5, qui permet d’affirmer
qu’on peut restreindre l’application de premier retour Ψε aux niveaux d’e´nergie des orbites
pe´riodiques P a et obtenir ainsi une famille d’applications Ψaε qu’on va ensuite pouvoir voir
comme des diffe´omorphismes d’un anneau de R2.
Au lieu d’avoir les trois parame`tres ε = (ε, ν, µ), on ne va maintenant en utiliser plus que
deux, on introduit la notation
ε′ := (ε, ε2, µ).
Remarquons de´ja` que le re´sultat (iv) de la Proposition 3.5 est une conse´quence directe des
points (i),(ii) et (iii), en posant
Ψaε : {(q2, p2)/q22 + p22 ≤ cδ21ε2, (q2, p2) a` l’exte´rieur de Cas } → {(q2, p2)/q22 + p22 ≤ ω0δ21ε2}
(q2, p2) 7→ Ψε(pH1 (q2, p2, a), q2, p2).
On de´montre tout d’abord le re´sultat (i) dans la partie 6.1, puis dans la partie 6.2 on
de´montre deux lemmes concernant la ge´ome´trie des varie´te´s aux orbites pe´riodiques sur
la varie´te´ centre-stable, qui sont utiles pour de´montrer le (ii) de la Proposition 3.5 dans
la partie 6.3. Enfin, on de´montre la re´sultat (iii) dans la partie 6.4.
6.1 De´monstration du (i) de la proposition 3.5 : dans Σ1, e´criture de la
varie´te´ centre-stable W cs(0) comme un graphe
Dans cette partie, on de´montre le (i) de la Proposition 3.5, i.e. pour rappel, on montre
que
Pour ε, ν, µ ≤ ε0 et δ1 assez petit, il existe une application pcs1,ε analytique de´finie sur
l’ensemble {
(q2, p2)/
√
q22 + p
2
2 ≤ δ1
}
,
telle que
W csε (0) ∩ Σ1 ∩ B(0, δ1) =
{
(q1, p1, q2, p2)/q1 = δ1, p1 = p
cs
1,ε(q2, p2),
√
q22 + p
2
2 ≤ δ1
}
.
De plus, dans Σ1 ∩ B(0, δ1), on a
p1 > p
cs
1,ε(q2, p2)⇐⇒ F−1ε (δ1, p1, q2, p2) ∈ {(ξ1, η1, ξ2, η2)/η1 > 0}. (6.1)
(voir Figure 2.18)
De´monstration
Voici le plan de la de´monstration, en 2 e´tapes :
E´tape 1 : on montre d’abord que pour (q2, p2) fixe´ assez petit, on a par valeurs in-
terme´diaires l’existence d’un p1 tel que (δ1, p1, q2, p2) soit sur W
cs(0) ;
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Figure 2.17 – Varie´te´ centre-stable a` 0, W cs(0).
E´tape 2 : puis, graˆce a` une de´rive´e strictement positive, on montre l’unicite´ de ce p1 par
croissance, et la re´gularite´ par fonctions implicites.
Le raisonnement fait intervenir Fε, c’est pourquoi on a besoin de l’hypothe`se ε, ν, µ ≤ ε0.
Passons au de´tail de ces e´tapes.
E´tape 1. En prenant δ1 ≤ ρ′0, on a pour tout (δ1, p1, q2, p2) ∈ B(0, δ1),
(δ1, p1, q2, p2) ∈W csε (0) ⇐⇒ (δ1, p1, q2, p2) ∈ Fε({(ξ1, η1, ξ2, η2)/η1 = 0}),
⇐⇒ ψ−1,ε(δ1, p1, q2, p2) = 0,
⇐⇒ p1 + (ψ−1,ε(δ1, p1, q2, p2)− p1) = 0, (6.2)
ou` on a note´
F−1ε (q1, p1, q2, p2) := (ϕ−1,ε, ψ−1,ε, ϕ−2,ε, ψ−2,ε)(q1, p1, q2, p2).
Or d’apre`s le (vii) de la Proposition C.1, ψ−1,ε(δ1, p1, q2, p2) − p1 est d’ordre 2 et il existe
une constante M0 telle que
|ψ−1,ε(q1, p1, q2, p2)− p1| ≤ M0|(q1, p1, q2, p2)|2 pour tout (q1, p1, q2, p2) ∈ B(0, ρ′0),
ou` M0 ne de´pend pas de ε. On a alors dans B(0, δ1), en prenant les valeurs de ψ−1,ε pour
p1 = δ1 et pour p1 = −δ1 :
ψ−1,ε(δ1, δ1, q2, p2) = δ1 + (ψ
−
1,ε(δ1, δ1, q2, p2)− δ1) ≥ δ1 −M0δ21 ,
ψ−1,ε(δ1,−δ1, q2, p2) = −δ1 + (ψ−1,ε(δ1,−δ1, q2, p2) + δ1) ≤ −δ1 +M0δ21 .
Si on choisit δ1 <
1
M0 , alors pour tout (q2, p2) ∈ B(0, δ1),
ψ−1,ε(δ1,−δ1, q2, p2) < 0 < ψ−1,ε(δ1, δ1, q2, p2).
Par valeurs interme´diaires, il existe donc un pcs1,ε(q2, p2) ∈ [−δ1, δ1] tel que
ψ−1,ε(δ1, p
cs
1,ε(q2, p2), q2, p2) = 0.
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Ce qui conclut l’e´tape 1.
E´tape 2. On utilise toujours l’e´quation implicite (6.2). Or d’apre`s le (iii) de la Proposition
C.1,
(ψ−1,ε(q1, p1, q2, p2)− p1) ≺ (q1+p1+q2+p2)2M(q1+p1+q2+p2),
avec M se´rie entie`re inde´pendante de ε, convergente sur B(0, 4ρ′0). On a alors
∂
∂p1
(ψ−1,ε(q1, p1, q2, p2)− p1) ≺ 2(q1+p1+q2+p2)M(q1+p1+q2+p2)
+ (q1+p1+q2+p2)
2M′(q1+p1+q2+p2).
Or B(0, δ1) ⊂ B(0, ρ′0), et M convergente sur B(0, ρ′0) implique M′ convergente sur
B(0, ρ′0). Donc pour tout (q1, p1, q2, p2) ∈ B(0, δ1),∣∣ ∂
∂p1
(ψ−1,ε(q1, p1, q2, p2)− p1)
∣∣ ≤ 8δ1M(4δ1) + 16δ21M′(4δ1).
Donc, pour
δ1 <
1
8M(4ρ′0) + 16ρ′0M′(4ρ′0)
,
on a
∂
∂p1
ψ−1,ε(q1, p1, q2, p2) > 0 pour tout (q1, p1, q2, p2) ∈ B(0, δ1). (6.3)
Avec ce choix de δ1, on a donc, pour (q2, p2) fixe´, l’application p1 7→ ψ−1,ε(δ1, p1, q2, p2)
strictement croissante. Ce qui signifie qu’on a unicite´ du pcs1,ε(q2, p2) trouve´ a` l’e´tape 1.
De plus, graˆce a` (6.3), on sait de plus qu’on peut appliquer le the´ore`me des fonctions
implicites analytique sur l’e´quation (6.2) au voisinage de tout (δ1, p
cs
1,ε(q2, p2), q2, p2). Par
l’unicite´, on en de´duit que pcs1,ε est analytique.
De plus, on obtient (6.1) par la croissance de p1 7→ ψ−1,ε(δ1, p1, q1, p1). 2
6.2 Deux lemmes pour la de´monstration du (ii) de la proposition 3.5 :
ge´ome´trie des W s(P a) sur le graphe de W cs(0)
On de´montre d’abord un lemme qui nous assure que pour a suffisamment petit, l’e´nergie
de l’orbite pe´riodique P acroit avec a.
Lemme 6.1 Il existe a0, ε1 > 0 et une se´rie entie`re M1 tels que pour tous ε, ν, µ < ε1 et
tous a, a′ < a0 on ait
(i)
∣∣H(P aε , ε)− ω(ε)ε2 a∣∣ ≤ νε2a2M1(a),
(ii) si a < a′ alors H(P aε , ε) = Kε(0, a) < H(P a
′
ε , ε) = Kε(0, a).
De´monstration
On rappelle qu’on a
P aε =
{Fε(0, 0, ξ2,a, η2,a), ξ22,a + η22,a = a}, (6.4)
et donc pour tout (ξ2,a, η2,a) tel que ξ
2
2,a + η
2
2,a = a,
H(P aε , ε) = H(Fε(0, 0, ξ2,a, η2,a), ε).
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Or, graˆce a` la forme de F0 de´montre´e dans la Proposition C.1,
Fε(0, 0, ξ2,a, η2,a) = (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε)(0, 0, ξ2,a, η2,a)
= (ϕ1,0(0, 0) + νϕ
′
1,ε(0, 0, ξ2,a, η2,a), ψ1,0(0, 0) + νψ
′
1,ε(0, 0, ξ2,a, η2,a),
ξ2,a + νϕ
′
2,ε(0, 0, ξ2,a, η2,a), η2,a + νψ
′
2,ε(0, 0, ξ2,a, η2,a))
= (0, 0, ξ2,a, η2,a) + ν(ϕ
′
1,ε, ψ
′
1,ε, ϕ
′
2,ε, ψ
′
2,ε)(0, 0, ξ2,a, η2,a).
En e´crivant
H(q1, p1, q2, p2, ε) = −q1p1 + ω(ε)
2ε2
(q22 + p
2
2) +H3(q1, p1, q2, p2, ε),
ou` H3 d’ordre 3 en q1 et C1 en ε = (ε, ν, µ), on obtient alors
H(P aε , ε) = −ν2ϕ′1,εψ′1,ε(0, 0, ξ2,a, η2,a) +
ω(ε)
2ε2
(ξ22,a+η
2
2,a) +
ω(ε)
2ε2
νξ2,aϕ
′
2,ε(0, 0, ξ2,a, η2,a)
+
ω(ε)
2ε2
(
νη2,aψ
′
2,ε(0, 0, ξ2,a, η2,a) + ν
2ϕ′2,εψ
′
1,ε(0, 0, ξ2,a, η2,a)
)
+H3(Fε(0, 0, ξ2,a, η2,a), ε).
Et parmi les termes de cette e´galite´, graˆce au (i) de la Proposition C.1, on sait que
ϕ′1,ε, ψ′1,ε, ϕ′2,ε, ψ′2,ε sont uniforme´ment majore´s au sens de ≺ par une se´rie entie`re conver-
gente d’ordre 2, et que Fε est majore´e aussi uniforme´ment en ε. Et H3 de meˆme car C1 en
ε. Donc on en de´duit qu’il existe une se´rie entie`reM1 d’ordre 3 convergente inde´pendante
de ε telle que
H(Fε(0, 0, ξ2, η2), ε)− ω(ε)
2ε2
(ξ22 + η
2
2) ≺
ν
ε2
M3(ξ2, η2). (6.5)
Et en e´crivant cette ine´galite´ pour ξ2 = η2 = x, on trouve alors l’ine´galite´ au sens des
se´ries entie`res a` une seule variable
H(Fε(0, 0, x, x), ε)− 2ω(ε)
2ε2
x2 ≺ ν
ε2
M3(x, x).
Avec M3(x, x) = x3M′3(x) vu que M3 est d’ordre 3, et
H(Fε(ξ1, η1, ξ2, η2), ε) = Kε(ξ1η1, ξ22 + η22), (6.6)
ou` K est le hamiltonien en coordonne´es locales obtenu dans la Proposition C.1, d’ou`
Kε(0, 2x
2)− 2ω(ε)
2ε2
x2 ≺ ν
ε2
x3M′3(x).
La se´rie entie`re de gauche a donc ses coefficient impairs tous nuls, et comme ≺ est une
majoration coefficient a` coefficient, on peut ne garder dans x3M′3(x) que les termes de
degre´ pair. On obtient alors l’existence d’une majoration uniforme de la forme
Kε(0, 2x
2)− 2ω(ε)
2ε2
x2 ≺ ν
ε2
x4M1(x2).
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On peut alors e´crire cette majoration au sens des se´ries entie`res en a = 2x2 :
Kε(0, a)− ω(ε)
2ε2
a ≺ ν
ε2
a2M1(a), (6.7)
ce qui, par les de´finitions (6.6) de K et (6.4) de P aε , est le re´sultat (i) du lemme.
En de´rivant (6.7) par rapport a` a puis en appliquant le Lemme B.4 de´montre´ en Annexe
B, on obtient successivement
∂
∂a
Kε(0, a)− ω(ε)
2ε2
≺ ν
ε2
aM˜1(a),
Kε(0, a
′)−Kε(0, a) + ω(ε)
2ε2
(a′ − a) ≺ ν
ε2
(
(a+ a′)M1(a+ a′)
)
(a′ − a).
Soit alors a0 tel que M1(2a0) converge. On obtient alors pour 0 ≤ a, a′ ≤ a0,
Kε(0, a
′)−Kε(0, a) + ω(ε)
2ε2
(a′ − a) ≥ −2 ν
ε2
a0M1(2a0)(a′ − a)
⇒ Kε(0, a′)−Kε(0, a) ≥
(
ω(ε)
2ε2
− 2 ν
ε2
a0M1(2a0)
)
(a′ − a). (6.8)
Donc, comme ω(0) > 0, pour ε assez petit et
ν <
ω0
4a0M1(a0) , (6.9)
on trouve bien alors le (ii),
H(P a
′
ε , ε)−H(P aε , ε) = Kε(0, a′)−Kε(0, a) > 0.
2
Remarque 6.2 C’est dans ce lemme qu’intervient l’hypothe`se (H6) : les e´tapes (6.8) et
(6.9) ne´cessitent de savoir que ω0 > 0, ce qui revient a` supposer, dans les notations de
de´part, que pour c10λ < 0, la partie quadratique du hamiltonien Hλ est elliptique de´finie.
Pour e´tudier la forme des W s(P a) sur Σ1∩W cs(0), on commence par identifier Σ1∩W cs(0)
a` un ouvert de R2 graˆce a` l’e´criture sous forme de graphe de´montre´e dans le (i) de la
proposition 3.5. Puis on utilise la forme des W s(P a) en coordonne´es locales (ξ1, η1, ξ2, η2),
qui est connue : en identifiant F−1ε (Σ1) ∩W cs(0) a` un ouvert de R2 graˆce au lemme 5.1,
les W s(P a) en coordonne´es (ξ2, η2) sont alors les cercles d’aire a (voir Figure 2.18).
On introduit dans le lemme qui suit le diffe´omorphisme gε qui est la restriction de Fε a`
Σ1 ∩W cs(0) vue comme une application de R2 dans R2 graˆce aux e´critures sous forme de
graphes. Les W s(P a) en coordonne´es (q2, p2) sont alors les images des cercles d’aire a par
gε. Le lemme qui suit de´crit les proprie´te´s dont on aura besoin dans la suite ve´rifie´es par
les images des cercles par gε.
Lemme 6.3 Soit Ca := {(ξ2, η2)/ξ22 + η22 = a} le cercle d’aire a de R2. Et soit
gε : BR2(0, 12δ1) → R2
(ξ2, η2) 7→ (ϕ2,ε, ψ2,ε)(ξΣ1,ε(0, ξ2, η2), 0, ξ2, η2),
ou` on rappelle que (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ1,ε) = Fε. Alors, pour δ1 assez petit et pour ν assez
petit par rapport a` δ1 :
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Figure 2.18 – Les W s(P a) sur W cs(0).
(a) gε(Ca) est une courbe de Jordan,
(b) si a < a′ alors gε(Ca) est a` l’inte´rieur de gε(Ca′).
De´monstration de (a). Pour de´montrer (a), comme Ca est une courbe de Jordan il est
suffisant de montrer que gε est un home´omorphisme de BR2(0, 12δ1) dans gε(BR2(0, 12δ1)).
La description de gε donne´e avant l’e´nonce´ du lemme fait paraˆitre ce fait e´vident, mais
de´montrons-le. Pour cela, on montre que l’application g−ε suivante est l’inverse de gε :
g−ε : (q2, p2) 7→ (ϕ−2,ε, ψ−2,ε)(δ1, pcs1,ε(q2, p2), q2, p2),
ou` (ϕ−1,ε, ψ
−
1,ε, ϕ
−
2,ε, ψ
−
2,ε) = F−1ε .
La premie`re chose a` ve´rifier est que g−ε est bien de´finie sur gε(BR2(0, 12δ1)). Or g−ε est de´finie
si
√
q22 + p
2
2 ≤ δ1 (d’apre`s le (i) de la Proposition 3.5) et (δ1, pcs1,ε(q2, p2), q2, p2) ∈ B(0, ρ′0).
D’apre`s le (i) de la Proposition 3.5, |pcs1,ε(q2, p2)| ≤ δ1, donc pour que g−ε soit de´fini, il suffit
d’avoir
√
q22 + p
2
2 ≤ δ1 et δ1 ≤ ρ′0. Or d’apre`s le (vii) de la Proposition C.1,∣∣(ϕ−2,ε, ψ−2,ε)((ξ1, η1, ξ2, η2))− (ξ2, η2)∣∣ ≤ νM0 pour tout (ξ1, η1, ξ2, η2) ∈ B(0, ρ′0).
Donc en supposant que ν ve´rifie νM0 ≤ δ1, on obtient que gε(BR2(0, 12δ1)) ⊂ B(0, δ1), et
donc g−ε ◦ gε est de´finie de`s que 2δ1 ≤ ρ′0.
Ensuite, ve´rifions que g−ε ◦ gε est l’identite´. On a
gε(ξ2, η2) = (ϕ2,ε, ψ2,ε)(ξ
Σ
1,ε(0, ξ2, η2), 0, ξ2, η2).
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Or ϕ1,ε(ξ
Σ
1,ε(0, ξ2, η2), 0, ξ2, η2) = δ1 par de´finition de ξ
Σ
1,ε. Et comme
Fε(ξΣ1,ε(0, ξ2, η2), 0, ξ2, η2) ∈W cs(0)
vu que η1 = 0, on a alors
ψ1,ε(ξ
Σ
1,ε(0, ξ2, η2), 0, ξ2, η2) = p
cs
1,ε
(
(ϕ2,ε, ψ2,ε)(ξ
Σ
1,ε(0, ξ2, η2), 0, ξ2, η2)
)
.
Donc
g−ε ◦ gε(ξ2, η2) = (ϕ−2,ε, ψ−2,ε)(δ1, pcs1,ε(gε(ξ2, η2)), gε(ξ2, η2))
= (ϕ−2,ε, ψ
−
2,ε)((ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε)(ξ
Σ
1,ε(0, ξ2, η2), 0, ξ2, η2))
= (ϕ−2,ε, ψ
−
2,ε)(F−1ε (ξΣ1,ε(0, ξ2, η2), 0, ξ2, η2))
= (ξ2, η2).
Donc gε est bien un home´omorphisme, donc (a) est ve´rifie´.
De´monstration de (b). Pour de´montrer (b), on montre d’abord que gε conserve l’aire.
Cela vient du fait que Fε, qui est symplectique, conserve l’aire.
En effet, soit C une courbe incluse dans BR2(0, 12δ1). Notons A(C) l’aire symplectique de
C dans R2 muni de la restriction de Ω a` R2. Comme la courbe de R4
{(ξ1, η1, ξ2, η2)/ξ1 = ξΣ1,ε(0, q2, p2), η1 = 0, (q2, p2) ∈ C}
est incluse dans {(ξ1, η1, ξ2, η2)/η1 = 0}, son aire est aussi A(C). De meˆme pour la courbe
de R4
{(q1, p1, q2, p2)/q1 = δ1, p1 = pcs1,ε(q2, p2), (q2, p2) ∈ C},
qui est incluse dans {(q1, p1, q2, p2)/q1 = δ1}. On a donc, en utilisant de plus Fε symplec-
tique
A(C) = A({(ξ1, η1, ξ2, η2)/ξ1 = ξΣ1,ε(0, q2, p2), η1 = 0, (q2, p2) ∈ C})
= A(Fε({(ξ1, η1, ξ2, η2)/ξ1 = ξΣ1,ε(0, q2, p2), η1 = 0, (q2, p2) ∈ C)})
= A({(q1, p1, q2, p2)/q1 = δ1, p1 = pcs1,ε(q2, p2), (q2, p2) ∈ C}) = A(gε(C)).
Donc gε conserve bien l’aire.
Soit alors a < a′. D’apre`s (a), gε(Ca′) se´pare gε(BR2(0, 12δ1)) en 2 composantes connexes.
Or, comme dans B(0, 12δ1), on a gε(C 12 δ1) dans l’une des composantes connexes et gε(Ca)
dans l’autre. Et comme gε(Cδ1) d’aire supe´rieure a` celle de gε(Ca′) par conservation de
l’aire, gε(C 1
2
δ1
) ne peut eˆtre dans la composante connexe a` l’inte´rieur de gε(Ca′). Donc
ne´cessairement, gε(Ca) est a` l’inte´rieur de gε(Ca′) et gε(C 1
2
δ1
) a` l’exte´rieur. 2
6.3 De´monstration du (ii) de la Proposition 3.5 : dans la section Σ1,
e´criture du niveau d’e´nergie de P a sous forme de graphe ; positions
relatives de ce graphe et de celui de W cs(0)
Cette partie est consacre´e a` la de´monstration du (ii) de la proposition 3.5. On est toujours
dans la section Σ1 au voisinage de (p1, q2, p2) = 0. On cherche, pour a fixe´, a` montrer que
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le niveau d’e´nergie H = H(P a) peut s’e´crire comme un graphe p1 = p
H
1 (q2, p2, a) (voir
Figure 2.19). On aura besoin de plus par la suite de connaˆitre les positions relatives de
ce niveau d’e´nergie et de W cs(0), car le premier retour ne sera de´fini que du ”bon coˆte´”
de W cs(0). On montre dans le lemme qui suit que dans un voisinage adapte´, le niveau
d’e´nergie est au-dessus de W cs(0) exactement pour les (q2, p2) qui sont a` l’exte´rieur de la
courbe gε(Ca) (qui est aussi l’intersection de W s(P a) avec Σ1, ou encore l’intersection du
niveau d’e´nergie avec W cs(0)).
Σ1
q1
√
q22 + p
2
2
x
xP a
p1
{H = H(P a)}
Figure 2.19 – Intersection du niveaux d’e´nergie {H = H(P a)} avec la section Σ1.
On de´montre tout d’abord le lemme suivant, tre`s proche du (ii) de la proposition 3.5, avec
des conditions plus faibles sur a, et de plus un re´sultat de re´gularite´ sur pH1,ε qui sera utile
pour la ve´rification des hypothe`ses du the´ore`me KAM. Puis on de´montrera que ce lemme
implique le (ii) de la proposition 3.5.
Lemme 6.4 Soit
h˜ε(q
2
2 + p
2
2, a) :=
ω(ε)
2ε2
(q22 + p
2
2)−H(P aε , ε).
Pour δ1 assez petit et a ≤ min(a0, 12δ21), pour ν assez petit, il existe pH1,ε telle que{
(q1, p1, q2, p2)/H((q1, p1, q2, p2), ε) = H(P
a
ε , ε)
} ∩ Σ1
∩{(q1, p1, q2, p2)/|p1| ≤ δ1,√q22 + p22 ≤ ρ′0, |h˜ε| ≤ δ21}
=
{
(q1, p1, q2, p2)/q1 = δ1, p1 = p
H
1,ε(q2, p2, a), (q2, p2) ∈ BR2(0, ρ′0), |h˜ε| ≤ δ21
}
De plus
pH1,ε(q2, p2, a) := p˜1
H(q2, p2, h˜ε(q
2
2 + p
2
2, a), ε),
avec p˜1
H analytique en ses variables (q2, p2, h, ε). Et pour tout (q2, p2) ∈ gε(BR2(0, δ1)), on
a
pH1,ε(q2, p2, a) > p
cs
1,ε(q2, p2)⇐⇒ (q2, p2) est a` l’exte´rieur de gε(Ca). (6.10)
De´monstration
On proce`de en 3 e´tapes, dont voici tout d’abord un re´sume´.
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E´tape 1 : on montre d’abord par valeurs interme´diaires l’existence d’un |pH1,ε(q2, p2, a)| ≤
δ0 tel que
H(δ1, p
H
1,ε(q2, p2, a), q2, p2, ε) = H(P
a
ε , ε);
E´tape 2 : graˆce a` une de´rive´e strictement positive, on montre a` la fois l’unicite´ graˆce
a` une fonction strictement croissante et la re´gularite´ par the´ore`me des fonctions
implicites car la de´rive´e est non nulle ;
E´tape 3 : on utilise les lemmes de la partie 6.2 afin de montrer (6.10).
De´taillons maintenant ces 3 e´tapes.
E´tape 1. On a
H(δ1, p1, q2, p2, ε) = H(P
a
ε , ε)
⇐⇒ −δ1p1 + ω(ε)
2ε2
(q22 + p
2
2) +H3(δ1, p1, q2, p2, ε) = H(P
a
ε , ε),
⇐⇒ ω(ε)
2ε2
(q22 + p
2
2)−H(P aε , ε) = δ1p1 −H3(δ1, p1, q2, p2, ε), (6.11)
⇐⇒ h˜ε(q22 + p22, a) = δ1p1 −H3(δ1, p1, q2, p2, ε);
ou` on a note´ H3 := H − H2 ou` H2 est la partie quadratique en (q1, p1, q2, p2) de H. On
s’inte´resse alors a` l’e´quation implicite
h = δ1p1 −H3(δ1, p1, q2, p2, ε), (6.12)
ou` pour l’instant h est quelconque. On fait des estimations sur les valeurs de
δ1p1 −H3(δ1, p1, q2, p2, ε),
pour p1 = δ1 puis p1 = −δ1, afin de savoir dans quel intervalle on peut prendre h en e´tant
suˆr que l’e´quation (6.12) ait une solution p˜1
H(q2, p2, h˜ε(q
2
2 + p
2
2, a), ε). On fait d’abord
ces estimations pour ν = 0 ; comme il n’y a plus d’irre´gularite´ en 1ε dans H3, on pourra
facilement e´tendre ces estimations a` ν petit par re´gularite´. En p1 = 2δ1, on trouve
2δ21 −H3(δ1, 2δ1, q2, p2, ε, 0, µ) = 2δ21 −
1
2
(δ1 + 2δ1)
3 = δ21(2−
27
2
δ1).
Et en p1 = −2δ1 :
−2δ21 −H3(δ1,−2δ1, q2, p2, ε, 0, µ) = −2δ21 −
1
2
(δ1 − 2δ1)3 = −δ21(2−
1
2
δ1).
Donc pour δ1 ≤ 127 , on a
2δ21 −H3(δ1, 2δ1, q2, p2, ε, 0, µ) ≥
3
2
δ21 , −2δ21 −H3(δ1,−2δ1, q2, p2, ε, 0, µ) ≤ −
3
2
δ21 .
Comme H3 est C1 par rapport a` toutes ses variables sur B(0, ρ′0) et pour ε, ν, µ ≤ ε0, il
existe une constante M telle que
|H3(δ1, 2δ1, q2, p2, ε, ν, µ)−H3(δ1, 2δ1, q2, p2, ε, 0, µ)| ≤Mν.
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Et donc, pour ν ≤ δ212M , on trouve que
2δ21 −H3(δ1, 2δ1, q2, p2, ε, ν, µ) ≥ δ21 , −2δ21 −H3(δ1,−2δ1, q2, p2, ε, 0, µ) ≤ −δ21 .
Donc, par valeurs interme´diaires, l’e´quation (6.12) a une solution p˜1
H(q2, p2, h, ε) ∈
[−δ1, δ1] de`s que |h| ≤ δ21 . Ce qui conclut l’existence.
E´tape 2. Dans l’e´quation implicite (6.12) ci-dessus, e´tudions ∂∂p1 (δ1p1−H3(δ1, p1, q2, p2, ε)).
On va montrer que cette de´rive´e est strictement positive pour δ1 assez petit et ν assez
petit par rapport a` δ1. Pour cela, on commence par montrer que c’est vrai en ν = 0.
∂
∂p1
(δ1p1 −H3(δ1, p1, q2, p2, ε, ν = 0, µ)) = ∂
∂p1
(δ1p1 − 1
2
(δ1 + p1)
3)
= δ1 − 3
2
(δ1 + p1)
2.
Or on a montre´ l’existence d’une solution |p1| ≤ δ1, on e´tudie alors l’unicite´ et la re´gularite´
sur cet intervalle. On a sur cet intervalle
∂
∂p1
(δ1p1 −H3(δ1, p1, q2, p2, ε, ν = 0, µ)) ≥ δ1 − 3
2
(δ1 + δ1)
2 = δ1(1− 6δ1).
Donc pour δ1 ≤ 112 , on a
∂
∂p1
(δ1p1 −H3(δ1, p1, q2, p2, ε, 0, µ)) ≤ 1
2
δ1.
Comme ∂H3∂p1 est C1 par rapport a` ν sur le compact B(0, ρ′0)× [−ε0, ε0]3, pour ν assez petit
par rapport a` δ1 on a
∂
∂p1
(δ1p1 −H3(δ1, p1, q2, p2, ε, ν, µ)) ≤ 1
4
δ1 > 0.
Comme cette de´rive´e est positive, pour tout (q2, p2, ε, ν, µ) fixe´ l’application
p1 7→ δ1p1 −H3(δ1, p1, q2, p2, ε, ν, µ)
est strictement croissante sur [−δ1, δ1]. On a donc unicite´ du p˜1H(q2, p2, h, ε) construit
a` l’e´tape 1. De plus, comme la de´rive´e est non nulle dans l’e´quation implicite (6.12),
on peut appliquer le the´ore`me des fonctions implicites analytique au voisinage de tout
(p1 = p˜1
H(q2, p2, h, ε), q2, p2, h, ε), et par unicite´ on a donc p˜1
H(q2, p2, h, ε) analytique.
E´tape 3. Pour montrer (6.10), on utilise le Lemme 6.3, qui de´crit la re´partition des gε(Ca)
sur W cs(0) ∩ Σ1. Cela va nous eˆtre utile car gε(Ca) est en fait l’intersection du niveau
d’e´nergie {H = H(P a)} avec W cs(0) : ce lemme de´crit donc les positions relatives des
niveaux d’e´nergie au moment de leur intersection avec W cs(0). Cela va nous permettre de
positionner les niveaux d’e´nergie a` la fois entre eux et par rapport a` la varie´te´ W cs(0) (cf
Figure 2.20).
On commence par se placer dans un voisinage de 0 en (q2, p2) tel que les gε(Ca) soient effec-
tivement des courbes concentriques : on peut donc se placer dans gε(BR2(0, δ1)). Ve´rifions
de´ja` que l’affirmation ci-dessus,
gε(Ca) = {H = H(P a)} ∩W cs(0),
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est vraie. Pour cela, on se place sur W csε (0), et de plus dans un voisinage de 0 tel que
W csε (0) ∩ Σ1 s’e´crive effectivement sous forme de graphe pcs1,ε, donc, d’apre`s le (i) de la
Proposition 3.5, on peut se placer dans B(0, δ0). On a alors
(δ1, p
cs
1,ε(q2, p2), q2, p2) ∈ {(q1, p1, q2, p2)/H((q1, p1, q2, p2), ε) = H(P aε , ε)},
⇐⇒ H(δ1, pcs1,ε(q2, p2), q2, p2, ε) = H(P aε , ε),
⇐⇒H(Fε(ξΣ1,ε(0, g−1ε (q2, p2)), 0, g−1ε (q2, p2)), ε)=H(Fε({(ξ1, η1, ξ2, η2)/ξ22 + η22 = a}), ε),
⇐⇒ Kε(ξΣ1,ε(0, g−1ε (q2, p2)), 0, g−1ε (q2, p2)) = Kε(0, a),
⇐⇒ Kε(0, (g−1ε (q2, p2))2q2 + (g−1ε (q2, p2))2p2) = Kε(0, a).
Graˆce au Lemme 6.1, on en de´duit que si a ≤ a0 et g−1ε (q2, p2) ∈ BR2(0,
√
a0), alors on a
l’e´quivalence
(δ1, p
cs
1,ε(q2, p2), q2, p2) ∈ {(q1, p1, q2, p2)/H((q1, p1, q2, p2), ε) = H(P aε , ε)}
⇐⇒ g−1ε (q2, p2) ∈ Ca,
⇐⇒ (q2, p2) ∈ gε(Ca). (6.13)
On se place ensuite dans un voisinage de 0 en (q2, p2) tel que les gε(Ca) soient effective-
ment des courbes concentriques. D’apre`s le Lemme 6.3, c’est le cas dans gε(BR2(0, δ1)).
Pour de´montrer (6.10), prenons alors (q20, p20) a` l’exte´rieur de gε(Ca). Par le Lemme 6.3,
ne´cessairement il existe a′ > a tel que (q20, p20) ∈ gε(C′a). D’apre`s (6.13), on a alors
(δ1, p
cs
1,ε(q20, p20), q20, p20) dans le niveau d’e´nergie {H = H(P a
′
ε , ε)}.
p1
{H = H(P a)}
W cs(0)
on est dansΣ1
W s(P a
′
)
q2
p2
pH1 (q2,0, p2,0)
x
x
pcs1 (q2,0, p2,0)
W s(P a)
Figure 2.20 – Dans Σ1, positions relatives du niveau {H = H(P a)} et de la varie´te´
centre-stable W cs(0).
En utilisant l’application croissante de l’e´tape 2 et le fait que H(P aε , ε) < H(P
a′
ε , ε) d’apre`s
le lemme 6.1, on va en de´duire que pH1,ε(q20, p20, a) > p
cs
1,ε(q20, p20).
En effet, pH1,ε est de´fini (cf (6.11)) par
ω(ε)
2ε2
(q22 + p
2
2)−H(P aε , ε) = δ1pH1,ε(q2, p2, a)−H3(δ1, pH1,ε(q2, p2, a), q2, p2, ε).
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Or
H(δ1, p
cs
1,ε(q20, p20), q20, p20) = H(P
a′
ε , ε),
ce qui, comme H(P aε , ε) < H(P
a′
ε , ε), s’e´crit aussi
δ1p
cs
1,ε(q2, p2, a)−H3(δ1, pcs1,ε(q2, p2, a), q2, p2, ε) =
ω(ε)
2ε2
(q2
2
0 + p2
2
0)−H(P a
′
ε , ε),
<
ω(ε)
2ε2
(q2
2
0 + p2
2
0)−H(P aε , ε).
Et on a de´montre´ a` l’e´tape 2 que pour tout (q2, p2) ∈ BR2(0, ρ′0), l’application
p1 7→ δ1p1 −H3(δ1, p1, q2, p2, ε)
est strictement croissante sur [−δ1, δ1]. Donc ne´cessairement, on a
pH1,ε(q20, p20, a) > p
cs
1,ε(q20, p20).
Et de meˆme, si on prend (q20, p20) a` l’inte´rieur de gε(Ca), avec cette fois a′ < a, on obtient
pH1,ε(q20, p20, a) < p
cs
1,ε(q20, p20).
Ce qui comple`te la de´monstration de (6.10). 2
Le Lemme 6.4 e´tant de´montre´, on montre maintenant qu’on peut en de´duire la
de´monstration du (ii) de la Proposition 3.5.
De´monstration du (ii) de la Proposition 3.5
Il ne reste donc qu’a` montrer qu’il existe c0 tel que pour a ≤ c0δ21ε2 et I2 ≤ 12ω0δ21ε2 on
ait
|h˜ε(q22 + p22, a)| ≤ δ21 .
Or on a
|h˜ε(q22 + p22, a)| = |
ω(ε)
2ε2
(q22 + p
2
2)−H(P aε , ε)|.
On va montrer qu’avec un bon choix des parame`tres on a
|ω(ε)
2ε2
(q22 + p
2
2)| ≤
1
2
δ21
et
|H(P aε , ε)| ≤
1
2
δ21 .
Pour ε assez petit, comme ω est continue, la condition I2 ≤ 12ω0δ21ε2 est suffisante. On
utilise ensuite le Lemme 6.1 pour e´crire
|H(P aε , ε)| ≤
∣∣H(P aε , ε)− ω(ε)2ε2 a∣∣+ ∣∣ω(ε)2ε2 a∣∣,
≤ a2M1(a) +
∣∣ω(ε)
2ε2
a
∣∣,
ou` M1 analytique en a. Ainsi, il existe bien un c0 tel que si a ≤ c0ε2δ21 , alors
|H(P aε , ε)| ≤
1
2
δ21 .
Ce qui conclut la de´monstration du (ii) graˆce au Lemme 6.4. 2
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6.4 De´monstration du (iii) de la Proposition 3.5 : existence d’une res-
triction de Ψ dans le domaine ou` le niveau d’e´nergie de P a s’e´crit
comme un graphe
Cette partie est consacre´e a` la de´monstration du (iii) de la Proposition 3.5. Pour me´moire,
il s’agit de de´montrer que
Pour c assez petit, l’ensemble{
(q1, p1, q2, p2)/0 < p1 − pcs1,ε(q2, p2) ≤ p′0(δ1), q22 + p22 ≤ cδ21ε2
}
est inclus dans l’ensemble de de´finition de Ψ et son image par Ψ est incluse dans l’ensemble
Σ1 ∩ B(0, δ1) ∩ {(q1, p1, q2, p2)/I2 ≤ ω0δ21ε2}.
De´monstration de l’inclusion dans l’ensemble de de´finition de Ψ.
Par le re´sultat (6.1) du (i) de la proposition 3.5, on a tout de suite
pcs1,ε(q2, p2) < p1 ⇒ η1 > 0.
Ensuite, construisons p′0(δ1) tel que
|p1 − pcs1,ε(q2, p2)| ≤ p′0(δ1)⇒ |η1| ≤ ξ′0(δ1).
Pour (q1, p1, q2, p2) = (δ1, p1, q2, p2) on a
|η1| ≤ ξ′0(δ1)
⇔ |ψ1,ε(q1, p1, q2, p2)| ≤ ξ′0(δ1),
⇔ |ψ1,ε(δ1, p1, q2, p2)− ψ1,ε(δ1, pcs1,ε(q2, p2), q2, p2)| ≤ ξ′0(δ1),
car par de´finition de pcs1,ε, ψ1,ε(δ1, p
cs
1,ε(q2, p2), q2, p2) = 0. Or, d’apre`s le Lemme B.4
de´montre´ en Annexe B, on a dans l’ensemble des se´ries formelles a` trois variables
(p1, q2, p2),
ψ1,ε(δ1, p1, q2, p2)− ψ1,ε(δ1, pcs1,ε(q2, p2), q2, p2)
≺ |∂p1ψ1,ε|(δ1, |pcs1,ε(q2, p2)|+ |p1|, |q2|, |p2|)|p1 − pcs1,ε(q2, p2)|.
Et donc (cf Lemme B.3),
|ψ1,ε(δ1, p1, q2, p2)− ψ1,ε(δ1, pcs1,ε(q2, p2), q2, p2)|
≤ M0|p1 − pcs1,ε(q2, p2)|.
Donc si on choisit p′0(δ1) :=
1
M0 ξ
′
0(δ1), on a bien
|p1 − pcs1,ε(q2, p2)| ≤ p′0(δ1)⇒ |η1| ≤ ξ′0(δ1).
Enfin, pour montrer que pour c et δ1 assez petits on a
q22 + p
2
2 ≤ cδ21ν ⇒
√
ξ22 + η
2
2 ≤ δ1,
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on utilise la meˆme me´thode que pour la majoration (5.14) de la de´monstration de la
Proposition 5.3, mais avec F−1ε au lieu de Fε. Ainsi, si q22 + p22 ≤ cδ1ν, on a
ξ22 + η
2
2 = ϕ
−
2,ε(q1, p1, q2, p2)
2 + ψ−2,ε(q1, p1, q2, p2)
2
≤ q22 + p22 +
∣∣∣ϕ−2,ε(q1, p1, q2, p2)2 + ψ−2,ε(q1, p1, q2, p2)2 − (q22 + p22)∣∣∣ ,
≤ cδ21ν + νM′0δ31 .
On a donc bien
√
ξ22 + η
2
2 ≤ δ1 de`s que
√
cν + νM′0δ1 ≤ 1.
De´monstration de l’inclusion de l’image dans l’ensemble ou` le niveau d’e´nergie
s’e´crit comme un graphe.
Dans la construction de l’application interme´diaire Ψ2 (cf Proposition 3.3), on a de´ja` le
domaine d’arrive´e pour l’ensemble de de´finition complet inclus dans B(0, δ1). Il ne reste
donc qu’a` montrer qu’on a aussi a` l’arrive´e
I2 ≤ 1
2
ω0δ
2
1ε
2.
Pour cela on utilise la majoration (5.12) de´montre´e dans la Proposition 5.3. On trouve
que si I2 ≤ cδ21ε2, alors
|ω(ε)
2ε2
(Ψq2((q1, p1, q2, p2), ε)
2 + Ψp2((q1, p1, q2, p2), ε)
2)|
≤ |ω(ε)
2ε2
| ((q22 + p22) + ∣∣Ψq2((q1, p1, q2, p2), ε)2 + Ψp2((q1, p1, q2, p2), ε)2 − (q22 + p22)∣∣) ,
≤ |ω(ε)
2ε2
|(cδ21ε2 + ε2Mδ31),
≤ M(c+ δ1)δ21 .
On obtient donc bien la majoration attendue pour c et δ1 assez petits. 2
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7 Construction d’une courbe invariante pour les restric-
tions de l’application de premier retour par un the´ore`me
KAM : de´monstration de la Proposition 3.8
Cette partie est consacre´e a` la de´monstration de la Proposition 3.8. On travaille pour
a ≤ c0δ21ε2, dans une couronne de la forme
{(q2, p2)/I2 = q22 + p22 ∈ [c1δ21ε2, c2δ21ε2]},
ou` c1, c2 sont infe´rieurs au c du domaine de de´finition de Ψ
a
ε (voir la Proposition 3.5(iv)).
Les c0, c1, c2 sont fixe´s a` la fin de la partie 7.1.
Voici le plan de la de´monstration de la proposition 3.8 :
– dans la partie 7.1, on travaille sur l’application Ψa(ε,ε2,0). On montre d’abord dans le
Lemme 7.1 qu’on peut l’e´crire en coordonne´es polaires sous la forme
(Ψaθ,(ε,ε2,0),Ψ
a
r,(ε,ε2,0))(θ, r) = (θ + Θ(r, a, ε), r).
Puis, dans l’optique de montrer le (iii) de la Proposition 3.8, on calcule dans le Lemme
7.2 une majoration de
∣∣∣∣∂kΘ∂rk (r, a, ε)
∣∣∣∣ . Enfin, a` l’aide des deux Lemmes suivants 7.3 et
7.4, on de´montre dans le Lemme 7.5 l’existence d’un encadrement proche de celui du
(ii) de la Proposition 3.8. C’est dans ce dernier lemme que sont fixe´s c0, c1 et c2.
– dans la partie 7.2, dans l’optique de la de´monstration du (iv) de la Proposition 3.8,
on de´montre dans le Lemme 7.7 une majoration Ck de Ψa(ε,ε2,µ) − Ψa(ε,ε2,0). Le Lemme
7.6 assure la transition en coordonne´es polaires pour la norme Ck dans l’anneau
I2 ∈ [c1δ21ε2, c2δ21ε2].
– dans la partie 7.3, on introduit deux changements de coordonne´es successifs, puis on
montre que l’application Ψˆaε dans ces nouvelles coordonne´es ve´rifie (ii),(iii) et (iv) de
la Proposition 3.8.
– dans la partie 7.4, on de´montre tout d’abord que Ψˆa est toujours une application
symplectique dans le Lemme 7.8, puis le Lemme 7.9 implique directement le (i) de la
Proposition 3.8.
7.1 Estimations pour l’application de premier retour pour la forme nor-
male du syste`me, Ψa(ε,ε2,0)
Dans cette partie on e´tudie plus pre´cise´ment le cas de l’application de premier retour Ψa
dans le cas ou` ε′ = (ε, ε2, µ = 0), qui est le cas du syste`me sous forme normale en tronquant
le reste. On verra ensuite l’application de premier retour pour le syste`me complet comme
une perturbation de cette application.
Lemme 7.1 L’application Ψa(ε,ε2,0) s’e´crit en coordonne´es polaires
(Ψaθ,(ε,ε2,0),Ψ
a
r,(ε,ε2,0))(θ, r) = (θ + Θ(r, a, ε), r),
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avec
Θ(r, a, ε) =
ω(ε)
2ε2
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
+ε
∫ T (pH1(ε,ε2,0)(r,0,a),r,0,(ε,ε2,0))
0
∂2Nn((φq1+φp1)(s, (δ1, p
H
1(ε,ε2,0)(r, 0, a), r, 0), ε), r, ε)ds,
ou` pH1 (ε,ε2,0)(r cos θ, r sin θ, a) et T (p1, r cos θ, r sin θ, (ε, ε
2, 0)) ne de´pendent pas de θ.
De´monstration
On utilise la forme particulie`re de la forme normale du syste`me : pour µ = 0, on e´tudie le
syste`me hamiltonien
dq1
dt
= −p1 + 3
2
(q1 + p1)
2 + ε2∂1Nn(q1 + p1, q
2
2 + p
2
2, ε),
dp1
dt
= q1 − 3
2
(q1 + p1)
2 − ε2∂1Nn(q1 + p1, q22 + p22, ε),
dq2
dt
=
ω(ε)
2ε2
p2 + ε
2∂2Nn(q1 + p1, q
2
2 + p
2
2, ε), p2
dq2
dt
= −ω(ε)
2ε2
q2 − ε2∂2Nn(q1 + p1, q22 + p22, ε)q2.
On a alors
d
dt
(q22 + p
2
2) =
d
dt
I2 = 0,
et donc a` I2 = I20 fixe´, on peut re´soudre le sous-syste`me constitue´ des 2 premie`res
e´quations et obtenir φq1 et φp1(t, (q1, p1, I20), ε). En injectant ces solutions dans le sous-
syste`me constitue´ des 2 dernie`res e´quations, on a alors un syste`me en (q2, p2) line´aire a`
coefficients non constants. Ses solutions s’e´crivent(
q2
p2
)
(t) = Rθ(t,I20,ε)
(
q20
p20
)
,
ou`
θ(t, I20, ε) :=
ω(ε)
2ε2
t+
∫ t
0
ε2∂2Nn((φq1 + φp1)(s, (q1, p1, I20), ε), I2, ε)ds.
Et on a donc
Ψaθ,(ε,ε2,0)(θ, r) = θ +
ω(ε)
2ε2
T (pH1(ε,ε2,0)(q2, p2, a), q2, p2, (ε, ε
2, 0)) (7.1)
+ε2
∫ T (pH1(ε,ε2,0)(q2,p2,a),q2,p2,(ε,ε2,0))
0
∂2Nn((φq1+φp1)(s, (δ1, p
H
1(ε,ε2,0)(q2, p2, a), r), ε), r, ε)ds.
Ve´rifions maintenant que pH1 (ε,ε2,0)(r cos θ, r sin θ, a) et T (p1, r cos θ, r sin θ, (ε, ε
2, 0)) ne
de´pendent pas de θ. Pour cela, on revient aux de´finitions respectives de pH1 (ε,ε2,0) et de
T , et on ve´rifie que quand µ = 0, θ n’intervient pas dans les de´finitions. En effet, pH1 (ε,ε2,0)
est l’unique pH1 tel que
H((δ1, p
H
1 , q2, q2), (ε, ε
2, 0)) = H(P a(ε,ε2,0), (ε, ε
2, 0))
⇔ δ1pH1 −
1
2
(δ1 + p
H
1 )
2 − ε2Nn(δ1 + pH1 , r2, ε) =
ω(ε)
2ε2
r2 −H(P a(ε,ε2,0), (ε, ε2, 0)).
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Et dans cette dernie`re forme, on voit qu’il n’y a pas de de´pendance en θ. Donc
pH1 (ε,ε2,0)(r cos θ, r sin θ, a) inde´pendante de θ.
De meˆme, T est de´fini par l’e´quation implicite de premier retour
φ˜q1(T, (δ1, p1, q2, p2), (ε, ε
2, 0)) = δ1,
et on a vu au de´but de la de´monstration de ce lemme que dans φ˜q1(t, (δ1, p1, q2, p2), (ε, ε
2, 0))
la de´pendance en (q2, p2) n’intervient qu’avec la quantite´ conserve´e I2 = r
2. Donc
l’e´quation qui de´finit T ne de´pend pas non plus de θ.
Donc l’expression (7.1), e´crite en (q2, p2) = (r, 0) (i.e.pour θ = 0), permet bien d’e´crire
que
Ψaθ,(ε,ε2,0)(θ, r) = θ + Θ(r, a, ε),
avec
Θ(r, a, ε) =
ω(ε)
2ε2
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
+
∫ T (pH1(ε,ε2,0)(r,0,a),r,0,(ε,ε2,0))
0
∂2Nn((φq1+φp1)(s, (δ1, p
H
1(ε,ε2,0)(r, 0, a), r, 0), ε), r, ε)ds.
2
Lemme 7.2 Pour 0 ≤ a ≤ c0 et r2 ∈ [c1δ21ε, c2δ21ε], on a pour tout k ≤ E(N0−1)4 ),∣∣∣∣∂kΘ∂rk (r, a, ε)
∣∣∣∣ ≤ Mεk+2 .
De´monstration
D’apre`s le lemme 7.1, on a
Θ(r, a, ε) =
ω(ε)
2ε2
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
+ε2
∫ T (pH1(ε,ε2,0)(r,0,a),r,0,(ε,ε2,0))
0
∂2Nn((φq1+φp1)(s, (δ1, p
H
1(ε,ε2,0)(r, 0, a), r, 0), ε), r, ε)ds.
Ce qui peut aussi s’e´crire
Θ(r, a, ε) =
ω(ε)
2ε2
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
+ε2F
(
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0)), pH1(ε,ε2,0)(r, 0, a), r, ε
)
,
avec F et T applications Ck0 par rapport a` leurs coefficients, et
pH1 ε′(q2, p2, a) = p˜1
H(q2, p2, h˜ε′(q
2
2 + p
2
2, a), ε
′),
avec p˜1
H analytique en ses variables (q2, p2, h, ε
′). Donc la seule irre´gularite´ est celle en
ε = 0 dans
h˜ε′(r
2, a) =
ω(ε)
2ε2
r2 −H(P aε′ , ε′).
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En fait Θ est de la forme
Θ(r, a, ε) =
1
ε2
Θ˜(h˜ε′(r
2, a), r, ε),
avec Θ˜ Ck0 en ses variables (h, r, ε). Et on a
∂h˜ε′(r
2, a)
∂r
= 2
ω(ν)
ν
r,
∂2h˜ε′(r
2, a)
∂r2
= 2
ω(ε)
2ε2
, ∀k ≥ 3, ∂
kh˜ε′(r
2, a)
∂rk
= 0.
Donc pour r2 ∈ [c1δ21ε2, c2δ21ε2], on a pour tout k ≥ 0,∣∣∣∣∣∂kh˜ε′(r2, a)∂rk
∣∣∣∣∣ ≤ Mεk .
Or on peut montrer par re´currence sur k ≥ 0 que
∂kΘ˜(h˜ε′(r
2, a), r, ε)
∂rk
est une somme finie de termes de la forme
α
∂i+jΘ˜
∂ri∂hi
(
h˜ε′(r
2, a), r, ε
)(∂h˜ε′(r2, a)
∂r
)n1
· · ·
(
∂kh˜ε′(r
2, a)
∂rk
)nk
,
ou` i+ j ≤ k, n1 + 2n2 + · · ·+knk ≤ k. Et comme Θ˜ est Ck0 et qu’on travaille sur un borne´,
on trouve donc∣∣∣∣∣∂kΘ˜∂rk (r, a, ε)
∣∣∣∣∣ ≤ ∑
n1+2n2+···+knk≤k
M
(
M
ε
)n1
· · ·
(
M
εk
)nk
≤
∑
n1+2n2+···+knk≤k
M
εn1+2n2+···+knk
≤ M
εk
.
Et donc on a bien, avec Θ(r, a, ε) = 1ε Θ˜(h˜ε′(r
2, a), r, ε),∣∣∣∣∂kΘ∂rk (r, a, ε)
∣∣∣∣ ≤ Mεk+2 .
2
Pour ve´rifier les hypothe`ses du the´ore`me KAM, on a besoin ensuite d’un encadrement
pre´cis de ∂rΘ. Et pour cela, vue l’expression trouve´e pour Θ dans le lemme 7.1, il nous
faut aussi un encadrement de T . Dans ce but, on de´montre d’abord le lemme suivant qui
donne une proprie´te´ de T pour ε = (ε, 0, 0), qui va nous eˆtre utile ensuite pour le cas
(ε, ε2, 0) par perturbation.
Lemme 7.3 Pour le syste`me tronque´, i.e. associe´ au hamiltonien
H((q1, p1, q2, p2), (ε, 0, 0)) = −q1p1 + 1
2
(q1 + p1)
3 +
ω(ε)
2ε2
(q22 + p
2
2),
le temps de retour a` la section ve´rifie
T ((q1, p1, q2, p2), (ε, 0, 0)) = T
0(p1)
p1→p1(δ1)→ +∞,
ou` p1(δ1) est l’unique p1 tel que (δ1, p1(δ1), 0, 0) est sur l’orbite homocline a` 0.
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De´monstration
Remarquons d’abord que p1(δ1) est bien de´fini, graˆce a` l’e´criture de Σ1 sous forme de
graphe en coordonne´e locales (ξ1, η1, ξ2, η2), et au fait que la varie´te´ stable a` 0 en coor-
donne´es (ξ1, η1, ξ2, η2) est l’ensemble
{(ξ1, η1, ξ2, η2)/η1 = 0 = ξ2 = η2}.
Dans les coordonne´es (q
1
, p
1
) (coordonne´es utilise´es dans la partie 3.1), le Hamiltonien se
re´e´crit
1
2
(p2
1
− q2
1
) +
1
2
q3
1
+
ω(ε)
2ε2
(q22 + p
2
2).
Et a` q22 + p
2
2 constant, les lignes de niveau du Hamiltonien sont les
1
2
(p2
1
− q2
1
) +
1
2
q3
1
= −α,
⇔ p
1
= ±
√
q2
1
− q3
1
− α,
ou` on obtient des orbites pe´riodiques pour 0 < α < 427 et l’orbite homocline pour α = 0.
On va calculer le temps de parcours τ(α) de ces orbites, puis montrer que
τ(α)
α→0→ +∞.
Pour cela, on calcule le temps de parcours de la demi-orbite p
1
=
√
q2
1
− q3
1
+ α. Soit
(q
1
(t), p
1
(t), q2(t), p2(t)) la solution ayant cette trajectoire. On a alors
p
1
(t)√
q
1
(t)2 − q
1
(t)3 + α
= 1
⇒ 1
2
τ(α) =
∫ 1
2
τ(α)
0
p
1
(t)√
q
1
(t)2 − q
1
(t)3 − α
dt.
En faisant le changement de variables z := q
1
(t) dans cette dernie`re inte´grale, comme
dq
1
dt
= ∂p1H((q1(t), p1(t), q2(t), p2(t)), ε, 0, 0) = p1(t),
on obtient
1
2
τ(α) =
∫ z2(α)
z1(α)
1√
z2 − z3 + αdz
ou` z1(α) < z2(α) sont les 2 racines positives de z
2− z3−α = 0. Notons z0(α) la troisie`me
racine, ne´gative, de z2 − z3 − α = 0. En faisant dans l’inte´grale ci-dessus le changement
de variables
sinx =
√
z − z1
z2 − z1 ,
on trouve∫ z2(α)
z1(α)
1√
z2 − z3 + αdz =
∫ pi
2
0
2dx√
z1(α)− z0(α) + (z2(α)− z1(α)) sin2 x
.
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Or, quand α→ 0, on a
z2(α)− z1(α) α→0→ 1 et z1(α)− z0(α) α→0→ 0.
Comme pour tout x ≥ 0 on a x ≥ sinx, on a donc∫ pi
2
0
2dx√
z1(α)− z0(α) + (z2(α)− z1(α)) sin2 x
≥
∫ pi
2
0
2dx√
z1(α)− z0(α) + (z2(α)− z1(α))x2
=
2√
z2(α)− z1(α)
∫ pi
2
0
dx√
z1(α)−z0(α)
z2(α)−z1(α) + x
2
=
2√
z2(α)− z1(α)
ln |pi
2
+
√√√√pi2
4
+
√
z1(α)− z0(α)
z2(α)− z1(α) | − ln |
√√√√√z1(α)− z0(α)
z2(α)− z1(α) |
 .
Or, quand α→ 0, on a
z2(α)− z1(α) α→0→ 1 et z1(α)− z0(α) α→0→ 0.
On a bien alors
τ(α)
α→0→ +∞.
Au passage, on a aussi montre´ que T (p1, q1, p1, ε, ν = 0, µ = 0) ne de´pend ni de (q2, p2) ni
de ε.
2
On voudra ensuite utiliser ce dernier re´sultat pour avoir une estimation de
∂T
∂p1
(pH1 (r, 0, a), r, 0, (ε, ε
2, 0)),
et pour cela on aura besoin de savoir dans quel intervalle pH1 (r, 0, a) se de´place avec r.
Pour cela, on montre d’abord le lemme suivant.
Lemme 7.4 Soit c1, c2 deux constantes postives. Alors il existe c0, c
′
1, c
′
2 tels que pour ν
assez petit,
pH1(ε,ε2,0)(r, 0, a) ∈ [c1δ1, c2δ1] pour tous a ∈ [0, c0δ21ε2], r2 ∈ [c′1δ21ε2, c′2δ21ε2].
De plus, on a aussi sur cet intervalle
∂p˜1
H
∂h
≥ 1
2
δ1 > 0.
et il existe c′′1, c′′2 tels que
h˜ε′(r
2, a) ∈ [c′′1δ21 , c′′2δ21 ].
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De´monstration
On rappelle qu’on a montre´ lors de la construction de pH1 que
pH1 ε(q2, p2, a) = p˜1
H(q2, p2, h˜ε(q
2
2 + p
2
2, a), ε),
avec p˜1
H analytique en ses variables (q2, p2, h, ε). Et pour ε = (ε, ν = 0, µ = 0), p
H
1 est
de´fini par
δ1p˜1
H − 1
2
(δ1 + p˜1
H)3 = h
⇒ ∂p˜1
H
∂h
(
δ1 − 3
2
(δ1 + p˜1
H)2
)
= h.
En sachant que par construction, |p˜1H | ≤ δ1 sur son ensemble de de´finition, on obtient
alors que sur son ensemble de de´finition, p˜1
H ve´rifie
∂p˜1
H
∂h
(r, 0, h, (ε, 0, 0)) ≥ 1
δ1
> 0.
Soit alors un sous-intervalle strict [c′′′1 δ1, c′′′2 δ1] de [c1δ1, c2δ1]. Il existe donc c′′1, c′′2 tels que
pour h ∈ [c′′1δ21 , c′′2δ21 ], on ait
p˜1
H(r, 0, h, a, ν = 0) ∈ [c′′1δ1, c′′2δ1].
Comme p˜1
H est continue par rapport a` ν et ε, on obtient que pour ε assez petit
∀h ∈ [c′′1δ21 , c′′2δ21 ] p˜1H(r, 0, h, a, (ε, ε2, 0)) ∈ [c1δ1, c2δ1];
ainsi que, comme p˜1
H est C1,
∂p˜1
H
∂h
(r, 0, h, (ε, 0, 0)) ≥ 1
2δ1
> 0.
Or
h˜ε′(r
2, a) =
ω(ε)
2ε2
r2 −H(P aε′ , ε′).
Soit maintenant un sous-intervalle strict [c
(4)
1 δ
2
1 , c
(4)
2 δ
2
1 ] de [c
′′′
1 δ
2
1 , c
′′′
2 δ
2
1 ], on peut alors choisir
c′1, c′2 tels que
r2 ∈ [c′1δ21ε2, c′2δ21ε2]⇒
ω(ε)
2ε2
r2 ∈ [c(4)1 δ21 , c(4)2 δ21 ].
Et il ne reste plus alors qu’a` choisir a tel que∣∣∣H(P aε′ , ε′)∣∣∣ ≤ min(c(4)1 − c′′′1 , c′′′2 − c(4)2 )δ21 .
Or d’apre`s le Lemme 6.1, car ici on a pris ν = ε2, on a∣∣∣H(P aε′ , ε′)∣∣∣ ≤ ω(ε)2ε2 a+ ε2ε2M0a2.
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On peut donc choisir c0 tel que pour ε assez petit on ait
a ≤ c0δ21ε2 ⇒
∣∣∣H(P aε′ , ε′)∣∣∣ ≤ min(c(4)1 − c′′′1 , c′′′2 − c(4)2 )δ21 .
Avec ces choix de c0, c1 et c2 on trouve bien alors que
pH1(ε,ε2,0)(r, 0, a) ∈ [c1δ1, c2δ1] pour tous a ∈ [0, c0δ21ε2], r2 ∈ [c′1δ21ε2, c′2δ21ε2].
2
Lemme 7.5 Il existe c0, c1, c2 avec c1, c2 ≤ c et m,M > 0 tels que pour tout a ∈ [0, c0δ21ε2]
et tout r2 ∈ [c1δ21ε2, c2δ21ε2] et pour ε suffisamment petit on ait
−M
ε3
≤ ∂Θ
∂r
(r, a, ν) ≤ −m
ε3
.
De plus, il existe alors c1,c2 tels que sur cet ensemble on ait
pH1 (ε,ε2,0)(r, θ, a) ∈ [c1δ1, c2δ1]. (7.2)
De´monstration
La premie`re ine´galite´ de l’encadrement se de´duit en fait du lemme 7.2 pour k = 1.
Pour la 2e ine´galite´, on commence comme dans la de´monstration du lemme 7.2 par e´crire
Θ(r, a, ε) =
ω(ε)
2ε2
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
+ε2
∫ T (pH1(ε,ε2,0)(r,0,a),r,0,(ε,ε2,0))
0
∂2Nn((φq1+φp1)(s, (δ1, p
H
1(ε,ε2,0)(r, 0, a), r, 0), ε), r, ε)ds,
:=
ω(ε)
2ε2
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
+ε2F
(
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0)), pH1(ε,ε2,0)(r, 0, a), r, ε
)
,
ou` F et T applications Ck0 par rapport a` leurs coefficients, et
pH1 ε′(q2, p2, a) = p˜1
H(q2, p2, h˜ε′(q
2
2 + p
2
2, a), ε
′)
avec p˜1
H analytique en ses variables (q2, p2, h, ε
′). On re´e´crit alors cette e´galite´
Θ(r, a, ε) =
ω(ε)
2ε2
T (pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0)) + ε2F˜
(
h˜ε′(r
2, a), r, ε
)
.
En de´rivant par rapport a` r on obtient
∂Θ
∂r
(r, a, ε)
=
ω(ε)
2ε2
∂T
∂p1
(pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
(
∂p˜1
∂h
H
(r, 0, a, (ε, ε2, 0))
∂h˜ε′
∂r
(r2, a)+
∂p˜1
∂r
H
(r, 0, a, (ε, ε2, 0))
)
+
ω(ε)
2ε2
∂T
∂r
(pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))+ε2
(
∂F˜
∂h
(
h˜ε′(r
2, a), r, ε
)(ω(ε)
2ε2
r
)
+
∂F˜
∂r
(
h˜ε′(r
2, a), r, ε
))
,
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ou` on va montrer que avec un bon choix de parame`tres on a
ω(ε)
2ε2
∂T
∂p1
(pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
∂p˜1
H
∂h
(r, 0, a, (ε, ε2, 0))
∂h˜ε′
∂r
(r2, a) ≤ −m
ε3
, (7.3)
et
ω(ε)
2ε2
∂T
∂p1
(pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
∂p˜1
H
∂r
(r, 0, a, (ε, ε2, 0))
+
ω(ε)
2ε2
∂T
∂r
(pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
+ε2
(
∂F˜
∂h
(
h˜ε′(r
2, a), r, ε
) (ω(ε)
2ε2
r
)
+
∂F˜
∂r
(
h˜ε′(r
2, a), r, ε
))
= O
(
1
ε2
)
. (7.4)
Ce qui sera suffisant pour conclure pour ε suffisamment petit.
Pour montrer (7.3), on utilise les re´sultats des Lemmes 7.3 et 7.4. On a
T ((q1, p1, q2, p2), (ε, 0, 0)) = T
0(p1)
p1→p1(δ1)→ +∞,
et T est C1 par rapport a` p1. Ne´cessairement, pour p1 > p1(δ1) aussi proche de p1(δ1)
qu’on le veut, on trouvera toujours un petit intervalle tel que ∂T∂p1 < 0 sur cet intervalle.
On peut donc trouver un intervalle de la forme [c1δ1, c2δ1] tel que sur cet intervalle,
∂T 0
∂p1
≤ −2m < 0.
Comme T est C1 par rapport a` toutes ses variables on a pour ε, µ assez petits
∂T
∂p1
(p1, q2, p2, ε) ≤ −m < 0 pour tout p1 ∈ [c1δ1, c2δ1].
On pourra donc appliquer cette ine´galite´ pour montrer (7.3) si on s’assure que
pH1(ε,ε2,0)(r, 0, a) ∈ [c1δ1, c2δ1].
Or d’apre`s le lemme 7.4, on peut trouver c0, c1 et c2 tels que
pH1(ε,ε2,0)(r, 0, a) ∈ [c1δ1, c2δ1] pour tous a ∈ [0, c0δ21ε2], r2 ∈ [c1δ21ε2, c2δ21ε2].
On obtient alors que pour a ∈ [0, c0δ21ε2] et r2 ∈ [c1δ21ε2, c2δ21ε2], on a
∂T
∂p1
(pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0)) ≤ −m < 0.
Or, d’apre`s le ”de plus” du Lemme 7.4, on a
∂p˜1
H
∂h
(r, 0, a, (ε, ε2, 0)) ≥ 1
2δ1
> 0.
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Et on sait aussi que pour r2 ∈ [c1δ21ε2, c2δ21ε2],
∂h˜ε′
∂r
(r2, a) = 2
ω(ε)
2ε2
r ≥ √c1ω(ε)
ε
δ1 > 0.
On en de´duit alors que pour a ∈ [0, c0δ21ε2] et r2 ∈ [c1δ21ε2, c2δ21ε2], on a
ω(ε)
2ε2
∂T
∂p1
(pH1(ε,ε2,0)(r, 0, a), r, 0, (ε, ε
2, 0))
∂p˜1
H
∂h
(r, 0, a, (ε, ε2, 0))
∂h˜ε′
∂r
(r2, a) ≤ −mω(ε)
2√c1√
ν
3 .
Ce qui permet de conclure la preuve de la majoration (7.3).
Il ne reste plus qu’a` montrer (7.4). Or les applications
∂T
∂p1
,
∂p˜1
H
∂r
,
∂T
∂r
,
∂F˜
∂h
,
∂F˜
∂r
,
sont continues par rapport a` leurs variables. Et par le Lemme 7.4, on sait que pour le
choix ci-dessus de c0, c1 et c2 on a p
H
1 et h˜ε′ borne´es pour
a ≤ c0δ21ε2 et r2 ∈ [c1δ21ε2, c2δ21ε2].
Donc tout est borne´ dans la somme de termes conside´re´e dans (7.4), sauf la fraction ω(ε)
2ε2
.
Cette somme est donc bien un O ( 1
ε2
)
, i.e. (7.4) est ve´rifie´, ce qui permet de conclure la
de´monstration.
2
7.2 Majoration Ck de Ψa(ε,ε2,µ) −Ψa(ε,ε2,0)
Le the´ore`me KAM de [51] est e´nonce´ en coordonne´es polaires, et parmi ses hypothe`ses on
a des majorations des de´rive´es multiples de Ψa. Le lemme suivant donne une majoration
des de´rive´es de l’e´criture en polaires (Ψaθ(θ, r),Ψ
a
r(θ, r)) de Ψ
a, en fonction des de´rive´es de
Ψa = (Ψaq2(q2, p2),Ψ
a
p2(q2, p2)).
Cela est possible graˆce au fait qu’on travaille sur l’anneau
{(q2, p2)/q22 + p22 ∈ [c1δ21ε2, c2δ21ε2]},
et donc a` distance connue de 0.
Lemme 7.6 Si (p1, q2, p2, ε
′) est dans l’ensemble de de´finition de Ψ et c1δ21ε2 ≤ q22 +p22 ≤
c2δ
2
1ε
2, alors
Ψ(q2,p2)(p1, q2, p2, ε
′) = Ψr(p1, q2, p2, ε′)RΨθ(p1,q2,p2,ε′),
ou` Ψr est Ck0 par rapport a` toutes ses variables. Et sur le tore R/2piZ on a
Ψθ(p1, q2, p2, ε
′) ≡ ω(ν)
ν
T (p1, q2, p2, ε
′) + φ˜θ(T (p1, q2, p2, ε′), (δ1, p1, q2, p2), ε′),
avec T et φ˜θ Ck0 par rapport a` toutes leurs variables pour ε > 0. Et il existe M tel que
pour toute variable ge´ne´rique x de φ˜,∣∣∣∂jxφ˜θ∣∣∣ ≤ Mεj
(
j∑
k=0
|∂jxφ˜q2 |+ |∂jxφ˜p2 |
)
.
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De´monstration
Graˆce a` la majoration (5.12) de la Proposition 5.3, on sait qu’il existe M tel que si
(p1, q2, p2, ε
′) est dans l’ensemble de de´finition de Ψ et si (q2, p2) est dans l’anneau
{(q2, p2)/q22 + p22 ∈ [c1δ21ε2, c2δ21ε2]} alors
Ψ(p1, q2, p2, ε
′) ∈ {(q1, p1, q2, p2)/q22 + p22 ∈ [(c1δ21 −Mδ31)ε2, (c2δ21 +Mδ31)ε2]} . (7.5)
Ce qui signifie qu’en choisissant ε assez petit par rapport a` c1, Ψ est a` image a` distance
de se´curite´ de 0, ce qui va permettre l’e´criture en coordonne´es polaires. Plus pre´cise´ment
on pose
Ψr(p1, q2, p2, ε
′) :=
√
Ψq2(p1, q2, p2, ε
′)2 + Ψp2(p1, q2, p2, ε′)2.
Comme Ψ est Ck0 et Ψ ne s’annule pas pour c1δ21ε2 ≤ q22 + p22 ≤ c2δ21ε2, sur cet anneau Ψr
est donc aussi Ck0 .
Ensuite, comme
Ψ(p1, q2, p2, ε
′) = Rω(ε)
ε2
T (p1,q2,p2,ε′)
φ˜(T (p1, q2, p2, ε
′), (δ1, p1, q2, p2), ε′),
on e´crit dans le tore
Ψθ ≡ ω(ν)
ν
T (p1, q2, p2, ε
′) + φ˜θ(T (p1, q2, p2, ε′), (δ1, p1, q2, p2), ε′),
ou` φ˜θ est de´fini par
φ˜q2 + iφ˜p2
φ˜r
= eiφ˜θ .
On de´duit de cette formule que si x est une variable de φ˜, alors
∂xφ˜θ = (−i)
(
∂x(φ˜q2 + iφ˜p2)
φ˜q2 + iφ˜p2
− ∂xφ˜r
φ˜r
)
. (7.6)
Or, d’apre`s (7.5), on a sur l’ensemble de de´finition de Ψ pour q22 + p
2
2 ∈ [c1δ21ε2, c2δ21ε2],
|φ˜q2 + iφ˜p2 |2 = |φ˜r|2 = φ˜2q2 + φ˜2p2 ≥ (c1 −Mδ1)δ21ε2,
et donc ∣∣∣∂xφ˜θ∣∣∣ ≤ 1√
(cl −Mδ1δ1ε
(
|∂xφ˜q2 |+ |∂xφ˜p2 |
)
.
En de´rivant l’e´galite´ (7.6), on obtient ensuite les majorations annonce´es pour les de´rive´es
succesives de φ˜θ.
2
Pour majorer
∣∣∣Ψa(ε,ε2,µ) −Ψa(ε,ε2,0)∣∣∣Ck , on aurait aime´ utiliser une majoration de ∂Ψa(ε,ε2,µ)∂µ
et un the´ore`me des accroissements finis. Seulement, dans l’expression de Ψa(ε,ε2,µ), on a la
re´gularite´ en µ sauf dans
h˜(ε,ε2,µ)(r
2, a) =
ω(ε)
ε
r2 −H(P a(ε,ε2,µ), (ε, ε2, µ)).
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En effet, par de´finition P aε := Fε(Ca) et la re´gularite´ de Fε = F(ε,ε,µ) par rapport a` µ est
inconnue. On va utiliser alors a` la place le fait que, comme on va le montrer plus loin,
|h˜(ε,ε2,µ)(r2, a)− h˜(ε,ε2,0)(r2, a)| = |H(P a(ε,ε2,0), (ε, ε2, 0))−H(P a(ε,ε2,µ), (ε, ε2, µ))| ≤Ma2.
C’est pourquoi on va devoir faire une hypothe`se sur la taille de a par rapport a` ε.
Lemme 7.7 Pour a,ε,µ assez petits, pour 0 ≤ k ≤ k0,∣∣Ψar(r, θ, (ε, ε2, µ))−Ψar(r, θ, (ε, ε2, 0))∣∣Ck ≤ (a2 + µεk)M,∣∣Ψaθ(r, θ, (ε, ε2, µ))−Ψaθ(r, θ, (ε, ε2, 0))∣∣Ck ≤ ( a2εk+2 + µεk+1
)
M.
De´monstration
On va utiliser ∂∂µ avec le the´ore`me des accroissements finis la` ou` ce sera possible. Et aux
endroits ou` on ne pourra pas, on utilisera a` la place ∂∂h , avec le the´ore`me des accroissements
finis et une majoration de |h˜(ε,ε2,µ)(r2, a)− h˜(ε,ε2,0)(r2, a)|.
Majorons donc tout d’abord |h˜(ε,ε2,µ)(r2, a)−h˜(ε,ε2,0)(r2, a)|. On utilise pour cela le Lemme
6.1 (vrai pour a < a0 et ε, µ assez petits) :
|h˜(ε,ε2,µ)(r2, a)− h˜(ε,ε2,0)(r2, a)| =
∣∣∣H(P a(ε,ε2,0), (ε, ε2, 0))−H(P a(ε,ε2,µ), (ε, ε2, µ))∣∣∣
=
∣∣∣∣H(P a(ε,ε2,0), (ε, ε2, 0))− ω(ε)2ε2 a− (H(P a(ε,ε2,µ), (ε, ε2, µ))− ω(ε)2ε2 a)
∣∣∣∣ ≤M0a2.
On a
Ψar(r, θ, (ε, ε
2, µ)) = Ψr
(
p˜1
H(r cos θ, r sin θ, h˜(ε,ε2,µ)(r
2, a), (ε, ε2, µ)), r cos θ, r sin θ, (ε, ε2, µ)
)
avec Ψr et p˜1
H Ck0 par rapport a` toutes leurs variables. On note alors
Ψar(r, θ, (ε, ε
2, µ)) := Ψ˜ar(r, θ, h˜(ε,ε2,µ)(r
2, a), (ε, ε2, µ)),
ou` Ψ˜ar est Ck0 par rapport a` toutes ses variables pour r2 ∈ [c1δ21ε2, c2δ21ε2] et a ≤ c0δ21ε2
(ce qui implique aussi h˜(ε,ε2,µ) borne´e, h˜(ε,ε2,µ)(r
2, a) ∈ [c′′1δ21 , c′′2δ21 ], cf lemme 7.4). On peut
alors montrer par re´currence sur ` que
∂`+kΨ˜ar(r, θ, h˜(ε,ε2,µ)(r
2, a), (ε, ε2, µ))
∂r`∂θj
est une somme finie de termes de la forme
∂i+j+kΨ˜ar
∂ri∂hj∂θk
(r, θ, h˜(ε,ε2,µ)(r
2, a), (ε, ε2, µ))
(
∂h˜(ε,ε2,µ)(r
2, a)
∂r
)n1
· · ·
(
∂`h˜(ε,ε2,µ)(r
2, a)
∂r`
)n`
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ou` i+ j ≤ ` et n1 + 2n2 + · · ·+ `n` ≤ `. Et on cherche a` majorer∣∣∣∣∣∂`+kΨ˜ar(r, θ, h˜(ε,ε2,µ)(r2, a), (ε, ε2, µ))∂r`∂θj − ∂`+kΨ˜ar(r, θ, h˜(ε,ε2,µ)(r2, a), (ε, ε2, 0))∂r`∂θj
∣∣∣∣∣
≤
∣∣∣∣∣∂`+kΨ˜ar(r, θ, h˜(ε,ε2,µ)(r2, a), (ε, ε2, µ))∂r`∂θj − ∂`+kΨ˜ar(r, θ, h˜(ε,ε2,0)(r2, a), (ε, ε2, µ))∂r`∂θj
∣∣∣∣∣
+
∣∣∣∣∣∂`+kΨ˜ar(r, θ, h˜(ε,ε2,0)(r2, a), (ε, ε2, µ))∂r`∂θj − ∂`+kΨ˜ar(r, θ, h˜(ε,ε2,0)(r2, a), (ε, ε2, 0)∂r`∂θj
∣∣∣∣∣
≤ sup
r2∈[c1δ21ε2,c2δ21ε2]
h∈[c′′1 δ21 ,c′′2 δ21 ]
∣∣∣∣∣ ∂∂h
(
∂`+kΨ˜ar(r, θ, h, (ε, ε
2, µ))
∂r`∂θj
)∣∣∣∣∣ |h˜(ε,ε2,µ)(r2, a)−h˜(ε,ε2,0)(r2, a)|
+ sup
r2∈[c1δ21ε2,c2δ21ε2]
h∈[c′′1 δ21 ,c′′2 δ21 ]
∣∣∣∣∣ ∂∂µ
(
∂`+kΨ˜ar(r, θ, h˜(ν,ν,0)(r
2, a), (ε, ε2, µ))
∂r`∂θj
)∣∣∣∣∣ · µ.
Et on a
sup
r2∈[c1δ21ε2,c2δ21ε2]
h∈[c′′1 δ21 ,c′′2 δ21 ]
∣∣∣∣∣ ∂∂h
(
∂`+kΨ˜ar(r, θ, h, (ε, ε
2, µ))
∂r`∂θj
)∣∣∣∣∣ ≤M,
pour `+ j + 1 ≤ k0 car Ψ˜a est Ck0 par rapport a` ses variables. Et∣∣∣∣∣ ∂∂µ
(
∂`+kΨ˜ar(r, θ, h˜(ν,ν,0)(r
2, a), (ε, ε2, µ))
∂r`∂θj
)∣∣∣∣∣
≤M
∣∣∣∣∣∣∣∣
∂
∂µ
∑
i+j≤`
n1+···+`n`≤`
∂i+j+kΨ˜ar
∂ri∂hj∂θk
(r, θ, h˜(ν,ν,0)(r
2, a),(ε, ε2, µ))
(
∂h˜(ε,ε2,µ)(r
2, a)
∂r
)n1
· · ·
(
∂`h˜(ε,ε2,µ)(r
2, a)
∂r`
)n ∣`∣∣∣∣∣∣∣
≤ M
∑
n1+···+`n`≤`
(
M
ε
)n1
· · ·
(
M
ε`
)n`
≤ M
′
ε`
.
On trouve donc bien finalement∣∣Ψar(r, θ, (ε, ε2, µ))−Ψar(r, θ, (ε, ε2, 0))∣∣C` ≤ (a2 + µε`)M.
On a ensuite
Ψaθ(r, θ, (ε, ε
2, µ))
= Ψθ
(
p˜1
H(r cos θ, r sin θ, h˜(ε,ε2,µ)(r
2, a), (ε, ε2, µ)), r cos θ, r sin θ, (ε, ε2, µ)
)
=
ω(ε)
2ε2
T (p˜1
H(r cos θ, r sin θ, h˜(ε,ε2,µ)(r
2, a), (ε, ε2, µ)), q2, p2, (ε, ε
2, µ))
+φ˜θ(T (p˜1
H(r cos θ, r sin θ, h˜(ε,ε2,µ)(r
2, a), (ε, ε2, µ)), q2, p2, (ε, ε
2, µ)), (δ1, p1, q2, p2), (ε, ε
2, µ))
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ou` on a T et p˜1
H Ck0 par rapport a` toutes leurs variables et les de´rive´es de φ˜θ sont
controˆle´es par celles de φ˜q2 et φ˜p2 (cf lemme 7.6) qui sont Ck0 par rapport a` toutes leurs
variables. En faisant le meˆme raisonnement que pour Ψar(r, θ, (ε, ε
2, µ)), on trouve cette
fois ∣∣Ψaθ(r, θ, (ε, ε2, µ))−Ψaθ(r, θ, (ε, ε2, 0))∣∣C`
≤ 1
ε
M ·
(
a2 +
µ
ε`
)
+
1√
ν
`
M ·
(
a2 +
µ
ε`
)
,
≤ M ′ ·
(
a2
ε`+2
+
µ
ε2`+2
)
.
2
7.3 Changement de coordonne´es, de´monstration de (ii),(iii) et (iv) de la
Proposition 3.8
Changement de coordonne´es
Soit
ε¯ :=
1[
1
ε2
] , (7.7)
ou`
[
1
ε2
]
de´signe la partie entie`re de 1
ε2
. On fait le changement de coordonne´es :
(θ, r) :=
(
1
ε¯
q,
√
ε¯ρ
)
, q ∈ R/2piZ, ρ2 ∈ ε
2
ε¯
[c1δ
2
1 , c1δ
2
1 ].
On ve´rifie qu’on a
1− ε2 ≤ ε
2
ε¯
≤ 1.
Appelons Ψˆaε l’application Ψ
a
ε dans les nouvelles coordonne´es. Ψˆ
a
ε est alors bien de´finie
pour ρ2 ∈ [c1δ21 , (1− ε2)c2δ21 ], i.e. pour ε assez petit, Ψˆaε est de´finie sur un segment
ρ2 ∈ [c1δ21 , d1δ21 ],
inde´pendant de ε.
On a
Ψˆa(ε,ε2,µ)(q, ρ) =
(
(Ψˆa(ε,ε2,µ))q(q, ρ), (Ψˆ
a
(ε,ε2,µ))r(q, ρ)
)
=
(
q + ε¯Θ(
√
ε¯ρ, a, ε) + ε¯(Ψa(ε,ε2,µ) −Ψa(ε,ε2,0))θ(
1
ε¯
q,
√
ε¯ρ) ,
ρ+
1√
ε¯
(Ψa(ε,ε2,µ) −Ψa(ε,ε2,0))θ(
1
ε¯
q,
√
ε¯ρ)
)
,
qu’on note
Ψˆa(ε,ε2,µ)(q, ρ) :=
(
q + αaε(q, ρ) + F
a
(ε,ε2,µ)(q, ρ), r +G
a
(ε,ε2,µ)(q, ρ)
)
.
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De´monstration du (ii) de la Proposition 3.8
On a
∂αaε
∂ρ
= ε¯
√
ε¯
∂Θ
∂r
(
√
ε¯ρ, a, ε).
Rappelons que d1 a e´te´ de´fini tel que pour ε assez petit on ait
ρ2 ∈ [c1δ21 , d1δ21 ]⇒ r2 ∈ [c1δ21ε2, c2δ21ε2].
Ainsi, l’encadrement du lemme 7.5 s’applique ici, et on obtient que pour ρ2 ∈ [c1δ21 , d1δ21 ],
−M
ε3
ε¯
√
ε¯ ≤ ∂α
a
ε
∂ρ
≤ −m
ε3
ε¯
√
ε¯.
Or, avec la de´finition (7.7) de ε¯, on a
1 ≤ ε¯
ε2
≤ 2 de`s que ε2 ≤ 1
2
.
On trouve donc
−2
√
2M ≤ ∂α
a
ε
∂ρ
≤ −m.
On obtient donc le re´sultat (ii) en choisissant
m0 ≥ max(2
√
2M,
1
m
).
De´monstration du (iii) de la Proposition 3.8
On utilise d’abord le lemme 7.2 pour majorer |αaε |Ck . Il s’applique bien car si ρ2 ∈
[c1δ
2
1 , d1δ
2
1 ], alors r
2 ∈ [c1δ21ε2, c2δ21ε2]. On a alors pour tout k ≤ k0,∣∣∣∣∂kαaε∂ρk (q, ρ)
∣∣∣∣ = ∣∣∣∣ε¯√ε¯k ∂Θ∂r (√ε¯ρ, a, ε)
∣∣∣∣
≤ ε¯√ε¯k M
εk+2
≤
√
2
k
M pour ε ≤ 1
2
.
De´monstration du (iv) de la Proposition 3.8
On utilise ensuite le Lemme 7.7 pour majorer
∣∣∣F a(ε,ε2,µ)∣∣∣Ck et ∣∣∣Ga(ε,ε2,µ)∣∣∣Ck . On a pour tous
i,j tels que i+ j ≤ k,∣∣∣∣∣∂
i+jF a(ε,ε2,µ)
∂qi∂ρj
(q, ρ)
∣∣∣∣∣ = ε¯
√
ε¯
j
ε¯i
∣∣∣∣∣∂
i+j(Ψa(ε,ε2,µ) −Ψa(ε,ε2,0))θ
∂θi∂rj
(
1
ε¯
q,
√
ε¯ρ)
∣∣∣∣∣ ,
≤ ε¯
√
ε¯
j
ε¯i
M ·
(
a2
εi+j+2
+
µ
ε2(i+j+1)
)
,
≤ M ·
(
a2
ε3k
+
µ
ε6k
)
;
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et ∣∣∣∣∣∂
i+jGa(ε,ε2,µ)
∂qi∂ρj
(q, ρ)
∣∣∣∣∣ = ε¯
√
ε¯
j
ε¯i
∣∣∣∣∣∂
i+j(Ψa(ε,ε2,µ) −Ψa(ε,ε2,0))r
∂θi∂rj
(
1
ε¯
q,
√
ε¯ρ)
∣∣∣∣∣ ,
≤ ε¯
√
ε¯
j
ε¯i
M ·
(
a2 +
µ
εi+j
)
,
≤ M ·
(
a2
ε2k−2
+
µ
ε6k−4
)
.
On obtient bien alors que pour tout 0 ≤ k ≤ k0 − 1,∣∣∣F a(ε,ε2,µ)∣∣∣Ck + ∣∣∣Ga(ε,ε2,µ)∣∣∣Ck ≤M ·
(
a2
ε3k
+
µ
ε6k
)
.
2
7.4 Les applications Ψˆa sont exactes
Pour appliquer le the´ore`me KAM, on a besoin aussi de savoir que les Ψˆaε sont des ap-
plications exactes. Pour cela, on commence par montrer que ces applications conservent
les aires ; une fois qu’on le sait, le re´sultat du lemme 7.9 suivant suffit pour conclure que
l’application est exacte.
Lemme 7.8 L’application Ψˆaε conserve l’aire.
De´monstration
Ψaε est symplectique car c’est une application de premier retour associe´e au flot d’un
syste`me Hamiltonien. Pour ve´rifier que Ψˆaε est aussi symplectique, il suffit de s’assurer que
le changement de coordonne´es
ϕ : (ρ, q) 7→ (√ε¯ρ, 1
ε¯
q)
est une transformation canonique. On connait la de´finition de la forme symplectique Ω en
coordonne´es (q2, p2) dans R2. Soit alors
P : (ρ, q) 7→ (ρ cos q, ρ sin q).
Pour montrer que ϕ est canonique, il suffit de montrer que pour tout (q2, p2) on a
tD(P ◦ ϕ ◦ P−1)(q2, p2)ΩD(P ◦ ϕ ◦ P−1)(q2, p2) = Ω, (7.8)
ou`
D(P ◦ ϕ ◦ P−1)(q2, p2) = DP (ϕ(P−1(q2, p2)))Dϕ(P−1(q2, p2))DP−1(q2, p2).
Et on a
tDP (q2, p2)ΩDP (q2, p2) =
(
0
√
q22 + p
2
2
−
√
q22 + p
2
2 0
)
.
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On a donc (7.8) si et seulement si
tDϕ(P−1(q2, p2))
(
0
√
ε¯
√
q22 + p
2
2
−√ε¯
√
q22 + p
2
2 0
)
Dϕ(P−1(q2, p2)) =
(
0
√
q22 + p
2
2
−
√
q22 + p
2
2 0
)
⇔
(√
ε¯ 0
0 1ε¯
)(
0
√
ε¯
√
q22 + p
2
2
−√ε¯
√
q22 + p
2
2 0
)(√
ε¯ 0
0 1ε¯
)
=
(
0
√
q22 + p
2
2
−
√
q22 + p
2
2 0
)
,
⇔
(
0
√
ε¯
2
ε¯
√
q22 + p
2
2
−
√
ε¯
2
ε¯
√
q22 + p
2
2 0
)
=
(
0
√
q22 + p
2
2
−
√
q22 + p
2
2 0
)
.
Donc ϕ est bien un changement de coordonne´es canonique, et donc Ψˆaε conserve l’aire. 2
Lemme 7.9 Soit ∆ > 0 fixe´.
Pour ε assez petit par rapport a` ∆, toute courbe de Jordan C incluse dans l’anneau
{(q, ρ)/ρ2 ∈ [c′1δ21 , d1δ21 ]}
et de la forme
C = {(q, ρ), ρ = f(q)} avec pour tout q ∈ R/2piZ, |f ′(q)| ≤ ∆,
intersecte son image Ψˆaε(C) (voir Figure 2.21).
x
x
x
x
x
Ψˆaε′
C C
Ψˆaε′(C)
√
d1δ1
√
c1δ1
√
d1δ1
√
c1δ1
Figure 2.21 – Image d’une courbe C par Ψˆaε .
De´monstration d’une majoration pre´liminaire pour l’application Ψaε
On commence par montrer que dans l’anneau {(q, ρ)/ρ2 ∈ [c′1δ21 , d1δ21 ]}, la diffe´rence entre
r et Ψaε(·, r) est tre`s petite. Cela permettra de situer l’image de C dans un tube tre`s fin
autour de C, ce qui sera un premier pas. Pour le montrer, on revient a` la de´finition de Ψ
et on utilise 2 re´sultats :
(i) dans les variables (q2, p2), on sait que dans B(0, ρ0) on a le long du flot de
H(., (ε, ε2, µ)), ∣∣∣∣d(q22 + p22)dt
∣∣∣∣ ≤MµεN0+2
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(ii) on va montrer que sur l’anneau {(θ, r)/r2 ∈ [c1δ21ε2, c2δ21ε2]}, le temps de premier
retour T est borne´.
Avec ces 2 re´sultats, on obtiendra que∣∣(Ψaε)q2(q2, p2, a)2 + (Ψaε)p2(q2, p2, a)2 − (q22 + p22)∣∣ ≤MµεN0+2(Sup|T |) ≤M ′µεN0+1.
Et donc, en coordonne´es polaires∣∣(Ψaε)r(r, θ, a)2 − r2∣∣ ≤M ′µεN0+2.
⇔ ∣∣(Ψaε)r(r, θ, a)− r∣∣ ∣∣(Ψaε)r(r, θ, a) + r∣∣ ≤M ′µεN0+2.
Et donc, comme r ≥ √c1δ1ε,∣∣(Ψaε)r(r, θ, a)− r∣∣ ≤M ′′µεN0+1.
Enfin, dans les coordonne´es (q, ρ), on obtient∣∣∣∣(Ψaε)ρ(1ε¯ q,√ε¯ρ)−√ε¯ρ
∣∣∣∣ ≤M ′′µεN0+1
⇔
∣∣∣√ε¯(Ψˆaε)r(q, ρ)−√ε¯ρ∣∣∣ ≤M ′′µεN0+1,
⇔
∣∣∣(Ψˆaε)ρ(q, ρ)− ρ∣∣∣ ≤M ′′µεN0 , (7.9)
et ce pour tout (q, ρ) dans {(q, ρ)/ρ2 ∈ [c1δ21 , d1δ21 ]} par de´finition de d1.
Pour obtenir cette estimation, il ne reste donc plus qu’a` montrer que T est borne´ sur l’an-
neau {(θ, r)/r2 ∈ [c1δ21ε2, c2δ21ε2]}. Et ce re´sultat vient de la re´gularite´ de T (p1, q1, p2, ε),
continu sur son ensemble de de´finition, et du fait qu’on a choisi c1 et c2 dans le lemme
7.5 de manie`re a` avoir p1 borne´ (intuitivement, cela signifie que T reste borne´ car on
s’est place´s avec c1, c2 a` distance de se´curite´ de la varie´te´ stable). Donc T (p1, q1, p2, ε)
reste borne´ dans l’anneau {(θ, r)/r2 ∈ [c1δ21ε2, c2δ21ε2]}. Ce qui clot la de´monstration de la
majoration (7.9).
De´monstration du Lemme 7.9
Soit donc C une courbe telle que donne´e dans l’e´nonce´. D’apre`s (7.9), Ψˆaε(C) est alors dans
le tube de largeur 2M ′′µεN0 autour de C (voir Figure 2.22)
{(q, ρ), ρ ∈ [f(q)−M ′′µεNo, f(q) +M ′′µεNo]}.
L’aire de ce tube est majore´e par 2M ′′µεNo·(longueur de la courbe C). Or la longueur de
C est ∫ 2pi
0
√
f ′(q)2 + f(q)2dq ≤ 2pi(∆ +
√
d1).
On utilise maintenant le fait que Ψˆaε conserve l’aire (cf Lemme 7.8). Par l’absurde : sup-
posons que Ψˆaε(C) ∩ C = ∅. Comme C est une courbe de Jordan, Ψˆaε(C) l’est aussi, et donc
ces 2 courbes ont un inte´rieur et un exte´rieur. Comme Ψˆaε(C) et C ont la meˆme aire, l’une
ne peut eˆtre strictement a` l’inte´rieur de l’autre. La seule possibilite´ est alors que Ψˆaε(C)
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Figure 2.22 – Image d’une courbe C par Ψˆaε .
ainsi que son inte´rieur soit entie`rement a` l’exte´rieur de C. Ainsi l’inte´rieur de Ψˆaε(C) est
inclus dans le tube
{(q, ρ), ρ ∈ [f(q), f(q) +M ′′µεNo]}.
Or l’aire de Ψˆaε(C), qui est la meˆme que celle de C, est supe´rieure a` pic1. Pour µ, ε assez
petits par rapport a` c1, d1 et ∆, l’aire du tube est infe´rieure a` celle de Ψˆ
a
ε(C), et on a donc
une absurdite´. D’ou` finalement Ψˆaε(C) ∩ C 6= ∅. 2
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A Annexe. De´monstration du The´ore`me 2.3
Cette annexe est consacre´e a` la de´monstration du the´ore`me 2.3. On proce`de en plusieurs
e´tapes.
E´tape 0 : changement de coordonne´es.
Soit UΛ un ouvert d’un espace de Banach Λ, avec 0 ∈ UΛ. soit Hλ une C1-famille a` 1
parame`tre λ ∈ UΛ de Hamiltoniens Ck (resp. analytiques et dans A (BR4(0, ρ),R)) ve´rifiant
DxHλ(0) = 0. Pour n ≤ k − 1 (resp. pour n ∈ N) on e´crit le de´veloppement de Taylor de
degre´ n de Hλ,
Hλ(x) :=
n∑
`=2
H`,λ(x) +R`,λ(x),
ou` H`,λ est un polynoˆme homoge`ne de degre´ `, R`,λ est un O(|x|n+1) et a la re´gularite´ de
H par rapport a` x, et H`,λ, R`,λ sont de re´gularite´ C1 par rapport a` λ. On note de plus
H12,λ(x) := H2,λ(x)−H2,0(x).
On cherche un changement de coordonne´es canonique x = φn,λ(x˜) tel que le de´veloppement
de Taylor pour le nouveau Hamiltonien soit le plus simple possible, i.e. avec le moins de
monoˆmes possible. On cherche une telle transformation canonique en utilisant une fonction
ge´ne´ratrice de la forme
Sλ(q, p˜) = 〈q, p˜〉+ S12,λ(q, p˜) +
n∑
`=3
S`,λ(q, p˜), (A.1)
ou` x = (q, p) et x˜ = (q˜, p˜) et S12,λ,S`,λ sont respectivement des polynoˆmes homoge`nes de
degre´ 2 et ` tels que S12,0 ≡ 0. Alors (A.1) ge´ne`re une transformations canonique analytique
x = φn,λ(x˜) proche de l’identite´ telle que
p = ∇qSλ(q, p˜), q˜ = ∇p˜Sλ(q, p˜). (A.2)
Et apre`s ce changement de coordonne´es, le nouveau Hamiltonien devient
H˜λ(q˜, p˜) = Hλ(φn,λ(q˜, p˜)) =
n∑
`=2
H˜`,λ(q˜, p˜) + R˜`,λ(q˜, p˜),
ou` R˜`,λ(q˜, p˜) est un O
(
(|q˜|+ |p˜|)n+1) et a la re´gularite´ de Hλ. De plus, on a l’e´galite´
H˜λ(∇p˜Sλ(q, p˜), p˜) = Hλ(q,∇qSλ(q, p˜)). (A.3)
E´tape 1 : re´gularite´ en λ de la famille φn,λ si existence de la famille de fonctions
ge´ne´ratrice.
Pour n fixe´, φn,λ est une famille de fonctions analytiques. Montrons que si Sλ est une
famille de polynoˆmes a` coefficients C1, alors pour ρ assez petit, cette famille est C1 en
λ sur le Banach des fonctions analytiques borne´es sur B(0, ρ) pour la norme ‖f‖A :=
Sup{f(x), x ∈ B(0, ρ)}.
131
Pour cela, on construit la famille φn,λ := (ϕn,λ, ψn,λ) en utilisant (A.2). On obtient le
syste`me :
ψn,λ(q˜, p˜) = ∇qSλ(ϕn,λ(q˜, p˜), p˜) (A.4)
q˜ = ∇p˜Sλ(ϕn,λ(q˜, p˜), p˜), (A.5)
ou` (A.5) va nous permettre de construire ϕn,λ par the´ore`me des fonctions implicites et
ensuite il suffira d’utiliser (A.4) pour avoir la valeur de ψn,λ. Montrons donc qu’avec
l’e´quation (A.5) on peut bien obtenir la re´gularite´ annonce´e. Pour cela on proce`de en 2
temps :
– on applique d’abord le the´ore`me des fonctions implicites sur l’e´quation (A.5) prise en
λ = 0 (qu’on ne fait pas varier), au voisinage du point (ϕ, q˜, p˜) = (0, 0, 0). On utilise suc-
cessivement le the´ore`me des fonctions implicites holomorphe en voyant cette e´quation
dans C2m puis le the´ore`me des fonctions implicites analytique dans R2m. Ainsi, la fonc-
tion construite sera d’une part holomorphe sur un voisinage de 0 et donc borne´e sur une
boule de CC2m, et d’autre part re´elle quand elle est a` valeurs re´elles. Les hypothe`ses du
the´ore`me des fonctions implicites sont bien satisfaites car
Dϕ
(∇p˜S0(ϕ, p˜))|(ϕ,p˜)=(0,0) = (I 00 I
)
,
qui est inversible. On obtient alors qu’il existe ρ1 et ϕn,0 ∈ A
(BR2m(0, ρ1),R2m) ve´rifiant
ϕn,0(0, 0) = 0 et
q˜ = ∇p˜S0(ϕn,0(q˜, p˜), p˜) pour tout (q˜, p˜) ∈ B(0, ρ1).
– on applique ensuite le the´ore`me des fonctions implicites a` l’e´quation (A.5) vue comme
e´quation dans le Banach des fonctions analytiques de R2m dans R2m borne´es sur B(0, ρ1),
au voisinage du point (ϕ, λ) = (ϕn,0, 0). C’est possible, e´ventuellement a` condition de
re´duire ρ1 en ρ
′
1 car on trouve :
Dϕ
(∇p˜Sλ(ϕ, p˜))|(ϕ,p˜)=(ϕn,0,0) · h(q˜, p˜) = (Dq˜∇p˜Sλ) (ϕn,0(q˜, p˜), p˜) · h(q˜, p˜).
Cette application line´aire est bien inversible dans A(BR2m(0, ρ′1),R2m) pour ρ′1 assez
petit, car comme ϕn,0(0, 0) = 0,
Dϕ
(∇p˜Sλ(ϕ, p˜))|(ϕ,p˜)=(ϕn,0,0) =
(
I 0
0 I
)
+O((q˜, p˜)),
qui est une matrice inversible, avec pour inverse une matrice de fonctions analytiques,
pour (q˜, p˜) assez petits, et donc pour ρ′1 assez petit.
On peut donc appliquer le the´ore`me des fonctions implicites, et obtenir ainsi ϕn,λ famille
C1 dans le Banach des fonctions analytiques borne´es de B(0, ρ′1).
E´tape 2.1 : e´quation a` l’ordre 2
Tout d’abord, en notant
H˜12,λ(x) = H˜2,λ(x)− H˜2,0(x),
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le choix (A.1) qu’on a fait pour la forme de la fonction ge´ne´ratrice fait qu’on a H2,0 = H˜2,0.
Ensuite, en identifiant dans (A.3) les monoˆmes de degre´ 2 en z = (q, p˜), on obtient la
condition
H˜12,λ(z) +
〈
∇qH˜2,λ(z),∇p˜S12λ(z)
〉
+D2qqH˜2,λ(z).[∇p˜S12,λ(z),∇p˜S12,λ(z)]
= H12,λ(z) +
〈
∇p˜H2,λ(z),∇qS12,λ(z)
〉
+D2p˜p˜H˜2,λ(z).[∇qS12,λ(z),∇qS12,λ(z)].
Ainsi, H˜12,λ, S12,λ et H12,λ sont solutions de l’e´quation fonctionnelle
H˜12(z)−DzS12(z).L0z = G2(H˜12, S12 ,H12)(z) (A.6)
ou`
L0x = Jm∇xH2,0(x) =
(∇pH2,0(x),−∇qH2,0(x))
et
G2(H˜12, S12 ,H12)(z) = H12(z)−
〈
∇qH˜12(z),∇p˜S12(z)
〉
+
〈∇p˜H12(z),∇qS12(z)〉
−D2qq(H2,0 +H12)(z).[∇p˜S12(z),∇p˜S12(z)] +D2p˜p˜(H˜2,0 + H˜12)(z).[∇qS12(z),∇qS12(z)].
E´tape 2.2 : e´quation a` l’ordre ` pour 3 ≤ ` ≤ n.
En identifiant les monoˆmes de degre´ 3 en z = (q, p˜) dans (A.3), on obtient
H˜3,λ(q +∇p˜S12,λ(z), p˜) +
〈
∇qH˜2,λ
(
q +∇p˜S12,λ(z), p˜
)
,∇p˜S3,λ(z)
〉
=
H3,λ(q, p˜+∇qS12,λ(z)) +
〈
∇qH˜2,λ
(
q, p˜+∇qS12,λ(z)
)
,∇qS3,λ(z)
〉
,
qu’on peut e´crire
F3(H˜3,λ, S3,λ, λ) = 0, (A.7)
ou` F3(H˜3, S3, 0) = H˜3(z)−DzS3(z).L0z −H3,0. De meˆme, pour 3 ≤ ` ≤ n on obtient
F`(H˜`,λ, S`,λ, λ) = 0, (A.8)
avec
F`(H˜`, S`, 0) = H˜`(z)−DzS`(z).L0z −H`,0 +R`(z),
et ou` F` ne de´pend que de H˜12,λ, S12,λ,H12,λ et des H˜jλ, Sjλ,Hjλ pour 3 ≤ j ≤ ` et ou` R`
ne de´pend que des H˜j,0, Sj,0,Hj,0 pour 3 ≤ j ≤ `− 1, (R3 = 0).
Donc (A.6), (A.8)`, 3 ≤ ` ≤ n, forment une hie´rarchie d’e´quations d’inconnues
H˜12,λ, S12,λ, H˜`,λ et S`,λ pour 3 ≤ ` ≤ n. Le but des e´tapes suivantes est de montrer qu’on
peut les re´soudre par re´currence avec le the´ore`me des fonctions implicites.
E´tape 3 : e´tude de l’ope´rateur homologique.
Pour toutes ces e´quations, la partie line´aire de l’e´quation non perturbe´e est
L : E` × E` → E` : (H˜, S)→ H˜ −AS
ou` E` est l’espace des polynoˆmes homoge`nes re´els de degre´ ` et A est l’ope´rateur homolo-
gique suivant :
(AS)(z) = DzS(z).L0z.
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On va alors chercher 2 sous-espaces F` et G` de E` tels que L : F` × G` → E` soit
inversible. F` sera alors l’espace dans lequel se trouveront les monoˆmes de degre´ n de la
forme normale. Notre but est donc de choisir F` le plus ”petit” possible et en particulier
on aimerait avoir F` = {0} a` chaque fois que c’est possible.
Premier cas : si A est inversible de E` dans E`. Alors L est inversible de {0}×E` → E`.
Dans ce cas, on peut alors choisir F` = {0} et G` = E`, ce qui signifie qu’on choisit
H˜`,λ = 0 et qu’on re´sout ensuite (A.8)` par le the´ore`me des fonctions implicites pour
obtenir la fonction S`,λ C
1 en λ. Donc quand A est inversible de E` dans E`, toutes les
termes de degre´ ` du Hamiltonien sont e´limine´s par ce proce´de´ de normalisation.
Deuxie`me cas : si A n’est pas inversible. Pour que L : F` ×G` → E` soit inversible, on
doit alors choisir pour F` un espace supple´mentaire de l’image ImA de A et pour G` un
supple´mentaire de l’espace Ker A, i.e.
E` = F` ⊕ ImE`A, E` = G` ⊕Ker E`A.
Dans ce cas, on n’a donc pas l’unicite´ ni de H˜`,λ ni de S`,λ par ce proce´de´ de construction :
ils de´pendent l’un et l’autre du choix de F` et de G`. Une manie`re naturelle de choisir ces
sous-espaces est de munir E` d’un produit scalaire et de choisir
F` = (ImE`A)
⊥, G` = (Ker E`A)
⊥.
Dans la suite de cette e´tape 2, on construit un produit scalaire tel que F` := (ImA)⊥ =
Ker A∗ soit l’espace
F` = {S ∈ E`/ S(etL∗0z) = S(z) pour tout t ∈ R, z ∈ Rm}.
Pour tout couple de polynoˆmes S, S′ : R2m → R dans E` on de´finit le produit scalaire par〈
S, S′
〉
`
= S(∂z)S
′(z)|z=0.
Muni de ce produit, E` est un espace de Hilbert de dimension finie. Ce produit satisfait
de plus : pour tous entiers α1, · · · , α2m et β1, · · · , β2m, on a〈
zα11 ·. . .· zα2m2m , zβ11 ·. . .· zβ2m2m
〉
`
= α1! · · ·α2m! δα1,β1 · · · δα2m,β2m
ou` δαj ,βj = 1 si αj = βj et 0 sinon. De plus, pour tout ope´rateur line´aire inversible T sur
R2m, en conside´rant le changement de coordonne´es x = T ∗y on a〈
S ◦ T, S′〉
`
=
〈
S, S′ ◦ T ∗〉
`
.
Et donc pour tout t ∈ R on a 〈S ◦ etL0 , S′〉
`
=
〈
S, S′ ◦ etL∗0〉
`
, ce qui donne en diffe´rentiant
par rapport a` t :〈AS, S′〉 = 〈DzS(z).L0z, S′〉 = 〈S,DzS(z).L∗0z〉 = 〈S,A∗S′〉 .
Cela signifie que l’adjoint A∗ : E` → E` de l’ope´rateur homologique A est
(A∗S)(z) = DzS(z).L∗0z
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et donc que
Ker E`A
∗ = {S ∈ E`/ S(etL∗0z) = S(z) for all t ∈ R, z ∈ Rm}. (A.9)
Choisissons donc comme annonce´
F` := Ker E`A
∗ = (ImE`A)
⊥, G` = (Ker E`A)
⊥.
Soit pi` la projection orthogonale Ker E`A∗. Alors L : (H˜, S) 7→ H˜ − AS est bien un
isomorphisme de F` ×G` dans E` : en effet, pour tout G ∈ E`
L(H˜, S) = G ⇔ H˜ −AS = G ⇔
{ H˜ = pi`G
−AS = (Id− pi`)G.
Et ce syste`me admet bien une solution unique car A est un isomorphisme de G` =
(Ker E`A)⊥ dans (Id− pi`)E` = ImE`A.
E´tape 4.1 : e´tude de l’e´quation d’ordre 3
On peut re´e´crire l’e´quation fonctionnelle (A.6) sous la forme
L(H˜12, S12) = G2(H˜12, S12 ,H12) (A.10)
ou` G2 est une fonction analytique de F2 ×G2 × E2 dans E2 et
G2(0, 0, 0) = 0, ‖E2‖G2(H˜12,S12 ,0) ≤ c
(
‖F2‖H˜12 + ‖G2‖S12
)2
,
ou` F2 := Ker E2A∗ et G2 := (Ker E2A)⊥. Alors le the´ore`me des fonctions implicites permet
d’affirmer que pour H˜12, S12 ,H12 assez petits, (A.10) admet une unique solution de la forme
(H˜12, S12) = ψ2(H12)
avec ψ2 : E2 → F2 × G2 analytique et ve´rifiant ψ2(0) = 0. Finalement, comme H12,λ est
C1 en λ et s’annule en λ = 0, on obtient que pour |Λ|
λ
< δ2 avec δ2 > 0 assez petit,
(H˜12,λ, S12,λ) = ψ2(H12,λ) sont C1 par rapport a` λ et que H˜12,λ est dans F2 = Ker E2A∗,
donne´ par (A.9).
E´tape 4.2 : e´tude de l’e´quation d’ordre n ≥ 3.
Commenccons par l’e´quation de degre´ 3 donne´e par (A.8)3. On note F3 := Ker E3A∗ et
G3 = (Ker E3A)⊥. Comme H˜12,λ, S12,λ et H3,λ sont C1 en λ, la fonction
F3 : F3 ×G3 ×DΛ(0, δ2)→ E3
est aussi C1 sur DΛ(0, δ) = {λ ∈ Λ, |Λ|λ < δ} et on a
F3(H˜3, S3, 0) = L(H˜3, S3)−H3,0.
Ensuite, le the´ore`me des fonctions implicites applique´ au point (H˜3,0, S3,0, 0) ou`
(H˜3,0, S3,0) = L−1(H3,0), nous assure que pour |Λ|λ < δ3 avec δ3 > 0 assez petit, H˜3,λ
et S3,λ des fonctions C
1 en λ et que H˜3,λ est dans F3 = Ker E3A∗ donne´ par (A.9).
Ensuite, en proce´dant par re´currence en re´solvant a` chaque e´tape l’e´quation (A.8)` par le
the´ore`me des fonctions implicites, on obtient que pour 3 ≤ ` ≤ n, et pour |Λ|
λ
< δ` avec
δ` > 0 assez petit, H˜`,λ, S`,λ sont des fonctions C1 de λ et que H˜`,λ appartient a` l’espace
F` = Ker E`A∗ donne´ par (A.9). 2
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B Annexe. Lemmes techniques en lien avec la relation
d’ordre ≺
On de´finit tout d’abord une relation d’ordre, note´e ≺, sur les ensembles de se´ries formelles
scalaires a` d variables, de la manie`re suivante.
De´finition B.1 Soit f et g deux se´ries formelles sur C, a` d variables, que l’on note
f(x1, · · · , xd) =
∑
n∈Nd
anx
n1
1 · · ·xndd , g(x1, · · · , xd) =
∑
n∈Nd
bnx
n1
1 · · ·xndd .
On notera
f(x1, · · · , xd) ≺ g(x1, · · · , xd)
si et seulement si
∀n ∈ Nd, bn ∈ R+ et |an| ≤ bn.
On de´finit de plus un maximum et une valeur absolue lie´s a` cette relation d’ordre :
De´finition B.2 Si f et g sont deux se´ries formelles de Cd dans C
f(x) :=
∑
n∈Nd
anx
n, g(x) :=
∑
n∈Nd
bnx
n,
alors on de´finit
|f | (x) :=
∑
n∈Nd
|an|xn,
max≺ {f, g}(x) :=
∑
n∈Nd
max{|an|, |bn|}xn.
Dans le lemme suivant on rassemble les premie`res proprie´te´s de´coulant de ces de´finitions.
Lemme B.3 Soit f et g deux se´ries formelles de Cd dans C.
(i) Si f ≺ g alors |f | ≺ g.
(ii) Si f ≺ g alors
∀i ≤ d, ∂xif ≺ ∂xig.
(iii) Soit d′ < d et y = (y1, · · · , yd′). On s’inte´resse a` f et g pris en
x = (x1, · · · , xd) = (y1, y1, · · · , y1, · · · , yd′ , · · · , yd′),
qu’on note f˜(y) et g˜(y). On a alors
f(x) ≺ g(x)⇒ f˜(y) ≺ g˜(y).
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(iv) Dans le cas ou` d = 1. Si f se´rie convergente d’ordre n0, alors il existe deux constantes
positives c et γ telles que
f(x) ≺ c x
n0
1− γx ;
et plus pre´cise´ment, si f ∈ A(BC(0, ρ),C) (voir De´finition 2.1) on a les valeurs de c
et γ
f(x) ≺
‖f‖A
ρn0
xn0
1− 1ρx
.
(v) Si 0 ≺ f(x) ≺ g(x), alors
1
1− f(x) ≺
1
1− g(x) .
(vi) Si f ≺ g et g ∈ A(BCd(0, ρ),C), alors f ∈ A(BCd(0, ρ),C) et
‖f‖A ≤ ‖g‖A .
De´monstration
(i), (ii) et (iii) se de´duisent directement de la de´finition.
On note
f(x1, · · · , xd) =
∑
n∈Nd
anx
n1
1 · · ·xndd , g(x1, · · · , xd) =
∑
n∈Nd
bnx
n1
1 · · ·xndd .
De´montrons (iv). Comme f est d’ordre n0, on peut l’e´crire
f(x) =
∞∑
n=n0
anx
n.
Comme f est analytique borne´e par ‖f‖A sur la boule BC(0, ρ), par les formules de Cauchy
on a les majorations
∀n ≥ n0, |an| ≤
‖f‖A
ρn
.
Or on a
‖f‖A
ρn0
xn0
1− 1ρx
= ‖f‖A
xn0
ρn0
∞∑
n=0
xn
ρn
=
∞∑
n=n0
‖f‖A
ρn
xn.
Ce qui ache`ve la de´monstration du (iv).
Le (v) est imme´diat avec l’e´criture
1
1− x =
∞∑
n=0
xn.
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Pour de´montrer (vi), on utilise le fait que ne´cessairement si f ≺ g, alors les coefficient de
g sont re´els positifs (cf De´finition B.1). On en de´duit que pour tout x ∈ BCd(0, ρ),
|f(x)| ≤
∞∑
n=0
|an||x|n ≤
∑
bn|x|n ≤ ‖g‖A .
Ce qui permet de conclure la de´monstration de (vi).
2
Le lemme suivant donne une expression d’un the´ore`me des accroissements finis dans l’en-
semble des se´ries formelles, pour la relation d’ordre ≺.
Lemme B.4 Soient F une se´rie formelle scalaire a` plusieurs variables (x1, · · · , xd), a`
coefficients positifs. Et soit les se´ries formelles vectorielles
Φ(x1, · · · , xd) = (φ1, · · · , φd)(x1, · · · , xd), Ψ(x1, · · · , xd) = (ψ1, · · · , ψd)(x1, · · · , xd).
Alors on a la relation d’ordre
F (Φ + Ψ)− F (Φ) ≺ |DF |(|Φ|+ |Ψ|).|Ψ|,
ou` on a note´
|DF |(|Φ|+ |Ψ|).|Ψ| :=
d∑
i=1
|Ψi|∂xiF (|Φ1|+ |Ψ1|, · · · , |Φd|+ |Ψd|).
De´monstration
Soit une se´rie formelle scalaire re´elle
F (x1, · · · , xd) =
∑
n∈Nd
anx
n1
1 · · ·xndd , an ≥ 0.
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On a alors
F ◦ (Φ + Ψ)− F ◦ Φ
=
d∑
i=1
F (Φ1+Ψ1, · · · ,Φi+Ψi,Φi+1, · · · ,Φd)− F (Φ1+Ψ1, · · · ,Φi−1+Ψi−1,Φi, · · · ,Φd)
=
d∑
i=1
∑
n∈Nd
ni≥1
an(Φ1+Ψ1)
n1 · · · (Φi−1 + Ψi−1)ni−1
(
(Φi+Ψi)
ni−Φnii
)
Φ
ni+1
i+1 · · ·Φndd
=
d∑
i=1
∑
n∈Nd
ni≥1
an(Φ1+Ψ1)
n1 · · · (Φi−1+Ψi−1)ni−1
(
Ψi
ni−1∑
k=0
Φki (Φi+Ψi)
ni−1−k
)
Φ
ni+1
i+1 · · ·Φndd
≺
d∑
i=1
∑
n∈Nd
ni≥1
an(|Φ1|+|Ψ1|)n1 · · · (|Φi−1|+|Ψi−1|)ni−1
(
|Ψi|
ni−1∑
k=0
|Φi|k(|Φi|+|Ψi|)ni−1−k
)
·(|Φi+1|+|Ψi+1|)ni+1 · · · (|Φd|+|Ψd|)nd
=
d∑
i=1
|Ψi| · ∑
n∈Nd
nian(|Φ1|+|Ψ1|)n1 · · · (|Φd|+|Ψd|)nd

=
d∑
i=1
|Ψi|∂xiF (|Φ1|+|Ψ1|, · · · , |Φd|+|Ψd|)
:= |DF | (|Φ|+|Ψ|) · |Ψ|.
2
Le lemme suivant montre que la proprie´te´
Fν − F0 ≺ νM
passe a` l’inverse.
Lemme B.5 Soit la famille de se´ries formelles vectorielles a` plusieurs variables
Fν(Y ) := (Fν,1(y1, · · · , yd), · · · , Fν,d(y1, · · · , yd)) = (y1, · · · , yd) +O(|Y |2)
telle que
– il existe N ∈ N, et une se´rie entie`re convergente M telle que pour tout j = 1, · · · , d on
ait
Fν,j − F0,j ≺ ν(y1 + · · ·+ yd)NM(y1 + · · ·+ yd);
– F0 se´rie convergente ;
– Fν admet un inverse, note´
F−1ν (Y ) :=
(
F−ν,1, · · · , F−ν,d
)
(Y ).
Alors il existe une se´rie entie`re convergente M1 telle que pour tout j = 1, · · · , d on ait
F−ν,j − F−0,j ≺ ν(y1 + · · ·+ yd)NM1(y1 + · · ·+ yd).
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De´monstration
Commenccons par montrer que si les hypothe`ses du lemme sont ve´rifie´es avec N = 1 alors
elles le sont aussi avec N = 2 ; on utilise pour cela le fait que
Fν(Y ) = Y +O(|Y |2) := Y + F 1ν (Y ),
ou` F 1ν est d’ordre 2. Si les hypothe`ses du lemme sont ve´rifie´es pour N = 1, on a donc pour
j = 1, · · · , d,
Fν,j(Y )− F0,j(Y ) ≺ ν(y1+· · ·+yd)M(y1+· · ·+yd)
⇔ F 1ν,j(Y )− F 10,j(Y ) ≺ ν(y1+· · ·+yd)M(0) + ν(y1+· · ·+yd)(M(y1+· · ·+yd)−M(0))
⇔
{
(termes de degre´ 1 de (F 1ν,j − F 10,j)) ≺ ν(y1+· · ·+yd)M(0)
(termes de degre´ ≥ 2 de (F 1ν,j − F 10,j)) ≺ ν(y1+· · ·+yd)(M(y1+· · ·+yd)−M(0)).
Or les F 1ν,j sont d’ordre 2 donc
(termes de degre´ 1 de (F 1ν,j − F 10,j)) = 0
(termes de degre´ ≥ 2 de (F 1ν,j − F 10,j)) = F 1ν,j − F 10,j .
On obtient donc
F 1ν,j − F 10,j ≺ ν(y1+· · ·+yd)(M(y1+· · ·+yd)−M(0)).
Et on peut re´e´crire
M(x)−M(0) := xM1(x);
on trouve alors
Fν,j(Y )− F0,j(Y ) = F 1ν,j(Y )− F 10,j(Y ) ≺ ν(y1+· · ·+yd)2M1(y1+· · ·+yd).
On peut faire le meˆme raisonnement si dans les hypothe`ses du lemme on a N = 0.
Dans la suite de la de´monstration, on peut donc supposer que N ≥ 2.
On a
F−10 (Y )− F−1ν (Y ) = F−10 ◦ Fν ◦ F−1ν (Y )− F−10 ◦ F0 ◦ F−1ν (Y ).
On utilise alors le Lemme B.4, on obtient que pour tout j = 1, · · · , d,
F−0,j(Y )− F−ν,j(Y ) ≺ |DF−0,j |(|Fν ◦ F−1ν |+|F0 ◦ F−1ν |(Y )) · |Fν ◦ F−1ν − F0 ◦ F−1ν |(Y ).
Comme F0 est d’ordre 1 et convergente, il existe M0, M1 se´ries convergentes telles que
pour tous i, j = 1, · · · , d,
F0,j(Y ) ≺M0(y1+· · ·+yd), avec M0(0) = 0, |∂yiFj |(Y ) ≺M1(y1+· · ·+yd).
On a alors
F−0,j(Y )− F−ν,j(Y ) ≺ M1
 d∑
j=1
|Fν,j ◦ F−1ν |+|F0,j ◦ F−1ν |(Y )

· max
j=1,··· ,d
∣∣Fν,j ◦ F−1ν − F0,j ◦ F−1ν (Y )∣∣ .
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Posons
f−ν (Y ) :=
d∑
j=1
∣∣∣F−ν,j∣∣∣ (Y ).
En e´crivant Fν = F0 + (Fν − F0) et en utilisant le M de l’e´nonce´ du lemme, on obtient
F−0,j(Y )−F−ν,j(Y ) ≺M1
(
2M0(f−1ν (Y )) + ν(f−ν (Y ))NM(f−ν (Y ))
) ·ν(f−ν (Y ))NM(f−ν (Y )).
En posant M2 se´rie convergente a` une seule variable e´gale a`
M2(y) :=M1(2M0(y) + yNM(y)) · M(y);
pour ν ≤ 1 on a alors
F−0,j(Y )− F−ν,j(Y ) ≺ ν(f−ν (Y ))NM2(f−ν (Y )). (B.1)
Pour majorer |F−1ν −F−10 | il nous suffit maintenant de majorer f−ν . Or, de (B.1) on de´duit
|F−ν,j |(Y ) ≺ |F−0,j |(Y ) + |F−ν,j − F−0,j |(Y ).
≺ M0(Y ) + (f−ν (Y ))NM2(f−ν (Y ))
Et donc
f−ν (Y ) ≺M0(Y ) + (f−ν (Y ))NM2(f−ν (Y )).
Soit alors
Vν(ω) := f
−
ν (ω, · · · , ω).
On va chercher une majoration des Vν uniforme en ν, puis on en de´duira une majoration
des f−ν . Comme M2 et M0 se´ries convergentes et M(0) = 0, d’apre`s le (iv) du Lemme
B.3, il existe des constantes c et γ telles que
M0(ω) ≺ c ω
1− γω , M2(ω) ≺ c
1
1− γω .
On obtient donc
Vν(ω) ≺ (Vν(ω))Nc 1
1− γω + c
ω
1− γω . (B.2)
Si on arrive a` construire une se´rie Z convergente telle que
Z(ω) = c1ω + · · · avec c1 ≥ d
et Z(ω) = Z(ω)Nc
1
1− γω + c
ω
1− γω
alors comme Vν(ω) = dω + · · · puis par re´currence sur les coefficients de Vν et Z graˆce a`
l’e´quation (B.2) et graˆce au fait qu’on a suppose´ N ≥ 2, on aura alors
Vν(ω) ≺ Z(ω).
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On cherche Z(ω) de la forme c1ω + · · · , ce qui revient a` chercher Z(ω) = ωZ1(ω) avec
Z1(0) = c1. Alors on cherche Z1 ve´rifiant l’e´quation
ωZ1 = ω
NZN1
c
1− γωZ1 +
cω
1− γω
⇔ 0 = Z1(1− γωZ1)(1− γω)− (1− γω)cωN−1ZN1 − c(1− γωZ1)
⇔ 0 = F(Z1, ω). (B.3)
Or, avec Z1(0) = d, on a
F(d, 0) = 0, ∂Z1F(c, 0) = 1.
Donc par the´ore`me des fonctions implicites analytique, on construit Z1 inde´pendant de ν
tel que
Vν(ω) ≺ ωZ1(ω).
On trouve alors finalement
(F−0,j − F−ν,j)(Y )
≺ ν(f−ν (Y ))NM2(f−ν (Y ))
≺ ν(f−ν (y1+· · ·+yd, · · · , y1+· · ·+yd))NM2(f−ν (y1+· · ·+yd, · · · , y1+· · ·+yd))
≺ νVν(y1+· · ·+yd)NM2(f−ν (y1+· · ·+yd))
≺ ν(y1+· · ·+yd)N (Z1(y1+· · ·+yd))N .M2((y1+· · ·+yd)Z1(y1+· · ·+yd))︸ ︷︷ ︸
:=M1(y1+···+yd)
.
2
C Annexe. Construction d’un changement de coordonne´es
local canonique : de´monstration de la Proposition 3.2
Cette annexe est consacre´e a` la de´montration de la proposition suivante, qui implique la
Proposition 3.2. L’e´nonce´ ci-dessous fait intervenir la relation d’ordre ≺ dont la de´finition
se trouve dans l’Annexe B.
Proposition C.1 Il existe ε0, ρ
′
0 <
1
2ρ0 et une famille de changements de coordonne´es
canoniques
Fε =
(
ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε
)
,
de´finie pour |ε| ≤ ε0 telle que le Hamiltonien dans les nouvelles coordonne´es (ξ1, η1, ξ2, η2)
s’e´crive
H
(Fε((ξ1, η1, ξ2, η2)), ε) = Kε(ξ1η1, ξ22 +η22) = −ξ1η1+ω(ε)2ε2 (ξ22 +η22)+O(|(ξ1η1, ξ22 +η22)|2),
(C.1)
et ve´rifiant
– pour tout ε, Fε, F−1ε ∈ A(BR4(0, ρ′0),R4),
– pour ε := (ε, 0, 0), F(ε,0,0) est inde´pendante de ε et est de la forme
F(ε,0,0)(ξ1, η1, ξ2, η2) := F0(ξ1, η1, ξ2, η2) = (ϕ1,0(ξ1, η1), ψ1,0(ξ1, η1), ξ2, η2). (C.2)
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De plus on a les estimations suivantes : il existe une se´rie entie`re a` une seule variable M,
convergente sur B(0, 4ρ′0)
(i) (Fε −F0)(ξ1, η1, ξ2, η2) ≺ ν(ξ1+η1+ξ2+η2)2M(ξ1+η1+ξ2+η2),
(ii) Fε(ξ1, η1, ξ2, η2)− (ξ1, η1, ξ2, η2) ≺ (ξ1+η1+ξ2+η2)2M(ξ1+η1+ξ2+η2),
(iii) F−1ε (q1, p1, q2, p2)− (q1, p1, q2, p2) ≺ (q1+p1+q2+p2)2M(q1+p1+q2+p2) ;
et il existe une constante re´elle M0 telle que pour tout (ξ1, η1, ξ2, η2) ∈ B(0, ρ′0) et tout
(q1, p1, q2, p2) ∈ B(0, ρ′0), on ait
(iv) |Fε(ξ1, η1, ξ2, η2)−F0(ξ1, η1, ξ2, η2)| ≤ νM0,
(v) |F−1ε (q1, p1, q2, p2)−F−10 (q1, p1, q2, p2)| ≤ νM0,
(vi) |Fε(ξ1, η1, ξ2, η2)− (ξ1, η1, ξ2, η2)| ≤ M0|(ξ1, η1, ξ2, η2)|2,
(vii) |F−1ε (q1, p1, q2, p2)− (q1, p1, q2, p2)| ≤ M0|(q1, p1, q2, p2)|2,
(viii) |ϕ2,ε(ξ1, η1, ξ2, η2)− ξ2| ≤ νM0|(ξ1, η1, ξ2, η2)|2,
(ix) |ψ2,ε(ξ1, η1, ξ2, η2)− η2| ≤ νM0|(ξ1, η1, ξ2, η2)|2.
C.1 Diagonalisation / passage en complexes
On commence par faire un premier changement de coordonne´es line´aire canonique qui
diagonalise la partie line´aire a` l’origine (et pour ε = 0) du syste`me. L’inconve´nient est
qu’on se retrouve alors dans C4 au lieu de R4. Dans les parties suivantes on va fabriquer
alors un changement de coordonne´es dans C4, et il nous faudra ensuite ve´rifier qu’on
peut bien finalement revenir dans R4 ; pour cela il est utile de de´tailler explicitement le
changement de coordonne´es choisi. On choisit de travailler avec les nouvelles variables
(q′1, p′1, q′2, p′2), ou`
q′1
p′1
q′2
p′2
 = ( I OO P
)
q1
p1
q2
p2
 := P

q1
p1
q2
p2
 , ou` P = 1√2
(
1 i
i 1
)
.
On ve´rifie qu’on a bien alors tPJP = J , i.e. que ce changement de coordonne´es est
canonique. Et si on note L0 la partie line´aire en x = 0 et ε = 0 du syste`me Hamiltonien,
on a
PL0P−1 = P

−1 0 0 0
0 1 0 0
0 0 0 ω(ε)2ε2 0
0 0 ω(ε)2ε2 0
P−1 =

−1 0 0 0
0 1 0 0
0 0 −iω(ε)2ε2 0
0 0 0 iω(ε)2ε2
 .
Comme le changement de coordonne´es est canonique, le nouveau syste`me est toujours
Hamiltonien, et le nouveau Hamiltonien est
H((q′1, p
′
1, q
′
2, p
′
2), ε) = −q′1p′1 − iq′2p′2 + (q′1 + p′1)3 + νNn(q′1 + p′1, 2iq′2p′2)
+µνεN0R′n(q′1, p′1, q′2, p′2, ε).
On va alors fabriquer un changement de coordonne´es dans C4, F ∗ε , et on posera a` la fin
Fε := P−1F ∗ε P.
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Dans la suite de la construction du changement de coordonne´es, on va travailler avec un
Hamiltonien de forme un peu plus ge´ne´rale
H(x, ε) = H((x1, y1, x2, y2), (ε, ν, µ))
H(x, ε) = −α1x1y1 − iα2(ε)
ε2
+ h(x1, y1) + νR((x1, y1, x2, y2), ε, ν, µ), (C.3)
avec
α1, α2 ∈ R, α2 continue en ε, α2(0) 6= 0. (C.4)
Le syste`me diffe´rentiel associe´ s’e´crit alors
x˙1 = α1x1 + ∂y1h(x1, y1) + ν∂y1R((x1, y1, x2, y2), ε)
y˙1 = −α1y1 − ∂x1h(x1, y1)− ν∂x1R((x1, y1, x2, y2), ε)
x˙2 = i
α2(ε)
ε2
+ ν∂y2R((x1, y1, x2, y2), ε)
y˙2 = −iα2(ε)ε2 − ν∂x2R((x1, y1, x2, y2), ε).
(C.5)
On le notera aussi
x˙1 = α1x1 + f1,0(x1, y1) + νf1,ε((x1, y1, x2, y2), ε)
y˙1 = −α1y1 + g1,0(x1, y1) + νg1,ε((x1, y1, x2, y2), ε)
x˙2 = i
α2(ε)
ε2
+ νf2,ε((x1, y1, x2, y2), ε)
y˙2 = −iα2(ε)ε2 + νg2,ε((x1, y1, x2, y2), ε).
(C.6)
On utilisera la re´gularite´ C0 des applications
]− ε0, ε0[3 −→
(
A(BC4(0, ρ1),C), ‖·‖∞
)
ε 7→ f1,ε(·, ε)
(· · · )
ε 7→ g2,ε(·, ε),
qu’on obtient directement graˆce a` la re´gularite´ C0 de ε 7→ R(·, ε).
On va utiliser pendant toute la construction la relation d’e´quivalence ≺ de´finie sur l’en-
semble des se´ries formelles, dont la de´finition et quelques proprie´te´s sont donne´es dans la
partie B.
C.2 Premie`re famille de changements de coordonne´es, Fε, pas encore
canoniques
On commence dans cette partie par construire une premie`re famille de changements de
coordonne´es Fε (dans C4), dont on ne saura pas montrer s’ils sont canoniques ou non. Ils
nous serviront ensuite de base pour construire un changement de coordonne´es canonique.
Pour le construire, on utilise la me´thode de Moser [52] : on a alors besoin d’e´tudier les
proprie´te´s particulie`res obtenues pour F(ε,0,0), et ensuite de ve´rifier qu’on obtient une
estimation du type |Fε − F(ε,0,0)| ≤ νM0. On donne tout d’abord une de´finition, qui est
un outil utile pour la suite.
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De´finition C.2 Soit φ(x1, y1, x2, y2) une se´rie formelle de C4 a` valeurs dans C, de la
forme
φ(x1, y1, x2, y2) =
∑
m,n∈N2
cm,nx
m1
1 y
n1
1 x
m2
2 y
n2
2 .
On de´finit alors la se´rie formelle ”extraite”, de C2 dans C, constitue´e de la somme de tous
les monoˆmes de φ pour lesquels les puissances des xi sont e´gales a` celles des yi,
[φ] (ω1, ω2) :=
∑
n∈N2
cn,nω
n1
1 ω
n2
2 .
On e´nonce un premier lemme, a` ε fixe´.
Lemme C.3 On conside`re un Hamiltonien de la forme (C.3), avec les hypothe`ses (C.4).
(i) Pour tout ε il existe un changement de coordonne´es sous forme de se´rie formelle
(x1, y1, x2, y2) = F˜ε(ξ1, η1, ξ2, η2) = (ϕ˜1,ε, ψ˜1,ε, ϕ˜2,ε, ψ˜2,ε)((ξ1, η1, ξ2, η2)),
et des se´ries formelles de 2 variables, a˜i,ε et b˜i,ε pour i = 1, 2 avec
F˜ε(x, ε) = x+O(|x|2)
et
a˜1,ε(ω1, ω2) = α1 +O((ω1, ω2)), a˜2,ε(ω1, ω2) = iα2(ε)ε2 +O((ω1, ω2)),
b˜1,ε(ω1, ω2) = −α1 +O((ω1, ω2)), b˜2,ε(ω1, ω2) = −iα2(ε)ε2 +O((ω1, ω2)),
tels que le syste`me associe´ au Hamiltonien s’e´crive dans les nouvelles coordonne´es
ξ˙1 = a˜1,ε(ξ1η1, ξ2η2)ξ1
η˙1 = b˜1,ε(ξ1η1, ξ2η2)η1
ξ˙2 = a˜2,ε(ξ1η1, ξ2η2)ξ2
η˙2 = b˜2,ε(ξ1η1, ξ2η2)η2.
(C.7)
(ii) Pour tout ε, on a existence et unicite´ de F˜ε, a˜i,ε et b˜i,ε de`s qu’on a la donne´e des 4
se´ries formelles [
ϕ˜1,ε
ξ1
]
,
[
ψ˜1,ε
η1
]
,
[
ϕ˜2,ε
ξ2
]
,
[
ψ˜2,ε
η2
]
(C.8)
quelconques de la forme 1 +O(ω1, ω2).
(iii) Si F˜ε est une se´rie formelle ve´rifiant (i), alors F˜ε
′
ve´rifie aussi (i) si et seulement si
il existe des se´ries formelles Φi,Ψi telles que
Φi(ω1, ω2) = 1 +O((ω1, ω2)), Ψi(ω1, ω2) = 1 +O((ω1, ω2)),
F˜ε
′
(ξ, η) = F˜ε (Φ1(ξ1η1, ξ2η2)ξ1,Ψ1(ξ1η1, ξ2η2)η1,Φ2(ξ1η1, ξ2η2)ξ2,Ψ2(ξ1η1, ξ2η2)η2) .
(iv) Ne´cessairement, on trouve a1,ε = −b1,ε et a2,ε = −b2,ε.
(v) De plus, si les 4 se´ries (C.8) sont des se´ries convergentes, alors F˜ε, a˜i,ε et b˜i,ε sont
elles aussi convergentes, i.e. sont analytiques sur un disque.
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”De´monstration” : dans ce lemme, le (v) est en fait l’e´nonce´ du re´sultat obtenu si
on applique a` notre cas le the´ore`me de´montre´ par Moser dans [52]. Et (i) − (iv) sont
les diffe´rentes e´tapes de la de´monstration de son the´ore`me (toujours e´nonce´es dans notre
cas) : (i) et (ii) sont ce qu’il de´montre dans sa partie 2, (iv) est le lemme e´nonce´ dans sa
partie 3, et (iii) est son e´tape I de de´monstration de ce lemme. Le (v) est ce qu’il de´montre
dans sa partie 4. On e´nonce ici explicitement ces re´sultats partiels car ils vont nous eˆtre
utiles.
La de´monstration s’appuie sur le fait que le changement de coordonne´es Fε met le syste`me
initial (C.6) sous la forme voulue (C.7) si et seulement si le syste`me suivant est ve´rifie´
α1ϕ˜1,ε+f1,0(ϕ˜1,ε, ψ˜1,ε)+νf1,ε(F˜ε)=
(
a˜1,ε(ξ1η1, ξ2η2)D1 + a˜2,ε(ξ1η1, ξ2η2)D2
)
ϕ˜1,ε
−α1ψ˜1,ε+g1,0(ϕ˜1,ε, ψ˜1,ε)+νg1,ε(F˜ε)=
(
a˜1,ε(ξ1η1, ξ2η2)D1 + a˜2,ε(ξ1η1, ξ2η2)D2
)
ψ˜1,ε
iα2(ε)
ε2
ϕ˜2,ε + νf1,ε(F˜ε) =
(
a˜1,ε(ξ1η1, ξ2η2)D1 + a˜2,ε(ξ1η1, ξ2η2)D2
)
ϕ˜2,ε
−iα2(ε)
ε2
ψ˜2,ε + νg1,ε(F˜ε) =
(
a˜1,ε(ξ1η1, ξ2η2)D1 + a˜2,ε(ξ1η1, ξ2η2)D2
)
ψ˜2,ε,
(C.9)
ou` on a note´
D1 := ξ1∂ξ1 − η1∂η1 , D2 := ξ2∂ξ2 − η2∂η2 . (C.10)
Lemme C.4 En notant Fε = (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε), ai,ε les fonctions dont l’existence est
montre´e dans le lemme C.3 pour le choix[
ϕ1,ε
ξ1
]
= 1 =
[
ψ1,ε
η1
]
=
[
ϕ2,ε
ξ2
]
=
[
ψ2,ε
η2
]
, (C.11)
on a
(i) F(ε,0,0) et a1,(ε,0,0) sont inde´pendants de ε. On les note alors a1,0 et
F(ε,0,0) := F0 = (ϕ1,0, ψ1,0, ϕ2,0, ψ2,0),
et on a
F0(ξ1, η1, ξ2, η2) = (ϕ1,0(ξ1, η1), ψ1,0(ξ1, η1), ξ2, η2)
a1,(ε,0,0)(ω1, ω2) = a1,0(ω1), a2,(ε,0,0)(ω1, ω2) = i
α2(ε)
ε2
.
(ii) Il existe une se´rie entie`re convergente M de C dans C telle que
∀ε ≤ ε0, (Fε − F0)(ξ1, η1, ξ2, η2) ≺ ν(ξ1+η1+ξ2+η2)2M(ξ1+η1+ξ2+η2).
De´monstration de (i)
Fε = F(ε,0,0) ve´rifie le syste`me (C.9) qui devient, pour ν = µ = 0 :

α1ϕ1,ε+f1,0(ϕ1,ε, ψ1,ε) =
(
a1,ε(ξ1η1, ξ2η2)D1 + a2,ε(ξ1η1, ξ2η2)D2
)
ϕ1,ε
−α1ψ1,ε+g1,0(ϕ1,ε, ψ1,ε) =
(
a1,ε(ξ1η1, ξ2η2)D1 + a2,ε(ξ1η1, ξ2η2)D2
)
ψ1,ε
iα2(ε)
ε2
ϕ2,ε =
(
a1,ε(ξ1η1, ξ2η2)D1 + a2,ε(ξ1η1, ξ2η2)D2
)
ϕ2,ε
−iα2(ε)
ε2
ψ2,ε =
(
a1,ε(ξ1η1, ξ2η2)D1 + a2,ε(ξ1η1, ξ2η2)D2
)
ψ2,ε.
(C.12)
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Montrons qu’on peut bien construire des solutions pour ce syste`me ve´rifiant (C.11),
inde´pendantes de ε et telles que
Fε(ξ1, η1, ξ2, η2) =
(
ϕ1,ε(ξ1, η1), ψ1,ε(ξ1, η1), ξ2, η2
)
,
a1,ε(ω1, ω2) = a1,ε(ω1), a2,ε(ω1, ω2) = i
α2(ε)
ε2
.
Pour cela, on remplace dans (C.12) par des fonctions de cette forme. On va montrer qu’on
a bien existence, et que les conditions impose´es ne font pas intervenir ε. (C.12) devient
alors, en utilisant aussi la forme de D1 et D2, de´finis par (C.10) :
α1ϕ1,ε(ξ1, η1)+f1,0(ϕ1,ε(ξ1, η1), ψ1,ε(ξ1, η1)) = a1,ε(ξ1η1)D1ϕ1,ε(ξ1, η1)
−α1ψ1,ε(ξ1, η1)+g1,0(ϕ1,ε(ξ1, η1), ψ1,ε(ξ1, η1)) = a1,ε(ξ1η1)D1ψ1,ε(ξ1, η1)
iα2(ε)
ε2
ξ2 = i
α2(ε)
ε2
ξ2
−iα2(ε)
ε2
η2 = i
α2(ε)
ε2
(−η2).
(C.13)
Il ne reste donc plus qu’a` montrer qu’on peut construire ϕ1,ε, ψ1,ε, a1,ε solutions des 2
premie`res e´quations du syste`me. Pour cela on utilise la (iv) du lemme : on va montrer
qu’il existe a1,ε(ξ1η1) et b1,ε(ξ1η1) solutions, et graˆce au (iv) on en de´duira que −b1,ε = a1,ε
est bien solution. Or le sous syste`me constitue´ des 2 premie`res e´quation de (C.12) est dans
ce cas{
α1ϕ1,ε(ξ1, η1)+f1,0(ϕ1,ε, ψ1,ε) =
(
a1,ε(ξ1η1)ξ1∂ξ1 + b1,ε(ξ1η1)η1∂η1
)
ϕ1,ε(ξ1, η1)
−α1ψ1,ε(ξ1, η1)+g1,0(ϕ1,ε, ψ1,ε) =
(
a1,ε(ξ1η1)ξ1∂ξ1 + b1,ε(ξ1η1)η1∂η1
)
ψ1,ε(ξ1, η1).
(C.14)
On montre que ce syste`me a des solutions exactement de la meˆme manie`re que Moser a
montre´ l’existence de solutions pour un syste`me de dimension plus grande : on de´veloppe
ϕ1,ε, ψ1,ε, a1,ε et b1,ε en se´ries formelles
ϕ1,ε(ξ1, η1) := ξ1 +
+∞∑
N=2
ϕN1 (ξ1, η1), ψ1,ε(ξ1, η1) := ξ1 +
+∞∑
N=2
ψN1 (ξ1, η1),
a1,ε(ω1) := α1 +
+∞∑
N=1
aN1 (ω1), b1,ε(ω1) := −α1 +
+∞∑
N=1
bN1 (ω1).
ou` les ϕN1 , ψ
N
1 , a
N
1 et b
N
1 sont des polynoˆmes homoge`nes de degre´ N . En e´crivant le syste`me
re´duit (C.14) au degre´ N ≥ 2, on trouve alors un syste`me de la forme
α1ϕ
N
1 − α1D1ϕN1 − ξ1aN−11 = FN (ϕM1 , ψM1 , aM−11 ,M < N), (C.15)
−α1ψN1 − α1D1ψN1 − η1bN−11 = GN (ϕM1 , ψM1 , aM−11 ,M < N). (C.16)
Pour re´soudre l’e´quation (C.15), on e´tudie l’ope´rateur (Id − D1) sur les polynoˆmes, son
action sur les monoˆmes est
(Id−D1)ξm11 ηn11 = (1− (m1 − n1))ξm11 ηn11 . (C.17)
Cet ope´rateur a donc pour noyau l’espace vectoriel engendre´ par les monoˆmes de la forme
ξ1(ξ1η1)
n1 , et est bijectif sur l’espace vectoriel engendre´ par les autres monoˆmes. On peut
alors construire les ϕN1 , ψ
N
1 , a
N
1 et b
N
1 par re´currence sur N :
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– pour N = 1, on initialise par les termes de degre´ respectivement 1 ou 0, de´ja` choisis
– pour ξ1a
N−1
1 (ξ1η1) on choisit la somme des monoˆmes de la forme ξ1(ξ1η1)
n1 du polynoˆme
−FN (ϕM1 , ψM1 , aM−11 ,M < N), et idem pour bN−11 ,
– pour ϕN1 (ξ1, η1) on choisit l’inverse par (Id−D1) de
FN (ϕM1 , ψM1 , aM−11 ,M < N)− ξ1aN−11 (ξ1η1)
dans l’espace engendre´ par les monoˆmes diffe´rents de ξ1(ξ1η1)
n1 , bien de´fini ici car on
a e´limine´ les monoˆmes de la forme ξ1(ξ1η1)
n1 dans FN . Et de meˆme avec ψN1 , sans
monoˆmes de la forme η1(ξ1η1)
n1 .
Cette construction convient bien, car :
– on a bien alors
[
ϕ1,ε
ξ1
]
= 1 =
[
ψ1,ε
η1
]
car cela revient pour ϕ1,ε a` dire que le seul monoˆme
de la forme ξ1(ξ1η1)
n1 est ξ1, ce qui correspond au choix qu’on a fait ci-dessus,
– le syste`me (C.14) dont (ϕ1,(ε,0,0), ψ1,(ε,0,0)) est solution ne de´pend pas de ε, et
on avait unicite´ des solutions (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε) par le (ii) du lemme C.3, donc
(ϕ1,(ε,0,0), ψ1,(ε,0,0)) ne de´pend pas de ε.
Ceci conclut la de´monstration de (i). 2
De´monstration de (ii) On pose
F ′ε = (ϕ
′
1,ε, ψ
′
1,ε, ϕ
′
2,ε, ψ
′
2,ε) :=
1
ν
(Fε − F0), a′i,ε :=
1
ν
(ai,ε − ai,0).
Voici le plan de la de´monstration
E´tape 1 On e´crit d’abord le syste`me ve´rifie´ par les (ϕ′1,ε, ψ′1,ε, ϕ′2,ε, ψ′2,ε), en se servant du
syste`me (C.9) ve´rifie´ par les (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε). On en de´duit un syste`me (C.19)
d’ine´galite´s au sens ≺ (≺ est de´finie dans la partie B).
E´tape 2 On introduit deux familles de se´ries formelles Mε et Aε, et on montre que Mε
majore les ϕ′1,ε, ψ′1,ε, ϕ′2,ε et ψ′2,ε (au sens ≺).
E´tape 3 Dans le syste`me d’ine´galite´s (C.19), on minore les membres de gauche en fonction
de Mε et Aε.
E´tape 4 On majore les membres de droite de (C.19) en fonction de Mε et Aε.
E´tape 5 On en de´duit que Nε := Mε + ωAε ve´rifie une ine´galite´ fonctionnelle
inde´pendante de ε.
E´tape 6 On construit alors une se´rie majorante Z (inde´pendante de ε) de Nε, et qui
majore donc aussi les ϕ′1,ε, ψ′1,ε, ϕ′2,ε et ψ′2,ε.
On utilise dans cette de´monstration les notions de valeur absolue et de max associe´es a` la
relation d’ordre ≺ (voir De´finition B.2).
E´tape 1. En e´crivant le syste`me (C.9) avec
Fε = F0 + νF
′
ε = (ϕ1,0 + νϕ
′
1,ε, ·, ψ2,0 + νψ′2,ε),
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on obtient
α1(ϕ1,0+νϕ
′
1,ε)+f1,0(ϕ1,0+νϕ
′
1,ε, ψ1,0+νψ
′
1,ε)+νf1,ε(F0 + νF
′
ε)
=
(
(a1,0+νa
′
1,ε)D1+(a2,0+νa
′
2,ε)D2
)
(ϕ1,0+νϕ
′
1,ε)
−α1(ψ1,0+νψ′1,ε)+g1,0(ϕ1,0+νϕ′1,ε, ψ1,0+νψ′1,ε)+νg1,ε(F0 + νF ′ε)
=
(
(a1,0+νa
′
1,ε)D1+(a2,0+νa
′
2,ε)D2
)
(ψ1,0+νψ
′
1,ε)
iα2(ε)
ε2
(ϕ2,0+νϕ
′
2,ε)+νf2,ε(F0 + νF
′
ε)=
(
(a1,0+νa
′
1,ε)D1+(a2,0+νa
′
2,ε)D2
)
(ϕ2,0+νϕ
′
2,ε)
−iα2(ε)
ε2
(ψ2,0+νψ
′
2,ε)+νg2,ε(F0+νF
′
ε)=
(
(a1,0+νa
′
1,ε)D1+(a2,0+νa
′
2,ε)D2
)
(ψ2,0+νψ
′
2,ε).
En soustrayant a` ce syste`me le syste`me pris pour ν = 0, ve´rifie´ par F0, puis en divisant
par ν, on obtient
α1ϕ
′
1,ε+
1
ν
(
f1,0(ϕ1,0+νϕ
′
1,ε, ψ1,0+νψ
′
1,ε)− f1,0(ϕ1,0, ψ1,0)
)
+f1,ε(F0 + νF
′
ε)
= (a1,0D1+a2,0D2)ϕ
′
1,ε+
(
a′1,εD1+a′2,εD2
)
(ϕ1,0+νϕ
′
1,ε)
−α1ψ′1,ε+ 1ν
(
g1,0(ϕ1,0+νϕ
′
1,ε, ψ1,0+νψ
′
1,ε)− g1,0(ϕ1,0, ψ1,0)
)
+g1,ε(F0 + νF
′
ε)
= (a1,0D1+a2,0D2)ψ
′
1,ε+
(
a′1,εD1+a′2,εD2
)
(ψ1,0+νψ
′
1,ε)
iα2(ε)
ε2
ϕ′2,ε + f2,ε(F0 + νF ′ε) = (a1,0D1+a2,0D2)ϕ′2,ε+
(
a′1,εD1+a′2,εD2
)
(ϕ2,0+νϕ
′
2,ε)
−iα2(ε)
ε2
ψ′2,ε + g2,ε(F0 + νF ′ε) = (a1,0D1+a2,0D2)ψ′2,ε+
(
a′1,εD1+a′2,εD2
)
(ψ2,0+νψ
′
2,ε).
On remplace a2,0, ϕ2,0, ψ2,0 par leur expression explicite trouve´e au (i), et on utilise le fait
que
D2ϕ1,0 = 0 = D2ψ1,0 = D1ϕ2,0 = D1ψ2,0,
on obtient
(
α1−α1D1−iα2(ε)ε2 D2
)
ϕ′1,ε−ξ1a′1,ε
= (a1,0−α1)D1ϕ′1,ε+
(
a′1,εD1+a′2,εD2
)
(ϕ1,0−ξ1+νϕ′1,ε)
−f1,ε(F0+νFε)+ 1ν
(
f1,0(ϕ1,0, ψ1,0)−f1,0(ϕ1,0+νϕ′1,ε, ψ1,0+νψ′1,ε)
)
(idem avec ψ)(
iα2(ε)
ε2
−α1D1−iα2(ε)ε2 D2
)
ϕ′2,ε−ξ2a′2,ε
= (a1,0−α1)D1ϕ′2,ε+
(
a′1,εD1+a′2,εD2
)
νϕ′2,ε−f2,ε(F0+νF ′ε)
(idem avec ψ).
(C.18)
On peut voir ce syste`me comme des e´galite´s sur les coefficients des se´ries entie`res
en (ξ1, η1, ξ2, η2) puis comme des e´galite´s sur les valeurs absolues des coefficients. Par
de´finition des ϕi,ε, ψi,ε et des ai,ε, dans les membres de gauche des e´quations, il n’y a pas
de monoˆmes communs entre(
α1(I−D1)−iα2(ε)
ε2
D2
)
ϕ′1,ε et ξ1a
′
1,ε.
En effet, dans le premier terme il n’y a pas de monoˆmes de la forme ξ1(ξ1η1)
n1(ξ2η2)
n2 (cf
l’action de l’ope´rateur sur les monoˆmes comme dans (C.17)), donc avec chaque e´quation
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du syste`me (C.18), on obtient en fait deux ine´galite´s au sens ≺ (| · | dans le syste`me suivant
est de´fini dans la de´finition B.2),
∣∣∣(α1(I−D1)−iα2(ε)ε2 D2)ϕ′1,ε∣∣∣≺∣∣∣∣(a1,0−α1)D1ϕ′1,ε+(a′1,εD1+a′2,εD2)(ϕ1,0−ξ1+νϕ′1,ε)
−f1,ε(F0+νFε)+ 1ν
(
f1,0(ϕ1,0, ψ1,0)−f1,0(ϕ1,0+νϕ′1,ε, ψ1,0+νψ′1,ε)
)∣∣∣ ,∣∣∣ξ1a′1,ε∣∣∣ ≺ ∣∣∣∣(a1,0−α1)D1ϕ′1,ε+(a′1,εD1+a′2,εD2) (ϕ1,0−ξ1+νϕ′1,ε)
−f1,ε(F0+νFε)+ 1ν
(
f1,0(ϕ1,0, ψ1,0)−f1,0(ϕ1,0+νϕ′1,ε, ψ1,0+νψ′1,ε)
)∣∣∣ ,
idem avec les 3 autres e´quations du syste`me (C.18)
(C.19)
E´tape 2. On va alors introduire 2 familles de se´ries formelles Mε et Aε, puis montrer
que Mε est un majorant des ϕ
′
1,ε, ψ
′
1,ε, ϕ
′
2,ε et ψ
′
2,ε pour la relation ≺. On introduit
Mε(ξ1, η1, ξ2, η2):=max≺
{
max≺ (D1ϕ
′
1,ε, D2ψ
′
1,ε)+
∣∣[ϕ′1,ε]∣∣ ,max≺ (D1ψ′1,ε, D2ψ′1,ε) + ∣∣[ψ′1,ε]∣∣
max≺ (D1ϕ
′
2,ε, D2ψ
′
2,ε)+
∣∣[ϕ′2,ε]∣∣ ,max≺ (D1ψ′2,ε, D2ψ′2,ε) + ∣∣[ψ′2,ε]∣∣}
Aε(ω1, ω2):=max≺
{
a′1,ε, a
′
2,ε
}
.
– Montrons qu’on a alors∣∣ϕ′1,ε∣∣ , ∣∣ψ′1,ε∣∣ , ∣∣ϕ′2,ε∣∣ et ∣∣ψ′2,ε∣∣ ≺Mε. (C.20)
On va seulement montrer que∣∣ϕ′1,ε∣∣ (ξ1, η1, ξ2, η2) ≺Mε(ξ1, η1, ξ2, η2),
la me´thode est la meˆme ensuite pour
∣∣ψ1,ε∣∣ , ∣∣ϕ2,ε∣∣ et ∣∣ψ2,ε∣∣. Notons
ϕ′1,ε(ξ1, η1, ξ2, η2) :=
∑
m,n∈N2
c(m,n)ξ
m1
1 η
n1
1 ξ
m2
2 η
n2
2 .
On a alors
max≺ (D1ϕ
′
1,ε, D2ψ
′
1,ε)+
∣∣[ϕ′1,ε]∣∣= ∑
m,n∈N2
|c(m,n)|max {|m1−n1|, |m2−n2|} ξm11 ηn11 ξm22 ηn22
+
∑
n∈N2
|c(n,n)(ξ1η1)n1(ξ2η2)n2 ,
max≺ (D1ϕ
′
1,ε, D2ψ
′
1,ε)+
∣∣[ϕ′1,ε]∣∣=∑
m,n∈N2
|c(m,n)|max {|m1−n1|, |m2−n2|, 1} ξm11 ηn11 ξm22 ηn22 .(C.21)
Et on a
|c(m,n)|max {|m1−n1|, |m2−n2|, 1} ≥ |c(m,n)|,
donc ∣∣ϕ′1,ε∣∣ ≺Mε.
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Ainsi, on a bien de´montre´ (C.20).
E´tape 3. Montrons qu’on a la minoration suivante pour le membre de gauche dans (C.19)
min
{ |α1|
4
,
α2(ε)
2ε2
}
·
(
max≺ (D1ϕ
′
1,ε, D2ϕ
′
2,ε)+
∣∣[ϕ′1,ε]∣∣)≺∣∣∣∣(α1(I−D1)−iα2(ε)ε2
)
ϕ′1,ε
∣∣∣∣ .
(C.22)
En effet, en notant
ϕ′1,ε(ξ1, η1, ξ2, η2) =
∑
m,n∈N2
c(m,n)ξ
m1
1 η
n1
1 ξ
m2
2 η
n2
2 ,
le membre de droite de (C.22) ve´rifie∣∣∣∣(α1(I −D1)−iα2(ε)ε2
)
ϕ′1,ε
∣∣∣∣ (ξ1, η1, ξ2, η2)
=
∑
m,n∈N2
|c(m,n)|
∣∣∣∣α1(1−(m1−n1))−iα2(ε)ε2 (m2−n2)
∣∣∣∣ ξm11 ηn11 ξm22 ηn22

∑
m,n∈N2
|c(m,n)|
2
(
|α1(1−(m1−n1))|+|α2(ε)
ε2
(m2−n2)|
)
ξm11 η
n1
1 ξ
m2
2 η
n2
2
car α1, α2 re´els. Or, on a de´ja` explicite´ le membre de gauche de (C.22) dans l’e´galite´
(C.21). On voit alors que pour de´montrer (C.22), il ne reste plus qu’a` montrer que pour
tous m,n ∈ N2 on a
min
{ |α1|
4
,
α2(ε)
2ε2
}
|c(m,n)|max {|m1−n1|, |m2−n2|, 1}
≤ |c(m,n)|
2
(
|α1(1−(m1−n1))|+|α2(ε)
ε2
(m2−n2)|
)
.
On distingue selon les valeurs de (m,n).
– Si m1 = n1 + 1 et m2 = n2, alors on a c(m,n) = 0. Cela vient du fait que ϕ
′
1,ε n’a pas de
monoˆmes de la forme ξ1(ξ1η1)
n1(ξ2η2)
n2 , car, par la de´finition de Fε,[
ϕ′1,ε
ξ1
]
=
1
ν
([
ϕ1,ε
ξ1
]
−
[
ϕ1,0
ξ1
])
= 1− 1 = 0.
– Si m1 6= n1 + 1 ou m2 6= n2, majorons chacun des termes du max dans le membre de
gauche. On a |1− (m1 − n1)| ou |m2 − n2| est ≥ 1. Donc
|α1||1− (m1 − n1)|+
∣∣∣∣α2(ε)ε2
∣∣∣∣ |m2 − n2| ≥ min{|α1|, ∣∣∣∣α2(ε)ε2
∣∣∣∣} · 1.
On a par ailleurs ∣∣∣∣α2(ε)ε2
∣∣∣∣ |m2−n2| ≥ min(|α1|, ∣∣∣∣α2(ε)ε2 )
∣∣∣∣ |m2−n2|.
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Et comme m1 6= n1 + 1 ou m2 6= n2,
|m1 − n1| ≤ |1−(m1−n1)|+ 1 ≤ 2|1−(m1−n1)|+ |m2−n2|,
d’ou`
min
{ |α1|
2
,
α2(ε)
ε2
}
|m1−n1| ≤ |α1||1− (m1 − n1)|+
∣∣∣∣α2(ε)ε2
∣∣∣∣ |m2−n2|.
On a donc bien pour tous m,n ∈ N2,
min
{ |α1|
4
,
α2(ε)
2ε2
}
|c(m,n)|max {|m1−n1|, |m2−n2|, 1}
≤ |c(m,n)|
2
(
|α1(1−(m1−n1))|+|α2(ε)
ε2
(m2−n2)|
)
.
Et donc on a de´montre´ (C.22).
On a ensuite le meˆme type d’ine´galite´s pour ψ′1,ε, ϕ′2,ε, ψ′2,ε, on obtient donc
min
{ |α1|
4
,
α2(ε)
2ε2
}
Mε ≺ max≺
(∣∣∣∣(α1(I−D1)−iα2(ε)ε2
)
ϕ′1,ε
∣∣∣∣ , ∣∣∣∣(α1(I−D1)−iα2(ε)ε2
)
ψ′1,ε
∣∣∣∣∣∣∣∣(α1(I−D1)−iα2(ε)ε2
)
ϕ′2,ε
∣∣∣∣ , ∣∣∣∣(α1(I−D1)−iα2(ε)ε2
)
ψ′2,ε
∣∣∣∣) .
E´tape 4 : A partir de maintenant on travaille en voyant toutes les se´ries entie`res
en (ξ1, η1, ξ2, η2) comme des se´ries a` une seule variable ω, en prenant leurs valeurs en
(ω, ω, ω, ω). Les ine´galite´s ≺ sont conserve´es par ce changement de variables.
Comme on sait que ϕ1,0, ψ1,0, ϕ2,0, ψ2,0 et a1,0−α1 sont des se´ries convergentes (par Lemme
C.3) sans terme de degre´ 0, on sait (cf Lemme B.3) qu’il existe c et γ tels que
ϕi,0(ω, ω, ω, ω), ψi,0(ω, ω, ω, ω) ≺ c ω
1− γω , a1,0(ω
2)− α1 ≺ c ω
2
1− γω . (C.23)
De meˆme pour f1,0, g1,0, qui sont sans termes de degre´ 0 ou 1
f1,0, g1,0(ω, ω) ≺ c ω
2
1− γω . (C.24)
On a aussi une telle majoration, uniforme en ε, pour les f1,ε, g1,ε, f2,ε et g2,ε, car on a une
re´gularite´ C0 en ε des ces fonctions dans
(
A(BC4(0, ρ1),C), ‖·‖A
)
, et donc une majoration
en norme ‖·‖A uniforme en ε. De plus, les f1,ε, g1,ε, f2,ε et g2,ε sont aussi sans monoˆmes de
degre´ 0 ou 1. On obtient donc aussi
f1,ε, g1,ε, f2,ε, g2,ε(ω, ω, ω, ω) ≺ c ω
2
1− γω . (C.25)
En voyant les ine´galite´s du syste`me (C.19) comme des ine´galite´s ≺ dans l’ensemble des
se´ries formelles a` une seule variable ω (cf Lemme B.3). Cherchons a` majorer les diffe´rents
termes des membres de droite de (C.19) en fonction de Mε(ω, ω, ω, ω) et de Aε(ω
2, ω2).
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∣∣(a1,0 − α1)D1ϕ′1,ε∣∣(ω, ω, ω, ω) ≺ c ω21− γω (∣∣D1ϕ′1,ε∣∣+∣∣[ϕ′1,ε]∣∣) (ω, ω, ω, ω)
≺ c ω
2
1− γωMε(ω, ω, ω, ω);∣∣(a′1,εD1+a′2,εD2)(ϕ1,0−ξ1+νϕ′1,ε)∣∣ ≺ Aε(ω2, ω2)(2νMε(ω, ω, ω, ω) + c ω21− γω
)
;∣∣f1,ε(Fε(ω, ω, ω, ω))∣∣ ≺|f1,ε|(|ϕ1,0|+· · ·+|ψ2,0|+ν(|ϕ′1,ε|+· · ·+|ψ′2,ε|), · · · ,
· · · , |ϕ1,0|+· · ·+|ψ2,0|+ν(|ϕ′1,ε|+· · ·+|ψ′2,ε|)
)
≺ c
(
4c ω1−γω+4νMε(ω, ω, ω, ω)
)2
1− γ
(
4c ω1−γω + 4νMε(ω, ω, ω, ω)
) ;
1
ν
(
f1,0(ϕ1,0, ψ1,0)− f1,0(ϕ1,ε, ψ1,ε)
)
≺ 1
ν
|Df1,0|
(|ϕ1,0|+|ψ1,0|+ν(|ϕ′1,ε|+|ψ′1,ε|)) · ν(|ϕ′1,ε|+|ψ′1,ε|)
≺ c
2c ω1−γω+2νMε(ω, ω, ω, ω)
1− γ
(
2c ω1−γω+2νMε(ω, ω, ω, ω)
)2Mε(ω, ω, ω, ω).
E´tape 5 : En partant du syste`me (C.19), dans lequel on majore les membres de droites
par ces dernie`res ine´galite´s, et on minore les membres de gauche graˆce a` l’utilisation de
l’e´tape 3, on obtient :
min
{
|α1|
4 ,
α2(ε)
2ε2
}
·
(
max≺ (D1ϕ
′
1,ε, D2ϕ
′
2,ε)+
∣∣∣[ϕ′1,ε]∣∣∣)
≺ c ω21−γωMε+Aε
(
2νMε+c
ω2
1−γω
)
+c
(
4c ω1−γω+4νMε
)2
1−γ
(
4c ω1−γω + 4νMε
)+c 2c ω1−γω+2νMε
1−γ
(
2c ω1−γω+2νMε
)2Mε
ω|a′1,ε|≺ c ω
2
1−γωMε+Aε
(
2νMε+c
ω2
1−γω
)
+c
(
4c ω1−γω+4νMε
)2
1−γ
(
4c ω1−γω+4νMε
)+c 2c ω1−γω+2νMε
1−γ
(
2c ω1−γω+2νMε
)2Mε
idem avec les 3 autres e´quations du syste`me (C.18).
Alors, en prenant le max a` gauche sur les 4 e´quations du syste`me (C.18), pour lesquelles
on a la meˆme majoration a` droite, on obtient
Mε ≺ c ω21−γωMε+Aε
(
2νMε+c
ω2
1−γω
)
+c
(
4c ω1−γω+4νMε
)2
1−γ
(
4c ω1−γω+4νMε
)+c 2c ω1−γω+2νMε
1−γ
(
2c ω1−γω+2νMε
)2Mε
ωAε ≺ c ω21−γωMε+Aε
(
2νMε+c
ω2
1−γω
)
+c
(
4c ω1−γω+4νMε
)2
1−γ
(
4c ω1−γω+4νMε
)+c 2c ω1−γω+2νMε
1−γ
(
2c ω1−γω+2νMε
)2Mε.
Soit alors
Nε(ω) := Mε(ω, ω, ω, ω) + ωAε(ω
2, ω2).
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On s’est maintenant ramene´s a` chercher un majorant de Nε uniforme en ε. Ou` Nε ve´rifie
l’ine´galite´
Nε(ω) ≺ 2c ω
2
1−γωNε(ω) + 2ν
Nε(ω)
2
ω
+ 2c
ω
1−γωNε(ω)
+2c42
(
cω
1−γω + νNε
)2
1−4γ
(
cω
1−γω+νNε
) + 8cNε cω1−γω + νNε
1−2γ
(
cω
1−γω + νNε
)
≺ c′ ω
1−γωNε + 2ν
N2ε
ω
+ c′
(
cω
1−γω + νNε
)(
cω
1−γω + (1 + ν)Nε
)
1−γ′
(
cω
1−γω + νNε
) . (C.26)
Or, par la de´finition de Nε, comme les ϕ1,ε, ψ1,ε, ϕ2,ε et ψ2,ε n’ont pas de monoˆmes de
degre´ 0 ou 1 et les ai,ε n’ont pas de monoˆmes de degre´ 0, ne´cessairement, Nε s’e´crit
Nε = ω
2N ′ε(ω),
ou` N ′ε est aussi une se´rie formelle. Et l’ine´galite´ (C.26) se re´e´crit alors
N ′ε ≺ c′
c′ω
1− γωN
′
ε + 2νωN
′2
ε + c
′
(
c
1−γω + νωN
′
ε
)(
c
1−γω + (1 + ν)ωN
′
ε
)
1−γ′
(
cω
1−γω + νω
2N ′ε
) .
On a alors pour ν ≤ 1,
N ′ε ≺ c′
c′ω
1− γωN
′
ε + 2ωN
′2
ε + c
′
(
c
1−γω + ωN
′
ε
)(
c
1−γω + 2ωN
′
ε
)
1−γ′
(
cω
1−γω + ω
2N ′ε
) , (C.27)
qui est une ine´galite´ fonctionnelle en N ′ε inde´pendante de ε.
E´tape 6 : Si on arrive a` construire Z se´rie entie`re convergente telle que
Z(ω) = c′
c′ω
1− γωZ(ω) + 2ωZ
2 + c′
(
c
1−γω + ωZ
)(
c
1−γω + 2ωZ
)
1−γ′
(
cω
1−γω + ω
2Z
) , (C.28)
et telle que Z(0) ≥ N ′ε(0), on pourra alors en de´duire que
N ′ε(ω) ≺ Z(ω)
par re´currence sur les coefficients de Nε et Z graˆce a` l’ine´galite´ (C.27). On aura alors une
majoration telle qu’on cherchait, par une se´rie convergente inde´pendante de ε.
Or, on peut bien construire une telle se´rie entie`re Z, en re´solvant l’e´quation (C.28) par le
the´ore`me des fonctions implicites analytique au voisinage de ω = 0. En effet, pour ω = 0,
l’e´quation (C.28) devient
Z − cc′ = 0.
Et on a
∂Z(Z − cc′) = 1 6= 0, pour tout Z.
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Et, quitte a` choisir c et c′ plus grands dans l’ine´galite´ (C.27), on aura bien cc′ ≥ N ′ε(0),
car N ′ε(0) est uniforme´ment borne´e en ε pour ε ≤ ε0 par continuite´ en ε de toutes les
fonctions analytiques intervenant dans sa de´finition. On a donc finalement montre´ qu’il
existe une se´rie entie`re convergente Z telle que
N ′ε(ω) ≺ Z(ω).
D’ou`
Mε(ω, ω, ω, ω) ≺ ω2Z(ω),
et donc
Mε(ξ1, η1, ξ2, η2) ≺Mε(ξ1+η1+ξ2+η2, · · · , ξ1+η1+ξ2+η2) ≺ (ξ1+η1+ξ2+η2)2Z(ξ1+η1+ξ2+η2).
Enfin, graˆce a` (C.20), on en de´duit que
|ϕ′1,ε|, |ψ′1,ε|, |ϕ′2,ε| et |ψ′2,ε|(ξ1, η1, ξ2, η2) ≺ (ξ1+η1+ξ2+η2)2Z(ξ1+η1+ξ2+η2).
Et de meˆme on obtient
|a′i,ε|(ξ1, η1, ξ2, η2) ≺ (ξ1+η1+ξ2+η2)Z(ξ1+η1+ξ2+η2).
2
C.3 Construction de la famille de changements de coordonne´es cano-
niques F ∗ε
Dans cette partie, on construit d’abord, a` ε fixe´, le changement de coordonne´es canonique
F ∗ε . On montre ensuite des proprie´te´s particulie`res de F ∗(ε,0,0) puis on majore la diffe´rence
F ∗ε − F ∗(ε,0,0).
Pour construire F ∗ε , on construit, de manie`re non unique, un premier changement de
coordonne´es canonique sous forme de se´rie formelle, qu’on appelle F˜ε. On de´finira F
∗
ε
en rajoutant un crite`re, qui permet d’avoir l’unicite´, et qui permettra ainsi de trouver
Fε re´elle. On s’est inspire´ pour cela de l’article de Ru¨ssmann [60], qui dans un cas plus
ge´ne´ral que le noˆtre montre qu’en connaissant un premier changement de coordonne´es non
canonique sous forme de se´rie convergente, alors le changement de coordonne´es canonique
sous forme de se´rie formelle ve´rifiant un crite`re bien choisi est lui aussi convergent. On a
modifie´ ici le´ge`rement le crite`re : on l’a choisi de manie`re a` ce que la preuve de convergence
marche encore, mais que de plus le changement de coordonne´es final Fε soit bien re´el.
De plus, on rajoute ici la de´monstration de l’existence d’un changement de coordonne´es
canonique ve´rifiant ce crite`re.
Lemme C.5 Pour tout ε,
(i) Il existe un changement de coordonne´es se´rie formelle canonique
F˜ε(ξ1, η1, ξ2, η2) = (ξ1, η1, ξ2, η2) +O(|(ξ1, η1, ξ2, η2)|2),
et un Hamiltonien se´rie formelle a` 2 variables Kε tels que
H(F˜ε((ξ1, η1, ξ2, η2)), ε) = Kε(ξ1η1, ξ2η2) = −α1ξ1η1 − iα2(ε)
ε2
ξ2η2 + · · · (C.29)
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(ii) Si F˜ε est solution de (i), alors F˜ε
′
est aussi solution de (i) si et seulement si il existe
une se´rie formelle S(ω1, ω2) telle que si on note
Φi(ω1, ω2) := e
∂ωiS(ω1,ω2), Ψi(ω1, ω2) := e
−∂ωiS(ω1,ω2),
on ait
F˜ε
′
(ξ, η) = F˜ε (Φ1(ξ1η1, ξ2η2)ξ1,Ψ1(ξ1η1, ξ2η2)η1,Φ2(ξ1η1, ξ2η2)ξ2,Ψ2(ξ1η1, ξ2η2)η2) .
(iii) Il existe un unique changement de coordonne´es se´rie formelle canonique F ∗ε =
(ϕ∗1,ε, ψ∗1,ε, ϕ∗2,ε, ψ∗2,ε) solution de (i) et tel que
ω1
([
ϕ∗1,ε
ξ1
]
(ω1, ω2)−
[
ψ∗1,ε
η1
]
(ω1, ω2)
)
+iω2
([
ϕ∗2,ε
ξ2
]
(ω1, ω2)−
[
ψ∗2,ε
η2
]
(ω1, ω2)
)
= 0.
(C.30)
Remarque C.6 Le lien avec le lemme C.3 se fait en posant
a1,ε(ω1, ω2) = ∂ω1Kε(ω1, ω2), a2,ε(ω1, ω2) = ∂ω2Kε(ω1, ω2).
De´monstration (i)
On construit F˜ε par la me´thode des se´ries ge´ne´ratrices. C’est-a`-dire qu’on va fabriquer une
se´rie formelle Wε, et F˜ε sera ensuite de´termine´e par l’e´quation implicite
F˜ε(∂η1Wε(x, η), η1, ∂η2Wε(x, η), η2) = (x1, ∂x1Wε(x, η), x2, ∂x2Wε(x, η)).
On va chercher Wε sous la forme
Wε(x, η) = Wε(x1, η1, x2, η2) = x1η1 + x2η2 +O(|(x, η)|3),
car ainsi on aura
F˜ε(ξ1, η1, ξ2, η2) = (ξ1, η1, ξ2, η2) +O(|(ξ1, η1, ξ2, η2)|2).
Alors (C.29) est ve´rifie´e si et seulement si Wε et Kε sont des se´ries formelles telles que
H((x1, ∂x1Wε(x, η), x2, ∂x2Wε(x, η)), ε) = Kε(∂η1Wε(x, η), η1, ∂η2Wε(x, η), η2), (C.31)
avec
Kε(ξ1, η1, ξ2, η2) = Kε(ξ1η1, ξ2η2) = −α1ξ1η1 − iω(ε)
ε2
+O(|(ξ1, η1, ξ2, η2)|3).
On de´veloppe ces se´ries formelles en notant
Wε(x, η) :=
∑
N≥2
WNε (x, η),
H(x, y, ε) :=
∑
N≥2
HNε (x, y),
Kε(ξ, η) :=
∑
N≥2
KNε (ξ, η);
156
ou` les WNε ,H
N
ε ,K
N
ε sont des polynoˆmes homoge`nes de degre´ N . On trouve alors que
(C.31) est ve´rifie´e si et seulement pour tout N ≥ 2,
α1D1W
N
ε (x, η) + i
α2(ε)
ε2
D2W
N
ε (x, η)−KNε (x, η) = FN (WMε ,KMε ,M < N),
ou` FN ne de´pend que des Wε,Kε pour M < N et
D1 = x1∂x1 − η1∂η1 , D1 = x2∂x2 − η2∂η2 .
Comme α1 et α2 sont re´els, α1 et i
α2(ε)
ε2
sont non commensurables, et on de´duit de l’ob-
servation de son action sur les monoˆmes que l’ope´rateur (α1D1 + i
α2(ε)
ε2
D2) est bijectif sur
l’ensemble des se´ries formelles sans monoˆmes de la forme (x1η1)
m(x2η2)
n. On peut donc
construire les WNε et K
N
ε simultane´ment par re´currence sur N , en choisissant a` chaque
e´tape :
– pour KNε (x1η1, x2η2) on prend la somme des monoˆmes de la forme (x1η1)
m(x2η2)
n de
FN (WMε ,KMε ,M < N),
– puis pour WNε on prend ensuite
WNε (x, η) = (α1D1 + i
α2(ε)
ε2
D2)
−1 (FN (WMε ,KMε ,M < N)−KNε (x1η1, x2η2)) .
2
”De´monstration” de (ii)
Ce re´sultat est en fait de´montre´ par Ru¨ssmann dans [60], dans sa partie 3. Il le de´montre
en partant directement du re´sultat de Moser [52] qui est e´nonce´ ci-dessus en (iii) du lemme
C.3 : sachant de´ja` l’existence de se´ries formelles Φi et Ψi, il cherche dans sa partie 3 a`
quelles conditions le changement de coordonne´es
(ξ1, η1, ξ2, η2) 7→ (Φ1(ξ1η1, ξ2η2)ξ1,Ψ1(ξ1η1, ξ2η2)η1,Φ2(ξ1η1, ξ2η2)ξ2,Ψ2(ξ1η1, ξ2η2)η2)
est canonique. Ce qui est bien la question qu’on se pose pour montrer (ii). Il arrive ainsi
au re´sultat e´nonce´ ci-dessus. 2
De´monstration de (iii)
On a construit au (i) ci-dessus un changement de variable canonique F˜ε ; il n’y avait pas
unicite´ de la construction, ici on en choisit un fixe´. En utilisant (ii), on voit que F ∗ε sera
solution de (iii) si et seulement si
– il existe une se´rie formelle S(ω1, ω2) telle que
F ∗ε = F˜ε
(
e∂ω1S(ξ1η1,ξ2η2)ξ1, e
−∂ω1S(ξ1η1,ξ2η2)η1, e∂ω2S(ξ1η1,ξ2η2)ξ2, e−∂ω2S(ξ1η1,ξ2η2)η2
)
,
(C.32)
– et en notant F ∗ε = (ϕ∗1,ε, ψ∗1,ε, ϕ∗2,ε, ϕ∗1,ε), le crite`re (C.30) est ve´rifie´ :
ω1
([
ϕ∗1,ε
ξ1
]
(ω1, ω2)−
[
ψ∗1,ε
η1
]
(ω1, ω2)
)
+ iω2
([
ϕ∗2,ε
ξ2
]
(ω1, ω2)−
[
ψ∗2,ε
η2
]
(ω1, ω2)
)
= 0.
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En regroupant ces 2 conditions sur F ∗ε , cherchons les conditions que (C.30) impose sur S.
En notant F˜ε := (ϕ˜1,ε, ψ˜1,ε, ϕ˜2,ε, ψ˜2,ε), si F
∗
ε ve´rifie (C.32), on a[
ϕ∗1,ε
ξ1
]
(ω1, ω2)= e
∂ω1S(ω1,ω2)
[
ϕ˜1,ε
ξ1
]
(ω1, ω2),
[
ψ∗1,ε
η1
]
(ω1, ω2)= e
−∂ω1S(ω1,ω2)
[
ψ˜1,ε
η1
]
(ω1, ω2),[
ϕ∗2,ε
ξ2
]
(ω1, ω2)= e
∂ω2S(ω1,ω2)
[
ϕ˜2,ε
ξ2
]
(ω1, ω2),
[
ψ∗2,ε
η2
]
(ω1, ω2)= e
−∂ω2S(ω1,ω2)
[
ψ˜2,ε
η2
]
(ω1, ω2).
On obtient alors (C.30) si et seulement si
ω1
(
e∂ω1S
[
ϕ˜1,ε
ξ1
]
− e−∂ω1S
[
ψ˜1,ε
η1
])
+ iω2
(
e∂ω2S
[
ϕ˜2,ε
ξ2
]
− e−∂ω2S
[
ψ˜2,ε
η2
])
= 0.
Comme F˜ε(ξ1, η1, ξ2, η2) = (ξ1, η1, ξ2, η2) +O(|(ξ1, η1, ξ2, η2)|2), on a[
ϕ˜1,ε
ξ1
]
= 1 + · · · ,
[
ψ˜1,ε
η1
]
= 1 + · · · ,
[
ϕ˜2,ε
ξ2
]
= 1 + · · · ,
[
ψ˜2,ε
η2
]
= 1 + · · · .
On e´crit alors
e∂ω1S
[
ϕ˜1,ε
ξ1
]
= e∂ω1S +
([
ϕ˜1,ε
ξ1
]
− 1
)
e∂ω1S
= 1 + ∂ω1S +
(
e∂ω1S − (1 + ∂ω1S)
)
+
([
ϕ˜1,ε
ξ1
]
− 1
)
e∂ω1S .
En injectant dans (C.30) on trouve
−2(ω1∂ω1+iω2∂ω2)S
= ω1
[
(e∂ω1S−(1+∂ω1S))+
([
ϕ˜1,ε
ξ1
]
−1
)
e∂ω1S−(e−∂ω1S−(1−∂ω1S))−
([
ψ˜1,ε
η1
]
−1
)
e−∂ω1S
]
+iω2
[
(e∂ω2S−(1+∂ω2S))+
([
ϕ˜2,ε
ξ2
]
−1
)
e∂ω2S−(e−∂ω2S−(1−∂ω2S))−
([
ψ˜2,ε
η2
]
−1
)
e−∂ω2S
]
.
(C.33)
Or on de´terminera F ∗ε de manie`re unique si et seulement si on de´termine S de manie`re
unique a` S(0, 0) pre`s. Soit alors
S(ω1, ω2) :=
∑
N≥1
SN (ω1, ω2),
ou` les SN sont des polynoˆmes homoge`nes de degre´ N . L’e´quation (C.33) s’e´crit alors sous
la forme { −2(ω1∂ω1+iω2∂ω2)S1 = 0,
−2(ω1∂ω1+iω2∂ω2)SN = FN (SM , 1 ≤M < N) pour N ≥ 2.
E´tudions l’ope´rateur (ω1∂ω1+iω2∂ω2). Si on e´crit
S(ω1, ω2) :=
∑
|n|≥1
cnω
n1
1 ω
n2
2 ,
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alors
(ω1∂ω1+iω2∂ω2)S(ω1, ω2) =
∑
|n|≥1
cn(n1 + in2)ω
n1
1 ω
n2
2 .
Comme (n1+in2) 6= 0 pour tout n 6= (0, 0), on voit ainsi que l’ope´rateur (ω1∂ω1+iω2∂ω2) est
bijectif sur l’ensemble des se´ries formelles sans coefficient de degre´ 0. Ainsi on de´termine
les SN de manie`re unique par re´currence sur N en initialisant par S1(ω1, ω2) = 0. 2
On va maintenant e´noncer un lemme qui explicite la forme de F ∗(ε,0,0).
Lemme C.7 F ∗(ε,0,0) est inde´pendant de ε. On le note alors
F ∗(ε,0,0) = F
∗
0 =
(
ϕ∗1,0, ψ
∗
1,0, ϕ
∗
2,0, ψ
∗
2,0
)
.
De plus, ϕ∗1,0 et ψ∗1,0 ne de´pendent que des variables ξ1, η1 et on a
ϕ∗2,0(ξ1, η1, ξ2, η2) = ξ2, ψ
∗
2,0(ξ1, η1, ξ2, η2) = η2.
De´monstration
On de´montre ce lemme en 2 e´tapes :
E´tape 1 : en proce´dant comme dans la de´monstration du (i) du lemme C.5 on de´montre
qu’il existe un F˜(ε,0,0) = F˜0 inde´pendant de ε et s’e´crivant
F˜0(ξ1, η1, ξ2, η2) =
(
ϕ˜1,0(ξ1, η1), ψ˜1,0(ξ1, η1), ξ2, η2
)
.
E´tape 2 : en construisant F ∗(ε,0,0) a` partir de ce F˜(ε,0,0) de la meˆme manie`re que dans la
de´monstration du (iii) du lemme C.5, on montre que le S(ε,0,0) de transition s’e´crit
en fait S(ω1) inde´pendamment de ε, et on en de´duit le re´sultat.
E´tape 1 On construit F˜(ε,0,0) par la me´thode des se´ries ge´ne´ratrices, i.e. en fabriquant
une se´rie formelle W(ε,0,0) puis en de´terminant F˜(ε,0,0) par l’e´quation implicite
F˜(ε,0,0)(∂η1W(ε,0,0)(x, η), η1, ∂η2W(ε,0,0)(x, η), η2) = (x1, ∂x1W(ε,0,0)(x, η), x2, ∂x2W(ε,0,0)(x, η)).
On va montrer qu’on peut construire W(ε,0,0) inde´pendant de ε et de la forme
W(ε,0,0)(x, η) = x1η1 + x2η2 +W
′(x1, η1).
On aura alors F˜(ε,0,0) = (ϕ˜1,(ε,0,0), ψ˜1,(ε,0,0), ϕ˜2,(ε,0,0), ψ˜2,(ε,0,0)) de´fini par
ϕ˜1,(ε,0,0)(x1 + ∂η1W
′(x1, η1), η1, x2, η2) = x1,
ψ˜1,(ε,0,0)(x1 + ∂η1W
′(x1, η1), η1, x2, η2) = η1 + ∂x1W ′(x1, η1),
ϕ˜2,(ε,0,0)(x1 + ∂η1W
′(x1, η1), η1, x2, η2) = x2,
ψ˜2,(ε,0,0)(x1 + ∂η1W
′(x1, η1), η1, x2, η2) = η2.
De ce syste`me d’e´quations dans lequel ε n’intervient pas on de´duit que F˜(ε,0,0) ne de´pend
pas de ε, et on a comme solution
(ϕ˜1,(ε,0,0), ψ˜1,(ε,0,0), ϕ˜2,(ε,0,0), ψ˜2,(ε,0,0))(x, η) =
(
ϕ˜1,0(x1, η1), ψ˜1,0(x1, η1), x2, η2
)
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ou` ϕ˜1,0, ψ˜1,0 sont les se´ries formelles de´termine´es implicitement par le syste`me{
ϕ˜1,0(x1 + ∂η1W
′(x1, η1), η1) = x1,
ψ˜1,0(x1 + ∂η1W
′(x1, η1), η1) = η1 + ∂x1W ′(x1, η1).
Montrons alors qu’on peut construire W ′ et K ′ tels que
W (x, η) = x1η1 + x2η2 +W
′(x1, η1), K(ε,0,0)(ω1, ω2) = −α1ω1 − i
α2(ε)
ε2
+K ′(ω1),
soient solution de
H((x, ∂xW (x, η)), (ε, 0, 0)) = K(ε,0,0)(∂η1W (x, η)η1, ∂η2W (x, η)η2).
En utilisant la forme particulie`re du Hamiltonien H pour ν = 0 (cf la forme de H (C.3)),
W et K(ε,0,0) sont bien solutions si et seulement si
−α1x1∂x1W − i
α2(ε)
ε2
+ h(x1, ∂x1W ) = −α1η1∂η1W − i
α2(ε)
ε2
η2∂η2W +K
′(η1∂η1W )
⇔ −α1D1W ′(x1, η1) = K ′((x1 + ∂η1W ′(x1, η1))η1)− h(x1, η1 + ∂x1W ′(x1, η1)),
ou`
D1 = x1∂x1 − η1∂η1 .
Cette dernie`re e´quation est inde´pendante de ε et en notant
W ′(x1, η1) =
∑
N≥3
W ′N (x1, η1), K ′(ω1)
∑
N≥2
K ′N (ω1),
ou` les W ′N ,K ′N sont des polynoˆmes homoge`nes de degre´ N , elle s’e´crit au degre´ N sous
la forme
−α1D1W ′N (x1, η1)−K ′N (x1η1) = FN (W ′M ,K ′M ,M < N).
Comme α1 6= 0, on de´duit de l’observation de son action sur les monoˆmes que l’ope´rateur
α1D1 est bijectif sur l’ensemble des se´ries formelles sans monoˆmes de la forme (x1η1)
m. On
peut donc construire les W ′N et K ′N simultane´ment par re´currence sur N , en choisissant
a` chaque e´tape :
– pour K ′N (x1η1) on prend la somme des monoˆmes de la forme (x1η1)m de
FN (W ′M ,K ′M ,M < N),
– puis pour W ′N on prend ensuite
W ′N (x, η) = (α1D1)−1
(FN (W ′M ,K ′M ,M < N)−K ′N (x1η1)) .
Comme de plus les e´quations sont inde´pendantes de ε a` chaque e´tape, on a bien W ′, K ′
inde´pendants de ε. Ce qui conclut la premie`re e´tape.
E´tape 2 On a
F ∗(ε,0,0) = F˜(ε,0,0)
(
e∂ω1S(ε,0,0)(ξ1η1,ξ2η2)ξ1, e
−∂ω1S(ε,0,0)(ξ1η1,ξ2η2)η1 ,
e∂ω2S(ε,0,0)(ξ1η1,ξ2η2)ξ2, e
−∂ω2S(ε,0,0)(ξ1η1,ξ2η2)η2
)
,
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ou` F˜(ε,0,0) = F˜0 inde´pendant de ε et S(ε,0,0) est l’unique se´rie formelle telle que
ω1
(
e∂ω1S(ε,0,0)
[
ϕ˜1,(ε,0,0)
ξ1
]
− e−∂ω1S(ε,0,0)
[
ψ˜1,(ε,0,0)
η1
])
+iω2
(
e∂ω2S(ε,0,0)
[
ϕ˜2,(ε,0,0)
ξ2
]
− e−∂ω2S(ε,0,0)
[
ψ˜2,(ε,0,0)
η2
])
= 0.
En se servant de la forme de F˜(ε,0,0) trouve´e a` l’e´tape 1, ce crite`re devient
ω1
(
e∂ω1S(ε,0,0)
[
φ1,0
ξ1
]
(ω1)− e−∂ω1S(ε,0,0)
[
ψ1,0
η1
(ω1)
])
= 0
⇔ −2ω1∂ω1S(ε,0,0) = ω1
[
(e∂ω1S(ε,0,0)−(1+∂ω1S(ε,0,0)))+
([
ϕ˜1,(ε,0,0)
ξ1
]
−1
)
e∂ω1S(ε,0,0)
−(e−∂ω1S(ε,0,0)−(1−∂ω1S(ε,0,0)))−
([
ψ˜1,(ε,0,0)
η1
]
−1
)
e−∂ω1S(ε,0,0)
]
.
Et cette e´quation ou` ε n’intervient pas permet pour les meˆmes raisons que dans la
de´monstration du (iii) du lemme C.5 de construire par re´currence sur les coefficients
de S une se´rie formelle S0(ω1) inde´pendante de ε et telle que
F˜0
(
e∂ω1S0(ξ1η1)ξ1, e
−∂ω1S0(ξ1η1)η1, ξ2, η2
)
ve´rifie le crite`re (C.30). Par unicite´, on a donc
F ∗0 (ξ1, η1, ξ2, η2) = F˜0
(
e∂ω1S0(ξ1η1)ξ1, e
−∂ω1S0(ξ1η1)η1, ξ2, η2
)
=
(
(ϕ˜1,0, ψ˜1,0)(e
∂ω1S0(ξ1η1)ξ1, e
−∂ω1S0(ξ1η1)η1), ϕ˜2,0(ξ2, η2), ψ˜2,0(ξ2, η2)
)
=
(
ϕ∗1,0(ξ1, η1), ψ
∗
1,0(ξ1, η1), ξ2, η2
)
.
2
C.4 Majoration de F ∗ε − F ∗0
Maintenant qu’on a contruit F ∗ε et F ∗0 , il reste a` ve´rifier qu’on peut bien calculer des
estimations sur F ∗ε − F ∗0 . Pour cela on va notamment utiliser l’estimation sur Fε − F0
calcule´e dans le Lemme C.4. On reliera cette estimation celle sur F ∗ε graˆce au re´sultat (iii)
du Lemme C.3 : on obtient en effet qu’il existe des se´ries formelles Φi,Ψi telles que
Φi(ω1, ω2) = 1 +O((ω1, ω2)), Ψi(ω1, ω2) = 1 +O((ω1, ω2)),
F ∗ε (ξ, η) = Fε (Φ1(ξ1η1, ξ2η2)ξ1,Ψ1(ξ1η1, ξ2η2)η1,Φ2(ξ1η1, ξ2η2)ξ2,Ψ2(ξ1η1, ξ2η2)η2) .
Le lemme suivant est un re´sultat sur l’inversion des applications de la forme de Ψi,Φi, qui
sera utile ensuite pour calculer les estimations du Lemme C.9.
161
Lemme C.8 Soit une se´rie formelle vectorielle Φ de la forme
Φ : (ξ1, η1, ξ2, η2) 7→(Φ1(ξ1η1, ξ2η2)ξ1,Ψ1(ξ1η1, ξ2η2)η1,Φ2(ξ1η1, ξ2η2)ξ2,Ψ2(ξ1η1, ξ2η2)η2) ,
ou` Φ1,Ψ1,Φ2,Ψ2 sont des se´ries formelles a` deux variables ve´rifiant
Φ1(0, 0) = 1 = Ψ1(0, 0) = Φ2(0, 0) = Ψ2(0, 0).
Alors il existe des se´ries formelles a` deux variables Φ−1 ,Ψ
−
1 ,Φ
−
2 ,Ψ
−
2 telles que
Φ−1:(ξ1, η1, ξ2, η2) 7→
(
Φ−1(ξ1η1, ξ2η2)ξ1,Ψ
−
1(ξ1η1, ξ2η2)η1,Φ
−
2(ξ1η1, ξ2η2)ξ2,Ψ
−
2(ξ1η1, ξ2η2)η2
)
.
De´monstration
Soit donc
Φ : (ξ1, η1, ξ2, η2) 7→(Φ1(ξ1η1, ξ2η2)ξ1,Ψ1(ξ1η1, ξ2η2)η1,Φ2(ξ1η1, ξ2η2)ξ2,Ψ2(ξ1η1, ξ2η2)η2) ,
comme dans l’e´nonce´ du lemme, et notons son inverse
Φ−1 : (ξ1, η1, ξ2, η2)
(
Φ˜1(ξ1, η1, ξ2, η2), Ψ˜1(ξ1, η1, ξ2, η2), Φ˜2(ξ1, η1, ξ2, η2), Ψ˜2(ξ1, η1, ξ2, η2)
)
.
On e´crit le raisonnement pour la forme de Φ˜1, ce sera le meˆme ensuite pour Ψ˜1, Φ˜2 et Ψ˜2.
Le but est de montrer que dans la se´rie formelle Φ˜1 il n’y a que des monoˆmes de la forme
(ξ1η1)
n1(ξ2η2)
n2ξ1.
Ce sera le cas si et seulement si
(ξ1∂ξ1 − η1∂η1︸ ︷︷ ︸
:=D1
)Φ˜1 = Φ˜1, et (ξ2∂ξ2 − η2∂η2︸ ︷︷ ︸
:=D2
)Φ˜1 = 0.
En e´crivant des conditions de ce type pour Ψ˜1, Φ˜2 et Ψ˜2, on trouve les conditions suivantes
sur Φ−1
D1Φ
−1 =

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
Φ−1, et D2Φ−1 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 −1
Φ−1.
Or on peut e´crire aussi
D1Φ
−1 = DΦ−1 · (ξ1,−η1, 0, 0) et D2Φ−1 = DΦ−1 · (0, 0, ξ2,−η2).
On trouve donc que Φ˜1, Ψ˜1, Φ˜2, Ψ˜2 seront bien de la forme annonce´e dans le lemme si et
seulement si
DΦ−1(ξ1, η1, ξ2, η2)

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0


ξ1
η1
ξ2
η2
 =

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
Φ−1,
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et
DΦ−1(ξ1, η1, ξ2, η2)

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 −1


ξ1
η1
ξ2
η2
 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 −1
Φ−1.
Or on sait par hypothe`se que ce crite`re est ve´rifie´ par Φ. Montrons pour la premie`re de
ces deux e´galite´s que si elle est ve´rifie´e pour Φ, alors elle l’est pour Φ−1. En effet, on sait
que pour tout (ξ1, η1, ξ2, η2) on a
DΦ(ξ1, η1, ξ2, η2)

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0


ξ1
η1
ξ2
η2
 =

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
Φ.
En utilisant cette e´galite´ en (ξ1, η1, ξ2, η2) = Φ
−1(ξ′1, η′1, ξ′2, η′2) et le fait que
DΦ−1(ξ1, η1, ξ2, η2) = (DΦ(Φ−1(ξ1, η1, ξ2, η2)))−1,
on obtient
DΦ◦Φ−1(ξ′1, η′1, ξ′2, η′2)

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
Φ−1(ξ′1, η′1, ξ′2, η′2) =

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
Φ◦Φ−1(ξ′1, η′1, ξ′2, η′2)
⇔

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
Φ−1 = DΦ−1(ξ1, η1, ξ2, η2)

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0


ξ1
η1
ξ2
η2
 .
Ce qui clot la de´monstration du lemme. 2
Lemme C.9 Pour tout ε ∈]−ε0, ε0[, la se´rie formelle F ∗ε est en fait une se´rie convergente.
Et de plus il existe une se´rie convergente M telle qu’on ait
F ∗ε − F ∗0 ≺ ν(ξ1+η1+ξ2+η2)2M(ξ1+η1+ξ2+η2). (C.34)
De´monstration
La de´monstration de la convergence des F ∗ε est similaire a` la preuve donne´e par Ru¨ssmann
[60], meˆme si notre crite`re (C.30) n’est pas le meˆme que le sien. Ici on ne va donc de´montrer
que la majoration (C.34).
Le point de de´part pour de´montrer cette estimation est la majoration similaire de´montre´e
pour Fε dans le lemme C.4 (ii) ; et on peut relier F
∗
ε a` Fε graˆce au (iii) du lemme C.3 : il
existe
Φε : (ξ1, η1, ξ2, η2) 7→
(
Φ1,ε(ξ1η1, ξ2η2)ξ1,Ψ1,ε(ξ1η1, ξ2η2)η1,Φ2,ε(ξ1η1, ξ2η2)ξ2,Ψ2,ε(ξ1η1, ξ2η2)η2
)
avec Φi,ε,Ψi,ε se´ries formelles ve´rifiant
Φi,ε(ω1, ω2) = 1 + · · · , Ψi,ε(ω1, ω2) = 1 + · · · ,
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telles que
Fε = F
∗
ε ◦Φε.
On va dans la suite de cette de´monstration de´composer Φε en un produit d’applications,
en utilisant le fait que F ∗ε est canonique. On va e´crire une de´composition de la forme
Fε = F
∗
ε ◦
:=Φ˜ε︷ ︸︸ ︷(
(ξi, ηi) 7→ (Φ˜i,εξi, Ψ˜i,εηi)
)
◦
:=hε︷ ︸︸ ︷(
(ξi, ηi) 7→(Φi,εΨi,εξi, ηi)
)
= F ∗ε ◦
(
(ξi, ηi) 7→(e∂ωiSξi, e−∂ωiSηi)
)
︸ ︷︷ ︸
:=(ϕˇ1,ε,ψˇ1,ε,ϕˇ2,ε,ψˇ2,ε)
◦
(
(ξi, ηi) 7→(eSˆi,εξi, e−Sˆi,εηi)
)
︸ ︷︷ ︸
:=fε
◦((ξi, ηi) 7→(Φi,εΨi,εξi, ηi)) ,
ou` Sε, Sˆi,ε, Φ˜i,ε, Ψ˜i,ε,Φi,ε,Ψi,ε sont des se´ries de 2 variables (ω1, ω2) qui sont prises ci-dessus
en (ω1, ω2) = (ξ1η1, ξ2η2).
Remarque C.10 Cette de´composition de Fε et F
∗
ε est la meˆme que celle faite dans la
de´monstration de Ru¨ssman [60] : sa preuve de la convergence de la se´rie formelle F ∗ε se
fait en montrant que chacune des applications de la de´composition ci-dessus est une se´rie
convergente. Dans la de´monstration ci-dessous on rappellera comment sont construites ces
applications (cela sera ne´cessaire pour estimer leur de´pendance en ε) mais on admettra
que ces applications sont, pour ε fixe´, des se´ries convergentes.
Voici le plan de la de´monstration :
E´tape 1. introduction de l’application hε et estimation de la diffe´rence hε − h0 ;
E´tape 2. introduction de Φ˜ε et e´criture sous la forme
Φ˜ε : (ξi, ηi) 7→ (eSi,ε(ξ1η1,ξ2η2)ξi, e−Si,ε(ξ1η1,ξ2η2)ηi);
E´tape 3. de´composition des Siε en
Si,ε = Sˆi,ε + ∂ωiSε,
et estimation de fε − f0 ;
E´tape 4. introduction de (ϕˇ1,ε, ψˇ1,ε, ϕˇ2,ε, ψˇ2,ε) et estimation de Sε − S0.
Les e´tapes 1, 2 et 3 utilisent comme argument principal le fait que F ∗ε est symplectique,
tandis que l’e´tape 4 est base´ sur le fait que F ∗ε ve´rifie le crite`re (C.30). Rentrons maintenant
dans les de´tails.
E´tape 1. Soit
hε : (ξ1, η1, ξ2, η2) 7→
(
(Φ1,ε·Ψ1,ε)(ξ1η1, ξ2η2)ξ1, η1, (Φ2,ε·Ψ2,ε)(ξ1η1, ξ2η2)ξ2, η2
)
.
Comme le changement de coordonne´es F ∗ε est canonique, il ve´rifie
tDF ∗ε ΩDF
∗
ε = Ω.
Et donc
tDFεΩDFε =
t DΦtεDF
∗
ε ΩDF
∗
εDΦε =
t DΦεΩDΦε.
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On a donc une e´galite´ matricielle, qui implique pour 2 des ses coefficients les 2 e´galite´s
suivantes, ou` on a note´ Fε := (ϕ1,ε, ψ1,ε, ϕ2,ε, ψ2,ε) :
∂η1ϕ1,ε∂ξ1ψ1,ε−∂η1ψ1,ε∂ξ1ϕ1,ε+∂η1ϕ2,ε∂ξ1ψ2,ε−∂η1ψ2,ε∂ξ1ϕ2,ε = −∂ω1
(
Φ1,εΨ1,εω1
)
∂η2ϕ1,ε∂ξ2ψ1,ε−∂η2ψ1,ε∂ξ2ϕ1,ε+∂η2ϕ2,ε∂ξ2ψ2,ε−∂η2ψ2,ε∂ξ2ϕ2,ε = −∂ω2
(
Φ2,εΨ2,εω2
)
,
(C.35)
ou` les se´ries formelles Φi,ε,Ψi,ε a` 2 variables (ω1, ω2) sont prises en (ω1, ω2) = (ξ1η1, ξ2η2).
On a ces e´quations pour tout ε, donc en particulier pour ε = (ε, 0, 0). En utilisant les
re´sulat des lemmes C.3(v) et C.4(ii) on sait que F0 converge et qu’il existe une se´rie
convergente M telle que
(Fε − F0)(ξ1, η1, ξ2, η2) ≺ ν(ξ1+η1+ξ2+η2)2M(ξ1+η1+ξ2+η2).
On en de´duit qu’il existe une se´rie convergente M1 telle que
∂ξ1(Fε − F0)(ξ1, η1, ξ2, η2) ≺ ν(ξ1+η1+ξ2+η2)M1(ξ1+η1+ξ2+η2).
Et de meˆme pour ∂ξ2(Fε − F0) et les ∂ηi(Fε − F0). En soustrayant les e´quations (C.35)
pour ε quelconque et pour ε = (ε, 0, 0), on trouve alors qu’il existe M2 telle que
∂ωi(Φi,εΨi,εωi)− ∂ωi(Φi,0Ψi,0ωi) ≺ νM2(ω1+ω2).
Et donc en notant ωMh(ω) primitive de M2(ω), on obtient
(Φi,εΨi,ε − Φi,0Ψi,0)ωi ≺
(
(Φi,εΨi,ε − Φi,0Ψi,0)ωi
) |ωi=0+ν(ω1+ω2)M′(ω1+ω2)
⇔ Φi,εΨi,ε − Φi,0Ψi,0 ≺ ν(ω1+ω2)Mh(ω1+ω2),
et en particulier
hε − h0 ≺ ν(ξ1+η1+ξ2+η2)Mh(ξ1+η1+ξ2+η2),
avec Mh se´rie entie`re convergente. Ce qui conclut la premie`re e´tape.
E´tape 2. On pose ensuite
Φ˜ε := Φε ◦ h−1ε .
Comme Φε et hε sont des applications de la forme
(ξi, ηi) 7→ (fi(ξ1η1, ξ2η2)ξi, gi(ξ1η1, ξ2η2)ηi)
avec
fi(ω1, ω2) = 1 + · · · , gi(ω1, ω2) = 1 + · · · ;
par inversion et composition de se´ries formelles de cette forme (cf Lemme C.8), on en
de´duit que Φ˜ε est aussi une application de cette forme. Donc il existe Φ˜i,ε, Ψ˜i,ε de la forme
Φ˜i,ε(ω1, ω2) = 1 + · · · , Ψ˜i,ε(ω1, ω2) = 1 + · · · ,
telles que
Φ˜ε : (ξi, ηi) 7→
(
Φ˜i,ε(ξ1η1, ξ2η2)ξi, Ψ˜i,ε(ξ1η1, ξ2η2)ηi
)
.
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– Montrons que pour i = 1, 2 on a
Φ˜i,ε(ω1, ω2)Ψ˜i,ε(ω1, ω2) = 1. (C.36)
Comme Φ˜ε ◦ hε = Φε, on a pour i = 1, 2(
Φ˜i,ε
(
Φ1,εΨ1,ε(ξ1η1, ξ2η2)ξ1η1,Φ2,εΨ2,ε(ξ1η1, ξ2η2)ξ2η2
)
Φi,εΨi,ε(ξ1η1, ξ2η2)ξi,
Ψ˜i,ε
(
Φ1,εΨ1,ε(ξ1η1, ξ2η2)ξ1η1,Φ2,εΨ2,ε(ξ1η1, ξ2η2)ξ2η2
)
ηi
)
=
(
Φi,ε(ξ1η1, ξ2η2)ξi,Ψi,ε(ξ1η1, ξ2η2)ηi
)
⇔
{
Φ˜i,ε
(
Φ1,εΨ1,ε(ω1, ω2)ω1,Φ2,εΨ2,ε(ω1, ω2)ω2
)
Φi,εΨi,ε(ω1, ω2) = Φi,ε(ω1, ω2)
Ψ˜i,ε
(
Φ1,εΨ1,ε(ω1, ω2)ω1,Φ2,εΨ2,ε(ω1, ω2)ω2
)
= Ψi,ε(ω1, ω2).
Ce qui implique pour i = 1, 2
Φ˜i,ε
(
Φ1,εΨ1,εω1,Φ2,εΨ2,εω2
)
Ψ˜i,ε
(
Φ1,εΨ1,εω1,Φ2,εΨ2,εω2
)
Φi,εΨi,εωi = Φi,εΨi,εωi.
Or
(ω1, ω2) 7→ (Φ1,εΨ1,εω1,Φ2,εΨ2,εω2)
est une application inversible car
Φ1,εΨ1,ε(ω1, ω2) = 1 + · · · , Φ2,εΨ2,ε(ω1, ω2) = 1 + · · · ,
et par le Lemme C.8. On en de´duit que
Φ˜1,ε(ω1, ω2)Ψ˜1,ε(ω1, ω2)ω1 = ω1
Φ˜2,ε(ω1, ω2)Ψ˜2,ε(ω1, ω2)ω2 = ω2.
Ce qui ache`ve la de´monstration de (C.36).
En posant Si,ε := ln(Φ˜i,ε), on a alors
Φ˜i,ε(ω1, ω2) = e
Si,ε(ω1,ω2), Ψ˜i,ε(ω1, ω2) = e
−Si,ε(ω1,ω2).
E´tape 3. En utilisant a` nouveau le fait que F ∗ε est canonique, et que Fε ◦h−1ε = F ∗ε ◦ Φ˜ε,
on obtient
tD(Fε ◦ h−1ε )ΩD(Fε ◦ h−1ε ) =t DΦ˜εΩDΦ˜ε. (C.37)
Cette e´galite´ matricielle implique, en notant
F˜ε =
(
ϕ˜1,ε, ψ˜1,ε, ϕ˜2,ε, ψ˜2,ε
)
= Fε ◦ h−1ε
l’e´galite´ scalaire
∂ξ2ϕ˜1,ε∂ξ1ψ˜1,ε−∂ξ2ψ˜1,ε∂ξ1ϕ˜1,ε+∂ξ2ϕ˜2,ε∂ξ1ψ˜2,ε−∂ξ2ψ˜2,ε∂ξ1ϕ˜2,ε=η1η2(∂ω2S1,ε−∂ω1S2,ε).
(C.38)
Or on sait que Fε et hε sont des se´ries entie`res convergentes de la forme
Fε = F0 + νF
′
ε, hε = h0 + νh
′
ε,
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ou` les familles F ′ε, h′ε sont uniforme´ment majore´es au sens ≺. Donc par le Lemme B.5, F˜ε
est aussi une se´rie entie`re convergente de la forme
F˜ε = F˜0 + νF˜
′
ε,
avec F˜ ′ε uniforme´ment borne´e en ε pour ≺. L’e´quation (C.38) est donc de la forme
R0(ω1, ω2) + νRε(ω1, ω2) = ∂ω2S1,ε(ω1, ω2)−∂ω1S2,ε(ω1, ω2),
ou` R0 est une se´rie convergente et Rε est une famille uniforme´ment majore´e au sens ≺.
Posons alors
Sˆ1,ε(ω1, ω2) :=
∫ ω2
0
(R0 + νRε)(ω1, t)dt, Sˆ2,ε(ω1, ω2) ≡ 0,
et
fε : (ξ1, η1, ξ2, η2) 7→
(
eSˆ1,ε(ξ1η1,ξ2η2)ξ1, e
−Sˆ1,ε(ξ1η1,ξ2η2)η1, eSˆ2,ε(ξ1η1,ξ2η2)ξ2, e−Sˆ2,ε(ξ1η1,ξ2η2)η2
)
.
On obtient bien alors que les Sˆi,ε et fε sont de la forme
Sˆi,ε := Sˆi,0 + νSˆ′i,ε, fε = f0 + νf ′ε
avec les Sˆ′i,ε et f ′ε majore´s uniforme´ment par rapport a` ε au sens de ≺ par une se´rie
convergente.
De plus, les Si,ε − Sˆi,ε satisfont alors
∂ω2(S1,ε − Sˆ1,ε)− ∂ω1(S2,ε − Sˆ2,ε) = 0. (C.39)
Soit
Sε(ω1, ω2) :=
∫ ω1
0
(S1,ε − Sˆ1,ε)(t, ω2)dt+
∫ ω2
0
(S2,ε − Sˆ2,ε)(0, t)dt;
on ve´rifie que graˆce a` (C.39), on obtient
∂ω1Sε = S1,ε − Sˆ1,ε, ∂ω2Sε = S2,ε − Sˆ2,ε.
E´tape 4. D’apre`s les e´tapes pre´ce´dentes, on a
F ∗ε
(
e∂ω1Sεξ1, e
−∂ω1Sεη1, e∂ω2Sεξ2, e−∂ω2Sεη2
)
= Fε ◦ h−1ep ◦ f−1ε (ξ1, η1, ξ2, η2) := (ϕˇ1,ε, ψˇ1,ε, ϕˇ2,ε, ψˇ2,ε)(ξ1, η1, ξ2, η2). (C.40)
Ou` on sait, avec les re´sultats obtenus sur Fε dans le Lemme C.4 et les re´sultats obtenus
sur fε a` l’e´tape 3, sur hep a` l’e´tape 1, puis par composition et l’inversion de´montre´e dans
le Lemme B.5, que
(ϕˇ1,ε, ψˇ1,ε, ϕˇ2,ε, ψˇ2,ε) = (ϕˇ1,0, ψˇ1,0, ϕˇ2,0, ψˇ2,0) + ν(ϕˇ
′
1,ε, ψˇ
′
1,ε, ϕˇ
′
2,ε, ψˇ
′
2,ε), (C.41)
avec (ϕˇ′1,ε, ψˇ′1,ε, ϕˇ′2,ε, ψˇ′2,ε) majore´s uniforme´ment en ε pour ≺ par une se´rie convergente.
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On proce`de en deux sous-e´tapes.
E´tape 4.1. Conse´quence du crite`re (C.30) : e´quation ve´rifie´e par S′ε :=
1
ν (Sε−S0).
L’e´galite´ (C.40) se re´e´crit
F ∗ε = (ϕˇ1,ε, ψˇ1,ε, ϕˇ2,ε, ψˇ2,ε)
(
e−∂ω1Sεξ1, e∂ω1Sεη1, e−∂ω2Sεξ2, e∂ω2Sεη2
)
.
E´crivons alors le fait que F ∗ε ve´rifie le crite`re (C.30) :
ω1
([
ϕˇ1,ε(e
−∂ωiSεξi, e∂ωiSεηi)
ξ1
]
−
[
ψˇ1,ε(e
−∂ωiSεξi, e∂ωiSεηi)
η1
])
+iω2
([
ϕˇ2,ε(e
−∂ωiSεξi, e∂ωiSεηi)
ξ2
]
−
[
ψˇ2,ε(e
−∂ωiSεξi, e∂ωiSεηi)
η2
])
= 0.
⇐⇒ ω1
(
e−∂ω1Sε
[
ϕˇ1,ε
ξ1
]
(ω1, ω2)− e∂ω1Sε
[
ψˇ1,ε
η1
]
(ω1, ω2)
)
iω2
(
e−∂ω2Sε
[
ϕˇ1,ε
ξ1
]
(ω1, ω2)− e∂ω2Sε
[
ψˇ1,ε
η1
]
(ω1, ω2)
)
= 0
On a de´ja` rencontre´ (presque) cette e´quation dans la de´monstration du (iii) du Lemme
C.5, le but e´tait alors de prouver l’existence d’un tel S. On avait alors montre´ que cette
e´quation e´tait e´quivalente a` l’e´quation (C.33) ; avec les meˆmes calculs, on obtient ici
−2(ω1∂ω1+iω2∂ω2)Sε
= ω1
[
(e−∂ω1Sε−(1−∂ω1Sε))+
([
ϕˇ1,ε
ξ1
]
−1
)
e−∂ω1Sε−(e∂ω1Sε−(1+∂ω1Sε))−
([
ψˇ1,ε
η1
]
−1
)
e∂ω1Sε
]
+iω2
[
(e−∂ω2Sε−(1−∂ω2Sε))+
([
ϕˇ2,ε
ξ2
]
−1
)
e−∂ω2Sε−(e∂ω2Sε−(1+∂ω2Sε))−
([
ψˇ2,ε
η2
]
−1
)
e∂ω2Sε
]
.
A partir de cette dernie`re e´quation e´crite pour ε a` laquelle on soustrait cette meˆme e´quation
pris pour ε = (ε, 0, 0), puis en divisant le tout par ν, on e´crit une e´quation ve´rifie´e par
S′ε :=
1
ν (Sε − S0) :
−2(ω1∂ω1+iω2∂ω2)S′ε
= ω1
[
1
ν (e
−∂ω1Sε−e−∂ω1S0)+∂ω1S′ε+
[
ϕˇ′1,ε
ξ1
]
e−∂ω1Sε+
([
ϕˇ1,0
ξ1
]
−1
)
1
ν (e
−∂ω1Sε−e−∂ω1S0)
− 1ν (e∂ω1Sε−e∂ω1S0)+∂ω1S′ε−
[
ψˇ′1,ε
η1
]
e∂ω1Sε−
([
ψˇ1,0
η1
]
−1
)
1
ν (e
∂ω1Sε−e∂ω1S0)
]
iω2
[
1
ν (e
−∂ω2Sε−e−∂ω2S0)+∂ω2S′ε+
[
ϕˇ′2,ε
ξ2
]
e−∂ω2Sε+
([
ϕˇ2,0
ξ2
]
−1
)
1
ν (e
−∂ω2Sε−e−∂ω2S0)
− 1ν (e∂ω2Sε−e∂ω2S0)+∂ω2S′ε−
[
ψˇ′2,ε
η2
]
e∂ω2Sε−
([
ψˇ2,0
η2
]
−1
)
1
ν (e
∂ω2Sε−e∂ω2S0)
]
(C.42)
E´tape 4.2. Construction d’une se´rie majorante pour les S′ε a` l’aide de (C.42).
Soit
Vi,ε(ω1, ω2) := |∂ωiSε|(ω1, ω2), Vε(ω) := V1,ε(ω, ω) + V2,ε(ω, ω).
On va montrer que la famille des Vε admet une se´rie majorante convergente(inde´pendante
de ε) pour la relation d’ordre ≺. Commenccons par utiliser (C.42) pour obtenir des
ine´quations en ≺ ve´rifie´es par les Vi,ε.
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Montrons tout d’abord qu’on a
ωiVi,ε ≺ |ω1∂ω1Sε + iω2∂ω2Sε|(ω1, ω2). (C.43)
En effet, si on note
Sε :=
∑
n1,n2∈N
an1,n2ω
n1
1 ω
n2
2 ,
alors
ωiVi,ε(ω1, ω2) =
∑
n1,n2∈N
ni|an1,n2 |ωn11 ωn22 ,
|ω1∂ω1Sε + iω2∂ω2Sε| =
∑
n1,n2∈N
|n1 + in2||an1,n2 |ωn11 ωn22 .
Et pour tous n1, n2, on a bien ni ≤ |n1 + in2|. Donc (C.43) est bien ve´rifie´e, i.e. on a une
minoration du membre de gauche de (C.42) en fonction des Vi,ε.
Montrons maintenant qu’on peut majorer le membre de droite de (C.42) par un terme de
la forme
2∑
i=1
ωi
(
G1i (ω1, ω2) +G
2
i (ω1, ω2, V1,ε, V2,ε
)
, (C.44)
avec G1i , G
2
i se´ries entie`res en leurs variables, convergentes et inde´pendantes de ε, et avec
G1i polynoˆme homoge`ne de degre´ 1 et G
2
i d’ordre 2. Pour cela, on majore successivement
(au sens ≺) les diffe´rents termes dans le membre de droite par des quantite´s de la forme
(C.44). On ne fait ces calculs que pour la quantite´ entre crochets en facteur de ω1, ils sont
les meˆmes pour celle entre crochets en facteur de ω2.
On a
1
ν
(e−∂ω1Sε−e−∂ω1S0)− 1
ν
(e−∂ω1Sε−e−∂ω1S0) + 2∂ω1S′ε
= −2
ν
(sinh(∂ω1Sε)− sinh(∂ω1Sε)) + 2∂ω1S′ε
= −2∂ω1S′ε
∞∑
p=1
2p∑
k=0
(∂ω1Sε)
k(∂ω1S0)
2p−k
(2p+ 1)!
≺ 2V1,ε
∞∑
p=1
(2p+ 1)(|∂ω1S0|+ νV1,ε)2p
(2p+ 1)!
≺ 2V1,ε(|∂ω1S0|+ V1,ε)
∞∑
p=0
(|∂ω1S0|+ V1,ε)2p
(2p+ 2)!
;
ou` la dernie`re ine´galite´ est vraie pour ν ≤ 1. Et ce dernier majorant est bien de la forme
G21 car S0 est une se´rie convergente (cf Remarque C.10) inde´pendante de ε.
On a [
ϕˇ′1,ε
ξ1
]
e−∂ω1Sε =
[
ϕˇ′1,ε
ξ1
]
+
[
ϕˇ′1,ε
ξ1
]
(e−∂ω1Sε − 1),
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ou` ϕˇ′1,ε est, on l’a vu ci-dessus en (C.41), majore´ uniforme´ment en ε par une se´rie conver-
gente M(ω1, ω2), et ϕˇ′1,ε est sans monoˆmes de degre´ 1. D’ou`∣∣∣∣∣
[
ϕˇ′1,ε
ξ1
]
e−∂ω1Sε
∣∣∣∣∣ (ω1, ω2) ≺ (ω1+ω2)M(ω1, ω2)(1 + (e|∂ω1Sε|(ω1,ω2) − 1))
≺ (ω1+ω2)M(0, 0)+(ω1+ω2)(M(ω1, ω2)−M(0, 0)+M(ω1, ω2)(exp−1) ◦ (|∂ω1S0|+V1,ε)
Or pour tout ε, on a |∂ωiSε|(0, 0) = 0 car par de´finition
∂ωiSε(0, 0) = Si,ε(0, 0)− Sˆi,ε(0, 0) = Si,ε(0, 0),
avec Si,ε de´fini par
eSi,ε(ω1,ω2) = Φε(ω1, ω2) = 1 + · · · .
Donc le terme
(ω1+ω2)(M(ω1, ω2)−M(0, 0)+M(ω1, ω2)(exp−1) ◦ (|∂ω1S0|+V1,ε)
est de la forme du G21 de (C.44), et on avait de´ja` (ω1+ω2)M(0, 0) de la forme de G21. On
obtient de la meˆme manie`re une majoration de la forme (C.44) pour le terme[
ψˇ′1,ε
η1
]
e∂ω1Sε .
On a ensuite ∣∣∣∣[ ϕˇ1,0ξ1
]
− 1
∣∣∣∣ 1ν ∣∣∣e−∂ω1Sε − e−∂ω1S0∣∣∣
≺
∣∣∣∣[ ϕˇ1,0ξ1
]
−1
∣∣∣∣ 1ν |−∂ω1Sε−(−∂ω1S0)| e|∂ω1Sε|+|∂ω1S0| par Lemme B.4
≺
∣∣∣∣[ ϕˇ1,0ξ1
]
−1
∣∣∣∣V1,ε e2|∂ω1S0|+V1,ε pour ν ≤ 1,
et ce dernier majorant est bien de la forme de G21. On trouve un majorant de ce type avec
les meˆmes calculs pour ([
ψˇ1,0
η1
]
−1
)
1
ν
(e∂ω1Sε−e∂ω1S0).
Finalement avec la minoration du membre de gauche et la majoration du membre de droite
de (C.42), on obtient pour i = 1, 2,
ωiVi,ε(ω1, ω2) ≺
2∑
k=1
ωk(G
1
k(ω1, ω2) +G
2
k(ω1, ω1, V1,ε, V2,ε)). (C.45)
avec G1k polynoˆmes homoge`nes de degre´ 1 et G
2
k se´rie entie`re convergente d’ordre 2,
inde´pendantes de ε.
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Soit alors
Vε(ω) := V1,ε(ω1, ω2) + V2,ε(ω1, ω2).
Graˆce a` (C.45), on obtient
ωVε(ω) ≺ ω
(
G11(ω, ω)+G
1
2(ω, ω)+G
2
1(ω, ω, Vε(ω), Vε(ω))+G
2
2(ω, ω, Vε(ω), Vε(ω))
)
⇒ Vε(ω) ≺ cω + c (ω + Vε(ω))
2
1− γ(ω+Vε(ω)) par le (iv) du Lemme B.3. (C.46)
L’objectif est maintenant de construire une se´rie entie`re convergente Z(ω) telle que
Z(ω) ≺ cω + c (ω + Z(ω))
2
1− γ(ω+Z(ω)) ;
(C.46) permettra alors de montrer par re´currence sur les coefficients des se´ries Vε et Z que
Vε(ω) ≺ Z(ω), a` condition toutefois qu’on puisse initialiser cette re´currence. Commenccons
donc par e´tudier les valeurs des premiers coefficients des se´ries formelles Vε, en calculant
les e´quations implique´es par (C.42) pour les degre´s 0, 1 et 2 en (ω1, ω2) :
– (C.42) au degre´ 0 en (ω1, ω2) donne 0 = 0 ;
– (C.42) au degre´ 1 en (ω1, ω2) donne
2(ω1∂ω1 + iω2∂ω2)(S
′
ε)1 = 0,
car on a vu ci-dessus que le second membre de (C.42) est de la forme (C.44). Donc le
terme de degre´ 1 de S′ε, (S′ε)1, est nul ;
– (C.42) au degre´ 2 en (ω1, ω2) donne
2(ω1∂ω1 + iω2∂ω2)(S
′
ε)2 =
2∑
i=1
ωi
([
ϕˇ′1,ε
ξ1
]
1
−
[
ψˇ′1,ε
η1
]
1
)
;
or on sait de´ja` que le membre de droite est uniforme´ment borne´ au sens ≺ quand ε
varie. Donc cette dernie`re e´galite´ implique qu’il existe α inde´pendant de ε tel que
ω(Vε)1(ω) ≺ αω2.
On cherche alors Z tel que
– Z(ω) = ωZ1(ω), avec Z1(0) ≥ C ;
– Z(ω) = cω + c
(ω + Z(ω))2
1− γ(ω + Z(ω)) .
Ce qui se re´e´crit comme une e´quation en Z1 :
Z1 · (1− γω(1 + Z1))− c(1− γω(1 + Z1))− cω(1 + Z1)2 = 0
⇐⇒ F(Z1, ω) = 0
Or en ω = 0 et Z1 = α, on a
F(α, 0) = 0, ∂Z1F(α, 0) = 1 6= 0.
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On a donc par le the´ore`me des fonctions implicites analytique l’existence d’une telle se´rie
convergente Z1 inde´pendante de ε, qui ve´rifie
Vε(ω) ≺ ωZ1(ω).
On trouve donc finalement
S′ε(ω1, ω2) ≺ S′ε(0, 0) + ω1V1,ε(ω1, ω2) + ω2V2,ε(ω1, ω2),
ou` on choisit S′ε(0, 0) = 0 car seules les de´rive´es de S′ε interviennent dans la de´composition
de F ∗ε , et donc
S′ε(ω1, ω2) ≺ (ω1+ω2)Vε(ω1+ω2) ≺ (ω1+ω2)Z1(ω1+ω2),
ou` Z1 se´rie convergente inde´pendante de ε.
On peut maintenant conclure, car on a
F ∗ε = Fε ◦ h−1ε ◦ f−1ε ◦
(
(ξi, ηi) 7→ (e−∂ωiSεξi, e∂ωiSεηi))
)
.
Graˆce au Lemme B.5, on sait que c’est une compose´e de se´ries formelles de la forme
Rε = R0 + νR
′
ε
avec R0, Rε convergentes et uniforme´ment borne´es pour ≺ par une se´rie convergente M,
donc F ∗ε est aussi de cette forme. De plus, par de´finition
F ∗ε (ξ1, η1, ξ2, η2) = (ξ1, η1, ξ2, η2) + · · · , F ∗0 (ξ1, η1, ξ2, η2) = (ξ1, η1, ξ2, η2) + · · · ,
on peut donc choisir le majorant uniforme de F ∗ε − F ∗0 sans monoˆmes de degre´ 0 et 1.
C’est-a`-dire qu’il existe M se´rie convergente telle que
(F ∗ε − F ∗0 )(ξ1, η1, ξ2, η2) ≺ ν(ξ1+η1+ξ2+η2)2M(ξ1+η1+ξ2+η2).
2
C.5 Retour dans R4, de´monstration de la Proposition C.1
Lemme C.11 (i) Soit Fε := P−1F ∗ε P, avec F ∗ε de´fini dans le Lemme C.5. On a
Fε(ξ1, η1, ξ2, η2) = Fε(ξ1, η1, ξ2, η2);
i.e. les coefficients du de´veloppement en se´rie entie`re de Fε sont re´els.
(ii) Il existe Kε de´pendant de deux variables telle que
H
(Fε(ξ1, η1, ξ2, η2), ε) = Kε(ξ1η1, ξ22 + η22).
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De´monstration de (i)
Dans la de´monstration on utilise la notation suivante : si
f(x) =
∑
n∈Nd
anx
n,
on note
f(x) :=
∑
n∈Nd
anx
n.
Soit
J1 : C4 → C4
(ξ1, η1, ξ2, η2) 7→ (ξ1, η1, ξ2, η2),
et soit J2 := PJ1P−1. Alors on trouve que
J2(ξ
′
1, η
′
1, ξ
′
2, η
′
2) = (ξ
′
1, η
′
1, i η
′
2, i ξ
′
2).
Et on a
Fε(ξ1, η1, ξ2, η2) = Fε(ξ1, η1, ξ2, η2)
⇐⇒ J1
(Fε(J1(ξ1, η1, ξ2, η2))) = Fε(ξ1, η1, ξ2, η2)
⇐⇒ J1P−1F ∗ε PJ1 = P−1F ∗ε P
⇐⇒ PJ1P−1F ∗ε PJ1P−1 = F ∗ε
⇐⇒ J2F ∗ε J2 = F ∗ε . (C.47)
On cherche donc maintenant a` de´montrer (C.47). Pour cela, on utilise l’unicite´ dans la
construction des F ∗ε trouve´e au (iii) du Lemme C.5 : il nous suffit de montrer que
Fˇε := J2F
∗
ε J2
satisfait aussi les hypothe`ses du (iii) du Lemme C.5 pour conclure que (C.47) est ve´rifie´e.
Il y a pour cela trois e´tapes :
E´tape 1 montrer que Fˇε est une application symplectique ;
E´tape 2 montrer que H(Fˇε(ξ1, η1, ξ2, η2), ε) peut s’e´crire en fonction des variables ξ1η1,
ξ2η2 et ε.
E´tape 3 montrer que Fˇε ve´rifie l’hypothe`se (C.30).
E´tape 1. On a ve´rifie´ dans la partie C.1 que le changement de coordonne´es line´aire P est
symplectique. Donc
Fˇε est symplectique
⇐⇒ P−1FˇεP est symplectique
⇐⇒ J1FεJ1 est symplectique
⇐⇒ tDFε(ξ1, η1, ξ2, η2)ΩDFε(ξ1, η1, ξ2, η2) = Ω
⇐⇒ tDFεΩDFε(ξ1, η1, ξ2, η2) = Ω.
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Or, comme Fε est canonique, on sait que
∀(ξ1, η1, ξ2, η2),
(
tDFεΩDFε
)
(ξ1, η1, ξ2, η2) = Ω.
Et comme Ω est re´elle on a donc bien
∀(ξ1, η1, ξ2, η2), tDFεΩDFε(ξ1, η1, ξ2, η2) = Ω = Ω.
Donc Fˇε est bien symplectique.
E´tape 2. Rappelons que les lemmes C.3, C.4, C.5, C.7 et C.9 ont e´te´ de´montre´s avec le
Hamiltonien H ge´ne´ral introduit en (C.3) et que le Hamiltonien
H((q′1, p
′
1, q
′
2, p
′
2), ε) := H(P−1(q′1, p′1, q′2, p′2), ε)
rentre dans ce cadre ge´ne´ral.
On sait de plus que H est une se´rie entie`re en (q1, p1, q2, p2) a` coefficients re´els et que,
d’apre`s le Lemme C.5,
H(F ∗ε (ξ1, η1, ξ2, η2), ε) = Kε(ξ1η1, ξ2η2).
Alors
H(Fˇε(ξ1, η1, ξ2, η2), ε) = H(P−1J2F ∗ε J2(ξ1, η1, ξ2, η2), ε)=H(J1P−1F ∗ε (ξ1, η1, i η2, i ξ2), ε)
= H(J1P−1F ∗ε (ξ1, η1, i η2, i ξ2), ε)=H
(P−1F ∗ε (ξ1, η1, i η2, i ξ2), ε)
= H
(
F ∗ε (ξ1, η1, i η2, i ξ2), ε
)
= Kε(ξ1η1, ξ2η2) = Kε(ξ1η1,−ξ2η2).
E´tape 3. Fixons ε, et notons
Fˇε(ξ1, η1, ξ2, η2) := (ϕˇ1, ψˇ1, ϕˇ2, ψˇ2)(ξ1, η1, ξ2, η2);
F ∗ε (ξ1, η1, ξ2, η2) := (ϕ
∗
1, ψ
∗
1, ϕ
∗
2, ψ
∗
2)(ξ1, η1, ξ2, η2).
On a alors
ϕˇ1(ξ1, η1, ξ2, η2) = ϕ∗1(ξ1, η1, iη2, iξ2) = ϕ∗1(ξ1, η1,−iη2,−iξ2)
ψˇ1(ξ1, η1, ξ2, η2) = ψ∗1(ξ1, η1,−iη2,−iξ2)
ϕˇ2(ξ1, η1, ξ2, η2) = i ψ∗2(ξ1, η1,−iη2,−iξ2)
ψˇ2(ξ1, η1, ξ2, η2) = i ϕ∗2(ξ1, η1,−iη2,−iξ2).
On sait que F ∗ε ve´rifie (C.30), i.e.
ω1
([
ϕ∗1
ξ1
]
(ω1, ω2)−
[
ψ∗1
η1
]
(ω1, ω2)
)
+ iω2
([
ϕ∗2
ξ2
]
(ω1, ω2)−
[
ψ∗2
η2
]
(ω1, ω2)
)
= 0.
Exprimons tout d’abord
[
ϕˇ1
ξ1
]
en fonction de
[
ϕ∗1
ξ1
]
. Si on note
ϕ∗1 :=
∑
m,n∈N2
αm,nξ
m1
1 η
n1
1 ξ
m2
2 η
n2
2 ,
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alors [
ϕ∗1
ξ1
]
=
∑
m2=n2
m1=n1+1
αm,n(ξ1η1)
n1(ξ2η2)
n2 ,
et
ϕ∗1(ξ1, η1,−iη2,−iξ2) =
∑
m,n∈N2
αm,n(−i)m2+n2ξm11 ηn11 ηm22 ξn22 .
Donc[
ϕˇ1
ξ1
]
(ξ1, η1, ξ2, η2) =
∑
m2=n2
m1=n1+1
αm,n(−i)2n2(ξ1η1)n1(ξ2η2)n2 =
[
ϕ∗1
ξ1
]
(ξ1η1,−ξ2η2).
On trouve ensuite par les meˆmes raisonnements[
ψˇ1
η1
]
(ξ1η1, ξ2η2) =
[
ψ∗1
η1
]
(ξ1η1,−ξ2η2);[
ϕˇ2
ξ2
]
(ξ1η1, ξ2η2) = −
[
ψ∗2
η2
]
(ξ1η1,−ξ2η2);[
ψˇ2
η2
]
(ξ1η1, ξ2η2) =
[
ϕ∗2
ξ2
]
(ξ1η1,−ξ2η2).
On obtient alors, en utilisant le fait que F ∗ε ve´rifie (C.30),
ω1
([
ϕˇ1
ξ1
]
−
[
ψˇ1
η1
])
(ω1, ω2) + iω2
([
ϕˇ2
ξ2
]
−
[
ψˇ2
η2
])
(ω1, ω2)
= ω1
([
ϕ∗1
ξ1
]
−
[
ψ∗1
η1
])
(ω1,−ω2) + iω2
(
−
[
ϕ∗2
ξ2
]
+
[
ψ∗2
η2
])
(ω1,−ω2)
= ω1
([
ϕ∗1
ξ1
]
−
[
ψ∗1
η1
])
(ω1,−ω2) + i(−ω2)
([
ψ∗2
η2
]
−
[
ϕ∗2
ξ2
])
(ω1,−ω2)
= ω1
([
ϕ∗1
ξ1
]
−
[
ψ∗1
η1
])
+ iω2
([
ϕ∗2
ξ2
]
−
[
ψ∗2
η2
])
(ω1,−ω2) = 0.
De´monstration de (ii).
On utilise le fait que d’apre`s le Lemme C.5, il existe Kε∗ tel que F ∗ε ve´rifie
H(F ∗ε (ξ1, η1, ξ2, η2), ε) = K
∗
ε (ξ1η1, ξ2η2).
On en de´duit
H(Fε(ξ1, η1, ξ2, η2), ε) = H(P−1F ∗ε P(ξ1, η1, ξ2, η2), ε)
= H(F ∗ε (ξ1, η1,
1√
2
(ξ2 + iη2),
1√
2
(η2 + iξ2)), ε) = K
∗
ε (ξ1η1,
i
2
(ξ22 + η
2
2)) := Kε(ξ1η1, ξ
2
2 + η
2
2).
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On a maintenant tous les e´le´ments pour de´montrer la C.1.
De´monstration de la Proposition C.1
Montrons que Fε de´finie dans le Lemme C.11 ve´rifie les re´sultats annonce´s dans la Pro-
position C.1. Soit ρ′0 < ρ0 tel que 4ρ′0 soit un rayon de convergence de la se´rie entie`re M
du Lemme C.9 et tel que ρ′0 soit un rayon de convergence de F ∗0 (ce qui est bien possible
car F ∗0 est convergente d’apre`s le Lemme C.9). Et soit M0 := ‖M‖A(B(0,4ρ′0)).
– (C.1) est bien ve´rifie´e graˆce au (ii) du Lemme C.11 ;
– (C.2) est une conse´quence du Lemme C.7 ;
– (i) de´coule directement du Lemme C.9 ;
– (ii) et (iii) viennent du Lemme C.9 et du fait que le monoˆme de degre´ 1 de
F ∗0 (ξ1, η1, ξ2, η2) est (ξ1, η1, ξ2, η2) et le monoˆme de degre´ 1 de (F ∗0 )−1(q1, p1, q2, p2) est
(q1, p1, q2, p2) ;
– (iv) se de´duit de (i) par le (vi) du Lemme B.3 ;
– (v) se de´duit de (i) par le Lemme B.5 suivi du (vi) du Lemme B.3 ;
– (vi) et (vii) se de´duisent de (i) et (ii) puis du Lemme B.3-(vi) ;
– (viii) et (ix) s’obtiennent graˆce a` (vi) et au Lemme C.7.
2
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Re´sume´ / Abstract
Re´sume´
Dans cette the`se on s’inte´resse a` deux proble`mes faisant intervenir des formes normales
de champs de vecteurs et des phe´nome`nes exponentiellement petits.
Dans le premier chapitre on de´montre tout d’abord deux the´ore`mes de normalisation
avec restes exponentiellement petits pour des champs de vecteurs analytiques au voisinage
d’un point d’e´quilibre, dans le cas non autonome pe´riodique. Le premier the´ore`me de
normalisation permet de construire une quasi-varie´te´ invariante a` un exponentiellement
petit pre`s, tandis que le deuxie`me met le champ de vecteur sous la forme normale de
Elphick-Tirapegui-Brachet-Coullet-Iooss a` un exponentiellement petit pre`s.
Dans le deuxie`me chapitre on travaille pre`s d’un point d’e´quilibre d’une famille de syste`mes
hamiltoniens au voisinage d’une re´sonance 02iω. On de´montre l’existence d’une famille
d’orbites pe´riodiques entourant l’e´quilibre puis l’existence d’orbites homoclines a` plu-
sieurs boucles a` chacune de ces orbites pe´riodiques, aussi proche de cet e´quilibre que l’on
veut a` l’exception de l’e´quilibre lui-meˆme. La de´monstration est base´e sur la preuve d’un
the´ore`me de forme normale hamiltonien inspire´ des formes normales de Elphick-Tirapegui-
Brachet-Coullet-Iooss ainsi que sur une normalisation locale hamiltonienne s’appuyant sur
un re´sultat de Moser. On obtient ensuite le re´sultat graˆce a` des arguments ge´ome´triques
lie´s a` la petite dimension et a` un the´ore`me KAM qui permet de confiner les boucles.
Pour le meˆme proble`me dans le cadre d’un champ de vecteurs re´versible non hamilto-
nien, l’apparition d’exponentiellement petits lors de la perturbation de l’orbite homocline
de la forme normale empeˆche la de´monstration de l’existence d’orbites homoclines a` des
orbites pe´riodiques de taille exponentiellement petite. Le meˆme phe´nome`ne apparait ici
mais l’obstacle est contourne´ graˆce a` des arguments ge´ome´triques spe´cifiques aux syste`me
hamiltoniens.
Mots cle´s : Formes normales, phe´nome`nes exponentiellement petits, varie´te´s invariantes,
Gevrey, resonance 02iω, syste`mes hamiltoniens, orbites homoclines a` plusieurs boucles,
ondes solitaires ge´ne´ralise´es, KAM, the´ore`me de Liapunoff.
Abstract
In this thesis we consider two problems dealing with normal forms of vector fields and
exponentially small phenomena.
In the first chapter, we prove two results of normalization with exponentially small remain-
ders for analytic vectorfiels in the neighborhood of a fixed point, in a periodic nonautono-
mous case. The first normalization theorem allows to construct a quasi-invariant manifold
with an exponentially small remainder while the second one is a normal form result of the
Elphick-Tirapegui-Brachet-Coullet-Iooss type with an exponentially small remainder.
In the second chapter, we study the dynamic near the equilibrium point of a family of
hamiltonian systems in the neighborhood of a 02iω resonance. We first show the existence of
a family of periodic orbits surrounding the equilibrium and then the existence of homoclinic
orbits with several loops for every periodic orbit close to the origin, except the origin itself.
The proof is based on a hamiltonian normal form theorem proved in this chapter, inspired
by the Elphick-Tirapegui-Brachet-Coullet-Iooss normal form and on a local hamiltonian
normalization relying on a result of Moser. We obtain the result of existence of homoclinic
orbits by geometrical arguments based on the low dimension and with the aid of a KAM
theorem which allows to confine the loops. The same problem was studied before for
reversible non hamiltonian vectorfields, and the splitting of the homoclinic orbits lead
to exponentially small terms which prevent the existence of homoclinic connections to
exponentially small periodic orbits. The same phenomenon occurs here but we get round
this difficulty thanks to geometric arguments specific to hamiltonian systems.
Key words : Normal forms, exponentially small phenomena, invariant manifolds, Gevrey,
02iω, hamiltonian systems, homoclinic orbits with several loops, generalized solitary waves,
KAM, Liapunoff theorem.
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