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Abstrat
In 1930, Gödel [7℄ presented in Königsberg his famous Inompleteness Theorem, stat-
ing that some true mathematial statements are unprovable. Yet, this result gives us no
idea about those independent (that is, true and unprovable) statements, about their fre-
queny, the reason they are unprovable, and so on. Calude and Jürgensen [4℄ proved in 2005
Chaitin's heuristi priniple for an appropriate measure: the theorems of a nitely-speied
theory annot be signiantly more omplex than the theory itself (see [5℄). In this work,
we investigate the existene of other measures, dierent from the original one, whih satisfy
this heuristi priniple. At this end, we introdue the denition of aeptable omplexity
measure of theorems.
1 Introdution
In 1931, Gödel [7℄ presented in Königsberg his famous (rst) Inompleteness Theorem, stat-
ing that some true mathematial statements are unprovable. More formally and in modern
terms, it states the following:
Every omputably enumerable, onsistent axiomati system ontaining elemen-
tary arithmeti is inomplete, that is, there exist true sentenes unprovable by
the system.
The truth is here dened by the standard model of the theory we onsider. Yet, this result
gives us no idea about those independent (that is, true and unprovable) statements, about
their frequeny, the reason they are unprovable, and so on. Those questions of quantitative
results about the independent statements have been investigated by Chaitin [5℄ in a rst
time, and then by Calude, Jürgensen and Zimand [2℄ and Calude and Jürgensen [4℄. A state
of the art is given in [3℄. Those results state that in both topologial and probabilisti terms,
inompleteness is a widespread phenomenon. Indeed, unprovability appears as the norm for
true statements while provability appears to be rare. This interesting result brings two more
questions. Whih true statements are provable, and why are they provable when other ones
are unprovable?
Chaitin [5℄ proposed an heuristi priniple to answer the seond question: the theorems
of a nitely-speied theory annot be signiantly more omplex than the theory itself. It
was proven [4℄ that Chaitin's heuristi priniple is valid for an appropriate measure. This
measure is based on the program-size omplexity: The omplexity H(s) of a binary string
s is the length of the shortest program for a self-delimiting Turing mahine (to be dened
∗
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in the next setion) to alulate s (see [8, 6, 1, 9℄). We onsider the following omputable
variation of the program-size omplexity:
δ(x) = H(x)− |x| .
This measure gives us some indiations about the reasons of unprovability of ertain
statements. It would be very interesting to have other results in order to understand the
Inompleteness Theorem. Among them, one an try to prove a kind of reverse of the theorem
Calude and Jürgensen proved. Their theorem states that there exists a onstant N suh that
any theory whih satises the hypothesis of Gödel's Theorem annot prove any statements
x with δ(x) > N . Another question of interest ould be the following: Does there exist any
independent statements with a low δ-omplexity?
Those results are only examples of what an be investigated in this domain. Yet, suh
results seem to be hard to prove with the δ-omplexity. The aim of our work is to nd
other omplexities whih satisfy this heuristi priniple in order to be able to prove the
remaining results. At this end, we introdue the notion of aeptable omplexity measure
of theorems whih aptures the important properties of δ. After studying the results of [4℄
about δ, we dene the aeptable omplexity measures. We study their properties, and try
to nd some other aeptable omplexity measures, dierent from δ.
The paper is organized as follows. We begin in Setion 2 by some notations and useful
denitions. In Setion 3, we present the results of [4℄ with some orretions. Setion 4
is devoted to the denition of the aeptable omplexity measure of theorems, and some
ounter-examples will be given in Setion 5. This setion is also devoted to the proof of the
independene of the onditions we impose on a omplexity to be aeptable. In Setion 6,
we will be interested in the possible forms of those aeptable omplexity measures.
2 Prerequisites and notations
In the sequel, N and Q respetively denote the sets of natural integers and rational numbers.
For an integer i ≥ 2, logi is the base i logarithm. We use the notations ⌊α⌋ and ⌈α⌉
respetively for the oor and the eiling of a real α. The ardinality of a set S is denoted by
ard(S). For every integer i ≥ 2, we x an alphabet Xi with i elements, X
∗
i being the set of
nite strings on Xi, inluding the empty string λ, and |w|i the length of the string w ∈ Xi.
We assume the reader is familiar with Turing mahines proessing strings [13℄ and with
the basi notions of omputability theory (see, for example [12, 11, 10℄). We reall that a set
is said omputably enumerable (abbreviated .e.) if it is the domain of a Turing mahine,
or equivalently if it an be algorithmially listed.
The omplexity measures we study are omputable variation of the program-size om-
plexity. In order to dene it, we dene the self-delimiting Turing mahines, shortly
mahines, whih are Turing mahines the domain of whih is a prex-free set. A set
S ⊂ X∗i is said prex-free if no string of S is a proper extension of another one. In other
words, if x, y ∈ S and if there exists z suh that y = xz, then z = λ. We denote by
PROGT = {x ∈ X
∗
i : T halts on x} the program set of the Turing mahine T . We reall two
important results on prex-free sets. If S ⊂ X∗i is a prex-free set, then Kraft's Inequality
holds:
∑∞
k=1 rk · i
−k ≤ 1, where rk = {x ∈ S : |x|i = k}. The seond result is alled the
Kraft-Chaitin Theorem and states the following: Let (nk)k∈N be a omputable sequene of
non-negative integers suh that
∞∑
k=1
i−nk ≤ 1,
then we an eetively onstrut a prex-free sequene of strings (wk)k∈N suh that for eah
k ≥ 1, |wk|i = nk.
The program-size omplexity of a string x ∈ X∗Q, relative to the mahine T , is dened by
Hi,T = min {|y|i : y ∈ X
∗
i and T (y) = x} .
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In this denition, we assume that min(∅) = ∞. The Invariane Theorem ensures the
eetive existene of a so-alled universal mahine Ui whih minimize the program-size
omplexity of the strings. For every T , there exists a onstant c > 0 suh that for all
x ∈ X∗i , Hi,Ui(x) ≤ Hi,T (x) + c. In the sequel, we will x Ui and denote by Hi the
omplexity Hi,Ui relative to Ui.
A Gödel numbering for a formal language L ⊆ X∗i is a omputable, one-to-one funtion
g : L → X∗2 . By Gi, or G if there is no possible onfusion, we denote the set of all
the Gödel numbering for a xed language. In what follows, we onsider theories whih
satisfy the hypothesis of Gödel Inompleteness Theorem, that is nitely-speied, sound
and onsistent theories strong enough to formalize arithmeti. The rst ondition means
that the set of axioms of the theory is .e.; soundness is the property that the theory only
proves true sentenes; onsisteny states that the theory is free of ontraditions. We will
generally denote by F suh a theory, and by T the set of theorems that F proves.
3 The funtion δg
We present in this setion the funtion δg and some results about it. It was dened in [4℄
and almost all the results ome from this paper. Hene, omplete proofs of the results an
be found in it. Yet, there was a mistake in the paper, and we need to modify a bit the
denition of δg. We have to adapt the proofs with the new denition. The transformations
are essentially osmeti in almost all the proofs so we give only skethes of them. For
Theorem 3.2, there are a bit more than details to hange, so we provide a omplete proof of
this result. Furthermore, we formally prove an assertion used in the proof of Theorem 3.5.
We rst dene, for every integer i ≥ 2, the funtion δi by
δi(x) = Hi(x) − |x|i .
Now, in order to ensure that the omplexity we study is not dependent on the way we write
the theorems, we dene the δ-omplexity indued by a Gödel numbering g by1
δg(x) = H2(g(x)) − ⌈log2(i) · |x|i⌉ ,
where g is a Gödel numbering the domain of whih is in X∗i .
The rst result omes in fat from [1℄, and the theorem we present here is one of its
diret orollaries.
Theorem 3.1 ([4, Corollary 4.3℄). For every t ≥ 0, the set {x ∈ X∗i : δi(x) ≤ t} is innite.
Proof. Following [1, Theorem 5.31℄, for every t ≥ 0, the set Ci,t = {x ∈ X
∗
i : δi(x) > −t} is
immune
2
. Hene, as Complexi,t = {x ∈ X
∗
i : δi(x) > t} is an innite subset of an immune
set, it is immune itself. The set in the statement being the omplement of the immune set
Complexi,t, it is not omputable, and in partiular innite.
The next theorem states that the denitions via a Gödel numbering or without this devie
are not far from eah other. It allows us to work with the funtion δi instead of δg and thus
to simplify the proofs thanks to the elimination of some tehnial details. Nevertheless,
those details are present in the following proof.
Theorem 3.2 ([4, Theorem 4.4℄). Let A ⊆ X∗i be .e. and g : A → B
∗
be a Gödel
numbering. Then, there eetively exists a onstant c (depending upon Ui, U2, and g) suh
that for all u ∈ A we have
|H2(g(u))− log2(i) ·Hi(u)| ≤ c. (3.1)
1
The denition in [4℄ was δg(x) = H2(g(x))− ⌈log2 i⌉ · |x|i.
2
A set is said immune when it is innite and ontains no innite .e. subset.
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Proof. We will in fat prove the existene of two onstants c1 and c2 suh that on one hand
H2(g(u)) ≤ log2(i) ·Hi(u) + c1 (3.2)
and on the other hand
log2(i) ·Hi(u) ≤ H2(g(u)) + c2. (3.3)
For eah string w ∈ PROGUi , we dene nw = ⌈log2(i) · |w|i⌉. This integers verify the
following: ∑
w∈PROGUi
2−nw =
∑
w∈PROGUi
2−⌈log2(i)·|w|i⌉ ≤
∑
w∈PROGUi
i−|w|i ≤ 1,
beause PROGUi is prex-free. This inequality shows that the sequene (nw) satises the
onditions of the Kraft-Chaitin Theorem. Consequently, we an onstrut, for every w ∈
PROGUi , a binary string sw of length nw and suh that the set {sw : w ∈ PROGUi} is .e.
and prex-free. Aordingly, we an onstrut a mahine M whose domain is this set, and
suh that for every w ∈ PROGUi ,
M(sw) = g(Ui(w)).
If we denote, for a string x ∈ X∗i , x
∗
the lexiographially rst string of length Hi(x) suh
that Ui(x
∗) = x, we now have M(sw∗) = g(Ui(w
∗)) = g(w), and hene
HM (g(w)) ≤ |sw∗ |2 = ⌈log2(i) · |w
∗|i⌉
= ⌈log2(i) ·Hi(w)⌉ ≤ log2(i) ·Hi(w) + 1.
By the Invariane Theorem, we get the onstant c1 suh that (3.2) holds true.
We now prove the existene of c2 suh that (3.3) holds true. The proof is quite similar.
For eah string w ∈ PROGU2 , we dene mw = ⌈logi(2) · |w|2⌉. As for the nw, the integers
mw satisfy ∑
w∈PROGU2
i−mw ≤
∑
w∈PROGU2
2−|w|2 ≤ 1.
We an also apply the Kraft-Chaitin Theorem to eetively onstrut, for every w ∈
PROGU2 , a string tw ∈ X
∗
i of length mw and suh that the set {tw : w ∈ PROGU2} is
.e. and prex-free. As g is a Gödel numbering and hene one-to-one, we an onstrut
a mahine D whose domain is the previous set and suh that D(tw) = u if U2(w) = g(u).
Now, if U2(w) = g(u), then
HD(u) ≤ ⌈logi(2) · |w|2⌉ ≤ logi(2) · |w|2 + 1
≤ logi(2) ·H2(g(u)) + d.
So we apply the Invariane Theorem to get a onstant d′ suh that log2(i) ·Hi(u) ≤ log2(i) ·
HD(u) + d
′
, hene
log2(i) ·Hi(u) ≤ H2(g(u)) + d+ d
′.
The onstant c2 = d+ d
′
satises (3.3).
In [4℄, the equation (3.1) was |δg(u)− ⌈log2 i⌉ · δi(u)| ≤ d. Theorem 3.2 gives a similar
result for δ, hene |δg(u)− log2(i) · δi(u)| ≤ c + 1, where c is the onstant of the theorem.
In the proof, we supposed that A = X∗i but it is still valid with a proper subset of X
∗
i .
The next orollary will be important for the generalization of δg we will do in the next
setion. It is the same kind of result as above, but applied to two Gödel numberings.
Corollary 3.3 ([4, Corollary 4.5℄). Let A ⊆ X∗i be .e. and g, g
′ : A → B∗ be two Gödel
numberings. Then, there eetively exists a onstant c (depending upon U2, g and g
′
) suh
that for all u ∈ A we have:
|H2(g(u))−H2(g
′(u))| ≤ c. (3.4)
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In order to have a omplete formal proof of Theorem 3.5, we need to bound the omplexity
of the set T of theorems that a theory F proves. It is the aim of the following lemma.
Lemma 3.4. Let F be a nitely-speied, arithmetially sound (i.e. eah arithmetial
proven sentene is true), onsistent theory strong enough to formalize arithmeti, and denote
by T its set of theorems written in the alphabet Xi. Then for every x ∈ T ,
1
2
· |x|i +O(1) ≤ Hi(x) ≤ |x|i +O(1).
Proof. For the upper bound, it is suient to give a way to desribe those theorems using
desriptions not greater than their lengths, and whih ensure that the omputer we use is
self-delimiting. We rst note that a theorem in T is a speial well-formed formula. The
bound we give is valid for the set of all the well-formed formulae. We onsider the following
program C: on its input x, C tests if x is a well-formed formula. It outputs it if the ase
arises, and enters in an innite loop else.
This program has to be modied a bit as its domain is not prex-free. The idea here is
to add at the end of the input a marker whih appears only at the end of the words. In that
way, if x is prex of y, then the end-marker has to appear in y. As it an only appear at the
end of y, then x = y. It ensures that the domain is prex-free. We now have to dene an
end-marker. It is suient to take an ill-formed formula. More preisely, we need a formula
y suh that for every well-formed formula x, xy is ill-formed, and for every z ∈ X∗i , xyz is
also ill-formed. For instane, we an take y = ++, where the symbol + is interpreted as
the addition of natural numbers. There are in all formal systems plenty of possibilities for
this y (another hoie ould be (+ for instane, or any ill-formed formula with parenthesis
around). In the sequel, y represents a xed suh ill-formula.
The new mahine C works as follows: on an input z, C heks if z = xy with a ertain
x. If the ase arises, it heks if x is a well-formed formula, and then outputs x if it does. In
all the other ases, C diverges. Now, we have a new mahine C whose domain is prex-free,
and suh that HC(x) ≤ |x|i + |y|i. By the Invariane Theorem, we get a onstant c suh
that Hi(x) ≤ |x|i + c.
We now prove the lower bound, that is that the omplexity of a theorem has to be
greater than a half of its length, up to a onstant. The idea is the following: If we onsider
a sentene x of the set of theorems T , then it may ontain some variables whih annot
be ompressed. More preisely, as we an work with many variables, it is not possible that
for eah of these variable, the word whih is used to represent it has a small omplexity.
To formalize the idea, we have to dene in a formal way what the variables in our formal
language are. We onsider that the variables are reated as follows. A variable is denoted by
a speial harater, say v, indiating that it is a variable, and then a binary-written number
identifying eah variable. This number is alled the identier of the variable. In the sequel,
we denote by vn the variable the identier of whih is the integer n.
Now, we have to onsider the formulae dened by
ϕ(m,n) ≡ ∃vm∃vn(vm = vn).
We suppose that m and n are random strings, that is Hi(m) ≥ |m|i + O(1) and Hi(n) ≥
|n|i + O(1). Furthermore, we suppose that H(m,n) ≥ |m|i + |n|i + O(1), in other words
that m and n together are random. We an suppose that as suh words do exist. Then
Hi(ϕ(m,n)) ≥ Hi(m) +Hi(n) +O(1)
≥ |m|i + |n|i +O(1)
≥
1
2
· |ϕ(m,n)|i +O(1).
Thus, we obtained the lower bound.
Improving the bounds in this lemma seems to be hard. A preliminary work should be
to dene exatly what we aept as a formal language.
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The next theorem is the formal version of Chaitin's heuristi priniple. The very
substane of the proof omes from previous results.
Theorem 3.5 ([4, Theorem 4.6℄). Consider a nitely-speied, arithmetially sound (i.e.
eah arithmetial proven sentene is true), onsistent theory strong enough to formalize
arithmeti, and denote by T its set of theorems written in the alphabet Xi. Let g be a Gödel
numbering for T . Then, there exists a onstant N , whih depends upon Ui, U2 and T , suh
that T ontains no x with δg(x) > N .
Proof. By Lemma 3.4, for every x ∈ T , δi(x) ≤ c. Using Theorem 3.2, there exists a
onstant N suh that for every x ∈ T , δg(x) ≤ N .
The δg measure is also useful to prove a probabilisti result about independent state-
ments. Indeed, we an prove that the probability of a true statement of length n to be
provable tends to zero when n tends to innity.
Proposition 3.6 ([4, Proposition 5.1℄). Let N > 0 be a xed integer, T ⊂ X∗i be .e. and
g : T → B∗ be a Gödel numbering. Then,
lim
n→∞
i−n · ard {x ∈ X∗i : |x|i = n, δg(x) ≤ N} = 0. (3.5)
We do not give a proof of this proposition beause it is essentially tehnial. It an
be found in [4℄. In Setion 5, the proof of Proposition 5.6 uses the same arguments and
diers from this one only by details. Now, we an express the probabilisti result about
independent statements. The proof of this result an be found in [4, p. 11℄.
Theorem 3.7 ([4, Theorem 5.2℄). Consider a onsistent, sound, nitely-speied theory
strong enough to formalize arithmeti. The probability that a true sentene of length n is
provable in the theory tends to zero when n tends to innity.
4 Aeptable omplexity measures
The funtion δg is our model to build the notion of aeptable omplexity measure of theorems.
At this end, we rst dene what a builder is, and then the properties it has to verify in
order to be said aeptable. An aeptable omplexity measure of theorems will then be a
omplexity measure built via an aeptable builder.
Denition 4.1. For a omputable funtion ρˆi : N × N → Q, we dene the omplexity
measure builder ρ by
ρ : G → [X∗i → Q]
g 7→ [u 7→ ρˆi(H2(g(u)), |u|i)]
The funtion ρˆi is alled the witness of the builder. In the sequel, we note ρg(u) instead of
ρ(g)(u).
Now, we dene three properties that a builder has to verify to be aeptable. We reall
that F denotes a theory whih satisfy the hypothesis of Gödel Inompleteness Theorem,
and T its set of theorems.
Denition 4.2. A builder ρ is said aeptable if for every g, the measure ρg veries the
three following onditions:
(i) For every theory F , there exists an integer NF suh that if F ⊢ x, then ρg(x) < NF .
(ii) For every integer N ,
lim
n→∞
i−n · ard {x ∈ X∗i : |x|i = n and ρg(x) ≤ N} = 0.
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(iii) For every Gödel numbering g′, there exists a onstant c suh that for every string
u ∈ X∗i , |ρg(u)− ρg′(u)| ≤ c.
The rst property is simply the formal version of Chaitin's heuristi priniple. The se-
ond one orresponds to Proposition 3.6 and eliminate trivial measures. Finally, (iii) ensures
the independene on the way the theorems are written. In other words, the properties (i),
(ii) and (iii) ensure that an aeptable omplexity measure satisfy Theorem 3.5, Proposition
3.6 and Corollary 3.3 respetively.
The following proposition will be useful in the sequel. It is a weaker version of the
property (i) whih is used to prove that a measure is not aeptable, and more preisely
that it does not satisfy this rst property.
Proposition 4.3. Let ρg be an aeptable omplexity measure. Then there exists an integer
N suh that for every integer M ≥ N , the set
{x ∈ X∗i : ρg(x) ≤M} (4.1)
is innite.
Proof. We onsider a theory F and the integer NF given by the property (i) in Denition
4.2. Clearly, F an prove an innity of theorems, suh as n = n for all integer n. All of
them have by property (i) a omplexity bounded by NF . If T is the set of theorem that F
proves, then
T ⊂ {x ∈ X∗i : ρg(x) ≤ NF} .
As T is innite, so is the set in the proposition, and it remains true for every M ≥ NF .
We now prove that the δg-omplexity is an aeptable omplexity measure. This result
is natural as the notion of aeptable omplexity measure was built to generalize δg.
Proposition 4.4. The funtion δg is an aeptable omplexity measure.
Proof. The δg funtion we dened plays the role of ρg. We have to provide an aeptable
builder. Let dene
δˆi(x, y) = x− ⌈log2(i) · y⌉
whih plays the role of ρˆi. Then δg(x) = δˆi(H2(g(x)), |x|i).
In fat, the properties of δg proved in [4℄ are exatly what we need here. One an easily
hek that (i) is ensured by Theorem 3.5, (ii) by Proposition 3.6 and (iii) by Corollary
3.3.
The goal of dening an aeptable builder and an aeptable measure is to study other
omplexities than δg. The following example proves that the program-size omplexity is not
aeptable. This result, even though it is plain, is very important. Indeed, it justies the
need to dene other omplexity measures.
Example 4.5. A rst natural omplexity to study is the program-size omplexity. There
is no diulty in verifying that H is a omplexity measure. Formally, we have to dene
ρˆi(x, y) = x and suh that H2(g(x)) = ρˆi(x, |x|i). We study the properties of the builder
g 7→ [x 7→ H2(g(x))]. Let us see how it behaves with the three properties of Denition 4.2.
(i) This rst property annot be veried. Indeed, we note that
ard {x ∈ X∗i : H2(g(x)) ≤ N}
≤ ard {y ∈ X∗2 : H2(y) ≤ N}
≤ 2N .
If the property was veried, the set of theorems T proved by F would be bounded by
2N , a ontradition.
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(ii) This property is on the ontrary obviously veried. Indeed, as
ard {x ∈ X∗i : H2(g(x)) ≤ N} ≤ 2
N
, {x ∈ X∗i : |x|i = n and H2(g(x)) ≤ N} = ∅ for
large enough n.
(iii) This property orresponds exatly to Corollary 3.3, and is veried.
As the program-size omplexity annot be used there, we try to nd other omplexities
whih better reet the intrinsi omplexity. That is why we use the length of the strings
to alter the omplexity. It seems natural that the longest strings are also the most diult
to desribe
3
. In the next setion, we will give two other examples of builder whih are not
aeptable.
5 Independene of the three onditions
The aim of this setion is to prove that the onditions (i), (ii) and (iii) in Denition 4.2
are independent from eah other. At this end, we give two new examples of unaeptable
builders. Eah of those unaeptable builders exatly satisfy two onditions in Denition
4.2. Furthermore, they give us a rst idea of the ingredients needed to build an aeptable
omplexity builder. In partiular they show us that a builder shall neither be too small nor
too big.
Example 5.1. Let ρˆ1i be the funtion dened by ρˆ
1
i (x, y) = x/y if y 6= 0 and 0 else. It
denes a builder ρ1 and for every Gödel numbering g, we an dene ρ1g by
ρ1g(x) =
{
H2(g(x))
|x|
i
, if x 6= λ,
0, else.
We will see in the sequel that ρ1 is a too small omplexity. In fat, it is even bounded.
In order to avoid this problem, we dene ρ2 by dividing the program-size omplexity by the
logarithm of the length.
Example 5.2. We onsider ρˆ2i dened by
ρˆ2i (x, y) =
{
x
⌈log
i
y⌉ , if y > 1,
0, else.
The orresponding builder applied with a Gödel numbering g denes the funtion
ρ2g(x) =
{
H2(g(x))
⌈logi|x|i⌉
, if |x|i > 1,
0, else.
In order to make the proofs easier, we introdue a new funtion for eah already dened
builders. Those funtions make no use of Gödel numberings. They are the equivalents of δi
for ρ1 and ρ2. They an help us in the proofs beause we prove rst that they are up to a
onstant equal to the omplexity measures. For ρ1, we dene ρ1i be by ρ
1
i (x) = Hi(x)/ |x|i
if x 6= λ and 0 else. And similarly, for ρ2, we dene ρ2i (x) = Hi(x)/ ⌈logi |x|i⌉ if |x|i > 1 and
0 else.
Lemma 5.3. Let A ⊆ X∗i be .e. and g : A → B
∗
be a Gödel numbering. Then, there
eetively exists a onstant c (depending upon Ui, U2 and g) suh that for all u ∈ A, we
have ∣∣∣ρjg(u)− log2(i) · ρji (u)∣∣∣ ≤ c, (5.1)
j = 1, 2.
3
One has to be very areful with this statement whih is not really true.
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Proof. We rst note that this dierene is null for u = λ in the ase j = 1, and for |u|i ≤ 1
in the ase j = 2. In the sequel, we suppose that |u|i > 0 (for j = 1) or |u|i > 1 (for j = 2).
Theorem 3.2 states that
|H2(g(u))− log2(i) ·Hi(u)| ≤ c.
We now just have to divide the whole inequality by |u|i ≥ 1 to obtain (5.1) with j = 1 and
by ⌈logi |u|i⌉ whih is not less than one but for nitely many u to obtain the result with
j = 2.
This result allows us to work with muh easier forms of the omplexity funtions. We
now study the properties that ρ1g and ρ
2
g satisfy. As a orollary of the above lemma, we an
note that both of the measures satisfy (iii).
Proposition 5.4. The funtion ρ1g veries ondition (i) in Denition 4.2, but does not
verify (ii).
Lemma 5.5. There exists a onstant M suh that for all x ∈ X∗i , ρ
1
g(x) ≤M .
Proof. The result is plain for x = λ. We now suppose that |x|i > 0. In view of [1, Theorem
3.22℄, there exist two onstants α and β suh that for all x ∈ X∗i ,
Hi(x) ≤ |x|i + α · logi |x|i + β,
so, for x 6= λ,
ρ1i (x) ≤ 1 + α ·
logi |x|i
|x|i
+ β ·
1
|x|i
·
As logi(|x|i)/ |x|i ≤ 1 for every x 6= λ, then
ρ1i (x) ≤ 1 + α+ β.
Furthermore, Lemma 5.3 states that for every x, we have
ρ1g(x) ≤ c+ log2(i) · ρ
1
i (x)
≤ c+ log2(i) · (1 + α+ β).
Aordingly, M = ⌈c+ log2(i) · (1 + α+ β)⌉ satises the statement of the lemma.
Proof of Proposition 5.4. The property (i) is obvious sine Lemma 5.5 tells us that the
bound is valid for every sentene x, not only provable ones. On the ontrary, the fat that
ρ1g is bounded by M implies that for N ≥M , the set
{
x ∈ X∗i : |x|i = n and ρ
1
g(x) ≤ N
}
is
the set Xni . Hene the limit of (ii) is 1 instead of 0.
The above proof shows us that an aeptable omplexity measure annot be too small (ρ1
is even bounded). We will now see, thanks to the omplexity measure ρ2, that an aeptable
omplexity measure annot be too big either.
Proposition 5.6. The funtion ρ2g veries ondition (ii) in Denition 4.2, but does not
verify (i).
Proof. We begin with the proof of (ii) for ρ2. Theorem 5.3 allows us to onsider ρ2i instead of
ρ2g, with a new onstant ⌈(N + c)/ log2(i)⌉. Indeed, it states that ρ
2
g(x) ≥ log2(i) · ρ
2
i (x)− c,
and onsequently
{
x ∈ Xni : ρ
2
g(x) ≤ N
}
⊆
{
x ∈ Xni : ρ
2
i ≤
⌈
N + c
log2(i)
⌉}
.
In order to avoid too many notations, we still denote this onstant by N .
First, we note that{
x ∈ Xni : ρ
2
i (x) ≤ N
}
=
{
x ∈ Xni : ∃ y ∈ X
≤N ·⌈log
i
n⌉
i , Ui(y) = x
}
.
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Translating in terms of ardinals, we obtain
ard
{
x ∈ Xni : ρ
2
i (x) ≤ N
}
≤ ard
{
x ∈ Xni : ∃ y ∈ X
≤N ·⌈log
i
n⌉
i , Ui(y) = x
}
≤ ard
{
y ∈ X
≤N ·⌈log
i
n⌉
i : |Ui(y)| = n
}
≤ ard
{
y ∈ X
≤N ·⌈log
i
n⌉
i : Ui(y) halts.
}
≤
N ·⌈log
i
n⌉∑
k=1
ard
{
y ∈ Xki : Ui(y) halts.
}︸ ︷︷ ︸
rk
We extend these inequalities to the limit when n tends to innity:
lim
n→∞
i−n · ard
{
x ∈ Xni : ρ
2
g(x) ≤ N
}
≤ lim
n→∞
N ·⌈log
i
n⌉∑
k=1
i−n · rk
≤ lim
n→∞
iN ·⌈logi n⌉−n ·
N ·⌈log
i
n⌉∑
k=1
i−N ·⌈logi n⌉ · rk.
We note that
lim
n→∞
N ·⌈log
i
n⌉∑
k=1
i−N ·⌈logi n⌉ · rk = lim
m→∞
m∑
k=1
i−m · rk.
Now,
lim
m→∞
m+1∑
k=1
rk −
m∑
k=1
rk
im+1 − im
=
i
i− 1
· lim
m→∞
i−m · rm = 0.
The last inequality omes from Kraft's inequality:
∞∑
m=1
i−m · rm ≤ 1.
So we an apply Stolz-Cesàro Theorem to ensure that
lim
n→∞
N ·⌈log
i
n⌉∑
k=1
i−N ·⌈logi n⌉ · rk = 0. (5.2)
On the other hand,
lim
n→∞
iN ·⌈logi n⌉−n = 0. (5.3)
We just have to ombine (5.2) and (5.3) to obtain (ii).
Now, it remains to prove that (i) is not veried. At this end, we suppose that (i) holds.
We note T the set of theorems that F proves. Note rst that
ard {x ∈ X∗i : |x|i = n and H2(g(x)) ≤ N · ⌈logi n⌉} (5.4)
≤ ard {y ∈ B∗ : H2(y) ≤ N · ⌈logi n⌉}
≤ 2N ·⌈logi n⌉
≤ 2N ·(logi n+1)
≤ 2N · nN ·logi 2. (5.5)
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So, if (i) holds for all x ∈ T , we have
ard {x ∈ T : |x| = n} ≤ αnβN , (5.6)
for every integer n, where α and β ome from (5.5).
But we now onsider the set of formulae
Φk =
{
Q0x0Q1x1 . . . Qkxk
k∧
l=0
(xl = xl) : Ql ∈ {∀, ∃}
}
.
Eah formula ϕ ∈ Φk is true, and all formulae have the same length nk = O(k). Furthermore,
ard Φk = 2
k
.
As all those formulae belong to the prediate logi, all of them are provable in F , that
is to say they belong to T . As we an take k as big as wanted, we an also have nk as big
as wanted.
Now we have, for arbitrary large n, 2O(n) formulae of length n whih belong to T . That
ontradits (5.6), and so, (i) is false.
We an now prove that (i), (ii) and (iii) in Denition 4.2 are independent from eah other.
As we know, with δg, that there exists an aeptable omplexity builder, it is suient to
prove that for eah of the three onditions, there exists a builder whih does not satisfy it
while it satises both other ones.
Theorem 5.7. Eah ondition in Denition 4.2 is independent from others.
Proof. The measure builder ρ1 is an measure example whih satises both (i) and (iii) but
not (ii) while ρ2 does not satisfy (i) but (ii) and (iii). To prove the omplete independene
of the three onditions, it remains to prove that a omplexity measure builder an satisfy
both (i) and (ii) without satisfying (iii).
In fat, our proof here does not exatly follow the sheme we gave. It is still unknown if
all the omplexity measure builders satisfy (iii), or if there exist some of them not satisfying
it. Thus, the proof is built as follows. We prove that either all omplexity builders satisfy
(iii), or there exists at least one omplexity builder satisfying (i) and (ii) without satisfying
(iii). We also give the exat question the answer of whih would make the hoie between
the both possibilities.
Let g and g′ be two Gödel numberings from X∗i to X
∗
2 , and ρg and ρg′ two omplexity
measures built with the same builder. The question is to know if H2(g(x)) = H2(g
′(x))
for all but nitely many x ∈ X∗i or if there exists an innite sequene (xn)n∈N suh that
H2(g(xn)) 6= H2(g
′(xn)) for all n. Suppose that the rst ase holds, then for all but nitely
many x ∈ X∗i , ρg(x) = ρˆi(H2(g(x)), |x|i) = ρˆi(H2(g
′(x)), |x|i) = ρg′(x). Consequently
c = max {|H2(g(x)) −H2(g
′(x))| : x ∈ X∗i } <∞,
and the builder ρ satisfy (iii).
We suppose now that the seond ase holds, that means that there exist innitely many
strings x ∈ X∗i suh that H2(g(x)) 6= H2(g
′(x)). We onsider the aeptable omplexity
measure δg. We dene the measure ρg by x 7→ δg(x)
2
. More formally, if we denote by δˆi the
witness of the builder δ, we dene the builder ρ via the witness ρˆi = δˆ
2
i . Let us onsider the
behaviour of this funtion with the three properties:
(i) As δg is aeptable, there exists NF suh that if F ⊢ x, then δg(x) ≤ NF . Then it is
plain that ρg(x) ≤ NF
2
. So (i) is veried.
(ii) For an integer N ≥ 1, if ρg(x) ≤ N , then δg(x) ≤ N too. So we have the following:
{x ∈ X∗i : |x|i = n and ρg(x) ≤ N}
⊂ {x ∈ X∗i : |x|i = n and δg(x) ≤ N} .
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Consequently,
lim
n→∞
i−n · ard {x ∈ X∗i : |x|i = n and ρg(x) ≤ N}
≤ lim
n→∞
i−n · ard {x ∈ X∗i : |x|i = n and δg(x) ≤ N} = 0.
So (ii) is also veried.
(iii) We rst note that
ρg(x) − ρg′(x)
= δg(x)
2 − δg′(x)
2
= (H2(g(x)) − ⌈log2(i) · |x|i⌉)
2
−(H2(g
′(x)) − ⌈log2(i) · |x|i⌉)
2
= (H2(g(x))
2 −H2(g
′(x))2)
−2 · ⌈log2(i) · |x|i⌉ (H2(g(x)) −H2(g
′(x))).
We know from Corollary 3.3 that (H2(g(x)) −H2(g
′(x))) is bounded. Thus, we only
need to prove that
∣∣H2(g(x))2 −H2(g′(x))2∣∣ is unbounded, and we will be able to
onlude that (iii) is not satised by ρ. Suppose that it is bounded by an integer N .
As we have supposed that there exist innitely many x ∈ X∗i suh that H2(g(x)) 6=
H2(g
′(x)), then there exists for every integer M a string x suh that H2(g(x)) >
H2(g
′(x)) > M4. Then
H2(g(x))
2 −H2(g
′(x))2
= (H2(g(x)) −H2(g
′(x))) · (H2(g(x)) +H2(g
′(x)))
> 1 · (2 ·M) = 2M.
We an also onlude, using an integer M > N/2 that this bound annot exist, that
is (iii) is not satised.
6 Form of the aeptable omplexity measures
The aim of this setion is to give some onditions that a omplexity measure has to verify
to be aeptable. More preisely, we will study some onditions a builder, and in partiular
its witness, has to verify suh that the omplexity measures it builds are aeptable ones.
We restrit our study to partiular witnesses, suh as linear funtions in both variables, or
funtions dened by
ρˆi(x, y) =
x
f(y)
where f is a omputable funtion.
Our rst result shows a kind of stability of the aeptable omplexity measures. Fur-
thermore, it makes the following proofs easier.
Proposition 6.1. Let ρg be an aeptable omplexity measure, and α, β ∈ Q suh that
α > 0. Then α · ρg + β is also an aeptable omplexity measure.
Proof. Property (i) in Denition 4.2 remains true with a new onstant α ·N + β instead of
N . In the same way,
{x ∈ X∗i : |x|i = n and α · ρg(x) + β ≤ N}
⊆
{
x ∈ X∗i : |x|i = n and ρg(x) ≤
⌈
N − β
α
⌉}
,
4
We an impose here without any loss of generality that H2(g(x)) > H2(g
′(x)) beause the onverse situation
would be equivalent.
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hene Property (ii) is veried. Now, if we onsider two Gödel numberings g and g′,
|(α · ρg(x) + β)− (α · ρg′(x) + β)| = α · |ρg(x) − ρg′(x)| ≤ α · c,
whih proves that Property (iii) is retained.
We start studying the linear in both variables witnesses. The result we obtain is partial.
However, as disussed after Lemma 3.4, this result is not likely to be improved without a
omplete study of the denition of the formal languages.
Proposition 6.2. Let f be a funtion of two variables, linear in both variables suh that
ρˆi dened by ρˆi(x) = ⌊f(x)⌋ is omputable. If ρˆi denes an aeptable omplexity measure,
then there exist a, b and ε, a > 0 and 1/2 ≤ ε ≤ 1, suh that
ρˆi(x, y) = ⌊a · (x − ε · log2(i) · y) + b⌋ .
Proof. We onsider any funtion whih satises the hypothesis. Then there exist α, β and
γ suh that
ρˆi(x, y) = ⌊αx− βy + γxy⌋ .
Proposition 6.1 allows us to x ρˆi(0, 0) = 0. Of ourse, it would be equivalent to onsider
αx + βy + γxy, but the hosen version simplies the notations. Let β′ be suh that β =
β′ · log2(i). The proof is done in several steps. We start by showing that one at least of α and
γ has to be dierent from zero, then that γ = 0. After that, we prove that α/2 ≤ β′ ≤ α.
Suppose that α = γ = 0. Then ρg(x) = −⌈β |x|i⌉. If β ≤ 0, then Proposition 4.3 is not
veried by our omplexity measure, and hene neither is Property (i). If β ≥ 0, it is obvious
that Property (ii) annot hold true.
Then, we use the property (i) and onsider the set
{x ∈ X∗i : |x|i = n and ρg(x) ≤ N}
⊆
{
x ∈ X∗i : |x|i = n and H2(g(x)) ≤
⌈
βn+N + 1
γn+ α
⌉}
.
Furthermore,
lim
n→∞
βn+N + 1
γn+ α
=


β/γ, if γ 6= 0;
(N + 1)/α, if γ = β = 0;
±∞, if γ = 0 and β 6= 0.
The only solution is the third one beause in order to satisfy (i), this limit has to be innite.
Indeed, if it is nite, we an use the same proof as in Proposition 5.6 to onlude to a
ontradition. So we know that γ = 0, and hene that α 6= 0. We an right now say that α
and β have the same sign, beause the limit annot be −∞. Using Proposition 6.1, we an
assume that α = 1. Indeed, α < 0 is not possible beause of Property (ii).
To make easier the remaining of the proof, we dene an auxiliary measure as we did in
Setions 3 and 5 for δ, ρ1 and ρ2. Let ρi be dened by
ρi(x) = ⌊Hi(x) − β
′ · |x|i⌋ .
Applying Theorem 3.2, we get a onstant c suh that for every x,
|ρg(x) − log2(i) · ρi(x)| ≤ c.
We will now use the property (ii) to have other information on β′, and hene β. We only
know at that stage that β′ > 0. We onsider the set
{x ∈ X∗i : |x|i = n and ρg(x) ≤ N}
⊆ {x ∈ X∗i : |x|i = n and Hi(x) ≤ β
′ · n+N + c+ 1} .
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If β′ > 1, then for every onstant d, if we hoose n large enough we have β′ ·n > n+d · logn.
And we an use the inequality Hi(x) ≤ |x|i+O(logi |x|i) (see [1, Theorem 3.22℄) to onlude
that the above set is Xni . And so, property (ii) is not veried, the limit being 1.
Using now the lower bound in Lemma 3.4, we know that for every proven sentene x,
Hi(x) ≥
1
2
· |x|i .
Suppose that β′ < 1/2. Then for every x suh that F ⊢ x,
ρi(x) =
(
Hi(x) −
1
2
· |x|i
)
+ (
1
2
− β′) · |x|i ≥ (
1
2
− β′) · |x|i .
Thus, (i) annot be veried.
We study another kind of witnesses. Funtions dened by
ρˆi(x, y) =
x
f(y)
where f is a omputable funtion may be interesting beause they are the only reasonable
andidates for being witness of multipliative omplexity measures. Indeed, a omplexity of
the form H2(g(x)) · |x|i has no hane to satisfy the desired properties. Unfortunately, suh
funtions never dene aeptable measures.
Proposition 6.3. Let f be a omputable funtion, and ρˆi dened by
ρˆi(x, y) =
x
f(y)
·
Then the omplexity measure builder the witness of whih is ρˆi annot satisfy at the same
time properties (i) and (ii).
Proof. Suppose that ρg(x) = ρˆi(H2(g(x)), |x|i) satisfy (i). Then onsider the set
{x ∈ X∗ : |x|i = n and H2(g(x)) ≤ N · f(n)} .
Its ardinal is at most 2N ·f(n). Furthermore, this set ontains the set of all the sentenes in
T the length of whih is n. Hene,
ard {x ∈ T : |x|i = n} ≤ 2
N ·f(n). (6.1)
Now, we give a lower bound to this ardinal. The proof of Proposition 5.6 shows that
this ardinal is greater to 2O(n). Aordingly, there exists a onstant c suh that
ard {x ∈ T : |x|i = n} ≥ 2
c·n. (6.2)
We also obtain that 2c·n ≤ 2N ·f(n). We an onlude that
f(n) ≥
c
N
· n. (6.3)
We now follow the proof we made to show that ρ1g does not satisfy (ii). We an dene
ρi(x) =
Hi(x)
f(|x|i)
,
and we prove as for ρ1 and ρ2 that there exists a onstant d suh that
|ρg(x)− log2(i) · ρi(x)| ≤ d.
The proof of Lemma 5.3 is still valid here. In the same way, we extend Lemma 5.5 to ρg,
namely there exists a onstant M suh that ρg is bounded by M . Considering ρg instead of
ρ1g has just an inuene on the value of the onstant M .
Now, we have to note that for N ≥M , the set {x ∈ X∗i : |x|i = n and ρg(x) ≤ N} is the
set Xni to onlude that property (ii) is not veried.
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7 Conluding remarks
In this paper, we have studied the δg omplexity funtion dened by Calude and Jürgensen
[4℄. This study has led us to modify a bit the denition of δg in order to orret some
of the proofs. Then, we have been able to propose a denition of aeptable omplexity
measure of theorem whih aptures the main properties of δg. Studying some omplexity
measures, we have shown that the onditions of aeptability are quite hard to omplete.
Yet, the denition seems to be robust enough to allow some investigations to nd other
natural aeptable omplexity measures.
There remain some open questions. Among them, we an express the following ones:
• Can we improve the bounds of Lemma 3.4? This question ould be interesting not
only to improve Proposition 6.2 but also for itself: How simple are the well-formed
formulae, and in other words, to what extent an we use their great regularities to
ompress them? Yet, as already disussed, this question needs to be better dened.
In partiular, one has to investigate about the denition of the formal languages. The
answer seems to be very dependent on the onsidered language.
• Do there exist some aeptable omplexity measure whih are very dierent from δg?
The idea here is to nd some measures with whih we go further on the investigations
about the roots of unprovability.
• In view of the proof of Theorem 5.7, if we have two Gödel numberings g and g′, does
the equality H2(g(x)) = H2(g
′(x)) hold for all but nitely many x or are those two
quantities innitely often dierent from eah other?
Those few questions are added to the ones Calude and Jürgensen expressed in [4℄. The
goal of nding new aeptable omplexity measures is to have new tools to try to answer
their questions, as the existene of independent sentenes of small omplexity.
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