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This paper deals with optimal algorithms for the approximate solution of a 
problem of optimal control. The control problem in question is the minimization of 
a quadratic energy functional, which is equivalent to the solution of a mildly 
nonlinear two-point second-order elliptic boundary-value problem. The only re- 
striction on the algorithms considered is that they can use only a finite amount of 
information about the problem element fappearing in the definition of the energy 
functional. An algorithm having error E is said to be optimal if its cost is minimal 
among ah algorithms that solve the problem to within E. We first suppose that the 
information available about f consists of a finite set of linear functionals off; that 
is, we allow arbitrary linear information. We then show that there is a finite 
element method (whose degree depends on the smoothness off) which is an 
optimal algorithm for the optimal control problem. Note that this finite element 
method requires the evaluation of the inner products off with finite element basis 
functions. These inner products are not usually available in practice; often, only 
“standard information” is available (meaning that we can evaluate f at a finite set 
of points). So, we next consider the case where the only information that is 
available is standard information. We then find that there is a “finite element 
method with quadrature” which is an optimal algorithm among all algorithms 
using this standard information. Moreover, we find that standard information is 
weaker than inner-product information. The asymptotic penalty for using stan- 
dard information instead of inner-product information is unbounded as E tends to 0. 
c> 1989 Academic Press. Inc. 
1. INTRODUCTION 
We analyze a simple problem of optimal control that was presented to 
us by Dr. Jo Bollen, formerly of the Twente University of Technology, 
Enschede, The Netherlands. Since these problems do not have a closed- 
form solution, we can find only an approximate solution. Hence, we are 
144 
0885464X/89 $3.00 
Copyright 0 1989 by Academic Press. Inc. 
All rights of reproduction in any form reserved. 
A PROBLEM OFOPTIMALCONTROL 145 
interested in finding algorithms with minimal cost for computing an ap- 
proximation with given accuracy. We investigate two cases, the first be- 
ing when any finite set of inner products of the function f defining the 
optimal control problem are permissible, and the second being when we 
can only evaluate the standard information consisting of the values offat 
a finite set of points. 
The optimal control problem studied in this paper is equivalent to a 
mildly nonlinear boundary-value problem. Since finite element methods 
FEMs) have been successful in the solution of boundary-value problems, 
it is only natural to investigate whether FEMs can be optimal algorithms 
for our problem. Indeed, we show that if the parameters of the FEM are 
properly chosen (depending on the regularity off), then the FEM is 
optimal. 
Moreover, we compare the strengths of inner-product information and 
standard information. We find that there is a loss in going from inner- 
product to standard information. If r represents the regularity off, then 
the complexity (i.e., minimal cost) of finding an e-accurate approximation 
is proportional to E- ‘~~+i) if inner products can be used but is proportional 
to s-iir if only standard information is available. 
This problem has also been studied recently in a different setting by B. 
Z. Kacewicz, who discusses optimal convergence properties of a multiple 
shooting method based on a spline approximation off. For further details, 
see Kacewicz (1989). 
2. STATEMENTOFTHE~ROBLEM 
Let M and T be given positive real numbers. Let f be a nonnegative 
function of smoothness r over the interval Z = [O, T], bounded by M in an 
appropriate norm. That is, we assume that f belongs to the class 
I 
if E fW : IlfllHAn 5 M and f 2 01 forrz 1, 
Fr = {f E L,(Z) : /lfll~xcn 5 M andf 2 O} for r = 0, 
where H’(r) is the usual Sobolev space of order r (see, e.g., BabuSka and 
Aziz, 1972; Ciarlet, 1978; Oden and Reddy, 1976). Define an energy func- 
tional .Z(. ; f) on H’(Z) by 
For a given real number c, we wish to find a function U* E H’(Z) such that 
u*(O) = c and 
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Alternatively, we seek a solution u *: Z + [w to the nonlinear two-point 
boundary-value problem 
-(u*)“(x) + f(x)u*(x) = 0 for 0 < x < T, 
u”(0) = c and (u*)‘(T) = 0. 
In what follows, we shall use a slightly different version of our problem. 
Namely, forf E F,, we seek u E %r satisfying 
Nu, u;f1 = (“f-9 u) vu E XE. (2.1) 
Here, 
a& = {u E H’(Z): u(0) = O} 
denotes what Strang and Fix (1973) call the energy space for our problem, 
the bilinear form B on Xn is given by 
Btu, wf) = 1,’ tu’tx)w’tx) + ftO4xMx>) dx vu, w E YeE, 
and (*,a) denotes the inner product in &(I). Equivalently, we seek u: I+ 
R such that 
-u”(X) + f(x)u(x) = f(x) for 0 < x < T, 
(2.2) 
u(0) u’(T) = 0. 
Of course, if u is the solution to the new problem, then u* = c - cu is 
the solution to the original problem. It is straightforward to check that for 
anyfE F,, there exists a unique solution u to the problem. We show this 
by writing u = A’$ Since u depends nonlinearly onf, the operator S: F, + 
Xn is nonlinear. 
3. INFORMATIONANDALGORITHMS 
Since a closed-form solution to the problem is not available, we are 
interested in finding algorithms for approximating U. We suppose that the 
only knowledge an algorithm has about anyfis the values of a finite set of 
linear functionals off. Let A denote a class of permissible linear function- 
als. Then information N of cardinal@ n has the form 
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where A,, . . . , A,, E A are permissible linear functionals. 
For f E F,, we wish to approximate Sf, knowing only the information 
Nf. Hence, the approximation must be of the form q(Nf). Here, we say 
that cp is an algorithm using N, i.e., a mapping cp: N(F,) + %!r. Note that 
we allow any mapping to be an algorithm. 
Remark3.1. Note that we are restricting ourselves to algorithms using 
nonadaptive information. That is, the number n of evaluations, as well as 
the functionals A,, . . . , A, to be evaluated, does not depend on the 
problem elementf. This has been done only for the sake of exposition. We 
could also consider adaptive information, in which these restrictions are 
lifted. Since adaptive information is more general than nonadaptive infor- 
mation, one might think that it is more powerful. This is not the case. 
Using techniques of Wasilkowski (1985) and Wasilkowski (1986), one can 
slightly modify the statements and proofs of the main results of this paper 
to see that nonadaptive information is roughly as strong as adaptive infor- 
mation. 
The quality of an algorithm cp using N is measured by its error e(q, N), 
which is given by 
Note that this is a “worst-case” setting for defining the error of an algo- 
rithm. Hence, if we know that e(cp, N) i E, this means that we are 
guaranteed that ]lSf - p(Nf)/l H~C,j 5 E for any problem element f E F,. 
We seek algorithms using N whose error is as small as possible. Let 
r(N) = inf e(cp, N) 
‘4 
be the minimal error among all algorithms using information N. We say 
that r(N) is the radius of information N. (The terminology is that of Traub 
and Woiniakowski, 1980.) An algorithm cp using N for which e(cp, N) = 
r(N) is said to be an optimal error algorithm using N. 
We also seek to determine the best permissible information of given 
cardinality n. We say that the nth minimal radius of information r(n) is 
given by 
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r(n) = itrf r(N), 
the infimum being over all permissible information N whose cardinality is 
at most n. Permissible information Nzof cardinality at most n is said to be 
nth optimal information if 
r(Nn*) = r(n). 
An algorithm cp using information N of cardinality at most n for which 
e(cp, N) = r(n) is said to be an nth optimal error algorithm. Where neces- 
sary, we will explicitly show the dependence of the nth minimal radius on 
the class A by writing r(n, A) instead of r(n). 
4. FINITE ELEMENT METHODS 
We briefly illustrate the ideas of information and algorithms by the finite 
element method of degree k, as well as the finite element method with 
quadrature. A more detailed description may be found in BabuSka and 
Aziz (1972), Ciarlet (1978), and Oden and Reddy (1976). 
Let Y, be an m-dimensional space of continuous piecewise polynomi- 
als of degree k which vanish at the origin, based on a uniform partition 91 
of I. We then seek U, E Y, satisfying 
mh?l, s;f) = CL s) vs E 9,. (4.1) 
Let {s,, . . . , s,} be a basis for Y,, and let hi, . . . , A,, denote the 
nonzero linear functionals among 
For each f E F,, let Mf 1 Nnf= [ 1 : . Mf 
Then N,, is finite element information (FEI) of cardinality n. Since u, 
depends on f only through N,,f, we may write 
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We refer to (o,,k as the finite element method (FEM) of degree k using 
finite element information N,, of cardinality 12. Note that the finite element 
method depends nonlinearly on its information. 
Of course, the FEM is well-defined if and only if the linear functionals 
Al,. . . 9 A,, E A. This holds, for instance, if the class A of permissible 
linear functionals coincides with the class hip of all bounded linear func- 
tionals on H’(Z), i.e., if inner products of arbitrary elements of F, with 
finite element basis functions are permissible. More often, we can only 
compute the value of a function at a point. Thus, information N of cardi- 
nality it has the form 
f (XI) 
Nf= ; , 
[ I f (xn) 
wherex,, . . . , x, E I. Such information is said to be standard informa- 
tion, and we write A = Astd when this holds. 
So, we now suppose that only standard information is available. The 
obvious solution is to approximate the integrals appearing in the FEM via 
quadratures. This leads to the finite element method with quadrature. 
More precisely, let II be a positive integer. Let 
S,={O=&<[,<* * .<[,= T} with,$j=iTforOsi<Z 
be a uniform partition of I. Choose points XI , . . . , x, so that x&+1 , . . . , 
x&+k are the Gauss quadrature points for the interval [to, tat i], where 0 d 
all- 1. Choose Y92 to be a subspace of Xr which is an n-dimensional 
finite element space of degree k, based on the partition Yr ; clearly, we 
have n = kl. (The superscript q reminds us that the sampling points for the 
degrees of freedom for the space are Gauss quadrature points.) The infor- 
mation Ni defined by 
is called jnite element quadrature information (FEQI). Clearly, Nz is 
standard information of cardinality IZ. 
For each index a, let ti&+l, . . . , W&+k denote the Gauss quadrature 
weights corresponding t0 the nodes x&+, , . . . , x&+k. For continuous 
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denote the resulting piecewise Gaussian quadrature for approximating the 
integral si u(x) dx. 
Now for f E F,, we seek uz E YZ satisfying 
(4.2) 
Here, the bilinear form B, on Y$ is defined by 
B,(u, w;f) = Q,Ju’w’ +fuw) vu, w E YZ, 
and the linear functional fn on Y 2 is given by 
L(w) = QnCfw> VW E YZ. 
Since ~2 depends onfonly through the information Nzf, we write 
We refer to &,k as thejnite element method with quadrature (FEMQ) of 
degree k, using finite element quadrature information NZ of cardinality IZ. 
5. STATEMENTOF OPTIMAL ERRORPROPERTIES 
Our results are stated first for the case A = Rip; i.e., we assume that any 
continuous linear functional is permissible. We then state results for the 
case A = AStd. These results are stated using the O-notation of Knuth 
(1976), which may be thought of as being a “two-sided” O-notation. The 
proofs of the results in this section may be found in the Appendix. 
Recall that r measures the regularity of the problem, and that k is the 
degree of the FEM and FEMQ. 
THEOREM 5.1. Suppose that any continuous linear functional is per- 
missible. Then the following hold: 
(I) The nth minimal radius is given by 
r(n, Astd) z @(n-(‘+I)) as n + a. 
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(2) The error of the FEM is given by 
e(e,k, NJ = @Wc) as n + 03, 
where 
p = min{k, r + I}. 
(3) The radius of FEI is given by 
r(N,) = O(n++‘)) as n+ m. 
From (1) and (2) of Theorem 5.1, we see that the FEM has quasi- 
minimal error iff k 2 r + 1. Suppose this inequality is violated. There are 
two reasons explaining why the FEM no longer has quasi-minimal error. 
On the one hand, the finite element information used by the FEM may not 
be strong enough; that is, there may be no method using FE1 of degree k 
< r + 1 whose error is quasi-minimal. On the other hand, it may be the 
case that the FEM does not make sufficiently good use of its information; 
that is, there may be another method using FE1 of degree k < r + 1 whose 
error is quasi-minimal. From (3) of Theorem 5.1, we see that the latter is 
the case. That is, no matter what the values of k and r, there always exists 
an algorithm using FE1 of degree k having quasi-minimal error. Thus FE1 
is always quasi-optimal information, while the FEM has quasi-minimal 
erroriffkrr+ 1. 
THEOREM 5.2. Suppose that only standard information is permissible. 
Then the following hold: 
(1) The nth minimal radius is given by 
r(n, hstd) = O(nWr) as n ---, w. 
(2) If k I r, then the error of the FEMQ is given by 
e(&,k, WJ = @W) as n + m. 
Hence there is a loss in going from arbitrary continuous linear informa- 
tion to standard information. The nth minimal error changes from 
@(n-(r+l)) to O(nmr). This loss is slight if r is reasonably large. However, if 
r is small, this loss of one in the exponent is felt more strongly. For 
instance, let r = 0. Then the problem is not convergent if we are restricted 
to standard information; that is, there is not a sequence of algorithms 
whose error goes to zero. However, if FE1 is permissible, then the prob- 
lem is convergent even when r = 0. 
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Remark 5.1. It is not too difficult to see that the FEMQ has almost 
minimal error iff k 2 r (see the remarks at the end of Appendix C). What 
happens when this inequality is violated? Is the reason for the nonopti- 
mality of the FEMQ that its information (FEQI) is nonoptimal, or that the 
FEMQ uses FEQI nonoptimally? A simple adaption of the results in 
Section 3.2 of Kacewicz (1989) shows that the latter is the case; there 
always exists an algorithm using FEQI with error @(no), even if k < r. 
Remark 5.2. We have considered only standard information using the 
values off itself. One could also look at standard information containing 
derivatives off. It turns out that there is no advantage in doing this; see 
Section 4 of Kacewicz (1989) for details. 
6. IMPLEMENTATIONOFTHE FEM AND FEMQ 
We show briefly how the FEM and FEMQ may be reduced to the 
solution of linear systems of equations. 
6.1. The FEM 
Recall that Y, is a standard finite element space of degree k and dimen- 
sion m, based on a uniform partition 
3, = (0 = to < 4, < . . . < c$, = T} with [; = f T for 0 I i 5 1 
of I. That is, each s E Y, is continuous on I, satisfies s(O) = 0, and is a 
polynomial of degree at most k on each subinterval [ti, ti+l]. (Of course, 
m = kl.) Let the degrees of freedom of Y, be given by evaluations at the 
points xl, . . . , X, (with Xj = j/m), and let ~1, . . . , s, be the resulting 
dual basis. In other words, any s E Y, may be represented in the form 
S(X) = 5 S(xj)sj(X), 
j=l 
where the basis functions satisfy 
Sj(Xi) = 6ij, lSi,jSm. 
From this, we see that the basis functions sI , . . . , sm have “small” or 
“local” supports, i.e., the number of subintervals in the support of any 
basis function is independent of m. 
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From Section 4, we let A,, . . . , A, denote the nonzero linear function- 
als among 
Since the basis functions have local support, n = O(m). 
Given a positive integer II, we first compute the finite element informa- 
tion w? 
NJ-= f G [ 1 Mf 
We then seek u,,, E Y,, satisfying (4. I). 
We claim that the mapping NJ* u, is well-defined. To see this, write 
Then 
Urn(X) = f$ Yjsj(X)* 
j=l 
Ay = b, 
where 
Uij = B(Sj, Si;f) and bi = CL Si)* 
Sincef 2 0, it is a standard exercise to see that A is a symmetric positive 
definite matrix. Thus the linear system has a unique solution, and so there 
exists a unique U, satisfying (4.1). Clearly, u, depends only onf through 
A and through b, i.e., through NJ Hence the mapping NJ* u, is well- 
defined, as claimed. 
Finally, note that the linear system above is a banded system, whose 
bandwidth is independent of it. Hence, we can find u, , once we are given 
NJ, in O(n) arithmetic operations. 
6.2. The FEMQ 
Recall the definitions and notation of Section 4 leading to the definition 
of the FEMQ &,k of degree k using FE1 Nz of cardinality n. 
We claim that the mapping Nzf * uj is well-defined. Indeed, write 
U!(X) = i YjSj(X). 
j=l 
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Then 
Ay = b, 
where 
Qj = Bn(sj 9 Si ; f) and bi = fn(Si)* 
Since f L 0 and the weights are positive, the exactness properties of 
Gauss quadrature lead us to see that 
(see, e.g., Ciarlet, 1978, Exercise 4.1.5(a)). From this and the Poincare 
inequality 
(see, e.g., Schultz, 1973, Exercise 1.3), we find 
The positive definiteness of A follows immediately. Hence, for anyfand 
II, there exists a unique U: E 92 satisfying (4.2). Clearly, z.& depends only 
onfthrough A and b, i.e., through NXJ Hence the mapping N%f* ~4 is 
well-defined, as claimed. 
Finally, note that the linear system above is a banded system, whose 
bandwidth is independent of rr. Hence, we can find u,, , once we are given 
NJ’, in O(n) arithmetic operations. 
7. COMPLEXITY ANALYSIS 
In this section, we discuss the complexity (minimal cost) of computing 
e-approximations to the solution of the variational boundary-value prob- 
lem. Recall that F, denotes the class of problem elements of smoothness r. 
We show that if inner products are permissible information, then the FEM 
of degree k is optimal (meaning that it produces approximations with 
minimal cost) iff k 2 r + 1, and that the penalty for using an FEM of too- 
low degree is unbounded. If only standard information is available, then 
we show that the FEMQ of degree k 2 r is optimal. Finally, we show that 
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standard information is weaker than inner-product information; the as- 
ymptotic penalty for using standard information instead of inner-product 
information is unbounded. 
Let N be information and let (c be an algorithm using N. The cost of cp is 
defined via the model of computation discussed in Traub and Woi- 
niakowski (1980, Chap. 5). That is, we assume that any permissible linear 
functional can be evaluated with finite cost c, and that the cost of an 
arithmetic operation is unity. We denote the cost of an algorithm cp using 
information N by cost(cp, N). 
Let E > 0. An algorithm Q using information N produces an E-approxi- 
mation to the problem if 
We then define, for E > 0, the z-complexity COMP(E) of the problem to be 
COMP(&) = inf {cost(cp, N) : Q and N such that e(q, N) < E}. 
For E > 0, an algorithm (Pi using information N, for which 
eh, NC) 5 E and COSt(Q,, N,) = COMP(E) 
is said to be an optimal complexity algorithm for computing c-approxima- 
tions . 
Remark 7.1. Note that we distinguish between the cost of an algo- 
rithm and the complexity of the problem. An optimal complexity algo- 
rithm for computing &-approximations is an algorithm producing an E- 
approximation with minimal cost. In addition, the problem complexity 
tacitly depends on the class A of permissible linear functionals. When 
necessary, we shall show this dependence by writing COMP(E, A). 
We first suppose that A = nip; i.e., information is allowed to consist of 
inner products. Let 
FEM(E) = inf{cost(cp,,k, N,) : n is an index such that e(Q,,k, NJ 5 E} 
denote the cost of using the FEM of degree k to compute an E-approxima- 
tion. The following theorem gives necessary and sufficient conditions for 
the FEM to be almost optimal. Its proof is immediate from Theorem 5.1 
and the results in Section 6.1. 
THEOREM 7.1. Suppose that inner products are permissible informa- 
tion. 
(1) COMP(&) = @(&-lKr+I)) Us & + 0. 
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(2) Zf k 2 r + 1, then 
FEM(&) = @(&-l’(r+‘)) as E * 0. 
Hence, the FEM is an almost optimal complexity algorithm. 
(3) Zfk< r + 1, then 
Hence, 
FEM(&) = @(E-“~) as E --j 0. 
FEM(c) 
COMP(&) 






E+O COMP(E, A) 
= co. 
Hence when k is too small for a given value of r, there is an infinite 
asymptotic penalty for using the FEM. 
We now suppose that A = Astd; i.e., we restrict our attention to stan- 
dard information. That is, we suppose that the only information available 
about problem elements is their values at a finite set of points in I. Let 
FEMQ(E) = inf{cost(cp$,k, Nz) : n is an index such that e(cp$,k, IV:) 5 F} 
denote the cost of solving the problem using the FEMQ. We then have the 
following result, whose proof is immediate from Theorem 5.2 and the 
results of Section 6.2. 
THEOREM 7.2. Suppose that only standard information is permissible. 
(1) COMP(&) = @(E-“‘) as F --, 0. 
(2) Zf k 2 r, then 
FEMQ(E) = @(E-“‘r+‘)) as E-;, 0. 
Hence, the FEM is an almost optimal complexity algorithm. 
(3) Zfk< r + 1, then 
FEMQ(&) = @(E-lir) as E - 0. 








lim FEM(&) = 
E-O COMP(&) 
*. 
Again, we see that when k is too small for a given value of r, there is an 
infinite asymptotic penalty for using the FEM. 
Finally, using Theorems 7.1 and 7.2, we compare the strength of stan- 
dard information and inner-product information: 
THEOREM 7.3. Let 
&- 1 - > 0. 




= &-A,) as E + 0, 
and so 
lim COMP(&, Astd) = 
E'O COMP(&, hip) w* 
Hence the penalty for using standard information instead of inner-prod- 
uct information is unbounded as E + 0. 
8. NUMERICALRESULTS FORTHE FEMQ 
In this section, we report the results of numerical experiments that 
confirm theoretical properties of the finite element method with quadra- 
ture. The problems considered were of the form 
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--u”(X) + f(x)u(n) = f(x) forO<x< 1, 
u(0) = u’(1) = 0. 
We considered three sample problems, with r = 1 for simplicity. For 
Problem 1, we chose 
f(x) = 2 2 - 2x + x2’ 
with exact solution 
u(x) = x - 4x2. 
For Problem 2, we chose 
2 
lYx) = (x + 2)(x + 1)2’ 
with exact solution 
u(x) 1 = 1 - 3+4ln3-4ln2 ( 2x+11nx+2+x+3’ x+2 - -  1 
Finally, for Problem 3, we chose 
f(x) = 
1 
1 - xel-X + e-x’ 
with exact solution 
u(x) = b(1 - eX + ex). 
Note that Problems 2 and 3 are taken from Kacewicz (1989). 
Since r = 1, we chose the FEMQ using piecewise linear elements. This 
FEMQ uses information N! of cardinality n given by f (Xl) Ng-= i 1 ; , f (&z) 
with 
xj = (i - Q/z (1 5 i 5 n) 
A PROBLEM OF OPTIMAL CONTROL 159 
and h = l/n. The matrix A is given as follows. For the first row of A, we 
have 
2 + fh2Wxd + f(x2)) forj = 1, 
Ulj = -1 + $h2f(x2) forj = 2, 
0 otherwise. 
For the intermediate rows 2 through n - 1 of A, we have 
I  
- 1 + ah2f(xi) forj = i - 1, 
2 + th2(f(Xi) + f(xi+l)) for j = i, 
Uij = 
-1 + fh2f(xi+l) forj = i + 1, 
I 0 otherwise. 
For the nth row of A, we have 
-1 + th2f(x,) forj = n - 1, 
anj = 1 + +h2f(x,J forj = n, 
0 otherwise. 
The vector b is given by 
bi = 
4h2(f(Xi) + f(xi+I)) for i f n, 
Bh2f(xn> for i = n. 
The program that tested these problems was written in C and run on a 
VAX 11/750 operating under 4.3BSD UNIX.’ Double-precision arith- 
metic was used, with a precision of roughly 17 decimal digits. The test 
problems were run with the number n of mesh points varying from 10 to 
10,000. Table I gives, for each n, the value of n multiplied by the H’(Z)- 
error, as well as the value of n2 multiplied by the L&)-error. 
As predicted by the results of this paper, the Hi(Z)-error is @(n-r). In 
addition, we see that the L,(Z)-error appears to be O(nm2). Although we 
do not establish the latter result in this paper, it is reasonable, in light of 
well-known results for the finite element method for linear problems; see 
Ciarlet (1978, Chap. 4) for further discussion. Also, note that these results 
compare favorably with those in Kacewicz (1989). 
I UNIX is a trademark of AT&T Bell Laboratories. 
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TABLE1 
Problem 1 Problem 2 Problem 3 
n n . errHI d errLI n err”1 n* errL, n . errHI n2 . errL, 
10 0.439673 0.0625782 0.162563 0.0445203 0.406799 0.0258596 
50 0.44072 0.062503 1 0.163719 0.0448038 0.411178 0.0260852 
100 0.44084 0.0625008 0.163853 0.0448127 0.411771 0.0260917 
200 0.440899 0.0625002 0.163919 0.044815 0.412073 0.0260919 
300 0.440919 0.0625001 0.163941 0.0448154 0.412174 0.0260922 
450 0.440932 0.0625 0.163955 0.0448155 0.412242 0.0260922 
500 0.440935 0.0625 0.163958 0.0448156 0.412255 0.0260923 
l,ooo 0.440947 0.0624992 0.163971 0.0448154 0.412317 0.0260917 
3,000 0.440955 0.062435 1 0.16398 0.0447828 0.412358 0.0260389 
5,ooo 0.440956 0.0619725 0.163982 0.0445939 0.412366 0.0256859 
9,ooo 0.440957 0.0570741 0.163983 0.0422952 0.412371 0.0220253 
10,000 0.440957 0.0541161 0.163983 0.0412436 0.412372 0.0197388 
APPENDIX: PROOF OF THEOREMS 5.1 AND 5.2 
We first use ideas of Wasilkowski (1985) to show how our (nonlinear) 
optimal control problem may be reduced to a simpler linear problem. 
Using this reduction, we will find that the nth minimal errors for the two 
problems are roughly the same. Then, we prove Theorem 5.1 by applying 
this result to inner-product information and prove Theorem 5.2 by consid- 
ering standard information. 
In this appendix, we shall assume that A4 = 1 and T = 1. This is no 
serious loss of generality, and it will simplify some of the formulas in what 
follows. 
A. Reduction to a Simpler Problem 
The description of the new problem will require a slightly nonstandard 
Hilbert space, namely the dual space XB of the energy space ‘Xs men- 
tioned previously. This space %Yg is a Hilbert space under the norm 
~b’U) which is defined by 
(See, e.g., BabuSka and Aziz (1972) and Oden and Reddy (1976) for fur- 
ther discussion of dual norms.) 
We now describe our new problem. First, we give our new class fir of 
problem elements (which is analogous to F, in Section 2). Suppose first 
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that r 2 1. Then by the Sobolev embedding theorem, there is a positive 
constant 5 such that 
Let 
7) = min{&, l/25}. 
Then we choose 
as our new set of problem elements. In the case r = 0, we choose 
z?J = {f E L(Z) : IlflIHyI) 5 4) 
as our new set of problem elements. 
Our new problem will then be to approximatef E p,. in the norm of Xi. 
This means that the solution operator S : F,+ %r described in Section 2 is 
now replaced by the embedding E : H’(Z) + Xg . Note that this embedding 
is a compact linear operator (see Ciarlet, 1978, p. 114). We shall refer to 
this new problem as the embedding problem. 
To do this, we must know something about eachf. Let A denote a class 
of permissible linear functionals. As in Section 3, information N of cardi- 
nality n is defined by 
Nf= 
whereh,, . . . , A,, E A are permissible. Following the ideas of Section 3, 
an algorithm $3 using information N is a mapping ci, : N( fir> 3 Xg. (The 
tilde will serve to distinguish between quantities defined for the control 
problem and those defined for the embedding problem.) The error of an 
algorithm 4 using N is now given by 
e(+, N) = y Ilf - $Wf )II,w. 
, 
Once again, the minimal error among all algorithms using information N is 
given by the radius of information 
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f(N) = inf f?(g, N). 
+ 
Optimal error algorithms are defined as in Section 3. 
Of course, we are interested in finding the best possible information for 
the embedding problem. The nth minimal radius for the embedding prob- 
lem is given by 
P(n, A) = inf J(N), 
N 
the infimum being over all information N consisting of at most n linear 
functionals from A. Optimal information of given cardinality remains as 
defined in Section 3, as do nth minimal error algorithms. 
We now wish to relate optimal informations and minimal radii for the 
control and embedding problems. Let 
and 
72 = Pf[l + fi maxU-h, P2K 
where 
and 
P2 = 1 + p, . 
The main result of this subsection (whose proof we momentarily post- 
pone) is 
THEOREM A.l. Let n be a positive integer, and let A be a class of 
permissible linear functionals. 
(1) For any A-information N of cardinality n, 
y,J(N) 5 r(N) 5 y2i(N). 
(2) The nth minimal radii for the control problem and the embed- 
ding problem are roughly the same, i.e., 
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y,i(n, A) 5 r(n, A) 5 y&l, A). 
Before we can give the proof of Theorem A. 1, we will need the following 
LEMMA A. 1. For any f E F, , 
(1) II(~f)‘llL2V) 5 PlllfllH-YI~ 5 Pl 7 
(2) llu-II,&, 5 Pl 7 
(3) Il(~f)“llL2(I) 5 PzllfllL*m 5 P2 7 and 
(4) Ilw)‘llL41, 5 P2. 
Proof. Letf E F, and u = Sf To prove part (l), replace u in (2.1) by U. 
Since f 5: 0, we then find 
the last line following from Poincare’s inequality (6.1). The second in- 
equality in (1) now holds because f E F, implies that IlfllH-lcl, i 1. 
Part (2) follows immediately by using part (1) and the Sobolev inequal- 
ity 
which holds because u(0) = 0 (see Strang and Fix, 1973, Chap. 1). 
We now turn to part (3). From the differential equation for u, we have 
d = f(u - l), 
so that 
Now use part (2) to prove the first inequality in (1). The second inequality 
follows becausefE F, implies that Ilf(lL1(Ij 5 1. 
Finally, part (4) follows by using part (3) and the Sobolev inequality 
which holds because u’(1) = 0. n 
We are now ready for the 
Proof of Theorem A. 1. It suffices to prove (l), since (2) follows imme- 
diately from (1) and Traub and Woiniakowski (1980, Theorem 2.7.1). Let 
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A be a class of permissible linear functionals, and let N be A-information 
of cardinality IZ. 
(i) We first prove that 
Letf* be the constant function 
f *(xl = 3 vx E I. 
From the definition of pr and f*, it follows that 
f*+hEF Vh E & (A. 1) 
Suppose we can establish 
Using property (A.l) and inequality (A.2), the desired lower bound on 
r(N) will follow immediately from Wasilkowski (1985, Lemma 3.1). 
In what follows, it will be useful to let u* = Sf*, i.e., 
u*(x) = 1 - 
efle-xiti + &ti 
1 + eti 
vx E I. 
Then we have 
O<aS 1 -u*(x)% 1 vx E I. 64.3) 
Now let h E Fr;,; we must prove (A.2). Let 
e = S(f* + h) - Sf*. 
Subtracting (2.2) with u replaced by u* = Sf* andfreplaced byf* from 
(2.2) with u replaced by S(f* + h) andfreplaced byf* + h, we find that 
1: (e’u’ + (f* + h)ev) = 1; (1 - u*)hu vu E XE. 64.4) 
Since h E ‘X2, the Lax-Milgram theorem implies that there exists a 
unique w E g[eE such that 
1; (w’g’ + w) = 1; hg vg E XE. 
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Moreover, it is straightforward to check that 
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and so 
= 1; ((1 - u*)h (&i). 
Now let u = w/(1 - u*) in (A.4). Note that (A.3) implies that this replace- 
ment is legitimate; i.e., the function w/(1 - u*) is in Xr. Since h E Fr 
implies that 0 of* + h 5 1, we may use the Cauchy-Schwarz inequality 
to find that 
\; ((1 - u’)h (, It’, --;)I = 1; [er i&j’ + (f* + h)e (+!I 
H’(I) ’ 
(A.61 
We now estimate the term \lw/(l - u*)IIHl(,) appearing in (A.6). Clearly, 
(A.3) yields that 
64.7) 
Using the quotient rule for differentiation and the triangle inequality, as 
well as the explicit formula (A.2) for U* and the bound (A.3), we find that 
I(&‘1 cc &z WI + (, Ju*)* Iwl I(1 - u*Yl 
5 i lw’l + $=&+~I 
5 & (I4 + Iw’l). 
Since (a + 6)2 s 2(a2 + b2), this implies that 
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which (when integrated) implies that 
Since (Y 5 1, we may use (A.7) and (A.@ to find that 
(A8 
64.9) 
Finally, combining (AS) and (A.9), we have 
which establishes (A.2), completing the proof of the lower bound (A.l). 
(ii) We now turn to the proof of the upper bound. Letft ,f2 E F,. From 
Wasilkowski (1985, Lemma 3.2), it suffices to show that 
llwi - xfafv~ 5 r2ll”fl - f2llH-v~. (A. 10) 
Setul=Sfiandu2=Sf2.Leth=fi-f2ande=ul-U2.From(2.1),we 
find that 
I o’[ e’u’ + fieu] = I d [(l - U@U] v, E a?TE. 
Set u = e in this equation. Sincefi z- 0, we find that 
ring Poincare’s inequality and the duality of the norms JJ.JIHICIj and 
* H ‘(I) 9 we find 
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(A.ll) 
Setting 
M = max{lb2ll~,, l1411LJ, (A. 12) 
we find that 
IIu24h0 = I d[ u$e2 + (u2e’ + uie)2] 
5 I d [(u: + 2(u$)2)e2 + 2uke’)2] 
5 3M211ell&. (A. 13) 
The desired bound (A.lO) follows immediately from (A.ll)-(A.13), 
Lemma A. 1, and the definition of y2. H 
B. Proof of Theorem 5.1 
We divide the proof of Theorem 5.1 into three sections. First, we deter- 
mine the nth minimal radius r( n, nip). Next, we determine the error of the 
FEM. Finally, we compute the radius of FEI. 
THEOREM B.l. r(n, A’P) = O(n++‘)) as n - w. 
Proof. Using Theorem A.1, we have 
r(n, A’P) = O(f(n, hip)) as n-, 03. 
But Theorem 6.1 of Traub and Woiniakowski (1980, Chap. 2) yields that 
i(n, hip) = d”& X:), 
where dn denotes the Gelfand n-width. Suppose first that r L 1. Using 
results of BabuSka and Aziz (1972, Theorem 2.5.1) and Pinkus (1985, 
Theorems IV.2.2, VII.l.l), it is easy to see that 
d”( F,, X:) =O(n-(‘+I’) as 12 + 03. 
168 ARTHUR G. WERSCHULZ 
Now suppose that r = 0. Using differentiation and duality, one may check 
that 
d”( &) x;> =O(d”(9il wqz), LI(Z))) as II* CQ, 
where %3x denotes the unit ball of the normed linear space X. From 
Pinkus (1985, Theorem VII.2.2), we have the lower bound 
d”(93 W’-“(z), L2(Z)) = fl(n-‘1 as it -+ 33, 
whereas the continuous embedding of W1qm(Z) in H’(Z), Pinkus (1985), 
Theorem IV.2.2, and Jerome (1968) yield 
d”(93W”(Z), L*(Z)) = O(d”(933H1(Z), Lz(Z))) = @(n-l) asn+m. 
so, 
d”(FO;o, XeB> = O(d”(BWWl~“(Z), &(Z))) = @(n-l) as n+ CD, 
completing the proof of the theorem. n 
Recall that N, is finite element information of cardinality n, based on 
the finite element space Y,, of degree k, and that (P,,,~ is the finite element 
method using N,. We next determine the error e((~~,~, N,) of the finite 
element method of degree k. 
THEOREM B.2. Let 
Z.L = min{k, r + l}. 
Then 
e(e,,k, NJ = @W*L) as n + 00. 
Proof. We first establish the upper bound 
e(e,k, NJ = OV‘L> as n 3 x. 
Let f E F,. From Schultz (1973, Theorem 7.20), we have 
(B.1) 
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The results of BabuSka and Aziz (1972, Chap. 4) show that there exists a 
positive constant Cl, independent off, such that 
inf llsf - &v) 5 CI~-~IIVIIH~+V). SEY, 
Since m = O(n) as n + w, this implies that there exists a positive constant 
Cz , independent off, such that 
From the definition of F, as a bounded subset of H’(Z), it is easy to check 
that there is a positive constant CJ, independent off, for which 
IIV II H’+‘(r) 5 c3 VfE F,. 03.2) 
(The proof is similar to that of (i) and (ii) in Lemma A. 1.) Hence, we find 
that 
establishing the upper bound (B.l). 
To prove the lower bound 
e(vb,k, N,) = WnY as n 3 w, (B.3) 
we consider two cases. 
(i) Suppose first that k 2 r + 1. Then ZJ = r + 1 and so we have 
e(pn,k, IV,) 2 r(N,) 2 r(n, nip) = Wn++‘)) as n ---* 00, 
establishing the lower bound (B.3) for the case k 2 r + 1. 
(ii) We now consider the remaining case k < r + 1. Since k 2 1 must 
hold for the finite element method to be conforming (see, e.g., Werschulz, 
1987), this implies that r I 1 in what follows. To establish the lower bound 
(B.3), it now suffices to show that 
et(o,,k, NJ = Wnek) as n --, m. U3.4) 
For OL E (0, Ilk), let 
u,(x) = a((k + 1)x - xk+‘) 
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and 
L(x) = 
ak(k + I)+’ 
1 - a((k + 1)x - Xk+‘) * 
Then 
with 
-ub: + faua = fa in (0, T), 
u,(O) = l&(l) = 0. 
Using the Leibniz rule, it is easy to see that 
lg?(x) = 0 (0 ‘j 5 r) 
uniformly for x E [0, I]. Choose (Y > 0 such that 
Then 
Since 
.6x(x) 2 0 (0 5 x 5 I), 
we see that fu E F, and that u, = Sfa. 
Now let 
so that 
u,(x) = (k + 1)x and /42(x) = xk+‘, 
Define P: XE - Y, by 
UC? = a(u, - l.42). 
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Since P is a linear projection, 
Pu, = aPu, + CXPUZ. 
But u1 E S, implies that ~1 = Pul. Hence 
ua - Pu, = -a(& - Puz). 
Since (P,JN,&) E S, , the minimum properties of the projector P yield 
that 
From the proof of Werschulz (1986, Theorem 4.2(i)), there exists a posi- 
tive constant Ci (depending only on k and T), such that 
lb2 - PU~IIHYI) 2 Clmmk. 
Since m = O(n) as n + 0~1, this implies that there exists a positive constant 
C2 such that 
IIu2 - PU2IlH’(I) 1 C2n-k. 
Combining the previous inequalities and using the definition of the error 
of an algorithm, we find that 
establishing the required lower bound (B.4), and completing the proof of 
the theorem. n 
Finally, we compute the radius of FEI. 
THEOREM B.3. r(N,) = O(n-(‘+‘I) as n + a. 
Proof. From Theorem B. 1, we already have the lower bound 
r(N,) L r(n, hip) = @(n-(r+l)) as n+ m. 
It remains only to establish the upper bound 
r(N,) = O(n-@+I)) as n+ m. 
We do this by exhibiting an algorithm (o* using ZV, such that 
e(cp*, Nn) 5 Cy+‘+‘), 
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where y2 is defined above and C is a positive constant that is independent 
ofn. 
Let 
Let (os be the spline algorithm for approximating the embedding E: H’(I) 
---* Xg for problem elements in fir, using the finite element information N,, . 
Recalling the notational conventions of Section 2 and using the results of 
Traub and Woiniakowski (1980, Chaps. 2, 4), we find 
@(cp”, Nn) = SUP 1l.f - &Y,f)(l~~y,, = v(N,,) 
I& 
= .sUP Il~lIN~‘u,. (B.5) 
hEF,nkerN,, 
We claim that there exists a positive constant C, independent of n, such 
that 
S(@, NJ i Cn-(‘+‘). 03.6) 
Indeed, let h E fir rl ker N,, . By the Lax-Milgram theorem, there exists a 
unique w E Xr satisfying 
lo1 (w’g’ + WY) = 1; hs vg E %eE. 
Then 
and so 
Since IZ = O(m), we may use Theorem 4.11 of BabuSka and Aziz (1972) to 
see that there exists a positive constant C, independent of n and h, as well 
as s E S,, such that 
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Since s E S,,, and h E ker N, rl $r, we have 
Combining these last three results, we find 
I(hl(H-,cIj I Cn-“+I). 
Since h E fir (l ker N, is arbitrary, the desired result (B.6) follows imme- 
diately from this inequality and (B.5). 
We now consider the spline algorithm cp* given by 
Since F, 2 kr?,, we may use (A.9) and (B.6) to find that 
@‘(cp*, N,) = sup I(@-- SqW’,,f)lJ HV) 5 YZ SUP if - (PWJ-)~~H~V~ 
.fW I&, 
= yzP(cp', N,) 5 Cyzn-"+", 
completing the proof of the theorem. n 
Thus FE1 is always quasi-optimal information, while the FEM has 
quasi-minimal error iff k 2 r + 1. Note, however, that (unlike the FEM) 
the spline algorithm ‘p* appears to be difficult to implement. It requires 
the exact solution of the problem (2.1), with right-hand-sidefreplaced by 
the spline element @(NJ) interpolating5 So, we suspect that it may be 
difficult to find a useful quasi-minimal error algorithm using FE1 of degree 
k.whenk<r+ 1. 
C. Proof of Theorem 5.2 
We divide the proof of Theorem 5.2 into two sections. First, we show a 
lower bound on the rzth minimal radius of standard information. Then, we 
show that this lower bound is sharp. To do this, we consider the cases r = 
0 and r 2 1 separately. The proof for the case r = 0 consists of showing 
optimality of the zero algorithm; the proof for the case r 2 1 follows 
immediately once we know that the error of the FEMQ is O(~Z-~) when 
k 2 r. 
THEOREM C. 1. r(n, hstd) = fi(n-r) as n --, w. 
Proof. By Theorem A.l, it suffices to show that 
P(n, Asty = fl(n-r) as n--, ~0. 
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Let standard information N of cardinality n be given by 
f (Xl) 
Nf= ; 1 I Vf E Fr. f k> 
Let I’ = [fT, $T]. Let 1 denote the number of sample points xl, . . . , x, 
which actually lie in the interval I’. Without loss of generality, we may 
assume that x1, . . . , xr E I’. 
We show that there exists a nonzero function h E fir n ker N such that 
I ,, h(x) dx 2 Cl-‘. cc.11 
First suppose that r = 0. Define h E L,(Z’) by 
0 
h(x) = 
for x E {x, , . . . , x1} 
d otherwise 
Extend h from I’ to all of Z by letting h be zero outside I’. Then h E p. fl 
ker N, with 
I ,, h(x) dx = i. 
Since r = 0, this yields (C.l) with C = B. We now consider the case r 2 1. 
By Poincare’s inequality, there exists a positive constant K such that 
Recall the definition of the constant r) above. From Bakhvalov (1977, pp. 
301-304), there exists a positive constant C (independent of n and I) and a 
nonnegative function h E Hb(Z’) such that 
h(xl) = . . . = h(xJ = 0, 
and 
I I’ h(x) dx 2 Cl-‘. 
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Extending h from I’ to Z by letting h be zero outside I’, we find that 
h E ker N. Moreover, 
Ilhll H'(I) = llhll HTZ’) 5 i W)llm 5 7; 
i.e., h E fir n ker N is the desired function satisfying (C.l). 
Choose a function u E X~E such that 
u=l on I’. 
Since u = 1 on the support I’ of h and 1 9 IZ, (C.l) implies that 
and so 
Since h E Fr fl ker N, the results of Traub and Woiniakowski (1980, 
Chap. 2) yield that 
J(N) 2 Ilhbm 2 j$- n-‘a H’(I) 
Since N is arbitrary standard information of cardinality n, the desired 
result follows immediately. n 
In the remainder of this section, we show that the lower bound of 
Theorem C.l is sharp, i.e., that there exists an algorithm using standard 
information of cardinality IZ whose error is proportional to n-‘. 
We first deal with the case r = 0. Recalling the definition of y2 from 
Section 3, we have 
THEOREM C.2. Let r = 0. For any standard information N of cardinal- 
ity n, let (00 be the zero algorithm 
Then 
da, Nf) 5 ~2. 
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Thus, the zero algorithm is a quasi-minimal error algorithm using stan- 
dard information when r = 0. 
Proof. Let f E FO. Using (A. IO), we have 
from which 
follows immediately. Thus the zero algorithm is an algorithm using stan- 
dard information whose error is bounded from above by the constant y2. 
Since Theorem C. 1 implies that the error of any algorithm using standard 
information is bounded from below by a constant that is independent of 
the algorithm and the cardinality of the information, the zero algorithm is 
a quasi-minimal error algorithm using standard information. w 
Since we have disposed of the case r = 0, we need only consider the 
case r 2 1. Let k be a positive integer. Recall that (o& is the finite element 
method with quadrature (FEMQ) of degree k using finite element quadra- 
ture information N,4 of cardinality n. 
The remainder of this section will be devoted to establishing 
THEOREM C.3. Let r 2 1. If k z r, then 
e(c&, N$) = O(nP) as n--;, w. 
Before proving Theorem C.3, we need to establish an auxiliary lemma. 
Recall the notation of Section 4. For 0 % a 5 1 - 1, let Z, = [ea, tO+ll 
denote the ath subinterval of the partition Y,, and let Qk, denote Gauss 
quadrature (using k nodes) on I,,, so that 
I-I 
Qrk) = Ix0 Qrak) vg:z+ R. 
Let ,!?I denote the error in the piecewise Gauss quadrature rule Q, over I, 
i.e., 
E/(g) = 1, g(x) dx - Qrk) vg:z-+ R. 
and (for 1 5 a I 1) let EI, denote the error in the Gauss quadrature rule Qla 
over Z,, i.e., 
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E/,,(g) = I,,, d-4 dx - Q/&) vg:z,,+ l-4. 
LEMMA C.l. Let k 2 r. There exists a positive constant C, indepen- 
dent of n, such that 
&(fsw) 5 C~-‘~(~~~H~~~,~~~S(IW:(I,~IIWI~L~(I,) Vs, w E 92  VfE Fr, 
forOla%k- 1. 
Proof. We use the notation of Ciarlet (1978, Sect. 4.1). Let Z denote 
the reference interval [ - 1, 11. Define (for 0 5 a I 1 - 1) an affine bijection 
B,:& Z, by 
B,(Z) = 5 ‘+I2 - 6a (a + 1) + r;, vi E 1. 
Then 
E,,(fsw) = (det B,)Z?&+). 
Here, functions g on Z, and g on Z are related by 
(C.2) 
(C.3) 
and we write 
E(g) = @et B&g) 
for functions g and g related by (C.3). For w E Pk(f), define a linear 
functional &, on H’(Z) by 
Since r L 1, the space H’(Z) is continuously embedded in the space C”(Z). 
Since the norms ]]+]]co(~ and II.11 L2( n are equivalent on the finite-dimensional 
space P&, this implies that there exists a constant e such that 
and so fi, is a bounded linear functional on H’(Z), with 
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Since r 5 k, we see that if g E P,-l(& then g+ E IQ-,(j). Thus 




Iww 5 ~lf4H~.(i)lI~llL*(i)~ (C.4) 
The Sobolev space version of Leibniz’s rule (Ciarlet, 1978, Sect. 4.1) 
yields 
(C-5) 
Recall the following inequalities of Ciarlet (1978, Theorems 3.1.2, 3.1.3) 
(in which C is a constant, independent off, s, w, and n): 
IflHr-,(~) 5 C(det ~,)-“~n-(‘-j)JfI~,-,(~,), 
CC.61 
The desired inequality now follows immediately from (C.2), (C.4), (CS), 
and (C.6). n 
We now complete the 
Proof of Theorem C.3. From the first Strang lemma (Ciarlet, 1978, 
Lemma 4.1.1) and (6.2), we have 
(C-7) 
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In what follows, we will let II,,: ‘Xn -+ 9: denote the Y$interpolation 
operator given by 
(Rzv)(X) = 2 u(xj)sj(X) vu E XE* 
j=l 
We will estimate the right-hand side of (C.7) by setting s = II,sf for 
eachfE F,. 
Let f E F,. Using Theorem 3.2.1 of Ciarlet (1978), we find that there 
exists a positive constant Cl, independent off and n, such that 
where the positive constant C3 is the same as that in the inequality (B.2). 
Now for any w E YZ, the exactness properties of Gauss quadrature and 
Lemma C. 1 yield 
Since k 2 r, we may use the results of Ciarlet (1978, Chap. 3.1) to find that 
there exists a positive constant C4, independent of n, f, and w, such that 
foranyawithOsa-1- 1, 
Substituting (C.10) into (C.9), we may use the Cauchy-Schwarz inequal- 
ity, the Sobolev embedding theorem, and (B.2) to find that there exists a 
positive constant Cs , independent of n and f, such that 
Since k 2 r, one can show that there is a positive constant C6, indepen- 
dentofnandf,suchthatforOiail- 1, 
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(The proof follows that of Ciarlet (1978, Theorem 4.1 S), while using the 
relation k 2 r.) Summing this inequality over all a and using the Cauchy- 
Schwarz inequality, we find 
Since f E F, implies that ljflj H,(Ij I 1, we may combine (C.7), (C.8), 
(C.ll), and (C.12) to find that 
4cpZ,k, N) = OW) as n-+x. 
This upper bound, when combined with the lower bound of Theorem C. 1, 
completes the proof of the theorem. w 
Remark C. 1. Note that we have a somewhat stronger result, namely, 
that the FEMQ +Y& is almost optimal iff k 2 r. Indeed, we need only show 
that e((o{,k, Ni) = R(nmk) when k < r. Since uz E Yz, this follows 
immediately by using the same technique as that used in the proof of (ii) in 
the lower bound of Theorem B. 1. 
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