Abstract. This paper presents a new partitioned algorithm for LU decomposition with partial pivoting. The new algorithm, called the recursively-partitioned algorithm, is based on a recursive partitioning of the matrix. The paper analyzes the locality of reference in the new algorithm and the locality of reference in a known and widely used partitioned algorithm for LU decomposition called the right-looking algorithm. The analysis reveals that the new algorithm performs a factor of ( p M=n) fewer I/O operations (or cache misses) than the right-looking algorithm, where n is the order of the matrix and M is the size of primary memory. The analysis also determines the optimal block size for the right-looking algorithm. Experimental comparisons between the new algorithm and the right-looking algorithm show that an implementation of the new algorithm outperforms a similarly coded right-looking algorithm on 6 di erent RISC architectures, that the new algorithm performs fewer cache misses than any other algorithm tested, and that it bene ts more from Strassen's matrix-multiplication algorithm.
1. Introduction. Algorithms that partition dense matrices into blocks and operate on entire blocks as much as possible are key to obtaining high performance on computers with hierarchical memory systems. Partitioning a matrix into blocks creates temporal locality of reference in the algorithm and reduces the number of words that must be transferred between primary and secondary memories. This paper describes a new partitioned algorithm for LU-factorization with partial pivoting, called the recursively-partitioned algorithm. The paper also analyzes the number of data transfers in a popular partitioned LU-factorization algorithm, the so-called right-looking algorithm, which is used in LAPACK 1] . The performance characteristics of other popular partitioned LU-factorization algorithms, in particular Crout and the left-looking algorithm used in the NAG library 4], are similar to those of the right-looking algorithm so they are not analyzed.
The analysis of the two algorithms leads to two interesting conclusions. First, there is a simple system-independent formula for choosing the block size for the rightlooking algorithm which is almost always optimal. Second, the recursively-partitioned algorithm generates asymptotically less memory tra c between memories than the right-looking algorithm, even if the block size for the right looking algorithm is chosen optimally. Numerical experiments indicate that the recursively-partitioned algorithm generates fewer cache misses and runs faster than the right-looking algorithm.
The recursively-partitioned algorithm computes the LU decomposition with partial pivoting of an n-by-m matrix while transferring only (nm 2 LAPACK. The new algorithm is optimal in the sense that the number of words that it transfers is asymptotically the same as the number transferred by partitioned (or blocked) algorithms for matrix multiplication and solution of triangular systems (at least when the number of columns is not very small compared to the size of primary memory). The right looking algorithm achieves such performance only when the matrix is so large that a few rows ll the primary memory. The recursively-partitioned algorithm algorithm has other advantages over conventional algorithms. It has no block-size parameter that must be tuned in order to achieve high performance. Since it is recursive, it is likely to perform better when the memory system has more than two levels, for example, on computer systems with two levels of cache or with both cache and virtual memory.
To understand the main idea behind the new algorithm, let us look rst at the conventional right-looking LU factorization algorithm. The algorithm decomposes the input matrix into dn=re blocks of at most r columns. Starting from the leftmost block of columns, the algorithm iteratively factors a block of r columns using a columnoriented algorithm. After a block is factored, the algorithm updates the entire trailing submatrix. The parameter r must be carefully chosen to minimize the number of words transferred between memories. If r is larger than M=n, many words must be transferred when a block of columns is factored. If r is too small, many trailing submatrices must be updated, and most of the updates require the entire trailing submatrix to be read from secondary memory.
The main insight behind the recursively-partitioned algorithm is that there is no need to update the entire trailing submatrix after a block of columns is factored. After factoring the rst column of the matrix, the algorithm updates just the next column to the right, which enables it to proceed. Once the second column is factored, we must apply the updates from the rst two columns before we can proceed. The algorithm updates two more columns and proceeds. Once four columns are factored, they are used to update four more, and so on. In other words, the algorithm does not look all the way to the right every time a few columns are factored. As we shall see below, this short-sighted approach pays o .
From another point of view, the new algorithm is a recursive algorithm. We know that the larger r (the number of columns in a block), the smaller the number of data transfers required for updating trailing submatrices. The algorithm therefore chooses the largest possible size, r = m=2. If that many columns do not t within primary memory, they are factored recursively using the same algorithm, rather than being factored using a naive column oriented algorithm. Once the left m=2 columns are factored, they are used to update the right m=2 columns which are subsequently factored. The rest of the paper is organized as follows. Section 2 describes and analyzes the recursively-partitioned algorithm. Section 3 analyzes the block-column right-looking algorithm. The actual performance of LAPACK's right-looking algorithm and the performance of the recursively-partitioned algorithm are compared in Section 4 on several high-end workstations. Section 5 concludes the paper with a discussion of the results and of related research.
2. Recursively-Partitioned LU Factorization. The recursively-partitioned algorithm is not only more e cient than conventional partitioned algorithms, but it is also simpler to describe and analyze. This section rst describes the algorithm, and then analyzes the complexity of the algorithm in terms of arithmetic operations and in terms of the amount of data transferred between memories during its execution.
The algorithm. The algorithm factors an n-by-m matrix A into an n-by-n permutation matrix P, an n-by-m unit lower triangular matrix L ( Complexity Analysis. It is not hard to see that the algorithm is numerically equivalent to the conventional column-oriented algorithm. Therefore, the algorithm has the name numerical properties as the conventional algorithm, and it performs same number of oating point operations, about nm 2 ? m 3 =3. In fact, all the variants of the LU-factorization algorithm discussed in this paper are essentially di erent schedules for the same algorithm. That is, they all have the same data-ow graph.
We now analyze the number of words that must be transferred between the primary and secondary memories for n m. The size of primary memory is denoted by M. For ease of exposition, we assume that the number of columns is a power of two.
We denote the number of words that the algorithm must transfer between memories by IO RP (n; m). We denote the number of words that must be transferred to solve an n-by-n triangular linear system with m right hand sides where the solution overwrites the right hand side by IO TS (n; m). We denote the number of words that must be transferred to multiply multiply an n-by?m matrix by an m-by-k matrix and add the result to an n-by-k matrix by IO MM (n; m; k).
Since the factorization algorithm uses matrix multiplication and solution of triangular linear system as subroutines, the number of I/O's it performs depends on the We analyze the recursively-partitioned algorithm using induction. Initially, the analysis that does not take into account the permutation of rows that the algorithm performs. We shall return to these permutations later in this section. The recurrence that governs the total number of words that are transferred by the algorithm is IO RP (n; 1) = 2n ; IO RP (n; m) = IO RP (n; m=2) + To bound the number word transfers due to permutations we compute the number of permutations a column undergoes during the algorithm. Each column is permuted either in the factorization in Step 2 and in the permutation in Step 7, or in the permutation in Step 3 and in the factorization in Step 6. It follows that each column is permuted 1 + lg m times. If each word is brought from secondary memory, then the total number of I/O's required for permutations is at most 2n 2 (1 + lg m). This bound can be achieved when n < M by reading entire columns to primary memory and permuting them in primary memory.
The following theorem summarizes the main result of this section. Theorem 2.1. Given a matrix multiplication subroutine whose I/O performance satis es Equation (2.2) and a subroutine for solving triangular linear systems whose I/O performance satis es Equation (2.1), the recursively-partitioned LU decomposition algorithm running on a computer with M words of primary memory computes the LU decomposition with partial pivoting of an n-by-m matrix using at most IO RP (n; m) 2nm m where A 11 is a square matrix of order (k ? 1)r and A 22 is a square matrix of order r.
In the kth iteration the algorithm performs the following steps: Given a matrix multiplication subroutine whose I/O performance satis es Equation (3.1) and a subroutine for solving triangular linear systems whose I/O performance satis es Equation (3.2), the right-looking LU decomposition algorithm running on a computer with M words of primary memory computes the LU decomposition with partial pivoting of an n-by-m matrix using at least IO RL (n; m) The rst case, r = M=n, leads to better performance only when more than p m columns t within primary memory. Although these are lower bounds, they are asymptotically tight. The value 1=4 is a lower bound on the actual constant, which is higher than that.
4. Experimental Results. We have implemented and tested the recursivelypartitioned algorithm 1 . The goal of the experiments was to determine whether the recursively partitioned algorithm is more e cient than the right-looking algorithm in practice. The results of the experiments clearly show that the recursively-partitioned algorithm performs less I/O and is that it is faster, at least on the computer on which the experiments were conducted.
The results of the experiments complement our analysis of the two algorithms. The analysis shows that the recursively-partitioned algorithm performs less I/O than the right looking algorithm for most values of n and M. The analysis stops short of demonstrating that one algorithm is faster than another in three respects. First, the bounds in the analysis are not exact. Second, the analysis counts the total number of I/O's in the algorithm, but the distribution of the I/O within the algorithm is signi cant. Finally, the analysis uses a simpli ed model of a two-level hierarchical memory that does not capture all the subtleties of actual memory systems. The experiments show that even though our analysis is not exact in these respects, the recursively-partitioned algorithm is indeed faster.
Three sets of experiments are presented in this section. The rst set presents and analyzes in detail experiments on IBM RS/6000 workstations. The goal of this set of experiments is to establish that the recursively-partitioned algorithm is faster than the right-looking algorithm. The second set of experiments show, in less detail, that the recursively-partitioned algorithm outperforms LAPACK's right-looking algorithm on a wide range of architectures. The goal of the second set of experiments is to establish the robustness of the performance of the recursively-partitioned algorithm. The third set of experiments shows that using Strassen's matrix multiplication algorithm speeds up the recursively-partitioned algorithm, but does not seem to speed up the rightlooking algorithm.
Some of the technical details of the experiments, such as operating system versions, compiler versions, and compiler options are omitted from this paper. These details are fully described in our technical report 11].
Detailed Experimental Analyzes. The rst set of experiments was performed on an IBM RS/6000 workstation with a 66.5 MHz POWER2 processor 14], 128 Kbytes 4-way set associative level-1 data-cache, a 1 Mbytes direct mapped level-2 cache, and a 128-bit-wide main memory bus. The POWER2 processor is capable of issuing two double-precision multiply-add instructions per clock cycle. Both LAPACK's right looking LU-factorization subroutine DGETRF and the recursively partitioned algorithm were compiled by IBM's XLF compiler version 3.2. All the algorithms used the BLAS from IBM's Engineering and Scienti c Subroutine Library (ESSL). On square matrices we have also measured the performance of the LU-factorization subroutine DGEF from ESSL. The interface of this subroutine only allows for the factorization of square matrices. The coding style and the data structures used in the recursively-partitioned algorithm are the same as the ones used by LAPACK. In particular, permutations are represented in both algorithms as a sequence of exchanges. In all cases, the array that contains the matrix to be factored was allocated statically and aligned on a 16-byte boundary. The leading dimension of the matrix was equal to the number of rows (no padding).
The performance of the algorithms was assessed using measurements of both running time and cache misses. Time was measured using the machines real-time clock, which has a resolution of one cycle. The number of cache misses was measured using the POWER2 performance monitor 13]. The performance monitor is a hardware subsystem in the processor capable of counting cache misses and other processor events. Both the real-time clock and the performance monitor are oblivious to time sharing. To minimize the risk that measurements are in uenced by other processes, we ran the experiments when no other users used the machine (but it was connected to the network). We later veri ed that the measurements are valid by comparing the realtime-clock measurements with the user time reported by AIX's getrusage system call on an experiment by experiment basis. All measurements reported here are based on an average of 10 executions.
We have coded two variants of the recursively-partitioned algorithm. The two versions di er in the way permutations are applied to submatrices. In one version, permutations are applied using LAPACK's auxiliary subroutine DLASWP. This sub- routine, which is also used by LAPACK's right-looking algorithm, permutes the rows of a submatrix by exchanging rows using the vector exchange subroutine DSWAP, a level-1 BLAS. The second version permutes the rows of the matrix by applying the entire sequence of exchanges to one column after another. The di erence amounts to swapping the inner and outer loops. This change was suggested by Fred Gustavson. The rst experiment, whose results are summarized in Table 4 .1, was designed to determine the e ects of a complex hierarchical memory system on the partitioned algorithms. Four facts emerge from the table.
1. The recursively partitioned algorithm performs less cache misses and delivers higher performance than the right-looking algorithm. ESSL's subroutine performs less cache misses than LAPACK but more than the recursivelypartitioned algorithm, but it achieves best or close to best performance. 2. Permuting one column at a time leads to less cache misses and faster execution than exchanging rows. This is true for both the right-looking algorithm and the recursively-partitioned algorithm. This is probably a result of the advantage of the stride-1 access to the column in the column permuting over the large stride access to rows in the row exchanges. 3. The performance in term of both time and cache misses of all the algorithms except the recursively-partitioned with column permuting is worse when the leading dimension of the matrix is a power of 2 than when it is not. The performance of the recursively-partitioned algorithm with column permuting improves by less than half a percent. The degradation in performance on a power of 2 is probably caused by fact that the caches are not fully associative. 4. The running time depends on the measured number of cache misses, but not completely. This can be seen both from the fact that ESSL's DGEF performs more cache misses than the recursively partitioned algorithm, but it is faster, and from the fact that the block size that leads to the minimum number of cache misses in the DGETRF does not lead to the best running time. The discrepancy can be caused by several factors that are not measured, including misses and con icts in the level-2 cache, TLB misses, and instruction scheduling. In all four cases in the table the minimum running time is achieved with a value of r that is higher than the number that leads to a minimum number of cache misses. For example, on n = 1007, DGETRF with row exchanges performed the least number of cache misses with r = 40, but the fastest running time was achieved with r = 55. This may mean that the cause of the discrepancy is misses in the level-2 cache, which is larger than the level-1 cache and therefore may favor a larger block size (since more columns t in it). In summary, the experiment shows that although the implementation details of the memory system in uence the performance of the algorithms, the recursively-partitioned algorithm still emerges as faster than the right-looking one when they are implemented in a similar way.
The second set of experiments was designed to assess the performance of the algorithms over a wide range of input sizes. The performance and number of cache misses of the algorithms are presented in Figure 4 .1 on square matrices ranging in order from 200 to 2000. The level-1 cache is large enough to store a matrix of order 128. The following points emerge from the experiment.
1. Beginning with matrices of order n = 300, the the recursively-partitioned algorithm with column permuting is faster than the same algorithm with row exchanges which is still faster than LAPACK's DGETRF with row exchanges (we did not measure the performance of DGETRF with column permuting in this experiment).
2. The performance of DGETRF with optimal block size r and with r = 64 is essentially the same except at n = 300, although the optimal block size clearly leads to a smaller number of cache misses from n = 400 through n = 1600.
3. The recursively-partitioned algorithm performs less cache misses than ESSL's DGEF on all input sizes, but it is not faster. As in the rst experiment, the experiment itself does not indicate what causes this phenomenon. We speculate that it is caused by better instruction scheduling or fewer misses in the level-2 cache. The next experiment was designed to determine the sensitivity of the performance of the right-looking algorithm to the block size r. We used the column permuting strategy which proved more e cient in the previous experiments. The experiment consists of running the algorithm on a range of block sizes on a square matrix of order 1007 and on a rectangular 62500-by-64 matrix. The factorization of a rectangular matrix with n > m arises as a subproblem in out-of-core LU factorization algorithms that factor blocks of columns that t within core. The speci c dimensions of the matrices were chosen so as to minimize the e ects of con icts in the memory system on the results. The results for n = m = 1007, shown in Figures 4.2 show that the minimum number of cache misses occurs at r = 42, which is higher than p m 32, and that the best performance is achieved with an even higher value of r, 55. The performance is not very sensitive to the choice of r, however, and all values between about 50 and 70 yield essentially the same performance, 201 M ops. The results for 62500-by-64 matrices, shown in Figures 4.3, show that the minimum number of cache misses occur at r = 10, and the best performance occurs at r = 8, which happens to coincide exactly with p m. The sensitivity to r is greater here than in the square case, especially below the optimal value.
The last experiment in this set, presented in Figure 4 .4, was designed to determine whether the discrepancy between the optimal block size in terms of level-1 cache misses and the optimal block size in terms of running time was caused by the level-2 cache. The experiment repeats the last experiment for square matrices of order 1007, except that the experiment was conducted on a machine with a 256-bit-wide main memory bus, 256 Kbytes level-1 cache, and no level-2 cache. The two machines are identical in all other respects. There is a discrepancy in optimal block sizes in Figure 4 .4, but it is smaller than the discrepancy in Figure 4 .2. The experiment shows that the discrepancy is not caused solely by the level-2 cache. It is not possible to determine whether the smaller discrepancy in this experiment is due to the lack of level-2 cache or to the larger level-1 cache.
Robustness Experiments. The second set of experiments show that the performance advantage of the recursively partitioned algorithm, which was demonstrated by the rst set of experiments, is not limited to a single computer architecture. The experiments accomplish this goal by showing that the recursively partitioned algorithm outperforms the right looking algorithm on a wide range of architectures.
All the experiments in this set compare the performance of the recursively partitioned algorithm with the performance of LAPACK's right-looking on two sizes of square matrices, n = 1007 and n = 2014 (except when the larger matrices do not t within main memory). These sizes were chosen so as to minimize the impact of cache associativity on the results. Each measurement reported represents the average of the best 5 out of 10 runs, to minimize the e ect of other processes in the system. The block size for the right-looking algorithm was LAPACK's default r = 64.
We used the following machine con gurations:
A 66.5 MHz IBM RS/6000 workstation with a POWER2 processor, 128 Kbytes 4-way set associative data-cache, a 1 Mbytes direct mapped level-2 cache. and a 128-bit-wide bus. We used the BLAS from IBM's ESSL. A 25 MHz IBM RS/6000 workstation with a POWER processor, 64 Kbytes 4-way set associative data-cache, and a 128-bit-wide bus. We used the BLAS from IBM's ESSL. A 100 MHz Silicon Graphics Indy workstation with a MIPS R4600/R4610 Table 4 .2, show that the recursively partitioned algorithm consistently outperforms the right-looking algorithm. The results also show that permuting columns is almost always faster than exchanging rows.
Experiments using Strassen's Algorithm. Performing the updates of the trailing submatrix using a variant of Strassen's algorithm 10] improved the performance of the recursively partitioned algorithm. We replaced the call to DGEMM, the level-3 BLA subroutine for matrix multiply-add by a call to DGEMMB, a public domain implementation 2 of a variant of Strassen algorithm 3]. (Replacing the calls to DGEMM by calls to a Strassen matrix-multiplication subroutine in IBM's ESSL gave similar results). DGEMMB uses Strassen's algorithm only when all the dimensions of the input matrices are greater than a machine-dependent constant. The authors of DGEMMB set this constant to 192 for IBM RS/6000 workstations.
In the recursively-partitioned algorithm with column permuting, the replacement of DGEMM by DGEMMB reduced the factorization time on the POWER2 machine to 2:99 seconds for n = 1007 and to 22:18 seconds for n = 2014. The factorization times with the conventional matrix multiplication algorithm, reported in the rst line of Table 4 shows that the performance of the right-looking algorithm can be sensitive to r, and that the best performance does not always coincide with the block size that causes the smallest number of cache misses. Choosing r can be especially di cult on machines with more than two levels of memory. A recursive algorithm, on the other hand, is a natural choice for hierarchical memory systems with more than two levels.
The recursively partitioned algorithm provides a good opportunity to use a fast matrix multiplication algorithm, such as Strassen's algorithm. Since a signi cant fraction of the work performed by the recursively partitioned algorithm is used to multiply large matrices, the bene t of using Strassen's algorithm can be large. The right-looking algorithm performs the same work by several multiplications of smaller matrices, so the bene t of Strassen's algorithm should be smaller.
The analysis of the right-looking algorithm in Section 3 shows how the block size r should be chosen. The value r p m is optimal with two exceptions. When a single row is too large to t within primary memory, a value r = p M=3 leads to better performance. When more than p m columns t within primary memory, r should be set to M=n to minimize memory tra c. The extreme cases are the source of the di culty in choosing a good value of r for hierarchical memory systems with more than two levels. In our experiments, the performance of the right-looking algorithm on matrices with more rows than columns was very sensitive to the choice of r, but it was not sensitive on large square matrices. In the typical cases, when at least one row ts within primary memory, the right-looking algorithm with an optimal choice of r performs a factor of ( p M=m) more data transfers than the recursively partitioned algorithm. In our experiments this factor led to a signi cant di erence in both the number of cache misses and the running time.
The conclusion that the value r = p m is often close to optimal shows that there is a system-independent way to choose r. In comparison, the model implementation of ILAENV, LAPACK's block-size-selection subroutine, uses a xed value, 64, and LAPACK's User's Guide advises that system-dependent tuning of r could improve performance. The viewpoint of the LAPACK designers seems to be that r is a system-dependent parameter whose role is to hide the low bandwidth of the secondary memory system during the updates of the trailing submatrices. Our analysis here shows that the true role of r is to balance the number of data transfers between the two components of the algorithm: the factorization of blocks of columns and the updates of the trailing submatrices.
Designers of out-of-core LU decomposition codes often propose to use blockcolumn (or row) algorithms. Many of them propose to choose r = M=n so that an entire block of columns ts within primary memory 4, 6, 7, 15] . This approach works well when the columns are short and a large number of them ts within primary memory, but the performance of such algorithms would be unacceptable when only few columns t within primary memory. Some researchers 7, 8, 9] suggest that algorithms that use less primary memory than is necessary for storing a few columns might have di culty implementing partial pivoting. The analysis in this paper shows that it is possible to achieve a low number of data transfers even when a single row or column does not t within primary memory. Womble et al. 15 ] presented a recursively-partitioned LU decomposition algorithm without pivoting. They claimed, without a proof, that pivoting can be incorporated into the algorithm without asymptotically increasing the number of I/O's the algorithm performs. They suggested that a recursive algorithm would be di cult to implement, so they implemented instead a partitioned left-looking algorithm using r = M=n.
Toledo and Gustavson 12] describe a recursively-partitioned algorithm for outof-core LU decomposition with partial pivoting. Their algorithm uses recursion on large submatrices, but switches to a left-looking variant on smaller submatrices (that would still not t within main memory). Depending on the size of main memory, their algorithm can factor a matrix in 2=3 the amount of time used by an out-of-core left-looking algorithm with a xed block size.
