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Abstract
Recently, a method has been established for determining the n0 unknown frequencies !j in a trigonometric
signal by using Szeg2o polynomials; n( N ; z). The Szeg2o polynomials in question are orthogonal on the unit
circle with respect to an inner product de4ned by a measure  N . The measure is constructed from the observed
signal values x(m):
d N ()
d
=
1
2
∣∣∣∣∣
N−1∑
m=0
x(m)e−im
∣∣∣∣∣
2
:
Essential in the study is the asymptotic behavior of the zeros. If n¿ n0 then n0 of the zeros of each
limiting polynomial will coincide with the frequency points e±i!j . The limiting polynomial is not unique. The
remaining (n− n0) zeros are bounded away from the unit circle.
Several modi4cations of this method have been developed. The modi4cations are of two main types:
Modifying the measure by modifying the observed signal values or by modifying the moments.
In the present paper, we will modify the measure and study measures of the form
d (Tr)()
d
=
1
2
∣∣∣∣∣
∞∑
m=0
x(m)Tmcme−im
∣∣∣∣∣
2
;
where T = 1− d∈ (0; 1) and the coe8cients cm satisfy certain conditions.
In this situation, we 4nd the rate at which certain Toeplitz determinants tend to zero, and prove that the
limit of the absolute value of the re9ection coe8cients (Tr)n0 for n = n0 are limd→0 |
(Tr)
n0
|2 = 1. We also
prove that the frequency points occur as zeros with a certain multiplicity in the limiting polynomials. c© 2002
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1. Introduction
A method for determining the unknown frequencies in a trigonometric signal by using the asymp-
totic properties of the zeros of certain orthogonal polynomials; the Szeg2o polynomials, has been
established [5,2]. The method has its root back to Wiener–Levinson [10,3].
The method starts with measured signal values from a sample of observations of a signal. From
the observations is constructed an absolutely continuous measure  N () de4ned by
d N ()
d
=
1
2
∣∣∣∣∣
N−1∑
m=0
x(m)e−im
∣∣∣∣∣
2
; ∈ [− ; ]: (1.1)
Here, N denotes the number of observations and x(m) denotes the signal in discrete form. For any
4xed N the measure gives rise to an inner product, and hence to a sequence of moments {(N )m },
(N )m =
∫ 
−
e−im d N ();
and a sequence of monic orthogonal polynomials; the Szeg2o polynomials {n( N ; z)}. All the zeros
of the Szeg2o polynomials are located in the open unit disc. Because we are dealing with asymptotic
properties, we denote
(N )m
N
=: ˜Nm: (1.2)
When the signal is a trigonometric signal
x(m) =
I∑
j=−I
Ajeim!j ; !−j =−!j; Aj ¿ 0 (possibly A0 = 0);
the Szeg2o polynomials with their zeros have two important properties:
(i) If we go to certain subsequences {Nk} of {N}, we obtain convergence of the polynomial when
k →∞. In each convergence case the limit polynomial is
lim
k→∞
{n( Nk ; z)}= (z − 1)L
I∏
j=−I
(z − ei!j)(z − e−i!j)
n∏
p=n0+1
(z − z(n)p ); (1.3)
where z(n)p is dependent of the subsequence chosen. Here, n0=2I+L; (L=0 or L=1) is the number
of frequency points and n is the degree of the polynomial. Observe that n¿ n0. Thus, n0 of the
zeros in the limit polynomial tend to the frequency points e±i!j . In addition we have (n− n0) zeros.
Those zeros depend upon the degree of the polynomial and the subsequence chosen.
(ii) For a given n¿n0 there exists a number Kn ¡ 1 such that for all convergent subsequences
|z(n)p |6Kn ¡ 1 for p= n0 + 1; : : : ; n: (1.4)
Hence, those zeros can be separated from the frequency points. The method brie9y described above
is called the N -process [5,2].
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2. Modications of the N -process
Several modi4cations of the N -process have been established during the last ten years. Two main
approaches have been studied. One way is to construct new modi3ed measures which can be used
to 4nd the frequency points, another is to modify the moments in various ways. In this paper, we
deal with the 3rst approach. In this situation, we multiply the observed signal values in (1.1) by
certain weight functions.
One modi4cation of this type was done by NjLa stad, Waadeland [4]. The method is called the
T -process after the parameter T involved. In the T -process we multiply the sequence {x(m)} in
(1.1) by the sequence {Tm} where T ∈ (0; 1) [4]. Then we have a new measure given by
d (T )()
d
=
1
2
∣∣∣∣∣
∞∑
m=0
x(m)Tme−im
∣∣∣∣∣
2
; ∈ [− ; ]: (2.1)
Essential for the use in frequency analysis is the weak star convergence for T → 1− of the abso-
lutely continuous measure G(T ) (T ) to a measure  0 with support in the frequency points e±i!j and
corresponding masses A2j for a suitable function G(T ). For  
(T ) the function G(T ) = 1− T 2 works.
Another modi4cation of the same type is established in [7]. Here, a family of measures of the
form
d (Tr)()
d
=
1
2
∣∣∣∣∣
∞∑
m=0
x(m)Tmcme−im
∣∣∣∣∣
2
; ∈ [− ; ]; (2.2)
where the coe8cients cm are coe8cients in the expansion at t = 0 of
gr(t) =
1
(1− t)r =
∞∑
m=0
(
r + m− 1
m
)
tm for r ∈N: (2.3)
In this situation the factor
Gr(T ) = (1− T 2)2r−1
(
2r − 2
r − 1
)−1
(2.4)
works. The weak star convergence is proved for all r ∈N [7]. A simple example in [8] illustrates
that (1.4) does not hold for r ¿ 1. The example is as follows:
lim
T→1−
(
lim
N→∞4( 
(Tr)
N ; z)
)
= (z − ei!)2(z − e−i!)2
lim
T→1−
(
lim
N→∞5( 
(Tr)
N ; z)
)
= (z − ei!)2(z − e−i!)2(z − cos!)
lim
T→1−
(
lim
N→∞6( 
(Tr)
N ; z)
)
= (z − ei!)3(z − e−i!)3:
We observe that the n0 frequency points are multiple zeros of the limiting polynomial. In the present
paper we use the measure (2.2) and prove that for an arbitrary trigonometric signal the n0 frequency
points e±i!j occur as multiple zeros of the limiting polynomial. Hence, we can still pick out the
frequency points. We also 4nd the rate at which certain Toeplitz determinants tend to zero, and
prove that the limit of the re9ection coe8cients is limd→0 |(Tr)n0 |2 = 1.
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3. Notation
To establish the proof of later theorems we need some notations. In the proofs we use some
determinant formulas. For the N -process they are:
The Szeg2o polynomials can be expressed as
n( N ; z) =
1
 (N )n−1
∣∣∣∣∣∣∣∣∣∣∣
˜(N )0 ˜
(N )
−1 · · · ˜(N )−n
˜(N )1 ˜
(N )
0 · · · ˜(N )−n+1
...
...
. . .
...
˜(N )n−1 ˜
(N )
n−2 · · · ˜(N )−1
1 z · · · zn
∣∣∣∣∣∣∣∣∣∣∣
; (3.1)
where  (N )n−1 is the Toeplitz determinant of order n.
The Toeplitz determinant is de4ned by
 (N )n =
∣∣∣∣∣∣∣∣∣
˜(N )0 ˜
(N )
−1 ˜
(N )
−2 · · · ˜(N )−n
˜(N )1 ˜
(N )
0 ˜
(N )
−1 · · · ˜(N )−n+1
...
...
...
. . .
...
˜(N )n ˜
(N )
n−1 ˜
(N )
n−2 · · · ˜(N )0
∣∣∣∣∣∣∣∣∣
: (3.2)
The re9ection coe8cients can be expressed as
(N )n =
(−1)n
 (N )n−1
∣∣∣∣∣∣∣∣∣
˜(N )−1 ˜
(N )
−2 ˜
(N )
−3 · · · ˜(N )−n
˜(N )0 ˜
(N )
−1 ˜
(N )
−2 · · · ˜(N )−n+1
...
...
...
. . .
...
˜(N )n−2 ˜
(N )
n−3 ˜
(N )
n−4 · · · ˜(N )−1
∣∣∣∣∣∣∣∣∣
: (3.3)
The moment sequence {˜(N )n } (1.2) is Hermitian and positive de4nite meaning that
˜(N )n = M˜
(N )
−n and  
(N )
n−1 ¿ 0: (3.4)
The identities
cosm!j = 2cos!j cos(m− 1)!j − cos(m− 2)!j
and
sinm!j
sin!j
= 2cos!j
sin(m− 1)!j
sin!j
− sin(m− 2)!j
sin!j
play an important role in the proofs. For the sake of simplicity we use the notation cosm!j=Tm(xj)
where xj = cos!j and sin(m+ 1)!j=sin!j = Um(xj). Observe that
Tm(xj)− 2xjTm−1(xj) + Tm−2(xj) = 0 (3.5a)
and
Um−1(xj)− 2xjUm−2(xj) + Um−3(xj) = 0: (3.5b)
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Other identities will also be used. Observe that the following equalities hold
Tm+k(xj) + Tm−k(xj) = 2Tk(xj)Tm(xj); (3.6a)
Tm+k(xj)− Tm−k(xj) =−2(1− x2j )Uk−1(xj)Um−1(xj); (3.6b)
Tm(xj)Tm(xj)− Tm−1(xj)Tm+1(xj) = 1− x2j : (3.7)
The moments ˜(Tr)m in the Tr-process arising from the positive measure (2.2) can with d=1−T and
A0 = 0 be written as (see [9, Section 3])
˜(Tr)m =Gr(T )
(Tr)
m = (1− T 2)2r−1
(
2r − 2
r − 1
)−1
(Tr)m
=2
I∑
j=1
A2j cosm!j
(
1− (r − 1)d+
(
(r − 1)(r − 2)
2
+
(r − 1)2 − m2
2(2r − 3)
)
d2
)
+O(d3):
(3.8)
4. Preparation for a theorem
In this section, we consider a signal where !:=!j =−!−j and n0 = 2. The simple signal is
x(m) =
√
3eim! +
√
3e−im!: (4.1)
From [9, (3.5)–(3.8)], we can 4nd a general expression for the moments. For r=2; 3; 4 we compute
the 4rst few terms of the moments
˜(T2)m = 6cosm!
(
(1− d)−
(
m2 − 1
2
)
d2
)
+O(d3); (4.2)
˜(T3)m = 6cosm!


(1− 2d)−
(
m2 − 10
6
)
d2 +
(
m2 − 4
6
)
d3
+
(
m4 − 5m2 + 4
6
)
d4 + O(d5)

 ; (4.3)
and
˜(T4)m = 6cosm!


(1− 3d)−
(
m2 − 39
10
)
d2 +
(
m2 − 14
5
)
d3
+
(
m4 − 25m2 + 144
120
)
d4 −
(
m4 − 13m2 + 36
120
)
d5
−
(
m6 − 14m4 + 49m2 − 36
720
)
d6 + O(d7)


: (4.4)
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Three crucial properties may be extracted from [9, Section 3]:
(i) The O-terms are of the power O(d2r−1).
(ii) The terms containing m are of even power of m,
(iii) The coe8cients for d2k and d2k+1 have the same highest power of m.
In the following, we use the general lemma:
Lemma 1. The moments are of the form
˜(Tr)m =Gr(T )
(Tr)
m = (1− T 2)2r−1
(
2r − 2
r − 1
)−1
(Tr)m
=
I∑
j=−I
A2j e
im!j(1− f(m));
where f(m) = f(m; d) is an even function of m.
Proof. The sum
∑I
j=−I A
2
j e
im!j may be written A20 + 2
∑I
j=1 A
2
j cosm!j; A0 = 0.
Since cosm!j = cos(−m!j) and since ˜(Tr)m = M˜(Tr)−m (3.4) the function f(m) is an even function
of m.
We start the preparation for the next section by considering the Toeplitz determinant with the
moments ˜(T3)m (4.2b) and n= 6:
 (Tr)5 =
∣∣∣∣∣∣∣∣∣∣∣∣∣
˜(Tr)0 ˜
(Tr)
−1 ˜
(Tr)
−2 ˜
(Tr)
−3 ˜
(Tr)
−4 ˜
(Tr)
−5
˜(Tr)1 ˜
(Tr)
0 ˜
(Tr)
−1 ˜
(Tr)
−2 ˜
(Tr)
−3 ˜
(Tr)
−4
˜(Tr)2 ˜
(Tr)
1 ˜
(Tr)
0 ˜
(Tr)
−1 ˜
(Tr)
−2 ˜
(Tr)
−3
˜(Tr)3 ˜
(Tr)
2 ˜
(Tr)
1 ˜
(Tr)
0 ˜
(Tr)
−1 ˜
(Tr)
−2
˜(Tr)4 ˜
(Tr)
3 ˜
(Tr)
2 ˜
(Tr)
1 ˜
(Tr)
0 ˜
(Tr)
−1
˜(Tr)5 ˜
(Tr)
4 ˜
(Tr)
3 ˜
(Tr)
2 ˜
(Tr)
1 ˜
(Tr)
0
∣∣∣∣∣∣∣∣∣∣∣∣∣
: (4.5)
From top to bottom we use the following row numbers: k = 1; 2; : : : ; n.
Furthermore let m = −n + 1;−n + 2; : : : ; 0; 1; : : : ; n − 1. Crucial in the following part are proper-
ties ((3.5a) and (3.5b), here x = cos!). For the sake of simplicity we abbreviate Tm(x):=Tm and
Um(x):=Um in the rest of the paper.
We 3rst simplify determinant (4.5) by using row operations. Replace row k by
row(k)− 2x row(k + 1) + row(k + 2): (4.6)
Since the indices of the moments are increasing from one row to the next, we get just one case to
consider.
We consider moments (4.3)
˜(T3)m = 6cosm!


(1− 2d)−
(
m2 − 10
6
)
d2 +
(
m2 − 4
6
)
d3
+
(
m4 − 5m2 + 4
6
)
d4 + O(d5)

 :
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We rewrite the moments collecting the terms not containing m
˜(T3)m = ˜
(T3)
m = cosm!
(
(6− 12d+ 10d2 − 4d3 + 4d4)
−m2(d2 − d3) + (m4 − 5m2)d4
)
+O(d5):
The row operations lead to the elements:
Tm−1
(
(6− 12d+ 10d2 − 4d3 + 4d4)
− (m− 1)2(d2 − d3) + ((m− 1)4 − 5(m− 1)2)d4
)
− 2xTm
(
(6− 12d+ 10d2 − 4d3 + 4d4)
−m2(d2 − d3) + (m4 − 5m2)d4
)
+Tm+1
(
(6− 12d+ 10d2 − 4d3 + 4d4)
− (m+ 1)2(d2 − d3) + ((m+ 1)4 − 5(m+ 1)2)d4
)
+O(d5)
or
Tm−1


(
6 − 12d + 10d2 − 4d3 + 4d4
)
−
(
m2 − 2m+ 1
)(
d2 − d3)+ ( m4 − 4m3 + m2 + 6m− 4)d4


− 2xTm


(
6 − 12d + 10d2 − 4d3 + 4d4
)
−
(
m2
)(
d2 − d3)+ ( m4 − 5m2)d4


+Tm+1


(
6 − 12d + 10d2 − 4d3 + 4d4
)
−
(
m2 + 2m+ 1
)(
d2 − d3)+ ( m4 + 4m3 + m2 − 6m− 4)d4


+O(d5) (4.7)
The sum of the terms in the boxes all vanish (see (3.5a)). The remaining terms are
((2m− 1)Tm−1 − (2m+ 1)Tm+1)(d2 − d3)
+ ((4m3 + 6m2 − 6m− 4)Tm+1 − (4m3 − 6m2 − 6m+ 4)Tm−1)d4 + O(d5)
which may be written(
((4m− 2)(1− x2)Um−1 − 2Tm+1)(1− d)
− ((8m3 − 12m2 − 12m+ 8)(1− x2)Um−1 + (12m2 − 8)Tm+1)d2
)
d2 + O(d5)
=d2(fm−1) + O(d5): (4.8a)
434 V.B. Petersen / Journal of Computational and Applied Mathematics 147 (2002) 427–444
Here, the term fm−1 is the expression
fm−1 := ((4m− 2)(1− x2)Um−1 − 2Tm+1)(1− d)
− ((8m3 − 12m2 − 12m+ 8)(1− x2)Um−1 + (12m2 − 8)Tm+1)d2: (4.8b)
Hence, we can factor out d2 in the (n− n0) = 4 4rst rows.
The determinant  (Tr)5 can thus be written
 (Tr)5 = (d
2)4 ˜
(Tr)
5;1 + O(higher order terms in d): (4.9a)
As will be seen later the determinant  ˜
(Tr)
5;1 still may contain factors d to be factored out. The
expression O(higher order terms in d) means that the power of d in the O-terms is higher than the
power of d in (d8 ˜
(Tr)
5;1 ). The expression O(higher order terms in d) will be used in the same way
as in (4.9a) in the rest of the paper. The subscript k = 1; 2; : : : : in  ˜
(Tr)
5; k denotes the number of
simpli4cations made. The determinant  ˜
(Tr)
5;1 is
 ˜
(Tr)
5;1 =
∣∣∣∣∣∣∣∣∣∣∣∣
f0 f−1 f−2 f−3 f−4 f−5
f1 f0 f−1 f−2 f−3 f−4
f2 f1 f0 f−1 f−2 f−3
f3 f2 f1 f0 f−1 f−2
(Tr)4 
(Tr)
3 
(Tr)
2 
(Tr)
1 
(Tr)
0 
(Tr)
−1
(Tr)5 
(Tr)
4 
(Tr)
3 
(Tr)
2 
(Tr)
1 
(Tr)
0
∣∣∣∣∣∣∣∣∣∣∣∣
: (4.9b)
We make some important observations about the terms containing the diNerent powers of d:
Row operations 1:
Terms with d0 and d:
Vanish because they are not containing the parameter m.
Terms with d2 and d3:
The highest power of m is reduced by one, from m2 to m.
Terms with d4:
The highest power of m is reduced by one, from m4 to m3.
We can factor out d2.
We make a second simpli4cation of the determinant. This time we carry out column operations.
From left to right we use the following column-numbers: c = 1; 2; : : : ; n. Replace column c by
column(c)− 2x column(c + 1) + column(c + 2): (4.10)
Since the indices of the moments are decreasing from one column to the next, we again get just
one case to consider. First we look at the term with (1 − d) in (4.8). After factoring out d2, we
have
(1− d)


(
4m − 2
)(
1− x2)Um−1 − 2Tm+1
− 2x
(
4m − 4− 2
)(
1− x2)Um−2 + 4xTm
+
(
4m − 8− 2
)(
1− x2)Um−3 − 2Tm−1


:
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From (3.5a) and (3.5b) follows that the terms in the boxes vanish. The remaining terms turn out to
be (using (3.5b)):
4(1− x2)(1− d)(Um−1 − Um−3) + O(d2) = 8(1− x2)(1− d)Tm−1 + O(d2): (4.11a)
In the last two rows of (4.9b) we have the same type of simpli4cation as in the 4rst row operations
(4.6). The index m in fm (4.8) and (4.9) is equal to the lowest index of Tm in (4.7). Comparing
indices in (4.9b), we 4nd that the index m in the last two rows in the determinant (4.9b) is
fm−2 = (4m− 6)(1− x2)Um−2 − 2Tm:
The remaining terms in (4.8) are
−((8m3 − 12m2 − 12m+ 8)(1− x2)Um−1 + (12m2 − 8)Tm+1)d2:
We do not compute the expression from the column operations (4.10). We make some important
observations regarding the power of m in the diNerent terms. We observe that the highest power of
m in every term is again reduced by one. Hence we need two simpli4cations to get from m4 to m2.
The crucial point is to look at the term which lead to m2, i.e., m3. We have
−8(1− x2)(m3Um−1 − 2x(m− 1)3Um−2 + (m− 2)3Um−3)
=− 8(1− x2)
(
m3Um−1 − 2x(m3 − 3m2 + 3m− 1)Um−2
+ (m3 − 6m2 + 12m− 8)Um−3
)
The terms with m3 vanish (see (3.5b)), and the interesting term is the one with m2. We may write
− 8(1− x2)(3m2Um−1 − 3m2Um−3) =−48(1− x2)m2Tm−1: (4.11b)
Combining (4.11a) and (4.11b) we obtain
8(1− x2)(1− d)Tm−1 − 48(1− x2)m2 + h(m)d2Tm−1 + O(d3)
=8(1− x2)Tm−1
(
1− d− 6m2d2 + h(m)
8(1− x2)d
2
)
Tm−1 + O(d3);
where h(m) is a function of lower order terms of m; (i.e. m and m0).
For use in (4.12) de4ne 8(1− x2)(1− d)= : c1
The determinant may then be written
 (Tr)5 = (d
2)4 ˜
(Tr)
5;2 + O(higher order terms in d): (4.12a)
The term  ˜
(Tr)
5;2 is
 ˜
(Tr)
5;2 =
∣∣∣∣∣∣∣∣∣∣∣∣
c1T0 c1T−1 c1T−2 c1T−3 f−4 f−5
c1T1 c1T0 c1T−1 c1T−2 f−3 f−4
c1T2 c1T1 c1T0 c1T−1 f−2 f−3
c1T3 c1T2 c1T1 c1T0 f−1 f−2
d2f2 d2f1 d2f0 d2f−1 
(Tr)
0 
(Tr)
−1
d2f3 d2f2 d2f1 d2f0 
(Tr)
1 
(Tr)
0
∣∣∣∣∣∣∣∣∣∣∣∣
: (4.12b)
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Notice the important property that the (4 × 4)-determinant in the upper left corner has a similar
structure as (4.5), i.e., the indices of Tm are the same.
The crucial point is that the function f(m) in Lemma 1 is of even power of m. Hence we need
two simpli4cations to get back to an expression of the form cmTm where cm:=Cm(1− x2), where the
terms Cm are constants.
The following important pattern has occurred after the 4rst row and column operations (4.2)
and (4.4).
Row operations 1:
Terms with d0 and d:
Vanish because they are not containing the parameter m.
Terms with d2 and d3:
The highest power of m is reduced by one (from m2 to m).
Terms with d4:
The power of m is reduced by one (from m4 to m3).
We can factor out d2.
Column operations 1:
Terms with d0 and d1:
The highest power of m is reduced by one (from m to m0).
Terms with d2:
The highest power of m is reduced by one (from m3 to m2).
We can factor out c1 = C1(1− x2).
The crucial thing is that a similar pattern will continue if we make more row and column operations.
Examining the previous operations, we see that after two more operations we obtain:
Row operations 2:
Terms with d0 and d1:
Vanish because they are not containing the parameter m.
Terms with d2:
The highest power of m is reduced by one (from m2 to m).
We can factor out d2 once more.
Column operations 2:
Terms with d0:
The highest power of m is reduced by one (from m to m0).
We can factor out c2 = C2(1− x2).
The pattern will be repeated until we can make no more simpli4cation of the rows or the columns.
Let n = n0 + &. We observe that we can make ( − 1) simpli4cations with the rows, and the
same with the columns, i.e., 2( − 1) simpli4cations. Hence, we can make 4 simpli4cations in our
example. That is the reason why we need d4 and hence (4.3) such that we have enough terms
to make the simpli4cations. If we had more terms the pattern would be repeated. We observe the
following crucial fact which is the key to the proof of a later theorem.
Observation:
Row operations:
We can pull out d2.
The highest power of m is reduced by one.
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Column operations:
We can pull out C(1− x2) where C is a constant.
The highest power of m is reduced by one.
For the second row operation (4.6) of the determinant we have a similar structure. Here gm is an
expression similar to fm (see (4.8b)). The determinant  
(Tr)
5 is
 (Tr)5 = (d
2)4 ˜
(Tr)
5;3 + O(higher order terms in d); (4.13a)
where
 ˜
(Tr)
5;3 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d2c1g0 d2c1g−1 d2c1g−2 d2c1g−3 c1T−2 c1T−3
d2c1g1 d2c1g0 d2c1g−1 d2c1g−2 c1T−1 c1T−2
c1T2 c1T1 c1T0 c1T−1 f−2 f−3
c1T3 c1T2 c1T1 c1T0 f−1 f−2
d2f2 d2f1 d2f0 d2f−1 
(Tr)
0 
(Tr)
−1
d2f3 d2f2 d2f1 d2f0 
(Tr)
1 
(Tr)
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
: (4.13b)
The second column simpli4cation using (4.10) once more, leads to a determinant where we can pull
out d2 in the two 4rst columns. We obtain
 (Tr)5 = (d
2)6 ˜
(Tr)
5;4 + O(higher order terms in d): (4.14a)
where
 ˜
(Tr)
5;4 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c1c2T0 c1c2T−1 d2c1g−2 d2c1g−3 c1T−2 c1T−3
c1c2T1 c1c2T0 d2c1g−1 d2c1g−2 c1T−1 c1T−2
c1g0 c1g−1 c1T0 c1T−1 f−2 f−3
c1g1 c1g0 c1T1 c1T0 f−1 f−2
c1T2 c1T1 d2f0 d2f−1 
(Tr)
0 
(Tr)
−1
c1T3 c1T2 d2f1 d2f0 
(Tr)
1 
(Tr)
0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
: (4.14b)
Now we need a slightly diNerent simpli4cation:
Replace column 1 by
column (1)− 2x column (2) + c1column (5); (4.15a)
and then replace column 2 by
column (2)− 2xc1 column (5) + c1column (6): (4.15b)
De4ne c1(c1 − c2)=: c3. We have the result
 (T3)5 = (c1)
2(d2)6 ˜
(T3)
5;5 + O(d
13); (4.16a)
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where
 ˜
(T3)
5;5 =
∣∣∣∣∣∣∣∣∣∣∣∣
c3T−2 −c3T−1 d2c1g−2 d2c1g−3 c1T−2 c1T−3
c3T−1 −c3T0 d2c1g−1 d2c1g−2 c1T−1 c1T−2
(∗) (∗) c1T0 c1T−1 f−2 f−3
(∗) (∗) c1T1 c1T0 f−1 f−2
O(d2) O(d2) d2f0 d2f−1 T0 T−1
O(d2) O(d2) d2f1 d2f0 T1 T0
∣∣∣∣∣∣∣∣∣∣∣∣
: (4.16b)
The (∗)-terms do not contribute to the main term of the determinant. Hence we may write
 ˜
(T3)
5;5 =
∣∣∣∣∣∣∣∣
c3T−2 −c3T−1 d2c1g−2 d2c1g−3
c3T−1 −c3T0 d2c1g−1 d2c1g−2
(∗) (∗) c1T0 c1T−1
(∗) (∗) c1T1 c1T0
∣∣∣∣∣∣∣∣
∣∣∣∣ T0 T−1T1 T0
∣∣∣∣
and moreover
 (T3)5 = (c1)
4(c1 − c2)2(d2)6
∣∣∣∣ T0 T−1T1 T0
∣∣∣∣
3
+ O(d13)
=Cd12(1− x2)3 + O(d13): (4.17)
We have factored out d2 in the 4rst four rows, and then d2 in the 4rst two columns. Expressions
(4.14) and (4.17) is our main tool in the proof of the later theorems. Notice the blocks in the
determinant. The pattern described in the row and column operations will continue, and hence our
example can be extended to an arbitrary degree n and an arbitrary number of frequences n0. This
extension is just a technical matter, see for instance [6]. The crucial observation is that the pattern
described above continues.
5. The power of d
Theorem 2. Let r ∈N; r ¿ 1; and let  (Tr)() be the positive measure of the form
d (Tr)()
d
=
1
2
∣∣∣∣∣
∞∑
m=0
x(m)Tm
(
r + m− 1
m
)
e−im
∣∣∣∣∣
2
; ∈ [− ; ]:
Let n = n0 + & where  = 1; 2; : : : ; & = 0; 1; : : : ; n0 − 1; where A0 = 0 and hence n0 = 2I . Let
T ∈ (0; 1); d = 1 − T . Furthermore let  (Tr)n−1 be the Toeplitz determinant of order n; and let the
moments (Tr)m be as in (3.8). Then the Toeplitz determinant  
(Tr)
n−1 is of exactly the following lowest
power of d
d(−1)n0+2&: (5.1)
Proof. We prove the result in two steps:
(i) The power of d is at least d(−1)n0+2&.
(ii) The power of d is exactly d(−1)n0+2&.
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We consider (4.14b) where we rewrite the determinant putting the d-terms back again. The rewrit-
ten determinant is
 (T3)5 =
∣∣∣∣∣∣∣∣∣∣∣∣
d4c1c2T0 d4c1c2T−1 d4c1g−2 d4c1g−3 d2c1T−2 d2c1T−3
d4c1c2T1 d4c1c2T0 d4c1g−1 d4c1g−2 d2c1T−1 d2c1T−2
d4c1g0 d4c1g−1 d2c1T0 d2c1T−1 d2f−2 d2f−3
d4c1g1 d4c1g0 d2c1T1 d2c1T0 d2f−1 d2f−2
d2c1T2 d2c1T1 d2f0 d2f−1 T0 T−1
d2c1T3 d2c1T2 d2f−1 d2f0 T1 T0
∣∣∣∣∣∣∣∣∣∣∣∣
+O(higher order terms in d): (5.2)
We observe from the main diagonal that the lowest power of d in our example is d12, and the
determinant may be written
 (T3)5 = (d
2)6f6(x): (5.3)
For an arbitrary n = n0 of the polynomial it follows from the row and column operations that
we have the same structure for the power of d in the blocks. We have to consider two cases:
(A)  is an odd integer.
In this case, the structure of the power of d is∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d2(−1) d2(−1) d2(−2) d2(−2) · · · d+3 d+1 d+1 d−1
d2(−1) d2(−2) d2(−2) d2(−3) · · · d+1 d+1 d−1 d−1
d2(−2) d2(−2) d2(−3) d2(−3) · · · d+1 d−1 d−1 d−3
d2(−2) d2(−3) d2(−3) d2(−4) · · · d−1 d−1 d−3 d−3
...
...
...
...
. . .
...
...
...
...
d+3 d+1 d+1 d−1 · · · d6 d6 d4 d4
d+1 d+1 d−1 d−1 · · · d6 d4 d4 d2
d+1 d−1 d−1 d−3 · · · d4 d4 d2 d2
d−1 d−1 d−3 d−3 · · · d4 d d2 d0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
: (5.4a)
Here, each df() where f() is a function of  represents a n0 times n0 block of the form∣∣∣∣∣∣∣
df() · · · df()
...
. . .
...
df() · · · df()
∣∣∣∣∣∣∣ : (5.4b)
Hence, by summing the powers of d over the main diagonal in (5.4a), from left to right, we get
d(−1)n0 which is the lowest power of d.
(B)  is an even integer:
In this case we may remove the 4rst row and the 4rst column (i.e. blocks like (5.4b)), and by
summing over the same diagonal, we obtain the same result d(−1)n0 .
If we have an arbitrary n = n0 + &; & =0 we have one more block (see (5.4)) where the size
is less than n0 times n0, i.e. the size of this block is & times &. The power of d in each term in
the additional block is (d2) (see (5.4a)), and hence the power of d in the block in is (d2)&. The
power of d in the determinant in question is then d(−1)n0+2&. Hence the power of d is at least
d(−1)n0+2&.
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In a process where the moments are modi4ed (the V-process) [9], we have a similar result. In
the V-process the power of d is (d)1=2(−1)n0+&. We know from [8] that the convergence rate in
the Tr-process is O(d2) and in the V -process O(d). The other determinants which are coe8cients
in the Szeg2o polynomials can be treated in the same way, and give similar results. To prove part
(ii) we consider (4.17). Notice the determinant∣∣∣∣ T0 T−1T1 T0
∣∣∣∣= 1− x2 =0: (5.4c)
Since the pattern described in the row and column operations in Section 4 continues, the contribution
to the lowest power of d in the determinant will consist of blocks of size n0 times n0 of form (5.4c)
if & = 0, and one additional block of size & times & if & =0. We know that a determinant of form
(5.4c) is n0-de4nite (see for instance [1]) and hence it does not vanish for n6 n0. Ignoring the
O-terms, we hence state that each block determinant is diNerent from zero if & = 0. If & =0 the &
times & block in question in the determinant does not vanish of the same reason. Hence we have the
exact power of d. (See the structure in (4.16)–(4.17)). With an arbitrary degree n we have the same
pattern and we may use the same type of simpli4cations. Because of the linearity of the moments a
signal with an arbitrary number of frequencies give the same results. See also for instance [6].
Theorem 3. Let the assumptions be as in Theorem 2. Then the following holds for r ∈N; r ¿ 1
lim
d→0
 (Tr)n0−1
d(−1)n0
= Kn0−1(sin
2!)
1=2(−1)n0+ ; Kn0−1 is a constant:
Proof. Notice that each coe8cient cm in the previous example (see (4.17)) contains the factor
(1− x2). Then we have (c1)4(c1− c2)2 = (1− x2)6. In addition; we have
∣∣∣∣ T0 T−1T1 T0
∣∣∣∣
3
= (1− x2)3 (see
(4.17)).
Hence, we may write (4.17)
 (Tr)5 = K5d
12(1− x2)9 + O(d13): (5.5)
where K5 is a positive constant.
An expression for the determinant  (Tr)n0−1 can be found by considering (5.4). We already know
the lowest power of d. In each coe8cient cm we have the term (1 − x2). Notice that these terms
can be factored out 12(− 1)n0 times. The number of blocks in the diagonal tells us that we have
(1− x2) in each block, i.e.  times. We obtain the result
lim
d→0
 (Tr)n0−1
d(−1)n0
=Kn0−1(1− x2)(1=2)(−1)n0(1− x2)
=Kn0−1(sin
2!)(1=2)(−1)n0+;
where Kn0−1 is a positive constant depending upon the order of the determinant.
The extension of the proof to a signal with an arbitrary number of frequency points is beyond the
scope of this paper.
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6. Re#ection coe$cients
The re9ection coe8cients (N )n are de4ned in (3.3). An important property regarding the re9ection
coe8cients for the Szeg2o polynomials may for instance be found in [1]. For n¿ 1
1− |n|2 =  n n−2( n−1)2 ¿ 0; |n|
2 ¡ 1;  −1 = 1: (6.1)
This formula is used for the measure  (Tr) in Theorem 5.
We need a lemma:
Lemma 4. For the re<ection coe=cients (N )n the following holds:
(A) lim
N→∞ |
(N )
n |= 1
for n= n0 and
(B) lim
N→∞ |
(Nk)
n | =1
for n¿n0 and subsequences {Nk} where {n( Nk ;z)} is convergent.
Proof. For n= n0 the limit polynomial (1.3) is
lim
k→∞
{n0( N ; z)}=
I∏
j=−I
(z − ei!j)(z − e−i!j): (6.2)
Hence the zeros in the limit polynomial are located on the unit circle; and the product of the zeros
equals one. We know from (1.3; and 3.3) that (N )n is equal to the product of the zeros. Hence part
(A) is proved.
For n¿n0 and subsequences {Nk} where {n( Nk ;z)} is convergent, we know (see 1.4) that
the remaining zeros in the limit polynomial are bounded away from the unit circle. The limit
limN→∞|(N )n | exists since the limit polynomial (6.2) exists. The product of the zeros is thus ¡ 1.
This proves part (B).
In the Tr-process we have a diNerent situation. We state a theorem
Theorem 5. Let the re<ection coe=cients (Tr)n for the measure  (Tr) be de3ned analogously as
in (3.3). Furthermore; let the assumptions be as in Theorem 2. Then the following statement
holds for r ¿ 1:
lim
d→0
|(Tr)n0 |2 = 1: (6.3)
Proof. Let n= n0 + &; &= 0. We know that the sequence {(Tr)m } is positive de4nite. Hence
 (Tr)n ¿ 0 for all n: (6.4)
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In this situation; we have the general formula corresponding to the one before Lemma 4
lim
d→0
(1− |(Tr)n0 |2) = limd→0
(
 (Tr)n0  
(Tr)
n0−2
( (Tr)n0−1)
2
)
= lim
d→0
((d2)(1=2)(−1)n0+)((d2)(1=2)(−1)(−2)n0+(−1)(n0−1))
((d2)(1=2)(−1)n0)2
gn(xj)gn−2(xj)
(gn−1(xj))2
= lim
d→0
gn(xj)gn−2(xj)
(gn−1(xj))2
(d2) = 0;
and hence
lim
d→0
|(Tr)n0 |2 = 1 + limd→0
(
 (Tr)n0  
(Tr)
n0−2
( (Tr)n0−1)
2
)
= 1:
Remark. To illustrate what may happen when n = n0 + &; & =0 we consider the case where n0 −
26 &¡n0.
lim
d→0
(1− |(Tr)n0+&|2) = limd→0
(
 (Tr)n0+& 
(Tr)
n0+&−2
( (Tr)n0+&−1)
2
)
= lim
d→0
((d2)(1=2)(−1)n0+&)((d2)(1=2)(−2)n0+(&−2))
((d2)(1=2)(−1)n0+(&−1))2
fn(xj)fn−2(xj)
(fn−1(xj))2
:
Here all fn =0 since the determinant
 (Tr)n =  
(Tr)
n0+& = ((d
2)(1=2)(−1)n0+&)fn(xj) =0
because of (5.1). Hence we obtain
lim
d→0
fn(xj)fn−2(xj)
(fn−1(xj))2
(d0) =0;
and we conclude
lim
d→0
|(Tr)n0 |2 = 1 + limd→0
(
 (Tr)n0  
(Tr)
n0−2
( (Tr)n0−1)
2
)
=1:
7. Multiple zeros
Theorem 6. Let the assumptions be as in Theorem 2. Then the following statement holds for r ¿ 1:
lim
T→1−
n( (Tr); z)= : ˆ(Tr)n (z) (7.1)
exists and for n¿ n0 the polynomial ˆTrn (z) is of the form
ˆ(Tr)n (z) = (z − 1)L
I∏
j=1
((z − ei!j)(z − e−i!j))
&∏
p=1
(z − z(n)p ): (7.2)
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Proof. Consider determinant (5.2); and add one column at the left. and one row at the top as in
(3.3). De4ne w:=(z− ei!)(z− e−i!). We make the same simpli4cations as in the previous sections.
The expressions in the 4rst row can be found in [9]. We get the polynomial
6( N ; z) =
1
 (T3)5
( ˜
(T3)
5;4 + O(higher order terms in d)); (7.3a)
where  ˜
(T3)
5;4 is of the form∣∣∣∣∣∣∣∣∣∣∣∣∣∣
w3 zw2 w2 zw w z 1
O(d6) d4c1c2T0 d4c1c2T−1 d2c1g−2 d2c1g−3 d2c1T−2 d2c1T−3
O(d6) d4c1c2T1 d4c1c2T0 d2c1g−1 d2c1g−2 d2c1T−1 d2c1T−2
d4c1c2T1 d4c1g0 d4c1g−1 d2c1T0 d2c1T−1 d2f−2 d2f−3
d4c1c2T2 d4c1g1 d4c1g0 d2c1T1 d2c1T0 d2f−1 d2f−2
d4c1g1 d2c1T2 d2c1T1 d2f0 d2f−1 T0 T−1
d4c1g0 d2c1T3 d2c1T2 d2f−1 d2f0 T1 T0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
: (7.3b)
We observe that the determinant in the right lower corner in (7.3b) is equal to  (T3)5 if we add the
O-terms. Hence; expanding (7.3b) by the 4rst row we have
ˆ(Tr)6 (z) =
1∏
j=1
w3 =
1∏
j=1
((z − ei!)(z − e−i!))3:
In the general situation we use the same arguments as in [9] and obtain the result
ˆ(Tr)n (z) = (z − 1)L
I∏
j=1
((z − ei!j)(z − e−i!j))
&∏
p=1
(z − z(n)p ):
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