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ABSTRACT
In this article, we investigate a family of classification algorithms defined by the principle of em-
pirical risk minimization, in the high dimensional regime where the feature dimension p and data
number n are both large and comparable. Based on recent advances in high dimensional statistics
and random matrix theory, we provide under mixture data model a unified stochastic characteriza-
tion of classifiers learned with different loss functions. Our results are instrumental to an in-depth
understanding as well as practical improvements on this fundamental classification approach. As a
main outcome, we demonstrate the existence of a universally optimal loss function which yields the
best high dimensional performance at any given n/p ratio.
Keywords High dimensional statistics · Loss function · Random matrix theory
1 Introduction
Consider the following general classification problem: given a training set of n pre-labelled samples with feature
vectors of dimension p, the objective is to predict the class label y (e.g., y = ±1) of a new observation x based
on the knowledge of these training samples. The basic setup of a large number of classification algorithms is to
obtain the class label y of a new instance by combining its feature vector x with a vector of weights β ∈ Rp such
that y = sign(βTx). The weight vector β is usually learned from fitting the known class of training samples, for
example, by minimizing the classification error (also known as the 0–1 loss) on the given training set. Despite being
a natural choice, the minimization of the non-convex 0–1 loss is known to be NP-hard [1]. To address this issue, the
empirical risk minimization principle [2] suggests to obtain β by minimizing a certain convex surrogate of the 0–1
loss on the training set. Within this framework, the comparison between different designs of loss functions have been
long discussed in the literature [2–4], mostly in the setting where the number of training data n largely exceeds their
dimension p (i.e., p is considered small while n goes large to infinity). Besides the computational convenience, the
usage of convex loss functions is also supported by their property of leading to the same Bayes optimal solution that
minimizes the 0–1 loss in the limit of n ≫ p [3]. In spite of this remark, the classification accuracy can significantly
depend on the choice of loss function when n is not exceedingly larger than p. While it is crucial to know in practice
which loss function to use for a given number of training samples, little is known in the regime of finite n/p.
The behavior of machine learning algorithms at finite n/p ratio is particularly important in the modern setting of
big data, where the manipulation of hundreds of features or even more is constantly required, bringing about the
inadequacy of considering p to be vanishingly small compared to n. Understandably, the statistical properties of
algorithms at finite n/p are much less tractable than in the limit of n ≫ p, due to the instability of learning systems.
Nonetheless, it has recently come to attention that in high dimensions, such analyses can be rendered accessible by
exploiting extra degrees of freedom induced by numerous features.
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As such, the high dimensional investigation of machine learning methods for comparably large n, p is receiving an
unprecedented research interest. The high dimensional performance of classification methods with explicit solutions
were evaluated in several works [5–7], relying mostly on techniques from random matrix theory. To capture the
statistical behavior of M-estimators with no closed-form, the authors of [8, 9] adopted a “double leave-one-out” ap-
proach, hinging on the intuition that the outcomes of algorithms remain unchanged after excluding one sample from
the training set or one feature from the feature vectors. Based on the same technique, the more recent line of works
[10, 11] investigated the logistic regression model for classification by imposing the existence of a linear classifier for
non-structured data of i.i.d. Gaussian features (i.e., x ∼ N (0, Ip)), therefore cannot be applied to feature vectors with
class-structured patterns.
In this work, we combine the advantage of the “leave-one-out” procedure for tackling implicit learning systems and
the convenience of random matrix theory in handling class-structured patterns. As results, we derive, in the regime of
finite n/p, a unified stochastic description of the (generally implicit) optimization solution obtained from minimizing
the empirical risk of any convex and smooth loss, under a high dimensional mixture model of multivariate normal
feature vectors. Our analysis is of both theoretical and practical values, as it allows not only to explain and predict
empirical results, but also to propose practical improvements and discover the optimal solutions.
To begin with, the maximal likelihood principle [12–14] states that the maximal likelihood solution βˆML given by
the negative log-likelihood loss function is a consistent estimator of the true parameter vector β∗ underlying the
conditional class probability P (y|x), and often provides the best efficiency compared to other loss functions at n≫ p.
However, it is empirically observed (in simulations that will be shown subsequently) that at finite n/p: 1) βˆML is a
biased estimator of β∗, up to a factor depending on n/p; 2) higher classification accuracy can be achieved with other
losses, going against the natural use of maximal likelihood methods in high dimensions. These empirical evidences
raise the questions on the possibility of bias-correcting as well as the optimal choice of loss function for finite n/p.
From an ensemble learning perspective, it is also found that the classification accuracy can be improved by linearly
combining solutions learned with different loss functions, as long as the weights assigned to the member solutions are
properly chosen. It would thus be of interest to investigate on the condition and the limit of this improvement. Driven
by these empirically motivated questions, our main findings are summarized as follows:
• Besides βˆML, all solutions βˆ within the present framework are aligned with β∗ in expectation. The rescaling
factor α that renders αβˆ an unbiased estimator of β∗ in high dimensions is given as an explicit function of βˆ
and the training samples.
• The square loss, rather than the negative log-likelihood loss, is proved to yield the best classification accuracy
for the high dimensional mixture model under study. This optimality holds universally for all n/p ratios and
is irrespective of the model parameters.
• The performance gain from linearly combining different solutions can be achieved under certain condition.
However, it is impossible to surpass the solution of square loss in terms of classification accuracy.
In the remainder of this article, we introduce the objects of interest in Section 2. Our main technical results are
presented in Section 3, based on which we propose the aforementioned high dimensional improvements. In Section 4
we discuss the optimal choice of loss function and the limit of ensemble method. To complete our theoretical results,
we provide in Section 5 an asymptotic deterministic description of the system performance. The article closes with
concluding remarks and envisioned extensions in Section 7.
2 Preliminaries
Let us start by introducing some notations that will be employed throughout the article. Boldface lowercase (uppercase)
characters stand for vectors (matrices). The notation (·)T denotes the transpose operator. The norm ‖·‖ is the Euclidean
norm for vectors and the operator norm for matrices. We follow the convention to use oP (1) for a sequence of random
variables that convergences to zero in probability and
d−→ for the convergence in distribution. We say that an event
occurs with high probability if it happens with a probability arbitrarily close to one for sufficiently large n, p.
As commonly supposed in popular statistical methods as linear discriminant analysis and logistic regression, each data
instance (x, y), with feature vector x ∈ Rp and class label y = ±1, is considered here to be drawn independently from
a distribution D of the following mixture model:
y = −1⇔ x ∼ N (−µ,C),
y = +1⇔ x ∼ N (+µ,C),
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with balanced class priors for some mean µ ∈ Rp and positive definite covariance C ∈ Rp×p. The train-
ing set {(x1, y1), . . . , (xn, yn)} is composed of n independent observations from the aforementioned model. Let
X = [x1, . . . ,xn] ∈ Rp×n be the feature matrix of training set, and y = [y1, . . . , yn]T ∈ Rp the class label vector.
This model satisfies the hypotheses of both logistic regression and linear discriminant analysis, and has its conditional
class probability given by:
P (y = +1|x) = P (y = +1)P (x|y = +1)∑2
k=1 P (y = (−1)k)P (x|y = (−1)k)
=
1
1 + e−2µTC−1x
= s(βT∗x)
with s(t) = 11+e−t the logistic sigmoid function and
β∗ = 2C−1µ. (1)
As such, we shall refer to β∗ as the vector of true parameters throughout this paper, which allows to recover the exact
conditional class probability for a given x.
To ensure a non-trivial misclassification rate in the high dimensional setting (i.e., the misclassification probability is
neither 0 nor 1 for large p), we shall (as in [15]) work under the following assumptions.
Assumption 1 (Growth rate). The sample ratio n/p is uniformly bounded in (1,+∞) for arbitrarily large p. Also,
‖µ‖ = O(1), ‖C‖ = O(1) and ‖C−1‖ = O(1) with respect to p.
Following the empirical risk minimization principle, we consider the optimization problem as follows,
βˆ = min
β∈Rp
1
n
n∑
i=1
ρ(yix
T
i β) (2)
with ρ : R 7→ R some nonnegative loss function satisfying the following property,
Assumption 2 (Loss function). The function ρ is convex and at least twice differentiable.
In particular, with the logistic loss ρ(t) = ln(1+e−t) that gives the maximum likelihood estimate of β∗, we obtain the
logistic regression classifier. The least squares classifier is given by the square loss ρ(t) = (t− 1)2. Another popular
choice is the exponential loss ρ(t) = e−t, widely used in boosting algorithms [16, 17].
It is worth noting that, in the high dimensional setting of Assumption 1, the existence of the unique solution to (2) is
not guaranteed for all n, p. A simple example is the case n < p (as excluded from Assumption 1), for which one can
show that (2) has non-unique solutions. Furthermore, it was shown in [18] that, in the case of logistic regression, ‖βˆ‖
is finite if and only if some dimensionality condition is met. The discussion on the existence condition is out of the
scope of this work and we assume here that the learned classifier is “well-behaved” in the sense that the optimization
problem (2) is well defined with a unique solution βˆ of finite norm.
3 Main Results and Improvements
Before introducing the main theoretical results, we define some random elements that will appear in the theorem. By
cancelling the derivative of the convex loss function ρ, we obtain from (2) thatXc = 0 with
c = [c1, . . . , cn]
T ≡ [y1ψ(y1xT1 βˆ), . . . , ynψ(ynxTnβˆ)]T, (3)
where we denote ψ(t) ≡ − dρ(t)dt the negative derivative of the loss function ρ. Additionally, let
r = [r1, . . . , rn]
T ≡ [xT1 βˆ − κc1, . . . ,xTnβˆ − κcn]T, (4)
with
κ =
1
n
n∑
i=1
xTi Qxi/n
1 + ψ′(yixTi βˆ)x
T
i Qxi/n
, (5)
whereQ =
(
− 1n
∑n
i=1 ψ
′(yixTi βˆ)xix
T
i
)−1
. We denote by rc a recentered version of r given as
rc = −
(
In − 1
n
yyT
)
r. (6)
3
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With the above notations, we are now in position to introduce the main technical result of this article, which concerns
a stochastic description of the classifier βˆ defined in (2), in the following theorem.
Theorem 1. Let Assumptions 1 and 2 hold. Then,
‖βˆ − β˜‖ = oP (1), β˜ = 1
α
(
β∗ +
2
√
p‖c‖
cTy
C−
1
2u
)
for β∗, c, rc defined respectively in (1), (3) and (6), u ∈ Rp a random vector uniformly distributed on the unit sphere
and
α =
2ncTrc
cTy‖rc‖2 . (7)
Leaving the proof to SupplementaryMaterial, Theorem 1 gives a high dimensional equivalence β˜ for the optimization
solution βˆ, so that the high dimensional performance of βˆ can be studied via β˜. Indeed, consider the probability of
misclassification
P (yxTβ < 0|β) ≡MC(β) (8)
for some (x, y) ∼ D independent of β, we deduce from Theorem 1 that
MC(βˆ) = Q

 µTC−1µ√
µTC−1µ+ p‖c‖
2
(cTy)2

+ oP (1), (9)
where Q(t) ≡ 1√
2pi
∫∞
t
e−u
2/2du denotes the Q-function of the standard Gaussian distribution. As is shown in
Figure 1, the approximation of classification performanceMC(βˆ) given by (9) is of high precision for moderately
large n, p. Note also from Theorem 1 that, β˜ is proportional to the true parameter β∗ = 2C−1µ in expectation, with
an additive “noise” term
2
√
p‖c‖
cTy
C−
1
2u that is of random direction.3 Clearly, one shall maximize the signal-to-noise
ratio of β˜ by minimizing
‖c‖
|cTy| . This conclusion can also be easily reached from (9).
5 7 9
0.26
0.28
0.3
0.32
0.34
n/p
M
C
True value
Approximation
5 7 9
n/p
True value
Approximation
Figure 1: Comparison between the expected classification errorMC and its approximation in (9) for p = 256, with
µ = [1,0p−1], C = 2Ip, ρ(t) = ln(1 + e−t) (left) and µ = [1p/2,−1p/2]/
√
2p, Cij = 0.1
|i−j|, ρ(t) = (t − 1)2/2
(right).
Even though the maximal likelihood solution βˆML obtained from ρ(t) = ln(1+ e
−t) estimates exactly β∗ in the limit
of n ≫ p, it is “biased” up to a constant factor in the high dimensional setting with finite n/p. Indeed, by estimating
the expectation of βˆML with the empirical mean βˆ
avg
ML obtained over 500 independent realizations, we observe in
Figure 2 that βˆ
avg
ML is proportional, and clearly not equal, to the true parameter vector β∗. According to Theorem 1,
this bias can be eliminated by multiplying α given in (7). As corroborating evidence, the estimated expectation αβˆavgML
of αβˆML is given in Figure 2 to coincide with β∗.
3Remark that α and
√
p‖c‖/cTy are both finite and away from zero with high probability.
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βˆ
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αβˆavgML
Figure 2: Comparison of the maximum likelihood estimate βˆML (averaged over 500 realizations), the true parameter
β∗ and the rescaled classifier αβˆML defined in Theorem 1 with µ = [1p/3,−1p/3, 341p/3]/
√
p, C = 2Ip, for p = 60
and n = 300.
Although correcting the aforementioned bias with the rescaled solution αβˆML does not change the classification ac-
curacy, it helps improve the conditional class probability estimation, which is required in many applications for risk
management. We propose here an improvement strategy consisting in rescaling any solution βˆ (besides βˆML) with its
bias factor α for a more accurate class probability estimation, theoretically supported by the following corollary.
Corollary 1. With the assumptions and notations of Theorem 1, we have
‖E[αβˆ]− β∗‖ = oP (1).
Consider now the expected square loss of class probability estimation of a classifier β given by
ME(β) = E[s(xTβ)− s(xTβ∗)|β]2 (10)
where (x, y) ∼ D is independent of β, and s(t) = 11+e−t . We demonstrate in Figure 3 the utility of the proposed
rescaling strategy with the significant performance gains measured byME(βˆML)−ME(αβˆML), which are especially
large at small n/p ratios. Moreover, note that both c, rc (and thus α) are fast computed once βˆ is obtained by solving
(2). Therefore, the proposed rescaling scheme is computationally efficient in the sense that they induce little extra cost
to the training of the original classifier βˆ.
Corollary 1 indicates that all rescaled classifiers αβˆ are equally efficient in expectation, it is then pertinent to ask
whether it is possible to reduce the variance. One of the basic strategies in this aspect is to linearly combine several
(rescaled) classifiers αkβˆk learned with different loss functions, to form an ensemble classifier [19]. In the following
theorem (see Supplementary Material for its proof) we give a stochastic characterization of such ensemble classifier.
Theorem 2. Let Assumptions 1 and 2 hold, and βˆ1, . . . , βˆm stand respectively for classifiers learned with loss func-
tions ρ1, . . . , ρm, m being some positive integer. For any set of m real-valued coefficients {w1, . . . , wm} such that∑m
k=1 wk = 1, define the ensemble classifier
βˆES =
m∑
k=1
wkαkβˆk (11)
with αk the rescaling factor of βˆk given in (7). Then,
‖βˆES − β˜ES‖ = oP (1),
with
β˜ES = β∗ + 2
√
p‖cES‖C− 12u′
5
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Figure 3: Performance gainME(βˆML) −ME(αβˆML) with a width of ±1 standard deviation (generated from 500
trials) for µ = [1,0p−1], C = Ip and p = 256.
for u′ ∈ Rp a random vector uniformly distributed on the unit sphere and
cES =
m∑
k=1
wkck
cTky
(12)
for ck defined in (3) with respect to the loss function ρk and the training set (X,y).
−4 −2 0 2 4
0.33
0.31
0.29
0.27
w
M
C
True value
Approximation
−4 −2 0 2 4
w
True value
Approximation
Figure 4: Comparison between the expected classification errors of the ensemble classifierMC(βˆES) and its approx-
imationMC(β˜ES) as a function of w. For ρ1(t) = ln(1 + e−t), ρ2(t) = e−t, µ = [1,0p−1], C = 2Ip (left) and
ρ1(t) = (t− 1)2/2, ρ2(t) = ln(1 + e−t), µ = [1p/2,−1p/2]/
√
2p,Cij = 0.1
|i−j| (right), p = 256, n = 10p.
In Figure 4 we consider the ensemble classifier βˆES = wα1βˆρ1 + (1 − w)α2βˆρ2 from different loss functions ρ1,
ρ2, and compare its classification performance with its high dimensional equivalent β˜ES given in Theorem 2 as a
function of the weight w. A close match is observed in both settings with different combinations of loss functions,
suggesting that the optimal weights can be estimated with great precision from the vector c of its member classifiers.
Indeed, it entails from Theorem 2 that the optimal weights wk yielding the best performance can be obtained by
minimizing ‖cES‖. This remark is formally stated in the following corollary, where we also provide a necessary and
sufficient condition under which βˆES is guaranteed to surpass all its (rescaled) member classifiers αkβˆk in terms of
both classification accuracy and class probability estimation.
6
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Corollary 2. With the assumptions and notations in Theorem 2, the optimal ensemble classifier is given by
βˆ
opt
ES =
m∑
k=1
woptk αkβˆk
with
{wopt1 , . . . , woptm } = argmin{w1,...,wm} ‖cES‖, (13)
then, with high probability,
M(βˆoptES ) ≥ max
k∈{1,...,m}
M(αkβˆk) (14)
forM =MC orME as defined in (8) and (10), respectively. Furthermore, the inequality in (14) is strict if and only
if, there exists k ∈ {1, . . . ,m} such that,
|cTkck∗ |
|yTck| 6=
‖ck∗‖2
|yTck∗ |
, k∗ = argmink′∈{1,...,m}
‖ck′‖
|yTck′ | .
7 7.2 7.4 7.6 7.8 8
0.32
0.315
n/p
M
C
Logistic loss
Square root loss
Ensemble classifier
Figure 5: Comparison of classification error rate between the logistic loss ρ(t) = ln(1 + e−t), the square root loss
ρ(t) =
√
(t− 1)2 + 1 and the associated ensemble classifier given in Corollary 2 for µ = [0.6,0p−1], C = Ip and
p = 250.
The simulations in Figure 5 confirm the benefits of this ensemble approach. Compared to its member classifiers,
the ensemble classifier with the optimal weights woptk given by (13) produces a similar effect as adding p/5 training
samples in reducing classification error.
In this section we discussed two improvement strategies for high dimensional classification problem: 1) the rescaling
method for obtaining an unbiased estimator of the true parameter vector β∗, when the feature dimension p is compara-
ble to the sample size n and 2) the ensemble scheme that helps improve the classification and estimation performance
by linearly combining several classifiers obtained from different loss functions. Numerical evidences are also provided
to support the advantages of these two methods. A natural question to ask then, is whether there exists a performance
upper bound for these methods and when it can be attained. We answer this question in the next section.
4 Optimality
It has been shown in Corollary 1 that, regardless of the choice of loss function ρ, the true parameter vector β∗ is
attained by the rescaled classifier αβˆ, for α given by (7), in the limit of n≫ p. Yet, it is still unclear as to the optimal
choice of ρ at finite n/p, which is a far more interesting question to provide guidance in practice.
A default option, which is commonly believed to yield optimal learning results, would be to apply the maximal
likelihood solution βˆML, obtained here with the logistic loss ρ(t) = ln(1 + e
−t). However, as can be observed in
7
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Figure 6 where the classification performance of the maximal likelihood solution (in blue) is provided along with
the results produced by the square loss ρ(t) = (t − 1)2/2 (in red), the maximum likelihood classifier is consistently
surpassed by the least squares one, for n/p ranging from 4 to 10. In light of this empirical evidence which contradicts
the maximal likelihood principle for not too large n/p, one may ask whether this observed superiority of square loss
over logistic loss holds at all n/p ratios, or more generally, whether there exists a loss function providing the best high
dimensional classification results for any given size of training samples.
4 5 6 7 8 9 10
0.18
0.2
0.22
0.24
0.26
n/p
M
C
Logistic loss
Square loss
Figure 6: Comparison of the expected classification error rate between the logistic loss ρ(t) = ln(1 + e−t) and the
square loss ρ(t) = (t − 1)2/2 with a width of ±1 standard deviation (generated from 500 trials) for µ = [1,0p−1],
C = Ip and p = 256.
To answer these questions, note first that since αβˆ is asymptotically equivalent to αβ˜ in high dimensions, it is straight-
forward to see (from the remarks following Theorem 1) that, with high probability,
argminρM(αβˆ) = argminρ
‖c‖
|cTy|
whereM can be either the classification error functionMC given by (8) or the estimation error functionME in (10).
To put it differently, the search for the optimal loss function ρ can be reduced to the minimization of ‖c‖|cTy| with respect
to ρ. Now notice that we always have Xc = 0 from (2) and X ∈ Rp×n is of rank p for n > p with probability one.
Then consider the singular value decomposition
X = UΣVT
whereU ∈ Rp×p,V ∈ Rn×n are some unitary matrices such thatΣ = [S 0] with S ∈ Rp×p a diagonal matrix with
positive diagonal entries. WriteV = [V1 V2] withV1 ∈ Rn×p andV2 ∈ Rn×(n−p). It follows fromXc = 0 that
VT1 c = 0. The vector c ∈ Rn thus lies in the subspace spanned by the column vectors ofV2, i.e., for vector cρ from
any ρ, there exists a vector ηρ ∈ Rn−p such that
cρ = V2ηρ. (15)
Since
‖cρ‖
|cTρy| =
‖ηρ‖
|ηTρVT2y|
and that
‖ηρ‖
|ηTρVT2y|
is minimized at η∗ = aVT2y for any non zero a ∈ R, we infer that if there
exists a loss function ρopt for which the vector c is of the form
copt = aV2V
T
2y, (16)
then the high dimensional performance (for both classification and class probability estimation) is optimized by the
rescaled classifier αβˆ obtained with ρ = ρopt.
As a matter of fact, with the square loss function4 ρ(t) = (t − 1)2/2, the optimization problem in (2) is of explicit
solution
βˆLS = (XX
T)−1Xy,
4It can be shown that any square loss function of the type ρ(t) = (t−a)2/2 for a > 0 yields the same classification performance.
We consider a = 1 without loss of generality.
8
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which is the least squares classifier. We obtain from (3) that
cLS = y −XTβˆLS = V2VT2y, (17)
meeting the optimality condition given in (16). This remark, combined with the above arguments, leads to the follow-
ing proposition on the optimal choice of loss function.
Proposition 1. Let Assumptions 1 and 2 hold. Denote by βˆLS the solution of (2) with the square loss function
ρ(t) = (t − 1)2/2, βρ′ the solution with some loss function ρ′, and αLS, αρ′ respectively the rescaling factor of
βˆLS, βˆρ′ given in (7). Then, for any given µ,C and n/p ratio, we have that
M(αLSβˆLS) ≤M(αρ′ βˆρ′)
with high probability, forM =MC orME, regardless of the choice of ρ′.
As we recall, the true parameter vector β∗ is given by β∗ = 2C−1µ, which can also be consistently estimated by
βˆLDA = 2Cˆ
−1µˆ (18)
where µˆ = 1nXy, Cˆ =
1
nXX
T − µˆµˆT are respectively consistent estimators of the true mean µ and covariance C.
This approach is commonly known as the linear discriminant analysis [20]. Actually, since
βˆLDA =
[
1− µˆT(XXT/n)−1µˆ]−1 βˆLS,
with µˆT(XXT/n)−1µˆ = µˆ
TCˆ−1µˆ
1+µˆTC−1µˆ < 1 by Sherman-Morrison formula, we observe that βˆLDA is in fact proportional
to βˆLS. As such, βˆLDA leads to the same classification results as βˆLS. However, when it comes to the prediction of
class probability, the estimation error can be significantly reduced by using αLSβˆLS instead of βˆLDA, thanks to the
bias-correcting effect (as stated in Corollary 1) of the rescaling factor αLS for finite n/p. This remark is confirmed in
Figure 7, where the performance gain of αLSβˆLS over βˆLDA in class probability estimation is reported.
2 3 4 5 6 7 8
0
1
2
3
·10−2
n/p
M
E
(βˆ
L
D
A
)
−
M
E
(α
βˆ
L
S
)
Performance gain
Figure 7: Performance gainME(βˆLDA) −ME(αβˆLS) with a width of ±1 standard deviation (generated from 500
trials) for µ = [1,0p−1], C = Ip and p = 256.
After answering the question of optimality for individual classifiers, we move on to discuss the learning efficiency
of the ensemble learning classifiers βˆES described in Theorem 2. As shown in Figure 5, the ensemble classifier
yields superior results when compared to all of its member classifiers. However, since the learning process is always
performed on the same training set, there exists certainly a limit for the performance gain achieved by this approach.
To inquire into this limit, we develop the arguments below.
Similarly to the performance discussion on (rescaled) individual classifiers, it can be derived from Theorem 2 that
argmin
βˆES
M(βˆES) = argminβˆES ‖cES‖
9
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with high probability, forM =MC orME. According to (12) and (15), we have
cES =
m∑
k=1
wkck/(c
T
ky) =
m∑
k=1
wkηk/(u
T
kV
T
2y)
with
∑m
k=1 wk = 1. By decomposing ηk as the sum of its projection and rejection onV
T
2y, we have
cES =
VT2y
‖VT2y‖2
+
m∑
k=1
wk
(
ηk
ηTkV
T
2y
− V
T
2y
‖VT2y‖2
)
where ηk
ηT
k
VT
2
y
− VT2y‖VT
2
y‖2 is orthogonal toV
T
2y. Therefore,
‖cES‖ ≥ 1‖VT2y‖
.
Moreover, since 1‖VT
2
y‖ =
‖cLS‖
|cT
LS
y| with cLS given in (17), we deduce that the norm of cES reaches its minimum at
βˆES = αLSβˆLS, and thus conclude on the performance limit of ensemble learning classifier as follows.
Proposition 2. Let Assumptions 1 and 2 hold, and βˆES be any ensemble learning classifier of the form (11). Denote
by βˆLS the solution of (2) with the square loss function ρ(t) = (t − 1)2/2, and αLS its rescaling factor as defined in
(7). Then, for any given µ,C and n/p ratio, we have
M(αLSβˆLS) ≤M(βˆES)
with high probability, forM =MC orME.
5 Asymptotic Deterministic Description
As discussed in Section 3, the high dimensional classification performance of βˆ can be computed with the associated
random vector c via (9). The distribution of c thus provides a direct access to the classification performance of βˆ
for any loss function. However, as c is a function of the predicted scores xT1 βˆ, . . . ,x
T
nβˆ on all training samples,
its statistical behavior is difficult to capture since βˆ depends on x1, . . . ,xn in a (generally) implicit manner through
the optimization problem in (2). Nonetheless, by considering the regime of large n, p, one can link (as detailed in
Supplementary Material) the distribution of c (and that of the random vector r defined in (4)) to the predicted score of
new data as specified in the following theorem.
Theorem 3. Let Assumptions 1 and 2 hold, then there exist two positive constantsm,σ such that yxTβˆ
d−→ N (m,σ2)
for some (x, y) ∼ D independent of βˆ. For random vectors c, r defined in (3) and (4), we have that for all i ∈
{1, . . . , n},
(yiri, yici)
d−→ (r, gκ¯(r))
with r ∼ N (m,σ2), the function gκ¯ : R 7→ R defined as
gκ¯(t) ≡ ψ (proxκ¯(t)) (19)
where we denote the proximal operator (with respect to ρ) proxκ¯(t) ≡ argminz∈R
(
κ¯ρ(z) + 12 (z − t)2
)
for κ¯ the
unique positive solution of the following fixed point equation
κ¯ =
p/n
(p/n− 1)E [ψ′(proxκ¯(r))]
for ψ′(t) the derivative of ψ(t). Moreover,m,σ can be determined by the following system of equations
m =
E[gκ¯(r)]σ
2
mE[gκ¯(r)] − E[rgκ¯(r)]µ
TC−1µ, (20)
σ =
m√
µTC−1µ
+
√
p
n
σ2
√
E[gκ¯(r)2]
mE[gκ¯(r)] − E[rgκ¯(r)] . (21)
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Since m,σ introduced in Theorem 3 are given as the solutions of the two deterministic equations (20) and (21), we
can obtain the high dimensional classification performance directly from the parameters of data model and the n/p
ratio without the actual training of classifier.
Corollary 3. Under the conditions and notations of Theorem 3, the expected classification error rate is given by
MC(βˆ) = Q
(m
σ
)
+ oP (1)
where we recall that Q(t) ≡ 1√
2pi
∫∞
t
e−u
2/2du. Similarly, the training (classification) error is given by
P
(
yix
T
i βˆ < 0
)
= P (proxκ¯(r) < 0) + oP (1).
−6 −4 −2 0 2 4 6 8
Empirical distribution of yiri
Theory: r ∼ N (m,σ2)
0 0.2 0.4 0.6 0.8 1 1.2
Empirical distribution of yici
Theory: gκ¯(r)
Figure 8: Comparison between the empirical distribution of yiri and yici with their theoretical prediction given in
Theorem 3. For logistic loss ρ(t) = ln(1 + e−t), µ = [1,0p−1], C = 2Ip and p = 256, n = 6p.
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Figure 9: Comparison of classification error rate between the logistic loss ρ1(t) = ln(1 + e
−t), the square loss
ρ2(t) = (t − 1)2/2 and the theoretical results given in Corollary 3 with a width of ±1 standard deviation (generated
from 500 trials) for µ = [1p/2,−1p/2]/√p, C = Ip and p = 256.
In Figure 8 we compare the empirical distribution of yiri and yici with the theoretical predictions in Theorem 3. A
close match is observed for p = 256 and n = 6p which confirms our theoretical results. In Figure 9 we plot, as
numerical validation to Corollary 3, the classification error rateMC and the associated values of Q
(
m
σ
)
as a function
of the n/p ratio, for logistic and square losses.
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6 Sketch of Proofs for Theorems
As discussed in Section 1, we shall connect xTi βˆ to ci by establishing a “leave-one-out” version of βˆ that is in-
dependent of xi, yi. To this end, we denote βˆ−i the solution of the original optimization problem in (2) for
X−iy−i ≡ [x1y1, . . . ,xi−1yi−1,xi+1yi+1, . . . ,xnyn] ∈ Rp×(n−1), all training data except the pair (xi, yi), such
that by cancelling the derivative we obtain
1
n
∑
j 6=i
yjψ(yjx
T
j βˆ−i)xj = 0. (22)
Recall the definition of c in (3) and the fact that 1n
∑n
i=1 cixi = 0, a simple subtraction from (22) yields
1
n
∑
j 6=i
(
cj − yjψ(yjxTj βˆ−i)
)
xj +
1
n
cixi = 0. (23)
Since both ‖βˆ‖ and ‖βˆ−i‖ are bounded and that the difference ‖βˆ − βˆ−i‖ = O(n−1/2), by performing a Taylor
expansion of ψ(t) around t = yjx
T
j βˆ−i we obtain
cj − yjψ(yjxTj βˆ−i) = ψ′(yjxTj βˆ−i)(βˆ − βˆ−i)Txj +O(n−1/2)
with ψ′(t) ≡ dψ(t)dt < 0. Plugging the above estimate back into (23) we deduce
βˆ − βˆ−i =
(
− 1
n
X−iD−iXT−i
)−1
1
n
cixi +O(n
−1/2)
withD−i ∈ Rn−1 a diagonal matrix with its (j, j)-entry equal to ψ′(yjxTj βˆ−i) and the notation O(n−1/2) stands for
an entry-wise difference of orderO(n−1/2) with high probability. As a consequence, the inner product (βˆ− βˆ−i)Txi
gives
(βˆ − βˆ−i)Txi = ci
n
xTi
(
− 1
n
X−iD−iXT−i
)−1
xi + oP (1). (24)
The right hand side of (24) is a quadratic form 1nx
T
iMxi for someM of bounded operator norm (with high probability)
and independent of xi, classical random matrix theory results yield the following approximation.
Lemma 1 (Asymptotic approximation of quadratic form). Let Assumption 1 and 2 holds. Then,
1
n
xTi
(
− 1
n
X−iD−iXT−i
)−1
xi = κ¯+ oP (1), κ¯ =
p/n
(p/n− 1)E[ψ′(yixTi βˆ)]
.
Proof. We start by computing the expectation of 1nx
T
i
(− 1nX−iD−iXT−i)−1 xi as
1
n
E
[
xTi
(
− 1
n
X−iD−iXT−i
)−1
xi
]
=
1
n
tr
[
E
(
− 1
n
X−iD−iXT−i
)−1
C
]
+ oP (1) =
1
n
tr(E[Q]C) + oP (1)
where we use, for the first equality the fact that xi is independent of the inverse and ‖µ‖ is of orderO(1) according to
Assumption 1, and for the second equality the fact that a rank one perturbation does not change asymptotically the trace
of the inverse (see for example Theorem A.43 in [21]). We recall the definitionQ =
(
− 1n
∑n
i=1 ψ
′(yixTi βˆ)xix
T
i
)−1
.
Now we move on to compute the expectation E[Q]. In fact by denoting5
Q¯ ≡
(
E
[
−ψ′(yixTi βˆ)
1− ψ′(yixTi βˆ)κ˜
]
(µµT +C)
)−1
5Recall that ψ′(yixiβˆ) follows the same distribution for all i.
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with κ˜ = 1n tr(Q¯C), we can show in the sequel that the operator norm ‖Q¯− E[Q]‖ = oP (1). To this end, with the
resolvent identityA−1 −B−1 = A−1(B−A)B−1 we have
E[Q¯−Q] = Q¯E



− 1
n
n∑
j=1
ψ′(yjxTj βˆ)xjx
T
j − E
[
−ψ′(yixTi βˆ)
1− ψ′(yixTi βˆ)κ˜
]
(µµT +C)

Q


= Q¯E

− 1
n
n∑
j=1
ψ′(yjxTj βˆ)xjx
T
jQ

− Q¯E
[
−ψ′(yixTi βˆ)
1− ψ′(yixTi βˆ)κ˜
]
(µµT +C)E[Q]
= Q¯E

− 1
n
n∑
j=1
ψ′(yjxTj βˆ)xjx
T
jQ−j
1− 1nψ′(yjxTj βˆ)xTjQ−jxj

− Q¯E
[
−ψ′(yixTi βˆ)
1− ψ′(yixTi βˆ)κ˜
]
(µµT +C)E[Q]
where we denote Q−j ≡
(
− 1n
∑
k 6=j ψ
′(ykxTk βˆ)xkx
T
k
)−1
and apply the Sherman-Morrison formula to obtain the
last equation. Note here that in the denominator we obtain again the quadratic form 1nψ
′(yjxTj βˆ)x
T
jQ−jxj . Since we
have ‖Q−Q−j‖ = oP (1) and E[xjxTj ] = µµT+C for all j, it remains to show that the quadratic form concentrates
around its expectation such that
1
n
xTjQ−jxj =
1
n
E[xTjQ−jxj ] + oP (1).
which can be achieved either with concentration of measure arguments [22] or by bounding its variance with Nash-
Poincare inequality and apply Chebyshev’s inequality. Ultimately, note that κ˜ is a rank one perturbation of κ¯ so that
κ¯ = κ˜+ oP (1)
and hence the conclusion of Lemma 1.
In particular, recall the definition of κ in (5). We have with Sherman-Morrison formula and Lemma 1 that
1
n
xTi Qxi =
1
n
xTi Q−ixi+x
T
i
1
nQ−iψ
′(yixTi βˆ)xix
T
i Q−i
1− 1nψ′(yixTi βˆ)xTi Q−ixi
xi = κ¯+
ψ′(yixTi βˆ)κ¯
2
1− ψ′(yixTi βˆ)κ¯
+oP (1) =
κ¯
1− ψ′(yixTi βˆ)κ¯
+oP (1)
where we denoteQ−i =
(
−∑nj 6=i ψ′(yjxTj βˆ)xjxTj )−1. As such, we deduce from (5) that
κ =
1
n
n∑
i=1
κ¯
1−ψ′(yixTi βˆ)κ¯
1 + ψ′(yixTi βˆ)
κ¯
1−ψ′(yixTi βˆ)κ¯
+ oP (1) = κ¯+ oP (1).
We move on to consider the random vectors c and r, defined respectively in (3) and (4). With Lemma 1 we obtain
from (24) the following approximation
(βˆ − βˆ−i)Txi = κ¯ci + oP (1)
and therefore by definition ri = x
T
i βˆ−i + oP (1). Also, for ci = yiψ(yix
T
i βˆ) we get the implicit relation ci =
yiψ(yiri + yiciκ) + oP (1), the solution of which can be given via the function gκ¯ defined in (19) as
yici = gκ¯(yiri) + oP (1) (25)
for yi = ±1, i = 1, . . . , n. By making the substitution (25) we get from 1n
∑n
i=1 cixi = 0 that
1
n
n∑
i=1
gκ¯(yix
T
i βˆ−i)yixi = oP (1), (26)
from which we wish to extract the statistical information of βˆ−i that is asymptotically closed to that of the original
solution βˆ. To this end, we further “separate” explicitly the dependence of yixi = µ+C
1
2 zi (so that zi ∼ N (0, Ip))
from the random variable yix
T
i βˆ−i by writing
zi = z
⊥
i +
zTi C
1
2 βˆ−i
βˆT−iCβˆ−i
C
1
2 βˆ−i. (27)
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As such, conditioned on βˆ−i that is independent of zi ∈ Rp, z⊥i lies in the (p − 1)-dimensional subspace that is or-
thogonal toC
1
2 βˆ−i. As a consequence of the orthogonal invariance of the standard multivariate Gaussian distribution,
we know that z⊥i is also Gaussian and independent of yix
T
i βˆ−i.
Therefore, (26) can be developed as
1
n
n∑
i=1
gκ¯
(
yix
T
i βˆ−i
)(
µ+C
1
2 z⊥i +
zTi C
1
2 βˆ−i
βˆT−iCβˆ−i
Cβˆ−i
)
= oP (1),
or equivalently
1
n
n∑
i=1
yici(E[yiri|βˆ−i]− yiri)
Var[yiri|βˆ−i]
Cβˆ−i =
1
n
n∑
i=1
yiciµ+
1
n
n∑
i=1
yiciC
1
2 z⊥i + oP (1) (28)
since E[yiri|βˆ−i] = µTβˆ−i+ oP (1) andVar[yiri|βˆ−i] = βˆT−iCβˆ−i+ oP (1). Moreover, it can be deduced from (27)
that, conditioned on β−i,
z⊥i ∼ N
(
0, Ip −
C
1
2 βˆ−iβˆT−iC
1
2
βˆT−iCβˆ−i
)
which, together with the fact that ‖βˆ − βˆ−i‖ = oP (1), concludes the proof of Theorem 1.
To derive Theorem 2, it suffices to combine (28) for different loss functions ρ1, . . . , ρm with the associated vectors ck
and rk for k = 1, . . . ,m.
We now move on to prove Theorem 3. From (28), we deduce that yix
T
i βˆ−i converges in distribution to a Gaussian
random variable r ∼ N (m,σ2), with the parametersm,σ2 to be determined, for all i. Since ‖βˆ− βˆ−i‖ = oP (1), we
have
m− µTE[βˆ] = oP (1), σ2 − E[βˆTCβˆ] = oP (1) (29)
so that m,σ2 are naturally connected to the statistics of βˆ. Denote the shortcut z ≡ 1n
∑n
i=1 gκ¯(yix
T
i βˆ−i)C
1
2 z⊥i so
that
E[z] = 0, E[zzT] =
E[g2κ¯(r)]
n
(
C− 1
σ2
CE[βˆβˆT]C
)
+ oP (1)
with respect to the operator norm. As such, we have, with the law of large numbers that
1
σ2
E[(m − r)gκ¯(r)]Cβˆ = E[gκ¯(r)]µ+ z+ oP (1)
and hence
βˆ =
σ2E[gκ¯(r)]
E[(m− r)gκ¯(r)]C
−1µ+
σ2
E[(m− r)gκ¯(r)]C
−1z+ oP (1).
Plugging the above result back into (29) we conclude the proof of Theorem 3.
7 Conclusion
In this article, we investigated the problem of high dimensional classification within the general framework of empiri-
cal risk minimization. We showed that, for the high dimensional mixture model under consideration, all classifiers βˆ
given in (2) are aligned in expectation to the oracle direction, with different scaling factors that depends on the ratio
n/p. Based on this result, we proposed the rescaling method to correct this high dimensional bias for an enhanced
class probability estimation. We showed subsequently that the square loss solution, instead of the maximal likelihood
solution given by the negative log-likelihood loss (i.e., the logistic loss), yields the best results in both classification
and class probability estimation after being corrected by the proposed rescaling strategy. Our analysis served further-
more to statistically characterize linear combinations of classifiers learned with different loss functions, allowing to
conclude on the possibility and limitation of this ensemble learning approach.
The proposed analysis framework is generalizable to more generic mixture models of non-Gaussian feature vectors,
however at the cost of the readability and interpretability of the theoretical results. The extension to non-smooth
and non-convex loss functions is on the other hand more technically challenging. The present study can also be
further developed to encompass regularized solutions, as a means to explore the joint effect of loss functions and
regularizations (e.g., ℓ1 or ℓ2 regularization). It is also of interest to track the evolution dynamics of the underlying
optimization problem, for instance as a function of the number of descent steps when solved with gradient-based
methods, which is closely related to the training of modern neural networks [23].
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