We study the problem of energy efficiency maximization (EEmax) with joint beamforming and subarray selection, by taking into account the non-linear power amplifier (PA) efficiency in a multi-user multiple-input single-output system. The subarray selection problem is formulated using the concept of perspective formulation with additional penalty term in the objective function. To tackle the resulting challenging mixed-Boolean non-convex optimization problem, we rely on continuous relaxation and successive convex approximation framework where a convex problem is solved in each iteration. Numerical results demonstrate the achieved energy efficiency gains of the subarray selection and show that non-linear PA efficiency has a significant impact on the optimization. We also observe that on contrast to using linear PA efficiency model, the non-linear PA efficiency model yields the fact that it is better to stay silent rather than transmit with very low transmit power.
INTRODUCTION
Future multiple-antenna technologies are facing a huge challenge due to the increasing energy consumption [1] . Bearing this in mind, recent research has been focusing on the energy-efficient transmission [2] [3] [4] [5] [6] [7] [8] [9] . Employing more antennas requires extra circuitry, having a significant impact on the complexity and the processing power consumption. Specifically, significant power consumers are transmit power amplifiers (PAs) which are used before each of the active transmit antenna to amplify the radio frequency (RF) signal. The consumed power in each PA depends on the type and the design of the PA. As shown in many works, e.g., [10] , the PA efficiency has a non-linear (concave) dependence on the output power. This means that for small output power values, the efficiency can drastically decrease for a given PA while the efficiency is larger and the sensitivity to output power variations smaller with higher output power values. Intuitively, this yields the fact that in a multi-antenna system it may be better to stay silent rather than transmit with small power. Another important fact arising from the use of large numbers of antennas is the limited numbers of RF chains, i.e., the latter may be smaller than the former. This means that the beamforming gain and the number of parallel streams becomes limited. However, huge numbers of antenna elements can be installed in the transmitter in particular at higher center frequencies, like mm-waves [11] . The same has also been proposed for more conventional microwave frequencies below 10 GHz [11] . One option to benefit from the large number of antenna elements with a smaller number of transceiver processing chains to achieve array gain is to divide the antennas into subarrays each of which is connected to an RF chain. In general, the number of RF chains may be smaller than that of subarrays. This kind of system model is called hybrid beamforming [12] which becomes very relevant in mm-wave systems. In addition to enable hybrid beamforming, the model results in smaller power variations between antennas, which means that the non-linear effects of the power amplifiers become less significant. Such antenna grouping could be used even in the case with conventional antenna selection problem, where we could group the antennas and select the sub-groups just to simplify the antenna selection problem.
In this paper, we consider the energy efficiency with joint beamforming and subarray selection (JBSAS) and non-linear efficiency of PA in multiuser multiple-input single-output (MISO) system. This is different and more practical system compared to the conventional joint beamforming and antenna selection problem considered in [9] where each antenna is individually connected with an RF chain (using a switch). In addition, here we consider non-linear PA efficiency whereas the linear case has been assumed in the prior works. To tackle the resulting challenging mixed-Boolean non-convex optimization problem, we rely on continuous relaxation and successive convex approximation framework where a convex problem is solved in each iteration. Numerical results demonstrate the achieved energy efficiency gains of the subarray selection and shows that non-linear PA efficiency has a significant impact on the optimization. We also observe that on contrast to using linear PA efficiency model, the nonlinear PA efficiency model yields the fact that it is better to stay silent rather than transmit with very low transmit power.
Notations: X T is transpose of X; |x| represents the absolute value of x and x 2 is 2-norm of x; Im(X) means the imaginary part of X.
PROBLEM FORMULATION

System Model
We consider a single-cell MISO downlink channel, where a base station with N antenna elements transmits data to K single-antenna receivers. 1 The antenna elements are divided into G groups with Ng antennas in each group; the antenna elements belonging to a group form a subarray. The set of groups and the set of antennas in group g is denoted as G and Ng, respectively. Each antenna group is connected to a single RF chain and each antenna has its own power amplifier. (The number of RF chains can be smaller than the number of subarrays which means that some RF chains can be connected to many subarrays by using a switch.) The channel (row) vector from the BS to user k is represented by h k ∈ C 1×N . We adopt linear transmit beamforming, where data symbol s k intended for user k is multiplied with the beamformer w k ∈ C N×1 before being transmitted. For each antenna group g, we use group specific beamformer so that the beamformer coefficients towards user
is the beamformer coefficient from the ith transmit antenna to user k 2 . As a result, the total beamformer towards user k is w k [m
T . Accordingly, the received signal at the kth user is given by
where K {1, . . . , K} and n k is the background noise with distribution assumed to be CN (0, N0). The data streams are independent and have zero mean and unit power. It is also assumed that both the users and BSs have perfect channel state information. Since the users are not allowed to cooperate, the multi-user interference is treated as Gaussian noise and the data rate of user k is given by
where w [w
Power Consumption Model
Here we consider class B type power amplifier model as in [10] , where the output power dependent power consumption of the ith power amplifier is modeled as pi,data(pi,out) c
where c is a constant which tunes the efficiency slope, pi,out is the output power of PA i, and Pmax is the maximum output power allowed to a specific power amplifier. As a result, the total power consumption of the transmission can be modeled as
where PRF is the power consumed in each active RF chain, ag ∈ {0, 1} is the antenna group selection variable of group g, i.e., ag = 1 if group g is selected for transmission, and P0 is the data independent total fixed circuit power consumed in transmitter.
Energy Efficiency Maximization
To model the antenna group specific output power, we collect the beamforming weights of all the users associated with gth antenna group into a vector denoted bywg m
. Then, we must ensure ag = 0 ⇒wg = 0, i.e., the beamforming weights associated with the gth antenna group are forced 1 The mathematical presentations can be straightforwardly extended to multi-cell MISO systems with centralized algorithms. 2 This means that the signal is equally divided into antennas inside a group.
to zero as ag = 0. This condition is satisfied with the constraint ||wg|| 2 2 ≤ agvg, where vg can be interpreted as a soft power level for the gth antenna group and is optimized under maximum power Pg [13, 14] . On the other hand, for the PA power consumption we need to define antenna specific output power. To this end, let us collect the beamforming weights related to antenna i to a vector wi
. Because the signal power is equally divided to the antennas inside the group, it is relevant to use the group specific power constraints. In the case of multiantenna design, we can write the output power dependent power consumption as ci √ Pmax||ŵi||2. By defining ui = ci √ Pmax and by plugging the efficiency expression into the problem, we can formulate the problem of energy efficiency maximization with per-user SINR constraints, antenna group specific power constraints as
T , and L is the maximum number of RF chains. We can see that compared to the conventional design, where the efficiency is assumed to be fixed [9] , PA consumption of each antenna scales with ||ŵi||2 instead of ||ŵi|| 2 2 . This suggests that for small transmit powers, the total power consumption is larger than in the conventional design, since the PA efficiency is poor. However, for larger power values it is the opposite.
OPTIMIZATION ALGORITHM
Problem (6) is a mixed-Boolean nonconvex fractional program for which finding an optimal solution may end up with an exhaustive search. Also, even if some of ag's are fixed to 0 or 1 and the others are relaxed to be continuous over the interval [0, 1] , the resulting problem is still nonconvex. Thus, it is practical to rely on suboptimal methods to solve the problem. Here the aim is to provide lowcomplexity solution by the combination of continuous relaxation and successive convex approximation. The problem structure resembles the JBAS-EEmax problem in [9] with minor differences. Motivated by this, we use similar ideas to transform the problem to a more easily tractable form.
As a first step, we relax the binary variables so that they can get continuous values in the interval [0,1], i.e., the constraint (6f) is replaced by 0 ≤ ag ≤ 1. After the relaxation, we can observe that all the constraints in (6) are convex and the difficulty is in the objective function (6a) by noting the fact that the constraint in (6b) is equivalent to the following SOC representation [15] 1 √γ
In [9] , we have derived the SCA based method for the problem with the same structure as (6) . However, as noted in [9] , the SCA with continuous relaxation often yields solutions where all the ag's are close to zero which makes the mapping to binary values difficult. Motivated by this, we first equivalently transform problem (6) as [9] max t (8a)
where the variables are w, v, a and newly introduced variables t and z denote the squared energy efficiency and squared power consumption, respectively. The equivalence between (8) and (6) is because (8b) and (8c) must hold with equality at the optimum, and that maximizing √ t equals to maximizing t. Then, to make mapping of binary variables easier, we consider the following problem
where we have added a penalty term ρ g∈G vg (ρ ≥ 0) to the objective. Intuitively, without that, (6c) tends to make ag small and vg large. However, when we penalize the objective with vg, the problem tends to make vg smaller and ag either smaller or larger (likely, small ag's go towards zero). Next we derive the solution for the above problem. Although (9c) is convex as such, we note that it can be equivalently expressed as
where z and ξ [ξ1, ξ2, . . . , ξN ]
T are new optimization variables. The above expressions become the second-order cone (SOC) constraints if binary variables are relaxed to be continuous. To further expose the hidden convexity, we express (9b) as
where we have introduced new variables ϑ [ϑ1, ϑ2, . . . , ϑK] T . Note that (11a) can be equivalently replaced by the constraints
with new variables α [α1, α2, . . . , αK ] T representing the rate of each user k. From (11) and (12) we can equivalently rewrite (9b) as the set of following constraints
Next, motivated by [16] , we replace the constraint 1 + γ k ≥ ϑ k in (13a) by new inequality constraints as follows
Algorithm 1 Proposed JBSAS-algorithm.
Initialization: Set n = 0, and generate initial points (ϑ (n) , β (n) , t (n) , z (n) ). 1: repeat 2: n := n + 1.
3:
Solve (17) with (ϑ (n−1) , β (n−1) , t (n−1) , z (n−1) ) and denote optimal values as (ϑ * , β * , t * , z * ).
4:
Update (ϑ (n) = ϑ * , β (n) = β * , t (n) = t * , z (n) = z * ). 5: until convergence 6: For a given continuous outputs ag, ∀g ∈ G, setãg = 0, if ag ≤ , where is a small threshold. 7: Repeat steps 1-5 by replacing ag with fixedãg, ∀g ∈ G.
where (14b) are convex with new variables β [β1, β2, . . . , βK ]
T and can be also expressed as SOC constraints. Note that β k can be interpreted as inter-user interference plus noise experienced by user k. We now arrive at an equivalent reformulation of (9) given by
where the optimization variables are t, z, w, a, v, ϑ, α, β. We remark that all the constraints listed in (15d) are convex if the binary variables are continuous, and the constraints (15b) and (15c) are in a form where the left side is linear and the right side is in a form of geometric mean function which is jointly concave. Here, we propose an SCA based beamforming design, which approximates (15) by a convex formulation in each iteration. Let x (n) be the value of the optimization variable x after the nth step of the iterative procedure. Since (15b) and (15c) are of the same type, we present the iterative approximation for (15c), then that for (15b) follows in a similar manner. First, we note that the function √ tz is jointly concave with respect to t and z on the domain t ≥ 0, z ≥ 0. Thus, a convex upper approximation of the right side of (15c) can be found as
In fact, (16) is the first order of the function √ tz around the point (t (n) , z (n) ). We note that in our formulation z and t are strictly positive, and, thus, the first order approximation in (16) is well defined over the whole feasible set of (15) . This argument also applies to the first order approximation of (ϑ k − 1)β k . Based on these, we can approximate (15) at iteration n by the following convex program
(6c), (7), (9c), (13b), (14b), (9d), (6e), (6d) (17d)
where LA (n) (·) stands for the first order approximation of the arguments, i.e., the right side of the inequality (16) for (17c). Note that the feasible set of (17) is also feasible to (15). We note that due to the exponential cone in (13b), problem (17) as such is categorized as a generalized nonlinear convex program which can be solved by available nonlinear solvers such as Fmincon. However, as presented in [9] , (13b) can be approximated as a system of SOC constraints. By using the approximation, (17) becomes SOCP which can be solved using efficient SOCP solvers such as MOSEK, ECOS or GUROBI. The convergence of the objective function can be shown as in [9] . After solving the relaxed problem using the algorithm above, we simply switch off all the antenna groups which have ag ≤ , where is a small threshold, and calculate the beamformers applying the same algorithm with reduced dimensions for this fixed sets of subarrays.
NUMERICAL RESULTS
We consider a base station with N = 27 antennas, divided into G = 9 groups of Ng = 3 antennas. The number of users is K = 3 and the channels are Rayleigh fading. We set Pg = 3W, ∀g ∈ G, N0 = 1, L = G,γ k = 0.1, ∀k ∈ K, P0 =1 W and PA efficiency parameters as ci = c = 4.7 [10] and Pmax = Pg/3 =1W. The proposed method is compared to Alg. 1 without subarray selection, and Alg. 1 with linear PA efficiency. In case of linear PA, the PA power consumption is a linear function of output power, i.e., we set ui = ci, ||ŵi||2 in (9c) is replaced with ||ŵi|| 2 2 , and after solving the JBSAS problem, the energy efficiency is calculated by assuming the non-linear efficiency model.
In Fig. 1 , we show the effect of penalty parameter ρ on the average energy efficiency. We can see that the achieved energy efficiency gain (because of subarray selection) depends on ρ. In the considered setup, ρ = 0.01 gives the best result for the proposed algorithm and ρ = 3 for the method with linear PA. Thus, we use those values for the rest of the figures. It can be observed that Alg. 1 with linear PA efficiency gives significantly worse performance than even Alg. 1 without SAS. This is because when all the power amplifier efficiencies are approximated wrongly, the sum effect becomes huge when solving the JBSAS problem. Fig. 2 illustrates the convergence of the objective function (17a) for three different initial points when solving the relaxed problem. We can see that the convergence rate is fast in the considered settings and the objective value after convergence is the same when starting from different initial points. Fig. 3 compares the average energy efficiency versus RF chain specific power PRF. We can see the gains achieved by switching off some of the RF chains. It can be seen that if PA power consumption is assumed to linear function of output power, there is a remarkable difference in the achieved energy efficiency. This is mainly because in case of linear efficiency, it is energy-efficient to transmit even with very small transmit powers, which means that we still keep more RF chains active. On the other hand, in practice, the PA efficiency is very poor at low output powers, which means that it is better to keep the antenna silent. This is further illustrated in the next figure. Fig. 4 shows the minimum transmit power per active group versus PRF. This verifies that with linear model, we tend to transmit with low transmit powers, yielding the fact that we keep more subarrays active. Thus, it is important to consider the non-linear model because in practice the efficiency is very poor at low output power levels so it is better to switch of the subarray rather than keep it active with small transmit power.
CONCLUSION
This paper studied energy-efficient joint beamforming and subarray selection in multiuser MISO systems. The resulting mixed-Boolean nonconvex optimization problem was solved using the combination of continuous relaxation and successive convex approximation with additional penalty parameter in the objective. Numerical results illustrated the achieved energy efficiency gains of the subarray selection and shows that non-linear PA efficiency has a significant impact on the optimization.
