Abstract-This paper considers the problem of finding minimum length trajectories for a particle moving in a twodimensional plane from a given initial position and velocity to a specified terminal heading under a magnitude constraint on the acceleration. Unlike previous work on related problems, variations in the magnitude of the velocity vector are allowed. Pontryagin's maximum principle is used to show that the length-optimal paths possess a special property whereby the angle bisector between the acceleration and velocity vectors is a constant. This property is used to obtain the optimal acceleration vector and to show that the length-optimal paths are arcs of alysoids. A numerical example is presented and the solutions of the length-optimal problem are compared with those of the corresponding time-optimal problem.
I. INTRODUCTION
Path planning for autonomous agents has become an active area of research. Path planning arises in a number of aerospace applications. For example, the automatic guidance of an aircraft in a horizontal plane [1] usually involves tasks of three types: steering the aircraft from any initial position and velocity to a) any terminal position with a specified terminal heading; b) a specified terminal position with arbitrary terminal heading; and c) intercept and fly along a specified direction. Problems of these types occur when the aircraft has to capture an ILS (Instrument Landing System) beam at a specified point or when it has to reach and fly along a particular VOR (Very High Frequency Omnidirectional Range) radial. In such applications, it is of interest to find a minimum time path or a path of minimum length between the initial and terminal positions. Another example is the cooperative mission planning of multiple Unmanned Air Vehicles (UAV) operating in a multi target environment requiring computation of optimal path plans for a vehicletarget pair [2] .
The seminal paper on optimal path planning was written by Dubins [3] . Dubins showed that curves of minimal length with a constraint on average curvature between specified positions and tangents consist of combinations of straight line segments and circular arcs. Moreover, such curves consist of only three segments where the first and third segments are circular arcs of radius equal to the minimum turn radius, and the second segment is either a major arc of a circle This work has been supported in part by the Center for Aerospace Systems Design and Engineering, Indian Institute of Technology Bombay.
of minimum turn radius or a line segment. Dubins' problem was later interpreted [4] as the problem of finding the shortest continuously differentiable path taken by a particle moving in a two-dimensional plane from a given initial position and heading to a specified terminal position and heading at constant speed under a constraint on the turn radius. The results of [3] were later independently proved by Boissonnat et al in [5] by applying the Pontryagin's maximum principle [6, , [7, Ch. 10] , [8, and [9, Ch. 10] .
Reeds and Shepp [10] extended Dubins' work by finding the shortest paths for a particle that moves in a plane with constant speed and with the ability to instantaneously switch between forward and backward directions. As in Dubins' case the shortest paths consist of combinations of circular arcs of minimum turn radius and line segments. However, unlike Dubins' case the candidate optimal paths consist of at most five segments where the middle segment is a straight line and the other segments are circular arcs of minimum turn radius with cusps between successive segments being allowed.
Motivated by aircraft guidance problems, Erzberger and Lee [1] , and Yang and Kapila [2] considered variations of Dubins' problem involving different terminal conditions and additional path constraints. In all cases, the shortest paths consist of segments of straight lines and circular arcs of minimum turn radius. Boissonnat and Bui [11] considered a synthesis problem of computing sets of all points that can be reached by the Dubins' vehicle from the origin along optimal paths having length less than or equal to a given value.
As another extension of Dubins' work, Boissonnat et al [12] considered the problem of finding shortest planar paths subject to a constraint on the derivative of the curvature. Unlike Dubins' problem there was no bound imposed on the curvature of the path. The optimal paths were found to be concatenations of line segments and arcs of clothoids. Scheuer and Laugier [13] combined the Dubins' problem and the problem treated in [12] into the problem of finding shortest paths for a ground vehicle subject to bounds on the curvature of the path and its derivative under the requirement that the curvature must vary continuously. The optimal paths were found to be concatenations of line segments, circular arcs of minimum turn radius and arcs of clothoids having maximum derivative of the curvature. Other variations of the Dubins' problem considered include the use of a velocity model to replace the assumption of constant speed [14] which yields a sub-optimal path, and the use of a cost function for penalizing rapid variations in the acceleration [15] .
When speed variations are allowed, length-optimal paths are different from time-optimal paths. Hence, in this paper we consider the path planning problem of taking a particle moving in a two-dimensional plane from a given initial position and velocity to a specified terminal heading along a length-optimal path subject to a magnitude constraint on the acceleration. As a departure from the work of [1] - [5] , [10] , [15] , we do not require the speed of the particle to be constant. While the constant speed case is pertinent to aircraft, our problem is relevant to a terrestrial vehicle moving on a smooth floor that provides limited friction, or to a spacecraft moving in free space under the action of a gimballed thruster of limited capacity. In both the examples, the limited acceleration capability can be partially used to brake, accelerate, or turn, and the optimal combination of braking, accelerating or turning is not obvious.
In Sections II and III, we consider the trajectory of a particle moving in a two-dimensional plane from any initial point and velocity to a specified final heading with its final position being free such that the arc length of the path traversed by the particle is a minimum under a magnitude constraint on the acceleration. We apply Pontryagin's maximum principle to show that the optimal trajectories possess a special property whereby the angle bisector between the acceleration and velocity vectors is fixed in direction. This property directly yields the optimal acceleration profile. We further show that the length-optimal paths are arcs of alysoids.
In Section IV, we use a numerical example to compare paths of minimum arc length with minimum time paths. We compare the plots of the optimal paths in the plane, magnitude of velocity versus time, the time taken to achieve a specified terminal heading and the corresponding distance covered as functions of the terminal heading angle for the two problems. As expected, the solution to the length optimal problem involves moving at lower speeds.
II. A LENGTH-OPTIMAL PROBLEM
Consider a vehicle moving in a two-dimensional plane. We model the vehicle as a particle whose motion is governed by the kinematic equationṡ
where x(t) ∈ R 2 is the vector of instantaneous coordinates of the vehicle with respect to a suitable pair of orthogonal axes, v(t) ∈ R 2 is the vector of its instantaneous velocity components and a(t) ∈ R 2 is the vector of acceleration components. Given initial conditions x(0) = x i , v(0) = v i and a desired terminal heading along the unit vector e 1 ∈ R 2 , we wish to determine the time history for the acceleration a : [0,t f ] → R 2 such that the length of the path covered by the vehicle,
is minimized subject to the acceleration constraint a(t) ≤ M for all t ∈ 0,t f , where · denotes the Euclidean norm on R 2 . We consider inequality and equality terminal state constraints of the form
where g :
Note that the terminal constraints (4) and (5) require the terminal velocity to be along the direction of e 1 .
To write down the necessary conditions for length optimality, we introduce the Hamiltonian function for the system (1)- (2) given by
where λ x ∈ R 2 and λ v ∈ R 2 are the adjoint vectors corresponding to x and v, respectively. If a * : [0,t f ] → R 2 is the length-optimal acceleration history and
represent the solutions of (1) and (2) 
for almost every t ∈ [0,t f ) and every a ∈ R 2 satisfying a ≤ M, where the adjoint time histories λ *
almost everywhere on [0,t f ], and the transversality conditions λ *
where β ∈ R. We now construct a family of length-optimal paths for the system (1)-(2) by applying the necessary conditions (7)- (12) for reaching a desired terminal heading.
III. LENGTH-OPTIMAL PATHS
We start by proving the following lemma, which we then use to obtain an important property of the length optimal trajectories.
Lemma 1: The optimal velocity vector v * and the optimal adjoint vector λ * v take non-zero values for every t ∈ [0,t f ]. Proof: We begin by noting that, for every t ∈ [0,t f ] and every a ∈ R 2 , it follows that
Hence, the form of the Hamiltonian function (6) and the condition (8) 
Next, consider the open set U = {t ∈ [0,t f ] : v * (t) = 0}. To arrive at a contradiction, suppose [0,t f ]\U is nonempty. We note that λ * v (t) T J T v * (t) = 0 on the set [0,t f ]\U . Further, a direct computation using (2) and (10), along with the fact that λ * x ≡ 0 now yields
However, the transversality condition (12) 
Since, e T 1 v * (t f ) > 0, it follows that β = 0, and hence λ * v (t f ) = 0. However, (6) and (7) along with λ * x ≡ 0 imply that v * (t f ) = 0 which violates the terminal heading constraint. The contradiction leads us to conclude that [0,t f ]\U is empty, that is, v * (t) = 0 for every t ∈ [0,t f ]. Equation (7) now implies that λ * v (t) = 0 for every t ∈ [0,t f ]. Proposition 3.1: The angle bisector between the velocity vector and the acceleration vector is a constant along every optimal trajectory.
Proof: Since λ * x ≡ 0, (10) reduces tȯ
Upon substituting λ * x ≡ 0, (6) and (7) yield λ * v (t) T a * (t) = v * (t) for every t ∈ [0,t f ]. By using Lemma 1, it now follows from (6) and (8) that,
On further substituting (14), we get
Equation (14) yields
We computė
On using (13) , (14), (15) and simplifying, (18) reduces tȯ
Equation ( Next, we use Proposition 3.1 to obtain our main result describing the length-optimal trajectories.
Theorem 3.1: The optimal control problem described by (1)- (7) has a solution only if
In this case the length-optimal acceleration profile is given by
where R = 2cc T − I, with c ∈ R 2 being given by c =
The length of the optimal trajectory is given by
The length-optimal path is an arc of an alysoid described by the parametric equations, = φ (0) Proof: Proposition 3.1 implies that the instantaneous direction of the optimal acceleration vector can be obtained by reflecting the instantaneous direction of the velocity vector about the fixed direction of the angle bisector. Thus, if we let c ∈ R 2 denote the constant unit vector along the angle bisector, by using Lemma 1 we get
where R = 2cc T − I ∈ R 2×2 is the orthogonal matrix representing reflection about the unit vector c. We now proceed to find c and hence R by using the transversality condition on λ * v (t). We begin by noting that from (12) , the terminal adjoint vector λ * v (t f ) is colinear with Je 1 and hence perpendicular to the final velocity. It follows from (14) that the acceleration vector is also perpendicular to the velocity vector at the terminal time. This implies that c makes an angle of ± π 4 with v * (t f ). Next, we note that
. Upon substituting for a * (t) from equation (23) and further simplifying we get
We can now computeφ using (24) and (25) aṡ
It can be seen from (24) and (25) 
In either case, the change in φ on the interval [0,t f ] has a magnitude less than π 4 . Consequently, the angle between v i and e 1 is less than π 4 . We conclude that the optimal acceleration time history takes the form (23) only if the required heading change is less than π 4 , that is, only if (12) we get a * (t f ) T e 1 = 0 which implies
where c 1 = {−1, 1}. The unit vector c is then given as
Using (28) we get R = c 1 (Je 1 e T 1 +(Je 1 e T 1 ) T ). Substituting the expression for R in (23) at t = 0 gives
Since, a
. Thus, the unit vector along the angle bisector between a * and v * is obtained as
The optimal strategy for the problem of steering the velocity vector to a desired terminal heading along the shortest path thus takes the form (20) .
Premultiplying (13) with
The equations in (39) are parametric equations describing the length-optimal path in terms of the coordinates z 1 = c T x, z 2 = c T J T x along the orthonormal unit vectors c and Jc, with the heading angle φ (t) as the parameter. The equations in (39) are of the form 
For k = 1, (41) yields the intrinsic equation of a catenary [19, Ch. 13] . The intrinsic equation of the length optimal path generated by the acceleration profile (20) is (41) for k = 2. Most references use "alysoid" synonymously with "catenary". However, following [17] , [18], we use "alysoid" to refer to the general family of curves described by (40) or (41). Thus, in our terminology, a catenary is a special case of an alysoid. Figure 1 shows length-optimal paths with the initial conditions x i = [2, 3] T and v i = [10, 0] T for different terminal headings. In this section, we consider a numerical example to compare the length-optimal solutions obtained by Theorem 3.1 with solutions to the time-optimal problem obtained by replacing the cost function (3) with the terminal time. For this purpose, we briefly discuss the time-optimal trajectories for the particle described by (1)- (2) . Note that the timeoptimal problem for achieving a desired terminal heading is equivalent to the problem of reducing to zero the velocity component perpendicular to e 1 , in the minimum possible time t f . We can easily conclude that the quickest way to do this is by having the acceleration vector a * point opposite to the component of v i perpendicular to e 1 and have a magnitude M for all t ∈ [0,t f ]. Consequently, the time-optimal acceleration profile is constant. A constant acceleration profile is a special case of the Bilinear Tangent Law [20] which arises in the problem of minimizing a cost function involving the final time and state for a particle moving in a twodimensional plane under the action of a constant thrust at a variable angle of attack. By applying the maximum principle, the tangent of the optimal thrust angle is obtained as a ratio of two linear functions of time. In the case where time is to be minimized, the expression for the thrust angle reduces to a constant and thus the optimal acceleration profile takes a constant value. Consequently, the time-optimal paths are arcs of parabolas We next consider the problem of driving the state of the system (1) and (2) from the initial position x i = [2, 3] T and initial velocity v i = [10, 0] T to a terminal heading subjected to the constraint a(t) ≤ 5 m/s 2 . Figure 2 shows the length-optimal path and the timeoptimal path for a heading change of 44 degrees, while Figure 3 shows the speed variation along the two paths. For comparison, the length-optimal trajectory of a vehicle moving with a constant speed of 10 m/sec to achieve a heading change of 44 degrees is also shown in Figure 2 . Figure 3 shows that the vehicle moves slower along the length-optimal path. For values of the terminal heading in the range 0 to 44 degrees, numerical values of the terminal time and terminal arc length for the time-optimal and lengthoptimal trajectories were obtained. Figures 4 and 5 compare the terminal times and the terminal arc lengths, respectively, for the time-optimal and length-optimal problems, for terminal headings upto 44 degrees. Again for comparison, the constant speed case is also shown in the figures 4 and 5. As expected, the terminal time for the time-optimal case is less than that of the length-optimal case while the terminal arc length for the length-optimal case is less than that of the time-optimal case. For the minimum time problem, the vehicle achieves a heading change of 44 degrees in 1.4 seconds by covering a distance of 11.5 metres while in the minimum path length problem, the vehicle attains the heading change of 44 degrees in 1.7 seconds by covering a distance of 10 metres. In comparison, a heading change of 44 degrees performed at a constant speed of 10 m/sec under a normal acceleration constraint of 5 m/s 2 requires 1.54 seconds and involves covering a distance of 15.4 metres. 
V. CONCLUSION
We have considered the problem of finding lengthoptimal trajectories for a particle that moves in a twodimensional plane from a given initial position and velocity to a specified terminal heading subject to a magnitude constraint on the acceleration. Unlike previous work, we have considered variations in the magnitude as well as direction of the velocity vector. We have shown that the length-optimal paths for achieving a desired terminal heading possess a special property whereby the unit vector along the angle bisector between the velocity and acceleration vectors is a constant. We have used this property to obtain the lengthoptimal acceleration profile. We have also shown that the length-optimal paths are arcs of alysoids.
