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ABSTRACT
Context. The radiative transport of photons through arbitrary three-dimensional (3D) structures of dust is a challenging problem due
to the anisotropic scattering of dust grains and strong coupling between different spatial regions. The radiative transfer problem in 3D
is solved using Monte Carlo or Ray Tracing techniques as no full analytic solution exists for the true 3D structures.
Aims. We provide the first 3D dust radiative transfer benchmark composed of a slab of dust with uniform density externally illuminated
by a star. This simple 3D benchmark is explicitly formulated to provide tests of the different components of the radiative transfer
problem including dust absorption, scattering, and emission.
Methods. The details of the external star, the slab itself, and the dust properties are provided. This benchmark includes models with
a range of dust optical depths fully probing cases that are optically thin at all wavelengths to optically thick at most wavelengths. The
dust properties adopted are characteristic of the diffuse Milky Way interstellar medium. This benchmark includes solutions for the
full dust emission including single photon (stochastic) heating as well as two simplifying approximations: One where all grains are
considered in equilibrium with the radiation field and one where the emission is from a single effective grain with size-distribution-
averaged properties. A total of six Monte Carlo codes and one Ray Tracing code provide solutions to this benchmark.
Results. The solution to this benchmark is given as global spectral energy distributions (SEDs) and images at select diagnostic
wavelengths from the ultraviolet through the infrared. Comparison of the results revealed that the global SEDs are consistent on
average to a few percent for all but the scattered stellar flux at very high optical depths. The image results are consistent within 10%,
again except for the stellar scattered flux at very high optical depths. The lack of agreement between different codes of the scattered
flux at high optical depths is quantified for the first time. Convergence tests using one of the Monte Carlo codes illustrate the sensitivity
of the solutions to various model parameters.
Conclusions. We provide the first 3D dust radiative transfer benchmark and validate the accuracy of this benchmark through compar-
isons between multiple independent codes and detailed convergence tests.
1. Introduction
The transport of radiation through dust plays a central role in
many astrophysical objects as dust is efficient in absorbing and
scattering ultraviolet (UV) through near-infrared photons and re-
radiating the absorbed energy in the infrared and submillimeter
(submm). The interpretation of observations from the UV to the
submm is critically linked to an accurate calculation of the ra-
diative transfer (RT) through dust. The dust RT problem is diffi-
cult to solve as the time-independent version is six dimensional
(space, angle, and wavelength) with strongly anisotropic scat-
tering and non-linear coupling between different spatial regions.
The complexity of the solution is especially evident when the ob-
ject of interest is intrinsically three-dimensional (3D). Solutions
using Ray-Tracing and Monte Carlo techniques (and mixtures
of the two) are used in modern RT codes to solve this problem.
Steinacker et al. (2013) gives an in-depth review of the 3D RT
problem, current solution techniques, and an overview of exist-
ing codes, the number of which has grown significantly in the
last 15 years.
While it is common to provide benchmark solutions for spe-
cific objects to ensure that different codes produce the same an-
swer within some tolerance, there are no existing intrinsically 3D
RT benchmarks; existing benchmarks focus on one-dimensional
(1D) or two-dimensional (2D) objects (Ivezic et al. 1997; Pas-
cucci et al. 2004; Pinte et al. 2009). In addition to being 1D or
2D, existing RT benchmarks do not include the full dust radia-
tive transfer solution, using approximations in either dust scat-
tering (e.g., isotropic only) or dust emission (e.g., equilibrium
only emission) processes. This has motivated a group of 3D dust
RT coders to come together and propose a suite of 3D bench-
marks that will test the many aspects of the dust RT solution in a
range of geometries. This suite of benchmarks is named TRUST
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Table 1. Slab setup details
Name Values
Dust Geometry
system size 10 × 10 × 10 pc
system coordinates -5 to 5 pc
slab z extent -2 to -5 pc
slab xy extent -5 to 5 pc
τz(1 µm) 0.01, 0.1, 1, 10
Blackbody Source
location (x,y,z) (0 pc, 0 pc, 4 pc)
temperature 10 000 K
luminosity 100 000 L
3.839 × 1038 ergs s−1
Observer
distance 10 000 pc
(benchmarks for the Transport of Radiation through a dUSTy
medium)1.
In general, code benchmarks are motivated by and designed
to test for coding errors, ensure accurate calculations, compare
how differences between codes impact the results, and test the
relative speed of different codes. The TRUST effort is focusing
on the first three goals as testing the speed of codes is of much
lower priority than ensuring that the codes are accurate, error
free, and produce consistent results.
Ideally a full analytic solution would be adopted as the tar-
get solution for the TRUST benchmarks as this would allow for
all benchmarking goals to be achieved. Unfortunately, no such
analytic solutions exist for the dust radiative transfer equation
for any geometries that are intrinsically 3D. Thus for 3D dust
RT we are left with using a converged solution that has been
validated by multiple codes, ideally with different solution tech-
niques. This should ensure that the benchmark solution is not
affected by coding errors and is likely to be correct. This pa-
per presents the results for a geometrically simple, yet still 3D,
benchmark. This first simple benchmark is an externally illumi-
nated slab of dust and is presented specifically to test the com-
ponents of dust RT at the basic level. Future benchmarks will
test specific capabilities of codes in more complex geometries
including shells, filaments, shadowed regions, and galaxy disks
with spiral structures.
2. Setup
The overall geometry of this benchmark is a rectilinear slab that
is externally illuminated by a single blackbody source. The val-
ues for the slab and point source are given in Table 1 and the
geometry illustrated in Figure 1. The luminosity of the source is
set by integrating the source spectral energy distribution (SED)
between 0.09 and 2100 µm. All the dust in the system is uni-
formly distributed through the slab with the rest of the model
space being completely empty except for the blackbody source.
The dust grains have the BARE-GR-S properties from Zubko
et al. (2004) and are discussed in detail by Camps et al. (2015).
Given the computational complexity of including the full treat-
ment of dust emission in the RT solution, this benchmark pro-
vides results including stochastic heating (sto, the full solution)
as well as the equilibrium only heating (equ) and the single ef-
fective grain (eff) approximations. In the effective grain approx-
imation, the grain properties are integrated over the grain size
1 http://ipag.osug.fr/RT13/RTTRUST/
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Fig. 1. The setup of the slab benchmark is graphically illustrated. The
external views for the output SEDs and images are shown.
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Fig. 2. The global SEDs are shown with the three different dust emission
choices. The example shown is for τz(1 µm) = 1 and θ = 90◦.
distribution and summed over the grain components to produce
a single grain with effective properties. This effective grain is an
extreme approximation (Steinacker et al. 2013) that has the ben-
efit of allowing fast calculation of the dust emission spectrum
from the radiation field. The equilibrium-only dust emission ap-
proximation assumes all grains are in equilibrium with the radi-
ation field, even for those smaller grains that, physically, should
be stochastically heated. The differences in the global SED from
a model with the three different methods for calculating the emis-
sion from the dust are illustrated in Fig. 2. This figure clearly il-
lustrates the importance of including the full solution to achieve
accurate mid-IR and, to a lesser extent, far-IR results for cases
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Fig. 3. The BASIC and FULL wavelength grids are shown. The BASIC
grid is used for the models using the effective grain and equilibrium-
only emission approximations. The FULL grid is used for the models
computing the full dust emission including stochastically heated grains.
Vertical blue lines between ∼3-23µm represent the dense sampling of
wavelength points to resolve the PAH emission.
like those in this benchmark. Data files that contain the full grain
properties are available online2 (Camps et al. 2015).
The density of the slab is set by the optical depth along the z-
direction, defined as τz(1 µm). The τz(1 µm) values chosen here
(Table 1) provide a full sampling of optical depths from opti-
cally thin to thick. For τz(1 µm) = 0.01, the model is optically
thin at all wavelengths with a maximum of τz(0.09 µm) ∼ 0.18.
The next τz(1 µm) value of 0.1 is optically thick in the UV with
τz(0.09 µm) ∼ 1.8. For τz(1 µm) = 1, the slab is optically thick
to all UV and optical photons. Finally, the τz(1 µm) = 10 case is
optically thick for all λ . 4 µm and very optically thick in the
UV τz > 100.
Each RT code generates global SEDs and spatially resolved,
multi-wavelength images. These outputs from each code are
compared against all the other codes to estimate the fidelity of
the RT solution for each configuration. We choose to use outputs
for comparison as these quantities are what is generally com-
pared with observations and the internal representation of quan-
tities in RT codes (e.g., radiation field density) are often stored
on quite different spatial grids. Previous benchmarks have also
compared the internal dust temperature structure. We do not as
only for the eff grain approximation is a single dust temperature
defined. For the other two cases (equ and sto), there are a range
of dust temperatures in each grid cell given the range of grain
sizes and compositions. Global SEDs are computed for the total
as well as decomposed into the different RT components (direct
stellar, scattered stellar, direct dust emission, and scattered dust
emission).
The SEDs are output in units of Jy and images are output in
units of MJy/sr. SEDs and images are generated at seven view-
ing angles (0◦, 30◦, 60◦, 90◦, 120◦, 150◦, and 180◦; see Figure 1),
probing the full range of scattering angles from back-scattering
2 http://www.shg.ugent.be
Table 2. Physical constants
Constant Description
c = 2.99792458 × 108 m s−1 speed of light
h = 6.62606957 × 10−34 m2 kg s−1 Planck constant
k = 1.3806488 × 10−23 m2 kg s−2 K−1 Boltzmann constant
(θ = 0◦) to forward scattering (θ = 180◦). At lower optical
depths (τz(1 µm) = 0.01, 0.1, 1.0), the resolution of the images
is 300×300 pixels while at τz(1 µm) = 10, the image resolution
is 600×600 pixels. The resolution is set by the need to resolve
RT effects in the front surface of the dust slab in the infrared. In
all cases, the physical size covered by the images is 15×15 pc to
account for all possible rotations of the system. The two wave-
length grids used are shown in Fig. 3 and can be obtained from
the TRUST website3. The BASIC wavelength grid is used for the
effective grain and equilibrium only emission approximations as
the equilibrium grain temperatures only depend on the the total
absorbed energy. The FULL wavelength grid is used for the full
emission solution as the calculation of the stochastically heated
grains requires a finer resolution sampling to calculate the tem-
perature probability distribution. The FULL wavelength solution
includes a very fine spacing in the mid-IR to resolve the aro-
matic/PAH emission features. Finally, we give the adopted val-
ues of relevant physical constants in Table 2 as their exact values
will change the output SEDs and images.
2.1. Example outputs
Fig. 4 gives an example of the global SED outputs. On the left,
the total SED (Total) is shown along with the different compo-
nents that comprise the total. Decomposing the total SED into
components is important to test the differences in the different
parts of the dust RT solution between models. The components
include the stellar flux attenuated by any line-of-sight dust (Di-
rect Stellar), the stellar flux scattered by the dust (Scattered Stel-
lar), the thermal emission from the dust (Direct Dust Emission),
and the scattered dust emission (Scattered Dust Emission). In
addition, the stellar flux from the dust-free model (Transparent
Stellar) is also shown as it is diagnostic of how each code treats
the input stellar photons. The particular example shown illus-
trates the importance of the dust scattered stellar component in
the ultraviolet and optical. The right panel shows the total SEDs
covering the full τz(1 µm) and θ range. The θ = 180◦ SEDs at
shorter wavelengths clearly illustrate the impact of observing the
star through the dust slab. The impact of dust self-absorption can
be seen at τz(1 µm) = 10 most easily from the increasing depth
of the silicate absorption feature at ∼10 µm with increasing view-
ing angle θ.
Examples of the output images are shown in Fig. 5 for the
full range of viewing angles θ. The output SED at λ = 0.15 µm
is dominated by scattering and the corresponding images illus-
trate the strongly forward scattering nature of dust grains with
the brightness of the scattered light increasing from θ = 0◦ (back
scattering) to θ = 180◦ (forward scattering). The λ = 151.99 µm
images show that the infrared emission has a different depen-
dence on viewing angle compared to the λ = 0.15 µm images,
symmetrically peaking at θ = 90◦, reflecting the isotropic nature
of the dust emission.
All the model outputs for all the codes are available online4.
3 http://ipag.osug.fr/RT13/RTTRUST/
4 https://doi.org/10.5281/zenodo.163632
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Fig. 4. Examples SEDs are shown from models run with the full dust emission solution. On the left, the total and components of the global SED
are shown for the τz(1 µm) = 1 and θ = 150◦ case. On the right, the total SEDs are shown for all τz(1 µm) values and θ values of 0◦, 90◦, and 180◦.
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Fig. 5. The output images from the SKIRT model are shown for the τz(1 µm) = 0.1 case with the full dust emission solution for two representative
wavelengths.
3. Models
There are seven 3D dust RT codes that participated in this bench-
mark. Six of them are based on Monte Carlo techniques (CRT,
DIRTY, Hyperion, SKIRT, TRADING, and SOC) and one is
based on Ray-Tracing (DART-Ray). Here we provide a very
brief description of each code. The reader is encouraged to read
the references provided for the details of how each code imple-
ments the solution to the RT problem.
3.1. CRT
CRT is a 3D Monte Carlo radiative transfer code (Juvela &
Padoan 2003; Lunttila & Juvela 2012). It uses nested Cartesian
grids for representing the dust distribution. The program can
use several methods for accelerating calculations, for example
packet weighting (Juvela 2005), polychromatic photon packets
(Jonsson 2006), and subgrid iteration (Lunttila & Juvela 2012).
CRT includes a high-performance library for computing emis-
sion from arbitrary dust models, including stochastically heated
grains (see Camps et al. 2015); however, it also allows using an
external program for dust emission calculations (see, e.g., Ysard
et al. 2011). The main application of CRT has been studies of
molecular clouds and Galactic star formation. In particular, it
has often been used for creating synthetic scattered light and
dust thermal continuum observations of cloud models from mag-
netohydrodynamic simulations to help quantify the uncertainty
in observationally derived cloud properties such as column den-
sity and core mass distribution (e.g., Juvela et al. 2006; Malinen
et al. 2011). Other applications have included stability analysis
of non-isothermal Bonnor-Ebert spheres (Sipilä et al. 2011) and
galaxy mergers (Karl et al. 2013).
3.2. DART-Ray
DART-Ray is a purely ray-tracing 3D dust radiative transfer
code. Its core algorithm has been presented by (Natale et al.
2014) and further developed by Natale et al. (2017, in prepa-
ration). This algorithm reduces the amount of calculations that
would be required in a brute-force ray-tracing approach by lim-
iting the propagation of rays from each radiation source through-
out the RT model within the source influence volume. The lat-
ter is the volume around a radiation source within which the
source contributes significantly to the radiation field energy den-
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sity. This code utilises adaptive Cartesian grids to define the dis-
tributions of stars and dust and an optimization technique to set
the angular density of rays cast from each source. The dust emis-
sion can be calculated both for dust in equilibrium with the ra-
diation field and dust that is stochastically heated (Natale et al.
2015). The current version of DART-Ray does not include dust
self-heating and dust emission scattering. In the context of this
benchmark, the results are expected to be accurate in the infrared
only for the cases where the dust emission is optically thin. We
note that, in contrast with the other participating codes, the max-
imum number of scattering iterations is not set by the user in
DART-Ray. Instead, scattering iterations are stopped when the
remaining scattered radiation luminosity to be processed is less
than 1% of the initial scattered radiation luminosity.
3.3. DIRTY
The DIRTY radiative transfer code is a 3D Monte Carlo radia-
tive transfer code (Gordon et al. 2001; Misselt et al. 2001). It
can handle arbitrary geometries efficiently using nested Carte-
sian grids. It includes a full dust grain model description allow-
ing for arbitrary dust grain models to be used. The dust emission
calculation includes the full solution including both equilibrium
and non-equilibrium (stochastically heated) emission. This code
has been used to study the general behavior of radiative transfer
through clumpy dust (Witt & Gordon 1996), Milky Way reflec-
tion nebulae (Gordon et al. 1994; Calzetti et al. 1995; Lewis et al.
2009), regions of galaxies (Witt & Gordon 2000; Misselt et al.
2001), starburst galaxies locally (Gordon et al. 1997, 2000; Law
et al. 2011) and at high redshift (Vijh et al. 2003), and disk galax-
ies (Pierini et al. 2004). For this benchmark, the spacing in the
z direction was log and linear in the x and y directions. Moti-
vated by this benchmark, the composite biasing technique (Baes
et al. 2016) was added to better sample scattering at high optical
depths and the dust emission from radiation fields with strong
spatial variations.
3.4. Hyperion
Hyperion (Robitaille 2011) is an open-source5 dust continuum
3D Monte Carlo radiative transfer code. It is designed to be
modular, and can be used to compute radiative transfer for ar-
bitrary 3D geometries and has been applied to, for example, an-
alytical models of forming stars (Robitaille & Whitney 2014;
Koepferl et al. 2015; Johnston et al. 2015), galaxy formation
simulations (Narayanan et al. 2015), and large-scale Galactic
emission (Robitaille et al. 2012). A number of grid geometries
are supported, including Cartesian, spherical and cylindrical po-
lar, nested Cartesian, octree, and Voronoi grids. Grid cells are
never required to be regularly spaced, so for the models pre-
sented here, the cells in the z direction are spaced logarithmi-
cally (with the first cell below the surface of the slab located
at −2.001). Multi-process parallelization is implemented using
MPI and used for this benchmark. Hyperion supports computing
the radiative transfer for one or more dust populations, but does
not include full support for stochastic heating (instead, comput-
ing models with small grains and PAHs can be done using pre-
computed templates, as done in Robitaille et al. 2012). Since
the original implementation of the code presented in Robitaille
(2011), forced first scattering using the Baes et al. (2016) algo-
rithm has been added (and the results here assume ξ = 0.2). In
addition, the process for monochromatic radiative transfer (de-
5 http://www.hyperion-rt.org/
scribed in §2.6.4 of Robitaille 2011) has now changed - when
computing the contribution to the scattered light emission, pho-
ton packets are scattered and lose energy until their energy goes
below a certain threshold (set to 10−120 for this paper), as op-
posed to randomly sampling whether to scatter or absorb at each
interaction (which caused many scattering scenarios to be under-
sampled and therefore required large numbers of photons in or-
der to attain a good signal-to-noise in certain situations).
3.5. SKIRT
SKIRT is a public6 multi-purpose 3D Monte Carlo dust radiative
transfer code (Baes et al. 2011; Camps & Baes 2015) for simu-
lating the effect of dust on radiation in astrophysical systems. It
offers full treatment of absorption and multiple anisotropic scat-
tering by the dust, computes the temperature distribution of the
dust and the thermal dust re-emission self-consistently, and sup-
ports stochastic heating of dust grains (Camps et al. 2015). The
code handles multiple dust mixtures and arbitrary 3D geome-
tries for radiation sources and dust populations, including grid-
or particle-based representations generated by hydrodynamical
simulations. The dust density distribution is discretized using
one of the built-in dust grids, including state-of-the art octree
(Saftly et al. 2013), k-d tree (Saftly et al. 2014), and Voronoi
(Camps et al. 2013) grids. The wide range of built-in compo-
nents can be configured to construct complex models in a pa-
rameter file or through a user-friendly interface (Camps & Baes
2015; Baes & Camps 2015). SKIRT implements hybrid paral-
lelization, allowing an arbitrary mix of multiple threads and pro-
cesses possibly across multiple computing nodes (Verstocken et
al., in preparation). While SKIRT is predominantly used to study
dusty galaxies (e.g., Baes & Dejonghe 2002; Baes et al. 2010,
2011; De Looze et al. 2012; De Geyter et al. 2014; Saftly et al.
2015), it has also been applied to active galactic nuclei (Stalevski
et al. 2012), molecular clouds (Hendrix et al. 2015), and stellar
systems (Deschamps et al. 2015).
3.6. TRADING
TRADING (Bianchi 2008) is a 3D Monte Carlo radiative trans-
fer code originally designed to study the effects of clumping in
simulations of dust extinction and emission in spiral galaxies.
Developed from an earlier regular-grid, thermal-emission-only
code (Bianchi et al. 1996, 2000), TRADING includes an octree
grid for the dust distribution, stochastic heating, and dust self-
absorption. It neglects scattering of dust-emitted radiation. It has
been used to model dust extinction (Bianchi 2007) and emis-
sion (Bianchi & Xilouris 2011; Holwerda et al. 2012) in edge-on
galaxies, and to study the dust heating in the host galaxy of high-
z Quasi-Stellar Objects (Schneider et al. 2015). A few adapta-
tions were made to TRADING for this benchmark: while each
photon packet wavelength is drawn from a (tabulated) probabil-
ity distribution function (PDF), at odds with other RT codes, the
weight of the photons was adjusted so that a similar number of
packets falls in each bin of a logarithm-spaced grid (i.e., a weight
1/λ was used). Forced scattering was used for the first scattering
event and along all paths with τ > 5, applying the composite bi-
asing scheme described by Baes et al. (2016) for half the events
along these paths. The models presented here were all run using
an octree grid of ≈ 7.5 × 105 cells, having a higher resolution in
the part of the slab facing the source.
6 http://www.skirt.ugent.be
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3.7. SOC
SOC is a new Monte Carlo radiative transfer code that is par-
allelized using OpenCL libraries (Juvela et al., in preparation).
The models can be defined on regular Cartesian, modified Carte-
sian, or octree grids. In this paper, calculations employ modified
Cartesian grids that are defined by cell boundaries located at ar-
bitrary positions along the three main axes. In dust-scattering
calculations, SOC uses photon packages that each contain pho-
tons from four consecutive frequency bins. The differences be-
tween the optical depths and scattering functions at those fre-
quencies are compensated by weighting (see Juvela 2005; Jons-
son 2006). Calculations for dust emission proceed one frequency
at a time. The dust temperature distributions and the dust emis-
sion (per cell) of stochastically heated grains are calculated with
an external program that is common with CRT. For dust mod-
els assuming an equilibrium temperature, calculations are done
within SOC itself.
4. Output comparisons
The comparison between the results from the different codes is
based on measuring the average absolute deviation from the me-
dian result from all the codes. Explicitly, for each code ( j) we
calculate
∆¯ j =
1
n
∑
i
|(xi j − µi)|, (1)
where n is the number of wavelength/spatial points, xi is the ith
wavelength/spatial point for the global SED/image, and
µi = med j(xi j). (2)
We use the median for comparison as there is no analytic so-
lution and use of a median is more robust to outliers. Given
this metric, the deviation of one code from the reference being
smaller than the deviation of other codes is not significant per
se; it simply means that it is nearer the median. The goal of these
quantitative comparisons is to determine the overall agreement
between codes and to determine whether or not the differences
between code results are random or systematic.
As certain parameters are particularly important for the pre-
cision of the results, as revealed by the convergence tests (§5),
we give the values for such parameters for all the codes in Ta-
ble 3. The number of rays/photons per wavelength (N) is only
roughly comparable between different codes as, for example,
the emission from the stellar source may be biased towards the
slab or not. In addition, rays or photons may be split multiply-
ing the impact of a single ray or photon. The value of mscat is
also only roughly comparable between codes as the scattering
may be done by forcing no scattering, forcing the first scatter-
ing, or forcing all scatterings. The maximum number of heating
iterations miter controls whether or not dust self-heating is taken
into account and how many iterations are allowed to achieve a
specified convergence level. If miter = 0, then dust self-heating
is not accounted for and the dust emission is only determined
by the absorbed stellar photons. While these parameters are only
roughly comparable between codes, they do provide a qualitative
comparison between codes of the precision of different radiative
transfer solution components.
While most of the codes include scattering of the dust emis-
sion, DART-ray and TRADING do not. This can affect the ac-
curacy of the infrared images from these codes, but it is unlikely
to affect the global SEDs as the total scattered dust emission is
negligible compared to the total direct dust emission.
The adopted distance was not used fully in creating the im-
ages by all the different codes. Some codes took into account
the projection effects due to the finite distance while others as-
sumed an infinite distance resulting in no projection affects. The
resulting differences are small in the images, except for the pix-
els sampling the edge of the slab and are noticeable for a viewing
angle of θ = 90◦. These edge pixels were not used for the image
comparisons to avoid injecting differences that are purely geo-
metrical into the comparisons.
4.1. Example comparisons
The comparisons between the results of the different codes was
done both with the global SEDs and images as shown in Figs. 6
and 7. The global SED comparisons were done both for the total
SED as well as the different components (§2.1) of the RT so-
lution. The image comparisons included both side-by-side dis-
play of the images as well as quantitative comparisons using two
slices, one in the X and one in the Y direction. The slices were
averaged in the direction perpendicular to the slice. The compar-
ison between models was focused on a comparison of the behav-
ior of these averaged slices. The global SED comparisons were
diagnostic of issues with the different components of the solu-
tion (e.g., dust scattering and emission). The image comparisons
were diagnostic of general issues in creating the images as well
as cases seen only for a limited range of parameters (e.g., UV im-
ages at high optical depths). Quantitative analysis of the images
focused on the Y slices as these were diagnostic of systematic
issues at all θ values while being more robust to noise associated
with the number of photons/rays.
The comparisons for all cases are given in the Slab section
of the TRUST website7.
4.2. Precision goal
In contrast with problems that have an analytic solution, for
problems such as 3D dust radiative transfer that require a nu-
merical approach, the solution will never converge fully to infi-
nite precision. Thus, we need to define a robust metric to judge
the convergence of the solutions presented here. One criteria
could be when the convergence is well below the expected ac-
curacy of the observations that the models are attempting to re-
produce. Many observations are limited to accuracies of 1% or
larger based on uncertainties in absolute flux or surface bright-
ness calibration (e.g., Bohlin et al. 2011; Balog et al. 2013).
Another approach is to use the differences seen in previous 2D
dust RT benchmark as an upper limit. The differences between
the global SEDs in the Pascucci et al. (2004) 2D disk geometry
benchmark for all optical depths (τ(V) = 0.1 − 100) was < 10%
and < 3% for the the lowest optical depth. The Pinte et al. (2009)
circumstellar disk geometry benchmark for high optical depths
(τ(I) ≈ 103 − 106) found differences between codes on the order
of 10%. Finally, available computational power imposes a limit
- it should be possible to carry out the computations in a rea-
sonable time. This allows for more codes to participate in this
benchmark and makes it reasonable for new codes to use these
benchmarks to test their accuracy. Combining all these points,
we adopt a precision goal of 1% on the global SED at lower
optical depths and a more relaxed 10% for higher optical depths.
For the Y slice image-based comparisons, we have chosen a 10%
precision goal.
7 http://ipag.osug.fr/RT13/RTTRUST/BM1.php
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Table 3. Code parameter values
Name Description CRT DART-ray DIRTY Hyperion SKIRT TRADING SOC
N # of photons/rays per wavelength 109 109–1010 108 109 108 2 × 108 5 × 108
nxy # of bins in x or y 100 90 – 992 100 100 100 40 – 160 150
nz # of bins in z 150 – 300 29 – 31 100 200 100 144 150
mscat max # of scatterings ∼60 8 500 ∼270 ∼250 ∼390 20
miter max # of dust heating iterations 5 0 4 5 50 4 4
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Fig. 6. An example of the model global SED outputs are shown for the τz(1 µm) = 0.1, θ = 150◦, and effective grain case. The plot in the upper left
corner gives the median SED from all the models, both as a total and decomposed into components. The other plots give the percentage differences
from the median for each of the components.
Table 4. SED average deviations
Component τz(1 µm) ≤ 1 τz(1 µm) = 10
Direct Stellar 0.3% 1.7%
Scattered Stellar 0.9% 3–58%
eff
Direct Dust Emission 0.7% 4.0%
Scattered Dust Emission 0.7% 3.7%
equ
Direct Dust Emission 0.3% 3.1%
Scattered Dust Emission 1.3% 3.3%
sto
Direct Dust Emission 2.9% 3.2%
Scattered Dust Emission 2.8% 2.8%
Table 5. Y Slice average deviations
λ (µm) τz(1 µm) ≤ 1 τz(1 µm) = 10
0.15 5.3% 1000%
0.53 3.5% 119%
eff
35.11 8.3% 3.9%
151.99 3.4% 2.1%
equ
35.11 3.8% 5.0%
151.99 4.7% 0.9%
sto
8.11 10.7% 8.7%
23.10 6.7% 19.9%
151.99 6.5% 4.1%
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Fig. 7. An example of the model image outputs is shown for the τz(1 µm) = 1 and effective grain case. In addition to the total images for each
model, Y and X slices are shown along with the differences for each model from the median slice. The X and Y slices refer to the output image
dimensions, not the axes in the 3D model space. The locations of each slice are shown over-plotted on the 1st (Y-slice) and 2nd (X-slice) model
images where the slice is computed as an average over the slice width.
4.3. Resulting precisions
The percentage differences between codes for the global SED
components are summarized in Table 4 and for the Y slices at
specific wavelengths in Table 5. In general, we find the results to
be within the goal precisions with the notable exceptions of the
stellar scattered and dust emission components for τz(1 µm) =
10. The details of these comparisons are discussed below.
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4.3.1. Stellar radiative transfer
While the properties of the calculated dust emission are sensi-
tive to whether an approximation is used (eff or equ) or the full
solution is calculated (sto) - see Fig. 2 - the radiative transfer
problem itself is not. In fact, the radiative transfer of photons
through dust is mathematically equivalent regardless of whether
the photon interaction is computed separately for each size and
composition in a distribution, or computed for an effective grain
generated by integrating the grain properties over the size dis-
tributions and chemical compositions (Steinacker et al. 2013).
Hence, comparisons of the direct and scattered stellar light pro-
vide a comparison of each code’s treatment of the radiative trans-
fer problem, free from the additional computational complica-
tions arising from computing the dust emission.
The direct and scattered stellar comparisons for the global
SEDs are shown in Fig. 8 and summarized in Table 4. The direct
stellar component shows the largest differences at high θ values
where the slab occults the illuminating star. They are largest at
θ = 150◦, grow with increasing τz(1 µm), and are just above the
goal of 1% at all optical depths. The θ = 150◦ case provides
the maximum optical depth from the star to the observer. The
differences for θ < 150◦ are due to different numerical repre-
sentations of the intrinsic SED between codes and are  0.1%.
For the scattered stellar component, the difference is <1% for
τz(1 µm) ≤ 1 and 3% for τz(1 µm) = 10 with the exception of
θ = 180◦ where the difference is 50%. Larger differences are not
unexpected at θ = 180 as there are no paths for scattered photons
that do not require them to penetrate the entire slab, making the
results very sensitive to the number of photon packets run for a
given model. Thus, the τz(1 µm) = 10 and θ = 180◦ is a very
sensitive test of the dust scattering at high optical depths.
The comparisons for the Y slices of the images at two repre-
sentative wavelengths (one in the UV and one in the optical) are
shown in the bottom row of Fig. 8 and summarized in Table 5.
For τz(1 µm) ≤ 1, the precisions are well within the goal of 10%.
At τz(1 µm) = 10, the discrepancies are much, much larger than
this goal. The plot shows a bifurcated behavior for θ > 0◦ that
is the signature of very large variations between the median and
all of the code results. The results that are below the median by
a large value give ∆¯ ∼ 100% as they are effectively zero. The re-
sults that are above the median by a large value give ∆¯  104%.
For θ = 0◦, all the codes have ∆¯ < 10% as the scattered stel-
lar images are dominated by back scattering off the surface of
the slab. Physically, one would expect that, even for strongly
forward-scattering grains at very high optical depth, there would
be very little scattered stellar light in the models for viewing
angles near θ = 180◦. Indeed, that is what is observed for this
benchmark. However, given that the amount of scattered stel-
lar light is very small, small differences in how different codes
handle the scattering (and the RT problem in general) can lead
to very large relative discrepancies, as observed. These results
illustrate that 3D dust RT at high optical depth is still a challeng-
ing numerical problem for RT codes and can provide a sensitive
probe of the efficacy of the numerical solution implemented.
4.3.2. Dust emission
The dust emission changes significantly depending on the as-
sumption used as shown in Fig. 2. The results for each of the dust
emission approximations (eff = effective grain, equ = equilib-
rium only, and sto = full solution including stochastically heated
grains) are given. Almost all of the codes provide results for all
three dust emission cases. The exceptions are Hyperion, which
only provided results for eff case results, and SOC, which does
not provide the equ case results. In both cases, the codes could
compute the missing cases, but time limitations meant they were
not computed.
DART-ray and TRADING do not compute the dust-emission
scattered component. The importance of the dust-scattered emis-
sion is illustrated in Fig. 9. In addition, DART-ray does not al-
low for the heating of dust due to its own emission. The im-
portance of dust self-heating is discussed in §5.4. The lack of
the full dust emission radiative transfer calculation in these two
codes means that it is expected that their results will be less ac-
curate for high optical depths. High optical depths are where the
dust-emission scattering and self-heating are particularly impor-
tant. For these reasons and to be conservative, we do not in-
clude DART-Ray in determining the precisions of the solution
for any optical depth for the global SED dust-emission compo-
nents. In addition, we do not include DART-ray or TRADING
for the τz(1 µm) = 10 results for determining the precision of the
dust emission Y slices. We do include all the results in the fig-
ures, with those results not used for precision calculations shown
as faint lines. For longer IR wavelengths the results for TRAD-
ING do not seem to be significantly affected by not including
the dust-emission scattering calculation, but for the purposes of
establishing the precision of the benchmark, we conservatively
do not include them.
The direct and scattered dust-emission comparisons for the
global SED components are shown in Fig. 10, 11, and 12 for the
eff, equ, and sto cases, respectively, and summarized in Table 4.
The comparisons for the Y slices of the images at two represen-
tative wavelengths (one in the mid-IR and one in the far-IR) are
shown in the bottom row of the same figures and summarized in
Table 5. For the eff case, the precisions achieved are at or better
than the goals. For the equ case, the precisions achieved meet the
goals, except for the global- dust-emission scattered component
that has a precision of 2%. For the sto case, the precision was 3%
for the global dust-emission components, well above the goal of
1%. The Y slice precisions were better than the goal of 10%,
except for the λ = 23.10 where the differences were at the 20%
level.
While the goal precisions were achieved for the eff case, it
is worth noting that the differences between the Hyperion results
and most of the codes are likely caused by differences in the
sampling of the photons’ wavelengths. Specifically, most of the
codes sample the photon wavelengths directly from the wave-
length grid while Hyperion samples the photon wavelengths
from a continuous spectrum and the wavelength grid is only used
for output quantities. With a higher-resolution wavelength grid,
it is likely that most of the codes would cluster around the Hy-
perion results.
5. Convergence tests
In the absence of an analytic solution, another method for build-
ing confidence in the numerical solution is to perform conver-
gence tests. Such tests also provide insight into the effects dif-
ferent limits place on the solution (e.g., the importance of scat-
tered photons or dust self-heating). These tests involve changing
numerical tolerances and quantifying how the solution changes.
Convergence testing is most often done based on an experience-
based understanding of the relative importance of the model pa-
rameters in influencing the solution.
We have performed a number of quantitative convergence
tests for this benchmark using the DIRTY code. Similar results
would be expected for the other Monte Carlo codes and, to a
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Fig. 8. The average deviation of the global SEDs from the median results are shown versus θ for the direct and scattered stellar photons in the
top row. The Y slice average deviation from the median results are shown versus θ for two UV/optical wavelengths probing the scattered stellar
photons in the bottom row. The results for τz(1 µm) = 0.1 and 0.01 are similar to those for τz(1 µm) = 1.0.
Table 6. DIRTY base parameter values
Name Values Description
N 108 # of photons per wavelength
nxy 100 # of bins in x or y
nz 100 # of bins in z
mscat 500 max # of scatterings
niter 4 # of dust heating iterations
ξscat 0.5 scattering composite bias
ξemis 0.5 emission composite bias
lesser extent, with Ray-Tracing codes. For the convergence tests,
the parameters not being tested were set to values given in Ta-
ble 6. We have not exhaustively searched the possible parame-
ter space in our convergence tests, due to the significant com-
putational resources necessary for each set of parameter tests.
Instead, we have fixed all the parameters, except the one being
varied, to values that are expected to provide reasonable preci-
sion based on previous runs.
We have performed the convergence tests for τz(1 µm) =
1 and 10. Practically, we found that testing the precision for
τz(1 µm) = 1 could be done in a reasonable amount of computer
time and the results for lower optical depths will have compa-
rable or better precision. The τz(1 µm) = 10 was challenging
for all codes and the precision remains limited by computer time
(i.e., < 1 month or so single threaded being reasonable within
the scope of this study).
5.1. Number of photons/rays
The number of photons or rays that are computed at each wave-
length (N) is clearly a parameter that will strongly influence the
precision of the model results. This model parameter controls
the precision of the scattered light calculation and of the dust
emission from each grid cell. A significant portion of the com-
putations scale directly with N.
The N convergence tests were computed for three angles to
illustrate the impact of N on backscattered photons (0◦), penetra-
tion depth into the slab (90◦), and penetration through the entire
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Fig. 9. The contribution the scattered dust emission at λ = 35.11 µm makes to the Y slice for τz(1 µm) = 10, θ = 90◦ is shown. The comparison
between all the code results is shown on the left, where the DART-ray and TRADING results are significantly below the results from the other
five codes. On the right, the results from DIRTY are shown decomposed into the three contributing components. For the back three quarters of the
slab, the scattered dust emission dominates over the direct dust emission and scattered stellar emission. The differences between DART-ray and
TRADING and the rest of the codes is due to not calculating the scattered dust emisison component.
slab (180◦). Fig. 13 plots the average deviation as a function of
N for the total global SED and the Y slices. The average devia-
tion is computed compared to the model run with the largest N
(e.g., 108). For τz(1 µm) = 1, convergence of the global SED and
component SEDs (not shown) to 1% is achieved with N = 106
and N = 107, respectively. For τz(1 µm) = 10, a similar be-
havior is seen except for the scattered stellar component where
convergence is not seen and the average deviation remains high
(∼20-80%) for all values of N tested. The convergence for the
Y slices is more complicated. Convergence to 10% is reached
by N = 2 × 107 for small angles (e.g., 0◦) at all wavelengths.
For τz(1 µm) = 1, the goal convergence is seen for the IR wave-
lengths around 106 and for the UV/optical wavelengths at 107.
For τz(1 µm) = 10, the goal convergence is again seen for the IR
wavelengths around 106, but the convergence for the UV/optical
wavelengths is well beyond the number of photons tested with an
extrapolated prediction of convergence around N > 109 photons.
From these calculations, we can see that N = 108 will pro-
vide good precision for all but the UV/optical wavelengths for
the τz(1 µm) = 10 case.
5.2. Spatial grid
Another obvious model configuration parameter to test for con-
vergence is the number of spatial bins that describe the slab. The
computation time required for a model scales with the number
of bins through the need to compute the dust emission from each
bin as well as computing the radiative transfer through all the
bins. The finer the slab is divided, the more exact the solution
becomes, but also the more time required for the computations.
It is useful to note that using the Monte Carlo solution technique
with a uniform dust density results in the scattering component
of the solution being independent of the number of spatial bins
used. This is because the scattering location is computed exactly
for each photon packet independent of the grid.
The slab geometry naturally lends itself to simple division
into bins in the x, y, and z dimensions. The convergence tests
were done using linear x and y spacing and logarithmic z spacing
starting from the slab front facing nearest the star. We found that
logarithmic bin spacing in z provided equivalent results to linear
z bin spacing but required fewer bins for the same precision.
The convergence tests for the number of x and y bins (nx =
ny ≡ nxy) were computed for the θ = 0◦ and 180◦ cases as these
two viewing angles are the most sensitive to nxy. Fig. 14 plots the
average deviation as a function of nxy for the total global SEDs
and Y slices. The average deviation is computed compared to
the model run with the largest nxy. Convergence of the global
SEDs to 1% is achieved with nxy = 2 for the total and all the
components. Similarly, 10% convergence for the image slices is
achieved by nxy = 10.
The nz convergence tests were computed for θ = 90◦ as this
viewing angle is the most sensitive to nz. Fig. 15 plots the aver-
age deviation as a function of nz for the total global SEDs and
Y slices where average deviation is computed compared to the
model run with the largest nz. For τz(1 µm) = 1, convergence
of the global SEDs to 1% is achieved with nz ∼ 4. Conver-
gence to 1% for the components of the global SEDs is achieved
for τz(1 µm) = 10 at nz ∼ 30. The image slice convergence to
10% is achieved at nz ∼ 20 for τz(1 µm) = 1 and nz ∼ 35 for
τz(1 µm) = 10.
5.3. Number of scatterings
Calculation of the scattered photons is one of the challenging
parts of the radiative transfer solution, especially in light of
the importance of multiple scattered photons at higher optical
depths. In general, RT codes set a "maximum number of scatter-
ings" to avoid photon packets getting "stuck", especially in very
high optical depth environments. Of course, if that maximum
value is set below the typical number of scatterings a photon
might undergo, it can lead to erroneous results from the sim-
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Fig. 10. The average deviation from the median results are shown versus θ for the direct and scattered dust emission for the effective grain
approximation in the top row. The Y slice average deviation from the median results are shown versus θ for two IR wavelengths probing the dust
emission in the bottom row. The results for τz(1 µm) = 0.1 and 0.01 are similar to those for τz(1 µm) = 1.0. Models not used in the precision
calculation are shown as faint lines.
ulation for the scattered signal. To quantify the importance of
multiple scattering, we carried out convergence tests at θ values
of 0◦, 90◦, and 180◦. For τz(1 µm) ≤ 1, the number of scatter-
ings needed to achieve the goal precisions is on the order of 5.
For τz(1 µm) = 10, approximately 20 scatterings are needed for
the goal precisions with this driven mainly by the convergence
at the shortest wavelengths. We illustrate the importance of mul-
tiple scattering for the τz(1 µm) = 1 and 10 cases in Fig. 16.
This figure gives the Y slices and percentage deviations from the
mscat = 500 case for λ = 0.15, 35.11, and 151.99 µm. We only
show the 90◦ case as it clearly illustrates the changing impor-
tance of multiple scattering as a function of penetration depth
in the slab. Multiple scattering is important for both the direct
scattering at λ = 0.15 µm and the dust emission at both IR wave-
lengths. The dependence of the IR wavelengths on the number
of scatterings clearly shows the importance of dust heating due
to scattered photons. As expected, the dependence on multiple
scattering is largest at higher optical depths.
5.4. Self-heating iterations
The thermalized radiation emitted by dust that is heated by the
primary radiation source can in turn be absorbed by other dust
grains in the model space, leading to dust self-heating. This self-
heating increases in importance as the optical depth increases,
since, depending on the location, the dominant radiation source
may be the re-emitted dust emission. Most RT codes account for
dust self-heating by iterating between the dust emission and the
dust absorption and scattering, stopping when a preset energy
convergence is achieved. We carried out convergence tests to
quantify the importance of dust self-heating. For τz(1 µm) ≤ 1,
both the global SED and Y-slice comparisons show that no it-
erations are necessary to meet our precision goals; the effect
of dust self-heating is small enough that neglecting it does not
change the precision of the resultant model. This is not the case
for τz(1 µm) = 10 where neglecting dust self-heating results in
global SEDs in error larger than the goal precisions for all cases
and the Y slices for the θ = 90◦ case. The θ = 90◦ case clearly
shows the impact of dust self-heating and we illustrate this in
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Fig. 11. The average deviation from the median results are shown versus θ for the direct and scattered dust emission for the equilibrium only grain
approximation in the top row. The Y slice average deviation from the median results are shown versus θ for two IR wavelengths probing the dust
emission in the bottom row. The results for τz(1 µm) = 0.1 and 0.01 are similar to those for τz(1 µm) = 1.0. Models not used in the precision
calculation are shown as faint lines.
Fig. 17. This figure gives the Y slices for a range of dust self-
heating iterations starting with no self-heating (miter = 0). The
impact of dust self-heating is to raise the emission in the front of
the slab at shorter wavelengths (e.g., λ = 35.11 µm) and, more
dramatically, over most of the slab at longer wavelengths (e.g.,
λ = 151.99). Fortunately, only a single dust self-heating iteration
is needed, with additional self-heating iterations providing only
small gains.
5.5. Scattering at high optical depths
Radiative transfer at high optical depths through dust is challeng-
ing for most numerical solution techniques. There are approx-
imations possible such as the diffusion approximation (Kuiper
et al. 2010), but such approximations impose real limitations on
the accuracy of the resulting calculations. Motivated by the work
on this benchmark, a new technique based on composite biasing
was introduced to the Monte Carlo 3D dust RT community by
Baes et al. (2016). The composite bias technique provides a way
to sample two probability distributions while controlling the am-
plification of the resulting photon weight. Basically, the site of
the next scattering is chosen from one of two different distri-
butions with the frequency with which each distribution is used
is controlled by the parameter ξscat that varies between 0 and 1.
The first distribution is the standard e−τ and the second is a much
flatter distribution (e.g., a uniform distribution τ). For example,
if ξscat = 0.5, then one half the time the first distribution is used
and the other half the second is used. The weight of the photon
is modified to account for the difference of the composite of the
two distributions from the standard e−τ distribution. The ξscat = 0
case corresponds to the standard e−τ distribution.
The need for such a composite technique can be illustrated
by considering the τz(1 µm) = 10 and θ = 90◦ case. For the stan-
dard scattering distribution (ξscat = 0.0), the back of the slab was
approximately 10−100 fainter than the front of the slab for the
0.15 µm image. The approximate difference between the scat-
tered light component from the front to back of the slab can
be calculated by the simple approximation that intensity from
singly scattered photons should be the albedo multiplied by e−τ.
Assuming the scattered light at the front of the slab has τ = 0 and
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Fig. 12. The average deviation from the median results are shown versus θ for the direct and scattered dust emission for the full grain solution
(equilibrium and non-equilibrium dust emission) in the top row. The Y slice average deviation from the median results are shown versus θ for
three IR wavelengths probing the dust emission in the bottom row. The results for τz(1 µm) = 0.1 and 0.01 are similar to those for τz(1 µm) = 1.0.
Models not used in the precision calculation are shown as faint lines.
the back of the slab has τ ∼ 79 (at 0.15 µm for τz(1 µm) = 10),
then the ratio should be e−79 = 1.8 × 10−35. This is much, much
higher than seen using the standard scattering prescription.
Fig. 18 illustrates the results for a range of ξscat at two
representative wavelengths for the τz(1 µm) = 10 model. For
ξscat = 0.0 it shows that most of the scattered photons are miss-
ing at the back of the slab. These scattered photons are computed
with even small values ξscat as the interaction site for scattering is
sampled from the composite function providing reasonable sam-
pling at low and high optical depths. At ξscat = 1.0, a significant
amount of non-Gaussian noise is seen at λ = 151.99 µm due
to the extreme amplification of a small number of photons in
the calculation. Setting ξscat = 0.5 provides a good compromise
between sampling the low probability scattering events and con-
trolling the amplification of the photon weight to be always less
than two (Baes et al. 2016).
6. Discussion
For the τz(1 µm) ≤ 1 cases, the results from the different codes
agree within 0.3–2.9% for the global SEDs and within 3–11%
for the Y slices. These are near or below the goal precisions for
this benchmark.
For the τz(1 µm) = 10 case, the results from the different
codes agree within 1.7–4.0% for the global SEDs, except for
the scattered stellar component where the disagreement is up to
58%. The infrared Y slices agree within the goal precisions ex-
cept for the sto case at 23.10 µm where the disagreement is 20%.
The optical and UV Y slice deviations are very large, well be-
yond the goal precisions. These disagreements in the scattered
flux are due to the continued challenge of performing accurate
calculations at high optical depths. The most diagnostic view-
ing angle for these calculations is θ = 180◦ and it is striking that
none of the seven codes produces equivalent results with system-
atic differences up to 104. While the disagreements are large for
the scattered component at high optical depths, the scattered flux
at high optical depths is not important as a heating term for the
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are plotted with the same log scaling for each wavelength and angle combination. The results for N = 108 are not shown as ∆¯ is computed relative
to this case where ∆¯ = 0 by definition.
dust emission as evidenced by the agreement between codes for
the IR emission SED and images (Fig. 10). The large differences
for the mid-IR wavelengths for DART-Ray and TRADING are
due to those codes not calculating the scattered component of
the dust emission radiative transfer. In addition, some of the dif-
ferences in the IR emission for DART-Ray are due to the lack of
inclusion of dust self-heating.
The lack of agreement or convergence for the scattered com-
ponent at high optical depths for dust RT codes is shown quanti-
tatively for the first time in this work. While it has been known
for some time that high optical depths are challenging for dust
RT codes, we have shown here that the main issue is with the
scattered component and not the directly absorbed component.
Previous benchmarks (Pascucci et al. 2004; Pinte et al. 2009)
provided tests for high optical depths, but due to the 2D disk ge-
ometry used, they do not explicitly test the scattered component
at such optical depths. Further, the 2D disk geometry in previous
benchmarks had very high optical depths along the mid-plane of
the disk, but very low optical depths along the rotation axis of the
system. Thus, the global scattered flux from these benchmarks is
dominated by scattering at low optical depths, not the high disk
plane optical depths. The slab benchmark τz(1 µm) = 10 case
with θ = 180◦ explicitly tests the scattered flux at very high op-
tical depths as there are no paths for the scattered photons to
the observer that do not go through at least the τz optical depth.
Many of the codes in this benchmark have been run for the pre-
vious benchmarks and have given results that are consistent with
the literature (e.g., Bianchi 2008; Robitaille 2011; Peest et al.
2017). For the reasons already stated, there is no conflict between
reproducing the previous benchmarks at high optical depths and
the same codes not agreeing for the scattered component at high
optical depths for the benchmark presented in this paper.
For the dust emission approximations, the codes agree best
for the effective grain approximation (eff), with somewhat lower
precision for the equilibrium-only approximation (equ), and
worst for the full solution including stochastic emission (sto).
The larger disagreement for the equ results may be due to the
number of dust grain size bins adopted by each model and
how the dust properties were averaged or interpolated for these
bins. The larger disagreement for the sto results was expected
given the different solution techniques used in the codes for the
stochastically heated grains (Camps et al. 2015)
The convergence tests provide insight into the potential ori-
gin of the differences between codes when combined with Ta-
ble 3. The number of photons each model was run with (N - Ta-
ble 3) proved sufficient to reach the desired precision in all cases
except for stellar scattering for the τz(1 µm) = 10. Convergence
testing indicates that, to reach the desired precision, the num-
ber of photon packets would exceed 109 with τz(1 µm) = 10.
This is a potential cause of some of the large differences between
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Fig. 14. The average deviations (∆¯) versus nxy are shown for the total global SEDs and Y image slices for τz(1 µm) = 1 and 10, and θ = 0◦ and
180◦. The images are for the τz(1 µm) = 1 and θ = 0◦ case and illustrate the qualitative impact of increasing nxy. The images are log scaled over the
same range. The image Y slice results are shown only for θ = 0◦ as the results for θ = 180◦ are very similar. Only the image slices at two diagnostic
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and nxy = 100 (τz(1 µm) = 10) are not shown as ∆¯ is computed relative to these cases where ∆¯ = 0 by definition.
models at UV/optical wavelengths at τz(1 µm) = 10, since some
models were run with 108 photon packets. But this is not the
only cause, as targeted additional tests of just the UV scattering
for the τz(1 µm) = 10 case with many more than 109 photons
do not show convergence. The number of x and y bins (nxy) are
sufficient in all the model runs. The number of z bins (nz) are
sufficient for all but the DART-Ray results for the τz(1 µm) = 10
case. The maximum number of scatterings (mscat) is of the order
of 20 with most codes computing many more scatterings, with
the exception of DART-ray and (marginally) SOC. The maxi-
mum number of dust heating iterations (miter) is sufficient for all
the codes except for DART-Ray for the τz(1 µm) = 10 case.
The inclusion of six Monte Carlo based radiative transfer
codes provided a wealth of comparisons between codes based on
the same technique. In addition, the inclusion of the DART-Ray
code that is based on the alternative technique of Ray-Tracing al-
lowed for comparisons to be made between the two techniques.
This provided ample opportunity to find and remove bugs in all
the codes. The solutions based on Monte Carlo and Ray-Tracing
techniques were consistent, with the notable exception of the
scattered component in the τz(1 µm) = 10 case.
6.1. Lessons learned
To very carefully setup, specify, and define parameters as much
as possible in order to ensure that all the codes perform the same
calculation was found to be critical. One area that was found to
be important was to clearly specify the wavelength grid and en-
sure that each code performed calculations at the defined wave-
lengths. Additionally, the normalization of the slab optical depth
was initially at 0.55 µm, but was changed to be exactly at one of
the specified grid points (1 µm) to avoid, as much as possible, in-
terpolation errors in the normalization. It was also critical to get
all the results of the models into the same format and orienta-
tions, something that took a surprising amount of time due to the
different assumptions made in the different codes. We also spent
significant time establishing a common terminology for different
parts of the models and benchmark.
Another lesson learned was that there were minor bugs
and/or different conventions that the initial comparisons re-
vealed. Most of the participating codes made improvements as a
result. These improvements included removing minor bugs that
did not significantly change the results but did improve the abil-
ity to compare different codes. Some of these bugs were revealed
due to the large parameter space explored by this benchmark, of-
ten beyond the range that had been tested in the codes previously.
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A major lesson learned was that the codes had significant dif-
ficulty with the scattered component for the τz(1 µm) = 10 case.
This case pushed the codes into an area where dust scattering is
critical, both for the stellar and dust emission photons. The ini-
tial results revealed approximately 1060 differences at the back
of the slab in the stellar scattered light for the λ = 0.15 µm Y
slice (§5.5). In particular, the Ray-Tracing (DART-ray) results
were much higher than many of the Monte Carlo results. As
Monte Carlo codes have a known limitation in not fully prob-
ing the high optical depths, this was not particularly surprising.
Test cases with some of the Monte Carlo codes at this wave-
length with more photons did show smaller differences, but these
were still very large. Additional test cases were run allowing for
larger numbers of scatterings and these also showed smaller dif-
ferences, but again these were still relatively large. These dif-
ferences motivated the inclusion of the composite biasing tech-
nique as part of all of the Monte Carlo codes to better probe
the high optical depth scatterings (Baes et al. 2016). While the
codes still have significant differences for this case and wave-
length, they are much smaller at only ∼ 104. Clearly more work
is needed to understand the origin of these differences. This work
has started and has indicated that the origin may be related to
very low probability multiple scattering events that dominate the
scattered light images at these high optical depths. While under
active investigation, the solution to this issue is beyond the scope
of this paper, however this problem did reveal that there may be
other very low probability parts of parameter space that are not
probed well. An example of this is the dust emission when it
varies strongly over the model grid. This is the case for mid-IR
wavelengths for τz(1 µm) = 10 where the dust emission at the
front of the slab is many orders of magnitude larger than that
from the back of the slab. Using the dust emission as the proba-
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Fig. 16. The λ = 0.15 (left), 35.11 (center) and 151.99 µm (right) Y slices for θ = 90◦ and τz(1 µm) = 1 and 10 are plotted for a range of maximum
allowed number of scatterings (mscat).
bility for emitting a mid-IR photon can lead to very few photons
being emitted in the back of the slab. Of course increasing the
number of photons in a run will alleviate this issue, but at the
expense of longer run times. The composite biasing technique
can be used to provide for better sampling of the spatial dust
emission by, for example, emitting photons one half of the time
sampled from the dust emission and one half of the time sampled
uniformly in the slab. This was implemented in the DIRTY code
producing much better sampled IR images for the same number
of photons emitted. Another solution may be to use the Bjork-
man & Wood (2001) instantaneous emission technique where the
spatial locations of the dust emission photons are based on the lo-
cations of dust absorptions, but possibly at the expense of longer
run times (Baes et al. 2005; Chakrabarti & Whitney 2009).
One minor lesson learned was that it would be useful to have
the convergence tests run prior to having all the codes run the
benchmark. The convergence tests for this benchmark were gen-
erally run after the comparison of results from all the codes was
well underway. While none of the convergence tests revealed
that the codes needed to rerun the benchmarks, we did discover
that the BASIC wavelength grid for the eff case was close to
being too coarse for our goal precision. The impact of the wave-
length grid resolution appeared in the dust emission spectrum
with higher resolution grids showing slightly hotter dust. Con-
vergence tests on the wavelength grid resolution were done with
multiple codes for the eff case showing that the global SED
convergence was near 1% for the adopted BASIC grid for the
τz(1 µm) = 0.01 case. The global SED convergence precision
improved for higher τz(1 µm) values. While this is within the
goal precision, in hindsight we likely would have adopted a finer
resolution grid to ensure that this issue was well below the goal
precision of 1%.
We all learned that there is no "easy" benchmark. The ex-
pectation by many of us was that the slab benchmark would be
straightforward and take relatively little time to complete. This
was not the case and many of us found this geometrically simple
benchmark to be deceptively complex. This benchmark was use-
ful not only for debugging and refining our codes, but also for
deepening our understanding of dust radiative transfer in gen-
eral.
Many of the lessons learned during the work on this bench-
mark should be applicable to other 3D dust radiative transfer
geometries. The lack of agreement between the codes for the
scattered light at high optical depths (τ > 10) calls for contin-
ued caution in interpreting results obtained from any code. The
importance of the convergence tests in illuminating the impor-
tance of different parameters in the precision of the solution for
this benchmark illustrates that such convergence tests should be
done for all geometries. Convergence tests can be done by any-
one using a dust radiative transfer code (not just the coders), and
will provide confidence in the results as well as a deeper under-
standing of the complex dust radiative transfer problem.
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Fig. 17. The λ = 35.11 (left) and 151.99 µm (right) Y slices for τz(1 µm) = 10 and θ = 90◦ are plotted for a range of dust self-heating iterations
(miter).
7. Summary
We present the first 3D dust radiative transfer benchmark. This
benchmark is composed of a rectangular slab of constant density
dust externally illuminated by a hot, UV-bright star. The cases in
this benchmark include optical depths from τz(1 µm) = 0.01–10
and three different dust emission assumptions (effective grain,
equilibrium-only grains, and the full solution including stochas-
tically heated grains). Results from seven codes are presented,
six based on Monte Carlo techniques and one based on Ray-
Tracing. The results are given as global SEDs and images at se-
lected wavelengths for a range of viewing angles. The results are
in good agreement for τz(1 µm) ≤ 1 with precisions of ∼1% for
the global SEDs and ≤ 10% for slices through the images. The
results are in good agreement for the τz(1 µm) = 10 case, except
for the stellar scattered component. The setup of this benchmark
to explicitly probe the components of the dust radiative trans-
fer problem allowed us to quantify the lack of agreement for the
scattered component at high optical depths. This work provides
a benchmark for future 3D RT codes and illustrates remaining
challenges for 3D dust RT in the very optically thick regime.
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Fig. 18. Images in the UV and IR are shown for τz(1 µm) = 10, θ = 0◦, 90◦, and 180◦, and a range of ξscat values. The images are log scaled and
share the same scaling at each unique combination of λ and θ.
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