Abstract. This paper reports our research in the Web page filtering process in specialized search engine development. We propose a machine-learning-based approach that combines Web content analysis and Web structure analysis. Instead of a bag of words, each Web page is represented by a set of contentbased and link-based features, which can be used as the input for various machine learning algorithms. The proposed approach was implemented using both a feedforward/backpropagation neural network and a support vector machine. An evaluation study was conducted and showed that the proposed approaches performed better than the benchmark approaches.
Introduction
The number of indexable pages on the Web has exceeded three billion and it has become increasingly difficult for search engines to keep an up-to-date and comprehensive search index. Users often find it difficult to search for useful and highquality information on the Web using general-purpose search engines, especially when searching for specific information on a given topic. Many vertical search engines, or domain-specific search engines, have been built to alleviate his problem to some extent by providing more precise results and more customized features in particular domains. However, these search engines are not easy to build. There are two major challenges for vertical search engine developers: (1) How to locate relevant documents on the Web? (2) How to filter irrelevant documents from a collection? This study addresses the second issue, the Web page filtering problem, and proposes new approaches.
Related Work
Web page filtering is important in the process of vertical search engine development. In general, the filtering techniques can be classified as follows: (1) domain experts manually determine the relevance of each Web page (e.g., Yahoo); (2) the relevance of a Web page is determined by the occurrences of particular keywords (e.g., computer) [6] ; (3) TFIDF (term frequency * inverse document frequency) is calculated based on a lexicon created by domain-experts and Web pages are then with a high similarity score to the lexicon are considered relevant [1] ; and (4) text classification techniques such as the Naive Bayesian classifier are applied [3, 9] . Among these, text classification is the most promising approach. Techniques such as Naïve Bayesian model, neural networks, and support vector machines have been widely used in text classification. It has been shown that SVM achieved the best performance among different classifiers on the Reuters-21578 data set [7, 10] .
When applied to Web page filtering, few of the text classifiers, however, have made use of the special characteristics of the Web, such as its unique hyperlink structure which has been increasingly used in other Web applications. For example, the PageRank score, computed by weighting each in-link to a page proportionally to the quality of the page containing the in-link, has been applied in the search engine Google for search result ranking [2] . In addition, since Web pages are mostly semistructured documents like HTML, useful information often can be used to derive some important features of a Web document. Such metrics and other characteristics of Web pages could possibly be applied to improve the performance of traditionally text classifiers in Web page filtering.
Proposed Approach
One of the major problems of traditional text classifiers is the large number of features, which result in long processing time. To address this problem, we propose to represent each Web page by a limited number of content and link features rather than as a vector of words. This reduces the dimensionality of the classifier and thus the number of training examples needed. The characteristics of Web structure also can be incorporated into these features easily.
Based on our review of the literature, we determined that, in general, the relevance and quality of a Web page can be reflected in the following aspects: (1) the content of the page itself (similarity of the document's title and body text to a domain lexicon); (2) the content of the page's neighbor documents (including parents, children, and siblings); and (3) the page's link characteristics (including PageRank, HITS, number of in-links, and anchor text information). A set of 4 to 6 features , calculated based on metrics such as those mentioned above, are defined for each aspect. A total of 14 features are defined and used as the input values to machine learning classifiers. We adopt a feedforward-backpropagation neural network (NN) [8] and a support vector machine (SVM) [7] as our classifiers.
Evaluation
An experiment was conducted to compare the proposed approach with two traditional approaches: a TFIDF approach (Benchmark 1); and a keyword-based text classifier approach using SVM (Benchmark 2), in the medical domain. The proposed Web-feature-based approaches are codenamed Approach 1 (for the neural network classifier) and Approach 2 (for the SVM classifier) in our experiment. A set of 1,000 documents were randomly selected from a medical testbed created in our previous research [4, 5] . A medical lexicon, created based on the metathesaurus of the Unified Medical Language System (UMLS), was also used in our experiment. A 50-fold cross validation testing was adopted. Testing was performed for 50 iterations, in each of which 49 portions of the data (980 documents) were used for training and the remaining portion (20 documents) was used for testing.
Accuracy and F-measure were to measure the effectiveness of the proposed approaches. The macro-averages for each approach are shown in Table 1 . In general, the experimental results showed that the proposed approaches performed significantly better than the traditional approaches in both accuracy and F-measure (p < 0.005), especially when the number of training documents is small. When comparing the two proposed methods, we found that the NN classifier performed significantly better than the SVM classifier (p < 0.05). In terms of efficiency, the proposed approaches also performed better than the traditional keyword-based approach. To study the efficiencies of the different approaches, we also recorded the time needed for each system to perform the 50-fold cross validation, including both training and testing time. We found that Benchmark 2 (the keyword-based SVM) took the longest time (382.6 minutes). The reason is that each document was represented as a large vector of keywords, which created a high dimensionality for the classifier. The classifier had to learn the relationships between all these attributes and the class attribute, thus requiring more time. Benchmark 1 (TFIDF) used the least time, as it only had to calculate the TFIDF score for each document and determine the threshold, both of which did not require complex processing. Approach 1 (103.5 minutes) and Approach 2 (37.6 minutes) are in the middle. Approach 1 required a longer time than Approach 2 because the neural network had to be trained in multiple epochs, i.e., in each iteration the training data set had to be presented to the network thousands of times in order to improve the network's performance.
Conclusion
The experimental results are encouraging and show that the proposed approach can be used for Web page filtering by effectively applying Web content and link analysis. We believe that the proposed approach is useful for vertical search engine development, as well as other Web applications. We also plan to apply the techniques to Web page filtering in other languages, such as Chinese or Japanese.
