An exact discrete adjoint of an unstructured finite-volume solver for the RANS equations has been developed. The adjoint is exact in the sense of being based on the full linearization of all terms in the solver, including all turbulence model contributions. From this starting point various approximations to the adjoint are derived with the intention of simplifying the development and memory requirements of the method; considered are many approximations already seen in the literature. The effect of these approximations on the accuracy of the resulting design gradients, and the convergence and final solution of optimizations is studied, as it applies to a two-dimensional high-lift configuration.
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I. Introduction
A s computational aerodynamics reaches maturity, and computational power advances, design optimization tools using high-fidelity Navier-Stokes simulations are winning an increasingly important place in the aircraft design process. Due to the particular demands of aircraft design, in which a large number of design variables are needed in order to parameterize the shape, gradient-based optimization strategies are favoured. Gradient-based optimization using the steepest descent method requires two steps: firstly the evaluation of the search direction -the gradient of the cost-function with respect to the design variables -which results in the most rapid improvement of the design locally; and secondly a 1d search in this direction, consisting of repeated evaluations of the cost-function until a minimum is found in this 1d space. This basic process is repeated until an optimum is found.
The ultimate goal of present work is gradient-based optimization of three-dimensional high-lift transport aircraft configurations using an unstructured RANS code. This is an extremely ambitious objective requiring the resolution of a number of very significant problems before it becomes practicable, and is one of the goals of the German project MEGADESIGN. 1 Some of the difficulties involved are: the large grids necessary in order to accurately resolve the wakes of the individual elements of the wing (which control the onset of separation on the upper surfaces) and the associated high computational costs, 2 the many design variables needed for parameterization, 3 grid deformation which can robustly handle adjacent bodies with large relative motion, calculating gradients of the maximum lift C max L , 4 and taking unsteady solutions in the design process into account. Further the adjoint method for the gradients, which is absolutely necessary for optimizations involving a large number of design variables, has trouble handling turbulence modeling, in the case of the continuous formulation, 5 or is too memory hungry to be applied to large 3d grids, in the case of the discrete formulation. 6 This report tackles solely the latter problem in the context of 2d high-lift optimization. There are two principle difficulties with the use of the discrete adjoint. Firstly formulating the adjoint requires differentiating the corresponding flow solver per hand, including discrete boundary conditions, gradient calculations, turbulence models, etc., which although a straightforward exercise, is laborious in the extreme. Secondly, depending on the manner of constructing the adjoint residual, storage of the full discrete flux-Jacobian may be required, which is acceptable in 2d only.
Alternatives to hand-differentiation are arising, for example complex variable finite-differences, 7, 8 and algorithmic differentiation, 9 but the solution many authors have used is to perform only an approximate differentiation of a flow solver. For example by treating the coefficient of artificial viscosity in the JamesonSchmidt-Turkel scheme 10 as constant it is possible to reduce the construction of the adjoint residual to two sweeps over the faces of the grid. 11, 12 Another example is the practice of assuming that the eddy-viscosity is constant, thereby obviating the differentiation of the turbulence model.
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There have however been few studies examining the effect these approximations have on the resulting gradients and optimizations; and this is consequently a matter of pressing interest to the community. It is the purpose of this report to discover which of these simplifications are acceptable in the context of aerodynamic optimization, in the sense of how the convergence of the optimization and its result is affected. In particular the approximations considered are:
• Adjoint solution based on a 1st-order accurate discretization,
• Adjoint solution with Thin Shear-Layer (TSL) viscous fluxes,
• Assumption of constant coefficients in the JST scheme,
• Assumption of constant eddy-viscosity,
• Adjoint solution with alternative turbulence model. Each of these approximations is either based on the assumption that the derivatives of the particular terms are negligible, or that they may be replaced with the derivatives of similar related terms. By examining a high-lift configuration -in which a wide variety of flow phenomena are represented, and for which both compressible and viscous effects, as well as the choice of turbulence model are critical -as well as a singleelement airfoil, where the design problem essentially consists of the removal of the shock, it is anticipated that the results obtained will be valid for general 2d aerodynamic optimizations.
With this goal the exact discrete adjoint to the unstructured finite-volume RANS solver, the DLR Taucode, 14 has been evaluated by hand for a wide variety of the spatial discretizations available in the code. The gradients obtained from the exact adjoint are verified against those obtained using finite-differences on the original non-linear routines. Where the approximate adjoint formulations are the result of using a related discretization, as for the adjoint based on 1st-order fluxes, finite-differences have again been used to verify the implementation. Gradient evaluations and thereafter full optimizations are then performed with the various adjoint approximations, and variations in gradients, convergence rates and solutions attained are compared.
The solution of the linear adjoint problem is performed using a Krylov subspace method with ILU preconditioning, allowing the solution of the adjoint problem in a CPU time equivalent to about 5% of the time required for the main problem. In addition the adjoint fields for multiple cost-functions may be computed simultaneously, further reducing the CPU-time cost of the gradient evaluation.
II. Statement of the Problem
The optimization problem of interest is stated, as are the equations governing the fluid flow, and a summary of their finite-volume discretization.
A. Aerodynamic Design Problem
The optimization problem may be stated as follows: minimize I(W, X, D) a cost-function with respect to some set of design variables D, subject to the constraints R(W, X, D) = 0 and G(X, D) = 0; whereby W and X are functions of D, and R and G are general non-linear operators.
Here I is typically an aerodynamic force integrated over the geometry such as lift, drag or pitching moment, W represents the flow variables, X the computational mesh, R the residual resulting from the discretization of the fluid flow equations, and G a mesh deformation operator. In particular R is here the finite-volume discretization on an unstructured mesh of the Navier-Stokes equations. Finally D is some parameterization of the geometry and onflow conditions.
For problems with a large number of design variables, the most efficient algorithms are gradient-based, and require the evaluation of dI/dD for each design variable. These gradients may in turn be efficiently evaluated using the adjoint approach. Additional constraints on the problem are also common, such as the specification of constant lift and constant pitching moment.
B. Finite-Volume Discretization
The 2d Favre averaged Navier-Stokes equations in conservation form may be written
where summation convention is applied and the conservative state vector is defined by W = (ρ, ρu, ρv, ρE) T . The vectors of convective fluxes are given by
and the vector of viscous fluxes by
where U = (u, v) T is the velocity vector, H = E + p/ρ is the total enthalpy, and τ (W, ∇W ) is the viscous shear stress tensor
where µ e and κ e represent the effective viscosity and thermal conductivity respectively, the turbulent quantities being obtained using an eddy-viscosity model. The equation of state for a calorically perfect gas, p = (γ − 1)ρe, where e is the internal energy, closes the system. The equations are solved using an unstructured cell-vertex finite-volume method, applying a central numerical flux with mixed second-and fourth-order dissipation operators after the scheme of Jameson, Schmitt and Turkel,
where f c is the exact inviscid flux, |A| is either a scalar or matrix measure of the absolute convective speeds, the control the absolute levels of the two dissipation operators, and together the θ act as a shock switch. The pseudo-Laplacian L is given by
N(i) being the set of immediate neighbours of node i. In the following |A| is taken to be the maximum eigenvalue of the convective flux-Jacobian, i.e. scalar dissipation. The spatial gradients needed in the expression for the viscous fluxes and in the turbulence model are normally obtained using
where Ω i is the volume of the control-volume about node i. The values of the gradients from two neighbouring cells are averaged onto their common face in order to model the viscous flux there. Throughout Spalart-Allmaras-Edwards 15 is the turbulence model used. Strong boundary conditions are used on the viscous wall, and characteristic boundary conditions on the farfield. In the following the discretization of R described here will be denoted R.
III. Gradients via Discrete Adjoint
The adjoint approach allows the rapid evaluation of dI/dD for a large number of design variables |D|. It can be readily understood by contrasting it with the direct or primal approach.
A. Primal Approach
The most direct approach to evaluation of the gradient is to apply the chain rule to dI/dD, to give
which is an expression for dI/dD in terms of dW/dD and dX/dD (the remaining quantities being readily calculable). By noting that dR/dD = 0 -as the condition R = 0 holds for all D -we have
a linear system for dW/dD, based on the linearization of the discretized flow equations. Hence to find the sensitivity of I to |D| design variables it is necessary to solve (8) |D| times, and in practice this effort dominates the total cost of the calculation.
B. Adjoint Approach
Instead of applying the chain rule to I, apply it to the Lagrangian:
where Λ are known as the adjoint variables. Since R = 0 for all D, L = I for all Λ and all D. Hence
and so, applying the chain rule to L
after rearranging. The unknown quantity dW/dD may then be eliminated by choosing Λ such that
whereby the first bracketed term of (9) is zero. This is the adjoint equation, and must be solved only once to evaluate the gradient of a single I with respect to any number of design variables. Given Λ the gradient is
whereby ∂I/∂D and ∂R/∂D are zero for shape-based design variables, and the remaining unknown term, dX/dD, may be reliably evaluated by finite-differences,
as the result is relatively insensitive to choice of , in contrast to direct approximation of dI/dD by finitedifferences. It is also possible to use an adjoint approach for dX/dD, thereby removing the necessity of deforming the grid in response to each shape-modifying design variable, and eliminating finite-differences from the algorithm completely. This can be particularly straight-forwardly realized if the grid deformation is a linear operator.
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C. Implementation of the Method
Implementation of the above procedure requires the ability to evaluate the quantities (∂R/∂W ) T Λ -the adjoint residual -and ∂I/∂W . The Jacobian is evaluated by hand, which is a straightforward exercise as R may be written explicitly in terms of W , while being time-consuming as R is often extremely complex. As R is a sum of convective fluxes, viscous fluxes, boundary conditions etc., each of these may be handled independently, and by application of the chain rule may be further subdivided into manageable chunks. The derivatives are further simplified by choosing primitive variables as working variables. Because the equations remain in conservative form this choice has no effect on the final solution. Strong boundary conditions such as specification of zero velocity on viscous walls are handled by rewriting the flow equations R(W ) = 0 as
where B is a projection matrix that extracts the velocity at the boundary, and then differentiating. 17 The accuracy of the derivatives of the individual fluxes is verified by applying finite-differences to the original flux routines to approximate their derivatives, and comparing with the hand-calculated Jacobian for a variety of inputs. As each flux derivative is calculated, a contribution is made to the explicitly stored Jacobian.
Storing the matrix explicitly has the disadvantage of requiring approximately six times the memory of the standard code, see Table 1 , reducing the capacity of a node with 1GB of memory from 2 million points to 300 thousand points, however since the size of grids used in optimization loops lags behind those used for single flow solutions (due to the otherwise too great computational effort) this limitation is not regarded as fatal. Whereby it is important to emphasize that this result is only valid in 2d, the situation in 3d being worse due to the greatly increased numbers of next-neighbours of a point.
Given an explicit Jacobian -which must only be constructed once per gradient evaluation, even for multiple cost-functions -assessment of the adjoint residual reduces to a matrix-vector product. Further the availability of the matrix allows the application of the ILU preconditioner to a Krylov subspace method, a procedure which is often preferred in aerodynamic applications for the solution of the linear systems resulting from a Newton iterative method for the non-linear equations, 18, 19 and again this preconditioner must only be constructed once. The linear solver library PETSc is used for this purpose.
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As the eigenspectrum of the Jacobian and transpose Jacobian are identical, the convergence rates achieved with Krylov subspace methods for the two resulting linear systems are guaranteed to be identical, and so the experience gained applying these methods in implicit schemes may be directly carried over. 21 The result is that the calculation of the adjoint solution requires only approximately 5% of the time required for a non-linear flow calculation -and so forms an insignificant component of the total time for the optimization.
Given that the gradient is much cheaper than the line search, optimization strategies that rely on many gradient evaluations, such as Quasi-Newton Trust Region (QNTR), 22 become more attractive. The ILU preconditioner and GMRES method have an associated memory cost that further reduces the size of grid that may be calculated in a given memory, in this case the requirements for ILU with 4 levels of fill-in and GMRES(30) are given in Table 1 .
IV. Approximations of the Discrete Adjoint
In an attempt to reduce the memory requirements of the scheme, the manual effort required to adjoint new spatial discretizations, and the computational effort required to solve the resulting system, approximations to the adjoint equations are made. The cost is inaccuracies in the resulting gradients. Each approximation is here described and its advantages noted, while its accuracy will be numerically assessed in Section V. Throughout no approximation of the boundary conditions is undertaken, as all are numerically treated with a stencil of a single (boundary) point, and therefore appear only on the diagonal of the Jacobian.
A. 1st-Order Approximation (FOA)
The aim of this approximation is to reduce the stencil of the discretization to immediate neighbours of a node only, leading to a corresponding reduction in the sparse fill-in of the Jacobian, and the stiffness of the linear system. Such a simplification results in a reduction of the memory requirements of the adjoint solver to less than twice those of the non-linear solver, and the system can be solved in a time equivalent to 1% of that of the non-linear system. Further the immediate neighbour fill-in allows the storage of the off-diagonal entries of the Jacobian on the edges of the unstructured grid, making a matrix-vector multiplication a familiar loop over edges.
This stencil reduction may be achieved by constructing the Jacobian for the adjoint method from derivatives of first-order convective fluxes and TSL viscous and turbulence diffusion fluxes (see Section IV.B). The stencil of the turbulence discretization consists only of immediate neighbours anyway, and therefore is treated without approximation.
The most sensitive issue is the simplification of the convective fluxes. For an upwind discretization the first-order generalization is natural; the use of constant face-reconstruction rather than affine reconstruction reduces the stencil in the required manner. For the central scheme used here the situation is not as clear. There are two principal possibilities: (a) use purely second-order dissipation, neglecting the term involving
is differentiated, or (b) explicitly neglect derivatives of the dissipation with respect to next-neighbours, whereby derivatives with respect to immediate neighbours include fourth-order dissipation terms. Given that the solution is smooth almost everywhere, the true residual will contain a 4th difference operator almost everywhere, and neither of these simplifications is satisfactory. Consider Table 2 , which gives the weights of 2nd differences, 4th differences, and the "chopped" 4th differences in 1D. The operator of option (a) is completely at variance with the 4th difference operator, with even the signs of the corresponding weights differing. On the other hand choosing option (b) (the last row of Table 2 ) results in a system that is considerably more difficult to solve than the full unapproximated system. This could be understood to be a result of fact that the chopped fourth-order dissipation operator contains a large second-order anti-dissipation component. Table 2 . Second and fourth difference operators in one-dimension. Also a fourth difference that has been "chopped" in order to reduce its stencil.
In the absence of a really satisfactory approximation, the pure second order dissipation operator is used in the following.
B. Thin Shear-Layer (TSL) Assumption
The formulation of the viscous fluxes given in Section II.B has a stencil including next-neighbours as a result of the use of gradients based on (7). This stencil may be reduced if an alternative discretization is used, inspired by thin shear-layer approximations in structured methods, whereby only the component of the gradient normal to a face is used to construct the viscous flux on that face, i.e.
where η is the direction normal to the face. A finite-difference approximation is then trivial:
and the corresponding Jacobian will have immediate neighbour fill-in only. Diffusion occurring in turbulence model transport equations is treated identically. Note that this is not the same as the method commonly called TSL used in structured methods, in which only viscous fluxes normal to viscous walls are considered, and which is therefore inappropriate for modeling general viscous phenomena. Here viscous fluxes in all directions are considered and in practice results obtained with formulations (7) and (12) are almost identical, even for multi-element aerofoils where boundary-layer separation and interaction of shear layers are crucial flow elements. Of course this does not necessarily imply that their gradients will be identical.
C. Constant JST Coefficients Approximation (CCA)
By making the assumption that the , θ and |A| in (5) are constant, the following simplification of the adjoint residual is possible.
11 Let L(W ) be as defined in (6), and treated in the expression for the convective fluxes as an independent variable, so that the derivative and adjoint of (5) may be written respectively
whereby all matrices on the right-hand sides above have immediate neighbour fill-in only, ∂f c /∂L is symmetric and ∂L/∂W is trivial.
Memory requirements are then approximately 1.6 times those of the FOA scheme if advantage is taken of the symmetry of ∂f c /∂L, and ∂L/∂W is calculated on-the-fly. Also, as for the FOA scheme, the matrices may be stored on the edges and nodes of the grid, given which the adjoint residual may be evaluated in two loops over all edges by introducing an intermediate variable Λ * as follows:
TSL viscous and turbulence diffusion fluxes are used to similarly reduce the memory requirements of the viscous flux Jacobian, while the discrete turbulence Jacobians are formed exactly. The CCA approximation may be justified by noting that the terms in the derivative that are neglected due to the approximation are of higher order in the grid spacing than the remaining terms. Therefore in the limit of zero cell size the influence of the approximation tends to zero.
Compared to the FOA approximation this approach seems very favourable; for only sightly more memory the convective fluxes are sensibly approximated. However the resulting system is almost as poorly conditioned as the exact system and therefore similarly powerful linear solvers are required.
D. Constant Eddy-Viscosity (CEV) Assumption
One of the most demanding parts of the spatial discretization to differentiate by hand is the turbulence model, partly due to the wide variety of blending functions, limiters, vortex corrections etc., but mainly because of the many coupling points to the mean-flow equations, and the enormous selection of models available. More seriously it is very difficult to treat turbulence models in a continuous adjoint framework without resorting to continuous-discrete hybrids, 5 hence some simplifying assumption must be made. By assuming that derivatives of all turbulence quantities with respect to all flow variables are negligible all turbulence terms are eliminated. For Spalart-Allmaras the derivatives of the eddy-viscosity are taken to be zero, for k − ω and k − models derivatives of k and eddy-viscosity are taken to be zero.
One place where this assumption might be invalid is in the adverse pressure gradient region following the shock on a transonic airfoil, where the large eddy-viscosity increases the surface shear-stress, directly affecting the aerodynamic forces.
E. Use of an Alternative Turbulence Model (ATM)
The only significant benefit that the CEV assumption confers is the avoidance of hand differentiating the turbulence model. The similarity in the formulation and results of, for instance, the original Spalart-Allmaras model (SA), 23 and the modified Spalart-Allmaras-Edwards (SAE), 15 suggest that it may be reasonable to use the Jacobian of one as an approximation of the Jacobian of the other, and that this may be a better approximation than ignoring turbulence derivatives altogether. If so only one or two models of each type must be differentiated in a large code.
SA and SAE differ only in the formulation of the turbulence production term: for SA it is based on a measure of the flow vorticity, SAE uses a measure of the shear stress. Within the boundary-layer the source terms are dominated in both models by terms involving the wall-distance, hence the models are expected to differ most significantly in detached shear-layers and vortices.
V. Results and Discussion
We wish to determine which, if any, of the previously described approximate Jacobians results in an adjoint gradient evaluation method that is accurate enough for use in aerodynamic optimization. This is a question that is difficult to answer theoretically due to the complexity of the complete optimization process, and the somewhat arbitrary nature the Jacobian approximations. Instead we consider concrete optimization problems numerically and examine how each approximate adjoint solver performs in each case. In an attempt to obtain results that have a relatively general validity, two significantly different 2d optimization problems are considered representing a variety of industrially relevant flow physics, and -just as importantly -two different optimization algorithms are applied.
The Fig. 1 . The geometry is parameterized using 20 design variables which modify the camberline of the aerofoil with Hicks-Henne bump functions. 24 The thickness of the aerofoil is not permitted to change, and as a result no additional geometrical constraints are necessary. The baseline geometry has a strong shock on the upper surface which is the main source of pressure drag; the optimization problem therefore substantially consists of the removal of the shock. Two gradient-based algorithms, the Conjugate Gradient (CG) method and the Quasi-Newton Trust Region (QNTR) method are applied to the problem.
The lift constraint is enforced explicitly by varying the angle of attack during the evaluation of the drag in the non-linear RANS solver, the so-called target-lift mode. Because we wish to minimize the drag at the target lift C * L , rather than at the preexisting lift C L , the objective function must be modified to consider the lift constraint consistently
a consequence of which is that the accuracy of the gradients of lift are also important for the optimization. The second optimization test-case is also drag reduction at constant lift, but of the three-element high-lift geometry in take-off configuration. The baseline geometry and flow conditions are derived from a test-case defined in the European project EUROLIFT II, 26 and operate at a Reynolds number of 14.70×10 6 and a Mach number of 0.17146. Constant lift is ensured in the same manner as for the RAE case. The computational grid is shown in Fig. 1 and is structured, whereby the structured topology is not used by the solvers, all algorithms being implemented for general unstructured grids. Only the flap of the configuration is parameterized, and in such a manner that no modification to the composite clean wing is possible. 27 The position and angle of attack of the flap relative to the main element may be changed (the so-called setting parameters), as may the sharpness of the flap's nose and the shape of the portion of the flap hidden by the main element (shape parameters). Only the conjugate gradient algorithm is examined for this case.
A. Transonic RAE2822 Aerofoil
Firstly exact adjoint gradients are compared with direct finite-difference approximations to dI/dD; the gradients of total and viscous drag are plotted in Fig. 2 . Both finite-differences and the discrete adjoint approximate the gradient of the discretized cost-function, and should therefore agree with each other exactly on any given grid. It may be seen that the agreement is very good, the discrepancies apparent in the viscous drag gradients may be attributed to the rounding error in finite-differences as a result of the very small absolute values of the gradients. This discrepancy as a percentage of the total drag gradient is less than 0.5%. The discrete adjoint using the exact Jacobian is thereby taken to be verified for this case.
Next the gradients using the adjoint method with various Jacobian approximations are compared with those of the exact adjoint in Fig. 3 . TSL and CCA gradients agree with the exact gradients to within a relative error of 1%, whereby TSL is slightly more accurate than CCA, an expected effect as TSL is a subset of the CCA approximation. The considerable inaccuracy of the FOA gradients might be attributed to the presence of the shock, which would be heavily smeared if first-order fluxes were used in the non-linear calculation. The error in the CEV gradients might be attributed to the importance of turbulence, an effect which is apparently well captured by the ATM model. More detailed explanations might be constructed by comparing the adjoint fields for each approximation, but physically interpreting the adjoint field is a delicate and difficult matter, and rather we move directly to numerical investigations.
Conjugate Gradient Optimization
The conjugate gradient (CG) algorithm, an improvement on the method of steepest descent, uses conjugate gradients rather than the local gradient to determine a direction in which to search for the minimum. Given this search direction, a line-search using repeated evaluations of the cost-function is performed on the resulting one-dimensional subspace. Once the minimum on the line is found, a new search direction is calculated.
If no cost-function improvement is obtained in the CG direction the algorithm is restarted, and the search continues in the gradient direction. This is done to prevent stalling of the algorithm in the case that the cost-function is not a pure quadratic form, but has the effect of also preventing the accumulation of errors from inaccurate gradients on each iteration. As a result the algorithm is particularly robust, and will only fail if no reduction in the cost function can be found in either the CG direction or the gradient direction, which could only be the result of a very poor gradient, or a design point close to a local minimum.
This robustness can be seen in the convergence of the RAE case, Figs. 4 and 5, whereby the force coefficients are plotted against the number of evaluations of the cost-function (i.e. non-linear RANS computations) performed, and therefore approximately represent the cost of the calculation, given that gradient evaluations are relatively cheap and seldom. Gradient evaluations are denoted on the convergence curves by symbols. In convergence plots of α and C v D in Fig. 5 it is clear that none of the CG methods are fully converged, however after this point the change in the cost-function is very small -less than one-tenth of a drag count. As a result full convergence is rarely considered necessary in practical applications, and the partial convergence used here better reflects engineering practice.
The most striking feature of the convergence, seen in the left-hand graph of Fig. 4 , is that all approximate gradient optimizations converge to approximately the same value of C D with approximately the same effort. All optimal solutions are within 2.5 drag counts of each other -if FOA is disregarded, 0.5 drag counts -and obtained within 30-40 cost-function evaluations. Apparently large deviations in gradients have little effect on CG for this relatively simple case, although it is the case that the approximations that showed more accurate gradients have better results, TSL and CCA in particular being indistinguishable from the exact gradient optimization.
FOA was the worst performer, at iteration 34 it was unable to find a better solution in the CG direction, and at iteration 35 also in the gradient direction and therefore stopped, at a point far from the optimum found by the other methods, as seen in Fig. 5 . In order to establish whether this design point was an alternative local minimum, or stalling due to an inaccurate gradient, an optimization was restarted using exact gradients from the iteration at which FOA stalled, the convergence is shown in Fig. 6 plotted against number of gradient evaluations. The restarted optimization rapidly finds a better solution, indicating that poor FOA gradients were responsible for the 2.5 drag count deficit.
For completeness the force coefficients of the best design found by each approximate optimization process are given in Table 3 . Some optimal geometries and pressure distributions are shown in Fig. 7 , whereby the results of TSL and CCA are indistinguishable from the exact optimization. All approximations removed the shock, as might have been deduced from the drag convergence behaviour, but the resulting pressure distribution for the exact gradient optimization is significantly smoother than that of the poorer approximations. Table 3 . Results of drag reduction (at constant lift) optimizations of the RAE2822 aerofoil using the conjugate gradient method. Given are flow coefficients for the best geometry obtained using each gradient approximation, and the number of cost-function and gradient evaluations necessary to achieve that geometry. One drag count corresponds to one-ten thousandth of a drag coefficient unit, and one lift count to one-hundredth of a lift coefficient unit.
As described above the constant lift coefficient was enforced explicitly; an alternative method that is not considered here involves restricting the search direction to be in the hyper-plane normal to the gradient of the lift. For sufficiently small updates, the lift then varies in proportion to the square of the magnitude of the update step (if the lift has "wandered too far" after several iterations then an optimization iteration purely for the correction of the lift is performed). This process is of course very sensitive to the accuracy of the gradient, poor gradients implying the need for more correction steps. However the results directly reflect the disparities in the gradients themselves, and the performance of the scheme may be roughly judged by considering the error in the gradient.
Quasi-Newton Trust Region (QNTR) Optimization
The Quasi-Newton Trust Region method attempts to improve on the convergence of the CG method by approximating the cost-function on the design space by a quadratic form. 22 The gradient of the costfunction is computed at every iteration, and based on a BFGS update, an approximation to the Hessian of the cost-function is built. The next design point is chosen as the minimum of this approximation whereby the minimum must lie within the trust-region, effectively a limit on the size of the design step. The size of the trust-region is increased or decreased based upon the accuracy with which the approximation matches the real function, judged using the discrepancy between the previous cost-function evaluation and its corresponding estimate.
In practice this method is less robust than CG, and strongly dependant on the accuracy of the Hessian, which in turn depends upon the gradients at all previous steps. One poor gradient could damage the Hessian approximation, and hence the convergence of the method, significantly. QNTR represents therefore a more demanding test of gradient accuracy than CG.
This method is applied to the same RAE drag reduction case as before and similar optima are achieved, the convergence is shown in Fig. 8 . With this algorithm the convergence of the exact, TSL and CCA approximations are no longer identical, testifying to the increased sensitivity of the method to the gradient, while being similar enough to have confidence in the use of these gradients in QNTR. The fact that CCA converges slightly faster than the exact method is not significant, but rather noise as a result of the complexity of the system.
The complete lack of convergence of CEV in this case can not be attributed to the poor initial drag gradient, which is not substantially worse than that of FOA. But upon examining the gradient of the corrected cost function of (15) it is seen that while the shape of the gradient is correct, the scaling is completely wrong. This is of no consequence for CG, which uses only directional information from the gradient, but is fatal for QNTR, whose cost-function approximation becomes increasing inaccurate, leading to a reduction in the size of the trust-region on every iteration. Examining the gradient of CEV at each step of the CG method of the previous section, it is apparent that the gradient improves substantially after the first iteration, after which the strength of the shock has been reduced considerably.
The results for the optimal designs using the QNTR method are given in Table 4 . The best drag coefficients for TSL and CCA show a slight improvement over those of the CG optimization due to the more highly converged state of the system. Table 4 . Results of drag reduction (at constant lift) optimizations of the RAE2822 aerofoil using the QuasiNewton Trust Region method. Values given are as for Table 3 . Note that the QNTR algorithm performs a gradient evaluation for every cost-function evaluation.
Comparison of CG and QNTR
It is interesting to compare the relative performance of CG and QNTR for this adjoint code, which -due to the extremely rapid adjoint solution -makes gradient evaluation considerably cheaper than cost-function evaluation. The CPU time required for full evaluation of the gradient, including (exact) adjoint calculations for C D and C L , and deformation of the mesh for each design variable, is approximately 17.5% of the time required for a single non-linear flow solution. Hence the QNTR overhead of a gradient evaluation at every iteration is minimal. The convergence of CG and QNTR using exact adjoint gradients are shown in Fig. 9 . Convergence of the drag to within a tenth of a drag count of the optimum occurs for CG and QNTR within 50 and 25 cost function evaluations respectively. However it is apparent from the development of the pitching moment C M , on the right-hand side of Fig. 9 , that while the QNTR solution is completely stationary after 30 iterations, CG is still modifying the geometry after 60 iterations. This property of QNTR, while very attractive, is not of immediate practical relevance, as the minimization of drag is the single objective of the optimization. Hence we can say that for this case QNTR delivers the optimal solution in a CPU time equivalent to about 50% of that of CG, while being less robust to poor gradients.
B. Three-Element High-Lift Configuration
Again gradients obtained by the adjoint method are compared with finite-difference gradients in Fig. 10 , whereby the latter are difficult to determine accurately in this case, and convergence of the difference could not be achieved for all design variables. Instead the finite-difference gradients are plotted for three distinct step sizes. The agreement with the adjoint is very good, even for C v D , and the adjoint is thereby taken to be verified for this case.
As before the adjoint approximations are compared in Fig. 11 . TSL and CCA are again almost indistinguishable from the exact gradients, CEV agrees well, corroborating the evidence that for subsonic cases its accuracy is good, while FOA and in particular ATM make extremely large systematic errors. The poor performance of ATM here is surprising given its good performance for the RAE aerofoil, but might be explained by the strong influence of detached shear-layers in this case, in which regions the SA and SAE models are most likely to differ -as previously discussed. It seems that neither CEV nor ATM can be considered really reliable adjoint approximations as regards the gradient. Figure 12 shows a typical non-linear solver convergence plot for this case. The time-stepping algorithm, an LU-SGS smoothed multigrid iteration, 28 requires about 5000 cycles to achieve a reduction in the residual of the discretization of 6 orders of magnitude, at which point the drag is converged to an accuracy well under a drag count, although changes in the drag are still visible in the right-hand plot of Fig. 12 . Further convergence of the non-linear solution is desirable, as partially converged solutions are a major source of noise in the optimization process, however CPU time constraints do not permit this.
An optimization using CG is performed for each adjoint gradient approximation, and the convergence histories are plotted in Fig. 13 . Again convergence is obtained in all cases, testifying to the robustness of CG. Convergence and optimal solution are very similar for the three approximations that showed accurate gradients: TSL, CCA and CEV. On the other hand FOA and even ATM achieve optima within one drag count of the best solution found; the total drag reduction over the baseline geometry amounts to 66 counts. Whether this discrepancy is significant depends upon the significance of one drag count to the engineering problem, bearing in mind also the limited accuracy of the CFD model.
The details of each of the optimal solutions are given in Table 5 . The optimal geometry and pressure distribution achieved with the exact gradients is shown in Fig. 14 . The means by which the drag may be reduced are not as clear as for the RAE case, however an important aspect is certainly the prevention of separation and maintenence of high speed flow over the upper side of the main element near the trailingedge. This may be achieved by, for example, moving the flap downstream until the suction peak at the flap stagnation point is at, or downstream of, the main element trailing-edge. In Fig. 14 it can be seen that exactly this effect has been obtained.
The optimal geometries and pressure distributions obtained with exact gradients, FOA and ATM are shown in Fig. 15 , the remaining approximate results being identical to the exact gradient result. The CG method was ultimately able to perform effective optimizations with all the gradient approximations tested here.
VI. Conclusions
A method for construction and solution of the exact adjoint problem has been described which permits convergence within 5% of the CPU time for the non-linear problem, and therefore typical full gradient calculations (including two adjoint solutions) within 20% of the time for a single non-linear problem solution. Table 5 . Results of drag reduction (at constant lift) optimizations of the high-lift configuration using the conjugate gradient method and a variety of adjoint gradient approximations. Values given are changes in the coefficients, the coefficients themselves are as in Table 3 .
Memory requirements are however 6-7 times higher than the non-linear solver due to the storage of the Jacobian, effectively limiting the method to 2d cases.
In an effort to reduce the memory requirements while maintaining the efficiency of the method several approximations to the discrete adjoint have been proposed and studied with respect to optimizations on two 2d cases. Two of the approximations studied, TSL and CCA, showed consistently minimal variance from the exact gradients, and as such may be used with confidence as substitutes for the exact adjoint method. On the other hand it has been seen that approximating the adjoint of the turbulence model, either with constant eddy-viscosity (CEV) or the adjoint of a very similar model (ATM), leads to gradients that are good in some cases, but exceptionally poor in other cases. In particular CEV produced poor gradients for the RAE baseline case with a strong shock but excellent gradients in the high-lift case; for ATM the situation was reversed. These results suggest that construction of reliable adjoint method requires exact consideration of the particular turbulence model used.
Optimizations were performed with the conjugate gradient (CG) algorithm, which converged reasonably well for all cases and with all gradients, no matter how poor. Optimal results obtained with variously inaccurate gradients resulted in optimal solutions differing by no more than 2.5 drag counts for the RAE case and 1 drag count for the high-lift case. A consequence is that an extremely poor (and correspondingly cheap) adjoint approximation, such as FOA, could be useful in situations where high accuracy is not required.
It has also been shown that the possibility for rapid gradient evaluation allows efficient use of the QuasiNewton Trust-Region method, which can reduce the overall optimization time by 50% in comparison to CG, whereby the method is much more sensitive to poor gradients.
Based on the results of this study an adjoint solver using the CCA approximation will be further developed, and a reduction in memory requirements to about twice those of the non-linear solver are expected. Figure 10 . Gradients of total and viscous drag obtained using finite-differences and the discrete adjoint formulation with an exact Jacobian for the high-lift configuration. The design variables parameterize the geometry of the flap. The first four determine the horizontal and vertical position, the angle, and the nose sharpness respectively. The remaining six modify the shape of the forward-upper surface of the flap. Finitedifference gradients are shown for a variety of step-sizes. 
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