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Abstract
This paper is concerned with the asymptotic behavior of the regularized minimizer uε = (uε1, uε2, . . . ,
uεn+1) of an energy functional
Eε(u,G) = 1
n
∫
G
|∇u|n dx + 1
2εn
∫
G
u2n+1 dx
when ε → 0, where G ⊂ Rn is a bounded domain. The author proves W1,n convergence of minimizers
to the map un = (u′n,0), where u′n is an n-harmonic map. In addition, the author also gives the relation
between the zeros of u2
ε1 + u2ε2 + · · · + u2εn and the singularities of u′n qualitatively.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let G ⊂ Rn (n 3) be a bounded and simply connected domain with smooth boundary ∂G.
Denote Sn−1 = {x ∈ Rn+1: x21 + x22 + · · · + x2n = 1, xn+1 = 0} and Sn = {x ∈ Rn+1: x21 + x22 +
· · · + x2n+1 = 1}. We sometimes write the vector-valued function u = (u1, u2, . . . , un,un+1) =
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1342 Y. Lei / J. Math. Anal. Appl. 334 (2007) 1341–1362(u′, un+1). Let g = (g′,0) be a smooth map from ∂G into Sn−1 satisfying deg(g′, ∂G) = d = 0.
Without loss of generality, we assume 0 < d < ∞. Consider the energy functional
Eε(u,G) = 1
n
∫
G
|∇u|n dx + 1
2εn
∫
G
u2n+1 dx
with a small parameter ε > 0. By the direct method in the calculus of variations, the minimizer
uε exists in the function class W = {u ∈ W 1,n(G,Sn): u|∂G = g}.
In the 2-dimensional case, the functional Eε(u,G) was introduced in the study of some sim-
plified model of high-energy physics, which controls the statics of planner ferromagnets and
antiferromagnets (cf. [9] and [10]). The asymptotic behavior of minimizers of Eε(u,G) has been
considered in [6]. One of the main results is the following theorem.
Theorem 1.1. (See [6, Theorem 1.2].) Assume uε is a minimizer of Eε(u,G). If d = 0, then there
is a subsequence {uεi } which converges in the Ckloc(G \ Σ) sense, to a map u∗ = (u′∗,0) for any
k  1. Here u′∗ is a harmonic map with values in S1, and the singular set Σ is exactly d points
in G.
If the term u
2
3
ε2
is replaced by (1−|u|
2)2
2ε2 , the functional is the well-known Ginzburg–Landau
functional. There have been many researches concerning this special topic (cf. [2] and references
therein). When n 3, the problem on the asymptotic behavior of minimizers was introduced in
[2] (Problem 17), which was studied in [5] and [8] independently. Their work shows that the study
of minimizers of n-Ginzburg–Landau functional is connected tightly with the corresponding
properties of the n-harmonic map.
There may be several minimizers of Eε(u,G) in W , one of which can be approximated by
some subsequence of the minimizers uηε of the regularized functional
Eηε (u,G) =
1
n
∫
G
(|∇u|2 + η)n/2 dx + 1
2εn
∫
G
u2n+1 dx
in W when η → 0. It is named the regularized minimizer. In this paper, as in [5,6] and [8], we
are interested in the behavior of the regularized minimizer uε of Eε(u,G) as ε → 0 when n 3.
By the ideas in [2], we also research the properties of the singularities of the n-harmonic map.
The main result in this paper is the following:
Theorem 1.2. When ε → 0, there exists a subsequence uεk of the regularized minimizer uε , such
that
uεk → u0 = (u′0,0), in W 1,nloc
(
G
∖ d⋃
j=1
{aj },Rn+1
)
,
where u′0 ∈ W 1,nloc (G \
⋃d
j=1{aj }, ∂B1(0)) is an n-energy minimizer, aj ∈ G, j = 1,2, . . . , d , are
just the singularities of u′0, and the degree deg(u′0, aj ) = 1. Moreover, for every j , there exists at
least one zero point of |u′εk | near aj .
To prove Theorem 1.2, we shall adopt the approaches in [2,5] and [8]. First of all, the Cα(G)
and the W 1,∞(G) estimations for the minimizer uε are essential to investigate the location ofloc
Y. Lei / J. Math. Anal. Appl. 334 (2007) 1341–1362 1343the zeros of u′ε . Recall some results in [5,8,11] and [13], on the regularity of the solution to
Euler–Lagrange system
−div(|∇u|n−2∇u)= u|∇u|n + 1
εn
(
uu2n+1 − un+1en+1
)
, on G, (1.1)
where en+1 = (0, . . . ,0,1). Since it is degenerate, there may be not any classical solution. To
set up the regularity results, W 1,n-estimation is firstly necessary. Next, W 1,∞-estimation needs
to be obtained. Based on these results, C1,α-estimation is finally established. This shows that
the estimates of W 1,n and W 1,∞ are very important. Nevertheless, the estimates for the solu-
tion are not easily deduced by means of those process in [5,8] and [13]. In fact, Eq. (1.1) is
more complicated than (1.3) in [8], since the right-hand side of (1.1) does not satisfy the con-
trollable growth condition (1.13) in [13]. In addition, W 1,∞-estimation is derived only for the
minimizer of the regularized functional (cf. Theorem 2.2(1) in [8]). At last, although [5] derives
the C1,α-estimation of the solution, W 1,∞-estimation is a presupposition in [5]. For Eq. (1.1),
even W 1,n-estimation is not easy to obtain as we do in [5, §3]. Similarly, in [11], though W 1,∞-
estimation is set up, the hypothesis of u ∈ W 2,p is required. The solutions to (1.1) cannot be
differentiated twice in weak sense yet. Therefore, we have to establish W 1,n-estimation of the
solution to (1.1) in Section 2 at first. From this result, we can deduce Cα(G)-estimation for the
regularized minimizer. Combining with W 1,∞loc (G)-estimation (which is established in [7]), we
can discuss the location of zeros. We will prove that the zeros of |u′ε| are contained in the fi-
nite, disjoint balls of radius hε in Section 3, where h is independent of ε. This means that these
zeros converge to the finite points a1, a2, . . . , aN2 when ε → 0. Another key point of extend-
ing the conclusion of Theorem 1.1 to the higher dimensions is the local uniform estimation of
the energy functional. Fortunately, the work in [5] and [8] has overcome this difficulty. There-
fore, in Section 4, we will state briefly the uniform estimate of ∇uε on any compact subset of
G \⋃N2j=1{aj }. By this we may deduce that u′ε converges to an n-harmonic map u′0 in the weak
W 1,n sense. Moreover, Section 5 proves that the convergence is also strong, and u′0 is also an
n-energy minimizer. This proof is different from that of [5, (0.6)]. In addition, the results con-
cerning singularities of u′0, such as N2 = d , aj ∈ G and deg(u′0, aj ) = 1, are given in Section 6.
2. Preliminaries
Let y = xε−1 in (1.1) and denote Ω = {y = xε−1: x ∈ G}. Clearly, we have the following
proposition.
Proposition 2.1. If w(y) = u(yε) = u(x), then w is a weak solution to
−div(|∇w|n−2∇w)= w|∇w|n + (w2n+1w − wn+1en+1), on Ω. (2.1)
Theorem 2.2. For any R > 0, there exists C1 = C(n,g,R) > 0 such that for y0 ∈ Ω ,
‖∇w‖Ln(Ω∩BR(y0))  C1.
Proof. Taking the wedge product by (2.1) with w, we have
−div(|∇w|n−2w ∧ ∇w)+ wn+1w ∧ en+1 = 0. (2.2)
Denote by {ei}n+1i=1 an orthogonal basis of Rn+1. Since |w| = 1 on Ω , we have the formula of
(n + 1)-dimension spherical coordinates,
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+ sin θ1 · · · sin θn−1 cos θnen + sin θ1 · · · sin θn−1 sin θnen+1,
where (θ1, . . . , θn−1, θn) ∈ [0,C1(d,n,π)] × · · · × [0,C1(d,n,π)] × [0,C2(d,n,π)], and each
θi ∈ W 1,n(Ω,R). In view of d < ∞, both C1(d,n,π) and C2(d,n,π) are absolute constants.
Hence, each θi is also bounded. Similarly, we can find a smooth function (Θ1, . . . ,Θn−1) ∈
[0,C1(d,n,π)] × · · · × [0,C1(d,n,π)], which is defined on ∂Ω , such that
g′ = cosΘ1e1 + sinΘ1 cosΘ2e2 + sinΘ1 sinΘ2 cosΘ3e3 + · · ·
+ sinΘ1 · · · sinΘn−2 cosΘn−1en−1 + sinΘ1 · · · sinΘn−1en.
Thus,
∇w = − sin θ1∇θ1e1 + (cos θ1 cos θ2∇θ1 − sin θ1 sin θ2∇θ2)e2
+ (cos θ1 sin θ2 cos θ3∇θ1 + sin θ1 cos θ2 cos θ3∇θ2 − sin θ1 sin θ2 sin θ3∇θ3)e3
+ · · · + (cos θ1 sin θ2 · · · sin θn−1 cos θn∇θ1 + · · ·
+ sin θ1 · · · sin θn−2 cos θn−1 cos θn∇θn−1 − sin θ1 · · · sin θn∇θn)en
+ (cos θ1 sin θ2 · · · sin θn∇θ1 + · · · + sin θ1 · · · sin θn−1 cos θn∇θn)en+1. (2.3)
Hence,
|∇w|2 = |∇θ1|2 + sin2 θ1|∇θ2|2 + sin2 θ1 sin2 θ2|∇θ3|2 + · · ·
+ sin2 θ1 · · · sin2 θn−1|∇θn|2, (2.4)
and there are n(n+1)2 vectors in the formula for w ∧ ∇w,
w ∧ ∇w =
[
(cos θ2∇θ1 − cos θ1 sin θ1 sin θ2∇θ2)(e1 ∧ e2) + · · ·
+
(
n∏
i=1
sin θi∇θ1 + cos θ1
n∏
i=1
sin θi∇θ2 + · · ·
+ cos θ1
n−1∏
i=1
sin θi cos θn∇θn
)
(e1 ∧ en+1)
]
+
[(
sin2 θ1 cos θ3∇θ2 − sin2 θ1 sin θ2 cos θ2 sin θ3∇θ3
)
(e2 ∧ e3) + · · ·
+
(
sin2 θ1
n∏
i=3
sin θi∇θ2 + · · ·
+ sin2 θ1 cos θ2
n−1∏
i=2
sin θi cos θn∇θn
)
(e2 ∧ en+1)
]
+ · · ·
+
[
n−2∏
sin2 θi(cos θn∇θn−1 − sin θn−1 cos θn−1 sin θn∇θn)(en−1 ∧ en)i=1
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n−2∏
i=1
sin2 θi(sin θn∇θn−1 + sin θn−1 cos θn−1 cos θn∇θn)(en−1 ∧ en+1)
]
+ sin2 θ1 · · · sin2 θn−1∇θn(en ∧ en+1).
Let B(y0,4R) Ω . The equality corresponding with the 2-vector en+1 ∧ en in the integral
system (2.2) is∫
B(y0,3R)
(
|∇w|n−2
n−1∏
i=1
sin2 θi∇θn∇ζ + wnwn+1ζ
)
dy = 0, ∀ζ ∈ W 1,n0
(
B(x,3R)
)
.
Letting ζ = θnξn where ξ ∈ W 1,n0 (B(y0,3R)), we have∫
B(y0,3R)
|∇w|n−2
n−1∏
i=1
sin2 θi |∇θn|2ξn dy

∣∣∣∣∣
∫
B(y0,3R)
|∇w|n−2
n−1∏
i=1
sin2 θi
(
ξn−1θn
)∇θn∇ξ dy
∣∣∣∣∣+ C.
Using Hölder’s inequality, we obtain that, for any δ ∈ (0,1),
∫
B(y0,3R)
|∇w|n−2
n−1∏
i=1
sin2 θi |∇θn|2ξn dy
 δ
∫
B(y0,3R)
|∇w|n−2
n−1∏
i=1
sin2 θi |∇θn|2ξn dy
+ C(δ)
∫
B(y0,3R)
|∇w|n−2
n−1∏
i=1
sin2 θi |∇ξ |2ξn−2θ2n dy + C.
Letting δ be sufficiently small, we get
∫
B(y0,3R)
ξn|∇w|n−2
n−1∏
i=1
sin2 θi |∇θn|2 dy
 C
∫
B(y0,3R)
|∇w|n−2ξn−2 dy C
( ∫
B(y0,2ρ)
|∇w|nξn dy
)1− 2
n
. (2.5)
Next, we use the equalities corresponding with en−1 ∧ en and en−1 ∧ en+1 in (2.2), which are∫
B(y0,3R)
[
|∇w|n−2
n−2∏
i=1
sin2 θi(cos θn∇θn−1
− cos θn−1 sin θn−1 sin θn∇θn)∇ζ + wn−1wnζ
]
dy = 0,
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B(y0,3R)
[
|∇w|n−2
n−2∏
i=1
sin2 θi(sin θn∇θn−1
+ cos θn−1 sin θn−1 cos θn∇θn)∇ζ + wn−1wn+1ζ
]
dy = 0.
Take respectively ζ = θn−1ξn cos θn and θn−1ξn sin θn in two equalities above. Then, adding one
to the other, we obtain∫
B(y0,3R)
|∇w|n−2
n−2∏
i=1
sin2 θi
(|∇θn−1|2ξn + θn−1∇θn−1∇ξn)dy  C.
Similar to the derivation of (2.5), by applying Hölder’s inequality, we also have∫
B(y0,3R)
ξn|∇w|n−2
n−2∏
i=1
sin2 θi |∇θn−1|2 dy  C
( ∫
B(y0,3R)
|∇w|nξn dy
)1−2/n
+ C. (2.6)
By induction, applying the equalities corresponding with ek ∧ ek+1, ek ∧ ek+2, . . . , ek ∧ en+1
in (2.2), we can derive∫
B(y0,3R)
ξn|∇w|n−2
k−1∏
i=1
sin2 θi |∇θk|2 dy  C
( ∫
B(y0,3R)
|∇w|nξn dy
)1−2/n
+ C, (2.7)
for k = 2, . . . , n. At last,∫
B(y0,3R)
ξn|∇w|n−2|∇θ1|2 dy  C
( ∫
B(y0,3R)
|∇w|nξn dy
)1−2/n
+ C (2.8)
can be deduced from the equalities corresponding with e1 ∧ e2, e1 ∧ e3, . . . , e1 ∧ en+1 in (2.2).
Combining these estimations (2.5)–(2.8), and noting (2.4) we derive∫
B(y0,3R)
|∇w|nξn dy  C
( ∫
B(y0,3R)
|∇w|nξn dy
)1−2/n
+ C.
Using Young’s inequality, and letting ξ = 1 on B(x,2R), we obtain∫
B(y0,2R)
|∇w|n dy  C2. (2.9)
In the following, we shall investigate the estimation near the boundary. Let y0 ∈ ∂Ω . Re-
placing θi by θi − Θi in the test function ζ as we deal with the inner estimation just now, and
arguing as above, we can also deduce that
∫
Ω∩B(y0,R) |∇w|n dy  C, where C > 0 only depends
on n,g,R. Combining this with (2.9), we complete the theorem. 
Remark. Although the right-hand side of (2.1) satisfies the natural growth condition,
E. DiBenedetto already derived W 1,∞loc (Ω)-estimation for the regularized solution to the sin-
gle equation (cf. Proposition 3.1 in [4]), as long as (2.9) is true. Afterwards, [7, §3] applied the
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absolute constant C = C(n,R,C2) > 0, such that for y0 ∈ Ω ,
‖∇w‖L∞(B(y0,R)) C. (2.10)
Let x = yε in (2.10). Then for R > 0, there exists C > 0 such that for x0 ∈ G,
‖∇uε‖L∞(B(x0,Rε)) Cε−1. (2.11)
Proposition 2.3. Let R be an arbitrary positive constant which is independent of ε, and denote
GR = {x ∈ G: dist(x, ∂G)R}. Then for some M > 1, the regularized minimizer uε satisfies∣∣uεn+1(x)∣∣ 12 , if x ∈ G \ G RM ε.
If x ∈ B(x,Rε/(4M)) ⊂ G R2M ε , then there exists a constant C3 > 0 independent of ε such that
for some α ∈ (0,1),∣∣uεn+1(x) − uεn+1(x0)∣∣ C3ε−α|x − x0|α.
Proof. Assume y0 ∈ ∂Ω . For the maps onto spheres, the reverse Hölder inequality still holds
(cf. Theorem 2 in [1]). As the same derivation of (2.6b) in [8, p. 619], the reverse Hölder inequal-
ity is also true for the regularized solution w near the boundary. Thus, according to Theorem 2.2,
there exist constants δ ∈ (0,1/2) and C(R) > 0, such that( ∫
B(y0,R/2)∩Ω
|∇w|n+δ dy
) 1
n+δ
 C(R)
(
1 +
( ∫
B(y0,R)∩Ω
|∇w|n dy
) 1
n
)
 C.
Applying the embedding theorem we know that for some α ∈ (0,1),
‖w‖Cα(B(y0,R/2)∩Ω) C‖w‖W 1,n+δ(B(y0,R/2)∩Ω)  C,
which implies∣∣wn+1(y) − wn+1(y0)∣∣ ∣∣w(y)− w(y0)∣∣ C|y − y0|α.
Noting wn+1(y0) = 0, we may derive |wn+1(y)|  12 as long as y ∈ B(y0,R/M) ∩ Ω , where
M = (2C)1/αR + 1. Letting x = yε, we can see that |un+1(x)| 12 for x ∈ B(x0,Rε/M) ∩ G.
Thus the first consequence can be deduced.
To prove the second conclusion, using (2.10) we obtain that if y0 ∈ GR/(2M),
‖w‖Cα(B(y0,R/(4M)))  C‖w‖W 1,∞(B(y0,R/(4M))) C,
for some α ∈ (0,1). Let x = yε, then for any x0 ∈ GRε/(2M),∣∣un+1(x) − vn+1(x0)∣∣ Cε−α|x − x0|α, ∀x ∈ B
(
x0,
R
4M
ε
)
.
This proposition is complete. 
3. Location of zeros
Similar to the proofs of Proposition 3.1 in [5] and Lemma 4.3 in [6], we also have the follow-
ing proposition.
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pendent of ε ∈ (0,1), such that
Eε(uε,G) d
(n − 1)n/2
n
∣∣Sn−1∣∣|ln ε| + C. (3.1)
By means of the idea in [12], it is not difficult to deduce the proposition as follows.
Proposition 3.2. Assume ε = εk is a sequence converging to zero. Let uε be a minimizer of
Eε(u,G) on W . Then there exist a constant C > 0 and an integer k0 > 0, which are independent
of ε, such that as k > k0,
1
εn
∫
G
u2εn+1 dx  C. (3.2)
Proof. Denote ν(ε) = inf{Eε(u,G): u ∈ W }. Noting that the map ε → Eε(u,G) is not increas-
ing, and
− ∂
∂ε
Eε(u,G) = n2εn+1
∫
G
u2n+1 dx,
we can obtain that for the minimizer u = uε of Eε(u,G),
n
2εn+1
∫
G
u2n+1 dx = lim
δ→0
Eε(u,G) − Eε+δ(u,G)
δ
 lim
δ→0
ν(ε) − ν(ε + δ)
δ
= −ν′(ε), (3.3)
since ν(ε + δ)Eε+δ(u,G)Eε(u,G) = ν(ε). Thus, we claim that there exists a subsequence
of εk denoted by itself, such that as εk → 0,
−εkν′(εk) d(n − 1)n/2
∣∣Sn−1∣∣/n. (3.4)
Otherwise, there must be a fixed ε0 > 0, such that for 0 < ε < ε0, there holds −ν′(ε) >
d(n − 1)n/2|Sn−1|ε−1/n. Integrating from ε to ε0, we have
ν(ε) = −
ε0∫
ε
ν′(ε) dε + ν(ε0) > d(n − 1)
n/2|Sn−1|
n
(ln ε0 − ln ε)+ ν(ε0).
This result contradicts (3.1) as long as ε is sufficiently small. Substituting (3.4) into (3.3)
yields (3.2). The proposition is complete. 
Hereafter, we always assume ε ∈ (0, εk0).
Fix ρ ∈ (0,R/2). For the regularized minimizer uε , according to Proposition 2.3 we have
|uεn+1| 12 , on G \ G
ρε, (3.5)
where Gρε = {x ∈ G: dist(x, ∂G)  ρε}. Thus, there is not any zero point of ∑ni=1 u2εi in
G \ Gρε .
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λ, μ which are independent of ε, such that if
1
εn
∫
Gρε∩B2lε
u2εn+1 dx  μ, (3.6)
where B2lε is some ball of radius 2lε with l  λ, then |uεn+1| 12 for x ∈ Gρε ∩ Blε .
Proof. Firstly, there exists a constant β > 0, such that for any x ∈ Gρε and 0 < r  1,
|Gρε ∩ B(x, r)|  βrn. Next, we take λ = min{( 14C3 )1/α, 18ρ}, μ =
βλn
16 , where C3 and α are
the constants in Proposition 2.3.
Suppose that there is a point x0 ∈ Gρε ∩ Blε such that |uεn+1(x0)| > 1/2, then applying
Proposition 2.3 we have∣∣uεn+1(x) − uεn+1(x0)∣∣ C3ε−α|x − x0|α  14 , x ∈ B(x0, λε)∩ Gρε.
Hence uεn+1(x)2  |uεn+1(x0) − 14 |2 > 116 for x ∈ B(x0, λε) ∩ Gρε, and∫
B(x0,λε)∩Gρε
u2εn+1 dx >
1
16
∣∣Gρε ∩ B(x0, λε)∣∣ β 116 (λε)n = μεn. (3.7)
Since x0 ∈ Blε ∩ Gρε , we have (B(x0, λε) ∩ Gρε) ⊂ (B2lε ∩ Gρε), thus (3.7) implies∫
B2lε∩Gρε
u2εn+1 dx > μεn.
This contradicts (3.6) and thus the proposition is proved. 
To find the zeros of |u′ε|, we may take (3.6) as a ruler to distinguish the ball of radius λε which
contains the zeros. Let λ,μ be the constants in Proposition 3.3. If
1
εn
∫
Gρε∩B(xε,2λε)
u2εn+1 dx  μ,
then B(xε,λε) is called a good ball. Otherwise B(xε,λε) is called a bad ball. From Proposi-
tion 3.3 it follows that
|uεn+1| 12 , on G
ρε
∖ ⋃
xε∈Λ
B
(
xε, λε
)
, (3.8)
where Λ is the set of the centers of all bad balls. Lines (3.8) and (3.5) imply that the zeros of |u′ε|
are contained in these bad balls.
Now suppose that {B(xεi , λε): i ∈ I } is a family of balls satisfying
xεi ∈ Gρε, i ∈ I ; Gρε ⊂
⋃
i∈I
B
(
xεi , λε
);
B
(
xεi , λε/4
)∩ B(xεj , λε/4)= ∅, i = j. (3.9)
Proposition 3.4. Denote Jε = {i ∈ I : B(xεi , λε) is a bad ball}. There exists a positive integer N
which is independent of ε, such that the number of bad balls satisfies CardJε N .
1350 Y. Lei / J. Math. Anal. Appl. 334 (2007) 1341–1362Proof. Since (3.9) implies that every point in Gρε can be covered by finitely many, say m (inde-
pendent of ε) balls, from (3.2) and the definition of bad balls, we have
μεn CardJε 
∑
i∈Jε
∫
B(xεi ,2λε)∩Gρε
u2εn+1 dx
m
∫
⋃
i∈Jε B(x
ε
i ,2λε)∩Gρε
u2εn+1 dx m
∫
G
u2εn+1 dx mCεn
and hence CardJε  mCμ N . 
Similar to the argument of Theorem IV.1 in [2], we have
Proposition 3.5. There exist a subset J ⊂ Jε and a constant h λ, such that⋃
i∈Jε
B
(
xεi , λε
)⊂⋃
i∈J
B
(
xεj , hε
)
,
∣∣xεi − xεj ∣∣> 8hε, i, j ∈ J, i = j.
According to Proposition 3.5, we may modify the family of bad balls such that the new one,
denoted by {B(xεi , hε): i ∈ J }, satisfies
⋃
i∈Jε
B
(
xεi , λε
)⊂⋃
i∈J
B
(
xεi , hε
)
, λ h; CardJ  CardJε,
∣∣xεi − xεj ∣∣> 8hε, i, j ∈ J, i = j. (3.10)
The last condition (3.10) implies that any two balls in the new family do not intersect. Thus, all
of the zeros of |u′ε| are contained in these finitely many, disjoint bad balls.
When ε → 0, there exist ai ∈ G and a subsequence xεki of xεi , such that xεki → ai , i = 1,2, . . . ,
N1 = CardJ . Perhaps there may be at least two subsequences converging to the same point. We
denote them by a1, a2, . . . , aN2 (N2 N1), the collection of distinct points in {ai}N11 .
It is convenient to enlarge G a little. Assume G′ ⊂ Rn is a bounded, simply connected domain
with smooth boundary such that G ⊂ G′, and take a smooth map g¯ : (G′ \ G) → Sn−1 such that
g¯ = g on ∂G. We extend the definition domain of every element in {u :G → Rn+1: u|∂G = g}
to G′ such that u = g¯ on G′ \ G. In particular, the minimizer uε can be defined on G′. Fix a
small constant σ > 0 such that B(aj , σ ) ⊂ G′, j = 1,2, . . . ,N2; 4σ < |aj − ai |, i = j ; 4σ <
dist(G, ∂G′). Setting Λj = {i ∈ J :xεki → aj }, j = 1,2, . . . ,N2, we have
⋃
i∈Λj
B
(
x
εk
i , hεk
)⊂ B(aj , σ ), j = 1,2, . . . ,N2,
⋃
j∈J
B
(
x
εk
j , hεk
)⊂ N2⋃
j=1
B(aj , σ/4),
B
(
x
εk , hεk
)∩ B(xεk , hεk)= ∅, i, j ∈ J, i = j,i j
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deg(u′εk , ∂B(x
εk
i , hεk)), l
k
j = deg(u′εk , ∂B(aj , σ )), thus
lkj =
∑
i∈Λj
dki , d =
N2∑
j=1
lkj . (3.11)
To prove the degrees dki and l
k
j independent of εk , we need the following proposition.
Proposition 3.6. There exists a constant C > 0 which is independent of εk such that
|dki | C, i ∈ J ; |lkj |C, j = 1,2, . . . ,N2.
Proof. Since u = uε is a weak solution to (1.1), in virtue of Proposition 2.3, we know u ∈
C(∂B(x
εk
i , hεk), S
n). In addition, (3.5) and (3.8) imply |u′|  1/2 on ∂B(xεki , hεk), thus u
′
|u′| ∈
C(∂B(x
εk
i , hεk), ∂B1(0)). According to Theorem 8.2 in [3], we have∣∣dki ∣∣ ∣∣Sn−1∣∣−1(n − 1)(1−n)/2
∫
∂B(x
εk
i ,hεk)
∣∣∣∣
(
u′
|u′|
)
τ
∣∣∣∣
n−1
dx.
In view of B(xεki , hεk) ∩ B(xεkj , hεk) = ∅ if i = j , there exists a small constant δ ∈ (0,1) such
that |u′| 1/2 on [B(xεki , (h + δ)εk) \ B(xεki , hεk)] ∩ Gρε . Hence, by (2.11),∣∣dki ∣∣ ∣∣Sn−1∣∣−1(n − 1)(1−n)/2
∫
∂[B(xεki ,ξεk)∩Gρεk ]
∣∣∣∣
(
u′
|u′|
)
τ
∣∣∣∣
n−1
dx  C
where C > 0 is a constant which is independent of εk . Combining this with (3.11) we can com-
plete the proof of the proposition. 
Proposition 3.6 shows that, for each j , there exists kj which is independent of εk , and a
subsequence of lkj denoted by itself, such that l
k
j → kj as εk → 0. Since lkj and kj are positive
integers, {lkj } must be a constant sequence when εk is sufficiently small, namely lkj ≡ kj . The
same reasoning shows dki can be written as di (which is also a number independent of εk) later.
4. Uniform estimate
Write Ω ′ = G′ \ ⋃N2j=1 B(aj , σ ). Fixing j ∈ {1,2, . . . ,N2} and taking i0 ∈ Λj , we have
xi0 → aj as ε → 0. Thus
⋃
i∈Λj B(x
ε
i , hε) ⊂ B(xi0 , σ/4) ⊂ B(aj , σ ) holds with ε sufficiently
small. Denote Ωj = B(aj , σ ) \⋃i∈Λj B(xεi , hε), Ωjσ = B(xi0 , σ/4) \⋃i∈Λj B(xεi , hε), and
As,t (xi) = (B(xi, s) \B(xi, t))∩G with ε  t < s R. Although uε is Sn-valued, u′ε maps into
the flat Euclidean space. By an argument of Theorem 3.10 in [8], from (3.2) and 12  |u′| 1 on
As,t (xi), we also have the following proposition.
Proposition 4.1. Assume CardΛj = N . Then∫
Ωj
|∇uε|n dx 
∫
Ωj,σ
|∇u′ε|n dx  (n − 1)n/2
∣∣Sn−1∣∣|kj | ln σ
ε
− C (4.1)
where C > 0 is a constant which is independent of ε.
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that ∫
⋃N2
j=1 Ωj
|∇uε|n dx  (n − 1)n/2
∣∣Sn−1∣∣d ln σ
ε
− C, (4.2)
1
n
∫
Gσ
|∇uε|n dx + 12εn
∫
G
u2εn+1 dx 
1
n
(n − 1)n/2∣∣Sn−1∣∣d ln 1
σ
+ C (4.3)
where Gσ = G \⋃N2j=1 B(aj , σ ).
Proof. From (4.1) and Proposition 3.1, we can deduce that
(n − 1)n/2∣∣Sn−1∣∣
(
N2∑
j=1
|kj |
)
ln
σ
ε
 (n − 1)n/2∣∣Sn−1∣∣d ln 1
ε
+ C
i.e. (
∑N2
j=1 |kj | − d) ln 1ε  C. It is seen, for ε sufficiently small, that
∑N2
j=1 |kj | d =
∑N2
j=1 kj ,
which implies
kj  0. (4.4)
This and (3.11) lead to
N2∑
j=1
|kj | =
N2∑
j=1
kj = d. (4.5)
Substituting (4.5) into (4.1) yields (4.2). And (4.3) may be obtained from (4.2) and Proposi-
tion 3.1.
From (4.3) and the fact |uε| = 1 a.e. on G, we can see ‖uε‖W 1,n(Gσ ) C. Then, there exists a
subsequence uεk of uε such that
uεk → u0, weakly in W 1,n
(
Gσ ,Rn+1
)
, (4.6)
as εk → 0, where u0 ∈ W 1,n(Gσ ,Sn). In virtue of Proposition 3.2 we can see that
∫
G
u2εn+1 dx 
Cεn. It implies u0n+1 = 0 and hence |u′0| = 1. We will prove that u′0 is an n-harmonic map, i.e.
it is a critical point of
∫
Gσ
|∇u|n dx in W 1,n(Gσ , ∂B1(0)). 
Theorem 4.3. Let uε be a regularized minimizer of Eε(u,G). Then there exists a subsequence
uεk of uε , such that as k → ∞,
uεk → (u′0,0), weakly in W 1,nloc
(
G
∖ N2⋃
j=1
{aj },Rn+1
)
,
where u′0 is an n-harmonic map.
Proof. Assume B(x,3R) ⊂ G \⋃N2j=1{aj }. Take the test function (u′,1)ζ in (1.1), where ζ is a
smooth function on G, ζ = 1 on B(x,R) and ζ = 0 on G \ B(x,2R). Thus
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εn
∫
B(x,2R)
ζun+1 dx =
∫
B(x,2R)
u(u′,1)ζ |∇u|n dx + 1
εn
∫
B(x,2R)
u(u′,1)ζu2n+1 dx
−
∫
B(x,2R)
|∇u|n−2∇u[ζ(∇u′,0) + (u′,1)∇ζ ]dx.
Noting ζ = 1 on B(x,R) and applying (4.3), we have
1
εn
∫
B(x,R)
un+1 dx  C. (4.7)
Set Fk = 1εnk (uu
2
n+1 − un+1en+1) and p = n in Lemma 3.11 of [8]. According to this lemma,
from (4.3), (4.6) and (4.7), we can deduce that as k → ∞,∫
B(x,R)
|∇uεk |n−2∇uεk dx →
∫
B(x,R)
|∇u0|n−2∇u0 dx. (4.8)
It is easy to see that (4.8) still holds on an arbitrary compact subset of G \⋃N2j=1{aj }. Since
u = uε is a weak solution to (1.1), we have for any i = 1,2, . . . , n,
−div(|∇u|n−2∇u′)= u′|∇u|n + 1
εn
u′u2n+1.
Taking the wedge product with u′, we get −div(|∇u|n−2∇u)∧u = 0. Letting εk → 0, and using
(4.6) and (4.8), we obtain that
−div(|∇u′0|n−2∇u′0)∧ u′0 = 0.
This implies that there exists a function λ, such that
−div(|∇u′0|n−2∇u′0)= λu′0.
Noting |u′0| = 1 and taking the inner product with u′0, we get λ = |∇u′0|. This means that u′0 is
an n-harmonic map. 
5. Strong convergence of minimizers
To prove W 1,nloc convergence of uε , we shall introduce a comparison function. Consider the
functional
E(ρ,B) = 1
n
∫
B
(|∇ρ|2 + 1)n/2 dx + 1
2εn
∫
B
(1 − ρ)2 dx,
where B ⊂ Rn is a ball. Clearly, the minimizer ρ1 of E(ρ,B) on W 1,ngε (B,R+) exists and satisfies
−div(v(n−2)/2∇ρ)= 1
εn
(1 − ρ) on B, (5.1)
ρ|∂B = gε, (5.2)
where v = |∇ρ|2 + 1, and gε : ∂B → R+.
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E(gε, ∂B) := 1
n
∫
∂B
(|∇gε|2 + 1)n/2 ds + 12εn
∫
∂B
(
1 − |gε|
)2
ds  C, (5.3)
E(ρ1,B) C, (5.4)
with C > 0 independent of ε. Then, E(ρ1,B) Cε.
Proof. First of all, it follows from the maximum principle that
1/2 ρ1  1 on B. (5.5)
Multiplying (5.1) by (ν · ∇ρ), where ρ = ρ1, and integrating over B , we obtain
−
∫
∂B
v(n−2)/2(ν · ∇ρ)2 dξ +
∫
B
v(n−2)/2∇ρ · ∇(ν · ∇ρ)dx
= 1
εn
∫
B
(1 − ρ)(ν · ∇ρ)dx, (5.6)
where ν denotes the unit outward normal vector on ∂B . Using (5.4) we have∣∣∣∣
∫
B
v(n−2)/2∇ρ∇(ν · ∇ρ)dx
∣∣∣∣ C
∫
B
v(n−2)/2|∇ρ|2 dx + 1
n
∣∣∣∣
∫
B
ν · ∇(vn/2)dx∣∣∣∣
 C + 1
n
∫
∂B
vn/2 dξ. (5.7)
From (5.2)–(5.4), we can also deduce that∣∣∣∣ 1εn
∫
B
(1 − ρ)(ν · ∇ρ)dx
∣∣∣∣ 12εn
∣∣∣∣
∫
B
(1 − ρ)2(divν)dx −
∫
∂B
(1 − ρ)2 dξ
∣∣∣∣
 1
2εn
∫
B
(1 − ρ)2|divν|dx + 1
2εn
∫
∂B
(1 − gε)2 dξ  C.
Substituting this and (5.7) into (5.6) yields∣∣∣∣
∫
∂B
v(n−2)/2(ν · ∇ρ)2 dξ
∣∣∣∣C + 1n
∫
∂B
vn/2 dξ. (5.8)
Applying (5.2), (5.3) and (5.8), we obtain that, for any δ ∈ (0,1),∫
∂B
vn/2 dξ =
∫
∂B
v(n−2)/2
[
1 + (τ · ∇gε)2 + (ν · ∇ρ)2
]
dξ
 C(δ) +
(
1
n
+ 2δ
)∫
∂B
vn/2 dξ,
where τ denotes a unit tangent vector on ∂B . Choosing δ > 0 sufficiently small, we get∫
vn/2 dξ C. (5.9)∂B
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B
v(n−2)/2|∇ρ|2 dx + 1
εn
∫
B
(1 − ρ)2 dx = −
∫
∂B
v(n−2)/2(ν · ∇ρ)(1 − ρ)dξ.
From this result, using (5.3), (5.2), (5.5) and (5.9), we obtain
E(ρ1,B) C
∣∣∣∣
∫
∂B
(ν · ∇ρ)(1 − ρ)dξ
∣∣∣∣
 C
∣∣∣∣
∫
∂B
vn/2 dξ
∣∣∣∣
(n−1)/n∣∣∣∣
∫
∂B
(1 − ρ)n dξ
∣∣∣∣
1/n
 C
∣∣∣∣
∫
∂B
(1 − g2ε ) dξ
∣∣∣∣
1/n
 Cε.  (5.10)
Theorem 5.2. Let uε be a regularized minimizer of Eε(u,G). Then there exists a subsequence
uεk of uε , such that as k → ∞,
uεk → (u′0,0), in W 1,nloc
(
G
∖ N2⋃
j=1
{aj },Rn+1
)
,
where u′0 ∈ W 1,nloc (G \
⋃N2
j=1{aj }, ∂B1) is an n-energy minimizer.
Proof. Step 1. Suppose the ball B(x0,2σ) ⊂ G \⋃N2j=1{aj }, where the constant σ > 0 may be
sufficiently small but independent of ε. Since (4.3) implies Eε(uε,B(x0,2σ) \ B(x0, σ ))  C,
by the integral mean value theorem, there is a constant r ∈ (σ,2σ) such that∫
∂B(x0,r)
|∇uε|n dx + 1
εn
∫
∂B(x0,r)
u2εn+1 dx  C(r). (5.11)
Thus, there exists a subsequence uεk of uε such that uεk → (u′0,0) in C(∂B(x0, r),Rn+1), which
leads to
u′εk
|u′εk |
→ u′0, in C
(
∂B(x0, r),Rn
)
. (5.12)
Step 2. Denote ρ = |u′ε| on B = B(x0, r). Clearly, there exists a function w to solve
min
{∫
B
|∇u|n dx: u ∈ W 1,n
u′ε
|u′ε |
(
B,∂B1(0)
)}
. (5.13)
Since (4.3) and |u′ε| 1/2 on B imply
∫
B
|∇ u′ε|u′ε | |n dx  2n
∫
B
|∇uε|n dx C, thus∫
|∇w|n dx 
∫
|∇ u
′
ε
|u′ε|
|n dx C. (5.14)B B
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nEε(uε,B) Cε
2
n +
∫
B
|∇w|n dx. (5.15)
In fact, by (4.3) and 1 − |u′ε| 1 − |u′ε|2 = u2εn+1, we can see easily that
E(ρ1,B)E
(|u′ε|,B) CEε(uε,B) + C  C. (5.16)
This, together with (5.11) and 1/2 |u′ε| 1 on B , implies Proposition 5.1 can be applied. Take
gε = |u′ε| in Proposition 5.1. Since uε is a minimizer of Eε(u,G), we have
Eε(uε,B) = Eε
((
u′ε, |uεn+1|
)
,B
)
Eε
((
ρ1w,
(
1 − ρ2)1/2),B)
= 1
n
∫
B
(
|∇ρ1|2 + ρ21 |∇w|2 +
ρ21
1 − ρ21
|∇ρ1|2
)n/2
dx
+ 1
2εn
∫
B
(
1 − ρ21
)
dx, (5.17)
where w is a solution to (5.13). On the one hand,∫
B
(
1
1 − ρ21
|∇ρ1|2 + ρ21 |∇w|2
)n/2
dx −
∫
B
(
ρ21 |∇w|2
)n/2
dx
= n
2
∫
B
1∫
0
[(
1
1 − ρ21
|∇ρ1|2 + ρ21 |∇w|2
)(n−2)/2
s
+ (ρ21 |∇w|2)(n−2)/2(1 − s)
]
ds
1
1 − ρ2 |∇ρ1|
2 dx
 C
∫
B
(|∇ρ1|n + |∇ρ1|2|∇w|n−2)dx. (5.18)
On the other hand, by using (5.10) and (5.14) we have∫
B
|∇ρ1|2|∇w|n−2 dx 
(∫
B
|∇ρ1|n dx
)2/n(∫
B
|∇w|n dx
)(n−2)/n
 Cε 2n . (5.19)
Combining (5.17)–(5.19), we can derive
Eε(uε,B)
1
n
∫
B
ρn1 |∇w|n dx + Cε
2
n .
Thus (5.15) can be deduced from (5.5).
Step 3. Since deg(u′0, ∂B) = 0, W 1,nu′0 (B, ∂B1(0)) = ∅. Hence there exists a minimizer u
∗ of∫
B
|∇u|n dx in W 1,n
u′0
(B, ∂B1(0)). It is well known that u∗ is an n-energy minimizer, and also an
n-harmonic map.
By (5.11)–(5.13), we can apply Lemma 4.1 of [5] to deduce that, for any δ ∈ (0,1/2),
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∫
B
|∇w|n dx 
∫
B
|∇u∗|n dx + Cδ1−n‖w − u∗‖nLn(∂B)
+ Cδ(‖∇w‖nLn(∂B) + ‖∇u∗‖nLn(∂B)).
Letting ε → 0, and applying (5.11) and (5.12), we have
lim
ε→0
∫
B
|∇w|n dx 
∫
B
|∇u∗|n dx + Cδ, (5.20)
where C > 0 is independent of ε.
Step 4. Noting (4.6) and the weak lower semi-continuity of the functional ∫
B
|∇u|n dx, we
have
∫
B
|∇u0|n dx  limεk→0
∫
B
|∇uεk |n dx. Combining this with (5.15) and (5.20) we obtain
that for any δ ∈ (0,1/2),∫
B
|∇u′0|n dx =
∫
B
|∇u0|n dx  lim
εk→0
∫
B
|∇uεk |n dx
 lim
εk→0
∫
B
|∇uεk |n dx  lim
εk→0
∫
B
|∇w|n dx 
∫
B
|∇u∗|n dx + Cδ. (5.21)
Let δ → 0 in (5.21). Then∫
B
|∇u′0|n dx  lim
εk→0
∫
B
|∇uεk |n dx  lim
εk→0
∫
B
|∇uεk |n dx 
∫
B
|∇u∗|n dx.
Recalling the definition of u∗ in Step 3, and noticing u′0 ∈ W 1,nu′0 (B, ∂B1(0)), we know that u
′
0 is
also a minimizer of
∫
B
|∇u|n dx and
lim
εk→0
∫
B
|∇uεk |n dx =
∫
B
|∇u′0|n dx =
∫
B
|∇u0|n dx, (5.22)
which, together with (4.6), implies ∇uεk → ∇u0 in Ln(B,Rn+1). Combining this with the fact
uεk → u0 in Ln(B,Rn+1), which can be deduced from ‖uε‖W 1,n(B)  C, we derive uεk → u0 in
W 1,n(B,Rn+1). Then it is not difficult to complete this theorem. 
Remark. In fact, in virtue of (5.15) we also have∫
B
|∇u′0|n dx =
∫
B
|∇u0|n dx  lim
εk→0
∫
B
|∇uεk |n dx
 lim
εk→0
nEεk (uεk ,B) lim
εk→0
nEεk (uεk ,B)
 lim
εk→0
∫
B
|∇wεk |n dx =
∫
B
|∇u∗|n dx.
This result and (5.22) imply limεk→0 1εnk
∫
B
u2εkn+1 dx = 0. Since B ⊂ G \
⋃N2
j=1{aj } is an arbi-
trary ball, it is not difficult to derive that
lim
εk→0
1
εn
∫
G\⋃N2 B(aj ,σ )
u2εkn+1 dx = 0. (5.23)
j=1
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Recalling the argument in Section 3, we know that the singularities of u′0 are in G. Since
deg(g′, ∂G) > 0, the zeros of |u′ε| are also in G. Moreover, the zeros are contained in finitely
many bad balls, i.e. B(xεi , hε), i ∈ J . As ε → 0, B(xεi , hε) → aj , i ∈ Λj . This implies that
the zeros of u′ε are located near these singularities of u′0. Thus, it is essential to describe these
singularities {aj }, j = 1,2, . . . ,N2.
In proving these singularities aj ∈ ∂G, the following conclusion is useful.
Proposition 6.1. Assume a ∈ ∂G and σ ∈ (0,R) with R sufficiently small. If u ∈ C0 ∩
W 1,n(AR,σ (a), ∂B1), u = g¯′ on (G′ \ G) ∩ B(a,R) and deg(u, ∂B(a,R)) = 1, then there ex-
ists a constant C > 0 which is independent of σ , such that∫
AR,σ (a)
|∇u|n dx  2 1n (n − 1)n/2∣∣Sn−1∣∣ ln 1
σ
− C. (6.1)
Proof. Similar to the proof of Lemma VI.1 in [2], we may see G as the half space {(x1, x2, . . . ,
xn): xn > 0} locally, and a = 0 by a conformal change. Denote St = ∂B(0, t), t ∈ (σ,R). Notic-
ing that g¯ is smooth on G′ \ G, we have sup
G′\G |g¯τ |C1. Taking t sufficiently small such that
t  (n − 1)1/2 (2n−1−1)1/(n−1)2C1 , then∫
S−t
|g¯′τ |n−1 dξ =
∫
S−t
|g¯τ |n−1 dξ 
∣∣S−t ∣∣Cn−11

∣∣Sn−1∣∣tn−1Cn−11  (n − 1)(n−1)/2∣∣Sn−1∣∣(1 − 21−n) (6.2)
with R < 1 sufficiently small, where S−t = St ∩ {xn < 0}. On the other hand, we can deduce
(n − 1)(n−1)/2∣∣Sn−1∣∣ ∫
St
|uτ |n−1 dξ =
∫
S+t
|uτ |n−1 dξ +
∫
S−t
|g¯τ |n−1 dξ
from Theorem 8.2 in [3]. Here S+t = St \ S−t . Combining the result above with (6.2) yields∫
S+t
|uτ |n dξ 
∣∣S+t ∣∣−1/(n−1)
( ∫
S+t
|uτ |n−1 dξ
)n/(n−1)
 2 1n
∣∣Sn−1∣∣(n − 1)n/2t−1.
Integrating over (σ,R), we obtain
∫
AR,σ
|∇u|n dx  2 1n |Sn−1|(n− 1)n/2 ln R
σ
. This implies (6.1).
The proposition is proved. 
To prove kj = 1 for any j , we suppose R > 2σ is a small constant such that
B(aj ,R) ⊂ G′; B(aj ,R) ∩ B(ai,R) = ∅, i = j. (6.3)
Denote Ω ′ = G′ \ ⋃N2j=1 B(aj , σ ) and Π = {v ∈ W 1,n(Ω ′, ∂B1) ∩ C0: deg(v, ∂B(aj , r)) =
kj , r ∈ (σ,R), j = 1,2, . . . ,N2}.
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C(R) > 0 which is independent of σ , such that∫
Ω ′
|∇v|n dx  (n − 1)n/2∣∣Sn−1∣∣
(
N2∑
j=1
k
n
n−1
j
)
ln
1
σ
− C. (6.4)
Proof. Denote AR,σ (aj ) = B(aj ,R) \ B(aj , σ ), r ∈ (σ,R). Thus ⋃N2j=1 AR,σ (aj ) ⊂ Ω ′. From
Theorem 8.2 in [3] we have
kj = |kj | (n − 1)(1−n)/2
∣∣Sn−1∣∣−1 ∫
∂B(aj ,r)
|vτ |n−1 dξ
 (n − 1)(1−n)/2∣∣Sn−1∣∣(n−1)/n( ∫
∂B(aj ,r)
|vτ |n dξ
)(n−1)/n
.
Therefore,
∫
Ω ′
|∇v|n dx 
N2∑
j=1
R∫
σ
∫
∂B(aj ,r)
r−n|∇τ v|nrn−1 dξdr
 (n − 1)n/2∣∣Sn−1∣∣
(
N2∑
j=1
k
n/(n−1)
j
)
ln
R
σ
which implies (6.4).
Now, we will complete the proof of the theorem. 
Proposition 6.3. kj = deg(u′0, aj ).
Proof. Denote Ω ′ = G′ \⋃N2j=1 B(aj , σ ). Combining (4.3) with∫
G′\G
|∇uε|n dx =
∫
G′\G
|∇g¯|n dx  C,
we have∫
Ω ′
|∇uε|n dx  C + (n − 1)n/2
∣∣Sn−1∣∣d|lnσ |, (6.5)
where C is independent of ε. For R in (6.3), from (6.5) we can see ∫
AR,σ (aj )
|∇uε|n dx  C. By
the integral mean value theorem, there exists a constant r ∈ (σ,R), such that∫
∂B(aj ,r)
|∇uε|n dξ  C(r).
Thus, we can find a subsequence uεk of uε such that uεk → u0 in C(∂B(aj , r)) as εk → 0. This
implies kj = deg(u′ε, ∂B(aj , σ )) = deg(u′0, aj ). 
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Proof. From the regularity results on n-harmonic maps (cf. [14]), we know u′0 ∈ C0(Gσ , ∂B1).
Set
w =
{
g¯′ on G′ \ G,
u′0 on Gσ ,
then w ∈ Π . Using Proposition 6.2 and (4.4) we have∫
Ω ′
|∇w|n dx  (n − 1)n/2∣∣Sn−1∣∣
(
N2∑
j=1
k
n
n−1
j
)
ln
1
σ
− C(R). (6.6)
On the other hand, (6.5) and (4.6) imply that as k → ∞, uεk w→ (w,0) in W 1,n(Ω ′,Rn+1). Noting
the weak lower semi-continuity of
∫
Ω ′ |∇u|n dx, applying (6.5) we have∫
Ω ′
|∇w|n dx  lim
εk→0
∫
Ω ′
|∇uεk |n dx  (n − 1)n/2
∣∣Sn−1∣∣d ln 1
σ
+ C. (6.7)
Combining this with (6.6), we obtain (∑N2j=1 k nn−1j − d) ln 1σ  C, i.e.
N2∑
j=1
k
n
n−1
j  d =
N2∑
j=1
kj
when σ is sufficiently small. Thus (k1/(n−1)j − 1)kj  0. This implies the consequence. 
Proposition 6.5. kj > 0, j = 1,2, . . . ,N2.
Proof. For simplicity, we suppose k1 = 0 and k2, k3, . . . , kN2 > 0. Similar to the proof of Theo-
rem 4.2, we also have∫
⋃N2
j=2 Ωj
|∇uε|n dx  (n − 1)n/2
∣∣Sn−1∣∣d ln σ
ε
− C.
Therefore, we can rewrite (4.3) as∫
G\⋃N2j=2 B(aj ,σ )
|∇uε|n dx + 1
εn
∫
G
u2εn+1 dx  C(σ).
Thus, similar to the derivation of (5.23), we may obtain
1
εn
∫
G\⋃N2j=2 B(aj ,R)
u2εn+1 dx → 0
as ε → 0. Noticing [G ∩ B(a1, σ )] ⊂ [G ∩ B(a1,R)] ⊂ [G \⋃N2j=2 B(aj ,R)], we have
1
εn
∫
u2εn+1 dx → 0. (6.8)G∩B(a1,σ )
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such that [G ∩ B(xε0, hε)] ⊂ [G ∩ B(a1, σ )]. Applying the definition of bad ball, we obtain
1
εn
∫
G∩B(a1,σ )
u2εn+1 dx 
1
εn
∫
G∩B(xε0 ,hε)
u2εn+1 dx  μ > 0,
which is contrary to (6.8). This contradiction shows k1 > 0. 
Remark. We may conclude kj = 1, j = 1,2, . . . ,N2 from Propositions 6.4 and 6.5. Noticing
d =∑N2j=1 kj , we obtain N2 = d and
1 = kj =
∑
i∈Λj
di . (6.9)
Hence, for this n-harmonic map u′0, the limit of u′εk in W
1,n as k → ∞, the number of its sin-
gularities is just the degree d . In addition, by (6.9), there exists at least one i0 ∈ Λj such that
di0 = 0. This means that there exists at least one zero point of u′ε in B(xεi0 , hε) by Kronecker
existence theorem.
Proposition 6.6. aj ∈ G, i.e., aj ∈ ∂G, j = 1,2, . . . , d .
Proof. For simplicity, we suppose a1 ∈ ∂G, a2, a3, . . . , ad ∈ G. Set
Ωσ =
(
G′ \ B(a1,R)
)− d⋃
j=2
B(aj , σ ), w =
{
u′0 on Gσ ,
g¯′ on G′ \ G.
Using Proposition 6.2 on Ωσ we have∫
Ωσ
|∇w|n dx  (n − 1)n/2∣∣Sn−1∣∣(d − 1) ln 1
σ
− C(R). (6.10)
Taking u = w, a = a1 in Proposition 6.1, we have∫
AR,σ (a1)
|∇w|n dx  2 1n (n − 1)n/2∣∣Sn−1∣∣ ln 1
σ
− C.
Combining this with (6.10) yields∫
Ω ′
|∇w|n dx  (d + 2 1n − 1)(n − 1)n/2∣∣Sn−1∣∣ ln 1
σ
− C.
Comparing this with (6.7), we obtain (d + 2 1n − 1 − d) ln 1
σ
 C, where C > 0 is independent
of σ . This is impossible when σ is sufficiently small. So a1 ∈ G. 
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