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Kapitel 1
Prolog
Will man sich mit dem menschlichen Gehirn bescha¨ftigen, es als Ganzes verste-
hen und erwartet Antworten darauf, wie das Bewusstsein, das Lernen oder das
Geda¨chtnis funktionieren, wie das Gehirn von Gauss, Newton oder Leonardo cha-
rakterisiert werden kann, so wird man in seinem Bemu¨hen unweigerlich entta¨uscht
werden. Diese Fragen sind durchaus berechtigt und versta¨ndlich, aber die Neuro-
wissenschaften sind noch weit davon entfernt, die Komplexita¨t des Gehirns mit
einer Antwort auf eine dieser einfachen Fragen zu erwidern. Wenn man sich als
Außenstehender mit dem Gehirn bescha¨ftigt, stellt man rasch fest, dass es keiner
akademischen Disziplin alleine vorbehalten ist, das Gehirn als Ganzes zu beschrei-
ben. Vielmehr gewinnt man die Erkenntnis, dass das Versta¨ndnis der Vorga¨nge im
menschlichen Gehirn eine interdisziplina¨re Herausforderung darstellt. Der heraus-
ragende Neurobiologe Zeki beschreibt diese Tatsache in seinem Buch ’A vision of
the brain’ mit folgenden Worten:
“The neurobiologist, by contrast, has only a very sketchy knowledge of what the
brain does and how it does it. He has hardly begun to understand the elementary
functions of the brain and is still incapable of accounting in anything more than a
vague outline for even the simple operations of the brain, for example of how it sees
forms and colours and how it interprets sounds. He therefore fears to stray into the
subjective world of thoughts and feelings and into the problems of consciousness
and of the mind, preferring to leave the former to the psychoanalyst and the latter
to the philosophers.”
Inhalt der vorliegenden Arbeit ist es, einen Beitrag aus Sicht der Informatik zum
Versta¨ndnis der Vorga¨nge im menschlichen Gehirn zu leisten, fu¨r die die interdis-
ziplina¨re Interaktion, das Nutzen von Wissen und Erkenntnissen aus der Medizin,
Physik und Psychologie die Voraussetzung bildet, und deren Ziel die Weiterent-
wicklung der Schlu¨sseltechnologie Bildverarbeitung ist.
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Das Gehirn ist eine komplexe, engumschlungene Struktur aus Gyri (Hirnwindun-
gen) und Sulci (Furchen) (Abb. 1.1). Es ist in zwei Hemispha¨ren, die linke und
die rechte, unterteilt, verbunden durch das ’Corpus Callosum’. Die funktionell ak-
tiven Regionen, die die Steuerung der Motorik, das Versta¨ndnis der Sprache oder
das Sehen ermo¨glichen, liegen auf der Hirnoberfla¨che der Gyri und Sulci - dem
Kortex.
Abbildung 1.1: Das menschliche Gehirn. Links: Ansicht von der Seite (lateral).
Rechts: Ansicht auf den Schnitt durch den Hemispha¨renspalt (medial). Grafiken
aus [Zek93], c©1993 Blackwell Scientific Publications, Oxford.
Die Hirnkartierung, d.h. die Zuordnung von der Funktion zur Struktur, war ur-
spru¨nglich auf das Sezieren beschra¨nkt. Gegen Ende des 19. Jahrhunderts und zu
Beginn des 20. Jahrhunderts wurden so wichtige Erkenntnisse u¨ber die anatomi-
sche Struktur des Gehirns auf verschiedenen Ebenen gewonnen, die bis heute Be-
stand haben. Auf der Ebene der Zytoarchitektur bilden die von Brodmann 1909
definierten kortikalen Areale eine erste anatomische Kartierung des Gehirns (Abb.
1.2), die teilweise auch funktionellen Regionen entspricht, wie heute bekannt ist.
Abbildung 1.2: Brodmann Areale: Zytoarchitektur des Gehirns (links lateral,
rechts medial) nach Brodmann (1868-1918), dessen Einteilung und Terminologie
bis heute in den Neurowissenschaften Bestand hat [Bro09]. Grafik aus [Rol93],
c©1993 Wiley-Liss.
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Die moderne funktionelle Hirnkartierung mit der Positronenemissionstomographie
(PET) und der funktionellen Magnetresonanztomographie (fMRI) besteht im we-
sentlichen aus der Bildverarbeitung von Hirnschnittbildern.
Thema dieser Arbeit ist die Analyse der zeitlichen fMRI-Daten mit einem modell-
freien Ansatz, der selbstorganisierenden Merkmalskarte (SOM). Dieses Verfahren
ist fu¨r die fMRI Bildanalyse durch die geeignete Vorverarbeitung des Datenmateri-
als, die wissensbasierte Optimierung des Eingaberaumes der SOM und die parallel
Implementierung auf einem Rechnercluster fu¨r die Anwendung zur Hirnkartierung
weiterentwickelt worden.
Die Arbeit konzentriert sich auf die Beschreibung und Diskussion der Eignung des
neuen Ansatzes als Alternative zu den bisher bekannten Auswertemethoden aus
Sicht der Informatik, und u¨berla¨sst die neurowissenschaftliche Interpretation des
verwendeten Bildmaterials dem in der funktionellen Neuroanatomie erfahreneren
Anwender.
Zum Vergleich der Ergebnisse des neuen Verfahrens wird ein zur Auswertung von
fMRI Daten ha¨ufig verwendetes modellbasiertes Verfahren, das Statistical Para-
metric Mapping (SPM), herangezogen.
Die folgenden Fragestellungen motivieren die vorliegende Arbeit:
1. Ist die selbstorganisierende Merkmalskarte (SOM) in der Lage, funktionelle
Magnetresonanztomographien (fMRI) zu differenzieren und
wenn, ist die gefundene Differenzierung sinnvoll, d.h. ist eine Trennung der
Merkmale Aktivierung, Deaktivierung und Baseline
mo¨glich ?
2. Sind die mit der SOM erzielten Ergebnisse vergleichbar mit denen von exis-
tierenden und schon etablierten Methoden ?
3. Welchen Beitrag liefert die fMRI-Analyse mit der SOM und welche zusa¨tzlichen
sinnvollen Informationen, z.B. Zeit- oder Amplitudencharakteristika der Zeitrei-
hen, ko¨nnen mit der SOM gewonnen werden ?
4. Ist die entwickelte Methodik praktikabel, d.h. ist eine routinema¨ßige Anwen-
dung im wissenschaftlichen und klinischen Alltag mo¨glich ?
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Kapitel 2
Funktionelle MR Bildgebung des
Gehirns
Bevor die neue Auswertemethodik der selbstorganisierenden Merkmalskarte ge-
nauer besprochen werden kann, sind einige Voraussetzungen u¨ber das gemesse-
ne funktionelle MR-Signal, die MR-Signalerzeugung und u¨ber das experimentelle
Design von funktionellen Untersuchungen notwendig. Dieses Kapitel gibt einen
¨Uberblick zur funktionellen Bildgebung und zur Magnetresonanztomographie, de-
ren Auswertung im Mittelpunkt dieser Studie steht.
2.1 Neuronaler Zustandswechsel als Signalquelle
Die funktionelle Magnetresonanztomographie (fMRI) basiert, wie die Positrone-
nemissionstomographie (PET) [Rai87] und die optische Bildgebung [MG96], auf
der Messung der physiologischen Antwort auf eine Aktivierung im Gehirn. Die
Koppelung zwischen neuronaler Aktivita¨t und der physiologischen Antwort ist da-
bei sehr eng und lokal begrenzt.
Spielt sich die neuronale Aktivita¨t in wenigen 10 bis 100 ms ab, dauert die durch sie
initiierte physiologische Vera¨nderung einige Sekunden an (Tab. 2.1). Beru¨cksichtigt
man, dass die Hirnfunktionen ra¨umlich separiert und in funktionelle Einheiten auf-
geteilt sind, ko¨nnen mit Hilfe von bildgebenden Verfahren Aussagen u¨ber die re-
gionale Aktivierung unter einer vorgegebenen Aufgabe abgeleitet werden.
Die neuronale Aktivita¨t lo¨st eine Kette von Stoffwechselvorga¨ngen (Tab. 2.1) aus.
Bei der sprunghaften Energiezufuhr kommt es zu einer ¨Uberversorgung an sauer-
stoffangereichertem Blut, bedingt durch die vermehrte Rekrutierung der regionalen
Kapillaren, die einen Anstieg des regionalen zerebralen Blutflusses (rCBF) bewir-
ken.
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Zeit Physiologische Antwort
10 - 100ms Neuronale Aktivierung
200 - 400ms Anstieg der Sauerstoffversorgung
500 - 800ms Anstieg des Blutvolumens
1s Deutliche Zunahme des Oxyha¨moglobins
4 - 6s Maximale Zunahme des Oxyha¨moglobins
8 - 12s Abnahme des Oxyha¨moglobins unter den Normalwert
12 - 30s Anstieg des Oxyha¨moglobins auf Normalwert
Tabelle 2.1: Zeitpunkt und Dauer der physiologischen Antwort auf eine neuronale
Aktivierung. Tabelle aus [MB99], c©1999 Springer Verlag.
Die Eisenatome Fe2+ der Ha¨mgruppe des Oxyha¨moglobins sind im Gegensatz zum
Desoxyha¨moglobin nicht magnetisch (gebunden an Sauerstoff). Die relative ma-
gnetische Suszeptibilita¨t des Desoxyha¨moglobins mit dem umgebenden Gewebe
bewirkt eine sehr geringe Verzerrung des Magnetfeldes, die zu einer Verku¨rzung
der T2-Relaxation (vgl. Abb. 2.7, links) fu¨hrt und so das MR-Signal absinken la¨sst.
Abbildung 2.1: BOLD-Kontrast: Bei normaler vaskula¨rer Versorgung des Hirn-
parenchyms (links) besteht eine bestimmte relative magnetische Suszeptibilita¨t
des Desoxyha¨moglobins zur Umgebung. Durch erho¨hten Blutfluss entsteht eine
Sauerstoffu¨berversorgung in einer aktivierten Region, bei der die relative ma-
gnetische Suszeptibilita¨t im regionalen veno¨sen System durch die Zunahme an
Oxyha¨moglogin vera¨ndert wird. Als messbares Resultat steigt das MR-Signal in
den Venen nahe der neuronal aktiven Region an.
Durch die ¨Uberschussversorgung kommt es zum ¨Ubertreten von nicht magneti-
schem Oxyha¨moglobin in das veno¨se System. Die Mischung aus Desoxyha¨moglo-
bin und Oxyha¨moglobin vera¨ndert die relative magnetische Suszeptibilita¨t des ven-
o¨sen Blutes und fu¨hrt zu einem Anstieg des MR-Signals [TBM+91] im regionalen
vaskula¨ren System um die aktivierten Neuronen. Etwa 8-12 Sekunden nach Been-
digung der Stimulation ist die Sauerstoffsa¨ttigung wieder auf den Ausgangswert
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Abbildung 2.2: Ausbreitung des BOLD-Effektes: Zufluss des Blutes u¨ber eine
Arterie in das Parenchym (links unten). Die Neuronen der dunklen Region sind ak-
tiviert, wodurch eine erste kurze Sauerstoffunterversorgung (initial dip) entsteht. In
der umliegenden Region breitet sich entlang des B0-Feldes eine noch schwache Si-
gnalantwort aus, die sich mit dem Abfluss des Blutes in die abfu¨hrende Vene weiter
steigert. Im Kernbereich der Aktivierung ist das BOLD-Signal deshalb schwa¨cher
als in den abfu¨hrenden Venen. Grafik aus [MB99], c©1999 Springer Verlag.
zuru¨ckgekehrt. Diese MR-Signaldifferenz, der BOLD (Blood Oxygen Level De-
pendent) -Kontrast oder BOLD-Effekt (Abb. 2.1), zwischen Ruhe und Aktivierung
wurde erstmals von Ogawa und Lee [OL90] [OLKT90] entdeckt. In weiteren Un-
tersuchungen konnten erste funktionelle Experimente am Menschen [OTM+92]
[KBC+92] [BWH+] die Anwendung der neuen Methode fu¨r die funktionelle Hirn-
bildgebung nutzen und so ein neues Kapitel in den Neurowissenschaften einleiten.
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Erstmals in der Entwicklung der Neurowissenschaften war es nun mo¨glich gewor-
den, mit Hilfe des BOLD-Kontrastes die Funktion des Gehirns in vivo zu studieren
ohne eine Belastung fu¨r die untersuchte Person, wie das bei der radioaktiven Strah-
lung mit PET Untersuchungen der Fall ist.
Nicht alle Mechanismen der BOLD-Antwort sind bis heute bekannt, aber die bis-
herigen Untersuchungen zeigen, dass die fMRI eine reliable Signalantwort auf eine
aufgabeninduzierte neuronale Aktivierung liefert [ESW+00] [SEW+00].
Bei der Interpretation der gefundenen BOLD-Antwort muss man jedoch immer
beru¨cksichtigen, dass bei der fMRI nicht die neuronale Antwort, sondern nur die
indirekte physiologische Antwort auf die neuronale Antwort gemessen wird, und
diese wird nicht direkt im aktivierten Parenchym, sondern in den kleinen abflie-
ßenden Venen detektiert (Abb. 2.2).
2.2 Physikalische Grundlagen der MR Bildgebung
Die Magnetresonanztomographie (MRI) wurde in den 70er Jahren des letzten Jahr-
hunderts erstmals fu¨r die medizinische Diagnostik eingesetzt [Wri97]. Die Verwen-
dung der MRI zur Hirnkartierung erfolgte aber erst nach Entdeckung des BOLD-
Effektes und lo¨ste seitdem die bisherige Hirnkartierungsmethode PET [OF97] im-
mer weiter ab.
Die Magnetresonanztomographie beruht im Wesentlichen auf den Spineigenschaf-
ten der Protonen des Gewebes. Jeder Atomkern besitzt Protonen, die u¨ber eine
positive elektrische Ladung verfu¨gen. Da die Protonen sich um eine Achse be-
wegen, entsteht eine bewegte elektrische Ladung - ein elektrischer Strom. Jeder
elektrische Strom erzeugt ein Magnetfeld, so auch die bewegte elektrische Ladung
der Protonen, die man sich wie kleine Stabmagneten vorstellen kann. Bringt man
diese Protonen in ein externes Magnetfeld B0, richten sich die Protonen, d.h. die
Spinachsen, nahezu gleichma¨ßig parallel oder antiparallel zum B0-Feld aus. Die
Protonen bleiben auch unter dem Einfluss von B0 weiterhin in Bewegung und krei-
seln dabei entlang von B0. Diese Kreiselbewegung wird als Pra¨zession bezeich-
net und ihre Rotationsgeschwindigkeit ist die Pra¨zessionsfrequenz ω0 in Herz mit
ω0 = γB0 (Larmor-Gleichung). γ ist das gyromagnetische Verha¨ltnis der verwen-
deten Substanz und betra¨gt fu¨r Protonen 42,5 MHz/Tesla [VdB96].
Um die Vera¨nderung der Protonen-Spins beschreiben zu ko¨nnen, beno¨tigt man ei-
ne Maßeinheit - ein Koordinatensystem (Abb. 2.3, links) mit z-Achse in Richtung
der Feldlinien von B0. Die magnetischen Kra¨fte der parallel und antiparallel ausge-
richteten Protonen heben sich gegeneinander auf und zeigen keinerlei magnetische
Wirkung nach außen. Da mehr Protonen parallel ausgerichtet sind (ca. 7 Proto-
nen pro 1 Million Protonen), bleibt eine kleine Anzahl von parallel ausgerichteten
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Abbildung 2.3: Koordinatensystem im B0-Feld: Links: Ausrichtung der Proto-
nen im externen Magnetfeld B0. Die Protonen pra¨zedieren um die z-Achse. Rechts:
Der geringe ¨Uberschuss an parallel zu B0 ausgerichteter Protonen bewirkt eine
nach außen messbare Magnetkraft (oranger Vektor) in Richtung der z-Achse aus
der Summe der einzelnen Magnetvektoren. Die x- und y-Komponenten der Proto-
nen A und A’, sowie B und B’ heben sich gegenseitig auf, so dass nur die Longitu-
dinalmagnetisierung u¨brig bleibt. Grafiken aus [Sch90], c©1990 Schering Diagno-
stika.
Protonen u¨brig. Die Ausrichtung dieser Magnetvektoren zueinander bewirkt einen
Magnetvektor aus der Summe der Einzelvektoren in Richtung der z-Achse; in der
x,y-Ebene heben sich die magnetischen Kra¨fte wieder gegenseitig auf (Abb. 2.3,
rechts).
Im MR-System wird ein sehr starkes B0-Magnetfeld erzeugt (1.5 Tesla beim fu¨r
diese Studie verwendeten Philips MR), in dem die Protonen der zu untersuchenden
Person eine eigene Longitudinalmagnetisierung, d.h. einen nach außen messbaren
Magnetvektor in Richtung von B0, bilden.
Strahlt man nun einen Hochfrequenzimpuls mit der Pra¨zessionsfrequenz ω0 der
Protonen ein, ko¨nnen die Protonen einen Teil der Energie des Impulses aufnehmen
und werden hierdurch in ihrer Pra¨zession gesto¨rt; man spricht hier von einer Re-
sonanz der Protonen, woher der Begriff Magnetresonanztomographie abgeleitet ist.
Diese Sto¨rung bewirkt zum einen, dass einige Protonen antiparallel ausgerichtet
werden und so die magnetische Kraft einiger parallel ausgerichteter Protonen neu-
tralisieren - wodurch die Longitudinalmagnetisierung abnimmt (Abb. 2.4), zum
anderen werden Pra¨zessionsbewegungen der verbleibenden Protonen in Phase ge-
bracht, wodurch sich die Magnetkraft auf den x- und y-Achsen nicht mehr neutra-
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Abbildung 2.4: Hochfrequenzimpuls: Links: Protonen Pa¨zession vor dem HF-
Impuls (RF). Rechts: Die Protonen haben vom HF-Impuls Energie aufgenommen
und ko¨nnen so in ihrer Pra¨zession gesto¨rt werden. Sie pra¨zedieren jetzt teilweise
antiparallel, wodurch die Longitudinalmagnetisierung abnimmt, und sind in Phase,
wodurch die Transversalmagnetisierung zunimmt. Grafiken aus [Sch90], c©1990
Schering Diagnostika.
lisiert und eine Transversalmagnetisierung messbar wird. Schaltet man den HF-
Impuls ab, kehren die Protonen wieder in ihre Ausgangspra¨zession zuru¨ck - sie
relaxieren.
Die Longitudinalrelaxationszeit wird auch T1-Zeit genannt und hat einen loga-
rithmisch ansteigenden Kurvenverlauf. Die Transversalrelaxationszeit wird auch
T2-Zeit genannt und hat einen exponentiell abfallenden Kurvenverlauf. Die Lauf-
zeiten von T1, berechnet aus der Zeit, nach der 63% (63% = 1− 1/e) der ur-
spru¨nglichen Longitudinalmagnetisierung wieder erreicht ist, und T2, berechnet
aus der Zeit, nach der die maximale Transversalmagnetisierung auf 37% (37% =
1/e) zuru¨ckgegangen ist, liegen bei 300 bis 2000ms (T1) und bei 30 bis 150ms
(T2).
Die Gewebedifferenzierung findet anhand von Wasser oder Flu¨ssigkeit, die beide
eine lange T1- und T2-Zeit aufweisen (wegen der kleinen schnellen Wassermo-
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leku¨le), und Fett, das eine kurze T1- und T2-Zeit hat (wegen der komplexeren und
schwereren Moleku¨le), statt.
Der Summenvektor aus Longitudinal- und Transversalmagnetisierung (Abb. 2.5)
repra¨sentiert das gesamte magnetische Moment des Gewebes. Durch Anlegen eines
90◦ HF-Impulses besteht dieser Vektor nur aus dem Betrag der Transversalmagne-
tisierung und liegt vollsta¨ndig in der x,y-Ebene. Nach Abschalten des HF-Impulses
dephasieren die Magnetvektoren der Protonen, und der Summenvektor fu¨hrt eine
Spiralbewegung um die z-Achse bis zu seiner urspru¨nglichen Lage parallel zum
B0-Feld als reiner Longitudinalmagnetvektor durch. Bei dieser Spiralbewegung in-
duziert der Summenvektor einen Strom, der mittels einer Empfangsspule als Signal
messbar ist (Abb. 2.5). Diese Signalantwort, der free induction decay, wird zur Dif-
ferenzierung der verschiedenen Gewebetypen verwendet.
Abbildung 2.5: MR-Signal Messung: Der Summenvektor (rot) aus Longitudinal-
und Transversalmagnetisierung wird nach der Einstrahlung eines HF-Impulses
(links) zum Auslesen des Gewebesignals benutzt. Die Dephasierung der Proto-
nenmagnetvektoren fu¨hrt zu einer spiralfo¨rmigen Bewegung des Summenvektors,
dem free induction decay, der einen Strom in der Empfangsspule induziert und als
MR-Signal gemessen wird. Grafiken aus [Sch90], c©1990 Schering Diagnostika.
Die Gewebedifferenzierung kann anhand der T1- oder der T2-Zeit erfolgen. Folgt
in einem gewissen zeitlichen Abstand nach einem 90◦ HF-Impuls ein weiterer 90◦
HF-Impuls, erha¨lt man aus Gewebe mit kurzer Longitudinalmagnetisierungsrela-
xation (kurzer T1-Zeit, z.B. Fett) ein sta¨rkeres Signal. Die kurze Longitudinalma-
gnetisierungsrelaxation bewirkt mehr Transversalmagnetisierung nach dem zwei-
ten HF-Impuls und fu¨hrt so zu einem sta¨rkeren Summenvektor als bei Geweben
mit ho¨herem Wasseranteil.
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Die entscheidende Gro¨ße fu¨r den Signalkontrast zwischen Gewebetypen ist die
Zeit zwischen den Impulsen, die Repetitionszeit (TR, time to repeat).
Abbildung 2.6: MR-Gewebekontraste: Links: Koronare Schichtfu¨hrung einer
T1-gewichteten Aufnahme, bei der Flu¨ssigkeiten, z.B. CSF, dunkel dargestellt wer-
den. Rechts: T2-gewichtete Aufnahme, mit hell dargestellten Flu¨ssigkeiten.
Neben den T1-gewichteten Aufnahmen kann auch der Unterschied in der T2-Zeit
kontrastiert werden. Wird nach einem 90◦ HF-Impuls eine bestimmte Zeit (TE/2)
abgewartet und folgt dann ein 180◦ HF-Impuls, bewirkt dies die Invertierung der
Pra¨zessionsrichtung der Protonen. Die schnelleren Protonen liegen bzgl. ihrer Trans-
versalmagnetisierung hinter den langsameren Protonen, die noch weitgehend in
Phase sind. Nachdem ein weiterer Zeitabschnitt TE/2 verstrichen ist, sind alle Pro-
tonen wieder in Phase und die Transversalmagnetisierung hat wieder ihr Maxi-
mum - den Ausgangspunkt nach dem 90◦ HF-Impuls - erreicht. Das MR-Signal,
welches der Summenvektor bei dieser Impulsabfolge abgibt, ist in Abbildung 2.7
dargestellt.
Die Antwortzeit, innerhalb der die Protonen wieder an den Ausgangspunkt zuru¨ck-
gekehrt sind, wird als Echozeit (TE, time to echo) bezeichnet. Man spricht auch
vom Spin-Echo, vergleichbar mit Schallwellen, die von einem Berg abprallen und
als Echo zum Ausgangspunkt zuru¨ckkehren. Fu¨hrt man weitere 180◦ HF-Impulse
durch, werden weitere Spin-Echos erzeugt, jedoch verlieren diese, u.a. bedingt
durch die nicht perfekte Homogenita¨t des B0-Feldes, zunehmend an Sta¨rke und
das T2-Signal nimmt kontinuierlich mit der Zeit ab (T2-Effekt).
Fu¨r die funktionelle MRI ist der erste kurze T2-Effekt, auch T2∗-Effekt (T2-Stern)
genannt (Abb. 2.7, rechts), vor dem ersten 180◦ HF-Impuls von Bedeutung, da er
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mit Hilfe der sehr schnellen Echo Planar Auslesetechnik (EPI) [VdB96] eine De-
tektion des BOLD-Effektes ermo¨glicht. Die Abfolge von HF-Impulsen zur Kon-
trastierung verschiedener Gewebetypen wird auch Pulssequenz genannt; die Puls-
sequenz in Abbildung 2.7 ist die Spin-Echo Sequence, eine der meist verwendeten
Pulssequenzen in der MR-Diagnostik.
Abbildung 2.7: MR-Pulssequenz: Links: Signalantwort des Summenvektors, der
den T2-Abfall aus den Spin-Echos zeigt. Der schnelle Abfall der ersten Signal-
antwort ist der T2∗-Abfall, der fu¨r die Messung des funktionellen BOLD-Effektes
genutzt wird. Rechts: Pulssequenz einer Spin-Echo (SE) Sequenz mit 90◦ HF-
Impuls gefolgt von einem 180◦ HF-Impuls nach TE/2. Das Signalmaximum wird
zum Zeitpunkt TE erreicht, dem Auslesezeitpunkt. Grafiken aus [Sch90], c©1990
Schering Diagnostika.
Nachdem jetzt bekannt ist, wie ein MR-Signal aus dem Summenvektor u¨ber ei-
ne T1- oder T2-gewichtete Pulssequenz erzeugt werden kann, bleibt nur noch zu
kla¨ren, wie die Ortsbestimmung der Signalantwort auf einen HF-Impuls mo¨glich
ist. Hierfu¨r werden weitere Magnetfelder beno¨tigt, sogenannte Gradientenfelder,
die die Pra¨zessionsgeschwindigkeit der Protonen verlangsamen oder beschleuni-
gen. Mit Hilfe eines zusa¨tzlichen Magnetfeldes in Richtung des B0-Feldes wird ein
Gradient vom Anfang bis zum Ende der B0- Spule erzeugt (u¨blich sind Gradienten
zwischen 1.3 - 1.7 Tesla bei 1.5 Tesla B0). Der Gradient bewirkt eine gleichma¨ßige
Erho¨hung der Pra¨zessionsgeschwindigkeit der Protonen vom Anfang (geringeres
Magnetfeld) bis zum Ende des B0-Feldes (sta¨rkeres Magnetfeld) gema¨ß der Lamor-
Gleichung.
Strahlt man nicht nur eine Frequenz, sondern ein bestimmtes Frequenzspektum als
HF-Impuls ein, werden nur die Protonen in Phase gebracht, die eine resonierende
Pra¨zession zum Frequenzspektum des HF-Impulses besitzen - man erreicht so die
Selektion einer Schicht, auch Schichtselektiongradient genannt. Die Schichtdicke
wird dabei u¨ber die Bandbreite des Frequenzspektrums gesteuert. Eine alternative
Technik ist die, bei der man die Steilheit des Gradientenfeldes variiert und so die
Bandbreite steuert.
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Nachdem der HF-Impuls und der Schichtselektiongradient geschaltet wurden, wird
in Richtung der y-Achse ein weiterer Gradient, der Frequenzkodiergradient, ge-
schaltet. Er bewirkt, dass die Pra¨zessionsfrequenz der Protonen entlang des Gradi-
enten abnimmt.
Durch kurzes Anlegen eines weiteren Gradienten, des Phasenkodiergradienten,
wird in Richtung der x-Achse eine Phasenverschiebung entlang des Gradienten
erzeugt. Man erha¨lt so eine eindeutige Information u¨ber Frequenz und Phase an je-
dem Ort in der ausgewa¨hlten Schicht. Das Schnittbild der angewa¨hlten Schicht
erha¨lt man schließlich durch zweidimensionale Fourier-Transformation, die die
Frequenz- und Phaseninformation in den Ortsraum abbildet. Durch sequentielle
Anregung aufeinanderfolgender Schichten in einer TR-Zeit erha¨lt man das gewu¨n-
schte Volumen.
Die fMRI beno¨tigt eine sehr schnelle und zeitlich repetitive Bildaquisition, um die
physiologische Antwort einer neuronalen Aktivierung mit dem BOLD-Kontrast in
der Zeit abtasten zu ko¨nnen. Die zeitliche Auflo¨sung heutiger MR-Systeme liegt
bei ca. 50-70ms pro Schichtaufnahme fu¨r EPI Gradienten-Echo Sequenzen, und
mit Verzo¨gerungen durch Rekonstruktion und Schichtselektion bei Mehrschicht-
aufnahmen wird effektiv eine zeitliche Auflo¨sung zwischen 2000 bis 4000 ms
fu¨r ein Hirnvolumen mit 15-64 Schichten erreicht. Das Signal-Rausch-Verha¨ltnis
(SNR) ha¨ngt linear vom B0-Feld und von der untersuchten Hirnregion ab. Heute
verbreitete MR-Systeme mit einer Feldsta¨rke von 1.5 Tesla weisen ein BOLD-SNR
je nach Hirnregion von ca. 2-5% auf [TM96].
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2.3 Einfluss von Bildsto¨rungen auf die Bildverarbeitung
Bei funktionellen Untersuchungen im MR ko¨nnen physikalische oder physiologisch-
mechanische Vera¨nderungen Artefakte hervorrufen, die zu einer zeitlichen (falsch-
positive Aktivierung) oder ra¨umlichen Verzerrung des MR-Signals fu¨hren. Neben
anderen sind die bedeutsamsten Artefakte:
Physikalische Artefakte:
Thermisches Rauschen, verursacht durch Feld- und Spuleninhomogenita¨t,
senkt das SNR. Durch ra¨umliche und zeitliche Gla¨ttung kann jedoch
eine SNR-Verbesserung erreicht werden (vgl. Abschnitt 3.1.4).
Suszeptibilita¨tsunterschiede an Gewebeu¨berga¨ngen, z.B. Nasenho¨hle,
die zu geometrischen Verzerrungen fu¨hren. Eine Korrektur ist hier nicht
mo¨glich, jedoch kann durch geschickte Schnittfu¨hrung eine solche Re-
gion vermieden werden.
Ghost Artefakte (Abb. 2.8, links) sind Phasenfehler, die durch eddy cur-
rents beim Ein-/Ausschalten der Gradienten hervorgerufen werden
[TB86]. Sie ko¨nnen nur durch eine sehr pra¨zise Kalibrierung zwischen
Signalerfassung und Gradientenaktivita¨t beseitigt werden, und sind Teil
der Wartungsaufgabe des MR-Herstellers.
Geometrische Verzerrungen entlang der Ausleserichtung bei EPI Auf-
nahmen sind durch die geringe Bandbreite der EPI Auslesetechnik be-
dingt. Hierbei ko¨nnen sich durch die ungleiche Magnetisierung des
Hirngewebes leichte Pixelverschiebungen ergeben. I.a. werden diese
EPI-Verzerrungen in den Neurowissenschaften als technisch bedingt
akzeptiert, und nur bei der ¨Uberlagerung mit ho¨her auflo¨senden anato-
mischen Aufnahmen ist eine Korrektur zwingend erforderlich
[MPMN90].
Mangelnde Langzeitstabilita¨t des MR-Scanners kann zu einer zeitlichen
Grundlinienvera¨nderung (Histogrammverschiebung) fu¨hren. Durch Grau-
wertskalierung, z.B. wa¨hrend der Bewegungskorrektur (vgl. Abschnitt
3.1.1), kann diese Verschiebung ausgeglichen werden.
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Physiologisch-Mechanische Artefakte:
Kopfbewegungen wa¨hrend der MR-Untersuchung sind eines der gro¨ssten
Probleme bei fMRI Untersuchungen. Wegen der langen Aufnahmezei-
ten, je nach Paradigma und Aufnahmeparametern zwischen 3 bis 15
Minuten, sind Kopfbewegungen sehr wahrscheinlich. Bei motorischen
Aufgaben findet sich oft eine mit dem Aufgabenparadigma korrelier-
te Nickbewegung des Kopfes, die eine Auswertung unmo¨glich macht
(Abb. 2.8). Durch Bewegungskorrektur (vgl. Abschnitt 3.1.1) ko¨nnen
diese Artefakte teilweise beseitigt werden.
Physiologisch bedingte Bewegungsartefakte wie Pulsation,
Schluckbewegung und sonstige Muskelkontraktionen werden bis zum
Scha¨del u¨bertragen. Durch geeignete Tiefpassfilterung (vgl. Abschnitt
3.3.6) ko¨nnen diese hochfrequenten Artefakte weitestgehend beseitigt
werden.
Flussartefakte, bedingt durch den Blutfluss durch eine angeregte Schicht
sind eine weitere Artefaktquelle. Ein anatomisch versierter Untersu-
cher kann jedoch i.d.R. eine Differenzierung zwischen echter Aktivie-
rung und Flussartefakten vornehmen. Eine Signaldifferenzierung zwi-
schen veno¨ser und parenchymaler Aktivierung ist u¨ber eine zusa¨tzliche
MR-Angiographie mo¨glich [EFK+99] [KER+99].
Neben den Artefakten spielen die Motivation und die Tagesperformance des Pro-
banden/Patienten eine nicht zu unterscha¨tzende Einflussgro¨ße, die als Varianzquel-
le, ebenso wie die hier aufgefu¨hrten Artefakte, die gesamte Untersuchung bein-
flussen. Mit der fMRI sollten daher nur gut instruierte und motivierte Probanden
untersucht werden und bei Patienten die Eignung fu¨r die Untersuchung kritisch ab-
gewa¨gt werden.
Durch Untersuchung und gemeinsame Auswertung einer Gruppe vergleichbarer
Probanden/Patienten, kann eine Steigerung der Aufgabensensitivita¨t erreicht wer-
den und so die inter-individuelle Variabilita¨t geda¨mpft werden. Angst der zu unter-
suchenden Person, z.B. Platzangst im MR, muss vom Untersucher erkannt werden.
Die Untersuchung ist in einem solchen Fall sofort abzubrechen.
Motivation und Pra¨zision sind auch vom Untersucher gefordert. Er muss u¨ber fun-
diertes anatomisches Wissen und Routine bei der Festlegung der Schichtfu¨hrung
verfu¨gen. Die sichere Bedienung des MR und der Einsatz von MR gesteuerter
Computerpra¨sentation (Video und Audio) des Paradigma verhindert Messfehler
und Latenzen durch manuelles Abstarten des Paradigma.
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Abbildung 2.8: Ha¨ufige Artefakte bei der fMRI Untersuchung: Oben: Eine
ha¨ufige Ursache fu¨r eine ra¨umliche Verzerrung sind Phasenfehler, die durch man-
gelhafte zeitliche Kalibrierung zwischen Gradientenaktivita¨t und Auslesen des Si-
gnals entstehen. Der N/2-Ghost ist eine solche Phasenverschiebung um 90◦, die im
Ortsraum einen um die Ha¨lfte der Phasenrichtungsla¨nge verschobenen Schatten
(Ghost) erzeugt (Phantom links). Im Gewebe fu¨hrt er zu ¨Uberlagerungen, wodurch
eine geometrische Verzerrung und eine Grauwertvera¨nderung in den betroffenen
Regionen entsteht (rechts). Unten: Mit dem Aufgabenparadigma korrelierte Voxel
sind hier nach ihrer Korrelation zum Aufgabenparadigma eingefa¨rbt und mit dem
EPI Schichtbild u¨berlagert. Bewegungsartefakte fu¨hren zu einem starken falsch-
positiven BOLD-Signal, besonders an Gewebeu¨berga¨ngen (Kortex-Scha¨del) mit
hohem Grauwertgradienten. Die Einfa¨rbung zeigt die typische Korona um den Kor-
tex, erzeugt durch eine Nickbewegung.
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2.4 Experimentelles Design
Neben der oben beschriebenen fMRI Messung und der Auswertung, die das Thema
des na¨chsten Kapitels ist, ist die Art und der Inhalt des experimentellen Designs fu¨r
eine erfolgreiche fMRI Untersuchung von entscheidender Bedeutung. Unter dem
experimentellen Design einer funktionellen Aktivierungstudie versteht man den
zeitlichen Ablaufplan einer vom Probanden oder Patienten ausgefu¨hrten Aufgabe,
ggf. auch mehrerer Aufgaben, z.B. Faustschluss/-o¨ffnen (siehe 4.1). Im Weiteren
wird der Begriff Paradigma fu¨r die Beschreibung von experimentellem Design und
zugeho¨rigen Aufgabenbedingungen verwendet. Zur Differenzierung von aktivier-
ten Voxeln, d.h. von Volumenpixeln mit einer zum Paradigma korrelierten Zeitrei-
he u¨ber dem Messzeitraum, wird die mit der Aktivierung einhergehende BOLD-
Signalvera¨nderung zwischen Kontrollbedingung, z.B. Ruhe, und der Aktivierungs-
bedingung genutzt.
Das BOLD-Signal, d.h. das als Grauwert kodierte MR-Signal in jedem Voxel,
steigt in einer durch die Aufgabenbedingung neuronal aktiven Hirnregion an, bleibt
fu¨r die Dauer der Stimulusverarbeitung erho¨ht und kehrt in der sich anschließßen-
den Kontrollbedingung auf die Baseline, d.h. auf den Signalwert im Ruhezustand,
zuru¨ck. Die Baseline ist kein Nullzustand, da jederzeit neuronale Aktivita¨t im Ge-
hirn stattfindet und auch eine gewisse Menge oxygenierten Blutes in den Venen fu¨r
einen BOLD-Effekt sorgt. Die Baseline gibt die Grundline des BOLD-Signals bei
normaler neuronaler Hintergrundaktivita¨t an.
Die Kurve der BOLD-Signala¨nderung in der Zeit wird auch als BOLD-Antwort
oder ha¨modynamische Antwort bezeichnet. Die BOLD-Antwort besitzt eine empi-
risch belegte Charakteristik [FJT94], aus der sich eine ha¨modynamische Antwort-
funktion (HRF) definieren la¨sst, die fu¨r die Beschreibung der BOLD-Signala¨nderung
unter einem Aufgabenparadigma bei den modellbasierten Auswerteverfahren von
großer Bedeutung ist (siehe 3.2.4).
Neben dem urspru¨nglich verwendeten Block-Design (box car design) finden in den
letzten Jahren auch die ereigniskorrelierten Designs zunehmend Anwendung. Die
inhaltliche Frage nach dem besten Paradigma kann nur in Zusammenhang mit der
konkreten Untersuchungsaufgabe und den zu erwartenden Aktivierungen befriedi-
gend beantwortet werden. Generell gilt, dass ein gutes Design (1) in der Lage ist,
die interessierende Hypothese fehlender Aktivierungsunterschiede zuru¨ckzuweisen
und (2) die Sensitivita¨t des erwarteten Effektes zu maximieren.
2.4.1 Block Paradigmen
Unter einem Block-Design versteht man ein einfaches Design, bei dem eine An-
zahl von Kategorien (spezifischer Aufgaben), meist eine Ruhe/Kontroll- und eine
Aktivierungsbedingung (Abb. 2.9), abwechselnd in festen Intervallen von der un-
18
2.4. EXPERIMENTELLES DESIGN
Abbildung 2.9: Block-Design: Oben: Block-Design mit 3 Kontroll-
/Aktivierungsepochen (OFF-/ON) u¨ber 66 TR-Messzeitpunkten. ¨Ublich sind
30 bis 150 Sekunden fu¨r eine Ruhe- oder Aufgabenperiode. Dieses Design ist fu¨r
einige der Experimente in Kapitel 4 verwendet worden. Unten: Zeitreihe (rote
Kurve) eines aktivierten Voxels mit unterlegtem Design einer fMRI Untersuchung
mit dem oben beschriebenen Paradigma. Deutlich ist die mit dem alternie-
renden Aufgabenparadigma (weiss-blau) korrelierte BOLD-Signala¨nderung
(MR-Signalanstieg) zu beobachten. Die BOLD-Signala¨nderung ist jedoch i.a. sehr
gering, hier durchschnittlich 4 Grauwerte.
tersuchten Person abgefragt wird. Die Intervallla¨ngen der Aufgabenbedingung sind
so angelegt, dass die BOLD-Signala¨nderung u¨ber den Zeitraum der Aufgabenepo-
che durch wiederholtes Stimulieren aufrecht erhalten wird. Erst in der folgenden
Ruhephase soll die BOLD-Antwort wieder auf die Baseline zuru¨ckkehren.
Typische Aufgabenepochen haben eine Stimulationszeit von 20 Sekunden bis 3
Minuten, mit 3 bis 6 Ruhe-/Aktivierungsepochen. Die Anzahl der Messzeitpunkte,
d.h. der TR-Zeitpunkte bei denen ein Volumen aquiriert wird, liegt u¨blicherweise
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zwischen 50 und 150 TR-Zeitpunkten. Je mehr Zeitpunkte gemessen werden, desto
gro¨ßer wird der Stichprobenumfang fu¨r die spa¨tere Auswertung. Jedoch sind bei
der Messzeit gewisse technische Grenzen (Speicherplatz und Bildrekonstruktion
des MR) und die Liegedauer der untersuchten Person im MR zu beru¨cksichtigen.
Typische Block-Designs sind daher mit 3 bis 6 Minuten eher kurz. Ziel ist, eine
zu diesem alternierenden Paradigma korrespondierende Voxelzeitreihe zu finden.
Zeitreihen von nicht-aktivierten Voxeln sollten dagegen eine konstante Baseline
aufweisen.
Der Vorteil dieses Designs liegt in der einfachen Implementierung und der relia-
blen Signalantwort [ESW+00], die sich aus der Summe der Einzelstimuli ergibt.
Durch Subtraktion verschiedener Aufgabenbedingungen ko¨nnen komplexe kate-
gorieabha¨ngige Kontraste u¨ber eine oder mehrere Untersuchungen erfolgen, z.B.
eine einfache handmotorische Faustschlussaufgabe minus einer komplexen mo-
torischen Fingeroppositionsaufgabe, um Regionen zur motorischen Koordination
differenzieren zu ko¨nnen (vgl. Abschnitt 4.1).
Der Nachteil ist, dass fu¨r bestimmte kognitive Fragestellungen eine randomisierte
oder vom Untersucher interaktiv beeinflusste Abfolge von Stimuli wu¨nschenswert
ist, um das Erlernen der Pra¨sentationsabfolge von der untersuchten Person zu ver-
hindern. Lernaufgaben und Aufgaben zum Arbeitsgeda¨chtnis [CMN+97] etwa be-
no¨tigen daher eher ein ereigniskorreliertes Design.
2.4.2 Ereigniskorrelierte Paradigmen
Beim ereigniskorrelierten Design (event related design, efMRI) ist jeder einzelne
Stimulus ein Ereignis (event) und nicht die Summe von Einzelstimuli u¨ber einem
Block (zeitliche Periode) von Stimuli wie beim Block-Design. Durch Zufallsver-
teilung der Ereignisse [DB97] [FZJ+99] aus meist mehreren Ereignisklassen (Auf-
gabentypen) in einer MR-Untersuchung [Dal99], wird eine Anpassung der unter-
suchten Person an den Ablauf und ggf. den Inhalt der Aufgabenabfolge verhindert.
Vorteilhaft am efMRI Design ist, dass neben der Anpassung an den Ablauf der
Untersuchung auch andere Verhaltensweisen der untersuchten Person nicht als
konfundierende Effekte in die Untersuchung gelangen. Die Pra¨sentation eines er-
eigniskorrelierten Paradigmas ist jedoch zeitkritischer als beim Block-Design, da
jedem Event nur genau eine HR folgt, deren zeitliche Antwortcharakteristik fu¨r
die Auswertung modelliert wird. Eine pra¨zise Stimulationspra¨sentation [JTF97]
[Buc98] ist daher notwendig. Da die durch jedes Ereignis resultierende BOLD-
Antwort wieder auf die Baseline zuru¨ckkehren muss, d.h. die ha¨modynamische
Antwort vollsta¨ndig abgeklungen sein muss, sind fu¨r die Messung von efMRI Pa-
radigmen sehr viele Messzeitpunkte (200 - 1000 TR-Zeitpunkte) notwendig. Mit
dieser Anzahl von TR-Zeitpunkten erzielt man eine genu¨gend große Sensitivita¨t
fu¨r die Untersuchungsaufgabe [HBHF00]. Die Auswertung der efMRI kann z.B.
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u¨ber ein allgemeines lineares Modell erfolgen, das unter Verwendung einer theore-
tisch angenommenen, ha¨modynamischen Antwortfunktion (HRF), die Varianz in
den Zeitreihen u¨ber den Untersuchungszeitraum zu erkla¨ren versucht.
Abbildung 2.10: Illustration des ereigniskorrelierten Design: Oben: Mess-
zeitraster des MR mit Zeitpunkten fu¨r die Aquisition jeder Schicht (kleine Stri-
che). Nach einer TR-Zeitperiode ist genau ein Hirnvolumen erfasst und die Aquis-
tion des na¨chsten Volumen beginnt. Unten: Synchron zum Messzeitraster des MR
erfolgt die Ereignisabfolge der Events (hier z.B. zwei verschiedene Events, rote
und blaue). Die Abfolge der Einzelreize erfolgt in zufa¨lliger Verteilung. Illustriert
ist die jedem Einzelreiz folgende BOLD-Antwort als HRF (keine Kummulation).
Die pra¨zise Synchronisation der Eventzeitpunkte mit dem MR-Messzeitraster ist
fu¨r die spa¨tere Auswertung von kritischer Bedeutung. Ein zeitlicher Versatz von
nur wenigen Sekunden zwischen den beiden Abla¨ufen (MR und Paradigma) kann
dann nicht mehr durch das Modell der BOLD-Antworten und des experimentellen
Designs beschrieben werden.
In den Abschnitten 3.2 und 3.4 wird die Auswertung ereigniskorrelierter Designs
noch genauer betrachtet. Abbildung 2.10 illustriert, wie u¨ber die MR-Messzeit 2
Eventklassen zufa¨llig verteilt sind, und wie nach jedem Event eine HRF erfolgt.
Die ereigniskorrelierten Designs gewinnen immer mehr an Bedeutung, da die ho-
hen technischen Voraussetzungen, pra¨zise MR getriggerte Stimuluspra¨sentation,
leistungsstarke Fourier-Transformationprozessoren, d.h. Hardware zur Wandlung
der Frequenz in einen MR-Messgrauwert (Ortsraum) in jedem Voxel, und große
Arbeitsspeicher, von den meisten der heute verwendeten MR-Systeme erfu¨llt wer-
den [RBD98].
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Kapitel 3
Methoden der Bildverarbeitung
von 4D MR-Daten
Im vorangegangenen Kapitel wurden die MR-Physik und das experimentelle De-
sign von fMRI Untersuchungen beschrieben. In diesem Kapitel wird nun die weite-
re Verarbeitung der aquirierten MR-Volumen erla¨utert. Zuna¨chst findet eine ra¨um-
liche Vorverarbeitung statt, bei der die 4D fMRI-Daten als 3D-Volumen betrachtet
werden. Die eigentliche Auswertung eines Experiments findet anschließend auf
den ra¨umlich vorverarbeiteten Daten statt, bei der die 4D fMRI-Daten voxelweise
als 1D-Zeitreihen betrachtet werden. Ziel ist es, diejenigen Zeitreihen zu finden,
die mit dem Paradigma korrelieren und somit als aktiviert unter den Aufgabenbe-
dingungen angesehen werden.
Findet sich bei der ra¨umlichen Vorverarbeitung von fMRI-Daten noch eine weit-
gehende ¨Ubereinstimmung in der Literatur bei den verwendeten Methoden, sind
bei der Zeitreihenanalyse der fMRI-Daten eine Reihe von Auswertestrategien be-
schrieben. In den vergangenen zehn Jahren nach Entdeckung des BOLD-Effektes
[OL90] und der Entwicklung der fMRI zur Diagnostik, sind zahlreiche Metho-
den zur Analyse der fMRI-Zeitreihen vorgeschlagen worden. In der Anfangszeit
der fMRI waren vor allem einfache statistische Verfahren von Bedeutung, wie
die Kreuzkorrelation [BJWH93] zwischen Paradigma und jeder Zeitreihe oder der
nicht-parametrische Kolmogorov-Smirnov Test, bei dem die (empirische) Vertei-
lungsfunktion der On- mit der Off-Phase verglichen wird.
Mit zunehmendem Wissen u¨ber die Eigenschaften der ha¨modynamischen Antwort-
funktion wurden diese einfachen Testverfahren von komplexeren Verfahren, die die
Verteilung der fMRI-Daten unter einer experimentellen Bedingung in einem Mo-
dell zu beschreiben versuchen, zunehmend verdra¨ngt. Durch die Entwicklung einer
schnelleren und leistungsfa¨higeren MR-Bildgebung in den letzten 3 Jahren hat sich
die Verwendung von ereigniskorrelierten Paradigmen (vgl. Abschnitt 2.4.2) fu¨r be-
stimmte Fragestellungen durchgesetzt.
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Im Wesentlichen lassen sich zwei Kategorien von Auswertestrategien differenzie-
ren: modellbasierte und modellfreie Methoden. Zur letzten Kategorie geho¨rt auch
die hier erstmals fu¨r die fMRI Auswertung vorgestellte Methode der selbstorgani-
sierenden Merkmalskarte (SOM). Ziel der Arbeit ist, die Frage zu kla¨ren, ob die
SOM, eine in der Mustererkennung etablierte Methode, auch fu¨r die fMRI eine
neue Anwendung finden kann. Zum Vergleich der neuen Methode soll ein etablier-
tes modellbasiertes Verfahren, das Statistical Parametric Mapping (SPM), heran-
gezogen werden. Beide Methoden, das SPM und die SOM, und die Abgrenzung
zu weiteren Verfahren sind Inhalt dieses Kapitels. Eine Gegenu¨berstellung der bis-
her bekannten modellbasierten und modellfreien Verfahren ist von Lange et al.
[LSA+99] beschrieben.
3.1 Ra¨umliche Vorverarbeitung von 3D Hirnvolumen
FMRI-Daten beinhalten die zeitliche Information des Untersuchungszeitraumes,
kodiert in Grauwerten, die sich aus den Spin-Eigenschaften der Protonen des un-
tersuchten Gewebes ergeben [VdB96]. Der BOLD-Effekt fu¨hrt zu einer leichten
Vera¨nderung dieser Grauwerte zwischen aufeinanderfolgenden Zeitpunkten. Diese
Vera¨nderung ist jedoch sehr gering, wie am Beispiel der Voxelzeitreihe in Abbil-
dung 2.9 zu erkennen ist. Dies bewirkt, dass der Grauwertebereich des untersuch-
ten Gewebes, der grauen und weißen Gehirnsubstanz, nicht verlassen wird, wie
dies bei anderen, nicht-funktionellen MR-Untersuchungen unter Verwendung ei-
nes Kontrastmittels mo¨glich wa¨re. Daher kann anhand der Grauwertinformation
keine direkte Aussage u¨ber aktiviert oder nicht-aktiviert getroffen werden. Nur die
Grauwertvera¨nderung in der Zeit durch den BOLD-Effekt und der Vergleich mit
dem experimentellen Design ermo¨glicht diese Aussage.
Die geringe Grauwertvarianz des BOLD-Effektes (< 100 Grauwerte bei 1.5 Tes-
la) als Resultat einer neuronalen Aktivita¨t bewirkt eine sehr hohe Anfa¨lligkeit ge-
genu¨ber Artefakten, wie thermischem Rauschen und Bewegung des Kopfes. Vor al-
lem Gewebeu¨berga¨nge mit starken Grauwertgradienten, sowie Volumena¨nderungen
durch die Pulsation fu¨hren zu a¨hnlichen Grauwertevera¨nderungen. Das thermische
Rauschen kann durch Verwendung einer geeigneten MR-Sequenz minimiert wer-
den, und auch die Herzfrequenz, die im Vergleich zum Aufgabenparadigma mit
ca. 60-90 Pulsen pro Minute sehr hochfrequent ist, kann durch geeignete Tiefpass-
Filterung reduziert bis eliminiert werden. Hinzu kommt, dass diese beiden Arte-
fakttypen i.a. konstant u¨ber die Messzeit sind und nicht mit der Periodizita¨t des
experimentellen Designs korrelieren und daher prinzipiell vom BOLD-Effekt se-
parabel sind.
Bei fMRI Untersuchungen erha¨lt man Schichtvolumen des Gehirns, die immer
der Bewegung des Kopfes wa¨hrend der ca. 5-15 minu¨tigen fMRI Untersuchung
24
3.1. R ¨AUMLICHE VORVERARBEITUNG VON 3D HIRNVOLUMEN
unterliegen. Diese Bewegungsartefakte ko¨nnen besonders an Gewebeu¨berga¨ngen
mit einem sta¨rkeren Grauwertgradienten die zeitliche Information beintra¨chtigen
und sogar, bei mit dem alternierenden Paradigma synchronen Bewegungen (z.B.
Nickbewegung wa¨hrend einer Motorikaufgabe, Abb. 2.8), zu falsch-positiven Ak-
tivierungen fu¨hren [HMO+94] [FWH+96]. Daher ist eine Bewegungskorrektur der
Hirnvolumen als Vorverarbeitungsschritt der fMRI Zeitreihendaten zwingend er-
forderlich.
Sollen verschiedene Gehirne miteinander verglichen werden, ist zu beachten, dass
jedes Gehirn in Form und Gro¨ße individuell angelegt ist. Ein direkter inter-individu-
eller Vergleich oder eine Durchschnittsuntersuchung eines Kollektivs mehrerer Per-
sonen zur Steigerung der Sensitivita¨t fu¨r die Aufgabenbedingung ist erst dann
mo¨glich, wenn die verschiedenen Hirnvolumen in einen standardisierten Raum
transformiert worden sind.
In diesem Abschnitt werden Lo¨sungen fu¨r die Bewegungskorrektur und die ra¨um-
liche Normalisierung vorgestellt, die einen wesentlichen und unverzichtbaren Teil
der ra¨umlichen Vorverarbeitung jeder fMRI Auswertung darstellen.
3.1.1 Koregistrierungsalgorithmus zur Bewegungskorrektur von 3D
Volumen
Bewegungsartefakte, d.h. Grauwertevera¨nderungen an Gewebeu¨berga¨ngen, die ei-
ne dem BOLD-Effekt a¨hnliche zeitliche Grauwertevera¨nderung aufzeigen, ko¨nnen
durch Bewegungskorrektur beseitigt, bzw. minimiert werden.
Die Bewegungskorrektur der Hirnvolumen einer fMRI Messung besteht in der Auf-
gabe, anhand eines Referenzvolumens g, alle restlichen Hirnvolumen der fMRI
Messung mit diesem Referenzvolumen zu koregistrieren (Abb. 3.1). ¨Ublicherweise
verwendet man das erste Volumen als Referenzvolumen, aber auch ein anderes Vo-
lumen der fMRI Messung oder das Durchschnittsbild aller Volumen finden Ver-
wendung. Sind Verschiebungs- (Translation) und Drehungsparameter (Rotation)
jedes Volumens zum Referenzvolumen bestimmt, kann durch Festko¨rpertransforma-
tion (rigid body transformation) in das vom Referenzvolumen definierte Koordi-
natensystem die Bewegung des Kopfes wa¨hrend der fMRI Messung korrigiert, d.h.
zuru¨ckgefu¨hrt, werden.
Artefakte ko¨nnen durch die MR-Aufnahme selbst erzeugt werden, z.B. ko¨nnen
durch Lu¨cken zwischen den Schichten (gaps) Partialvolumeneffekte oder durch
Bewegungen zwischen der Anregung verschiedener Schichten eines Volumens Ver-
zerrungen auftreten, die nicht mit der rigid body Transformation adequat beschrie-
ben werden ko¨nnen. Trotz Bewegungskorrektur bleiben einige Effekte der Bewe-
gung zuru¨ck oder werden durch die Korrektur sogar hinzugefu¨gt.
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Die EPI-Auslesetechnik fu¨hrt, bedingt durch die geringe Auslesebandbreite, zu
nicht-linearen Verzerrungen. Ghost Artefakte (Abb. 2.8), wenn nicht durch entspre-
chende Korrektur im MR beseitigt, fu¨hren zu einer inhomogenen Grauwertvertei-
lung und folgen nicht der optimalen rigid body Transformation fu¨r das Gehirn.
Auch die verwendete Interpolationsmethode kann zur Quelle von bewegungsindu-
zierten Artefakten werden, wenn die Methode nicht akkurat genug ist. Daher sollte
immer die Sinc-Interpolation (3.28) oder Polynome ho¨herer Ordnung verwendet
werden. Weitere Artefaktquellen sind in [NBE97] [MB99] beschrieben.
a b c d
Abbildung 3.1: Illustration der Bewegungskorrektur eines Gehirnvolumens f (a)
mit dem ausgewa¨hlten Referenzvolumen g (b). Durch iterative Parameteranpas-
sung der rigid body Transformation (c) wird die optimale Koregistrierung von f
nach g gefunden (d).
Projektive Koordinaten
In der weiteren Beschreibung der Bewegungskorrektur und der ra¨umlichen Norma-
lisierung werden Koordinatentransformationen im projektiven Koordinatensystem
(auch homogenes Koordinatensystem genannt) verwendet, deren Zweck und Her-
leitung am zweidimensionalen Fall genauer beschrieben werden soll.
Betrachtet man eine Translation von Punkt P um die Verschiebung T , kann dies
als Vektoraddition der Koordinatenwerte mit Gleichung (3.1) beschrieben werden.
Analog kann die Skalierung um den Faktor s (3.2) und die Rotation um den Koor-
dinatenursprung mit Winkel θ (3.3) als Vektormultiplikation beschrieben werden.
P′ = P + T =
(
x
y
)
+
(
tx
ty
)
(3.1)
P′ = S ·P =
(
sx 0
0 sy
)
·
(
x
y
)
(3.2)
P′ = R ·P =
(
cos(θ) −sin(θ)
sin(θ) cos(θ)
)
·
(
x
y
)
(3.3)
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Der Nachteil dieser kartesischen Koordinatendarstellung ist, dass Vektoraddition
(Translation) und -multiplikation (Skalierung und Rotation) nicht ohne weiteres in
einer homogenen Matrixschreibweise kombiniert werden ko¨nnen.
Erweitert man jeden Punkt P um eine dritte Koordinate zu P2D(x,y,W ), erha¨lt man
eine Darstellung im projektiven Koordinatensystem [FvDFH90]. Punkt P2D stellt
keinen Punkt im 3D-Raum dar, sondern eine Linie im 3D-Raum.
Es gelten einige spezielle Bedingungen fu¨r projektive Koordinaten: Zwei Punk-
te P2D und Q2D in projektiven Koordinaten beschreiben den gleichen Punkt im
kartesischen 2D Koordinatensystem, wenn sie sich nur durch ein Vielfaches von-
einander unterscheiden. Mindestens eine Komponente von P2D muss ungleich Null
sein und wenn W 6= 0 gilt, dann ist (x/W,y/W,1) die kartesische Darstellung in
projektiven Koordinaten (homogene Form). Bei W = 0 wird P2D als unendlich an-
genommen und kann nicht mehr dargestellt werden.
¨Uberfu¨hrt man Translation (3.1), Skalierung (3.2) und Rotation (3.3) in die projek-
tive Koordinatendarstellung erha¨lt man:
P′2D = T2D ·P2D =
1 0 tx0 1 ty
0 0 1
 ·
xy
1
 (3.4)
P′2D = S2D ·P2D =
sx 0 00 sy 0
0 0 1
 ·
xy
1
 (3.5)
P′2D = R2D ·P2D =
cos(θ) −sin(θ) 0sin(θ) cos(θ) 0
0 0 1
 ·
xy
1
 (3.6)
Durch die Verwendung von projektiven Koordinaten erha¨lt man eine einheitliche
Matrixschreibweise fu¨r die Transformation von jedem Punkt P nach P′, die als Ma-
trixmultiplikationen kombinierbar sind. Ho¨herdimensionale Ra¨ume ko¨nnen analog
um eine projektive Komponente erweitert werden (vgl. Gleichung (3.8)).
Gleichung (3.7) zeigt, wie eine Rotation um einen bestimmten Punkt P1 aus der
Translation in den Koordinatenursprung, der Rotation um den Winkel θ und an-
schließend die Ru¨cktranslation an den Ursprungspunkt P1 kombiniert werden kann.
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T2D(x1,y1) ·R2D(θ) ·T2D(−x1,−y1) (3.7)
=
1 0 x10 1 y1
0 0 1
 ·
cos(θ) −sin(θ) 0sin(θ) cos(θ) 0
0 0 1
 ·
1 0 −x10 1 −y1
0 0 1

=
cos(θ) −sin(θ) x1(1− cos(θ))+ y1 sin(θ)sin(θ) cos(θ) y1(1− cos(θ))− x1 sin(θ)
0 0 1

Projektive Koordinaten stellen eine sehr effiziente Beschreibung fu¨r die Transfor-
mation dar, die damit sehr leicht, nur aus Matrixmultiplikationen bestehend, in
Hardware realisierbar ist. Im Weiteren werden ausschließlich projektive Koordi-
naten verwendet, weshalb die bisherige Indizierung der projektiven Koordinaten
wegfallen kann.
Transformationsvorschrift
Ausgehend von der allgemeinen affinen Transformationvorschrift, wird die fu¨r die
Koregistrierung eines Objektvolumens f mit einem Referenzvolumen g beno¨tigte
rigid body Transformationsvorschrift hier beschrieben, die jeden Punkt in das neue
Koordinatensystem u¨berfu¨hrt. Die affine Transformation beschreibt den allgemeins-
ten Fall, einen beliebigen Punkt (x,y,z) in eine neue Position (x′,y′,z′) im dreidi-
mensionalen Euklidischen Raum zu u¨berfu¨hren.
x′ = m11x + m12y + m13z + m14 (3.8)
y′ = m21x + m22y + m23z + m24
z′ = m31x + m32y + m33z + m34
Erweitert man die Gleichungen (3.8) auf projektive Koordinatendarstellung (vgl.
S. 26), ergibt sich die Matrixmultiplikation y = Mx aus:

x′
y′
z′
1
=

m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
0 0 0 1


x
y
z
1
 (3.9)
Die Erweiterung um den Einheitsvektor auf eine quadratische Form der Matrix M
in Gleichung (3.9) ist fu¨r die Matrixmultiplikation in (3.14) notwendig.
Im speziellen Fall der Bewegungskorrektur, bei der die zu koregistrierenden Hirn-
volumen von derselben Person und Modalita¨t stammen, kann die allgemeine 12 Pa-
rameter umfassende affine Transformation, auf die Festko¨rpertransformation (rigid
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body) mit nur 6 Parametern, 3D Translation und Rotation, reduziert werden. Die
Transformationen, drei Parameter (p1, p2, p3) Translation (3.10) und 3 Parameter
(p4, p5, p6) Rotation (3.11) (3.12) (3.13), ko¨nnen durch nicht-kommutative Multi-
plikation der Matrizen zusammengefasst werden (3.14).
Mtrans =

1 0 0 p1
0 1 0 p2
0 0 1 p3
0 0 0 1
 (3.10)
Mxrot =

1 0 0 0
0 cos(p4) sin(p4) 0
0 −sin(p4) cos(p4) 0
0 0 0 1
 (3.11)
Myrot =

cos(p5) 0 sin(p5) 0
0 1 0 0
−sin(p5) 0 cos(p5) 0
0 0 0 1
 (3.12)
Mzrot =

cos(p6) sin(p6) 0 0
−sin(p6) cos(p6) 0 0
0 0 1 0
0 0 0 1
 (3.13)
Mrb = Mtrans×Mxrot ×Myrot ×Mzrot (3.14)
Die 6 Parameter (p1, . . . , p6) rigid body Transformation wird jetzt vollsta¨ndig durch
die Matrixgleichung y = Mrbx beschrieben, mit der die Bewegungskorrektur zwi-
schen f und g durchgefu¨hrt werden kann.
Fu¨r die rigid body 3D-Transformationsmatrix Mrb gilt, dass Winkel und La¨ngen
des Objektvolumens erhalten bleiben. Eine Verzerrung des Objektvolumens, z.B.
durch eine Skalierung, ist nicht mo¨glich. Daher spricht man auch von starrer oder
Festko¨rpertransformation.

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
 (3.15)
Parameteroptimierung
Nachdem die Transformationsvorschrift nun bekannt ist, ist es erforderlich ein
Maß, die Kostenfunktion, fu¨r die Bewegung oder allgemeiner fu¨r den Unterschied
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zwischen f und g zu definieren. Verschiedene Kostenfunktionen sind in der Litera-
tur fu¨r a¨hnliche Anwendungen beschrieben, u.a. Verfahren, bei der die Korrelation
[And95], die Quotienten und die Standardabweichung [WGH+98] oder die Entro-
pie [MJP+97] der Volumen verwendet werden.
Eine weitere ha¨ufig verwendete Kostenfunktion ist die der skalierten kleinsten
Quadrate (scaled least squares) [AF97], die fu¨r die Bewegungskorrektur der Ex-
perimente in dieser Arbeit verwendet wurde (siehe Kapitel 4) und hier genauer
betrachtet werden soll.
Die optimale Anpassung von Objektvolumen f an Referenzvolumen g wird durch
die optimale Wahl der Parameter p = (p1, . . . , p6) bestimmt. Durch Minimierung
der Summe der skalierten kleinsten Quadrate der Differenzen jedes Punktes zwi-
schen f und g (3.16), ergeben sich die optimalen Transformationsparameter fu¨r
Gleichung (3.14). Der in der Gleichung (3.16) verwendete Skalierungsparameter
ps dient zum Ausgleich von Grauwertdifferenzen zwischen den beiden Volumen.
∑
i
( f (Mxi)− psg(xi))2 (3.16)
ei = ( f (Mxi)− psg(xi)) (3.17)
Friston et al. [FAF+95] betrachtet die Minimierung von (3.16) als eine Optimie-
rungsaufgabe und verwendet einen Algorithmus a¨hnlich der Gauss-Newton-Opti-
mierung [BS91]. Wenn ei(p) die Funktion der Differenzen zwischen f und g mit
den Parametern p darstellt, dann kann eine Approximation mit Hilfe der linea-
ren Anteile der Taylorreihenentwicklung fu¨r die Scha¨tzung der Differenzen bei
¨Anderung der Parameter p um t verwendet werden:
ei(p + t)∼= ei(p)+ t1 ∂ei(p)∂p1 + t2
∂ei(p)
∂p2
+ . . . (3.18)
Formuliert man (3.17) fu¨r alle Voxel i gleichzeitig in Matrixschreibweise Ax ∼= e
um, erha¨lt man fu¨r die Minimierung ∑i(p + t)2 das Gleichungssystem:

∂e1(p)
∂p1
∂e1(p)
∂p2 · · ·
∂e2(p)
∂p1
∂e2(p)
∂p2 · · ·
.
.
.
.
.
.
.
.
.

︸ ︷︷ ︸
A
·
t1t2
.
.
.

︸ ︷︷ ︸
x
∼=
e1(p)e2(p)
.
.
.

︸ ︷︷ ︸
e
(3.19)
Hieraus ergibt sich fu¨r die Differenzen (3.18) zwischen f und g die Iterationsglei-
chung (3.20), mit der die Parameter p schrittweise optimiert werden ko¨nnen.
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p(n+1) = p(n)− (AT A)−1AT e (3.20)
mit
A =

∂e1(p)
∂p1
∂e1(p)
∂p2 · · ·
∂e2(p)
∂p1
∂e2(p)
∂p2 · · ·
.
.
.
.
.
.
.
.
.
 e =
e1(p)e2(p)
.
.
.

Die Minimierung verla¨uft dann durch ¨Anderung von (p1, . . . , p6, ps), mit anschlie-
ßender Transformation von f unter Verwendung der neuen Parameter in jedem Ite-
rationsschritt, bis die Summe der quadratischen Differenzen zwischen Objektvolu-
men und Template ein vorgegebenes Konvergenzkriterium unterschreitet oder eine
maximale Anzahl von Iterationsschritten erreicht ist. Durch vorherige ra¨umliche
Gla¨ttung der Volumen mit einem 3D Gaussfilter sinkt die Wahrscheinlichkeit, bei
der Minimierung in ein lokales Minimum zu iterieren.
Interpolation
Nachdem die neuen Koordinaten durch die Transformation bestimmt sind, muss
fu¨r jedes Voxel ein neuer Grauwert durch geeignete Interpolation des Originalob-
jekts im transformierten Koordinatensystem bestimmt werden (Abb. 3.2). Unter
einem Voxel wird in der medizinischen Bildverarbeitung i.a. ein Volumenelement
mit eine x-y-z-Ausdehnung verstanden, so auch bei der MR-Bildgebung. Jede 2D
MR-Schicht besteht nicht wie u¨blich im 2D-Fall aus Pixeln, sondern aus Voxeln
mit einer bestimmten z-Auflo¨sung, der Schichtdicke, die in Millimetern gemes-
sen wird. So wird der Grauwert jedes MR-Voxels aus dem gesamten MR-Signal
des aquirierten Voxelvolumens bestimmt. Bei der Transformation jedes Voxels in
das neue Koordinatensytstem und der Interpolation des neuen Grauwertes aus be-
nachbarten Grauwerten der alten Position muss die Volumeneigenschaft der Voxel
beru¨cksichtigt werden.
MR-Volumen haben i.a. eine isotrope x-y-Voxelauflo¨sung (u¨blich sind Werte zwi-
schen 1 bis 5 mm2), oft aber eine gro¨ßere Schichtdicke (Auflo¨sung in z-Richtung
im Bereich von 3 bis 10 mm). Diese anisotrope Voxelauflo¨sung in z-Richtung muß
vor Beginn jeder Transformation, so auch bei jeder Iteration wa¨hrend der Parame-
teroptimierung, entweder durch eine weitere Skalierungsmatrix ([MB99], S. 290)
oder durch Kubisierung jedes Voxels erreicht werden.
In der vorliegenden Arbeit ist die Voxelkubisierung verwendet worden, bei der je-
de Schicht um den Verha¨ltnisfaktor der Auflo¨sung z/x bzw. z/y repliziert wird. So
werden z.B. aus einer 3× 3× 6 mm3 Schicht, zwei 3× 3× 3 mm3 Schichten. Der
Vorteil ist, dass die Kubisierung nur einmal zu Beginn durchgefu¨hrt werden muss
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Abbildung 3.2: Lineare Bildpunktinterpolation: Illustration der linearen Interpo-
lationstechnik zur Bestimmung des neuen Pixelwertes. Der einfachste Fall ist oh-
ne Distanzgewichtung nearest neighbor. Mit Distanzgewichtung fu¨r den 1D-Fall
g(x′) Linear (2-er Nachbarschaft), fu¨r den 2D-Fall g(x′,y′) Bilinear (4-er Nach-
barschaft) und fu¨r den 3D-Fall g(x′,y′,z′) Trilinear (8-er Nachbarschaft).
und nicht, wie bei Verwendung einer Skalierungsmatrix, in jedem Transformati-
onsschritt eine erneute Berechnung notwendig ist. Der Nachteil der Kubisierung
liegt in der Vergro¨ßerung der Voxelanzahl - hier im Beispiel um den Faktor 2 -
und der damit bedingten Laufzeitverla¨ngerung. Durch Verwendung einer Paralle-
limplementierung der Transformation und Parameteroptimierung auf einem Rech-
nercluster ist der kubisierungsbedingte ho¨here Berechnunsgaufwand jedoch ver-
nachla¨ssigbar, wie im folgenden Abschnitt 3.1.2 noch gezeigt wird.
Die einfachste Interpolationsmethode ist die des na¨chsten Nachbarn nearest neigh-
bor (3.21), bei der, ausgehend vom neuen Koordinatenpunkt g(x′), der Wert des
na¨chstliegenden Punktes im alten Koordinatensystem ausgewa¨hlt wird (Abb. 3.2).
Das Verfahren hat den Vorteil, dass die Originalwerte der Punkte erhalten bleiben
und es sehr schnell ist. Wegen der starken Degradierung des transformierten Ob-
jektevolumens in Blockstrukturen [FvDFH90], findet diese sehr einfache Methode
jedoch kaum Anwendung.
g(x′) =
{ f (x) : x− x′ < (x′+ 1)/2
f (x + 1) : sonst (3.21)
Eine deutliche Verbesserung wird durch die lineare Interpolation erreicht (Abb.
3.2), bei der die Absta¨nde (Distanzen) zu jedem benachbarten Punkt als Gewicht
fu¨r den Punktwert verwendet werden.
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Beim linearen 1D Fall (3.22) sind es zwei, beim bilinearen 2D Fall (3.23) vier und
beim trilinearen 3D Fall (3.24) acht Nachbarpunkte. Aus der Summe der distanzge-
wichteten Nachbarpunktwerte wird der Punktwert g im neuen Koordinatensystem
berechnet.
g(x′) = x′ f (x)+(1− x′) f (x + 1) (3.22)
g(x′,y′) = x′y′ f (x,y)
+(1− x′)y′ f (x + 1,y)
+x′(1− y′) f (x,y + 1)
+(1− x′)(1− y′) f (x + 1,y + 1) (3.23)
g(x′,y′,z′) = x′y′z′ f (x,y,z)
+(1− x′)y′z′ f (x + 1,y,z)
+x′(1− y′)z′ f (x,y + 1,z)
+x′y′(1− z′) f (x,y,z + 1)
+(1− x′)(1− y′)z′ f (x + 1,y + 1,z)
+x′(1− y′)(1− z′) f (x,y + 1,z + 1)
+(1− x′)(1− y′)(1− z′) f (x + 1,y + 1,z + 1) (3.24)
Die linearen Interpolationen haben den Vorteil, dass sie einfach zu implemen-
tieren und schnell berechnet sind. Um jedoch eine weitgehend verzerrungsfreie
Pixel/Voxel-Transformation zu erhalten, muss die Interpolationsmethode die Ei-
genschaften der gemessenen Daten repra¨sentieren.
Da die MR-Schichten im sogenannten k−Raum, einer begrenzten Region im Fre-
quenzraum, aufgenommen sind, sind die Frequenzen bandbegrenzt. Die Signal-
funktion (point spread function) kann innerhalb einer MR-Schicht durch die Sinc-
Funktion (3.25) beschrieben werden [HSS+95]. Daher eignet sich die Sinc-Funktion
idealerweise, um neue, zwischen den Voxeln liegende Punkte im neuen Koordina-
tensystem zu erzeugen, ohne Interpolationsfehler hinzuzufu¨gen.
Sinc(x) = sin(x)
x
x 6= 0 (3.25)
Bei der fMRI wird jedoch hauptsa¨chlich die Mehrschicht-EPI Auslesetechnik ver-
wendet (multi slice single shot echo planar imaging), bei der sich ein Volumen aus
zu unterschiedlichen Zeitpunkten angeregten Schichten zusammensetzt. Die Si-
gnalfunktion zwischen den Schichten, d.h. der in sich abgeschlossenen und zeitlich
unabha¨ngigen Messungen, ist daher nicht ganz fehlerfrei durch die Sinc-Funktion
interpolierbar. Erst mit der 3D-Aufnahmetechnik (z.B. PRESTO) [VdB96], bei der
die Auslesung der Phase in x,y- und in z-Richtung gleichzeitig erfolgt, ist eine
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Bandbegrenzung in alle Richtungen vorhanden, und somit die Sinc-Funktion ide-
al fu¨r die Interpolation von Zwischenvoxelpunkten geeignet. Trotz der fehlenden
Bandbegrenzung einiger MR-Sequenzen ist die Sinc-Funktion die optimale Inter-
polationmethode fu¨r MR-Daten (3.26).
g(x′,y′,z′) =
X
∑
x=0
Y
∑
y=0
Z
∑
z=0
f (x,y,z) ·Sinc(x′− x) ·Sinc(y′− y) ·Sinc(z′− z) (3.26)
Aus Gleichung (3.26) folgt, dass fu¨r jeden neuen Wert g die Summe aller Voxel des
Volumens verwendet werden muss, und das bei jedem Transformationsschritt. Da
die Sinc-Funktionswerte mit zuhnehmendem Abstand zum Ursprungspunkt stark
abnehmen (Abb. 3.3) und daher kaum noch einen Beitrag zum Punktwert g leisten,
kann man die Berechnung auf eine Region um g beschra¨nken.
Abbildung 3.3: Sinc-Funktion: Sinc(x) mit unendlich oszilierenden Sinusschwin-
gungen. ¨Uberlagert ist die mittels Hann-Fenster multiplizierte Sinc-Funktion
HSinc(x), wodurch die oszilierenden Randbereiche zu Null konvergieren. Die so
gefensterte Sinc-Funktion wird als Gewichtsfunktion der in einem kubischen Ker-
nelradius um g gelegenenen Punktwerte im Ursprungskoordinatensystem verwen-
det (3.28).
Ein einfaches Abschneiden der Sinc-Funktion um einen kubischen Kernel mit Ra-
dius R wu¨rde jedoch zu einem zu großen Fehler fu¨hren, da die Sinc-Funktion un-
endlich oszillierend (Abb. 3.3) ist.
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Zur Gla¨ttung der oszillierenden Sinuswellen der Sinc-Funktionswerte in den Rand-
bereichen, deren positive und negative Funktionswerte sich praktisch zu Null sum-
mieren, kann eine Fensterfunktion verwendet werden. Die Fensterung reduziert das
Ausschwingen der Sinuswerte auf einen Radius um g, u¨ber den hinaus die Funkti-
onswerte schnell zu Null konvergieren (Abb. 3.3, HSinc(x)).
Zur Fensterung der Sinc-Funktion wird im weiteren die Hann-Funktion (3.27),
auch Hann-Fenster (nach Julius van Hann) genannt [OS89], verwendet, die mit
der Sinc-Funktion multipliziert wird (3.28) [HSS+95].
H(δ) = 1
2
[1 + cos(
piδ
R
)] (3.27)
Hsinc(δ) = H(δ) ·Sinc(δ)
g(x′,y′,z′) = ∑
x mit |x′−x|<R
∑
y mit |y′−y|<R
∑
z mit |z′−z|<R
f (x,y,z)
·HSinc(x′− x) ·HSinc(y′− y) ·HSinc(z′− z) (3.28)
Der Aufwand fu¨r die im Weiteren verwendete Sinc-Interpolation (3.28) pro Voxel
liegt bei O(R3), so dass bei gro¨ßeren R die Laufzeitperformance stark abnimmt.
Freeborough et al. [FWF96] schla¨gt daher fu¨r die Implementierung ein approxima-
tes 3-Pass-Verfahren vor (Fast-Sinc), das anstatt u¨ber den gesamten Kernel-Kubus,
nacheinander u¨ber 3 eindimensionale R-Kernels interpoliert. Dieses Verfahren ist
jedoch nur fu¨r kleine Rotationswinkel, wie sie bei der fMRI Bewegungskorrek-
tur i.d.R. vorkommen, ausreichend genau. Die Berechnungskomplexita¨t sinkt mit
Fast-Sinc auf O(R) ab.
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Abbildung 3.4: Bewegungskorrektur-Algorithmus: Das Referenzvolumen und
die zu korrigierenden Volumen werden kubisiert und gegla¨ttet. Durch sechs Pa-
rameter rigid body Transformation mit trilinearer und zum Schluß mit Sinc-
Interpolation werden die optimalen Parameter bestimmt. Schließlich wird das zu
korrigierende Objektvolumen mit den optimalen Parameterwerten und der Sinc-
Interpolation transformiert.
3.1.2 Lineare Laufzeitoptimierung der Bewegungskorrektur durch
massive Parallelisierung auf einem Cluster
Die gesamte Bewegungskorrektur eines Volumens f mit einem Referenzvolumen g
umfasst den in Abbildung 3.4 zusammengefassten Algorithmus. Die Bewegungs-
korrektur nimmt ca. 40% (ca. 1-20 Stunden je nach Untersuchung) der gesamten
Auswertungszeit einer fMRI Untersuchung in Anspruch. Neben der Wahl der In-
terpolationsmethode ist fu¨r die Laufzeitoptimierung offensichtlich die Gro¨ße von
Matrix A (3.19), d.h. die Anzahl der Voxel, die fu¨r die Bestimmung der optimalen
Parameter verwendet werden, von entscheidender Bedeutung. Einen ersten Ansatz
zur Voxelreduzierung stellt die Eleminierung von Hintergrundvoxeln aus der Be-
rechnung durch einfache Schwellwertsegmentierung ( f (x) > 100), mit anschlie-
ßender Reduktion auf Gehirnvoxel innerhalb der umschließenden bounding box
(Abb. 3.5) dar.
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a b c d
Abbildung 3.5: Voxelreduktion: Originalbild (a) mit Hintergrundrauschen ohne
Auswahl, (b) das durch Schwellwertverfahren hintergrundbereinigte Bild mit der
bounding box, innerhalb derer die zu verwendenden Voxel liegen, (c) subsampling
von 25% der Voxel und (d) Gradientenbetragsbild nach 3D Sobeloperator, bei dem
nur Kantenvoxel zur Parameterbestimmung verwendet werden.
Eine weitere Reduktion ergibt sich durch subsampling, bei dem nur jedes n-te Vo-
xel in Matrix A eingeht. Andersson et al. [And95] hingegen verwendet einen wis-
sensbasierten Ansatz zur Voxelreduktion, bei dem er davon ausgeht, dass sich die
wichtigsten strukturellen Informationen im Volumen in starken Grauwertgradien-
ten befinden.
Der Ansatz der Gradientenmaskierung berechnet mittels des 3D Sobeloperators
den Betrag der 3 Gradientenbilder, in x-y-z Richtung. Aus dem Betragsgradienten-
bild wird dann ein gewisser Prozentsatz an Voxeln fu¨r die Parameterbestimmung
ausgewa¨hlt. Zur Veranschaulichung ist in (3.29) das Sobeloperator-Template Paar
(Sx,Sy) fu¨r die x− und y−Richtung im zweidimensionalen Fall angegeben; der
dreidimensionale Fall ist die analoge Erweiterung in z-Richtung mit drei 3×3×3
Matrizen.
Sx =
1
4
 1 0 −12 0 −2
1 0 −1
 Sy = 14
 1 2 10 0 0
−1 −2 −1
 (3.29)
Da die zu koregistrierenden Volumen unabha¨ngig voneinander sind, kann die Be-
wegungskorrektur der n− 1 Volumen mit dem Referenzvolumen parallel durch-
gefu¨hrt werden. Fu¨r die parallele Bewegungskorrektur von Patientendaten ist von
den Mitarbeitern der Neurofunktionellen Bildverarbeitung am Klinikum der RW-
TH Aachen ein Parallelrechner-Cluster mit 48 Prozessoren (Pentium-III 500Mhz)
unter Linux entwickelt worden [EHL+00] (siehe auch Anhang C). Abbildung 3.6
zeigt die Laufzeiten einer SUN Workstation, die u¨blicherweise fu¨r die fMRI Aus-
wertung verwendet wird, und die des Clusters. Durch die parallele Verarbeitung bei
Problemen dieser Art, bei der sich unabha¨ngige Datenpartitionen definieren lassen
(hier je zwei MR-Volumen), kann man die Verarbeitungsdauer gegenu¨ber der se-
quentiellen Verarbeitung erheblich verku¨rzen. Mit der Verteilung von je einem Job
pro Prozessor erha¨lt man die optimale Leistung, bei der die Laufzeit mit der Anzahl
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der Prozessoren nahezu linear abfa¨llt. Es sei hier nur angemerkt, dass die Kosten
fu¨r beide Systeme nahezu identisch sind (vgl. Anhang Abb. C.3).
Bei Verwendung eines Rechnerclusters [EHJ+01] ist es daru¨berhinaus mo¨glich, fu¨r
verschiedene Modalita¨ten (MR, PET, CT, etc.) den optimalen Algorithmus durch
paralleles Austesten der Kostenfunktionen, der Interpolationsfunktionen, der Vo-
xelreduktionen und der Gla¨ttungsgro¨ßen automatisch zu ermitteln. Schmidt et al.
[SE00] [SEH+01] hat in einer Studie unter Verwendung des oben beschriebenen
Clusters diesen Optimierungsansatz verwendet und konnte zeigen, dass selbst in-
nerhalb einer Modalita¨t (fMRI Daten) unterschiedliche Kostenfunktionen zu opti-
maleren Ergebnissen fu¨hren.
Abbildung 3.6: Laufzeitoptimierung mit Parallelrechner-Cluster: Die Grafik
zeigt die Laufzeit der Bewegungskorrektur einer fMRI Serie mit 682 Volumen,
Matrix 64×64×6 je Volumen. Die Auswertung mit einer SUN Ultra80 (450Mhz
64Bit UltraSparc-II) beno¨tigt 3 Stunden 20 Minuten, der Cluster beno¨tigt mit 44
Pentium-III 500Mhz Berechnungsprozessoren nur ca. 7 Minuten. Die Laufzeit fa¨llt
mit zunehmender Anzahl der Prozessoren fast linear ab (93,5%) und erreicht so
eine Geschwindigkeitssteigerung um den Faktor 41.14 bei 44 Prozessoren.
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3.1.3 Affine Transformation und nicht-lineare Parameter-
optimierung zur Volumenkoregistrierung im Talairach-Raum
Die ra¨umliche Volumenkoregistrierung (Normalisierung) ist ein komplexes und al-
gorithmisch sehr anspruchsvolles Gebiet. Dieser Abschnitt soll dem Leser einen
¨Uberblick u¨ber die Probleme, die vorhandenen Ansa¨tze und den in SPM99 imple-
mentierten sowie den hier um eine nicht-lineare Parameteroptimierung erweiterten
Algorithmus geben.
Ist fu¨r die weitere Fragestellung ein Vergleich der fMRI-Daten mit anderen Gehirn-
volumen notwendig, mu¨ssen die Gehirnvolumen in einen standardisierten Raum
u¨berfu¨hrt werden. Dies geschieht, indem man eine Koregistrierung von Objekt-
volumen f auf ein Template t durchfu¨hrt, welches sich im Normalraum befindet.
SPM99 verwendet fu¨r die ra¨umliche Normalisierung das MNI-Template [MNI],
ein aus 150 MR-Gehirnaufnahmen gemitteltes Durchschnittsgehirn, welches mit
dem Hirnatlas von Talairach und Tournoux [TT88] vergleichbar ist.
Prinzipiell werden markierungsbasierte und nicht-markierungsbasierte Verfahren
unterschieden. Bei den markierungsbasierten Verfahren werden Markierungen (Li-
nien oder Fla¨chen) - meist manuell - an bestimmten markanten Positionen (z.B.
Corpus Callosum) im Objektvolumen und Template gesetzt. Durch Koregistrierung
der Landmarken erha¨lt man die affinen Transformationsparameter, die anschlie-
ßend fu¨r das gesamte Volumen verwendt werden. Nachteile bei diesem Verfahren
sind die manuelle Auswahl der Markierungen und die unbekannte Deformation
der nicht bei der Parameterbestimmung beru¨cksichtigten Regionen. Daher schei-
den diese Verfahren fu¨r die Normalisierung der fMRI-Daten aus.
Bei den nicht-markierungsbasierten Methoden gibt es einige Unterschiede bei der
Verfahrensweise. Zum einen gibt es komplexe Modelle, abgeleitet aus Viskosita¨ts-
Fluß Modellen [CRM94] [Chr96], die mit Hilfe von Finite-Elemente-Graphen (FEG)
die Transformation zwischen Objektvolumen und Template beschreiben. Zur Be-
rechnung der FEG-Modelle beno¨tig man jedoch eine sehr große Anzahl von Pa-
rametern (Gitterpunkten), die die Berechnung sehr rechenaufwendig machen. Sol-
che komplexen Modelle sind wegen des hohen Rechenaufwandes fu¨r die klini-
sche Anwendung der fMRI ungeeignet und u¨berschreiten die Rechnerresourcen der
u¨blichen Abteilungen. Im Weiteren wird hier der Ansatz von Ashburner ([MB99],
Kap. 26) vorgestellt, der in SPM99 implementiert ist.
Fu¨r die Koregistrierung von f und dem Template t beno¨tigt man die vollsta¨ndige
12 Parameter umfassende affine Transformation (3.9), da im Unterschied zu der
in Abschnitt 3.1.1 vorgestellten rigid body Transformation die Objekte nicht von
einer Person alleine stammen und daher Skalierung (Zoom) und Scherung mo¨glich
sind.
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Wie unter Abschnitt 3.1.1 beschrieben, werden durch Minimierung der skalierten
quadratischen Differenzen die optimalen Parameter (p1, . . . , p12) bestimmt. Hierfu¨r
werden zusa¨tzlich zur rigid body Transformation auch die Skalierung (3.30) und
die Scheerung (3.31) in den 3 Raumebenen (3.31) beno¨tigt.
Mscale =

p7 0 0 0
0 p8 0 0
0 0 p9 0
0 0 0 1
 (3.30)
Mshear =

1 pxy10 p
xz
11 0
0 1 pyz12 0
0 0 1 0
0 0 0 1
 (3.31)
Ma f f ine = Mrb×Mscale×Mshear (3.32)
Gleichung (3.31) beschreibt dann die vollsta¨ndige 12 Parameter umfassende affine
Transformation, die Position, Orientierung und Gro¨ße von f in Abha¨ngigkeit von
t beschreibt.
Nicht-lineare Parameteroptimierung
Die Gehirnstruktur mit ihren ineinander gewundenen Gyri und Sulci la¨sst sich aber
nur bedingt durch die lineare affine Transformation beschreiben (Abb. 3.8). Ash-
burner ([MB99], S. 296-298) schla¨gt daher eine Erweiterung der affinen Transfor-
mation vor, die nicht-lineare Eigenschaften der Transformation aus der Linearkom-
bination gegla¨tteter Basisfunktionen beschreibt. Als Basisfunktionen verwendet
Ashburner diskrete Sinus- (DST) und Cosinus-Transformationen (DCT) ([Ste93],
Kap. 9).
Bei der Verwendung von verschiedenen Frequenzkombinationen der DCT und
DST Basisfunktionen, ko¨nnen die Ra¨nder eines Volumens stationa¨r bleiben, die
u¨brigen Oberfla¨chenpunkte sind jedoch in alle drei Raumrichtungen frei beweg-
lich (bending boundary conditions) [CRM94].
Abbildung 3.7 zeigt im zweidimensionalen Fall, wie mit den Basisfunktionen
(Rechts) ein Deformationsfeld in x− und y−Richtung beschrieben werden kann
(Mitte). Wendet man die nicht-lineare Transformation auf ein Bild an (Rechts
oben), werden die Bildpunkte gema¨ß der Deformationsfelder nicht-linear verzerrt
(Rechts unten). Fu¨r die nicht-lineare Transformation nach der affinen Transforma-
tion werden zuna¨chst die optimalen Parameter fu¨r die Basisfunktionen mit dem
in Abschnitt 3.1.1 beschriebenen Verfahren zwischen Objektvolumen und Templa-
te bestimmt. Das gewonnene Transformationsfeld wird dann zur Korrektur nicht-
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linearer Verzerrung auf das Objektvolumen angewendet. Details zur Theorie und
zum implementierten Algorithmus sind in [AF99] beschrieben.
Abbildung 3.7: Nicht-lineare Transformation: Links: Deformationsfeld aus der
Linearkombination der DCT und DST Basisfunktionen. Mitte: Deformationsfeld
entlang der x− (oben) und y-Richtung (unten). Rechts: Ausgangsbild vor (oben)
und nach (unten) nicht-linearer Transformation durch die Basisfunktionen. Grafik
aus [MB99], c©1999 Springer Berlin.
Die Anwendung der affinen und der nicht-linearen Transformation, wie sie fu¨r die
ra¨umliche Normalisierung in dieser Arbeit verwendet wurde, ist an Hand von zwei
fMRI Volumen in Abbildung 3.8 dargestellt. Andere Ansa¨tze, z.B. der von Clarke
[CVCea95] vorgeschlagene Algorithmus, bei dem jedes Segment einer vorange-
gangenen Segmentierung des MR-Volumens, z.B. graue und weiße Gehirnsubstanz
und die Ventrikel, separat koregistriert wird, finden auch Verwendung.
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Abbildung 3.8: Ra¨umliche Normalisierung: Oben: EPI MNI-Referenzvolumen
(A), koronar, sagittal und axial geschnitten, mit Koordinatenursprung in der An-
terioren Commisur (blau, Ursprung des Talairachkoordinatensystems). Ergebnis
(B)(D) ist mit 12 Parameter affiner Transformation minimiert und (C)(E) zusa¨tzlich
mit nicht-linearer Transformation. Die EPI Aufnahme (B)(C) ist von einem gesun-
den 33-ja¨hrigen ma¨nnlichen Probanden mit einer Matrix von 64×64×35 Voxeln
und einer Auflo¨sung von 3×3×3mm3 aufgenommen, bei der das gesamte Gehirn
und das Kleinhirn erfasst sind. In (B) ist eine ausgewo¨lbte Silhouette (koronar) zu
erkennen, die nicht gut mit dem Template korrespondiert. Im sagittalen Bild zeigt
(B) eine deutliche Vorwo¨lbung des pra¨frontalen Kortex und im axialen Schnitt fal-
len die im Vergleich zum Template weiter auslaufenden Ventrikel (weiß) auf. (C)
weist insgesamt eine deutlich bessere Korrespondenz zum Template auf. Unten:
Die EPI Aufnahme (D)(E) ist von einem 25-ja¨hrigen ma¨nnlichen Probanden mit
einer Matrix von 64×64×15 Voxeln und einer Auflo¨sung von 4×4×7mm3 aufge-
nommen. Durch falsche Schnittfu¨hrung fehlen große Teile des Frontalhirns, wes-
halb die Untersuchung verworfen wurde. Trotz der fehlenden Information bleibt
die Normalisierung stabil. In (D) ist wieder im sagittalen Schnitt die Vorwo¨lbung
im pra¨frontalen Kortex zu erkennen, und im axialen Schnitt sind die Ventrikel auch
wieder weiter auslaufend als im Template. (E) stellt eine Verbesserung dar, beson-
ders im axialen Schnitt stimmen die Ventrikel sehr gut mit dem Template u¨berein,
jedoch zeigt der pra¨frontale Kortex eine sehr starke Verformung.
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3.1.4 Signaloptimierung durch Verwendung ra¨umlicher
Nachbarschaftsinformation mit der 3D Voxelgla¨ttung
Bevor die bewegungskorrigierten und normalisierten Volumen zur funktionellen
Auswertung verwendet werden ko¨nnen, ist eine ra¨umliche 3D Gla¨ttung der Da-
ten erforderlich. Die Gla¨ttung mit einem 3D Gaussfilter bewirkt (Abb. 3.9, rechts),
dass thermisches Rauschen des Aufnahmeprozesses reduziert und die ra¨umliche
BOLD-Signalauspra¨gung in einer aktivierten Region verschmiert wird. Die Signa-
linformation wird so u¨ber eine Region gemittelt und bewirkt bei der anschließen-
den modellfreien Analyse eine deutlich verbesserte Merkmalsauspra¨gung (vgl. Ab-
schnitt 3.3.4). Die Mittelung fu¨hrt auch zu einer besseren Inter-Personen Vergleich-
barkeit bei Gruppenauswertungen, da Interpolationsfehler durch die Transformati-
on in den Talairach-Atlas [TT88], ein fu¨r den Vergleich verschiedener Gehirne
verwendeter Standardraum, abgeschwa¨cht werden.
Die starke ra¨umliche Mittelung der Grauwerte in jedem Volumen fu¨hrt jedoch zu
einer Auflo¨sung der Strukturgrenzen und insgesamt zu einem Strukturverlust. Die-
ser ist jedoch fu¨r die funktionelle Fragestellung, d.h. fu¨r die Auswertung der zeit-
lichen Vera¨nderungen im Hirnvolumen, von untergeordneter Bedeutung, da nach
der Analyse der Zeitreiheninformation die Zuordnung von Funktion zur Struktur
(Lokalisation) mit Hilfe der Talairachposition im Template vorgenommen wird.
In Abbildung 3.9 ist eine Zusammenfassung der hier vorgestellten ra¨umlichen Ver-
arbeitungsschritte eines fMRI Datensatzes eines Probanden mit den Zwischener-
gebnissen dargestellt.
Abbildung 3.9: Ra¨umliche Vorverarbeitung: Links: Originalvolumen in koro-
nar, sagittal und axial geschnittener Ansicht. Mitte: Volumen nach rigid body Be-
wegungskorrektur und Normalisierung mit affiner und nicht-linearer Transforma-
tion. Rechts: Ra¨umlich gegla¨ttetes Volumen nach Filterung mit einem 3D Gauss-
Kernel.
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3.2 Modellbasierte Bildverarbeitungsmethoden
Parametrische Ansa¨tze sind die verbreitetste Art der fMRI Auswertungsmethoden
und werden in diesem Abschnitt genauer betrachtet. Ziel ist die Bestimmung von
Parametern, die die Verteilung der fMRI-Zeitreihen am besten modellieren. Der
Ansatz des allgemeinen linearen Modells (GLM) eignet sich sehr gut fu¨r die Be-
schreibung von komplexen Problemen [Chr96] und wurde erstmals von Friston et
al. [FJT94] [FHW+95] fu¨r die fMRI Auswertung vorgeschlagen und spa¨ter von
Worsley et al. [WF95], Boyton et al. [BEGH96] und von Cohen et al. [Coh97]
aufgegriffen. Auch nicht-parametrische statistische Tests zur Auswertung von fM-
RI Zeitreihen werden verwendet, u.a. der Kolomogorov-Smirnov (KS) Test [Dav]
oder das nicht-parametrische NSPM [aRBWF96], die jedoch einige Schwa¨chen
gegenu¨ber den parametrischen Ansa¨tzen aufweisen [AZD] und daher hier nicht
weiter verfolgt werden. Zum Vergleich mit der modellfreien Auswertung wird hier
die modellbasierte GLM Auswertung vorgestellt.
3.2.1 Modellierung des Paradigmas zur statistischen Analyse der
fMRI Voxel
Wa¨hrend eines fMRI Experiments a¨ndert sich in den durch ein Aufgabenparadig-
ma aktivierten Hirnregionen der rCBF, der als BOLD-Signal messbar ist. Diese
MR-Signala¨nderung bewirkt eine Grauwerta¨nderung u¨ber die J Zeitpunkte in ei-
nem aktivierten Voxel Y = (Y1, . . . ,YJ). Diese Vera¨nderungen sind nur sehr ge-
ring (vgl. Abb. 2.9), dennoch sind sie messbar und ko¨nnen zur Differenzierung
von nicht-aktivierten Voxeln ohne BOLD-Effekt (Baseline) herangezogen werden.
Zur Beschreibung der zeitlichen Signalvera¨nderung in Voxel Y , kann mit Hilfe
der schließenden Statistik eine Aussage u¨ber aktiviert und nicht-aktiviert gemacht
werden. Thema dieses Abschnitts ist, wie mit Hilfe eines Modells die theoretische
BOLD-Signala¨nderung optimal beschrieben werden kann, um dann einen voxel-
weisen Vergleich auf Korrespondenz zwischen Y und dem Modell durchzufu¨hren.
Allgemeines Lineares Modell
In der statistischen Terminologie bezeichnet man den Grauwert (MR-Signal) zum
Zeitpunkt j wenn Voxel Yj als abha¨ngige Variable, die eine Beobachtung, hier das
BOLD-Signal durch die Vera¨nderung des rCBF, beschreibt. Mit Hilfe von bekann-
ten Einflussgro¨ßen versucht man nun die zeitliche Vera¨nderung in Y zu beschrei-
ben; man formuliert ein Modell fu¨r Y . Die Einflussgro¨ßen x werden in der Statistik
auch als Regressoren, Pra¨diktoren oder unabha¨ngige Variablen bezeichnet. Sie be-
schreiben Kovariate, z.B. Effekte wie den Blutfluss, Blutdruck, Alter, etc. zum Zeit-
punkt j, oder Indikatorvariablen (Dummy-Variablen), d.h. bina¨re Zusta¨nde, z.B. ob
zum Zeitpunkt j ein bestimmtes Medikament, Kontrastmittel, etc., oder z.B. wel-
cher Stimulus aus einer Testbatterie gerade verwendet wurde.
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Formuliert man die Beobachtung Y als eine Linearkombination der bekannten im
Modell angenommenen L Regressoren x erha¨lt man (3.33).
Yj = x j1β1 . . .+ x jlβl + . . .+ x jLβL + ε j (3.33)
Gleichung (3.33) bezeichet man auch als allgemeines lineares Modell (GLM), bei
dem die unbekannten βl Parameter (Regressionskoeffizienten oder -gewichte) zum
jeweiligen Regressor x j sind. ε j ist der Fehler bei der Beschreibung von Yj (Modell-
fehler), und wird als unabha¨ngig und normalverteilt N (0,σ2) mit Erwartungswert
Null und Varianz σ2 angenommen. Man bezeichnet das GLM (3.33) auch als Re-
gressionsmodell der Regressoren xl .
Die Zufallsvariable Y in einem fMRI Experiment besteht jedoch nicht nur aus einer
Beobachtung Yj, sondern aus J zeitlichen Beobachtungen. Das GLM muss daher
auf J Zeitpunkte erweitert werden
Y1 = x11β1 . . .+ x1lβl + . . .+ x1LβL + ε1
.
.
. =
.
.
.
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die Form Y = X~β +~ε mit den Spaltenvektoren Y der J Beobachtungen,~ε der J
Fehlerterme und~β den L unbekannten Regressionsgewichten. Die Matrix der Re-
gressoren X wird auch als Designmatrix (Abb. 3.10) bezeichnet, da sie das experi-
mentelle Design der Untersuchung beschreibt.
Y beschreibt die Beobachtungen u¨ber alle Zeitpunkte in genau einem Voxel (Voxel-
zeitreihe). Bei fMRI Aufnahmen werden u¨blicherweise 64×64 oder 128×128 Vo-
xel pro Schicht und bis zu 64 Schichten aufgenommen. Man erha¨lt also K Zeitrei-
hen (Anzahl der gemessenen Voxel), die mit je einem GLM in (3.35) beschrieben
werden.
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Abbildung 3.10: SPM Designmatrizen: Links: Der einfachste Fall einer Desi-
gnmatrix X mit einem Regressor x1 (Spalte 1) und einer zusa¨tzlichen Spalte zum
Erfassen von konstanten Einflu¨ssen wa¨hrend der Messung, z.B. Abnahme der Ma-
gnetisierung. Ein- und Ausschalten aller Regressoren. Die Designmatrix entspricht
dem Paradigma aus Abbildung 2.9, gefaltet mit der theoretischen HRF bei je-
dem Phasenwechsel (On-Off/Off-On). Das alternierende Paradigma ist deutlich
zu erkennen. Rechts: Fu¨r drei Untersuchungen erweiterte Designmatrix mit 198
(3×66) TR Messzeitpunkten Y.
YK = X~βK +~εK (3.35)
Die K-Voxelzeitreihen werden als voneinander unabha¨ngig behandelt, weshalb im
Weiteren exemplarisch nur ein Voxel betrachtet wird und daher der Index K weg-
gelassen wird.
Parameterscha¨tzung
Ist Y bekannt, d.h. ist die fMRI Untersuchung beendet, existieren Werte fu¨r jedes
Y. Wenn keine zwei gleichen Zufallsvariablen Yj oder Zufallsvariablen mit glei-
chen Regressoren existieren und die Anzahl L der Regressoren kleiner ist als die
Anzahl der J Beobachtungen, ist das GLM (3.34) nicht ohne Fehler~ε = 0 lo¨sbar.
Daher ist eine Scha¨tzung der unbekannten Parameter~β notwendig, fu¨r die hier der
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Ansatz der Minimierung der kleinsten Quadrate ([FFF+97], S.62) gewa¨hlt wird.
Wenn ~˜β = ( ˜β1, . . . , ˜βL)T der Vektor der gescha¨tzten Parameter ist, dann ist ˜Y =
( ˜Y1, . . . , ˜YJ)T = X
˜~β der Vektor der angepassten (gefitteten) Zufallsvariablen mit
dem Residuum e = (e1, . . . ,eJ)T = Y− ˜Y = Y−X~˜β.
Die Summe der quadratischen Residuen S = ∑Jj=1 e2j = eT e sind die quadratischen
Differenzen zwischen dem gemessenen und dem gefitteten Werten; ein Maß fu¨r
den Fit zwischen Y und Modell X~˜β mit den gescha¨tzten Parametern. Den kleinsten
Quadratescha¨tzer fu¨r ~˜β erha¨lt man dann durch die Minimierung (3.37) der Summe
der quadratischen Residuen (3.36).
S =
J
∑
j=1
(Yj− x j1 ˜β1−·· ·− x jL ˜βL)2 (3.36)
∂S
∂ ˜βl
= 2
J
∑
j=1
(−x jl)(Yj− x j1 ˜β1−·· ·− x jL ˜βL)2 = 0 (3.37)
Man kann zeigen, dass Gleichung (3.37) die j-te Zeile von XT Y = (XT X)~˜β ist. Der
kleinste Quadratescha¨tzer fu¨r ~˜β ergibt sich dann aus
XT Y = (XT X)~˜β
⇔ ~˜β = (XT X)−1XT Y (3.38)
Gleichung (3.38) unter der Annahme, dass das Modell korrekt ist und die Fehler
normalverteilt sind. Er stellt die beste lineare Scha¨tzung der Parameter ~β mit mi-
nimaler Varianz zwischen den Beobachtungen und dem Modell dar, vorausgesetzt,
X ist invertierbar. Letzteres ist erfu¨llt, wenn X vollen Rang besitzt.
3.2.2 Spezifischer Verteilungstest - SPM{T}
Geht man vom einfachsten Fall des GLM aus, d.h. mit nur einem Regressor x,
erha¨lt man
Y = x~β +~ε (3.39)
Fu¨r die Modellierung des BOLD-Effekts bei der fMRI beschreibt der Regressor x
in (3.39) zwei Zusta¨nde in der Zeit, aktiviert und nicht-aktiviert (vgl. Aufgabenpa-
radigma Abb. 2.9). Es handelt sich also eigentlich um zwei Variablen x1 und x2, bei
der x2 die Ruhe-/Kontrollphasen des Paradigmas beschreibt und genau dann Null
ist, wenn x1 6= 0 ist. Formuliert man dies explizit aus (3.39), erha¨lt man mit
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Y = x1~β1 + x2~β2 +~ε
= [x1x2]
(
~β1
~β2
)
+~ε (3.40)
eine Partitionierung mit den beiden Parametervektoren ~β1 (Aktivierung) und ~β2
(Ruhe/Kontrolle).
Die eigentliche Frage, ob die zeitliche MR-Signala¨nderung in einem Voxel un-
ter einer Aufgabenbedingung vera¨ndert wird, kann jetzt durch die Verschiedenheit
der Parametervektoren ~β1 und ~β2 definiert werden. Sind beide Parametervekto-
ren gleich, ist keine zeitliche Vera¨nderung zu beobachten gewesen (Baseline). Zur
¨Uberpru¨fung, ob ein Voxel aktiviert wurde, wird die Hypothese H0: ~β1 =~β2 ⇔
~β1−~β2 = 0 getestet. Wird H0 verworfen, ist das getestete x als aktiviert anzuneh-
men, da sich die Aktivierungsphase und Ruhe/Kontrollphase durch einen erho¨hten
Grauwert voneinander unterscheiden.
Die lineare Kontrasthypothese bzgl. der Komponenten von β fomuliert man anhand
von Kontrastvektoren c, z.B. c = (1,−1)T fu¨r das Beispiel (3.40) mit c1~β1 +c2~β2 =
0.
Mit Hilfe von c und den gescha¨tzten Parametern, aus denen ~˜β zusammengesetzt
ist, la¨sst sich H0 aus (3.38) formulieren mit
cT~˜β = cT (XT X)−1XT Y (3.41)
√
var =
√
σ2cT (XT X)−1c (3.42)
Wenn X vollen Rang besitzt, sind die gescha¨tzten Parameter ~˜β normalverteilt mit
Erwartungswert µ =~β und Varianz var = σ2(XT X)−1. Fu¨r (3.41) ergibt sich dann
cT~˜β∼N (cT~˜β,σ2cT (XT X)−1c).
Die Varianz des Residuum σ2 kann aus der Summe der quadratischen Residuen ge-
teilt durch die Anzahl der Freiheitsgrade J− p mit p =Rang(X) gescha¨tzt werden:
σ˜2 =
eT e
J− p ∼ σ
2 χ
2
J−p
J− p (3.43)
Normiert man Gleichung (3.41) um den Erwartungswert µ (3.41) und die Wurzel
der Varianz
√
var (3.42) kann zur Pru¨fung der Hypothese H0 eine mit J− p Frei-
heitsgraden T−verteilte Teststatistik Tk gebildet werden (3.46).
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⇔ cT~˜β− cT~β︸︷︷︸
µ
= cT (XT X)−1XT Y− cT~β︸︷︷︸
µ
(3.44)
⇔ c
T~˜β−µ√
σ2cT (XT X)−1c︸ ︷︷ ︸√
var
=
cT (XT X)−1XT Y−µ√
σ2cT (XT X)−1c︸ ︷︷ ︸√
var
(3.45)
⇒ Tk = c
T (XT X)−1XT Y−µ√
var
∼ tJ−p (3.46)
Gleichung (3.46) gibt fu¨r jedes Voxel k und den Kontrast c den spzifischen t-Wert
an, auf dessen Niveau u¨ber aktiviert oder nicht-aktiviert vom Untersucher entschie-
den wird. Bemerkt sei, dass es sich hier um den einseitigen t-Test handelt, da nur
auf eine Grauwerteerho¨hung getestet wird. Durch negative Vorzeichen in c kann
aber auch die negative Seite, d.h. Deaktivierung mit einer Grauwerteverringerung,
getestet werden. ¨Uberschreitet der Wert der Teststatistik Tk den zu einem vorgege-
benen α-Niveau kritischen t-Wert (tJ−p;1−α), dann zeigt das Voxel k eine signi-
fikante Aktivierung an. Ein in der fMRI u¨blicher Wert fu¨r α ist 0,01.
Komplexere Paradigmen mit mehreren Untersuchungsbedingungen und mehr als
nur einem Regressor werden analog behandelt; Designmatrix X und Kontrastvek-
tor c werden dementsprechend erweitert. Friston bezeichnet die Karte der t−Werte
(Abb. 3.11, rechts) aller Voxelzeitreihen als SPM{T} [FFF+97], die hier im Weite-
ren auch verwendet wird.
3.2.3 Allgemeiner Verteilungstest - SPM{F}
Fu¨r komplexere Designs, die mehrere Untersuchungsbedingungen umfassen, ist
neben dem fu¨r einen bestimmten Kontrastvektor spezifische t-Test auch eine allge-
meine Aussage daru¨ber, ob es Aktivierungsunterschiede zwischen den Bedingun-
gen gibt.
Eine Mo¨glichkeit fu¨r die allgemeine Aussage, ob es unter einer oder mehreren Un-
tersuchungen irgendeinen Unterschied zwischen der Ruhe/Kontroll- und den Auf-
gabenbedingungen gegeben hat, kann mit dem F-Test erfolgen. Ausgehend von
Gleichung (3.40) kann fu¨r ein beliebiges~β die Hypothese H0:~β1 = 0 zum Testen
definiert werden.
Wenn H0 zutrifft, dann folgt aus (3.40) Y = X2~β2 +~ε. Betrachtet man nun die
Summe der quadratischen Residuen (3.36), a¨ndert sich mit~β1 = 0 die Summe der
quadratischen Residuen zu S(~β1|~β2) = S(~β)− S(~β2). Unter der Annahme von H0
gilt S(~β1|~β2)∼ σ2χ2p unaha¨ngig von S(~β) mit p=Rang(X). Mit Hilfe der F-Statistik
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F =
S(~β)−S(~β2)/(p− p2)
S(~β))/(J− p) (3.47)
(p2=Rang(X2)) wird die Nullhypothese H0 :~β1 = 0 u¨berpru¨ft. ¨Uberschreitet der
Wert dieser F−Statistik den kritischen Wert F(p− p2,J− p;1−α), wird H0 ver-
worfen. Ein u¨blicher Wert ist α = 0,01. Analog zum t-Test wird die Karte der
Signifikanzwerte F aller Voxel in SPM als SPM{F} bezeichnet.
SPM{F} (Abb. 3.11, links) zeigt globale Vera¨nderungen unter den Aufgabenbe-
dingungen an, und ist daher besonders zur Datenreduktion oder Gewichtung von
interessanten Voxeln, d.h. nicht-Baseline Voxeln, geeignet, wie in Abschnitt 3.3.6
noch beschrieben wird. Es sei angemerkt, dass F eine ungerichtete Nullhyphotese
testet. Fu¨r den einfachsten Fall (3.39) gilt dann F = t2.
Abbildung 3.11: SPM Karten: Links: SPM{T} aller Hirnvoxel eines auditiven
Experiments in sagittaler, koronarer und axialer Schichtprojektion. Regionen, die
mit dem Aufgabenparadigma korrelieren, sind dunkel, je dunkler desto signifikan-
ter, markiert. Rechts: SPM{F} aller Hirnvoxel, bei dem auch deaktivierte Voxel
wegen des beidseitigen F-Tests markiert werden, wenn die vom Untersucher vor-
gegebene Signifikanzschwelle u¨berschritten wird.
3.2.4 Modellierung der ha¨modynamischen Antwortfunktion in 3D Hirn-
volumen
Das allgemeine lineare Modell in Gleichung (3.34) beschreibt die in jedem Vo-
xel j beobachtete ha¨modynamische Vera¨nderung und versucht die Varianz in Y
durch die Regressoren auf der rechten Seite der Gleichung zu beschreiben, bzw.
zu modellieren. Der zeitliche Verlauf des Paradigmas wird als Regressor xl for-
muliert. Die einfachste Modellierung wa¨re, wenn man xl bina¨r kodiert, mit Null
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in einer Ruhe-/Kontrollphase und Eins in einer Aktivierungsphase. Man erha¨lt so
eine Rampenfunktion, die nicht der komplexen biologisch ha¨modynamischen Ant-
wort entspricht [KvC99a] und zu einer ungenauen Scha¨tzung der ~˜β fu¨hren wu¨rde.
Fu¨r eine pra¨zisere Beschreibung der Varianz in Y ist es daher notwendig, auch die
ha¨modynamische Antwort (HR) als Funktion zu modellieren und mit xl im GLM
zu verwenden.
Zur Modellierung der ha¨modynamischen Antwortfunktion (HRF) muss die Ant-
wortcharakteristik der HR bekannt sein, um dann die zeitdiskrete Abtastung des
MR modellieren zu ko¨nnen. Aus optischen in vivo Untersuchungen der Hirnober-
fla¨che [FLTG90] und EPI fMRI Untersuchungen [BJWH93] kennt man den phy-
siologischen Zeitablauf der ha¨modynamischen Antwort nach einem kurzfristigen
Stimulus in einer lokal begrenzten Umgebung der aktivierten Neuronen (Tab. 2.1).
Die zeitliche Auflo¨sung heutiger MR-Systeme liegt bei 50-150ms pro Schicht und
fu¨hrt bei Mehrschichtaufnahmen zu einer Abtastung in Zeitintervallen, die zu einer
Verzo¨gerung und Streuung (Verschmierung) der HR fu¨hren. Diese beiden Faktoren
mu¨ssen bei der Modellierung der HRF beru¨cksichtigt werden [KvC99b].
Die HRF kann im Wesentlichen aus dem exponentiellen Anstieg nach einer gewis-
sen Verzo¨gerung bis zu einem Sa¨ttigungspunkt (Maximum), dem parabelfo¨rmigen
Abfall und dem negativ logarithmischen Ausschwingen bis zur Baseline beschrie-
ben werden (Abb. 3.12). Friston schla¨gt in [FJT94] eine ha¨modynamische Ant-
wortfunktion (HRF) vor, die einer poisson-verteilten Dichtefunktion entspricht und
leicht modifiziert [FJRT98] in SPM99 implementiert ist (3.48). Sie besteht aus der
Differenz zweier Wahrscheinlichkeitsdichtefunktionen G(x) der Gammaverteilung
mit Verzo¨gerungsparametern p1 (Verzo¨gerung der Antwort) und p2 (Verzo¨gerung
des Ausschwingens) und den Streuungsparametern p3 (Streuung der Antwort) und
p4 (Streuung des Ausschwingens), sowie Parametern p5 (Verha¨ltnis zwischen Ant-
wort und Ausschwingen), dem Stimulationsbeginn, der Untersuchungsla¨nge und
der vorgegebenen Abtastrate T > T R (TR ist MR Abtastzeit):
HRF(T R) = G(x, p1
p3
,
dt
p3
)−
G(x, p2p4 ,
dt
p4 )
p5
(3.48)
G(x,h,k) = k
h · xh−1 · e−lx
Γ(h) (3.49)
Faltet man die Rampenfunktion des Paradigmas mit der fu¨r die TR Abtastung mo-
dellierten HRF am Anfang und am Ende der On-Phase, erha¨lt man ein realistische-
res Modell der HR unter der Aufgabenbedingung (Abb. 3.12) als Regressor. Die
mit der HRF gefalteten x j werden dann fu¨r die Scha¨tzung der Regressionskoeffizi-
enten ~˜β verwendet.
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Abbildung 3.12: Modell der HRF : Einzelne HRF fu¨r eine Abtastrate von
TR=4000ms (links) und die Faltung eines Paradigmas mit 3 ON-/OFF Epochen
(vgl. Abb. 2.9) mit der HRF an den Phasenu¨berga¨ngen. Die berechneten theoreti-
schen Abtastwerte werden als Regressor x j in X verwendet.
Die hier vorgestellte Modellierung der HRF ist nur eine mo¨glich Variante. In der
Literatur besteht kein Konsens, wie die HRF am geeignetsten zu modellieren ist
[SW96]. Andere HRF Modelle, z.B. unter Verwendung der Normalverteilungs-
dichte [RKMvC98], werden auch diskutiert.
Zusammenfassung
Sind Annahmen u¨ber den BOLD-Effekt mo¨glich, z.B. theoretischer HRF-Kurven-
verlauf und das Aufgabenparadigma, kann man ein GLM fu¨r jedes Voxel aufstel-
len (3.34). Durch Scha¨tzung der unbekannten Parameter ~β mit der Methode der
kleinsten Quadrate (3.38) erha¨lt man eine Lo¨sung fu¨r das GLM mit minimalem
quadratischem Fehler. Aus den gescha¨tzten Parmetern~β la¨sst sich fu¨r einen spezi-
fischen Kontrast c eine Aufteilung von X in Ruhe/Kontroll- und Aktivierungsparti-
tionen beschreiben. Mit Hilfe von (3.46) wird fu¨r diese Partitionen die Hypothese
H0 : c1~β1 = c2~β2 getestet und mit der zentralen t-Statistik verglichen. Man erha¨lt
so einen Signifikanzwert in der t− bzw. F-Verteilung, der vom Untersucher inter-
pretiert wird.
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SPM{T} gibt Mittelwertunterschiede zwischen spezifischen Partitionen von Ru-
he/Kontrollbedingung und Aufgabenbedingung an, SPM{F} beschreibt Varianzun-
terschiede zwischen beliebigen Partitionen der Designmatrix. Abbildung 3.13 zeigt
exemplarisch, wie groß die Differenz zwischen gemessener Zeitreihe und dem an
das Modell gefitteten Zeitreihe Y ′ = X~˜β ist. Bemerkt sei, dass nur ein Modell mit
einer beliebigen, aber festen Anzahl von Regressoren fu¨r alle Hirnvoxel verwendet
wird - offensichtlich eine sehr starke Vereinfachung.
Abbildung 3.13: Aktiviertes Voxel: Die Grafik zeigt die Originalzeitreihe
Y (blau), und die durch Abscha¨tzung der Regressionskoeffizienten gefundene
Lo¨sung, aus der sich die an das Modell gefittete Zeitreihe (rot) berechnet.
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3.3 Modellfreie Bildverarbeitungsmethoden
Nachdem im vorherigen Abschnitt die modellbasierte Methodik am Beispiel von
SPM vorgestellt wurde, soll hier die modellfreie Analyse der Zeitreihen genauer
beschrieben werden. Ziel ist auch hier, aktivierte von nicht-aktivierten Voxeln an-
hand der zeitlichen Information zu trennen, jedoch mit dem Unterschied, dass kein
Modell der HRF und des Aufgabenparadigmas die Auswertung beschra¨nkt. Ver-
schiedenste Ansa¨tze fu¨r die modellfreie Auswertung von fMRI Zeitreihen sind in
der Literatur beschrieben.
a b
c
Abbildung 3.14: Fuzzy Cluster c-mean Ergebnisse: In Grafik (a) sind die vier
punktfo¨rmig und gleichdicht verteilten Punktwolken mit deren Clustermittelpunk-
ten (rot) und der resultierenden guten Partitionierung zu erkennen. In (b) sind zwei
kompakte und eine ausgedehnte Verteilung partitioniert worden. Zahlreiche Voxel
sind wegen der unterschiedlichen Verteilung nicht erfasst. In (c) sind zwei lini-
enfo¨rmige Verteilungen (oben und unten) vorgegeben, jedoch verla¨uft die gefun-
dene Clustergrenze mitten durch die disjunkten Merkmale. Punkte ausserhalb der
Clustergrenzen sind keinem Cluster zugeordnet. Grafiken aus [HKKR00], c©2000
John Wiley & Sons Ltd, New York.
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McKeown et al. [MMB+98] schla¨gt eine Auswertung mit der Independent Com-
ponents Analysis (ICA), eine der Principal Components Analysis (PCA) [Com94]
[Chr97] verwandte Methode, die schon fu¨r die PET Auswertung verwendet wurde
[FFLF93], vor, bei der sich durch Maximierung der Entropie redundante Infor-
mationen in den Zeitreihen reduzieren lassen und so ra¨umlich unabha¨ngige Kom-
ponenten, u.a. die mit dem Paradigma korrelierten Zeitreihen, im Merkmalsraum
ausgepra¨gt werden.
Abbildung 3.15: Merkmalsraum der FCA: Gemittelte Antwort aus 10 fM-
RI Untersuchungen einer Person bei der verschiedene Charakteristika der
Ha¨modynamischen Antwort mit der FCA aus einem Merkmalsraum klassifiziert
werden konnten: starke Aktivierung (Cluster 1), abgeschwa¨chte Aktivierung (Clus-
ter 2 und 3) und Deaktivierung (Cluster 4). Grafiken aus [GHLR01], c©2001 Wiley-
Liss.
Scarth et al. [SMWS95] [SS96] schlagen einen Ansatz unter Verwendung der Fuz-
zy Cluster Analysis (FCA) vor, der spa¨ter auch von Baumgartner [BST+97] [BWM98]
und Moser [MDB97] aufgegriffen und implementiert wurde. Die Zeitreihen wer-
den als Punkte in einem T dimensionalen Raum (T ist die Anzahl der TR-Zeitpunkte)
betrachtet. Bei der FCA werden Punktwolken im Raum durch iteratives Verschie-
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ben der vorgegebenen Clustermittelpunkte in optimale Positionen beschrieben. Man
erha¨lt so Cluster, die durch eine Umgebung um den jeweiligen Clustermittelpunkt
definiert werden. Die Iteration verla¨uft als Optimierungsprozess, bei der ein Di-
stanzmaß zwischen Mittelpunkt und Clusterpunkten minimiert wird. Zum Auffin-
den von Punktwolken kann der fuzzy c-means Algorithmus [HKKR00] verwendet
werden, der die euklidische Distanz im Raum als Gu¨temaß verwendet, so auch bei
[BST+97] [MDB97].
Eine wesentliche Voraussetzung fu¨r den Erfolg des fuzzy c-means Algorithmus
ist die gleichma¨ßige und kreisfo¨rmige Verteilung der Punkte im gesuchten Clus-
ter (Abb. 3.14, a). Ist diese Verteilung zwischen den Clustern inhomogen, werden
Punkte nicht korrekt oder gar nicht klassifiziert (Abb. 3.14, b). Bei nicht kreisfo¨rmi-
gen Verteilungen, z.B. bei einer linienfo¨rmigen Verteilung (Abb 3.14, c), etwa ent-
lang der Zeitachse bei zeitlich verzo¨gerten Aktivierungen eines kognitiven Netz-
werks, ko¨nnen Clustergrenzen mitten durch die gesuchten Cluster gezogen werden.
FMRI Zeitreihen weisen i.a. keine streng homogenen und kugelfo¨rmigen Vertei-
lungen im Merkmalsraum auf. Daher bleibt der Einsatz der FCA mit fuzzy c-means
Algorithmus auf einfache Aussagen u¨ber die fMRI-Zeitreihen beschra¨nkt.
Zwei Ansa¨tze zur Lo¨sung des genannten Problems mit der FCA sind naheliegend.
Zum einen kann ein Partitionierungsalgorithmus verwendet werden, der auch inho-
mogene Verteilungen clustern kann. Eine solche Erweiterung des auf kreisfo¨rmige
Cluster beschra¨nkten fuzzy c-mean Algorithmus fu¨r ellipsoide Cluster wurde von
Gustafson und Kessel vorgestellt ([HKKR00] Abschnitt 2.2). Eine weitere Lo¨sung
ergibt sich, wenn eine Meta-Beschreibung der Zeitreihen durch charakteristische
Merkmale verwenden wird, die zu einem neuen Merkmalsraum fu¨hren, der dann
kreisfo¨rmige Cluster entha¨lt. Dieser kann dann durch die FCA partitioniert werden.
Der letzte Gedanke ist ju¨ngst von Goutte [GHLR01] umgesetzt worden und scheint
eine erfolgversprechende Erweiterung der bisher verwendeten FCA [GTR+99] zu
sein (Abb. 3.15). Die erwa¨hnten Algorithmen zur FCA und weitere Details findet
der interessierte Leser in [Har75] und [HKKR00].
3.3.1 Konnektionistische Strukuren zur unu¨berwachten
Merkmalsklassifikation
Die ICA und FCA geho¨ren zur Gruppe der Subraum-Minimierungsverfahren, bei
der ein i.a. hochdimensionaler Raum durch Repra¨sentanten, die Independent Com-
ponents bei der ICA und die Clustermittelpunkte bei der FCA, in einem nieder-
dimensionalen Raum beschrieben wird. Zu diesen Verfahren za¨hlt auch die von
Kohonen fu¨r die Mustererkennung entwickelte selbstorganisierende Merkmalskar-
te (SOM), eine konnektionistische Struktur (ku¨nstliches Neuronales Netzwerk),
die erstmals von Kohonen [Koh82] erwa¨hnt wurde und in [Koh97] ausfu¨hrlich mit
Anwendungsbeispielen diskutiert ist.
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Die SOM besteht aus einem Netzwerk von artifiziellen Neuronen (mathematische
Objekte). Jedes Neuron ist in der Lage, Informationen u¨ber ein n-dimensionales
Merkmal mittels seiner Gewichte zu speichern. ¨Uber die Verbindungen zu Nach-
barneuronen im Neuronalen Netzwerk, die die SOM beschreiben, wird ein zwei-
dimensionales Cluster von a¨hnlichen Merkmalen ausgebildet. Die Ausbildung der
Merkmale in jedem Neuron und die Clusterbildung a¨hnlicher Merkmale erfolgt in
einem Zwei-Phasen Training, der Ordnungs- und der Konvergenzphase, mit einer
Auswahl von Trainingsvektoren. Das Training besteht aus sukzessiver Pra¨sentation
der Trainingsvektoren an jedes Neuron im Netzwerk. Ein Abstandsmaß definiert
die ¨Ahnlichkeit zwischen Trainingsvektor und Neuronengewichten und bestimmt,
welches der Neuronen als Gewinner gezogen wird. Dieses Neuron und seine un-
mittelbare Nachbarschaft wird anschließend u¨ber eine Update-Vorschrift an den
Trainingsvektor angepasst. Mit dem na¨chsten Trainingsvektor wird so fortgefah-
ren, bis eine vorgegebene Anzahl von Trainingsschritten erreicht ist. Die trainierte
SOM, zusammen mit den kalibrierten Neuronengewichten, repra¨sentiert die Merk-
male des Eingaberaums, und die Karte kann fu¨r die weitere Klassifikation dieses
und a¨hnlicher Ra¨ume verwendet werden.
Die SOM-Methodik findet vor allem im Bereich der Mustererkennung Anwen-
dung, z.B. zur rotationsinvarianten Erkennung von Objekten, der Texturerkennung,
oder der Spracherkennung, z.B. bei der Phonemerkennung kontinuierlicher Spra-
che mit phonotopischen Karten, oder der Textsuche (WEBSOM) im Internet. An-
wendungen der genannten Beispiele finden sich in [Koh97]. Die modellfreie Ana-
lyse der fMRI-Daten mit der SOM stellt eine neue Auswertemethodik in den Neu-
rowissenschaften dar und wurde erstmals in [EFK+99] beschrieben und spa¨ter auch
von anderen Gruppen u¨bernommen [FH99] [NH99]. Die Anwendung der SOM-
Methodik im Kontext der fMRI Analyse ist Thema der vorliegenden Arbeit und
wird im weiteren genauer betrachtet.
Ziel der modellfreien Analyse mit der SOM ist eine Merkmalsbestimmung an-
hand der fMRI-Zeitreihen, also ein rein datengetriebener Ansatz, ohne ein Modell
des Paradigmas oder der HRF. Folglich handelt es sich bei der SOM um einen
unu¨berwachten Ansatz, da keinerlei feste Parameter der Eingabedaten bekannt
sind und so auch keine ¨Uberwachungsinstanz definierbar ist. Eine Erweiterung der
SOM in eine hybride Form, die auch Modellannahmen als Vorinformation verwen-
det, wird unter Abschnitt 3.4 bei der Behandlung von ereigniskorrelierter fMRI
behandelt.
3.3.2 SOM-Algorithmus und Implementierung
Nach dem ¨Uberblick u¨ber die Verfahrensweise wird nun der der SOM zugrunde-
liegende Algorithmus na¨her beschrieben. Ein Neuron i im artifiziellen Sinne be-
schreibt einen Gewichtsvektor Wi = [wi1, . . . ,win]T mit wi j ∈ R . Eine SOM besteht
aus einer Menge artifizieller Neuronen, bei der im einfachsten und hier verwen-
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deten Fall jedes Neuron mit dem Trainingsvektor x ∈ R n verbunden ist. Die Ver-
bindungen der Neuronen untereinander beschreiben ein zweidimensionales Ver-
bindungsnetzwerk (Abb. 3.16), bei dem die Neuronen von oben links nach unten
rechts konsekutiv durchnummeriert sind.
Netzwerktopologie
Die Struktur des Netzwerks beeinflusst die Auspra¨gung der Merkmale in den Neu-
ronen. Die Information des Trainingsvektors wird bei jedem Schritt in einer be-
stimmten Region um den zum Trainingsvektor a¨hnlichsten Neuronenvektor ver-
teilt, indem alle Neuronen an die Eingabe angepasst werden. Verschiedenste, meist
an den Anwendungsfall angepasste Topologien, werden in der Literatur beschrie-
ben. Die u¨blicherweise verwendete Standardtopologie der zweidimensionalen Kar-
ten ist die rechteckige Gittertopologie (Abb. 3.16, links) mit Ra¨ndern. Sie war die
erste von Kohonen vorgestellte Kartentopologie [Koh97] und ist wegen der einfa-
chen Implementierung und Visualisierung die am ha¨ufigsten verwendete Topologie
fu¨r die SOM Methode. Eine Erweiterung der Rechtecktopologie stellt die Verwen-
dung eines hexagonalen Gitters dar, bei dem bis auf die Ra¨nder jedem Neuron mehr
Nachbarn zur Verfu¨gung stehen (Abb. 3.16, rechts).
Abbildung 3.16: 2D SOM-Topologien: Klassische rechteckige Gitterstruktur
(links), toroidale Erweiterung der Gitterstruktur ohne Ra¨nder (Mitte) und hexa-
gonale Verbindungsstruktur der Neuronen mit noch engerer Verknu¨pfung (rechts).
Die Neuronen der Ra¨nder im Gitter haben im Vergleich mit den Neuronen im In-
neren der Netwerkstruktur weniger Nachbarn (2 oder 3 Neuronen bei der Recht-
ecktopologie).
Aus den Ergebnissen der vorliegenden Studie la¨sst sich folgende Hypothese fu¨r die
Randneuornen aufstellen: Bei einem Update der Neuronengewichte um ein Rand-
neuron wird weniger Merkmalsinformation in die umliegende Region abgegeben.
Es ko¨nnen Polarisierungseffekte eintreten, d.h. dass Extremmerkmale in die Ecken
der SOM wa¨hrend des Trainings gezogen werden. Die Eckpunkte sind dann Pole,
a¨hnlich magnetischen Polen, der sich am meisten unterscheidenden Merkmale, d.h.
Merkmale mit maximaler Distanz zueinander im Sinne der der SOM zugrundelie-
genden Metrik, z.B. der Euklidischen Distanz. Dieser Effekt kann wu¨nschenswert
sein, wenn die Anzahl der Prima¨rmerkmale gering ist, wie z.B. bei der fMRI mit
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Aktivierung, Deaktivierung und Baseline Voxelzeitreihen. Zahlenma¨ßig nicht do-
minierende Merkmale ko¨nnen so leichter um eine Eckregion in der SOM erhalten
bleiben (vgl. Abschnitt 4.1.3).
Auf der anderen Seite ko¨nnen Ra¨nder u.U. auch zu topologischen Defekten fu¨hren,
d.h. die Karte kann sich nicht korrekt entfalten und daher nicht ihre gesamte Kapa-
zita¨t nutzen. Topologische Defekte sind aber weniger ein Problem der Ra¨nder; sie
sind immer ein Indiz fu¨r eine zu kleine oder eine zu schnell abnehmende Nachbar-
schaftsumgebung beim Training [Koh97].
Wenn sehr viele unterschiedliche Merkmale in der SOM ausgebildet werden sollen,
kann man eine zusa¨tzlich Erweiterung der Topologie vornehmen. Andreu [ACV97]
schla¨gt fu¨r diesen Fall die Verwendung von toroidalen Netzwerken vor (Abb. 3.16,
mitte). Auch sind ho¨herdimensionale Topologien, in der Literatur Hypercube SOMs
[Hay94] [Koh97] genannt, eine alternative Topologie.
Fu¨r die Auswertung der fMRI-Zeitreihen in dieser Arbeit sind die u¨blichen zweidi-
mensionalen rechteckigen und hexagonalen Topologien [Koh97] untersucht wor-
den, da diese als Standardtopologien in der Bildverarbeitung in zahlreichen Ap-
plikationen gute Ergebnisse liefern und als etabliert gelten. Zudem zeigten erste
Voruntersuchungen mit fMRI-Daten und diesen Topologien sehr vielversprechen-
de Ergebnisse [EFK+99]. Bei den betrachteten Beispielen in Kapitel 4 zeigte sich
jedoch kein wesentlicher Unterschied zwischen den Ergebnissen mit rechtecki-
gen und hexagonalen Gittertopologien. Daher sind zur konsistenten Darstellung
und Diskussion der Ergebnisse aller SOMs in Kapitel 4 ausschließlich rechteckige
Topologien verwendet worden, jedoch mit teilweise unterschiedlicher Anzahl an
Neuronen und verschiedenen Kantenverha¨ltnissen SOMx/SOMy (vgl. Diskussion
in Kapitel 4). Zur Vermeidung von topologischen Defekten sind nach Vorschla¨gen
von Kohonen ([Koh97], Abschnitt 3.9) immer rechteckige (SOMx >> SOMy) und
keine quadratischen Netzwerke, sowie eine sehr breite Nachbarschaftsregion mit
ri = (SOMx ∗SOMy)/2 verwendet worden.
Neuronendistanzmaß
Beim Anlegen eines Trainingsvektors x an das Neuronale Netzwerk wird fu¨r alle
Neuronen simultan ein Distanzmaß δ zwischen x und Wi berechnet, aus dem das
Neuron mit dem geringsten Abstand zu x, allgemein Gewinner genannt, ermittelt
wird. Verschiedene Abstandsmaße, z.B. die Lr Metriken (3.50) wie die City-Block-
Metrik (3.51) (r = 1) und die Euklidische Distanz (3.52) (r = 2), oder andere Ab-
standsmaße wie die Tschebyscheff-Distanz (3.53) (r = ∞) finden bei der Anwen-
dung der SOM Verwendung [HE95] [Hay94] [Koh97].
59
KAPITEL 3. METHODEN DER BILDVERARBEITUNG VON 4D MR-DATEN
Abbildung 3.17: Veranschaulichung der Lr Metriken als Abstandsmaße im zweidi-
mensionalen Fall zwischen Vektor x und Neuronvektor Wi.
δLr (x,Wi) = r
√
n
∑
k=1
|xk−wik‖r = ‖x−Wi‖r (3.50)
δcity(x,Wi) =
n
∑
k=1
|xk−wik|= ‖x−Wi‖1 (3.51)
δEuklid(x,Wi) = 2
√
n
∑
k=1
(xk−wik)2 = ‖x−Wi‖2 (3.52)
δT schebysche f f (x,Wi) = max
k∈{1,...,n}
{|xk,wik|}= ‖x−Wi‖∞ (3.53)
Ein weiteres in der Statistik verwendetes Distanzmaß ist die Mahalanobis-Distanz
(3.54) [Han81]. Sie verwendet die empirische Kovarianzmatrix der p beobachteten
Merkmale einer Stichprobe, d.h. der p Neuronenvektoren Wi:
δMahalanobis(x,Wi) =
√
(xi−wi j)T · cov−1(Wi) · (xi−wi j)
= ‖x−Wi‖M (3.54)
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Die Kovarianzmatrix cov(Wi) berechnet sich aus:
cov(Wi) =

s21 s12 . . . s1p
s12 s
2
2 . . . s2p
.
.
.
.
.
.
.
.
.
.
.
.
s1p s2p . . . s
2
p
 (3.55)
Fu¨r k = 1, . . . , p ist
s2k =
1
n−1
n
∑
i=1
(wik− ¯Wk)2 mit ¯Wk = 1
n
n
∑
j=1
w jk (3.56)
die empirischen Varianz des k-ten Merkmals (Neuronenvektors) und fu¨r k, l =
1, . . . , p mit k 6= l ist
skl =
1
n−1
n
∑
i=1
(wik− ¯Wk)(wil− ¯Wl) (3.57)
die empirische Kovarianz zwischen dem k-ten und dem l-ten Neuronenvektor.
Die Lr-Metriken betrachten lediglich die Distanz zwischen der Eingabe x und den
Neuronengewichten Wi. Die Mahalanobis-Distanz ist dagegen ein gewichteter eu-
klidischer Abstand [Chr97], bei dem auch die Kovarianzen, d.h. Abha¨ngigkeiten,
der p Neuronenvektoren untereinander beru¨cksichtigt werden.
Bei Verwendung der Mahalanobis-Distanz verlangsamt sich das Verfahren erheb-
lich (je nach Gro¨ße von p und n auf etwa die 10- bis 15-fache Rechenzeit), be-
dingt durch die Berechnung der Kovarianzmatrix der Neuronenvektoren und der
Inversen in jedem Schritt; sie ist daher fu¨r die klinische Routineanwendung un-
brauchbar. Der euklidische Abstand kann hingegen sehr viel schneller berechnet
werden (100000 Schritte in wenigen Minuten) und fu¨hrt zu stabilen Karten (vgl.
Kapitel 4). Voruntersuchungen zeigten außerdem, das die Mahalanobis-Distanz
keine wesentliche Verbesserung im Vergleich mit der euklidischen Distanz in der
Merkmalsausbildung und bei den Quantisierungsfehlern (QE-Verbesserung < 5%)
erreicht.
Anpassung der Neuronengewichte
Nach Berechnung des Distanzmaßes δEuklid fu¨r jedes Neuron wird der zum Trai-
ningsvektor a¨hnlichste Neuronengewichtsvektor u¨ber
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c = min
k=1,...,p
{‖x−Wi‖2} (3.58)
bestimmt. Der Gewinner ist Mittelpunkt einer Nachbarschaftsumgebung, die mit
dem Gewinner-Neuron an die Eingabe x angepasst wird. Die Nachbarschaftsan-
passung hat einen Gla¨ttungseffekt auf der Karte und fu¨hrt zu einer globalen Ord-
nung der Merkmale mit der Clusterausbildung a¨hnlicher Merkmale. Die Neuronen
werden so gema¨ß
Wi(t + 1) = Wi(t)+ α(t) ·hci(t) · [x(t)−Wi(t)] (3.59)
bei jedem Iterationsschritt vera¨ndert. Die Nachbarschaftsfunktion hci ist dabei der
Gla¨ttungskernel mit hci = h(‖rc− ri‖, t), abha¨ngig von der Distanz jedes Neurons
Wi zum Gewinnerneuron Wc. hci ist so definiert, dass bei zunehmendem Abstand
‖ri− rc‖ von Wc in der Karte und mit t → ∞ die Nachbarschaftsfunktion h→ 0
geht. Neben der Nachbarschaftsfunktion wird die Modifikation der Neuronenge-
wichte durch α(t), die Lernrate mit (0 < α(t) < 1) bestimmt, die wie der Radius
der Nachbarschaftsumgebung N(t) mit der Zeit monoton abfa¨llt.
Abbildung 3.18: Nachbarschaft bei Verwendung einer rechteckigen (links) oder
radialsymmetrischen (rechts) Funktion um das Gewinnerneuron Wc.
Nachbarschaftsfunktion
Ha¨ufig werden feste rechteckige oder radiale Nachbarschaften verwendet (Abb.
3.18) mit fester monoton fallender Nachbarschaftsgewichtung (3.60). Eine glattere
laterale Interaktion zwischen den Neuronen kann mit der Gauss-Funktion (3.61)
erreicht werden, die fu¨r die weiteren Experimente hier verwendet wird.
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hci(t) =
{
1 i ∈ Nc
0 i /∈ Nc
(3.60)
hci(t) = exp(−‖rc− ri‖
2
2σ2(t)
) (3.61)
Die Nachbarschaftsfunktion bewirkt, dass a¨hnliche Neuronen sich gegenseitig sti-
mulieren und durch die Clusterbildung eine Abschwa¨chung der synaptischen Bin-
dungen, d.h. der Neuronengewichte, in Neuronen zwischen den Clustern erfolgt
- es kommt zu einer Polarisierung der verschiedenen Merkmalsklassen des Trai-
ningsraumes. Dies entspricht im Wesentlichen der Lernregel nach Hebb fu¨r die
¨Anderung der synaptischen Verbindung zwischen zwei Neuronen [Heb49].
Training der SOM
Unter Verwendung der Lernvorschrift (3.59) wird die SOM in zwei Phasen mit den
Trainingsvektoren trainiert (vgl. Abb. 3.19). Ausgehend von randomisiert initiali-
sierten Neuronengewichten wird in der Ordnungsphase, i.a. innerhalb der ersten
1000-10000 Schritte, die Struktur der Merkmalsklassen in der SOM ausgebildet.
Wa¨hrend dieser Phase verwendet man meist eine hohe α(t) Lernrate nahe bei 1. In
der zweiten Phase, der Konvergenzphase, in der wiederum die Trainingsvektoren
pra¨sentiert werden, erfolgt die Verfeinerung der Merkmalsausbildung in der SOM,
bei der mit kleinerer Lernrate α(t) < 0.05 und kleinerem Nachbarschaftsradius
N(t) trainiert wird.
Zur Visualisierung der Topologiebeziehung der Neuronen untereinander, z.B. zur
Darstellung der Entfaltung der SOM wa¨hrend des Trainings (Abb. 3.19), kann
das von Sammon [Jr.69] vorgestellte Verfahren des Sammon Mapping (Abb. 3.19)
verwendet werden. Dieses Verfahren wurde urspru¨nglich von Sammon als nicht-
lineare Alternative zur Principal Component Analysis Projektionsmethode entwi-
ckelt. Sammon wollte hochdimensionale Ra¨ume auf niederdimensionale (meist
2D) topologierhaltend, d.h. das nah beieinander liegende Vektoren in der Projek-
tion auch im Originalraum nah beieinander liegend sind und umgekehrt, abbilden.
Hierfu¨r definiert Sammon eine Fehlerfunktion
ESammon =
1
∑Ni, j=1 dni j
N
∑
i, j
(dni j−dpi j)2
dni j
(3.62)
mit der Distanz dni j zwischen dem i-ten und j-ten Vektor im n-dimensionalen Ur-
sprungsraum und im p-dimensionalen Zielraum der Projektion. ESammon wird dann
mit Hilfe eines Gradientminimierungsverfahrens optimiert. Das Sammon Mapping
ist fu¨r große Vektorra¨ume sehr langsam, nicht jedoch fu¨r die i.a. kleine Anzahl
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der Referenzvektoren einer SOM. Fu¨r die fMRI ist jedoch die Topologiedarstel-
lung von untergeordneter Bedeutung, ausser zur ¨Uberpru¨fung auf Topologiedefek-
te. Die Visualisierung der Referenzvektoren und der von jedem Neuron klassifi-
zierten Voxel, sowie deren Quantisierungsfehler (3.63) sind fu¨r die Interpretation
der fMRI-Daten hingegen notwendig, wie weiter unten noch erla¨utert wird.
Abbildung 3.19: Entfaltung des Merkmalsraumes: Am Beispiel eines gleichver-
teilten Eingaberaumes, bestehend aus Vektoren xi = {0, . . . ,1} mit x ∈ R 2, zeigt
die SOM (12×12 Neuronen, rechteckige Topologie) die Ausbildung der disjunk-
ten Merkmale bei randomisierter Initialisierung (links oben), nach 100 Schritten
(rechts oben), nach 200 Schritten (links unten) und die vollsta¨ndig entfaltete Karte
nach 20000 Schritten (rechts unten). Die Darstellung zeigt das Sammon Mapping
der Kanten und Knoten, die den euklidischen Abstand, bei R n mit n > 2, den ap-
proximierten euklidischen Abstand, der Neuronen untereinander beschreibt.
Klassifikation der SOM Referenzvektoren
Nach dem Training kann die SOM zur Klassifikation des Trainingsraumes oder
zum Trainingsraum a¨hnlicher Eingabera¨ume verwendet werden, bei der fu¨r al-
le Eingabevektoren eine eindeutige Abbildung im Sinne des ¨Ahnlichkeitsmaßes
(3.58) durchgefu¨hrt wird. Jedem Eingaberaumvektor wird so eindeutig ein Neuron
Wi der SOM zugeordnet. Eine spezielle Ru¨ckweisungsklasse fu¨r unbekannte Merk-
male, wie sie bei Backpropagation Netzwerken [Hay94] verwendet wird, existiert
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beim SOM-Ansatz nicht.
Die Gu¨te der ¨Ahnlichkeit zwischen dem im Neuron gespeicherten Merkmalsvektor
(Referenzvektor) und jedem Eingabevektor kann durch den Quantisierungsfehler
(QE), dem Skalarprodukt der Vektoren x und Wi, bestimmt werden mit
QE(x,Wi) =
√
(x−wi1)2 + . . .+(xn−win)2 (3.63)
Der QE gibt fu¨r jedes Voxel ein relatives Maß fu¨r die Zugeho¨rigkeit zur durch
das Neuron bestimmten Merkmalsklasse. Ein hoher QE bedeutet, das der Vektor
x eine sta¨rkere Abweichung vom Referenzvektor aufweist, aber immer noch zu
der Merkmlasklasse geho¨rt, die sein Neuron repra¨sentiert. Hohe QE findet man
meist an starken Grauwertgradienten, z.B. Hintergrund/Gehirn. Aber auch, wie in
Kapitel 4 noch gezeigt wird, kann die zeitliche Latenz oder Amplitudenunterschie-
de zwischen aktivierten Regionen zu einem funktionell erkla¨rbaren regionalen QE
Anstieg fu¨hren, z.B. das Auslaufen des BOLD-Signals in Abbildung 4.22. Der QE
stellt somit eine wichtige Gro¨ße zur Interpretation der funktionellen Klassifikation
der fMRI Daten dar und wird im Folgenden immer mit den Referenzvektoren der
SOM angegeben.
Die Trainingsvektoren x, die der SOM pra¨sentiert werden, mu¨ssen den spa¨ter zu
klassifizierenden Eingaberaum repra¨sentieren. Ha¨ufig werden die gezielte Auswahl
von gewu¨nschten Merkmalsvektoren, die randomisierte Auswahl einer Teilmenge
bei gleichverteilten Merkmalen oder der gesamte Eingaberaum als Trainingsvekto-
ren gewa¨hlt. Zur Implementierung des SOM-Klassifikators in dieser Arbeit ist u.a.
die SOM-PAK Toolbox [KHKL96] [VHAP00] verwendet worden.
3.3.3 Definition der Untersuchungsmethode
Das hier verwendte Training der SOMs umfasst jeweils 2 Trainingsphasen. Zu Be-
ginn des Trainings werden die Neuronengewichte randomisiert initalisiert mit Wer-
tebereich W ∈ R = [0, . . . ,1]. In der anschliessenden 1. Trainingsphase, der Ord-
nungsphase, in der eine grobe Ausbildung von Clustern a¨hnlicher Merkmale aus
den pra¨sentierten Eingabevektoren erfolgt, wird ein initialer Nachbarschaftsradius
von ri = (SOMx ∗ SOMy)/2 und eine Lernrate α = 0.9 verwendet. Jeder Einga-
bevektor wird jeweils fu¨nfmal in zufa¨lliger Reihenfolge dem Neuronennetzwerk
pra¨sentiert. Die folgende Konvergenzphase, bei der jeder Eingabevektor weitere
zehnmal in zufa¨lliger Reihenfolge dem Neuronennetzwerk pra¨sentiert wird, fu¨hrt
zu einer Verfeinerung der Neuronengewichte. Der initiale Nachbarschaftsradius
betra¨gt in der 2. Phase ri = (SOMx∗SOMy)/4 mit der Lernrate α = 0.02. Als SOM-
Topologie ist im Folgenden immer die Rechtecktopologie mit Ra¨ndern verwendet
worden. Abbildung 3.20 beschreibt dann alle Schritte des SOM-Verfahrens.
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Abbildung 3.20: SOM-Algorithmus: Nach der Auswahl geeigneter Trainingsvek-
toren aus dem Eingaberaum wird mit randomisiert initialisierten Neuronengewich-
ten das Training der Neuronen der SOM durchgefu¨hrt. In zwei Phasen werden
disjunkte Merkmale der Trainingsvektoren von den Neuronen gelernt. Die trai-
nierte Neuronenkarte wird anschließend zur Klassifikation und Visualisierung des
gesamten Eingaberaumes verwendet.
Nach dem Training der SOM werden die Eingabevektoren erneut dem Neuronalen
Netzwerk pra¨sentiert. Mittels der Euklidischen Distanz zu den Neuronengewichten
aller Neuronen, wird das zu jeder Voxelzeitreihe a¨hnlichste Neuron bestimmt und
das Voxel mit der Nummer dieses Neurons markiert.
Zur Darstellung des Trainings- und Klassifikationsergebnisses der SOM werden fu¨r
jeden Referenzvektor die Werte der Neuronengewichte (y-Achse) fu¨r jeden Zeit-
punkt (x-Achse) in einen Graphen eingetragen und miteinander verbunden (Abb.
3.21, links). Die SOM wird dann aus allen Neuronengraphen, entsprechend der Git-
terposition des Neurons im Netzwerk, als rechteckige Karte dargestellt. Zusa¨tzlich
werden fu¨r jede Schicht alle Voxel entsprechend ihrer Neuronenzugeho¨rigkeit an
der entsprechenden Gitterposition des Neurons in einer Klassifikationskarte darge-
stellt (vgl z.B. Abb. 3.23).
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Die Einfa¨rbung eines Voxel erfolgt nach seinem Quatisierungsfehler (3.63) mit
niedrigem QE (gelb) bis hohem QE (rot), wobei der Farbwert relativ zu QEmin und
QEmax aller Voxel des jeweiligen Neurons ermittelt wird (Abb. 3.21, rechts).
Abbildung 3.21: SOM-Ergebnisse: Am Beispiel von Neuron 10 aus Abbildung
3.33 sind die beiden Darstellungsformen des SOM Ergebnisses illustriert. Links:
Neuronengewichtswerte (Neuronengraph), relatives MR-Signal (y-Achse) in der
Zeit (x-Achse). Deutlich ist das alternierende Aufgabenparadigma zu erkennen.
Rechts: Voxel, deren Zeitreihe den Gewichten von Neuron 10 im Sinne der Eukli-
dischen Distanz am ¨Ahnlichsten sind. Die Einfa¨rbung erfolgt nach dem QE, gelb
(geringe Abweichung) bis rot (sta¨rkere Abweichung).
Mit Hilfe dieser Ergebniskarten der SOM, kann der erfahrene Neurowissenschafl-
ter nicht nur eine Differenzierung von aktiviert und nicht-aktiviert im Vergleich
mit dem Paradigma, d.h. Korrespondieren die Zeitreihen des Paradigmas mit dem
des Referenzvektors, erhalten, sondern auch klassifizierte Regionen, die einen be-
stimmten Merkmalsvektor besitzen, mit dem Wissen u¨ber die funktionelle Neuro-
anatomie erkla¨ren. Die SOM-Karte stellt somit eine Interpretationsgrundlage fu¨r
den Untersucher dar. In Kapitel 4 werden daher nicht nur die mathematischen Er-
gebnisse vorgestellt, sondern auch Informationen zur funktionellen Neuroanato-
mie des jeweiligen Experiments vermittelt, die zur Interpretation der Ergebnisse
notwendig sind. Im Folgenden sind aus Platzgru¨nden die beiden Kartentypen sehr
klein gehalten, weshalb Abbildung 3.21 zum Versta¨ndnis exemplarisch vergro¨ßert
wurde.
3.3.4 Definition des experimentellen Merkmalsraumes
Die Merkmale der fMRI-Zeitreihen jeder Untersuchung sind der individuellen ha¨-
modynamischen Antwort unterworfen. Daher kann a priori keine gezielte Merk-
malsauswahl zum Training der SOM verwendet werden. In der Regel sind die
interessierenden Merkmale der Aktivierung im Eingaberaum nicht gleichverteilt,
so dass eine randomisierte Auswahl von Trainingsvektoren nicht in Frage kommt.
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Folglich muss fu¨r die fMRI-Zeitreihen der gesamte Eingaberaum zum Training
der SOM verwendet werden, da sonst die Gefahr besteht, dass wichtige Merkma-
le nicht beru¨cksichtig werden. Alternativ ko¨nnten auch metrische oder strukturel-
le Maße der fMRI-Zeitreihen zum Training verwendet werden, a¨hnlich wie beim
oben erwa¨hnten FCA Ansatz von Goutte [GHLR01].
Auf die Verwendung von simulierten Eingabedaten wurde in dieser Studie bewusst
verzichtet. Zum einen ist die geeignete Modellierung der HRF schwierig, da sie
von sehr vielen Parametern, u.a. vom verwendeten MR-Scanner und den EPI-
Sequenzen, abha¨ngt, und daher keine allgemeingu¨ltigen Ru¨ckschlu¨sse auf echte
fMRI gezogen werden ko¨nnen. Zum anderen wu¨rden erfolgreiche Experimente
mit simulierten Daten lediglich zeigen, dass die SOM als Klassifikator einsetzbar
ist, was jedoch allgemeinhin akzeptiert ist [Koh97]. Alle Experimente dieser Stu-
die sind daher mit echten Untersuchungsdaten durchgefu¨hrt und mit dem Ergebnis
der modellbasierten Auswertung mit SPM99 verglichen worden.
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Beispielanwendung
Im Weiteren wird ein echter fMRI Datensatz eines auditiven Experiments mit
aktivierten Regionen, verantwortlich fu¨r die akustische Wahrnehmung, exempla-
risch verwendet, um bestimmte Probleme und die sich daraus ergebenden Verfei-
nerungen des gewa¨hlten Ansatzes und des experimentellen Merkmalsraumes zu
erla¨utern. Das Aufgabenparadigma der Untersuchung ist mit dem in Abbildung
2.9 identisch, d.h. je 3 Off/On-Epochen u¨ber 66 TR-Zeitpunkte. Der experimen-
telle Ablauf ist in Abschnitt 4.2.1 beschrieben. Zur einfacheren Darstellung der
Zwischenergbenisse wurde nur eine Schicht (1282 Voxel) des 15 Schichten umfas-
senden fMRI-Volumen verwendet.
a b c
d e f
Abbildung 3.22: SOM-Klassifikationen: Klassifikation einer 128× 128 Voxel
umfassenden MR-Schicht mit 66 Zeitpunkten/Voxel eines auditiven Experimentes
mit Block-Paradigma (vgl. Abb. 2.9). In den Grafiken b - f repra¨sentiert je eine
Farbe ein Neuron. Bild a: SPM99 t-Test Ergebnis, t-Werte rot (3.0) bis gelb (6.3).
Bild b: SOM Ergebnis mit 15 Neuronen, trainiert mit allen 16384 Voxelzeitreihen.
Bild c: SOM Ergebnis mit 35 Neuronen, trainiert mit allen 16384 Voxelzeitreihen.
Bild d: SOM Ergebnis mit 15 Neuronen, trainiert mit 4876 Voxelzeitreihen (ohne
Hintergrund). Bild e: SOM Ergebnis mit 15 Neuronen, trainiert mit 4876 Voxel-
zeitreihen (ohne Hintergrund und mittelwertskaliert). Bild f: SOM Ergebnis mit 35
Neuronen, trainiert mit 4876 Voxelzeitreihen (ohne Hintergrund und mittelwerts-
kaliert).
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SPM Vergleichsergebnis
Als Ausgangspunkt fu¨r die SOM-Auswertung wurde zuna¨chst eine Auswertung
der fMRI-Schicht mit SPM99, unter Verwendung eine Modells mit Designmatrix
X (Abb. 3.10, links) des Paradigma, erstellt (Abb. 3.22, a). Anhand des SPM-
Ergebnisses ko¨nnen die Ergebnisse der neuen SOM-Methode verglichen werden.
Eingefa¨rbte Voxel im SPM-Ergebnis zeigen die t-Werte, rot niedrige (3.0) bis gelb
hohe Werte (6.3), des spezifischen t-Tests zum Kontrastvektor c = [−1 1]T (Akti-
vierungsphase minus Ruhe/Kontrollphase). Voxel mit t-Wert unter 3 sind als nicht-
aktiviert klassifiziert und daher nicht eingefa¨rbt worden. Deutlich ist der linke und
rechte prima¨r auditive Kortex aktiviert.
SOM - direkt
In einem ersten Trainingsschritt sind alle 16384 Voxelzeitreihen (66 dimensiona-
le Vektoren) der fMRI-Schicht mit einer 15 Neuronen umfassenden SOM trainiert
worden. Das Ergebnis des Trainings ist in (Abb. 3.22, b) gezeigt, bei dem jedes
Voxel die Farbe des Neurons erhalten hat, zu dem es im Sinne der Euklidischen
Distanz am ¨Ahnlichsten war. Die erwartete Klassifikation mit einigen wenigen
Neuronen (Farbwerten) fu¨r die funktionellen Regionen anhand des zeitlich alter-
nierenden Off/On-Musters (vgl. Abb. 3.22, a) ist jedoch nicht erfolgt. Vielmehr
sind strukturelle Merkmale, die in der Zeit konstant sind, klassifiziert worden; z.B.
die Ventrikel (Mitte schwarz) oder der Hintergrund (Orange). Betrachtet man die
trainierten Referenzvektoren der SOM (Abb. 3.23, oben) und die von jedem Neu-
ron klassifizierten Voxel (Abb. 3.23, unten), ist zu erkennen, dass kein Neuron
das alternierende Paradigma, a¨hnlich zu Abbildung (2.9, unten), gelernt hat. Die
dominierende Merkmalesauspra¨gung der Neuronengewichte ist der mittlere Grau-
wertebereich (Neuron 1 mit Grauwerten 808-813 und Neuron 10 mit Grauwerten
29-30). Das alternierende Paradigma als Merkmal geht dabei verloren.
Eine nahliegende Verbesserung des Ergebnisses kann prinzipiell durch die Erho¨hung
der Kapazita¨t der SOM, d.h. Erho¨hung der Merkmalsspeicherpla¨tze (Neuronen),
erreicht werden. Daher ist ein erneutes Training mit allen Voxeln mit einer 35
Neuronen umfassenden SOM durchgefu¨hrt worden. Das Ergebnis (Abb. 3.22, c)
zeigt jedoch keine Verbesserung; es sind keine der in Abbildung (3.22, a) mar-
kierten funktionell aktiven Regionen klassifiziert, aber eine im Vergleich zu (Abb.
3.22, b) verfeinerte strukturelle Klassifikation ist erkennbar. Die trainierten Neu-
onengewichte (Abb. 3.24) zeigen wieder nur eine Grauwertdominierte Merkmals-
auspra¨gung und deshalb nur eine Klassifikation nach strukturellen Merkmalen (Abb.
3.25).
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SOM - ohne Hintergrund
Die geringe Anzahl aktivierter Hirnvoxel variiert zwar mit dem Aufgabenparadig-
ma, liegt aber ha¨ufig nur bei 2-5% [TM96]. Die interessanten Merkmale werden
daher durch die Mehrheit der nicht-aktivierten Voxel (Baseline und Hintergrund)
wie beobachtet verdra¨ngt. Offensichtlich sind die Grauwertunterschiede zwischen
Hintergrund und Gewebe ein so dominantes Merkmal, dass eine Segmentierung
des Hirngewebens vom Hintergrund (Hintergrundbereinigung) notwendig ist.
EPI Daten ko¨nnen sehr leicht durch eine Schwellwertsegmentierung (Hintergrund
< 100) in Hintergrund und Gewebe getrennt werden. Verwendet man nur Voxel
zum Training der SOM, die einen Grauwert Yj > 100 haben, werden ca. 40-70%
der bisherigen Voxel als Hintergrund vom Training ausgeschlossen. Dementspre-
chend erho¨ht sich die in der SOM zur Verfu¨gung stehende Kapazita¨t. Abbildung
(3.22, d) zeigt das Ergebnis eines Trainings einer 15 Neuronen SOM ohne die Hin-
tergrundvoxel (ca. 70% Reduktion).
Durch die Beseitigung des dominierenden Hintergrundmerkmals ist nun eine erste,
wenn auch nur unvollsta¨ndige funktionelle Merkmalsauspra¨gung im Vergleich zu
Abbildung (3.22, a) erkennbar. Betrachtet man die Klassifikation der Voxel (Abb.
3.26, unten) durch die SOM, so erkennt man, dass die Neuronen 4, 8, 9 und 14 sol-
che Voxel repra¨sentieren, die in und um die aktivierten Regionen liegen. Die Merk-
malsvektoren dieser Neuronen (Abb. 3.26, oben) sind jedoch zu stark verrauscht,
um zu einer deutlichen Differenzierung verwendet werden zu ko¨nnen. Dennoch
sind diese Voxel vom Neuronalen Netzwerk als andersartig separiert worden.
Anscheinend sind die nach der Hintergrundbereinigung verbliebenen Grauwerte-
unterschiede der verschiedenen Gewebetypen (graue und weisse Gehirnsubstanz)
und der Ventrikel immer noch zu groß. Hinzu kommen Grauwertegradienten durch
Partialvolumeneffekten, bedingt durch die Schnittbildtechnik. Eliminiert man die
unterschiedlichen Grauwertspektren durch Mittelwertskalierung µ′ = 0 mit Y ′j =
Yj−µ, wird der Eingaberaum auf die wesentliche Information, die zeitliche ¨Ander-
ung des MR-Signals, reduziert.
SOM - ohne Hintergrund und Mittelwertskaliert
Sind die Eingabevoxelzeitreihen hintergrundbereinigt und mittelwertskaliert erha¨lt
man eine bessser differenzierte funktionelle Klassifikation durch die SOM (Abb.
3.22, e). Betrachtet man die Neuronenkarte (Abb. 3.27, oben), ist, zwar noch stark
verrauscht, das alternierdende Aufgabeparadigma in den Neuronen 6, 11 und 12
recht deutlich, und in den Neuronen 1, 2, 7 und 13 zunehmend schwa¨cher zu er-
kennen. Besonders in Neuron 11 ist der Kurvenverlauf des Paradigma mit MR-
Signalanstieg bei den TR-Zeitpunkten 11, 34 und 56 (On-Phase) und MR-Signalab-
fall bei den TR-Zeitpunkten 23 und 45 gut zu erkennen.
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Die Voxel, die von Neuronen 1 und 2 klassifiziert sind, korrespondieren mit de-
nen von SPM als aktiviert angenommenen (Abb. 3.22, a). Neben den Regionen,
die SPM findet, zeigen auch frontal gelegene Regionen (Neuron 1) in Abbildung
(3.27) das alternierende Zeitreihenmuster. Dies ist kein Zufall; vermutlich handelt
es sich hierbei um Regionen, die koaktiviert sind, ggf. zeitlich verzo¨gert - ein Indiz
fu¨r zusa¨tzliche Informationen, die die SOM liefern kann. Dieses vielversprechen-
de Ergebnis zeigt, dass durch die geeignet Vorauswahl des Eingaberaums, die Art
der SOM Merkmalsauspra¨gung von strukturellen hin zu funktionellen Merkmalen
gesteuert werden kann. Das Ergebnis ist jedoch noch zu ungenau und zu schwer
vom Unterschucher interpretierbar, als dass es als eigensta¨ndige Methode eine Al-
ternative zu SPM darstellen kann.
Eine differenziertere Merkmalsausbildung in den Neurorengewichten wird durch
die Erho¨hung der Kapazita¨t der SOM erreicht (Abb. 3.22, f). Man erha¨lt so eine
weitere Verfeinerung der funktionellen Klassifikation (Abb. 3.28 und 3.29) bei der
nicht nur die Regionen des prima¨r auditiven Kortex pra¨ziser u¨ber mehrere Neuro-
nen (32, 33 und 34) differenziert werden, sondern auch andere, sta¨rker verrauschte
Aktivierungsmerkmale, die bisher als Baseline klassifiziert wurden, treten hervor
(Neuron 23 oder Neuron 21). Anhand der Karten und dem Wissen u¨ber die funk-
tionelle Neuroanatomie der Hirnstrukturen und der kognitiven Funktionsnetzwerke
in dieser Schicht sind die folgenden Regionen in Abbildung 3.29 differenzierbar:
Blau: Kernbereich der auditiven Aktivierung im prima¨r auditiven Kortex, der die
erste Verarbeitung der akustischen Signale u¨bernimmt.
Magenta: Auslaufen des BOLD-Signals um einen Kernbereich. Das BOLD-Signal
nimmt in gro¨ßeren drainierenden Venen zu, weshalb das MR-Signal in die-
sen Regionen im Vergleich zum Parenchym sta¨rker ist.
Gru¨n: Visuelle Koaktivierung, vermutlich durch innere visuelle Vorstellung der
Wortsematik, die als Schlu¨sselreize auditiv pra¨sentiert wurden (vgl. Paradig-
ma 4.2.1).
Rot: Broca-Areal zur lexikalischen Analyse.
Cyan: Frontal gelegene Entscheidungsprozesse die pru¨fen, ob die pra¨sentierten
Wo¨rter zur Sprache geho¨ren.
Dieses Ergebnis beweist zum einen, dass die SOM aktivierte Hirnregionen finden
kann, ohne auf ein Modell des Paradigmas angewiesen zu sein, zum anderen, dass
auch Hirnregionen gefunden werden ko¨nnen, die nicht dem modellierten Paradig-
ma folgen, sondern einer personenspezifischen individuellen Merkmalsauspra¨gung
und daher mit SPM nicht gefunden werden ko¨nnen. Komplexere Aussage u¨ber ko-
gnitive Netzwerke, als nur aktiviert und nicht-aktiviert, sind durch die individuelle
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Merkmalsauspra¨gung mit der SOM-Methode offensichtlich nachweisbar.
Im Wesentlichen ha¨ngt die Klassifikationsleistung der SOM von der Trennbarkeit
der Merkmale ab, also direkt vom SNR. Man kann zeigen, dass bei Experimen-
ten mit sehr hohem SNR von u¨ber 5% eine Separabilita¨t mit der SOM schon mit
nur einer ON/OFF-Epoche, anstatt drei oder mehr Epochen bei SPM, mo¨glich ist
[EDK+00] [EWD+00a].
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Abbildung 3.23: 5 × 3 Neuronen SOM-Klassifikation - direkt: Oben: Karte der
Referenzvektoren nach dem Training, die die Merkmale der Voxelzeitreihen re-
pra¨sentieren. Die Anordnung der Karte entspricht der Topologie beim Training.
Die y-Ache gibt das MR-Signal, die x-Achse den Messzeitpunkt an. Vergleicht
man die Kurvenverla¨ufe mit dem alternierenden Aufgabenparadigma (Abb. 2.9),
zeigt sich keinerlei Korrespondenz - Rauschen dominiert. Unten: Karte der Voxel-
zeitreihen eingefa¨rbt nach dem QE. Die Anordnung entspricht der Neuronenkarte
(oben), d.h. links oben sind alle Voxel in der Schicht eingefa¨rbt, die Neuron 1 am
a¨hnlichsten sind, usw. Offensichtlich sind strukturelle Merkmale in der SOM sepa-
riert worden (Neuron 1: Ventrikel und Gewebenanteile, Neuron 10: Hintergrund)
und keinerlei funktionellen Aktivierungsmuster in der Zeit (vgl. Abb. 3.22, a).
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Abbildung 3.24: 5 × 7 Neuronen SOM-Referenzvektoren - direkt: Karte der
Referenzvektoren nach dem Training wie in Abbildung 3.23, jedoch mit mehr als
der doppelten Neuronenanzahl (Kapazita¨t). Auch hier sind keinerlei funktionellen
Merkmale des alternierenden Pardigmas in den Kurvenverla¨ufen erkennbar.
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Abbildung 3.25: 5 × 7 Neuronen SOM-Klassifikation - direkt: Karte der Voxel-
zeitreihen eingefa¨rbt nach QE zur Referenzvektorenkarte in Abbildung 3.24. Die
Klassifikation mit der go¨ßeren Anzahl an Neuronen bewirkt keinerlei Verbesserung
hin zu einem Separieren der funktionell aktiven Regionen (vgl. Abb. 3.22, a). Es
sind nur zwei strukturelle Merkmale vorherrschend, Gewebe (1) und Hintergrund
(35).
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Abbildung 3.26: 5 × 3 Neuronen SOM-Klassifikation - ohne Hintergrund:
Oben: Karte der Referenzvektoren nach Training mit dem hintergrundbereinigten
Eingaberaum (4876 Voxel 30%) ist eine erste, aber noch stark verrauschte Diffe-
renzierung der funktionellen Antwort in den Neuronen 4, 8, 9 und 14 erkennbar,
die mit dem alternierenden Off/On-Aufgabenparadigma (Abb. 2.9) korrespondiert.
Unten: Karte der Voxelzeitreihen, bei der die immer noch starke Pra¨senz des struk-
turellen Merkmals Gewebe (10) klassifiziert ist. In den von Neuron 4 klassifizierten
Voxeln ist jetzt jedoch eine erste Region (blau hervorgehoben) von aktivierten Vo-
xeln zu erkennen (vgl. Abb. 3.22, a), ebenso in (8,9 und 14) mit separaten Neuronen
fu¨r die linke und rechte Hemisphere.
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Abbildung 3.27: 5 × 3 Neuronen SOM-Klassifikation - ohne Hintergrund und
skaliert: Oben: Karte der Referenzvektoren, trainiert mit hintergrundbereinigten
und mittelwertskalierten Voxelzeitreihen. Ein alternierender Off/On-Kurvenverlauf
analog dem Paradigma ist in insgesamt sieben Neuronen, 6, 11 und 12, deutlich und
abgeschwa¨cht in den unmittelbaren Nachbarneuronen 1, 2, 7 und 13 erkennbar.
Unten: Karte der Voxelzeitreihen zeigt jetzt keinerlei strukturelle Klassifikation
mehr. Die bisher vorhandene Gewebeklasse ist in verschiedene funktionelle Regio-
nen entsprechend den Zeitreihenmustern verteilt worden: Direkte Korrespondenz
zum SPM Ergebnis (12 und 13), Auslaufen des BOLD-Signals in das umliegen-
de Gewebe (11) und zusa¨tzliche nicht mit dem Modell von SPM erfasste frontale
Aktivierung (1) sind erkennbar.
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Abbildung 3.28: 5 × 7 Neuronen SOM-Referenzvektoren - ohne Hintergrund
und skaliert: Karte der Referenzvektoren trainiert mit dem gleichen Eingaberaum
wie in Abbildung 3.27, jedoch mit mehr als der doppelten Kapazita¨t. Im Vergleich
mit dem Aufgabenparadigma (Abb. 2.9) zeigen die Kurvenverla¨ufe der Neuronen
21-23, 26-28 und 31-35 eine starke Korrespondenz zum alternierenden Paradigma,
dessen erster Off/On-Phasenwechsel bei TR-Zeitpunkt 11 stattfindet.
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Abbildung 3.29: 5 × 7 Neuronen SOM-Klassifikation - ohne Hintergrund und
skaliert: Karte der Voxelzeitreihen eingefa¨rbt nach dem QE. Eine Differenzierung
in Kernbereich der auditiven Aktivierung (Blau), Auslaufen des BOLD-Signals
(Magenta), visuelle Koaktivierung (Gru¨n), frontal gelegener Entscheidungsprozess
(Cyan) und Broca-Areal (rot) sind eindeutig mit dem entsprechenden neurofunk-
tionellen Wissen mo¨glich.
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3.3.5 Beschra¨nkung des Eingaberaumes
Die Karten in Abbildung 3.28 und 3.29 zeigen, dass durch Vergro¨ßerung der Ka-
pazita¨t eine feinere Signaldifferenzierung mo¨glich ist. Gro¨ßere Karten beno¨tigen
jedoch eine wesentlich la¨ngere Berechnungszeit und sind wegen ihrer Gro¨ße auch
recht unhandlich fu¨r die Interpretation der fMRI Untersuchungen in der klinischen
Routine. Zudem ist im Beispiel nur eine Schicht als Eingaberaum betrachtet wor-
den.
Volumenkarten
Beim Training aller Voxelzeitreihen der fMRI-Volumen ist nach Hintergrundbe-
reinigung von einer 10- bis 15-fachen Voxelanzahl auszugehen. Daher muss beim
Training der Volumen eine entsprechend große Anzahl an Neuronen verwendet
werden. Wie hoch die Anzahl der Neuronen gewa¨hlt werden muss, um u¨ber gerade
genu¨gend Kapazita¨t zu verfu¨gen, damit keine wichtigen Merkmale zusammenfal-
len und so nicht in einer zu allgemeinen Aussage untergehen, ha¨ngt vom Para-
digma ab. Fu¨r die SOM ist eine genaue Kapazita¨tsberechnung bisher nicht in der
Literatur beschrieben, daher bleibt nur eine empirische Ermittlung der geeigneten
Kartengro¨ße fu¨r das jeweilige Paradigma. Im Folgenden sind Volumenkarten mit
24 Neuronen verwendet worden, die sich fu¨r eine u¨berregionale Klassifikation und
Aussage u¨ber aktiverte Regionen als geignet erwiesen haben (siehe Kapitel 4).
Schichtkarten
Fu¨r eine spezifische Aussage in einer ra¨umlich begrenzten Region, eignet sich das
schon vorgestellte Training mit den Voxelzeitreihen einer Schicht pro Karte. Man
erha¨lt durch den so stark reduzierten Eingaberaum die Mo¨glichkeit, mit kleineren
Karten feine Merkmalsunterschiede zu differenzieren. Schichtkarten stellen eine
Art Region of Interest (ROI) Analyse dar und sind hier mit einer Gro¨ße von 12 und
15 Neuronen verwendet worden.
Der Untersucher hat also die Wahl, eine SOM pro Schicht zu trainieren, und so
eine regionale Aussage u¨ber die durch das Aufgabenparadigma ausgelo¨ste Akti-
vierung zu erhalten, oder das gesamte Volumen in einer Karte zu trainieren. Es
hat sich gezeigt, dass beide Karten ihre Vorteile haben, so dass in der vorliegen-
den Arbeit immer eine Volumenkarte zur ¨Ubersicht trainiert wurde und anschlie-
ßend fu¨r die interessierenden Schichten, die aus der ¨Ubersichtskarte ausgewa¨hlt
wurden, zusa¨tzlich eine Schichtkarte, die weitere Details des BOLD-Signals, z.B.
Amplituden- und Latenzcharakteristika, aufzeigt.
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3.3.6 Wissensbasierte Optimierung des individuellen Neuronalen Netz-
werks
Um mit kleineren Karten arbeiten zu ko¨nnen, kann auch die Merkmalsauspra¨gung
auf wichtige Komponenten beschra¨nkt werden, d.h. die zeitliche Varianz der Zeitrei-
hen reduziert werden, so dass sich gro¨ßere und homogenere Cluster a¨hnlicher
Merkmale auspra¨gen ko¨nnen. Zusa¨tzlich sollte auch die Unterrepra¨sentation der
wenigen aktivierten Voxel ausgeglichen werden, z.B. indem beim Training die akti-
vierten Voxel wiederholt und so ha¨ufiger pra¨sentiert werden. In diesem Fall spricht
man von einer Gewichtung bestimmter Eingabevektoren.
Die Reduktion der Varianz der Zeitreihen durch Rauschen erfolgt durch zeitliche
Filterung mit einem Gla¨ttungsfilter [KvCD99]. In der Regel sind die fMRI Para-
digmen und damit die zu erwartende HRF niederfrequent (Abb. 3.30), so dass ein
Tiefpassfilter (z.B. Gaussfilter) sehr geeignet ist, um das hochfrequente Rauschen
zu unterdru¨cken, ohne die ha¨modynamische Signalantwort zu beeintra¨chtigen
[EWK+99] [FJZ+00].
Will man zusa¨tzlich die aktivierten Voxelzeitreihen vor dem Training auswa¨hlen,
um die Unterrepra¨sentation durch Gewichtung zu beseitigen, stellt sich die Frage,
wie man die Zeitreihen vorher auswa¨hlen soll, die man nachher finden will - das
klassische Henne- oder Ei-Problem. Man kann aber a priori einige Annahmen u¨ber
die Zeitreihen machen.
Periodizita¨t im Frequenzspektum
Bei den stark periodischen Paradigmen, wie sie bei der fMRI in der Regel ver-
wendet werden, kann die Periodizita¨t des Paradigmas als ein Auswahlkriterium fu¨r
Voxelzeitreihen verwendt werden. Bildet man fu¨r jede Voxelzeitreihe der La¨nge
N mit Werten hk das Frequenzspektrum (Abb. 3.30 oben) aus der eindimensiona-
len diskreten Fouriertransformation Hn = ∑N−1k=0 hk · e
2piikn
N [PTVF99], kann man die
Voxel auswa¨hlen, die einen hohen Powerwert in einem Frequenzbereich um die Pe-
riodenfrequenz des Paradigmas auweisen. Alternativ kann auch das Periodogramm
(Abb. 3.30 oben), das die Frequenzskala (x-Achse) durch eine Periodenskala mit
1/Frequenz ersetzt, verwendet werden. Im Periodogramm lassen sich die gesuch-
ten Perioden der Zeitreihen direkt ablesen.
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Abbildung 3.30: Periodizita¨t im Frequenzspektrum: Oben: Frequenzspektrum
der disktreten Fourier-Transformation aller Zeitreihen der fMRI-Schicht aus Abbil-
dung (3.22, a). Man erkennt eine starke Hauptfrequenz zwischen den Frequenzwer-
ten 0.036 und 0.045. Dies entspricht den Perioden (1/Frequenz) zwischen 22 bis
28, der Periode SOA) des verwendeten Paradigmas (vgl. Abb. 2.9) unter der zeitli-
chen Verzo¨gerung der HRF. Unten: Periodogramm aller Voxelzeitreihen. Deutlich
ist der Peak der Zeitreihen zu erkenne, die zyklisch mit dem HRF angepassten
Aufgabenparadigma um die Periode 22 sind.
83
KAPITEL 3. METHODEN DER BILDVERARBEITUNG VON 4D MR-DATEN
Man kann dann die Zeitreihen, z.B. nach ihrem Powerwert an der Periodenfre-
quenz, entweder fu¨r das Training auswa¨hlen oder gewichten. Untersuchungen zu
diesem Optimierungsverfahren [EKK+00] zeigten jedoch, dass die Auswahl durch
das Frequenzspektum, wie es zu Beginn der fMRI Entwicklung schon von Ban-
dettini [BWH+] fu¨r die direkte Differenzierung zwischen aktiviert und nicht ak-
tiviert vorgeschlagen wurde, zu stringent ist. Zeitlich verla¨ngerte oder verku¨rzte
Perioden der Aktivierung wurden nicht erfasst und blieben unberu¨cksichtigt, wo-
durch aktivierte Voxel nicht gefunden werden konnten. Deshalb wird fu¨r die fMRI-
Auswertung auf dieses Auswahlverfahren verzichtet.
Zwei weitere Verfahren zur wissensbasierten Optimierung des Eingaberaumes, die
Autokorrelationsfunktion und der F-Test, werden im Folgenden besprochen. Beide
Verfahren werden nur zur Gewichtung der Voxelzeitreihen beim Training einge-
setzt. Eine Selektion der Voxel wu¨rde Merkmale vom Training ausschliessen, die
somit verloren gingen.
Das ermittelte Gewicht fu¨r ein Voxel wird als Pra¨sentationsrate wa¨hrend des Trai-
nings eingesetzt, d.h. ein Voxel mit Gewicht w wird w-mal dem Neuronalen Netz-
werk pra¨sentiert. Dies bewirkt, dass die gewichtete Voxelzeitreihe gegenu¨ber ei-
ner ungewichteten Voxelzeitreihe sich sta¨rker im Neuronalen Netzwerk ausbilden
kann. Dieses Verfahren ist besonders im Falle der fMRI-daten sinnvoll, da die ge-
ringe Anzahl der aktivierten Voxel so ku¨nstlich vermehrt werden und sich gegen
die Mehrheit der Baseline-Voxelzeitreihen behaupten kann.
Autokorrelation
Die zeitliche Autokorrelation ρ(l) [BJ76] einer Zeitreihe x = x1, . . . ,xn mit sich
selbst um den Abstand l (lag) verschoben, berechnet sich aus der Autokovarianz
γ(l) bis zum Versatz von l aus:
γ(l) = 1
n
n−l
∑
i=1
(xi+l− x¯)(xi− x¯) mit x¯ = 1
n
n
∑
j=1
x j (3.64)
ρ(l) = γ(l)γ(0) mit |l|< n und −1< ρ(l)< 1 (3.65)
Sie dient zum Auffinden von Perioden und wird besonders bei der Modellierung
und der Prognose aus Zeitreihendaten verwendet [BD96] [Chr97]. Berechnet man
die Autokorrelation fu¨r jeden Versatz l = 1, . . . ,n− 1, erha¨lt man die Autokorre-
lationsfunktion (AKF) der Zeitreihe. Voxelzeitreihen, die mit einem periodischen
Aufgabenparadigma korreliert sind, mu¨ssen sehr hohe Autokorrelationswerte auf-
weisen. Nicht aktivierte Voxel besitzen hingegen nur sehr kleine ρ(l).
Abbildung 3.31 zeigt die Autokorrelationsfunktion eines ativierten und nicht-akti-
vierten Voxels, ohne und mit zeitlich gegla¨tteten Zeitreihen. Die Phasenwechsel bei
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Abbildung 3.31: Autokorrelation: Oben: Autokorrelationsfunktion (AKF) eines
aktivierten Voxels, rechts mit einem 1D Gaussfilter (Kernweite: 5 Zeitpunkte)
gegla¨ttete Zeitreihe. Die Extrema der AKF liegen immer beim Wechsel einer Ru-
he/Aktivierungsphase gema¨ß dem Paradigma (Abb. 2.9) bei 11, 22, 33, 44 und 55.
Unten: Zum Vergleich die AKF eines nicht aktivierten Voxels, rechts wieder die
gegla¨ttete AKF. Die Gla¨ttung unterdru¨ckt die stark oszilierende Funktion und mi-
nimiert die Abzissenwerte, deren Maximum nach der ersten Periode als Gewicht
fu¨r die SOM verwendet wird (Abb. 3.32).
11, 22, 33, 44 und 55 sind deutlich als Extrema der Kurve zu erkennen, jedoch nicht
beim nicht-aktivierten Voxel. Die Gla¨ttung der Zeitreihen mit einem eindimensio-
nalen Gaussfilter der Gro¨ße 5 bewirkt die Einebnung von Peaks durch Rauschen.
Dies bewirkt eine Steigerung der Sensitivita¨t der AKF, wodurch sich die AKF von
aktivierten Voxeln noch besser vom Rauschen absetzen. Verwendet man die Auto-
korrelation des ersten oder zweiten Phasenwechsels (hier ρ(11) oder ρ(22)), la¨sst
sich dieser Wert u¨ber alle Voxel als linearer Gewichtungsfaktor verwenden (Fak-
toren 10-20 sind hier verwendet worden). Der Faktor gibt dann an, wie oft die
Zeitreihe der SOM zum Training pra¨sentiert wird. Die zu geringe Repra¨sentation
aktivierter Voxel kann so ausgeglichen werden, was zu einer Optimierung des Ein-
gaberaumes im Sinne interessanter Voxelzeitreihen fu¨hrt.
Abbildung 3.33 zeigt die SOM-Klassifikation nach Training mit den hintergrund-
bereinigten, mittelwertskalierten und AKF-gewichteten Voxelzeitreihen (Abb. 3.32,
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b). Wie deutlich zu erkennen ist, sind die Aktivierungsmerkmale des alternierenden
Off/On-Zeitverlaufs sehr deutlich in den Neuronen 4, 5, 9, 10 und 15 erkennbar.
Frontal gelegene Regionen, die durch die AKF-Gewichtung sta¨rker hervorgehoben
werden (vgl. Abb. 3.32, b), zeigen jetzt eine Deaktivierung in der ersten Epoche
(Neuronen 1, 2, 6, 7, 11 und 12, bei der ein Signalabfall mit Beginn der auditiven
Stimulation zum TR-Zeitpunkt 11 erfolgt (Abb. 3.33, oben). Diese, dem Aufgaben-
paradigma gegenla¨ufige Aktivierung, durch einen BOLD-Signalabfall charakteri-
siert, beschreibt eine Inhibition der Neuronenaktivita¨t in dieser Region. Deaktivie-
rung wird von zahlreichen fMRI Publikationen berichtet - eine neurofunktionelle
Erkla¨rung fu¨r diese Pha¨nomen gibt es jedoch bislang nicht.
a b c
Abbildung 3.32: Autokorrelationsgewichtung: Bild (a) zeigt |ρ(22)| aller Voxel-
zeitreihen. Die aktivierten Regionen sind erkennbar, jedoch nicht so ausgepa¨gt wie
bei den gegla¨tteten Zeitreihen (b). Durch das Gla¨tten der Zeitreihen werden aber
auch andere, nicht aktivierte Voxel hervorgehoben, die jedoch beim Training der
SOM ohne Bedeutung bleiben. Die Klassifikation in (c) zeigt eine weitere Dif-
ferenzierung der SOM, trotz einer vergleichsweise geringen Anzahl von nur 15
Neuronen (Abb. 3.33). Insgesamt wurden unter Verwendung der AKF in (c) 4876
Gehirnvoxel trainiert, von denen 603 Voxel (12%) gewichtet waren.
Vergleicht man den Kernbereich der Aktivierung in Neuron 4 (Abb. 3.33) mit dem
Auslaufen des BOLD-Signals in Neuron 5 und 10, fa¨llt die ho¨here Signalamplitu-
de in den Neuronen 5 und 6 deutlich auf. Diese Entdeckung korrespondiert sehr
gut mit der bisher bekannten Physiologie des BOLD-Signals (vgl. Abb. 2.2), bei
der in den abfließenden Venen ein sta¨rkeres Signal messbar ist. Dieser Befund un-
terstu¨tzt nicht nur die Verwendung von wissensbasierter Optimierung, sondern be-
weist, dass die SOM-Methode zusa¨tzliche, mit modellbasierten Verfahren nicht
ausffindbare Eigenschaften der Voxelzeitreihen liefen kann.
Wichtig in diesem Zusammenhang ist, dass die AKF-Gewichtung zur besseren
Ausbildung der periodischen Merkmale gefu¨hrt hat. Baseline, in dr Signalanaly-
se auch als Rauschen bezeichnet, wird durch die fehlende Gewichtung verdra¨ngt
(nur Neuronen 3, 8 und 13). Somit steht mehr Kapazita¨t fu¨r die interessanten Merk-
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male zur Verfu¨gung, die den Einsatz von kleineren effizienteren Karten ermo¨glicht
- eine entscheidende Optimierung des Neuronalen Netzwerks.
Zu bemerken ist jedoch, dass ein Nachteil der vorausgegangenen zeitlichen Gla¨ttung
der Zeitreihen die Anhebung der intrinsischen Autokorrelation ist. Durch Tiefpass-
filterung werden mehr Voxel gewichtet (Abb. 3.32.b). Beim modellbasierten An-
satz mit dem GLM wu¨rde die zeitliche Gla¨ttung zu einer Unterscha¨tzung der Intra-
voxelvariabilita¨t fu¨hren; sie ist daher fu¨r den modellbasierten Ansatz nicht empfeh-
lenswert. Beim modellfreien Ansatz mit der SOM wiegt dieses Problem nicht so
schwer, da einfach nur mehr Voxel gewichtet werden. Die Tiefpassfilterung fu¨hrt
bei der SOM jedoch zu einem besseren SNR und unterstu¨tzt so die Separabilita¨t
der wesentlichen Zeitreihenmerkmale, was letztlich zu einer verbesserten Entfal-
tung der Karte fu¨hrt.
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Abbildung 3.33: 5 × 3 Neuronen SOM-Klassifikation - ohne Hintergrund,
skaliert, zeitlich gegla¨ttet und mit der AKF gewichtet: Oben: Karte der Re-
ferenzvektoren. Die Neuronen 4,5,9,10 und 15 zeigen verschiedene Merkmals-
auspra¨gungen von aktivierten Zeitreihen. Neben den aktivierten Zeitreihen ist mit
der AKF-Gewichtung auch Inhibition des rCBF, s.o. Deaktivierung, auffindbar
(Neuronen 1,2,6, 7,11 und 12), da auch dem Paradigma gegenla¨ufige Zeitreihen
eine hohe AKF aufweisen. Baseline (Rauschen) findet sich in den restliche 3 Neu-
ronen (3, 8 und 13). Es sind klare Clustergrenzen entlang der Neuronen 3, 8 und
13 ausgebildet. Unten: Karte der Voxelzeitreihen mit den aktivierten Regionen des
prima¨r auditiven Kortex in beiden Hemispha¨ren (4), dem Auslaufen des BOLD-
Signals (5 und 10).
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Gewichtung mit dem F-Wert
Eine Alternative zur Optimierung des Eingaberaumes durch wissensbasierte Ge-
wichtung interessanter Voxelzeitreihen bietet auch der unter Abschnitt 3.2.3 vor-
gestellte F-Test. Die SPM{F}-Karte ist ein allgemeines Maß fu¨r die Signifikanz
der Unterschiede zwischen der Aufgabenbedingung und jeder Zeitreihe. Starke Ef-
fektgro¨ßen in SPM{F} deuten auf eine sta¨rkere Korrelation mit dem Aufgaben-
paradigma hin (Abb. 3.34). Die SPM{F}-Karte ist ein sehr stringentes Maß im
Vergleich zur Autokorrelationsgewichtung, da fu¨r die Berechnung des F-Test das
Modell (GLM) des Aufgabenparadigma verwendet wird.
Beide Optimierungsverfahren, Autokorrelations- und SPM{F}-Gewichtung, wur-
den fu¨r die fMRI Experimente in dieser Studie verwendet und sind in Kapitel 4 be-
schrieben. Angemerkt sei, dass durch die Verwendung der SPM{F}-Gewichtung
Aspekte des allgemeinen linearen Modells in die SOM-Auswertung einfließen,
wenn auch nur zur Gewichtung bestimmter Eingabevektoren. Das Training und
die damit verbundene Merkmalsauspa¨gung bleiben wie bisher modellfrei, da kei-
ne Modellannahmen u¨ber die HRF oder das Paradigma bei Training verwendet
werden; es bleibt eine rein datengetriebene Klassifikation unter Verwendung der
Originalzeitreihen.
Abbildung 3.34: Gewichtung mit dem F-Wert: Der globale Effekt von Interesse
in SPM{F} kann zur Gewichtung interessanter Regionen (eingefa¨rbte Region, p<
0.01) verwendet werden. Das Bild zeigt die Gewichtung ab einem Schwellenwert
der F−Statistik p< 0.01 in SPM{F} des fMRI Experiments in Abbildung 3.22.a.
3.3.7 ¨Uberwachte Bildauswertung
Es sei hier angemerkt, dass unter Verwendung des Paradigmas und geeigneter Mo-
dellierung der ha¨modynamischen Antwortfunktion (3.48) auch ein u¨berwachter
SOM-Ansatz verwendet werden kann, bei dem die Neuronengewichte nicht trai-
niert, sondern aus dem Modell vorbesetzt werden. Die SOM wird dann rein als
Klassifikator eingesetzt. Dieser Ansatz wird jedoch hier nicht weiter verfolgt, da
er im Widerspruch zur Fragestellung der modellfreien Analyse steht und keinen
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wesentlichen Informationsgewinn gegenu¨ber der statistischen Auswertung unter
Abschnitt 3.2 bietet.
3.4 Bildverarbeitung ereigniskorrelierter fMRI
Nachdem im vorangegangenen Abschnitt die Auswertung eines Block Designs mit
der modellfreien SOM-Methodik expemplarisch erla¨utert wurde, soll in diesem
Abschnitt das ereigniskorrelierte Design (efMRI) im Mittelpunkt stehen. Bei der
efMRI werden keine Phasen (Blo¨cke) von sich wiederholenden Aufgaben durch-
gefu¨hrt, sondern es wird die Sequenz der Einzelstimuli behandelt, die u¨ber den
Messzeitraum, meist randomisiert, verteilt sind.
Ziel bei der efMRI ist es, eine stabile zeitliche Abtastung des BOLD-Signals zu
erhalten (Abb. 3.35, links). Dies kann zum einen durch eine wiederholte Abtastung
bestimmter Zeitpunkte der HRF erfolgen, bei der insgesamt weniger Stu¨tzstel-
len in der Zeit gemessen werden, aber mehr Wiederholungen. Anderseits kann
man ein Design spezifizieren, bei dem mehr zeitliche Stu¨tzstellen mit weniger
oder keiner Wiederholung gemessen werden. Durch die Verteilung der Events und
dem Abstand zwischen zwei aufeinanderfolgender Events kann die Verteilung der
Stu¨tzstellen nach Wahl des Untersuchers angepasst werden.
Daraus folgt, dass man fu¨r eine mo¨glichst feine Abtastung der ha¨modynamischen
Antwort, im Gegensatz zum Block-Design, keine gleichverteilte Stimulationsab-
folge verwendet, sondern eine randomisierte Abfolge (Abb. 3.35, links). EfMRI
Stimulationsverteilungen weisen daher keine feste Periodizita¨t auf, die mittels Au-
tokorrelationsgewichtung zur Optimierung des Eingaberaumes verwendet werden
ko¨nnte, wie am Frequenzspektrum des Beispiels in Abbildung 3.35 verdeutlicht
ist.
3.4.1 Modellbasierte efMRI-Auswertung - SPM
Die modellbasierte Auswertung erfolgt analog zum Block-Design. Ein zeitliches
Paradigma gibt an, wann ein Event erfolgt, z.B. ein visueller Stimulus. An jedem
dieser Zeitpunkte wird dann eine HRF, gebildet aus dem theoretischen Modell der
HR (vgl. Abschnitt 3.2.4) fu¨r die gegebene TR-Messzeit, gesetzt. Man erha¨lt so ein
Modell fu¨r das gesamte Paradigma (Abb. 3.35, links), das als Regressor x fu¨r die
rCBF-Vera¨nderung in jedem Voxel in das GLM (3.34) eingeht. Nach Scha¨tzung
der Parameter ~˜β nach (3.38) kann dann SPM{T} (3.47) oder SPM{F} (3.46) aus
dem GLM berechnet werden.
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Als zu Vergleichende, die in den t− oder F−Test eingehen, werden wiederum die
Ruhe/Kontrollphasen, die zwischen den Events liegen (auch Nullevents genannt),
verwendet.
Mit dem F-Test ist es auch mo¨glich zu testen, ob die jeweils verwendete HRF -
es sind auch andere Funktionen, wie die Ableitung der HRF oder eine Fouriermo-
dellierung, etc. denkbar - ein guter Pra¨diktor fu¨r die Stimulusklasse ist. Es ist auch
mo¨glich auf Unterschiede zwischen verschiedenen Eventklassen zu testen, in dem
man ihren Kontrast gegen Null testet.
Abbildung 3.35: Links: Paradigma mit zeitlich verteilten Events einer Aufgabe.
Jedes Event ist eine fu¨r die verwendete TR-Zeit (hier 2000ms) modellierte HRF
und wird zum Zeitpunkt seines Auftretens in TR-Zeitraster eingetragen. Rechts:
Frequenzspektum des Paradigmas, ohne feste Periode (vgl. Abb. 4.4).
3.4.2 Modellfreie efMRI-Auswertung - SOM
In der Literatur sind bislang keinerlei modellfreie Auswertemethoden fu¨r die efMRI-
Auswertung beschrieben, womit das hier vorgestellte Verfahren das erste dieser Art
ist [ELW+01].
Bei der modellfreien Auswertung mit der SOM-Methodik ergeben sich einige
Schwierigkeiten bei der Auswertung von efMRI-Daten. Die Vorverarbeitung des
experimentellen Eingaberaums, wie in Abschnitt 3.3.4 beschrieben, umfasst wie
bisher die Hintergrundbereinigung und die Mittelwertskalierung mit Mittelwert
µ = 0. Im Gegensatz zum Block-Design weisen efMRI Paradigmen jedoch keine
Phasen mit Off/On-Blo¨cken auf, also keine Perioden (Abb. 3.35, rechts), die mit
dem Periodogramm (Abb. 3.30, unten) oder der AKF (Abb. 3.31) zur Gewichtung
interessanter Voxelzeitreihen genutzt werden ko¨nnten. Eine Auswahl von Voxeln
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fu¨r die Gewichtung und zur Bestimmung eines Gewichtungswertes ist in diesem
Fall aber mit dem ungerichteten F-Test aus dem GLM (SPM{F}) mo¨glich, wie in
Abschnitt 3.3.6 beschrieben. Dieser Ansatz wird im Weiteren verwendet.
Abbildung 3.36: Links: Theoretische HRF mit einer Abtastrate von 15 Stu¨tzstellen
pro TR-Zeit (hier 2000ms/15 = 133ms) im Eventkoordinatensystem. Die gru¨nen
Punkte geben die im Paradigma durch Eventwiederholung abgetasteten Messwerte
Y an. Rechts: Darstellung aller mit dem GLM gefitteten und gegla¨tteten Mess-
punkte Y′ (Punkte) eines aktivierten Voxels. Die Kurve ergibt sich aus der Interpo-
lation der Abtastpunkte der HRF (links) aus den gemittelten und gegla¨tteten Y′.
Voruntersuchungen haben gezeigt, dass ein Training der SOM mit den Messpunk-
ten Y, auch nach Vorverarbeitung und Gewichtung des Eingaberaumes, nicht er-
folgreich ist. Dies liegt an den der großen Streuung der Messwerte Yj untereinander
(vgl. Abb. 3.36, rechts); ein Training mit den Voxelzeitreihen scheidet daher bei
efMRI-Daten aus. Ein ho¨heres SNR, z.B. durch ein sta¨rkeres Magnetfeld, wu¨rde
die Streuung der Messwerte reduzieren. Zur Steigerung des SNR kann aber auch
eine Mittelung der Messpunkte durchfu¨hren werden, die im Folgenden zum Trai-
ning verwendet wurde.
Das Paradigma beschreibt eine Anzahl von gleichen Events zu einer Stimulusklas-
se, die wiederholt in der Zeit auftreten. Wie oben schon erwa¨hnt, erfolgt so eine
wiederholte Abtastung der HR an verschiedenen Punkten (Stu¨tzstellen) in der Zeit.
Dieser Sachverhalt wird versta¨ndlicher, wenn man alle gemessenen Stu¨tzstellen
der HR in ein Koordinatensystem (Eventkoordinatensystem) mit dem Eventstart-
punkt im Ursprung u¨berfu¨hrt. Verwendet man anstatt der echten Messwerte Y die
an das Modell gefitteten Werte Y′ nach Gla¨ttung mit einem Tiefpassfilter (HRF
angepasster Gauss-Filter), Beseitigung der Autokorrelation und Subtraktion nicht-
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interessierender Effekte (z.B. globale Blutflußunterschiede) ([FFF+97], S.67-84),
erha¨lt man eine Anpassung der Werte an die modellierte HRF (Abb. 3.36, rechts)
innerhalb der Klasse der zur Modellierung verwendten Basisfunktionen (z.B. Gam-
mafunktion, vgl. Gleichungen (3.48) und (3.49)), die als Regressoren x eingehen.
Trainiert man die SOM mit den interpolierten Kurvenpunkten als Eingabevektor
fu¨r jedes Voxel, erfolgt eine Merkmalsauspra¨gung der gegla¨tteten charakteristi-
schen Merkmale Aktivierung, Deaktivierung und Baseline. Der F−Wert jedes Vo-
xels kann zusa¨tzlich zur Auswahl u¨ber einer vorgegebenen Schwelle verwendet
werden, um Baseline-Voxel aus dem Training und der Klassifikation zu entfernen.
Ein Nachteil dieses Verfahrens ist, dass die Charakteristik der zeitlich gemittelten
und angepassten Kurve durch die Anzahl der Modellparameter der HRF beschra¨nkt
ist, d.h. dass Ausreißer bei der Anpassung sehr stark gegla¨ttet werden und somit
als individuelles Merkmal verloren gehen ko¨nnen. Andererseits ist die Zielsetzung
dieses Ansatzes eine Trennung von Aktivierung, Deaktivierung und Baseline, wei-
testgehend durch die F-Wert Auswahl beseitigt, die sehr gut durch das verwendete
Modell der HRF mo¨glich ist. Eine genu¨gend große Anzahl von Events garantiert
die Ausbildung aller reproduzierbaren Effekte, die als Merkmale in die Modellan-
passung eingehen.
Ereigniskorrelierte Paradigmen sind anspruchsvoller in der Entwicklung und for-
dern leistungsstarke Wandler und Speichermo¨glichkeiten im MR-System, u¨ber die
derzeit nur wenige Einrichtungen verfu¨gen, da die große Anzahl an Messzeit-
punkten (typisch sind 200-700 TRs) bei Ganzgehirnaufnahmen zu 20.000-40.000
Schichtbildern fu¨hren. Unter Abschnitt 4.3.5 ist eine Untersuchung mit dem in
Abbildung 3.35 dargestellten Event-Paradigma und der hier vorgestellten SOM-
Auswertung durchgefu¨hrt worden.
3.5 Implementierung
Als Basis fu¨r die Implementierung der selbstorganisierenden Merkmalskarte ist die
SOM-PAK Toolbox [KHKL96] verwendet worden. Um die 4D fMRI-Daten effizi-
ent verarbeiten zu ko¨nnen, wurde ein 5D Datenmodell, auf dem Unidata NetCDF
(Network Common Data Form) [Net] basierend, entwickelt, mit einer Schnittstelle
zum DICOM-Format (Digital Imaging and Communications in Medicine) [DIC],
wie es am Philips MR verwendet wird.
Fu¨r die diskrete Fourier-Transformation wurde die sehr effiziente Implementierung
der FFTW-Bibliothek [FFT] eingesetzt. Alle numerischen Berechnungsroutinen
sind mit Hilfe der Blitz-C++ Klassenbibliothek [Bli] erstellt worden. Zur Imple-
mentierung des Datenmodells, der Eingaberaumoptimierung, der SOM und als Te-
stumgebung wurde eine SUN Ultra80 Workstation (2 x 450Mhz UltraSparc-II) und
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eine Linux PC-Workstation (2 x 1Ghz Pentium-III) unter SUN Solaris (2.6 bis 8.0)
und Linux (SuSE 6.4 bis 7.2) verwendet.
Die Implementierung der parallelen Bewegungskorrektur und der SOM basiert auf
der PVM-Bibliothek (Parallel Virtual Machine) [PVM] und wurde fu¨r Linux auf
dem abteilungseigenen Parallelrechner-Cluster (vgl. Anhang C) entwickelt und op-
timiert.
Abbildung 3.37: Master-Client Konzept: Ein Master-Prozess verteilt Datenparti-
tionen an wartende Client-Prozesse. Diese berechnen eine Aufgabe (Bewegungs-
korrektur oder SOM) und liefern das Ergebnis an den Master nach Aufforderung
zuru¨ck.
Fu¨r die Bewegungskorrektur wird ein Master-Prozess gestartet, der n Client-Prozes-
se (n: Anzahl der Prozessoren), je ein Client pro Prozessor, startet (Abb. 3.37). Der
Master schickt an jeden wartenden Client (Prozessor) u¨ber das Message Passing
Protocol von PVM ein Objekt- und ein Referenzvolumen, sowie einen Parame-
tersatz, welcher u.a. die Kostenfunktion, die Minimierungsroutine und die Inter-
polationsmethode entha¨lt. Hat der Client diesen Datensatz empfangen, berechnet
er die Bewegungskorrektur und sendet anschließend den optimalen Parametersatz
der rigid body Transformation und das transformierte Objektvolumen an den Mas-
ter zuru¨ck. Jedes Objektvolumen wird zu Beginn als unfertig markiert, dann als in
Bearbeitung markiert, wenn es an einen Client geschickt worden ist, und als fertig,
wenn der Master das bewegungskorregierte Volumen und die Parameter erhalten
hat.
Eine Warteschlange im Master verteilt solange Prozesse an die Clients, bis alle
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Prozessoren u¨ber genau einen arbeitenden Client verfu¨gen. Gibt ein Client sein Er-
gebnis zuru¨ck, erha¨lt er einen neuen Datensatz. Fa¨llt ein Client aus, wird der Master
von PVM informiert und das an diesen Client gesendete Objektvolumen wird wie-
der als unfertig markiert und in die Warteschlange eingereiht. Will ein Client Daten
an den Master senden, schickt er zuna¨chst eine Mitteilung an den Master, auf deren
Besta¨tigung der Client dann wartet. Diese vom Master initiierte ¨Ubertragung der
Client Daten verhindert, dass mehrere Clients ihre Datensa¨tze gleichzeitig an den
Master senden, und so die Netzwerkverbindung zum Master u¨berlastet wird.
¨Ahnlich wie die Bewegungskorrektur arbeitet die parallelisierte Version der SOM.
Wa¨hrend des Trainings der SOM werden i.a. alle Neuronen beno¨tigt; eine Auftei-
lung der Neuronen u¨ber mehrere Knotenrechner ist deshalb ungu¨nstig, weil sich
lange Latenzen bei der Netzwerkkommunikation ergeben wu¨rden. Daher wird je
eine SOM pro Prozessor berechnet. Beim schichtweisen Training kann so ein gan-
zes Volumen in einem Schritt parallel trainiert werden. Die Ergebnisse (Referenz-
vektoren) kommen zum Master per Message Passing Protocol zuru¨ck und werden
auf Festplatte gesichert. Bei der Klassifikation wird der Eingaberaum durch die
Anzahl der Prozessoren partitioniert und je eine Datenpartition mit der trainierten
SOM an die Clients gesendet, a¨hnlich wie bei der Bewegungskorrektur, so dass
diese Implementierung hier wiederverwendet werden konnte.
Oberhalb der Berechnungsebene sorgt eine Warteschlange, verwendet wurde GNU-
Queue [GNU], fu¨r die Verteilung der Aufgaben, bei der immer genau ein 4D fMRI-
Datensatz (scan) auf dem Cluster verarbeitet wird, der dann vom Master auf die
44 Clients (Prozessoren) verteilt wird. Die Ergebnisse werden anschließend vom
Clusternetzwerk auf das Abteilungsnetzwerk verschoben, wo sie den Anwendern
zur Verfu¨gung stehen.
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Kapitel 4
Anwendungsbeispiele der fMRI
Bildverarbeitung
In den letzten drei Jahren sind im Interdisziplina¨ren Zentrum fu¨r Klinische For-
schung - Zentralnervensystem (IZKF/ZNS) am Klinikum der RWTH Aachen u¨ber
1200 fMRI Untersuchungen an Patienten und Probanden durchgefu¨hrt worden.
Dies entspricht ca. 60 Mio. Schichtbildern oder 240 GB an Rohdaten. In diesem
Kapitel wird eine Auswahl von Themen vorgestellt, die wichtige Bereiche der neu-
rowissenschaftlichen Forschung (auditive und visuelle Verarbeitung) und der kli-
nischen Anwendung der fMRI (Sensomotorik) zur funktionellen Hirnkartierung
repra¨sentieren. Bei der Auswahl der fMRI Untersuchungen zum jeweiligen The-
menkomplex wurden nur etablierte Paradigmen verwendet, die zum einen in der
Literatur gut beschrieben und reproduzierbar sind, zum anderen ein reliables und
stabiles SNR besitzen, wie es fu¨r die Evaluation einer neuen Methodik notwendig
ist.
Nach einem inhaltlichen ¨Uberblick zum jeweiligen Thema wird die modellfreie
Analyse auf Signaldifferenzierung und Anwendbarkeit hin anhand der ausgewa¨hl-
ten fMRI Untersuchungen beschrieben. Zu jedem Fall wird eine Volumenkarte,
d.h. Training und Klassifizierung aller Voxel des Hirnvolumens zum Auffinden von
u¨berregionalen kognitiven Netzwerken mit gleichen Merkmalen der Zeitreihen,
und Schichtkarten jeder einzelnen Schichtebene, d.h. Training und Klassifizierung
fu¨r alle Voxel einer Schicht separat fu¨r eine feinere regionale Differenzierung, er-
stellt. Zum Vergleich der SOM Ergebnisse werden die Resultate der modellbasier-
ten Analyse mittels SPM (Version SPM99) vorgestellt. Der experimentelle Aufbau
(Abschnitt 2.4), die Vorverarbeitung der Rohdaten (Abschnitt 3.1) und die Aus-
wertung (Abschnitt 3.2 und 3.3) sind wie beschrieben angewendet worden. Alle
Probanden und Patienten sind vor der Untersuchung gema¨ß den fMRI-Richtlinien
der Abteilung Neuroradiologie am Klinikum der RWTH Aachen aufgekla¨rt wor-
den (siehe Anhang B).
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4.1 Sensomotorische Aktivierungsexperimente
Es ist leicht nachzuvollziehen, dass motorische Aufgaben eine besondere Bedeu-
tung fu¨r den Menschen besitzen. Neuronen steuern die Hand-, Finger-, Fuß- und
Lippenbewegung, um nur einige Aufgaben zu nennen. Die Neuronen, verantwort-
lich fu¨r die Auswahl und Koordination einzelner Muskeln des motorischen Sys-
tems, lassen sich in bestimmte Regionen (Hirnareale) zusammenfassen (Abb. 4.1).
Die einzelnen Regionen des prima¨ren motorischen Systems sind dabei stark soma-
totopisch u¨ber dem Kortex verteilt, d.h. dass eine direkte Abbildung der ko¨rperlich-
en Funktion auf eine bestimmte Hirnregion (Abb. 4.3) vorliegt. Erstmals wur-
den diese Regionen und ihre Funktionen durch direkte kortikale Stimulation der
Hirnoberfla¨che [PB37], dem Goldstandard (Referenz) fu¨r die bildgebenden Ver-
fahren zur Hirnkartierung, nachgewiesen. Spa¨tere Untersuchungen mittels PET
[FFRB85], [CDP+91], [GWMP91], [GWM93] fu¨hrten zu einer genaueren Diffe-
renzierung der Regionen im pra¨-motorischen (PM), prima¨r motorischen (M1) und
supplementa¨r motorischen Kortex (SMA) (Abb. 4.1).
Abbildung 4.1: Sensomotorischer Kortex: Links: Lateral, Rechts: Medial. Pra¨-
motorisches (PM), supplementa¨r motorisches Areal (SMA), prima¨r motorischer
Kortex (M1) und sensomotorischer Kortex (S1) des menschlichen Gehirns. Grafi-
ken aus [Mar96], c©1996 Appleton & Lange, Stamford, Connecticut.
Der prima¨r motorische Kortex (M1) erstreckt sich entlang des Gyrus precentralis,
wobei der gro¨ßte Teil des M1 der Handmotorik dient. Es ist allgemeiner Konsens,
dass der M1 eine rein exekutive Rolle hat und keinerlei Planungsfunktion bei der
Durchfu¨hrung von motorischen Aufgaben u¨bernimmt [IP77]. Der M1 bekommt
seine Aufgaben vom PM und dem SMA, wodurch die Neuronen des M1 eine Ak-
tivierung der Spinal- und Bulba¨r-Motorneuronen veranlassen, die die motorische
Aktion einleitet. Die ausgelo¨ste Bewegung ist dabei immer in der kontralateralen
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Hemispha¨re repra¨sentiert, d.h eine Bewegung der linken Hand wird durch den M1
in der rechten Hemispha¨re und umgekehrt durchgefu¨hrt. Fetz et al. [FC80] konnten
zeigen, dass sowohl aktivierende als auch inhibierende Neuronen im M1 vertreten
sind.
Abbildung 4.2: Schematische Darstellung der Organisation des sensomotorischen
Systems. M1, PR und SMA sind nur einzelne Stationen bei der Auslo¨sung einer
motorischen Funktion. Grafik aus [Mar96], c©1996 Appleton & Lange, Stamford,
Connecticut.
In der medialen Seite der Hemispha¨re, posterior zum prefrontalen Kortex gele-
gen, befindet sich das supplementa¨r motorische Areal (SMA). Es wurde 1940 von
Brickner [Bri40] bei der Untersuchung von 6 Patienten entdeckt. Die Patienten
hatten die Aufgabe, das Alphabet aufzusagen, und bei dem Buchstaben H erfolgte
eine direkte kortikale elektrische Stimulation des SMA, worauf bei allen Patienten
eine nicht willentliche Wiederholung des Buchstabens H erfolgte. Dieses Expe-
riment deutet schon die Aufgabe des SMA als Planungs- und Programmzentrum
fu¨r motorische Aktivierungen an. Untersuchungen zum internen Vorsprechen zeig-
ten eine Aktivierung im SMA, nicht aber im PM oder M1 [RSLL77]. Letzteres
zeigt eindeutig die Programmierungsaufgabe des SMA fu¨r motorische Aufgaben
[RLLS80]. Daher ist es naheliegend, dass das SMA bei fast allen motorischen Auf-
gaben mitaktiviert ist, so auch bei den weiter unten vorgestellten Faustschluss/
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o¨ffnen Paradigmen [Gel81] [CDP+91]. Das SMA ist immer bei motorischen und
sensorischen Lernprozessen, sowie bei spontanen oder getakteten Bewegungsab-
la¨ufen beteiligt. Die Neuronen des SMA sind stark kontralateral verknu¨pft, weisen
aber im Gegensatz zum M1 keinerlei somatotopische Charakteristik auf [BB67].
Auch das SMA zeigt eine Neigung zur kontralateralen Verschaltung [CDP+91]
[GMWP91] [SRB+91], wenn auch nicht so eindeutig wie beim M1.
Abbildung 4.3: Sensomotorischer Homunculus: Illustration eines koronaren
Schnittes entlang des Gyrus precentralis, der die somatotopische Repra¨sentation
der Fuß-, Hand-, Finger-, Gesichts- und Zungenmuskulatur freilegt. Grafiken aus
[Mar96], c©1996 Appleton & Lange, Stamford, Connecticut.
Bei fMRI Untersuchungen von motorischen Aufgaben muss auch die Frequenz
der Ausfu¨hrung der Aufgabe beru¨cksichtigt werden, da die Frequenz in Bezie-
hung zum regionalen zerebralen Blutfluss (rCBF) steht. Die BOLD-Antwort ist
direkt vom Anteil des Deoxyha¨moglobins im Blut abha¨ngig. Steigt der regiona-
le Blutfluss, gesteuert durch die Aufgabenfrequenz, kann der beobachtete BOLD-
Signalanstieg nur durch Anstieg des rCBF erkla¨rt werden, da das zerebrale Blut-
volumen (CBV) und die Sauerstoffsa¨ttigung als weitere Parameter der BOLD-
Antwort unvera¨ndert bleiben [FR84] [KBC+92] [DLWK92] [JHT+94]. Die ge-
naue Beziehung zwischen Blutfluss und MR-Signala¨nderung ist jedoch bis heu-
te nicht ga¨nzlich gekla¨rt. Sie bedarf vor allem der pra¨ziseren neuroanatomischen
Lokalisation des BOLD-Signals, um die funktionelle/strukturelle Koppelung der
BOLD-Antwort erkla¨ren zu ko¨nnen. In Zukunft sollte mittels ho¨her auflo¨sender
MR-Systeme mit sta¨rkeren Prima¨rmagnetfeldern und schnelleren Gradienten diese
Frage eindeutig beantwortbar sein.
Sadato et al. [SID+96] zeigten die Abha¨ngigkeit der BOLD-Antwort zur Aufga-
benfrequenz zum ersten Mal im M1 bei einer PET Untersuchung der Fingerbewe-
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gung und spa¨ter mit fMRI [SnC+97]. Es konnte gezeigt werden, dass im Bereich
von 1-4Hz bei der Fingerbewegung eine lineare Zunahme der relativen BOLD-
Antwort folgte. Es wurde auch eine Zunahme der aktivierten Region bis zu ei-
ner Schwelle von 2Hz registriert, die sich bei ho¨heren Frequenzen jedoch wie-
der reduzierte. Im Gegensatz zum M1 konnte eine solche Frequenzabha¨ngigkeit
im SMA nicht gefunden werden [BBH+96] [SID+96] [SST+96]. Bei weiteren
Experimenten zeigte sich, dass das SMA bei niedrigen Frequenzen (0.25-0.5Hz)
die gro¨ßte Signalantwort liefert [SID+96]. Die Autoren erkla¨ren dieses Verhal-
ten mit einer Wechselbeziehung zwischen aktiver und pra¨diktiver Reaktion des
motorischen Systems. Bei ho¨heren Frequenzen wird das SMA fu¨r die Planung
der Ausfu¨hrung der Aufgabe zunehmend unbedeutend und wird durch pra¨diktive
Ausfu¨hrung ersetzt [SID+96].
Die gute ra¨umliche Abgrenzung des sensomotorischen Kortex und das relativ ho-
he SNR (≈ 5%) in fMRI Experimenten dieser Region fu¨hrte zu einer Folge von
weiteren fMRI Untersuchungen. Die genaue Lokalisation der Fuß- und Armmoto-
rik [RBH+95], der Handmotorik [RBH+95] [YSA+97] und bei ho¨herer Auflo¨sung
(1282 Matrizen) auch die der einzelnen Finger [SDT+95], ist mit fMRI eindeutig
nachgewiesen. Nicht zuletzt wegen des hohen SNR stellen Untersuchungen des
motorischen Systems heute eine Art Standardexperiment der fMRI dar. Somit ist
es naheliegend, ein motorisches Experiment als Ausgangspunkt fu¨r die Untersu-
chung der modellfreien Analyse zu wa¨hlen.
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Abbildung 4.4: Oben: Schema des Untersuchungsparadigmas, 3 Epochen mit je
einer Ruhe- (Off) und Aufgabenphase (On). Die Zeitachse ist in TR Zeitpunk-
ten angegeben. Unten Links: Das Untersuchungsparadigma gefaltete an den Pha-
senu¨berga¨ngen mit dem fu¨r die verwendete TR-Zeit angepassten Modell der HRF-
Funktion (SPM99), dass als Regressor zur Parametrisierung des GLM verwen-
det wird. Unten Rechts: Fourier-Spektrum des Modells mit einer starken Peri-
odizita¨t bei der Periode 22, der Dauer einer Off/On-Epoche. Die Frequenzskale
ist in Hz angegeben, womit sich die Periode P = 1/Frequenz mit der Abtastrate
T R = 4s = 0,25Hz aus Frequenz(P) = 1/22∗0,25Hz = 0,01137Hz berechnet.
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4.1.1 Experimentelles Design
Aus der Gruppe der Motorexperimente ist im Weiteren die Handmotorik genau-
er untersucht worden. Die fMRI Aufnahme ist in 3 Epochen unterteilt, alternie-
rende Ruhe/Kontroll- und Aktivierungsphasen (Abb. 4.4). Wa¨hrend einer Akti-
vierungsepoche fu¨hrte die zu untersuchende Person abwechselnd alle 2 Sek. ei-
ne Faustschluss/-o¨ffnen-Aufgabe mit ihrer rechten Hand durch [CDP+91]. Erwar-
tungsgema¨ß sollte bei diesem Paradigma eine Aktivierung im Bereich des M1 der
linken Hemispha¨re und eine Aktivierung des SMA erfolgen.
4.1.2 Klinische Bedeutung
Experimente des motorischen Systems haben eine besondere klinische Bedeutung
bei der neurochirurgischen Operationsplanung. Bei der Resektion eines Hirntu-
mors stellt sich fu¨r den Operateur immer die Frage, wie der Tumor entfernt werden
kann, ohne, oder nur mo¨glichst wenig, gesundes Gewebe dabei in Mitleidenschaft
zu ziehen. Neuronavigation, d.h. der Operationsweg durch gesundes Gewebe, um
an einen Tumor zu gelangen, kann durch die fMRI zum Vorteil des Patienten un-
terstu¨tzt werden. Ziel ist es, Regionen von besonderer Bedeutung fu¨r den Patienten,
z.B. Hand- und Fußmotorik, zu lokalisieren und diese Regionen bei der Neurona-
vigation zu umgehen. Hier kann nur eine individuelle Funktionslokalisation unter
Verwendung der fMRI helfen [YSJ+95], da die Funktion entweder durch den Tu-
mor ra¨umlich verdra¨ngt wurde oder durch Reorganisation/Kompensation wegen
einer Tumorinvasion die normale anatomisch bekannte Region von einer anderen
u¨bernommen wurde. Ein Beispiel zur Neuronavigation beim Patienten ist in einer
fMRI Untersuchung zum motorischen System 4.1.4 vorgestellt.
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4.1.3 Auswertung von Proband p0382
Die fMRI Untersuchung wurde mit einem ma¨nnlichen 25-ja¨hrigen Probanden aus-
gefu¨hrt, der die in Abschnitt 4.1.1 beschriebene Faustschlussaufgabe durchfu¨hrte.
Zur Bildaquisition wurde eine Gradienten-Echo Sequenz mit einer Single-Shot
Echo Planar Auslesetechnik mit axialer Schichtfu¨hrung verwendet (TR 4000ms,
TE 50ms, FOV 192mm2, Bildmatrix 64×64×40, 66 Dynamiken, Voxelauflo¨sung
3mm3). Alle 66 Volumen sind anschließend nach dem in Abschnitt 3.1 beschrie-
benen Verfahren bewegungskorrigiert (Abb. 4.5) und in den MNI-Raum, einem
zum Talairachraum verwandten Normalraum, transformiert worden (Abb. 4.6). Fu¨r
die weitere Analyse sind diejenigen Schichten ausgewa¨hlt worden, die das moto-
rische Handareal und das SMA beinhalten. Fu¨r die ausgewa¨hlten Schichten wurde
die in Abschnitt 3.3.6 beschriebene Autokorrelationsgewichtung fu¨r das Training
der SOM verwendet. Zum Vergleich ist auch die modellbasierte Auswertung mit
SPM99 (vgl. Abschnitt 3.2) aufgefu¨hrt, die die erwartete Aktivierung des linken
M1 und PM und des SMA zeigt (Abb. 4.7).
Abbildung 4.5: Kopfbewegung in der Zeit: Graph der 3D Transformationspara-
meter (Translation und Rotation) der rigid body Bewegungskorrektur (Abs. 3.1.1)
zwischen dem ersten Volumen als Referenz und jedem weiteren Volumen der Un-
tersuchung.
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Abbildung 4.6: Ra¨umliche Vorverarbeitung der Volumen: Axiale Ansicht aller
Schichten des ersten Volumens nach der Vorverarbeitung der Daten von Proband
p0382 gema¨ß Abschnitt 3.1.
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Abbildung 4.7: Links: Auswahl der im Talairach Atlas [TT88] beschriebenen
Schichten fu¨r das Handareal. Das Ergebnis des voxelweisen t-Test von SPM99 ist
u¨berlagert. Rot bedeutet schwa¨chere, gelb sta¨rkere Paradigmena¨hnlichkeit. Deut-
lich sind der linke M1 und der linke PM und das SMA erkennbar. Die lineare Skala
gibt das t-Wert Niveau, abha¨ngig von SPM{T}) (vgl. Abschnitt 3.2.2) an, wobei
Werte u¨ber 3 fu¨r eine Modella¨hnlichkeit sprechen. Rechts: Zeitlich gegla¨ttete Au-
tokorrelationskarte der ausgewa¨hlten Voxel. Die lineare Farbskala gibt das Maß der
Autokorrelation an (rot: schwach (0.1) bis gelb: stark (0.7)). Sta¨rkere Autokorrela-
tion ist im linken motorischen Areal deutlich erkennbar. Die Autokorrelation wird
hier im Weiteren als Gewichtsmaß fu¨r die Eingaberaumoptimierung (vgl. Abschnitt
3.3.6) des SOM-Trainings eingesetzt.
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Volumen-SOM
Als ¨Ubersichtskarte und zum Auffinden von gleichfo¨rmigen Aktivierungsmustern
von weit entfernten Regionen (Netzwerkaktivierung) wird die SOM auf dem gan-
zen zu untersuchenden Volumen angewendet. Abbildung 4.8 zeigt die Neuronen-
gewichtskarte mit 24 Neuronen nach dem Training mit allen ausgewa¨hlten Voxeln,
wie in Abschnitt 3.3.2 beschrieben. Deutlich ist die Ausbildung des alternieren-
den Aufgabenparadigmas (Abb. 4.4) in der linken Ha¨lfte der SOM (Abb. 4.8) zu
erkennen.
Abbildung 4.8: 6 × 4 Neuronen Volumen-SOM (10031 Voxel): Karte der ge-
lernten Referenzvektoren, trainiert und klassifiziert nach dem in Abschnitt 3.3.1
beschriebenen Verfahren. Als Eingabedaten sind alle ausgewa¨hlten Voxel des Vo-
lumens unter Verwendung der Autokorrelationsgewichtung benutzt worden; die
x-Achse gibt die Zeitachse in TR-Zeitpunkten an, die y-Achse gibt das relative
MR-Signal (mittelwertbereinigt) an.
Tabelle 4.1 zeigt die Voxelverteilungen fu¨r jedes Neuron der SOM. Die Werte der
Tabelle mu¨ssen jedoch unter Beru¨cksichtigung von Ausreißern gelesen werden,
so z.B. Neuron 1, bei dem ein sehr starkes Aktivierungssignal erkennbar ist, der
mittlere relative Quantisierungsfehler (QE) (vgl. Abschnitt 3.3.4) mit 3,135 jedoch
realtiv hoch fu¨r die sehr geringe Voxelanzahl von nur 2,27% ist. Betrachtet man die
sehr große Varianz von 6,397 wird deutlich, warum der mittlere QE so hoch liegt
- es handelt sich um einen bimodale Verteilung (Abb. 4.9, oben links) von sehr
a¨hnlichen Voxelzeitreihen auf der einen und Ausreißern mit sehr hohen QE auf der
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anderen Seite, deren zeitliche Verla¨ufe dennoch Neuron 1 als Attraktor besitzen.
Beru¨cksichtigt man, das Neuron 1 eine Eckposition im Gitter des Neuronalen Netz-
werks hat, la¨sst sich die Hypothese aufstellen, das durch die Randlage eine Topolo-
gie bedingte Polarisierung in der Ecke des Neuronengitters stattgefunden hat (vgl.
Abschnittt 3.3.2). Vermutlich wird diese Polarisierung durch die beschra¨nkte Nach-
barschaft in der Ecklage verursacht, bei der sich in der Umgebung von Neuron 1
nur eine beschra¨nkte Anzahl von Mustern ausbilden kann. Im weiteren Verlauf des
Training wird das Merkmal in Neuron 1 immer extremer auf ein bestimmtes Merk-
mal hin ausgerichtet, weil die Anzahl der Nachbarneuronen, die bei einem Update
ihrereseits die Neuronengewichte in Neuron 1 mit beeinflussen, viele geringer ist,
als dies bei nicht-Eckneuronen der Fall ist. Die bewirkt vermutlich eine nur sehr
einseitige Vera¨nderung in Neuron 1. Dieser Effekt setzt sich dann natu¨rlich auch
in Richtung der radialen Nachbarschaftfunktion fort, wodurch ein kreisfo¨rmiges
Cluster ausgebildet wird. Die Verdra¨ngung durch andere Merkmale verhindert je-
doch eine perfekte radiale Ausdehnung. Betrachte man die beiden Eckneuronen
1 und 24 in Abbildung 4.8, sind deutlich die beiden extremen Merkmale der Ak-
tivierung und der Deaktivierung mit maximaler Euklidischer Distanz in den sich
gegenu¨berliegenden Eckpunkten abgelegt worden.
Unter dieser Hyphotese erkla¨rt sich auch das bimodale Histogramm der QE, da
die Merkmalsauspra¨gung um das Eckneuron 1 nicht glatt ist. Das Fehlen von Un-
termerkmale im und um das Pol-Neuron fu¨hrt zu ho¨heren QE einiger Merkmale.
Diese Merkmale sind jedoch immer noch zum Referenzvektor von Neuron 1 am
¨Ahnlichsten.
Im Falle der fMRI mit nur 3 Merkmalen (Aktivierung, Deaktivierung und Baseli-
ne) ist der Polarisierungseffekt der vier Eckneuronen ein gewu¨nschtes Ordnungs-
element der Karte, das die Interpretierbarkeit der Karte unterstu¨tzt und auch in
anderen Volumenkarte (Abb. 4.35, 4.53, 4.65, 4.83, 4.100 und 4.117) und in zahl-
reichen Schichtkarten im Folgenden beobachtet werden kann.
Zur Unterstu¨tzung von Tabelle 4.1 ist daher ein Histogramm sinnvoll, welches ex-
emplarisch fu¨r 4 interessante Fa¨lle Aktivierung mit Ausreißern (Neuron 1), reine
Aktivierung (Neuron 2), Baseline (Neuron 6) und Deaktivierung (Neuron 24), in
Abbildung 4.9 gezeigt ist.
Die trainierten Referenzvektoren der SOM weisen drei Merkmalsklassen auf: Akti-
viert, Deaktiviert und Baseline. In Tabelle 4.1 sind die Verteilungen der Neuronen
und der Voxel subjektiv nach Klassen zusammengefasst worden. Durch die Au-
tokorrelationsgewichtung werden die zahlenma¨ßig unterlegenen aktivierten Voxel
(32,8%) auf zweidrittel der Karte repra¨sentiert, dennoch verbraucht Baseline noch
20,8% der SOM-Kapazita¨t. In der Klasse Deaktivierung sind Voxelzeitreihen zu-
sammengefasst, deren zeitlicher Verlauf dem Aufgabenparadigma gegenla¨ufig ist.
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Neuron Voxel Voxelanteil µQE σ2QE
1 228 2,27% 3,135 6,397
2 104 1,04% 1,282 1,338
3 26 0,26% 2,136 3,496
4 204 2,03% 2,841 3,801
5 1472 14,67% 3,149 3,190
6 1679 16,74% 5,225 3,454
7 19 0,19% 2,236 2,724
8 16 0,16% 1,646 1,394
9 114 1,14% 1,979 2,289
10 223 2,22% 2,067 1,923
11 205 2,04% 2,964 2,377
12 351 3,50% 5,692 3,682
13 200 1,99% 4,104 3,652
14 18 0,18% 2,051 1,427
15 101 1,01% 1,868 2,559
16 284 2,83% 2,467 2,426
17 211 2,10% 1,700 1,984
18 114 1,14% 3,060 4,818
19 436 4,35% 4,828 3,546
20 258 2,57% 3,057 2,963
21 1063 10,60% 3,818 3,643
22 1400 13,96% 4,180 3,728
23 447 4,46% 4,033 4,668
24 858 8,55% 4,800 4,433
Tabelle 4.1: Trainingsergebnis aller 10031 Voxel mit der SOM in Abbildung 4.8,
aufgeteilt nach Anzahl der Voxel, Voxelanteil und Mittelwert (µQE) und Varianz
(σ2QE) des mittleren Quantisierungsfehlers zwischen allen klassifizierten Voxeln
des Neurons und seinem Referenzvektor.
Wie gut zu erkennen ist, sorgt die Nachbarschaftsfunktion beim Update der SOM
fu¨r eine ra¨umliche Separation der drei Merkmalsklassen und fu¨r eine Clusteraus-
bildung von a¨hnlichen Merkmalen.
Aktivierung Deaktivierung Baseline
SOM-Neuronen 1-4,7-10,13-16,19-21 17,18,23,24 5,6,11,12,22
Neuronenanzahl 15 (62,5%) 4 (16,7%) 5 (20,8%)
Voxelanzahl 3294 (32,8%) 1630 (16,2%) 5107 (50,9%)
Voxel/Neuronen 220 408 1022
mittlerer QE 2,82 4,53 5,30
Tabelle 4.2: Verteilung der Referenzvektoren nach Klassen in der Volumen-SOM
(Abb. 4.8).
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Abbildung 4.9: Histogramm der Quantisierungsfehler: Histogramm der QE al-
ler Voxel von Neuron 1 zeigt eine bimodale Verteilung von Aktivierung und Aus-
reißern, im Gegensatz zu Neuron 2 ohne Ausreißer, was durch den sehr geringen
mittleren QE (vgl. Tab. 4.1) gestu¨tzt wird. Baseline (Neuron 6) ist nahezu normal-
verteilt, a¨hnlich wie die Deaktivierung in Neuron 24, die jedoch breiter gestreut
ist.
Die Abbildungen 4.10 bis 4.20 zeigen die mittels der SOM-Karte (Abb. 4.8) klassi-
fizierten Voxel in den jeweiligen Schichten. Die Einfa¨rbung erfolgte nach dem QE,
der zur funktionell-strukturellen Interpretation der Merkmalsausbildung verwen-
det wird. Die aktivierten Kernbereiche des M1 und des PM sind in den Neuronen
1 und 2 zu finden, deren Signalamplitude schwa¨cher ausgepra¨gt ist im Vergleich
zum sich kreisfo¨rmig ausbreitenden BOLD-Signal in den umliegenden Gefa¨ßen,
wie in den Neuronen 13 und 19 zu erkennen ist. Dieses schwa¨chere BOLD-Signal
ist durch das geringere Blutvolumen der Kapillaren im parenchymalen Gewebe
bedingt (vgl. Abb. 2.1); die Ansammlung von sauerstoffangereichertem Blut in
den abfließenden gro¨ßeren Venen bewirkt eine geringere Feldinhomogenita¨t, wor-
aus ein noch sta¨rkeres MR-Signal resultiert (vgl. Kapitel 2). Das Auslaufen des
BOLD-Signals kann auch am QE beobachtet werden - der QE wird mit zunehmen-
der ra¨umlicher Ausweitung gro¨ßer. Das SMA erkennt man mit einer schwa¨cheren
Amplitude in den Neuronen 9, 10, 15 und 16, ein Auslaufen des BOLD-Signals
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des SMA ist u.a. in den Neuronen 20 und 21 zu sehen. Die Deaktivierung, stark re-
pra¨sentiert in Neuron 24, zeigt den kontralateralen M1 und den PM, welches u¨ber
Faserverbindungen mit dem linken Areal verbunden ist. Deaktivierung, d.h. Inhi-
bition des rCBF unter einer Aufgabenbedingung, findet sich bei zahreichen fMRI
Experimenten. Eine einheitliche Erkla¨rung fu¨r dieses Pha¨nomen gibt es bislang je-
doch noch nicht. Eine Vermutung fu¨r den vorliegenen sensomotorischen Fall ist,
dass die Inhibition der kontralateralen Hand eine synchrone Handbewegung beider
Ha¨nde oder der Finger unterdru¨cken soll.
Neben der sensomotorischen Aktivierung ist auch eine visuelle Aktivierung in den
Voxeln, die von Neuron 4 repra¨sentiert werden, zu erkennen. Eine Erkla¨rung fu¨r
diese nicht aufgabenspezifische, jedoch zeitlich eindeutig korrelierte visuelle Akti-
vierung, ko¨nnte die Beobachtung seiner Hand bei der Durchfu¨hrung der Aufgabe
sein.
Abbildung 4.10: Schichtebene +45: Klassifikation nach SOM in Abb. 4.8
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Abbildung 4.11: Schichtebene +48: Klassifikation nach SOM in Abb. 4.8
Abbildung 4.12: Schichtebene +51: Klassifikation nach SOM in Abb. 4.8
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Abbildung 4.13: Schichtebene +54: Klassifikation nach SOM in Abb. 4.8
Abbildung 4.14: Schichtebene +57: Klassifikation nach SOM in Abb. 4.8
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Abbildung 4.15: Schichtebene +60: Klassifikation nach SOM in Abb. 4.8
Abbildung 4.16: Schichtebene +63: Klassifikation nach SOM in Abb. 4.8
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Abbildung 4.17: Schichtebene +66: Klassifikation nach SOM in Abb. 4.8
Abbildung 4.18: Schichtebene +69: Klassifikation nach SOM in Abb. 4.8
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Abbildung 4.19: Schichtebene +72: Klassifikation nach SOM in Abb. 4.8
Abbildung 4.20: Schichtebene +75: Klassifikation nach SOM in Abb. 4.8
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Schichten-SOM
Reduziert man den Eingaberaum fu¨r das Training und die Klassifikation der SOM,
so bewirkt dies eine verfeinerte Merkmalsauspra¨gung - man verliert jedoch die
u¨bersichtliche Darstellung gleicher Merkmale in verschiedenen Regionen. Eine
mo¨gliche sinnvolle Eingaberaumreduktion ist die Beschra¨nkung auf Voxel einer
Schicht pro Karte, bei der kleinere 12 oder 15 Neuronen Karten fu¨r das schicht-
weise Lernen mit 642 Matrizen ausreichend zu sein scheinen. Ziel ist, regionale
Unterschiede aufzuzeigen, deren Merkmale sich nicht aus der Masse der Voxel ei-
nes Volumens herausheben ko¨nnen, und so eine noch pra¨zisere Interpretation der
Daten ermo¨glichen.
Tabellen 4.3 und 4.4 zeigen exemplarisch die Verteilung der Neuronen der jeweili-
gen Schichten-SOMs, die mit der klassifizierten Schicht in den Abbildungen 4.22
bis 4.31 beschrieben sind.
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Ebene +45 Aktivierung Deaktivierung Baseline
SOM-Neuronen 3,4,7,8,11,12 1,5,9,10 2,6
Neuronenanzahl 6 (50%) 4 (33%) 2 (16,7%)
Voxelanzahl 396 (25,7%) 366 (23,6%) 780 (50,6%)
Voxel/Neuronen 66 92 390
mittlerer QE 5,23 7,55 9,28
Ebene +48 Aktivierung Deaktivierung Baseline
SOM-Neuronen 1,2,3,5,6,9,10 4,8,12 3,7
Neuronenanzahl 7 (58,3%) 3 (25,0%) 2 (16,7%)
Voxelanzahl 428 (29,8%) 322 (23,1%) 189 (13,2%)
Voxel/Neuronen 62 111 95
mittlerer QE 3,93 8,11 9,48
Ebene +51 Aktivierung Deaktivierung Baseline
SOM-Neuronen 3,4,6,7,8,11,12 1,5 2,9,10
Neuronenanzahl 7 (58,3%) 2 (16,7%) 3 (25%)
Voxelanzahl 349 (26,2%) 179 (13,5%) 803 (60,35%)
Voxel/Neuronen 50 90 268
mittlerer QE 3,48 9,75 7,27
Ebene +54 Aktivierung Deaktivierung Baseline
SOM-Neuronen 3,4,7,8,11,12 1,5,9 2,6,10
Neuronenanzahl 6 (50%) 3 (25,0%) 3 (25,0%)
Voxelanzahl 295 (24,3%) 327 (26,9%) 594 (48,9%)
Voxel/Neuronen 50 109 198
mittlerer QE 3,51 6,97 5,80
Ebene +57 Aktivierung Deaktivierung Baseline
SOM-Neuronen 3,4,7,8,11,12 1,5,9 2,6,10
Neuronenanzahl 6 (50%) 3 (25%) 3 (25%)
Voxelanzahl 370 (33,8%) 253 (23,1%) 471 (43,1%)
Voxel/Neuronen 62 85 157
mittlerer QE 4,26 5,81 5,18
Tabelle 4.3: Verteilung der Referenzvektoren nach Klassen in der Schichten SOM
fu¨r die Ebenen +45 (Abb. 4.21) bis +57 (Abb. 4.25).
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Ebene +60 Aktivierung Deaktivierung Baseline
SOM-Neuronen 3,4,7,8,11,12 1,5,9 2,6,10
Neuronenanzahl 6 (50,0%) 3 (25%) 3 (25%)
Voxelanzahl 340 (35,3%) 246 (25,5%) 378 (39,2%)
Voxel/Neuronen 57 82 126
mittlerer QE 3,26 4,35 4,22
Ebene +63 Aktivierung Deaktivierung Baseline
SOM-Neuronen 1-3,5,6,9-11 8 4,7,12
Neuronenanzahl 8 (66,7%) 1 (8,3%) 3 (25,0%)
Voxelanzahl 354 (43,6%) 205 (25,3%) 252 (31,1%)
Voxel/Neuronen 45 205 84
mittlerer QE 2,32 4,20 3,78
Ebene +66 Aktivierung Deaktivierung Baseline
SOM-Neuronen 3-12 1 2
Neuronenanzahl 10 (83,3%) 1 (8,3%) 1 (8,3%)
Voxelanzahl 402 (61,0%) 189 (28,7%) 68 (10,3%)
Voxel/Neuronen 41 189 68
mittlerer QE 2,23 3,74 3,80
Ebene +69 Aktivierung Deaktivierung Baseline
SOM-Neuronen 1-7,9-11 1 8,12
Neuronenanzahl 10 (83,3%) 2 (16,7%)
Voxelanzahl 246 (47,3%) 274 (52,7%)
Voxel/Neuronen 25 137
mittlerer QE 1,79 3,14
Ebene +72 Aktivierung Deaktivierung Baseline
SOM-Neuronen 3,4,6,7,8,9-12 1,2,5
Neuronenanzahl 9 (75,0%) 3 (25,0%)
Voxelanzahl 191 (54,9%) 157 (45,1%)
Voxel/Neuronen 22 53
mittlerer QE 2,55 2,32
Tabelle 4.4: Verteilung der Referenzvektoren nach Klassen in der Schichten SOM
fu¨r die Ebenen +60 (Abb. 4.26) bis +72 (Abb. 4.30).
119
KAPITEL 4. ANWENDUNGSBEISPIELE DER FMRI BILDVERARBEITUNG
Abbildung 4.21: Schichten-SOM der Ebene +45 (1542 Voxel): SOM und klassi-
fizierte Voxel. Deutlich ist der linke M1 und der linke PM durch die Neuronen 4,
7, 8 und 12, sowie auch abgeschwa¨cht mit in Neuron 3, beschrieben. Das SMA ist
vollsta¨ndig mit schwa¨cherer Amplitude in Neuron 11 repra¨sentiert. Kontralaterale
Deaktivierung findet sich in den Neuronen 1, 5, 9 und 10 wieder, Baseline ist in
den Neuronen 2 und 6 zu finden. Die Signale sind insgesamt gut abgrenzbar.
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Abbildung 4.22: Schichten-SOM der Ebene +48 (1437 Voxel): SOM und klas-
sifizierte Voxel. Neuron 2 zeigt das motorische Handareal. Die Neuronen 1, 5, 9
und 10 weisen kreisfo¨rmig das Auslaufen des BOLD-Effektes auf. Neuron 6 ist
dem SMA zugeordnet und die Neuronen 4, 8, und 12 weisen kontralaterale Deak-
tivierungsmerkmale auf. Auf hier ist eine funktionell-strukturelle Zuordnung gut
mo¨glich, da die Signalmuster sehr ausgepra¨gt sind. Die Neuronen 3 und 6 zeigen
auch Aktivierung im visuellen Kortex.
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Abbildung 4.23: Schichten-SOM der Ebene +51 (1331 Voxel): SOM und klas-
sifizierte Voxel. M1 und PM: Neuronen 3, 4, 6, 7, 8, 11 und 12. SMA: Neuro-
nen 3 und 6. Kontralaterale Deaktivierung: Neuronen 1 und 5. Wieder ist ein
kreisfo¨rmiges Auslaufen des BOLD-Effektes eindeutig in den Neuronen 4 und 12
erkennbar. Auch hier ist eine Aktivierung des visuellen Kortex in Neuron 6 zu be-
obachten.
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Abbildung 4.24: Schichten-SOM der Ebene +54 (1216 Voxel): M1 und PM:
Neuronen 3, 4, 7, 8, 11 und 12. SMA: Neuronen 11 und 12. Kontralaterale De-
aktivierung: Neuronen 1, 5 und 9. In Neuron 12 ist jetzt auch fu¨r die SMA ein
Auslaufen des BOLD-Signals zu erkennen.
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Abbildung 4.25: Schichten-SOM der Ebene +57 (1094 Voxel): M1 und PM:
Neuronen 3, 4, 7, 8, 11 und 12. SMA: Stark verrauscht in Neuron 3. Kontrala-
terale Deaktivierung: Neuronen 1, 5 und 9. Sehr scho¨n ist die Ausbereitung des
BOLD-Signals vom Kernbereich der Aktivierung (Neuron 1) u¨ber Neuron 12 und
weiter nach Neuron 8 zu beobachten.
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Abbildung 4.26: Schichten-SOM der Ebene +60 (964 Voxel): M1 und PM: Neu-
ronen 3, 4, 7, 8, 11 und 12. SMA: Neuronen 3 und 4. Kontralaterale Deaktivie-
rung: Neuronen 1, 5 und 9. Interessant sind die lokal begrenzte sich mit gro¨ßerem
QE kreisfo¨rmig ausbreitende frontale Deaktivierung in Neuron 9 und die Klassifi-
kation von Teilen des visuellen Kortex in Neuron 10.
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Abbildung 4.27: Schichten-SOM der Ebene +63 (811 Voxel): M1 und PM: Neu-
ronen 5, 6, 9, 10 und 11. SMA: Verrauscht in Neuronen 1 und 3. Kontralaterale
Deaktivierung: Stark verrauscht in Neuron 8. Gut erkennbar ist die schwa¨chere
Amplitude im Kernbereich der Aktivierung in Neuron 11, die mit dem Auslaufen
des BOLD-Effektes in den gro¨ßeren drainierenden Venen an Signal immer mehr
zunimmt (Neuron 10 und dann Neuron 9).
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Abbildung 4.28: Schichten-SOM der Ebene +66 (659 Voxel): M1 und PM: Neu-
ronen 3, 4, 7, 8 und teilweise in 12. SMA: Neuronen 5 und 6, teilweise in 11.
Kontralaterale Deaktivierung: Nur schwaches Signal in Neuron 1, mit unklarer
Abgrenzung. Wieder erscheint u.a. eine visuelle Aktivierung in Neuron 9, teilweise
in Neuron 10 fortgesetzt.
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Abbildung 4.29: Schichten-SOM der Ebene +69 (520 Voxel): M1 und PM: Neu-
ronen 1, 5, 9, 10 und 11. SMA: Schwach in Neuronen 4, 7 und u.a. in 11, mit einem
frontal gereichteten Auslaufen in den Neuronen 2 und 3. Kontralaterale Deakti-
vierung: Nicht mehr eindeutig differenzierbar.
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Abbildung 4.30: Schichten-SOM der Ebene +72 (348 Voxel): Die ra¨umliche
Ausbreitung des mit dem Paradigma korrelierten Signals nimmt weiter zu, be-
dingt durch die geringere Gesamtanzahl an Voxeln. Die rechte Ha¨lfte der Kar-
te weist jetzt ausschließlich Aktivierungszeitreihen auf. Durch das insgesamt im-
mer schwa¨cher werdende Signal in den ho¨heren Schichten werden gro¨ßere Cluster
a¨hnlicher Zeitreihen zusammengefasst. Trotz des geringeren SNR im sensomoto-
rischen Kortex, ist Aktivierung in den Neuronen 4 und 8, sowie in Neuron 6 das
SMA, zu erkennen.
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Abbildung 4.31: Schichten-SOM der Ebene +75 (109 Voxel): Die letzte Schich-
tebene zeigt kaum zum Paradigma korrelierte Zeitreihen, da hier kein prima¨res
Aktivierungszentrum mehr vorhanden ist. Eine regionale Differenzierung ist je-
doch immer noch erhalten, z.B. Neuron 1 fu¨r das linke sensomotorische Areal,
ohne dass der zeitliche Verlauf mit dem Block-Design u¨bereinstimmt.
130
4.1. SENSOMOTORISCHE AKTIVIERUNGSEXPERIMENTE
Diskussion der Ergebnisse
Betrachtet man die Volumenkarte (Abb. 4.8), ist die Differenzierung der Merk-
malsklassen recht eindeutig, unterstu¨zt durch die bekannt hohe Signalausbeute bei
motorischen Paradigmen. Die Merkmalsverteilung nach den drei Klassen Aktivie-
rung, Deaktivierung und Baseline in Tabelle 4.2 zeigt, dass die Aktivierung mit
dem niedrigsten Voxel/Neuronen-Verha¨ltnis ein sehr gut abtrennbares Merkmal ist,
das durch die Autokorrelationgewichtung erreicht wird. Die Volumenkarte weist
auch das Auslaufen des BOLD-Signals auf; eine Information die im modellba-
sierten SPM nicht verfu¨gbar ist. Die Deaktivierung ist auch eine Beobachtung,
die die modellfreie Analyse ohne weitere Information auffinden kann, wo hinge-
gen beim modellbasierten Ansatz diese Information zuna¨chst fehlt. Erst durch eine
zusa¨tzliche Analyse mittels eines Deaktivierungsmodells (z.B. negativer Kontrast-
vektor c in 3.2.2) lassen sich die deaktivierten Regionen finden.
Wegen der guten Signalausbeute ist eine lokale Klassifikation mit schichtweisem
SOM-Training eigentlich in diesem Fall nicht notwendig, aber auch hier zeigt
die Schichtkarte eine feinere Aufteilung und Anpassung an die Voxelzeitreihen.
Die Verteilungen der Klassen (Tab. 4.3 und 4.4) der einzelnen Schichten liegt in
den unteren Schichten mit durchschnittlich ca. 5% unter der der Volumenkarte
(Tab. 4.2). Dies zeigt, dass die Aktivierungsmerkmale nicht wesentlich von der
gro¨ßeren Kapazita¨t profitieren ko¨nnen. In den oberen Schichten a¨ndert sich die Si-
tuation etwas zu Gunsten einer breiteren Aktivierungsauspra¨gung, bedingt durch
den Wegfall von Deaktivierung und der Abnahme an Hirnvoxeln pro Schicht, bei
der ein gu¨nstigeres Aktivierungs/Rausch-Verha¨ltnis entsteht. Betrachtet man die
Referenzvektoren und die Klassifikation in den oberen Schichten, stellt man fest,
dass hier eine insgesamt schwa¨chere Signalauspra¨gung und hierdurch eine groß-
fla¨chigere Zusammenfassung von Voxeln zu finden ist. Die oberen Schichten bein-
halten nicht mehr den prima¨r motorischen Kortex, so dass hier das Auslaufen des
BOLD-Effektes in z-Richtung klassifiziert ist.
Vergleicht man die Ergebnisse mit denen des modellbasierten SPM (Abb. 4.7),
fehlen die zusa¨tzlichen Informationen u¨ber die Deaktivierung, die Ausbreitung des
BOLD-Signals in den Venen und die visuelle Koaktivierung. Das t−Wert Niveau
la¨sst auch keine Aussage u¨ber zeitliche Varianzen in den Voxelzeitreihen zu, wie
im na¨chsten Abschnitt dargestellt wird.
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4.1.4 Auswertung von Patient p0500
Die fMRI Untersuchung wurde mit einem 42-ja¨hrigen ma¨nnlichen Patienten der
Neurochirurgie durchgefu¨hrt. Zur Bildaquistion wurde eine Gradienten-Echo Se-
quenz mit einer Multi-Shot Echo Planar Auslesetechnik mit axialer Schichtfu¨hrung
verwendet (TR 4000ms, TE 40ms, FOV 256mm2, interpolierte Bildmatrix 128×
128× 15, 66 Dynamiken, anisotrope Voxelauflo¨sung 4× 4× 7mm3). Der Patient
hat einen Tumor (Abb. 4.32) in der linken Hemispha¨re, der kurz nach der fMRI
Untersuchung entfernt wurde. Die fMRI Untersuchung sollte zeigen, wo u.a. die
vom Tumor verdra¨ngte Handmotorik liegt. Das so gefundene Handareal kann dann
beim operativen Zugang zum Tumor ausgespart werden. Der Fall zeigt die klini-
sche Anwendbarkeit der fMRI, jedoch sind fMRI Untersuchungen an Patienten
meist schwierig und weisen fast immer sta¨rkere Bewegungsartefakte durch Kopf-
bewegung auf. Der vorgestellte Fall weist ungewo¨hlich wenige Kopfbewegungen
auf (Abb. 4.33), die Signaldifferenzierung ist daher gut mo¨glich.
Abbildung 4.32: FLAIR (FLuid-Attenuated Inversion Recovery) Sequenz zur Dif-
ferenzierung von Tumor und gesundem Gewebe. Deutlich ist die La¨sion in der
linken Hemispha¨re zu erkennen. Zur Schonung des motorischen Areals ist eine
fMRI Untersuchung angeordnet worden, um das durch den Tumor verdra¨ngte Are-
al aufzufinden.
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Abbildung 4.33: Vorverarbeitung: Oben: Graph der 3D Transformationsparame-
ter (Translation und Rotation) nach Festko¨rper (rigid body) Koregistrierung (vgl.
3.1.1) zwischen dem ersten Volumen als Referenz und jedem weiteren Volumen
des Scans von Patient p0500. Unten: Axiale Schichten eines EPI Volumens aus
der funktionellen MR-Serie. Die Schichten sind hintergrundbereinigt, bewegungs-
korregiert, jedoch wegen der großen La¨sion nicht in den MNI-Raum transformiert
(normalisiert).
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Abbildung 4.34: Links: Auswahl der relevanten Schichten (M1, PM und SMA)
mit ¨Uberlagerung des t-Test Ergebnisses. Der M1, der PM und die SMA sind deut-
lich aktiviert. Es zeigt sich eine falsch-positive Aktivierung in der obersten Schicht
durch Kopfbewegung - die Korona (A). Rechts: Zeitlich gegla¨ttete Autokorrelati-
onskarte der ausgewa¨hlten Schichten, die als Gewichtskarte zum Training des Neu-
ronalen Netzwerks verwendet wird. Die aktivierten Regionen sind im Unterscheid
zu Regionen mit starken Bewegungsartefakten hier kaum gewichtet.
Dennoch sind die typischen Bewegungsartefakte, z.B. die Korona (Abb. 4.34, A),
erkennbar (vgl. Abschnitt 2.3), die bei Patienten ha¨ufiger als bei Probanden als
rythmische, mit dem Aufgabenparadigma korrelierte, Bewegung auftritt, und so ein
falsch-positives Ergebnis liefert. Auch die Autokorrelationsfunktion (Abb. 4.34) ist
sehr empfindlich fu¨r bewegungsbedingte Artefakte. Alternativ wu¨rde man hier das
Ergebnis des F-Tests aus der SPM-Analyse (SPM{F}) als Gewichtungsfunktion
einsetzen (vgl. 3.3.6). Die Ergebnisse der SOM sind jedoch trotz der verwende-
ten Autokorrelationsgewichtung, die hier sehr unspezifisch gewichtet sind, stabil.
Dies liegt an der ho¨heren Signalausbeute, bedingt durch die gro¨ßere Schichtdicke.
Sie ist hier mit 7mm mehr als doppelt so groß wie beim vorherigen Fall mit 3mm.
Da hier kein Vergleich im Rahmen einer Gruppenuntersuchung erfolgt und fu¨r die
Neuronavigation nur die individuelle Anatomie von Interesse ist, wird bei Patien-
ten auf eine Normalisierung der Daten verzichtet. Klinische Gruppenstudien mit
La¨sionspatienten, bei denen zum interindividuellen Vergleich die Transformation
in den Talairachraum notwendig ist, ko¨nnen mit dem in [KEK+99] vorgestellten
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Verfahren durchgefu¨hrt werden. Die Lageorientierung des Kopfes ist daher auch in
der radiologischen Konvention, d.h. Links und Rechts sind vertauscht.
Abbildung 4.35: 4 × 6 Neuronen Volumen-SOM (3471 Voxel): Die Karte zeigt
das Trainingsergebnis unter Verwendung aller ausgewa¨hlter und gewichteter Voxel.
In der rechten Ha¨lfte der Karte sind starke Deaktivierungsmerkmale zu erkennen,
deren Zeitreihen dem Paradigma gegenla¨ufig sind.
Volumen-SOM
In Abbildung 4.35 ist die SOM u¨ber alle Hirnvoxel des Volumens abgebildet. De-
aktivierungszeitreihen sind wieder im kontralateralen Handareal zu finden und mit
40,1% Voxelanteil sehr stark vertreten (Tab. 4.6). Eine mo¨gliche Erkla¨rung ko¨nnte
die synchrone Inhibition der kontralateralen Motorneuronen sein, deren Wirkung
durch den Tumor versta¨rkt wird. Insgesamt scheint die Signalausbeute schwa¨cher
als beim vorhergehenden Probanden. Dies ist bedingt durch die Tatsache, dass Pa-
tienten im pra¨operativen Stadium meist schon leichte Paresen, d.h. Bewegungs-
behinderungen, durch den Tumor aufweisen, wodurch die Leistungsfa¨higkeit und
Kontrolle der Handmotorik beim Durchfu¨hren der fMRI Aufgabe reduziert ist. Ei-
ne Bewegungsbehinderung fu¨hrt ha¨ufig zu einer unkontrollierteren Bewegung mit
zusa¨tzlichen Bewegungsartefakten. Diese Artefakte u¨berlagern die Signala¨nderungen
des BOLD Effektes, wodurch das SNR deutlich verschlechtert wird. Die Verteilun-
gen der Voxel und Neuronen ist in Tabelle 4.5 zusammengefasst.
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Neuron Voxel Voxelanteil µQE σ2QE
1 110 3,17% 1,933 1,576
2 52 1,50% 1,503 1,322
3 358 10,31% 1,605 0,726
4 127 3,66% 2,098 1,034
5 98 2,82% 2,089 1,493
6 112 3,23% 2,894 1,727
7 21 0,61% 1,563 0,947
8 137 3,95% 1,493 0,460
9 97 2,79% 2,262 1,173
10 43 1,24% 2,182 1,404
11 10 0,29% 2,706 2,472
12 87 2,51% 3,099 0,826
13 501 14,43% 1,737 0,911
14 77 2,22% 1,738 0,723
15 84 2,42% 2,074 1,019
16 55 1,58% 2,679 1,363
17 26 0,75% 2,916 1,197
18 21 0,61% 3,118 0,699
19 824 23,74% 2,223 1,143
20 162 4,67% 2,264 1,193
21 157 4,52% 3,036 1,234
22 109 3,14% 3,038 1,381
23 104 3,00% 2,934 1,177
24 99 2,85% 3,912 1,067
Tabelle 4.5: Trainingsergebnis aller 3471 Voxel mit der SOM in Abbildung 4.35,
aufgeteilt nach Anzahl der Voxel, Voxelanteil und Mittelwert (µQE) und Varianz
(σ2QE) des durchschnittlichen Quantisierungsfehlers zwischen allen klassifizierten
Voxeln des Neurons und dem Referenzvektor des Neurons.
Typisches Erkennungsbild fu¨r starke Bewegungsartefakte ist die schon erwa¨hnte
Korona (Abb.4.40 Neuron 3) um den Kortex. Durch den großen Grauwertgradi-
enten am Geweberand treten hier, bedingt durch die mit dem Aufgabenparadig-
ma synchrone Kopfbewegung (Nickbewegung), starke falsch-positive Merkmale
auf. Selbst ein erfahrener Neuroradiologe kann Bewegungsartefakte, die nicht an
der Hirnoberfla¨che auftreten, nur schlecht differenzieren, so dass fast immer ei-
ne Nachmessung notwendig wird. Die SOM klassifiziert diese Bewegung als eine
eigene Merkmalsklasse (Neuron 3), separiert von Aktivierung und Deaktivierung.
Das spezifische SPM{T} weist hier eine falsch-positive Korrelation mit dem Auf-
gabenparadigma auf (Abb. 4.34, A).
Trotz des schwa¨cheren SNR sind mit dem Aufgabenparadigma korrelierte Regio-
nen in der SOM abgebildet (Neuronen 1 und 2). In den Abbildungen 4.36 bis 4.40
sind die klassifizierten Ergebnisse zu sehen. Die Neuronen 1 und 2 sind hier ein-
deutig dem motorischen Areal in der linken Hemispha¨re zuzuordnen. Neuron 2
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ist dem Kernbereich der Aktivierung zugeordnet, Neuron 1 dem Auslaufen des
BOLD-Signals in den drainierenden Venen.
Aktivierung Deaktivierung Baseline
SOM-Neuronen 1,2,7,8 4-6,9-12,15-24 3,13,14,19
Neuronenanzahl 4 (16,7%) 16 (66,7%) 4 (16,7%)
Voxelanzahl 320 (9,2%) 1391 (40,1%) 1760 (50,7%)
Voxel/Neuronen 80 87 440
mittlerer QE 1,62 2,71 1,83
Tabelle 4.6: Verteilung der Referenzvektoren nach Klassen in der Volumen-SOM
(Abb. 4.35).
Neuronen 2 und 10 zeigen auch eine schwache SMA Aktivierung (Abb. 4.37 und
4.38). Durch die Multi-Shot Aufnahmetechnik, bei der zwei EPI Auslesephasen
gemittelt werden, entsteht eine zeitliche Gla¨ttung zwischen den Auslesezeitpunk-
ten. Dies ko¨nnte u.a. eine mo¨gliche Ursache fu¨r die schwa¨chere Differenzierbarkeit
zwischen SMA und M1 sein.
Abbildung 4.36: Schichtebene 10: Klassifikation nach SOM in Abb. 4.35
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Abbildung 4.37: Schichtebene 11: Klassifikation nach SOM in Abb. 4.35
Abbildung 4.38: Schichtebene 12: Klassifikation nach SOM in Abb. 4.35
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Abbildung 4.39: Schichtebene 13: Klassifikation nach SOM in Abb. 4.35
Abbildung 4.40: Schichtebene 14: Klassifikation nach SOM in Abb. 4.35
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Schichten-SOM
Wie beim vorherigen Probanden sind auch hier die SOMs fu¨r jede Schicht ein-
zeln berechnet worden. Durch die geringere Anzahl an Voxeln ko¨nnen sich feine-
re Merkmalsunterschiede auspra¨gen, da effektiv mehr Kapazita¨t im Netzwerk zur
Verfu¨gung steht. Im Vergleich mit SPM (Abb. 4.34) sind die Hauptaktivierungen
in den Schichten 11 und 12 zu finden. Hier zeigt sich ein weiterer Vorteil der SOM:
Sie ist in der Lage, Signalamplitudenunterschiede (vgl. Abb. 4.42 und 4.43) und ein
Quantita¨tsmaß, im Gegensatz zur modellbasierten Auswertung mit SPM99, darzu-
stellen. Man kann jedoch SPM um ein Maß fu¨r die Effektsta¨rke SPM{d} erweitern,
wie von Specht et al. [SSZJ00] vorgestellt wurde. Solche Unterschiede sind jedoch
nur mit einer regionalen Karte, wie der hier vorgestellten Schichtkarte, auffind-
bar. In der Volumenkarte geht diese feinere Granulierung der Merkmale zugunsten
der globalen Merkmalsa¨hnlichkeit verloren. Wegen der in der Volumen-SOM be-
obachteten insgesamt schwa¨cheren Signalausbeute, sind die Schichtkarten mit 15
statt 12 Neuronen trainiert worden. Die Verteilung der Voxel und Neuronen der
Schichten ist hier nocheinmal exemplarisch in Tabelle 4.7 zusammengefasst.
Die Karten und die klassifizierten Ergebnisse sind direkt bei den Abbildungen 4.41
bis 4.45 beschrieben.
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Schicht 10 Aktivierung Deaktivierung Baseline
SOM-Neuronen 1-5,7-10,13-15 6,11,12
Neuronenanzahl 12 (80,0%) 3 (20,0%)
Voxelanzahl 261 (29,6%) 620 (70,4%)
Voxel/Neuronen 22 207
mittlerer QE 3,24 2,23
Schicht 11 Aktivierung Deaktivierung Baseline
SOM-Neuronen 5,9,10,15 1,2,3,6,7,11,12,13 4,8,14
Neuronenanzahl 4 (26,7%) 8 (53,3%) 3 (20,0%)
Voxelanzahl 102 (12,6%) 244 (30,0%) 466 (57,4%)
Voxel/Neuronen 26 31 156
mittlerer QE 1,74 3,09 2,53
Schicht 12 Aktivierung Deaktivierung Baseline
SOM-Neuronen 4,5,9,10,15 1,2,6,7,11,12,13 3,8,14
Neuronenanzahl 5 (33,3%) 7 (46,7%) 3 (20,0%)
Voxelanzahl 101 (14,1%) 276 (38,6%) 338 (47,3%)
Voxel/Neuronen 21 40 113
mittlerer QE 1,62 2,80 2,00
Schicht 13 Aktivierung Deaktivierung Baseline
SOM-Neuronen 1 1,2,3,6,7,11,12 4,8,9,10,13,14,15
Neuronenanzahl 1 (6,7%) 7 (46,7%) 7 (46,7%)
Voxelanzahl 41 (6,8%) 257 (42,8%) 286 (47,7%)
Voxel/Neuronen 41 37 41
mittlerer QE 2,30 2,04 1,39
Schicht 14 Aktivierung Deaktivierung Baseline
SOM-Neuronen 11,12,13 3,4,5,8,9,10,14,15 1,2,6,7
Neuronenanzahl 3 (20,0%) 8 (53,3%) 4 (26,7%)
Voxelanzahl 181 (39,1%) 100 (21,6%) 182 (39,3%)
Voxel/Neuronen 61 13 46
mittlerer QE 1,78 2,08 1,07
Tabelle 4.7: Verteilung der Referenzvektoren nach Klassen in der Schichten-SOM
fu¨r die Schichten 10 (Abb. 4.41) bis 14 (Abb. 4.45).
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Abbildung 4.41: Schichtebene 10 (881 Voxel): Im Vergleich mit der modellbasier-
ten Auswertung von SPM (Abb. 4.34) in dieser Schicht, die eine Aktivierung ne-
ben dem Tumor zeigt, ist hier keinerlei Aktivierung zu finden. Neuron 2 repa¨sentiert
diese von SPM aktivierte Region, wie in der klassifizierten Karte (unten) erkennbar
ist. Der Zeitverlauf entspricht aber nicht dem Aufgabenparadigma. Eine Ursache
fu¨r diese falsch-positive Aktivierung von SPM ko¨nnte im Mittelwertsvergleich des
t-Tests liegen. Der Referenzvektor der SOM liefert hier die entscheidende Informa-
tion. Im Weiteren differenziert sich sehr stark die Deaktivierung in der kontralate-
ralen Hemispha¨re (rechte Ha¨lfte der SOM), jedoch ist keine SMA Aktivierung zu
finden.
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Abbildung 4.42: Schichtebene 11 (812 Voxel): In Neuron 10 finden sich die akti-
vierten Zeitreihen. Zeitreihen, die von den Neuronen 5 und 15 repra¨sentiert werden,
umranden das aktivierte M1 in der linken Hemispha¨re und zeigen das Auslaufen
des BOLD-Signals (vgl. Abb. 2.2). Die SMA ist jetzt differenziert und befindet sich
in den Neuronen 5 und 9. Zu beobachten ist, dass trotz der insgesamt schwa¨cheren
Aktivierungsmuster, die Merkmalsdifferenzierung erfolgreich ist. Starke Amplitu-
den sind wieder bei der Deaktivierung zu sehen. Diese ist mit den Neuronen 1, 2,
3, 6, 7, 11, 12 und 13 wieder ein sehr dominantes Muster in der Merkmalskarte.
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Abbildung 4.43: Schichtebene 12 (715 Voxel): In Neuron 5 ist der Kernbereich
der Aktivierung zu finden. Neuronen 10 und 15 zeigen wieder das Auslaufen des
BOLD-Signales. SMA Aktivierung ist in den Neuronen 3 und 9 zu finden. Im Un-
terschied zur vorherigen Schicht ist eine sta¨rkere Signalamplitude in den Referenz-
vektoren zu erkennen. Die SOM ermo¨glicht es, neben der Differenzierung in ak-
tiviert, deaktiviert und Baseline (Qualita¨t), auch Signalcharakteristika (Quantita¨t),
wie die Ho¨he der Amplitude, zu finden.
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Abbildung 4.44: Schichtebene 13 (600 Voxel): Die Signalausbeute nimmt in den
ho¨heren Schichten wieder deutlich ab, da der Bereich des M1 und PM, die fu¨r die
Handmotorik verantwortlich sind, verlassen wird. Nur noch schwache Signale u¨ber
der Baseline sind fu¨r die Aktivierung des linken M1 und der SMA in Neuron 5 zu
finden. Deaktivierung ist wieder in der linken Ha¨lfte der SOM repra¨sentiert.
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Abbildung 4.45: Schichtebene 14 (463 Voxel): In der obersten Schicht der Auf-
nahme ist die Signalausbeute so schwach, dass in Neuron 11 neben der erwarteten
Region eine weitere Einbeziehung von nicht aktivierten Voxeln mit a¨hnlichen, fast
Baseline-Mustern erfolgt. Neuron 1 zeigt nochmals die typische Korona, verur-
sacht durch Mikrobewegung des Kopfes, die im SPM-Ergebnis als falsch-positive
Aktivierung markiert ist (Abb. 4.34). Wieder ist auch eine Deaktivierung in den
Neuronen 3, 4, 5, 8, 9, 10, 14 und 15 zu erkennen.
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Diskussion der Ergebnisse
Die Vorstellung der Auswertung dieses Falles war dadurch motiviert, dass zum
einen es sich um einen typischen Patienten mit Bewegungsartefakten handelt, die
bei der modellbasierten Auswertung zu falsch-positiven Aktivierungen fu¨hren, zum
anderen fu¨hrt die geringe Signalausbeute die SOM an die Grenzen der Anwend-
barkeit.
Die wegen der Mikrobewegung verrauschte Autokorrelationsgewichtung
(Abb. 4.34, rechts) unterstu¨tzt die schwachen Aktivierungsmuster nicht, sondern
gewichtet sogar bewegungsbedingte falsch-positive Voxel. Als Alternative kann in
solchen Fa¨llen auch die Gewichtung mit dem F-Wert (vgl. Abschnitt 3.3.6) ver-
wendet werden, wie im na¨chsten Abschnitt gezeigt wird.
Die starke Deaktivierung bei diesem Fall zeigt, dass es notwendig ist, auch diese
Arte des Zustandwechsels zu erfassen. Daher ist es ratsam, bei der Verwendung
eines modellbasierten Ansatzes auch ein Deaktivierungsmodell mitzuberechnen.
Vergleicht man die Signalcharateristika zwischen dem Patienten (Abb. 4.35) und
dem vorherigen Probanden (Abb. 4.8), stellt man fest, dass die Signalflanken bei
gleicher Abtastrate (TR-Zeit) sehr viel flacher verlaufen, d.h. zeitlich langsamer
ablaufen. Dieser Effekt ist in der individuellen Physiologie der untersuchten Per-
son begru¨ndet, den die SOM aufzeigen kann, ohne eine individuelle Modellierung
vornehmen zu mu¨ssen.
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4.2 Auditive Aktivierungsexperimente
In der zweiten Kategorie von fMRI Experimenten bescha¨ftigt sich dieser Abschnitt
mit der auditiven Verarbeitung und ihrer Darstellung mittels der fMRI. Wie leicht
vermutet werden kann, sind, im Gegensatz zur Sensomotorik des vorherigen Ab-
schnitts, die Aufgaben des auditiven Systems ungleich schwieriger und komplexer.
Hierbei wird nicht nur eine Hirnregion aktiviert, sondern ein Netzwerk von Regio-
nen (Abb. 4.46 und 4.47) fu¨r die unterschiedlichen Aufgaben. Der prima¨r auditive
Kortex (Heschl’scher und temporaler Gyrus) ist fu¨r das Ho¨ren, das Broca und Wer-
nicke Areal fu¨r die Spracherkennung und lexikalische Analyse, und der pra¨frontale
Kortex, das posteriore Cingulum, der Gyrus angularis und der ventral temporale in-
feriore Lobulus sind fu¨r die semantische Sprachanalyse zusta¨ndig.
Abbildung 4.46: Links: Darstellung wichtiger Regionen des auditiven Systems
(Prima¨rer auditiver Kortex, Wernicke Areal, Broca Areal). Rechts: Axialer Schnitt
durch den prima¨ren auditiven Kortex, mit Wernicke Areal. Grafik aus [Mar96],
c©1996 Appleton & Lange, Stamford, Connecticut.
Die ersten Untersuchungen zum Versta¨ndnis der auditiven Verarbeitung wurden an
Patienten mit Hirnla¨sionen Mitte bis Ende des 19. Jahrhunderts betrieben. Die neu-
rologische Anamnese des Patienten musste nach dem Tod des Patienten mit dem
pathologischen Befund verglichen werden, um so Ru¨ckschlu¨sse auf die Funktion
des gescha¨digten Hirnareals ziehen zu ko¨nnen. Vor allem die Arbeiten von Broca
[Bro61], nach dem die Region, die fu¨r die Planung und Ausfu¨hrung des Sprechens
und der Schreibkoordination verantwortlich ist, benannt ist, und die Arbeiten von
Wernicke [Wer74], nach dem die Region, die fu¨r die Analyse und Identifikation
von linguistisch-sensorischen Stimuli verantwortlich ist, benannt ist, sind fu¨r das
Versta¨ndnis der Sprachfunktionen von entscheidender Bedeutung gewesen. Erst
mit der PET und seit neuerem mittels der fMRI stehen bildgebende Methoden zur
Verfu¨gung, mit deren Hilfe die Sprachfunktionen an normalen Probanden und Pa-
tienten in vivo untersucht werden ko¨nnen. In den letzten Jahren hat sich mit Hil-
fe der fMRI ein verfeinertes Modell der Spracherkennung (Abb. 4.48) entwickelt
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[RTH95] [DGT+96] [BRea94] [BFH+96] [BFH+97] [BCea97] [IKM+97].
Abbildung 4.47: Schema des auditiven Verarbeitungsweges im menschlichen Ge-
hirn von der Ho¨rschnecke (Cochlea) bis zum prima¨ren auditiven Kortex (He-
schl’scher Gyrus; Gyrus temporalis). Grafik aus [MB99], c©1999 Springer, Berlin.
Zuna¨chst stellt sich bei auditiven fMRI Experimenten immer das Problem, wie der
Einfluss der akustischen Gera¨uschkulisse eines MR minimiert werden kann. Heu-
tige Hochfeld-MR-Systeme arbeiten ausschließlich mit supraleitenden Magneten,
deren Spulen mit flu¨ssigem Helium geku¨hlt werden, um den supraleitenden Ef-
fekt zu erreichen. Eine Heliumpumpe direkt u¨ber dem MR sorgt fu¨r den beno¨tigten
Druck, verursacht dabei aber ein permanent pulsierendes Gera¨usch. Noch gro¨ßeren
Einfluss hat das Schalten der Gradientenspulen wa¨hrend der Auslesephase. Letz-
teres erzeugt ein hochfrequentes Gera¨usch mit einer Sta¨rke von 118 bis 134 dB
[RM98], das auch durch die fu¨r akustische Experimente verwendeten Kopfho¨rer
ho¨rbar bleibt. Da man fu¨r die fMRI schnelle und sehr starke Gradientenimpulse
verwendet, tritt dieses Problem besonders stark bei Gradienten-Echo EPI Sequen-
zen auf. Das Schwingen der Spulen u¨bertra¨gt sich auch auf die gesamte Konstruk-
tion und den Patiententisch. Diese Sto¨rquellen u¨berlagern alle auditiven Stimuli.
Zum einen fu¨hrt dies zu einer Maskierung des Stimulus [ETLW98] [vdMCDB98],
zum anderen hebt es die ha¨modynamische Grundlinie (Baseline), wodurch das
SNR eines auditiven Stimulus absinkt, da sich die Neuronen des auditiven Systems
nicht in einem Ruhezustand befinden [SBS97] [BWH+98] [ETLW98] [TELW98]
[UBYea98]. Als weiteres Problem ergibt sich mit zunehmender Aquisitionsrate,
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dass der von der zu untersuchenden Person akustisch wahrnehmbare Frequenzbe-
reich verringert wird [SJGR+97] [ETLW98].
Abbildung 4.48: Hypothetisches Modell der Spracherkennung im linken tempora-
len Lobulus. Auditive Signale fließen von dorsal nach ventral durch den superio-
ren temporalen Gyrus (STG; blau) zur fru¨hen auditiven Verarbeitung, weiter zum
superioren temporalen Sulcus (STS; rot) zur phonetischen Mustererkennung und
schließlich zur ventrolateralen lexikalisch-semantischen Verarbeitung (gelb). Gra-
fik aus [MB99], c©1999 Springer, Berlin.
Um diese Sto¨rung zu minimieren, haben sich zwei Strategien etabliert. Zum einen
kann man eine Sequenz verwenden, deren Auslesephase fu¨r alle Schichten am An-
fang einer TR gebu¨ndelt wird, anstatt eine gleichma¨ßige Anregungsverteilung fu¨r
jede Schicht u¨ber der TR-Zeit zu verwenden (Abb. 4.49). Dies bewirkt eine Pause
zwischen den Auslesephasen zweier TR-Zeiten, die zum Einspielen eines akusti-
schen Stimulus genutzt werden kann [BZH+98] [ETLW98] [ETLW99]. Der Nach-
teil dieses Verfahrens ist die nur sehr kurze Einspielzeit des Stimulus. Verla¨ngert
man diese, also die TR-Zeit, verla¨ngert sich die gesamte Messzeit, reduziert sich
die Effizienz des Paradigmas [FZJ+99] und die homogene Anregung der Proto-
nenspins zwischen zwei TR-Zeitpunkten geht verloren, wodurch sich Signalun-
terschiede zwischen den TR-Zeitpunkten ergeben. Mit kurzen Einzelreizen, die in
die Pausen passen, bietet sich die ereigniskorrelierte fMRI (efMRI) fu¨r solche Se-
quenzen an [Buc98]. Auch hier ist der Nachteil, dass die Dauer der fMRI Untersu-
chung wegen der gro¨ßeren Anzahl von Einzelreizen fu¨r Patienten zu lang wird. Bei
la¨ngeren Untersuchungen nimmt auch die Wahrscheinlichkeit von Bewegungsar-
tefakten zu, die die Untersuchung unbrauchbar machen ko¨nnen.
150
4.2. AUDITIVE AKTIVIERUNGSEXPERIMENTE
Abbildung 4.49: Links: Gleichma¨ßige Verteilung der Schichtanregungen, wodurch
u¨ber die gesamte TR-Zeit Auslesegradienten geschaltet werden. Rechts: Clus-
ter von Schichtanregungen zu Beginn der TR. Hier ergibt sich eine Pause ohne
Sto¨rgera¨usche der Auslesegradienten.
Zum anderen kann man durch eine bessere Isolierung der Kopfho¨rer und eine an
das MR und das akkustische System angepasste Versta¨rkung des Stimulus eine
deutliche Verbesserung erreichen. Zu diesem Zweck wurde speziell fu¨r das Phi-
lips Forschungs-MR eine Versta¨rker- und Lautsprecherkombination mit isolierten
Kopfho¨rern vom Lehrstuhl fu¨r Technische Akustik der RWTH Aachen entwickelt
(siehe Anhang Abb. A.2). Selbst mit optimaler Audiostimulationsausru¨stung bleibt
die Gera¨uschkulisse ein Hindernis fu¨r auditive Experimente, auch weil bei komple-
xeren kgnitiven Experimenten, wie der auditiven Verarbeitung komplexer Sprach-
stimuli, immer, im Vergleich zu motorischen Experimenten, eine insgesamt gerin-
gere Signalausbeute erzielt wird.
4.2.1 Experimentelles Design
Im folgenden Experiment wird eine Aktivierung der unteren Ebenen des auditi-
ven Systems (Abb. 4.47, dem prima¨ren auditiven Kortex (Heschl’scher Gyrus) in-
itiiert. Zur weiteren Sprachverarbeitung werden dann Regionen zur lexikalischen
und semantischen Verarbeitung aktiviert, u.a. auch das Broca Areal. Der Proband
soll zufa¨llig verteilte deutsche Wo¨rter von Pseudowo¨rtern durch Knopfdruck (sie-
he Anhang Abb. A.1) unterscheiden, in Anlehnung an Untersuchungen von Bin-
der [BFH+97] fu¨r den amerikanischen Sprachraum. Die Pseudowo¨rter sind hierbei
ru¨ckwa¨rts abgespielte deutsche Wo¨rter, die ein zu normalen Wo¨rtern a¨hnliches Fre-
quenzspektrum besitzen [ZHD+00]. Als Leistungskontrolle dienen die per Knopf-
duck richtig beantworteten Schlu¨sselwo¨rter (deutsche Wo¨rter). In der Kontroll-
bedingung erfolgt keine auditive Stimulation. Sechs Ruhe/Kontroll- und Aktivie-
rungsepochen wechseln einander nach 44 Sekunden ab (Abb. 4.4).
4.2.2 Klinische Bedeutung
Das beschriebene Paradigma ist der phonologisch-lexikalische Teil einer Sequenz
von drei auditiven Paradigmen zur Klang-, Phonologie- und Semantikverarbeitung,
die am Lehr- und Forschungsgebiet fu¨r Neurolinguistik von Dr. med. R. Zahn und
151
KAPITEL 4. ANWENDUNGSBEISPIELE DER FMRI BILDVERARBEITUNG
Professor W. Huber fu¨r die Therapiekontrolle bei aphasischen Patienten verwendet
wird. Man spricht von einer Aphasie, hervorgerufen z.B durch einen Schlaganfall,
Tumor oder ein Scha¨delhirntrauma, bei einer Beeintra¨chtigung des Sprachsystems.
Sprachaba¨ngige Leistungen wie Lesen, Schreiben, Sprachversta¨ndnis oder Rech-
nen sind ebenfalls oft ganz oder teilweise stark beeintra¨chtigt. Je nach Schwere
und Art der Scha¨digung kann durch Sprachtherapie eine Reorganisation der verlo-
ren Funktion erreicht werden. Zur Bestimmung der nicht-betroffenen Areale und
spa¨ter zur Therapiekontrolle kann die fMRI verwendet werden.
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4.2.3 Auswertung von Proband p0170
Die fMRI Untersuchung wurde mit einem ma¨nnlichen 45-ja¨hrigen Probanden durch-
gefu¨hrt. Zur Bildaquisition wurde eine Gradienten-Echo Sequenz mit einer Multi-
Shot Echo Planar Auslesetechnik mit axialer Schichtfu¨hrung verwendet (TR 4000ms,
TE 40ms, FOV 256mm2, Bildmatrix 64×64×15, 66 Dynamiken, anisotrope Vo-
xelauflo¨sung 4×4×7mm3). Der Proband wurde, wie in 4.2.1 beschrieben, auditiv
stimuliert und reagiert auf korrekte deutsche Wo¨rter mit Knopfdruck (vgl. Abb.
A.1, rechts).
Abbildung 4.50: Bewegungskorrektur: Graph der 3D Transformationsparame-
ter (Translation und Rotation) nach Festko¨rper (rigid body) Koregistrierung (vgl.
3.1.1) zwischen dem ersten Volumen als Referenz und jedem weiteren Volumen
des Scans von Proband p0170.
Fu¨nfzehn axiale Schichten, die das gesamte Gehirn (ohne Kleinhirn) abdecken,
sind aquiriert worden. Zur Vorverarbeitung geho¨rte die Bewegungskorrektur (Abb.
4.50), die Transformation in den MNI-Normalraum und die ra¨umliche Gla¨ttung
mittels 3D-Gaussfilter. Die Darstellung der Ergebnisse erfolgt in der neurologi-
schen Konvention (Links ist Links). Aus den so vorverarbeiten Volumen der Zeitrei-
he (Abb. 4.51) sind diejenigen Schichten ausgewa¨hlt worden, in denen die fu¨r die
prima¨re auditive Verarbeitung verantwortlichen Areale (Heschl’scher Gyrus und
Broca Areal) liegen.
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Abbildung 4.51: Axiale Ansicht alle Schichten eines Volumens der MR Aufnah-
men. Die Schichten sind hintergrundbereinigt, bewegungskorregiert und mit einer
Voxelauflo¨sung von 4mm3 in den MNI Raum transformiert (normalisiert).
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Abbildung 4.52: Auswahl der Schichten nach Talairach [TT88], die den prima¨r au-
ditiven Kortex beinhalten. Links: ¨Uberlagerung der Voxel, die eine starke Korre-
spondenz zum Aufgabenparadigma (Abb. 4.4) aufweisen (t-Test, SPM99). Rechts:
Zeitlich gegla¨ttete Autokorrelationskarte der ausgewa¨hlten Schichten, die als Ge-
wichtung zum Training des Neuronalen Netzwerks verwendet wird. Im Vergleich
mit dem SPM Ergebnis fa¨llt die sta¨rkere Gewichtung von anderen Regionen, als
von den zu erwartenden, auf.
Zum Vergleich mit der modellfreien SOM ist auch hier wieder das t-Test Ergeb-
nis in jedem Voxel (SPM{T}) und die fu¨r die SOM verwendete Autokorrelati-
onsgewichtung (Abb. 4.52) der ausgewa¨hlten Schichten dargestellt (Abb. 4.52).
Die deutlich undifferenziertere Autokorrelationgewichtung ist durch das insgesamt
schwa¨chere SNR bei komplexen kognitiven Aufgaben bedingt. Eine Gewichtung
mittels SPM{F} (Abb. 4.64) kann bei solchen Experimenten geeigneter sein, da
hier der gegenu¨ber der AKF stringentere Varianztest zwischen Ruhe/Kontroll- und
Aufgabenphase berechnet wird. Beide Gewichtungsfunktionen sind im Nachfol-
genden miteinander am selben Datensatz verglichen worden.
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Volumen-SOM - Autokorrelationsgewichtung
Wie schon im voherigen Abschnitt ist eine 6× 4 SOM mit allen Zeitreihen der
ausgewa¨hlten Schichten trainiert worden (Abb. 4.53). In den Abbildungen 4.54 bis
4.58 sind die klassifizierten Voxel nach dem Quantisierungsfehler eingefa¨rbt und
mit den Schichtaufnahmen u¨berlagert. Trotz der uneinheitlichen Gewichtung mit-
tels Autokorrelationsfunktion ist eine klare Differenzierung zwischen Aktivierung
und Baseline erkennbar. In der rechten Ha¨lfte der Karte sind Zeitreihenmuster re-
pra¨sentiert, die dem Aufgabenparadigma folgen. Der Kernbereich der Aktivierung
liegt im prima¨r auditiven Kortex, getrennt fu¨r beide Hemispha¨ren in der SOM ab-
gelegt. Der Kernbereich der linken Hemispha¨re ist in Neuron 6, der der rechten He-
mispha¨re in Neuron 24 repra¨sentiert. Die unterschiedlichen Signalantworten beider
Hemispha¨ren stehen im Einklang mit der bekannten Hemispha¨rendominanz (meist
ist die linke Hemispha¨re sprachdominant) bei auditiver Verarbeitung [BFH+97].
Abbildung 4.53: 6 × 4 Neuronen Volumen-SOM (6221 Voxel): In der rechten
Ha¨lfte der SOM sind die aktivierten Zeitreihen wa¨hrend des Trainings abgelegt
worden. Sonst zeigen sich nur Baseline. Deaktivierungen sind nicht zu finden.
Tabelle 4.8 zeigt die Voxel und Neuronen Verteilung in der SOM, die nach Merk-
malsklassen in der Tabelle 4.9 zusammengefasst sind. Bei Sprachparadigmen muss
eine Hemispha¨rendominanz zu finden sein, daher sind die Klassen in linke und
rechte Hemispha¨re und Baseline aufgeteilt. Hier scheint eine leicht linkshemispha¨-
rische Sprachdominanz (8,8%) vorzuliegen, wie gut in Tabelle 4.9 ersichtlich ist.
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Die SOM zeigt trotz der unspezifischen Autokorrelationsgewichtung eine u¨berwie-
gende Ausbildung der Aktivierungsmuster (16 Neuronen). Vergleicht man das Vo-
xel/Neuronen Verha¨ltnis, so zeigt sich, dass die Aktivierungsmuster eine sehr star-
ke Auspra¨gung in der Karte aufweisen und Baseline (84,4% aller Voxel) sich nur
in 8 Neuronen befindet.
Neuron Voxel Voxelanteil µQE σ2QE
1 534 8,58% 3,203 1,808
2 862 13,86% 2,249 0,632
3 196 3,15% 2,540 1,623
4 31 0,50% 3,167 5,632
5 35 0,56% 4,739 8,729
6 71 1,14% 4,076 5,083
7 200 3,21% 2,296 1,156
8 292 4,69% 1,950 0,703
9 37 0,59% 1,930 1,203
10 10 0,16% 2,536 0,841
11 7 0,11% 4,219 4,706
12 33 0,53% 4,825 3,921
13 1243 19,98% 2,782 1,459
14 268 4,31% 1,944 0,860
15 106 1,70% 1,941 1,196
16 20 0,32% 2,571 2,589
17 12 0,19% 3,550 3,075
18 7 0,11% 3,254 4,181
19 1257 20,21% 3,371 2,611
20 592 9,52% 2,854 2,485
21 210 3,38% 2,787 2,071
22 41 0,66% 2,339 1,637
23 26 0,42% 2,943 1,851
24 131 2,11% 3,525 2,259
Tabelle 4.8: Trainingsergebnis aller 6221 Voxel mit der SOM in Abbildung 4.53,
aufgeteilt nach Anzahl der Voxel, Voxelanteil und Mittelwert (µQE) und Varianz
(σ2QE) des mittleren Quantisierungsfehlers zwischen allen klassifizierten Voxeln
des Neurons und dem Referenzvektor des Neurons.
Aktivierung (L) Aktivierung (R) Baseline
SOM-Neuronen 15-17,21-24 3-6,9-12,18 1,2,7,8,13,14,19,20
Neuronenanzahl 7 (29,2%) 9 (37,5%) 8 (33,3%)
Voxelanzahl 546 (8,8%) 427 (6,9%) 5248 (84,4%)
Voxel/Neuronen 78 48 656
mittlerer QE 2,81 3,48 2,58
Tabelle 4.9: Verteilung der Referenzvektoren nach Klassen in der mit Autokorrela-
tion gewichteten Volumen-SOM (Abb. 4.53).
157
KAPITEL 4. ANWENDUNGSBEISPIELE DER FMRI BILDVERARBEITUNG
Abbildung 4.54: Schichtebenen -24: Klassifikation nach SOM in Abb. 4.53
Abbildung 4.55: Schichtebenen -20: Klassifikation nach SOM in Abb. 4.53
158
4.2. AUDITIVE AKTIVIERUNGSEXPERIMENTE
Abbildung 4.56: Schichtebenen -16: Klassifikation nach SOM in Abb. 4.53
Abbildung 4.57: Schichtebenen -12: Klassifikation nach SOM in Abb. 4.53
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Abbildung 4.58: Schichtebenen -8: Klassifikation nach SOM in Abb. 4.53
Schichten-SOM - Autokorrelationsgewichtung
Auch bei diesem Probanden ist wieder eine schichtweise Untersuchung vorgenom-
men worden, bei der fu¨r jede Schicht eine 5×3 Neuronen SOM berechnet wurde.
Ziel ist, eine feinere Interpretation des Ergebnisses zu erreichen. In Schichtebene
-24 (Abb. 4.59) ist im Vergleich zur Volumenkarte eine weitere Auspra¨gung der
Aktivierungsmerkmale zu erkennen. In Neuron 1 tritt jetzt das Broca Areal in der
linken Hemispha¨re isoliert hervor, bedingt durch die gro¨ßere Kapazita¨t der Kar-
te. Der prima¨r auditive Kortex der rechten Hemispha¨re ist in den Neuronen 2, 3,
4 und 7 abgelegt, die linke Hemispha¨re in den Neuronen 8, 11, 12 und 13. Im
Weiteren sind die Ergebnisse direkt bei den Abbildungen 4.59 bis 4.63 zu finden.
Die Schichten -24 bis -16 zeigen eine klare Differenzierung der Merkmale, die bei
beiden ho¨heren Schichten enthalten sind, sie zeigen jedoch nur noch ein geringes
BOLD-Signal, da die aktivierten Regionen verlassen werden.
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Abbildung 4.59: Schichtebene -24 (1061 Voxel): Neuron 1 entha¨lt die Voxel des
aktivierten Broca Areals. Weitere Aktivierungen sind in den Neuronen 2, 3, 4 und
7 (linker auditiver Kortex) und in den Neuronen 8, 11, 12 und 13 (rechter audi-
tiver Kortex) zu erkennen. Erwartungsgema¨ß zeigt sich durch die geringere An-
zahl an Voxeln beim schichtweisen Training eine feinere Differenzierung. Bisher
zusammengefasste Merkmale werden nun separat klassifiziert - offensichtlich ein
wesentlicher Informationsgewinn.
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Abbildung 4.60: Schichtebene -20 (1216 Voxel): Neuron 3 repra¨sentiert hier die
Voxel des Broca Areals, die Neuronen 4, 8 14 und 13 repra¨sentieren den rechten
auditiven Kortex und die Neuronen 5, 10, 14 und 15 den linken auditiven Kortex.
Im Vergleich mit der vorherigen Schicht sind die Signalcharakteristika der drei
Regionen sehr a¨hnlich geblieben. Neuronen 5 und 10 zeigen, wie der BOLD Effekt
vom Kernbereich wegla¨uft, der in Neuron 15 mit schwa¨cherem Signal repra¨sentiert
ist.
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Abbildung 4.61: Schichtebene -16 (1281 Voxel): Diese Schicht ist wieder mit der
vorherigen vergleichbar: Neuron 3 Broca Areal, Neuronen 4, 5, 8, 9, 10, 14 und
15 linker, und Neuronen 7, 12 und 13 rechter auditiver Kortex. Der linke auditive
Kortex ist hier besonders stark repra¨sentiert.
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Abbildung 4.62: Schichtebene -12 (1319 Voxel): Zunehmende Baseline-Voxel
zeigen das Verlassen der aktivierten Region an und verhindert so eine pra¨zise Si-
gnaldifferenzierung, wie sie bei den unteren Schichten, im Kerbereich der Aktivie-
rung, vorhanden ist. Das Broca Areal ist mit Rauschen in den Neuronen 3 und 4
noch zu erkennen, linker und rechter auditiver Kortex sind jetzt, wegen der gerin-
geren Signalausbeute, in der Karte zusammengefallen und in den Neuroren 4, 5, 9,
10, 13, 14 und 15 zu finden.
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Abbildung 4.63: Schichtebene -8 (1344 Voxel): Wie schon in der Schichtebene
-12 sind die Merkmalsmuster im linken und rechten auditiven Kortex nicht mehr
separat, sondern gemeinsam in den Neuroren 3, 4, 9, 10, 14 und 15 repra¨sentiert.
Das Broca Areal wird auch durch die Neuronen 3, 4 und 5 klassifiziert, jedoch mit
ho¨herem Quantisierungsfehler.
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Volumen-SOM - F-Wert Gewichtung
Zum Vergleich der in der Studie vorgestellen Gewichtungsfunktion, der Autokor-
relationfunktion (ACF) und dem F-Test, sind hier nun die Ergebnisse der F-Wert
Gewichtung der Zeitreihen beim Training der SOM beschrieben (Abb. 4.64).
Abbildung 4.64: Auswahl der Schichten nach Talairach [TT88], die den prima¨r au-
ditiven Kortex beinhalten. Links: ¨Uberlagerung der Voxel, die eine starke Korre-
spondenz zum Aufgabenparadigma aufweisen (t-Test, SPM99). Rechts: Ergebnis
des F-Tests, der ein Maß fu¨r die Varianz zwischen Ruhe/Kontroll- und Aufgaben-
phase ist (vgl. Abschnitt 3.2.3). Die Darstellung zeigt die Gewichtung, die zum
Training der SOM verwendet wird. Von Rot: einfache Gewichtung (Faktor 1) bis
Gelb: sta¨rkste Gewichtung (Faktor 10). Stark aktivierte Regionen, die auch schon
von t-Test gefunden wurden, werden so gewichtet.
Betrachtet man die mittels F-Test gewichtete und mit allen Voxeln des Volumens
trainierte Neuronenkarte (Abb. 4.65), zeigt sich, dass in der linken Ha¨lfte der Kar-
te die Zeitreihenmerkmale zu sehen sind, die dem Aufgabenparadigma folgen.
Neuron 1 beinhaltet den prima¨r auditiven Kortex bilateral und das Broca Are-
al. Eine Trennung der Regionen ist auch in dieser Volumenkarte nicht vorhan-
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den. Im Vergleich mit dem ACF-gewichteten Training (Abb. 4.53) zeigt sich eine
¨Ubereinstimmung in den repra¨sentierten Merkmalsvektoren.
Abbildung 4.65: 6 × 4 Neuronen Volumen-SOM (6221 Voxel): Die Karte zeigt
das Trainingsergebnis unter Verwendung aller ausgewa¨hlter und mit dem F-Wert
gewichteter Voxel. In der linken Ha¨lfte der Karte sind die zum Aufgabenparadigma
korrelierten Zeitreihen zu erkennen.
Dennoch gibt es bei der Klassifikation starke Unterschiede: Das mit der ACF ge-
wichtete Training der SOM zeigt eine Differenzierung zwischen den Hemispha¨ren
(Abb. 4.54, Neuronen 6 und 24), die in Abbildung 4.66 (Neuron 1) nicht vorhan-
den ist und hier nur gemeinsam repa¨sentiert wird. Diese Beobachtung kann in allen
klassifizierten Schichten in den Abbildungen 4.66 bis 4.70 gemacht werden. Dies
ist mit der geringeren Anzahl von gewichteten Voxeln erkla¨rbar, die durch fehlende
Gewichtung der Baseline-Voxel wa¨hrend des Trainings in ein kleineres Cluster ge-
dru¨ckt werden, bei dem auch unterschiedliche Merkmale zusammenfallen. Diese
stringentere Vergabe von Neuronen in der SOM la¨sst sich auch anhand der Ver-
teilung der Voxel und Neuronen (Tab. 4.10) und an den Merkmalsklassen (Tab.
4.11) belegen - die Anzahl der von Baseline belegten Neuronen ist mit F-Wert
Gewichtung um fast 50% ho¨her. Auch findet sich mehr Baseline in den Neuronen
mit aktivierten Merkmalen, das aber u¨ber den QE jedes Voxels differenziert wer-
den kann. Das Auslaufen des BOLD-Signals (vgl. Abb. 2.2) ist hier sta¨rker als bei
der ACF-Gewichtung hervorgetreten, z.B. in den Neuronen 11 und 16 (Abb. 4.66).
Insgesamt sind die als aktiviert anzunehmenden Regionen mittels ACF und F-Wert
Gewichtung u¨bereinstimmend.
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Neuron Voxel Voxelanteil µQE σ2QE
1 244 3,92% 4,096 4,179
2 15 0,24% 2,839 2,432
3 236 3,79% 1,721 0,815
4 398 6,40% 1,933 0,960
5 411 6,61% 2,333 1,000
6 326 5,24% 2,947 1,321
7 15 0,24% 1,861 1,319
8 25 0,40% 1,732 1,795
9 161 2,59% 1,725 0,556
10 149 2,40% 2,011 0,839
11 43 0,69% 2,473 1,591
12 305 4,90% 3,188 1,676
13 102 1,64% 3,280 2,337
14 25 0,40% 1,706 0,911
15 71 1,14% 1,901 0,833
16 280 4,50% 1,886 0,950
17 201 3,23% 1,852 0,747
18 134 2,15% 2,685 1,222
19 137 2,20% 3,137 2,747
20 199 3,20% 3,067 2,850
21 484 7,78% 2,993 3,147
22 654 10,51% 2,721 1,990
23 501 8,05% 2,581 1,542
24 1105 17,76% 3,207 2,333
Tabelle 4.10: Trainingsergebnis aller 6221 Voxel mit der SOM in Abbildung 4.65,
aufgeteilt nach Anzahl der Voxel, Voxelanteil und Mittelwert (µQE) und Varianz
(σ2QE) des mittleren Quantisierungsfehlers zwischen allen klassifizierten Voxeln
des Neurons und dem Referenzvektor des Neurons.
Aktivierung (L) Aktivierung (R) Baseline
SOM-Neuronen 1,2,7,8,13-15,19-21 3,9 4-6,10-12,16-18,22-24
Neuronenanzahl 10 (41,7%) 2 (8,3%) 12 (50,0%)
Voxelanzahl 1317 (21,2%) 397 (6,4%) 4507 (72,4%)
Voxel/Neuronen 132 199 376
mittlerer QE 2,66 1,72 2,48
Tabelle 4.11: Verteilung der Referenzvektoren nach Klassen in der F-Wert gewich-
teten Volumen-SOM (Abb. 4.65).
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Abbildung 4.66: Schichtebenen -24: Klassifikation nach SOM in Abb. 4.65
Abbildung 4.67: Schichtebenen -20: Klassifikation nach SOM in Abb. 4.65
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Abbildung 4.68: Schichtebenen -16: Klassifikation nach SOM in Abb. 4.65
Abbildung 4.69: Schichtebenen -12: Klassifikation nach SOM in Abb. 4.65
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Abbildung 4.70: Schichtebenen -8: Klassifikation nach SOM in Abb. 4.65
Schichten-SOM - F-Wert Gewichtung
Beim nun folgenden schichtweisen Lernen sollte sich, wie schon bei den ACF
trainierten Schichten-SOMs, eine Differenzierung der Hemispha¨ren und des Broca
Areals ergeben (vgl. Abb. 4.59). Die F-Wert Gewichtung ist jedoch sehr viel strin-
genter als die der ACF, wodurch sich wa¨hrend der Lernphase der Neuronen die
Hauptmerkmalsunterschiede (globale Minima) zwischen Aktivierung und Baseline
schneller separieren. Es kommt zu einer sta¨rkeren Polarisierung zwischen diesen
Merkmalsklassen, so dass sich feinere Merkmalsunterschiede innerhalb a¨hnlicher
Merkmale (Broca, linker und rechter auditiver Kortex) nicht ausbilden ko¨nnen.
Erst mit zunehmendem Signalunterschied und gro¨ßerer ¨Ahnlichkeit der Baseline-
Vektoren konkurrieren auch a¨hnliche Aktivierungsmerkmale um die Kapazita¨t im
Netzwerk, so dass zumindestens der linke und der rechte auditive Kortex sepa-
riert werden (Abb. 4.72 und 4.73). Mit zunehmender Entfernung vom Kernbereich
der Aktivierung in den ho¨heren Schichten -12 und -8 ist die Signalausbeute vom
BOLD-Effekt zu gering, und so fallen die aktivierten Regionen in der SOM wieder
zusammen, und Baseline wird zum dominierenden Merkmal. Insgesamt gesehen
sind die Unterschiede zwischen ACF und F-Wert Gewichtung jedoch eher gering.
Beide Gewichtungen liefern kongruente Regionen fu¨r die Aktivierung.
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Abbildung 4.71: Schichtebene -24 (1061 Voxel): Neuron 11 entha¨lt den prima¨r
auditiven Kortex beider Hemispha¨ren und das Broca Areal. Die Neuoronen 12, 13
und 14 zeigen das Auslaufen des BOLD-Signales.
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Abbildung 4.72: Schichtebene -20 (1216 Voxel): Die Signalunterschiede zwi-
schen linkem und rechtem auditiven Kortex sind ausreichend, um in den Neuronen
10 und 15 seperat repra¨sentiert zu werden. Der rechte auditive Kortex besitzt ei-
ne leicht schwa¨chere Signalamplitude im Vergleich zum linken auditiven Kortex.
Das Broca Areal ist auch mit in Neuron 15 repra¨sentiert und das Auslaufen des
BOLD-Signales ist in den Neuronen 4, 5 und 9 zu beobachten.
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Abbildung 4.73: Schichtebene -16 (1281 Voxel): Wie schon in Schichtebene -20,
ist der linke auditive Kortex sta¨rker repra¨sentiert (Neuronen 5 und 10), der rechte
nur noch mit weniger Voxeln und Baseline in den Neuronen 14 und 15, in denen
sich auch das Broca Areal (rechts) befindet.
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Abbildung 4.74: Schichtebene -12 (1319 Voxel): Weitere Zunahme von Baseline,
da der aktivierte Bereich langsam wieder verlassen wird. In den Neuronen 4, 5, 8,
9, 10, 14 und 15 sind die aktivierten Regionen noch zu erkennen.
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Abbildung 4.75: Schichtebene -8 (1344 Voxel): Der rechte und Teile des linken
auditiven Kortex sind in Neuron 5, der Kernbereich des linken auditiven Kortex mit
einem schwa¨cheren Signal ist auch noch in Neuron 10 repra¨sentiert. Das Broca
Areal ist zusammen mit Zeitreihen des auslaufenden BOLD-Effektes des linken
auditiven Kortex in Neuron 10 repra¨sentiert.
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Diskussion der Ergebnisse
Die beschriebene Auswertung von Proband p0170 wurde gewa¨hlt, um zu zeigen,
welche Unterschiede bei der Gewichtung auftreten ko¨nnen. Die ACF neigt dazu,
eine sehr große Voxelanzahl zu gewichten, so dass Baseline aus der SOM mehr ver-
dra¨ngt werden kann. Die F-Wert Gewichtung ist stringenter, da nur Voxel mit ei-
nem ausreichend hohen F-Wert gewichtet werden, wenn sie einen Effekt im Aufga-
benmodell (GLM) besitzen, wodurch insgesamt eine geringere Gewichtung statt-
findet und so Kapazita¨t an Baseline abgetreten wird. Als Folge fallen sehr a¨hnliche
aber dennoch unterschiedliche Merkmale, hier die linken und rechten prima¨r audi-
tiven kortikalen Areale, zusammen, bei der ACF jedoch nicht. Erst beim schicht-
weisen Training separieren sich diese Regionen wieder, da jetzt mehr Kapazita¨t zur
Verfu¨gung steht. Aus diesem Grunde wurde ein auditives Experiment ausgewa¨hlt,
aber auch, weil im Gegensatz zum sensomotorischen Paradigma des vorherigen
Abschnitts, kognitive Aufgaben i.d.R. weniger BOLD-Signal liefern und so die
Anwendbarkeit der SOM-Methodik fu¨r diese schwierigen Fa¨lle mit wenig Signal
getestet werden konnte.
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4.3 Visuelle Aktivierungsexperimente
Im letzten Abschnitt der funktionellen Experimente, soll hier die visuelle Verar-
beitung behandelt werden. In ihrer Gesamtheit bildet die visuelle Verarbeitung
ein weitaus komplexeres Netzwerk aus optischer Wahrnehmung, Verarbeitung von
Farbe und Form, Objekterkennung und Bewegunganalyse, als die zuvor behandelte
Sensomotorik und die auditive Verarbeitung. Der visuelle Kortex wird in der Lite-
ratur, u.a. von Zeki [Zek93] und Roland [Rol93], eingehend am Rhesus-Affen, und
teilweise auch am Menschen, anatomisch und funktionell beschrieben. Er besteht
aus Neuronen, die visuelle Rezeptorfelder aufweisen und ist in die Bereiche V1
bis V5 (Abb. 4.76) gegliedert. Zum besseren Versta¨ndnis der visuellen Verarbei-
tung beim Menschen, sei hier kurz der Weg von der optischen Wahrnehmung in
der Retina bis zur kortikalen Aktivierung des V1-V5 skizziert, der mit der fMRI an
2 Probanden untersucht wurde.
Abbildung 4.76: Visueller Kortex: Laterale (links) und mediale (rechts) Ansicht
des occipital liegenden visuellen Kortex, aufgeteilt nach V1 bis V5. Grafik aus
[Mar96], c©1996 Appleton & Lange, Stamford, Connecticut.
Die Information der Gesichtsfelder der Retina laufen u¨ber die nasal gelegenen Seh-
nerven der linken und der rechten Retina bis zum prima¨r visuellen Kortex (V1) der
rechten Hemispha¨re (Abb. 4.77, oben) und u¨ber die temporal gelegenen Sehnerven
in die linke Hemispha¨re. Im Kreuzungspunkt, dem optischen Chiasma (Abb. 4.77,
links), u¨bertragen sich die Signale in der Sehbahn weiter zum lateralen Knieho¨cker
(LGN - corpus geniculatum laterale) (Abb. 4.77, rechts).
Der LGN besitzt eine 6-schichtige Struktur (Abb. 4.77, histologisches Schnittbild
oben rechts), die eine Aufteilung der Information der Sehbahnen aufweist. In den
Schichten 5, 3 und 2 ist das ipsilaterale Auge und in den Schichten 6, 4 und 1
das kontralaterale Auge repra¨sentiert [Zek93]. Benachbarte Punkte der linken und
rechten Retina werden auf benachbarten Punkten in jeder Schicht des LGN emp-
fangen. Die Schichten des LGN sind so pra¨zise u¨bereinander gelagert, dass sie die
linke und rechte Retina punktgenau repra¨sentieren. Bei sechs Schichten im LGN
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ergibt sich so eine 3-fache Redundanz fu¨r jede nasale und temporale Information.
Warum diese Redundanz besteht, ist bis heute nicht gekla¨rt. Weitere Merkmale des
LGN sind in [Zek93] beschrieben. Die Axons der LGN Zellen, in der die optischen
Nervenbahnen enden, leiten die Information geordnet in eine Punkt-zu-Punkt Ab-
bildung der Retinaoberfla¨che (retinotopisch) [FMR+86] [FMA+87] in den prima¨r
visuellen Kortex weiter (Abb. 4.78, rechts). Das obere und untere visuelle Feld
(Abb. 4.77, links) wird dabei horizontal verdreht auf den Kortex abgebildet (Abb.
4.78, links).
Abbildung 4.77: Visuelle Wahrnehmung: Darstellung des Gesichtsfeldes (links)
und der Verbindung von der Retina zum primar visuellen Kortex (V1) u¨ber die
Sehnerven, die Sehbahn und den LGN zum Kortex (rechts). Erla¨uterung im Text.
Grafik aus [Zek93], c©1993 Blackwell Scientific Publications, Oxford.
Nach der Darstellung, wie die visuelle Information zum visuellen Kortex gelangt,
wird nun die kortikale Verarbeitung der empfangenen Signale genauer betrachtet.
Neuroanatomisch la¨sst sich der prima¨r visuelle Kortex an Hand seiner hohen Neu-
ronendichte gut abgrenzen. Er entspricht dem zytologischen Brodmann Areal 17
(Abb. 1.2). V1 ist bei allen visuellen Stimuli aktiviert, vorausgesetzt die Augen sind
geo¨ffnet. Untersuchungen zur Reizfa¨higkeit des V1 zeigten, dass die gro¨ßte Akti-
vierung bei Stimulation mit einem flackernden Schachbrettmuster oder mit weißem
Licht erreicht wird [PMK+81]. Weitere Untersuchungen mit Schachbrettmustern
zeigten eine 50% Steigerung des rCBF bei der Verwendung von rot-schwarzen Fel-
179
KAPITEL 4. ANWENDUNGSBEISPIELE DER FMRI BILDVERARBEITUNG
Abbildung 4.78: Retiontopie des V1: Darstellung der Punkt-zu-Punkt Verbindung
der Retinaoberfla¨che (rechts). Auf die Neuronen des V1 wird eine horizontal ge-
drehte Abbildung (links) des Gesichtsfeldes erzeugt. Grafik aus [Zek93], c©1993
Blackwell Scientific Publications, Oxford.
dern mit eine Frequenz von 8−10Hz [FMA+87] [FMRR88] [FRMD88]. Die Neu-
roanatomie von V1 weist weitere Unterregionen und Mikrostrukturen auf, die je-
doch derzeit mit PET und fMRI nicht weiter ra¨umlich differenziert werden ko¨nnen.
Visual area Proportion of neurons responding
V1 Parvo cellular stream:
Color 50%
Motion 5%
Orientation 20%
Disparity a few %
Magno cellular stream:
Color 10%
Motion 50%
Orientation 85%
Disparity a few %
V2 Thin stripes: Color 85%
Interstipe: Disparity 20%
Orientation 20%
Thick stripe: Motion 20%
Orientation 50%
Disparity 70%
V3 Color 15%
Motion 40%
Orientation 70%
Disparity 30%
V4 Color 50%
Motion 5%
Orientation 50%
Disparity 40%
V5/MT Color 0%
Motion 85%
Orientation 75%
Disparity 70%
Tabelle 4.12: Reponse Properties of Neurons in Visual Areas of the Rhesus Monkey
[dYvE88]
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¨Uber die Funktion und Verarbeitungswege der visuell assoziierten Areale [Cow81]
V2 (stereoskopisches Sehen), V3 (Orientierung), V4 (Wahrnehmung der Farbe)
und V5 (Bewegungsanalyse) kann hier nur ein ¨Uberblick (Tab. 4.12) anhand der
von de Yoe [dYvE88] am Rhesus Affen gefundenen Ergebnisse gegeben werden.
Abbildung 4.79: Oben: Schema des Untersuchungsparadigmas, 5 Epochen mit
je einer Ruhe- (Off) und Aufgabenphase (On). Die Zeitachse ist in TR Zeit-
punkten angegeben. Unten Links: Das Untersuchungsparadigma gefaltete an den
Phasenu¨berga¨ngen mit dem fu¨r die verwendete TR-Zeit angepassten Modell der
HRF-Funktion (SPM99) zur Parametrisierung des GLM. Unten Rechts: Fourier-
Spektrum des Modells mit einer starken Periodizita¨t bei der Periode 10, der Dauer
einer Off/On-Epoche. Die Frequenzskale ist in Hz angegeben, womit sich die Pe-
riode P = 1/Frequenz mit der Abtastrate T R = 3s = 0, ¯3Hz aus Frequenz(P) =
1/10∗0, ¯3Hz = 0,03Hz berechnet.
4.3.1 Experimentelles Design
Zur Aktivierung des prima¨r visuellen Kortex wurde ein sehr einfaches visuelles Ex-
periment ausgewa¨hlt, bei der keine komplexe Verarbeitung (Form-, Farb- oder Be-
wegungsanalyse) stattfindet. In Anlehnung an das Experiment von Fox [FMA+87],
wurde ein Schachbrettmuster (8x8 Felder) mit rot-schwarzen Fla¨chen, invertierend
mit einer Frequenz von 8 Hz, zur Aktivierung des prima¨r visuellen Kortex ver-
wendet. Als Kontrollbedingung wurde der leere (schwarze) Bildschirm benutzt.
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Das Paradigma (Abb. 4.79) ist in fu¨nf gleiche Epochen von jeweils 30 Sekunden
unterteilt. Der Proband hat die Aufgabe, wa¨hrend der fMRI Untersuchung pas-
siv, mit offenen Augen, auf die Projektionsfla¨che zu schauen. Zum Einspielen des
visuellen Paradigmas wurde ein spezielles von den Mitarbeitern der Neurofunk-
tionellen Bildverarbeitung entwickeltes MR-kompatibles Videosystem verwendet
(Abb. A.3).
4.3.2 Klinische Bedeutung
Am Klinikum der RWTH Aachen wird derzeit kein rein visuelles Experiment
zur Diagnostik bei Patienten eingesetzt. Pilotstudien zur visuellen Affektwahrneh-
mung und -verarbeitung bei Borderline-Patienten [HDW+01] von Frau Professor
Dr. med. S. Herpertz, Klinik fu¨r Psychiatrie und Psychosomatik, befinden sich mo-
mentan in der Erprobung.
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4.3.3 Auswertung von Proband p0687
Die fMRI Untersuchung wurde, wie in 4.3.1 beschrieben, mit einem 33-ja¨hrigen
ma¨nnlichen Probanden durchgefu¨hrt. Zur Bildaquisition wurde eine Gradienten-
Echo Sequenz mit einer Single-Shot Echo Planar Auslesetechnik mit axialer Schicht-
fu¨hrung verwendet (TR 3000ms, TE 50ms, FOV 192mm2, Bildmatrix 64×64×35,
50 Dynamiken, isotrope Voxelauflo¨sung 3×3×3mm3).
Ziel der Untersuchung ist eine Aktivierung des prima¨r visuellen Kortex [TT88].
Auch bei dieser rein passiven Aufgabe ist im Bewegungsgraphen (Abb. 4.80) Be-
wegung erkennbar, jedoch mit einer maximalen Abweichung von nur 0.2mm Trans-
lation ist dies deutlich weniger als bei den motorischen Untersuchungen mit 0.62mm
(Abb. 4.5) und beim Patienten mit 0.48mm. (Abb. 4.33).
Abbildung 4.80: Bewegungskorrektur: Graph der 3D Transformationsparame-
ter (Translation und Rotation) nach Festko¨rper (rigid body) Koregistrierung (vgl.
3.1.1) zwischen dem ersten Volumen als Referenz und jedem weiteren Volumen
des Scans von Proband p0687.
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Abbildung 4.81: Axiale Ansicht aller Schichten eines Volumens der MR Aufnah-
men. Die Schichten sind hintergrundbereinigt, bewegungskorregiert und mit einer
Voxelauflo¨sung von 3mm3 in den MNI-Raum transformiert (normalisiert).
184
4.3. VISUELLE AKTIVIERUNGSEXPERIMENTE
Abbildung 4.82: Links: Ergebnis nach dem t-Test (SPM99). Die Aktivierung ist
bis in die oberen Schichten hin sichtbar. Rechts: Ergebnis des voxelweisen F-Test
auf dem GLM. Rot: keine Gewichtung, bis gelb: maximale Gewichtung (Faktor
10), die zum Training der SOM verwendet wird.
Abbildung 4.81 zeigt das Ergebnis der Vorverarbeitung von Bewegungskorrektur,
Transformation in den MNI-Raum und ra¨umlicher Gla¨ttung mittels 3D Gauss-
Filter. Die Daten sind im MNI-Raum in der neurologischen Konvention orientiert,
d.h links ist links. Zum Vergleich der modellfreien Analyse erfolgte wieder ei-
ne Auswertung mit SPM99 (Abb. 4.82, links) auf einer Auswahl von Schichten,
die nach dem Talairach Atlas den visuellen Kortex beinhalten [TT88]. Die t-Test
Ergebnisse zeigen, wie erwartet, eine deutliche Aktivierung des prima¨r visuellen
Kortex. Zur Gewichtung interessanter Voxelzeitreihen soll hier einmal der F-Test,
anstatt der bisher verwendeten Autokorrelationsfunktion, verwendet werden. Die
Gewichtungskarte ist in Abbildung 4.82 (rechts) abgebildet.
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Volumen-SOM
Zum Vergleich mit den bisherigen Karten in dieser Studie, ist auch hier wieder eine
24 Neuronen umfassende SOM (Abb.4.83) verwendet worden. Die Zeitreihen aller
11 ausgewa¨hlter Schichten sind mit dieser SOM trainiert worden. Die Gewichtung
erfolgte mit F-Wert Gewichtung (Abb. 4.82, rechts), bei der nur eine sehr geringe,
aber die gesuchte Region umfassende, Gewichtung stattfindet.
Abbildung 4.83: 6 × 4 Neuronen Volumen-SOM (22352 Voxel): Die SOM wur-
de, wie in 3.3.1 beschrieben, mit allen Voxelzeitreihen der 11 Schichten trainiert.
Referenzvektoren mit starker ¨Ahnlichkeit zum Aufgabenmuster sind in der linken
Ha¨lfte der SOM zu finden (Neuronen 7-9, 13-16, 19-22).
Ein Cluster von dem Aufgabenparadigma a¨hnlicher Merkmalsvektoren ist zu er-
kennen (Abb. 4.83). Die Abbildungen 4.84 bis 4.94 zeigen die mittels der Volumen-
SOM (Abb. 4.83) klassifizierten Schichten der fMRI Aufnahme. Die Kernbereiche
der Aktivierung wechseln von Schicht zu Schicht zwischen den Neuronen 14, 15,
16, 20 und 21. Bei den Neuronen 13 und 19 wird es sich wahrscheinlich nicht um
den Abfluß des BOLD-Signals handeln, da das umschriebene Areal fu¨r diesen Ef-
fekt zu groß ist. Wahrscheinlich handelt es sich um die Koaktivierungen der von
V1 funktionell angeforderten Areale V2 bis V4. V5 scheint, stark verrauscht, in
Neuron 23 mitrepra¨sentiert zu sein. Insgesamt sind die Signalunterschiede der ak-
tivierten Neuronen sehr a¨hnlich, und das Cluster ist sehr deutlich vom Baseline
abgegrenzt.
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Neuron Voxel Voxelanteil µQE σ2QE
1 4308 19,27% 6,354 5,673
2 455 2,04% 6,233 6,973
3 507 2,27% 6,206 6,435
4 1324 5,92% 5,305 5,216
5 1887 8,44% 5,218 5,059
6 2096 9,38% 5,326 5,672
7 211 0,94% 6,908 8,026
8 110 0,49% 3,436 8,918
9 250 1,12% 4,502 6,379
10 345 1,54% 4,503 5,940
11 410 1,83% 4,670 5,993
12 1749 7,82% 5,303 5,803
13 692 3,10% 5,987 6,900
14 89 0,40% 3,312 11,707
15 84 0,38% 1,960 4,694
16 155 0,69% 3,213 6,347
17 280 1,25% 4,638 6,517
18 465 2,08% 4,618 6,545
19 782 3,50% 5,012 7,178
20 252 1,13% 3,904 11,998
21 497 2,22% 3,810 8,273
22 933 4,17% 5,334 6,955
23 1178 5,27% 5,617 6,500
24 3293 14,73% 5,655 6,350
Tabelle 4.13: Trainingsergebnis aller 22352 Voxel mit der SOM in Abbildung 4.83,
aufgeteilt nach Anzahl der Voxel, Voxelanteil und Mittelwert (µQE) und Varianz
(σ2QE) des mittleren Quantisierungsfehlers zwischen allen klassifizierten Voxeln
des Neurons und dem Referenzvektor des Neurons.
Aktivierung Baseline
SOM-Neuronen 7-9,13-16,19-22 1-6,10-12,17,18,23,24
Neuronenanzahl 11 (45,8%) 13 (54,2%)
Voxelanzahl 4055 (18,1%) 18297 (81,9%)
Voxel/Neuronen 369 1408
mittlerer QE 4,31 5,36
Tabelle 4.14: Verteilung der Referenzvektoren nach Klassen in der F-Wert gewich-
teten Volumen-SOM (Abb. 4.83).
Eine Erkla¨rung ko¨nnte das hochfrequentere Paradigma sein, dass sich sta¨rker als
das bisher vorgestelle Paradigma mit der Periode 22 vom Grundrauschen als Merk-
mal hervorhebt. Bekannt ist auch, dass eine Aktivierung des calcarinen Kortex im-
mer starke und stabile Signale liefert [FMA+87]. Wahrscheinlich spielen beide
Faktoren beim Ausbilden der Referenzvektoren im Neuronalen Netzwerk der SOM
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ein Rolle. Weitere Untersuchungen mit verschiedenen Paradigmen an unterschied-
lichen Hirnregionen wa¨ren zur eindeutigen Kla¨rung dieser Frage notwendig. Ins-
gesamt zeigt sich eine weitgehende Korrespondenz mit dem Ergebnis von SPM99
(Abb. 4.82, links).
In Tabelle 4.13 sind die Verteilungen der Voxel und Neuronen angegeben, die Ta-
belle 4.14 zeigt die beiden Klasseneinteilung nach aktivierten Voxeln und Baseline.
Basline belegt hier mit 54,2% etwas mehr Kapazita¨t in der SOM.
Abbildung 4.84: Schichtebene -15: Klassifikation nach SOM in Abb. 4.83
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Abbildung 4.85: Schichtebene -12: Klassifikation nach SOM in Abb. 4.83
Abbildung 4.86: Schichtebene -9: Klassifikation nach SOM in Abb. 4.83
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Abbildung 4.87: Schichtebene -6: Klassifikation nach SOM in Abb. 4.83
Abbildung 4.88: Schichtebene -3: Klassifikation nach SOM in Abb. 4.83
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Abbildung 4.89: Schichtebene 0: Klassifikation nach SOM in Abb. 4.83
Abbildung 4.90: Schichtebene +3: Klassifikation nach SOM in Abb. 4.83
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Abbildung 4.91: Schichtebene +6: Klassifikation nach SOM in Abb. 4.83
Abbildung 4.92: Schichtebene +9: Klassifikation nach SOM in Abb. 4.83
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Abbildung 4.93: Schichtebene +12: Klassifikation nach SOM in Abb. 4.83
Abbildung 4.94: Schichtebene +15: Klassifikation nach SOM in Abb. 4.83
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Schichten-SOM
Trotz der schon guten Separierbarkeit soll auch in diesem Fall, zumindest an 2
Schichten des Kernbereiches, ein schichtweises Training mit separater SOM vor-
gestellt werden. Die Ergebnisse sind in den Abbildungen 4.95 und 4.96 zu finden.
Diskussion der Ergebnisse
Das hochfreqente visuelle Paradigma erzeugt ein sehr starkes BOLD-Signal, dass
die SOM sehr gut von der Baseline trennen kann. Durch die zusa¨tzliche Optimie-
rung des Eingaberaums mit der F-Wert Gewichtung wird fast 50% der Volumen-
SOM von Aufgabenparadigma korrelierten Merkmalen belegt. Vergleicht man hier-
zu noch die Voxelanzahl von 4055 (aktiviert) zu 18297 (Baseline), wird besonders
deutlich, wie gut die gewichteten Merkmale in der SOM repa¨sentiert sind.
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Abbildung 4.95: Schichtebene -9 (1996 Voxel): Der Kernbereich der V1 Aktivie-
rung ist in Neuron 13 repra¨sentiert. Der geringe Quantisierungsfehler (QE) der
klassifizierten Voxel im Kernbereich deutet auf ein sehr stabiles und homogenes
BOLD-Signal hin. In den Neuronen 6-10, 12, 14 und 15 sind die Aktivierungs-
muster in den V1 nachgeortneten Arealen V2-V5 repra¨sentiert.
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Abbildung 4.96: Schichtebene -6 (2039 Voxel): Hier ist der Kernbereich der V1
Aktivierung in Neuron 14 repra¨sentiert, wieder mit nur geringem QE. Die Neuro-
nen 4, 5, 8-10, 13 und 15 weisen auch Aktivierungsmuster auf, deren klassifizierte
Voxel den Arealen V2-V5 zugesprochen werden ko¨nnen.
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4.3.4 Auswertung von Proband p0689
Zum intraindividuellen Vergleich der Reliabilita¨t zweier fMRI-Messungen einer
Person wurde die fMRI Untersuchung mit demselben Probanden wie in Abschnitt
4.3.3 nochmals eine Woche spa¨ter durchgefu¨hrt. Mess- und Aufgabenparadigma
entsprechen dem der ersten Messung (p0687).
Wieder erfolgte die gleiche Vorverarbeitung mit der Bewegungskorrektur, der Trans-
formation in den MNI-Raum und der ra¨umlicher Gla¨ttung mittels 3D Gauss-Filter
(Abb. 4.98). Auch bei dieser Messung ist nur eine geringe Bewegung von maxi-
mal 0.3mm zu erkennen (Abb. 4.97). Die Ergebnisse der SPM99-Auswertung und
die Gewichtung der Voxel fu¨r das SOM-Training, zur Vergleichbarkeit wieder mit
dem F-Test, sind in Abbildung 4.99 zu sehen. Trotz leichter Vera¨nderungen ist das
Ergebnis des t-Tests mit dem eine Woche vorher aufgenommenen Ergebnis (vgl.
Abb. 4.82) weitestgehend u¨bereinstimmend.
Abbildung 4.97: Bewegungskorrektur: Graph der 3D Transformationsparame-
ter (Translation und Rotation) nach Festko¨rper (rigid body) Koregistrierung (vgl.
3.1.1) zwischen dem ersten Volumen als Referenz und jedem weiteren Volumen
des Scans von Proband p0689.
197
KAPITEL 4. ANWENDUNGSBEISPIELE DER FMRI BILDVERARBEITUNG
Abbildung 4.98: Axiale Ansicht alle Schichten eines Volumens der MR Aufnah-
men. Die Schichten sind hintergrundbereinigt, bewegungskorregiert und mit einer
Voxelauflo¨sung von 3mm3 in den MNI-Raum transformiert (normalisiert).
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Abbildung 4.99: Links: Ergebnis nach dem t-Test (SPM99). Aktivierung ist wieder
bis in die oberen Schichten hin sichtbar. Rechts: Ergebnis des voxelweisen F-
Test auf dem GLM. Rot bedeutet keine Gewichtung, gelb maximale Gewichtung
(Faktor 10), der zum Training der SOM verwendet wird.
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Volumen-SOM
Zum Vergleich mit der ersten Aufnahme (p0687) sind wieder 24 Neuronen fu¨r
das Training aller Voxel der 11 ausgewa¨hlten Schichten verwendet worden. Nach
dem Training zeigt die SOM (Abb. 4.100) wieder ein klar abgegrenztes Cluster
von Aktivierungsmerkmalen in den Neuronen 1-4, 7-10 und 13-16. Wie aus den
Abbildungen der klassifizierten Schichten 4.101 bis 4.111 erkennbar ist, ist der
Kernbereich der Aktivierung im prima¨r visuellen Kortex in den Neuronen 3 und
8 repra¨sentiert. Ein kreisfo¨rmiges Band von a¨hnlichen Zeitreihen, repra¨sentiert in
Neuron 2, ist in den Schichten -15 bis -6 zu sehen. Als Erkla¨rung fu¨r diese konzen-
trisch verteilten Voxel kommt eigentlich nur das Auslaufen des BOLD-Signals in
Frage (vgl. Abb. 2.2). Insgesamt entsprechen die Ergebnisse, Anzahl an Neuronen
mit Aktivierungsmustern, Signalauspra¨gungen und Clusterbildung der klassifizier-
ten Schichten, denen der Voruntersuchung (p0687). Wie schon bei der Voruntersu-
chung, scheint eine leicht dominante Rechtslateralisierung vorzuliegen, die fu¨r die
Untersuchung jedoch ohne Bedeutung ist.
Abbildung 4.100: 6 × 4 Neuronen Volumen-SOM (21885 Voxel): Ein Cluster
mit Merkmalen, a¨hnlich dem Aufgabenmuster, ist in den Neuronen 1-4, 7-10 und
13-16 ausgebildet worden. Die Merkmalsvektoren sind, wie schon beim Ergebnis
der Voruntersuchung (Abb. 4.83), sehr gut von Baseline abgrenzbar.
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Neuron Voxel Voxelanteil µQE σ2QE
1 882 4,03% 4,400 6,247
2 126 0,58% 2,858 11,576
3 232 1,06% 3,946 17,763
4 335 1,53% 5,323 11,839
5 612 2,80% 6,605 8,664
6 2336 10,67% 5,453 6,893
7 169 0,77% 2,884 9,045
8 188 0,86% 1,921 7,502
9 110 0,50% 3,669 13,342
10 150 0,69% 5,551 7,948
11 502 2,29% 4,298 5,934
12 2791 12,75% 4,880 5,232
13 690 3,15% 5,061 8,384
14 137 0,63% 3,240 8,320
15 158 0,72% 4,159 9,906
16 213 0,97% 4,973 8,925
17 422 1,93% 4,888 6,905
18 581 2,65% 4,329 5,421
19 3438 15,71% 5,701 6,543
20 539 2,46% 4,989 8,614
21 1031 4,71% 5,278 7,717
22 1922 8,78% 5,858 6,139
23 1802 8,23% 5,585 5,420
24 2519 11,51% 5,470 5,244
Tabelle 4.15: Trainingsergebnis aller 21885 Voxel mit der SOM in Abbildung
4.100, aufgeteilt nach Anzahl der Voxel, Voxelanteil und Mittelwert (µQE) und
Varianz (σ2QE) des mittleren Quantisierungsfehlers zwischen allen klassifizierten
Voxeln des Neurons und dem Referenzvektor des Neurons.
Aktivierung Baseline
SOM-Neuronen 1-4,7-10,13-16 5,6,11,12,17,18,19-24
Neuronenanzahl 12 (50,0%) 12 (50,0%)
Voxelanzahl 3390 (15,5%) 18495 (84,5%)
Voxel/Neuronen 283 1542
mittlerer QE 4,00 5,28
Tabelle 4.16: Verteilung der Referenzvektoren nach Klassen in der F-Wert gewich-
teten Volumen-SOM (Abb. 4.100).
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Abbildung 4.101: Schichtebene -15: Klassifikation nach SOM in Abb. 4.100
Abbildung 4.102: Schichtebene -12: Klassifikation nach SOM in Abb. 4.100
202
4.3. VISUELLE AKTIVIERUNGSEXPERIMENTE
Abbildung 4.103: Schichtebene -9: Klassifikation nach SOM in Abb. 4.100
Abbildung 4.104: Schichtebene -6: Klassifikation nach SOM in Abb. 4.100
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Abbildung 4.105: Schichtebene -3: Klassifikation nach SOM in Abb. 4.100
Abbildung 4.106: Schichtebene 0: Klassifikation nach SOM in Abb. 4.100
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Abbildung 4.107: Schichtebene +3: Klassifikation nach SOM in Abb. 4.100
Abbildung 4.108: Schichtebene +6: Klassifikation nach SOM in Abb. 4.100
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Abbildung 4.109: Schichtebene +9: Klassifikation nach SOM in Abb. 4.100
Abbildung 4.110: Schichtebene +12: Klassifikation nach SOM in Abb. 4.100
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Abbildung 4.111: Schichtebene +15: Klassifikation nach SOM in Abb. 4.100
Schichten-SOM
Zum Vergleich mit der eine vorher durchgefu¨hrten Untersuchung sind hier die sel-
ben Schichten wie in den Abbildungen 4.112 und 4.113 nach Talairach-Koordinaten
(Schichtebene -6 und -9) ausgewa¨hlt worden. Die Schichten-SOMs, die klassifi-
zierten Voxel und die Ergebnisse von Proband p0689 sind in den Abbildungen
4.112 und 4.113 dargestellt.
Diskussion der Ergebnisse
Wie schon bei der vorherigen Messung und Auswertung dieses Probanden, ist eine
sehr gute Trennung der Merkmale mo¨glich. Die Wiederholungsuntersuchung ist
weitestgehend vergleichbar mit der vorherigen Messung. Ebenso reliabel zeigt sich
die Auswertung mit der SOM. Das Auslaufen des BOLD-Effektes in Abbildung
4.112 ist wieder ein sehr scho¨nes Beispiel dafu¨r, wie die SOM mehr Information
aus dem Datenmaterial sichtbar macht, als es das modellbasierte Verfahren mit
einem starren Modell vermag. Eine ho¨here zeitliche Auflo¨sung unter Verwendung
eines ereigniskorrelierten Paradigmas wu¨rde helfen, die Frage, wie die zeitliche
BOLD-Signalausbildung sich verteilt (Abb. 4.112), noch klarer herauszuarbeiten.
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Abbildung 4.112: Schichtebene -9 (1928 Voxel): Die Neuronen 2 und 3 re-
pra¨sentieren V1. Bei genauer Betrachtung fa¨llt die fast ideal kreisfo¨rmige Aus-
stanzung der Voxel von Neuron 3 auf. Sie steht in unmittelbarem Zusammenhang
mit den Voxeln in Neuron 2, von denen sie umschlossen wird. Die Aktivierung
muss daher von Neuron 3 ausgegangen sein und sich in die Region von Neuron 2
fortgepflanzt haben, entweder durch das Auslaufen des BOLD-Signals von Neu-
ron 2 oder als Teil einer Netzwerkaktivierung. Letzteres wu¨rde gut zur gefundenen
Rechtslateralisierung und den ga¨ngigen Modellen der Verarbeitungswege im vi-
suellen Kortex [Zek93] passen. Auch scheint eine nicht kreisfo¨rmige Aktivierung,
wie sie in Neuron 2 zu finden ist, im Widerspruch zur ha¨modynamischen Antwort
und deren Ausbereitung u¨ber das veno¨se System zu sprechen.
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Abbildung 4.113: Schichtebene -6 (1989 Voxel): In den Neuronen 3 und 4 findet
sich ein a¨hnliches Bild wie in der vorherigen Schicht. Die Voxel von Neuron 3
werden von den Voxeln in Neuron 4 fast vollsta¨ndig umringt. Da es sich um den-
selben Effekt wie in der benachbarten, nur 3mm entfernten, Schicht 15 handeln
muss, scheidet das Auslaufen des BOLD-Signales auch hier als Erkla¨rung aus. Im
Weiteren zeigen die Neuronen 5 und 7-9 auch Aktivierungsmuster, deren Voxel
sich im visuellen Kortex befinden.
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4.3.5 Auswertung von Proband p0841
Die in der vorherigen Untersuchung (Abb. 4.112 und 4.113) geforderte ho¨here zeit-
liche Genauigkeit der Abtastung der ha¨modynamischen Antwort steht im Mittel-
punkt des letzten Abschnitts der funktionellen Experimente zur visuellen Verar-
beitung - der ereigniskorrelierten fMRI. Wie in Abschnitt 2.4.2 beschrieben, gibt
es neben dem Block-Design auch das ereigniskorrelierte Design (efMRI), das mit
dem in Abschnitt 3.4 beschriebenen Verfahren auch mit der SOM-Methodik aus-
gewertet werden kann.
Abbildung 4.114: Zwei gleiche, aber verdrehte 3D Objekte, von insgesamt 16 Ob-
jekten, die die Probandin mental zur Deckung bringen soll.
Bei der hier verwendeten Aufgabe [DKN+01] handelt es sich um eine menta-
le Rotationsaufgabe nach Shepard et al. [SM71] und Cohen et al. [CKB+96].
Die untersuchte Person, eine 24-ja¨hrige Probandin, bekommt in zufa¨llig verteilten
Zeitabsta¨nden zwei gleiche, aber verschieden orientierte 3D Objekte (Abb. 4.114)
fu¨r jeweils 4 Sekunden visuell pra¨sentiert. Die Probandin soll nun eine mentale
Rotation des rechten 3D Objektes durchfu¨hren, bis sich beide Objekte in Deckung
befinden. Nach jedem Stimulus folgt eine Pause zwischen 6 und 12 Sekunden, um
die BOLD-Antwort der Einzelreizung abklingen zu lassen. ¨Uber die Gesamtdauer
der Untersuchung von 8 Minuten 20 Sekunden wurden sechzehn 3D Objektpaare
pra¨sentiert (Abb. 3.35). Durch die variablen Pausen zwischen den Stimuli ergibt
sich eine variable zeitliche Abtastung der ha¨modynamischen Antwort mit effektiv
mehr Stu¨tzstellen als im TR-Zeitraster (Abb. 3.35). Zur Bildaquisition wurde eine
Gradienten-Echo Sequenz mit einer Single-Shot Echo Planar Auslesetechnik mit
axialer Schichtfu¨hrung verwendet (TR 2000ms, TE 50ms, FOV 192mm2, Bildma-
trix 64×64×24, 170 Dynamiken, isotrope Voxelauflo¨sung 3×3×3mm3).
Nach der Untersuchung sind die Daten bewegungskorregiert (Abb. 4.115), in den
MNI-Raum transformiert (3mm3 Voxelauflo¨sung) und mit einem 3D Gauss-Filter
ra¨umlich gegla¨ttet worden. Die so ra¨umlich vorverarbeiteten Rohdaten sind fu¨r die
Parameterbestimmung des GLM (vgl. Abschnitt 3.2.1) unter der Aufgabenbedin-
gung (Abb. 3.35) verwendet worden.
Zur Optimierung des Eingaberaumes werden zum Training der SOM nur Voxel-
zeitreihen verwendet, die in SPM{F} eine ausreichend starke Varianz unter dem
Aufgabenparadigma zeigen, der mit einem liberalen p-Wert Niveau von p < 0.01
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Abbildung 4.115: Bewegungskorrektur: Graph der 3D Transformationsparame-
ter (Translation und Rotation) nach Festko¨rper (rigid body) Koregistrierung (vgl.
3.1.1) zwischen dem ersten Volumen als Referenz und jedem weiteren Volumen
des Scans von Probandin p0841. Durch die mehr als doppelt solange Untersu-
chungdauer als bei den bisher vorgestellten Fa¨llen, kann man die Bewegungszu-
nahme im Laufe der Untersuchung deutlich erkennen.
angenommen wird. Abbildung 4.116 zeigt die Auswahl der Voxel fu¨r das Training
des Neuronalen Netzwerks.
Fu¨r jedes Voxel wurden die mittels des GLM gefitteten ha¨modynamischen Ant-
worten aller Abtastpunkte der Events in ein gemeinsames Zeitraster (Koordinaten-
system), Zeitachse (x-Achse) in 133ms (1/15 TR) Schritten aufgelo¨st, u¨bertragen
(vgl. Abschnitt 3.4.2, Abb. 3.36). Jeder Event-Startpunkt liegt im Ursprung dieses
Koordinatensystems. Durch Interpolation der gemessenen Abtastpunkte, gewon-
nen durch Mittelung wiederholt gemessener Zeitpunkte, erha¨lt man eine gegla¨ttete
Kurve fu¨r die gefittete ha¨modynamische Antwort jedes Voxels. Die Kurvenwerte
fu¨r jedes Voxel sind als Eingabevektoren zum Training einer 6 Neuronen umfas-
senden SOM verwendet worden (Abb. 4.117). Aktivierung ist in Neuron 6, abge-
schwa¨cht in den Neuronen 5 und 6, Deaktivierung in Neuron 1, abgeschwa¨cht in
den Neuronen 2 und 4 zu finden. Bei den Abbildungen 4.118, 4.119 und 4.120 sind
die wichtigsten Ergebnisse erkla¨rt.
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Abbildung 4.116: Auswahl von Voxeln nach dem Varianzmaß SPM{F}. Die Dar-
stellung zeigt das sagittale, koronare und axiale Glassgehirn von SPM mit den
ausgewa¨hlten Voxeln. Deutlich sind die zu erwartenden Regionen des visuellen
Systems, der prima¨r visuelle Kortex und der superiore parietale Lobulus (SPL),
erkennbar. Die Grauwerte geben die p-Werte u¨ber der Schwelle von p≤ 0.01 an.
Abbildung 4.117: 3× 2 Neuronen Volumen-SOM: Eine deutliche Clusterbildung
beider Merkmale - Aktivierung und Deaktivierung - ist zu erkennen. Wieder findet
sich eine Polarisierung der gegensa¨tzlichen Merkmale in den Eckneuronen der Kar-
te, in denen sich die Zentren, Aktivierung (Neuron 6) und Deaktivierung (Neuron
1), befinden. Die Zeitache (x-Achse) gibt die Anzahl (226) der HRF-Abtastpunkte
(133ms Schritte) u¨ber den Zeitraum zwischen zwei Stimuli (Inter Stimulation Inter-
vall, 30s) des gemittelten und gefitteten MR-Signals aller Zeitpunkte der Messung
an.
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Abbildung 4.118: Klassifikation von Neuron 6: Darstellung aller klassifizierten
Schichten der Untersuchung. Deutlich ist die Aktivierung im prima¨r visuellen Kor-
tex und im superioren parietalen Lobulus (Brodmann Areal 7) zu erkennen (Ak-
tivierung in blau hervorgehobenen Bereichen). Letzterer ist fu¨r die Verarbeitung
von ra¨umlichen Eindru¨cken verantwortlich [CKB+96]. Die Einfa¨rbung gibt wie-
der den Quantisierungsfehler (QE) und die ¨Ahnlichkeit der Voxelzeitreihe zur ge-
lernten Referenzfunktion an, wobei gelb Gleichheit und rot Abweichung bedeutet.
Sta¨rkere QE finden sich in den Kernbereichen wieder, deren ¨Ahnlichkeit zum Re-
ferenzmuster durch die ra¨umliche Ausbreitung des Signals abnimmt (Auslaufen
des BOLD-Signals, vgl. Abb. 2.2).
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Abbildung 4.119: Klassifikation von Neuron 5: Die weitere kreisfo¨rmige Aus-
breitung des BOLD-Signales vom Kernbereich (Neuron 6) ist deutlich erkennbar.
Die klassifizierten Voxel von Neuron 5 umranden die Voxel von Neuron 6.
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Abbildung 4.120: Klassifikation von Neuron 1: Die Grafik zeigt die Klassifi-
kation der Voxel, deren gemittelte und angepasste HRF dem von Neuron 1 am
a¨hnlichsten ist. Die markierten Regionen weisen eine starke Deaktivierung, d.h.
Inhibition der rCBF, auf. Wodurch diese Deaktivierung bedingt ist, vielleicht ein
physiologischer Regulierungsmechanismus der die Aktivierung begleitet oder ei-
ne gezielte neuronale Hemmung, ist bisher nicht bekannt. Nur der Nachweis der
Existenz solcher Regionen kann, wie hier, gezeigt werden.
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Diskussion der Ergebnisse
Die Auswertung der ereigniskorrelierten fMRI mit der SOM ist eine hybride Me-
thodik. Sie basiert zum eine auf Daten, die auf ein allgemeines lineares Modell des
rCBF gefitteten sind, zum anderen werden diese modellbasierten Daten mit dem
modellfreien Verfahren der SOM klassifiziert, d.h. nicht-linear in disjukte Klas-
sen verteilt. Der Vorteil diese Verfahrens ist, dass man auch die efMRI Paradig-
men auswerten kann und so eine alternative Information zum rein modellbasierten
Ansatz erha¨lt. Auch sind wieder die drei Grundzusta¨nde Aktivierung, Deaktivie-
rung und Baseline gefunden, fu¨r das das SPM alleine schon 2 Modelle beno¨tigt.
Die Zwischenzusta¨nde und die Quantisierungsfehler unterstu¨tzen die Interpretati-
on der efMRI Ergebnisse. Der Nachteil dieses Ansatzes ist, dass Ausreißer, die
nicht im GLM modellierbar sind, an das Modell gefittet werden und so verloren
gehen. Die multiple Regression, die hier verwendet wird, kann nur die Effekte mo-
dellieren, die in den Regressoren vorgegeben sind, wodurch sich nur eine starre
Modell-orientierte Klassifikation ergeben kann.
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Diskussion
Nach der Vorstellung der fMRI Untersuchungen, der Analyse der Voxel-Zeitreihen
mit der SOM-Methodik und der spezifischen Diskussion der einzelnen Anwen-
dungen im vorangegangenen 4. Kapitel, soll nun eine generelle Aussage zur hier
erstmals vorgestellten Auswertetechnik mit dem selbstorganisierenden Neuronalen
Netzwerk erarbeitet werden.
Zu Beginn motivierten vier zentrale Fragen die Studie, anhand derer die Diskussi-
on u¨ber die SOM-Methodik gefu¨hrt werden soll.
1. Ist die selbstorganisierende Merkmalskarte (SOM) in der Lage, funktionelle Ma-
gnetresonanztomographien (fMRI) zu differenzieren und wenn, ist die gefundene
Differenzierung sinnvoll, d.h. ist eine Trennung der Merkmale Aktivierung, Deak-
tivierung und Baseline mo¨glich ?
Die Auswahl der hier vorgestellten Daten repra¨sentiert typische Paradigmen von
fMRI Untersuchungen am Klinikum der RWTH Aachen. Daher ist es fu¨r die An-
wendung der Methode notwendig, dass die SOM in der Lage ist, diese Auswahl zu
klassifizieren, wobei nicht notwendigerweise das Ergebnis der Modellanalyse von
SPM99 reproduziert werden muss. Betrachtet man die Ergebnisse der Sensomo-
torik von Proband p0382 (Abb. 4.8), kann die Frage eindeutig positiv beantwortet
werden.
Beim Patienten p0500 (Abb. 4.35) erfolgt durch das geringere SNR eine schwa¨chere
Trennung, jedoch ist auch hier die Aktivierung und zusa¨tzlich Deaktivierung ge-
funden worden. Bei den ho¨her kognitiven Aufgaben der auditiven Verarbeitung,
bei der ein insgesamt schwa¨chereres BOLD-Signal erreicht wird, sind spezifische
Merkmale, wie die Hemispha¨rendominanz, die Trennung des linken und rech-
ten auditiven Kortex anhand zeitlicher Merkmalscharakteristika und die Separie-
rung des Broca Areals ein Beleg fu¨r die Leistungsfa¨higkeit der SOM-Methodik.
Auch die Auswertung zur visuellen Verarbeitung, Abbildungen 4.83 und 4.100,
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zeigen stabile Cluster von Aktivierung in der Karte. Die Abbildung von zeitlichen
Abla¨ufen (vgl. Abb. 4.112), die sich aus den leicht unterschiedlichen Voxelzeitrei-
hen ergeben, sind eine wichtige Zusatzinformation fu¨r den Neurowissenschaftler,
da so Aktivierungsabla¨ufe kognitiver Netzwerke visualisiert werden ko¨nnen. Die
modellbasierten Verfahren ko¨nnen eine solche Information nur durch zusa¨tzliche
Berechnung geigneter zeitlich versetzter HR-Modelle liefern.
Neben den Block-Paradigmen ist auch die Anwendung der SOM fu¨r die Auswer-
tung von efMRI vielversprechend; auch hier (vgl. Abb. 4.117) sind die wichtigen
Merkmale ohne Modellwissen aus den Daten gelernt worden. Die Stabilita¨t des
Verfahrens wird durch die vergleichbaren Ergebnisse der Wiederholungsmessung
(p0687 und p0689) unterstrichen. Korrespondierende Ergebnisse finden sich ins-
gesamt auch zwischen den Volumen- und den Schichten-SOMs. Letztere bilden
durch die etwas ho¨here Kapazita¨t feinere Merkmale aus, die zur weiteren Sepa-
rierung der Merkmale, und so zu einer erleichterte Interpretation der Ergebnisse,
fu¨hren kann (vgl. Abb. 4.60). Anhand der Voxel/Neuronen-Verteilung zeigt sich
aber auch (vgl. Seite 131), dass von gro¨ßeren Karten mit gro¨ßerer Kapazita¨t nicht
unbedingt die interessanten Aktivierungsmerkmale profitieren, sondern vor allem
die u¨berrepra¨sentierte Baseline. Durch die wissensbasierte Gewichtung kann man
die Sta¨rke der Verdra¨ngung von Aktivierungsmerkmalen durch die Baseline-Voxel
beeinflussen, je nach Beschaffenheit der Gewichtungsfunktion, wie der exemplari-
sche Vergleich von AKF und F-Wert Gewichtung bei Proband p0170 (Seite 153)
zeigt. Weitere wissensbasierte Gewichtungsfunktionen sind denkbar, ggf. fu¨r be-
stimmte Paradigmen spezifische Funktionen. Neben der Gewichtung ist auch eine
reine Selektion, z.B. anhand von Talairach-Labels, denkbar.
Da es sich bei den vorgestellten Auswertungen jedoch nur um eine sehr kleine
Anzahl handelt, bleibt an dieser Stelle offen, ob die SOM-Methodik generell fu¨r
fMRI-Studien eine Bedeutung besitzten wird. Nach fast 4 Jahren Erfahrung mit der
fMRI kommt man zu der Erkenntnis, dass die fMRI ein hochgradig experimen-
telles Untersuchungsverfahren ist, welches von sehr vielen kontrollierbaren und
nicht kontrollierbaren Einflu¨ssen, z.B. der individuellen Physiologie und Psyche
der zu untersuchenden Person (Tagesperformance), dem Zustand des MR-Scanners
(Thermisches Rauschen) und der Sorgfalt des Messpersonals bei der Vorbereitung
(vgl. Abb. A.4) und bei der Durchfu¨hrung der Messung, abha¨ngig ist. Gemein-
sam beeinflussen diese Faktoren das Ergebnis entscheidend. Dies ist u.a. auch ein
Grund fu¨r das Fehlen von klaren Sollwerten, die zum Vergleich der Ergebnisse
herangezogen werden ko¨nnten. Daher fehlen in dieser Arbeit auch die in der Infor-
matik und in der Medizin u¨blicherweise angegebenen Gu¨temaße, die die Leistung
der SOM-Methodik eindeutig belegen oder widerlegen wu¨rden.
Die vom Individuum gepra¨gte Signalantwort der fMRI kann selbst im intra-individu-
ellen Fall (vgl. Abb. 4.82 und 4.99; Abb. 4.83 und 4.100) bei gleicher Auswerte-
technik keine 100% Kongruenz der Resultate liefern. Der Untersucher ist daher
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immer auf seine subjektive Interpretation angewiesen. Aus diesem Grund ist eine
weitergehende Auswertung, z.B. eine Zusammenfassung von Merkmalsclustern in
der SOM durch Segmentierung, nicht sinnvoll.
Unter dieser Voraussetzung, der Beantwortung der letzten Frage vorgreifend, ist die
SOM eine weitere Methodik, die dem Untersucher eine andere Art der Datenauf-
bereitung fu¨r seine Interpretation liefert. Sie stellt disjunkte Merkmalsklassen und
den relativen Quantisierungsfehler zwischen Merkmalsvektor und jeder gemesse-
nen Zeitreihe als Information zur Verfu¨gung; die statistischen modellbasierten Ver-
fahren liefern ein Korrelationsmaß fu¨r die ¨Ahnlichkeit zwischen den gemessenen
Zeitreihen und dem Aufgabenmodell (Paradigma).
Zuru¨ckkommend auf die Ausgangsfrage sollte noch bemerkt werden, dass die Tren-
nung der Merkmale nur dann sinnvoll mo¨glich ist, wenn ein ausreichender Signal-
Rausch-Abstand (SNR) erreicht wird. Ist dies nicht der Fall, wie z.B. in Berei-
chen, in denen die aktivierte Region verlassen wird und das BOLD-Signal ausla¨uft
(Abb. 4.31, 4.45 und 4.62), kann weder mit der SOM noch der Inferenzstatistik
eine sinnvolle Aussage getroffen werden. Das SNR spielt die entscheidende Rolle
bei der Frage, wie gut Signale separiert werden ko¨nnen. Die verwendete Auswer-
temethodik, ob modellbasiert oder modellfrei, ist daher eher von untergeordneter
Bedeutung. Bei den derzeit verwendeten MR-Scannern mit 1.5 Tesla Feldsta¨rke
(B0-Feld konstant), mit der auch die hier vorgestellten Ergebnisse aufgenommen
wurden, liegt das SNR zwischen 2-5%. Erst mit der neuen Generation von 3-4 Tes-
la Magneten, ist ein doppelt so hohes SNR technisch erreichbar. Allerdings steigt
auch der Sto¨reinfluss von Artefakten, wie z.B. Bewegungsartefakten, ebenfalls li-
near mit dem Signal an.
2. Sind die mit der SOM erzielten Ergebnisse vergleichbar mit denen von existie-
renden und schon etablierten Methoden ?
Die Ergebnisse, die mit Hypothesentests im Allgemeinen Linear Modell (GLM)
gefunden wurden, korrespondieren mit den Ergebnissen der SOM, trotz der unter-
schiedlichen Verfahrensweisen. Aktivierte Bereiche, z.B. bei Proband p0382 (vgl.
Abb. 4.7, rechts und 4.10, Neuronen 1 und 2), wurden von beiden Methoden an
derselben Position gefunden. Das GLM konnte keine Deaktivierung finden, z.B.
in Abbildung 4.10 Neuron 24, da sie im verwendeten Modell nicht vorgesehen ist.
Die starke Differenzierung der Merkmale bei der SOM-Methodik beweist, dass
die Annahme eines HR-Modells fu¨r das gesamte Gehirn falsch ist. Daher ist ein
direkter Vergleich mit dem auf dem GLM basierenden SPM99 auch nur in einer
pauschalen Gesamtaussage mo¨glich, da ein voxelweiser Vergleich der Karten nicht
sinnvoll ist. Die starre Modellabha¨ngigkeit erga¨nzt die SOM mit der individuellen
Differenzierung, z.B. das Auslaufen des BOLD-Signals (vgl. Abb.4.23). Da die
modellbasierten Verfahren, so auch das GLM, nur eine bestimmte Annahme u¨ber
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die Daten machen, d.h. eine feste Vorgabe fu¨r die Regressoren aller Voxel treffen,
ist es mo¨glich, dass Voxel, die zeitlich versetzt (vgl. Abb. 4.112) sind oder ei-
ne nicht modellierte Merkmalscharakteristik aufweisen, z.B. Deaktivierung (Abb.
4.8), nicht gefunden werden ko¨nnen. Es ist natu¨rlich mo¨glich fu¨r jede erdenkliche
ha¨modynamische Antwort eine passende Modellierung zu finden, jedoch ist dies
nicht praktikabel. Bei Verwendung eins Deaktivierungsmodells ko¨nnten diese Re-
gionen aber auch mit dem GLM gefunden werden.
Diese sehr starke Vereinfachung entspricht nicht der regional unterschiedlichen
Ha¨modynamik. Letzteres motiviert die zweite Kategorie der Auswertungsmetho-
den - die der datengetriebenen modellfreien Verfahren, die die modellbasierten Ver-
fahren offensichtlich sehr gut erga¨nzen ko¨nnen.
3. Welchen Beitrag liefert die fMRI-Analyse mit der SOM und welche zusa¨tzlichen
sinnvollen Informationen, z.B. Zeit- oder Amplitudencharakteristika der Zeitrei-
hen, ko¨nnen mit der SOM gewonnen werden ?
Es ist gerade die Sta¨rke der SOM, Merkmale aufzufinden und sie anhand ihrer Cha-
rakteristik in die Karte zu u¨bernehmen. Diese Merkmale werden dabei durch die
Daten selbst beschrieben und sind nicht durch ein Modell beschra¨nkt. Die schon
erwa¨hnten Deaktivierungen bei Proband p0382 (Abb. 4.8) und Patient p0500 (Abb.
4.35) zeigen sehr scho¨n die modellfreie und datengetriebene Merkmalsausbildung.
Auch das Auslaufen des BOLD-Signals im Parenchym, z.B. in den Abbildun-
gen 4.24 und 4.25, gibt zum einen Information u¨ber die individuelle Vaskulari-
sierung und deren Beziehung zum BOLD-Effekt, zum anderen belegt dieses Aus-
laufen (vgl. Abschnitt 2) die Theorie der BOLD-Antwort [JHT+94]. Im Kernbe-
reich der Aktivierung weist die BOLD-Antwort eine niedrigere Amplitude auf, be-
dingt durch das geringe regionale zerebrale Blutvolumen (rCBV). Anders sind
die Verha¨ltnisse in den umliegenden Regionen, deren sta¨rkeres Signal aus den
gro¨ßeren Venen mit mehr rCBV resultiert (vgl. Abb. 2.2); eine Information die
bei SPM nicht zur Verfu¨gung steht.
Eine weitere Information liefert die SOM bei Proband p0170 (Abb. 4.61), bei
dem in der linken und rechten Hemispha¨re unterschiedliche Aktivierungsmuster
im prima¨r auditiven Kortex zu sehen sind. Hier liefert die SOM einen Hinweis auf
eine mo¨gliche Hemispha¨rendominanz bei auditiven Wortstimuli.
Weitere Informationen und damit neue Fragen wirft auch das Ergebnis von Proband
p0689 auf (Abb. 4.112). Ist hier eine geringe zeitliche Latenz der Signalantwort
verantwortlich fu¨r die Trennung der Zeitreihen auf unterschiedliche Neuronen, die
auf eine zeitliche Reihenfolge bei der Aktivierung der Voxel von Neuron 3 u¨ber
Neuron 2 und schließlich zu Neuron 1 zuru¨ckzufu¨hren ist ?
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Es scheint, dass die SOM-Methodik neue Informationen liefert, aus denen sich
neue Fragen fu¨r die Neurowissenschaften ergeben, die mit dem modellbasierten
Ansatz bisher nicht gestellt wurden. Die Beantwortung der aufgekommenen Fra-
gen kann hier nicht weiter betrieben werden, zumal die gefundenen Effekte erst bei
mehr als den hier vorgestellten Fa¨llen nachgewiesen werden mu¨ssten. Dennoch zei-
gen diese wenigen Beispiele, dass die SOM zusa¨tzliche Informationen u¨ber Zeit-
und Amplitudencharakteristik der Zeitreihen aufzeigen kann. Man darf auch hier
auf die neue Generation von schnelleren MR-Scannern warten, deren ho¨here zeit-
liche Auflo¨sung die schon jetzt von der SOM angedeuteten Latenzen vermutlich
noch deutlicher auspra¨gen werden.
4. Ist die entwickelte Methodik praktikabel, d.h. ist eine routinema¨ßige Anwendung
im wissenschaftlichen und klinischen Alltag mo¨glich ?
Um diese Frage beantworten zu ko¨nnen, muss zuna¨chst zwischen wissenschaftli-
cher und klinischer Anwendung differenziert werden. Fu¨r wissenschaftliche Fra-
gestellungen steht das Unbekannte, das noch nicht Erkla¨rte, im Vordergrund. Die
SOM kann hierzu, wie schon beschrieben, einen Informationsbeitrag leisten.
Die klinische Anwendung beruht i.d.R. auf festen und gut reproduzierbaren dia-
gnostisch verwertbaren Ergebnissen. Die hier vorgestellte Studie beschreibt einen
Algorithmus, der bisher nicht fu¨r die fMRI-Auswertung verwendet wurde. Der
Schwerpunkt der Studie liegt somit auf der Einfu¨hrung und dem Beweis der prin-
zipiellen Anwendbarkeit der Methodik fu¨r die fMRI. Fu¨r eine Aussage u¨ber die
klinische Anwendbarkeit mu¨ssen noch gro¨ßere Fallzahlen mit einem noch zu de-
finierenden Gu¨tekriterium gemessen werden und auch mit den bisher verwendeten
Methoden SPM [SPM], XDS [Dav], AFNI [Cox96] und Brain-Voyager [Bra] ver-
glichen werden - eine logische Anschlussarbeit.
Neben einer noch gro¨ßeren Fallanzahl ist auch eine vergleichende Untersuchung
bekannter Netzwerktopologien von Interesse. Die Frage, ob z.B. toroidale oder
hierachische Topologien (vgl. Abschnitt 3.3.2) fu¨r die fMRI-Auswertung vorteil-
hafter sind, konnte im Rahmen dieser Arbeit nicht weiter untersucht werden. Das
die Ra¨nder der Karte einen sehr starken Effekt auf die Merkmalsausbildung haben
wurde ja schon gezeigt (vgl. Abschnitt 4.1.3, Volumen-SOM).
Die SOM-Auswertung von Patienten, wie z.B. von p0500 in 4.1.4, zeigt aber, dass
die SOM auch fu¨r klinische Routinefa¨lle prinzipiell geeignet ist. Wie groß der Ein-
fluss der bekannt vermehrten Bewegung bei Patienten auf die sensitive SOM ist,
kann hier nicht befriedigend beantwortet werden. Durch die Parallelisierung auf
einem Cluster, zumindest bei der Auswertung mit Schichten-SOMs, ist auch eine
sehr schnelle Auswertung von Patientendaten mo¨glich.
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Insgesamt betrachtet, vermag die SOM eine Trennung der Zeitreihen nach deren
wichtigsten Merkmalen zu liefern. Sie stellt eine nicht-lineare Auswertetechnik
dar, die im Gegensatz zum Vergleich mit einem linearen Modell immer den Vor-
teil bietet, individuelle Merkmale, die gerade bei der fMRI eine große Rolle spie-
len, aufzufinden und so dem Betrachter eine zweite Ansicht der Zeitreihendaten
aufzuzeigen. Die kurzen Laufzeiten von ca. 5 Minuten (bei typischen 40.000 Vo-
xelzeitreihen) fu¨r alle Verarbeitungsschritte nach der ra¨umlichen Vorverarbeitung,
machen die SOM als Zusatzinformation attraktiv und in einem klinischen Umfeld
auch anwendbar.
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Kapitel 6
Zusammenfassung und Ausblick
Die funktionelle Magnetresonanztomographie (fMRI, functional Magnetic Reso-
nance Imaging) ero¨ffnet als eine nicht invasive in vivo Bildgebung der Funktionen
des menschlichen Gehirns ein neues Kapitel in den Neurowissenschaften. Mit ei-
ner hohen ra¨umlichen Auflo¨sung von derzeit bis zu 1,5mm2 und einer zeitlichen
Auflo¨sung von derzeit 70ms pro Schichtebene, schließt die fMRI die Lu¨cke zwi-
schen der langsamen und invasiven Positronenemissionstomographie (PET) (ca.
1min pro Volumen) als bildgebendes Verfahren und den zeitlich hochauflo¨senden
aber ra¨umlich wenig auflo¨senden elektrischen Messmethoden Elektroenzephalo-
graphie (EEG) und Magnetoenzephalographie (MEG) ohne Bildgebung (ca. 10ms
Abtastrate). Diese neue Methodik stellt interdisziplina¨re Anforderungen an die
Bereiche Physik (MR-Sequenzentwicklung und -optimierung), Neuropsychologie
(Paradigmendesign), Medizin (Diagnostik und funktionelle Neuroanatomie) und
Informatik (Bildverarbeitung und IT).
Die vorliegende Arbeit befasst sich mit den Anforderungen der fMRI an die In-
formatik und im Besonderen mit der Bildverarbeitung der funktionellen 4D MR-
Daten. Die wesentliche Information der fMRI beruht auf der BOLD-Signala¨nderung
(Blood Oxygen Level Dependent), d.h. einem Anstieg des MR-Signals in einem
Zeitraum von 4-6s durch eine Sauerstoffu¨berversorgung des Gewebes. Diese Si-
gnalvera¨nderung entsteht durch eine regional begrenzte vera¨nderte magnetische
Suszeptibilita¨t des Blutes in einer neuronal aktiven Region (vgl. Kapitel 2). Dabei
handelt es sich um ein indirektes Messverfahren, da nicht die neuronale Aktivita¨t
direkt, sondern die ha¨modynamische Antwort (HR, hemodynamic response) auf
die neuronale Aktivita¨t gemessen wird. Mittels alternierender Ruhe-/Aktivierungs-
phasen eines spezifischen Aufgabenparadigmas ko¨nnen bestimmte Regionen im
Gehirn aktiviert werden und so zum Aufgabenparadigma korrespondierende Si-
gnalmuster, d.h. Zeitreihen des MR-Signals in jedem Voxel, gefunden werden. Die
so bestimmten aktivierten Regionen fu¨hren zu einer funktionellen Beschreibung
(funktionellen Kartierung) des menschlichen Gehirns. Das Signalrauschverha¨ltnis
(SNR) zwischen dem Signalanstieg und dem Ruhepegel ist bei der fMRI jedoch
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sehr gering und betra¨gt i.a. nur 2-5% bei den heute u¨blichen 1.5 Tesla Magneten.
Prinzipiell lassen sich die bisher verwendeten Verfahren zum Auffinden aktivierter
Voxel in zwei Kategorien einteilen. Die modellbasierten Verfahren testen jede MR-
Zeitreihe auf Korrelation mit einer modellierten Antwortfunktion, der Modellfunk-
tion. Eine ha¨ufig verwendete Modellfunktion besteht aus dem Aufgabenparadigma,
welches mit einem empirisch ermittelten Modell der HRF gefaltet wird. Als Korre-
lationstest zwischen der modellierten Antwortfunktion und der MR Zeitreihe kann
der Student’sche t-Test verwendet werden, wie er beim Statistical Parametric Map-
ping (SPM) ab Seite 44 beschrieben ist. Als Resultat des t-Tests erha¨lt man eine
Wahrscheinlichkeitsaussage fu¨r die Korrespondenz mit der Modellfunktion in je-
dem Voxel. Der Nachteil dieser Verfahrensweise ist die starre Modellabha¨ngigkeit,
bei der meist nur ein Modell fu¨r alle Hirnregionen verwendet wird. Offensicht-
lich ist dies eine sehr starke Vereinfachung und entspricht nicht der regional un-
terschiedlichen Ha¨modynamik. Letzteres motiviert die zweite Kategorie der Aus-
wertungsmethoden - die der datengetriebenen modellfreien Verfahren. Zu ihnen
geho¨ren die in Abschnitt 3.3.1 beschriebenen Verfahren der Independent Compo-
nent Analysis (ICA), der Fuzzy Cluster Analysis (FCA) und der Self-Organizing
Maps (SOM). Ziel der modellfreien Verfahren ist die Trennung der Zeitreihen an-
hand von charakteristischen Merkmalen und somit auch eine Separierung der mit
dem Aufgabenparadigma korrelierten Voxel. Regionale Unterschiede werden bei
diesen Verfahren beru¨cksichtigt, z.B. die zeitliche Latenz oder die Amplitude der
HR.
Die vorliegende Arbeit untersucht die fu¨r die Mustererkennung entwickelte Self-
Organizing Map (SOM), die als neuer vielversprechender Ansatz zur modellfreien
Analyse von fMRI-Zeitreihen in Abschnitt 3.3.1 ausfu¨hrlich vorgestellt wird. Die
SOM ist ein Netzwerk aus artifiziellen mathematischen Neuronen, das in der Lage
ist, einen hochdimensionalen Raum auf einem 2D Gitter - der Karte - nach sei-
nen charakteristischen Merkmalen zu repra¨sentieren. Dabei wird mit Hilfe eines
Abstandsmaßes, z.B. der Euklidischen Distanz, die ¨Ahnlichkeit der Vektoren des
Eingaberaumes, der MR-Zeitreihen, definiert. Wichtige Merkmale lernt die SOM
durch wiederholte Anpassung der Neuronengewichte des Netzwerks an den Ein-
gaberaum. Als Ergebnis ergibt sich eine Karte von disjunkten Referenzvektoren,
die die Eigenschaften der MR-Zeitreihen repra¨sentieren. Bedingt durch das sehr
geringe SNR, ist eine direkte Anwendung der SOM auf den MR-Zeitreihen nicht
erfolgversprechend. Erst die geeignete Vorverarbeitung, die wissensbasierte Auf-
bereitung und die Auswahl der Zeitreihen an Hand ihrer Periodizita¨t fu¨hren zur
erfolgreichen Anwendung der SOM, wie die aufgefu¨hrten Experimente belegen.
Vermo¨gens der Trennung von lokalen Unterschieden und nicht modellierter Ef-
fekte, wie dem Auffinden von Deaktivierung, zeigen, dass die SOM-Methodik als
Auswerteverfahren fu¨r die fMRI nicht nur geeignet ist, sondern auch neue, bisher
nicht modellierte Aussagen u¨ber die MR-Daten liefern kann. Sie stellt eine alterna-
tive Betrachtungsweise des Datenmaterials zur Verfu¨gung und erga¨nzt kritisch die
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etablierten modellbasierten Verfahren.
Die Experimente mit der SOM-Methodik in Kapitel 4 zeigen aber auch die Gren-
zen der modellfreien Verfahren. Ist das SNR zu gering, kann die Signalanalyse
nicht erfolgreich sein.
Abbildung 6.1: Sensomotorische Fingeroppositionsaufgabe eines jugendlichen
Probanden mit 642 Matrix (3mm2 Voxel) (links) und 1282 Matrix (1.5mm2 Vo-
xel) (rechts), aufgenommen am Childrens Hospital Los Angeles mit einem neuen
Kardio-/Neuro-MR (General Electrics CV+) mit 50mT Gradientensteilheit. Bei der
4-fachen Auflo¨sung ist eine Differenzierung der Finger in zwei isolierten Regionen
mo¨glich, die bei der niedrigeren Auflo¨sung nur als eine große gemeinsame Akti-
vierung darstellbar ist. (Grafiken mit freundlicher Genehmigung von Professor Dr.
Huang, Department of Radiology, am Childrens Hospital Los Angeles, University
of Southern California)
Verbesserungen sind hier von der na¨chsten MR-Generation zu erwarten, die u¨ber
ein sta¨rkeres Prima¨rmagnetfeld von 3 Tesla und noch steilere Anregungsgradien-
ten von 50mT (Abb. 6.1) und mehr verfu¨gen. Die fMRI wird sich weiterentwi-
ckeln, nicht zuletzt wegen der immer gro¨ßeren Verbreitung von klinischen MR-
Systemen die mittlerweile die Fa¨higkeiten der bisherigen Forschungsgera¨te besit-
zen. Aus heutiger Sicht ist die klinische Anwendung der fMRI in der Diagnostik
vor allem bei der Neuronavigation in der Neurochirurgie sehr erfolgversprechend.
Das Hauptanwendungsgebiet bleibt jedoch weiterhin die neurowissenschaftliche
Grundlagenforschung, bei der die Informatik im interdisziplina¨ren Verbund eine
zunehmend bedeutende Rolle einnimmt. Mit der Beherrschung der technischen
Grundlagen der fMRI und der aktuellen Auswerteverfahren ko¨nnen auch bisher nur
schwer untersuchbare Patienten- und Probandenkollektive, z.B. Jugendliche oder
Kinder (Abb. 6.1), mit der fMRI untersucht werden. Aktuelle Vero¨ffentlichungen
[GGX01] zeigen eindeutig den diagnostischen Wert der fMRI zur pa¨diatrischen
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Grundlagenforschung im Bereich des Lernens und der Entwicklung bei Kindern
und Jugendlichen. Klinische Applikationen werden, wie schon bei den Erwachse-
nen, folgen. Die fMRI ist trotz ihres Alters von u¨ber 10 Jahren mehr denn je ei-
ne aktuelle diagnostische Methode zum Versta¨ndnis der komplexen funktionellen
Vorga¨nge im menschlichen Gehirn.
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Anhang A
Stimulationsausru¨stung
Abbildung A.1: Reaktionszeittaster: MR-kompatible Reaktionszeittaster mit de-
finiertem Druckpunkt, die von den Mitarbeitern der Neurofunktionellen Bild-
verarbeitung des Universita¨tsklinikums der RWTH Aachen entwickelt wurden.
Das Halbschalendesign minimiert die beno¨tigte motorische Bewegung, um Bewe-
gungsartefakte, die sich zum Kopf hin ausbreiten ko¨nnen, zu verhindern. Durch
Einsatz eines PE-Lichtwellenkabels (Durchmesser: 1000µm) wird ein Antennen-
effekt, d.h. eine HF-Frequenzeinstrahlung u¨ber das Kabel in den abgeschirmten
MR-Raum, verhindert. Die optischen Wandler haben eine zeitliche Genauigkeit
von < 1ms, die fu¨r die fMRI Messung ausreichen ist. Die Reaktion der linken
und rechten Hand kann unabha¨ngig von einem Messrechner erfasst werden (Paral-
lelport) und fu¨r das Monitoring, die Leistungskontrolle oder a¨hnliches verwendet
werden.
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Abbildung A.2: Audioeinspielsystem: Das Bild zeigt das vom Institut fu¨r Techni-
sche Akustik der RWTH Aachen entwickelte MR-kompatible Audiosystem. ¨Uber
einen digitalen Filter wird das Frequenzspektrum des eingespielten Signals an das
Da¨mpfungsverhalten des Luftleiters angepasst und bestimmte Frequenzbereiche
werden versta¨rkt. Das so vorbereitete Signal wird u¨ber einen Versta¨rker an zwei
leistungsstarke Drucklautsprecher (linker und rechter Kanal) weitergegeben, die
das Signal u¨ber Luftleiter an den gekapselten Kopfho¨rer ausgeben. Der Luftleiter
und die Kopfho¨rer sind passiv (ohne magnetische oder elektrische Komponenten)
und ko¨nnen ohne Gefahr im starken Magnetfeld des MR betrieben werden. Die
rote Sicherheitsleine dient zum Befestigen des Treibermoduls im MR-Raum.
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Abbildung A.3: Komponenten eines von zwei MR-kompatiblen Videosystemen,
die von den Mitarbeitern der Neurofunktionellen Bildverarbeitung des Univer-
sita¨tsklinikums der RWTH Aachen entwickelt wurden. Das Videosignal wird u¨ber
ein Notebook an einen Video Beamer (Sony EPL-500) geleitet, der ohne eige-
ne Linse die Abbildung der 4× 3cm2 LCD-Matrix mit 500 ANSI-Lumen auf ei-
ne sich im MR-Raum befindliche Linse (siehe Bild) projiziert. Die Linse dient
zur Tiefenscha¨rfekorrektur und zur Anpassung der Abbildungsgro¨ße, und proji-
ziert das Bild in die Ro¨hre des MR auf eine 9× 6cm2 große Mattscheibe. Der
Patient/Proband sieht das projizierte Bild u¨ber einen 45◦-Spiegel (siehe Bild), der
oberhalb der Kopfspule montiert ist.
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Abbildung A.4: Instruktion und Kontrolle vor einer fMRI Untersuchung:
Links: Zur Vorbereitung eines fMRI Experiments mit dem 1.5 Tesla Philips
Gyrocscan NT MR-System wird ein Patient vor Beginn der Untersuchung auf
sein Wohlbefinden im Scanner befragt und nochmals auf die Aufgabe instruiert.
Rechts: Endgu¨ltige Lage des Patienten im Magnetfeld der Prima¨rspule (B0-Feld).
Fu¨r Gehirnaufnahmen wird eine kleinere RF-Kopfspule zum Senden und Empfan-
gen der HF-Impulse verwendet (Bild). ¨Uber das Audiosystem ko¨nnen wa¨hrend der
Untersuchung weitere Instruktionen gegeben oder auditive Paradigmen eingespielt
werden.
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Abbildung A.5: Visuelle Pra¨sentation im MR: Neben dem im Abbildung A.3
vorgestellten System wird auch eine vergro¨ßerte Projektion des Videobeamerbil-
des auf eine Leinwand im MR-Raum verwendet (Bild). Der Patient/Proband sieht
das spiegelverkehrt projizierte Bild u¨ber den 45◦ Umlenkspiegel wieder korrekt.
Das Bild zeigt die Vorbereitung zu einer visuellen fMRI Untersuchung mit einem
Aphasie-Patienten.
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Anhang B
fMRI Aufkla¨rungsbogen
UNIVERSIT ¨ATSKLINIKUM RHEINISCH-WESTF ¨ALISCHE TECHNISCHE HOCHSCHULE AACHEN
NEURORADIOLOGIE
Leiter: Universita¨tsprofessor Dr. med. A. Thron
Aufkla¨rungsbogen fMRI fu¨r Probanden
Sehr geehrte Probandin, sehr geehrter Proband,
vielen Dank fu¨r Ihre Bereitschaft zur Teilnahme an dieser Studie zur Untersuchung der Gehirnfunktion und
Gehirnaktivierung. Im Rahmen dieser Studie hoffen wir, tieferes Versta¨ndnis bezu¨glich der Funktionsweise des
gesunden Gehirnes zu gewinnen und dieses Wissen in der akuten Patientenversorgung anzuwenden.
Untersucht wird die Reaktion des Gehirns, wa¨hrend Sie bestimmte Aufgaben durchfu¨hren, wie z.B. bei akusti-
schen oder visuellen Reizen. Ihnen werden vor der Untersuchung diese Aufgaben erkla¨rt, die Sie dann wa¨hrend
der Messungen durchfu¨hren sollen. Wir messen die Funktionsweise des Gehirns mit Hilfe der Kernspintomogra-
phie, kurz MRT genannt. Die Kernspintomographie ist nach heutigem Stand der Wissenschaft eine ungefa¨hrliche
Untersuchungsmethode, bei welcher Schnittbilder des Ko¨rpers mittels rhythmisch wechselnder Magnetfelder auf-
genommen werden. Diese Untersuchungstechnik wird routinema¨ßig in unserer Abteilung ja¨hrlich bei mehr als
4000 Patienten angewandt.
Wegen der technischen Natur der Untersuchung du¨rfen Personen, die Metall im Ko¨rper tragen (wie z.B. Herz-
schrittmacher, ku¨nstliche Herzklappen, Clips, Ho¨rgera¨t) nicht im Kernspintomographen untersucht werden. Sie
sollten weiterhin alle metallenen Gegensta¨nde wa¨hrend der Untersuchung im Vorraum ablegen (Portemonnaie,
Schlu¨ssel, Mu¨nzen, Haarspangen, metallische Kleinteile usw.). Schwangere sollten wegen der bisher nicht erwie-
senen Ungefa¨hrlichkeit fu¨r die Leibesfrucht ohne zwingende medizinische Indikation ebenfalls nicht im MRT
untersucht werden, weshalb bei unseren Probandinnen eine Schwangerschaft ausgeschlossen sein muss.
Sollten Sie noch Fragen zur Untersuchung haben, wenden Sie sich bitte an den untersuchenden Arzt oder ¨Arztin,
sowie an das Messpersonal. Die Teilnahme an dieser Studie ist vo¨llig auf freiwilliger Basis. Sie ko¨nnen jederzeit
ohne Angabe von Gru¨nden aufho¨ren. Ihre personenbezogenen Daten werden gespeichert und fu¨r rein wissen-
schaftliche Zwecke verarbeitet. Die Daten unterliegen dem Datenschutz und der a¨rztlichen Schweigepflicht.
Wir machen Sie darauf aufmerksam, dass bei ca. 3% aller gesunden Menschen Normvarianten der Anatomie
bestehen, in der Regel ohne Krankheitswert fu¨r den Patienten, und selten auch einmal behandlungsbedu¨rftige
Zufallsbefunde. Um ein zufa¨lliges Krankheitsbild auszuschließen, werden Ihre Aufnahmen von einem Neurora-
diologen auf mo¨gliche Zufallsbefunde hin untersucht.
Ich bin u¨ber die fMRI Untersuchung aufgekla¨rt worden und willige der Untersuchung ein
Aachen, den . . . . . . . . . . . . . . . Unterschrift . . . . . . . . . . . . . . . . . . . . . . . .
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Anhang C
Parallelrechner-Cluster
Abbildung C.1: Parallelrechner-Cluster: Der Cluster besteht aus 24 Prozessor
SMP-Systemen (Dual Pentium-III 500 MHz) mit 22 Knotenrechnern. Jeder Kno-
ten ist mit 1GB PC100-RAM Arbeitsspeicher und einer 100Mbits Fast-Ethernet
Netzwerkkarte ausgestattet, die 2 Server verfu¨gen zusa¨tzlich u¨ber 2x34GB U2W-
SCSI (RAID level 1) Festplatten, eine zweite Netzwerkkarte, Grafikkarte, Tasta-
tur und Maus. Als Betriebssystem wird SuSE Linux 7.2 fu¨r SMP verwendet. Alle
22 Knoten booten das Betriebssystem u¨ber die bootp/tftp-Protokolle im 100Mbits-
switched Netzwerk (3Com SuperStack-II 3300) in eine lokale RAM-Disk. Das feh-
lertolerante Design ermo¨glicht den Austausch jedes Knoten im laufenden Betrieb
ohne Programmfehler. Zur Programmentwicklung wird PVM eingesetzt [PVM].
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Abbildung C.2: Netzwerktopologie der fMRI Bilddatenu¨bertragung zur Bild-
auswertung: Die fMRI-Bilddaten werden nach der Untersuchung im DICOM-
Bildstandard [DIC] u¨ber das Radiologienetzwerk zum DICOM-Server im Abtei-
lungsnetzwerk der Neurofunktionellen Bildverarbeitung u¨bertragen. Dort werden
die Daten automatisch in das Analyze- und NetCDF-Bildformat konvertiert und die
Untersuchungsdaten in die Patientendatenbank aufgenommen. Die Bildauswertung
mit SPM erfolgt an den Workstations der Abteilung, die Bewegungskorrektur und
SOM-Auswertung wird automatisch auf dem Cluster durchgefu¨hrt.
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Abbildung C.3: Kostenmodell: Die Tabelle zeigt die Kosten fu¨r die Clusterkompo-
nenten im Vergleich zu einer u¨blicherweise verwendeten SUN Workstation (Stand
2/2000). Bei etwa vergleichbaren Preisen erha¨lt man beim Cluster die 46-fache
Integer-Leistung, bzw. die 23-fache Fließkomma-Leistung. Diese theoretischen
Werte ko¨nnen jedoch nur anna¨hernd bei geeigneten Problemen erreicht werden,
bei denen eine gute Parallelisierbarkeit vorliegt.
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Glossar
Affine Transformation Vollsta¨ndige lineare Transformation eines Volumens be-
stehend aus Translation, Rotation, Skalierung und Scheerung im Raum.
Aktivierung Durch ein Aufgabenparadigma neuronal aktive Hirnregion mit posi-
tivem BOLD-Signal.
Anisotrope Voxelauflo¨sung Ungleiche inhomogene x,y,z-Auflo¨sung eines Voxels,
meist anisotrope z-Auflo¨sung (Schichtdicke).
Aphasie Meist durch einen Schlaganfall bedingte Beeintra¨chtigung des
Sprachsystems.
Aufgabenbedingung Phase, in der der Patient/Proband eine aktive oder passive
Aufgabe im MR durchfu¨hrt, die mit der Ruhe/Kontrollbedingung verglichen
wird.
Aufgabenparadigma Beschreibung der Aufgabe und des Ablaufplanes einer funk-
tionellen Untersuchung.
Baseline Neuronales Grundsignal oder Grundpegel des BOLD-Signals.
Bewegungskorrektur Korrektur der Kopfbewegung wa¨hrend der Untersuchung
durch anschließende Koregistrierung der MR-Volumen.
Block-Design Experimentelles Design mit alternierenden Blo¨cken aus
Ruhe/Kontroll- und Aufgabenbedingung.
Blood Oxygen Level Dependent (BOLD) BOLD-Signal oder BOLD-Kontrast ent-
steht durch vera¨nderte Suszeptibilita¨t und Blutfluss in den Venen einer ak-
tivierten Hirnregion.
Corpus Callosum Quere Faserverbindung zwischen den beiden Hemispha¨ren des
Gehirns.
Deaktivierung Durch ein Aufgabenparadigma neuronal inhibierte Hirnregion mit
negativem BOLD-Signal.
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Dephasieren Nach Abschalten den HF-Impulses geraten die Protonen aus Phase;
sie dephasieren willku¨rliche zuru¨ck in die longitudinale Ausrichtung zum
B0-Feld.
Desoxyha¨moglobin Sauerstoffarmes Ha¨moglobin der Venen.
Ereigniskorreliertes Design Experimentelles Design bestehend aus Einzelreizen
(Events) mit Pausen zwischen den Reizen zum Abklingen der ha¨modynami-
schen Antwort.
Experimentelles Design Zeitlicher Ablaufplan der Ruhe/Kontroll- und Aufgaben-
bedingungen.
Festko¨rpertransformation Transformation der Lage (Translation und
Rotation) eines Volumens.
Free Induction Decay Abklingen der freien Induktion beim dephasieren der Pro-
tonenspins.
Frequenzkodiergradient siehe Gradientenfeld.
Funktionelle Aufgabe Aufgabe, die der Patient/Proband wa¨hrend der
fMRI-Untersuchung ausfu¨hrt.
Funktionelle Magnetresonanztomographie (fMRI) MR-Bildgebung
zur Darstellung von Blutvolumen und Blutflussvera¨nderungen in neuronal
aktiven Hirnregionen.
Gradientenfeld Zum B0-Feld u¨berlagertes Magnetfeld zur Auswahl der x− (Pha-
senkodiergradient), y− (Frequenzkodiergradient) oder z-
(Schichtselektionsgradient) Position eines Voxels.
Gyrus Windung der Oberfla¨che des Gehirns, pl. Gyri.
Ha¨modynamische Antwort (HR) Messbare Vera¨nderung des Blutes in einer neu-
ronal aktivierten Hirnregion.
Ha¨modynamische Antwortfunktion (HRF) Modellfunktion der
ha¨modynamischen Antwort.
Hemispha¨re Bezeichnung fu¨r den linken oder rechten Teil des Gehirns, getrennt
durch den Hemispha¨renspalt.
Hirnatlas Standardisiertes Hirnvolumen mit einheitlichem Koordinatensystem, z.B.
Talairachraum oder MNI-Raum.
Hirnkartierung Zuordnung von Hirnfunktion zu Hirnstruktur.
In vivo Am lebenden Gewebe.
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Isotrope Voxelauflo¨sung Gleiche homogene x,y,z-Auflo¨sung eines Voxels.
Kapillaren Sehr feine Blutgefa¨sse.
Kontralateral Hemispha¨rengekreuzt.
Konvergenzphase Zweite Phase beim Training einer SOM, bei der die Merkmals-
ausbildung in den Neuronen der Karte verfeinert wird (typisch sind bis zu
100000 Schritte).
Koregistrierung Lage- und Formanpassung eines Objektvolumen an ein Refe-
renzvolumen.
Kortex Hirnrinde bzw. Oberfla¨che des Gehirns.
Kubisierung Transformation anisotroper in isotrope Voxel durch Voxelreplikati-
on.
Lateral Seitlich gelegen oder gesehen.
Lernrate Faktor, der zur Steuerung der Gewichtung beim Update eines Referenz-
vektors verwendet wird.
Longitudinalmagnetisierung Magnetisierung (Vektor) entlang des
exteren B0-Feldes.
Longitudinalrelaxationszeit siehe T1-Relaxation.
Magnetresonanztomographie Diagnostische Untersuchungsmethode, die anhand
der Spineigenschaften der Protonen eine Gewebetypisierung ermo¨glicht.
Medial Mittelwa¨rts, nach der Mittelebene des Ko¨rpers zu gelegen oder gesehen.
Metabolismus Stoffwechsel.
MNI-Raum siehe MNI-Template.
MNI-Template MR-Referenzvolumen (Standardatlas), erstellt aus 150 MR-Volumen,
das ein zum Talairachraum a¨hnliches Koordinatensystem verwendet und in
SPM benutzt wird.
MR-Signal Grauwertkodiertes Signal, bestimmt aus der Pra¨zessionfrequenz der
Protonen im untersuchten Voxel.
Ordnungsphase Erste Phase beim Training einer SOM, bei der innerhalb der
ersten 1000-10000 Schritte eine grobe Merkmalsausbildung in der Karte
stattfindet.
Oxyha¨moglobin Sauerstoffangereichertes Ha¨moglobin der Aterien.
Paradigma siehe Aufgabenparadigma.
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Parenchym Hirngewebe.
Paresen Bewegungsbehinderungen.
Partialvolumeneffekt Grauwerta¨nderung bei Schichtaufnahemen, bei dem ein Vo-
xel nicht mehr vollsta¨ndig zu einem Gewebe geho¨ren.
Periodogramm Graph, der die Perioden (Phasenla¨ngen) einer Zeitreihe angibt,
berechnet aus dem Kehrwert der Frequenz.
Phasenkodiergradient siehe Gradientenfeld.
Positronenemissionstomographie (PET) Diagnostisches Messverfahren, u.a. zur
Darstellung des Metabolismus, unter Verwendung von Radioisotopen als
Marker.
Pra¨frontaler Kotex Stirnseitig gelegene Hirnoberfla¨che.
Pra¨zession siehe Protonenspin.
Pra¨zessionsfrequenz Rotationsgeschwindigkeit der Protonenspins.
Prima¨r Auditiver Kortex Region in der linken und rechten Hemispha¨re, die fu¨r
die auditive Wahrnehmung verantwortlich ist.
Protonenspin Kreiselfo¨rmige Bewegung der Protonen jede Atoms, beeinflussbar
durch ein externes Magnetfeld.
Quantisierungfehler Mass fu¨r die ¨Ahnlichkeit zweier Vektoren, berechnet aus dem
Skalarprodukt der Vektoren.
Regional Cerebral Bloodflow (rCBF) Regionaler zerebraler Blutfluß - Blutfluss
im Gehirn.
Rigid Body Transformation siehe Festko¨rpertransformation.
Ruhe/Kontrollbedingung Phase, in der der Patient/Proband keine oder eine Kon-
trollaufgabe durchfu¨hrt, die mit der Aufgabenbedingung verglichen wird.
Schichtkarten SOM-Training und Klassifikation beschra¨nkt auf eine Schicht aus
dem Hirnvolumen pro Karte.
Schichtselektionsgradient siehe Gradientenfeld.
Sezieren Kunstgerechtes o¨ffnen einer Leiche.
Signal-Rausch-Verha¨ltnis (SNR) Relatives Maß fu¨r die effektive Signalsta¨rke,
die das Verha¨ltnis zwischen Signal und Rauschen des Aufnahmeprozesses
angibt.
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SOA Zeitraum zwischen den Startzeitpunkten zweier aufeinanderfolgender Auf-
gabenbedingungen (Blo¨cke oder Events).
SOM Selbstorganisierende Merkmalskarte - ein Netzwerk aus artifiziellen Neu-
ronen.
Somatotopisch Direkte Repra¨sentation einer Funktion auf der Hirnoberfla¨che.
Statistical Parametric Mapping (SPM) Statisches Verfahren zur Analyse von funk-
tionellen Hirnaktivierungsdaten (fMRI und PET), basierend auf dem allge-
meinen linearen Modell (Regressionsmodell).
Sulcus Furche der Oberfla¨che des Gehirns, pl. Sulci.
Superiore Parietale Lobulus (SPL) Hirnregion, verantwortlich fu¨r die ra¨umliche
Wahrnehmung, Bild- und Bewegungsverarbeitung.
Suszeptibilita¨t Magnetische Instabilita¨t/Artefakt an Gewebeu¨berga¨ngen oder bei
vera¨ndeter Blutzusammensa¨tzung.
T1-Relaxation Zeit, die die Longitudinalmagnetisierung braucht, um wieder ih-
ren Ausgangswert zu erreichen (Signalanstieg).
T1-Zeit siehe T1-Relaxation.
T2-Relaxation Zeit, die die Transversalmagnetisierung braucht, um wieder ihren
Ausgangswert zu erreichen (Signalabfall).
T2-Zeit siehe T2-Relaxation.
Talairach-Atlas Hirnatlas mit festem Koordinatensystem, Ursprung in der Ante-
rioren Commisur, zum standardisierten Vergleich der Hirnvolumen unter-
schiedlicher Personen.
Talairach-Raum siehe Talairach-Atlas.
Template Volumen, das als Referenz fu¨r die Koregistrierung verwendet wird.
Time to Echo (TE) Zeit, nach dem das Signal (Spin-Echo) der Protonenspins ge-
messen wird.
Time to Repeat (TR) Zeit, nach der eine weitere Schicht oder ein weiteres Volu-
men angeregt wird.
Transversalmagnetisierung Magnetisierung (Vektor) quer zum exteren B0-Feld.
Transversalrelaxationszeit siehe T2-Relaxation.
Ventrikel Hohlra¨ume, gefu¨llt mit Hirnflu¨ssigkeit.
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Volumenkarten SOM-Training und Klassifikation mit allen Voxeln eines Hirnvo-
lumens.
Voxel Volumenelement.
Zeitreihe Vektor aller MR-Messwerte in der Zeit in einem Voxel.
Zytoarchitektur Lehre vom Aufbau und der Struktur der Zellen.
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