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Abstract
Detector developments are currently enabling new capabilities in the field of Transmission Electron Microscopy (TEM).
We have investigated the limits of a hybrid pixel detector, Medipix3, to record dynamic, time varying, electron signals.
Operating with an energy of 60 keV, we have utilised electrostatic deflection to oscillate electron beam position on
the detector. Adopting a pump-probe imaging strategy we have demonstrated that temporal resolutions three orders of
magnitude smaller than available for typically used TEM imaging detectors are possible. Our experiments have shown
that energy deposition of the primary electrons in the hybrid pixel detector limits overall temporal resolution. Through
adjustment of user specifiable thresholds or the use of charge summing mode, we have obtained images composed from
summing 10,000s frames containing single electron events to achieve temporal resolution less than 100 ns. We propose
that this capability can be directly applied to studying repeatable material dynamic processes but also to implement
low-dose imaging schemes in scanning transmission electron microscopy.
Keywords: Time resolved, Medipix3, Pixelated detector, Direct electron detector, Transmission electron microscopy,
Stroboscopic imaging
1. Introduction
Enabled by high coherence electron sources, advances
in aberration corrected electron optics [1, 2] and high sta-
bility power supplies, modern transmission electron mi-
croscopes (TEM) provide images with spatial resolution
exceeding the interatomic spacing in materials. These ca-
pabilities have provided tremendous insight into funda-
mental materials physics and structure-property relation-
ships. However, the functional performance of advanced
materials also depends on their response to time changing
conditions. In this respect, conventional TEMs with con-
tinuous current electron sources are much more limited
in providing insightful dynamic information. Their time
resolution can primarily be limited by the image detec-
tion technology employed but more fundamentally by the
brightness of the electron source. Typically available elec-
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tron beam currents, 10′s nA at most, ultimately limit the
signal-to-noise ratio (SNR) in images with frame times of
10′s − 100′s µs assuming that acquisition is possible over
such short durations and at high rates [3].
A very effective route to achieving time-resolved imag-
ing has been the implementation of photo-emission elec-
tron sources driven by lasers. This has enabled the spe-
cialised field of ultra-fast electron microscopy (UEM) in
which the illumination duration is of the order of the fem-
tosecond laser pulse duration [4, 5, 6, 7, 8]. Utilising
a pump-probe imaging methodology for the study of re-
peatable phenomena has led to insights in areas such as
nanophotonics [9], atomic structural dynamics [10], mag-
netic dynamics [11], and even electron dynamics [12].
Stochastic, non-repeatable, processes have also been stud-
ied using high intensity, nanosecond duration laser pulses
in dynamic TEM (DTEM). In single-shot mode imaging,
large numbers of electrons are photo-emitted from the
source, traversing the column as a single bunch [13, 14,
15]. Across both UEM and DTEM techniques, the wide
use of thermionic emitters leads to spatial and tempo-
ral coherence of the electron bunches being significantly
lower than routinely obtained from conventional contin-
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uous electron sources [7, 16]. This has limited time-
resolved imaging to nanometre spatial resolutions. Pho-
toemission from field emission gun sources is being in-
vestigated and holds potential for improvements [8, 17].
In this article, we report the feasibility of utilising a di-
rect, pixelated counting detector, Medipix3 [18, 19] on
an unmodified, continuous current source TEM to im-
plement ‘pump-probe’ imaging. Having recently demon-
strated that the single electron sensitivity of these de-
tectors provides significant advantages for lower-energy
(60-80 keV) TEM imaging [20] and 4-D scanning TEM
(STEM) imaging [21], we demonstrate that around three
orders of magnitude improvement in temporal resolution
can be obtained when operating using continuous beams.
The image detector is based upon a hybrid pixel ar-
chitecture where a semiconductor sensor (typically sili-
con, 300-500 µm thick) is directly bump bonded to the
Medipix3 application specific integrated circuit (ASIC).
The ASIC is pixelated, containing both analogue and dig-
ital circuitry repeated upon a 55 µm pitch. Applied in
electron microscopy, we have demonstrated that the user
adjustable event energy threshold allows counting of inci-
dent primary beam electrons without influence from ther-
mal detector noise. Readout of pixels is also noiseless
(through in-pixel digital shift registers) which is a criti-
cal feature for ‘pump-probe’ imaging based on the sum-
mation of many thousands of frames. According to the
beam currents typically available in TEMs with continu-
ous sources, frame exposure times of 10 microseconds or
less will be composed of multiple single electron events.
The physical deposition of primary electron energy,
the sensor charge currents that result, the chosen energy
threshold and subsequent processing by the pixel circuitry
all dictate the detector’s resultant modulation transfer
function (MTF), detector quantum efficiency (DQE) and
time resolution performance. Following an in-depth dis-
cussion of relevant aspects of the pixel circuitry, the fol-
lowing sections report characterisation of our time vary-
ing signal in the TEM before going on determine the time
resolution of the Medipix3 detector. We find that the pixel
energy threshold may be used to improve the temporal res-
olution available in the single pixel mode of operation.
Related to this, we have also investigated how the use of
the charge summing mode of operation [18] also improves
temporal resolution and affects the delay between an elec-
tron hit and the subsequent digital count being registered.
Finally, we present in-situ measurements of a dynamic
electron beam process, demonstrating stroboscopic imag-
ing in the sub-100 nanosecond regime in an unmodified
TEM with a SNR well beyond the Rose criterion [22].
2. Medipix3 hybrid pixel architecture and temporal
imaging
A significant factor in the temporal response of the
Medipix3 detector is how the secondary electron-hole pair
charge generated in the sensor layer is processed by the
analogue sections of the pixel circuitry. We, therefore, be-
gin by briefly summarising the pixel architecture before
going on to discuss the operation of the analogue com-
ponents and how their response varies with the range of
interactions of the primary electrons.
The detector chip that we investigated featured a
300 µm thick silicon sensor bump bonded to a single
Medipix3 ASIC with a 256×256 pixel array. The pixel
pitch was 55 µm. The silicon surface is coated with an
aluminium thin film which acts as a top electrode when
applying a biasing voltage across the sensor (+90 V was
used here). The applied bias generates an electric field
inside the sensor that causes the positive charge carriers
(holes) to move towards the pixel electrodes that interface
it to the ASIC, and electrons to move in the opposite di-
rection. The movement is by drift under the electric field
and also by diffusion. This moving charge in the sensor
volume induces a signal in the analogue section of the
pixel electronics, as depicted in Figure 1(a), and is pro-
cessed according to the mode of operation. Operating in
single pixel mode (SPM), a voltage signal proportional to
the charge collected by each pixel (which is proportional
to the amount of energy deposited by the primary elec-
tron) is compared to user specified threshold voltages. If
only a lower energy threshold is utilised, then when this
is exceeded, a pulse is sent to the digital pixel circuitry in-
structing that an event be counted. In the charge summing
mode (CSM) [18] of operation, links enable the summing
(reconstruction) of charge spread over neighbouring pix-
els in 2×2 pixel clusters. The reconstructed energy is
assigned to the pixel which obtained the largest energy
deposition. The decision of as to which pixel the signal
should be assigned is based on the local signal deposited
in the pixels. The reconstruction operation is performed in
the analogue section and the primary electron ‘hit’ pixel
assignation is done by digital arbitration logic based on
the timing of the signals. CSM was originally conceived
to handle multi-pixel events arising from spreading of the
secondary electron-hole charge under diffusion. For high
energy electrons, we have shown that the algorithm can
provide simultaneous improvement of both the DQE and
MTF for energies in the range 60-80 keV [20], therefore
correcting for lateral spreading in the sensor of the pri-
mary radiation also.
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Figure 1: (a) Medipix3 analogue front end. (b) Simplified schematic of the (1-3) analogue and (4-5) digital stages of electron detection in the
Medipix3 architecture for the two cases shown in (c). The variance in discriminated pulse time above threshold THA, ∆t, is a result of electrons
depositing their energy in one pixel (case A) and across multiple pixels (case B), and is the primary limiting factor in the time resolution of the
Medipix3 detector.
The process of detecting and counting an incident pri-
mary electron is now discussed for two cases with close
reference to Figure 1. Case A (depicted in blue) in Fig-
ures 1(b) and (c) represents an idealised electron event
where 100 % of the primary electron’s energy is deposited
within the collection area of a single pixel. From the point
of view of timescales in the overall counting process, the
initial impingement and energy deposition of the primary
electron in the silicon sensor may be viewed as a prompt,
instantaneous starting event.
Following the electron arrival, e-h pair charge gener-
ated in the sensor volume along the path traveled by the
primary electron moves under the applied bias and this
movement induces a signal at the readout pixel electrodes.
The charge signal is converted to a voltage signal by the
charge sensitive amplifier (CSA) whose output is then fed
to a shaping amplifier. The output of the Shaper is a cur-
rent pulse with amplitude proportional to the collected
charge, as illustrated in step 2 of Figure 1(b). The rise
time of the pulse is of the order of 120 ns, while the decay
time is of the order of 500 ns [23]. Two discriminators
compare the amplitude of the shaped pulse with the user
specified threshold levels. In the case where only the low
threshold, THA, is specified then, step 3 of Figure 1(b)
shows the resultant output of the discriminator comparing
the pulse to THA. The discriminated pulse, of duration tA,
is processed by the digital pixel circuitry, which, provided
the image shutter signal is high (open), then emits a short
(∼20 ns) pulse on the falling edge of the discriminated
pulse, incrementing the active counter.
The blue curves of case A in Figure 1(b) apply
when primary electrons deposit their entire kinetic energy
within a single pixel. This only tends to occur when elec-
trons impinge towards the centre of the pixel coordinate
and their maximum lateral scattering is less than the dis-
tance to the nearest neighbouring pixel. Monte Carlo [24]
simulations show that 95% of incident 60 keV electrons
deposit all energy within a radius of 8 µm. Therefore, by
geometric calculation, a 55 µm pixel has an area ∼50%
of its total in which electron impingement will deposit all
their energy into that single pixel. Conversely, for im-
pingement away from the pixel centre, due to lateral scat-
tering, it is likely that secondary e-h pairs will be regis-
tered not only by the pixel of incidence but also in adja-
cent pixels, sharing out the primary energy. The scenario
of an incident electron sharing energy across multiple pix-
els is shown by the red data in case B of Figures 1(b) and
(c).
The analogue output pulse from the Shaper will pos-
sess a smaller peak voltage and smaller integrated area in
case B, with the difference compared to case A equal to
the charge shared to adjacent pixels (25% in this exam-
ple). Consequently, the amount of time the Shaper pulse
is above the THA voltage threshold will be shorter, hence
3
Figure 2: Schematic of the deflection plates and detector arrangement (a) showing the static beam (white) and effect of a square wave applied to
deflector plates (green, cyan). Long exposures of the beam while (b) stationary and (c) during application of a 5 MHz square wave. (d) Summed
profiles of the long exposure images, representing a point spread function (PSF) from (b) and an intensity distribution from (d). The sum direction
is shown by the magenta arrow in (c). The probability distribution function (PDF) obtained through deconvolution is shown as symbols in (e).
The result of fitting a model to the PDF is shown as a black line in (e). The convolution (∗) of this with the PSF is shown as a black line in (d) and
matches the data (red symbols) well.
creating a discriminated pulse of duration tB < tA. Thus,
variation in spatial location of impingement of primary
electrons with reference to the pixel centres leads to a sig-
nificant variation in energy and, hence, ∆t in the discrimi-
nated pulse length that ultimately leads to event counting.
Important to whether an event is registered to a partic-
ular image frame or not is the shutter signal (step 5 of
Figure 1(b)). The shutter signal timing depends on the
clock rate (up to 200 MHz) supplied to the Medipix3 by
it’s attached readout system. In our experiments we used
a Merlin readout system (from Quantum Detectors Ltd)
with a clock rate of 120 MHz [25]. According to the Mer-
lin specifications, shutter times have a jitter of 20 ns [26].
Thus, it would seem feasible to reliably specify minimum
shutter (frame) times of 50-100 ns in duration. This min-
imum shutter timescale is significantly shorter than the
lengths of the Shaper pulse and resultant discriminated
pulse (>few hundred ns) and gives rise to two important
consequences. Firstly, when primary electrons are de-
tected, they have arrived at the detector before the shutter
signal has made it’s closed-open (low-high) transition. Ef-
fectively, the detector sees backwards in time by a period
of hundreds of nanoseconds. Secondly, it is clear that for
two monoenergetic primary electrons, such as the cases
A and B depicted in Figure 1, arriving simultaneously at
well separated pixels, due to the variation in discriminated
pulse length, ∆t, both events are unlikely to be detected
within the same short shutter period (i.e. not within the
same image frame, as drawn in the figure). Therefore,
the total range of the variation in the discriminated pulse
length is expected to dictate the limit on the minimum
achievable time resolution of Medipix3.
3. Experimental results
3.1. Dynamic illumination
In order to determine the time response of the Medipix3
detector for a given mode of operation, a dynamic object
of known and repeatable properties must be imaged. The
use of deflector plates to control sample dose is a popular
method in biological fields where beam-sensitive speci-
mens are commonplace [27, 28]. Here, we use a simi-
lar method to create a dynamic illumination source with
which to control the position and dwell time of an elec-
tron beam on the detector.
The experiments were performed in a JEOL
ARM200cF [29] equipped with deflector plates lo-
cated directly after the electron gun and before the
primary optics, as shown in the schematic of Figure 2(a).
The microscope was operated at 60 kV in STEM mode
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without a sample present, producing an image of the cir-
cular condenser aperture in reciprocal space, as shown in
panel (b). As only relatively small deflections in the beam
are needed for our purpose, the ±10 V output of a 50 Ω
output impedance Agilent 33250A 80 MHz waveform
generator was used to drive one deflection plate with a
square wave while the other remained grounded. The
10-90% rise and fall time of the waveform generator itself
was measured to be 5.6±0.5 ns at frequencies of 100 kHz
and 5 MHz. In the experiments, the capacitance of the
cabling, of the deflector plates (14.5 pF at 100 kHz), and
parasitic impedances will influence the response of the
beam, so it is important to characterise it experimentally.
To determine the response time of the illumination
source, long exposure images were taken with a static
beam and with the deflector plates excited with a 5 MHz
square wave, as shown in Figure 2(b) and (c). The per-
turbation effectively splits the undeflected beam into two
through inducing an angular tilt in the specimen plane.
This results in a spatial separation by a distance, d in the
diffraction plane which was projected onto the detector.
The intensity in the gap between the two disks is caused
by the transition of the beam from one deflected position
to the other. The time of the deflection transition is depen-
dent on the rise and fall time of the signal generator and
the time constant, τ = RC, of the deflector plates, cabling
and source, where R and C are the equivalent resistance
and capacitance of the system. For our setup, τ should be
around or below-1 ns, so we can combine its effect with
the larger rise time of the source to estimate a single tran-
sition time.
The image of the static beam may be regarded as a point
spread function (PSF) and used to calculate the relative
time spent at each position during the beam transition.
Since our system is effectively one-dimensional (1-D), we
reduce the influence of noise, and simplify the analysis,
by summing the pixels along the direction perpendicular
to the deflection axis after rebinning the data by a fac-
tor of two. Figure 2(d) shows the 1-D profiles created by
this procedure, with the 5 MHz stimulus long exposure
data shown as a red symbols and the static beam shown
as a blue dashed line. The probability distribution func-
tion (PDF) during excitation of the deflection plates is ex-
tracted by deconvolving the 5 MHz profile with the PSF.
The result of doing this using 256 iterations of a Richard-
son Lucy algorithm [30, 31] is shown as symbols in Fig-
ure 2(e). Deviations of this profile from two delta func-
tions represents the finite beam transition time and other
sources of beam movements.
With the rise time as the dominant mechanism of broad-
ening, we approximate the transition profile as an error
function. The width, σ, of the equivalent Gaussian that
would be used to convolve a perfect square wave is 0.39×
the 10-90 % rise time. The solid line in Figure 2(e) is a
fit to the data of such a function. Additional broadening
was required to obtain a good fit and this was approxi-
mated by introducing a small Gaussian convolution into
the modelled PDF. The sources of such broadening are
most likely to be ringing and reflections from impedance
mismatches. To confirm that the model is accurate, we
convolved the PDF with the PSF & Gaussian broadening
and compare this to the 5 MHz experimental profile. The
reconstructed profile is shown as a solid black line in Fig-
ure 2(d) and agrees very well with the original data (red
symbols). The 10-90 % rise time extracted following this
procedure was 7±1 ns, equivalent to σ = 2.7 ns. This
value sets an upper limit to the effective lifetime of the
5 MHz dynamic source of ∼90 ns.
With the response of the deflection plates and driving
circuitry determined, we will use this apparatus to test the
Medipix3 detector time resolution limits using a strobo-
scopic technique. We will show in the next section that
the resolution achievable can be maximised by optimising
the detector parameters to take account of the Medipix3
pixel response discussed in Section 2.
3.2. Optimising time resolution
In Section 2 we identified the physical process connect-
ing charge sharing and time resolution in the Medipix3 de-
tector. In this section we explore the influence of charge
sharing on the variance in electron detection time through
increasing the rejection of electrons that have experienced
significant charge sharing in SPM by varying THA, and
by employing charge reconstruction in the CSM mode of
operation.
To experimentally determine the variance in the detec-
tion time under different modes of operation and thresh-
olds, we stroboscopically recorded the detector response
to a Heaviside step generated using the dynamic illumi-
nation source discussed in Section 3.1. A ±10 V square
wave with a period of 10 µs (f = 100 kHz) from the sig-
nal generator was applied across the deflector plates and
the TTL from a second signal generator was used to in-
troduce a variable delay on the triggering of the Medipix3
camera. An image was acquired with a shutter exposure
of 20 ns as a function of delay time over 50 k periods,
and the resulting images summed for further analysis. In
these experiments, additional cabling was used, creating
a longer beam transition time than in the optimised setup
discussed in Section 3.1. This will increase the apparent
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Figure 3: Normalised intensity of the deflected beams at different ex-
posure delay times, showing the measured time response of an identi-
cal transition under different acquisition conditions. SPM acquisitions
with a low and high threshold are shown in (a) and (b), while CSM
data is shown in (c). The inset to (a) are images analysed in that exper-
iment. The lines in (a-c) are fits to the data of error functions of width
σ and centre position td. N is the average counts per data point.
detector response time of all results in this section, but
will not affect the trends we find.
The results of this experiment are shown in Figure 3.
SPM data with 4.5 keV and 28 keV thresholds are shown
in (a) and (b), respectively, while CSM data with a 5.3 keV
THA threshold is shown in panel (c). A threshold of
of 4-5 keV marks the point just above the thermal noise
floor. For the CSM data, THB was set to be equal to
THA so that all single electron impacts were counted. The
open and closed symbols show the counts from regions of
the normalised images encompassing the area of the pre-
and post-transition beam, respectively, at acquisition de-
lay times spanning the detection of the beam deflection.
An example of the summed images is shown in the inset
to (a) for the detector in SPM mode with a low threshold
voltage. As the beam transitions from one position to the
other, one spot fades while the other increases in intensity,
with the normalised counts in each spot location transi-
tioning from 0 to 1 and vice versa. To characterise the
detector response, we fit error functions simultaneously
to each pair of intensity profiles in Figure 3 to extract the
mean delay, td, and the characteristic spread in response
time, σ. The fit results are shown as black lines and an-
notations in each panel of the figure, along with the mean
counts per image, N. We first consider the case of SPM.
Increasing the threshold from 4.5 keV to 28 keV in
SPM results in a reduction in σ from 80 ns to 50 ns, indi-
cating a smaller variance in electron detection duration; a
140 ns shorter average delay between the initial electron
impact and the digital electron count; and a reduction in
the total counts per integrated frame from an average of
12 k to 6 k. These are all as a result of increasing the
rejection of charge-shared electron impacts as depicted in
Figure 4.
Figure 4(a) depicts the Shaper pulse response to elec-
trons depositing all energy in a single pixel (shown in
blue) and charge-shared electrons (shown in red) arriving
at the detector at the same time. As discussed previously,
a characteristic of charge shared electrons is a reduction
in the peak voltage output of the Shaper pulse. Setting the
threshold voltage above that generated by a charge shared
electron will cause the detector to reject any electrons de-
positing an energy equal to or below this equivalent level.
Figure 4: The effect on the delay & variance in detection time of charge
sharing on the (a) Shaper and (b) THA discriminator outputs for two
different threshold voltages, THA-High and THA-Low. The peak volt-
age of the non-charge shared electron (blue curve) is higher than both
thresholds and is accepted in both cases. The red curve, representing
the charge shared electron, has a peak voltage below the higher thresh-
old and is not registered as an electron count at the threshold value,
reducing the delay and variance in detection time.
The discriminator response is shown in Figure 4(b) for
two levels of threshold, THA-High and THA-Low, for
both electron energy sharing cases. With a low thresh-
old value (dashed lines in (a) and (b)), both electrons
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Figure 5: (a) The effect of varying threshold on the normalised counts
measured in SPM and CSM with 60 keV electrons. In SPM, the thresh-
old is THA. In CSM, the threshold is THB; THA was set to 5 keV. (b)
Examples sections of individual frames produced from single 60 keV
electron hits in SPM and CSM, showing the reduction in the energy
spread when acquiring in CSM.
cause a Shaper pulse response above threshold and will
be counted. The time at which the count is registered oc-
curs at the falling edge of the discriminator pulse, marked
by vertical arrows and so, similar to the situation depicted
in Figure 1, there is a variance in the arrival of the two
electrons being registered.
In the case of the high threshold level, only the electron
depositing all of its energy within a single pixel will ex-
ceed the threshold and be counted. Events where there is
charge sharing amongst pixels will not be counted. From
Figure 4 it is clear that, for high threshold values, the dura-
tion of the discriminator pulse will be shorter when com-
pared to low thresholds. This has two effects. First, short-
ened discriminator pulse lengths result in reduced pulse
duration variance and hence better time resolution when
counting over many events. Secondly, the delay time, td,
the time taken by the pixel to process the event leading to
incrementation of the counter, is also shortened.
In SPM with a low threshold, the mean electron clus-
ter size for a single electron impact is much larger than
1, resulting in an inflated total number of counts. At the
higher threshold value used here, the mean number elec-
trons per cluster is closer to 1. Even higher threshold val-
ues may potentially be used to further improve the time
resolution. However, a significant disadvantage to doing
this is that the overall fraction of impingement electrons
that are actually counted and, hence the detector DQE,
would be strongly reduced, as depicted in the black curve
of Figure 5(a) (discussed later).
Returning to Figure 3, the CSM curve in panel (c)
shows that the response is delayed significantly to 440 ns
but has a slightly faster transition (σ = 40 ns) than does
the high threshold SPM data. In CSM, the charge de-
posited in pixels (provided it is greater than the THA
threshold) is processed in 2 × 2 pixel blocks and the to-
tal charge assigned to the pixel with the greatest individ-
ual charge in a ‘winner takes all’ design [18]. If the total
charge in the ‘winning’ pixel exceeds the second thresh-
old, THB, then it is counted. In this manner, electron
events where charge sharing has occurred will be assigned
to one pixel. The increment of the winning pixel’s count
is delayed because it can only happen after the Shaper am-
plitude of all pixels in the relevant blocks drop below the
low THA threshold and this is determined by the pixel
with the most energy deposited in it. As a result, apparent
completion of the beam transition in the CSM data occurs
at a similar delay time to the low THA SPM data (c.f. Fig-
ure 3(a) and (c)).
When operating in CSM, it is sensible to set the THA
threshold to a low value (so that all individual pixels in an
event cluster are considered) and THB to a higher value.
Since the latter operates on summed charge, the DQE per-
formance is improved, provided primary electron energies
have an average lateral spread that is less than the 2 × 2
pixel block size [20]. The count dependence on thresh-
old value for CSM and SPM are shown in Figure 5(a).
As THB in CSM is lowered through the beam energy, the
normalised counts rise sharply from 0, reaching ∼0.7 by
50 keV, then continue to slowing increase towards ∼1.0
at 20 keV. The weak dependence on threshold in CSM is
a direct result of the charge reconstruction. In contrast,
the SPM counts smoothly and continuously increase with
decreasing THA, passing a value of 1 at around half the
beam energy, and reaching a value of ∼2 at 20 keV. This
artificially inflation of the number of counts at low thresh-
olds is due to charge sharing between pixels giving rise
to multiple counts per primary electron. A typical exam-
ple of the reduction cluster size produced from single pri-
mary electron impacts by enabling CSM is shown in Fig-
ure 5(b).
As was discussed for SPM mode, reducing the vari-
ance in the duration of the discriminator pulse that leads
to event counting is expected to improve the temporal res-
olution. In CSM, the relevant discriminator pulse is based
on comparison of summed charge to THB. Thus, where
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primary electron energy and lateral spread permit proper
CSM operation, it has the effect of reducing the variance
in the Shaper pulse width and thus the discriminator pulse
width. Therefore, the CSM algorithm is also a potential
method of reducing the effect of charge sharing on time
resolution.
The characteristic transition times for a 20 ns nominal
exposure shown in Figure 3 suggest that sub-100 ns res-
olution may be possible. Next, we perform stroboscopic
imaging in an optimised setup to estimate the minimum
time resolution.
3.3. Sub-100 ns imaging
To demonstrate the attainable time resolution of the
Medipix3 detector, we present an experiment imaging
the dynamic illumination source discussed in Section 3.1,
with the deflection plates driven with a ±10 V 5 MHz
square wave. At this frequency, the illumination source
provides a dynamic process with a ∼90 ns lifetime. The
experiment was conducted using a similar stroboscopic
delay method as that discussed in Section 3.2. The in-
dividual frame shutter time was set to 20 ns, with 100k
frames contributing to each final image. The Medipix3
detector was used in SPM with a threshold voltage of
28 keV to employ the simple architecture of SPM. The use
of CSM would produce similar results but with a longer
delay between the electron impact and it being counted.
CSM would also have the benefit of producing images
with higher MTFs, which may be important in real ex-
periments, but is not critical for our characterisations of
the time response.
The inset to Figure 6(a) shows a sequence of images
taken at delays from 0 to 200 ns in 20 ns increments, en-
compassing one full cycle of the 5 MHz beam oscillation.
The edges of the beam appear to broaden slightly along
the deflection direction due to the impact of ringing in the
driving signal at this time scale, as discussed previously.
The symbols in (a) show the counts in the normalised im-
ages in the two beam locations marked by the same sym-
bols adjacent to the inset. At this frequency of illumina-
tion oscillation, the intensity is always at least partially
split between spot locations and the intensity profile re-
sembles a modified sinusoidal function.
If one regards the counts in one probe position as signal
and all those outwith the disc as noise, then a signal-to-
noise ratio (SNR) may be estimated. The results of this
calculation are shown in Figure 6(b). The SNR peaks at
10.0 and 9.0 for the top and bottom spot, respectively, sig-
nificantly exceeding the Rose criterion [22] of an SNR
Figure 6: A delay series imaged at 20 ns intervals during a full oscil-
lation of the electron beam at 5 MHz, demonstrating the viability of
sub-100 ns imaging. (a) Counts in the two beam positions, and (b) the
SNR. The lines in (a) are fits of modelled data to the experimental data
(symbols). The summed images are shown in the inset to (a).
value of 5 (dashed line), confirming that we have imaged
a sub-100 ns event.
Further analysis allows us to estimate the minimum
time resolution achievable by modelling the intensity pro-
files of each of the two spots as complementary square
waves, each convolved with a Gaussian distribution of
standard deviation σ. The modelled curves, fitted to the
data, are shown as black lines in Figure 6(a) and give a σ
of 27±1 ns. This time is the quadrature combination of
the detector response and that of the illumination source.
However, since the latter is around one order of magni-
tude smaller than the overall time, correction of the data
(-0.14 ns) lies within the error. Consequently, the time
quoted above corresponds to a FWHM defined resolution
of (2
√
2 ln (2)σ =) 63±2 ns. Alternatively, knowledge of
σ allows the minimum time resolution, r, for imaging an
isolated top hat function for a given SNR to be calculated
as:
r = 2
√
2σ erf−1
(
SNR
SNR + 1
)
.
With an SNR of 5, r = 2.77σ, giving a minimum resolu-
tion of 74 ns. If an SNR of 3 is sufficient, the minimum
resolution reduces to 2.30σ = 59 ns.
8
4. Conclusions
We have determined the time resolution of a Medipix3
direct electron detector for 60 keV electrons and outlined
the origin of the key limiting factors in the hardware of the
device. Charge sharing between pixels enlarges the point
spread function for imaging detectors, reducing the MTF
response at high spatial frequencies. Our work shows that
this charge sharing also impacts the time resolution of the
Medipix3 detector. Increasing the user specified voltage
threshold THA in SPM mitigates this effect, improving
the time resolution, with values in the region of 59-74 ns
demonstrated. The use of higher THA in SPM may yield
further improvements, but at the expense of substantial
reductions in DQE. CSM gave comparable results to SPM
but it has the advantage of avoiding rejection of electron
counts and reduction in MTF.
In TEM imaging, 60 keV is regarded as a low beam en-
ergy, often used for the investigation of very thin materials
containing light atoms, such as carbon in graphene, with
higher beam energies leading to knock-on damage. For
wider investigation of materials, composed of heavier ele-
ments, it is desirable to utilise the higher spatial resolution
available at primary beam energies of 200-300 keV. Of
course, electrons at these energies exhibit much larger lat-
eral spreading in the silicon sensor of the Medipix3 with
corresponding negative influences on the MTF and tempo-
ral resolution. Potential performance improvements with
these beam energies are being investigated by us through
the use of higher atomic number based sensor materials.
A related detector technology, Timepix3 is also being in-
vestigated. Timepix3 detectors are able to record the time
of onset, ‘time of arrival’ and temporal duration of the dis-
criminated pulse. Timing information on the former is ob-
tained using a 640 MHz clock and so has a timestamp res-
olution of 1.56 ns [32]. With advanced calibration, 0.72 ns
time resolution was recently achieved when imaging mini-
mum ionising particles with the Timepix3 [33]. For imag-
ing with 12 keV X-rays, a practical FWHM time resolu-
tion of 19 ns has been demonstrated [34]. Applied in elec-
tron microscopy, the obtainable practical time resolutions
of Timepix3 may be larger than that of more weakly inter-
acting particles, but it should be a significant improvement
on the 59 ns lower limit obtained here for the Medipix3
detector. In addition, with Timepix3 one should be able
to track the path of the electron inside the sensor and, as
a consequence, determine the primary electron entrance
point, potentially improving the DQE and MTF as a re-
sult.
A further implication from our study relates to STEM
imaging. Pixelated detectors have become recently em-
ployed as “universal” detectors [35, 36, 37, 38] in STEM
mode. We propose that our results show potential for the
application of hybrid pixel detectors to achieve ultimate
sensitivity in STEM imaging of beam sensitive materi-
als with the lowest possible electron doses. The simplest
implementation of low-dose STEM is to raster the elec-
tron beam as fast as possible across the specimen [39]
with practical pixel dwell times being of the order of
100 − 200 ns. We have shown that the Medipix3 detec-
tor is capable of registering single electron events with the
necessary level of timing accuracy. However, at the lim-
its of readout speed, Medipix3 is capable of a theoretical
maximum frame rate of 24,414 per second (1-bit mode),
equivalent to a period of 40.9 µs per frame, 1 frame per
STEM scan pixel. To limit the dose to the specimen while
scanning the beam at this lower rate would require the ad-
ditional coupling of an electrostatic shutter, as we have
used in these experiments. The high temporal resolution
that we have measured could then be utilised by triggering
from the electrostatic shutter to only acquire electrons in
the periods between the unblanking and blanking process.
Use of the Timepix3 detector, which has a data driven ar-
chitecture, should not require the electrostatic shutter to be
applied but does present a data reconstruction challenge
for low-dose STEM operation.
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