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We investigate the low temperature properties of two-dimensional Lennard-Jones glass films,
prepared in silico both by liquid cooling and by physical vapor deposition. We identify deep in
the solid phase a crossover temperature T ∗, at which slow dynamics and enhanced heterogeneity
emerge. Around T ∗, localized defects become visible, leading to vibrational anomalies as compared
to standard solids. We find that on average, T ∗ decreases in samples with lower inherent structure
energy, suggesting that such anomalies will be suppressed in ultra-stable glass films, prepared both
by very slow liquid cooling and vapor deposition.
Low-temperature crystalline solids are usually de-
scribed in terms of harmonic vibrations around a perfect
periodic lattice (phonons). Within this framework, de-
fects such as vacancies and dislocations can be treated
as small perturbations. This description breaks down for
amorphous solids such as glasses, foams, emulsions, plas-
tics, colloids, granular materials, bacterial colonies, and
tissues [1–7]. In these systems, the identification of “de-
fects” becomes challenging because the solid ground state
is strongly disordered. As a consequence, amorphous
solids display many universal anomalies with respect to
crystals. Examples are the so-called Boson Peak, an ex-
cess of low-energy vibrational modes [8]; the anomalous
scaling of heat capacity and thermal conductivity with
temperature [9, 10]; the irreversible plastic response to
arbitrarily small perturbations [1, 3, 4, 11]; and highly
cooperative relaxation dynamics, contributing to the so-
called β-processes [12–14].
These anomalies have been widely reported in amor-
phous solids of very different nature. Interestingly, recent
experimental work has shown that by preparing glasses
through a process of physical vapor deposition, one can
produce ultra-stable states that lie deep in the free energy
landscape [15]. Compared to their liquid-cooled counter-
parts, vapor-deposited glasses show higher density [16]
and kinetic stability [15, 17]. When these ultra-stable
glasses are studied at very low temperatures, it is found
that the anomalies characteristic of amorphous solids are
strongly supressed [18–22].
Many theoretical approaches to this problem are based
on the study of the potential energy landscape of glass-
forming particle systems [13, 23–28]. These studies have
suggested that glass anomalies can be interpreted in
terms of glass states being not well-defined energy min-
ima, but structured metabasins containing a collection of
sub-basins separated by barriers of variable size [29, 30],
see Fig. 1. In particular, recent work [31–33] has iden-
tified a set of simple observables (the mean square dis-
placement between identical “clones” of the original sys-
tem) that allows one to detect easily the development of
a structure of sub-basins inside a glass metabasin.
In this work, using the methods of [31–33], we ex-
plore in silico the potential energy landscape of binary
Lennard-Jones glass films prepared through two exper-
imentally relevant protocols: slow liquid cooling, and
physical vapor deposition following Ref. [34]. We study
these films due to their experimental relevance and the
fact that they have been well characterized by previ-
ous work [34, 35]. In contrast to previous studies which
prepared bulk equilibrium samples using the swap algo-
rithm [32, 33], our film preparation methods –inspired
by the vapor-deposition experimental protocol– produce
non-equilibrium films that are expected to be higher in
the potential energy landscape than experimentally pre-
pared vapor-deposited glasses [36, 37]. In addition, both
our liquid-cooled and vapor-deposited films are prepared
in the presence of both a substrate and a free surface,
allowing the study of these features’ influence on the low-
temperature physics of the samples.
We find that a threshold T ∗ can be detected within
the glass phase, below which vibrational dynamics of the
solid become orders of magnitude slower and the struc-
ture of the glass basin becomes visible. The value of T ∗
depends primarily on film stability, decreasing substan-
tially with the inherent structure energy of the sample
- a measure of stability [35] -, while a protocol depen-
dence of T ∗ is not detected. This observation is compat-
ible with the disappearance of anomalies in ultra-stable
glasses. Furthermore, we observe significant sample-to-
sample variations both in the value of T ∗ and in the ag-
ing dynamics below this threshold. All samples display
localized defects, however several samples display collec-
tive dynamics, which could be related to cooperative dis-
placements enabled by the free surface. It is important
to note that the glasses considered here incorporate the
non-equilibrium nature of real materials, as well as the
presence of a substrate and free boundary, which have
an important impact on the physics below T ∗. Note also
that the films considered in this study have fixed thick-
ness (the same used in Ref. [34]), so the dependence of
the results on films’ thickness is not addressed here and
left for future work.
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2FIG. 1. Illustration of the energy landscape. Samples
are prepared in a glass basin at temperature Tf or Ts lower
than the glass transition Tg. They are then brought at lower
temperature Tclone to ensure that no residual diffusion (α-
relaxation) is present. There, clones are produced to sample
the interior of glass basins. Our main observables are ∆(t, tw),
the mean square displacement of particles in a single clone,
and ∆AB(tw), the displacement between two distinct clones.
I. SAMPLE PREPARATION PROTOCOL
Here we provide a brief description of the system and
protocols used in this work. See Ref. [34], the illustration
in Fig. 1 and the Appendix for details. We prepare Ns
glass samples of a binary two-dimensional Lennard-Jones
system which shows a glass transition temperature close
to Tg ≈ 0.21 for the range of cooling rates used in this
study. We study two distinct classes of films: (i) those
formed by slow cooling (SC) of liquid films into the glass
phase at a final temperature Tf with two distinct cooling
rates δSC, and (ii) those formed by a procedure mim-
icking physical vapor deposition (VD). In VD, we use
four different deposition rates δVD with substrates held
at temperature Ts. In both protocols, Tf < Tg or Ts < Tg,
so the samples we produce are in the glass phase.
To study the vibrational anomalies of a glass basin,
each sample is brought to a lower temperature Tclone
(lower than either Tf or Ts). The same Tclone is employed
in all cases, i.e. for all samples and all protocols. At this
temperature the system is sufficiently close to its inherent
structure. In fact, as shown in Fig. 2a, the inherent struc-
ture energy (as computed by energy minimization config-
urations at different temperatures) remains constant be-
low this temperature for all the glasses considered. From
this, we suggest that no diffusion occurs over this pe-
riod. We verify that the system behaves as a normal
solid at Tclone, meaning that the state is ergodic and the
vibrations of the particles are weakly correlated. Once
cooled, we prepare Nc clones, or independent configura-
tions distributed within the basin of each glass sample.
In practice, each clone is obtained as the result of an in-
dependent simulation of length tclones, the dotted line in
Fig. 2. The clones are then instantaneously quenched to
a final temperature T < Tclone and their dynamics are
examined at constant T , with tw being the time elapsed
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FIG. 2. Preparation of glass samples and clones. (a) In-
herent structure energy EIS measured at Tf or Ts (larger
symbol), and upon cooling or heating the samples at dif-
ferent T . Dashed lines are constant fits to the data for
T ≤ Tclone = 0.05, that demonstrate that the system is
not leaving its metabasin. (b) ∆(t, tw = 0) at tempera-
ture T = Tclone for one of the VD samples prepared with
δVD = 2 · 10−6. The length of the clone preparation simula-
tions is indicated by the dotted line, whose length is the size
of the cage (i.e. the height of the plateau).
since the quench. Note that when samples are studied
at T = Tclone, the dynamics are stationary, and for this
reason the origin of time can be chosen arbitrarily.
Following previous work [31–33], we focus our atten-
tion on two observables:
∆(t+ tw, tw) =
1
N
N∑
i=1
〈|ri(t+ tw)− ri(tw)|2〉 , (1)
which is the mean square displacement of particles in
each clone between time tw and t+ tw, and
∆AB(tw) =
1
N
N∑
i=1
〈|rAi (tw)− rBi (tw)|2〉 . (2)
which is the mean square displacement between particles
in two distinct clones (denoted A and B) of the same sam-
ple at the same time tw, {rAi (tw)} and {rBi (tw)}. Here,
〈 • 〉 refers to the thermal average, computed as the aver-
age over all the clones of the same sample, while • refers
to the average over all the samples with the same prepa-
ration procedure. To increase the statistics, the thermal
3average of ∆AB is computed using all the Nc(Nc − 1)/2
possible couples of A and B clones, but the error bars
are computed by taking into account the correlations be-
tween pairs using the jack-knife method [38].
Both quantities are computed for particles in the mid-
dle region of the sample (the region in between the two
horizontal lines in Fig. 8). In this region the density and
relative concentration of the two particle types are both
constant [34], allowing boundary effects to be avoided.
The displacement of the center of mass of the whole
sample is removed. Both observables are averaged over
clones and, unless otherwise specified, over multiple sam-
ples prepared with the same protocol.
II. RESULTS
A. Clones are prepared in an ergodic state
We begin by discussing the behavior of ∆(t + tw, tw)
and ∆AB(tw) for samples at the clone preparation tem-
perature Tclone (see purple squares in Fig. 3). Because
clones have been prepared well below Tg, no diffusion
is observed in our simulation time windows, meaning
that the averaged cage size ∆∞ of the material at each
temperature can be extracted from the plateau value of
∆(t+tw, tw) at long tw, as shown in Fig. 3a. On the other
hand, ∆AB(tw) reach a constant value at long times, see
Fig. 3b, that precisely coincides with ∆∞ (it can be bet-
ter appreciated in Fig. 4b where both observables are
plotted superimposed). The convergence of these two
quantities in the long time limit means that a single tra-
jectory of the system samples, at long times, the same
states that are sampled by two independently prepared
clones. This indicates that the glass basin is comprised
of well-defined internal cages which are ergodically sam-
pled, and that vibrations of particles remain weaky cor-
related [32, 33, 39].
B. Growing timescales upon cooling
Next, we study the behavior of ∆(t + tw, tw) and
∆AB(tw) as a function of t, using different reference times
tw elapsed after a sudden drop in temperature from Tclone
to T < Tclone (Fig. 3). At small values of tw, one ex-
pects a sharp nonequilibrium response of ∆(t + tw, tw)
and ∆AB(tw) to the change of temperature: this is man-
ifested both at small t, during the ballistic exploration
of the cages, and at long t in the plateau region. The
value of the plateau evolves from the typical cage size at
the preparation temperature (at very small tw), to the
new temperature one (longest tw), see Fig. 3. In addi-
tion, as we show in Fig. 4a, the limiting long-tw curves
at different temperatures can be roughly collapsed in a
single curve by dividing them by the temperature, which
suggests that the size of the cages increases linearly with
temperature. However, the typical time it takes to the
10−6
10−5
10−4
10−3
10−2
100 101 102 103 104 105 106 107
a
t w
=
22
2
,2
20
,2
18
,2
16
10−3
10−2
100 101 102 103 104 105 106 107
b
∆
(t
+
t w
,t
w
)
t
T = Tclone = 5 · 10−2
T = 3 · 10−2
10−2
3 · 10−3
10−3
∆
A
B
(t
w
)
tw
FIG. 3. Emergence of slow vibration dynamics. (a) Ag-
ing effects in ∆(t+ tw, tw) for VD glasses obtained with
δVD = 2 · 10−6. For each temperature we plot four values of
tw (2
16, 218, 220, 222), all of them corresponding to the regime
where the ballistic part has converged to the same curve. (b)
Aging effects in ∆AB(tw).
system to converge to this long-tw plateau, depends dras-
tically on the final temperature. This is more clearly seen
by plotting ∆(t + tw, tw)/T for t = 2
22 [i.e. the long t
limit of the mean-squared displacement (MSD)] as func-
tion of tw, see Fig. 5a. While at high temperatures the
plateau converges rapidly to its final value, this conver-
gence slows significantly as the temperature is decreased.
In order to quantify this effect, we extract the time τ
such that for tw > τ , the value of ∆(2
22 + tw, tw)/T is
consistently below a threshold (dashed line in Fig. 5a).
We fixed the threshold to 0.2 for all the samples. The
errors are obtained using the jack-knife method [38]. We
show τ as a function of T , for glasses prepared by differ-
ent protocols in Fig. 5b, finding that these characteristic
times grow very quickly in the vicinity of well defined
temperatures that depend on how the material was pre-
pared. Of course, within this approach, the values of τ
depend of the threshold chosen, and we observed that the
temperatures at which the sharp growth occurs also shift
mildly (effect included in the error bars). Nevertheless,
the overall picture remains the same.
Furthermore, the convergence to the final cage sizes
(Fig. 3a) slows at roughly the same temperatures at
which ∆(t + tw, tw) and ∆AB(tw) no longer converge to
the same plateau value at long times, as shown in Fig. 4b.
The large time limit of both quantities, which we call ∆∞
and ∆∞AB, plotted as a function of T (Fig. 6b), converge
to the same values at high temperatures (T >∼ 10−2),
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FIG. 4. Breakdown of the ergodicity. (a) The scaled
∆(t+ tw, tw)/T for the largest tw = 2
22, at different tempera-
tures. There is an excellent collapse indicating that for large
tw the MSD is proportional to temperature. (b) We compare
∆(t+ tw, tw) for tw = 2
22 vs. t with ∆AB(tw) vs. tw of Fig. 3.
The onset where ∆∞AB = ∆AB(tw → ∞) 6= ∆(t → ∞, tw →
∞) = ∆∞ corresponds to the emergence of aging of Fig. 3a.
while they clearly separate at low temperatures. It is
however important to note that the relaxation time τ
(Fig. 5b) does not seem to diverge at any finite tempera-
ture: instead, it saturates. One may wonder whether this
saturation is simply due to the finite size of the system,
in which case the value of τ at low temperature would in-
crease with system size. Ruling out this possibility would
require a careful finite size study, that we leave for future
work.
C. Temperature threshold and inherent structure
energy
We have seen that the long time limits ∆∞ and ∆∞AB
separate near a threshold T ∗, indicating a loss of ergodic-
ity within the glass basin below this temperature, which
is also associated with the emergence of much slower ag-
ing dynamics. If we examine each sample individually, we
find that the value of T ∗ fluctuates strongly from sample
to sample (Fig. 6a), and it depends strongly on how the
sample was prepared, as we show in Fig. 6b by taking
the sample averages.
To study systematically the dependence of T ∗ on sam-
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FIG. 5. Convergence to the plateau. (a) The plateau
height (long t limit of ∆(t+tw, tw)/T , estimated by the largest
available t) as function of tw for different temperatures, ex-
tracted from the data of Fig. 4a. (b) The time τ needed to fall
below the dashed line in (a), as a function of T for differently
prepared glasses.
ple preparation method and rate, we define it more pre-
cisely as follows. We compute the temperature below
which ∆∞ and ∆∞AB become distinct in each sample, and
the temperature for which ∆∞(T ) = ∆∞AB(T = 10
−5),
i.e. the point at which a horizontal line equal to the
zero-temperature value of ∆∞AB intersects ∆
∞(T ). We
define T ∗ as the average of these two estimations (indi-
cated by the arrows in Fig. 6a), and we associate to it an
error given by half the difference of these two estimations.
The reason for this is that T ∗ does not correspond to a
sharp phase transition but rather to a crossover, there-
fore one cannot define T ∗ unambiguously. We show the
results for the T ∗ of each sample in Fig. 6c as function of
their inherent structure energy, which is correlated with
the cooling or deposition rate and is a proxy for glass
stability [34, 35]. In spite of the large spread of the data
points, we find that the values of T ∗ are correlated (the
linear correlation coefficient is 0.67) with the logarithm of
the inherent structure energies of the samples, suggesting
that the threshold temperature T ∗ decreases with the in-
herent structure energy (roughly exponentially). Based
on this finding, we suggest that experimental ultrastable
glasses, that typically lie in energy minima below the
ones accessible in our numerical simulations, would see
the anomalies discussed in this work strongly suppressed,
as in that case T ∗ would be extremely low or even absent.
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FIG. 6. Exponential decay of T ∗ with the inherent
structure energy of the samples. (a) Individual long
time values of ∆∞ and ∆∞AB, plotted versus T , for the 10
VD glass samples obtained with δVD = 2 · 10−6. The separa-
tion of ∆∞ and ∆∞AB happens at a strongly sample-dependent
temperature. (b) Averages of ∆∞ and ∆∞AB over samples,
plotted versus T , for different sample preparation protocols,
showing that the average separation temperature depends on
the preparation protocol and decreases for slower protocols.
(c) Values of T ∗ as function of the inherent structure en-
ergy, as extracted sample by sample for the different prepa-
ration protocols (different colors with the same color code as
in panel b), showing a high correlation between EIS and T
∗.
D. Aging and heterogeneity of individual samples
We now investigate in greater detail the behavior of in-
dividual samples in the regime of times and temperatures
where aging dynamics are slow. To this end, in addition
to the mean square displacements defined above, we in-
troduce the displacement of individual particles in two
clones, ui(tw) ∝ |rAi (tw) − rBi (tw)|2, normalized in such
a way that (1/N)
∑
i 〈ui(tw)〉 = 1, and following Ref. [33]
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FIG. 7. Aging behavior of two representative samples.
Values of χAB(tw) (top), and of ∆AB(tw), ∆(2
22 + tw, tw)
(bottom) for two representative VD samples obtained with
δVD = 2 · 10−6, plotted as a function of temperature T for
several values of tw. The two samples (labeled 1 and 9)
have e
(1)
IS = −3.9522 and e(9)IS = −3.9628. Sample 1 dis-
plays no aging besides the one related to the convergence of
∆(222 + tw, tw) to its long time limit at low T and only a
moderate increase of χAB upon lowering temperature. Sam-
ple 9 displays strong aging around its T ∗(9), accompanied by
a large growth of χAB.
we introduce a susceptibility
χAB(tw) =
∑
ij [〈ui(tw)uj(tw)〉 − 〈ui(tw)〉〈uj(tw)〉]∑
i[〈ui(tw)2〉 − 〈ui(tw)〉2]
,
(3)
that is equal to 1 if ui(tw) and uj(tw) are uncorrelated
for all i 6= j, while otherwise it gives an estimate of
the correlation length of particle displacements (raised to
an unknown power). It has been suggested by previous
work [28, 31, 32] that, below the threshold T ∗, the sys-
tem might be “marginally stable”, i.e. characterized by
a diverging correlation length of particle displacements,
and a diverging χAB, also associated to delocalized soft
vibrational modes [40, 41]. However, Ref. [33] found,
in a system similar to ours, that χAB always remains
small, suggesting that the low temperature phase is not
marginally stable.
In Fig. 7 we report the aging behavior of ∆AB(tw) and
χAB(tw) for two individual representative samples, la-
beled as sample 1 and sample 9. In sample 1, we do
not observe aging in either ∆AB(tw) or χAB(tw), which
are independent of tw. The susceptibility displays only
a moderate increase upon decreasing temperature below
T ∗(1), which is consistent with the results of Ref. [33]. In
sample 9, instead, we observe strong aging in ∆AB(tw)
around T ∗(9), and correspondingly the susceptibility in-
6creases by a factor of about 20 at intermediate times and
T ∼ T ∗(9), before relaxing to smaller values at longer
times.
To provide a real space interpretation of these findings,
in Fig. 8 we display snapshots of the displacement field
〈ui(tw)〉, averaged over clones, for the same two repre-
sentative samples, at several values of T and tw. Both
samples display, during the aging, a collective displace-
ment of the upper part of the sample, corresponding to a
global increase of density upon cooling –an effect related
to the existence of a free surface–, as well as clearly vis-
ible localized defects. The main difference between the
two samples is that in sample 9 the surface process leads
to greater displacement between clones, indicating that
this process happens in a more heterogeneous way from
clone to clone, leading to the stronger aging visible in
both ∆AB and χAB. The localized defects are compatible
with those observed in Ref. [33] and lead to a separation
of ∆∞ and ∆∞AB at low temperatures that is not accom-
panied by aging nor by a large χAB. We thus conclude
that the system is not marginally stable below T ∗.
III. DISCUSSION
We have identified, independently for each sample (or
glass basin), a threshold temperature T ∗, located deep
in the glass phase. Around this temperature, the aging
dynamics after a quench becomes slow, and vibrational
heterogeneity is enhanced. Below T ∗, aging dynamics re-
mains slow, and localized defects appear, similar to the
ones reported in Refs. [33, 42]. The threshold, however,
does not correspond to a sharp phase transition and ex-
citations are localized below T ∗.
Our main result is that T ∗ markedly decreases with
decreasing EIS and thus increasing film stability [34, 35].
Hence, ultra-stable glasses with low EIS are also pre-
dicted to display a very low T ∗ and thus remain nor-
mal solids down to extremely low temperatures. Our
results qualitatively agree with previous studies [32, 33],
but they are obtained for non-equilibrium films, formed
through realistically simulated liquid cooling and physi-
cal vapor deposition processes, that sit higher in the en-
ergy landscape [37].
The theoretical interpretation of our findings is chal-
lenging. Localized defects of different nature have been
discussed in the context of glasses, see e.g. [1–7, 43–46],
and our findings could be related to at least some of
those theoretical proposals. Future work should clarify
these connections, both by additional numerical simu-
lations and analytical calculations. The emergence of
slow dynamics at low temperature, accompanied by the
non-trivial change in the vibrations of the particles, is
reminiscent of the mean field scenario where these fea-
tures are consequences of an underlying phase transition,
called the Gardner transition [47, 48], which separates
a high-temperature normal solid and a low-temperature
marginally stable solid. While our results, similarly to
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FIG. 8. Snapshots of the displacement field. The dis-
placement field 〈ui(tw)〉, averaged over clones, is shown for
the same two representative samples as in Fig. 7. For each
particle i, the corresponding displacement is shown as a circle
centered in the particle position, whose area is proportional
to 〈ui(tw)〉. The colors help visualising the largest displace-
ments. Sample 1 displays only localized defects, while sample
9 displays, at intermediate times and T ∼ T ∗(9), a collective
displacement of the upper part of the sample.
the ones of Ref. [33, 42] suggest that no sharp phase
transition takes place in our samples, one could specu-
late that the localized excitations we identified are some
kind of “vestige” of an avoided Gardner-like transition.
Because numerical simulations of hard sphere (colloidal)
glasses are instead consistent with the existence of a
transition [32], it becomes very important to understand
which systems display such a transition and which do not,
and why. This is a very important direction for future
work, both analytical [49–53], numerical [31–33, 42, 54]
and experimental [39, 55].
In conclusion, our observations may explain why some
anomalies characteristic of amorphous solids are sup-
pressed in ultra-stable glasses, but more work is needed
to relate precisely the anomalies observed in our numer-
ically simulated samples to the ones observed in experi-
ments [18–22]. Moreover, finite size effects, and in par-
ticular the dependence of our results on films’ thickness,
remain to be investigated.
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Appendix A: Details of the system
We work with films of a binary mixture of N = 1200,
two-dimensional Lennard-Jones particles of type 1 and
2 (where 1 is more common with concentration χ1 ≡
N1/N ∼ 65%) that interact with a third type of parti-
cles 3 that act as a fixed substrate at the bottom of the
simulation box. The upper boundary in the vertical axis
remains open and we consider periodic boundary condi-
tions in the direction parallel to the substrate. The in-
teraction potential between particles of two species α, β
separated by a distance r is
uα,β(r) = 4α,β
[(σα,β
r
)12
−
(σα,β
r
)6]
, (A1)
for r < rα,βcutoff , and zero otherwise. The cutoff dis-
tances are rα,βcutoff = 2.5σα,β , being the particle diame-
ters, σ11 = 1.0σ, σ22 = 0.88σ, σ33 = 0.6σ, σ12 = 0.8σ,
σ13 = 0.75σ, σ23 = 0.75σ. For the potential we use the
values 11 = 1.0, 22 = 0.5, 33 = 0.1, 12 = 1.5,
13 = 1.0, 23 = 1.0. All quantities in the paper are
shown in Lennard-Jones units, that is: σ,  and mass
m are equal to 1, and time is thus in units of σ
√
m/.
Energies in the paper were measured without shifting
the potential to zero at the cutoff distance, a choice that
has no impact during the simulation considering that up-
dates in the molecular dynamics algorithm only depend
on the derivatives of the interaction potential uα,β(r).
The discrepancies between the inherent structure ener-
gies of this work and the ones shown in Ref. [34] come
from the fact that in the previous work energies were
rescaled to compare configurations with exactly the same
portion of type-1 particles in the bulk. The temperature
is fixed using a Nose´-Hoover thermostat [56] with a tem-
perature damping parameter 100∆t, where the time step
is here ∆t = 0.005. Inherent structural energies were
calculated by minimizing configurations using the FIRE
algorithm with energy and force tolerances of 10−10 [57].
All simulations were performed using LAMMPS [58].
Because 12 is higher than 11 and 22, the most stable
configurations tend to maximize the 1 − 2 interactions,
which, considering that 1 particles are more abundant,
tends to displace the particles of type 1 towards the sur-
face, creating a clear non-homogeneity along the axis per-
pendicular to the substrate. In order to avoid the effect
of these two boundaries, all the quantities computed in
this paper were measured using only the particles in bulk,
which corresponds to the central 60% region (see for ex-
ample the region in between the two horizontal lines in
Fig. 8 of the main text). The number of particles in the
bulk varies from sample to sample, but it remains equal
to Nbulk ∼ 660− 670.
Appendix B: Preparation of glass samples
We prepare glass configurations following two distinct
protocols: slow cooling from the liquid phase (SC) with
two distinct cooling rates δSC = 2·10−4 and δSC = 2·10−9
down to Tf = 0.05, and a protocol mimicking the vapor
deposition (VD) procedure using four different particle-
deposition rates δVD with substrates at different tem-
peratures Ts. The details concerning this protocol can
be found in Ref. [34]; we selected for each deposition
rate δVD the value of Ts that corresponds to the lowest
inherent structure energy of the resulting glass, which
gives Ts = 0.18 at δVD = 2 · 10−3, Ts = 0.16 at
δVD = 2·10−5, Ts = 0.14 at δVD = 2·10−6, and Ts = 0.16
at δVD = 2 · 10−7.
Following each protocol, we prepare Ns independent
glasses (to which we will refer here as samples), each cor-
responding to a distinct glass basin in the energy land-
scape. We have considered Ns = 10 for all the cases
with the exception of the VD glasses obtained with the
slowest particle deposition rate, where only 5 samples
were considered. We define the inherent structure (IS) of
a configuration as the energy minimum that is reached
by minimizing the energy starting from that configura-
tion [59]. The different protocols allow us to produce
glasses with a wide range of inherent structure energies
EIS (Fig. 1b in the main text).
Appendix C: Cloning procedure
To study the vibrational anomalies of a glass basin,
for each of these samples, we create Nc clones, which
8correspond to different configurations of the same glass
state, using the following procedure:
• We first cool the initial configuration instanta-
neously to T = Tclone = 0.05, and let it relax un-
til we observe no more aging in the height of the
plateau (during 214 time steps). This temperature
is chosen because for T < Tclone, EIS becomes in-
dependent of temperature for all the samples, and
furthermore no diffusion is observed at Tclone (with
the exception of the samples prepared by the fastest
cooling and deposition rates, i.e. δSC = 2 ·10−4 and
δVD = 2 · 10−3 respectively, where some diffusion is
still observed at this temperature at long times).
These two observations imply that at Tclone the
configurations are trapped into well-defined glass
basins, which is not always the case at the prepara-
tion temperature (Tf or Ts depending on the proto-
col), where residual diffusion and inherent structure
energy variations are observed in some samples.
• Stable glass configurations obtained at Tclone are
then cloned by performing Nc = 200 short indepen-
dent simulations assigning to each configuration a
set of independent random velocities drawn from
the Maxwell distribution at Tclone, as shown in the
inset of Fig. 1 in the main text. The length of these
simulations is chosen to be longer than the ballistic
regime, to let the particles explore their inner cages
(of average sizes ∆∞). In our case, 210 (the verti-
cal dotted line in Fig. 2a in the main text) satisfied
these requirements for all our samples.
The clones thus represent independent configurations of
a same sample at the cloning temperature Tclone.
Appendix D: Instantaneous quenches in temperature
Now starting from each of these clones, we perform
instantaneous quenches to lower temperatures. That is,
we rescale the velocities of the particles in such a way
that the kinetic energy corresponds to a temperature
T < Tclone, and then we use standard molecular dynamics
to follow the evolution of the system, keeping the tem-
perature fixed by a Nose´-Hoover thermostat [56]. The
initial time corresponds to the time of the quench, and
we call tw the time elapsed since the quench.
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