This paper studies structural identifiability of battery equivalent circuit models. It is shown that the general Randles model structures, both in the continuous and discrete time domains, are locally identifiable. With respect to the battery electrochemical impedance spectroscopy, some conditions are added to the model structures, making them globally identifiable. Finally, numerical simulations are provided to demonstrate the results.
I. Introduction
Safety and reliability of battery systems are two critical factors in the development and commercialization of battery-powered (hybrid) electric vehicles and renewable energies, [29] , [32] . Conventional battery management systems (BMSs) are usually designed based on the voltage, current and temperature measurements, [30] , [47] . However, experimental evidence shows that more information about the battery internal states is required for a satisfactory level of safety and reliability, emphasizing the need for a proper deep monitoring system, [30] , [47] . A wide range of the proposed monitoring systems are based on a model of the battery. There are two widely employed models in the literature: the electrochemical and equivalent circuit models, see [31] and [34] for surveys of these models. The electrochemical models are more accurate but complex; typically consisting of a number of coupled partial differential equations with boundary conditions. In contrast, the equivalent circuit models (ECM) provide less information about the electrochemical reactions, but are much simpler and computationally more efficient. The current paper will be concerned only with ECM and the problem of the parameter identifiability, which will be introduced later.
Authors are with the Department of Engineering Science, University of Oxford, Oxford, OX1 3PJ, UK. Emails: {mahdi.alavi, adam.mahdi, david.howey}@eng.ox.ac.uk Randles in [1] proposed an equivalent circuit model based on the battery impedance information that has been the basis for the design of many BMSs, [7] . A modified version of the Randles model consists of an ohmic resistor, R ∞ , in series with a number of parallel resistors and capacitors, and with a capacitor C w , as shown in Figure 1 . The ohmic resistor R ∞ represents the conduction of charge carriers through electrolyte and metallic conductors. The resistors and capacitors in the parallel pairs represent the charge transfer resistance and the double layer capacitance, respectively, [37] , [38] . The number of parallel R's and C's depends on how many of these pairs are required such that the frequency response of the ECM fits with the battery impedance spectra within the frequency range of interests [35] , [36] , [39] . The capacitor C w , also known as the Warburg term, accounts for the diffusion process, [37] , [38] ; it can also be thought of as the battery state of charge [20] . The identification of Randles models (with different numbers of parallel R's and C's) has recently been the subject of much research [19] - [26] .
The objective of this paper is to study the identifiability of the battery Randles models, that is, whether the model parameters can be quantified from the input-output data. Typically the identifiability problem is divided into two broad areas: the practical and structural identifiability. The practical identifiability considers the practical aspects of the problem that come with real data such as noise and bias [16] .
In studying the structural identifiability, on the other hand, one assumes perfect data (noise-free, rich excitation signal, etc.), and therefore it is, in fact, a data-independent concept. Unidentifiable parameters can be assigned an infinite number of values yet still lead to an identical input-output data. Thus, structural identfiability is a necessary condition for paractical identifiability and parameter estimation. A number of analytical approaches to structural identifiability have been proposed, including Laplace transform (transfer function) [18] , [28] , Taylor series expansion [42] , [44] , similarity transformations [2] , [9] , [14] , [17] , [27] , [43] , [45] , [46] , and differential algebra [11] , [41] . For linear systems it has been shown [2] , [14] , [27] , [46] that controllability and observability properties are closely related with the concept of structural identifiability. For example, it was shown that a single-input single-output linear time-invariant systems are structurally identifiable if and only if its observer canonical form is controllable, [46] . However, controllable and observable systems can still be unidentifiable in the general case [2] .
Recently, there has been a significant interest in the identifiability analysis of battery models [3] - [6] , [12] , [13] , [33] , [40] . In [33] , the structural identifiability of a five-element ECM including two capacitors was discussed by comparing the number of unknown parameters of the transfer function and the circuit. In [3] , the structural indentifiability of a more general nonlinear ECM was analysed based on the observability conditions. The practical identifiability of battery electrochemical models were discussed in [6] , [12] , [13] , [40] . In particular, it was shown that some of the electrochemical model parameters are not identifiable given the typical charge-discharge cycles [12] , [13] , [40] . In [6] it was shown that the shape of the charge-discharge cycles plays a crucial role in the identifiability of battery parameters. The practical identifiability problem of the Randles ECMs have been studied in [4] , [5] , where the authors consider models that include up to two capacitors, and the analysis is based on the Fisher information matrix, [10] , [15] . In [4] , a bound of estimation errors was developed by using the Cramér-Rao theorem.
In [5] a method was proposed to optimally shape the battery cycles and improve the identifiability.
This paper focuses on the structural identifiability of the battery Randles model (see Figure 1 ) in both the continuous and discrete-time domain. It is shown that the ECM given in Figure 1 is globally identifiable for n = 1, and locally identifiable for any finite n > 1. With respect to the battery electrochemical impedance spectroscopy, some real conditions are derived for which the ECM Figure 1 becomes globally identifiable within the defined domain.
The rest of the paper is organized as follows. In section II, the model structures of the Randles circuit Define the battery current as the system input u(t) = i(t) ∈ R, the battery terminal voltage as the system output y(t) = v(t) ∈ R, and the voltages across the internal capacitors as the states vector x(t) =
, and the model parameters as
where θ θ θ typically belongs to some open set D ⊂ R 2n+2 .
A. Continuous-time state-space parametrization
By using the kirchhoff's laws, a continuous-time state-space model structure of the circuit, parametrized by θ θ θ, can be written as:
where
and D(θ) ∈ R are matrices that depend on the parameter vector θ θ θ, and are given by
with Continuous time :
and the circuit's time constants
B. Discrete-time state-space parametrization
With sample time T s and by using the forward approximation, i.e.
a discrete-time state-space model structure of the Randles circuit, parametrized by θ θ θ, can be written as:
where the structure of model's matrices remain unchanged (see (3)), but now he parametrization is:
Discrete time :
Remark 1: With respect to the electrochemical impedance spectroscopy [37] , it is reasonable to assume that τ 1 < τ 2 < · · · < τ n and C 1 < C 2 < · · · < C n which results in: a n < a n−1 < · · · < a 1 , and
In addition, experimental evidence shows that
C. Transfer function parametrization
Since in the continuous-and discrete-time the structure of the state-space models is the same and differ only by the parameterization, the transfer functions, in both cases, is given by:
where p represents either the Laplace (i.e. p = s) or Z-transform (i.e. p = z) operator.
D. Problem statement
Given the model structure (3), (6), or (10), determine whether the unknown parameter vector θ θ θ is structurally identifiable.
III. Main results
First, the concept of structural identifiability is defined rigorously. Then, the local and global structural identifiability problem is studied for a general family of battery systems both in the continuous-and discrete-time domain, which is one of the main results of the paper.
Following [46] the definition of structural identifiability is introduced. For the sake of simplicity, the term 'structural' is often omitted in the rest of the paper. 
where θ θ θ, θ θ θ * ∈ D T . Then, the model structure M is said to be Note that in case when the system is globally identifiable, the unique solutions is θ θ θ = θ θ θ * . If the system is locally identifiable, on the other hand, there always exists a smaller domain D T ′ ⊂ D T , in which it can be thought of as globally identifiable. It is worth mentioning that unidentifiability is quite common, in which case one looks for an identifiable combinations, i.e. a block of parameters that is identifiable despite the unidentifiability of individual parameters.
Remark 2:
Instead of defining the identifiability using the transfer function (see Definition 1), one can use (see [9] , [17] ) the so called coefficient map defined as follows. Consider the normalized (dividing by of the nonzero coefficient) transfer function, that is
and associate to it the following coefficient map c :
Thus, the model structure M is globally identifiable if the coefficient map C T is one-to-one (injective);
locally identifiable if C is many-to-one; and unidentifiable if it is infinitely many-to-one.
The following lemma will be used in the proof of the identifiability of the battery equivalent circuits.
, where a j ∈ R for j = 1, . . . , k and are pairwise different, with the following transfer function
Then the following statements hold.
(a) If k = 1, then the model structure M(k) is globally identifiable.
(b) if k > 1, then then the model structure M(k) is locally identifiable.
Proof 1:
The proof will be divided into two cases k = 1 and k > 1.
Let k = 1. Then, the identifiability equation (11) is given by
, which proves the global identifiability.
Let k > 1. Then, the identifiability equation (11) is given by
We claim that equation (14) admits only finite (more precisely, k! = 1 · 2 · . . . · k) number of solutions. To prove the claim note that (14) is the equality of two rational functions, which is satisfied provided that
Clearly, since the n distinct roots uniquely characterize a polynomial of degree n, and there are k! permutations of k roots of (p + a 1 ). Since by the assumption a j for j = 1, . . . , k are pairwise distinct, the functions 1/(p + a j ) (thought of as functions of the variable p) are linearly independent. Finally, since each side of equation (14) is a linear combination of linearly independent functions, we immediately obtain that b j = b * s j for j = 1, . . . , k. This concludes the proof of the claim and the lemma.
By slightly modifying the proof of the previous lemma (in particular equation (15)) one obtains the following simple important corollary, which will be used in the proof of the main theorem of this section. 
It will be useful to introduce the following definition of the reparametrization (see e.g. [9] ).
Definition 2:
A reparametrization of the model structure M with the coefficient map C T is a map
where Im denotes the image of the map. Moreover, the reparametrization is identifiable if the map C T •R :
The main result of this section and one of the main results of the paper is the following theorem which describes the identifiability of the Randles circuit.
denote the continuous-time (respectively discrete-time) state-space model structures (2) (respectively (6)) with the matrices (3) parametrized by (4) (respectively (7)), where n is the number of parallel RC elements connected in series (see Figure 1) . Then the following conditions hold. 
Now, consider the following transfer function
where θ θ θ a,b = (a 1 , . . . , a n , b 1 , . . . , b n , b w , d) ∈ R 2n+2 and the related coefficient map C T : R 2n+2 → R 2n+3 in the variable θ θ θ a,b (see (13) and Remark 2), where the components of the map are not given here explicitly. By Corollary 1 (see also Lemma 1) the model structure with the transfer function (18) is globally identifiable for n = 1 (the coefficient map C T is one-to-one); and locally identifiable for n > 1 (the coefficient map C T is many-to-one).
Note that the coefficient map C c T can be written as the following composition
where the map R c :
defined by (4), see also Definition 2. Note R c is a one-to-one map with an inverse
Finally, for n = 1, the coefficient map C c T is one-to-one, since the composition of two injective functions is injective. For n > 1, the map C c T is many-to-one, since the composition of a one-to-one function with many-to-one is a many-to-one function. Therefore the model structure M c RC (n) is globally identifiable for n = 1 and locally identifiable for n > 1, which concludes the proof of part (a).
For the model structure M d RC (n) the proof is almost exactly the same as in the continuous case and the details will be omitted.
The identifiability of the family of Randles circuits given in Figure 1 has been considered due to its importance to battery systems. However, after minor modification one obtains the following corollary.
) denote the continuous-time (respectively discrete-time) state-space model structures constructed as before and corresponding to the electric circuit given in Figure 1 with the Warburg term C w eliminated. Then the following conditions hold. 
IV. Simulations
The main result of section III is validated through numerical simulations. Consider a battery modelled by a 6-element Randles circuit as shown in Figure 2 . Based on theorem 1, the model structure (2) (res. (6)) with the matrices (3) parametrized by (4) (res. (7)) is globally identifiable provided conditions (8) and (9) are satisfied. The exact validation of the result requires parameters estimation of the model by using the battery data, i.e., mainly the current and voltage, and a reliable identification methodology, for
⊤ ∈ D that satisfy the conditions (8) and (9), and under any random initial condition. In general, the domain of D could be all positive values in R 6 . These conditions make the exact validation practically impossible. Instead, a test procedure is applied that is similar to the validation methodology in [4] based on the Monte-Carlo simulations.
In this methodology, the following operating point, with respect to the battery impedance spectroscopy literature [37] , is arbitrarily selected.
For identification, a pseudo-random binary sequence (PRBS) signal, as shown in Figure 3(a) , is applied to the battery. The battery voltage, Figure 3(b) , is computed and recorded by using the models in section II. The data are sampled with sampling rate of T s = 0.01s, which is sufficiently smaller than the circuit's time constants.
Remark 3: It should be noted that the determination of the excitation signal, its shape, length, amplitude, frequency, etc., are the subject of practical identifiability which is beyond the subject of this paper as extensively surveyed in section I.
The discrete and continuous time transfer functions of the circuit are identified by using the data and Matlab identification toolbox [8] . The estimation of the circuit parameters is then extracted from the coefficients of the transfer functions by using the inverse mapping technique that is fully discussed in the following subsection. Four scenarios are considered in this study: 1 and 2) the discrete time estimation without and with the measurement noise, and 3 and 4) the continuous time estimation without and with the measurement noise. The measurement noise is a zero mean random number with standard deviation of σ = 10 −5 . Each scenario is repeated for 100 times, every run with a random initial guess of the parameters. Table I shows the means and standard deviations of the estimations. Because of the space limitation, only the probability density functions (PDFs) of the discrete-time identification method with the noisy measurement are shown in Figure 4 .
The results show that the parameters
⊤ are globally structurally identifiable.
However, the estimation error in the continuous-time method is larger, emphasizing the need for either the modification of the identification method or the data. As expected, the estimation error with no measurement noise is much smaller than that of with the noise. In addition, estimation of the Warburg term, C w , is very challenging because of its integral feature in the model structure.
A. Inverse mapping R − R||C − R||C − C circuit
Inverse mapping determines the relationship between the circuit parameters and coefficients of the transfer functions. In this subsection, the inverse mapping of the 6-element Randles model is presented. Table II provides inverse mapping of more Randles models in both the discrete and continuous time domains.
Consider the R − R||C − R||C − C circuit as shown in Figure 2 . By using (10), a general transfer function Table I . 
where q denotes the domain's operator, i.e. q = s in the continuous time domain and q = z in the discrete time domain. The relationships between the coefficients and the circuit parameters are given by
where the parameters a i 's, b i 's, a w , b w and d are those defined in (4) for the continuous and in (7) for the discrete time domains.
Assume that the following transfer function was identified after the identification:
Because the circuit has an integrator, the identification method should be set up such that a pole of the denominator is fixed at q = 0 (respectively at q = 1) in the continuous (respectively in the discrete) time domains. The identification software typically provides this type of flexibilities to fix a number of poles and zeros at certain values, [8] . Then, by using the first equation of (21), (4) and (7), the estimation of R ∞ is given by:R ∞ =f 3 The roots of q 3 +ĝ 2 q 2 +ĝ 1 q +ĝ 0 = 0 areâ 1 andâ 2 , and the one that has been fixed at q = 0 or 1, depending on the domain of operation. By using the condition (8),â 2 <â 1 . From (4) and (7), the estimation of the circuit's time constants are obtained as follows:
From (21) and by using the conditions (8) and (9), the estimations of b 1 , b 2 and b w are obtained by solving the following set of equations
b 2 is inverse of the remaining element of X.
The estimations of the circuit parameters are consequently obtained as follows: 
