RUBRIC is an expert system for full-text information retrieval. The underlying model for RUBRIC's information retrieval process is based upon fuzzy set theory. The RUBRIC developers have compared RUBRIC to the boolean retrieval model, which it subsumes. This study compares RUBRIC to the Vector Space Model for information retrieval, using RUBRIC's own test collection of thirty news articles from the Reuters News Service and their test search for articles which satisfy the information need to find out about "violent acts of terrorism." Results indicate that the vector space model is comparable to RUBRIC for relevant documents, while RUBRIC performs better at retrieving marginally relevant documents.
Introduction
In a series of papers [ToAp 87, ToAp 86, ToAs 85, ToSh 85, ToAs 84, ToSh 83], Richard Tong and others at Advanced Decision Systems Inc. in Mountain View, California have described and developed an expert system for full-text information retrieval. The underlying model for the information retrieval process is based upon fuzzy set theory. The heart of the RUBRIC system is its search for text pattems in documents which form the evidence upon which a relevance ranking of documents to queries is obtained. Much of the system has been tested using a series of thirty news articles from the Reuters News Service. The query most applied to this document set is to search for articles which satisfy the information need to find out about "violent acts of terrorism."
As a summer undergraduate computer science project under the direction of the first author, the second author constructed a simple vector space model Information Retrieval (IR) system [SaMc 83, Chapter 4] incorporating both document and query term weights, and returning a retrieval status value ranking of documents for either the cosine measure or the euclidean distance measure between document and query vectors. The system was tested using the RUBRIC query and document collection to compare the RUBRIC approach with the classical vector space approach to document retrieval.
The RUBRIC Conceptual Framework
The standard Information Retrieval framework attaches descriptive terms to documents, either with associated binary values (0 or 1 for presence or absence of terms) or associated weighted values (between 0 and 1, interpreted as the probability that users seeking a particular document would be searching under that term). For the RUBRIC framework, a finite set of concepts are
This work was performed under the auspices of the Department of Energy under Contract No. De-AC03-76SF00098. Views and conclusions contained in this paper are those of the authors and should not be interpreted as representing the official opinion or policy of the Department of Energy. *Present address: Undergraduate Computer Science program, University of Texas at Austin related to documents to some degree specified by a real number r between 0 and 1 which is called the relevance of a particular document to a specific concept. RUBRIC concepts are built up in a hierarchical fashion from subconcepts, where the leaf nodes of the hierarchy are text patterns or operators on those patterns. Figure 1 gives such a hierarchy for the "violent acts of terrorism" query. Leaf nodes of the request hierarchy arc weighted combinations of text patterns or text adjacency patterns. RUBRIC scans the documents for these text pattern expressions, and uses a methodology ("calculus") to propagate weight values obtained at leaves up through the hierarchy to obtain a single retrieval status value (RSV) (or "relevance") for each document. RUBRIC then returns a ranked list of documents in descending order of possible relevance.
Vector Space Model (VSM)
In the standard vector space model of information retrieval, terms are attached to documents, and the totality of distinct terms (the vocabulary) forms an ordered set for which the presence or absence of terms for a particular document characterizes that document as a vector in the term space of dimension m where m is the total number of distinct index terms in the index vocabulary. In this way the user's information need can be expressed as a query vector of terms in the same vector space. The IR system delivers to the user those documents which are "closest" to the query according to some measure of distance between the document and query vectors. This concept is illustrated with the following Figure 2 which shows 11 documents indexed by 3 terms. Using a dot product similarity measure, the weighted query at the bottom yields a retrieval status value for each document with respect to the query.
Certain independence and term orthogonatity assumptions are implicit in this model; these have been analyzed extensively in [RaWo86, WoZi87] and will not be reviewed here. 
Reuters Document Collection
Figure 3 on the following page lists the 30 Reuters news stories used in many RUBRIC experiments, and which were utilized for our vector space retrieval comparison with RUBRIC. The RUBRIC developers made a priori relevance judgments which divided the collection into three subsets (relevant, marginally relevant, irrelevant) with respect to the "violent acts of terrorism" information request.
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Choosing the Right Vocabulary
In the classical vector space model, vectors are constructed for bibliographic reference document surrogates, which are indexed according to a (usually) fixed index vocabulary. To apply the VSM to full text, the central problem is choice of appropriate vocabulary which specifies the vector space. In boolean full-text systems, all words except common words on a "stop list" are used to form the vocabulary. Thus, the simplest way to select the vocabulary words is to have no selection at all, i.e. to put all the words in the documents into the vocabulary. This method is inefficient because the size --the number of words in the vocabulary (the number of terms in a vector) --equals the number of distinct words in all documents. Moreover, constructing vectors based on all words may yield inaccurate results due to the low resolving power of some words.
In our project, we wrote software to generate a frequency distribution of word frequencies in the document collection. It was our intention to utilize the results of H.P. Luhn on resolving power of significant words to identify the vector space vocabulary. Luhn's work [LUHN 58] showed the relationship of word resolving power and word frequency to be a bell-shaped curve ( Figure  4) ; words with a medium word frequency have the highest resolving power. 
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Our statistical word frequency results (see Figure 5) showed that 2.2% (56 words) of the 2573 distinct words accounted for more than 40% of the total word occurances in the Reuters document collection. Furthermore, 85.7% (2216 words) of the distinct words in the collection occurred less than four times in the entire collection. These word distribution results are similar to those encountered by Maron [MARO 61] in his classic experiments which used the computer for automatic indexing of a collection of 240 technical abstracts from the Proceedings of the IRE.
We chose to discard those words which occurred more than 17 times in the collection or less than 4 times in the collection. The remaining 310 words, which accounted for 24.87 percent of the total word occurrances in the 30 Reuters documents, became the term vocabulary for vector space representation. Moreover, we weighted each document-term pair by the frequency of occurrence of that word within the document. Nothing was done about the effect of different suffix endings of the same word stem. We will retum to the matter of stemming below.
Results
Both the RUBRIC system and the vector space model return a ranking of documents in response to query. In our experiment, we evaluate the retrieval performance of both systems by comparing the ranking of the same collection of documents on the query "violent act of terrorism". From a cursory examination of the 310 word vocabulary, 10 words were chosen to represent the "violent acts of terrorism" query, and given 3 distinct weights between 1 and 10 as follows:
Running this query yields the ranking shown in Figure 6. 
Cosine Similarity Measure Results
Processing the query using the cosine measure, the resulted ranking is remarkably close to the RUBRIC system. The RUBRIC developers put the 30 Reuters documents into three categories --relevant, marginally-relevant, and irrelevant. Out of the nine RUBRIC relevant documents, eight of them are ranked among the nine highest-ranked documents in our vector space model. Only one document, document number 21, which was considered as relevant in the RUBRIC system is given a low rank in our model. Why did document 21 rank so low? The reason emerges if we examine the tail of the word distribution (refer to Figure 5 ). Notice the words kidnapped and kidnappers appear 3 times and once respectively. These words do not appear in the vector space vocabulary and consequently were not put in the query. If word stemming were applied, "kidnap" would rise above the threshold and enter the vocabulary. RUBRIC uses word stemming as an integral part of the system. Indeed, if we artificially add the word "kidnapped" to the vocabulary and to the query with weight 5, the fate of document 21 changes dramatically, rising from rank 29 to rank 13, for the cosine measure. 
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Summary and Conclusions
This project has compared the vector space model retrieval to the RUBRIC expert system. In the process we have rediscovered some fundamental truths about information retrieval. From our study we can conclude the following:
• Normalized vector space measures of similarity are essential to achieving unbiased retrieval results.
• Word stemming is important in constructing a vector space representation for full-text document collections.
• The vector space model using the cosine measure yields comparable results to the RUBRIC expert system for relevant documents. RUBRIC seems to perform better on retrieving marginally relevant documents. Since improvement at the margin is what IR is all about, RUBRIC makes a contribution to advancement of the field.
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