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Sea F un cuerpo de números totalmente real de dimensión d sobre Q,
OF el anillo de enteros y Γ0(I) un subgrupo de congruencia de Hecke de
GL2(R). Para cada ideal primo p en OF , p - I, p un cuadrado en el grupo de
clases estricto sea Tp el operador de Hecke operando en el espacio de formas
cuspidales de Maass en Γ0(I)\GL2(R)d.
El objeto de este trabajo es investigar la distribución conjunta de au-
tovalores de Tp y de los operadores de Casimir Cj en cada componente
arquimedeana de F . Más precisamente, dada una familia Ωt de subconjun-
tos compactos de Rd donde Ωt creciente si t→∞ y un intervalo Ip ⊆ [−2, 2]









donde cr($) es el coeficiente de Fourier de la representación $, Φ(Ip) es la
medida de Sato–Tate de Ip, DF es el discriminante del cuerpo F , Pl denota















En particular, esto dice que hay una infinidad de formas automorfas con
autovalores de Tp en Ip distribuidas según la medida de Sato-Tate del inter-
valo y además con autovalor de Casimir en la región Ωt, distribuidas según
la medida de Plancherel de la región. En el caso de formas holomorfas, la
estimación es muy expĺıcita.
Esto generaliza resultados de Sarnak [Sar87], Serre [Se97], Knightly–Li
[KL08][KL13] y Bruggeman–Miatello [BM13].
Como consecuencia, se obtiene un resultado de equidistribución pesada,
con peso |cr($)|2, de los autovalores de Hecke, complementando resultados
de Serre [Se97] y Knightly-Li [KL08][KL13].
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Let F be a totally real number field, OF the ring of integers and Γ0(I) a
Hecke congruence subgroup of GL2(R). For each prime ideal p in OF , p - I
let Tp be the Hecke operator acting on the space of Maass cusp forms on
Γ0(I)\GL2(R)d.
The goal of this work is to investigate the joint distribution of eigenvalues
of Hecke operators Tp and of the Casimir operators Cj in each archimedean
component of F . More precisely, given a family of compact subsets Ωt of Rd,










where cr($) is the Fourier coefficient of the representation $, Φ(Ip) is the
Sato–Tate measure of Ip, DF is the discriminant of the field F , Pl denotes














In particular, this says that there are infinitely many automorphic forms
with eigenvalues of Tp in Ip distributed according to the Sato-Tate measure
of the interval and furthermore with the Casimir eigenvalue in the given
region Ωt, distributed according to the Plancherel measure of the region.
This generalizes results of Sarnak [Sar87], Serre [Se97], Knightly–Li
[KL08] [KL13] and Bruggeman–Miatello [BM13].
As a consequence, one obtains a result of weighted distribution of the
Hecke eigenvalues, with weights |cr($)|2, complementing results of Knightly-
Li [KL13].
Math. Subject Classification (2010): 11F25, 11F30, 11F41.
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El estudio de las formas automorfas, es decir, de las funciones anaĺıti-
cas reales sobre un grupo de Lie semisimple G que son invariantes por un
subgrupo aritmético Γ de G, es un tema de interés clásico que tiene un rol
central en la teoŕıa espectral de operadores como aśı también en teoŕıa de
números.
Los operadores de Hecke Tp (ver Subsección 2.1.3) definen operadores
normales sobre las formas automorfas cuspidales. Además, existe una base
ortonormal de autofunciones de Hecke del espacio de Hilbert L2(Γ0(N)\h)
(ver Teorema 2.22), donde Γ0(N) denota el subgrupo de Hecke de nivel N .
Los autovalores λ(p) de Tp codifican información aritmética y estad́ıstica
importante, por ejemplo
· el número de formas de representar un entero por una forma cuadrá-
tica dada (e.g. como suma de cuatro cuadrados);
· el número de puntos de una curva eĺıptica Q-racional sobre un cuerpo
finito de p elementos.
La conjetura de Ramanujan implica que |λ(p)| ≤ 2 para cualquier f holo-
morfa cuspidal. Esta conjetura fue probada por Deligne [De73].
Serre [Se68] estudió la distribución asintótica de los autovalores de Hec-
ke λf (p) para f ∈ Sk, el espacio de formas cuspidales holomorfas primitivas
normalizadas de peso k para el grupo modular Γ = SL2(Z). Además, con-
jeturó que para cualquier f ∈ Sk los autovalores λf (p), con p ≤ x cuando









dx si x ∈ [−2, 2].
Esta conjetura es llamada la conjetura de Sato–Tate o el problema hori-
zontal de Sato–Tate. Fue probada por Barnet–Lamb, Geraghty, Harris y
Taylor [BGHT11].
Otro punto de vista es el problema vertical de Sato–Tate, esto es, fijado
el primo p, determinar la distribución de los autovalores de Tp sobre una
familia parametrizada de formas cuspidales, cuando un parámetro (nivel o
peso) tiende a infinito. Este problema ha sido abordado por diversos autores.
Para formas de Maass por Bruggeman [Br78] y Sarnak [Sar87], para for-
mas holomorfas por Serre [Se97] y Conrey–Duke–Farmer [CDF97] y para
formas modulares de Hilbert por Li [Li09], Knightly–Li [KL08] [KL13] y
Bruggeman–Miatello [BM13].
En todos los casos, una de las herramientas principales es una fórmu-
la relativa de la traza o de tipo Kuznetsov, habiendo sido utilizadas di-
versas variantes de esta fórmula debidas a Eichler [E57], Selberg [S56],
1
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Kuznetsov [Ku80], Bruggeman [Br78], Arthur [Ar78] [Ar05] y Petersson
[P32].
Posteriormente, varias versiones de la fórmula de Kuznetsov se han obte-
nido. Mencionamos a Bruggeman–Miatello [BM98][BM13] para el caso de
formas modulares de Hilbert para SL2 sobre un cuerpo de números, a Venka-
tesh [Ve04] para GL2 sobre un cuerpo de números y a Knightly–Li [KL13]
para GL2 sobre Q. Mága [Ma13] obtuvo en 2013 una versión semi-adélica
de dicha fórmula.
En esta tesis abordamos el problema vertical de Sato–Tate para formas
automorfas sobre un cuerpos de números totalmente reales.
Estudiamos la función





la cual suma coeficientes de Fourier cr($) sobre representaciones cuspida-
les de GL2(R)d cuyos autovalores de Casimir y de Hecke son prefijados en
regiones Ωt ⊆ Rd e intervalos Ip ⊆ [−2, 2] respectivamente (ver Subsección
5.3).













donde Φ(Ip) es un múltiplo de la medida de Sato–Tate de Ip (ver (5.12)),
DF es el discriminante del cuerpo F , Pl denota la medida de Plancherel (ver
(5.4)) y V1 = o(Pl) (ver (5.8)) .
En particular, esto dice que hay una infinidad de formas automorfas
con autovalores de Tp en Ip distribuidas según la medida de Sato-Tate del
intervalo y además con autovalor de Casimir en la región Ωt dada para t 0,
distribuidas según la medida de Plancherel de la región (Teorema 5.5). Como
explicamos en el Caṕıtulo 6, este resultado complementa los obtenidos en
[BM13], [KL08], [Li09], [KL13].
El caso clásico de formas cuspidales holomorfas es de especial interés. En
este caso, restringimos las representaciones ⊗dj=1$j al caso en que para toda
j, $j ∈ Ĝ está en la serie discreta y obtenemos un resultado de distribución
asintótico para este caso (Teorema 5.9 y Teorema 5.10).
Como aplicación, obtenemos un resultado de equidistribución pesada
para los autovalores de Hecke (ver Teorema 5.14) que generaliza los obtenidos
en [Se97],[KL08] y [KL13]. Como explicamos en el Caṕıtulo 6, la novedad
respecto a trabajos anteriores, es que nuestras familias de autovalores de
Hecke están parametrizadas por parámetros espectrales.
La tesis está organizada de la siguiente manera.
En el Caṕıtulo 2 damos resultados y nociones conocidas sobre formas
holomorfas y formas de Maass en el sentido clásico, definimos los adeles
sobre Q, las formas automorfas adélicas y los operadores de Hecke. Esto es
para motivar el tema de estudio de esta tesis y que desarrollamos en los
siguientes caṕıtulos.
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Para obtener nuestros resultados, precisamos trabajar en un contexto
adélico: en el Caṕıtulo 3 definimos las formas automorfas sobre los adeles de
F , su correspondencia con las formas clásicas y la acción del grupo de clases
(Sección 3.3).
En el Caṕıtulo 4 definimos los operadores de Hecke Tp y estudiamos
su acción sobre el espacio de formas automorfas cuspidales. En la Subsec-
ción 4.2.2 obtenemos una relación entre los coeficientes de Fourier de las
representaciones $ con los autovalores de Hecke (ver Teorema 4.7) que será
de utilidad esencial en la demostración de nuestro resultado principal.
En el Caṕıtulo 5 se encuentran los resultados principales obtenidos en
la tesis. Los Teoremas 5.4 y 5.5 son sobre distribución asintótica de autova-
lores de Hecke y de Casimir. Como aplicación, obtenemos un resultado de
equidistribución pesada de los autovalores de Hecke (ver Teorema 5.14).
Finalmente, en el Caṕıtulo 6 comparamos nuestros resultados con los




En esta sección fijaremos la notación y los conceptos básicos que usa-
remos a lo largo del texto. En particular, introduciremos las nociones de
formas modulares y formas de Hilbert, desde su versión clásica hasta su
versión adélica, que es la que utilizaremos para obtener los resultados prin-
cipales de esta tesis.
Dividiremos esta sección de la siguiente manera:
1. La teoŕıa clásica de formas modulares: los subgrupos de congruencia,
sus cúspides y la definición de forma automorfa. Definición de los
operadores de Hecke y su estructura.
2. Las formas automorfas como funciones sobre el grupo de adeles de
Q: definición de adeles, grupos de congruencia, adelización de formas
automorfas clásicas. Definición de operadores de Hecke adélicos y su
relación con los operadores de Hecke clásicos.
3. Formas modulares de Hilbert. El caso de cuerpos de números total-
mente reales.
2.1. Formas modulares clásicas
En primer lugar, introduciremos la notación en el sentido clásico que es
como empezó a surgir esta teoŕıa, para luego introducir el caso de cuerpos
de números totalmente reales y las técnicas sobre los adeles.




















Cualquier subgrupo de SL2(Z) que contiene a Γ(N) es llamado subgrupo de
congruencia de nivel N.
Ejemplo 2.2. El ejemplo básico es el grupo Γ(1) = SL2(Z), el cual es
llamado el grupo de congruencia completo o grupo modular.
Ejemplo 2.3. En esta tesis estaremos particularmente interesados en






∈ SL2(Z) : c ≡ 0 (mód N)
}
.
A partir de ahora, nos interesaremos en los subgrupos de Hecke, es decir,
consideramos Γ = Γ0(N).
El grupo GL+2 (R) actúa en el semiplano complejo superior h := {z ∈








entonces g(z) = az+bcz+d . Esta acción se extiende de manera trivial a R∪ {∞},
el cual se identifica con la frontera de h := {z ∈ C : Im(z) ≥ 0}.
Para Γ un subgrupo de congruencia, decimos que dos puntos z1, z2 ∈ h
son Γ-equivalentes si γz1 = z2 para algún γ ∈ Γ.
Definición 2.4. Un subconjunto D de h es un dominio fundamental
para Γ si se cumplen las siguientes condiciones.
(i) D es un subconjunto abierto y conexo de h,
(ii) no hay puntos en D que sean Γ-equivalentes,
(iii) para todo z ∈ h existe un z0 ∈ D tal que γz = z0 con γ ∈ Γ.
Cada g ∈ GL+2 (R) actúa por movimientos ŕıgidos del plano hiperbólico.





6= ± ( 1 00 1 ) en tres clases diferentes
según sus puntos fijos.
(i) Parabólica si g tiene sólo un punto fijo en R∪{∞}⇔ Tr(g)2 = det(g).
(ii) Hiperbólica si g tiene dos puntos fijos en R∪{∞} ⇔ Tr(g)2 > det(g).
(iii) Eĺıptica si g tiene un punto fijo en h y otro en h ⇔ Tr(g)2 < det(g).
Definición 2.5. Se dice que un punto x ∈ R ∪ {∞} es una cúspide de
Γ si existe un elemento parabólico de Γ que fija a x.
Los grupos Fuchsianos (i.e. subgrupos discretos de SL2(R) de covolumen
finito), y los subgrupos de Hecke en particular, tienen un número finito de
cúspides módulo Γ-equivalencia (ver [Iw97, Cap. 2]). Finalmente podemos
definir la noción de función automorfa.
Definición 2.6. Una función f(z) : h → C se dice forma Γ-automorfa
de peso k (o forma automorfa de peso k para Γ) si satisface las siguientes
condiciones:
(i) f(γz) = f(az+bcz+d) = (cz + d)






(ii) f es holomorfa en h; y
(iii) f es holomorfa en todas las cúspides de Γ (ver [Iw97]).
Al espacio de dichas funciones lo denotamos Mk(Γ).
Para f ∈Mk(Γ), donde Γ es un subgrupo de Hecke Γ0(N), tenemos que






Definición 2.7. Una forma Γ-automorfa se dice que es una forma cus-
pidal si a0 = 0 para cada cúspide de Γ. El espacio de formas Γ-cuspidales
de peso k será denotado Sk(Γ).
2.1.1. Series de Eisenstein.
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Proposición 2.9. Las series de Eisenstein E(z, s) convergen absoluta y
uniformemente sobre conjuntos compactos para z = x+ iy ∈ h y Re(s) > 1.
Son anaĺıticas reales en z y anaĺıticas complejas en s. Además, satisfacen
las siguientes propiedades:
(i) Sea ε > 0. Para x = Re(z) ≥ 1 + ε > 1, existe una constante c(ε) tal
que
|E(z, s)− ys| ≤ c(ε)y−ε para todo y ≥ 1.






(iii) ∆E(z, s) = s(1− s)E(z, s).
2.1.2. Formas de Maass. Sea f una función automorfa de peso k pa-
ra Γ0(N). Consideraremos también el caso donde f(z) no es necesariamiente
una función holomorfa para z ∈ h. Este tipo de funciones aparecieron en los
trabajos de Maass [M47], [M49], [M53].
Definición 2.10. Sean N, k ∈ Z con N ≥ 1. Sea ν ∈ C. Fijamos un
carácter χ (mod N). Una forma de Maass de tipo ν de peso k y carácter
χ para Γ0(N) es una función suave f : h → C que satisface las siguientes
condiciones:





∈ Γ0(N), z ∈ h.








+ iky ∂∂x es el ope-
rador de Laplace.







Estamos interesados en las funciones Γ0(N)–automorfas que son de cua-
drado integrables, es decir en el espacio L2(Γ0(N)\h).





formas de Maass de tipo ν es de dimensión finita.
Demostración. Ver [Go15, pág. 71]. 
El operador diferencial ∆k tiene la propiedad de llevar formas automorfas
de peso k en śı mismas. La descomposición espectral de Selberg dice que el




se descompone en formas cuspidales de

















representa el espacio de Hilbert de funciones de cuadrado integrable cuyos




representa todas las funcio-
nes cuadrado integrables que son representables como integrales de series de
Eisenstein. Espećıficamente, sean ηj(z) (j = 1, 2, . . .) una base ortonormal
de formas de Maass para Γ0(N). Como veremos en Teorema 2.22, podemos
tomar cada ηj autofunción de todos los operadores de Hecke.
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es el producto interno de Petersson.
Demostración. Ver [Go15, §3.16]. 
2.1.3. Operadores de Hecke. En términos generales, los operadores
de Hecke son operadores que promedian los valores de una f automorfa sobre
una colección finita de coclases dobles de cierto conjunto.
Definición 2.13. Fijamos un entero k. Para cualquier A ∈ GL+2 (R) el
operador |. está definido en funciones f : h→ C por
(2.3) f|A(z) = (detA)
k/2jA(z)
−kf(Az)





. Llamamos a j−(.) factor de automorf́ıa.






: a, b, c, d ∈ Z, ad− bc = n
}
.
En particular, G1 = SL2(Z). El grupo modular SL2(Z) actúa sobre Gn a
ambos lados y Gn = SL2(Z)Gn = GnSL2(Z).






: ad = n, 0 ≤ b < d
}
es un conjunto completo de representantes de coclases a derecha de Gn,





Demostración. Ver [Iw97]. 
Notar que Rn es un conjunto finito con σ(n) =
∑
d|n d elementos.
Dado k un entero positivo, definimos el operador Tn sobre funciones
f : h→ C por






























: u ∈ Z
}
.
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Teorema 2.15. El operador Tn lleva formas Γ∞-automorfas en formas
Γ∞-automorfas.
A continuación se expresan los coeficientes de Fourier de la forma mo-





donde a(m) son los coeficientes de Fourier de f .
Proposición 2.16. Supongamos que f ∈ Mk(Γ) está dada por (2.9) y










Corolario 2.17. Para n ≥ 1 tenemos





Nos interesa especialmente la estructura del álgebra que generan estos
operadores.





Demostración. Ver [Iw97, Caṕıtulo 6]. 
Corolario 2.19. Para todo m,n ≥ 1 se tiene TmTn = TnTm.





donde µ(d) es la función de Möbius. En particular,
Tmn = TmTn si (m,n) = 1.
Si m = pr y n = p, usando (2.14) obtenemos la fórmula de recurrencia
(2.15) Tpr+1 = TpTpr − pk−1Tpr−1 .
Llamaremos álgebra de Hecke al álgebra H sobre C generada por todos
los operadores de Hecke Tn para n ≥ 1. Por las propiedades enunciadas,
concluimos que H es un álgebra conmutativa generada por los elementos Tp
con p un número primo.
Como generalización del Teorema 2.15 tenemos el siguiente enunciado
para los subgrupos de congruencia Γ0(N).
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Teorema 2.20. Los operadores de Hecke transforman formas automor-






Una propiedad fundamental es que los operadores de Hecke Tn con
(n,N) = 1 son autoadjuntos con respecto al producto interno de Peters-
son. Dadas dos formas automorfas cuspidales f y g se define (ver [KL06b])




Teorema 2.21. Sean f, g ∈ Sk(Γ0(N)) y (n,N) = 1. Entonces
(2.17) 〈Tnf, g〉 = 〈f, Tng〉.
Es decir, el operador Tn es autoadjunto y por lo tanto normal.
Como consecuencia de esto, tenemos el siguiente resultado fundamental.
Teorema 2.22 (Hecke). El espacio de formas cuspidales Sk(Γ0(N)) tie-
ne una base ortonormal F que consiste de autofunciones de todos los ope-
radores de Hecke Tn con (n,N) = 1.
Llamamos autofunción de Hecke a una autofunción f de todos los Tn
con (n,N) = 1. Se dice que una autofunción es normalizada si a(1) = 1. Las
autofunciones con a(1) = 0 son llamadas oldforms, las cuales provienen de
Sk(Γ0(M)) para M |N . Se puede demostrar que Sk(Γ0(N)) tiene una base
ortogonal de autofunciones normalizadas (ver [KL06]).
Proposición 2.23. Si f(z) =
∞∑
m=1
a(m)e2πimz es autofunción de Tn con
coeficiente principal a(1) = 1, entonces Tnf = a(n)f .
2.1.4. Polinomios de Chebyshev. En esta subsección comentare-
mos sobre los polinomios de Chebyshev, los cuales son muy importantes en
nuestro tema ya que interconectan los operadores de Hecke y por lo tanto,
los autovalores de los mismos.
Estos polinomios son muy estudiados en [Se97]. A continuación comen-
tamos algunas de sus propiedades más importantes.
Supongamos que x ∈ [−2, 2]. Entonces x puede ser expresado uńıvoca-
mente de la forma: x = 2 cosϕ para 0 ≤ ϕ ≤ π.
Para x ∈ [−2, 2] y para cualquier entero ` ≥ 0, definimos
X`(x) = e








Tenemos que X`(x) ∈ Z[x] es un polinomio de grado `. Como
sin((`+ 1)ϕ+ ϕ) + sin((`+ 1)ϕ− ϕ) = 2 cosϕ sin(`+ 1)ϕ
estos polinomios verifican la siguiente fórmula recursiva
(2.19) X`+1(x) = xX`(x)−X`−1(x).
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Definición 2.24. Los polinomios X`(x) son conocidos como los polino-







1− x24 dx si x ∈ [−2, 2],
0 otros x
la medida de Sato-Tate.















lo cual implica el siguiente resultado
Proposición 2.26. Los polinomios de Chebyshev son ortonormales con





Es sabido que el álgebra de Hecke está generada por los Tp y los polino-
mios de Chebyshev nos permiten relacionar los Tp` con los Tp.
Proposición 2.27. Los operadores de Hecke cumplen la siguiente rela-
ción
(2.22) Tp` = X`(Tp) para todo ` ∈ N0.
Demostración. Por definición TpTp` = Tp`+1 + Tp`−1 , es decir Tp`+1 =
TpTp` − Tp`−1 . La proposición sigue de la fórmula de recurrencia (2.19) e
inducción.

Como consecuencia inmediata de lo anterior, tenemos
Corolario 2.28. Sea f autofunción de Hecke con autovalor λp,f . Los
autovalores de Hecke están relacionados por los polinomios de Chebyshev
(2.23) λp`,f = X`(λp,f ).
2.2. Formas automorfas sobre el grupo de adeles
En esta sección definiremos las formas automorfas sobre el grupo de ade-
les y veremos el procedimiento estándar para adelizar una forma automorfa
clásica, esto es, asociarle una forma cuspidal adélica. Además, veremos cómo
se define el álgebra de Hecke en este caso, y la conmutatividad entre las ope-
raciones de adelización y la actuación de los operadores de Hecke. Todo esto
lo haremos sobre Q que es el caso base y el más estudiado. Luego, lo gene-
ralizaremos al caso de cuerpos de números totalmente reales. Algunos de los
textos de referencia para estos tópicos son [GoHu1], [GoHu2], [Bu97] y
[Ge75].
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2.2.1. Adeles sobre Q. Definimos a continuación los cuerpos p-ádi-
cos y los adeles sobre Q.
El cuerpo de los números racionales Q tiene el clásico valor absoluto
arquimedeano que denotamos |.|∞. Además, para cada primo p podemos
definir los valores absolutos |.|p como sigue. Dado x ∈ Q con x = pk mn con
p - mn y k ∈ Z, definimos |x|p = |pk mn |p = p
−k.
Teorema 2.29 (Ostrowski). Cualquier valor absoluto sobre Q es equi-
valente a |.|∞ o a |.|p para algún p primo.
La completación de Q con respecto al valor absoluto |.|∞ es R. Para p un
número primo, la completación de Q con respecto al valor absoluto p-ádico
|.|p es denotada Qp y la llamamos cuerpo p-ádico.
Definición 2.30. Llamaremos anillo de enteros p-ádicos a los elementos
x ∈ Qp que satisfacen |x|p ≤ 1. A este anillo lo denotamos Zp. Éste es un
anillo local con ideal maximal p := {x ∈ Zp : |x|p < 1}. Es fácil ver que
p = pZp.
Formalmente, el anillo de adeles sobre Q es el anillo determinado por el





donde casi todas (i.e. todas salvo una cantidad finitas) las componentes en
el producto son iguales a Zp.
Definición 2.31. El anillo de adeles sobre Q, denotado AQ, está definido
como
AQ = {{x∞, x2, x3, . . .} : xp ∈ Qp ∀p ≤ ∞, xp ∈ Zp para casi todo p} ,
donde la suma y el producto entre x = {x∞, x2, x3, . . .} y x′ = {x′∞, x′2, x′3, . . .}
en AQ están dadas por
x+ x′ = {x∞ + x′∞, x2 + x′2, x3 + x′3, . . .},
x.x′ = {x∞.x′∞, x2.x′2, x3.x′3, . . .}.




{x∞, x2, x3, . . .} : xp ∈ Q×p ∀p ≤ ∞, xp ∈ Z×p para casi todo p
}
.
Notar que Q se incluye diagonalmente en AQ como
x 7→ {x, x, x, . . .}.
Esto a su vez induce el embedding de GL2(Q) en GL2(A), el cual tiene
imagen discreta.
Definición 2.32. El anillo de adeles finitos Af sobre Q está definido
por
Af = {{x2, x3, . . .} : xp ∈ Qp ∀p <∞, xp ∈ Zp para casi todo p},
mientras que los ideles finitos sobre Q están definido por
A×f = {{x2, x3, . . .} : xp ∈ Q
×
p ∀p <∞, xp ∈ Z×p para casi todo p}.
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El embedding natural de Af en AQ está dado por
{x2, x3, . . .} 7→ {0, x2, x3, . . .}.
De manera similar, tenemos el embedding de A×f en A
×
Q dado por
{x2, x3, . . .} 7→ {1, x2, x3, . . .}.
Hablando sin total rigurosidad, una forma automorfa adélica es una fun-
ción φ : GL2(AQ) → C que satisface ciertas condiciones adicionales: ‘suavi-
dad’, ‘crecimiento moderado’, ‘ser K-finita a derecha’ y ‘ser Z(U(g))-finita’.
Ahora procedemos a definir cada uno de ellas.
Definición 2.33. (Suavidad) Una función φ : GL2(AQ) → C se dice
que es suave si para todo g0 ∈ GL2(AQ), existe un entorno abierto U de g0
en GL2(AQ) y una función suave φU∞ : GL2(R)→ C tal que φ(g) = φU∞(g∞)






∈ GL2(AQ) donde a = {a∞, a2, . . . }, b = {b∞, b2, . . . },





máx{|av|v, |bv|v, |cv|v, |dv|v, |avdv − bvcv|−1v }.
Definición 2.34. (Crecimiento moderado) Decimos que una función
φ : GL2(Q)\GL2(AQ)→ C es de crecimiento moderado si existen constantes
B,C > 0 tales que |φ(g)|C < C‖g‖B para toda g ∈ GL2(AQ).
Definición 2.35. (K-finitud) Sea K = O2(R)
∏
p GL2(Zp) el subgrupo
compacto maximal de GL2(AQ). Una función φ : GL2(Q)\GL2(AQ) → C
se dice que es K-finita a derecha si el conjunto {φ(gk)|k ∈ K} genera un
espacio finito dimensional.
Definición 2.36. (Z(U(g))-finitud) Denotamos Z(U(g)) al centro del
álgebra universal envolvente de g = gl2(C). Se dice que una función suave
φ : GL2(Q)\GL2(AQ) → C es Z(U(g))-finita si el conjunto {Dφ(g)|D ∈
Z(U(g))} genera un espacio vectorial finito dimensional.
Definición 2.37. (Carácter de Hecke) Un carácter de Hecke de AQ está
definido como un homomorfismo continuo ω : Q×\A×Q → C×. Un carácter
de Hecke se dice unitario si todos sus valores tienen valor absoluto 1.
Un carácter de Hecke unitario está caracterizado por las siguientes cuatro
propiedades:
(i) ω(gg′) = ω(g)ω(g′) para todos g, g′ ∈ A×Q;
(ii) ω(γg) = ω(g) para todos γ ∈ Q× y g ∈ A×Q;
(iii) ω es continuo en (1, 1, 1, . . . );
(iv) |ω|C = 1.
Definición 2.38. (Forma automorfa adélica con carácter central) Fija-
mos un carácter de Hecke ω : Q×\A×Q → C×. Una forma automorfa para
GL2(AQ) con carácter central ω es una función suave φ : GL2(AQ)→ C que
satisface
(i) φ(γg) = φ(g) para todo g ∈ GL2(AQ) y γ ∈ GL2(Q);
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(ii) φ(zg) = ω(z)φ(g) para todo g ∈ GL2(AQ) y z ∈ A×Q;
(iii) φ es K-finita a derecha;
(iv) φ es Z(U(g))-finita;
(v) φ es de crecimiento moderado.
Definición 2.39. (Forma automorfa adélica cuspidal) Una forma auto-






















, . . .}.
A continuación describiremos la relación entre las formas modulares cus-
pidales clásicas y las adélicas. Para la buena definición de la forma automorfa
adélica utilizamos el teorema de aproximación fuerte (TAF) para GL2 sobre
Q.
Teorema 2.40. Cualquier matriz de GL2(AQ) se puede escribir de la
siguiente manera:








K ′p es cualquier elección de subgrupo compacto abierto de Kp := GL2(Zp)
tal que K ′p = GL2(Zp) para casi todo p.
En particular, uno puede tomar







∈ Kp : c ≡ 0 (N)
}
para cualquier N entero positivo.
El análogo del Teorema 2.40 para GL1 es





Por (2.27) tenemos que cada carácter de (Z/NZ)× determina un carácter
de A×Q trivial sobre Q
×. Llamamos ψ al carácter de (Z/NZ)×. Entonces ψ
determina un carácter ψp de Z×p por composición con el homomorfismo na-
tural de Z×p a (Z/NZ)×. El producto
∏
p<∞ ψp da un carácter de
∏
p<∞ Z×p ,
por lo tanto, un carácter de A× trivial sobre Q×.
Sea f ∈ Sk(Γ0(N)). Usando el Teorema 2.40 y el carácter de Kf que en





7→ ψp(d), podemos definir una función φf (g) sobre
GL2(AQ) por
(2.28) φf (g) = f(g∞(i))j(g∞, i)
−kψ(k0)
para g = γg∞k0 y
∏





Usando el Teorema 2.40 podemos obtener la siguiente proposición que
relaciona las formas automorfas clásicas con las adélicas.
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Proposición 2.41. La asignación anterior f 7→ φf da un isomorfismo
entre Sk(Γ0(N)) y el espacio de funciones ψ sobre GL2(A) que satisfacen
las siguientes condiciones:
(i) φ(γg) = φ(g) para toda γ ∈ GL2(Q);
(ii) φ(gk0) = φ(g)ψ(k0) para todo k0 ∈
∏
KNp ;






(iv) vista como función sobre GL+2 (R), φ es autofunción del operador de
Laplace–Beltrami








(v) φ(zg) = φ(gz) = ψ(z)φ(g) para todo z ∈ ZA;
(vi) φ es de crecimiento moderado, es decir, para todo c > 0 y un sub-









para todo g ∈ K y a ∈ A× con |a| > c .









dx = 0 para casi todo g.
2.2.2. Operadores de Hecke adélicos. En esta sección veremos la
versión adélica de los operadores de Hecke definidos en la Subsección 2.1.3
y su relación con los operadores de Hecke clásicos.
Sea Γ = Γ0(N) y p un primo que no divide a N . Tomamos K
N
p = Kp =





























Si φ es una función sobre GL2(AQ) invariante a derecha por Kp, usamos
T̃pφ := φ ∗ χHp para denotar la convolución sobre GL2(Qp) de φ con la
función caracteŕıstica de Hp.













−1T̃pφ = φTpf .
Demostración. Ver [Ge75, Lema 3.7]. 
Este lema nos dice que, dada f ∈ Sk(Γ0(N)), las acciones de adelizar y
hacer operar el álgebra de Hecke conmutan.
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2.3. Formas modulares de Hilbert
En los siguientes caṕıtulos trabajaremos con formas de Hilbert sobre
cuerpos de números totalmente reales. Aqúı daremos la definición de las
formas holomorfas de Hilbert. En el Caṕıtulo 3 daremos las formas de Maass
y la teoŕıa de Hecke adélica para este caso.
Sea F un cuerpo de números totalmente real (i.e. todas sus inmersiones
son reales) de grado d = [F : Q], y sea OF su anillo de enteros. Denotamos
O×F al grupo de unidades y (O
×
F )
+ al subgrupo de unidades totalmente
positivas (i.e. positivo en todas las inmersiones).
Los lugares arquimedeanos de F serán denotados por v y los lugares no
arquimedeanos por p. También escribiremos v | ∞ y p < ∞ para referirnos
a lugares arquimedeanos y no arquimedeanos respectivamente. Denotamos
por GL2(F ) el grupo de matrices 2× 2 inversibles con coeficientes en F .
Definición 2.43. Sea I un ideal entero de F . El subgrupo de congruencia






: a, b, c, d ∈ OF , c ≡ 0 (mód I)
}
.
Definición 2.44. Para z = (z1, . . . , zd) ∈ hd, a, b, c, d ∈ Rd, k =






∈ GL+2 (R)d y una función
f : hd → C, definimos








(b) el factor de automorf́ıa





(c) el operador barra ·|k
(f |kg)(z) := j(g, z)−kf(gz) = det(g)k/2(cz + d)−kf(gz)
donde (cz + d)k =
∏d
i=1(cizi + di)




Para toda g, h ∈ GL2(F ) y z ∈ hd → C se tiene que j(gh, z) =
j(g, hz)j(h, z) y f |k(gh) = (f |kg)|kh.
Definición 2.45. Una forma modular de Hilbert de peso k para un
grupo Γ con carácter χ es una función holomorfa f : hd → C que satisface
f |kγ = χ(γ)f para todo γ ∈ Γ. El espacio de tales formas será denotado por
Mk(Γ, χ).











es un ideal de F , y denotamos por (ad)′ su dual.
2.3. FORMAS MODULARES DE HILBERT 17
Proposición 2.46. (Expansión de Fourier) Sea f ∈ Mk(Γ). Entonces








i xi y ar = 0 salvo que r
(i) ≥ 0 para todo i. Además, si








f(z) e−2πiS(rx) dx1 . . . dxd.
Demostración. Ver [Ga90, §1.2]. 
Observación 2.47. Todos o ninguno de los conjugados r(i) de r son
iguales a 0. Por eso la expansión de Fourier de f tiene un término constan-
te a0 (que podŕıa ser cero) y todos los otros coeficientes ar pertenecen a
elementos totalmente positivos r ∈ (ad)′.
Observación 2.48. La condición [F : Q] > 1 es crucial para la vali-
dez de la proposición anterior. En el caso F = Q, podŕıamos necesitar un
requerimiento adicional de que f sea regular en las cúspides. Esto significa
que no haya coeficientes de Fourier ar no nulos, para r = (r1, . . . , rd) con
algún ri < 0. Si [F : Q] > 1, el principio de Koecher garantiza que este
requerimiento de regularidad se satisface automáticamente.
Definición 2.49. Una forma modular de Hilbert f ∈ Mk(Γ) se dice
forma cuspidal si para toda γ ∈ GL+2 (F ) el término constante en la expan-
sión de Fourier de f |kγ se anula. El espacio de tales formas será denotado
por Sk(Γ, χ).
Proposición 2.50. Las siguientes afirmaciones son válidas.
(i) Las formas modulares de Hilbert de peso 0 con carácter trivial son
constantes, i.e. M0(Γ) = C y S0(Γ) = {0}.
(ii) Las formas modulares de Hilbert con carácter trivial que no son cus-
pidales existen sólo para peso paralelo, i.e., para k1 = · · · = kn. En
otras palabras, Mk(Γ) = Sk(Γ) si k no es paralelo.
(iii) Una condición necesaria para la existencia de una forma modular







para toda ( a 00 a ) ∈ Γ, donde sign(a) = (sign(a(1)), . . . , sign(a(n))).
Demostración. Los incisos (i) y (ii) se pueden encontrar [EF90, Cap.
I, §4]. Para el inciso (iii), ver [Geb09, pág 12]. 

Caṕıtulo 3
Formas de Hilbert adélicas
En este caṕıtulo definiremos las formas de Hilbert adélicas, su relación
con las formas clásicas y la acción del grupo de clases.
3.1. Notación
Sea F un cuerpo de números totalmente real de dimensión d sobre Q,
es decir [F : Q] = d. Para cada i = 1, . . . , d, sean σ(i) los embeddings de
F en R. Denotamos Fσ(i) ∼= R a las completaciones de F respecto a cada




Denotamos OF al anillo de enteros de F . Para cada ideal primo p de OF
llamamos Fp y Op a la completación p–ádica de F y de OF respectivamente.
Llamamos AF al anillo de adeles de F , A×F el grupo de unidades de AF
















Fp donde Fp = OF para casi todo p <∞.
Tenemos las siguientes inmersiones naturales de F en AF :
i :F → AF , x 7→ {x, x, x, . . .} (la inmersión diagonal);
i∞ :F → AF , x 7→ {x∞, 1, 1, . . .} (la inmersión infinito);
if :F → AF , x 7→ {1∞, x, x, . . .} (la inmersión finita).
Denotamos CF al grupo de clases de ideales de F , es decir, CF = IF /PF
donde IF denota el grupo de ideales fraccionarios de F y PF el subgrupo de
ideales principales. Éste es un grupo abeliano finito con cardinal hF , llamado
número de clases de F . De manera similar, consideramos el grupo de clases




F es el grupo de ideales
principales generado por elementos totalmente positivos (i.e. elementos de
F que en todos sus embeddings reales son positivos). Esta vez, el cardinal
C+F será denotado por h
+
F y llamado número de clase estricto de F .
A cada ideal fraccionario I de F podemos asociarle un idele πI ∈ A×F
que en cada lugar no arquimedeano tenga la misma valuación que I (esto es,
vp(πI) = vp(I) para todo p < ∞) y sea 1 en los lugares ∞. Notar que este
idele es único salvo unidades. Nosotros fijamos dicho idele correspondiente
y lo denotamos πI.
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También fijamos representantes a1, . . . , ah+ del grupo de clases C+F donde
aj es un ideal entero para todo j ∈ {1, . . . , h+} y sus correspondientes ideles
asociados πa1 , . . . , πah+ . Como representante de la identidad en C
+
F elegimos
a OF y el idele asociado πO = i(1) = {1, 1, 1, . . . }.
Definimos a continuación ciertos subgrupos de GL2(R)d. Dados x =
(x1, . . . , xd) ∈ Rd, y = (y1, . . . , yd) ∈ (R×)d para j = 1, . . . , d, y θ =


















































N = {n(x) : x ∈ Rd},
A = {a(y) : y ∈ (R×)d}, y
K = {k(θ) : θ ∈ Rd}.
El centro Z de GL2 es el conjunto
Z = {( z 00 z ) : z ∈ (R
×)d}.
Notar que Z ' (R>0)d × {±1}d.
Tenemos la siguiente igualdad GL2(R)d = ZNAK.
3.1.1. Subgrupos de congruencia. Definimos a continuación cier-
tos subgrupos de congruencia de GL2(Af ), la parte finita de GL2(A). Dados
I un ideal fraccionario y a un ideal entero de F , para cada lugar finito v de
F , sea





: ad− bc ∈ O×v , c ∈ Iva−1v , b ∈ av
}
.
Sea K0(I, a) =
∏
vK0,v(Iv, av) nuestro subgrupo de congruencia finito.
Como caso particular, si a = O, abreviamos K0(I) en lugar de K0(I,O).
Observación 3.1. Sobre Q, uno sólo necesita considerar av = Ov. En
el caso general, la inclusión de av es necesaria para trabajar con cuerpos de
números con número de clase mayor que 1.
También necesitamos definir ciertos grupos de congruencia clásicos. Sea
(3.2) Γ0(I, a) = GL2(F ) ∩K0(I, a)
donde la intersección se toma en GL2(AF )f , es decir Γ0(I, a) es el subgrupo













(3.4) ΓN (I, a) = N(F ) ∩ Γ0(I, a).
Este subgrupo será usado para la expansión de Fourier de formas automorfas.
Observación 3.2. Para a = O, tenemos que Γ0(I,O) es el subgrupo de
Hecke Γ0(I).
Haremos uso del siguiente teorema de aproximación fuerte para el caso de
cuerpos de números con número de clases estricto h+ (narrow class number).
Teorema 3.3 (Aproximación Fuerte). Tenemos las siguientes descom-
posiciones






















donde Kf es cualquier subgrupo compacto abierto de GL2(Af ).
Demostración. Ver [Geer88]. 
Observación 3.4. Notar la diferencia con el Teorema 2.40.
Si χv es un carácter ramificado (es decir, que χv(u) 6= 1 para algún
u ∈ O×v ) de F×v con conductor que divide a Iv, éste induce un carácter (que







Si χf es un carácter de A×F,f con conductor (global) que divide a Iv, deno-










Dado q ∈ Zd, consideramos el carácter unitario φq de O2(R)d dado por
(3.7) φq(k(θ)) = e




Consideramos formas automorfas sobre GL2(R)d donde el centro actuará





















donde ξ := (ξ1, . . . , ξd) ∈ {0, 1}d.
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Elegimos un conjunto P de representantes de las clases de Γ-equivalencia
de las cúspides de Γ.
Como representante de la cúspide ∞ tomamos al ∞. Para cada cúspide
κ ∈ P elegimos gκ ∈ GL2(F ) tal que κ = gκ∞. Para la cúspide κ = ∞
elegimos g∞ = Id.
3.2. Relación entre formas de Hilbert clásicas y adélicas
En esta sección daremos una correspondencia entre las formas de Hilbert
clásicas y las adélicas, análogo a lo hecho en la Proposición 2.41.
El espacio GL2(F )\GL2(AF )/K0(I) tiene h+ componentes conexas pa-
rametrizadas por el grupo de clases estricto

























ii) f (γg ( z 00 z ) k∞kf ) = f(g)φq(k∞)χf (kf ) para γ ∈ i(GL2(F )), z ∈ F×∞,
















ii) f(γgk) = χf (γ)
−1f(g)φq(k) para γ ∈ Γ0(I, a), k ∈ K∞ donde φq es
el carácter unitario del grupo compacto K∞ definido en (3.7).





















mos una aplicación Φ(f) = (faj )
h+
j=1 donde faj está definida para cada
j = 1, . . . , h+ por













, esto es, faj cumple
faj (γgk) = χf (γ)
−1f(g)φq(k) para γ ∈ Γ0(I, aj) y k ∈ K∞.
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Por la definición de faj tenemos








Como γ tiene sólo componentes en el infinito tenemos











Como f es invariante a izquierda por GL2(F ), tenemos que













































pues b ∈ aj , y por lo tanto bπaj ∈ Ov para todo v y además c ∈ a−1j I por lo
que cπaj ∈ Iv para todo v. Luego,

















= faj (g)χf (γ)
−1.





































donde γ ∈ GL2(F ), g∞ ∈ GL2(F∞), k∞ ∈ K∞ y k0 ∈ K0(I).
No es dif́ıcil chequear que ambas correspondencias son una la inversa de
la otra, con lo que probamos el isomorfismo. 
Debido a esta biyección, podemos asociar a cada forma automorfa adéli-











indexadas por el grupo de clases estricto de F :
f = (faj )
h+
j=1.
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3.3. Acción del grupo de clases
En esta sección describimos la acción de los elementos de Z(AF ) en las
componentes del espacio GL2(F )\GL2(AF )/K0(I).
Utilizaremos el siguiente teorema, el cual es consecuencia de aproxima-
ción fuerte para SL2.
Teorema 3.6. Sea K un subgrupo compacto abierto de SL2(AF,f ). Se
tiene
(3.11) SL2(AF,f ) = if (SL2(F ))K.
Sean g∞ ∈ GL2(F∞), a y b ideales fraccionarios de F y πa, πb sus ideles





























para algún kγ ∈ K0(I) y γ ∈ GL2(F ).





lleva la componente a a la com-
ponente ab2. Esta acción del grupo de clases será muy útil para nuestros
cálculos posteriores, por lo que es útil describir los elementos γ ∈ GL2(F )
que aparecen en (3.12). En [Ve04, §6], se muestra que











Denotamos por Γ(a→ ab2) al conjunto {γ : γ que satisface (3.13)}. Pa-
ra cada γ ∈ Γ(a → ab2) denotamos por kγ al elemento de K0(I) definido
por (3.13). Ahora fijamos un elemento γa→ab2 ∈ Γ(a→ ab
2).
Entonces, esta acción del grupo de clases sobre las componentes co-
nexas del espacio GL2(F )\GL2(AF )/K0(I) se traduce en una acción de















sobre f como z.f . Tenemos que
(3.14) (z.f)a(g∞) = χ(πb)
2χf (kγa→ab2 )fab2(γa→ab2g∞),






























= χ(π2b)fab2(i∞(γa→ab2)g∞)χf (kγa→ab2 ).
En la segunda igualdad usamos (3.12).
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: a ∈ b, b ∈ ab, c ∈ a−1b−1I, d ∈ b−1, ad− bc ∈ O×F
}
.
















El conjunto PF es comúnmente llamado la celda pequeña de Bruhat, mientras
que CF es la celda grande de Bruhat.
Observación 3.8. El conjunto Γ(a → ab2) está contenido en la celda






con ad ∈ O×F , a ∈ b, d ∈ b−1. Estamos diciendo entonces que el
inverso de a está en b−1, pues ad = u ∈ O×F . Entonces a−1b ⊆ O ⇒ b ⊆




A continuación definimos los operadores de Hecke adélicos y luego tra-
ducimos su acción sobre las componentes clásicas de la función dada.
4.1. Operadores de Hecke
Sea p un ideal primo en OF tal que p - I. Sean Fp, Op, las completaciones
de F y O respectivamente. Sea πp el uniformizador del anillo local Op y sea











(ver por ejemplo [Bu97, §4.6]).




y g ∈ GL2(AF ), definimos


















Como estamos interesados en las componentes clásicas de dichas funcio-


























































= if (γβ,s)kγβ,s ,
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Esto expresa a (Tp`f)a en términos de fap` .
Por lo visto en la Sección 3.3, si p es un cuadrado en el grupo de clases
estricto, es decir, si existe solución en el grupo de clases a la ecuación
(4.6) [p][b]2 = [1],
podemos volver de la componente ap` a la componente a.
Trabajamos a partir de ahora con ideales primos p que sean cuadrados
en el grupo de clases estricto. Sea b un ideal entero que sea solución a
la ecuación (4.6) y es decir, tal que pb2 = 〈ηp,b〉, donde ηp,b〉 ∈ OF y es
totalmente positivo.
Notar que para cada ` ≥ 1 tenemos p`(b`)2 = 〈η`p,b〉.
Queremos estudiar los representantes del operador de Hecke en las for-
mas de Hilbert clásicas una vez que actuó el centro, es decir, las matrices de

































































donde γβ,s ∈ (SL2(F ))d y kγβ,s ∈ K0(I, a) (con abuso de notación).





















































. Como b2`p` =
〈η`p,b〉, se tiene π2`b π`p = if (η`p,b)u para algún u ∈
∏



























Por (3.14), si reemplazamos la expresión anterior en (4.5) obtenemos el
siguiente resultado.










































































































Será de utilidad estudiar las matrices γβ,s ∈ SL2(F ) que aparecen en la
ecuación (4.7) al hacer aproximación fuerte en SL2(Af ).
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Hacemos distinción de dos casos: cuando psb` es principal y aquellos
casos en los que no.
Si s ∈ {0, 1, . . . , `} es tal que psb` es principal, entonces podemos tomar






































En el caso en que psb` no es principal, podemos obtener información de




















































































































































∩ if (GL2(F )) ∈ ΓN (I, ap−s/ap`−2s)



























ad − bc = u ∈ O×F , y α ∈ ap−s/ap`−2s. Notar que vp(as) = s + vp(b`) y
para los primos q que dividen a b`, q 6= p, vq(as) = vq(b`) y como psb` no es
principal, as no puede tener valuación 0 en todos los otros primos.
Antes de reemplazar esto en la Proposición 4.1 podemos decir un poco
más sobre (4.15).
Lema 4.2. Sea γα,s como en (4.15). Entonces
(4.16) γα,s = γ̃α,spα,s
donde γ̃α,s ∈ Γ0(I, ap`b2`) y pα,s es un elemento parabólico.
Demostración. Si c = 0 entonces no hay nada que probar.
Supongamos ahora que c 6= 0. Observamos que a 6= 0 pues si a = 0
entonces bc = u lo que contradice a bc ∈ I. Como a ∈ psb` y c ∈ a−1b−`ps−`I



















∈ Γ0(I, ap`b2`). 


















donde as ∈ psb`.
Demostración. Reemplazando en la Proposición 4.1 lo obtenido en
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conjuga elementos de Γ0(I, ap
`b2) en



































donde γ̃ ∈ Γ0(I, a). Esto, junto a la descripción dada sobre pα,s demuestra
la proposición. 
4.2. Relación entre términos de Fourier y autovalores de Hecke
Nuestro siguiente objetivo es relacionar los términos de Fourier de (Tp`f)a
con los de fa.
4.2.1. Coeficientes de Fourier. En [BM09, §2.2, §2.3], se normali-
zan los términos de Fourier de las formas automorfas en la cúspide ∞. Esta
normalización será utilizada para nuestros resultados.
Para cualquier r ∈ Rd definimos el carácter χr de N dado por
(4.18) χr(n(x)) = e
2πiS(rx).
donde la función S : Rd → R está dada por S(x) =
∑
j xj es tal que extiende
a la función TrF/Q : F → Q.
Toda función continua f sobre GL2(R)d que satisface f(γg) = χ(d)f(g)






















j )f para 1 ≤ j ≤ d con
νj ∈ C donde Cj denota el operador de Casimir en el j-ésimo factor de G,
los términos de Fourier Frf son también autofunciones de los operadores
de Casimir. Esto, junto con la condición de crecimiento: para cada cúspide
κ ∈ P, f(gκa(y)g) = O(N(y)a) cuando y → ∞ para algún a que depende
de f y κ, implica para r 6= 0 que el término de Fourier Frf es un múltiplo
de la siguiente función
(4.21) Wq(r, ν;na(y)k) := χr(n)φq(k)
d∏
j=1
Wqj sign(rj)/2,νj (4π|rj |yj),
donde Wqj sign(rj)/2,νj es la función de Whittaker.
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Debido a la estructura de las representaciones automorfas de cuadrado
integrable $ = ⊗j$j se puede conseguir una base ortogonal (ψ$,q) del
espacio de Hilbert asociado a $.
Definición 4.4. Definimos el inverso del diferente de OF sobre Z como
(4.22) d−1 = {x ∈ F : S(xξ) ∈ Z para todo ξ ∈ OF }.
Este es un ideal fraccionario en F .
Definimos los coeficientes de Fourier cr($) de $ con orden r ∈ d−1 por
(4.23) Frψ$,q(g) = c
r($)dr(q, ν$)Wq(r, ν$; g)
para q ∈ Zd un peso en $ donde













4.2.2. Relación entre coeficientes de Fourier.
Proposición 4.5. Para s = 0, 1, . . . , ` sea
















con as ∈ psb. La función f (s) es ΓN (I, a)–invariante a izquierda y sus térmi-



















si r ∈ psa−1d−1,
0 otros r.
Demostración. Veamos que f (s) es ΓN (I, a)–invariante a izquierda.
















es invariante a derecha por el grupo ΓN (I, ap
−s) = {n(ω) : ω ∈ ap−s} y
este grupo contiene a ΓN (I, a) = {n(ω) : ω ∈ a} ya que a ⊆ ap−s.
Entonces f (s) tiene expansión de Fourier. Definimos para cualquier ideal

































N(ps) si r ∈ psa−1d−1





f (s)(n(x+ α)g∞) es ΓN (I, ap
−s)–invariante. Basta entonces
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Corolario 4.6. Sea p un ideal primo de OF que no divide a I, y tal que
p` es un cuadrado en el grupo de clases estricto. Sea f una forma automorfa.






















Demostración. La afirmación sigue de que las f (s) son las sumas in-
ternas de la relación escrita en la Proposición 4.3. 











los autovalores de los operadores de Hecke que estudiamos.
Como todos los Tp` son operadores autoadjuntos acotados y conmutan
con los operadores de Casimir Cj , j = 1, . . . , d, podemos elegir un sistema
ortogonal {V$} de subespacios cuspidales irreducibles tal que Tp`V$ ⊂ V$
para cada $. De hecho, Tp` actúa por λ$,p`Id. sobre V$ donde λ$,p` ∈ R es
el autovalor de Hecke.
Podemos relacionar los autovalores de Tp` y los coeficientes de Fourier
de las representaciones automorfas cuspidales $.
Teorema 4.7. Sea p un ideal primo entero coprimo con I y tal que
p` sea un cuadrado en el grupo de clases estricto. Sea r ∈ d−1. Para cada
espacio cuspidal irreducible V$ invariante por los operadores de Hecke Tp`















donde 〈η`p,b〉 = p`b2, as ∈ psb y bs ∈ F .
Observación 4.8. Observar la analoǵıa con la fórmula (2.11).
Demostración. Sea q un peso que aparezca en V$. Usamos (4.23) en
la relación del Corolario 4.15
λp`,$c




































Wq(r, ν$; g) y
d
rη`p,b





Luego, la proposición sigue.

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Observación 4.9. En [BM13, Thm 4.5] obtienen una relación para los


















4.3. Caso ` = 1. Los Tp
En esta sección haremos expĺıcitos los resultados de la Sección 4.2 para
el caso particular ` = 1, es decir, para Tp.


























































Como estamos interesados en las componentes clásicas de dichas funcio-






































lo cual muestra que Tp mueve la componente a a la componente ap.
Como anteriormente, fijamos un ideal b tal que pb2 = 〈ηp,b〉 sea principal
generado por un elemento totalmente positivo.
Observación 4.10. Notar que esta restricción no tiene efecto en los
cuerpos con número de clases estricto impar, ya que si |Cl+(F )| = h+ es
impar, entonces la ecuación pb2 = [1] tiene siempre la solución b = p(h
+−1)/2.
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En el caso de los cuerpos con número de clases estricto par, podremos operar
con los ideales primos principales y dependiendo del orden par, se podrá
abarcar más casos. En el caso espećıfico de cuerpos con número de clases
estricto igual a 2, sólo podemos trabajar con los ideales primos principales.
Entonces, para los p que tengan un cuadrado como inverso en el grupo
de clases, podemos relacionar por la acción del centro (sección 3.3) a (Tpf)a
con fa. Para los p que cumplan esta restricción tenemos la relación de la
Proposición 4.1 para el caso ` = 1








Teniendo en cuenta esto, necesitamos estudiar con el mayor detalle po-
sible los γβ,s representantes del álgebra de Hecke en las formas de Hilbert
clásicas una vez que actuó el centro también.








donde γα,s ∈ Γ(ap1−2s 7→ apb2) y α ∈ ap−s/ap1−2s .
También pudimos decir un poco más sobre los γα,s. Como están en











y ad− bc = u ∈ O×F .
Enunciamos un resultado análogo al Lema 4.2 de la Sección 4.2 para el
caso ` = 1
Lema 4.12. Si γα,s es como en (4.31), se tiene la descomposición
(4.32) γα,s = γ̃α,spα,s
donde γ̃α,s ∈ Γ0(I, apb2) y pα,s es un parabólico.
Debido a este lema, podemos refinar la Proposición 4.11


















donde as ∈ psb.
4.3.1. Relación entre términos de Fourier. A continuación rela-
cionamos los términos de Fourier de (Tpf)a con los de fa.
Proposición 4.14. Para s = 0, 1 sea
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con as ∈ psb. Esta función es ΓN (I, a)–invariante a izquierda y los términos


















si r ∈ a−1p−sd−1,
0 otros casos .
Corolario 4.15. Sea p un ideal primo de OF que no divide a I, y
tal que p es un cuadrado en el grupo de clases estricto. Sea f una forma




















Demostración. Sigue del hecho que las f (s) son las sumas internas de
la relación escrita en la Proposición 4.3. 
De este modo se obtiene
Teorema 4.16. Sea p un ideal primo entero coprimo con I y tal que
p sea un cuadrado en el grupo de clases estricto. Sea r ∈ d−1. Para cada
espacio cuspidal irreducible V$ invariante por los operadores de Casimir y

















En este caṕıtulo demostraremos nuestros resultados principales sobre
distribución conjunta de autovalores de Casimir y de Hecke (Sección 5.3,
Teorema 5.5). Como caso particular, obtenemos un resultado para el caso
holomorfo (Sección 5.4, Teorema 5.9). Finalmente, como aplicación damos
un resultado de equidistribución de los autovalores de Hecke (Sección 5.5,
Teorema 5.14).
5.1. Representaciones de GL2
Sea L2
(
Γ0(I, a)\GL+2 (R)d, χf
)
el espacio de Hilbert de funciones que
transforman f(γg) = χf (γ)f(g) para γ ∈ Γ0(I, a). El grupo GL+2 (R)d actúa
unitariamente en este espacio de Hilbert por traslación a derecha. Denota-
mos por L2ξ
(
Γ0(I, a)\GL+2 (R)d, χf
)




































Γ0(I, a)\GL+2 (R)d, χf
)
puede ser descrip-
to por integrales de series de Eisenstein, y el complemento ortogonal
L2,discrξ
(
Γ0(I, a)\GL+2 (R)d, χf
)
es una suma directa de subespacios cerrados
irreducibles G–invariantes de multiplicidad finita. Si χf = 1, las funciones
constantes forman un subespacio invariante. Los otros subespacios invarian-
tes irreducibles tienen dimensión infinita, son cuspidales y generan el espacio
L2,cuspξ
(
Γ0(I, a)\GL+2 (R)d, χf
)
, que es el complemento ortogonal de las fun-
ciones constantes en L2,discrξ
(
Γ0(I, a)\GL+2 (R)d, χf
)
.
Fijamos un sistema ortogonal maximal {V$}$ de subespacios irreduci-





Cada representación automorfa irreducible $ de G =
∏d
j=1 GL2(R) es
el producto tensorial ⊗dj=1$j de representaciones irreducibles de GL2(R) y
λ$ = (λ$j )
d
j=1.
Se sabe que los autovalores λ$j están en los siguientes conjuntos de R:
λ$j ∈ { b2 −
b2
4 : b ∈ N, b ≥ 2 par} ∪ [λ0,∞) si ξj = 0,
λ$j ∈ { b2 −
b2
4 : b ∈ N, b ≥ 2 impar} ∪ [
1
4 ,∞) si ξj = 1,
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donde λ0 ∈ (0, 14 ]. Por una conjetura de Selberg para el caso esférico, uno
espera que pueda tomarse λ0 =
1






λ0 ≤ 14 . Esta cota fue luego mejorada por Blomer–Brumley [BB11] quienes




Llamamos a λ$ = (λ$j )
d
j=1 ∈ Rd vector autovalor de la representa-
ción $. Como se explica en [BM10, §1.1], se demuestra que el conjunto de
vectores autovalores {λ$} es discreto en Rd.





es conveniente utilizar los parámetros ν$j ∈ (0,∞) ∪ i[0,∞). Escribimos
ν$ = (ν$,j)
d
j=1, y llamamos a ν$ y ξ$ = (ξ$,j)
d
j=1 ∈ {0, 1}d parámetros
espectrales de $. Tenemos que ν$ ∈ Yξ =
∏d
j=1 Yξj donde
Y0 := { b−12 : b ≥ 2 par} ∪ i[0,∞) ∪ (0, ν0],(5.2)





A continuación introducimos una tabla con todas las representaciones
unitarias irreducibles del grupo de Lie GL2(R) a menos de un carácter uni-
tario central. La última columna da un parámetro espectral ν, con Re ν ≥ 0,
tal que λ(ν) = 14 − ν
2 es el autovalor del operador de Casimir.
Notación Nombre K∞–tipo ν
1 Representación trivial 0 12
H(s) s ∈ i[0,∞) Serie principal unitaria q ∈ Z s2
H(s) s ∈ (0, 1) Serie complementaria q ∈ Z s2
D+b b ≥ 2, b ∈ Z Serie discreta holomorfa q ≥ b, q ∈ Z
b−1
2
D−b b ≥ 2, b ∈ Z Serie discreta antiholomorfa q ≤ −b, q ∈ Z
b−1
2
Tabla 5.1. Ver por ejemplo [BMP03, Table 1] o [La75,
Chap. 6, §6]
La medida de Plancherel Pl sobre Rd es el producto Pl = ⊗jPlξj , donde















































Observación 5.1. La medida Plξj tiene medida cero sobre el conjunto
de valores excepcionales en [λ0,
1
4).
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En la variable ν la medida de Plancherel sobre Yξ está dada por P̃lξ =
⊗jPlξj , donde









con p̃lj dada por
p̃lj(t)
ξj = 0 t ∈ iR |t| tanhπ|t|
ξj = 1 t ∈ iR |t| cothπ|t|
t ≡ ξj−12 mod 1 t ∈ R\{0} |t|
t ≡ ξj−12 mod 1 t ∈ R\{0} 0
5.2. Distribución asintótica de autovalores del Casimir
En [BMP03], [BM09] y [BM10] se obtienen fórmulas asintóticas para
sumas pesadas de representaciones cuspidales de SL2 sobre un cuerpo de
números totalmente real de grado d con autovalores de Casimir Cj en una
región espećıfica. Esto es, para una familia creciente de conjuntos compactos
Ωt ⊂ Rd se estudia la función de conteo




cuando t→∞, con r ∈ d−1\{0}. Las representaciones $ recorren el sistema














que involucra coeficientes de Fourier de las cúspides κ, κ′ y los órdenes r, r′.
Como antes, Ωt ⊂ Rd es un conjunto compacto creciente bajo ciertas con-





. Haremos uso del siguiente
Teorema 5.2. [BM10][BM13] Sean κ, κ′ ∈ P y r, r′ ∈ d−1 \ {0} tal
que sign r = sign r′. Cuando t→∞ tenemos
Nκ,r;κ





donde δ(κ, κ′) = 1 si κ = κ′ y 0 en los demás casos y δ(r, r′) = 1 si r/r′ ∈
(O×)2 y 0 en los demás casos y Mκ es un ideal fraccionario de F .
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La medida V1 que aparece en el teorema tiene estructura de producto
































Esta medida V1 es positiva sobre todos los conjuntos en que los vectores
autovalores pueden ocurrir, y es comparable a Pl cerca de los puntos λ para
los que todas las coordenadas están a una distancia positiva del intervalo
(0, 1/4). Luego, la fórmula asintótica no excluye valores excepcionales λ$j ,
pero limita su densidad. El término o(V1(Ωt)) es pequeño en comparación
con Pl(Ωt).
También podemos expresar V1 en la variable ν. Denotamos Ṽ1 = ⊗j Ṽ1,ξj































La medida Ṽ1 es positiva sobre Yξ y P̃ l(Ω̃) Ṽ1(Ω̃) para todo Ω̃.
5.3. Distribución conjunta de autovalores de Hecke y de Casimir
En esta sección, trabajamos con la función N r(Ω) pero incluyendo tam-
bién condiciones sobre los autovalores de Hecke λ$,p de la representación
$.
Esto es, dado un subintervalo Ip ⊆ [−2, 2] estudiamos el comportamiento
asintótico de la función





con r ∈ d−1 \ {0} y las representaciones $ recorren un sistema ortogonal de





Respecto de los autovalores de Hecke, uno espera medir su distribución
respecto a la medida de Sato–Tate. Por cuestiones técnicas y siguiendo los
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para estudiar la distribución de autovalores de Hecke, donde dµ∞ es la me-
dida de Sato–Tate descripta en (2.20).
Observación 5.3. Notar que esta medida es un múltiplo de la de Sato–
Tate. En el caso en que el orden de p en (rd) es cero tenemos efectivamente
la medida de Sato–Tate. Resaltamos que para cada r fijo esto ocurre para
todos salvo finitos ideales p.
Dada una partición del conjunto de los lugares arquimedeanos de F
(5.13) {1, . . . , d} = E tQ+ tQ−,
donde Q := Q+ t Q− 6= ∅, consideraremos el conjunto R de las represen-





parámetros espectrales prefijados en los lugares j ∈ E y en los otros lugares
pueden tener un parámetro espectral que crece con la condición de que si
j ∈ Q− están en la serie discreta y si j ∈ Q+ están en la serie principal o en
la serie complementaria. Esto es, consideramos el conjunto
(5.14) R =
$ cuspidal :=
{ λ$j ∈ [aj , bj ] para j ∈ E
λ$j > 0 si j ∈ Q+
λ$j ≤ 0 si j ∈ Q−

A los intervalos [aj , bj ] ⊂ R, se les impone la condición de que los extremos


















donde Bj(t) → ∞ para al menos algún j ∈ Q+ o Dj(t) → ∞ para algún
j ∈ Q−.
A seguir, enunciamos nuestros resultados principales
Teorema 5.4. Sea t 7→ Ωt una familia de conjuntos en Rd como en
(5.15). Sea p - I, p un cuadrado en el grupo de clases estricto, λp,$ el








donde V1 es como en (5.8) y (5.9).
Demostración. Como p es un cuadrado en el grupo de clases estricto,
tomamos b un ideal entero tal que pb2 = 〈ηp,b〉, y por lo tanto, para cada
` ≥ 0 tenemos p`b2` = 〈η`p,b〉. Por el Corolario 2.28 tenemos que X`(λp, $) =











































































Por el Teorema 5.2 se tiene que δ(r, r′) = 1 si y sólo si r.r′−1 ∈ (O×F )2.
















= u ∈ (O×F )2.
Veremos que esta condición ocurre sólo en el caso en que 2s = `.










= u ∈ (O×F )2 entonces
a2s y η
`
p,b generan el mismo ideal, i.e. 〈a2s〉 = 〈η`p,b〉 = p`(b2)`. Esto implica
que ` tiene que ser par, y que la valuación de as en p tiene que ser ` y
la valuación de as en los primos que ocurren en la factorización de b tiene
que ser la misma que b multiplicada por 2`. Como los elementos as ∈ F
fueron tomados en la ecuación (4.15) de modo tal que vp(as) = s+ vp(b
`) y
vq(as) = vq(b) para aquellos primos q 6= p que dividen a b, tenemos que es
condición necesaria que 2s = `. Vemos a continuación que esta condición es
suficiente.
Sea ` par, y tomamos s = `2 . En este caso, p
`/2b` = 〈η`/2p,b 〉 y por lo tanto,
en la ecuación (4.10)) tenemos que a`/2 = η
`/2
p,b u con u ∈ O
×
F .






= 1, como bs = 0






= 1 y el compacto kγs
que aparece en la ecuación (4.12) tiene χf (kγs) = 1.











cuando `′ = `/2 obtenemos nuestro resultado. 
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Como los polinomios de Chebyshev {X`} son una base para el espacio de
todos los polinomios y éstos son densos en C([−2, 2]), podemos reemplazar
X` por cualquier función continua f en Teorema 5.4 siguiendo la prueba en
[BM13] o en [KL13, Thm. 10.2].
En [BM13, §4.3.2] extienden este tipo de fórmula a funciones carac-
teŕısticas. Como consecuencia
Teorema 5.5. Sea t 7→ Ωt una familia de conjuntos en Rd como en
(5.15). Sea p - I, p un cuadrado en el grupo de clases estricto, λp,$ el
autovalor de Tp para la representación $ y sea Φ como en (5.12). Para un









En particular esto dice que hay una infinidad de formas automorfas con
autovalores de Tp en Ip y con autovalor de Casimir en la región Ωt dada,
con densidades según la medida de Sato-Tate y la medida de Plancherel
respectivamente.
Observación 5.6. Este resultado incluye el obtenido por Bruggeman–
Miatello en [BM13, Thm 1.1] y lo extiende a los autovalores reales de λ$,p
en vez de a los autovalores λ$,p2 y usamos la medida de Sato–Tate en lugar
de la variante utilizada en [BM13].
5.4. Distribución en regiones espećıficas





(Ωt) a una gran variedad de regiones crecientes Ωt.
Resultará de utilidad trabajar con la función




para conjuntos Ω̃ ⊂ Yξ.
El caso clásico de formas cuspidales holomorfas es de especial interés.
Es decir, restringimos las representaciones ⊗dj=1$j al caso en que $j ∈ Ĝ







bj ∈ Z. Se tiene
Teorema 5.7. [BM10] Sea Ωp el singleton p =
(
b1−1









2 tiende a infinito, tenemos
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con A > 2, A conveniente [BM10, Prop.1.2]
Podemos utilizar esta fórmula en el Teorema 5.5 para el caso de la serie
discreta y obtenemos
Teorema 5.9. Sea Ωp = {p} =
(
b1−1




. Sea p - I, p un
cuadrado en el grupo de clases estricto, λp,$ el autovalor de Tp para la
representación $ y sea Φ =
∑ordp(rd)
`′=0 X2`′(x)dµ∞(x). Dado un intervalo











































Tenemos una versión expĺıcita del Teorema 5.4 para el caso holomorfo:
Teorema 5.10. Sea Ωp = {p} =
(
b1−1




. Sea p - I, p un
































Demostración. En el Teorema 5.4 tomamos Ωt = Ωp y usando que
Φ(X`) =
{
1, si ` = 2`′ y 0 ≤ `′ ≤ ordp(md)
0 si ` impar .

Observación 5.11. En el Caṕıtulo 6 compararemos este resultado con
los de la Proposición 6.2.
5.5. Equidistribución pesada de autovalores de Hecke
En este caṕıtulo daremos un resultado de equidistribución pesada que
complementa los obtenidos en [Se97] y [KL08].
Antes de enunciar nuestro teorema, explicaremos el concepto de equidis-
tribución y de equidistribución pesada.
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Definición 5.12. Sea (X,µ) un espacio topológico localmente compacto
y µ una medida de Borel en X. Sea S1, S2, . . . una sucesión de subconjuntos
finitos no vaćıos de X, y denotemos |Si| el número de elementos de Si.
Decimos que {Si} está equidistribuido con respecto a dµ, o µ-equidistri-










Ejemplo 5.13. Si Si = {0, 1/i, 2/i, . . . , 1}, entonces {Si} está equidistri-
buido relativo a la medida de Lebesgue sobre X = [0, 1].
Si a cada elemento x ∈ Si le asignamos un peso wx ∈ R+, decimos que
la sucesión {Si} está w-equidistribúıda o equidistribúıda con peso w, si para










Como aplicación del Teorema 5.4 y del Teorema 5.5 podemos obtener
un resultado de equidistribución pesada de los autovalores de Hecke.
Teorema 5.14. Sea t 7→ Ωt una familia de conjuntos en Rd como en
(5.15). Sea p - I, p un cuadrado en el grupo de clases estricto, λp,$ el
autovalor de Tp para la representación $ y Φ =
∑ordp(rd)
`′=0 X2`′(x)dµ∞(x).



























Φ(X`) + o(V1(Ωt)), ` = 2`
′
o(V1(Ωt)) ` impar.













1 si ` = 2`′
0 ` impar.
Como el conjunto {X`} genera el espacio de todos los polinomios y a
su vez el espacio de todos los polinomios es denso en C([−2, 2]), podemos
reemplazar X` por cualquier función continua y obtenemos el resultado. 
Corolario 5.15. Los autovalores {λ$,p} forman un conjunto denso en
[−2, 2].
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Observación 5.16. Como veremos con mayor detalle en el Caṕıtulo
6 nuestros resultados extienden los obtenidos por Serre en [Se97] para el
caso clásico y holomorfo; y el obtenido por Knightly–Li en [KL08] para el
caso de cuerpos de números totalmente reales y la serie discreta de peso
mı́nimo. En este resultado, nosotros incluimos todas las representaciones
unitarias irreducibles de G y el parámetro que hacemos tender a infinito es
un parámetro espectral y no el nivel de Γ en G, como ocurre en los trabajos
citados.
Caṕıtulo 6
Comparación con resultados previos
A continuación comentaremos resultados previos sobre distribución asintóti-
ca y de equidistribución de autovalores de Hecke y la relación con los obte-
nidos en nuestro trabajo.
6.1. Resultados de distribución asintótica
En esta sección comentaremos los resultados obtenidos en [KL13] y
[BM13] sobre distribución asintótica de autovalores de Hecke de formas
de Maass (el primero es para Q y el segundo para cuerpos de números
totalmente reales), y los obtenidos en [KL08] y [Li09] sobre distribución
asintótica de autovalores de Hecke para formas holomorfas sobre un cuerpo
de números totalmente real F .





























p) y X` es el `–ésimo
polinomio de Chebyshev.
En particular, demuestran la existencia de formas cuspidales con m–ési-
mo coeficiente de Fourier no nulo para todo nivel N suficientemente grande.
La masa Jψ(N) se corresponde con el término delta de la fórmula de Kuz-
netsov que obtienen.
En el Teorema 5.4 podemos tomar F = Q y de este modo obtenemos
una versión complementaria de este resultado, con la diferencia de que el
parámetro que tiende a infinito es espectral. En nuestro caso, la masa tam-
bién se corresponde con el término delta de la fórmula de tipo Kuznetsov.
En el caso de formas holomorfas sobre cuerpos de números totalmente
reales, Knightly–Li obtienen
Proposición 6.2. [KL08] Sea m ∈ d−1+ , es decir, m ∈ d−1 y totalmente
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donde X` es el `–ésimo polinomio de Chebyshev, |aum| es el coeficiente de






















Observación 6.3. La masa Jψ(N) corresponde al término delta de la
fórmula de Petersson que Knightly–Li obtienen en su trabajo. En particular,
este teorema demuestra que para N(I) suficientemente grande existe una
forma holomorfa con el coeficiente de Fourier de orden m no nulo.
La Proposición 6.2 es comparable con nuestro resultado en el Teorema
5.10. En ambos casos, tenemos que la masa es el término delta de la fórmula
de Kuznetsov que utilizamos. El término de error, en el caso de Knightly–Li
tiende a cero cuando el nivel tiende a infinito y en el nuestro depende de
los parámetros espectrales y tiende a cero cuando algún parámetro espectral
tiende a infinito.
Observación 6.4. En [Li09, Proposition 4.3], Charles Li consigue un
resultado análogo sin los pesos. Esto lo logra por utilizar una fórmula de
la traza para los operadores de Hecke que generaliza la fórmula de Eichler–
Selberg a cuerpos de números totalmente reales.
En [BM13] se da un resultado de distribución conjunta de autovalores
del Casimir y de autovalores de los operadores de Hecke Tp2 para el caso de
formas automorfas sobre un cuerpo de números totalmente real F .
Consideraron el grupo de Lie G = SL2(R)d como el producto de SL2(Fσj )
para todas las completaciones arquimedeanas Fσj ' R de F .
En su trabajo, se hace uso de las expansiones de Fourier de las formas
automorfas en todas sus cúspides. Aqúı no precisamos involucrarnos con
otras cúspides que no sea el ∞.
A diferencia de [BM13] trabajamos con los Tp (para p que sea un cua-
drado en C+F ) en lugar de los Tp2 . Utilizamos una medida que es múltiplo de
la Sato–Tate e incluimos conjuntos Ωt más generales que en [BM13] (ver
(5.15)) en el esṕıritu de [BM10]. En particular, esto nos permitió incluir un
estudio detallado del caso holomorfo en la Sección 5.4.
6.2. Resultados de equidistribución pesada
Serre consideró el problema vertical de Sato–Tate (ver Introducción)
para formas holomorfas cuspidales sobre Q.
Dado N ∈ N, k ∈ N par, sea Sk(Γ0(N)) el espacio de formas cuspidales
holomorfas. Sea p primo fijo, cuando el nivel N y el peso k vaŕıan, los
autovalores λf,p del operador de Hecke Tp siguen leyes de distribución.
Teorema 6.5. [Se97] Sean N, k enteros positivos tal que k es par,
N + k → ∞ y p es un primo tal que p - N para ningún N . Entonces
los autovalores normalizados λfk,N ,p de Hecke están equidistribúıdos en el







(p1/2 + p−1/2)2 − x2
dx.
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Corolario 6.6. Los autovalores λfk,N ,p son densos en [−2, 2].
La demostración del teorema de Serre utiliza la fórmula de la traza de
Eichler–Selberg para el operador de Hecke Tpm .
El resultado de Serre vale para F = Q, para formas holomorfas y sin
la aparición de pesos en la fórmula final. En nuestro caso, se obtiene una
fórmula de equidistribución con pesos, válida para formas holomorfas, for-
mas de Maass o formas mixtas en el caso en que F es cualquier cuerpo de
números totalmente real y usando un múltiplo de la medida de Sato–Tate.
Mencionamos que hay versiones efectivas del Teorema 6.5, calculando la
velocidad de convergencia a la integral (ver [MuSi09], [LW11] ) .
En [KL13] utilizan una medida que es múltiplo de la Sato–Tate pero la
equidistribución es con los coeficientes de Fourier como pesos.
Teorema 6.7. [KL13] Fijamos un primo p y un entero positivo m.
Para cada i = 1, 2, . . .,
• sean Ni enteros positivos coprimos con p, tal que ĺımi→∞Ni =∞,
• sea Fi = {u(i)j } una base ortogonal para L20(Γ0(Ni)\GL2(Q)) de au-
tofunciones de Maass, y
• definimos el multiconjunto Si = {λup |u ∈ Fi}.




con respecto a la
medida dµ(x) =
∑ordp(m)
`′=0 X2`′(x)dµ∞(x), donde am(u
(i)
j ) es el coeficiente
de Fourier de u
(i)
j de orden m, dµ∞(x) es la medida de Sato–Tate y X`(x)
es el `–ésimo polinomio de Chebyshev.
Observación 6.8. (i) Si tomamos m tal que p - m, entonces dµ = dµ∞
la medida de Sato–Tate. En este caso, la medida es independiente de p.
(ii) El teorema también implica que los autovalores de Hecke λup son
densos en el intervalo [−2, 2].
En el Teorema 5.14 extendemos este resultado al caso de cuerpos de
números totalmente reales y el parámetro que tiende a infinito es espectral
y el nivel está fijo.
Para el caso holomorfo sobre cuerpos de números totalmente reales
Knightly–Li demuestran
Teorema 6.9. [KL08] Sea m ∈ d−1+ , p un ideal primo de F y sea
k = (k1, . . . kd) un vector peso con kj > 2 para todo j = 1, . . . , d. Para cada
i = 1, 2, . . . consideramos
(i) Ii un ideal coprimo con p con ĺımi→∞N(Ii) = ∞, donde N(Ii) es
la norma del ideal, y
(ii) Fi una base ortogonal para el espacio de formas holomorfas Sk(I).





la medida dµ(x) =
∑ordp(dm)
l=0 X2`(x)dµ∞(x) donde dµ∞(x) es la medida de
Sato–Tate y X`(x) es el `–ésimo polinomio de Chebyshev y am(u
(i)
j ) es el
coeficiente de Fourier de u de orden m.
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Observamos que cuando p - (md), la medida µ coincide con la medida
de Sato–Tate y es independiente de p.
Corolario 6.10. Los autovalores de Hecke λp,u son densos en el inter-
valo [−2, 2].
En el Corolario 5.15 probamos que la familia de autovalores {λ$,p}, con
$ ∈ Ωt variando y nivel I fijo, también está equidistribúıda respecto de la
medida dµ.
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