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ABSTRAKT 
Táto semestrálna práca sa zaoberá s problematikou MANET sietí. Sú predstavené smerovacie 
protokoly, ich typy, výhody a nevýhody. Podrobne sa zaoberá so smerovacími protokolmi 
AODV a OLSR. Je popísaný simulačný program NS-3 s jeho významnými kľúčovými kódmi. 
Sú pomenované a vysvetlené najpouţívanejšie pohybové modely a správny zápis do zdrojového 
kódu. Pouţitím poznatkov je vytvorený program pre sledovanie trasy paketov v sieti. V ďalšej 
časti je rozobraná problematika prevádzkových modelov dátových sietí. Je navrhnutý 
jednoduchý prevádzkový model a program pre grafické zobrazenie prevádzky. Posledná časť sa 
zaoberá modulom DCE programu NS-3 a je predstavený ukáţkový program pre pouţívanie jadra 
Linuxu v simuláciách. 
KĽÚČOVÉ SLOVÁ  










This thesis deals with the problem of MANET networks. It presents routing protocols, their 
types, advantages and disadvantages. The protocols, such as AODV and OSPF, are analyzed 
in detail. The next section describes the NS-3 simulator and the meaning of its key codes. There 
are named and explained the most common mobility models and their correct writing into the 
source code. A MANET network simulation is created and a program for indicating the routes of 
packets through the network is introduced. The next describes traffic models for data networks. 
A simple traffic model for NS-3 and a program for graphic representation of this traffic were 
created. The DCE module for NS-3 is introduced in the last section and a demonstrational 
program of using Linux stack is created. 
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V dnešnej dobe Internet a jeho pouţívanie je pre kaţdého samozrejmosťou. Veľa vecí sa 
dá vykonať z domova, ktoré pred niekoľkými rokmi ešte nebolo moţné,  napr. skontrolovať stav 
bankového účtu, nákupy, ale v jednotlivých krajinách je realitou aj hlasovanie pomocou 
celosvetovej siete. Ďalej sa môţeme dostať k čerstvým informáciám hocikedy, či sa jedná 
o politiku, šport, alebo počasie. 
V posledných rokoch sa však viac a viac pozornosti dostáva mobilná komunikácia, ktorá 
umoţňuje vyuţívať výhody počítačových sietí kdekoľvek a kedykoľvek. Zvláštnym typom 
mobilných sietí sú mobilné ad-hoc siete (MANET – Mobile Ad-Hoc Network), ktorých 
fungovanie pri beţných podmienkach bolo zvládnuté len v poslednej dobe, vďaka veľkým 
pokrokom v telekomunikácii. Ich hlavnou vlastnosťou je, ţe v sieti nie je centrálny prvok, ktorý 
by riadil komunikáciu. Všetky zariadenia musia spolupracovať, aby sieť bola funkčná. 
Táto bakalárska práca sa zaoberá sieťami MANET a hlavným cieľom bolo vytvoriť 
experimentálnu sieť v programe NS-3. Prvá časť obsahuje popis dvoch smerovacích protokolov 
(AODV, OLSR), ktoré boli pouţité v praktickej časti. Ďalej je predstavený program NS-3, ktorý 
slúţi ako simulačné prostredie pre počítačové siete. NS-3 nemá grafické uţívateľské rozhranie, 
preto simuláciu treba vytvoriť vo forme zdrojového kódu, ktorý je zaloţený na jazyku C++.  
Prvá praktická časť ja zameraná na vytvorenie simulácie sietí MANET, ktoré pouţívajú 
na komunikáciu protokoly AODV a OLSR. Sú predstavené moţnosti NS-3 ohľadom 
na adresovanie a rozmiestnenie uzlov vo virtuálnom prostredí. Podrobnejšie sa zaoberá 
mobilitou uzlov a pohybovými modelmi, dráha uzlov je zobrazená pomocou programu Network 
Animator. Nakoniec bol navrhnutý program pre sledovanie trasy paketov v sieti, pretoţe NS-3 
túto funkciu priamo neumoţňuje. 
Nasledujúca kapitola sa zaoberá popisom prevádzkových modelov a definovaním ich 
základných štatistických vlastností, ako zhlukovosť a sebepodobnosť. Vybrané modely sú 
podrobnejšie charakterizované. Ďalej sú predstavené princípy fungovania, ich výhody 
a nevýhody. Na koniec sú stanovené doporučenia pre výber prevádzkového modelu. 
V ďalšej praktickej časti je navrhnutý prevádzkový model podľa štatistickej analýzy, 
ktorý pracuje podľa princípu, ţe jednotlivé protokoly pouţívajú niektoré veľkosti paketov oveľa 
častejšie. Ďalej je navrhnutý program pre zobrazenie prevádzky jednotlivých uzlov a podľa 
vygenerovaných grafov sú výsledky simulácie s prevádzkovým modelom analyzované. 
Posledná časť sa zaoberá modulom DCE programu NS-3, ktorý umoţňuje vykonávať 
simulácie prostredníctvom jadra Linuxu a pouţívať nezmenené protokoly, ktoré sú aplikované aj 
v reálnych sieťach. Je predstavený program s pouţitím DCE, v ktorom je pouţitý testovací 




1 SIETE MANET 
Prvú počítačovú sieť, ktorá pouţívala pakety pre výmenu informácie, vytvorili v roku 
1969 v USA pre vojenské účely a volala sa ARPANET. Pretoţe v ňom spoznali veľký skrytý 
potenciál, v osemdesiatych rokoch začali pouţívať siete aj pre verejné účely. Odvtedy uţ skoro 
kaţdý má prístup k najväčšej globálnej sieti, k Internetu. Dnešné trendy sú také, ţe uţívatelia 
chcú byť pripojení neustále, aby kedykoľvek dostali informácie, ktoré sú pre nich dôleţité. Preto 
stále viac a viac pozornosti dostávajú bezdrôtové siete. 
Zvláštny typ bezdrôtových sietí sú mobilné ad-hoc siete (MANET – Mobile Ad-Hoc 
Network).  Pod pojmom ad-hoc rozumieme, ţe dva rovnocenné uzly dočasne vytvoria spojenie – 
nie je ţiadny centrálny prvok, ktorý by komunikáciu riadil. Prvá ad-hoc sieť bola vytvorená 
v 70. rokoch, ale mobilita zariadení ešte nebola integrovaná do systému [1]. Tento problém bol 
vyriešený len v posledných pár rokoch vďaka veľkým pokrokom v rádiokomunikácii. 
Aj z toho je vidno, ţe ide o veľmi zloţitú vec. Samonastaviteľnosť je jedno 
z najdôleţitejších kritérií, pretoţe prostredie a topológia sa neustále a dynamicky mení [1]. 
Avšak jej veľkou výhodou je, ţe vôbec nepotrebuje pevnú alebo mobilnú infraštruktúru. Pretoţe 
je veľmi flexibilná a pruţná, je vhodné ju pouţívať na miestach, kde vybudovať infraštruktúru sa 
neoplatí, alebo nie je moţné. Také je napríklad miesto prírodnej katastrofy a bojisko.  
1.1  Vlastnosti MANET 
MANET sa výrazne líši od všeobecných počítačových sietí, lebo je úplne 
decentralizovaná. Všetci účastníci komunikácie sú rovnocenní, preto ich nazývame jednoducho 
uzly [1]. Pri návrhu algoritmov a zariadení je potrebné brať do úvahy charakteristické vlastnosti: 
 v komunikácií sa musia zúčastniť všetky uzly a musia spolupracovať ako tím, 
 kvôli dynamickej povahe sa systém musí prispôsobiť neustále sa meniacej topológii 
a prostrediu, 
 môţe existovať jednosmerné aj obojsmerné spojenie, 
 je moţné spojiť s pevnou infraštruktúrou cez východnú bránu, 
 nevýhodné vlastnosti bezdrôtového spojenia, ako je šum a rušenie, je moţné odstrániť len 
do určitej miery, 
 šírka pásma a kapacita spojov sú obmedzené – sú problémy pri spojení s pevnou 
infraštruktúrou, pretoţe tieto siete majú nárok na oveľa väčšiu šírku pásma, 
 väčšina mobilných zariadení má obmedzené zdroje energie, preto úspora energie je jeden 
z najdôleţitejších aspektov, 
 sú náchylné na útoky, ako je napríklad rušenie, odposluch, falšovanie dát. 
1.2  Smerovanie 
Aby počítače z rôznych miest na svete mohli komunikovať medzi sebou aj v takej 
rozsiahlej sieti, ako je Internet, bolo potrebné vymyslieť vhodné algoritmy, ktoré to umoţňujú. Je 
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logické, ţe siete majú určitý stupeň redundancie, čo znamená, ţe medzi dvoma náhodnými 
bodmi existuje viac fyzických spojení. Záloţné spojenia existujú pre prípad, ţe na jednom z nich 
nastane porucha – sieť môţe ďalej fungovať, kým chyba nebude odstránená. 
Proces, ktorý vyhľadá najrýchlejšiu cestu v sieti a doručí informáciu k cieľu, sa nazýva 
smerovanie [2]. Je to najnáročnejšia a najkomplikovanejšia úloha. V obyčajných sieťach pre 
tento účel pouţívajú smerovače, ktoré majú implementované rôzne smerovacie protokoly. Tie 
fungujú podľa určitých logických a matematických pravidiel a vypočítavajú metriku (cenu 
cesty). Jeho úlohou je pozorovanie vlastných rozhraní, komunikácia so susedmi a zisťovanie 
adries pripojených sietí a zariadení, potom tieto informácie spolu s ďalšími údajmi (ako je maska 
podsiete, adresa východnej brány, číslo rozhrania, metrika) uloţí do smerovacej tabuľky. Z toho 
je moţné zistiť, cez ktoré rozhranie sa dá k ţiadanému zariadeniu dostať – komunikácia môţe 
byť priama, alebo cez niekoľko ďalších smerovačov. 
1.2.1  Statické smerovanie 
V počítačových sieťach existujú dva typy smerovania – jeden z nich je statické 
smerovanie [2]. V tomto prípade smerovače neskúmajú sieť, neskúsia zostaviť smerovaciu 
tabuľku, ani navzájom nekomunikujú. Všetky informácie udáva správca ručne, vrátane ciest 
k ďalším zariadeniam. Je to veľká nevýhoda, pretoţe správca musí poznať celú topológiu. 
Pri poruche, alebo v prípade, ţe chceme zmeniť topológiu, treba previesť ručné prispôsobenie, 
preto je správa veľmi zloţitá uţ aj u malých sietí. Pouţíva sa len vo výnimočných prípadoch. 
1.2.2  Dynamické smerovanie 
Druhý typ smerovania je dynamické smerovanie, ktoré je oproti statickému schopné 
automaticky fungovať a reagovať na zmeny v topológii [2]. Smerovače zostavia smerovaciu 
tabuľku a pravidelne ju posielajú susedom, ktorí aktualizujú svoje informácie. Pri detekovaní 
poruchy je vyslaná mimoriadna aktualizácia. 
Môţeme ich rozdeliť nasledovne: 
 IGP (Interior Gateway Protocol) – pouţívajú sa v rámci autonómnych sietí (protokoly 
RIP, IGRP, OSPF), 
 EGP (Exterior Gateway Protocol) – pouţívajú sa medzi autonómnymi sieťami (protokoly 
BGP, EGP3). 
Smerovacie protokoly IGP 
Distance Vektor (DV): 
 najlepšiu cestu vyberie podľa počtu skokov (počet hopov), 
 periodicky posielajú svoju smerovaciu tabuľku susedom, 





Link State (LS): 
 pozná celú topológiu, 
 typické sú topologické databázy, ktoré medzi sebou vymieňajú informácie pomocou LSA 
(Link-State Advertisement) správ, 
 pre spracovanie oveľa viac informácií potrebujú väčšiu pamäť a väčší výpočtový výkon, 
 hneď po naštartovaní je sieť veľmi zaťaţená kvôli tvorbe smerovacích a topologických 
tabuliek, ale potom je treba minimálny počet servisných správ (len v prípade poruchy či 
zmeny v topológii) [2]. 
1.3  Smerovanie v MANET 
Mobilné ad-hoc siete sa značne líšia od obyčajných sietí, ako to je vidno z vyššie 
uvedených vlastností. Preto boli navrhnuté nové protokoly, ktoré splnia tieto špeciálne 
poţiadavky [1]. MANET smerovacie protokoly je moţné rozdeliť do dvoch skupín:  
 spojovo-orientované protokoly – cesta k cieľu je známa uţ pred vysielaním dát, 
 nespojovo-orientované protokoly – pred vysielaním dát netreba poznať cestu, vysielacia 
jednotka sa ani nezaoberá tým, či dáta boli úspešne prijaté. 
Väčšina protokolov patrí do skupiny spojovo-orientavanej a môţeme ich ďalej rozdeliť 
z hľadiska naviazania spojenia na: preaktívne, reaktívne a hybridné [1]. 
1.3.1  Preaktívne protokoly 
Vznikli s prispôsobením protokolov DV a LS pre MANET. Ich charakteristická vlastnosť 
je, ţe jednotlivé cesty k uzlom sú mapované a vytvorené dopredu – sú zostavené smerovacie 
tabuľky, ktoré sú periodicky aktualizované [1, 2]. Jednotlivé trasy sú prepočítané aj v prípade, ţe 
nemajú vplyv na fungovanie siete. 
Ich najväčšou výhodou je, ţe cesty sú vytvorené hneď po postavení systému, preto 
oneskorenie je minimálne, čo je napríklad pre interaktívne sluţby nevyhnutné [1]. Na druhej 
strane pre spracovanie veľkého mnoţstva informácií potrebujú väčšiu pamäť a výkon. Patria sem 
napríklad protokoly DSDV, OLSR, FSR a WRP. 
1.3.2  Reaktívne protokoly 
Oproti preaktívnym protokolom nezačnú dopredu vyhľadávať cesty k jednotlivým uzlom. 
Dokonca smerovací proces je pozastavený dovtedy, kým nepríde ţiadosť na vytvorenie spojenia. 
Hľadanie cesty funguje podľa princípu ţiadosť-odpoveď (request-reply): kto chce zahájiť 
komunikáciu vyšle ţiadosť, s ktorou zaplaví sieť [1]. V prípade, ţe uzol dostal najmenej jednu 
odpoveď, informácie sú poslané tou cestou, odkiaľ prišla odpoveď. Nie je treba hľadať cestu 
pre kaţdý paket, preto ţe sa predpokladá, ţe cesta je dostupná po celú dobu vysielania. 
Pretoţe cesty nie sú dopredu pripravené, môţeme počítať s väčším oneskorením. Ďalej 
tieto protokoly posielajú čo najmenej servisných správ – šetria so šírkou pásma – preto je vhodné 
pouţívať pre siete s veľkou mobilitou [1]. Patria sem napríklad protokoly DRS, AODV a ADV. 
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1.3.3  Hybridné protokoly 
Vznikli so zlúčením výhodných vlastností preaktívnych a reaktívnych protokolov. 
Fungujú tak, ţe pre blízke uzly sa snaţia nájsť cesty ihneď, ktoré sú pravidelne aktualizované. 
Trasy k vzdialeným uzlom sú vytvorené v momente, keď je to poţadované [2]. 
Nasledujúca kapitola sa bude zaoberať so smerovacími protokolmi, pouţívané v MANET 




2 ROZBOR PROTOKOLOV OLSR A AODV 
2.1  OLSR (Optimized Link State Routing) 
OLSR patrí medzi protokoly preaktívne, teda cesty sa hľadajú hneď po zostavení sieti, 
preto oneskorenie je malé. Keď k jednému uzlu je známa viac ciest, vyberie podľa počtu skokov 
a pouţíva len obojsmerné spojenia [1]. Dôleţitá vlastnosť protokolu je tzv. viacbodové 
prenosové spojenie (MPR – Multi Point Relaying), čím sa budem zaoberať aj podrobnejšie. 
Ďalej pouţíva HELLO správu pre hľadanie nových ciest a TC (Topology Control) správy 
pre údrţbu. 
MPR slúţi na redukovanie zbytočných servisných správ [2]. Kaţdý uzol nájde svojho 
MPR uzla, ktorý je maximálne na jeden skok od neho. Potom je poslaná HELLO správa, čím 
MPR uzol dostane informácie, ţe má poskytovať určité sluţby (preposielanie všesmerových 
OLSR správ). Topológia je preto jednoduchšia, lebo smerovanie pre jednotlivé uzly prebieha len 
cez jeho MPR. 
2.1.1  Princíp protokolu OLSR 
Protokol OLSR funguje podľa nasledujúcich bodov: 
 Neighbour Sensing – hľadanie susedov – správy HELLO sú vyslané pravidelne a majú 
nastavenú hodnotu doby ţivota (TTL – Time To Live) na 2, čo znamená, ţe sa dostanú 
len na jeden skok. Do paketov HELLO sú poznamenané susedia a ich susedia – uzly 
na dva skoky. 
 MPR Selection – výber MPR uzlov. 
 MPR Declaration – definovanie informácie pre MPR – keď uzol aktualizoval svoje 
susedy a MPR uzly, pravidelne posiela TC správu, ktorá obsahuje zoznam svojich MPR 
uzlov. MPR uzol to šíri ďalej v sieti cez ostatné MPR uzly. 
 Routing Table Construction – zostavenie smerovacej tabuľky – uzly podľa TC správ 
zostavia tabuľku topológie a z toho vypočítajú smerovaciu tabuľku [1]. 
2.1.2  Výhody protokolu OLSR 
 Minimálne oneskorenie a minimálne kolísanie oneskorenia, 
 vhodné pre väčšie a rozsiahle siete, 
 ľahká implementácia QoS – rozšírenie protokolu: QOSLR – meranie parametrov dôleţité 
pre kvalitu sluţieb, ako oneskorenie, kolísanie oneskorenia, šírka pásma atď., 
 správy obsahujú pole pre časovač platnosti informácie, ktorý je moţné nastaviť pre kaţdý 
uzol inak, 




2.1.3  Nevýhody protokolu OLSR 
 Potreba veľkej výpočtovej kapacity a pamäte, 
 komplikovanejšia implementácia, 
 smerovanie sa deje len cez MPR uzlov, čo odstráni záloţné cesty, 
 linky sú povaţované za bi-modálne – fungujú, alebo majú výpadok – čo v mobilných 
sieťach nie je vţdy pravda [1, 2]. 
2.2  AODV (Ad Hoc On Demand Distance Vektor 
Routing) 
AODV patrí do skupiny reaktívnych protokolov, teda zostavenie cesty sa začína 
v okamţiku, keď na to príde ţiadosť [1]. Preto sieť má väčšie oneskorenie, ale nezaplaví sieť 
smerovacími informáciami a šetrí so šírkou pásma. Hľadanie trasy funguje podľa princípu 
ţiadosť-odpoveď a pouţíva HELLO správy pre zistenie susedov. Pouţíva sa sekvenčné číslo, 
aby informácie boli vţdy najaktuálnejšie. 
2.2.1  Princíp protokolu AODV 
Protokol AODV funguje podľa nasledujúcich bodov: 
 Hľadanie trasy – najprv uzol pošle správu HELLO, ktorá má nastavenú hodnotu TTL=1. 
Takto zistí susedov, potom pošle im správu RREQ (Route Request) s adresou destinácie. 
Túto správu kaţdý prepošle svojim susedom, dovtedy, kým jeden uzol nepozná cestu 
k cieľu. Počas preposielaní v pakete RREQ je poznamenané, odkiaľ prišiel – vytvorí sa 
cesta. Odpoveď na ţiadosť je správa RREP  (Route Reply). 
 Zaznamenávanie cesty na medziľahlých uzloch – počas komunikácie vzniknú nové 
smerovacie stavy (cesty), ale tie sú len dočasné. V prípade, ţe určitý čas neboli 
pouţívané, sú odstránené. 
 Udrţovanie aktuálnych ciest – funguje podľa vyslaní pravidelných HELLO správ. Keď 
cesta zanikne pred vypršaním časovača, pošle správu RERR (Route Error) pre svoje 
predradené susedy, aby vymazali všetky cesty, ktoré pouţívali otáznu časť trasy [1]. 
2.2.2  Výhody protokolu AODV 
 Málo systémových správ, 
 vhodné pre menšie siete, 
 sekvenčné čísla zaručujú, ţe informácie sú aktuálne [1]. 
2.2.3  Nevýhody protokolu AODV 
 Väčšie oneskorenie, 
 komplikovaná implementácia QoS – správy RREQ a RREP sú rozšírené o pole, kde sú 
poznamenané parametre, ako šírka pásma, oneskorenie atď. [1]. 
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V nasledujúcej kapitole bude predstavená štruktúra programu Network Simulator 3.  
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3 NETWORK SIMULATOR 
Network Simulator je diskrétny časový simulátor zameraný na výskumné a vzdelávacie 
účely [3]. Je licencovaný projektom GNU GPLv2 (General Public Licence), teda je voľne 
prístupný pre verejnosť. Na prvej verzii začali pracovať v roku 1995 v LBNL (Lawrence 
Berkeley National Laboratory), základom bol simulátor REAL. Nad ďalšou verziou začali 
rozmýšľať v roku 1996, najvýznamnejšie vylepšenia boli: 
 nebolo treba znova kompilovať program po kaţdej štrukturálnej zmene – menej časovo 
náročných kompilácií, 
 bolo k nemu vyvinuté vizualizačné prostredie Network Animator. 
3.1  Network Simulator 3 (NS-3) 
Infraštruktúra NS-3 podporuje vývoj takých simulačných modelov, ktoré sú dosť 
realistické, aby ho bolo moţné pouţívať ako simulátor v reálnom čase. Podporuje nie len siete, 
ktoré sú zaloţené na protokoloch IP. Štruktúra, ktorá dovoľuje beh nezmenených aplikácií, alebo 
celého sieťového jadra Linuxu, je v súčasnej dobe testovaná [3]. Nové stabilné verzie sú vydané 
pravidelne, najnovšia je 3.15, ktorá bola pouţitá aj v tejto práci. 
NS-3 je v podstate C++ kniţnica, ktorá poskytuje sadu modelov pre sieťové simulácie, 
realizované ako C++ objekty zabalené prostredníctvom skriptovacieho jazyka Python (obr.1) [3]. 
Uţívatelia zvyčajne pouţívajú túto kniţnicu pre tvorbu C++ a Python aplikácií, ktoré potom 
vytvoria scenár a spustia simuláciu.  Výhody NS-3 oproti ostatným simulátorom: 
 pouţíva programátorský kód C++ a jeho kniţnice, čo nám umoţní vyuţiť všetky 
moţnosti tohto jazyka, 
 simulačné udalosti sú jednoduché funkcie a môţeme presne naplánovať, kedy sa majú 
uskutočniť, 
 pouţíva tzv. helpery, ktoré sú ľahko porozumiteľné a pouţívateľné funkcie s rozumnými 
predvolenými nastaveniami – sú popísané v dokumentácii Doxygen [4]. 
 
Obr.1  Štruktúra simulátora NS-3 
Inštalácia simulátora je podrobne popísaná na oficiálnej internetovej stránke NS-3 [5].  
V nasledujúcej kapitole bude vytvorený jednoduchý ukáţkový program pre simuláciu 
MANET siete bez pohybu uzlov. Bude popísaný význam jednotlivých riadkov kódu, spustenie 
simulácie a moţnosti vyhodnocovania výsledkov.  
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4 PROGRAM V NS-3 
V tejto kapitole bude ukázané, ako je moţné vytvoriť jednoduchú ad-hoc sieť 
s niekoľkými prvkami, ďalej ako fungujú jednotlivé helpery a ako ich pouţiť v programe. 
Všeobecný postup pri práci je nasledujúci: 
1. definovanie topológie: vytvorenie základných zariadení a definovanie vzájomných 
vzťahov medzi nimi, 
2. pouţívanie modelov: pridanie modelov k simulácii, napr. UDP, IPv4, point-to-point 
zariadenia (devices) a aplikácie, 
3. konfigurovanie uzlov a liniek: nastavenie parametrov jednotlivých modelov, napr. 
maximálna veľkosť paketu, čo môţe poslať aplikácia, veľkosť MTU (Maximum 
Transmission Unit) – zvyčajne nastavujeme cez atribútový systém, 
4. prevedenie simulácie: zariadenia generujú udalosti a ţiadane informácie a dáta sú 
zaznamenávané, 
5. analýza výsledných informácií a dát: po simulácii je moţné ich spracovať rôznymi 
štatistickými metódami, 
6. grafická vizualizácia: z čistých, alebo zo spracovaných dát je moţné vytvoriť grafy 
s nástrojmi, ako napr. Gnuplot a matplotlib [3]. 
4.1  Vytvorenie jednoduchého programu 
Ako vo všetkých podobných programovacích jazykoch, aj v NS-3 sa zdrojový kód začína 
pripojením hlavičkových súborov. Pretoţe týchto súborov existuje veľký počet, vývojári z nich 
vytvorili väčšie skupiny. Namiesto toho, ţe by sme hľadali a pripájali jednotlivé hlavičkové 
súbory po jednom, pripojíme tzv. moduly [4]. Nie je to najefektívnejšie riešenie, pretoţe 
pravdepodobne jeden modul obsahuje aj hlavičkové súbory, ktoré nepouţijeme v programe, ale 
určite uľahčí prácu. Ďalej musíme určiť globálny deklaratívny región, aby nebolo potrebné 






using namespace ns3; 
Potom nasleduje hlavná funkcia programu (main function) – prvá funkcia, ktorá je 
vykonaná. Na začiatku programu musíme určiť, aké informácie chceme zaznamenávať 
v priebehu simulácie. Takéto log správy môţu generovať uzly, zariadenia, protokoly, aplikácie 
a je moţné nastaviť, do akej hĺbky chceme tieto správy dostať. Existuje sedem úrovní, ktoré 
postupne dávajú viac a viac informácií o vybranom objekte [6]. Tie sú nasledovné: 
 NS_LOG_ERROR – len chybové správy, 
 NS_LOG_WARN – varovné správy, 
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 NS_LOG_DEBUG – ad-hoc debugging správy, 
 NS_LOG_INFO – informácie o priebehu programu, 
 NS_LOG_FUNCTION – popis kaţdej volanej funkcie, 
 NS_LOG_LOGIC – popis logického postupu vo volanej funkcii, 
 NS_LOG_ALL – zaznamenávanie kaţdej udalosti. 
Log správy môţeme nastaviť pre jednotlivé objekty zvlášť, ale v prípade komplexných 
simulácií to je zdĺhavé. Výhodné je zvoliť si najprv všeobecnú úroveň na všetky objekty, 
a prípadne pri objektu, od ktorého chceme dostať menej, resp. viac informácie, zmeniť úroveň 
zvlášť. Uvedený príklad povolí varovné log správy pre všetky objekty, a nasledujúci riadok 
povolí protokolu AODV zaznamenávanie správy úrovne INFO. 
LogComponentEnableAll(LOG_LEVEL_WARN); 
LogComponentEnable("AodvRoutingProtocol", LOG_LEVEL_INFO); 
Pouţitie helperu NodeContainer je jednoduchý a komfortný spôsob vytvorenia, 
zorganizovania a prístupu k uzlom. Metódou Create je moţné vytvoriť uzly [6]. Má jeden 
vstupný parameter – počet uzlov, ktoré sú uloţené v pamäti ako ukazatele.  
NodeContainer nodes; 
nodes.Create(10); 
Aby bezdrôtová simulácia fungovala, oproti pevne spojenej architektúre, musíme 
definovať umiestnenie uzlov, pretoţe sú schopné komunikovať len v určitej vzdialenosti 
od susedov [6]. V prípade, ţe vzdialenosti medzi nimi nie sú nastavené, pri spustení simulácie 
nám kompilátor vypíše chybu. Tento problém je moţné vyriešiť s objektom MobilityHelper 
a jeho funkciou SetPositionAllocator. Existujú rôzne modely rozloţenia, v tomto 
prípade bol vybraný GridPositionAllocator, ktorý umiestni uzly do obdĺţnika a má 
nasledujúce atribúty: 
 GridWidth – mnoţstvo uzlov, ktoré chceme umiestniť vo virtuálnom prostredí, 
 MinX, MinY – súradnice začiatočného bodu prostredia, 
 DeltaX, DeltaY – vzdialenosť medzi uzlami, v horizontálnom a vertikálnom smere, 
 LayoutType – spôsob rozloţenia uzlov. 
V príklade sú uzly rozloţené v čiare (viď obr. 3) na 100 metrov od susedov. Mobilita 













"MinX", DoubleValue (200.0), 
"MinY", DoubleValue (200.0), 
"DeltaX", DoubleValue (100), 
"DeltaY", DoubleValue (0), 
"GridWidth", UintegerValue (10), 




Sieťové periférne karty sa dajú vytvoriť pomocou helperu NetDeviceContainer. 
Musíme ďalej vytvoriť a nastaviť bezdrôtový kanál s helpermi NqosWifiMacHelper, 
YansWifiPhyHelper, YansWifiChannelHelper, ktoré sú nepostrádateľné 
pre fungovanie. Samotný kanál vytvoríme s WifiHelper a inštalujeme ho na uzly metódou 
Install, ktorá má nasledujúce vstupné parametre: konfigurovaná PHY a MAC (fyzická 
a linková) úroveň, ďalej uzly, na ktoré chceme inštalovať vytvorený kanál [6]. 
NetDeviceContainer devices; 
 
NqosWifiMacHelper wifiMac = NqosWifiMacHelper::Default (); 
wifiMac.SetType ("ns3::AdhocWifiMac"); 
 
YansWifiPhyHelper wifiPhy = YansWifiPhyHelper::Default (); 
YansWifiChannelHelper wifiChannel = YansWifiChannelHelper::Default (); 
wifiPhy.SetChannel (wifiChannel.Create ()); 
 
WifiHelper wifi = WifiHelper::Default (); 
wifi.SetRemoteStationManager ("ns3::ConstantRateWifiManager", 
"DataMode", StringValue ("OfdmRate6Mbps"), "RtsCtsThreshold", 
UintegerValue (0)); 
 
devices = wifi.Install (wifiPhy, wifiMac, nodes); 
Nasleduje výber a inštalovanie smerovacieho protokolu na uzly. V tomto prípade bol 





InternetStackHelper pridá IP/TCP/UDP funkcie, ale pomocou neho nastavíme aj 
protokol AODV [6]. Pouţitím metódy Install ho nainštalujeme na uzly. V prípade protokolu 
OLSR vytvoríme ešte statické smerovanie, ktorému potom pridelíme prioritu 0 a protokolu 








list.Add (staticRouting, 0); 




Ďalším krokom je definovanie adresného priestoru IPv4 [6]. Nie je moţné však 
jednotlivým uzlom prideliť preferované adresy, systém to robí samostatne a automaticky. Prvú 
adresu vţdy pridelí prvému uzlu (v programe sa značí číslom 0), pričíta k tomu jednu a pridelí 
ďalšiemu atď. Môţe sa stať, ţe pre dve siete náhodou nastavíme zhodný adresný priestor 
a niektoré adresy budú prítomné duplikovane. Toho sa treba vyvarovať, lebo simulácia nebude 
fungovať a chybová správa nie je jednoznačná, preto je ťaţké túto chybu odstrániť. 
Ipv4InterfaceContainer interfaces; 
Ipv4AddressHelper address; 
address.SetBase ("192.168.0.0", "255.255.255.0"); 
interfaces = address.Assign (devices); 
Aby bola nejaká prevádzka na sieti, je nutné vytvoriť aplikáciu, ktorá generuje pakety. 
Existujú na to rôzne spôsoby, napríklad pouţitie UdpEchoServerHelper/ 
UdpEchoclientHelper a V4PingHelper [6]. V tomto prípade bol vybraný  
OnOffApplicationHelper a bol aplikovaný nasledovne: 
uint16_t port = 9; 
OnOffHelper onoff ("ns3::UdpSocketFactory", InetSocketAddress 
(interfaces.GetAddress (9), port)); 
ApplicationContainer p = onoff.Install(nodes.Get(0)); 
Najprv nastavíme protokol (ns3::UdpSocketFactory) ktorý bude posielať UDP 
pakety na vybraný uzol, potom vyberieme rozhranie a port cieľového uzlu. Vytvoríme objekt 
ApplicationContainer a pomocou neho nainštalujeme aplikáciu na zdrojový uzol. 
Podobne na cieľový uzol nainštalujeme PakcetSink, ktorý konzumuje pakety a detekuje ich 
prevzatie. Nakoniec nastavíme, kedy sa majú aplikácie inicializovať a dokedy majú behať. 
PacketSinkHelper sink ("ns3::UdpSocketFactory", InetSocketAddress 
(Ipv4Address::GetAny (), port)); 
p = sink.Install (nodes.Get(9)); 
p.Start (Seconds (1.0)); 
p.Stop (Seconds (15)); 
Simuláciu spustíme funkciou Simulator::Run. Po spustení systém začne hľadať 
plánované udalosti – také sú napr. spustenie a ukončenie aplikácií. Pri vykonávaní týchto úloh sa 
vytvorí sled udalostí, ktoré sú automaticky plánované v zákulisí. Po vykonaní všetkých úloh, 
simuláciu ukončíme funkciou Simulator::Stop. 





Pre spustenie programu existuje mnoho nástrojov, najznámejší je make. Jeho pouţívanie 
je ale zloţité, hlavne vo veľkých a vysoko konfigurovateľných systémoch, preto boli vyvinuté 
alternatívy. NS-3 pouţíva systém Waf, ktorý je zaloţený na jazyku Python [6]. V termináli 
napíšeme nasledujúci príkaz s cestou k súboru: 
./waf –-run scratch/manet 
4.2  Výsledky simulácie 
Aby sme vedeli ďalej pracovať s výsledkami simulácie, musíme ich aj dostať 
s povolením log správ, ako je to uvedené vyššie. Pri pouţití aplikácie OnOffHelper je 
výhodné nastaviť log správy objektov OnOffApplication a PacketSink. Na obr. 2 je 
zachytená časť výstupu hore popísaného programu. Vidíme, ţe zdrojový uzol, na ktorom je 
spustená OnOffApplication v určitých časových momentoch posiela pakety s veľkosťou 
512B na cieľovú adresu a port. Cieľový uzol, na ktorom beţí PacketSink tieto pakety 
následne prijíma zo zdrojovej adresy a portu. 
 
Obr.2  Výsledky simulácie s OnOffApplication 
Ďalšou moţnosťou je pouţitie sledovacích súborov (trace files) [6]. „Sledovač stopy“ 
môţeme povoliť jednotlivo na uzloch, ale aj na všetkých naraz. Meno výstupného súboru napr. 
pre druhý uzol bude nasledovné: Manet-1-0.pcap. Prvé číslo je  číslo uzlu, druhé je číslo 
rozhrania. Tento súbor je moţné otvoriť s viacerými programami, ale najpohodlnejšie je 
pouţívať WireShark, ktorý má grafické uţívateľské rozhranie. Pomocou neho môţeme zistiť, 
ktoré pakety kedy a kam boli poslané. Ďalej obsahuje detailné informácie o pouţitých 
protokoloch a o štruktúre paketu. 
wifiPhy.EnablePcapAll("Manet"); 
Na vizualizáciu v NS-3 sa pouţíva program NetAnim (Network Animator), ktorý nie je 
súčasťou systému NS-3, je treba ho nainštalovať zvlášť. Pracuje so súbormi .xml, ktoré sú 
vytvorené nasledujúcim príkazom počas simulácie: 
AnimationInterface anim ("manet"); 
Tým sa vytvorí súbor manet.xml, ktorý môţeme otvoriť v NetAnim. Grafické 
uţívateľské rozhranie programu je zobrazené na obr. 3. 





Obr.3  Grafické uţívateľské rozhranie programu NetAnim 
Ďalej budú podrobne predstavené najpouţívanejšie pohybové modely a ich zápis 




5 POHYBOVÉ MODELY 
V tejto kapitole bude uvedených zopár príkladov pre simuláciu mobilných ad-hoc sietí 
s pouţitím protokolov AODV a OLSR. Ako to uţ bolo zmienené, máme k dispozícii viac 
modelov na rozloţenie a na simuláciu pohybu uzlov, ktoré taktieţ budú pouţívané.  
5.1  Pohybový model RandomWalk2dMobilityModel 
Najpouţívanejším pohybovým modelom je RandomWalk2dMobilityModel, 
v ktorom sa rýchlosť a smer uzlov menia náhodne (ale môţeme ich nastaviť ako konštanty). Keď 
uzol narazí na hranicu virtuálneho prostredia, odrazí sa pod určitým uhľom a pokračuje svoju 
cestu ďalej [4]. Základné parametre modelu sú: 
 Bounds – udáva oblasť v ktorej sa môţu uzly pohybovať, 
 Time/Distance – doba alebo vzdialenosť, po ktorej uzly menia smer a rýchlosť, 
 Speed – rýchlosť uzlov, 
 Mode – udáva, ţe uzly budú meniť svoj smer a rýchlosť podľa času, alebo podľa dĺţky 
cesty. 
mobility.SetMobilityModel ("ns3::RandomWalk2dMobilityModel", 
"Mode", StringValue ("Time"), 
"Time", StringValue ("5s"), 
"Speed", StringValue ("ns3::ConstantRandomVariable[Constant=15]"), 
"Bounds", StringValue ("200|600|180|650")); 
Hranice prostredia, v ktorom uzly sa môţu pohybovať, môţeme chápať ako štyri úsečky 
paralelné s vertikálnou a horizontálnou osou. Prvé dve čísla udávajú vzdialenosť príslušných 
úsečiek od vertikálnej osy, ďalšie dve čísla vzdialenosť príslušných úsečiek od horizontálnej osy, 
ako to je vidno na obr. 4. Ukáţka pohybu vygenerovaný týmto modelom je znázornená na obr. 5. 
 




Obr.5  Pohyb vygenerovaný modelom RandomWalk2dMobilityModel 
5.2  Ďalšie modely pohybu 
Ďalším obľúbeným modelom pohybu je RandomDirection2dMobilityModel. 
Uzly tieţ vykonávajú priamočiary rovnomerný pohyb s náhodným smerom a náhodnou 
rýchlosťou. Keď uzol narazí na hranicu virtuálneho prostredia, zastaví sa na určitý čas, a zase sa 
začne pohybovať náhodnou rýchlosťou v náhodnom smere [4]. 
mobility.SetMobilityModel ("ns3::RandomDirection2dMobilityModel", 
"Bounds", StringValue ("200|600|180|650")); 
Posledný pohybový model, ktorý by som chcel spomenúť, je 
RandomWaypointMobilityModel. Líši sa od predchádzajúcich v tom, ţe si uzol vyberie 
jeden náhodný bod a začne sa tým smerom pohybovať. Keď sa uzol dostane na tento bod, zastaví 
sa a opakuje celý proces [4]. Dôleţité je, ţe pohyb uzlov nie je ohraničený a tento model musíme 
aplikovať spolu s rozmiestnením uzlov. Je to moţné vyriešiť s ukazateľom, ktorý vytvoríme 





pos.Set ("Y", StringValue 
("ns3::UniformRandomVariable[Min=0.0|Max=300.0]")); 
 




"Pause", StringValue ("ns3::ConstantRandomVariable[Constant=0]"), 






5.3  Simulácia s RandomWalk2dMobilityModel 
V tejto časti budú predstavené protokoly AODV a OLSR z hľadiska veľkosti siete. 
Pre simuláciu pohybu uzlov bol pouţitý RandomWalk2dMobilityModel a topológia bola 
nasledovná (obr. 6): 
 mala tvar štvorca,  
 uzly boli vzájomne vzdialené 60 m vo vertikálnom a horizontálnom smere, 
 krajné uzly boli vzdialené 30 m od hraníc virtuálneho prostredia, 
 rýchlosť uzlov bola 2 m/s a kaţdú druhú sekundu menili smer, 
 simulácia trvala 30 s (pakety boli posielané len 25 s), 
 pakety vţdy posielal prvý uzol poslednému. 
Uvedená logika bola dodrţaná aj pri väčšom počte uzlov a pouţité zdrojové kódy sú 
v prílohe pod názvom random-walk2d-aodv.cc a random-walk2d-olsr.cc. 
 
Obr.6  Topológia simulácie s RandomWalk2dMobilityModel 
Napriek tomu, ţe protokol AODV je ideálny pre menšie siete, relatívne dobre fungoval aj 
v rozsiahlejšej sieti, kde v topológii bolo uţ 25 uzlov. Protokol OLSR bol vyvinutý hlavne 
pre väčšie siete, ale výsledky nesvedčia o tom – stratovosť bola oveľa väčšia, neţ s protokolom 
AODV. Tieto výsledky môţeme vysvetliť tým, ţe rozloţenie uzlov nebolo náhodné 
a vzdialenosť medzi komunikujúcimi uzlami bola vţdy najväčšia moţná – je to najhorší prípad. 
Keď k tomu pridáme ešte pohybový model, môţe sa stať, ţe sa príslušné uzly ešte ďalej 
vzďaľujú – komunikácia v tomto prípade je veľmi problematická. Výsledky simulácie sú 













poslaných dát (B) 
Celková veľkosť 





AODV 9 749568 743936 5632 0,75 
AODV 16 749568 598528 151040 20,15 
AODV 25 749568 506368 243200 32,45 
OLSR 9 749568 749568 0 0,00 
OLSR 16 749568 534016 215552 28,76 
OLSR 25 749568 334336 415232 55,40 
5.4  Simulácia s RandomWaypointMobilityModel 
V tomto prípade bol vybraný model RandomWaypointMobilityModel pre 
simuláciu pohybu. Pretoţe rozloţenie uzlov bolo prevedené s modelom 
RandomRectanglePositionAllocator, topológiu nie je moţné tak presne popísať, ako 
u predchádzajúcej simulácie. Pohybový model bol nastavený nasledovne: 
 uzly sú rozloţené okolo bodu, ktorého súradnice sú náhodné a menia sa od 0 do 300 
v horizontálnom a vertikálnom smere, 
 uzly sa pohybujú rýchlosťou 2m/s. 




Obr.7  Topológia simulácie s RandomWaypointMobilityModel 
Pretoţe okolnosti sú oveľa náhodnejšie, ako v predchádzajúcom prípade, rozdiel medzi 
pouţitými protokolmi je dobre vidno. Protokol AODV v malých sieťach funguje vynikajúco, ale 
28 
 
v sieti s 49 uzlami má uţ veľkú stratovosť. Protokol OLSR naopak, má menšiu stratovosť 
vo väčšej sieti a funguje veľmi zle v malých sieťach. Výsledky sú uvedené v tabuľke č.2.  






poslaných dát (B) 
Celková veľkosť 






AODV 9 749568 746496 3072 0,41 
AODV 25 749568 743936 5632 0,75 
AODV 49 749568 314368 435200 58,06 
OLSR 9 749568 438272 311296 41,53 
OLSR 25 749568 588800 160768 21,45 
OLSR 49 749568 570368 179200 23,91 
Relatívne veľké straty uţ u menších topológií mohla ďalej spôsobiť nedostatočná veľkosť 
vyrovnávacej pamäte uzlov, čo viedla k jej zaplneniu a zahodeniu paketov.  
5.5  Určenie trasy paketov 
V systéme NS-3 nemáme moţnosť priamo sledovať trasy paketov, čo je dosť veľká 
nevýhoda. Preto musíme na to vytvoriť vlastný kód, a to pomocou sledovacieho systému (Trace 
System) [6]. S týmto systémom je moţné signalizovať udalosti, ktoré sa dejú počas simulácie 
a môţu nám poskytnúť cenné informácie. Sledovací systém však sám nerobí nič uţitočného, 
musíme ho spojiť s nejakým kódom, ktorý prácu urobí. 
Pre indikovanie posielania a príjmu jednotlivých paketov bola vybraná fyzická vrstva 
bezdrôtového modelu (WifiPhyStateHelper): 
 State – stav fyzickej vrstvy, 
 RxOk – paket bol úspešne prijatý, 
 RxError – v priebehu príjmu paketu sa nastala chyba, 
 Tx – začína sa posielanie paketu [4]. 
Z týchto stavov budeme potrebovať tie dva, ktoré signalizujú úspešný príjem a začiatok 




Ako parameter, musíme zadať cestu (path) k fyzickej vrstve bezdrôtového modelu 
v sledovacom systéme. Pomocou metódy MakeCallback voláme funkciu node0_sent, 





void node0_sent (std::string context, Ptr<const Packet> packet, 




myfile << Simulator::Now ().GetSeconds () << 




V tomto momente nám program vypisuje začiatok posielania kaţdého paketu – aj správy 
AODV a OLSR. Pre simuláciu som pouţíval aplikáciu OnOffApplicationHelper, ktorý 
posiela UDP pakety cieľovému uzlu. Aby sme dostali trasu, musíme ostatné pakety vyfiltrovať -  
bola aplikovaná filtrácia podľa veľkosti, čo je v tomto prípade najjednoduchším spôsobom. Ako 
je vidno, medzi vstupnými parametrami je jeden ukazateľ, ktorý ukazuje na práve posielaný 
paket. Pretoţe zmienené UDP pakety majú veľkosť 512B bez hlavičky, ďalej správy protokolov 
AODV a OLSR sú oveľa menšie, s funkciou GetSize boli hľadané pakety väčšie, neţ 512B.  
Nastavenie zachytávania a vypisovania prijímaných paketov je podobné, ale je nutné 
zmeniť cestu sledovacieho systému a volaná funkcia má iné vstupné parametre: 
void node8_got (std::string context, Ptr< const Packet > packet,  





Vyššie uvedený príklad zdrojového kódu uloţí informácie do textového súboru, ktorú 
môţeme otvoriť a prehliadnuť po simulácii. Nasleduje zopár riadkov, ktoré boli generované 
kódom random-waypoint-olsr-trace.cc a ktoré ukazujú trasu paketov v rôznych 
časových okamihoch: 
4.08206 Uzol 0 poslal paket a mal veľkosť: 576B 
4.08359 Paket prešiel uzlom 1 
4.08438 Uzol 8 dostal paket 
… 
6.2775 Uzol 0 poslal paket a mal veľkosť: 576B 
6.27852 Paket prešiel uzlom 3 
6.27931 Uzol 8 dostal paket 
… 
26.9435 Uzol 0 poslal paket a mal veľkosť: 576B 
26.9445 Paket prešiel uzlom 5 
26.9455 Paket prešiel uzlom 1 
26.9463 Uzol 8 dostal paket 
V ďalšej kapitole bude rozobraná tematika prevádzkových modelov, ich vlastnosti, typy 




6 MODELY SIEŤOVEJ PREVÁDZKY 
Návrh telekomunikačných a dátových sietí je veľmi zloţitý proces, preto je 
pred samotným fyzickým návrhom vhodné otestovať funkčnosť siete. Kvôli tomu je vytvorenie 
rôznych prevádzkových modelov, ktoré je moţné pouţiť všeobecne na rôznych sieťach, jedna 
z najdôleţitejších oblastí telekomunikácie. Tieto modely slúţia ako vstupné dáta pre simulačné 
programy. Pomocou simulácií je preštudovaná funkčnosť v praxi pouţívaných protokolov 
a algoritmov, ďalej ako reagujú na rôzne situácie, ktoré môţu nastať počas fungovania, napr. 
preťaţenie. Preto by mali modely prevádzky reprodukovať dôleţité štatistické vlastnosti 
reálnych sietí čo najpresnejšie. V niektorých prípadoch prispievajú aj k lepšiemu porozumeniu 
charakteristiky prevádzky na danej sieti, čo pomôţe navrhnúť efektívnejšie prístroje [7]. 
Najdôleţitejšími vlastnosťami sieťovej prevádzky sú rozdelenie veľkosti paketov 
a rozdelenie veľkosti intervalu medzi doručeniami paketov (inter-arrival time). Súčasné modely 
neriešia problematiku veľkosti súvisiacich paketov, napríklad TCP ACK (TCP potvrdenie) 
v opačnom smere prenosu [8]. Stanovenie rozdelenia veľkosti intervalu medzi doručeniami je 
však tým dôleţitejšia a ťaţšia úloha. 
Súčasné dátové siete by sme mohli charakterizovať dvoma základnými štatistickými 
vlastnosťami: 
 zhlukovosť (burstiness) – miera premenlivosti mnoţstva celkovo prenesených dát 
za daný časový interval, 
 sebepodobnosť (self-similarity) – takáto prevádzka vykazuje rovnaké vlastnosti 
pri všetkých stupňoch časového rozlíšenia [8].  
6.1  Základné modely prevádzky 
Prvé modely dátovej prevádzky boli odvodené od telekomunikačných modelov a boli 
zamerané na jednoduchosť analýzy. Všeobecne vychádzali z predpokladu, ţe prevádzka 
z mnohých rôznych zdrojov vyrovnáva zhluky (nerovnosti charakteristiky), teda čím viac 
zdrojov existuje, tým je charakteristika vyrovnanejšia – v tých časoch bola sebepodobnosť 
neznámym pojmom [8]. 
6.1.1  Prevádzkový model Single User (Single User Traffic Model) 
Základom tohto modelu je, ţe existuje jeden uţívateľ, ktorý pouţíva rôzne aplikácie 
(http, e-mail). Tieto aplikácie sú reprezentované ON/OFF procesmi, z ktorých môţe beţať 
paralelne viac naraz. U kaţdej aplikácie sa náhodne striedajú ON a OFF intervaly (obr. 8) – buď 
posielajú dáta, alebo nie. Veľkosti intervalu medzi doručeniami a veľkosť poslaných dát medzi 




Obr.8  Ukáţka ON/OFF procesov 
6.1.2  Poissonov Model 
Poissonov model je najstarší pouţívaný model a bol zavedený na telekomunikačné siete. 
Jeho najdôleţitejšou vlastnosťou je, ţe je to proces bez pamäte – aktuálny stav systému nezávisí 
na predchádzajúcich stavoch. Intervaly medzi doručeniami paketov sú tak isto nezávislé 
od predchádzajúcich hodnôt a náhodné hodnoty majú exponenciálne rozdelenie [7].  
Pre simuláciu telekomunikačných sietí je úplne postačujúci, ale v prípade, ţe by sme 
chceli aplikovať na dátové siete, narazíme na jeho nedostatky – nie je schopný reprodukovať 
veľkú mieru premenlivosti veľkosti celkovo prenesených dát, len pri malom stupni časového 
rozlíšenia. Čím väčší interval pozorujeme, tým vyrovnanejší priebeh dostávame, kým u reálnej 
sieti to tak nie je. Veľká variabilita ostáva aj pri väčšom stupni rozlíšenia, ako je to vidno 
na obr. 9, ktorý bol prevzatý zo zdroja [7].  
 
 




Kontrola prevádzky, ktorá sa podobá na Poissonov model, by bola oveľa jednoduchšia: 
pre predpoveď charakteristiky prevádzky by stačilo poznať mnoţstvo prenesených dát za určitý 
časový interval. Tým pádom by nebolo treba pouţiť veľké vyrovnávacie pamäte alebo zloţité 
mechanizmy pre zabezpečenie QoS [7]. 
Väčšiu variabilitu do modelu je moţné priniesť malou zmenou, ktorá sa volá zloţitý 
Poissonov proces (compound Poisson process). V tomto prípade posielanie paketov má zhlukový 
charakter – interval medzi nimi je exponenciálne rozdelený a veľkosť zhlukov je náhodná [7]. 
6.2  Sebepodobné modely 
Ako uţ bolo vyššie zmienené, charakteristická vlastnosť dátových sietí je, ţe ich 
variabilita je extrémne vysoká. Štatisticky je moţné dosiahnuť veľkú variabilitu pomocou 
dlhodobých funkcií (long-range functions). Lepšou voľbou sú však funkcie s tzv. heavy-tailed 
rozdelením, ktorých variácia je nekonečná – taký je napríklad Paretovo rozdelenie [7]. Veľká 
variabilita všeobecne vytvorí fraktálovú krivku, čo znamená, ţe štatistické vlastnosti sa opakujú 
pri všetkých stupňoch časového rozlíšenia. 
Sebepodobné modely majú nasledujúce vlastnosti oproti štandardným modelom: 
 Na prevádzkovom grafikone sebepodobných modelov je vidno, ţe ich priebeh je odlišný 
od čistého šumu. U štandardných modelov je moţné pozorovať tendenciu, ţe zväčšením 
sledovaného časového intervalu na niekoľko násobok, mnoţstvo poslaných dát 
konverguje k čistému šumu (obr. 9). 
 Keby sme chceli simulovať sebepodobnú prevádzku štandardnými modelmi, typicky by 
sme potrebovali určiť veľa parametrov. Sebepodobné modely však pracujú minimálnym 
počtom parametrov, čo je základná vlastnosť dobrého modelu [7]. 
6.2.1  Markovo prevádzkové modely (Markov Traffic Models) 
Markov model sa podobá Poissonovmu modelu, rozdelenie veľkosti intervalu medzi 
doručeniami paketov je takisto exponenciálne, ale s premenným parametrom λi: 
            
      (1) 
kde je An rozdelenie veľkosti intervelu medzi doručeniami. Je pouţitá pravdepodobnostná 
matica, ktorá udáva hodnotu λ pre aktuálny stav i, ale tento stav nie je závislý 
na predchádzajúcich stavoch. Stav systému je modelovaný pomocou Markovho reťazca (Markov 
chain) [7]. 
Tzv. Markov-renewal model je obecnejší, ako predchádzajúci, rozdelenie veľkosti 
intervalu medzi doručeniami paketov môţe byť ľubovoľný, ale rozdelenie musí závisieť 
od aktuálneho stavu a intervalu medzi doručeniami. Stav systému je určený tak isto pomocou 





6.2.2  Model SWING 
Spoločná nevýhoda sebepodobných modelov je, ţe odhad parametrov sebepodonej 
prevádzky reálnej siete je výpočtovo náročný a je potrebné obrovské mnoţstvo dát. Model 
SWING je v porovnaní jednoduchý model, ktorý skúma vlastnosti uţívateľov, komunikáciu 
výzva-odpoveď, spojenia, pakety individuálne a sieť ako celok. Sebepodobnosť je vytvorená 
agregáciou ON/OFF zdrojov [8]. 
6.3  Podmienky pre výber prevádzkového modelu 
Pre simulovanie dátových sietí by bolo logické vybrať sebepodobný model, nie je to však 
vţdy nutné: 
 mala by byť na sieti agregácia vo veľkom rozsahu (large-scale aggregation), 
 vyšetrovanie dlhodobých závislostí, pre simuláciu krátkych časových intervalov je 
vhodný aj Poissonov model, 
 kontrolné a riadiace pakety by nemali výrazne ovplyvňovať sebepodobnú prevádzku na 
pozorovanom intervale [8]. 
V ďalšej kapitole bude vytvorený prevádzkový model na základe štatistickej analýzy. 
Ďalej bude predstavený program na zachytávanie a grafické zobrazenie prevádzky jednotlivých 
uzlov a nakoniec bude prevedená simulácia s vytvoreným prevádzkovým modelom, ktorá bude 




7 VYTVORENIE PREVÁDZKOVÉHO MODELU 
Pretoţe NS-3 neobsahuje ţiadne zloţitejšie nástroje, ktorými by sa dala simulovať 
prevádzka dátových sietí, v tejto časti bude vytvorený jednoduchý prevádzkový model. Pri 
vytvorení prevádzkového modelu boli brané do úvahy nasledujúce body: 
 jednoduchosť – čím menej parametrov je treba zadať, pouţitie modelu je tým 
jednoduchšie, 
 krátkodobé simulácie – prítomnosť sebepodobnosti je dôleţitá len pri menších stupňoch 
časového rozlíšenia, 
 zhlukovosť – jedna z najcharakteristickejších vlastností dátových sietí, 
 obmedzenia programu NS-3 – podpora simulácie premenlivej prevádzky je minimálna. 
7.1  Výber aplikácie 
Hlavná vlastnosť doteraz pouţívanej aplikácie OnOffApplication, ktorá plynie aj 
z jej pomenovania je, ţe pakety danej veľkosti v danom okamihu buď posiela, alebo nie. Tieto 
dva stavy (ON-zapnutý a OFF-vypnutý) sa náhodne menia, čo však nie je vhodné pre náš prípad. 
Keď chceme vytvoriť prevádzkový model paketmi s meniacou sa veľkosťou a stálou 
prevádzkou, najlepším výberom je BulkSendApplication. 
Atribúty aplikácie BulkSendApplication sú: 
 SendSize – veľkosť paketov, ktoré chceme poslať, 
 MaxBytes – celková veľkosť dát, ktorú chceme poslať, 
 Remote – adresa prijímacieho uzlu, 
 Protocol – môţeme vybrať, ktorý protokol chceme pouţívať na transportnej vrstve 
(TCP alebo UDP) [6]. 
Aplikáciu BulkSendApplication v NS-3 inštalujeme: 
BulkSendHelper source ("ns3::TcpSocketFactory", InetSocketAddress 
(interfaces.GetAddress(1), port)); 
source.SetAttribute ("SendSize", UintegerValue(40)); 
source.SetAttribute ("MaxBytes", UintegerValue(40)); 
ApplicationContainer srcapps = source.Install (nodes.Get(0)); 
Vytvorenie aplikácie sa veľmi podobá na metódu, ktorá bola pouţitá s aplikáciou 
OnOffApplication. Najprv zadáme protokol, ktorý chceme pouţívať, v tomto prípade to je 
TCP (Transmission Control Protocol), potom nasleduje adresa destinácie a port cez ktorý budú 
dáta posielané. Ďalej je nastavená veľkosť paketov a celková veľkosť dát, ktoré majú byť 
poslané. Ako je vidno, v tomto prípade tieto dve hodnoty sú rovnaké, čo znamená, ţe bude 
poslaný len jeden paket s veľkosťou 40B, potom sa aplikácia zastaví. O tomto nastavení ešte 
bude reč v ďalších odsekoch. Nakoniec nainštalujeme aplikáciu na vybraný uzol. Aby prijímací 
uzol bol schopný prijímať dáta, je treba nainštalovať na danom uzle aplikáciu PacketSink, 
tak isto, ako je uvedený v kapitole 4.1. 
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7.2  Návrh modelu 
Základné poznatky pri vytvorení modelu poskytol výskum Univerzity Dortmund z roka 
2001 [9], z ktorého vyplýva, ţe protokol FTP (File Transfer Protocol) počas posielania dát pouţil 
jednotlivé veľkosti paketov oveľa častejšie, neţ ostatné – táto vlastnosť sa objaví aj u iných 
protokolov, ale v tejto práci boli pouţité štatistické dáta protokolu FTP. Na obr. 10 je vidno 
rozdelenie veľkosti paketov protokolu FTP, kde najväčšiu časť celkovo poslaných dát tvoria 
pakety s veľkosťou 40B, 576B a 1500B: 
 40B – potvrdenia TCP, kontrolné segmenty, 
 552 alebo 576B – maximálna veľkosť segmentu v prípade, ţe zisťovanie MTU (MTU 
discovery) nie je pouţitá, 
 1500B – MTU v sieťach Ethernet. 
 
Obr.10  Veľkosti najviac pouţívaných paketov protokolom FTP  
Tieto údaje sú logicky zastarané kvôli rýchlemu vývoju počítačových sietí v poslednom 
desaťročí. Pretoţe vytvorenie a analýza dlhodobých simulácií, ďalej čo najpresnejšie 
reprodukovanie prevádzky dnešných sietí nie je účelom tejto práce, nie je nutné navrhnúť príliš 
zloţitý sebepodobný model – nie sú splnené podmienky zmienené v kapitole 6.3. Preto je moţné 
rozdelenie veľkosti paketov, ktoré je znázornené na obr. 10, vyuţiť na vytvorenie modelu, ktorý 
je pri menších stupňoch časového rozlíšenia zhlukový a jeho prevádzka sa podobá na prevádzku 
dnešných dátových sietí. 
int PacketSize; 
double chance = (rand() % 100) + (rand() % 100)/100.0;   
     
if( (chance >= 0) && (chance <= 40.43) ) 
PacketSize = 40; 
else if( (chance > 40.43) && (chance <= 58.51) ) 
PacketSize = 576; 
else if( (chance > 58.51) && (chance <= 67.84) ) 
PacketSize = 1500; 
else PacketSize = (rand() % 1499) + 1; 
Ako to vidíme aj na obr. 10, celkovú prevádzku je moţné rozdeliť na štyri časti. Hore 
uvedený algoritmus generuje náhodné číslo a podľa tohto rozdelenia sa určí veľkosť paketu 











keď uzol práve nekomunikuje s nikým, vtedy sa pakety neposielajú. Analýza Univerzity 
Dortmund sa nezaoberá touto časťou problematiky, preto nebola braná do úvahy ani v tejto práci. 
V tomto bode narazíme na problém, ţe BulkSendApplication posiela pakety 
v konštantných intervaloch, čím odpadne moţnosť riadenia veľkosti a rozdelenia veľkosti 
intervalu medzi posielaním dvoch paketov, čo je veľmi dôleţitý parameter. Kvôli obídeniu tohto 
nedostatku je veľkosť paketu a celkové mnoţstvo dát pre poslanie nastavené na rovnakú 
hodnotu. Takto je zaručené, ţe aplikácia pošle len jeden paket so zvolenou veľkosťou. 
int MaxPackets = PacketSize; 
source.SetAttribute ("SendSize", UintegerValue(PacketSize)); 
source.SetAttribute ("MaxBytes", UintegerValue(MaxPackets)); 
srcapps = source.Install (nodes.Get(4)); 
Logicky, tento proces je nutné pravidelne opakovať, aby prevádzka bola stále prítomná. 
Kvôli väčšej zhlukovosti bola namiesto konštantnej hodnoty alebo lineárnej funkcie vybraná 
logaritmická, ktorá má nasledujúci predpis: 
   
    
       
            [s], (2) 
kde x je náhodné číslo a nadobúda hodnoty z intervalu <1,50>. Funkcia (2) je znázornená 
graficky na obr. 11. 
 
Obr.11  Priebeh funkcie (2) 
Plánovanie udalostí (nastavenie a posielanie jednotlivých paketov) bol riešený funkciou 
Simulator::Schedule, ako je to niţšie vidno. Jej vstupné hodnoty sú čas, kedy sa má 
udalosť uskutočniť a funkcia SetPacketSize, ktorá realizuje nastavenie veľkosti paketov 
a opätovnú inštaláciu aplikácie – táto funkcia má tak isto vstupné hodnoty, ktoré nasledujú 
v zdrojovom kóde za nej. 



















7.3  Grafické zobrazenie prevádzky 
Z hľadiska analýzy, grafické zobrazenie je nevyhnutné, pretoţe je oveľa prehľadnejšie 
ako čisté dáta a pomôţe lepšie pochopiť danú problematiku. V tejto kapitole bude predstavený 
jednoduchý zdrojový kód na vizualizáciu prevádzky, ktorý pouţíva program Gnuplot. 
Gnuplot je prenosný  nástroj (funguje na rôznych platformách) pre vytvorenie grafiky 
s riadením cez príkazový riadok, ktorý je vyvíjaný od roku 1986. Pôvodne bol vytvorený, aby 
vedci a študenti mohli interaktívne zobraziť dáta a matematické funkcie, ale v súčasnosti uţ 
podporuje aj rôzne neinteraktívne vyuţitie [10]. Vývojári programu NS-3 vytvorili ukáţkovú 
stránku, ktorá vysvetlí, ako fungujú jednotlivé nástroje Gnuplot v NS-3 a aké sú moţnosti 
pri vytvorení grafiky [11]. Prostredníctvom NS-3 máme na vizualizáciu dve moţnosti: 
 vytvorenie ovládacieho súboru  (gnuplot control file) pomocou triedy Gnuplot, 
 vytvorenie dátového súboru (gnuplot data file), podľa dát, ktoré generuje NS-3. 
V tomto prípade bola pouţitá prvá metóda, lebo práca s ňou pri takom malom mnoţstve 
dát je oveľa jednoduchšia. Aby Gnuplot fungoval, musíme najprv v NS-3 pripojiť hlavičkový 
súbor gnuplot.h a nastaviť globálny deklaratívny región mimo ns3 aj na std, čo nám 
zjednoduší písanie kódu. 
Mnoţstvo odoslaných paketov bolo jednoducho počítané pri ich vytvorení vo funkcii 
SetPacketSize. Môţe však nastať situácia, keď paket uţ bol vytvorený a naplánovaný 
k poslaniu, ale musí čakať vo vyrovnávacej pamäte kvôli nedostupnosti cieľového uzla. Pretoţe 
komunikácia je sledovaná na úrovni aplikácií, paket ktorý čaká vo fronte vyrovnávacej pamäte 
bol povaţovaný za poslaný. Pre získanie informácie o prijímaných dátach bol pouţitý podobný 
postup, ako u návrhu programu na sledovanie trasy paketov, t. j. sledovací systém. V tomto 
prípade však pre zachytávanie paketov namiesto fyzickej vrstvy bol pouţitý výstup aplikácie 




Pretoţe k vytvoreniu grafu prevádzky uţ zmienenou triedou Gnuplot je nutný veľký 
počet premenných, pri vytvorení viac grafov naraz, zdrojový kód by sa stal neprehľadným. 
Kvôli tomu bola vytvorená trieda plot, ktorá obsahuje všetky potrebné premenné a funkcie 
pre vytvorenie grafu prevádzky pre danú aplikáciu. Funkciu SetData je treba volať na začiatku 
programu a jej vstupnou hodnotou je meno výstupného súboru – nastaví hodnoty potrebné 
k vytvoreniu grafického súboru. Funkcia SaveData počíta mnoţstvo poslaných dát za daný 
časový interval a uloţí ich do premennej. Je volaná vţdy, keď uzol pošle či prijme paket podľa 
toho, ktorú udalosť práve pozorujeme. Funkcia Write je volaná v pravidelných časových 
intervaloch a uloţí mnoţstvo poslaných alebo prijatých dát za aktuálny interval do databáze. 
Poslednou funkciou je Print, ktorá vytvorí výsledný súbor s príponou .plt. To je moţné 
následne spracovať programom Gnuplot.  
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Trieda plot obsahuje súbor v elektronickej prílohe s názvom random-traffic-
bulk.cc Príklad grafického výstupu je vidno na obr. 12. 
 
Obr.12  Príklad grafického výstupu vytvoreného pomocou programu Gnuplot 
7.4  Prevádzkový model v simulácii 
V tejto časti bude predstavená zloţitejšia simulácia s navrhnutým prevádzkovým 
modelom a s väčším počtom uzlov. Výsledky budú analyzované pomocou grafických výstupov 
vytvorených programom predstaveným v predchádzajúcej kapitole. 
7.4.1  Topológia 
V simulácii bol uvaţovaný prípad, ţe sa v sieti nachádza FTP server, na ktorý sú práve 
pripojené traja uţívatelia, ktorí sťahujú dáta. Server, klienti a ostatné uzly sa pohybovali 
podľa modelu RandomWalk2dMobilityModel. Ďalšie vlastnosti topológie boli nasledovné: 
 uzly boli rozmiestnené do tvaru štvorca (4x4), 
 uzly boli vzájomne vzdialené 60 m vo vertikálnom a horizontálnom smere, 
 krajné uzly boli vzdialené 30 m od hraníc virtuálneho prostredia, 
 rýchlosť uzlov bola 2 m/s a menili smer kaţdých 10 sekúnd, 
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 pakety boli posielané 95 s (simulácia trvala 100 s), 
 uzol 4 predstavuje server, 
 uzly 3, 11 a 13 predstavujú klientov. 
 
Obr.13  Topológia simulácie s prevádzkovým modelom 
7.4.2  Výsledky simulácie 
V tejto časti budú poslané dáta porovnané prijatými, ďalej bude predstavená aj prevádzka 
medziľahlých uzlov, z ktorého je moţné zistiť, ktoré uzly a v akej miere prispievali 
k smerovaniu a preposielaniu dát. 
Na obr. 14 je zobrazené mnoţstvo celkovo poslaných dát uzlom 4 v rozlíšení 2 s. Je 
vidno, ţe prevádzka je dosť zhluková, pretoţe mnoţstvo poslaných dát za daný interval sa 
pribliţne pohybuje medzi hodnotami 25 a 50 kB. Ďalšie grafy je moţné pozrieť v prílohe A. 
Na obr. 16 je vidno mnoţstvo celkovo poslaných dát (červený), ďalej rozdelenie tejto 
prevádzky na aplikácie, ktoré posielali dáta trom rôznym uzlom (3, 11, 13). Z grafu je zrejmé, ţe 
prevádzka jednotlivých aplikácií je tak isto zhlukový, ako celková prevádzka uzlu. Na obr. 17 sú 
znázornené poslané dáta uzlom 4 a prijaté dáta uzlom 3. Nulové hodnoty na prijímacej strane 
znamenajú, ţe komunikácia na kratšiu alebo dlhšiu dobu bola prerušená, zrejme 
kvôli nedostupnosti z dôvodu prílišného vzdialenia od ostatných staníc. Počas tejto doby uzly 
uschovávali pakety vo vyrovnávacej pamäti, kým spojenie na sieťovej vrstve bolo obnovené. 
Väčšie zhluky po obnovení komunikácie znamenajú, ţe uzol, u ktorého došlo k prerušeniu 
komunikácie vyprázdni svoju vyrovnávaciu pamäť a hromadne posiela destinačnému uzlu 
pakety, ktoré čakali vo fronte.  
Prevádzka medzi uzlami 4 a 11, ďalej 4 a 13 sa veľmi podobá prevádzke popísanej 
v predchádzajúcom odseku. Tie sú znázornené na obr. 18 a 19. Prevádzky ďalších uzlov, ktoré sa 
zapojili do komunikácie a smerovacieho procesu boli kvôli prehľadnosti rozdelené do troch 
grafov a sú znázornené na obr. 20 aţ 22. Zdrojový kód programu, s ktorým bola simulácia 




Obr.14  Mnoţstvo celkovo poslaných dát prevádzkového modelu 
V nasledujúcej kapitole bude predstavený modul DCE programu NS-3 a jeho vlastnosti. 




8 NS-3 DCE (DIRECT CODE EXECUTION) 
Modul DCE je rozšírením NS-3 a poskytuje moţnosti, ktorými sa stanú protokoly tzv. 
userspace a kernelspace pouţiteľné v simuláciách – sú to nemodifikované protokoly a pouţívajú 
sa aj v reálnych sieťach. Napr. namiesto V4PingHelper sa dá pouţiť ozajstný Ping. Ďalším 
rozšírením je DCE Quagga, ktorý je softvérový balík obsahujúci implementácie nasledovných 
smerovacích protokolov: OSPFv2, OSPFv3, RIPv1, RIPv2, RIPng a BGP-4 [12, 13]. 
8.1  Vlastnosti NS-3 DCE 
DCE ponúka dva hlavné reţimy práce: 
 základný reţim – DCE pouţíva tzv. NS-3 TCP satck, 
 rozšírený reţim – DCE pouţíva tzv. Linux network stack [12]. 




"Library", StringValue ("liblinux.so")); 
LinuxStackHelper stack; 
stack.Install (nodes); 
Simulácia a písanie kódu prebieha rovnako, ako v obyčajnej NS-3. Hlavným výstupom sú 
adresáre files-x (namiesto „x“ patria čísla uzlov), ktoré obsahujú súborový systém uzlov, ale 
tieţ výstupné súbory DCE aplikácií spustených v tomto uzle. V podadresári /var/log sú 
ďalšie adresáre pomenované podľa  čísla PID (Process Identifier – číslo procesu) virtuálnych 
procesov  zodpovedajúcich DCE aplikácií, ktoré obsahujú vţdy 4 súbory: 
 cmdline – obsahuje príkazový riadok zodpovedajúcej DCE aplikácie, názov 
a argumenty spustenej aplikácie, 
 stdout – štandardný výstup spustenej aplikácie, 
 stderr – obsahuje chybové hlásenia aplikácie, 
 status – obsahuje stavy procesu: čas spustenia, čas ukončenia a návratový kód (exit 
code), keď to má proces nastavené [12]. 
V NS-3 DCE pribudli aj nové helpery, ktoré pomôţu vytvoriť spojenia a aplikácie 
pouţívajúce DCE: 
 DceManagerHelper – je to nástroj, ktorý sa pouţíva pre spustenie binárnych súborov 
(binaries), 
 DceApplicationHelper – pouţíva sa na definovanie aplikácií, ktoré chceme 
pouţívať počas simulácie, nastavuje sa meno binárneho súboru, jeho voliteľné 
argumenty, premenné prostredia (environment variables) a tieţ voliteľne, ak jeho vstup je 
z nejakého súboru namiesto štandardného vstupu, 
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 LinuxStackHelper – pouţíva sa na konfiguráciu jadra Linux v prípade, ţe DCE 
pracuje v rozšírenom reţime, 
 QuaggaHelper – pomôţe vytvoriť Quagga aplikácie [12]. 
8.2  Program Iperf 
Iperf je nástroj hlavne pre meranie dosiahnuteľnej šírky pásma a kvality spojenia 
medzi dvoma koncovými uzlami na úrovni aplikácií (end-to-end bandwith). Umoţňuje zmeny 
v parametroch, ako sú napr. veľkosť okna a počet paralelných tokov [14]. Pre úspešný test 
na jednej strane musí byť spustený Iperf server, na druhej strane zase  Iperf klient. 
Testovanie má nasledujúce reţimy: 
 oneskorenie (latency) pomocou príkazu Ping, 
 kolísanie oneskorenia (jitter) a miery straty datagramov (datagram loss) pomocou 
protokolu UDP, 
 šírku pásma pomocou protokolu TCP [15]. 
Významné nastaviteľné parametre programu sú nasledovné: 
 -c – nastavenie aplikácie ako klient, po ňom nasleduje IP adresa servera, 
 -s – nastavenie aplikácie ako server, 
 -w (window) – veľkosť okna protokolu TCP (window size), 
 -p (port) – nastavenie komunikačného portu, 
 -t (time) – udáva, ako dlhá má test trvať, 
 -i (interval) – interval medzi periodickými hláseniami o šírky pásma, 
 -P (parallel) – umoţňuje vykonať paralelné testy [15]. 
Podľa experimentu, ktorá prebehla medzi Univerzitou Rice a organizáciou SLAC 
(Stanford Linear Accelerator Center), program Iperf je treba nechať beţať okolo sedem sekúnd, 
aby bola dosiahnutá 90% percent prenosovej rýchlosti [14]. 
8.2.1  Iperf v NS-3 
K vytvoreniu Iperf aplikácie v programe NS-3 sa pouţíva DceApplicationHelper. 
Najprv je treba nastaviť meno spustiteľného súboru s funkciou SetBinary. Ďalej jednotlivé 
argumenty, ktoré sú zmienené vyššie, pridávame pomocou funkcie AddArgument jeden 
za druhým podobne, ako v reálnom svete. Pred samotným nastavovaním argumentov je vhodné 
resetovať aplikáciu pomocou funkcií ResetArguments a ResetEnvironment, aby 
nedošlo k neočakávaným chybám počas simulácie. V programe na simuláciu s DCE boli 
vytvorené dve funkcie SetClient a SetServer, ktoré obsahujú popísaný postup 






  dce.ResetArguments (); 
  dce.ResetEnvironment (); 
  dce.AddArgument ("-c"); 
  dce.AddArgument ("10.1.1.3"); 
  dce.AddArgument ("--time"); 
  dce.AddArgument ("10"); 
 
apps = dce.Install (nodes.Get (0)); 
8.3  Simulácia pouţitím DCE 
8.3.1  Topológia simulácie 
NS-3 DCE bol počas písania tejto práce ešte stále vo vývoji, preto niektoré časti 
fungovali len čiastočne. Smerovacie protokoly pre siete MANET ešte vôbec neboli podporované, 
preto k simuláciám boli pouţité statické smerovacie tabuľky a nepohyblivé uzly. Ako testovací 
nástroj spojenia, bol pouţitý uţ predstavený program Iperf. 
Topológia bola podobná, ako u predchádzajúcej simulácie, s malými zmenami (obr. 15): 
 uzly boli rozmiestnené do tvaru štvorca (2x2), 
 uzly boli vzájomne vzdialené 30 m vo vertikálnom a horizontálnom smere, 
 uzly 2 a 3 boli nastavené, ako servery, 
 uzly 0 a 2 boli nastavené, ako klienti, 
 prenosová rýchlosť na fyzickej vrstve bola 24 Mb/s. 
 
Obr.15  Topológia simulácie programom Iperf 
8.3.2  Výsledky simulácie 
Výsledky simulácie boli pozorované na strane klientov a výstup bol získaný zo súborov 
stdout pomocou príkazového riadku. 
$ cat files-x/var/log/*/stdout 




Client connecting to 10.1.1.3, TCP port 5001 
TCP window size: 16.0 KByte (default) 
------------------------------------------------------------ 
[  3] local 10.1.1.1 port 54947 connected with 10.1.1.3 port 5001 
[ ID] Interval       Transfer     Bandwidth 
[  3]  0.0-10.0 sec  5.38 MBytes  4.49 Mbits/sec 
------------------------------------------------------------ 
Client connecting to 10.1.1.4, TCP port 5001 
TCP window size: 16.0 KByte (default) 
------------------------------------------------------------ 
[  3] local 10.1.1.1 port 48352 connected with 10.1.1.4 port 5001 
[ ID] Interval       Transfer     Bandwidth 
[  3]  0.0-10.0 sec  7.25 MBytes  6.07 Mbits/sec 
Je vidno, ţe uzol 0 naviazal spojenie s uzlom 2 (IP: 10.1.1.3) a 3 (IP: 10.1.1.4). 
Prenosová rýchlosť v tejto simulácii bola ohraničená na fyzickej úrovni na 24 Mb/s, to znamená, 
ţe na úrovni aplikačnej máme očakávať oveľa niţšiu rýchlosť. Je to kvôli tzv. neuţitočným 
dátam, ktoré sa pridávajú k uţitočným na rôznych úrovniach ako záhlavie a zapätie. Tie 
zabezpečujú vytvorenie a udrţovanie spojenia (napr. príznaky TCP, IP adresa, port), detekciu 
alebo opravu chýb. Priemerná prenosová rýchlosť medzi uzlami 0 a 2 bola 4,49 Mb/s 
a medzi uzlami 0 a 3 bola 6,07 Mb/s, ktoré sú rozumné výsledky vzhľadom na vzdialenosť 
medzi uzlami. Meranie trvalo 10 s v súlade s doporučením [14]. 
Výstup uzla 2 bol podobný, ako v predchádzajúcom prípade. Vidíme, ţe naviazal 
spojenie s uzlom 3 (IP: 10.1.1.4) a nameraná prenosová rýchlosť bola 7,26 Mb/s: 
Client connecting to 10.1.1.4, TCP port 5001 
TCP window size: 16.0 KByte (default) 
------------------------------------------------------------ 
[  3] local 10.1.1.3 port 60651 connected with 10.1.1.4 port 5001 
[ ID] Interval       Transfer     Bandwidth 
[  3]  0.0-10.1 sec  8.75 MBytes  7.26 Mbits/sec 




Cieľom bakalárskej práce bolo preštudovať fungovanie MANET sietí a protokolov, ktoré 
tieto systémy pouţívajú. Ďalej vytvoriť experimentálnu MANET sieť s mobilitou, vytvoriť 
prevádzkový model a zobraziť prevádzky uzlov graficky. Nakoniec vytvoriť program s modulom 
DCE a otestovať funkčnosť simulácie jadrom Linux. 
Prvá časť sa podrobne zaoberá s problematikou smerovania. Boli predstavené jednotlivé 
typy protokolov, ich fungovanie, výhody a nevýhody. Ďalšia kapitola sa taktieţ zaoberá 
so smerovacími protokolmi, ale uţ z hľadiska MANET sietí. Boli popísané dva protokoly, tie sú 
AODV a OLSR. Pre simuláciu bol pouţívaný voľne šíriteľný program NS-3, bolo vysvetlené 
pouţitie základných kódov. Celá kapitola bola venovaná bezdrôtovej komunikácie a pohybovým 
modelom. 
V prvej praktickej časti bol vytvorený najprv menší, ukáţkový program pomocou NS-3, 
ďalej boli zavedené základné pojmy a funkcie. Ďalším krokom bolo pridanie pohybového 
modelu do simulácie. Pretoţe NS-3 neumoţňuje priamo sledovanie cesty paketov, bol navrhnutý 
program na sledovanie trasy paketov od vysielača k prijímaču. Ten pouţíval trasovací systém 
pre zachytenie posielaných a prijímaných paketov. Filtrácia UDP paketov bola prevedená 
podľa veľkosti. 
V nasledujúcej časti boli rozobraté prevádzkové modely. Boli popísané pojmi ako 
zhlukovosť, sebepodobnosť a čas medzi doručeniami paketov. Základné princípy boli vysvetlené 
pomocou existujúcich modelov, ako modely Poissonov a Markov. Ďalej boli uvedené tri 
základné body pre výber medzi obyčajnými a sebepodobnými modelmi. 
V ďalšej praktickej časti bol navrhnutý na základe získaných poznatkov jednoduchý 
prevádzkový model. Základom modelu bola štatistická analýza Univerzity Dortmund. Bol 
pouţitý generátor náhodnej veľkosti paketov podľa rozdelenia veľkosti paketov FTP. Interval 
medzi generovaním dvoch paketov bol určený logaritmickou funkciou, čo malo za následok 
zvýšenie zhlukovosti. Aby bolo moţné efektívne sledovať prevádzku uzlov, bol vytvorený 
program na grafické znázornenie prevádzky. K tomu bol pouţitý aj program Gnuplot. Nakoniec 
bola vykonaná simulácia so 16 uzlami, kde bol uvaţovaný prípad, keď FTP server posiela dáta 
trom uţívateľom. Analýza simulácie bola vykonaná pomocou grafických výstupov. 
V poslednej časti bol predstavený modul DCE pre program NS-3, ktorý umoţňuje 
pouţívať protokoly a aplikácie presne ako v reálnej sieti. Boli popísané hlavné zmeny 
voči obyčajnému NS-3 a hlavné triedy pre vytvorenie funkčného programu. Bol navrhnutý 
program, ktorý pouţíval nástroj Iperf pre meranie šírky pásma medzi uzlami. Pretoţe NS-3 počas 
písaní práce bol ešte vo vývoji, jednotlivé funkcie nefungovali úplne. Neboli podporované ani 
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ZOZNAM POUŢITÝCH SKRATIEK 
ADV   Adaptive Distance Vector 
AODV  Ad Hoc On Demand Distance Vector 
BERR   Route Error 
BGP   Border Gateway Protocol 
BGP   Border Gateway Protocol 
DCE   Direct Code Execution 
DRS   Dynamic Source Routing 
DSDV   Destination-Sequenced Distance Vector 
DV   Distance Vector 
EGP   Exterior Gateway Protocol 
FSR   Fisheye State Routing Protocol 
FTP   File Transfer Protocol 
IGP   Interior Gateway Protocol 
IGRP   Interior Gateway Routing Protocol 
IP   Internet Protocol 
LS   Link State 
LSA   Link-State Advertisement 
MAC   Media Access Control 
MANET  Mobile Ad-Hoc Network   Mobilná ad-hoc sieť 
MPR   Multi Point Relaying 
MTU   Maximum Transmission Unit 
NetAnim  Network Animator 
NS-3   Network Simulator 3 
OLSR   Optimized Link State Routing Protocol 
OSPF   Open Shortest Path First 
OSPF   Open Shortest Path First 
PHY   Physical Layer 
QoS   Quality of Service    Kvalita sluţieb 
RIP   Routing Information Protocol 
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RIP   Routing Information Protocol 
RREP   Route Reply 
RREQ   Route Request 
TC   Topology Control 
TCP   Transmission Control Protocol 
TTL   Time To Live     Doba ţivota 
UDP   User Datagram Protocol 
Wi-Fi   Wireless Fidelity 










A  Výsledky simulácie s prevádzkovým modelom 
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