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ABSTRACT
With the increasing adoption of Deep Neural Network (DNN) mod-
els as integral parts of software systems, efficient operational testing
of DNNs is much in demand to ensure these models’ actual per-
formance in field conditions. A challenge is that the testing often
needs to produce precise results with a very limited budget for
labeling data collected in field.
Viewing software testing as a practice of reliability estimation
through statistical sampling, we re-interpret the idea behind con-
ventional structural coverages as conditioning for variance reduc-
tion. With this insight we propose an efficient DNN testing method
based on the conditioning on the representation learned by the
DNN model under testing. The representation is defined by the
probability distribution of the output of neurons in the last hidden
layer of the model. To sample from this high dimensional distri-
bution in which the operational data are sparsely distributed, we
design an algorithm leveraging cross entropy minimization.
Experiments with various DNN models and datasets were con-
ducted to evaluate the general efficiency of the approach. The results
show that, compared with simple random sampling, this approach
requires only about a half of labeled inputs to achieve the same
level of precision.
CCS CONCEPTS
• Software and its engineering → Software testing and de-
bugging; • Computing methodologies→ Neural networks.
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Software testing, Neural networks, Coverage criteria
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1 INTRODUCTION
Deep Learning has gained great success in tasks that are intuitive
to human but hard to describe formally, such as image classification
or speech recognition [15, 24]. As a result, Deep Neural Networks
(DNNs) are increasingly adopted as integral parts of widely used
software systems, including those in safety-critical application sce-
narios such as medical diagnosis [37] and self-driven cars [40].
Effective and efficient testing methods for DNNs are thus needed
to ensure their service quality in operation environments.
Recent efforts on DNN testing [30, 32, 38, 40, 44, 45, 47] have
aimed at generating artificial adversarial examples, which resem-
bles the debug testing [13] of human written programs that aims at
finding error-inducing inputs. However, the fundamental difference
between DNN models and human written programs challenges the
basic concepts and wisdoms for debug testing. For example, the
inductive nature of statistical machine learning and the No-Free-
Lunch theorem imply that an oracle for a DNN model independent
of its operation context is senseless. The fact that DNN perfor-
mance is measured statistically also diminishes the importance of
individual error-inducing inputs.
Contrastingly, this paper focuses on the operational testing of
DNN, i.e., testing a previously trained DNN model with the data
collected from a specific operation context, in order to determine
the model’s actual performance in this context. Although opera-
tional testing for conventional software has been extensively stud-
ied [13, 29, 36], the challenge of operational DNN testing is not
well understood in the software engineering community. A central
problem here is that it can be prohibitively expensive to label all the
operational data collected in field. For example, a surgical biopsy
may be needed to decide whether a radiology or pathology image
is really malignant or benign. In this case the labeling effort for
each single example is worth saving. Thus it is crucial to test DNN
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efficiently, i.e., to precisely estimate a DNN’s actual performance in
an operation context, but with a limited budget for labeling data
collected from this context.
We propose to reduce the number of labeled examples required
in operational DNN testing through carefully designed sampling.
The conventional wisdom behind structural coverages for testing
human written programs is re-interpreted in statistical terms as
conditioning for variance reduction, and applied to the sampling
and estimation of DNN’s operational accuracy.
The key insight is that, the representation learned by a DNN and
encoded in the neurons in the last hidden layer can be leveraged to
guide the sampling from the unlabeled operational data. It turns
out that conditioning on this representation is effective, and works
well even when the model is not well-fitted to the operation data,
which is a property not enjoyed by naive choices such as stratifying
by classification confidence.
To realize the idea, one must select a small fraction from the
operational data, but with sufficient representativeness in terms of
their distribution in the space defined by the outputs of neurons
in the last hidden layer. This is difficult because the space is high-
dimensional, and in which the operational data themselves are
sparsely distributed. We solve this problem with a distribution
approximation technique based on cross-entropy minimization.
The contributions of this paper are:
• A formulation of the problem of operational DNN testing as
the estimation of performance with a small sample, and a
proposal for efficient testingwith variance reduction through
conditioning, as a generalization of structural coverages.
• An efficient approach to operational DNN testing that lever-
ages the high dimensional representation learned by the
DNN under testing, and a sampling algorithm realizing the
approach based on cross entropy minimization.
• A systematic empirical evaluation. Experiments with LeNet,
VGG, and ResNet show that, compared with simple random
sampling, this approach requires only about a half of labeled
inputs to achieve the same level of precision.
The rest of this paper is organized as follows. In Section 2 we
discuss the problem of operational DNN testing and how to improve
its efficiency. Section 3 is devoted to the conditioning approach to
efficient DNN testing, and Section 4 to the empirical evaluation
of the approach. We then review related work in Section 5, before
concluding the paper with Section 6.
2 OPERATIONAL TESTING OF DNNS
In this section we briefly introduce DNN, examine the problem of
testing DNNs as software artifacts in operation context, and then
discuss the insights for and the challenges to efficient DNN testing.
2.1 Deep Neural Network
A deep neural network (DNN) is an artificial neural network (ANN)
with multiple intermediate (hidden) layers. It encodes a mathemati-
cal mapping from inputs to outputs with a cascading composition of
simple functions implemented by the neurons. Figure 1 is a simple
example of neural network. The existence of activation functions ϕ
makes the model nonlinear.
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Figure 1: A simple neural network
To approximate the intricate mapping hidden in the training
examples, a DNN model has its parameters (weights wi, j and bi-
ases bi ) gradually adjusted to minimize the averaged prediction
error over all the examples. What a DNN actually learned is a pos-
terior probability distribution, denoted as p(y | x). For example,
for a k-classification problem, DNN will give k posterior proba-
bility functions p(y = i | x), i = 1, 2, . . . ,k for the given input x .
The predicted label for this input is the class corresponding to the
maximum posteriori probability, i.e. f (x) = argmaxi p(y = i | x).
2.2 The DNN Testing Problem
When a previously trained DNN model is adopted as an integral
part of a software system deployed in a specific environment, it
may drastically underperform its expected accuracy. There can be
different causes, such as under-fitting or over-fitting of the model to
the training data set, or the data distribution discrepancy between
the training set and the data emerged in the operation context. The
latter is especially nasty and often encountered in practice. There-
fore, as any software artifact, a DNN model must be sufficiently
tested before being put into production.
DNN testing is different from traditional software testing aiming
at identifying error-inducing inputs. DNN implements a kind of
inductive reasoning, which is fundamentally different from human
written programs based on logic deductions. As a consequence, for
a trained DNN there does not exist a certain and universal oracle
for testing. Elaborately, the testing of DNNs has to be
Statistical Contrasting to human written programs with certain
intended behaviors, as a statistical machine learning model,
a DNN offers only some probabilistic guarantee, i.e., to make
probably correct prediction on most inputs it concerns [15].
In fact, mispredictions on a small portion of inputs are ex-
pected, and in some sense intentional, in order to avoid over-
fitting and maximizing generality.
Holistic Up to now there is no viable rationale interpretation of
DNNs’ internal behaviors on individual inputs at the level of
neurons [1, 27]. This means that DNNs are essentially black-
boxes although their computation steps are visible. Also,
a detected fault with a specific input is hardly helpful for
“debugging” the DNN.
Operational Moreover, testing of DNNs without considering their
operation context is meaningless. This is implied by the No
Free-Lunch Theorem [46], which says that, considering all
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possible contexts, no machine learning algorithm is univer-
sally any better than any other [15].
So generally the task of testing a DNN as a software component
is, giving a previously trained DNN model and a specific operation
context, to decide how well the model will perform in this context,
which is expressed statistically with the estimated accuracy of
prediction1. This task should be easy if we had enough labeled
data that well represent the operation context and suffice accurate
estimation. However, in practice, although unlabeled data can be
collected from the operation environment, labeling them with high-
quality is often expensive.
For example, considering an application scenario of AI-aided
clinical medicine [37] where a hospital is going to adopt a DNN
model to predict MRI images to be malignant or benign. Suppose
that the model is previously trained by a foreign provider with its
proprietary dataset, and thus the hospital needs to gauge it against
native patients and local equipment settings. The hospital may
collect a lot of images by scanning patients and volunteers, but
labeling them is much more expensive because not only advanced
human expertise, but also some complicated laboratory testings
and even intrusive biopsies are required.
Therefore, a central problem of DNN testing is how to accurately
estimate DNNs’ performance in their operational context with
small-size samples2 of labeled data. Or in other words, given a
budget of cost in labeling examples, how to make the estimation of a
DNN’s performance as accurate as possible.
Figure 2 illustrates the process of efficient operational DNN
testing. The goal is that, with some sophisticated test data selection,
one only needs to label a small portion of operational data to achieve
enough precision for the estimation of operational accuracy.
Selected
Dataset
Training 
Dataset
Unlabeled
Operational
Dataset
DNN
Training 
Trained 
DNN Model
Test Data 
Selection
Labeling
Operational
Testing
Estimated
Operational
Accuracy
Possible Divergence Size 
Reduced
Figure 2: Efficient operational DNN testing
2.3 Improving Testing Efficiency through
Conditioning
Clearly, the above description of DNN testing resembles statistical
sampling and estimation, whose efficiency can be improved with
variance reduction techniques [39]. In the following we briefly
introduce the simple random sampling as the baseline estimation
method, and then discuss how conditioning can help with some
1In this paper we consider only accuracy that is the proportion of examples for which
the model predicts correctly. However, the proposed method is generally applicable to
other performance measures.
2There is a common mistake of regarding a sample of more than 30 elements as large
enough [3]. As we will see in Section 4, we often need much more.
inspirations from the coverage-oriented testing of conventional
programs.
Sampling is the process of selecting a group of individuals from
a population in order to study them and estimate the property of
population. Specifically, suppose that there is a fixed parameter
θ = E[H (X )] that needs to be estimated, where X : Ω → D ⊂ Rd
is a random variable corresponding to the observed data, and H :
D → R is the model of interest. For example, when estimating the
accuracy of a DNN model, H is defined as H (x) = 1 if the DNN
correctly predicts x ’s label, and 0 otherwise. Note that H (X ) is also
a random variable. An estimator of θ is denoted by the symbol θˆ .
The basic sampling method is Simple Random Sampling (SRS).
SRS draws i.i.d. replications x1, . . . ,xn directly from the population.
The i.i.d. condition requires that each individual is chosen randomly
and entirely by chance, such that each individual has the same
probability of being chosen, and each set of n individuals has the
same probability of being chosen for the sample as any other set of
n individuals. And the estimator θˆ is computed as the average of
each estimate:
θˆ =
H (x1) + · · · + H (xn )
n
. (1)
This is an unbiased estimator, i.e. E[θˆ ] = θ . The efficiency of SRS is
expressed statistically by its variance Var[θˆ ] = 1nVar[H (X )].
Despite of its simplicity, SRS is quite effective in practice if we
can draw a sufficiently large i.i.d. sample. Without further informa-
tion about H (X ) we can hardly improve over SRS. An often used
strategy is conditioning, i.e., to find a random variable or vector Z ,
on which ideally H (X ) strongly depends, and leverage the law of
total variance:
Var[H (X )] = E[Var[H (X |Z )]] + Var[E[H (X |Z )]] . (2)
Intuitively, the law says if we “interpret” H (X ) with Z , the vari-
ance of H (X ) can be decomposed to those not explained by Z (the
first term on the right hand), and those due to Z (the second term).
Note that E[H (X |Z )] itself is a function on Z , and
E[H (X )] = E[E[H (X |Z ])] . (3)
So we can sample from Z ’s distribution and estimate E[H (X |Z )]
instead of H (X ), taking the advantage that the former has a smaller
variance than the latter.
If we can make a complete sample of Z , i.e., covering all possible
values zi for Z , the variance of our estimation will be only those
introduced in estimating E[H (X |zi )] for each zi . This is exactly
what Stratified Sampling does. Furthermore, if the value of H (X ) is
fully determined by Z , we will have zero variance.
These two ideal conditions are hard to satisfy, especially in com-
plex scenarios such as operational software testing. However, the
insights are clear: to improve the efficiency of testing as estimation,
we need
(1) to identify an observable factor Z that affects H (X ) the per-
formance (accuracy) as much as possible, so that the variance
of H (X ) conditioned under each zi is minimized, and
(2) to draw as representative as possible samples for Z , so that the
uncertainty due to Z can be well handled.
These two aspects can be conflicting in practice. Intuitively, the
more “precise” Z the interpretation for H (X ) is, the finer grained
it has to be, and the harder it can be sufficiently represented by
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a small-size sample. It is crucial to strike a good balance between
them with a deliberately chosen Z .
It is inspiring to use this viewpoint to examine the structural
coverage-directed testing of conventional programs, despite of the
difference that structural coverages are mainly used to identify
error-inducing inputs. The efficacy of a structural coverage comes
from
(1) the homogeneity of inputs covering the same part of a pro-
gram – either all or none of them induces an error, so that
testing efficiency can be improved by avoiding duplications,
and
(2) the diversity of inputs indicated by coverage metrics, so that
testing completeness can be improved by enforcing a high
coverage to touch corner cases in which rare errors may
hide.
Evidently, these two heuristics resemble the two insights of condi-
tioning.
In this sense, the conditioning techniques for testing efficiency
improvement can be regarded as a generalization of structural
coverages in conventional white-box software testing. However,
it turns out to be challenging to apply this idea to the testing of
DNNs, because of
(1) the blackbox nature of DNNs. There is no obvious structural
features like program branches or execution paths of hu-
man written programs that intuitively provide the needed
homogeneity, and moreover,
(2) the curse of dimensionality. For DNNs, a powerful interpret-
ing factor Z for model accuracy is often a high dimensional
vector, which makes it very difficult to represent with a
small-size sample but without huge uncertainty.
We will discuss how to meet these challenges in the next section.
3 EFFICIENT DNN TESTING METHODS
First, let us state our problem of efficient operational DNN testing
more specifically:
Problem. GivenM a trained DNN model, and S a set of N unla-
beled examples collected from an operation context, instead of labeling
all these N examples, select and label a subset T ⊆ S with a given
size budget n = |T | ≪ N , and use T to estimate the accuracy of M
on S , with an as small estimation error as possible.
Leveraging the information provided by M and S , we try to
achieve efficient estimation through conditioning. We first discuss
Confidence-based Stratified Sampling (CSS), which is simple but
unfortunately fragile and limited to classifiers. Then we present
Cross Entropy-baed Sampling (CES) that conditions on representa-
tions learned byM, and approximates the distribution of S through
cross-entropy minimization.
3.1 Confidence-based Stratified Sampling
As discussed earlier, the key to improve the estimation efficiency
is to find a random variable Z that is strongly correlated to the
accuracy of the modelM, and whose distribution is easy to sample.
A natural choice is the confidence value c(x) provided by some
classifier models when predicting the label for x . Obviously, pre-
dictions with a higher confidence will be more likely to be correct,
if the classifier is reliable.
Since the confidence is a bounded scalar, we can divide its range
intok sections, and stratify the population S intok strata {S1, · · · , Sk }
accordingly. Thus the probability of an example belonging to Sj
is Pj =
|Sj |
|S | , 1 ≤ j ≤ k . From each stratum Sj , randomly taking
nj elements such that Σkj nj = n. Then the accuracy of M on S is
estimated as
ˆacc =
k∑
j=1
Pj E[H (x) | x ∈ sj ] =
k∑
j=1
Pj
(
1
nj
nj∑
i=1
H (x j,i )
)
. (4)
A simple strategy is to use proportional allocation, i.e., nj =
Pj · n, and then the estimation of accuracy becomes ˆaccprop =
1
n
∑
H (x j,i ). However, although safe [9], proportional allocation
may be suboptimal.
The variance of a stratified estimator is the sum of variances
in each strata: Var( ˆacc) = Σkj=1Var(H (x |x ∈ sj )). It can be further
reduced if we allocate more examples in strata that are less even.
Specifically, we can guess that a stratum with a lower confidence
should fluctuate more in the accuracy. So we should take more
examples from those low-confidence strata.
The optimal stratification and example allocation depend on
the actual distribution of the variance of H (X ) conditioned on the
confidence, which is not known a priori. They have to be determined
according to experience and pilot experiments.
Unfortunately, CSS is not robust for operational DNN testing.
It performs very well when the model is perfectly trained for the
operation context. However, as shown in our experiments reported
in Section 4, when the model is not well-fitted to the operational
data set, its performance drops drastically. Note that this unfavor-
able situation is the motivation for operational DNN testing. It is
not difficult to see the reason – when the model predicts poorly in
the operation context, the confidence values it produces cannot be
trusted. In addition, confidence values are not readily available in
regression tasks. Therefore, we propose another variance reduction
method based on behaviors of neurons.
3.2 Cross Entropy-based Sampling
A better choice for the condition random variable Z is the output
of neurons in the last hidden layer. It is often viewed as a learned
representation of the training data that makes the prediction eas-
ier [15, p. 6 and p. 518]. The rationale behind this choice is manifold.
First, although not necessarily comprehensible for human, the rep-
resentation is more stable than the prediction when the operation
context is drifting. This is supported by well-known transfer learn-
ing practices where only the SoftMax layer is retrained for different
tasks [21]. Second, the DNN prediction is directly derived from
the linear combination of this layer’s outputs, and thus it must be
highly correlated with the prediction accuracy. Finally, the correla-
tion between the neurons in this layer is believed to be smaller than
those in previous layers [5], which facilitates the approximation of
their joint distribution that will be used in our algorithm.
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For a trained DNN model M we consider its last hidden layer
L consisting ofm neurons denoted by ei , i = 1, . . . ,m. We divide
Dei , the output range of each neuron ei , into K equal sections
{Dei ,1, . . . ,Dei ,K }, and define function fei (x) = j if the output of
ei for input x belongs to Dei , j , 1 ≤ j ≤ K .
Hence the conditional variable Z is a vector (Z1, . . . ,Zm ), Zi ∈
{1, . . . ,k}, 1 ≤ i ≤ m. Let Sz1, ...,zm = {x ∈ S | fei (x) = zi , 1 ≤
i ≤ m} be a subset of S whose elements are mapped onto z =
(z1, . . . , zm ) by the model. The probability distribution PS (z) of Z
is defined with the operational data set S as
PS (z1, . . . , zm ) =
|Sz1, ...,zm |
|S | . (5)
However, considering the high dimensionality ofZ , it is challeng-
ing to take a typical sampleT from the whole test set S according to
Z ’s distribution, not to mention applying stratified sampling. Note
that we cannot use artificial examples generated according to Z ’s
distribution because we need to evaluate the model’s accuracy on
real data in the given operation context. Now the problem is how
to select a small-size sample from a finite population which itself
is sparsely distributed in a high dimensional space, such that the
sample is as “representative” as possible for the population.
To this end, we propose to select a typical3 sample T by mini-
mizing the cross entropy [15] between PS (Z ) and PT (Z ):
min
T ⊂S, |T |=n
CE(T ) = H (PS , PT )
= −
∑
z ∈{1, ...,K }m
PS (z) log PT (z) , (6)
where
PT (z1, . . . , zm ) =
|Tz1, ...,zm |
|T | . (7)
In this high-dimensional case, the minimization is hard to com-
pute directly, partially because of the sparseness of S and T in Z ’s
space. Fortunately, it is observed that a DNN typically reduces the
correlation among neurons in the last hidden layer [23], thus we
can take an approximation by assuming that they are independent
of each other in computing the minimization. In this case we can
minimizeCE(T ) through minimizingCE(T ) the average of the cross
entropy between PS (Z ) and PT (Z ) on each dimension:
min
T ⊂S, |T |=n
CE(T ) = −
∑m
i=1
∑K
zi=1 P
ei
S (zi ) log P
ei
T (zi )
m
, (8)
where
PeiS (zi ) =
|{x ∈ S | fei (x) = zi }|
|S | . (9)
and PeiT (zi ) is defined similarly.
Furthermore, the optimal solution of CE(T ) is achieved when
PS (z) = PT (z),z ∈ {1, . . . ,K}m [42]. Therefore, the estimator for
3cf. Shannon’s concept of typical set [19, 34].
model accuracy E[H (X )] is given by:
ˆacc =
∑
z ∈{1, ...,K }m
PT (z)E[H (x) | Z = z]
=
∑
z ∈{1, ...,K }m
PT (z)
∑
z ∈Tz1, . . .,zm H (x)
|Tz1, ...,zm |
=
∑
x ∈T H (x)
|T | =
∑n
i=1 H (xi )
n
.
(10)
Note that this estimator is unbiased according to Equation 3.
To solve the optimization problem of Equation 8, we propose an
algorithm (Algorithm 1) similar to random walk [41]. Elaborately,
we first randomly select p examples as the initial sample set T ,
and repeatedly enlarge the set by a group Q∗ of q examples until
we exhaust the budget of n. At each step, Q∗ is selected from ℓ
randomly selected groups, minimizing the cross entropy.
Algorithm 1 Test Input Selection
Input: Original unlabled test set S , DNNM, the budget n for la-
beling inputs.
Output: Selected test set T (|T | = n) for labeling.
1: Selecting randomly p examples as the initial test set T .
2: while |T | < n do
3: Randomly select ℓ groups of examples, Q1, . . . ,Qℓ . Each
group contains min(q,n − |T |) examples.
4: Choose the group that minimizes the cross entropy, i.e.,
Q∗ = min
Qi
CE(T ∪Qi ), i = 1, . . . , ℓ. (11)
5: T ← T ∪Q∗.
6: end while
Finally, there is an intrinsic connection between structural cov-
erage and the cross entropy in Equation 6. Structural coverages ac-
tually assume the probability of PS (z) to be a constant. In this case,
minimizing CE(T ) becomes maximizing ∑z ∈{1, ...,K }m log PT (z),
which equals to maximizing
∏
z ∈{1, ...,K }m PT (z).
Since
∑
z ∈{1, ...,K }m PT (z) = 1, it is to even the distribution PT (z),
which is actually to maximize the coverage so that more instances
of z are covered.
4 EVALUATION
Cautious readers may have noted that our approach leverages sev-
eral heuristics and approximations, including the stableness of the
representation learned by a DNN model despite of the possible drift
of its operational data, the independence between the outputs of
neurons in the last hidden layer, and the optimization through ran-
dom walk in Algorithm 1. Thus, a systematic empirical evaluation
is needed to validate the general efficacy of the approach.
In the following, we first briefly introduce the implementation
of our CSS and CES approaches, then discuss some different sit-
uations faced by operational DNN testing, and how experiments
are designed accordingly. After that we present the results of the
experiments, which unanimously confirm that our approach greatly
improves testing efficiency.
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4.1 Implementation
We implemented our approach using Tensorflow 1.12.0 and Keras
2.2.4 DL frameworks. The code, alongwith additional experiment re-
sults4, can be found at https://github.com/Lizenan1995/DNNOpAcc.
For CSS, we use an optimal setting achieved through pilot ex-
periments. The population is partitioned into three strata. The 80%
examples of the whole operational dataset with the highest confi-
dence are assigned to the first stratum, the next 10% to the second
stratum, and the lowest 10% to the third stratum. To draw a sample
with size n, we take n · 20%, n · 40%, and n · 40% examples from the
three strata, respectively.
For the CES approach that conditions on representation, we setK
the number of sections for each neuron to 20. This is not necessarily
the best number, but is reasonable considering the tens-to-few-
hundreds examples are expected to be sampled. In implementing
Algorithm 1, we select p = 30 initial examples, and enlarge the set
by q = 5 examples in each step. The number of random groups
examined in each step ℓ is set to 300. These parameters are fixed in
all experiments except for those with very small operational test
sets (to be detailed in Section 4.3.4). Further optimizations of these
parameters is possible, but the above values are already sufficient
for achieving a significant efficiency improvement over SRS.
4.2 Experiment Design
Generally, operational DNN testing is to detect the performance
loss of a DNN model when used in a specific operation context.
Here we assume that the model is well trained with its training set,
and do not explicitly consider the problems usually addressed in
the training process, such as under-fitting or over-fitting. Hence
the performance loss is likely to be caused by
• Polluted training set. The training set is mutated by an acci-
dent or malicious attack, and thus a mutated model is gener-
ated.
• Different system settings. For example, the model might be
trained with high-resolution examples but used to classify
low-resolution images due to the limitation of the camera
equipped in the system.
• Different physical environment. For example, the lightening
condition may vary in the operation environment.
In addition, we need to consider the differences in the purpose
(classification or regression), the scale of DNN models, and the size
of unlabeled operational test sets.
With these considerations, as shown in Table 1, we designed 20
experiments in total, which varied in the training sets, the DNN
models, the operational testing sets and thus the actual operational
accuracies. DNN models with very different structures were used
in these experiments. Table 2 lists the numbers of their layers and
neurons.
The first group of experiments (No.1-6, results to be discussed in
Section 4.3.1 ) were designed to study the effect of a polluted training
set, and to see whether the conditioning approaches were robust
4Besides those discussed this Section, additional experiments were carried out to
validate the superiority of the last hidden layer over other layers as the learned
representation to condition on in CES, to explore whether the surprise value [22]
can be used as an alternative for the confidence in CSS, and to examine the relative
efficiency of CES over SRS with relatively bigger samples. Due to the page limit, we
cannot include them in this paper.
Table 1: Experiment settings and E-Value results
No. Train Model Operational Actual E-ValueSet Test Set Acc. (%) CES/SRS
1
MNIST
LeNet-1
MNIST
93.1 0.588
2 LeNet-4 96.8 0.655
3
LeNet-5
98.7 0.708
4 Mutant1a 79.5 0.499
5 Mutant2a 77.3 0.380
6 Mutant3a 79.1 0.478
7
Driving
Dave-orig Driving 90.4
b 0.592
8 Dave-drop 91.8b 0.588
9 Dave-orig patch 88.3
b 0.426
10 Dave-drop 83.5b 0.526
11 Dave-orig light 89.8
b 0.375
12 Dave-drop 88.5b 0.481
13
ImageNet
VGG-19 ImageNet 72.7 0.56714 ResNet-50 75.9 0.471
15 VGG-19 resolution 63.3 0.47016 ResNet-50 68.8 0.436
17 Mutant1a LeNet-5 MNIST-100 78.6
c 0.443c
18 MNIST-300 78.4c 0.375c
19 Driving Dave-orig patch-100 86.9
c 0.594c
20 patch-300 88.3c 0.549c
a The three mutated models are trained by changing the labels of training data:
8↔ 0, 7↔ 1, 9↔ 3, respectively.
b Since the steering angle is a continuous value, we use 1-MSE (Mean Squared
Error) as the accuracy.
c It is the mean value of 30 experiments with different randomly selected test sets.
Table 2: Layers and neurons of DNN models
Model LeNet- DAVE- VGG-19 ResNet-501 4 5 orig drop
Neurons 52 148 268 1,560 844 16,168 94,059
Layers 7 8 9 13 15 25 176
when the actual accuracy varied. The second group of experiments
(No.7-12, Section 4.3.2) simulated different physical environment
conditions, and the third group (No.13-16, Section 4.3.3) were for
different system settings.
In these experiments, we compared the mean squared errors
MSE( ˆacc) of different estimated accuracy ˆacc from different estima-
tors. They were the SRS estimator (Section 2.3), the CSS estimator
(Section 3.1), and the CES estimator (Section 3.2). Each experiment
was repeated 50 times on each sample size of 35, 40, . . . , 180.5 The
mean square error was computed as 150
∑50
i=1( ˆacci − acc)2, where
ˆacci and acc were the estimated and actual operational accuracy,
respectively. Note that because all these estimators are unbiased,
theMSE can be regarded as the estimation variance, whose square
root, i.e., the standard deviation, is plotted in the Figures 3, 4, and 7.
5Focusing on estimation with small size samples, here we only give results up to
sample size 180. However, an additional experiment presented at our code website
demonstrated that the relative efficiency of CES over SRS is quite stable when the
sample size grew up to 2500.
Boosting Operational DNN Testing Efficiency through Conditioning ESEC/FSE ’19, August 26–30, 2019, Tallinn, Estonia
20 40 60 80 100 120 140 160 180
Sample Size
1%
1.5%
2%
2.5%
3%
3.5%
4%
4.5%
St
an
da
rd
 D
ev
ia
tio
n 
of
 A
cc
ur
ac
y SRSCSS
CES
(a) LeNet-1
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(b) LeNet-4
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(c) LeNet-5
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(d) Mutant-1
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(e) Mutant-2
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(f) Mutant-3
Figure 3: Results of experiments with MNIST
The final group of experiments (No. 17-20, Section 4.3.4) were
designed to see whether our approach still worked in cases that only
a small number of unlabeled operational examples were available.
We tested cases of taking a sample of size 30 from an operational
test set of size 100, and of taking a sample of 50 from 300.
In addition to the visual plotting of standard deviations, we also
computed the relative efficiency of two estimators as E = σ 21 /σ 22
the ratio between their variances. Considering that the variance
of an SRS estimator is inversely proportional to the sample size,
E actually indicates the rate of sample size reduction. We list the
averaged E values (the smaller the better) of CES to SRS for each
experiment in the last column of Table 1.
Experiments with the ImageNet dataset (No. 13-16) were con-
ducted on a Linux server with two 10-core 2.20GHz Xeon E5-2630
CPUs, 124 GB RAM, and 2 NVIDIA GTX 1080Ti GPUs, and other
experiments were on a Linux laptop with an 2.20GHz i7-8750H CPU,
16 GB RAM, and a NVIDIA GTX 1050Ti GPU. For a feeling about
the computational cost of sampling with CES, we observed that,
to select out a sample of size 100, it took 8.27s for MNIST/LeNet-5,
20.50s for Driving/Dave-orig, and 420.09s for ImageNet/VGG-19.
4.3 Experiment Results
4.3.1 Experiments with the MNIST dataset. Experiments 1-6 were
conducted on theMNIST dataset [25] that is widely used in machine
learning research. It is a handwritten digit dataset consisting of
60,000 28×28-pixel training images and 10,000 testing images in 10
classes. With this dataset, we trained three LeNet family models
(LeNet-1, LeNet-4, and LeNet-5) [25].
Experiments 1-3 tested the ideal situation where the training
set and testing set were both original. Experiments 4-6 the models
were trained with mutated training set, but tested with the original
testing images as the operational dataset. The mutated training set
is obtained by exchanging the labels of training data.
From the first row of Figure 3 we can see that, when there was
no divergence between the training data and the operational data,
the CSS estimator performed particularly well, achieving a 0.379,
0.372, and 0.198 average efficiency relative to SRS for the three
models tested, respectively. However, the second row of Figure 3
tells a completely different story. In this case, the training set had
been mutated, and CSS performed very bad, with a 3.263, 3.836,
and 2.919 average relative efficiency, respectively. Clearly, the CSS
estimator is not robust to the divergence between the training data
and operational data.
On the contrary, the CES estimator consistently outperformed
SRS in both cases. From Figure 3 and the relative efficiency values
listed in Table 1, we can see that CES only required about a half of
labeled data to achieve the same level of precision of estimation.
The result of Experiment 3 also suggests that, when the opera-
tional accuracy was very high (about 99%), the benefit of our CES
diminished, to a level saving about 30% labeling effort. However,
this should not be a problem because the accuracy is high, and in
this situation we can switch to CSS if needed.
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(d) Original dataset, Dave-drop
20 40 60 80 100 120 140 160 180
Sample Size
1%
2%
3%
4%
5%
6%
7%
8%
St
an
da
rd
 D
ev
ia
tio
n 
of
 A
cc
ur
ac
y SRSCES
(e) Parts blocked, Dave-drop
20 40 60 80 100 120 140 160 180
Sample Size
0.5%
1%
1.5%
2%
2.5%
3%
3.5%
4%
4.5%
5%
St
an
da
rd
 D
ev
ia
tio
n 
of
 A
cc
ur
ac
y SRSCES
(f) Light modified, Dave-drop
Figure 4: Results of experiments with Driving dataset
4.3.2 Experiments with the Driving dataset. The next 6 experiments
were conducted on the Driving dataset6. It is the Udacity self-
driving car challenge dataset containing 101,396 training and 5,614
testing examples. This is a regression task that predicts the steering
wheel angle based on the images captured by a camera equipped
on a driving car. Two pre-trained DNNs (DAVE-orig and DAVE-
dropout [8]) were used in our experiments.
(a) Original (b) Darkened (c) Blocked
Figure 5: Mutations of the Driving test data
Experiments 7 and 8 tested the ideal situation where the op-
erational test set is untouched. Experiments 9-12 used mutated
operational data simulating unideal physical environment condi-
tions, with the two methods used by DeepXplore [40]: occlusion
by small rectangles simulating an attacker blocking some parts of
6https://udacity.com/self-driving-car
a camera (Experiments 9 and 10) and lighting effects for simulat-
ing different intensities of lights (Experiments 11 and 12). Figure 5
illustrates the mutations.
Figure 4 plots the mean squared errors of CES and SRS for each
of the 6 experiments. Because the regression models did not provide
confidence values, the CSS estimator could not be applied in these
experiments.
The results show that CES also worked well for regression tasks,
and achieved 0.375-0.526 relative efficiency w.r.t. SRS when diver-
gence between training data and operational data existed.
4.3.3 Experiments with the ImageNet dataset. The ImageNet [12]
dataset is chosen for the last 4 experiments. It is a large collection of
more than 1.4 million images as the training data and other 50,000
as the test data, in 1,000 classes. Two large scale pre-trained models,
viz. VGG-19 [43] and ResNet-50 [18] were taken as the subject.
Again, Experiments 13 and 14 used the original test set as the op-
erational data. Experiments 15 and 16 used low resolution images as
the operational testing data, which were obtained by downsampling
the images in the original test set, as shown in Figure 6.
The results of these experiments, as shown in Figure 7, are consis-
tent with previous ones. It is quite impressive that the CES achieved
a standard deviation of a little more than 2% with only 180 labelled
examples, considering the 1,000 classes of images. It indicates that
our CES method also performed well for large DNN models, with
or without the divergence between training data and operational
data.
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(a) Original (b) Downsampled
Figure 6: Mutation of the ImageNet test data
4.3.4 Experiments with small operational datasets. We randomly
selected 100 and 300 examples from the MNIST test set and the
Driving test set as unlabeled operational test set. Then SRS and
our CES were applied to reduce them to 30 and 50 for labeling,
respectively. Considering the small sizes of the operational test sets,
for better numerical precision in the calculation of Equation 6, we
minimizing DKL(PT , PS ) instead of DKL(PS , PT ) = CE(T ) −H (PS ).
We also set the number of initial test set p = 5 in Algorithm 1 to fit
the small sample sizes.
Table 3: Relative efficiency in case of small test sets
No. Average Standard Deviation Maximum
17 0.443 0.154 0.103
18 0.375 0.115 0.657
19 0.594 0.265 0.946
20 0.549 0.162 0.903
Each of the experiments was repeated for 30 times, and the
averages, standard deviations, and maximums of relative efficiency
are presented in Table 3.We can see that, our approach still achieved
average relative efficiency of 0.375-0.594. We also found that in
almost all cases our approach outperformed SRS, despite of the
expected fluctuation in efficiency. The result indicates that our
approach worked well even in the case that only a very small
operational dataset was available.
5 RELATEDWORK
The operational DNN testing addressed by this paper is in line with
conventional operational testing for software reliability engineer-
ing, but with different subjects, constraints and solutions. The work
is also complementary to a line of recent research on DNN testing,
especially those hunting for adversarial examples leveraging struc-
tural coverages. In the following, we briefly discuss these related
work and highlight how our works differs from them.
5.1 Operational Software Testing
The purpose of software testing for human written programs can be
either fault detection, i.e., to find one or more error-inducing inputs
for the program under test, or reliability assessment, i.e., to estimate
the chance that the program will err in an operation environment.
Frankl et al. [13] named these two kinds of testing debug testing
and operational testing, respectively. Both of them are integral parts
of Software Reliability Engineering [29, 36], but they are different
in philosophy and technology.
Operational testing emphasizes maximal improvement of system
reliability in operation with limited testing resources, so it focuses
more on bugs encountered more often in the operation context.
Debug testing aims at finding as many bugs as possible without ex-
plicit consideration of their occurrences in operation. The rationales
include the belief that software, as logic products, should be correct
in all contexts, the unavailability of precise operational profile [36],
and the need for finding rare bugs for systems demanding high
reliability. Note that, as discussed in Section 2.2, these rationales
do not apply to DNNs.
Technically, operational testing heavily uses statistics and ran-
domization. A common theme is to minimize the variance of the
estimator for reliability through optimal allocations of testing cases,
e.g., [20, 28, 35]. For debug testing, a frequent research topic is the
automatic generation of test cases with the information provided
by the program itself or its models. Particularly, structural coverage
criteria are used to guide the test case generation [2, 10, 14].
Recently, Russo et al. showed that further reliability improve-
ment can be achieved by combining the strengths of operational
testing and structural coverages [6, 11]. In addition, Böhme called
for a general statistical framework for software testing, and pro-
posed to view software testing as species discovery in order to
borrow results from ecological biostatistics [7].
Our work is similar to conventional operation testing in mini-
mizing estimation variance with limited testing resources. But we
do not have operation profiles except for the unlabeled operational
data. Instead of using adaptive estimate-allocate-test iterations, we
leverage the representation information of the DNN under testing
to achieve efficient sampling in one step. In a sense our condition-
ing on representation can be viewed as a generalization of the idea
behind structural coverages in debug testing, as discussed earlier.
5.2 DNN Testing
Here we consider the testing of well trained DNN models as soft-
ware artifacts, but not the validation step in training process [15].
5.2.1 Structural coverage criteria. Recently there is an increasing
interest in software testing of machine learning programs [4]. Espe-
cially, some authors proposed several structural coverage criteria
for DNN testing, borrowing the concept of structural coverage cri-
teria for human written programs [30, 32, 40, 44, 45]. The basic
idea, is to generate artificial examples to cover “corner” cases of
the DNN model that usual test inputs are unable to touch, in the
spirit of debug testing. The efficacy of the criteria were illustrated
by the adversarial examples found in the testing. An adversarial
example is a slightly perturbed example that fools the DNN model.
The criteria can be roughly classified into three types:
• Neuron-Activation coverage: DeepXplore [40] defines the neuron
coverage of a neural network as the percentage of neurons that
are activated by the given test set. It uses this coverage, joint with
gradient-based optimization, to search for adversarial examples.
The weakness of this criterion is that it can be saturated with a
small number of test inputs.
• Neuron-Output coverage: DeepGauge [30] proposes finer-grained
criteria to overcome the weakness. It divides the output of each
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(a) Original dataset. VGG-19
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(c) Downsampling, VGG-19
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Figure 7: Results of experiments with ImageNet
neuron into k equal sections, and defines the k-multisection cov-
erage as the number of chunks that have been covered by the test
set. In addition, the authors also considered the touch of outputs
out of the k sections with neuron bound coverage.
• Neuron-Combination coverages: The problem of coverage satura-
tion can also be solved with the combination of neuron states.
DeepCover [44] and DeepCT [32] use this strategy. Inspired by
the MC/DC coverage [17], DeepCover proposes a family of cov-
erage metrics that are very fine-grained.
In addition, a recent proposal measures the surprise value of an
input as the difference in DNN behavior between the input and
the training data, and use surprise coverage to guide the search for
error-inducing inputs [22].
We are skeptical about structural coverage criteria for DNN
debug testing [26]. As explained in Section 2.2 and Section 5.1, DNN
testing needs to be statistical, holistic and operational. In addition,
the homogeneity-diversity wisdom of coverage-oriented testing
is broken by the fact that adversarial examples are pervasively
distributed over the input space partitioned by these criteria [26].
Despite of the difference in purpose, one may wonder whether
these coverage measures would help in accuracy estimation. We
believe these scalar measures are not informative enough for im-
proving sampling efficiency. To verify this, we experimented with
the surprise value in a similar way as CSS, and it turned out to be
ineffective. The result can be found at our code website.
5.2.2 DNN testing for other purposes. DNN testing is also con-
ducted for purposes other than searching for adversarial exam-
ples [16]. For example,
• TensorFuzz [38] develops a coverage-guided fuzzing (CGF)
method to quickly find numerical errors in neural networks.
• DeepMutation [31] builds a DNN mutation testing frame-
work. It simulates potential defects of DNNs through training
data mutations and program mutation.
• MODE [33] conducts model state differential analysis to
determine whether a model is over-fitting or under-fitting.
It then performs training input selection that is similar to
program input selection in regression testing.
• DeepRoad [47] uses Generative Adversarial Networks (GANs)
to automatically generate self-driving images in different
weather conditions for DNN testing.
It is part of our future work to investigate whether our technique
can be used for these purposes.
6 CONCLUSIONS
A crucial premise for a trained DNN model to work well in a spe-
cific operation context is that the distribution it learned from the
training data is consistent with the operation context. Operational
testing must be carried out to validate this premise before adopting
the model. Although deep learning is generally considered as an
approach relying on “big” data, the operational testing of DNNs
is often constrained by a limited budget for labeling operational
examples, and thus it must take a “small” data approach that is
statistically efficient.
In this paper we exploit the representation learned by the DNN
model to boost the efficiency of operational DNN testing. It is
interesting to see that although we cannot trust any result produced
by the model beforehand (recall the unreliability of confidence in
Section 3.1), we can still make use of its “reasoning”, despite of
its opaqueness. The empirical evaluation confirmed the general
efficacy of our approach based on conditioning on representation,
which reduced the number of labeled operational examples by about
a half.
Another interesting observation is that the homogeneity-diversity
wisdom of structural coverage guided testing can be generalized to
conditioning for variance reduction in reliability estimation. The
importance of this generalization lies in its potential application to
the testing of hybrid systems consisting of both DNNs and human
written programs.
There are many possible optimizations left for future work, such
as further variance reduction through adaptive importance sam-
pling and reducing the volume of unlabeled operational data. How-
ever, the most important thing to us is how to reformulate the
concept of “bug” and “debug", in a statistical, holistic, and opera-
tional way that is required for DNNs.
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