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La quantité de données enregistrées et traitées au cours des dernières années a augmenté de
façon exponentielle. Pour créer des systèmes intelligents qui peuvent apprendre de ces don-
nées, nous devons être en mesure d’identiﬁer les modèles cachés dans les données elles-mêmes,
apprendre ces modèles et prédire les résultats futurs sur la base de nos observations actuelles.
Si nous pensons à ce système dans un contexte temporel, les données elles-mêmes évolu-
ent, tout comme la nature du problème de classiﬁcation. Lorsque plus de données deviennent
disponibles, différents algorithmes de classiﬁcation sont adaptés à un contexte particulier. Au
début de la phase d’apprentissage lorsque nous disposons d’une quantité limitée de données
d’entrainement, les algorithmes d’apprentissage en ligne sont plus appropriés. Lorsque de
grandes quantités de données deviennent disponibles, nous avons besoin d’algorithmes qui
peuvent traiter de grandes quantités de données partiellement étiquetées dues à la limitation
d’étiquetage manuel.
Un exemple typique où les données évoluent est la reconnaissance de geste. Ce dernier exem-
ple est présent tout au long de notre travail. Nous avons besoin des systèmes de reconnaissance
des gestes pour fonctionner rapidement et avec très peu d’échantillons au début. Au cours du
temps, nous sommes en mesure de collecter plus de données pour que la performance du sys-
tème s’améliore. À mesure que le système évolue, l’utilisateur s’attend à ce qu’il fonctionne
mieux et qu’il n’ait plus besoin de s’impliquer lorsque le classiﬁcateur est incertain quant aux
décisions. Dans cette dernière situation des données supplémentaires non étiquetées sont alors
produites. Un autre exemple typique d’une application est la classiﬁcation de données médi-
cales, où le temps des experts (cliniciens, chirurgiens) est une ressource rare et la quantité de
données reçues et étiquetées augmente de façon déséquilibrée au cours du temps. Bien que le
processus de l’évolution des données soit continu, nous pouvons identiﬁer trois contributions
dans différents scénarios. Lorsque le système est nouveau avec peu de données, l’apprentissage
en ligne est utilisé pour apprendre après chaque échantillon et capturer les connaissances très
rapidement. Avec l’augmentation de quantités de données, les techniques d’apprentissage hors
ligne deviennent davanatge applicables. Une fois que la quantité de données est massive et
que le processus d’étiquetage ne couvre pas toutes les données, nous avons une autre conﬁg-
uration qui combine les données étiquetées et celles non étiquetées. Ces trois conﬁgurations
déﬁnissent nos axes de contributions avec comme applications la reconnaissance des gestes et
la reconnaissance de croquis en ligne.
La conﬁguration d’apprentissage en ligne fait largement restreindre la gamme de techniques
qui peuvent être utilisées. Pour les applications que nous visons, la technique de base que
nous avons adopté est le modèle évolutif TS-Fuzzy (Evolving TS-Fuzzy Model). L’aspect
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semi-supervisé que nous utilisons est en fait la relation entre les règles créées par ce modèle.
Plus précisément, nous proposons un modèle de similarité transductive qui utilise la relation
entre les règles générées en fonction de leurs décisions sur un échantillon pendant le temps
d’inférence. L’activation de chacune de ces règles est ajustée en fonction de la similarité trans-
ductive, et la nouvelle décision est obtenue en utilisant l’activation ajustée. Nous proposons
également plusieurs nouvelles variantes de la similarité transductive elle-même.
Une fois la quantité de données devenue importante, nous outre-passons la conﬁguration de
l’apprentissage en ligne en bénéﬁciant du scénario d’apprentissage hors ligne, qui donne en
général de meilleurs résultats à cause de l’indépendance de l’ordre des échantillons et l’optimisation
globale par rapport à tous les échantillons. Nous utilisons des méthodes génératives pour
obtenir des données hors de l’ensemble de données d’apprentissage. Plus précisément, nous vi-
sons à améliorer le modèle TS Fuzzy précédemment mentionné en incorporant l’apprentissage
semi-supervisé dans la conﬁguration de l’apprentissage hors ligne sans compter sur les données
non étiquetées. Nous utilisons l’approche d’apprentissage ‘Universum’ et avons développé une
méthode appelée UFuzzy. Cette méthode s’appuie sur des exemples générés artiﬁciellement
avec une incertitude élevée (ensemble Universum) et ajuste la fonction de coût de l’algorithme
pour forcer la limite de décision pour être proche des données Universum. Nous étions en
mesure de prouver l’hypothèse derrière la conception du classiﬁcateur UFuzzy que l’apprentissage
Universum peut améliorer le TS Fuzzy Model et avons obtenu des performances améliorées
pour plus de deux douzaines de base de données et d’applications.
Avec l’augmentation de la quantité de données, on utilise le dernier scénario, dans lequel les
données comprennent à la fois des données étiquetées et des données non étiquetées supplé-
mentaires. Dans cette partie de notre travail, nous visons à améliorer les techniques d’auto-
apprentissage (self-training) largement populaires, et leur successeur aide-à-l‘apprentissage
(help-training en anglais), qui sont à la fois des méta-cadre de travail (meta-frameworks) au-
dessus des méthodes régulières de classiﬁcation mais qui exigent une représentation proba-
biliste des résultats de classiﬁcation, ce qui peut être difﬁcile à obtenir par les classiﬁcateurs
discriminatifs.
Par conséquent, nous proposoons un nouvel algorithme qui utilise la technique d’apprentissage
actif modiﬁé requête-par-comité (QbC ou Query-by-Committee) pour échantillonner les don-
nées avec une grande certitude à partir de l’ensemble non étiqueté et ensuite les intégrer dans
l’ensemble d’entraînement original. Notre nouvelle méthode nous permet d’obtenir des per-
formances accrues sur une large gamme de base de données et de classiﬁcateurs.
Ces trois travaux sont connectés en relaxant graduellement les contraintes sur le cadre d’app-
rentissage dans lequel nous opérons. Bien que notre motivation principale était d’améliorer les
performances dans diverses tâches du monde réel (reconnaissance de gestes, reconnaissance
de croquis), nous avons formulé notre travail en tant que méthodes générales de telle sorte
qu’elles puissent être utilisées en dehors d’une conﬁguration d’application spéciﬁque, avec la
seule spéciﬁcication que les données sous-jacentes évoluent au cours du temps. Chacune de ces
méthodes peut exister séparément avec succès. La meilleure conﬁguration dans laquelle elles
IX
peuvent être utilisées est le problème d’apprentissage où les données évoluent avec le temps.
Il est également possible de discrétiser le processus évolutif.
Dans l’ensemble, ce travail représente une contribution importante dans le domaine de l’app-
rentissage semi-supervisé et de la reconnaissance des formes. Il présente de nouvelles méth-
odes s’apparentant au contexte de collecte de données et dont la performance dépasse celle
des techniques de l’état de l’art. Ce travail ouvre également de nouvelles possibilités pour la
recherche future.
Mots clés: Apprentissage par ordinateur, Apprentissage semi-supervisé, Classiﬁcation, Re-
connaissance de formes, Apprentissage en ligne, Similarité transductive, Modèles incrémental,
Apprentissage actif, Sommet-Formation, Apprentissage Universum, Systèmes Flous, Recon-
naissance gestuelle, Reconnaissance de sketch, Reconnaissance d’objets
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ABSTRACT
The amount of data recorded and processed over recent years has increased exponentially. To
create intelligent systems that can learn from this data, we need to be able to identify patterns
hidden in the data itself, learn these pattern and predict future results based on our current
observations. If we think about this system in the context of time, the data itself evolves and
so does the nature of the classiﬁcation problem. As more data become available, different
classiﬁcation algorithms are suitable for a particular setting. At the beginning of the learning
cycle when we have a limited amount of data, online learning algorithms are more suitable.
When truly large amounts of data become available, we need algorithms that can handle large
amounts of data that might be only partially labeled as a result of the bottleneck in the learning
pipeline from human labeling of the data.
An excellent example of evolving data is gesture recognition, and it is present throughout our
work. We need a gesture recognition system to work fast and with very few examples at the
beginning. Over time, we are able to collect more data and the system can improve. As the
system evolves, the user expects it to work better and not to have to become involved when
the classiﬁer is unsure about decisions. This latter situation produces additional unlabeled
data. Another example of an application is medical classiﬁcation, where experts’ time is a rare
resource and the amount of received and labeled data disproportionately increases over time.
Although the process of data evolution is continuous, we identify three main discrete areas of
contribution in different scenarios. When the system is very new and not enough data are avail-
able, online learning is used to learn after every single example and to capture the knowledge
very fast. With increasing amounts of data, ofﬂine learning techniques are applicable. Once
the amount of data is overwhelming and the teacher cannot provide labels for all the data, we
have another setup that combines labeled and unlabeled data. These three setups deﬁne our ar-
eas of contribution; and our techniques contribute in each of them with applications to pattern
recognition scenarios, such as gesture recognition and sketch recognition.
An online learning setup signiﬁcantly restricts the range of techniques that can be used. In our
case, the selected baseline technique is the Evolving TS-Fuzzy Model. The semi-supervised
aspect we use is a relation between rules created by this model. Speciﬁcally, we propose a
transductive similarity model that utilizes the relationship between generated rules based on
their decisions about a query sample during the inference time. The activation of each of these
rules is adjusted according to the transductive similarity, and the new decision is obtained using
the adjusted activation. We also propose several new variations to the transductive similarity
itself.
XII
Once the amount of data increases, we are not limited to the online learning setup, and we can
take advantage of the ofﬂine learning scenario, which normally performs better than the online
one because of the independence of sample ordering and global optimization with respect to all
samples. We use generative methods to obtain data outside of the training set. Speciﬁcally, we
aim to improve the previously mentioned TS Fuzzy Model by incorporating semi-supervised
learning in the ofﬂine learning setup without unlabeled data. We use the Universum learning
approach and have developed a method called UFuzzy. This method relies on artiﬁcially gen-
erated examples with high uncertainty (Universum set), and it adjusts the cost function of the
algorithm to force the decision boundary to be close to the Universum data. We were able
to prove the hypothesis behind the design of the UFuzzy classiﬁer that Universum learning
can improve the TS Fuzzy Model and have achieved improved performance on more than two
dozen datasets and applications.
With increasing amounts of data, we use the last scenario, in which the data comprises both
labeled data and additional non-labeled data. This setting is one of the most common ones for
semi-supervised learning problems. In this part of our work, we aim to improve the widely pop-
ular techniques of self-training (and its successor help-training) that are both meta-frameworks
over regular classiﬁer methods but require probabilistic representation of output, which can
be hard to obtain in the case of discriminative classiﬁers. Therefore, we develop a new algo-
rithm that uses the modiﬁed active learning technique Query-by-Committee (QbC) to sample
data with high certainty from the unlabeled set and subsequently embed them into the original
training set. Our new method allows us to achieve increased performance over both a range of
datasets and a range of classiﬁers.
These three works are connected by gradually relaxing the constraints on the learning setting in
which we operate. Although our main motivation behind the development was to increase per-
formance in various real-world tasks (gesture recognition, sketch recognition), we formulated
our work as general methods in such a way that they can be used outside a speciﬁc applica-
tion setup, the only restriction being that the underlying data evolve over time. Each of these
methods can successfully exist on its own. The best setting in which they can be used is a learn-
ing problem where the data evolve over time and it is possible to discretize the evolutionary
process.
Overall, this work represents a signiﬁcant contribution to the area of both semi-supervised
learning and pattern recognition. It presents new state-of-the-art techniques that overperform
baseline solutions, and it opens up new possibilities for future research.
Keywords: Machine learning, Semi-Supervised learning, Classiﬁcation, Pattern recogni-
tion, Online learning, Transductive similarity, Incremental models, Active learning, Summit-
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INTRODUCTION
In this chapter we introduce our work and motivation behind our focus, the practical challenges
which motivated the development as well as why we have chosen to formulate the thesis in
more general machine learning framework. Further we state the problem and issues which we
are trying to solve with speciﬁc emphasis on different factor for each family of learning algo-
rithms and applications. Also as a part of this section we present speciﬁc challenges related to
application domain of our work and we also establish important distinction between generative
and discriminative classiﬁers since it is crucial context for one of our methods. At last we
summarize our contributions and state outline of the thesis.
0.1 Context of the thesis
This thesis was motivated by solving a problem of gesture recognition as a primary application
for developed algorithms. This context was further expanded to sketch recognition, which was
included in an application for sketch-based image retrieval (SBIR) framework Tencer et al.
(2013) and represented the semantic representation of retrieved sketches. Previously mentioned
setups were also motivated mainly by the evolution in the data which we acquired. The whole
evolution process is illustrated in Figure 0.1.At the beginning of our research we possessed a
limited amount of data, therefore, we formulated our problem as online incremental learning.
Further in the process we accumulated a signiﬁcant amount of data and we are able to pose
the problem as regular ofﬂine learning. Even further in the evolution process, we obtained data
without explicitly assigned labels and, therefore, the setting of ofﬂine learning with unlabeled
data was the most suitable setup.
This process represents how the real-world solution for developing a machine learning system
would look. While in the beginning we might be struggling to obtain a sufﬁcient amount of
data and we prefer simple and adaptive models, in the end when the data are abundant we might
struggle to obtain labels for all of the data. Semi-supervised knowledge can help all the way
throughout this process. Therefore, we believe that our semi-supervised framework of methods
will beneﬁt researchers tackling similar problems for developing a solution to the classiﬁcation
problem with increasing amount of available data.
The nature of evolving data is, as presented previously, meant in the sense of increasing amount
of data over time. Other meaning of evolving data is that patterns in the data change over time,
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Figure 0.1 Nature of evolution data over time
0.2 Classiﬁcation tasks in pattern recognition
The ﬁeld of pattern recognition seeks to identify patterns and regularities in data, analyze the
data and gain insights in them and predict future outcomes based on past observations. Some
of the tasks typically tackled in this ﬁeld are (see Figure 0.2): cluster analysis, where we seek
for meaningful groupings in the data, feature selection / extraction, where we are identifying
lower dimensional representation for our data and prediction, where we are constructing a
model which can make a prediction about future data based on past observations. The last
mentioned task, prediction, could be further separated in two main categories, it is classiﬁcation
and regression.
The general prediction problem is given as following: Given a labeled set of examples T =
{xi,yi}i=1...N learn a function fˆ , which can produce a label yˆ for previously unseen example
xˆ. The original labeled set (training set), was produced as a result of an original function f
and the learned function fˆ should be consistent with the original function f . The deﬁnition
of consistency in our case is limited by the notion of error in respect to which we want to
preserve the consistency. Therefore, we need to deﬁne and error function E, which captures the
difference between the output of the original function f and the learner function fˆ . Given that
3a) Regression b) Classiﬁcation
c) Clustering d) Feature Extraction
Figure 0.2 Problems tackled in Pattern Recognition
we have the deﬁnition E( f (x), fˆ (x)), now we can state our optimization criterion as following:
argmin
θ
E( f (x), fˆ (x,θ)) (1)
where θ are the parameters of our learned function fˆ . This deﬁnition allows us to get robust
decision function on the original training set T . The problem with this approach starts to appear
when we try to apply the learned function on unseen set Tˆ = {xˆ j, yˆ j} j=1...Nˆ , where labels yˆ j are
not known prior to the training. In this case, we will ﬁnd out, that function which perfectly ﬁts
the original training set might under-perform on the new unseen set Tˆ . This is mainly due to an
effect called over-ﬁtting which brings us to famous bias-variance trade-off dilemma (see Figure
0.3). Because of this problem, we have to realize that it is not the training error E which we
4are trying to minimize, in reality we are aiming to minimize the generalization error Eˆ which is
measured on unseen examples. Problem is, that we don’t have the labels for unseen examples
during the training, therefore we cannot minimize it directly, therefore the best what we can do




Figure 0.3 Illustration of bias-variance trade-off; k = degree of polynomial
Once we have deﬁned our optimization problem, we can observe more closely the distinction
between classiﬁcation and regression. The difference could be observed when we look at the
output of the function y = f ( f ), which could be also called target variable or dependent vari-
able. If y is continuous (e.g. y∈ (0 . . .1)) we call the prediction problem regression, in case that
y is discrete (e.g. y ∈ {sunny, rainy, f og}) we call the prediction problem classiﬁcation. The
third category which could be considered a cross-over between these two is ordinal regression
where the target function is discrete, but there exists unique ordering between the categories
(e.g. y ∈ {low, medium, high} such that: low< medium< high). This leads us to the problem
which we are going to tackle in this thesis, the classiﬁcation for pattern recognition, which does
have a range of applications in real life problem. Problems which we can formulate as classiﬁ-
5cation include character recognition, object recognition, gesture recognition, industrial control
(detecting defect products), credit card fraud detection, face recognition, signature veriﬁcation,
gesture recognition etc., some of these are illustrated in Figure 0.4.
0.3 Semi-supervised machine learning
In case that our problem is clearly deﬁned as regression or classiﬁcation, we can use “classic”
machine learning approaches to solving it. Simply we need to learn a function which maps the
inputs to desired outputs. An example of this approach in the sense of human cognition could
be demonstrated in terms of face recognition. The experimental setting would be as following:
a person is given photographs of N people and he is asked to remember their faces. Then the
person is shown a group of people and he should decide, which of these were in photographs
and which were not in the photographs. This is a clear classiﬁcation problem with 2 classes: “in
photograph” and “not in photograph”. But the questions are: Is there some hidden advantage
which makes this task for a person easier? Is there going to be difference how different people
can remember different faces? Is this problem going to be the same if a computer would need
to solve it?
So let’s try to answer these questions and ﬁnd “the catch”. Is there some hidden advantage
which makes this task for a person easier? Let’s suppose that in our face recognition setting
the faces which are shown in the pictures are person’s friends. In that case identifying friends
in a random group of people is much easier than identifying absolute strangers. We have some
prior information and deﬁnitely being familiar with the particular face helps us remember it for
a classiﬁcation task. So the answer is yes, being familiar with particular face makes it easier to
identify these faces in a crowd of people. Is there going to be difference how different people
can remember different faces? To answer this question, we can observe closely Figure 0.5. The
task is to locate the face on the left of Figure 0.5 in the group image on the right of Figure0.5.
If this task is solved by an individual familiar with particular ethnicity displayed in one of
the ﬁgures, then the searching time for him will be shorter for the ethnicity he is familiar
with. This fact is identiﬁed in psychology as “cross-race effect” Sporer (2001a,b); Tanaka
et al. (2004) and is proven to inﬂuence not only face recognition in crowds but also people’s
performance during such important events as suspect identiﬁcation during police lineup. The
variety observed in a group of faces of particular ethnicity helps with the task to memorize
and recognize faces. Even though these faces are not particularly labeled, that means we don’t
know names of these people, just by observing hundreds or thousands of examples, we are
able to explore the variety and then it is easier to memorize and identify new examples. So also
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Figure 0.4 Example of classiﬁcation problems in pattern recognition
7answer to second question is yes, by observing a variety of faces of a particular ethnicity, we
can get better at recognizing them, even if we don’t know labels (names) for these faces. Is this
problem going to be the same if a computer would need to solve it? Apparently we can always
create face recognition algorithm which is independent of any outside factors and is able to
recognize only the examples from the training set. But how we can make the task closer to
how people are recognizing faces since the computer does not have the advantage to see such
variety of faces if presented only with the labeled training set. In this case, we can modify our
problem to make it fairer for the computer and we can provide it with a large set of unlabeled
examples. This changes our problem setting, where besides the set T = {xi,yi}i=1...N we have
also a second setU = {xi}i=1...NU of unlabeled examples. This setting introduces us to the most
common semi-supervised learning problem, where we can utilize also unlabeled setU .
If we look at semi-supervised learning techniques in more general sense, we can deﬁne them
as a group of techniques where we are using outside knowledge not directly included in the
training set. This can be in a form of unlabeled examples, which is the most common setting,
or in a form of additional induced knowledge e.g. the knowledge about the data induced from
the famous PageRank algorithms Page et al. (1998). This deﬁnition captures much broader
scope of techniques and indeed, the term semi-supervised is used in a much broader sense by
the machine learning community.
0.4 Problem statement
Our work was highly motivated by solving real-world problems, speciﬁcally gesture recogni-
tion and sketch recognition. Despite this very speciﬁc application domain, we aimed to develop
our techniques in more general machine learning framework, such that they are not limited by
domain knowledge. Still, this motivation in application domain guided the selection of meth-
ods which we aimed to improve. Speciﬁcally we formulated our main problem as following
and we are seeking answers to these questions:
• If amount of available data evolves over time, can we create a general framework for dis-
crete scenarios for classiﬁcation tasks?
• Given X amount of data over a t period of time, how we can create a technique which
outperforms state-of-the-art techniques?
• If we relax the constraint on X and t, can we create algorithms with higher accuracy?
• How can we improve our techniques with the presence of unlabeled data?
8Face to locate Image where face occurs
Figure 0.5 Experimental setting for face identiﬁcation in a crowd of people
These questions will serve as a guideline in forming the outline of our research timeline and
progress between the developed techniques. Our main motivation was the state-of-the-art tech-
nique applied in the area of gesture recognition Almaksour et al. (2010) and used Evolving
9TS-Fuzzy models. This technique was further improved in Režnáková et al. (2012) by chang-
ing the parameters of distance calculation. Both of these methods operate in very strict online
learning setup, where examples are coming single datapoint at a time, therefore, this is also
the initial setting for our problem. We want to use semi-supervised approach to improving
the existing classiﬁer in online learning setup. Further, we explore the possibility to relax the
online setting constrain and switch our task to be in ofﬂine setting. This possibly allows for
a slower response time of the classiﬁer, but can lead into increased accuracy. Still, we want
to preserve the semi-supervised setup and also elements of the classiﬁer which we used pre-
viously (TS-Fuzzy Model). At last, we can relax the learning setting even more. In this case,
we can provide additional unlabeled data besides the labeled set while remaining in the ofﬂine
training setup. Also, we try to be agnostic to the type of classiﬁer which needs to be used and
the semi-supervised technique which we aim to develop should be adaptable to any kind of
classiﬁer.
These constraints and setups are guiding points toward our goal to create semi-supervised
methods which can be used in general classiﬁcation setup, although guided by applications to
gesture and sketch recognition. To summarize, we are given these three constrained scenarios
in semi-supervised learning context:
• Semi-supervised online learning, which can be applied to gesture recognition and dynami-
cally evolving data
• Semi-supervised ofﬂine learning without additional data, which reuses elements of TS-
Fuzzy models
• Semi-supervised ofﬂine learning with unlabeled data, which is independent of used classi-
ﬁer
0.4.1 Semi-supervised online learning
The problem of online learning assumes that data are received by the algorithms single example
at the time. This means, that the dataset is structured as follows: T = {xi,yi, ti}i=1...N where
the value ti indicates the value of time variable when the particular sample was received. The
number of examples for which ti = 0 tell us about how many samples are used to “seed”
our algorithm. The usual setup is to provide M = (3 . . .5) examples from each class in the
beginning, such that this action is doable by a human user (e.g. providing 3 examples of
particular gesture, labeling 3 images etc.). Once the algorithm itself is seeded then all the
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remaining examples are provided as test examples with online feedback. This means that for
examples with t > 0 we ﬁrst get the label yˆ = fˆ (x) and if yˆ = y feedback is returned to the
algorithm which then correct its decision. The form of feedback, depends on the learning
setup. It can be either partial or full feedback. In case of partial feedback it is represented by
indicator variable which tells that the algorithm made an error. In case of full feedback, the
true label y is returned to the learning algorithm. The whole process is illustrated in Figure 0.6.
The last optional setup which might be considered is, in fact, how new classes are introduced.
All classes can be introduced at the beginning of the learning or just K classes are introduced
in the beginning and other classes can be introduced during the evaluation process. If a class is







Figure 0.6 Online learning framework
Previously mentioned online learning setup is the basic framework which covers most of the
online learning technique. In order to make this approach semi-supervised it needs to be con-
sidered where an additional knowledge could be introduced which is not explicitly present in
the labeled data. Since no additional data are present in this setup, we need to explore the exist-
ing feature space to gain additional knowledge in the semi-supervised setting. Semi-supervised
techniques assume additional properties of features space, speciﬁcally smoothness in the fea-
ture space, the existence of clusters in features space and the existence of manifolds in feature
space. We will use these assumptions in constructing semi-supervised algorithm in the online
learning setup.
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0.4.2 Semi-supervised ofﬂine learning with unlabeled data
In ofﬂine setting, we consider two scenarios mentioned at the beginning of this section. In the
ﬁrst case, we are given only the labeled data with the assumptions for smoothness, clustering
and manifolds still holding. Since we are not explicitly given the unlabeled set, another ap-
proach is required to obtain such a set or generate it based on the data which are provided. The
basic setup considers two sets, training set T and testing set Tˆ where we aim to maximize the
accuracy of the classiﬁer measured as:




I(yi = fˆ (xi))
N
(2)
where I is indicator function and returns value 1 if condition yi = fˆ (xi) if True and 0 other-
wise. This setup allows us to construct the whole model in the beginning and take into account
all the examples at the same time. In contrary to online setup, where we need to use incre-
mental models, in case of ofﬂine learning we can optimize in respect to all training points at
once. If our objective function is convex, this setup would allow us to iterate to global min-
ima, while the online setting will not provide this guarantee, unless we will remember all the
previously processed examples (which we wanted to avoid in case of online learning). Natu-
rally when developing the technique itself, we should not evaluate the performance of selected
semi-supervised method directly on the testing set, but rather on validation set separated from
training set before training or we should perform n-fold cross-validation. In case of n-fold
cross validation we separate the set into n equal parts and we train on n-1 parts and evaluate on
the one remaining part. We rotate which part is used for testing and in the end we report the
average error from all the n experiments. In some special cases, we might want to optimize in
respect to other criteria, such as precision, recall or area under ROC curve.
Once we have established the framework for general ofﬂine training, we are left with the last
generalization and that is the inclusion of unlabeled samples. In this setting, the set U repre-
sents all the samples, which we are given in addition to the original training set T . We expect
these samples to originate from the same distribution like the training set T . In case that sam-
pling of the unlabeled set is heavily biased, this could negatively inﬂuence the performance of
given semi-supervised technique. There is a range of applications where a large amount of data
is present, but only small amount of it could be labeled, since labeling is either not considered
for the extra data or it is very time-consuming. For example in case of medical data, the time
required for a medical practitioner to label each case is counted in tens of minutes to hours (in
case of radiography), if we can create a semi-supervised algorithm which can take into account
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also cases without labels which can assist the doctor, we can reduce the amount of time spent
on each case and therefore allow more patients to be treated. Another example would be de-
cision making about granting or rejecting a credit for a bank customer. Let’s say only 5% of
customer of the bank will ask for credit, in those cases we are presented with an expert opinion
whatever the credit was granted or not (and whatever the client went bankrupt or not). Given
these data we can create a classiﬁer for automatic credit assessment. But the question is, could
we use those 95% of clients and their information to create a better classiﬁer, which will give
even more accurate decision?
Figure 0.7 Semi-supervised problem setup for credit assessment
Our task in the last setup is to develop general technique applicable to any kind of classiﬁers.
Some of previous works Zhou & Li (2005); Sinz et al. (2008); Zhou (2011), developed tech-
niques for special types of classiﬁers (e.g. only SVM, only graph techniques, only generative
classiﬁers etc.), our main goal is to dismiss this kind of limitation and rather create general
framework applicable to any kind of classiﬁer.
0.4.3 Semi-Supervised learning for generative and discriminative classiﬁcation tech-
niques
From the classiﬁcation perspective, we can distinguish two main types of classiﬁers. These are
discriminative classiﬁers and generative classiﬁers. We need a clear distinction between these
two in order to see, how to apply Semi-Supervised techniques and where the problems with
current used approaches arise. More speciﬁcally, this distinction is a crucial factor for one of
our techniques which will be presented later.
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The basic classiﬁcation problem is that given observations X we want to infer a world state
Y , which is discrete by deﬁnition (continuous in the case of regression). This means we need
to determine the probability (posterior distribution) P(Y |X). Computing the whole distribu-
tion is often not feasible and we might want to settle for an approximation at the peak of the
distribution (MAP solution). Depending on the model which we choose, we have two basic
ways how to model the dependency between the data and the world. We can directly model
the dependency of the world on the data P(Y |X) or we can model the dependency of the data
based on the world states P(X |Y ). Following the ﬁrst approach our model will be labeled as
discriminative while when using the second approach, our model will be labeled as generative.
For discriminative models, we need to determine the distribution over the world states Y as
P(Y ) and the make them a function of the data X . This distribution is parametrized by the
parameters θ and, therefore, the ﬁnal distribution will be P(Y |X ,θ). Given the pairs of obser-
vations {xi,yi} : i= 1 . . .n we need to ﬁnd parameters θ which ﬁt the data in respect to a given
loss function. During inference time, we directly evaluate the probability P(Y |X ,θ).
In case of generative classiﬁers, our distribution is given by P(X |Y ) and we need to choose
distribution over the data P(X) and determine the parameters of the distribution as a function
of the world state Y . Like in the case of discriminative classiﬁers, also for generative classiﬁers
we have set of parameters θ on which the distribution over the data depends on, giving the ﬁnal
distribution P(X |Y,θ), which is referred to as likelihood. Since for the inference process we
want to determine the posterior distribution P(Y |X), we need to use the Bayes’ formula (Eq.
3).
P(Y |X) = P(X |Y )P(Y )´
P(X |Y )P(X)dY (3)
Another option is to evaluate the whole joint distribution P(X ,Y ) = P(X |Y )P(Y ) directly.
Given the two families of models, we can already see some obvious differences. To summarize,
we can say the following about the two categories of the models:
Generative Models:
• Inference is more complicated, we need to use the Bayes’ rule, which might be computa-
tionally expensive
• Build the probability over the data, which is very costly in case of high-dimensional data
14






















































Figure 0.8 Visualization of decision surfaces for 1D case of classiﬁers
• Model true underlining process, using which the data were created P(X |Y ), which allows
easy incorporation of knowledge about the data creation (e.g. part-based models, phenom-
ena involved in data creation) and processes which inﬂuence the data generation
• Very easy to incorporate prior expert knowledge
• Handle missing data very well; can interpolate missing elements
Discriminative Models:
• Inference is simpler since we directly model P(Y |X)
• Build probability only over the world states, which is easy to do with a small number of
possible outcomes
• It is harder to incorporate details about the generation of the data and prior knowledge
• Have very good generalization abilities, especially for models with a small number of pa-
rameters
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For a given classiﬁcation problem, the choice of the appropriate approach is, usually, subject
to the limitations of the solution. The previously stated advantages and disadvantages could be
taken into account. For example: in a case where we expect missing data, we might choose the
generative model; in a case where we have a high dimensional input discriminative classiﬁers
might be a more suitable choice (especially in combination with kernelization).
From the point of view of Semi-Supervised Learning and Self-Training speciﬁcally, generative
classiﬁers are much more suitable for application. In case of generative classiﬁers, we can
evaluate the probability P(X |Y ) and therefore we can decide about particular certainty in our
results, which allows us to keep examples with high certainty and discard others. There is no
similar mechanism in case of discriminative methods. The fact that we are building model
P(Y |X) directly does not allow us to derive a general formula to express certainty for a par-
ticular example. Although there are some methods which can approximate the probabilistic
representation of inputs based on decisions of a discriminative classiﬁer, they need to be de-
rived for each speciﬁc classiﬁer and are still only approximations. Help-Training, which is
a semi-supervised learning method, solves this problem by introducing a second generative
classiﬁer which can help the original discriminative classiﬁer, but as we will be able to see in
following Sections, even this generalization is not obvious for every discriminative classiﬁer.
0.4.4 Application of Semi-Supervised methods to gesture recognition and sketch recog-
nition tasks
Gesture and sketch recognition are two areas, which are consistent as applications throughout
our methodology. Therefore, we should deﬁne some speciﬁcs which deﬁne how these problems
are transformed to general machine learning problems.
Gesture represented in our dataset are illustrated in Figure 0.9. These are originally captured
using a touch display which records the data as points at a particular time step. A single
example ei is represented as ei = {x j,y j, t j, p j} j=1...M. Variable x j and y j represent the 2D
coordinates in a plane, variable t j represent time offset since beginning of the creation of the
gesture and variable p j represents the pressure of pen at the particular point. These are raw
data extracted for each single datapoint and each of the recorded gestures does have variable
length. In order to process this kind of data, we convert it to ﬁxed-size vector. We do this
in feature extraction stage, where some of the common gesture features Rubine (1991); Niels
et al. (2008) are derived from each sample. The number of extracted features is the same for
each sample, therefore the result is a data matrix of a size N×K where N is the number of
datapoints and K is the number of features extracted from each sample. With this setup, we
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Figure 0.9 Examples from gesture dataset
are already facing the standard machine learning problem to learn the function fˆ which maps
inputs X to outputs Y .
In case of sketch recognition, our initial setting was very similar to the one of gesture recog-
nition. One can argue that sketches are just more complicated gestures if visualized properly.
The initial representation is the same as in the case of gestures, so an example ei is represented
as ei = {x j,y j, t j, p j} j=1...M. The difference is, that for the purpose of sketch-based image re-
trieval we need to rasterize the sketches and use this representation in the retrieval process. This
gives a set of features for one example ei = {x j,y j, i j}, where the variable i j is the intensity in a
greyscale channel for that particular position. This already gives us ﬁxed sized representation,
but for the purpose of learning the pure intensity values are very low-level features and very
high dimensional space (in case of raster 500× 500 it is 250 000 dimensions for one sketch).
Because of this we want to extract higher level features and reduce it to lower dimensional
space. The whole process of extraction is described in Eitz et al. (2012a). We ﬁrst use dense
sampling to obtain interest point. Once the interest points are sampled we extract SIFT-like
features in the local neighborhood. This results into number of locally extracted features for
each sketch. This number is not ﬁxed, so we need to convert it to ﬁxed size vector. To achieve
this, we use the codebook approach. First we create a codebook by clustering a subset of the
sketch features. Then the image is represented as a histogram of the closest words to each
descriptor at a given interest point. This representation gives us the ﬁnal N×K where N is
the number of datapoints and K is the size of the codebook. Using this approach we can then
build a classiﬁer which can recognize an image in the sketch, so we obtain a label (or mixture
of labels) for the sketch (e.g. “car”, ”bird”, ”boat”...). We call this representation “semantic”
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Figure 0.10 Examples from sketch dataset collected by EitzEitz et al. (2012a)
representation and it is one of the factors considered in the ranking function. The other factor
is the “visual” matching, which uses more information retrieval approach based on the inverted
index and visual words extracted from the query and indexed images. The whole framework is
displayed in Figure 0.11. As we can see these two aspects are individually weighted for each
user and learned based on his feedback.
These two application are shared throughout our publications, but since our techniques can
achieve good performance on general machine learning tasks as well, we did not limit the topic
of this thesis only to these two applications and rather generalized our effort. Still, we believe
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it is important to mention what was the motivation behind progressing in decreasingly strict

























Figure 0.11 Sketch-based image retrieval framework
0.5 Contributions
The main contributions of our work are summarized in Figure 0.12. As we can see, the major
three contributions are the techniques during each stage of the development process with evolv-
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ing data. Each of these is intended to be used in a speciﬁc setup which is based on the number of
data available. These setups are created such that with increasing amount of data they could be
used consequently. At the same time, each of these techniques uses semi-supervised learning
techniques and, therefore, tries to use the additional knowledge which is not directly available
in the data.
Evolving TS Fuzzy Models
Transductive similarity
TITS-FM: Transductive FM
Universum Learning Additional Labeled Data























Figure 0.12 Highlight of our contribution throughout the development process with
evolving data
The ﬁrst technique is leveraging on existing Evolving TS Fuzzy Model. It combines this model
with transductive similarity metric which is used during inference time to adjust the activation
of the fuzzy rules. Illustration of the process is displayed in Figure 0.13. The original activation
(in red) is adjusted based on cross-rule transductive similarity (in green). The pure combina-
tion of these two methods already increases the accuracy of Evolving TS Fuzzy Model. We
further contributed by changing the original transductive similarity and we propose three partial
models which we then combine into one complex general model. This model of transductive
similarity is compared for the classiﬁcation tasks performed by TS Fuzzy Model but is also
evaluated individually on other models. For each of these cases, we see increased accuracy for
the used classiﬁers which employ the adjusted similarity. The last contribution is the applica-
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tion of these to the task of sketch, gesture and object recognition where increased accuracy is
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Figure 0.13 Transductive similarity during inference for TS Fuzzy Models
The second major contribution is in developing the UFuzzy algorithm. This is based on includ-
ing elements on Universum learning Weston et al. (2006) to the process how TS Fuzzy models
trained. We make two major adjustments to the original TS Fuzzy model. Speciﬁcally, ﬁrst we
modiﬁed the fuzzy c-mean clustering to include the Universum data which results into Univer-
sum c-means algorithm and second we modiﬁed the original objective function of TS Fuzzy
Model to include the Universum data and Universum training term. This modiﬁcation helped
to create a modular semi-supervised technique which can be adjusted in complexity and used
for ofﬂine classiﬁcation tasks. The technique is compared with state-of-the-art techniques and
outperforms them on a range of datasets. More importantly we can see that the inclusion of
Universum data during the training process always increases the performance of the TS Fuzzy
model which we used as our baseline technique. In addition, we also did another change to the
algorithm in our later work. Speciﬁcally we changed the method how to sample the Universum
data and instead of simple random averaging or out-of-training data we used active learning
techniques to sample the Universum data.
Our last contribution is set up in a general semi-supervised learning framework where besides
the labeled data is also available the unlabeled set. Our baseline methods are Self-training
and Help-training. Both of these methods do have a limitation for what kind of classiﬁer they
can be used. Speciﬁcally Self-training requires the classiﬁer to be able to provide the proba-
bilistic representation P(y|x), which is not possible for any kind of classiﬁers. On the other
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hand, help-training improves this by employing an additional “help” classiﬁer, but this classi-
ﬁer still needs to be able to have the probabilistic representation P(y|x). Self-training works
only for generative classiﬁers while help-training, which is also a semi-supervised learning
method, can be used even for discriminative classiﬁers but needs training of a generative help
classiﬁer. We overcome this issue by using our modiﬁed version of active learning technique
Query-by-Committee (QbC) to sample data with high probability. This appears to be much
more effective for both, generative and discriminative classiﬁers and outperforms Self-training
and Help-training techniques. In addition, we also don’t need the probabilistic representation
of P(y|x), since the modiﬁed QbC sampling is independent of this. Further, we apply this tech-
nique to a range of classiﬁcation problems including the gesture recognition application. At
last we also perform exhaustive study and comparison of all three mentioned techniques on a
wide range of datasets and classiﬁers. This technique could be applied to any ofﬂine classiﬁer
including our previously developed modiﬁed TS Fuzzy Model.
0.6 Outline of the thesis
This thesis is structured in the following manner: The Introduction Chapter provides general in-
sights into the problems explored and context of the thesis. Chapter 1 reviews existing literature
on the problematics and also gives an overview of baseline methods used in our methodology.
Chapter 2 describes the general methodology used in our techniques and gives a brief overview
of used techniques. It also deﬁnes our objectives more closely and explains our motivation
behind developing each technique and individual challenges which we were facing during de-
velopment. Chapter 3 presents the ﬁrst publication on transductive incremental TS (TITS)
Fuzzy model and the general setup of online learning. Chapter 4 presents the second publi-
cation which uses previously introduced TS Fuzzy model but switches the context to ofﬂine
learning and uses Universum learning to improve its results. Chapter 5 present the last, third,
publication and extends our problem into fully semi-supervised setting and presents our new
algorithm summit-training which combines elements of active learning and semi-supervised
learning. Chapter 6 is discussing strengths and weaknesses of our methods and ﬁnally, Chap-
ter 7 concludes our research and present a comprehensive summary as well as proposals for




In this chapter, we review the relevant literature to our semi-supervised learning methods used
in the classiﬁcation scenarios. The previous chapter brieﬂy introduced each scenario, there-
fore we will ﬁrst focus on the semi-supervised learning techniques to provide an overview of
existing methods so after we can look at methods which used semi-supervised techniques in
different learning scenarios. After the introduction of semi-supervised methods, we focus on
the state-of-the-art techniques which we have used as baseline methods for our research and
we also present how other authors embedded these methods with semi-supervised techniques.
Following, we look at the review of techniques for speciﬁc application in gesture and sketch
recognition.
1.1 Semi-supervised learning
Techniques in semi-supervised learning operate in a setting, where additional knowledge is in-
duced which is not directly available in the data itself. The most common setup is, that besides
the labeled set another addition set is available which includes unlabeled samples. Since the
labeling process is an expensive procedure, we want to avoid it and label just a subset of the
data. As illustrated in Figure 1.1, the unlabeled data can signiﬁcantly change the position of the
classiﬁer and reveal the true underlying structure which might be misrepresented if only small
number of labeled examples is available. This assumes that there is a structure in the under-
lying data, which can be exploited by the semi-supervised learning setup. This also should be
taken into account when using semi-supervised learning techniques in any application. Since
there is “no free lunch” the improvement in performance is not necessarily granted for every
application.
A review of techniques in the domain of semi-supervised learning is provided by Chapelle et al.
(2006) and also Zhu (2006), where techniques are categorized based on the learning setup and
process which they exhibit. In our work, we also stick to this categorization and extend it
by including the most recent development in respect to the baseline techniques which we are
referencing. Other works, which were published earlier and include also learning with unla-
beled data are summarized in Seeger (2002). The mentioned categories speciﬁcally include:
Self-Training, Multiview Training, Generative Methods, Transductive SVM and Graph-based
Methods as shown in Table 1.1. Each of these areas has been the subject of intensive research
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Figure 1.1 Semi-supervised learning with unlabeled data
on its own and we brieﬂy summarize the recent development for each of the techniques in their
respective sub-section with stronger emphasis on techniques which we used in our research,
namely self/help training, Universum training and transductive similarity.
Table 1.1 Categorizations of selected Semi-Supervised learning methods
Self Training Multiview Training Generative Methods Transductive SVM Graph-based Methods
Self-Training Co-Training EM S3VM Mincut
Help-Training Co-Testing Co-EM Two-View Transductive SVM GRF and Harmonic Functions
Summit-Training Statistical Co-Learning Co-EMT N-TSVM Local/Global consistency
Democratic Co-Learning Universum Training Manifold-based regularization
Tri-Training Transductive Similarity
1.1.1 Self-Training based methods
Self-training is one of the oldest semi-supervised learning methods and was mentioned as early
as 1995 in Yarowsky (1995) for word sense disambiguation, speciﬁcally whatever word “plant”
refers to a biological plant or an industrial plant. The original version of the algorithm was
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applied subsequently to other classiﬁcation tasks. Most notably in Riloff et al. (2003) used it for
part-of-speech tagging and identiﬁcation of nouns in sentences, Rosenberg et al. (2007) used
the method for appearance-based object identiﬁcation in order to avoid collecting large number
of labeled samples. In this application, the semi-supervised model performed comparably to
the standard training method with all the data labeled.
A very speciﬁc ﬁeld of application for a semi-supervised method is the medical area. Here the
amount of data is either very large (e.g. genome sequencing) or the ground truth is very costly
and needs to be created by domain expert with several years of training. Even in these cases we
can see self-training used, such as in Lomsadze et al. (2005) it is used for a gene sequencing
application, where eukaryotic gene sequences needed to be identiﬁed and the results based on
self-training provided several novel genomes for analysis with biologically interesting ﬁndings.
Another application is biomedical parsing where McClosky et al. (2006, 2008) also used semi-
supervised approach and the f -score of the technique improved by including semi-supervised
method from 80.2% to 84.3%.
Although it was proven that self-training can consistently improve many classiﬁers, it still
suffered from several drawbacks. The ﬁrst drawback is the presence of mislabeled examples,
which could be signiﬁcant especially at the beginning of the training. This was addressed in
Li & Zhou (2005) who proposed to identify and remove these examples using cut edgeweight
statistics. Although this partially solved the problem but decreased the possible training set by
the removed examples. Another issue is, that self-training was not usable for SVMs, because
of the nature of the algorithm, this was addressed by Adankon & Cheriet (2008) who proposed
the help-training method which creates an additional “help” classiﬁer for the training process.
This method is further used in Adankon & Cheriet (2011) in direct combination with LS-SVM.
A thorough description of the self-training and help-training methods are available in Chapter
3. Since these are our baseline methods, the further descriptions are rather detailed with a spe-
cial emphasis on a detailed description of the algorithms. Despite some progress in overcoming
the limitations, there are still open questions which we addressed in our implementation. The
most dominant problem is, that even self-training needs a presence of a generative classiﬁer
and therefore it cannot completely avoid modeling the P(y|x) function. Another problem is the
noisy labels at the beginning of the training. Which is solved partially by Li & Zhou (2005)
but it comes at the cost of losing part of the training data.
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1. Train the classiﬁer using original set of images
class = cow class = horse
2. Classify unlabeled data and sort the according to probability P(y= {0,1}|x)
P(y= cow|x) 0.97 0.91 0.84 0.76 0.73 0.69
P(y= horse|x) 0.95 0.94 0.89 0.78 0.69 0.68
3. Choose top K (2) examples for each class and add them to training set with predicted label
class = cow class = cow class = cow class = horse class = horse class = horse
4. Re-train the original classiﬁer and repeat until stop-condition is satisﬁed
P(y= cow|x) 0.98 0.97 0.93 0.84 0.77 0.70
P(y= horse|x) 0.96 0.90 0.89 0.88 0.85 0.78
Figure 1.2 Example of self-training process
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1.1.2 Multiview training
The main idea behind multiview algorithms is that feature space can be naturally split into
disjoint sets. Based on these disjoint sets classiﬁers can be trained and consequently assist
each other during the training process. This requires only small amount of labeled data since
the classiﬁers are able to identify examples from the unlabeled set and then extend them to
labeled set of other classiﬁers.
The ﬁrst algorithm in the multiview training family was the co-training algorithms originally
proposed byMitchell & Blum (1998) for classiﬁcation of web pages into two categories, specif-
ically academic and non-academic. With only 15.2% of labeled data, the classiﬁer was able
to achieve an accuracy of 95%. The algorithm itself is described in Algorithm 1.1. In the
beginning, we are presented with two sets, labeled set T = (xi,yi)i=0...N , and unlabeled set
U = (xˆi)i=0...Nˆ . Also what is given is the original classiﬁer c, which is duplicated into two clas-
siﬁers c1 and c2. This gives just the type of the original classiﬁer (e.g. SVM, Naive Bayes...)
since co-training is a meta-technique. The last given parameters are threshold values p and n
for number of labeled positive and negative samples in each iteration and u for the initial size
of the temporary unlabeled set. In the original version of the paper, these parameters were set
to p = 1, n = 3 and u = 75. At ﬁrst, random subset of unlabeled samples is selected, then
the main algorithm loop performs until the stop criterion is satisﬁed, which is in the original
version ﬁxed k number of iterations with k = 30. The main loop at each iteration performs a
feature split on the labeled set T and unlabeled set Utemp, obtaining two subsets T1 and T2 and
two other subsetUtemp1 andUtemp2. Then the labeled subset are used to train classiﬁers c1 and
c2. Once the classiﬁers are trained, they label the examples from Utemp1 and Utemp2 and select
top p and n conﬁdent examples. These are then embedded to the original labeled set T with
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labels corresponding to the classiﬁer which selected them. At last the Utemp set is replenished
by randomly selecting new 2p+2n examples from the unlabeled setU .
Algorithm 1.1 Co-Training Algorithm
Input: Labeled set T = (xi,yi)i=0...N , Unlabeled setU = (xˆi)i=0...Nˆ , classiﬁers c1 and c2,
threshold values p, n, and u
Output: Trained classiﬁer c1 and c2
Utemp = random_sample(U,u)
while stop_criterion():
T1,T2 = split_ f eatures(T )
Utemp1,Utemp2 = split_ f eatures(Utemp)
c1.train(T1)
c2.train(T2)
pos1,neg1 = c1.label(Utemp1, p,n)
pos2,neg2 = c2.label(Utemp2, p,n)
T = T.add_samples(pos1,neg1, pos2,neg2)
Utmep =Utemp.add_samples(random_sample(U,2p+2n))
Although the original algorithm was able to already perform well with only small amount of
labeled examples, consequent work extended it even further. Speciﬁcally Muslea et al. (2000)
used it active learning scenario to sample examples where the separate learners disagree about
the label of a particular example. Again, the co-testing sampling method relies on natural
feature splits on the data. Goldman & Zhou (2000) tried to remove the condition for natural
feature splits by introducing a statistical version of the co-training algorithm, where splits are
deﬁned by partitioning the feature space using the hypothesis of the algorithm into equivalence
classes. Later Zhou & Goldman (2004) leverages the fact, that different algorithms do have
different inductive biases and does not perform splits on features, but rather trains different
algorithms on the same feature set. He further uses this method to develop also an active
learning sampling method based on the same ideology. In his later work, Zhou & Li (2005)
increases the number of trained classiﬁer to three, resulting in the tri-training algorithm, which
takes a different approach at selecting positive and negative samples. Speciﬁcally an example
is labeled for a given classiﬁer only if there is agreement in a label for the remaining two
classiﬁers. An example of particular application of the technique is the co-forest algorithm
Li & Zhou (2007) used for computer-aided diagnosis for microcalciﬁcation detection for breast
cancer diagnosis, which uses the co-training method in combination with the popular random
forest algorithm.
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The co-training algorithm provides a powerful tool is we are dealing with large amount of
data, although it does have several limitations. The major one is the fact, that natural splits on
features are required. Although some techniques tried to overcome this obstacle, the solution
is still sub-optimal. And even if a non-natural split is deﬁned based on the training set, this
split might be not representative for the whole dataset since the original labeled set presents
only a small fraction of the data. Another obstacle is the presence of several ﬁxed parameters,
which might be hard to ﬁx with grid cross-validation or grid search techniques since only a
small amount of labeled data is available.
1.1.3 Graph-based methods
Family of techniques which strongly depends on the structure in the underlying data is graph-
based models. This assumptions guides the underlying algorithms and taking account this
additional inductive bias these can leverage the structure which could be guided also by using
unlabeled data. While the labeled data serve for the training purpose, the structure in the feature
space is deﬁned by all the underlying data and forms the underlying vector space manifold.
This can have various uses in semi-supervised learning when only a small amount of data is
available. An extreme case is visible in Figure 1.4, where the original classiﬁer does have
only two labeled point and the unlabeled points are the remaining points in a structure which
corresponds to two concentric circles with different radii. As it can be seen, the problem
turned to be impossible to solve without the graph structure. In this case, the label propagation
algorithm was applied to assume the label for the unlabeled data, which then have been used
in the training process.
An in-depth overview of techniques which use the graph structure can be seen in Zhu & Zhu
(2005). We can see that two main categories can be identiﬁed, inductive and transductive. The
inductive techniques can generalize to unseen data and leverage the knowledge directly hidden
in the data, for examples a principle of manifold regularization is applied. The transductive
techniques cannot generalize to unseen data and rather they estimate the label for unseen data
beforehand and then use the assumed labels for training purposes. Blum & Chawla (2001) is
an example of work where the deﬁned structure is explored to identify the natural split between
positive and negative examples. The split is identiﬁed as a cut in a graph and label is assigned
to examples based on which side of the graph they appear. Examples of other methods in the
ﬁeld is Zhu et al. (2003b,a) which uses Gaussian random ﬁelds and harmonic functions, where
weighted graph is constructed from labeled and unlabeled examples and the learning problem
is formulated in terms of Gaussian random ﬁeld on this graph. It was applied to tasks such as
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1. Train classiﬁers f1 and f2 on feature sets (X1l ,Y ) and (X
2
l ,Y ) from labeled samples
data X1l for f1
data X2l for f2
class = cow class = horse
2. Classify unlabeled data with f1 and f2 and sort by P(y= {0,1}|x)
top k f1
top k f2
3. Add f1’s k-top examples to f2’s labeled data and f2’s k-top to f1’s labeled data
X1l for f1
X2l for f2
class = cow class = cow class = horse class = horse
4. Retrain and repeat until stop condition is satisﬁed
Figure 1.3 Illustration of Co-Training Steps
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Figure 1.4 Label Propagation
digit classiﬁcation and text classiﬁcation. Belkin et al. (2006) is an example of a technique,
where regularization is used which uses the structure induced from the data and it uses the
transductive property.
Transductivity, in general, is an important property for many semi-supervised learning algo-
rithms and also an important component of our methodology. Speciﬁcally it is transductive
similarity as deﬁned in Bai et al. (2010) where the transductive similarity was used to adjust
the similarity matrix between different shapes and it was used for shape retrieval as illustrated
in Figure 1.5. The transduction step was carried on using the iterative version of label propaga-
tion algorithm. Although this work was our main motivation behind the usage of transductive
similarity, we can track the original ideas to early works done by Page et al. (1998) who pro-
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posed the PageRank algorithm, which served as a base for the early version of Google Search
Engine. Its main principle is illustrated in Figure 1.6. The algorithm adjusts the weights of
nodes in a graph based on the nodes which are referring to them. Naturally this algorithm
led to many derived works, which improve the original version. Some of the major ones are
the SimRank Jeh & Widom (2002) which captures the similarity based on object-set relations
or LexRank Erkan & Radev (2004) which is an application of PageRank to text similarity,
where the weights are determined using cosine similarity. A recent work by Bai et al. (2012)
combines the transductive properties with the idea of multiview training which results in the
co-transduction technique.
Query Results
Figure 1.5 Shape retrieval using transductive similarity
original result: odd lines; new result using transductive similarity: even lines
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Figure 1.6 Illustration of the PageRank algorithm
In general, we can see that the graph-based method are a powerful tool for semi-supervised
learning. But there are several limitations with this class of semi-supervised techniques. First of
all, there is an assumption on a smoothness and structure in the feature space. If this assumption
is violated, then graph-based techniques may fail terribly and actually decrease the performance
of the algorithm. Another strong limitation for algorithms which operate on a graph is, that the
particular graph needs to be constructed. The structure of the graph might not be unique and
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this ambiguity might bring false assumptions to the learning process which then can penalize
the classiﬁer. Even if the graph can be constructed uniquely, there is still the question if simple
measures like Euclidean distance can capture complicated relationships in the feature space.
Naturally more complicated distance measures can be selected, but then again we are tackling
the previously mentioned problem of ambiguity.
1.1.4 Transductive SVM and Universum Learning
Methods in the category of inductive semi-supervised methods do have a signiﬁcant advantage
that they can generalize also to unknown data. More speciﬁcally if we are given two sets,
labeled set T , and unlabeled set U , inductive methods can handle even new data coming to
the set U . In contrast, transductive techniques will provide labels for the original set U , which
then can be used for the training. Two signiﬁcant sub-categories of inductive learning are
Transductive SVM (TSVM) and Universum Learning. Although TSVM do have in their name
the word “transductive” the method itself is inductive in respect to the previously speciﬁed
categorization.
The technique called transductive SVM (S3VM) was ﬁrst proposed by Vapnik (1998) and it
extended the original cost function of the SVM by penalizing for unlabeled examples being in
the margin area. Effectively this means that the widest margin is not the only criteria and the
classiﬁer itself should take into account also the unlabeled example as shown in Figure 1.7.






s.t.yi(w · xi−b)≥ 1, ∀i= 1 . . .NL (1.2)
s.t. yˆu(w · xi−b)≥ 1, ∀u= 1 . . .NU (1.3)
s.t. yˆu ∈ {−1,+1}, ∀i= 1 . . .NU (1.4)
which is a non-convex optimization problem and hard to optimize. Although the problem that
the problem is hard to optimize, heuristic techniques could be used to solve it. Also, the gain in
performance is signiﬁcant if the amount of unlabeled data is large and the computational cost
is not an issue.
The idea of Transductive SVM was further developed by several authors and also used in many
applications. To mention just a few, it is the Two-view Transductive SVM which combined the





Decision Boundary with unlabeled data
Decision Boundary without unlabeled data
Figure 1.7 Transductive SVM
It trains two classiﬁers in the same way as the Co-Training would do it and the type of these
two classiﬁers is the TSVM. In Bruzzone et al. (2006) who used a weighting technique for
unlabeled data and apply the method in a classiﬁcation of Remote-Sensing images.
Figure 1.8 Universum Learning principle NEC-Labs
Besides the idea of Transductive SVM, we can see another algorithm which is strongly related
to TSVM and was also developed by Vapnik. It is Universum learning. The method was
originally proposed by Vapnik (1998) and it was not extensively studied until it was again
re-introduced in a more recent publication Vapnik & Kotz (2006). The main idea behind the
technique is to use unlabeled data with high uncertainty and force the decision boundary to
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be in regions with high uncertainty. This principle is brieﬂy illustrated in Figure 1.8 by NEC
Labs. While the classiﬁer trained to recognize digits 5 and 8 is performing well on these
examples, unknown examples for which the classiﬁer is not trained are present close to the
decision boundary. More rigorous explanation and mathematical derivation and reasoning why
Universum learning works can be found in Weston et al. (2006) which gave fundamentals to
the current advances in Universum learning and the following boom in the area. The algorithm
developed in this publication combines the Universum learning and the SVM classiﬁers, which
results into the Universum SVM (USVM) technique. This technique does have modiﬁed cost























While the ﬁrst two terms of the equation are expressing just a regular optimization problem
for SVM, the last term accounts for the Universum learning aspects. Speciﬁcally the ρ loss
function is applied on the hypothesis fw,b on the unlabeled points U = {xˆ j} j=0...N . Also, the
weighting variable D assigns importance to the Universum term. Even more thorough analysis
and theoretical reasoning could be found in Sinz et al. (2008) where the technique is also ap-
plied to various classiﬁcation problems. This general analysis was further extended to discuss
practical conditions required to apply the Universum learning paradigm in Cherkassky et al.
(2011). Another work by Chen & Zhang (2009) focused on selecting informative samples for
Universum learning by addressing one of the main problems of the Universum learning, which
is the method for obtaining the Universum set itself.
Although the technique is relatively new, it was already used in a range of practical applica-
tions. Speciﬁcally in biometrics Jiao et al. (2010) where it was used for tongue image classi-
ﬁcation using the USVM application. Another example is the Hao & Zhang (2013) who used
it for medical diagnostic, speciﬁcally the Alzheimer’s disease classiﬁcation. In this case, the
USVM algorithm was used for classiﬁcation and the out-of-training method was used to ob-
tain the Universum set. Speciﬁcally, the two binary classes were patients with and without
the Alzheimer’s disease while the Universum set was created from patients with mild cogni-
tive impairment. Intuitively, we can deduce that if examples for patients with mild cognitive
impairment will be close to decision boundary, the classiﬁer will not be highly conﬁdent in
assigning this kind of examples to either positive or negative class. Therefore, the chance that
patients with mild cognitive impairment will be classiﬁed as patients who certainly do/don’t
have Alzheimer’s disease is decreased.
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We should also mention that the Universum learning as a technique is not tied to Support Vector
Machines and several works used it also outside of this domain. The Twin Support Vector Ma-
chines Qi et al. (2012) and cost-sensitive Support Vector Machines Dhar & Cherkassky (2012)
are still close to the original concept, but they already signalize a ﬂexibility of the method,
where Universum learning could be used to extend these two methods. More signiﬁcantly, we
can see the Linear Discriminant Analysis (LDA) algorithm Chen et al. (2012) extended into
an Universum version or the regularized multiple-criteria linear programming Qi et al. (2014)
with Universum data. At last, one of the most signiﬁcant techniques which inﬂuenced our
application of Universum learning was the UBoost algorithm Shen et al. (2012) which com-
bined Universum learning with the AdaBoost method. Especially important is the fact that
the UBoost method uses as the baseline technique an ensemble method, which is close to the
family of classiﬁers which we are using in our work. Also in Shen et al. (2012) we can see a
more advanced application of the method, speciﬁcally it is trafﬁc sign recognition, handwriting
recognition and face recognition.
The techniques of Transductive SVM and Universum SVM are presenting a very interesting
family of classiﬁers. Although each of these methods does have several limitations which
should be mentioned. In case of Transductive SVM it is mostly the fact, that the training
of TSVM is very complicated and it requires advanced optimization methods, therefore if it
is applied on a large dataset, the computational complexity is very signiﬁcant. In case of
Universum learning, it is mainly the fact that the method highly depends on the Universum
set. If the set itself is not generated in respect to the real distribution of samples in the feature
space, the assumptions made by the technique might not hold and, therefore, the performance
might decrease.
1.1.5 Generative Methods
The last signiﬁcant group of a semi-supervised algorithm are generative methods. The under-
lying algorithm which deﬁnes this family of models is the Expectation-Maximization Moon
(1996). For this algorithm, we assume that there are two steps, the expectation step (E-step) and
maximization step (M-step). The algorithm iterates between these two steps until the stopping
criterion is achieved. The E-step creates a function for the expectation of the log-likelihood
evaluated using the current estimate for the parameters and the M-step which computes param-
eters maximizing the expected log-likelihood found on the E-step. Then the current value of
the parameters considered in the E-step is replaced by the new parameters found during the
M-step. This algorithm is frequently used in applications, where two sets of parameters need
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to be optimized, such that parameters from one set are dependent on the parameters from the
second set. Common application examples are clustering or Bayesian networks.
The typical application of EM in semi-supervised generative method would be, that the ground-
truth label of the unlabeled data is considered a latent variable and its value is obtained using the
algorithm. At ﬁrst, the parameters for given distribution are calculated using labeled samples.
After that, the assumed labels are produced for each unlabeled example. In next step, the
parameters are again updated, but now using all the samples, including the previously unlabeled
samples with their now updated labels. The whole process is illustrated in Figure 1.9.
The basic method in the previously described manner was originally used by Nigam et al.
(2000) for the text classiﬁcation problem. The underlying used model was a mixture of multi-
nomial distributions. Following this application, several other approaches proposed and ap-
plied advancements in the method. Speciﬁcally, like in case of many other semi-supervised
techniques, it was used to develop the multiview version of the algorithm, where in combi-
nation with the co-training it yielded the Co-EM algorithm and this further developed into
combination of Co-Testing algorithm and Co-EM into Co-EMT Muslea et al. (2002). An-
other signiﬁcant modiﬁcation was done by Fujino et al. (2005) by including bias correction
and discriminative training.
This technique looks like an ideal solution once we know the underlying distribution of the
data and indeed they are powerful in this case. At the same time, here lays also their main
disadvantage. If the assumed underlying distribution is not correct (e.g. the distribution is not
Gaussian, number of components in Gaussian mixture model it different, etc.), we can experi-
ence signiﬁcant problems and the performance may suffer because of these wrong assumptions.
Especially if we are presented only with small amount of labeled data, it is hard to verify the
true underlying distribution and what might look like a good distribution in the beginning may
turn out to be a failure once more labeled data is acquired.
1.2 Classiﬁers and scenarios for semi-supervised learning
The previous section introduced different semi-supervised methods including those, which we
are using in our research. In this section, we will more closely focus on applications of these
techniques and review of classiﬁers which we used in combination with semi-supervised meth-
ods. More speciﬁcally we will mention online learning and ofﬂine learning setups as well
as the application scenarios which motivated our research, that are classiﬁers for gesture and
sketch recognition. These scenarios introduce the “ﬂow” in the development of our techniques
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(a) labeled data (b) labeled and unlabeled data (small dots)
























(c) model learned from labeled data (d) model learned from labeled and unlabeled data












Figure 1.9 Steps in Generative EM-based method Zhu (2006)
as it is illustrated in Figure 0.1. In this sense, we can see logical advance from online learning
to ofﬂine learning and consequently to ofﬂine learning with unlabeled examples.
1.2.1 Online Learning
The principle of online learning assumes that data which are available to the system are coming
a single example at the time. Therefore, each example in the labeled set T is given as following:
T = {xi,yi, ti}i=1...N . Where xi is the n-dimensional feature vector of the examples, yi is the
ground-truth information and ti is the time when the example was received. In this case, the
time variable could be used as an alternative index for the data points and guide the learning
process of the classiﬁer. In general we assume, that the time variable is non-decreasing with
increasing i. If ti = t j for all i= 1 . . .N, j = 1 . . .N then we are reducing our problem to ofﬂine
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learning setup. Therefore we assume, that there exists ti, such that ti = t j for at least one
i= 1 . . .N, j = 1 . . .N.
Another factor which we have to consider when talking about online learning is whatever the
method itself is processing the examples in incremental manner or in batch updates. The word
“incremental” by itself is ubiquitous and we will use it for algorithms, which satisfy certain
conditions. This is, that parameters of the algorithm δi=1...P are updated after each single
example is processed. Algorithms for which the parameters are updated for more than one
processed example at the time will be labeled as “batch” algorithms. In our application, we
require that the algorithm itself is both, online and incremental. That means the examples are
delivered single example at the time and the algorithm processes this example and updates
parameters of the model. This allows for fast adaptation to user’s behavior and immediate
response to the changing learning conditions.
In the literature online learning algorithms are widely discussed and a brief overview can be
found in Shalev-Shwartz (2011); Vijayakumar et al. (2005). For many learning algorithms,
we can ﬁnd their online equivalent, such examples are Support Vector Machines Laskov et al.
(2006), neural networks Furao et al. (2007), Hidden-Markov Models (HMM) Khreich et al.
(2009) or Fuzzy Models Almousa Almaksour et al. (2008). In our application, we will con-
centrate especially on the last mentioned, Fuzzy model. The choice of fuzzy models was
motivated by prior works which used this model for the task of gesture recognition, which was
one of the applications which motivated our work. The theory and mathematical details of
the Fuzzy models are described in Chapter 3 in detail. In general, we can identify two main
families of Fuzzy models, those are the Mamdani models Mamdani & Assilian (1975) which
are more verbose and also more easily interpretable in natural language, the second family
is the Takagi-Sugeno (TS) or Takagi-Sugeno-Kang (TSK) models Takagi & Sugeno (1985);
Sugeno & Kang (1988) which are more mathematically rigorous and allow for more advanced
consequent rules, on the other hand, the interpretability of the rules is much more complicated
in comparison with Mamdani models. A list of works was published over recent years which
give a very good overview of the published literature on TS Fuzzy models Kar et al. (2013);
Nauck & Nürnberger (2013); Feng (2006); Mitra & Hayashi (2000). Some of the ﬁrst works
which extended the TS-Fuzzy model into online setup was Angelov et al. (2004) which applied
recursive update rule to the original fuzzy models to achieve an adaptive version of the method.
This initial concept was later advanced in several works. Angelov & Zhou (2006) introduced
novel technique to update the rules and underlying distributions as well as rule replacement and
exclusion rules and rule quality measure, Angelov et al. (2007) introduced an evolving struc-
ture to the rules and applied it to several popular datasets, Angelov & Zhou (2008) changed the
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way how consequents are treated proposed new method for regression, at last, the works on on-
line fuzzy models could be ﬁnd summarized in Angelov et al. (2010). To overcome signiﬁcant
limitation of the model, such as the requirement to calculate the whole covariance matrix for
the underlying distribution, new rule density formula is introduced in Režnáková et al. (2012)
also with a new update rule and density calculation formula.
In general we can see that the online learning scenario poses several challenges. The used
model needs to be responsive enough to take into account current event and it also needs to be
able to correct for mistakes done in the past. Since the distribution in data may change over
time, the model needs to be able to adapt to this situation. Another important factor is the
speed and computational complexity of the model. Since online learning is frequently used in
scenarios where an immediate response is required, the inference function of the model should
be fast and have low computational cost. The mentioned TS Fuzzy model complies with these
requirements up to a sufﬁcient degree. To improve the performance of the model even more
we propose in our work several modiﬁcations to it. Also, the inclusion of semi-supervised
elements poses more challenges which we address in our work.
1.2.2 Ofﬂine Learning
The most common machine learning setup which we can encounter is the ofﬂine learning with-
out any unlabeled data. This means that for each feature vector xi we have a ground truth label
yi. There exists wide range of models for ofﬂine learning, whatever it is for regression or clas-
siﬁcation tasks, to name few, these are Generalized Linear Model (GLM), Support Vector Ma-
chines (SVM), Bayesian Classiﬁers, Neural Networks (NN), Hidden-Markov Models (HMM),
Markov-Random Fields (MRF), Classiﬁcation and Regression Trees (CART), Ensemble Meth-
ods, Nearest Neighbor Methods (k-NN) and many others. For a very comprehensive overview
of these and many other techniques, we recommend to review one of many textbooks available
Gust (2009); Hastie et al. (2009); Bishop (2006), which provide very good overview, including
very recent survey work Murphy (2012).
From all of the mentioned methods, our focus is on the Fuzzy models since these can lever-
age directly from the techniques which we used in the online learning setting. A description
of methods and literature discussing Fuzzy models was outlined in the previous subsection,
although the main focus was on their online version. In case of ofﬂine Fuzzy models, we
are tackling problems of fuzzy structure identiﬁcation and parameter identiﬁcation. The most
common way how to determine the structure of the fuzzy classiﬁer is using the c-mean clus-
tering algorithm which can be easily applicable even to large datasets Havens et al. (2012).
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Other methods could be used to identify the structure of the classiﬁer including expert knowl-
edge or advanced optimization algorithms for structure identiﬁcation Babuska (1996, 2001);
Johansen & Babuška (2003). With identiﬁed structure, then optimization of the parameters is
a subject to learning constraints formulated by the optimization function Wright & Nocedal
(1999); Rezaee & Zarandi (2010); Johansen & Babuška (2003); Fletcher (1987).
Since the focus of the ofﬂine learning part in our work is on TS Fuzzy models, we believe that it
is relevant to point out limitations in respect to this method. First of all, the model is composed
of two steps, rule identiﬁcation and parameter optimization, low performance in each of these
steps could cause signiﬁcant problems to the algorithm even if the other steps is performed
perfectly. This makes it hard to identify problems and isolate the source of errors during the
development of the algorithm. Especially, if rules (data clusters) are not identiﬁed correctly,
the optimization stage will perform very poorly. Another problem is, that the algorithm is de-
pendent on the inherent complexity implied by the number of identiﬁed rules. Since to choose
number of rules artiﬁcially might lead to over-ﬁtting / under-ﬁtting, separate step is needed
to tune the complexity of the classiﬁer. At last, the combination of the classiﬁer with semi-
supervised techniques is not directly obvious since the setting does not include any unlabeled
data and therefore we cannot rely on the “classic” semi-supervised methods.
1.2.3 Ofﬂine Learning with unlabeled data
Although ofﬂine learning is the most common setting for most of the classiﬁcation and regres-
sion problems, for semi-supervised methods the most common setting is ofﬂine learning with
unlabeled data. This means, that besides the labeled set T also unlabeled set U is available.
The size of T andU strongly depends on the application and it can signiﬁcantly inﬂuence how
much the algorithm can leverage from the semi-supervised setting. The number of algorithms
which operate in this setting was described previously in Section 1.1. Therefore, we will not
focus on each method separately but rather highlight overall advance in the use of unlabeled
examples during the learning process.
One of the ﬁrst work which investigated use of unlabeled examples is Mitchell (1999) which
explores the role of unlabeled data in supervised learning with speciﬁc emphasis on the use of
unlabeled data to applications such as Web-page classiﬁcation. Besides previously mentioned
self-training, co-training Mitchell & Blum (1998) was one of the early methods which were
able to use unlabeled data for practical classiﬁcation tasks. Even before semi-supervised learn-
ing distinguished itself as a speciﬁc sub-branch of machine learning, other methods besides
self-training and co-training were developed. Especially high impact was method was the la-
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bel propagation method Pham et al. (2010) which used unlabeled data to create a graph in the
feature space and it propagated labels from labeled data to unlabeled data, where these could
be used later in the supervised stage of the learning process. Much more detailed overview
of semi-supervised techniques in this setting is given in previous section or in Chapelle et al.
(2006) and Zhu (2006).
Another signiﬁcant category of algorithms which operate in the ofﬂine learning with unla-
beled data setting are transfer learning algorithms. An overview of the ﬁeld could be found
in Pan & Yang (2010) and also the recent workshop on transfer learning at the International
Conference of Machine Learning (ICML) indicates growth in the ﬁeld Silver & Guyon (2012).
In general, the main idea behind transfer learning is, that a knowledge obtained by solving task
A could be used while solving a related task B. For example, ability to recognize handwritten
digits could be used if we are tackling the task of recognizing handwritten gestures. If we look
at Table 1.2, there are three main areas of Transfer learning: Inductive Learning, Transductive
Learning, and Unsupervised Learning. In case of these three, each one does have at least one
setup which uses unlabeled data. In case of inductive transfer learning it is the self-taught
learning Raina et al. (2007) where labels are not available for the source domain. In case of the
self-taught learning, unlabeled samples are used to obtain a representation which can be used
in a learning process from the unlabeled data. In contrast, the transductive transfer learning
handles unlabeled data with unknown target label rather than source label. This is demon-
strated in Arnold et al. (2007) who applied their new method Iterative Feature Transformation
(IFT) based on maximum entropy to the problem of protein name extraction. The last category
of techniques is unsupervised transfer learning methods, where no label is available for both
source and target domain. Methods in this category are using unlabeled examples by default,
but their adaptation into the transfer learning domain allows them to use techniques which
were originally developed in the context of supervised transfer learning techniques. Examples
of these techniques are self-taught clustering Dai et al. (2008), which can use additional unla-
beled examples sampled in the same sense as the self-taught learning does. Another technique
is the transfer dimensionality reduction (TDR) Wang et al. (2008) which ﬁrst applies clustering
to generate pseudo-labels and then it applies dimensionality reduction techniques to ﬁnd the
most efﬁcient feature representation.
At last we should mention the one last learning paradigm which recently experienced a “boom”
thanks to the learning with unlabeled examples. It is deep learning (representation learning).
Although the neural networks were doomed for decades by many because of their high di-
mensionality and intractable learning process, it experienced renaissance once hardware was
sufﬁcient enough to be used on large amounts of data which use also large amount of unlabeled
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a) patches learned from natural
images
c) image features extracted using learned patches
from natural images
b) single patch represented as
weighted combination of learned
patches
Figure 1.10 Example of Self-Taught Learning Raina et al. (2007)
data. Especially, the technique of Holden et al. (2006) enable learning of complicated NN ar-
chitectures by using unsupervised pre-training with unlabeled examples. These architectures
were considered unstable and hard to train, but with sufﬁcient data available and a pretraining
process which can give a good starting point to the ﬁnal ﬁne-tuning process, these methods are
starting to dominate the machine learning domain. It is thought that unlabeled data do have a
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regularization effect on the network and the effectively restrict the hypothesis space and lead
to a more narrow set of solutions, because of this, deeper architectures can be trained. More
in-depth study on this reasoning was done in Erhan et al. (2009, 2010).
The ofﬂine learning process with unlabeled data is a step forward from the setting where all
of the data need to be labeled. This allows a reduction in the time which is spent by human
experts to acquire the labels or it also allows to transfer knowledge between domains. In any
case, the setup allows for a good trade-off between saved labeling effort and a small decrease in
precision. This also brings the question how much these methods are helpful. This can be seen
quantitatively as the increase of performance in respect to the ratio of labeled and unlabeled
data. The most signiﬁcant gain is, if there is only small amount of labeled data and large amount
of unlabeled data, so it is always important to consider how much the labeling costs compared
to the decrease in performance. Also, many of the methods which we have mentioned do have
a signiﬁcant restriction that the unlabeled data need to follow the same, or at least similar,
distribution like the original data. This does not have to be always true and if only the ratio
between classes in labeled and unlabeled data is different, this could lead to signiﬁcantly biased
classiﬁer towards the distribution in unlabeled data and, therefore, decrease the performance.
At last, we should considered how the data were obtained. Even if the distributions and ratio
of labels are similar, the sampling methods for the unlabeled data might be conditional and,
therefore, biased. An example is that we have labels for users using feature X , users who are
not using feature X , are considered unlabeled, but the fact that users are not using feature X ,
might have a hidden reason which will cause our unlabeled sample to be biased. Therefore,
even if the gain in precision could be signiﬁcant and even though the techniques are basically
enabling technologies for some algorithms (representation learning), we still should be careful
about the context in which they are used, especially if used in production code in a large-scale
classiﬁcation systems.
1.2.4 Classiﬁers for Gesture and Sketch recognition
Since application of our techniques is demonstrated mostly on Gesture and Sketch recognition
applications, we believe that brief overview of the methods used in the ﬁeld will clarify the
context in which we developed the methods. In case of gesture recognition, we focused on
handwritten gestures, which are the most common way how users interact with mobile devices
and touch screens. Because of this, our main objective is to recognize 2D gestures created by a
speciﬁc user. In case of sketch recognition, we are facing task similar to the gesture recognition
task just with a slight increase in complexity. In general, the sketches produced by users are
46
composed of many strokes and the order of these strokes does not have to be preserved. Also
in a bigger picture, we are not focusing on sketch recognition as an isolated application, rather
we use it in a bigger system which we developed Tencer et al. (2013) for sketch-based image
retrieval (SBIR).
Methods in gesture recognition (see Figure 1.11) are used to interact with devices such as
tablets, smartphones or interactive whiteboards. The market for such devices is wide-spread
and growing every year. Just in 2014 alone the market grew by 28.2% and accounted for
1.3 billion units shipped worldwide1. Because of this, works which focus on these devices
are thriving. An overview of techniques which concern gesture recognition could be found
in Mitra & Acharya (2007) which focuses more on general gestures, but many of the intro-
duced techniques are applicable also in speciﬁc scenarios of handwritten gesture recognition.
Techniques in this ﬁeld can be distinguished into two main categories. In The ﬁrst category
are sequential models, which directly model the gestures and don’t need the feature extraction
stage, on the other hand are the techniques which do require feature extraction stage and for
these the gestures needs to be converted to ﬁxed-sized vector before learning and inference
stages. In category of sequential techniques, the most common are Recurrent Neural Networks
(RNN) Murakami & Taguchi (1991) and Hidden Markov Models (HMM) Kim (1999); Chen
et al. (2003). More recent works are using the Conditional Random Field (CRF) technique
Quattoni et al. (2006). Although these techniques are very precise and do not require feature
extraction stage, the processing time of these methods could be a signiﬁcant drawback if we
want to use them in online applications. Close to our approach are methods, which do have
the feature extraction stage and, therefore, are closer to regular pattern recognition problems.
Examples of these techniques are Willems et al. (2009) and Almousa Almaksour et al. (2008);
Almaksour et al. (2010). In this case, the features are extracted prior the training and in the
inference stage identical features are extracted from the test sample which is the classiﬁed by
the trained classiﬁer. The complexity of these methods strongly depends on the used features.
The most common features in gesture recognition systems are Rubine (1991) introduces thir-
teen global features, including the length and the angle of the bounding box diagonal, the total
gesture length, the distance between the last and ﬁrst point of the gesture, cosine and sine of
the angle between the ﬁrst and last point, duration of the gesture and the total angle traversed.
Although with slight modiﬁcation these gestures were used for a long time as the main global
representation for handwritten gestures, in Niels et al. (2008) it was extended signiﬁcantly by
adding another ﬁfteen global features. A comparison of a wide range of global features can
be found in Willems & Niels (2008). In our work, we used a superset of these mentioned ap-
1 http://www.idc.com/prodserv/smartphone-market-share.jsp
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proaches with several newly designed features. As we can see, if the features are very compact
and fast to calculate, the computational complexity is reduced signiﬁcantly and these tech-
niques are then highly suitable for online training. The last approach which we should mention
in this category is simple template matching-based technique such as the 1$ classiﬁer by Wob-
brock et al. (2007) which avoids feature extraction and sequential modeling. Although such
techniques are very compact and fast, they lack the robustness and adaptability of learning
techniques and they cannot account for changing patterns in user’s gesture performance.
Smartphones Tablets Tabletops Projected Interfaces
Interactive car displays Medical Applications Robot Interaction Pen-based displays
Figure 1.11 Gesture recognition applications
The second application, sketch recognition, resembles the task of gesture recognition and we
can ﬁnd intersection even in the sets of techniques used for these two tasks. We can again iden-
tify sequential methods and feature-extraction based methods, but in the later mentioned, we
can see two main sub-categories, it is global approaches and local approaches. The sequential
methods are using the popular classiﬁers, such as Simhon & Dudek (2004); Sezgin & Davis
(2005, 2007, 2008) who are using models such as HMM to capture the temporal information
in the sketched image. These methods usually need to model the image explicitly and the or-
der of strokes needs to be preserved or each stroke needs to be modeled separately but that
brings additional challenge to create a model which relates individual strokes together. Meth-
ods which rely on feature extraction perceive the sketch as an image rather than a sequence
of points. These methods can deal with a different order of strokes and also many variations
of the original image, such as rotation, scaling or translation. Also, these methods are widely
usable in an application on which we have focused more closely and that is Sketch-Based Im-
age Retrieval (SBIR).The global approach which extracts features from the whole sketch and
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then matches it again stored templates was ﬁrst used by Bimbo et al. (1994) which used elas-
tic deformation of sketched contour in respect to the template. Later Matusiak et al. (1998)
represented sketches using a curvature scale space for the template matching algorithm. Since
the feature representation of sketches shares similarities with plain shape representation, we
can ﬁnd a list of features in Zhang & Lu (2004) which were later also used in the context of
sketch-based retrieval and recognition. A more recent approach which was still global in nature
is Chalechale et al. (2005) who extracts features from angular partitions, which are segments
of co-centric circles and this allows for robustness against rotation and scaling of the image.
More recent work by Eitz et al. (2010) evaluates different features, including Angular Parti-
tioning (AP), Edge Histogram descriptor (EH), Histogram of Oriented Gradients (HOG) and
Tensor Descriptor (TD). Each of these features is extracted locally in a N ×N grid and the
matching was still done on a global scale, but we can see it as a breakthrough method which
started extracting features locally rather than on global scale. Later in Wang & Wang (2010)
and Cao & Wang (2011) structure called edgel was used, which was basically an inverted index
of edge orientations and positions. This approach was much more local and required a mini-
mal feature extraction stage. Method which relied completely on local representation and used
bag-of-words approach in combination with local features was Eitz et al. (2011). Even later, an
interesting approach emerged by Arandjelovic´ & Sezgin (2011) who merged the temporal (se-
quential) feature and the image features. Also, we should see the role of sketch classiﬁcation in
the big picture of SBIR. Speciﬁcally, the retrieval process does have the semantic component
and visual component. While visual component would be equivalent to word-based retrieval
for documents, semantic component would be equivalent to topic modeling for documents.
Works which present the complete framework of sketch-based image retrieval also with incor-
porated elements such as user feedback could be found in Yang et al. (2012) and Kreuzer et al.
(2012). At last we should mention that the nature how people draw sketches and what can
be observed in their sketching performance was analyzed in Eitz et al. (2012a) who also con-
structed a sketch classiﬁcation engine based on SVM and Scale Invariant Feature Transform
(SIFT) features.
Gesture and Sketch classiﬁcation techniques are a popular subject of research with growing
market which can leverage these techniques. Despite rapid progress in the area and a long
history of methods, there are still challenges which need to be addressed. Both of these areas
share a common goals. Used techniques need to have low computational complexity since
those are expected to run on mobile and portable devices with limited computational power.
Also, these methods need to be adaptive since user’s gestures and sketching performance might
change over time. An ideal situation would be if this process of change could be taken into
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a) Sketch-based photo retrieval
Eitz et al. (2010)
Eitz et al. (2011) Cao & Wang (2011)
b) Sketch-based document retrieval
Tencer et al. (2013)
Figure 1.12 Sketch-Based Image Retrieval Applications
account and directly utilized by the model. Also in case of sketches, we are facing other addi-
tional objectives, such as the need to represent a good trade-off between visual and semantic
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representation of the sketch, so we can capture whatever the user wanted to retrieve a speciﬁc
instance of an object or he just wanted to see many objects from particular category. This goal
also calls for an accurate and evolving retrieval methods which can incorporate user feedback
and can possibly operate only with minimal amount of labeled data, since we don’t expect the
user to sketch the same item many times.
These are the applications which motivated our work and as it can be seen in following chap-
ters, we have tested our method on these applications but rather than focusing only in this area
we rather developed the methods in general machine learning framework to be available to
broader community.
CHAPTER 2
GENERAL METHODOLOGY AND OBJECTIVES
In this chapter, we deﬁne our main objective and partial objectives as well as motivation behind
developing them. Also, we expose our general methodology which will be discussed more
explicitly in following chapters. There is a direct mapping between our goals and exposed
methodology. This is cause mainly because we focused on three connected learning scenarios
and developed a technique for each of those setups which are linked by evolution in the amount
of available data. Each of these approaches was not developed in separation from our previ-
ous research. As it will be visible from our methodology, these techniques reuse elements of
previously developed techniques, but their individual contribution is still very signiﬁcant.
Two main categories which we can identify in our research are techniques for online training
and techniques for ofﬂine training. Our ﬁrst technique is present in online setting and the two
following techniques are present in ofﬂine setting with increasing amount of available data.
As previously mentioned, we can highlight that this is usually an approach which can be seen
in the development of classiﬁers in production setting where the amount of data is evolving
over time. Therefore, our approach is considered to be a framework over a development of
classiﬁcation technique with evolving data over time. We demonstrate this on tasks of gesture
and sketch recognition.
2.1 Objective of the research
The main objective of our research is to improve the performance of classiﬁcation tech-
niques using semi-supervised learning in increasingly general training settings with evolv-
ing data. It is achieved by addressing three different settings and developing a semi-supervised
learning approach in each of these scenarios. Since our research was originally motivated by
the application to gesture and sketch classiﬁcation, even choice of our baseline methods is in-
ﬂuenced by this fact. Despite this, the developed techniques are demonstrated to work also
outside of these domains of application.
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2.1.1 Develop online learning model with semi-supervised elements which leverages pre-
vious techniques for online learning
A limited amount of data might negatively inﬂuence the performance of a classiﬁer, because
of this we decided to use online learning setup, which can handle perform well even with only
small amount of labeled data. At the same time, we aimed for the classiﬁer to be as small as
possible in terms of memorized parameters, we wanted to develop a technique, which performs
incremental updates single example as a time. Our study of existing techniques led us to ﬁnd
a well suitable solution based on Almaksour et al. (2010) for gesture recognition tasks. We
improved some aspects of this solution, namely the distance metric in one of our prior works
Režnáková et al. (2012). In order to increase the precision of this technique even more, we were
looking for a solution which can utilize additional knowledge in the structure of the classiﬁer.
Since this setting does not provide any additional unlabeled data, we were not able to em-
ploy standard ofﬂine semi-supervised learning technique. Our further intuition and exploration
of the state-of-the-art semi-supervised solutions unveiled to us the category of context-based
similarity techniques. This led us to a conclusion to explore possible combinations of these
techniques and even to a solution where we can improve some of the original context-based
techniques. Therefore, our ﬁrst goal was to ﬁnd a suitable technique which could be trans-
formed into online learning scenario and then improve that technique, such that it will achieve
even more increased accuracy. Besides the improved performance of the baseline classiﬁer, we
also need to verify whatever the improved context-based similarity is applicable also in general
learning scenarios and we need to evaluate it also in combination with other classiﬁers. In the
end we wanted to be the technique usable also for the original task of gesture and sketch recog-
nition, so we included these into our testing datasets. Other aspects associated with these tasks,
such as pre-processing, feature selection and feature extraction need to be handled individu-
ally. Since these are not the main topic of our research we use pre-existing SOTA techniques
to perform them.
2.1.2 Extend the previous online learning TS-Fuzzy model to ofﬂine learning scenario
with semi-supervised learning approach without additional data
The second objective is directly related to the accomplishment of the ﬁrst objective, but with
slightly adjusted conditions. Since originally we were presented only with a limited amount
of data online learning techniques allowed us to achieve high accuracy only with this limited
amount of data. In a scenario where our classiﬁer is already running for a period of time, we
can switch to a setup which require more data. Speciﬁcally, we are speaking about the ofﬂine
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learning scenario. In this case, we wanted to utilize previously developed techniques as a part
of Objective 1 and at the same time utilize semi-supervised learning to improve its precision.
Since we were not presented with any additional unlabeled data, we needed to employ a semi-
supervised learning technique which can operate only on provided labeled set. Because of
this we needed to consider either a technique which can work without labeled data or obtain
additional data using a generative technique. Each of these approaches brings its own chal-
lenges. In case of techniques which are semi-supervised and don’t require additional data they
might impose signiﬁcant constraints on the hypothesis space, in case of generative techniques
the method is heavily dependent on the data generator and might be biased if the labels of the
original set are noisy. Because of this, we would prefer a technique which combines these two
approaches together and allows us to ﬁne-tune its importance using weighting hyper-parameter.
At the same time, we seek to have an objective function which is easy to optimize and prefer-
able gradient-based techniques could be used to ﬁnd the optimal parameters. This signiﬁcantly
helps the scalability of the technique to big data.
2.1.3 Create a semi-supervised meta-technique which can generalize over any ofﬂine
model and can use additional unlabeled data
With increasing amount of data obtained from already deployed classiﬁers, we might face a
problem that labeling for this amount of data will be too expensive or unavailable. In the
Introduction section, we mentioned the case of medical images or credit assessment. In our
case the setup generalizes over previous ofﬂine classiﬁcation example and we need to solve
this problem in the fully semi-supervised environment with unlabeled data present. Existing
semi-supervised techniques are easily applicable to many kinds of classiﬁers, but they struggle
to generalize over the family of discriminative classiﬁers. Therefore, our effort is to create
a semi-supervised technique, which can handle also discriminative classiﬁers and is indepen-
dent of the probabilistic output for the classiﬁer. The main challenge is how to perform the
sampling of highly certain examples, which are required for semi-supervised training if we
don’t have access to probabilistic representation? To solve this problem we looked into the
category of active learning techniques. The combination of these two big families of learning
techniques (semi-supervised and active learning) should be a general method with fast perfor-
mance and increased accuracy compare to the baseline method. An important factor which we
should consider is how number of labeled examples inﬂuences the performance of the semi-
supervised technique. Once developed, our method should be veriﬁed not only on our previous
techniques but on wide range of other classiﬁcation models which represent big families of
learning techniques (e.g. GLM, SVM, Ensemble, Decision Trees ...).
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2.2 General methodology
The general methodology considered here is split into three part which directly correspond to
the objective deﬁned earlier. Speciﬁcally these three part are: 1) online evolving TS fuzzy
model with incremental learning and transductive similarity and our modiﬁcations of trans-
ductive similarity 2) the UFuzzy model which combines elements of Universum learning into
previously mentioned TS fuzzy model 3) the summit-training method which combines active
learning and semi-supervised learning methods in learning scenario with unlabeled data. The
methods are based on our research in state-of-the-art techniques and are all using elements of
semi-supervised learning. This is mainly due to the fact, that the semi-supervised methods can
improve the performance without the need to obtain additional labeled examples. Each of the
methods is brieﬂy introduced here and deeper description is available in each of the respective
chapters.
2.2.1 Transductive similarity for evolving TS Fuzzy models
Online learning is suitable for scenarios with a limited amount of data or fast changing learning
environment. Therefore, we need to use models which can learn single example at a time and
can take into account even the most recent user feedback.
Based on this requirement we performed research over state-of-the-art techniques and we
based our technique on Evolving TS Fuzzy Models. At ﬁrst we improved the original model
Režnáková et al. (2012) by changing the activation and density function for each rule. In the
original case, the full covariance matrix needed to be updated at each step for each sample.
Our density-based approach needs to story only a few parameters for each rule and class and
speeds up the learning and inference process. This improvement also increased the accuracy
of the new classiﬁer and we used it as a new baseline technique for our method.
An essential part of our method was the use of the semi-supervised component, speciﬁcally the
transductive similarity. The transductive similarity is constructed from the original distance
matrix using the graph transduction technique. If the objects to be compared are considered to
be vertices of the graph, then the original similarity between them is indicated by the weight on
each of the edges between pairs of vertices (nodes). If the set of objects includes N elements
then we will get similarity matrix of a size N×N which represents the complete graph between
the N elements. To re-adjust the original similarity we ﬁrst need to transform it to probability
transition matrix. Given the transition matrix, the original similarity is transformed based on
transition probabilities between a query node and neighborhood of the target node. Naturally,
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this inﬂuences also the similarity to other nodes and therefore we need to do the update on all
the nodes at the same time. We derive a recursive formula which is used for the incremental
update at each step of the graph propagation. This approach is similar to PageRank algorithm
and it does have hyper-parameter which tells us how many steps in the propagation we should
do.
With an established framework of transductive similarity, we include this one in the modiﬁed
incremental TS Fuzzy model. We model cross-rule relationship during inference time based on
the transductive similarity. Since each rule outputs activation, which inﬂuences its decision for
each class, we can adjust this activation matrix based on the transductive properties described
earlier. The variable updated stored for each rule remain unchanged from the baseline tech-
nique and the new activation which is a result of the transduction process is used for calculating
the inference class for the cluster instead of the original similarity. This was we can implement
the previously introduced intuition where the decision of each rule is adjusted based on the
surrounding rules. Speaking metaphorically, in our model we are expressing the idea that: “If
everyone around me thinks something different than me, maybe I can reconsider my decision.”
To push the performance of the technique even further, we worked on improving the similarity,
such that it will can increase accuracy even more. We propose three partial methods and then
we combine them into one aggregated technique. These partial methods are Rank Adjusted
Transductive Similarity (RATS), Two-fold Transductive Similarity (TFTS) and Higher Order
Transductive Similarity (HOTS). The ﬁnal method is Combined Advanced Transductive Simi-
larity (CATS). The ﬁrst partial method, RATS, is based on idea, that we can adjust the speed of
propagation of similarity through the graph according to a rank (similarity) of a given neigh-
boring point to a query point. This lead to adding an extra term to the original similarity matrix
which is based on the neighborhood-query similarity. The partial method, TFTS, is used to
combine the original similarity matrix with the new, transducted similarity matrix. The ﬁnal
similarity is calculated as scaled sum of the two matrices. There is a free parameter α present,
which can determine the amount of transductive similarity which should be considered in the
combined result. The last partial model, HOTS, considers that more than ﬁrst order neighbors
inﬂuence the amount of the transducted similarity. Therefore at each step of transduction we
take into account wider neighborhood, where the size of it is considered to be a free param-
eter. Based on our experiment considering the size of neighborhood 2 or 3 already improves
the results signiﬁcantly, having larger neighborhoods also increases the performance, but the
complexity is increasing exponentially with higher order transductions at each step. All of
these three models are combined together into the CATS model, where the two-fold element is
preserved in form of sum over the terms, the rank element is made optional based on indicator
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variable and the higher order element is set by a hyper-parameter, which does have default
value of 1, but can be increased if we want to have higher order transductions.
The technique is evaluated on 4 machine learning datasets and 3 application datasets. The
application datasets include gesture recognition, sketch recognition, and object recognition.
Also to evaluate our new transductive similarity independently of the TS Fuzzy model, we use
it in the nearest neighbor classiﬁer, which also demonstrates increased performance with our
improved transductive similarity. At last, as part of our experiments we also investigate the
inﬂuence of hyperparameters, such as the order of transduction, the trade-off between original
and transductive similarity and the presence of the rank factor.
The main contributions of this work are the combination of semi-supervised transductive simi-
larity and incremental TS fuzzy model and the design of the new model for transductive similar-
ity which can be generalized over any model. The method is relatively simple and the transduc-
tive inference model could be easily adopted by other methods based on fuzzy classiﬁcation.
The novel technique of transductive similarity gives a good way how to trade computational
complexity for improved accuracy. In general the technique provides statistically signiﬁcant
improvement compared to the state-of-the-art methods. Further details of the technique also
with mathematical derivation are available in Chapter 3.
2.2.2 Universum Learning for Takagi-Sugeno Fuzzy Models
In respect to our second objective, we investigated semi-supervised methods for ofﬂine learning
setup without addition data. Our investigation of the state-of-the-art techniques revealed an
emerging technique which can accommodate the lack of unlabeled examples and is in the
family of semi-supervised methods. This technique is called Universum learning and was
proposed by Vapnik Vapnik (1998) and successfully applied to SVM classiﬁer Weston et al.
(2006); Sinz et al. (2008) and AdaBoost Classiﬁer Shen et al. (2012). Because of this proven
track of application to various classiﬁers, we decided to combine it with elements of previously
used Takagi-Sugeno Fuzzy method and develop our new UFuzzy algorithm. We improved the
technique even further in our recent research.
The principle of Universum learning is in using the Universum set during the learning process.
The set itself represents examples which are close to the decision boundary and, therefore,
the classiﬁer cannot decide whatever those are positive or negative examples. This introduces
additional prior knowledge which is accounted for in the cost function which we optimize.
Speciﬁcally the cost function is constructed as a weighted sum between the original cost and
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the new penalization term which forces the decision boundary to be close to the Universum
examples. The form of the penalization term depends on the chosen cost function (squared
loss, exponential loss...).
We adapted this general principle for the use in TS Fuzzy models. The model is composed of
two major steps, it is rule identiﬁcation and parameter identiﬁcation. During the stage of rule
identiﬁcation, meaningful rules are established across the feature space to represent the data
points. In our approached we used Universum c-means clustering approach. This is a modiﬁed
version of the c-means clustering, which does not take into account only the original data, but
also the Universum data. In the beginning, the Universum set is merged with the labeled set
to get a master set of datapoints. On this master set then the c-means algorithm is performed.
The identiﬁed clusters represent rules in the feature space. The merge between Universum set
and labeled could be seamlessly established because the rule identiﬁcation approach is unsu-
pervised and does not require a ground-truth information. Once the rules are identiﬁed, we
can construct the cost function for the ﬁnal model. It is composed of two part; the original
cost and the Universum term. The original cost is a weighted ensemble of local models. The
local model is weighted based on activation function, which in our case is the c-mean mem-
bership function, and the parameters determined from the local linear model for each class.
The Universum term is a weighted squared loss over the Universum examples. The weight for
the Universum term is considered a hyper-parameter of the algorithm and is determined either
using cross-validation, grid search or other hyper-parameter optimization technique.
Given this cost function we need to also establish the optimization technique. In order to
provide a general framework for a wider range of techniques, we deﬁne the problem in terms
of the iterative gradient-based optimization framework. We determine the update rule by taking
a derivative in respect to each of the local parameters which need to be optimized. Based on
this derivative, we can use any iterative optimization technique to determine the value of the
local parameters. During our development, we evaluated the following methods (Gradient
Descent, Stochastic Gradient Descent, Powell’s method, Conjugate Gradient method, BFGS
method, Newton-CG method (2nd order method)). Since we aimed for effective computation
and good value of parameters, based on our preliminary results we selected two methods,
Stochastic Gradient Descent, and BFGS. Stochastic Gradient Descent was used in cases, where
the datasets were larger in size since it scales really well and it can be easily parallelized. On
the other hand, when the dataset is not large in size (Nfeatures ×Nsamlpes), we use the BFGS
method which can iterate more quickly (less steps) and can achieve even better minimum /
maximum but is computationally much more expensive.
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The combination of all these three new aspects (Universum c-means, cost-function with Uni-
versum term, gradient-based optimization) gives us our ﬁnal UFuzzy algorithm. The last factor
which we need to take into account is the generation of Universum set. As was given in our
original constraints, we don’t rely on unlabeled examples. Therefore, we use other approaches.
Two original methods are random averaging and out-of-training examples. The random aver-
aging algorithm is a generative method, which samples positive and negative class (in case of
binary labels) and performs averaging operation on a set of paired selected samples. This way
we can get samples which does not look as any of the classes and are hard to recognize for
the original algorithm. The out-of-training method setup assumes multi-class problem, where
we generalize from binary to multi-class by constructing paired binary classiﬁers for each two
labels. In this case, the Universum is created by the examples from the label which is not
included in the currently processed pair. For example if we are constructing a classiﬁer for
digits 0-9 and we are constructing partial classiﬁer which distinguishes between digits 6 and
8, then samples from class for label 5 could be used as the Universum set. The intuition is,
that misshaped number 5 could look either as 6 or 8 and therefore classiﬁer constructed for 6
and 8 should have a hard time to classify digit 5. In our experiments, we use each of these
two methods and we evaluate them on several datasets. As mentioned earlier, we additionally
change the sampling method for the Universum examples in our further work. This was done
even after developing our third method and therefore it uses elements of our third method.
Speciﬁcally we use active-learning method Query-by-Committee (QbC) to sample data with
high uncertainty and we declare these data to be members of the Universum set. Based on our
experiments, this method outperforms random averaging and out-of-training methods.
The random averaging method works as show in Figure 2.1. One sample is selected from posi-
tive class and one from negative class then they are averaged in the feature space. The resulting
sample would lie close to decision boundary and not resemble any of the two classes. Out-of-
training method generates Universum samples by selecting samples which are not members of
positive or negative class. For example if the classiﬁer makes decision between number 5 and
8, then the samples of class 3 could be selected as Universum samples.
We used a standard protocol to evaluate the performance of the dataset and we followed previ-
ous publication which used the Universum learning to embed the base classiﬁers Weston et al.
(2006); Sinz et al. (2008); Cherkassky & Dai (2009); Shen et al. (2012). Compare to these
previous works, we signiﬁcantly increased the number of datasets on which the techniques are
evaluated. Speciﬁcally we used over 20 datasets and 2 applications (gesture recognition and
handwritten digit recognition). Additionally we evaluated also the inﬂuence of hyperparame-






Figure 2.1 The Random Averaging Principle
set, number of rules (effectively complexity of the ensemble) and the Universum weighting
factor.
The main contribution of this technique is the formulation of the UFuzzy algorithm which can
be adapted in scenarios where we want to use semi-supervised techniques and we are not able
to obtain additional unlabeled data. The technique itself is highly scalable on datasets with
a large amount of data and also large number of features and therefore we believe it could be
easily used in production-grade machine learning systems. Further details of the technique also
with mathematical derivation are available in Chapter 4.
2.2.3 Summit-training: Combination of semi-supervised and active learning techniques
Our third technique is designed to work in setup, where besides labeled data we have avail-
able also another set which contains unlabeled data. The ratio of sizes between these two sets
strongly depends on the application and the inﬂuence of semi-supervised techniques is usually
more signiﬁcant in cases when the amount of labeled data is small compared to the amount of
unlabeled data. Since we want to develop a technique which will be successful in this scenario,
the obvious choice are semi-supervised methods. At the same time, we aim for the technique to
be applicable to any ofﬂine classiﬁer including those used in our prior research. By exploring
prior technique, we have found signiﬁcant limitations in current methods. Speciﬁcally the pop-
ular self-training and help-training methods are limited to generative probabilistic classiﬁers or
require the use of an additional probabilistic classiﬁer. Because of this limitation we decided to
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build a technique which can extend from this setup to any classiﬁer, generative or discriminate.
Our baseline method was the self-training method and we changed the way how high examples
are sampled using our modiﬁed Query-by-Committee active learning method which resulted
in our new method called Summit-training.
The self-training is based on extending sampled examples from the unlabeled set to the original
training set. At ﬁrst, the classiﬁer is trained on the original labeled set. Using this classiﬁer then
labels are assigned to the unlabeled points. If the probability of the label of unlabeled point,
given its feature values (P(y|x)) is more than threshold value t, then this point is extended to
the original labeled set with a labeled inferred by the original classiﬁer. After the extension,
the classiﬁer is retrained on the extended labeled set. The probabilistic representation P(y|x)
is crucial to the algorithm and it cannot be used without it. Our Summit-training algorithm is
able to handle also cases when P(y|x) is not available. Speciﬁcally this is done by using the
modiﬁed QbC sampling.
The Query-by-Committee technique is originally used in the active learning scenario. In the
active learning scenario, we are looking for points with high uncertainty. The assumption is,
that decision boundary created only based on points with high uncertainty will be in border
regions between the classes. Basically, we are using a re-sampling strategy which selects
the point which do have high information value, where the information value is deﬁned by
closeness to the real decision boundary. While we cannot measure the distance of the point
to real decision boundary, we can assume causal relationship, where the uncertainty in label is
an observed variable caused by distance to real decision boundary which is a hidden variable.
It this process Query-by-Committee is a technique to sample the points with high uncertainty.
Speciﬁcally, at ﬁrst a set of partial classiﬁers is trained on existing set, where each classiﬁer’s
training set is only a small random sample from the original labeled set. After each partial
classiﬁer is trained, then it assigns a label to set of points. If some amount (more than k)
classiﬁers disagree about the label of one particular example, it is declared to be a point with
high uncertainty and it is added to a set of uncertain points. Following this process, these points
are used to train new, global, classiﬁer.
As we can see, the original concept of Query-by-Committee samples points with properties
opposite to points in our anticipated set. Therefore, we do slight modiﬁcations to sample
highly certain instead of highly uncertain points. The ﬁrst step is identical with original QbC
algorithm, means that each classiﬁer is trained on a subset of the data. The change is present in
the second step when we collect points on which most of the partial classiﬁer agree. Because
of this change we assume, that this point will have high certainty and, therefore, those should
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lie further from the decision boundary. This deﬁnes how the points are sampled from a known
labeled set, but we need to determine the certain points in the unlabeled set and use them for
the training. Because of this, we need to combine it with a modiﬁed version of the original
self-training.
The Summit training algorithm could be considered as a combination of Query-by-Committee
and self-training with some slight changes. This allows us to drop the requirement to explicitly
model the probability distribution P(y|x). The algorithm itself is designed in iterative manner,
such that two steps are alternating until the stop criterion is matched. The setup is as mentioned
previously and we are given two sets, labeled set T = {xi,yi}i=1...N and unlabeled set U =
{xˆi}i=1...NU . The ﬁrst step is a sampling stage when the partial classiﬁers are trained on a
subset of points from the set X . After that, each of the classiﬁers assigns a label to a point from
U . In the second step of the modeling stage, points with high certainty are removed from U
and extended to T . The label yˆ for each selected xˆ is based on what labels were assigned to
the particular xˆ by partial classiﬁers. This way we get a new sets Tt+1 and Ut+1. T+1 is then
used to train a new, global classiﬁer, on the whole labeled set. We expect the performance of
this classiﬁer to improve. The improvement could be followed on a special validation set and
could serve as one of the possible stop criteria. After the second stage is ﬁnished, the original
sets T and U are replaced by the updated sets Tt+1 and Ut+1 and the process is repeated until
the stop criterion is met. These criteria could be based on several aspects and in our work we
explore different settings which give a result to distinguish way how to terminate the algorithm.
The previously mentioned evaluation on the validation set is a straightforward option and work
well, other explored variation is a ﬁxed threshold γ and stopping after E iterations where during
each iteration the value of γ is relaxed. γ tells us, how many partial classiﬁers need to agree on
a label of a point to be moved fromU to T . The last aspect the algorithm which we need to take
into account is a setting whatever we reuse previously labeled examples from U . Our original
setup did not consider reusing, but we experimented with a setting where each point selected
fromU in previous stages could be relabeled is the partial classiﬁers agree on different label at
a later stage in the learning process. This way we enable the classiﬁer to have self-correcting
properties, which means that mistakes made at the beginning of the process could be corrected
once the amount of data for each partial classiﬁer is increased. Given these factors, we can
distinguish ﬁve different settings for our algorithm: an absolute version, where only one ﬁxed
threshold on γ is set, and iterative version where the threshold γ is slowly relaxed, iterative-
stop version, where the iterative process is terminated after E iterations and the iterative-reuse
and iterative-stop-reuse versions which are variations of iterative and iterative-stop, just those
allow for relabeling of previously labeled points.
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Since our method is a meta-framework, we evaluated it in combination with different base clas-
siﬁers. Speciﬁcally the evaluation was done in combination with 13 classiﬁers and 5 datasets,
which gives 65 test cases, plus a speciﬁc application to gesture recognition. We used a standard
protocol where the evaluated criteria were accuracy and standard deviation over number of runs
of the same algorithm. To show the statistical signiﬁcance we determined the p-value using in-
dividual t-test and combined using Fisher’s method. We compared the method to self-training
and help-training methods to show improvement compared to the state-of-the-art.
The contributions of this work are most signiﬁcant in the area of semi-supervised training.
We proposed a new method which signiﬁcantly helps to build semi-supervised classiﬁers from
discriminative methods. We modiﬁed the original QbC sampling method and combined it
with modiﬁed version of self-training and we were able to achieve superior performance for
classiﬁcation tasks. In general we have found statistically signiﬁcant improvements compared
to the state-of-the-art techniques. Further description of our method could be found in Chapter
5.
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3.1 Introduction
Similarity is a key concept for a majority of machine learning and pattern recognition tech-
niques, which represents the elements as multidimensional vectors. The similarity used in
these techniques is frequently quite simple such as the L1 or L2 similarity. This is the most
straight forward notion of a similarity, which can be translated from the human knowledge into
the machine knowledge. But this kind of similarity might not necessarily be the best way to
evaluate the correspondence between two items. It might not be the way, how people under-
stand correspondence between objects. We can see that human notation of similarity is not
always in the correspondence with simple metrics used in machine learning and pattern recog-
nition algorithms. Even simple rules such as the triangular inequality can be too limiting for
humans and algorithms which do not enforce this inequality can achieve better results than
those, which require it (Chechik et al., 2010). Therefore we seek for a more complex notion of
similarity, which can be used.
Speciﬁcally we rely on the concept of transductive similarity measure. The transductive infer-
ence itself was introduced as a concept by (Gammerman et al., 1998) and was used in com-
bination with the SVM classiﬁer in (Thorsten, 1999; Collobert et al., 2006). In our work we
understand the concept of the transductive similarity as a similarity induced by the transduc-
tive property of the space. More speciﬁcally, we say that the similarity measure s between two
elements xi and x j is learned through the graph-based transductive learning algorithm. This is
in accordance to the notion of the transductive similarity used in (Bai et al., 2010), who exper-
imentally proved that transductive similarity can improve the accuracy of classiﬁcation tasks.
In case of the transductive similarity applied to individual elements, our intuition is to learn
the similarity induced by the shape manifold represented by the feature space elements. The
question that we try to answer is, whatever the fuzzy rules also create a manifold in a space and
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whatever we can learn a better fuzzy membership function based on the transductive property
of the space.
Besides the similarity, second important aspect is the notion of belonging to a particular group
or a class. In absolute world, this notion represents conditional relationship i f x=Ctheny =V
based on binary logic. This notion builds on an assumption that the relationship “belongs
to” is absolute. However this is not the way how we understand this relationship in the real
life. Given an object, which is “somehow” round and “somehow” red can be considered by
different degrees of conﬁdence as either an apple, a red ball or an orange, depending on the
value of its properties. This notion is exactly what is expressed in the fuzzy logic and the
conditional relationship is rather i f x=ˆCtheny=ˆV where the operator =ˆ tells the amount of
correspondence of the variable x to C and the variable y to V . Thus, rather than a binary
condition, a fuzzy rule represents variables having a continuous amount of values.
Given these two concepts, we should state a question, if the transductive similarity can help
us to improve the performance of a fuzzy-based models. Our hypothesis is that for models
based on fuzzy rules we can develop a cross-rule relationships, that can further be used in the
transductive similarity to adjust activations (values of x) and results (values of y) of used fuzzy
rules. Especially we build on the notion that the relationship x=ˆC expresses a degree of x being
C, thus it can be understood as a similarity measure, where value of 1 expresses an absolute
similarity and value 0 expresses an absolute dissimilarity.
In this paper we present novel techniques for using the transductive similarity for the inference
in TS-fuzzy models. Since the simple transductive similarity model (Bai et al., 2010) did not
prove to be effective for each of the tasks evaluated during our experiments, we propose a new
model of the transductive similarity. This model does not need to be necessarily used in the
context of TS-Fuzzy models. The contributions of this paper are as following:
• The transductive inference model for incremental TS-Fuzzy Models
• 3 novel models for the transductive similarity, which can be combined and yield 7 possible
variants
• Applications of proposed models to tasks of gesture, sketch and object recognition
The originality of this paper is in both covered areas, the transductive similarity and the infer-
ence for incremental TS-fuzzy models. Our 3 novel models (can be combined into 1 general
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model) were not used in any prior works and as shown by our experiments this similarity mea-
sure, if used in similarity-based classiﬁers, yields superior results compared to the baseline
techniques. The second major original contribution is the use of the transductive similarity it-
self during the inference time, giving us our novel transductive inference model for incremental
TS-fuzzy models. The only similar work which captures the concept of transductive similarity
for fuzzy models is such that it uses the transductivity only as a similarity concept during the
construction of rules, where it serves for a clustering which employs the transductive similar-
ity in a cluster membership function. Therefore our idea is fully novel and also as shown by
experiments it improves the performance of incremental TS-fuzzy models.
We evaluate the proposed techniques on 5 standardized datasets used for classiﬁcation tasks.
Further we present qualitative results for applications in 3 domains based on different classi-
ﬁcation models. To further advocate the proposed similarity models, we use them in a setting
independent of fuzzy-based classiﬁcation.
Our paper is organized as following: Section 4.2 summarizes previous works on models for
transductive similarity, fuzzy models and their combinations, Section 3.3 introduces the trans-
ductive similarity, the baseline fuzzy model and describes our method for the incorporation of
the transductive inference for incremental fuzzy models, Section 3.4 describes the proposed im-
provement to existing transductive similarity models, Section 5.5 presents experimental results,
an evaluation protocol and applications of our method, Section 3.6 includes ﬁnal conclusion
and discussion.
3.2 Related works
Transductive similarity gives sense in any case, where notion of neighborhood could be con-
sidered in a topological space. It was widely used in a range of classiﬁers (Collobert et al.,
2006; Liu et al., 2008; Zelikovitz & Hirsh, 2004; Song & Kasabov, 2006) and was able to
improve the results of these classiﬁers achieved without transductive property. Besides classi-
ﬁcation transductive similarity was successfully used in regression tasks (Chapelle et al., 1999;
Cortes & Mohri, 2007). Motivated by these successful applications, we decided to explore a
possible gain for incremental fuzzy models.
Fuzzy-based approaches do have long history of being used in classiﬁcation tasks (Peizhuang,
1983) with wide applications in range of domains (Wang, 1990; Nauck &Kruse, 1999; Tsoukalas &Uhrig,
1997; Takagi & Sugeno, 1985; Tong & Li, 2002). Fuzzy logic (Zadeh, 1965) itself has also
been applied to variety of other techniques, such as neural network (Kosko, 1992; Hassoun,
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1996; Kartalopoulos, 1996), genetic algorithms (Sanchez, Elie; Shibata, Takanori; Zadeh,
1997; Cordón et al., 2004) or more recently support vector machines (Jiang et al., 2006; Wang
et al., 2005). Given two main directions in evolution of fuzzy models in machine learning tech-
niques, namely Mamdani (Mamdani & Assilian, 1975) and Takagi-Sugeno (Takagi & Sugeno,
1985; Sugeno & Kang, 1988), we focus on the later, since rather than linguistic interpretability
we focus on a numerical evaluation and accuracy. Comprehensive survey of existing techniques
describing Takagi-Sugeno fuzzy models, as well as other neuro-fuzzy models can be found in
(Kar et al., 2013; Nauck & Nürnberger, 2013; Feng, 2006; Mitra & Hayashi, 2000). More
speciﬁcally we focus on incremental models applied in online learning setup. Unlike ofﬂine
methods (Babuska, 1996; Chiu & Chiu, 1994), which learn the parameters of fuzzy models
from data that are available prior the training, online methods does not need to re-train the
model after receiving new training samples. Recent development in online training methods
for TS-fuzzy models (Angelov et al., 2004; Angelov & Zhou, 2006, 2008; Angelov et al., 2010)
established theory which allows identiﬁcation of fuzzy rules using online clustering methods.
Number of rules as well as performance of the system based on this training is highly dependent
on the used clustering method. Although methods such as (Angelov et al., 2007; Almaksour
et al., 2010) use more complicated models parameterized by full / diagonal covariance matrix,
we argue that this could lead to higher number of rules, therefore slower model updates and
possible even lower performance due to overﬁtting. Given this, model which we are using is
based on recursive update formula introduced by (Režnáková et al., 2012).
Application of transductive similarity in fuzzy models was approached in several prior works,
(Song & Kasabov, 2005) apply the transductive similarity to adjust the distances between orig-
inal datapoints and further ECM (evolving clustering method) is used to construct the fuzzy
rules. This concept is acceptable in case when the whole dataset is known in advance. Also,
even though inference of this method is based on rules inducted by transductive similarity, the
inference process itself does not use the transductive similarity any further. (Song & Kasabov,
2006) further describes model used in (Song & Kasabov, 2005) and adds weighting parameter
to vector selection process, which is further applied to a personalized modeling in (Song et al.,
2005). (jun Peng & fei Wang, 2010) also combines transductive property and fuzzy rules, but
rather by applying bi-fuzzy membership function to the transductive support vector machines.
Model developed by (Song & Kasabov, 2005) was applied to drilling process and to tool wear
prediction in turning process (Gajate et al., 2010).
As for the transductive similarity itself, it gained signiﬁcant popularity by introducing the
PageRank algorithm (Page et al., 1998) and some of its popular modiﬁcations, such as Sim-
Rank (Jeh & Widom, 2002), which measures similarity of objects by comparing sets, to which
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these object are similar, or LexRank (Erkan & Radev, 2004) which constructs a similarity
matrix based on element-wise cosine similarity for a text summarization. Although these al-
gorithm can generate and improve similarity matrix, they are not the single alternative for
generating the similarity matrix. Approaches as (Athitsos et al., 2004; Hertz et al., 2003) use
boosting techniques to combine multiple similarity metrics and produce a ﬁnal metric capturing
a new similarity measure. Others include approaching the problem using a relevant component
analysis (RCA) (Bar-Hillel et al., 2003) or formulating the task as a convex optimization prob-
lem (Xing et al., 2002). Methods relevant to our approach, which directly modify the similarity
matrix, are mostly based on the label propagation algorithm (Zhu & Zhu, 2005). The original
version of the algorithm (Bai et al., 2010) was recently used for a similarity learning of shapes
and was further improved by original authors to include a possibility to learn from multiple
metrics at the same time (Bai et al., 2012). As we will show, just application of this model to
the inference process can improve the accuracy of the classiﬁer, but the modiﬁcation further
proposed by us can push the performance even higher and decrease the classiﬁcation error.
3.3 Transductive Inference Model
Now we describe our model, which is based on the notion of transductive similarity. At ﬁrst
we introduce the term of transductive similarity itself and building on this we present our new
inference model for Takagi-Sugeno fuzzy models induced by the transductive similarity.
3.3.1 Transductive Similarity
Given any artiﬁcial similarity matrix or distance matrix, it can be adjusted by using a trans-
ductive similarity, or a graph transduction technique. Since we will apply the transduction for
inference, we are mostly interested in getting sequence of values, which expresses a similarity
/ distance of a query point (object to be classiﬁed) to each class. This leads us to formulation
of the problem, where we have as an input a set of elements X = {x1, . . . ,xn} and a similarity
function s(xi,x j) : X ×X → R+which produces similarity for each pair of objects xi,x j ∈ X .
Given values of this function for i, j = 1 . . .n we can construct a similarity matrix of values
W = {w1,1 . . .wn,n}, where each element in this matrix is deﬁned as wi j = s(xi,x j); i, j= 1 . . .n.
Higher values of the similarity deﬁne two object to be closer to each other in an object space.
Then given a special, query, point x1, we need to recover values of f (xi), i = 2 . . .n which
deﬁne similarity of elements {x2 . . .xn} to the original query element.
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Considering only inductive similarity, we have f (xi) = s(x1,xi). However, since we want to
explore transductive properties of the space, we can use the graph transduction to improve this
similarity measure. It is not required for the matrixW to be the similarity matrix. It can also be
a distance matrix, where it can be converted into similarity matrix. Given that the input matrix
is a distance matrix D= {d1,1 . . .dn,n}, i, j = 1 . . .n where di, j gives distance between elements
i and j as dist(xi,x j) : X×X → R+, conversion to the similarity matrix is as following:
wi, j =
1
1+ exp(−di, j) (3.1)
One can avoid this conversion and execute the method directly on the distance matrix, but it
will require minor changes to the algorithm. Since we are going to apply the process on rule ac-
tivation values, where higher value represents more positive response, we limit our description
to similarity matrices.
At ﬁrst we need to transform the similarity matrix W into the probability transition matrix






which is actually a row-wise matrix normalization.
Given the matrix Pi, j we obtain new similarity values for elements xi; i= 2 . . .n from function
f (xi) = s(x1,xi) as an average similarity score scaled by the probability transition to neighbor-





Pi, j f (x j) (3.3)
and this value will be high if all the objects more similar to xi are also more similar to the
original query element x1, thus both the values of Pi, j and f (x j) are high.
Solution to (3.3) can be obtained by using a recursive formula to simulate the propagation of
the similarity. This way, the weights will be updated iteratively after each step of the iteration.





Pi, j ft(x j) ; i= 2 . . .n (3.4)
ft+1(x1) = 1 (3.5)
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where values for f0 as an initialization value are f0(x1) = 1; fi(xi) = 0, i = 2 . . .n. Given this,
we can observe that after ﬁrst propagation values of f1 are equal to similarities in the original
similarity matrix.
This algorithm resembles a similarity to PageRank algorithm, however it uses a weighted av-
erage instead of a simple average. It was successfully used by (Bai et al., 2010) to improve
results of shape retrieval techniques. It does have several intriguing properties. The algorithm
itself does not explicitly require the similarity matrix to be symmetric, neither positive or deﬁ-
nite, thus it is not limited to operate on a metric, which allows to use it also on oriented cyclic
graphs which does not enforce weights between nodes to be symmetric. Also, the formulation
as presented sooner is not limited to operate on all elements of the graph when calculating
transducted similarity. It can limit its consideration only to the closest n points, where the
parameter n can be considered as a free parameter, which can be ﬁt to a speciﬁc problem.
3.3.2 Takagi-Sugeno (TS) Fuzzy Models
TS Fuzzy Model (Sugeno & Kang, 1988) is a rule based model, which represents embedding
of fuzzy based rules into a decision logic. Decision rules do have a form of:
Ri : IF x is Pi THEN y1i = π
1





where the ﬁrst part of the rule IF x isPi is antecedent part. This tells us about a degree of
relevancy of a query point x in respect to a rule Ri. Based on the relevancy value, we evaluate
the second, consequent, part of the rule Ri, which is y1i = π1i x, . . . , yci = π
c‘
i x. The consequent
part tells us about a degree of representation of each class for a given rule, this is represented
by parameters π ji , j = 1 . . .C, whereC is the number of classes.
In case of inference, we look for a class j, which maximizes its activation summed over all the
rules. Speciﬁcally, it is expressed as:












βiπ ji x] (3.7)
The parameter βi tells us about an activation of each class and thus represents the antecedent
part (IF x isPi) of the fuzzy rules, while parameters π ji x represent the consequent part of the
inference and is basically a linear inference model. Activation βi is calculated using a given
activation metric. Activation metric is expressed as a membership function for each rule. Given
probabilistic point of view, it can be expressed as p(x|Ri,θi), where θi are parameters of the
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membership function for each rule. Given this inference algorithm, we can see that the decision
result of the model is a single class j, which depends on parameters π ji and θ . Value of these
parameters needs to be determined in a learning process.
The learning process is based on ﬁxing values of parameters π ji and θ . Since π
j
i are parameters
of a linear model, we can learn them using minimization of least-square error (LSE), which





||π ji xk− yk||2;Π= {π ji }, j = 1 . . .C, i= 1 . . .r (3.8)
where N is the number of samples and y is a binary label. Learning of parameters θ depends
on the distribution used over p(x|Ri,θi). To learn these parameters we can use maximum-
likelihood estimation, such that:






Given the inference and the learning process, our last concern is to set the method, how to
determine the rules Rj. Common approach is to use a clustering method. Then number of rules
is determined as a number of clusters. We should point out, that previous approaches, such as
(Song & Kasabov, 2005), used transductive similarity in the clustering process, but not in the
inference process.
3.3.3 Incremental TS Fuzzy Models
In our approach we concentrate on incremental TS Fuzzy Models, therefore previously deﬁned
TS model needs to be slightly modiﬁed. Speciﬁcally, it is the learning of parameters (we
concern the number of rules r as a parameter) which need to be adjusted for incremental setting.
We formulate our problem as determining the value of π ji,t and θ j,t given π
j
i,t−1 and θ j,t−1
respectively. Which is, that we need to perform an update of values of parameters at a time t,
given values of parameter at a time t−1, given that at each step we receive a new sample point
xt .
Learning of parameters π ji is similar to the (3.8), where instead of batch processing, incremen-
tal least-squares method is used. Incremental update for π ji is determined as:








where i = 1 . . .r; j = 1 . . .C and G is a gain matrix. Equation (3.10) can be recognized as
general formula for Kalman ﬁltering. Given this, we have for each rule a number of parameters
π ji , j = 1 . . .C. To learn consequent parameters for each rule, we store the covariance matrix
Gi. To learn the parameters of incremental update, we follow (Režnáková et al., 2012), such
that at ﬁrst parameters π j1,0 =
−→
0 are initialized at the beginning and for later added rules the






And the initial estimate of covariance matrix Gi is set as a weighted identity matrix Ci,0 =ΩI,
where Ω is some big number, we used the value of 103. This gives us a method how to fully
update parameters π ji at a step t.
To determine the value of parameters θ j,t we need to setup update rule of parameters based on
the used representation for Rj. For example, if the used representation is a univariate Gaussian,
then the method will update the mean and the variance representing a given rule, based on a
previous value of the mean and the variance parameters, the activation value and the current
sample point.
θ ∗j,t = argmaxθ
(p(θt |xt ,θt−1)) (3.13)
Methods such as (Angelov et al., 2004; Almaksour et al., 2010) use Gaussian distributions.
To reduce the number of parameters, which needs to be stored and updated, we have adopted
a density-based approach. Also we aim to update as few parameters as possible, therefore
we apply the competitive learning approach and thus only the parameters of a winning rule are











⎧⎨⎩1 i f βi, j > βl, j; l = 1 . . .r, l = j0 otherwise (3.16)
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and αi, γi, ρi are another free parameters of the recursive formula. Given the recursive for-
mula cluster i is identiﬁed by θi = {si, αi, γi, ρi}. Update rules for variables αi, γi, ρi are also
performed in a recursive manner and thus θi.t = f (θi,t−1). These are derived as following:
αi,t = x2 (3.17)
γi,t = γi,t−1+ x2t−1 = γi,t−1+αi,t−1; γi,0 = 0 (3.18)
ρi,t = ρi,t−1+ xt−1; ρi,0 = 0 (3.19)
Last free parameter of our system which needs to be ﬁxed is the number of rules which rep-
resents the distribution of samples. Since our setting is incremental, we need to use an online
way of how to determine whether to create a new cluster for each incoming point x or if the
number of clusters should remain unchanged in respect to the previous step. We use a cluster-
ing method proposed in (Režnáková et al., 2012) which creates new clusters based on the error
rate of the inference process. Clusters are created in following cases:
• x is a ﬁrst point of a new class
• j∗ = l and ĵ = l
where l is the true class (label) for sample point x, j∗ is the global inferred class according to




ĵ = arg max
j=1...C
π ji˜ x (3.21)
The ﬁnal clustering algorithm does have a form as presented in Algorithm 3.1.
Given this we have an incremental way of how to construct rules Ri representing the fuzzy
decision logic behind the classiﬁer. Although the incremental density metric improves results
and reduces the number of attributes which needs to be stored, it should be noted, that our fur-
ther improvement which is the transductive inference, can be applied to any other incremental
metric as long as the activation values βi are produced by the metric.
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Algorithm 3.1 Incremental Clustering Algorithm for TITS-FM
Input: sequence of points X = {xi . . .xn}, each of them coming at time t = 1 . . .T
for each xi (single xi is input at time t)
if x is ﬁrst point of a new class
Create a new cluster
else
calculate activations βi for all Ri, i= 1 . . .r
for each Ri˜ calculate inferences
if j∗ = l and ĵ = l
Create a new cluster
else




Output: predicted sequence of labels J∗ = { j∗1 . . . j∗n}each at time t = 1 . . .T
3.3.4 Transductive Inference for Incremental TS Fuzzy Models
Transductive inference for TS Fuzzy Models is based on a modeling of cross-rule relationships
during the inference time. The problem is unchanged from the previous deﬁnition, so we look
for the true label l of a given query point x in an incremental manner. For a new incoming
point x, every cluster Ri outputs an activation value βi. This value is determined based on
(3.14) and further inﬂuences the calculation of the ﬁnal inference values for each class c j (3.7)
and the calculation of clustering rules (3.20). Because of this, βi signiﬁcantly inﬂuences the
performance of the ﬁnal system and we apply transductive reasoning to change its values by
considering cross-rule relationships.
Given a point x at time t and rules Ri, i= 1 . . .r, we determine transducted activation β˜i for each
Ri as a function of old activations β˜i = f (βi). Where f (βi) is the function calculating trans-
ductive similarity. This function according to (3.3) operates on the similarity matrix wk,l . This
similarity matrix is obtained by calculating cross-rule interactions. We construct the matrix in
a following way:
w1,l = βk, l = 1 . . .r (3.22)
wk,l = ϕk(εl), l = 1 . . .r, k = 2 . . .r (3.23)
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where εl is the mean value of items originally assigned to the winning rule Rl and ϕk is the












Given this similarity matrix, we can calculate the probability transition matrix Pi, j and we
can proceed by transducting the similarity according to (3.3). Cross rule interactions ϕk,l =
ϕk(εl) directly inﬂuence the adjusted activations, since they are used to initialize the transition
probability matrix. This deﬁnition of transductive inference prioritizes rules, which are in a
close proximity to other rules and manipulates the antecedent part of fuzzy rule. Even this
deﬁnition of transductive inference already improves results of TS Fuzzy Models when used
as classiﬁer on various datasets. Further will deﬁne the transduction for the consequent part of
inference.
As for the consequent part, our main concern is the parameter values π ji . These are adjusted
according to activation values of nearby rules and their parameter values. Given that we have
classes j = 1 . . .c and rules i= 1 . . .r, then we can construct a class activation matrix Πi, j for a
query point x, and a probability transition matrix Qk,l between rule, using a mutual activation
(3.25).




; k, l,m= 1 . . .r (3.27)
Using these two matrices we have the similarity measure and the activation measure and we
update the values of Πi, j in each iteration step as:
Πi, j,t+1 =Πi, j,t +∑
i
Πi, j,t ·Qi, j (3.28)
Given this, we can see the main idea behind the inference algorithm and it is that clusters which
are in a close proximity to other clusters can beneﬁt from high activations of nearby rules for a
given class and a given query point.
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3.3.5 Online Learning and TITS-FM
Our model is proposed to work in an incremental manner, thus we paid high emphasis on the
ability to work in online setting. For this purpose, we followed limitations, such as the learning
from scratch, minimalistic model, fast execution of inference and model update, adaptation of
model given online feedback. Our model satisﬁes all these limitations and emphasis should be
paid on the last item, where the adaptation to online feedback is considered in the update step
of the clustering algorithm.
3.4 Improved Transductive Similarity Measures
In this section we describe three models for transductive similarity, which improve the existing
measure as presented in (3.3). These measures are proposed to capture additional properties
of a used datasets and they allow the metric to adapt to a given dataset. Although we are
presenting them as separate models, they can be used in a combination one with each other.
This provides us with another free parameter which can be adapted to the given dataset.
3.4.1 Rank Adjusted Transductive Similarity (RATS)
Themain idea behind this newmodel is that we can adjust the speed of propagation of similarity
through the graph according to a rank (similarity) of a given neighboring point to a query
point. As for general transductive similarity, our goal is also to obtain a new similarity measure
s˜ = f (xi) which is a function of the original similarity. The initial steps of the algorithm are
identical to (3.2) to create the probability transition matrix Pi, j. Change is present when we





P1, j · ft(x j) ·Pi, j · ft(x j) (3.29)
where P1, j adjusts the speed of transduction according to the rank of the processed neighbor to
the query point. Rank is deﬁned as similarity to a query item where items with higher rank are
more similar to the original item. Then, ﬁnal algorithm has the form as presented in Algorithm
3.2.
This adjustment presents small but signiﬁcant change in the original formula and as we can see
in section 5.5, it slightly increases the performance of the original algorithm.
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Algorithm 3.2 Rank Adjusted Transductive Similarity (RATS)
Input: similarity matrix wi, j, i= 1 . . .n, j = 1 . . .n and a query point x
Initialization: Pi, j =
wi, j
∑nk=1wi,k
, f0(x1) = 1, f (xi), x= 2 . . .n= 0
while t < T
for i= 2 . . .n




Output: learned similarity values f (xi) in respect to query x1
3.4.2 Two-fold Transductive Similarity (TFTS)
Even though we understand the transductive property as being global, we can further inves-
tigate its local properties for a speciﬁc problem and express these properties for a speciﬁc
dataset. To express this local property we consider that each problem can be expressed in a
different degree of transductivity. That means that for one problem, transductivity may matter
more than for another and in cases where it is not relevant, it can even be a source of additional
errors. For such a kind of problems we want to prioritize the original similarity and give lower
amount of importance to the transductive similarity.
Given our intention of having adaptive measure of transductivity, we can deﬁne our new sim-
ilarity measure sˆ as a combination of original similarity and transductive similarity, where we
have a free parameter α which tells us the importance of original similarity s with a respect
to transducted similarity s˜. This way we actually get a similarity measure, which is two-fold,
composed of two parts.
sˆ(xi,x j) = (1−α) · s(xi,x j)+α · s˜(xi,x j), α ∈ [0 . . .1] (3.30)
This similarity measure introduces a free parameter α , which can be set using a cross-validation
and adjusted speciﬁcally for a given problem and dataset. Separate validation set is used to set
the free parameters. The ﬁnal algorithm is very similar to Algorithm 3.2, except that result of
the algorithm is adjusted with a respect to α according to (3.30).
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3.4.3 Higher Order Transductive Similarity (HOTS)
In this model we consider, that at one time, more than ﬁrst order neighbors inﬂuence the amount
of the transducted similarity. At each step t of transduction we recursively update the current
similarity measure f¯ (xi) based on v transductive steps. The adjusted score for an element xi










Pi, j · ft,v(x j) (3.32)
while the initialization steps are identical to Algorithm (3.2). As presented, at each step, the
recursion iterates up to the degree of v. while similarity at each level is adjusted according
to the probability transition matrix Pi, j and the similarity from the previous step of iteration
ft,v(x j).
There are several opportunities how to further improve this similarity. At each step we can
exclude the self-similarity and the similarity to item, which triggered the recursion, so the
summation will be over all j = 1 . . .n; j = i. This model can be used for a general similarity
measure s(xi,x j), while in our model we used s(xi,x j) = Pi, j · f (x j). Given this higher order
transduction, more distant neighbors inﬂuence the ﬁnal similarity measure and as will be shown
in Section (5.5) it can further improve the ﬁnal results.
3.4.4 Combined Advanced Transductive Similarity (CATS)
Given the three previous models, each of them enhances another aspect of the transductive
similarity. The RATS model emphasizes the similarity to the original element xi for which
we try to determine the similarity. This does not necessarily require to use the higher order
transduction or the two-fold model. Further, the two-fold model and higher order model also
do not rely on each other. They are not mutually exclusive and therefore they can be established
into a combined model. However, we present them separately, because each advancement
introduces an additional computational cost and free parameters which need to be adjusted
during the training. As will be further shown in our experiments, the use of a speciﬁc model
depends on a speciﬁc task for which it is used.
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We can formulate our problem either as a model selection over the three available sub-models
(RATS, TFTS, HOTS), or an optimization problem of eq. 3.33 where setting respective param-
eters corresponding to each model (I, α, v) to 0 excludes use of a particular component. These
two formulations are equal, and the second formulation, as a whole, should be even easier to
understand. However, in sake of explanation of partial components of eq. 3.33 we have ﬁrst
introduced each model separately. Therefore it is up to the user to evaluate computational cost
as a tradeoff to improve the recognition rate. Also this way we can demonstrate, how individual
aspects inﬂuence the improvement in the ﬁnal algorithm.
Then given previous 3 models, the ﬁnal Algorithm (3.3) shows these three previous combined
models, while 3 new free parameters, α, I and v, are introduced. If α = 1, I = 1 and v = 0
then we will get identical solution as Algorithm 3.2. The ﬁnal formula for similarity measure
Sˆ does have a form:






P1, j · ft−1,v(x j)








P1, j · ft,v(x j)
)I ·Pi, j · ft,v(x j) (3.34)
The free parameters α and v can be set either empirically, using cross-validation or using
optimization techniques (e.g. gradient descent). The optimization needs to be done with a
respect to the error function of algorithm in which the transducted similarity measure is used.
I ∈ {0,1} is an indicator constant, which tells us about the presence or the absence of the rank
adjusting property.
3.5 Results
In this section, we focus on an evaluation of our technique with a respect to each of the pro-
posed methods. As a baseline technique we use implementation of TS Fuzzy Models from
(Režnáková et al., 2012), which extends model from (Almaksour et al., 2010) based on the
original online version of TS models presented in (Angelov et al., 2004). We evaluate each of
the different factors of our method separately and in mutual combination giving altogether 8
possible testing settings (+1 for baseline method) as shown in Table 3.1.
79
Algorithm 3.3 Combine Advanced Transductive Similarity (CATS)
Input: similarity matrix wi, j, i= 1 . . .n, j = 1 . . .n, query point x parameter values α and v
Initialization: Pi, j =
wi, j
∑nk=1wi,k
, f0(x1) = 1, f (xi), x= 2 . . .n= 0
function getSimilarity (i, j, wi, j, α, v, T )
while t < T
for i= 1 . . .n
ft+1(x j) =recursion( j, v)
end
for i= 1 . . .n
ft+1(xi) = ft+1(xi)/max( ft+1(xi))
end
end
Sˆ(xi,x j) = (1−α) ·wi, j+α · fT (x j)
end
function recursion( j, v)
if v= 0







P1, j · f (x j)
)I ·Pi, j · f (x j)) · recursion( j,v−1))
end
end
Output: learned similarity measure Sˆ(xi,x j)
Table 3.1 Testing settings
No. Setting
0. Baseline technique I TS-FM Režnáková et al. (2012)
1. I TS-FM + transductive similarity
2. I TS-FM + transductive similarity + RATS
3. I TS-FM + transductive similarity + TFTS
4. I TS-FM + transductive similarity + HOTS
5. I TS-FM + transductive similarity +RATS + TFTS
6. I TS-FM + transductive similarity + RATS + HOTS
7. I TS-FM + transductive similarity + TFTS + HOTS
8. I TS-FM + transductive similarity + CATS
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3.5.1 Datasets and Evaluation
For our experiments we use 4 standardized datasets obtained from (Asuncion & Newman,
2007). Speciﬁcs of each used dataset can be found in Table 4.3. Also we applied our method
to several tasks, speciﬁcally gesture recognition, sketch recognition and object classiﬁcation,
which we further describe in section 3.5.3. We evaluate each of the possible technique com-
binations for table 3.1 on each of the four datasets mentioned in table 4.3, giving a matrix of
9×5 of results. Evaluation is done on several runs of the algorithm on different permutations
of elements and resulting errors are reported as mean values over these runs.
Table 3.2 Speciﬁcation of datasets used for evaluation




Handwritten Gestures 17 13600
Since the model which use for evaluation is incremental and it works in an online setting, we
need to consider the error with each incoming example. As the measure we used accuracy at





We also introduce another error measure, which considers that the cost of each error is not the
same. Errors presented later in the learning process are much more signiﬁcant than errors from
the beginning of the learning process. Therefore, we penalize errors done at the beginning of
learning, as well as error done after introduction of a new class. The ﬁnal error then can be
evaluated as:
A+@t =
t−∑ti=0∑tj=0 f (i) ·g j(i) · error j(i)
t
(3.36)
where f is a function penalizing errors done later during the learning process and g j is an error
function speciﬁc for each class j, which weights errors, less signiﬁcantly right after introduc-
tion of class j and later in the learning process more signiﬁcantly, therefore the value of g j is 0
before introducing a given class. The error j(i) function will output 1, if class j is misclassiﬁed
at a time i, otherwise it will output 0. For our evaluation we use sigmoid loss function for both
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g j and f in form:
f (i);g j(i) =
1
1+ exp(−(αi+b)) (3.37)
where the parameter α inﬂuences the pace at which the cost of error is increased and the
intercept b inﬂuences the initial cost for misclassiﬁcation.
To evaluate the overall performance of the classiﬁer, we also record the ﬁnal error, which is
actually an evaluation of the accuracy function at a time t = N where N is a size of the dataset.
3.5.2 Experimental Results
Table 3.3 Matrix of results for A@t (t = size(dataset))
Dataset
DNA Mushroom Satimage Gestures
Method
baseline 0.9115 0.9867 0.7725 0.9779
TS 0.9055 0.9852 0.7479 0.9713
TS+RATS 0.9245 0.9884 0.8079 0.9738
TS+TFTS 0.908 0.9830 0.7499 0.9802
TS+HOTS 0.9155 0.9655 0.7797 0.9810
TS+RATS+TFTS 0.914 0.9893 0.7698 0.9835
TS+RATS+HOTS 0.9250 0.9932 0.8086 0.9753
TS+TFTS+HOTS 0.9105 0.9854 0.7743 0.9812
TS+CATS 0.9175 0.9893 0.7720 0.9830
Table 3.4 Matrix of results for A+@t (t = size(dataset))
Dataset
DNA Mushroom Satimage Gestures
Method
baseline 0.9743 0.9883 0.9089 0.9904
TS 0.9732 0.9865 0.9012 0.9888
TS+RATS 0.9783 0.9895 0.9244 0.9890
TS+TFTS 0.9734 0.9843 0.9019 0.9923
TS+HOTS 0.9742 0.9683 0.9144 0.9919
TS+RATS+TFTS 0.9755 0.9908 0.9078 0.9932
TS+RATS+HOTS 0.9785 0.9944 0.9248 0.9897
TS+TFTS+HOTS 0.9733 0.9871 0.9013 0.9922
TS+CATS 0.9768 0.9908 0.9088 0.9930
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Figure 3.1 Accuracy (A@t) on various datasets
In this section we present the experimental results in previously mentioned 9× 4 setting. Be-
cause of this incremental setting, we do not need to separate our data as testing and training sets
but we can use all of them for training and testing at the same time. In Figure 3.1, we can see the
average performance of each of the techniques compared to the borderline setting for A@t. For
all of the datasets, our models outperform the baseline technique. The presented results were
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found statistically signiﬁcant individually and also combined using Fisher’s method. While for
the DNA, Mushroom and Satimage dataset RATS+HOTS is the best performing technique, for
Gesture dataset it is the RATS+TFTS model. If we can understand these as special cases of
CATS model, we could say that CATS model will outperform the baseline technique on each
selected dataset. The gained performance varies and the most signiﬁcant result is for Satimage
84
a)
































































Figure 3.2 Accuracy (A+@t) on various datasets
at 3.61%. For this dataset we also show the distribution of standard deviation in Figure 3.3. In
Figure 3.2 we see the same setting evaluated according to A+@t. Values of free parameters
have been ﬁxed using cross-validation beforehand of the evaluation. In Tables 3.3 and 3.4 we
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see the ﬁnal performance of all the compared methods, where the best performing model is
highlighted.
Regarding the inﬂuence of free parameters T and α , we can see the results in Tables 3.5 and
3.6 respectively. Other free parameters of the CATS model are I and v. The inﬂuence of
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Standard deviation of results on SatImage dataset











Figure 3.3 Standard deviation of Results on SatImage dataset
Table 3.5 Impact of free parameter T
on classiﬁer (CATS) performance (A@t)
Dataset
DNA Mushroom Satimage Gestures
T =
1 0.923 0.9884 0.8079 0.9834
5 0.924 0.9884 0.8079 0.9834
10 0.924 0.9884 0.8081 0.9835
20 0.925 0.9884 0.8081 0.9836
parameter I can be easily deduced by evaluating of the performance of the RATS model and
other models, which do not have the rank adjustment property. From this we can see that
the rank adjustment property is useful for most of the cases. One exception is the Gesture
dataset, where the rank adjustment model is also useful, but only with a combination with
other models (HOTS, TFTS). At last, the parameter v, which represents the inﬂuence of more
distant elements can also be evaluated based on the performance of models with and without
the higher order property. Also, inﬂuence of this parameter for a speciﬁc (Satimage) dataset
can be seen in Figure 3.4. The level of higher order v strongly impacts the computational cost
of the classiﬁer, especially because of the recursive relationship. Since with each level the
impact of more distant neighbors decreases, we found out during our experiments that for each
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Table 3.6 Impact of free parameter α
on classiﬁer (CATS) performance (A@t)
Dataset
DNA Mushroom Satimage Gestures
α =
0 0.925 0.9655 0.8086 0.9719
0.2 0.9175 0.9878 0.7745 0.9806
0.4 0.9115 0.9791 0.7720 0.9830
0.6 0.9100 0.9893 0.7720 0.9824
0.8 0.9125 0.9877 0.7718 0.9805
1 0.9115 0.9932 0.7716 0.9753












Influence of degree v on classification accuracy











Figure 3.4 Inﬂuence of increasing the order v in HOTS model
of the evaluated datasets after level 6, increasing the order does not have any inﬂuence on the
performance of the classiﬁer. This impact was signiﬁcantly higher in cases of the applications
of our algorithm which are described in Section 3.5.3. Where for sketch recognition and object
recognition performance gained by increasing the level of the classiﬁer was in range of 1-2%
depending on chosen classes, elements and the actual permutation of the dataset.
3.5.3 Applications
Besides obvious contribution of our technique for general classiﬁcation tasks, we want to
present speciﬁc applications and evaluate more qualitative results for these tasks. We focus
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on three main tasks, it is gesture recognition, object classiﬁcation and sketch recognition. Each
of these is performed on standardized datasets and used our improved similarity measure. Per-
formance during the inference process of the classiﬁer increases for each of the tasks, while
using 2 different methods (K-NN and incremental TS-Fuzzy) as baseline techniques.
3.5.3.1 Improving Gesture Recognition
In this setting we have concentrated to use the classiﬁer for an online gesture recognition. As
pointed out by previous works (Almaksour et al., 2010; Režnáková et al., 2012) TS Fuzzy
Models are highly suitable classiﬁer for this task. Gestures are represented using 2D coordi-
nates and features according to (Režnáková et al., 2012) are extracted from this representation.
The dataset consists of 17 classes, where each class is represented by 800 examples. Qual-
itative results can be seen in Figure 3.5 where we show samples from the dataset as well as
sample inputs for our algorithm. Further in Figure 3.6 we can see confusion matrices with the
distribution of the total number of errors. As we can observe, our transductive similarity model
was able to eliminate confusions between all of the classes and especially signiﬁcantly reduce
the confusion of original classiﬁer between classes 1 and 8. Qualitative results for this dataset
were previously mentioned in Section 3.5.2.
3.5.3.2 Improving Object Classiﬁcation
For the object classiﬁcation we have chosen a subset of the ImageNet dataset (Deng et al.,
2009) which provides the soft bag-of-words (SBOW) representation over SIFT feature points
with a dense regular sampling. Since we try to advocate the efﬁciency of our advanced trans-
ductive similarity models, we have chosen a simpler classiﬁer (K-NN), which is able to in-
corporate our proposed transductive similarity model. We decided to use a different classiﬁer
(K-Nearest Neighbors), in order to prove the independence of a proposed models for improve-
ment of transductive similarity.
In our experiments we used subset of the original dataset. We randomly select 10 classes
with 100 samples per class. Further we divide the dataset using threefold cross-validation
to ﬁx free parameters and perform a model selection over the used CATS similarity model.
Sample elements from the dataset and sample classiﬁcation results are presented in Figure
3.7. Quantitative results can be observer in Table 3.7 and in Figure 3.8. As we can see,
the transductive similarity reduces the error on average by 1.0105% and further our proposed














Figure 3.5 Qualitative results for Gesture Recognition
3.8 there is just a minimum increase in the standard deviation σ and even in the case of CATS
model, the σ decreased in comparison to plain TS model.
Table 3.7 Average precision for Object Recognition task
Classiﬁer Mean Error Rate ± std. σ Best - Worst result
K-Nearest Neighbors 91.6542±1.0592 90.1198 - 94.3114
K-NN + Transductive Similarity 90.6437±1.3232 88.3234 - 94.0120
K-NN + CATS model 89.3338±1.2930 87.1257 - 91.6168
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Figure 3.6 Confusion matrices for sketch recognition task
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Sample Object Classes:
ice skate lens cap garbage truck






K-NN + Transductive Similarity
K-NN + CATS
Figure 3.7 Qualitative results for Object Recognition
3.5.3.3 Improving Sketch Recognition
For the sketch recognition task we focus on the classiﬁcation task of sketched objects. We
use dataset published by Eitz et al. (2012a) which contains 20.000 sketches in 250 categories.
These sketches are represented using a bag-of-words (BoW) codebook constructed from a
densely sampled SIFT descriptor. In this case we do not select ﬁxed classes as for the Object
Recognition. Rather we select subset of the classes and we varied this subset each 20 runs
of our algorithm. A run is considered to be a one evaluation of all the 3 classiﬁers (KNN,
KNN+TS, KNN+CATS) on a given permutation of elements and a given separation to a train-
ing, testing and validation set.
As we can see in Table 3.8 and Figure 3.10, the use of the transductive similarity increases
the performance of the baseline technique. Further we can observe, that the use of our model
for the transductive similarity improves the performance of the technique even further. In
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Figure 3.8 Graph of Error Rate for Object Recognition task
this application, the increase is even more signiﬁcant than in the case of Object Recognition.
For transductive similarity and CATS model we reduced the error by 2.074% and 4.5319%
respectively, with respect to the baseline technique.
Table 3.8 Average precision for Sketch Recognition task
Classiﬁer Mean Error Rate ± std. σ Best - Worst result
K-Nearest Neighbors 92.7154±1.8620 89.1386 - 97.0037
K-NN + Transductive Similarity 90.6414±2.3276 81.2734 - 96.8165
K-NN + CATS model 88.1835±3.4970 76.4045 - 94.3820
3.6 Conclusions, Discussions and Future Work
3.6.1 Conclusions
In this work we presented a new inference model for incremental TS-Fuzzy Models which
is based on a transductive similarity. The models brings a concept of transductivity into an
inference for an incremental TS-Fuzzy models. Unlike previous approaches which use the
transductive inference for Fuzzy models, our technique does not require access to the whole









KNN + Transductive Similarity
KNN + CATS
Figure 3.9 Qualitative results for Sketch Recognition
starting from scratch. We show, that this inference model improves the accuracy of TS-Fuzzy
models in an incremental setup.
Along the inference model, we also proposed newmodels to improve the transductive similarity
itself, which can be decomposed into three parts, and these can be used separately, based
on the requirements for the inference process (computational cost, precision, number of free
parameters). The novel transductive similarity models speciﬁcally consider applications of a
higher order of the neighborhood for a particular example, a trade-off between original and
transducted similarity and a weighting of the transducted similarity according to a likeness
to the original query example. Each of these improvements is suitable for different kind of
dataset and it can be considered as an extra hyper-parameter, which speciﬁes model to be used.
Generally, the RATS and HOTS models work for any dataset, as for TFTS it is mostly useful
in cases, where the transductive similarity can cause a confusion of the classiﬁer, given the
original similarity.
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Figure 3.10 Graph of Error Rate for Sketch Recognition task
Our experimental results clearly show the increased performance of classiﬁers based on our
model. On all 4 datasets and 3 applications we achieved signiﬁcantly better results than the
baseline techniques. Also we have shown the generalization of the proposed new similarity
models on classiﬁers other than fuzzy models by using other classiﬁers based on a pairwise
distances of elements.
3.6.2 Discussions
The main disadvantage of our methods is the number of free parameters which needs to be
set. Mostly, it is number of iterations for HOTS and the interpolation level for TFTS. While
as a rule of thumb we can say that higher orders in case of HOTS increase the performance
of the classiﬁer, this is not true for the TFTS model. The amount of an interpolation between
the original similarity and the transducted similarity needs to be carefully selected before the
training, which can be done using a cross-validation. Although the cross-validation already
requires a prior processing, we propose that an adaptive technique, which can adjust the value
of the interpolation parameter can be very suitable for our approach.
We tested our approach on 4 standardized datasets, where for each of them we achieve im-
provement in the accuracy of our classiﬁer compared to baseline techniques. Also we applied
our technique to three real world problems, namely gesture recognition, sketch recognition and
object classiﬁcation, for each of these tasks we obtain very satisfying results, which prove that
our method can be used in real-world scenarios for mentioned tasks. Although the error rate
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for Object Recognition and Sketch Recognition was very high, this was caused mainly by the
fairly simple used classiﬁcation technique (K-NN), in a combination with a high number of
classes, features and a low number of examples. Although it was not our goal to compete with
state-of-the art classiﬁcation techniques, but rather to evaluate the contribution of the regular
transductive similarity and our CATS model, we have shown that it outperforms the regular
transductive similarity model.
It should be noted, that improvements presented in Section 3.4 are not limited just for an
application to TS Fuzzy Models and can be further applied to any technique which uses the
transductive similarity. For the purpose of applications we evaluated also our models using K-
NN classiﬁer, where also improvements were yield using the improved transductive similarity
models.
3.6.3 Future Work
Main focus of our future work is to remove the dependency of the model on the requirement
to set the free parameters before the training itself. For this purpose we will develop a method,
which can derive the value of these parameters incrementally, based on the performance of the
model. Besides the adjustment of the parameters, we need to identify the transformation from
rules developed by the old model with old parameters to rules which can be used by a model
with new parameter values. Further plans for our future work are to adjust the transductive
similarity model to adapt the similarity matrix not just based on the similarity to the original
query item, but also to the close neighborhood of the query item. Using this approach, we hope
to achieve more continuous representation in the space which captures similarities using the
adjusted metric.
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4.1 Introduction
Insight into a Universum set (unlabeled examples out of training set which are either artiﬁcially
generated or samples which do not belong to either class of interest) can be gained by looking
at the way humans learn to recognize objects. A simple example is face recognition. Statement
like “all Europeans look alike” or “all Chinese people look alike” are frequently uttered by peo-
ple, who have not come into contact with individuals with a particular visual look. We believe
that they are not speaking out of ignorance, but rather from too small a number of observed
but unlabeled examples. If someone considers a category of faces to contain examples that are
“all the same”, they simply have not seen enough people in that category to ﬁnd distinguishing
features on faces. This model of human cognition is supported by evidence based on experi-
mental results from neuroscience Vizioli et al. (2010); Lucas et al. (2011) and we believe that
this model could also be successfully applied in computer science.
In cognitive psychology, this problem is known as the cross-race effect Anthony et al. (1992);
Sporer (2001b) and it has been widely studied from the psychological point of view. The main
results gained from experiments Tanaka et al. (2004); Sporer (2001a) are that the environment
is a very important factor in facial recognition and the cross-race effect, and that besides merely
recognizing faces, humans also recognize emotions Beaupré & Hess (2006), and are strongly
inﬂuenced by their own environment and, consequently, the number of unlabeled examples
that they are able to observe. Finally, the cross-race effect (sometimes referred to as the same-
race/other-race effect) has been shown experimentally to directly inﬂuence humans’ ability to
remember faces Lucas et al. (2011).
Unlabeled examples are also useful in helping to determine whether two samples are similar
or different. In fact, we could perhaps derive the essence of “being different” from unlabeled
examples from the domain of images that we have used. Let us say that we are given two
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Figure 4.1 Examples of faces used for Cross-race effect experiments
Lucas et al. (2011)
examples, as depicted in Figure 4.2 (a) and (b), and we are asked to comment on how similar
they are. Ideally we need to know what “similar” means; however, we are not given a precise
meaning of the term. Then, we are given a set of examples in Figure 4.2 (c), sampled from a
domain from which the pictures in Figure 4.2 (a) and (b) originate. What we can say is, that
the images in (b) are more similar than the images in (a) and that the main distinguishing factor
between the two sets is color. We can make this statement based on the information provided
by the unlabeled examples taken from the domain from which 4.2 (a) and 4.2 (b) originate.
One speciﬁc case that deals with how to use unlabeled examples is Universum Learning. This
idea, which was ﬁrst proposed by Vapnik helps to improve results of classiﬁcation algorithms.
Speciﬁcally, SVMs and AdaBoost were combined with Universum to create algorithms USVM
and UBoost respectively. We believe that Universum Learning could be used in combination
with Fuzzy Models and speciﬁcally in their application to classiﬁcation tasks; therefore, we
propose a new algorithm, UFuzzy. Since application to every single Fuzzy Model would be
quite complicated, we decided to follow the example of USVM and UBoost, which means that
we chose one model considered to be the base for the whole family of models and extended
that one model into our algorithm. We chose for this the Takagi-Sugeno Fuzzy Model, since it
is widely used in many modiﬁcations in new derived Fuzzy Models, and it is also widely used
for classiﬁcation tasks as mentioned in Section 4.2.
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a) First pair of images to be compared
b) Second pair of images to be compared
c) Samples from the image domain from which the pairs in (a) and (b) were generated
Figure 4.2 Examples of the use of unsupervised examples
Approaches in which we can use unlabeled data for the learning process are called semi-
supervised methods. These become more effective the more unlabeled data we can acquire.
With the rise of “big data” phenomena, these techniques are becoming more and more popular.
Although Universum learning is close to these methods, it is not really considered a semi-
supervised technique by the original authors. As stated by Weston et al. (2006), unlike semi-
supervised techniques, Universum does not require the data to be from the same distribution
or the same labeling as original data. Rather it is considered closer to the Bayesian approach
of using prior knowledge. The difference is present also here, where Universum learning con-
siders prior over admissible samples rather than decision hypotheses. Because of this we can
consider Universum learning a new paradigm, but it is still not very close to semi-supervised
learning.
In our case we decided to use the Universum set in combination with the Takagi-Sugeno Fuzzy
model. Our motivation depended mainly on the fact that fuzzy models provide an excellent
abstraction over representation of a feature space, especially in regard to the notion of “soft”
decisions that fuzzy rules make about objects. Contrary to what occurs in the absolute world,
where the rules are written in form i f x = C then y = V , in fuzzy logic the “soft” operator=ˆ
is used, which gives the rules the form i f x=ˆCtheny=ˆV . The =ˆgives the degree of correspon-
dence between x and C or y and V , meaning “how much” x is like C or y is like V . In the case
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of the Takagi-Sugeno Fuzzy model, the second part of the rule y = V is a linear model of the
parameters of the model and the input variable y= f (x,ω).
Our main focus is the use of the Universum set in combination with the Takagi-Sugeno Fuzzy
Model. There are two main components of the model, in which the Universum set could be
used: in the antecedent part, where we need to identify the fuzzy rules, and in the consequent
part, where we need to estimate the parameters of the rules. To identify the fuzzy rules we use
unsupervised examples in combination with fuzzy c-means clustering. Unlabeled examples
could help the clustering algorithm to create clusters, which express the natural clustering
of the feature space much better. To estimate the consequent parameters, we use unlabeled
examples to regularize the ﬁnal solution, and so the parameter values should minimize the
loss over the unlabeled examples. We call the ﬁnal algorithm UFuzzy in accordance with the
naming convention introduced by UBoost Shen et al. (2012).
Overall, in this paper we present a novel approach to identifying fuzzy rules and optimizing
their parameters to increase the precision of the algorithms based on these rules. Speciﬁcally,
the contributions of this paper are as follows:
• a novel UFuzzy algorithm, which uses unlabeled Universum examples
• a Universum Fuzzy c-means clustering algorithm for identifying of fuzzy rules
• an evaluation of the UFuzzy algorithm and its application to classiﬁcation tasks
We evaluated the proposed method on both artiﬁcially generated and real-world datasets. For
each of these, we achieved increased performance in comparison to the baseline techniques
that do not use a Universum set. Overall, we evaluated the method on 8 datasets and we further
compared the performance on 30 more datasets using alternative optimization techniques, of
all which yields 38 test cases for each of the evaluated techniques. This number of evaluated
datasets is superior to the test protocol of both USVM and UBoost.
This paper is organized in the following way: Section 2 summarizes previous works on the
Universum dataset and other works that utilize unlabeled examples in a supervised training
setup. Section 3 describes brieﬂy the use made of the Takagi-Sugeno Fuzzy Model, Section 4
describes Universum c-means clustering, Section 5 discusses the identiﬁcation of consequent
parameters using the Universum dataset. Section 6 describes the ﬁnal UFuzzy algorithm. Sec-
tion 7 presents our experimental results, evaluation protocol and the datasets used and Section
8 comprises the conclusion and discussion.
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4.2 Related works
The use of unlabeled examples has a long history, especially in unsupervised learning, the ma-
jor areas being clustering, feature selection, and feature extraction Mitchell (1999); Bishop
(2006); Murphy (2012). Unlabeled examples represent the natural structure of data; and
whether the goal is to reduce the dimensionality of data or assign them into meaningful sets,
the value of an objective function depends only on these unlabeled examples. Beyond fully un-
supervised learning, recent works have begun to explore the possibility of combining labeled
and unlabeled data in the supervised learning process. Speciﬁcally, Mitchell (1999) explores
the role of unlabeled data in supervised learning and ﬁnds that the use of unlabeled data helps
in Web page classiﬁcation. Mitchell & Blum (1998) also use unlabeled data, in this case in
a co-training setup to improve the performance of supervised learning algorithms. In Pham
et al. (2010), unlabeled data are used to deﬁne the distribution in feature space, while labeled
data serve as “seeds” for the label propagation algorithm, where labels are propagated over the
structure deﬁned by the unlabeled data. In Raina et al. (2007), the authors deﬁne the concept
of self-taught learning. They use unlabeled data for input space representation learning at a
higher level by using sparse coding.
Also, we should mention that unlabeled examples for supervised learning have gained major
attention over the last decade because of a signiﬁcant connection with neural networks. In
Holden et al. (2006), unsupervised pretraining with unlabeled examples is used to train Re-
stricted Boltzmann Machines, which, prior to this work had been considered very unstable and
hard to train. Careful analysis as to why unsupervised pretraining actually helps can be found
in Erhan et al. (2009, 2010); and it can be seen, that unsupervised data have a regularizing
effect on the training process and that a well pretrained deep neural network has more limited
solution space than a randomly initialized neural network.
The techniques mentioned cover a range of learning problems including unsupervised, super-
vised and semi-supervised problems. The last indicated, semi-supervised learning, is espe-
cially relevant to our work, since its main focus is the use of unlabeled examples in supervised
learning. Xu et al. (2008); Yang et al. (2011); Adankon et al. (2009); Adankon & Cheriet
(2011); Silver & Guyon (2012); Tencer et al. (2015a) provide examples of methods used in
semi-supervised learning techniques, which are classiﬁed as semi-supervised techniques and
utilize unlabeled examples in the learning process. The paradigm itself covers a range of tech-
niques, such as Generative Models Nigam et al. (2000); Muslea et al. (2000), Transductive
SVM (S3VMs) Vapnik (1998), Graph-Based Algorithms Zhu & Zhu (2005), Multiview Algo-
rithms Mitchell & Blum (1998); Muslea et al. (2000); Goldman & Zhou (2000); Zhou & Gold-
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man (2004); Zhou & Li (2005); Li & Zhou (2007) and Self-Training methods Yarowsky (1995).
More thorough examinations of semi-supervised techniques can be found in Chapelle et al.
(2006); Zhu (2006).
In our formulation of the UFuzzy algorithm we use two approaches, at two different stages
of the learning process, based on the regularization power of unlabeled examples and the ad-
ditional information provided about the structure of the data. While the use of unlabeled ex-
amples could be easily classiﬁed as semi-supervised learning, we cannot assign this label to
the second part of our algorithm. As mentioned by Weston et al. (2006), there are major dif-
ferences between the formulation of semi-supervised learning and Universum learning. These
differences were further analyzed in Dhar (2014); Cherkassky et al. (2011); Sinz et al. (2008).
But some of the authors Chen & Zhang (2009); Zhang et al. (2011) still use the term Universum
in strong connection with semi-supervised learning. A consensus in the community, however,
needs to be reached about the role of Universum learning in the context of semi-supervised
learning, but it should be based on the original authors’ idea Vapnik (1998) that Universum
learning is distinct from semi-supervised learning.
The general idea of the Universum set was originally proposed by Vapnik Vapnik (1998); Vap-
nik & Kotz (2006) to introduce a classiﬁer based on the maximum contradiction principle built
on data from the same domain as training examples, but outside the training set. This concept
was further developed by Weston et al. (2006), where it is combined with a Support Vector
Machine (SVM) classiﬁer to create the Universum SVM (USVM), which uses Universum data
to regularize the learning process. The theoretical reasoning behind the usefulness of the Uni-
versum dataset was developed in Sinz et al. (2008), with its successful application to classiﬁca-
tion tasks. This research provided the foundation for more practical applications of Universum
learning, although some theoretical issues were discussed in later work, speciﬁcally: the selec-
tion of Universum examples Chen & Zhang (2009), and the basic learning conditions for the
Universum set Cherkassky et al. (2011). It is worth mentioning, that the USVM is, by nature a
data-dependent regularization approach and that there are other data-dependent regularization
options, which may or may not use unlabeled examples. An example is the Relative Margin
Machines Shivaswamy & Jebara (2010).
Universum learning has also been applied or adapted to other learning algorithms. It was
used, for example, in a semi-supervised learning framework in Huang et al. (2008), in combi-
nation with linear discriminant analysis (LDA) Chen et al. (2012), and also with regularized
multiple-criteria linear programming Qi et al. (2014). As well as being applied in simple
SVMs, the Universum set is included in advanced versions of the SVM classiﬁer that were
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developed speciﬁcally to use in the twin support vector machines (TSVM) Qi et al. (2012) and
cost-sensitive SVM Dhar & Cherkassky (2012). Another, very recent development of the Uni-
versum set is UBoost Shen et al. (2012), which modiﬁes the regular cost function of a boosting
algorithm to include regularized cost over Universum samples.
Real world problem applications include biometrics Jiao et al. (2010) and Alzheimer’s disease
classiﬁcation Hao & Zhang (2013). The USVM is especially well suited in the latter since
there is plenty of data available on patients other than those with Alzheimer’s disease and
normal control patients. In Hao & Zhang (2013), for example, the Universum set is made up
exclusively of patients with mild cognitive impairment.
To our knowledge, this is the ﬁrst study to combine Universum learning and Fuzzy Models.
We base our method on the Takagi-Sugeno (TS) Model Takagi & Sugeno (1985), which was
later enhanced by Kang to become the Takagi-Sugeno-Kang (TSK) Model Sugeno & Kang
(1988). The effectiveness of the TSK Model has been demonstrated on many occasions and
applied to various classiﬁcation, control, and other tasks. A number of approaches can be used
for fuzzy rule identiﬁcation and parameter estimation. In Abonyi & Roubos (2000); Babuska
(2001); Johansen & Babuška (2003), several possible approaches are suggested for identifying
fuzzy rules. In our case, we use the c-means clustering approach Chiu & Chiu (1994) because
of the ease with which unlabeled examples can be incorporated and for its scalability property
Havens et al. (2012). A comprehensive comparison of the various clustering algorithms used
for rule identiﬁcation can be found in Nock & Nielsen (2006). For estimation, it is important
that the techniques considered use the regularization approach for estimation; this is mainly
due to Johansen (1996), who achieved improved results for regularized the TSK Fuzzy Model
compared to unregularized models. Finally, we can mention that since our approach is data-
driven, there are another approaches in this category Rezaee & Zarandi (2010), but none of
them uses the unlabeled Universum dataset.
4.3 Takagi-Sugeno Fuzzy Model
In this section, we brieﬂy introduce the Takagi-Sugeno Fuzzy Model, which we used as a
baseline technique for our method. Our motivation for this was that it is a baseline for many
derived models used as state-of-the-art. Despite the fact that the model was developed a long
time ago, it can still perform very well on classiﬁcation problems. This especially true, if we
do not limit the consequent part to a linear form but allow higher order polynomials or kernel
functions.
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As previously mentioned, the model is based on fuzzy rules of the form i f x=ˆCtheny=ˆV .
These rules are composed of two parts, the antecedent part i f x=ˆC, which tells us about activa-
tion of a particular rule with respect to the properties of x, and the consequent part y=ˆV , which
is an evaluation of the rule for a particular value.
Speciﬁcally in the case of the Takagi-Sugeno Fuzzy Model, the determining aspect is the form
of the consequent part, which has the linear form:
fi(x,πi) = πi,0+πi,1x1+ . . .+πi,nxn (4.1)
where fi is the output of each particular rule, and so we can say that yi = fi(x,πi). Considering
that the structure of the model is given, we can identify the activations of the rules β1 . . . βn,





where wi(x) represents the activation of each individual rule. Considering the c-means cluster-
ing method, we used fuzzy c-means membership function wi as the activation for each rule, as






The important part of evaluating the model precisely is to correctly determine the consequent
parameters Π = π1 . . .πn. To achieve this, we need to base our estimation of these parameters
on the input data gathered from previous runs of our system. This gives us a training set D of
pairs (xi,yi), such that:
D= (x1,y1) . . .(xm,ym) (4.4)
















which can be solved either explicitly or using iterative approaches, such as the gradient descent
method.
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4.4 Universum C-Means Clustering
In the previous section, we considered that a structure of the model was given. In order to
identify this structure and use unlabeled examples we propose a modiﬁed c-means algorithm
Chiu & Chiu (1994), which we call the Universum C-Means (Uc-means) algorithm. The main
idea behind this algorithm is the incorporation of unlabeled data into the clustering process
so that the ﬁnal structure is not based only on the labeled examples, but rather on the true
distribution of the examples in the feature space. This implies the existence of two distinct
sets: set D = (x1,y1) . . .(xm,ym) and set U = (xˆ1 . . . xˆk). Joining these two sets yields set Z,
given as follows:
Z = (x1 . . . xm, xˆ1 . . . xˆk); |Z|= m+ k (4.6)
Of course, since we are performing unsupervised learning, the labels present in set D are not
considered in the joint set Z.
The algorithm itself considers the partial membership of each point in each cluster, and, unlike
the “hard” clustering algorithms (e.g. k-means), updates the membership function for combi-
nations of cluster-points. This brings in the aspect of fuzzy logic, since no hard assignments
are performed. The ﬁnal form of the Universum C-Means Algorithm is presented in Algorithm
4.1.
Algorithm 4.1 Universum C-Means Algorithm
Input: a number of clusters K; a set of examples Z
Initialization: weight matrix:P= {pi, j};i= 1 . . . |C|, j = 1 . . . |Z| ; pi, j = rand(0 . . .1);
centersC = (c1 . . .ck)
while
∥∥Pt+1−Pt∥∥> ε








for each pi, jin P





Output: cluster centersC = (c1 . . .ck) and membership function outputs (weights) Pi, j
In Algorithm 4.1 the constant ε represents the minimal amount of change that is required to
stop the iteration and the constant m is a parameter, which inﬂuences the fuzziness of the
model: higher values of this parameter result in smaller values of membership functions. As
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∥∥x j− ci∥∥2 (4.7)
This can be understood as how well our clusters ﬁt the data provided. This criterion is highly
non-convex, and the only result that we can guarantee is iteration to local minima. The initial
choice of weights and parameters is crucial, and it might be desirable to run the clustering
algorithm over the data several times and choose the best of all the runs or use heuristics to
initialize the weights or cluster centers (e.g. pre-clustering on 10% of the data).
In our algorithm, we use random initialization of the weight matrix, which is signiﬁcantly
different from random initialization of cluster centers. By randomly initializing the weight
matrix, we are assured that the initial centers are going to lie in the portion of the feature
space occupied by data. Furthermore, we also use the previously mentioned techniques (pre-
clustering, best-of-n) to improve the initialization even further. Our preliminary comparison
of different cluster initialization techniques (e.g. choosing initial cluster as members of Z
and drawing from Dirichlet prior) yield insigniﬁcant improvement compared to the currently
improved initialization based on random weights, pre-clustering and best-of-n.
4.5 Parameter Identiﬁcation with Universum
Even with a given fuzzy model structure, which can be identiﬁed using our Universum C-
Means Algorithm to successfully ﬁt the Takagi-Sugeno Model to our data, we still need to
estimate the local parameters of the model for each cluster. As previously mentioned, each
cluster includes a linear model that ﬁts the data. In our case, which involves a classiﬁcation,
we can use the one-against-all strategy to approximate the y label of the indicator function; in
the case of regression, we can directly target the value of y.
In Takagi-Sugeno Fuzzy Model, these parameters are πi, j for local models fi as described in
equation 4.1. This system of equations has a well-established solution and we can use normal










where Dx and Dy is decomposition of the original matrix D based on index x and y. This
solution is viable for cases in which we are not concerned about the non-invertibility of the(
DTx Dx
)−1 term or the computational complexity of the solution. For these concerns, we use
gradient-based iterative techniques, which also allow us to apply the method to a large amount
of data, because of stochastic-batch processing.
In order to incorporate Universum, we need to modify the cost function, speciﬁcally to limit the
hypothesis space, so that it will be closer to the Universum examples. This step was inspired
by the approach in Shen et al. (2012), where the authors used a similar optimization criterion
for their UBoost algorithm. To impose this constraint, we introduce a squared loss over the
Universum samples, with respect to the activation of each rule. The cost function will then























F(xˆ j,Π)2βi(xˆ j) (4.10)
The ﬁrst term is just a regular squared loss over all the training examples, while the second
term is the regularization parameter and the α term is a constant representing the weight of the
regularization over the Universum data. If we consider all the parameters as the vector Π, then
we want to ﬁnd argΠmin Eˆ(Π;D,U). In order to derive the gradient descent algorithm, we






















F(xˆ j,Π)βi(xˆ j)xˆ j (4.11)
and can be used in the stochastic gradient algorithm (SGD). Analytic solution is also possible
but less feasible on large data. Therefore we decided for SGD solution. For this algorithm,
we ﬁrst initialize weights at small random values, and then iteratively update these parameters
with respect to the objective function. It should be noted, that other algorithms could be used,
such as conjugate gradients Fletcher & Reeves (1964) or BFGS Wright & Nocedal (1999).
The ﬁnal form of the parameter identiﬁcation is given in Algorithm 4.2, in which the set of
examples needs to be disjoint contrary to Algorithm 4.1. Another important factor to determine
in Algorithm 4.2 is the learning rate γ , which can be determined either empirically, with a grid-
search technique or using cross-validation.
Once we determine the derivative in respect to all parameters as stated in Equation 4.11, we
can use other optimization methods to determine the optimal parameters. We evaluated a range
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Algorithm 4.2 Universum Weighted Stochastic Gradient Descent
Input: a set of labeled examples D and a set of unlabeled examplesU , a value of the
parameter α , weight functions βi, i= 0 . . .n











i=1F(xˆ j,Π)βi(xˆ j)xˆ j
Πt+1 =Πt + γ ·∇Π
Output: local parameters of cluster models Πi, i= 1 . . .n
of optimization methods and fouund out, that since SGD allows us to scale to larger datasets
in batch mode, it might not always be the best or even the fastest way to converge. In Section
5.5 we provide results achieved also using other optimization methods for unconstrained opti-
mization. Speciﬁcally the Broyden–Fletcher–Goldfarb–Shanno algorithm was one of the best
performing on smaller datasets.
4.6 UFuzzy Algorithm
Given two main components of the fuzzy systems described in section 4.4 and section 4.5,
we can now formulate the ﬁnal UFuzzy algorithm, which couples them. The ﬁrst step of the
algorithm is to use the Universum C-Means Algorithm to identify the rules, and then the Uni-
versum Parameter Identiﬁcation to determine the value of local parameters, in this way taking
advantage of unlabeled data. The learning phase for this fairly straightforward combination
involves the following steps:
• collect labeled examples D and unlabeled examplesU
• use Universum C-Means clustering to ﬁnd the global structure of the rules
• optimize the local parameters of each cluster using Universum Parameter Identiﬁcation
The inference phase process for evaluating a new example is as follows:
• determine the activation of each cluster
• evaluate combinations of results of local models for each cluster, based on the activation
weights
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• output the maximum winning class in a classiﬁcation task; otherwise, output the combined
weighted local results for a regression task
A more detailed description of the algorithm itself can be seen in the description of Algorithm
4.3. In our application we focus solely on classiﬁcation tasks, but some of recent works discuss
also possible extensions to regression tasks Dhar (2014).
Algorithm 4.3 UFuzzy Algorithm
Input: a set of training examples D , a set of testing examples T , a value of the parameter
α , a number of rules K
Initialization: L= unique(Dy), models= {}, R= {}
for each liin L
indi[Dy = li] = 1; indi[Dy = li] = 0
U = get_Universum(D) // Get Universum data, either using random averaging or as
unlabeled data
Z = D∪U
Ox = Dx; Oy = indi; O= {Ox,Oy}
C, P=Uc_means_clustering(K,Z) // Get centers and weights using Algorithm 4.1
Π= Get_local_weights(O,U,α,P) // Get local weights for each rule using Algorithm
4.2
models.add(newmodel(C,P,Π,α))
for each tiin T
Ri = []
for each model jin models





Output: decision vector R about labels of examples from testing set T
4.6.1 Classiﬁcation with UFuzzy
Classiﬁcation tasks constitute the main area of application of the Universum set. The main
principle is illustrated in Figure 4.4 and as mentioned above, we want our decision boundary
to stay as close to the Universum examples as possible. We can understand this constraint
as a form of regularization for this type of formulation. The loss function is one of the most
important factors to deﬁne. In Figure 4.3 a few examples of loss functions are given. Two of
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them were used previously in combination with the Universum set. The loss function here is
ε-intensive loss function used for SVM classiﬁers Sinz et al. (2008); Cherkassky & Dai (2009);
Cherkassky et al. (2011); Dhar & Cherkassky (2012); Dhar (2014); Qi et al. (2012); Weston






















where ϕ(x) is the hinge loss function, ρ(x) is the ε-intensive loss function, and fw,b(x) =
wTφ(x)+ b is the learned classiﬁer. The L2 loss is used in combination with the AdaBoost












F(xˆ j)2+D1Tw ; s.t.w≥ 0 (4.13)
where F(xi) =Hiw is the learned strong classiﬁer and D controls the trade-off between regular-
ization and exponential loss. In conclusion, the formulation of our optimization problem can
be found in equation 4.10 in Section 4.5. If we take a closer look we see that as in the case of
UBoost we are minimizing the squared loss over the Universum examples, effectively forcing
the decision boundary to be closer to the Universum examples. This regularization criterion
is deeply analyzed in Sinz et al. (2008); Cherkassky et al. (2011); Dhar (2014), which shows
that if the prior knowledge imposed on the structure of feature space holds, the precision of
our algorithm effectively increases. In our case this holds, since negative examples are labeled
as -1 and positive examples as 1, therefore our classiﬁer should output 0 values in between
negative and positive examples.
Besides loss function, we need to consider other factors when using Universum for classiﬁ-
cation. Speciﬁcally we need to consider the way how to generate Universum examples and
the generalization for multiple classes. Two of the most common approaches to generate Uni-
versum examples are random averaging Cherkassky et al. (2011) and use of examples from
other classes Shen et al. (2012). Deeper study on the effectiveness of each of these techniques
can be found in Cherkassky & Dai (2009). The strategy of random averaging does not rely
on prior knowledge from the domain of application. The Universum examples for this method
are generated using randomly selected positive and negative examples and then computing
their average, which yields a single example of Universum. The process is repeated until the
required size of the Universum set is reached.
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Since random averaging is applicable in any kind of setting, we used this approach in most
of our experiments. The use of examples from other classes is possible only when we use
a speciﬁc multi-class generalization strategy e.g. pairwise classiﬁers. As for the generaliza-
tion to a multi-class problem, multiple options are also available here. We could either use a
multi-valued fuzzy system and encode each class with a different value or use a one-against-all
strategy or pair-wise classiﬁers for each class. In our preliminary experiments, we evaluated
all of these strategies and found, that the one against all strategy is the most suitable for our
approach. In this strategy, we are approximating a function whose output is an indicator vector
with values of 1 for the positive examples of the class and values -1 for the negative examples
of the class.













Figure 4.3 Examples of loss functions
(L2 and ε-intensive were used for Universum set)
4.7 Experiments
In our experiments, we evaluated the error of the technique proposed when compared to the
previously presented TS-Fuzzy Model Takagi & Sugeno (1985). Our main objective is to prove
that with the use of unlabeled examples, the error decreases and therefore the precision of the
ﬁnal classiﬁer is higher. In choosing our model we follow the example of USVM and UBoost,
where the model is chosen as a basic (vanilla) technique used as the predecessor for the whole
family of techniques. Although the application to vanilla technique does not necessarily imply
functionality over derived techniques, we believe it is the best way to provide the general









Figure 4.4 Demonstration of inﬂuence of Universum on classiﬁcation task
investigation of the implications of the derived model as an interesting subject that we hope to
explore in our future work.
We compare our work with current classiﬁers mostly in Sections 4.7.5 and 4.7.6. As can be
seen, UFuzzy does not always outperform other classiﬁers (which is expected, considering the
“no free lunch” theorem); but as can also be seen, it always improves the baseline T-S model.
4.7.1 Experimental Setting
In order to identify the inﬂuence of the separate factors incorporated in Universum, we created
several settings for the method, as stated in Table 4.1. This was done to see to which order
Universum C-Means or just identiﬁcation of the consequent parameter with Universum can
help in training the algorithm.
Table 4.1 Experimental setting of techniques
No. Abbr. Setting
0. base Takagi-Sugeno Fuzzy Model
1. base+UC-M TS Fuzzy Model with Universum C-Mean Clustering
2. base+UReg TS Fuzzy Model with Universum Regularization for consequents
3. UFuzzy Universum TS Fuzzy Model (UC-M+UReg)
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For each of the techniques mentioned in Table 4.1, an evaluation criterion comprising the av-
erage error calculated over 100 runs of the algorithm as well as the standard deviation for all
of the runs was used. The test set was chosen before training and validation and represents
1/3 of all the data. If the technique included hyper-parameters, we used 5-fold cross-validation
to ﬁx the value of the free parameters. Evaluation was done on artiﬁcial data ﬁrst, then we
used standardized machine learning datasets, and ﬁnally we used the techniques for real-world
applications. The value of hyper-parameters ranged as follows: 1− 35 for number of rules,
0.1−1×10−8 for regularization parameter α , N/10−2N; N = |D| for the number of Univer-
sum samples.
4.7.2 Artiﬁcial Data
The ﬁrst dataset used is artiﬁcial data in order to visualize the one dimensional case of the
algorithm. More speciﬁcally, the data generated for the classiﬁcation problem was made up
of two separable binary classes with Universum data in the center. Furthermore, artiﬁcial data
was generated to resemble that which was used in Shen et al. (2012) in order to quantitatively
compare the achieved results. The ﬁrst artiﬁcial dataset is composed as a mixture of two
Gaussian distributions G1 and G2, where the Universum data have been acquired as having
third Gaussian with a center in between G1 and G2.
Figure 4.5 shows the performance on the 1D examples for the classiﬁcation case. As can be
seen in the Figure, the boundary is close to Universum examples in the classiﬁcation case,
which basically allows the model to express its uncertainty in regions in which there are not a
signiﬁcant number of labeled data. Should this model be extended over more than one dimen-
sion, then in cases in which the model is uncertain in a particular dimension, other dimensions
could be used to estimate the label of the class.
To provide qualitative insight into the inﬂuence of Universum we visualize our examples in
Figures 4.5, 4.6, 4.7 and 4.8. As can be seen in Figures 4.5 and 4.6 for the 1D and the 2D
case respectively, the Universum examples are, as expected, “pulling” the decision boundary
towards them and therefore if we assume that they are placed closer to the optimal boundary,
they can improve the result. Further comparison of the original TS-Fuzzy method and our three
modiﬁcations is given in Figures 4.7 and 4.8, where we speciﬁcally evaluate the inﬂuence of
the number of rules on the classiﬁer. With an increasing number of rules, the boundary is
becoming more curved in the 2D case and ﬁts the data locally more precisely. This local
ﬁtting could bring an additional effect of over-ﬁtting, which is also prevented by using the
Universum examples and therefore forcing the decision boundary closer to Universum data,
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effectively shrinking the hypothesis space by introducing additional inductive bias. But as can
be seen from the experimental results, e.g. Table 4.2, these additional assumptions hold and
are in accordance with the real world model, which as the result improves the precision and
decreases the average error while not increasing the variance.




base 2.2576 +/- 8.3245 2.4697 +/- 8.4711 1.9242 +/- 6.2542
base+UC-M 1.6667 +/- 4.1508 2.1364 +/- 6.1262 1.8333 +/- 5.2225
base+UReg 1.8030 +/- 6.4323 2.1970 +/- 6.6494 1.6364 +/- 4.1591
UFuzzy 1.5000 +/- 3.4549 1.8485 +/- 4.2009 1.4545 +/- 3.7529
Reduction in error / variance 0.7576 / 4.8696 0.6212 / 4.2702 0.4697 / 2.57252
15 20 30
Method
base 2.4091 +/- 6.6828 1.7727 +/- 4.8258 1.4091 +/- 3.2119
base+UC-M 2.0455 +/- 3.8667 1.4545 +/- 5.0978 1.3030 +/- 1.9024
base+UReg 1.6364 +/- 4.9939 1.5303 +/- 4.6143 1.2879 +/- 3.2138
UFuzzy 1.6061 +/- 2.9598 1.2424 +/- 3.0322 1.1364 +/- 1.7797
Reduction in error / variance 0.8030 / 3.7230 0.5303 / 3.7936 0.2727 / 1.4322
4.7.3 Machine Learning Datasets
We have used four datasets obtained from the UCIMachine Learning Database Asuncion &New-
man (2007). They differ signiﬁcantly in the number of classes as well in the number of exam-
ples in order to demonstrate scalability of our technique on various classiﬁcation tasks. These
datasets were chosen randomly and were previously employed in a number of our previous
experiments. They vary in several parameters (e.g. the number of training samples, number
of classes, number of dimensions) to demonstrate the scalability of the particular algorithm
tested on them. Since in previous authors’ experiments, the Universum set was used mostly in
combination with binary classiﬁers, we used a particular dataset (Mushroom) to demonstrate
our results for this problem; but more speciﬁcally we were interested in the possibility of the
model’s extension to multi-class problems; therefore, other chosen datasets were composed of
multiple classes.
The scalability factor is meant as an ability to adapt for variety rather than volume of data.
Also, it should be noticed that since our algorithm is using unconstrained iterative methods for
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Figure 4.5 Qualitative results on Artiﬁcial Data 1D Classiﬁcation
Method Result Method Result
base base+UReg
base+UC-M UFuzzy
Figure 4.6 Qualitative results on Artiﬁcial Data 2D Classiﬁcation
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Figure 4.7 Comparison of multiple methods on the same example for 2D Classiﬁcation
problem
# Rules Result # Rules Result
2 Rules 10 Rules
5 Rules 20 Rules
Figure 4.8 Comparison of decision boundaries for a different number of rules
optimization, we not need to ﬁt the whole dataset into the memory at the same time, which
also helps with processing larger volumes of data. We are not required to do calculations on
large matrices and calculate the inverse of matrices. The inverse operation is time-consuming
e.g.: O(n3) for Gauss-Jordan elimination, O(n2.373) for CW-like algorithms and the inverse
might not even exist in the case of a singular or degenerate matrix. More elaborate study
on scalability of Universum learning to large datasets was done in Cherkassky et al. (2011);
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Cherkassky & Dai (2009), which shows the ability to scale to data of large volume and dimen-
sions.
Table 4.3 Speciﬁcation of datasets used for evaluation
Name Number of Classes Number of Dimensions Number of Samples
Iris 3 3 150
DNA 3 180 2000
Mushroom 2 22 8124
Satimage 6 36 4435
Another important factor which we wanted to evaluate during the application on ML datasets
is how the size of the Universum set inﬂuences the precision of the classiﬁer. During our
experiments we observed that some sizes of Universum are more suitable for the set task;
therefore, it should be considered as a free parameter of the model and should be ﬁxed using
cross-validation. We have used this approach to determine the optimal number of Universum
examples in all the other experiments where we report the ﬁnal error/precision. It should also
be noted that in cases in which Universum examples are generated and are not obtained from
unlabeled data, it is necessary to try several runs from different sizes of Universum set, since a
Universum set generated only once might be highly prone to over-ﬁtting.
Table 4.4 Results on machine learning datasets
Dataset
Iris (α = 0.01 , R= 25) DNA (α = 0.01 , R= 5)
Method
base 5.2800 +/- 9.2800 7.3028 +/- 1.3224
base+UC-M 5.1200 +/- 11.6933 6.8796 +/- 1.7397
base+UReg 4.8800 +/- 8.6933 6.6476 +/- 1.1637
UFuzzy 4.4000 +/- 8.6667 5.9241 +/- 0.7501
Mushroom (α = 0.001 , R= 5) Satimage (α = 0.1 , R= 15)
Method
base 5.4161 +/- 0.1883 17.3376 +/- 0.8133
base+UC-M 5.4284 +/- 0.1743 17.3320 +/- 0.8671
base+UReg 4.6898 +/- 0.1260 17.3094 +/- 0.3611
UFuzzy 4.6929 +/- 0.1499 16.7963 +/- 0.3255
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Table 4.5 Results for IRIS dataset




base 9.5200 +/- 13.0933 5.2800 +/- 9.6267 4.6400 +/- 7.2400
base+UC-M 8.7200 +/- 13.6267 5.1200 +/- 11.6933 4.4800 +/- 7.4267
base+UReg 8.0000 +/- 11.6667 4.8800 +/- 8.6933 4.2400 +/- 6.7733
UFuzzy 5.7600 +/- 12.7733 4.4000 +/- 8.6667 4.0000 +/- 6.6667
Reduction in error / variance 3.7600 / 0.3200 0.8800 / 0.9600 0.6400 / 0.5733




base 9.5200 +/- 13.0933 9.5200 +/- 13.0933 9.5200 +/- 13.0933
base+UC-M 9.5300 +/- 13.6667 9.3600 +/- 13.5733 8.7200 +/- 13.6267
base+UReg 9.2667 +/- 12.7600 8.6400 +/- 12.2400 8.0000 +/- 11.6667
UFuzzy 8.8800 +/- 12.0267 8.4800 +/- 11.7600 5.7600 +/- 12.7733
Reduction in error / variance 0.6400 / 1.0633 1.0400 / 1.3333 3.7600 / 0.3200
As we can see in Table 4.4 the performance of the proposed technique increased with the
use of the Universum set, no matter whether it was for clustering or for regularization. These
experiments support our original hypothesis, that unlabeled examples in the Universum set help
to better identify the regions, which correspond to clusters in real data and also that regions with
higher uncertainty attract the decision boundary. In the results for each dataset in Tables 4.5,
4.6, 4.7 and 4.8 it can be also observed that for some settings the use of the Universum examples
in clustering alone could decrease the precision of the classiﬁer; but also, further use of the
Universum regularization outperforms the baseline technique and even the baseline technique
with regularization alone; therefore, the advantages of using both Universum clustering and
Universum regularization in the UFuzzy algorithm can be demonstrated.
4.7.4 Application to Gesture Recognition
In order to demonstrate the performance on problems of a more applied nature, we decided
to use the method for a classiﬁcation task, more speciﬁcally gesture recognition. The gesture
dataset originates from our prior research and was used in several other publications Renakova
et al. (2013); Tencer et al. (2013); Režnáková et al. (2012). It consists of 17 classes with
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Table 4.6 Results for DNA dataset




base 7.3028 +/- 1.3224 7.3574 +/- 0.4915 7.2891 +/- 1.3363
base+UC-M 6.8796 +/- 1.7397 7.5215 +/- 2.0356 7.2755 +/- 1.2010
base+UReg 6.6476 +/- 1.1637 7.2755 +/- 0.3714 7.5348 +/- 1.9020
UFuzzy 5.9241 +/- 0.7501 7.0844 +/- 0.3779 6.8523 +/- 1.0203
Reduction in error / variance 1.3787 / 0.5723 0.2730 / 0.1136 0.4368 / 0.3160




base 7.3028 +/- 1.3224 7.3028 +/- 1.3224 7.3028 +/- 1.3224
base+UC-M 7.3437 +/- 0.7370 6.9479 +/- 1.2178 6.8796 +/- 1.7397
base+UReg 6.5247 +/- 0.8989 6.5384 +/- 1.2461 6.6476 +/- 1.1637
UFuzzy 7.1390 +/- 0.7862 6.5247 +/- 0.7231 5.9241 +/- 0.7501
Reduction in error / variance 0.1638 / 0.5362 0.7781 / 0.5993 1.3787 / 0.5723
800 examples per class. We separated the dataset into two parts, in which 600 samples were
used for training and 200 for testing. Features used on this dataset have been designed in our
previous work Režnáková et al. (2012) and can over-perform other frequently used features
when used in combination with incremental TS fuzzy models. Since the currently presented
work primarily focuses on classiﬁcation and not feature design, we did not evaluate different
feature sets on this dataset.
As is the case for handwritten gesture recognition, the unlabeled data helped the training and it
have led to improved performance, as indicated in Table 4.9.
The gesture recognizer based on this method was successfully used in our real-world applica-
tion which focuses on natural interaction using gestures and is currently employed by a number
of users.
4.7.5 Application to Handwritten Digits Recognition
The MNIST dataset LeCun et al. (1998) consists of 10 classes, out of which 60,000 samples
were used for training and 10,000 samples for testing. All the images were centered and have
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Table 4.7 Results for Mushroom dataset




base 5.4161 +/- 0.1883 5.5022 +/- 0.1946 5.7607 +/- 0.1148
base+UC-M 5.4284 +/- 0.1743 5.5145 +/- 0.1754 5.7392 +/- 0.1147
base+UReg 4.6898 +/- 0.1260 4.9760 +/- 0.1057 5.2160 +/- 0.1210
UFuzzy 4.6929 +/- 0.1499 4.9298 +/- 0.1008 5.1514 +/- 0.1333
Reduction in error / variance 0.7232 +/- 0.0384 0.5724 +/- 0.0938 0.6093 +/- -0.0185




base 5.4161 +/- 0.1883 5.4161 +/- 0.1883 5.4161 +/- 0.1883
base+UC-M 5.5391 +/- 0.1909 5.4284 +/- 0.1743 5.2960 +/- 0.1390
base+UReg 5.1268 +/- 0.1343 4.6898 +/- 0.1260 4.6806 +/- 0.1188
UFuzzy 5.1083 +/- 0.1545 4.6929 +/- 0.1499 4.6837 +/- 0.1460
Reduction in error / variance 0.3078 / 0.0338 0.7232 +/- 0.0384 0.7324 +/- 0.0423
Figure 4.9 Sample of Gesture dataset
the same resolution (28 x 28). The raw pixel values extracted from each image of the given
digit were utilized as the feature vector for the classiﬁcation problem. The experiments were
designed as a reproduction of research previously conducted by Shen et al. (2012), so that the
performance of our algorithm can be compared with the original results of the authors. 1000
examples were used for training, 1000 for validation and 1000 for testing. The task was binary
classiﬁcation between numbers 5 and 8. Two different methods were used for generation of
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Table 4.8 Results for SatImage dataset




base 17.1572 +/- 0.8502 17.3376 +/- 0.8133 17.6364 +/- 0.7968
base+UC-M 16.8358 +/- 0.6208 17.3320 +/- 0.8671 18.1270 +/- 0.9958
base+UReg 17.1497 +/- 0.3566 17.3094 +/- 0.3611 17.5495 +/- 0.7647
UFuzzy 16.8245 +/- 0.4265 16.7963 +/- 0.3255 17.5180 +/- 0.7174
Reduction in error / variance 0.3327 +/- 0.4237 0.5413 +/- 0.4878 0.1184 +/- 0.0794




base 17.3376 +/- 0.8133 17.3376 +/- 0.8133 17.3376 +/- 0.8133
base+UC-M 17.2079 +/- 0.3290 17.3320 +/- 0.8671 17.7548 +/- 0.8959
base+UReg 17.3714 +/- 0.7500 17.3094 +/- 0.3611 17.3083 +/- 0.5959
UFuzzy 17.0275 +/- 0.4273 16.7963 +/- 0.3255 17.1403 +/- 0.2005
Reduction in error / variance 0.3101 / 0.3860 0.5413 +/- 0.4878 0.1973 +/- 0.0423
Universum data: the ﬁrst was random averaging; the second was examples from other classes.
Speciﬁcally, the numbers 3 and 6 were used as Universum data, representing each of the classes
in the Universum set equally.
a) Dataset samples b) Universum data by random averaging
Figure 4.10 Sample of MNIST dataset
As can be seen in Table 4.10 results achieved on the MNIST dataset are coherent with our prior
results on machine learning datasets, and we can conclude that using unlabeled data helped the
training itself. Another point to be made is that as can be inferred from the results in Shen et al.
(2012), even the introduced UBoost algorithm can not outperform the USVM algorithm; but
importantly, the introduction of the Universum examples improved the results when compared
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Table 4.9 Experimental results on Gesture dataset




base 2.6822 +/- 0.1351 2.8109 +/- 0.3565 2.4947 +/- 0.1166
base+UC-M 2.5517 +/- 0.1403 2.5903 +/- 0.3511 2.4726 +/- 0.1054
base+UReg 1.8898 +/- 0.0624 2.0479 +/- 0.0712 1.7648 +/- 0.0841
UFuzzy 1.7667 +/- 0.0385 2.1215 +/- 0.1257 1.7630 +/- 0.0775
Reduction in error / variance 0.9155 +/- 0.0966 0.6894 +/- 0.2308 0.4449 +/- 0.0391




base 2.8109 +/- 0.3565 2.8109 +/- 0.3565 2.8109 +/- 0.3565
base+UC-M 2.5903 +/- 0.3511 2.5222 +/- 0.3651 2.2263 +/- 0.2074
base+UReg 2.0479 +/- 0.0712 1.7336 +/- 0.1598 1.7336 +/- 0.1119
UFuzzy 2.1215 +/- 0.1257 1.7218 +/- 0.1615 1.1752 +/- 0.0523
Reduction in error / variance 0.6894 +/- 0.2308 1.0891 +/- 0.1950 1.6357 +/- 0.3042
to the original AdaBoost algorithm. This same fact is observed in our results; and as can be
seen in Table 4.10, our improvement (0.46 +/- 0.33) is even more signiﬁcant than that achieved
by Shen et al. (2012) (0.11 +/- 0.13) compared to their baseline method.
4.7.6 Comparison with Other Classiﬁers
In order to evaluate performance of our algorithm even further, we decided to extend the range
of evaluation datasets and techniques in our experimental setup. The used datasets ranged
in number of features up to 10 000 and in number of training points up to 299 285. The
evaluation mentioned in the previous sub-suctions was performed with only a change in op-
timization technique for UFuzzy. The alternative optimization technique selected is Broy-
den–Fletcher–Goldfarb–Shanno algorithm, which as Quasi-Newthon technique provides good
trade-off between computational complexity, speed of convergence and quality of ﬁnal solu-
tion. We selected the technique after preliminary evaluation of several optimization techniques.
The formulation of the UFuzzy itself is independent of the optimization technique, but we still
believe that empirical evaluation of properties of different techniques in combination with Uni-
versum learning could be an interesting subject to investigate and we plan to tackle this in our
future work.
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Table 4.10 Experimental results on MNIST dataset
a) Results on MNIST dataset with Universum
generated from samples of numbers 3 and 6
Feature Method Error rate
Raw pixels
AdaBoost 4.57 +/- 0.46
AdaBoost-CG 4.68 +/- 0.36
LPBoost 7.80 +/- 3.81
UBoost 4.36 +/- 0.34
TS-Fuzzy 4.77 +/- 0.34
TS-Fuzzy+UC-M 4.75 +/- 0.44
TS-Fuzzy+UReg 4.64 +/- 0.36
UFuzzy 4.41 +/- 0.19
b) Results on MNIST dataset with Universum
generated by random averaging
Feature Method Error rate
Raw pixels
AdaBoost 4.57 +/- 0.46
AdaBoost-CG 5.01 +/- 0.25
LPBoost 5.84 +/- 0.47
UBoost 4.46 +/- 0.33
USVM (Linear) 4.62 +/- 0.37
USVM (RBF) 1.20 +/- 0.19
TS-Fuzzy 5.06 +/- 0.48
TS-Fuzzy+UC-M 5.07 +/- 0.49
TS-Fuzzy+UReg 4.74 +/- 0.36
UFuzzy 4.60 +/- 0.15
As can be seen in Table 4.7.6, our technique achieves very good results in comparison to
the state-of-the-art classiﬁers. In comparison to the baseline technique, there is improvement
for every single dataset. For some datasets UFuzzy is lacking in precision behind some of
the evaluated techniques. Naturally we do not expect UFuzzy to outperform each technique on
every single dataset. Since the “no free lunch” theorem is valid also for classiﬁcation problems,
we cannot have one solution which ﬁts all the problems. Still, we can see that the improvement
compared to the baseline method is in the range of 0.49-%-12.39%.
Finally, we evaluated statistical signiﬁcance by conducting a t-test for each case and calculating
the p-value. Using Fisher’s method, we determined the combined p-value, and we conclude
that our improvement can be considered signiﬁcant at a signiﬁcance value 99.95%.
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Table 4.11 Comparison of UFuzzy to other classiﬁers
Dataset
Gaus800 SurgerySurvival Haberman BloodTrasfusion
Method
1 baseline (T-S) 84.02 ± 01.65 74.22 ± 02.28 73.39 ± 02.49 77.07 ± 01.57
2 UFuzzy 86.11 ± 01.08 77.32 ± 02.76 76.47 ± 01.91 79.57 ± 01.63
3 Log. Reg. 84.26 ± 01.48 73.07 ± 03.41 74.11 ± 02.12 77.63 ± 01.51
4 K-NN 82.95 ± 00.96 72.41 ± 03.06 71.65 ± 02.23 74.11 ± 02.03
5 Linear SVM 84.45 ± 01.28 63.81 ± 14.31 56.64 ± 21.48 67.67 ± 14.96
6 RBF SVM 83.52 ± 01.23 72.09 ± 02.24 71.67 ± 02.41 75.73. ± 01.52
7 Decision Tree (CART) 78.05 ± 00.98 63.13 ± 03.43 65.31 ± 03.30 71.42 ± 01.85
8 Naive Bayes 84.20 ± 01.04 73.20 ± 02.51 74.53 ± 02.60 75.49 ± 01.77
9 AdaBoost 82.65 ± 01.96 70.52 ± 02.82 70.98 ± 02.09 76.49 ± 02.02
10 Random Forest 80.20 ± 00.99 68.23 ± 02.48 69.21 ± 02.83 74.42 ± 01.83
Reduction in error / variance 02.09± 0.57 03.10± -00.48 03.08± 00.58 02.50± -00.06
Dataset
Wholesale Mammographic Bankrupcy Vertebral Voting Ecoli
1 69.74 ± 02.72 80.86± 02.44 98.56± 01.75 81.74 ± 03.36 91.13 ± 01.36 83.39± 02.69
2 71.86 ± 01.22 82.64± 01.13 99.52± 00.92 84.83± 02.48 95.96± 00.95 86.13± 01.74
3 70.68 ± 02.13 80.02± 01.21 98.96± 01.13 81.82± 02.42 95.27± 03.58 72.67± 03.00
4 64.77 ± 02.43 79.53± 01.12 99.36± 00.89 82.47± 02.97 93.57± 01.30 84.80± 01.77
5 52.89 ± 18.33 77.02± 09.09 99.46± 00.61 74.10± 04.47 95.19± 00.87 85.09± 02.97
6 71.19 ± 01.83 78.91± 01.41 98.72± 01.24 67.20± 02.61 95.38± 00.95 68.40± 05.21
7 54.42 ± 03.12 75.32± 01.75 99.20± 01.11 79.87± 02.71 93.01± 01.79 77.73± 03.17
8 42.72 ± 09.30 80.14± 01.01 98.56± 01.21 78.32 ± 02.30 93.92± 00.88 78.29± 04.80
9 61.10 ± 02.99 81.39± 01.19 99.28± 00.89 81.05± 02.10 95.47± 00.99 66.50± 08.98
10 65.12 ± 02.59 77.85± 01.53 99.36± 00.99 82.08± 02.91 95.33± 01.08 82.51± 01.87
± 02.12± 1.50 1.78± 01.31 00.96± 00.83 03.09± 00.88 04.83± 00.41 02.74± 00.95
Dataset
Vehicle Parkinson Dermatology BCancer_wpbc BCancer_wdbc Census
1 75.81± 01.60 86.29± 03.59 96.64± 01.12 75.65 ± 03.64 95.07± 01.07 47.38± 04.47
2 77.16± 01.69 88.46± 02.32 97.32± 00.82 78.78± 03.06 96.28± 00.59 50.77± 00.25
3 78.45± 01.47 84.79± 02.93 96.55± 01.15 77.97± 02.20 94.47± 00.80 50.66± 00.20
4 61.69± 02.22 80.23± 03.11 80.85± 03.33 72.22± 03.15 92.60± 01.00 48.13± 00.25
5 67.43± 07.23 76.83± 03.16 96.59± 01.16 68.65± 15.15 86.77± 10.15 44.80± 06.64
6 25.09± 01.87 77.10± 03.26 87.86± 02.38 75.85± 03.19 62.74± 01.81 53.67± 00.18
7 68.67± 01.83 83.33± 03.85 93.78± 01.65 67.81± 04.86 92.15± 00.91 45.13± 00.22
8 45.09± 02.47 69.42± 03.01 88.37± 01.77 67.57± 03.94 93.00± 01.20 43.52± 00.31
9 59.68± 02.25 88.02± 02.64 63.60± 14.79 73.97± 03.25 96.15± 00.83 55.23± 00.19
10 72.23± 01.90 85.88± 04.01 96.13± 01.34 74.44± 02.93 94.76± 01.28 47.17± 00.23
± 01.35± -00.09 02.17± 01.27 00.68± 00.30 03.13± 00.58 01.21± 00.48 03.39± 04.22
4.8 Conclusion
In this paper, we present a novel technique called UFuzzy, which applies the Universum data to




Abalone Dna Liver ClimateModel Credit TicTacToe
1 23.25± 00.59 93.57± 00.80 70.75± 01.55 91.46± 01.11 74.85± 01.29 98.14± 00.35
2 24.42± 00.65 94.10± 00.61 72.19± 01.27 93.40± 01.42 87.24± 01.28 98.70± 00.48
3 23.93± 00.69 93.60± 00.78 70.72± 01.95 92.56± 01.32 85.02± 01.64 95.61 ± 01.61
4 23.56± 00.67 75.52± 01.83 67.23± 02.12 92.82± 01.11 67.31± 01.79 92.22± 00.95
5 25.19± 00.94 91.23± 00.81 57.86± 15.02 89.18± 05.98 73.96± 07.43 98.24± 00.39
6 22.81± 00.66 93.89± 00.56 72.45± 01.72 91.38± 00.95 55.80± 01.75 79.48± 01.90
7 19.56± 00.82 88.48± 01.25 64.02± 02.95 89.01± 01.97 80.80± 01.80 91.94± 01.44
8 10.59± 00.78 91.19± 01.69 56.31± 02.56 93.24± 01.29 79.92± 01.65 67.82± 02.31
9 20.92± 01.28 92.52± 00.83 67.86± 02.01 92.70± 01.50 83.90± 01.51 83.16± 01.97
10 23.14± 00.58 89.12± 01.12 70.54± 02.07 91.58± 01.47 84.84± 01.56 90.13± 01.96
± 01.17± -00.06 00.53± 00.19 01.44± 00.28 01.94± 00.31 12.39± 00.01 00.56± -00.13
Dataset
Wine Thoraric Contraceptive Seeds BCancer_wisc GermanCredit
1 92.95± 01.11 83.14± 00.99 50.70± 02.05 95.42± 01.58 29.14± 01.70 74.20± 02.67
2 99.10± 00.67 85.48± 01.92 52.93± 03.20 97.52± 02.00 30.51± 01.63 76.98± 01.28
3 93.93 ± 03.10 84.73 ± 01.48 50.71± 01.05 90.57± 02.12 27.51± 02.62 75.64± 01.60
4 69.51± 03.56 83.90± 01.42 50.86± 01.30 90.28± 01.91 23.49± 02.19 68.55± 01.25
5 77.56± 10.49 85.14 ± 01.46 45.23± 04.21 93.23± 02.40 28.53± 01.95 68.64± 08.75
6 41.79± 05.10 84.83± 01.47 54.43± 01.15 90.03± 02.14 29.49± 01.52 70.38± 01.08
7 89.13± 03.90 76.75± 02.53 47.81± 01.36 90.09± 02.55 24.74± 01.74 68.18± 01.54
8 96.74± 01.05 20.17± 07.12 47.49± 01.82 90.50± 02.29 23.33± 05.81 70.82± 05.56
9 86.74± 13.08 80.95± 01.45 53.31± 01.87 76.44± 12.26 22.53± 04.70 73.57± 01.56
10 95.58± 02.06 83.84± 01.47 50.44± 01.46 90.47± 02.82 25.02± 01.77 73.80± 01.84
± 06.15± 00.44 02.34± -00.93 02.23± -01.15 02.10± -00.42 01.37± 00.07 02.78± 01.39
the Universum to SVM (USVM) and AdaBoost (UBoost). The main aim of this paper was to
use the unlabeled examples or examples out of the training set to limit the potential hypothesis
space and regularize the objective function.
Our proposed solution is composed of two main uses of unlabeled examples. It is for regu-
larization during parameter estimation, as in the case of UBoost and USVM and for structure
identiﬁcation, where we replace the regular c-mean clustering with Universum c-means clus-
tering. An important factor for using regularization in any context is the loss function used
over Universum examples. In our case we selected L2 loss over the samples, therefore forcing
the decision boundary to stay closer to the Universum.
We applied the proposed technique on a range of settings and different types of data. They
include a simple artiﬁcial dataset composed of 1D and 2D classiﬁcation tasks in which we
qualitatively and quantitatively demonstrated the utility of the UFuzzy modiﬁcation in compar-
ison to the original TS-Fuzzy Model. Especially, we have built an intuition on the 2D case: how
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the decision boundary speciﬁcally behaves under the inﬂuence of Universum. To further prove
the effects that UFuzzy can achieve on real-world machine learning datasets, we evaluated
our technique on 4 datasets from the UCI repository, and on each of them the UFuzzy clearly
outperformed the TS-Fuzzy Model. Our analysis was decomposed into 3 parts in which we
evaluated each component of the model separately and then their combination. In some cases
the use of Universum c-means without the regularization brought additional variance, and in
some cases it even decreased in precision; but as soon as Universum regularization was intro-
duced, the improvement was visible; and even when compared to the Universum regularized
c-means, the combined UFuzzy achieved better results. Finally, the practical application il-
lustrated in Section 4.7.4 demonstrates how Universum could be applied to speciﬁc tasks, and
how this classiﬁer is even part of a deployed online system for natural gesture-based interac-
tion. For each of these tasks we have been able to achieve better performance than for the
baseline technique. Also, as can be seen from the results, simple combination of TS-Fuzzy
models and Universum c-mean clustering does not always improve the model and frequently
brings in additional variance. On the other hand if we introduce the Universum regularization,
results achieved by the combined UFuzzy model are better than the performance of the model
without the use of Universum c-means clustering. This shows that even this aspect contributes
to the increase in precision.
The two main factors inﬂuencing the use of Universum are the coefﬁcient α , which deter-
mines what is attributed to the Universum examples, and the number of Universum examples.
These are still hyper-parameters of the model, and we need to ﬁx them by using either cross-
validation, a grid search or some other optimization technique for hyper-parameters. Another
limiting factor is the generation of Universum examples. The most popular approach used
in the literature is random averaging, which we used as well. Further research needs to be
done in this area, with some alternatives already emerging e.g. using out-of-class examples for
multi-class classiﬁcation problems. We propose to use active learning techniques to select the
examples from areas of high uncertainty, since this is in accordance with the learning paradigm
of Universum techniques, which is: “Let the boundary be close to examples with uncertain
labels.” Therefore we believe that techniques such as query synthesis, selective sampling or
pool-based active learning (query-by-committee) could help to select meaningful Universum
examples, and we would like to explore this area in more depth in our future work.
This study focused mostly on the application of UFuzzy on classiﬁcation problems. So far
the Universum approach has been used only on classiﬁcation problems, with a brief prelimi-
nary examination of possible generalizations to regression by Dhar (2014). Some preliminary
experiments with Universum for regression tasks were performed too. The results which we
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obtained were not satisfactory enough and we believe that this subject should be explored fur-
ther in the future. The main problem with the application of Universum to regression tasks is
generation of the Universum examples and choice of a suitable loss function over these exam-
ples. Although the intuition might give a clear insight on how to use the Universum examples
for regression, the full method to generate suitable examples for this application is still a subject
for active research.
For our experiments, we used Universum only with the basic TS-Fuzzy Model, following the
example of USVM and UBoost. But this does not limit the use of Universum to more ad-
vanced modiﬁcation of the basic TS-Fuzzy Model. Our goal was not to outperform any model
with the use of Universum; rather, it was to demonstrate its usefulness in combination with
Fuzzy models. We also aimed to build a base for any potential use of Universum in advanced
Fuzzy models which could beneﬁt from this kind of improvement. Just as Qi et al. (2012);
Hao & Zhang (2013); Dhar & Cherkassky (2012); Cherkassky et al. (2011) followed the work
of Cherkassky & Dai (2009); Vapnik (1998) and improved the basic USVM model, we be-
lieve that similar continuation will emerge from this work and is indeed a subject of our future
interest.
In summary, the following are the topics we would like to explore in our future work: gen-
eration of Universum examples using active learning techniques, application of UFuzzy to
regression tasks and improvement of advanced modiﬁcation of the TS-Fuzzy Model using Uni-
versum. Another area that, would be interesting to explore is the use of different loss functions
for the UFuzzy algorithm other than L2.
In the end we would like to say, that we believe this work is going to create the grounds
for further exploration of applications of Universum learning in Fuzzy models (and use of
unlabeled data in general) since with an increasing amounts of data these applications could
provide valuable insights into the structures learned by Fuzzy models and thus increase their
precision.
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5.1 Introduction
Classiﬁcation is one of the primary tasks in the pattern recognition and machine learning ﬁelds.
Given the ﬁnite set of labels, we want to assign these to unseen examples. This problem comes
in a “variety of shapes and colours” and ﬁnds practical application in many ﬁelds such as
security, human-computer interaction, medicine, robotics and others. Diversity exists in the
set of classiﬁcation problems, and a similar diversity exists in the set of solutions. Various
approaches were popularized in the past and many of them experienced cycles of rise, downfall
and reincarnation since their invention (from the many existing methods, we can mention the
Neural Networks which are currently in rebirth). And thanks to the No Free Lunch Theorem
we can say that a plurality will always be needed in the ﬁeld in order for us to ﬁnd the “best”
solution. One common problem which all the existing methods share is the data. If a sufﬁcient
amount of data is not available, we can not say much about the problem and label the examples.
Even when we do have the data, we also need to have labels for them. To produce these labels
we need an expert opinion. This kind of opinion could be expensive to obtain, noisy or may
not even exist since experts could disagree on a particular label. Because of this, we need to
generalize as much as possible from the limited number of labeled data which we have. But all
hopes are not lost since we can improve our techniques by turning our attention to the part of
the data, which is ignored by many which is unlabeled data.
Since the knowledge is hidden in the whole dataset, not just in the labeled part, it could help
us to discover the existing structure in the data, which can help the learning process and there-
fore increase the precision of our classiﬁer. Therefore more and more of the recent pattern
recognition and machine learning approaches explore the possibilities of how unlabeled exam-
ples could help the learning process. We can imagine all the data forming a smooth surface
130





Figure 5.1 Illustration of different decision boundaries
created by supervised and Semi-Supervised methods
in N-dimensional space, where only some of these examples are labeled. The knowledge of
unlabeled examples helps us to discover the structure of this surface and therefore better deter-
mine similarities between the data. An example of an approach which utilize unlabeled data
is Autoencoder (Bengio, 2009). In the case of autoencoders unlabeled data help shrink the so-
lution space by careful seeding of neural network using a pre-training technique. Speciﬁcally
for this approach, unlabeled examples lead to a signiﬁcant popularization of multi-layer neural
networks with more than one hidden layer and employed the enabling technology to train such
networks (Erhan et al., 2010). Besides these, many other techniques explore the helpfulness of
unlabeled data, such as Transductive Training (Bai et al., 2010; Tencer et al., 2013), Universum
Training (Weston et al., 2006) or Similarity Learning (Wang et al., 2011). These are not just
theoretical concepts and as we can see in many applied works (Krizhevsky et al., 2012b; Shen
et al., 2012; Fournier & Cord, 2002) they improve the results achieved by conventional clas-
siﬁers in many ﬁelds. One speciﬁc category of algorithms using unlabeled data, which covers
our proposed technique also, is Semi-Supervised Learning.
Semi-Supervised Learning covers a wide variety of techniques. These are mostly: Generative
Models (Nigam et al., 2000; Muslea et al., 2000), S3VMs (Vapnik, 1998), Graph-Based Al-
gorithms (Zhu & Zhu, 2005), Multiview Algorithms (Mitchell & Blum, 1998; Muslea et al.,
2000; Goldman & Zhou, 2000; Zhou & Goldman, 2004; Zhou & Li, 2005; Li & Zhou, 2007)
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and Self-Training methods (Yarowsky, 1995). Our technique is most closely related to the
last technique, Self-Training. Similarly to other techniques which work with unlabeled data,
Self-Training techniques assume that abundance and cheapness of unlabeled data could help
us during the learning process. In the case of Self-Training speciﬁcally, we are working with
a simple, but powerful idea, that label assigned to unlabeled examples by our algorithm, with
high enough conﬁdence, is correct. Based on this assumption we can extend our training set
by adding high conﬁdent unlabeled examples, which are labeled using our classiﬁer, trained on
the original training set. This approach is widely used and showed an improvement in perfor-
mance for a range of classiﬁcation tasks (Riloff et al., 2003; Maeireizo et al., 2004; Lomsadze
et al., 2005; Rosenberg et al., 2007; McClosky et al., 2006, 2008). It can be considered as a
meta-framework for any existing classiﬁer. Another assumption this approach makes is that
we can express the existing classiﬁer using a probabilistic framework, therefore, there is a way
to determine P(Y |X) as posterior probability or simple likelihood P(X |Y ). This might not
be always true, especially if we consider family of discriminative classiﬁers. To address this
problem, the method Help-Training was developed.
Discriminative classiﬁers pose a serious concern to Self-Training methods. Help-Training
(Adankon & Cheriet, 2011) solves this problem but only for a limited number of discrim-
inative classiﬁers (SVM, more speciﬁcally LS-SVM) and it still needs approximate prob-
abilistic representation of the ﬁnal output. This approach was studied in previous works
(Adankon & Cheriet, 2011, 2009a, 2008) and was successfully applied to tasks of text classi-
ﬁcation, handwritten digit recognition (Adankon & Cheriet, 2011) and handwritten text recog-
nition (Adankon & Cheriet, 2009b). All of these approaches relied on a similar setup, which
combined Help-Training and the SVM / LS-SVM classiﬁer. Even though the achieved results
outperformed the Self-Training approach, generalization to other classiﬁers is not straightfor-
ward, but is limited by assumptions made by this Semi-Supervised technique. Because of this
limitation, we need to ﬁnd a method, which can be used regardless of the type of the classiﬁer
and could utilize unlabeled data to improve the classiﬁcation results and possibly even outper-
form Self-Training for generative classiﬁers and Help-Training for discriminative classiﬁers.
In the view of addressing previous concerns, we propose our new technique called Summit-
Training which can be used as a meta framework for any classiﬁer to improve its results. In
order to avoid the assumption of needing probabilistic representation, we build the decision
to accept or reject a particular unlabeled example based on the common opinion of a collec-
tion (summit) of classiﬁers trained on subsets of the original training data. This gives us the
possibility to make more conﬁdent decisions, which are even more robust to noisy labeled ex-
amples. Unlike self-training or help-training our method does not need an an explicit model
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of the underlying probability model which generated the data. We explore the inﬂuence of
hyper-parameters of the technique and also present it in various test settings and we test it on a
range of datasets. At last, we also provide an exhaustive study of the inﬂuence of Self-Training
and Help-Training on a range of generative and discriminative classiﬁers in comparison to
Summit-Training technique.
The individual contributions of this paper are as following:
• Propose a novel Semi-Supervised technique (Summit-Training) for classiﬁcation tasks,
which outperform state-of-the-art techniques and can be generalized regardless of the type
of the classiﬁer
• Application of Summit-Training to the classiﬁcation task and analysis of the learning pro-
cess
• Study of existing Self-Training and Help-Training techniques for a wide range of classiﬁers
and in a wide range of settings
This paper is organized as following: In Section 1 we provide an introduction to the problem-
atic of handling unlabeled data and we provide a brief overview of the existing techniques,
Section 2 presents an overview of Semi-Supervised learning with a focus on Self-Training and
Help-Training methods, Section 3 further describes Active Learning techniques, emphasiz-
ing Query-by-Committee, Section 4 is the main methodology part and describes our Summit-
Training algorithm, Section 5 summarizes all of our experiments and at last in Section 6 we
conclude our results.
5.2 Semi-Supervised Learning
In this section, we brieﬂy introduce a range of Semi-Supervised techniques with a focus on
a Self-Training and Help-Training and their variations. We also provide an overview of tech-
niques which could be considered similar to our technique mostly because of the fact that
they combine elements of Active Learning and Semi-Supervised Learning. Although some of
these techniques could partially match our solution in terms of used sub-approach (e.g. Query-
by-Committee or Self-Training) up to our knowledge none of the current techniques directly
combines Query-by-Committee and Self-Training for enhancement of discriminative and gen-
erative classiﬁers.
133
The main concept behind using Semi-Supervised techniques is that collection of labeled ex-
amples is expensive and unlabeled examples could be collected very cheaply and quickly.
Therefore, we should use them in the learning process to build our classiﬁer. Although Semi-
Supervised learning could improve many methods, we should remember that the No Free
Lunch Theorem holds also in this case and since Semi-Supervised learning makes strong as-
sumptions on the structure of the feature space and if these assumptions are not in coherence
with our problem, Semi-Supervised learning may fail. An exhaustive overview of the Semi-
Supervised techniques may be found in (Chapelle et al., 2006) and (Zhu, 2006) while the earlier
works using unlabeled data are summarized in (Seeger, 2002). There are several main cat-
egories of Semi-Supervised techniques, speciﬁcally Expectation-Maximization (EM)(Moon,
1996) based techniques, Self-Training techniques, Co-Training Techniques, Transductive Sup-
port Vector Machines (S3VM) and graph-based methods.
EM-based techniques assume the generative model for the underlying the data and try to iden-
tify this structure based on unlabeled data. This technique was used in (Nigam et al., 2000)
for text classiﬁcation and showed improved performance when compared to using labeled data
only. This work was further extended to incorporate Co-Training and developed into Co-EM
which also combined with Co-Testing approach developed into Co-EMT algorithm (Muslea
et al., 2002).
Co-Training was initially proposed by (Mitchell & Blum, 1998) and uses multiple views (fea-
ture splits), to identify unlabeled examples with high conﬁdence and adds those to the train-
ing set. This approach was later extended in (Muslea et al., 2000) into the Co-Testing algo-
rithm, other approaches based on the idea of Co-Training are Statistical Co-Learning (Gold-
man& Zhou, 2000), Democratic Co-Learning (Zhou&Goldman, 2004), Tri-Training (Zhou& Li,
2005) which uses three classiﬁers and Co-Forest (Li & Zhou, 2007).
Transductive SVM (S3VM) (Vapnik, 1998) is a discriminative method which directly models
P(Y |X) and is an extension of the original SVM method. It imposes the maximum boundary
requirement not only on labeled data, but also on unlabeled data, which does have the smallest
generalization error on unlabeled data. TSVM was extended into several other approaches most
notably Two-View TSVM (Li et al., 2010) and N-TSVM (Bruzzone et al., 2006). The graph-
based methods (Zhu & Zhu, 2005) assume a structure in which labeled and unlabeled data
are represented in graph and labels could be propagated from labeled examples to unlabeled
examples. These methods are heavily dependent on the structure of the graph and weights on
edges of the graph. Examples of such methods are: (Blum & Chawla, 2001), which use graph-
cuts to separate negative and positive examples, where they act as sources and sinks, where
134
unlabeled examples create the structure of the graph and after the cut based on which side they
appear are labeled as positive or negative; (Zhu et al., 2003a,b) which uses Gaussian random
ﬁelds and harmonic functions; (Zhou et al., 2004) uses local and global consistency method;





Decision Boundary with unlabeled data
Decision Boundary without unlabeled data
Figure 5.2 Decision boundary by Semi-Supervised SVM
with and without unlabeled data
Table 5.1 Categorizations of selected Semi-Supervised learning methods
Self Training Multiview Training Generative Methods Transductive SVM Graph-based Methods
Self-Training Co-Training EM S3VM Mincut
Help-Training Co-Testing Co-EM Two-View Transductive SVM GRF and Harmonic Functions
Summit-Training Statistical Co-Learning Co-EMT N-TSVM Local/Global consistency
Democratic Co-Learning Manifold-based regularization
Tri-Training
Several other works previously combined Active Learning and Semi-Supervised learning. An
overview of methods labeled as “Learning by Disagreement” can be found in (Zhou & Li,
2010) which lists several approaches which combine classiﬁcation ensembles and Semi-Supervised
learning, but none of them is a combination of Query-by-Committee and Self-Training. In
(Hady & Schwenker, 2008) the authors use Committee-Training in combination with the Semi-
Supervised Co-Training method. Their baseline technique is multi-view based Co-Training and
Committee is used as ﬁnal classiﬁcation algorithm rather than approach for uncertainty sam-
135
pling. In (Muslea et al., 2002) the authors use Co-Testing as an Active Learning approach in
combination with the Co-EM algorithm for their Co-EMT algorithm, which performs Semi-
Supervised multi-view learning. (Tur et al., 2005) uses a two-stage approach to select and aug-
ment the model and training by distinguishing high and low level conﬁdence examples. The
(Ando & Zhang, 2005) uses an iterative approach to ﬁnding a collection of predictors which
minimize joint empirical risk, the technique is applied to text chunking problem. SemiBoost
developed in (Mallapragada et al., 2009) creates an ensemble of weighted classiﬁers with help
of unlabeled data, the ﬁnal classiﬁer is an ensemble rather than a single classiﬁer. The pre-
viously mentioned (Abdel Hady & Schwenker, 2010) developed the Co-EMT algorithm as a
combination of Co-Testing and Co-EM. Lastly(Zhou, 2011) analyzes the general inﬂuence of
unlabeled data on ensemble learning algorithms.
5.2.1 Self-Training and Help-Training Algorithms
Self-training is a Semi-Supervised method which aims to embed the training set using high-
conﬁdence unlabeled examples. Unlike Multiview training techniques it does not modify the
structure of the training data (feature splits) and it also preserves the original model (no Co-
training is required, thus we do not need additional classiﬁers). The technique was ﬁrst intro-
duced by (Yarowsky, 1995) for word sense disambiguation. It was later used in many appli-
cations to improve the precision of the classiﬁcation algorithm; it was used in (Riloff et al.,
2003) for noun identiﬁcation, in (Maeireizo et al., 2004) for sentiment analysis problem, in
(Lomsadze et al., 2005) for gene identiﬁcation, in (Rosenberg et al., 2007) for object detection
and in (McClosky et al., 2006, 2008) for biomedical parsing. The model underwent signiﬁ-
cant modiﬁcation in (Li & Zhou, 2005) which proposed a method for identiﬁcation of misla-
beled examples added to the training set from unlabeled data. The (Adankon & Cheriet, 2008)
also proposed signiﬁcant modiﬁcation to the original Self-Training algorithm by modifying the
technique for selection of highly conﬁdent examples using secondary generative classiﬁer, the
authors named this method Help-Training.
By involving an additional generative classiﬁer, Help-Training was proven to outperform the
Self-Training algorithm (Adankon & Cheriet, 2011). This method was applied only to discrimi-
native classiﬁers, speciﬁcally to SVM (Adankon et al., 2009) and LS-SVM (Adankon&Cheriet,
2009a,b). The general idea behind the method is, that since we lack the probabilistic represen-
tation of the input for the discriminative classiﬁer, we need an additional (help) classiﬁer, which
can guide the selection of high conﬁdence samples. As we can see in Algorithm 5.2, the gen-
eral case of the algorithm still needs to determine a way to select most conﬁdent samples for the
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Algorithm 5.1 The Self-Training Algorithm
Input: L = labeled sample,U = unlabeled samples,C(x) = original classiﬁer
Output: Parameters θ ofC
Initialize the working setW = L
while stop_criterion() do
Train the classiﬁerC withW
Compute the output of the classiﬁerC for the unlabeled samplesU
Add the samples whose output are most conﬁdent to the working setW
Remove the corresponding samples from the unlabeled setU
end while
training. So although the candidates are selected using the generative algorithm, some kind of
conﬁdence is required to be expressed by the original algorithm. In the case of applications to
SVM, the (Adankon & Cheriet, 2011) does this by considering scaled distance to the decision
boundary ε . By using Summit-Training, we aim to avoid this requirement, which will allow
our technique to be applied to any classiﬁer.
Algorithm 5.2 The Help-Training Algorithm
Input: L = labeled sample,U = unlabeled samples,C(x) = original classiﬁer, G(x) =
generative classiﬁer
Output: Parameters θ ofC
Initialize the working setW = L
while U = /0 do
Train the classiﬁerC and G withW
Select the samples which are classiﬁed with high probability fromU with G
Compute the output of the classiﬁerC for the selected samples
Add the samples whose output are most conﬁdent to the working setW
Remove the corresponding samples from the unlabeled setU
end while
5.3 Active Learning
In order to adjust our learning process based on the certainty into our training set, we use Active
Learning methods. A survey of the techniques can be found in (Settles, 2010). The basic idea
behind Active Learning techniques is that by choosing the most informative examples, we can
reduce the number of samples needed for learning and we can also produce a more robust
learner. So given that the learning algorithm can select the training examples, it will perform
better with less training. In most cases, these most informative examples are those which
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are the closest to the decision boundary and therefore the original training algorithm would
consider them as having high uncertainty (see Figure 5.3). For application to Help-Training,
we chose quite an opposite approach for the example selection. We look for those examples,
which have high certainty and we use them iteratively to improve our classiﬁer, so that it can
make decisions about the examples with lover certainty in later iterations of the learning.
a) original samples from 2 classes b) random sampling





Decission Boundary for Committee Members
Figure 5.3 Demonstration of the learned decision boundaries using uncertainty
sampling principles in comparison to random sampling
There exists a range of Active Learning techniques, which are used in order to perform different
ways for example selection. There is a variety of modiﬁcations to each of the main techniques
which we will mention and each of those also has a variety of applications for real-world tasks.
The following techniques represent the main approaches in the area: Query synthesis (Angluin,
1988) generates new queries which are close to the decision border and therefore have high
uncertainty and asks the expert to classify them. These queries have a strong inﬂuence on
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the decision boundary, but the signiﬁcant disadvantage of this technique is that if the expert is
human and the queries are artiﬁcial, it might be impossible for the human to make a judgment
on these queries. Selective sampling (Atlas et al., 1989) gets examples from the underlying
distribution of unlabeled examples and after that, the learner decides whether to query the
expert for the label or not, this assumes cheap unlabeled documents and guarantees that data
originate from the true underlying distribution. Pool-based learning (Lewis & Gale, 1994) has
a large pool of unlabeled examples available and it chooses the “best” example from the pool,
in such a way that those examples are the most informative according to a given measure. In
uncertainty sampling (Lewis & Gale, 1994) methods, the learner queries the examples about
which it is the least conﬁdent. The amount of conﬁdence is measured according to a given
metric (e.g. 1−P(y|x), smallest margin, entropy ...). The Query-by-Committee (QbC) (Seung
et al., 1992) approach uses a method of selecting informative examples based on the decision of
collection (committee) of classiﬁers trained on labeled data L. The most informative example is
chosen as the one, about which the committee disagrees the most. The expected model change
(Settles & Craven, 2008; Settles et al., 2007) selects the most informative examples as an
impact of the example on the model if we knew its label. Lastly, the expected error reduction
(Roy & McCallum, 2001) does not measure the change in the model, but the reduction in
generalization error. An unlabeled set is also used as the validation set to evaluate the inﬂuence
of the selected example on the future expected error.
As we can see, Active Learning techniques are subject of active research. Techniques men-
tioned in section 5.2 have previously combined elements of Active Learning and Semi-Supervised
learning. If we take a look on our baseline techniques (Help-Training and Self-Training), we
can consider uncertainty sampling as a way to select most/least informative examples in the
context of Semi-Supervised learning. In our Summit-training technique we replace uncertainty
sampling by the QbC approach, which will be shown to have very positive results on the accu-
racy of given classiﬁers.
5.4 Summit-Training Algorithm
The task which we are tackling using our algorithm is a classiﬁcation. Therefore, we want
to learn a function f : X → Y , which assigns a unique label Y to each query point X . This
is directly modeled by discriminative classiﬁers as P(Y |X) and indirectly using generative
classiﬁers by modeling the underlying data distribution function. The input for our learning
algorithm is set of labeled examples L (where set of unique labels Z = {zi . . . zN}) and also set
of unlabeled examples U . While for supervised learning only the set L is present, for Semi-
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Supervised learning it is both, L and U that could be used. The purpose of U is to provide
additional information about the structure of feature space to the classiﬁer, such that the ﬁnal
trained classiﬁer will have higher precision.
In our case, we assume there exists a given classiﬁerC(x), which is either generative or discrim-
inative. This classiﬁer is trained on the training set L to give decisions about unseen examples
from the testing set T . At the same time, the summit of classiﬁers S extends the original train-
ing set L with the examples, in which it is highly conﬁdent about their labels. This level of
conﬁdence υ(x) is expressed by an agreement on the labels of the unlabeled examples fromU .
The structure of summit S is given by a collection of classiﬁers, which share the same model
asC, but are trained on sub-sample of the original dataset L. Speciﬁcally we can say:
L= {(x1,y1) . . . (xn,yn)};U = {u1 . . . um}; S= {s1 . . . sk} (5.1)
D= {d1 . . . dk}; di, j = si(u j) (5.2)
q(ui,z j,st) =






Give the maximum number of agreed decisions υ(ui) for each example ui the decision of
whether to assign or not to assign the particular example to the working set W is made. This
decision is based on the function g(υ(ui)) and is deﬁned as following:
g(υ(ui))
⎧⎨⎩true υ(ui) > γf alse otherwise (5.5)
As we can see the decision is based on the value of the hyper-parameter γ . This parame-
ter is equivalent to the threshold which needs to be determined in case of Help-Training and
Self-Training as the conﬁdence value for keeping unlabeled examples with their label. In our
experiments, we determine this label using cross-validation.
This approach considers only one iteration and keeps only the most conﬁdent examples. This
is the most basic version of summit-training. In our more advanced formulations, we build
on existing results from previous iterations. At ﬁrst we set the value of γ high, so that only
the most conﬁdent examples are chosen and then we relax this requirement. It is important to
mention, that members of S are re-trained each time L is updated, which is after each single
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iteration. We call this version of our approach iterative version. Another modiﬁcation of
Summit-Training is achieved by considering the fact, that as we are approaching examples
with very low conﬁdence, we should ignore them completely and rather stop the training after
E iterations of relaxing the value of γ . This stopping value is similar to choosing the threshold
value γ and we also use cross-validation approach to ﬁxing this threshold. The last modiﬁcation
which we consider is to give the possibility to the algorithm to re-label examples, which had
been already labeled in the past. That means that the newly accepted examples could contribute
to the decision about examples about which we have been conﬁdent in the past but under the
new model our conﬁdence (or the label which we assumed for them) might have decreased. As
we noticed in our experiments, this helps especially in cases, in which we set the stop value E
low and therefore even consider examples with lower conﬁdence. We call this modiﬁcation a
version of our algorithm with reuse. The full matrix of possible permutations of techniques is
visible in the Table 5.2.
Table 5.2 Permutations of modiﬁcation of our technique
technique↓ / modiﬁcation→ Threshold γ Relaxing γ Stop-criterion E Re-labeling
Absolute     
Iterative     
Iterative-stop      
Iterative-reuse      
Iterative-stop-reuse       
The ﬁnal version of the Summit-Training can be viewed in Algorithm 5.3. As we can see, it
has the same iterative nature as Help-Training, while it does not enforce the iterations, it can
still opt-out to set the threshold to a ﬁxed value, therefore, more resembling the Self-Training
approach. But as we can see from the results of our experiments, the iterative approach always
outperforms the absolute approach. Also, as is further visible from Algorithm 5.3, just the
original classiﬁer is needed, which is copied and re-trained on subsets of the current version
of the working set, which includes original labeled data and examples labeled in previous
iterations. We can think about members of our summit as sampling from distribution P(θ |X)
if we assume that our data represents the true underlying distribution. Given this formulation,
we can express υ(u j) as the conﬁdence in each sample, given the labeled data. This provides
a probabilistic representation of conﬁdence for any discriminative or generative classiﬁer. We
could represent υ(u j) as a sum of partial conﬁdences, but this formulation would limit use
of our algorithm only to cases, in which probabilistic output of the classiﬁer C exists. This
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allows us application of our algorithm in cases where it is not possible for Help-Training or
Self-Training.
5.5 Experiments
Our experiments are designed to evaluate the error rate of the proposed technique in com-
parison to the state-of-the-art competitive techniques. Besides the better performance of our
technique, we also concentrate on wider applicability, which means the possibility of method’s
use for classiﬁers which do not have probabilistic representation in conﬁdence to assigned
label.
5.5.1 Experimental Setup
In order to be able to compare results to (Adankon & Cheriet, 2011; Yarowsky, 1995) we follow
the testing protocol established in (Adankon & Cheriet, 2011) and we extend it by additional
information in order to more detailed results. Each method is evaluated over 12 different selec-
tions on a particular dataset, which represents a random selection of data and their separation
into testing and training set. The reported evaluation criterion is the mean test error. We also
provide the standard deviation calculated from all of the selections. The inﬂuence of hyper-
parameters is also reported along with and inﬂuence of the number of iterations for iterative
versions of Help-Training and Summit-Training and lastly we also report the inﬂuence of the
number of labeled examples. The setup for evaluation has 10
In our experiments, we selected a speciﬁc version of Summit-Training used as a hyper-parameter
before each evaluation. But for comparison purposes we also list several evaluations of each
of the different versions of summit-training. Because of this, we list the full testing setup of
techniques in Table 5.3. If a given technique includes hyper-parameters. We ﬁx these by n-fold
cross-validation over the training set for a particular selection.
Since we aim to apply our algorithm to both, discriminative and generative methods, based
on this we also select classiﬁers which we are going to evaluate. Table 5.4 gives the full list
of evaluated classiﬁers. These are from different categories, speciﬁcally: Generalized Linear
Models, Support Vector Machines, Neighborhood-Based Classiﬁers, Naive Bayes, Decision
Trees and Ensemble Methods.
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Algorithm 5.3 The Summit-Training Algorithm
Input: L = labeled sample,U = unlabeled samples,C(x) = original classiﬁer,
Z = {z1 . . .zN}= unique labels from Ly
Output: Parameters θ ofC
Initialize the working setW = L
Initialize the sample pool set U˜ =U
while stop_criterion() do
Initialize candidate set P= /0
Select l1 . . . lk subsets fromW , such that |li|= α · |L|
Train summit classiﬁers S= (s1 . . . sk); si = trainC(li)
Construct decision matrix D for each u j ∈ U˜ and si such that Di, j = si(u j)
For each u j:
ﬁnd υ(ui) = maxz(∑Z∑S q(u j,zt ,si)) maximum number of agreed summit members
Set label y˜ j as argmaxz(∑Z∑S q(u j,zt ,si))
if υ(u j)> γ:
add (u j, y˜ j) to P
if not reuse_ f lag_on():
U˜ =U−P
W =W ∪ P
retrainC with working setW as labeled examples
if iterative:
decrease γ and continue to the next iteration
end while
function stop_criterion():
if reuse_ f lag_on() == False:




else if stop_ f lag_on() == True:










Table 5.3 List of evaluated methods
No. Abbr. Method
0. Self Self-Training (Yarowsky, 1995)
1. Help Help-Training (Adankon & Cheriet, 2011)
2. Summit Summit-Training (cross-validated)
3. Summit-A Summit-Training, Absolute version
4. Summit-I Summit-Training, Iterative
5. Summit-IS Summit-Training, Iterative, Stop_ﬂag On
6. Summit-IR Summit-Training, Iterative, Reuse_ﬂag On
7. Summit-ISR Summit-Training, Iterative, Stop_ﬂag On, Reuse_ﬂag On
To further evaluate statistical signiﬁcance of our results, we calculated the p value for each of
the evaluated classiﬁers using Fisher’s method for combination of p values from independent
experiments.
Table 5.4 List of evaluated classiﬁers
No. Abbr. Method
Generalized Linear Models
0. LogReg Logistic Regression (Hastie et al., 2009)
1. SGD Stochastic Gradient Descent Classiﬁer (Bottou, 1998)
2. PassAggC Passive Aggressive Classiﬁer (Crammer et al., 2003)
Support Vector Machines (Vapnik, 1998)
3. LinSVC Linear SVM (liblinear) (Fan et al., 2008)
4. SVC-Lin SVM with Linear Kernel (libsvm) (Chang & Lin, 2011)
5. SVC-Poly SVM with Polynomial Kernel (libsvm)(Chang & Lin, 2011)
6. SVC-RBF SVM with RBF Kernel (libsvm)(Chang & Lin, 2011)
Neighborhood-Based Classiﬁers
7. KNN K-Nearest Neighbors Classiﬁer (Bishop, 2006)
8. NCC Nearest Centroid Classiﬁer (Bishop, 2006)
Naive Bayes Classiﬁers
9. GNB Gaussian Naive Bayes Classiﬁer (Bishop, 2006)
Decision Trees
10. CART Classiﬁcation and Regression Trees (Breiman et al., 1984)
Ensemble Methods
11. RandFor Random Forest Classiﬁer (Breiman, 2001)
12. AdaBoost Adaptive Boosting (Freund & Schapire, 1995)
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5.5.2 Datasets
The datasets selected for our experiments represent a variety of classiﬁcation problems. These
include artiﬁcially generated datasets inspired by (Adankon & Cheriet, 2011), machine learn-
ing datasets from UCI repository and other classiﬁcation datasets used for applications. These
vary signiﬁcantly in the number of features and number of classes. An overview of the used
datasets could be seen in Table 5.5.
Table 5.5 Datasets used in our experiments
Name Number of Classes Number of Dimensions Number of Samples
Gaus2 2 2 1550
Gaus50 2 50 1550
DNA 3 180 2000
Mushroom 2 22 8124
SatImage 7 36 4435
Gesture 17 21 13600
5.5.2.1 Artiﬁcial Datasets
For our artiﬁcial datasets, we assumed an underlying Gaussian distribution of data. Three
datasets were used during our test: Gaus50 and Gaus2. The ﬁrst mentioned (Gaus50) is gener-
ated in accordance with (Adankon & Cheriet, 2011).
Gaus50
This dataset is generated as a mixture of two Gaussian distributions with a 50-dimensional
feature space. The probability of being sampled is the same for each Gaussian distribution
and their covariance matrix is unit with centers set by coordinates (c1 . . . c50) and −(c1 . . . c50)
respectively, in which the parameter c is set according to the baseline evaluation technique
to 0.25. The whole dataset is composed of 1550 samples with 1000 testing samples and 550
training samples.
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Table 5.6 Results of classiﬁers for the Gaus50 dataset using various Semi-Supervised
techniques
Semi-Supervised Technique
Classiﬁer Original Self-Training Help-Training Summit-Training
LogReg 0.91536 ± 0.00758 0.91591 ± 0.00765 0.92914 ± 0.00634 0.93477 ± 0.00390
SGD 0.89782 ± 0.01185 0.89291 ± 0.01232 0.89872 ± 0.01815 0.91894 ± 0.00725
PassAggC 0.90670 ± 0.01190 0.90875 ± 0.01357 0.90868 ± 0.01017 0.92418 ± 0.00684
LinSVC 0.89054 ± 0.01350 0.89145 ± 0.02151 0.89336 ± 0.01182 0.91602 ± 0.01039
SVC-Lin 0.88801 ± 0.01438 0.88905 ± 0.01419 0.89159 ± 0.01678 0.91459 ± 0.0085
SVC-Poly 0.87213 ± 0.05730 0.88657 ± 0.05459 0.88936 ± 0.05780 0.88513 ± 0.06121
SVC-RBF 0.92462 ± 0.00924 0.92958 ± 0.00858 0.93289 ± 0.00476 0.93874 ± 0.00686
KNN 0.86226 ± 0.01199 0.87797 ± 0.01590 0.85492 ± 0.05160 0.89291 ± 0.01190
NCC 0.93918 ± 0.00669 0.94806 ± 0.00274 0.93921 ± 0.00316 0.94866 ± 0.00144
GNB 0.92545 ± 0.00678 0.94877 ± 0.00244 0.94910 ± 0.00294 0.94795 ± 0.00348
CART 0.64577 ± 0.01413 0.64079 ± 0.1552 0.64516 ± 0.01400 0.65001 ± 0.01187
RandFor 0.74861 ± 0.02150 0.75649 ± 0.02060 0.75131 ± 0.03478 0.79813 ± 0.07733
AdaBoost 0.82123 ± 0.01388 0.82310 ± 0.01400 0.82223 ± 0.01595 0.86777 ± 0.01662
Gaus2
Is a mixture of two Gaussian distributions. Each sample has 2 dimensions. The distribution
properties are the same as in the case of Gaus50, just truncated to 2 dimensions. This dataset
is used mostly for the purpose of visualization of the ﬁnal decision boundary. In our visual-
ization efforts, which can be seen in Figure 5.4 we pushed the test settings even further than
during regular evaluation. Speciﬁcally the labeled examples represented only 2% of the whole
dataset. Even despite this low number of labeled examples, classiﬁers which assumed simpler
hypothesis (e.g. LogReg, GNB) were able to achieve high accuracy. The accuracy improved
when the Semi-Supervised techniques were used. Most signiﬁcant gain in the accuracy was
observed for classiﬁers with higher variance and for more complicated hypotheses (e.g. Ad-
aBoost, RandFor). In Figure 5.4 several of the classiﬁers are visualized.
5.5.2.2 UCI Machine Learning Datasets
We selected several datasets from the UCI Machine Learning Repository (Asuncion & New-
man, 2007) in order to verify the classiﬁcation results of our method. In our selection of
datasets, we focused on choosing them in such a way that they were representative on a num-
ber of classes, number of features and number of samples.
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a) Logistic Regression
b) Stochastic Gradient Descent
c) SVM with Linear Kernel
d) SVM with Polynomial Kernel
e) SVM with RBF Kernel
Figure 5.4 Visualization of the decision surfaces for Semi-Supervised techniques
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f) K-Nearest Neighbor
g) Naive Bayes Classiﬁer
h) Decision Tree Classiﬁer - CART





The DNA dataset is composed of primate splice-junction gene sequences (DNA) with associ-
ated imperfect domain theory. The features are 180-dimensional representation of DNA se-
quence and our goal is to recognize boundaries between exons (parts of DNA retained after
splicing) and introns (parts of DNA that are spliced). The dataset is a representation of a
smaller dataset, which consisted of 60 categorical variables (corresponding to A, C, T, G nu-
cleotides), but instead was represented as a binary indicator for each value of the categorical
variable. The following example can be considered as a representation of the data:
A → 1 0 0
C → 0 1 0
G → 0 0 1






This dataset is a collection of 22 features obtained from observation of 23 species of gilled
mushrooms. These features represent visual observations based on mushrooms appearance and
surroundings (e.g. cap-size, stalk-shape, ring-number, habitat ...), while the ﬁnal two categories
represent whether the mushroom is edible or not. Recorded features are either categorical
(stalk-type), numerical (ring-number) or binary (bruises y/n).
SatImage
The SatImage dataset distinguishes between 7 classes which represent 7 types of surfaces (red
soil, cotton crop, gray soil, damp gray soil, soil with vegetation stubble, mixture class, very
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Table 5.7 Results of classiﬁers for the DNA dataset using various Semi-Supervised
techniques
Semi-Supervised Technique
Classiﬁer Original Self-Training Help-Training Summit-Training
LogReg 0.84368 ± 0.01067 0.84662 ± 0.01052 0.85064 ± 0.02423 0.89590 ± 0.01906
SGD 0.82949 ± 0.01354 0.83432 ± 0.01558 0.83296 ± 0.01763 0.88355 ± 0.01414
PassAggC 0.83402 ± 0.01089 0.83701 ± 0.01212 0.84001 ± 0.01214 0.89265 ± 0.01996
LinSVC 0.82350 ± 0.01410 0.82551 ± 0.01349 0.83150 ± 0.03125 0.8880 ± 0.02872
SVC-Lin 0.85299 ± 0.01129 0.85697 ± 0.01454 0.86427 ± 0.01964 0.87902 ± 0.01364
SVC-Poly 0.55564 ± 0.01025 0.55510 ± 0.01014 0.55495 ± 0.01100 0.54483 ± 0.01491
SVC-RBF 0.84017 ± 0.04280 0.84470 ± 0.04333 0.83901 ± 0.09803 0.84317 ± 0.08049
KNN 0.64376 ± 0.03478 0.64415 ± 0.03441 0.57340 ± 0.06124 0.64752 ± 0.06282
NCC 0.86209 ± 0.00950 0.86705 ± 0.01170 0.86412 ± 0.01152 0.86810 ± 0.01440
GNB 0.88598 ± 0.03625 0.88530 ± 0.07337 0.88970 ± 0.07305 0.91474 ± 0.01213
CART 0.80278 ± 0.02908 0.80603 ± 0.03581 0.80513 ± 0.02976 0.83128 ± 0.03479
RandFor 0.79744 ± 0.02942 0.80201 ± 0.02026 0.75923 ± 0.05278 0.84996 ± 0.05928
AdaBoost 0.85000 ± 0.04133 0.85868 ± 0.02631 0.84927 ± 0.04103 0.86705 ± 0.04079
Table 5.8 Results of classiﬁers for the Mushroom dataset using various
Semi-Supervised techniques
Semi-Supervised Technique
Classiﬁer Original Self-Training Help-Training Summit-Training
LogReg 0.94866 ± 0.00682 0.94951 ± 0.00595 0.95015 ± 0.00667 0.96158 ± 0.00715
SGD 0.92338 ± 0.02859 0.92036 ± 0.02893 0.92519 ± 0.01603 0.95077 ± 0.00675
PassAggC 0.92591 ± 0.02718 0.92440 ± 0.03116 0.92617 ± 0.02915 0.94525 ± 0.01493
LinSVC 0.95097 ± 0.00513 0.95028 ± 0.00498 0.95101 ± 0.00622 0.95797 ± 0.00514
SVC-Lin 0.96065 ± 0.00985 0.96016 ± 0.01034 0.95782 ± 0.00934 0.96225 ± 0.01027
SVC-Poly 0.99232 ± 0.00291 0.99217 ± 0.00318 0.99244 ± 0.00339 0.99239 ± 0.00291
SVC-RBF 0.99268 ± 0.00269 0.99283 ± 0.00293 0.99280 ± 0.00331 0.99269 ± 0.00278
KNN 0.98989 ± 0.00313 0.99021 ± 0.00327 0.99116 ± 0.00320 0.99211 ± 0.00337
NCC 0.86587 ± 0.00815 0.85917 ± 0.00647 0.86625 ± 0.00600 0.86787 ± 0.00702
GNB 0.74476 ± 0.13508 0.73267 ± 0.12975 0.72145 ± 0.15954 0.75846 ± 0.11351
CART 0.99657 ± 0.00287 0.99611 ± 0.00397 0.99548 ± 0.00421 0.99658 ± 0.00407
RandFor 0.99716 ± 0.00201 0.99809 ± 0.00188 0.99859 ± 0.00185 0.99863 ± 0.00190
AdaBoost 0.99771 ± 0.00180 0.99770 ± 0.00184 0.99784 ± 0.00190 0.99795 ± 0.00185
damp gray soil). 36 features are extracted from 3×3 neighborhoods in multi-spectral satellite
images with 8-bit values ranging from 0-255. These are extracted randomly from images
obtained by NASA, so that the original images can not be reconstructed.
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Table 5.9 Results of classiﬁers for the SatImage dataset using various Semi-Supervised
techniques
Semi-Supervised Technique
Classiﬁer Original Self-Training Help-Training Summit-Training
LogReg 0.79112 ± 0.00692 0.79016 ± 0.00742 0.78137 ± 0.01707 0.80321 ± 0.00796
SGD 0.75368 ± 0.02438 0.75479 ± 0.16870 0.74709 ± 0.01690 0.77414 ± 0.01963
PassAggC 0.68755 ± 0.05336 0.69081 ± 0.07396 0.70300 ± 0.06818 0.73202 ± 0.02374
LinSVC 0.78307 ± 0.00510 0.77540 ± 0.00561 0.78310 ± 0.00503 0.79218 ± 0.00490
SVC-Lin 0.81284 ± 0.00749 0.81596 ± 0.00741 0.81600 ± 0.01360 0.82031 ± 0.00670
SVC-Poly 0.74769 ± 0.01824 0.74908 ± 0.01731 0.76062 ± 0.01831 0.75981 ± 0.01584
SVC-RBF 0.83540 ± 0.00820 0.83652 ± 0.00699 0.83435 ± 0.00970 0.83610 ± 0.00794
KNN 0.82205 ± 0.00810 0.82602 ± 0.00828 0.82598 ± 0.00808 0.82650 ± 0.00800
NCC 0.70002 ± 0.01393 0.70128 ± 0.02091 0.70370 ± 0.01346 0.70416 ± 0.01630
GNB 0.73395 ± 0.00714 0.73383 ± 0.00698 0.72599 ± 0.01016 0.74570 ± 0.00990
CART 0.75488 ± 0.00754 0.75879 ± 0.00921 0.75514 ± 0.00850 0.78335 ± 0.00920
RandFor 0.82503 ± 0.00693 0.82748 ± 0.00960 0.82791 ± 0.00587 0.83887 ± 0.00650
AdaBoost 0.57846 ± 0.05710 0.56665 ± 0.05411 0.55455 ± 0.07700 0.58557 ± 0.06642
5.5.2.3 Applications
We applied our method to a real-world problem in order to show the performance of our method
in practice. This problem is the recognition of handwritten gestures and this recognition ap-
plication is a part of a deployed system used for gesture recognition and interaction in collab-
orative environments. To formalize our results we have collected a dataset of 17 handwritten
gestures from a variety of writers.
Gesture
Figure 5.5 Samples of each class represented in Gesture dataset
The gesture dataset originates from our prior research and was used in several other publica-
tions (Renakova et al., 2013; Tencer et al., 2013; Režnáková et al., 2012). It consists of 17
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classes with 800 examples per class. We separated the dataset into two parts, where 600 sam-
ples were used for training and 200 for testing. Features used on this dataset were designed
in our previous work (Režnáková et al., 2012) and can over-perform other frequently used
features, when used in combination with incremental TS fuzzy models.
Table 5.10 Results of classiﬁers for the Gesture dataset using various Semi-Supervised
techniques
Semi-Supervised Technique
Classiﬁer Original Self-Training Help-Training Summit-Training
LogReg 0.97881 ± 0.00115 0.98122 ± 0.00123 0.98044 ± 0.00167 0.98151 ± 0.00161
SGD 0.87369 ± 0.05498 0.87824 ± 0.04837 0.87598 ± 0.03651 0.92217 ± 0.05652
PassAggC 0.93959 ± 0.02240 0.93837 ± 0.02254 0.93991 ± 0.03208 0.96040 ± 0.02033
LinSVC 0.98798 ± 0.00105 0.98999 ± 0.00100 0.98865 ± 0.00145 0.98941 ± 0.00126
SVC-Lin 0.98157 ± 0.00182 0.98221 ± 0.00190 0.98173 ± 0.00253 0.98249 ± 0.00122
SVC-Poly 0.98237 ± 0.00172 0.98289 ± 0.00170 0.98257 ± 0.00206 0.98259 ± 0.0018
SVC-RBF 0.96598 ± 0.00271 0.96882 ± 00348 0.96999 ± 0.00340 0.96693 ± 0.00302
KNN 0.94270 ± 0.00301 0.95040 ± 0.00335 0.95376 ± 0.00334 0.95971 ± 0.00431
NCC 0.71178 ± 0.00609 0.71764 ± 004800 0.71628 ± 0.00589 0.71934 ± 0.01877
GNB 0.98888 ± 0.00156 0.98890 ± 0.00153 0.98795 ± 0.00154 0.98899 ± 0.00123
CART 0.97173 ± 0.00399 0.97215 ± 0.00351 0.97191 ± 0.00401 0.98568 ± 0.00275
RandFor 0.98843 ± 0.00153 0.98995 ± 0.00131 0.99001 ± 0.00184 0.99213 ± 0.00068
AdaBoost 0.98616 ± 0.07451 0.97974 ± 0.06751 0.98509 ± 0.05408 0.99012 ± 0.04886
5.5.3 Comparison with Self-Training and Help-Training
As we can see in Table 5.11, the performance for the classiﬁcation tasks on all of the datasets
increased after using the Summit-Training methods. The very few exceptions were two speciﬁc
classiﬁers, namely SVC-Poly and SVC-RBF. In this case we have to take into account the No
Free Lunch Theorem and although Summit-Training can improve most of the classiﬁers, for
some speciﬁc cases its performance is slightly lower than other Semi-Supervised techniques.
We can also observe that the performance is not decreased signiﬁcantly and in some of the
cases (e.g. DNA dataset and SVC-Poly technique) other Semi-Supervised techniques did not
contribute to the precision of the original classiﬁer either. In general the improvement gained
by Summit-Training can reach up to 4%-5%, which could be considered signiﬁcant, especially
since the original recognition rates were already as high as 85%. At the same time, we can see
from the results that our technique does not suffer from increasing variance as a tradeoff for
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Table 5.11 Improvement of summit-training results against the other two
Semi-Supervised techniques. Improvement is measured in respect to highest scoring
technique (original, Self-Training or Help-Training)
Dataset
Classiﬁer Gaus50 DNA Mushroom SatImage Gesture p-value
LogReg 0.56 % 4.52 % 1.14 % 1.21 % 0.03% 5.6745e−22
SGD 2.02 % 4.92 % 2.56 % 1.93 % 4.39% 2.6962e−15
PassAggC 1.54 % 5.26 % 1.90 % 2.90 % 2.05% 1.3935e−13
LinSVC 2.26 % 5.66 % 0.70 % 0.90 % −0.06% 4.7314e−16
SVC-Lin 2.30 % 1.48 % 0.16 % 0.43 % 0.03% 1.6960e−09
SVC-Poly −0.42 % −1.08 % −0.01 % −0.08 % −0.03% 2.8844e−01
SVC-RBF 0.59 % −0.15 % -0.01 % −0.02 % −0.31% 4.8867e−03
KNN 1.49% 0.33 % 0.10 % 0.05 % 0.60% 3.1840e−14
NCC 0.06 % 0.10 % 0.16 % 0.05 % 0.17% 1.5946e−04
GNB 0.09 % 2.50 % 1.37 % 1.17 % 0.01% 5.5620e−11
CART 0.46% 2.52 % 0.01 % 2.46 % 1.36% 4.3017e−15
RandFor 4.16 % 4.80 % 0.01 % 1.10 % 0.21% 8.1805e−13
AdaBoost 4.46% 0.83 % 0.01 % 0.71 % 0.50% 9.2664e−06
increased precision. The variance is either kept on same levels as for the original classiﬁer or
it even decreased. In some cases, especially where the increase in precision is very signiﬁcant,
a very slight increase in variance could be observed.
Further, it can be seen in the last column of Table 5.11, the p-value for each of the classiﬁers
with exception of SVC-Poly is less than 0.005. Therefore, if we establish our null hypothesis
such that Summit-Training does not provide statistically signiﬁcant difference, we can reject
this null hypothesis with high conﬁdence for almost all of the classiﬁers. Although the indi-
vidual signiﬁcance might not be at such high conﬁdence levels if evaluated for each dataset
separately, if combined, the evidence for rejecting the null is very strong. For completeness
the p-values for a combination of each classiﬁer and each dataset could be seen on the project
website1.
We can also measure up our method to Help-Training and Self-Training in other factors besides
precision and variance, speciﬁcally in computational complexity. Considering that the origi-
nal classiﬁer is ﬁxed, the Self-Training algorithm brings minimum computational cost to the
original algorithm. Speciﬁcally it needs to evaluate all of the unlabeled examples and re-train
1 http://lukastencer.github.io/summit
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the existing model. The Help-Training algorithm has iterative nature and it uses one additional
model for density modeling. At each step of the iteration, both of these models need to be
retrained, which brings considerate computational cost. Based on our experiments, the com-
putational time for Help-Training on medium sized dataset (∼2K samples) results in training
time approximately 10-15 times larger than in the case of Self-Training. Lastly, we have to
consider the training time of the Summit-Training method. As we can see from Algorithm
5.3, at each step of the training we are evaluating N versions of the original classiﬁer. This
number decreases with each step and therefore at each step the training takes less time. We
are also training these partial models only on a fraction of the data, therefore, it is signiﬁcantly
faster than training the model on the whole dataset. Despite these facts, which contribute to a
decreased training time of each partial model at each iteration, we have to conclude that the
training time for Summit-Training is even longer than for Help-Training. Speciﬁcally, during
our experiments we observed that it took approximately 3-4 times longer training intervals for
Summit-Training when compared to Help-Training. This issue of higher computational cost is
given by the nature of the algorithm, which can be considered an ensemble model and as we
know, the training of ensemble models (e.g. Random Forest, AdaBoost) has a higher compu-
tational cost than simple non-ensemble models (e.g. LogReg, CART). This issue is one of the
aspects, which we would like to address in our future work.
5.5.4 Inﬂuence of Hyper-parameters
We performed our evaluation of hyper-parameters on all the datasets in combination with all the
classiﬁers and the individually selected datasets and selected classiﬁers results are presented in
Figures 5.6 and 5.7. The complete results are available on the project website2.
In Figure 5.6 we can see the progress of selected classiﬁers at separate steps of iteration. In
each case we observe and improved performance compared to the original technique. The
performance is not monotonically increasing for all the variants of Summit-Training. We can
observe a peak in performance of the iterative versions of the technique, which can even de-
crease with additional iterations. This decreased performance is still signiﬁcantly better than
the original technique. We can see an improvement when utilizing the stop criterion which
allows us to prevent the decreasing performance after a higher number of iterations.
The inﬂuence of free parameters can be seen in Figures 5.7(a) - 5.7(c). As we can observe,
higher performance is achieved by combining a larger number of partial classiﬁers with a
2 http://www.tencer.hustej.net/summit
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smaller size of the step. Naturally this setting signiﬁcantly increases the computational com-
plexity of our method. The last parameter, which is the percentage of unlabeled data used for
each iteration, strongly depends on the ratio of labeled and unlabeled data used for the training.
In Figure 5.7(b) we used 10% of the labeled data and 90% of unlabeled data. In this case the
best performance is achieved with each partial classiﬁer using only 10% of the unlabeled data.
We believe that this hyperparameter could be adjusted to change over a number of iterations,
such that it will change over time following a given schedule.
5.5.5 Inﬂuence of the ratio of labeled samples
We evaluated our algorithm in a setting in which a different number of labeled examples is
available. The number of labeled examples is selected with respect to the ﬁxed size of training
and testing set. The overall performance is illustrated in Figure 5.8. As we can see the over-
all performance increases with an increasing number of labeled examples and the inﬂuence of
the Semi-Supervised methods decreases. The original performance catches up with the per-
formance of a classiﬁer enhanced by the Semi-Supervised method since the Semi-Supervised
method cannot deduce too much information from a small number of labeled data. What we
can observe in our results is that Summit-Training outperforms the baseline techniques and can
improve the performance even in case of a low number of labeled examples.
5.6 Conclusion and Discussion
This paper presents a novel technique for Semi-Supervised learning called Summit-Training.
It is inspired by successful Semi-Supervised methods Self-Training and Help-Training, which
we use as baselines for comparison with our method. We evaluate our method on a range
of standardized machine learning datasets and we can observe a signiﬁcant improvement in
comparison to Help-Training and Self-Training methods. Since these Semi-Supervised meth-
ods are built on top of regular classiﬁers, we also take into account a wide range of classiﬁers
(12 methods) during our evaluations. In a majority (10 methods) of them Summit-Training
outperforms any of the baseline techniques and in a rest of the cases (2 methods) it achieves
comparable performance to baseline techniques.
We view this work as an incorporation of Active Learning technique Query-by-Committee(QbC)
into the process of label assignment to unlabeled data for Semi-Supervised Learning. Since
QbC is used in Active Learning to sample data from regions of high uncertainty, we decided to
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Figure 5.6 Illustration of how the error rate changes during consequent iterations of
Summit-Training for selected classiﬁers.
reverse this process and rather to use it to identify the regions of high certainty and assigning
label to points, which fall into these regions.
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a) step in a number of partial classiﬁers b) % of data for partial classiﬁer
c) number of partial classiﬁers
Figure 5.7 Illustration of inﬂuence of a number of hyper-parameters on the precision for
Summit-Training applied to Linear SVM Classiﬁer
The algorithm itself is based on an idea of imposing strong constraints on agreement on the
selection of labels for unlabeled data. This decision is made by a collection of partial classiﬁers
trained on a fraction of the labeled data. The originally imposed constraints are then relaxed
during later iterations of the training process, in such a way that even unlabeled examples which
are of higher uncertainty can be assigned a label. This is an iterative process, therefore, we can
leverage on previously labeled examples during earlier iterations of the learning process.
During our evaluation, process we focused on measuring the average performance of 4 possible
setups (original classiﬁer, Self-Training, Help-Training, Summit-Training) on six datasets. For
each of these datasets, our method yielded superior results. One slight drawback of our method
is the training time which is 4 to 5 times longer than the training time of Help-Training and we
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Figure 5.8 Illustration of inﬂuence of the number of labeled examples on the precision
for each Semi-Supervised method
would like to improve upon this aspect in our future research. One possible approach could be
re-using decisions on a range of points from previous iterations. Therefore, if we would con-
sider a label of a particular point stable enough (e.g. its label will not change over x iterations),
we could exclude this point from the decision process over future iterations, therefore reducing
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the time requirements for the evaluation time. This proposition is still in proof-of-concept stage
and we will investigate it in our further research.
Another factor which inﬂuences our algorithm is the number of free parameters. Speciﬁcally it
is: the fraction of data for partial classiﬁer, the number of partial classiﬁers and the size of the
step for each iteration. In our experiments, we ﬁx these parameters using cross-validation and
basically the only parameter which signiﬁcantly inﬂuences the performance in not a mono-
tonically increasing way is the fraction of data for partial classiﬁer. For a number of partial
classiﬁers and size of the step for each iteration we can say, that a higher number of classiﬁers
and smaller steps at each iteration never decreases the performance of the algorithm. As for a
fraction of data for a partial classiﬁer, cross-validation is an easy and effective way to decide
about this parameter. In our experiments, we found an empirical rule, that there is a direct
relationship between this fraction and fraction of labeled and unlabeled data. Speciﬁcally we
can say that it is 1− x where x ∈ 0 . . .1 is the fraction of unlabeled data.
One observation which we made is, that our algorithm works most effectively for methods
with high variance and low bias. Since we can consider it as an ensemble method, these results
are in concordance with general observations on ensemble methods. Also we noticed, that
Summit-Training also signiﬁcantly helps for methods, that present a complicated hypothesis
and are ensembles themselves (RandomForest, AdaBoost) in cases, that there is signiﬁcant
overlap between members of individual classes (Gaus50 dataset).
In our future work, we would like to explore the possibility to automatically determine free pa-
rameters and develop adaptive technique which can adjust the parameters during the iterations
of the learning process. As we mentioned earlier in this section, our objective is to address
the high computational cost of the algorithm, since we are creating many similar instances of
original classiﬁer, just with other sets of data, thus our algorithm could highly beneﬁt from par-
allelization. Besides these goals we aim to explore other techniques used in Active Learning to
identify regions of high certainty and use them for applications in Semi-Supervised Learning
methods
Lastly, we would like to say that we believe this work will contribute to bridging the Active
Learning and Semi-Supervised Learning and will open new possibilities in combining these
two areas. Especially when we take into account the increasing amount of data and the “Big
Data” trend, leveraging unlabeled examples could be a crucial step in improving the perfor-
mance for classiﬁcation algorithms and our method is one which tries to do exactly this.
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This thesis addressed the problem of semi-supervised learning methods in classiﬁcation sce-
narios. The overall approach was to identify three distinct settings where these scenarios were
identiﬁed based on a real-world development of a classiﬁcation task with evolving data over
time. With growing amount of available data over time we are able to use more advanced
setting and the progress is illustrated in Figure 0.1 and Figure 0.12. Speciﬁcally these sce-
narios are: a) online learning for limited amount of data b) ofﬂine learning with more signif-
icant amount of data available and labeled beforehand c) ofﬂine learning with some amount
of labeled data and large amount of unlabeled data available. The semi-supervised aspect
of our work is a lead theme throughout the techniques which we developed for each of the
settings and therefore we aimed for our contribution to be mainly in this area, the use of semi-
supervised techniques throughout learning scenarios for classiﬁcation. Each of the scenarios
is separately discussed in the chapters of this thesis. Speciﬁcally, the ﬁrst setting is studied
in Chapter 3 and concerns the online training where the introduced semi-supervised aspect is
transductive similarity for inference in the online learning scenario. The Chapter 4 picks up
from the models build in previous Chapter and extends a modiﬁed version of the used classi-
ﬁer to ofﬂine training scenario. In the ofﬂine setup, the semi-supervised aspect is introduced
by using a generative approach to gathering additional data and their use for learning process
using Universum learning method. The third scenario is addressed in Chapter 5 and it solves
the classiﬁcation problem in the last scenario where besides labeled data also unlabeled set
is available. Our solution in this scenario is agnostic to the type of classiﬁer and is posed as
meta-framework, which can be used on any kind of technique. It combines aspects of active
learning technique Query-by-Committee and semi-supervised learning techniques. These sce-
narios present independent techniques which are complementary and connected in a bigger
picture learning scheme. Below we discuss each of the techniques as well as their applications
and we highlight strengths and weaknesses for individual cases.
6.1 Semi-supervised techniques for online learning scenario
In respect to the ﬁrst classiﬁcation scenario, we explored a range of existing techniques and
based our initial approach on Almaksour et al. (2010). In order to increase the computational
speed of the method and precision of the classiﬁer, we advanced the technique in Režnáková
et al. (2012) by modifying the distance metric. This was further a baseline for our next ap-
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proach where we incorporated semi-supervised elements, namely transductive similarity, to
the algorithm. Prior works such as Song & Kasabov (2006, 2005) already previously explored
the possibility to introduce transductive similarity but these did not employ it in the online
setting and rather used it only in the rule identiﬁcation stage for the TS Fuzzy model. To in-
corporate the transductive similarity into the online version of TS Fuzzy model we proposed
our technique described in Chapter 3 and we also further advanced the transductive similarity
measure by modifying it and introducing higher order similarity, trade-off between original
and new similarity and rank adjusted similarity. This modiﬁed metric we used in the inference
process of Online Takagi-Sugeno Fuzzy model, where activation of rules is adjusted based the
transductive similarity.
Although our technique brings additional accuracy and ﬂexibility in terms where it can be used,
there are still drawbacks which we need to consider. First of all we are introducing additional
free parameters to the model, speciﬁcally the number of iterations for HOTS and the trade-
off parameter for TFTS similarity model. At the same time, we need to decide which of the
similarity models is suitable for our application, which brings another free parameter even if
we take into consideration the combined CATS model. Therefore, prior cross-validation is re-
quired to ﬁx the values of these parameters unless we will use the simplest RATS model. With
each of these steps, we also bring additional computational complexity to the method. Espe-
cially calculating the higher order similarity increases the computational time signiﬁcantly. An
improvement could be done by considering the relationships only over a given threshold level,
which would decrease the complexity, but also the precision. Still this scenario needs to be
investigated and we propose it to be subject of future work. We also claim that the similarity
itself could be used independently of the TS Fuzzy model and we veriﬁed this based on the k-
NN model, though further experiments could be made on other distance-based models where
we need to explore, if the method will be a valid similarity metric also for these models.
Since there is “no free lunch” we cannot really ﬁnd a single method which would ﬁt each
learning scenario and although our technique was veriﬁed on a range of datasets, it should
be always considered in a wider context of application in which it is used. Also, since our
original setting was considering only limited amount of data, it would be worth to investigate
how the method would deal with a larger amount of data provided beforehand. Overall we can
see statistically signiﬁcant improvement compared to the state-of-the-art though there are still
areas of future research which provide open questions worth to investigate.
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6.2 Ofﬂine learning for TS-Fuzzy models with Universum
Given the previous successful use of the TS-Fuzzy model in the previous classiﬁcation sce-
nario, we based our next method in the ofﬂine scenario on this method. As a baseline method,
we used the original TS-Fuzzy model since the changes originally proposed for the online
model were no longer applicable in the ofﬂine setting. The choice of Universum learning as
semi-supervised method was inspired by prior works of Weston et al. (2006); Sinz et al. (2008)
and Shen et al. (2012) who used it in combination with SVM and AdaBoost classiﬁer to create
the Universum versions of these classiﬁers, USVM and UBoost. The technique described in
Chapter 4 uses the generative model proposed by prior works and uses the Universum examples
to restrict the hypothesis space and act as a regularization criteria for the objective function.
Besides this optimization at the time of identifying parameters of the Fuzzy models, we also
modify the original TS Fuzzy model by using the Universum examples to identify the structure
of the model. Our new model, UFuzzy is the signiﬁcant modiﬁcation compared to the original
TS-Fuzzy model and can outperform it as well as many other state-of-the-art algorithms.
The increased performance in respect to various metric is gained at the cost of few other as-
pects. First of all, the introduction of an additional step which needs to generate the Universum
examples increases the complexity of the algorithm at several levels. At ﬁrst, the step to gener-
ate Universum examples is required prior to the learning stage, then during the learning stage,
the rule identiﬁcation algorithm has to operate on much larger volume of data and at last, the
objective function is more complicated harder to optimize. Although the complexity did not
increase in orders of magnitude, it still contributed to the ﬁnal computational time by a signif-
icant amount. Another aspect which comes with our improved version of the algorithm is the
increased complexity of the model in terms of included hyper-parameters. The very obvious
hyper-parameter which we are introducing is the α coefﬁcient which gives a weight to the Uni-
versum term. This coefﬁcient needs to be ﬁxed by a hyper-parameter optimization technique,
such as grid search or using cross-validation. Other introduced parameters are not so visible,
but our algorithm highly depends on those. These parameters are directly associated with the
used Universum set. Speciﬁcally we are speaking about the size of Universum set and method
used to generate the Universum set. These could be treated as separate hyper-parameters and
the technique used to ﬁx them could be identical to ﬁnding the optimal value of α . This would
increase the overall search space for the hyper-parameters. Also, we have to be careful about
other hyper-parameters which are directly included in our technique. Speciﬁcally for TS-Fuzzy
models it is number of rules or learning rate when we decide for iterative optimization tech-
nique. If we treat these parameters separately, we might achieve only marginally optimal result,
which might not be optimal for the learning task. Also the method heavily depends on the sam-
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ples from the Universum set, therefore if we say that for good classiﬁer we need good training
set, then we can add that for good Universum classiﬁer we need good training set and good
Universum set. Because of this the method used to generate the Universum data should be
carefully considered. The last aspect to consider is, that although our techniques as a whole
improve the performance on all the datasets if its parts are evaluated separately, the improve-
ment is not guaranteed. Speciﬁcally we can speak about the Universum c-means clustering and
the Universum parameter optimization. As we can see in the results, on some occasions the use
of Universum c-means clustering alone does not always improves the performance of the ﬁnal
method. We believe this is caused by signiﬁcant bias caused by the Universum sampling func-
tion. While in some cases the Universum data represent natural structure in the vector space
(e.g. using out-of-training Universum data) in other cases the bias introduced by artiﬁcial sam-
pling could mislead the clustering algorithm to allocate more clusters in areas preferred by the
Universum sampling, although the natural structure does not exist there (e.g. using random
averaging).
Despite these partial drawbacks, we can still see a clear improvement in performance compared
to the baseline algorithm and therefore we can declare that our achieved results present statis-
tically signiﬁcant contribution compared to the state-of-the-art methods. The validation was
performed on standardized datasets with wide range in number of features as well as number
data points and the experiments yielded strong evidence supporting our claim that the UFuzzy
method is indeed superior to the original technique. One signiﬁcant aspect which is not directly
covered in the Chapter 4 is the generation of the Universum samples and we targeted it only in
our future work. It is mentioned in Section 6.3.
6.3 Generating examples for Universum learning methods
As mentioned earlier, the performance of the UFuzzy algorithm heavily depends on the method
for selecting Universum examples. This holds not only forUFuzzy but also for other Universum-
based techniques, speciﬁcally USVM and UBoost. We did not directly address this issue in our
primary objective in Chapter 4, but we rather stated it as an opportunity for future work. We
explored this area of research in our further research Tencer et al. (2015c).
The original methods used by Weston et al. (2006), Dhar (2014) and Shen et al. (2012) were
random averaging and out-of-training examples. These two methods provided improved results
compared to classiﬁers without Universum. We also used these two approaches in our research
mentioned in Chapter 4. These two methods are heuristic approaches how to select the appro-
priate Universum examples and although reasoning behind the selection of these methods was
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given Sinz et al. (2008), there are still possible drawbacks in their usage. Speciﬁcally random
averaging is producing examples which are not representing samples originating from the true
underlying distribution responsible for generating the data, therefore it might introduce induc-
tive bias towards one kind of samples, which might not adapt to all the possible classiﬁcation
problems. Also, as mentioned in Section 6.2, if the classiﬁcation algorithm speciﬁcally exploits
the natural distribution of the data in the feature space (e.g. rule identiﬁcation for TS-Fuzzy)
it may even hurt the performance of the algorithm. Out-of-training set method examples from
other classes to form the Universum set. In this case, the method assumes (introduces more
inductive bias) that the classiﬁer cannot classify correctly these classes. Also, this assump-
tion might not hold for some applications, e.g. letter classiﬁcation letter “I” vs letter “O” and
Universum set is letter “l”. In these cases, signiﬁcant user insights are required to design the
algorithm correctly and therefore it increases the complexity required for the development of
the technique.
In one of our future works Tencer et al. (2015c), we introduced a new method for the sampling
process which uses active learning to select examples with high uncertainty which then could
be used as a Universum set. This signiﬁcantly simpliﬁes the process of selecting the Universum
set compared to the out-of-training method and also preserves the naturally occurring exam-
ples, which random averaging cannot achieve. The disadvantage of this method is, that it needs
a larger number of labeled examples or a separate unlabeled set, based on which can select the
Universum samples. Although this is limiting in cases when we are given only small amount
of samples, it does not constrain use-cases when a large amount of samples is available.
As a part of our other further work, we also explored one more technique to select Univer-
sum examples. Speciﬁcally it is the usage of naturally occurring Universum set (NOUS). This
method is suitable for selected applications, where we can use expert opinion or natural struc-
ture in the data, to form the Universum set. The main idea is, that if the expert would not be
able to say the difference, even the classiﬁer should not be able to do it. One application is sig-
nature classiﬁcation, where counterfeit signatures which would be complicated for an expert to
recognize would be most likely close to the decision boundary if expert’s opinion is determined
as a classiﬁcation function. Because of this, we can use the close miss and close pass examples
as an Universum set. Another example is the music classiﬁcation scenario, where the classiﬁer
should classify song to either “rock” or “meta” class. Naturally, some song will be hard for
an expert classify and, therefore, could be extended into Universum set. The disadvantage of
this technique is very similar to the out-of-training set technique. It requires insights into the
data and additionally expert opinion. But unlike the out-of-training method, it does not use
only plain examples from other classes, but rather it uses more deep knowledge about the data
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itself, which can lead to classiﬁer more similar to human cognitive model. Currently, we are
conducting experiments on this technique and we plan to submit a paper about it for journal
publication at a recent date.
The sampling methods for Universum examples were explored only brieﬂy in prior literature
Chen & Zhang (2009), and we believe that this area of research provides broad spectrum of
possibilities for improvement, because of this, we want to address it in our future work and
also encourage more development in this ﬁeld.
6.4 Combining Active Learning and Semi-Supervised learning methods
If we expand our previous learning setting by introducing unlabeled data, we are getting into
the last setup which we were considering. This was motivated mostly by the fact that in large
scale application it is complicated to label all the data and therefore techniques developed to
handle only partially labeled data could extend any of the previous technique to this scenario.
This scenario is the most standard semi-supervised setting and therefore we were able to ex-
plore a wide variety of techniques developed for it. Since our focus was on simple extensibility
and general application, we decided to select self-training and help-training as our baseline
method. Despite the fact that these methods already provided good results, we aimed to im-
prove their performance even more and also we wanted eliminate the restriction to model the
class-observation probability function.
Our new developed method, Summit-training, could be vaguely called a combination of modi-
ﬁed version of Query-by-Committee and modiﬁed version of Help-training. The main advan-
tage is that it does not require the probabilistic representation and at the same time it outper-
forms the baseline techniques. There are also several disadvantages to this method. Like in
the case of previous scenarios and our improvements, our new method is inherently slower
and does have more hyper-parameters compared to the baseline method. Because of this, the
hype-parameter optimization is a more difﬁcult task and requires more computational resources
compared to the baseline. Although this is mostly the case, where we are talking about Self-
training, since in case of Help-training the requirement for an additional generative classiﬁer
is almost computationally equivalent to requiring our technique to have additional sampling
method. Also, it can easily match the complexity of Self-training if we consider the method
variant with a ﬁxed threshold value.
Besides increased complexity and more hyper-parameters, there are other aspects which we
need to take into account. First of all, it is the amount of labeled and unlabeled data available
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for the training. As we can see from the experiments conducted in Chapter 5, if the ratio
between labeled and unlabeled is high, then the inﬂuence of the method decreases. Therefore,
we should always consider whatever it is worth to employ the technique as a trade-off between
increased performance in respect to the labeled/unlabeled ratio and the increased computational
complexity. The second aspect which slightly inﬂuences the performance of the method is the
presence of the noise in the labeled set. If the original labeled samples include a lot of noise, the
semi-supervised technique will amplify it. Although this is true not only for Summit-training
but also Help-training and Self-Training. The main difference between these three in respect
to noise is in cases where the method assigns a wrong label to unlabeled example. This kind
of mistakes also decreases the overall performance of the classiﬁer. The advantage of Summit-
training is, that if the “reuse” version of the algorithm is used, it can correct the mistakes done
in the past learning stages.
Overall, our technique is able to outperform the baseline techniques and achieve statistically
signiﬁcant improvement. We use standardized protocol and evaluated it on a range of tech-
niques and range of classiﬁers. The most signiﬁcant improvement was recorded for high-bias
classiﬁers. We can say that we successfully completed our goal and even in this scenario we
were able to identify and improve suitable semi-supervised technique, which is applicable to
previously proposed classiﬁcation framework with increasing amount of available data.
6.5 Application to Gesture and Sketch recognition
Since our original motivation was based on the application of Gesture Recognition and Sketch
recognition we believe that discussion about speciﬁcs of our methods in respect to these appli-
cations could provide deeper insights into possible application scenarios.
The gesture recognition task is addressed in our work in Režnáková et al. (2012); Renakova
et al. (2013); Tencer et al. (2015a); Reznakova et al. (2015) and sketch recognition in Tencer
et al. (2012, 2013, 2015a,b). These application scenarios are motivated by a development of
a real-world classiﬁcation system with evolving data. While in the beginning we lack labeled
data, later during the development process, when more data is available we can afford to use
more data-intensive techniques. Speciﬁcally in the gesture recognition scenario we ﬁrst de-
signed our method to learn only from three supervised samples provided by the user while a
combination of implicit and explicit feedback is used during the online learning stage. This
approach led to good performance, but its main disadvantage was decreasing performance at
the beginning of the learning process. Since prior data could be acquired by having test sub-
jects perform required gestures, we changed our setting to ofﬂine setting. This setup brings
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one entry obstacle and it is the mentioned requirement on test subjects (human participants)
to create the data set and the expert to label it. But in most scenarios it can increase the per-
formance and especially it can work well as soon as the classiﬁer is deployed. An alternative
solution is, to have two models, one general model created ofﬂine and second model for online
training. Once the user will start performing gestures, the online model can learn the gestures
for each user individually and therefore capturing his unique moves, but the ofﬂine model will
be used for classiﬁcation at the beginning of the deployment stage. Once the performance of
the online model will be sufﬁcient over a ﬁxed time window in the history, the models can
be switched. Other alternatives involve a weighted combination of models or a voting setup
for the models. In our learning setting, we even further extended the scenario, such that the
creation of initial ofﬂine model could be decoupled from the process of labeling the ofﬂine
examples. This brought us to the semi-supervised learning setup with a combination of labeled
and unlabeled data. In this case, we are still facing the problem that the dataset needs to be
created, but the labeling process is much shorter since the domain expert needs to spend much
less time to provide the labels. Also, this allows us to use additional data from datasets not di-
rectly associated with our task. For example if we have an ofﬂine database of gestures created
for different devices, we can use as labeled data only set for one particular device and as a set
of unlabeled data for other devices. In this case, the certainty sampling will assure that from
the other devices we will accept only samples which are very similar to gestures processed for
the current device and therefore we will not introduce additional noise.
The application of our algorithms to sketch recognition is almost identical to the case of gesture
recognition with one exception which is in the feature extraction stage. The results obtained
from sketch recognition task are further used as semantic labels in sketch-based image retrieval
(SBIR) application.
CONCLUSION AND RECOMMENDATIONS
In this thesis, we have addressed the problem of semi-supervised learning in classiﬁcation sce-
narios with increasing amount of evolving data for the scenarios. The main idea which spans
all the proposed methods is the use of additional knowledge which is not directly present in
the labeled set. This allows for increased performance without the need to gather additional
labeled data. The second aspect which links all of our work together is the fact, that they were
developed in a consistent scenario of real-world classiﬁcation system development, where ad-
ditional amount of labeled data is available once the classiﬁcation system matures and evolves
over time.
Overall in our thesis we explored a range of semi-supervised techniques and compared them
to our new proposed solution and in each of these cases we were able to achieve superior
performance compared to the state-of-the-art solutions. The techniques were evaluated on a
range on datasets and we have even veriﬁed their usefulness in real-world application scenarios
(gesture recognition, sketch recognition). Although we have solved all the tasks which we
wanted to solve, our research also left opportunity for future advance. Therefore, we believe
that another important factor of this thesis is fact, that it asks relevant open questions which
can lead to additional scientiﬁc progress in the future.
We presented three semi-supervised techniques which can be used in the three connected learn-
ing scenarios, these scenarios are: online learning, ofﬂine learning and ofﬂine learning with
additional unlabeled data. The transductive similarity Fuzzy model method demonstrates that
additional knowledge could be derived from the structure and of classiﬁer formed in the fea-
ture space. This proves as an important insight into the inference process of online TS-Fuzzy
models. The second proposed technique signiﬁcantly modiﬁes the original TS-Fuzzy model
and introduces into the learning process the Universum set, which results into completely new
UFuzzy algorithm which follows the recent trend of extending the popular classiﬁer meth-
ods with Universum learning technique (e.g. USVM, UBoost). Since this semi-supervised
approach does not require any additional data, it is easily applicable to any kind of learning
scenario and it can we can observe increased performance in a trade-off only to small amount
of inductive bias. The last, Summit-training technique is very a signiﬁcant addition to the
current family of semi-supervised learning techniques especially because it can handle a large
amount of data, which is not necessarily labeled. With the current trend of “Big Data” we
believe that especially this kind of techniques will gain on importance since the expert labeling
is becoming the bottleneck in machine learning applications.
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Overall we can conclude that we have been successful in solving all of the proposed goals and
that our techniques are getting improved results compared to the existing baseline methods
and that the learning framework which we have established could be used in wide range of
classiﬁcation applications.
Future Work
In our future work, we want to focus on improving the overall framework which processes the
evolving data as well as the individual aspects in the incrementally progressive scenarios.
In the current implementation the framework the methods are related and do have an incre-
mental character but the connection between them is not as strong as it could be. We would
like to advance the connection between them and rather than having a three step process, the
transitions could be done in a continuous manner. In this case, the degree up to which a given
technique is used would be given by the amount of data available at any given moment, which
would facilitate the continuous transitions. Even in this setting, each of the individual algo-
rithms could be improved while preserving their individual characteristics.
The TS Fuzzy model with transductive similarity can be improved by introducing a threshold
value which would create a trade-off between complexity of the computation and desired pre-
cision. This value also combined with other parameters could be further advanced to be made
adaptive without the need to set it explicitly. An alternative would be to have a boosting method
which would be a weighted combination of the models with different parameters. At last, the
similarity itself could be adapted by considering the neighbourhood of compared items inside
the rules and not just the query itself.
Given increasing amount of data, the TS-Universum could be improved by further developing
methods to generate the Universum examples. Especially, if we decouple the generation of
Universum examples for rule generation and parameter optimization and use specialized Uni-
versum set for each of the steps, this could improve the performance of the method. Also,
active learning methods could be used to sample Universum examples with the most infor-
mation value. In our research, we demonstrated the use of the method in classiﬁcation tasks.
Further research is needed to ﬁnd generalization to regression tasks. At last another point of
future research is the use of other loss functions than L2, with possible use of regularization to
prevent overﬁtting and decrease the number of rules and parameters in the model.
171
The third method which mentioned in this work could be improved by also in several aspects.
Speciﬁcally, it uses several hyperparameters. These could be determined automatically either
by an adaptive method or in a boosting-like setting. Also since the optimization process is
iterative in nature, in we might consider adjusting the parameters in each iteration of the opti-
mization cycle. The method itself brings better performance but this is at a price of increased
computational cost. This could be improved by parallelization. At last, active learning could
be used to identify a region of the feature space with high certainty for more effective incorpo-
ration of unlabeled samples.
All of these improvements present current challenges for improvements of our work but also
in semi-supervised learning and evolving data in general. We hope that it will inspire future
research in these scientiﬁc areas.
Summary of contributions
In this Section, we brieﬂy highlight the contributions of this thesis.
1. A new online learning technique, Transductive Incremental Takagi-Sugeno (TITS) Fuzzy
Model, which incorporates transductive similarity into online TS-Fuzzy inference process.
As a part of the technique, we also propose models of transductive similarity which can
improve over the regular transductive similarity baseline model. We also demonstrate
how the improved similarity model could be used outside of the TITS application to other
classiﬁcation methods.
2. The UFuzzy technique which incorporate Universum learning into the TS-Fuzzy model. It
can utilize the Universum data during rule identiﬁcation and also parameter optimization.
Additionally we also propose advanced sampling methods over the state-of-the-art solu-
tions which can use uncertainty sampling for the selection of Universum examples. The
improved performance compared to the baseline technique is signiﬁcant with only a small
increase in computational complexity.
3. The novel semi-supervised learning technique, Summit-training, which simpliﬁes the re-
quirement on used techniques, since it does not need the explicit model of P(y|x) probabil-
ity. Also, it improves the performance of classiﬁers compared to the baseline techniques.
At last we did an in-depth study of the existing technique and their performance in a com-
bination with a wide range of classiﬁer and application to several datasets.
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