The aim of this paper is to investigate strong convergence of modified truncated Euler-Maruyama method for neutral stochastic differential delay equations introduced in Lan (2018). Strong convergence rates of the given numerical scheme to the exact solutions at fixed time T are obtained under local Lipschitz and Khasminskii-type conditions. Moreover, convergence rates over a time interval [0, T ] are also obtained under additional polynomial growth condition on g without the weak monotonicity condition (which is usually the standard assumption to obtain the convergence rate). Two examples are presented to interpret our conclusions.
Introduction
Let (Ω, F , {F t } t≥0 , P ) be a complete filtered probability space satisfying usual conditions (i.e. {F t } t≥0 is right continuous and F 0 contains all P -null sets). Consider the following neutral stochastic differential delay equations (short for NSDDEs) d(x(t) − D(x(t − τ )) = f (x(t), x(t − τ ))dt + g(x(t), x(t − τ ))dB t 1 p , {B t , t ≥ 0} is an n-dimensional standard F t -Brownian motion, D :
Although strong convergence of the given numerical methods are considered in many papers such as [1, 2, 4, 9, 16, 17] and so on, the convergence rates are not known. Some other papers considered strong convergence rates of the given numerical methods under weak monotonicity condition. For example, in Guo et al [3] , Assumption 5.1 is necessary to obtain the convergence rate of the truncated EM method at fixed time T , in Tan and Yuan [14] , A8 is needed to obtain the convergence rate of the truncated EM method over a time interval [0, T ], for the weak monotonicity, one can also see [10, 8, 15] and so on. In this paper, we will consider the strong convergence rates of MTEM methods to exact solutions both at fixed time T and over a time interval [0, T ] without such weak monotonicity conditions. The organization of the paper is as the following. In Section 2, the MTEM method for NSDDE is introduced, and main results are presented. In Section 3, some useful lemmas are presented to prove the convergence theorems. In Section 4, convergence rates at fixed time T are obtained. The convergence rates over the time interval [0, T ] will be proved with additional polynomial growth condition on g in Section 5. Then in Section 6, two examples are presented to interpret the Theorems. We will conclude our paper in Section 7.
The settings and main results
Assume that both the coefficients f and g in (1.1) are locally Lipschitz continuous, that is, for each R there is L R > 0 (depending on R) such that |f (x, y) − f (x,ȳ)| ∨ |g(x, y) − g(x,ȳ)| ≤ L R (|x −x| + |y −ȳ|) (2.1) for all |x| ∨ |y| ∨ |x| ∨ |ȳ| ≤ R > 0. Here the norm of a matrix A is denoted by |A| = trace(A T A).
Assume also that there is a positive constant u ∈ (0, 1) such that
It is well known that there is a unique strong solution (might explode at finite time) to equation (1.1) under conditions (2.1) and (2.2), see e.g. [12] .
As interpreted in [8] , we can always choose ∆ * > 0 small enough and a strictly positive decreasing function h : (0,
For any ∆ ∈ (0, ∆ * ), we define the the modified truncated function of f as the following:
g ∆ is defined in the same way as
It is obvious that the functions f ∆ and g ∆ defined above are different from the truncated functions defined in [3] .
We have defined the discrete MTEM method in [7] . However, we recall it here for readers' convenience.
Let ∆ be a stepsize such that τ = m∆ for some positive integer m. Then by using f ∆ and g ∆ , we can define the MTEM method X k of (1.1) as the following:
Here ∆B k = B((k + 1)∆) −B(k∆) is the increment of the n-dimensional standard Brownian motion.
The two versions of the continuous-time MTEM solutions are defined as the following: 6) and x ∆ (t) = ξ(t), t ∈ [−τ, 0],
Obviously,
To study the strong convergence of continuous version of MTEM (2.7), let us first consider the following condition:
Assume that there exist positive constants K and p > 2 such that
Notice that when a = 1, (2.8) reduces to the well known Khasminskii condition
Suppose for fixed ∆ (τ = m∆) the initial value ξ satisfies
for 2 < q < p.
Now we are ready to state our first result on the strong convergence rate for MTEM method at fixed time T.
Theorem 2.1 Assume that (2.1), (2.2), (2.8) and (2.10) hold for some 2 < q < p. If there exist 0 < ∆ 0 (≤ ∆ * ) and h(∆) such that (2.3) and
holds for any ∆ ≤ ∆ 0 , then the continuous-time MTEM methods satisfy
For the convergence rates over the time interval [0, T ], we have to introduce an additional assumption.
Suppose there exist r ≥ 2 andK > 0 such that
Theorem 2.2 Assume that all conditions in Theorem 2.1 hold. If (2.13) holds for some r satisfies 2 ≤ r < p − 2 and 2 < q ≤ p − r then there exists
and if further 2 < q < 4, then
, the authors considered strong convergence of the truncated EM method for SDDEs. However, they only obtained the strong convergence rate at fixed time T , while the strong convergence rate over a time interval [0, T ] is not considered. Moreover, the weak monotonicity condition is needed (see Assumption 5.1 in [3] ). In [14] , the authors obtained the strong convergence rate over a time interval [0, T ], but they also need the weak monotonicity condition A8 (similar to Assumption 5.1 in [3] ). We only need the local Lipschitz condition (2.1), Khasminskii-type condition (2.8) and (2.13) to make sure the numerical scheme x ∆ (t) strongly converges to x(t) on [0, T ] in the sense (2.14) with the rate
3 Some useful lemmas Lemma 3.1 Suppose the local Lipschitz condition (2.1) holds. Then for any fixed ∆ > 0,
for any x, y,x,ȳ ∈ R d .
For the proof, see [7] Lemma 3.1.
for any x, y ∈ R d .
Proof On one hand, (3.2) holds naturally by (2.8) and the definitions of f ∆ and g ∆ if |x| ∨ |y| ≤ h(∆).
On the other hand, if |x| ∨ |y| > h(∆), then
where a = h(∆) |x|∨|y|
. Since h(∆) ≥ 1 for sufficiently small ∆, then by using (2.8), it follows
as required. Now let us state the following two important lemmas. First, we have Lemma 3.3 Under conditions (2.1), (2.2) and (2.8), the NSDDE (1.1) has a unique global solution x(t) and, moreover, there exists constant C(p, T ) (independent of ∆) such that
If we define the stopping time
then for any T > 0,
Proof By Itô's formula, we have
where
Then by (2.8), it follows that
We have used Young's inequality in the last inequality.
Thus
Then we have
On the other hand, for any c > 0,
Since 0 < u < 1, then we can take c large enough such that (
Gronwall lemma and (3.3) and (3.5) imply that
as required.
Now let us prove
so we only need to prove sup
As in the above proof, we have
Gronwall lemma, (3.7) and (3.8) yield the required (3.6).
As a similar result of Lemma 3.3, we have the following moment property for the MTEM method (2.7).
Lemma 3.4 Assume that (2.1), (2.2) and (2.8) hold for p > 2. Then there exist 0 < ∆ 0 ≤ ∆ * and a constant C(p, T ) > 0 (independent of ∆) such that for any ∆ ∈ (0, ∆ 0 ], the MTEM method (2.7) satisfies
Define the stopping time
Then for any R > |x 0 | and ∆ ∈ (0, ∆ * ) (∆ * small enough), we have
Proof Let us first prove (3.9).
By Itô formula and Lemma 3.2, for any 0 ≤ t ≤ T,
Notice that for any 0 ≤ s ≤ t, there exists k ≤ [
] such that k∆ ≤ s < (k + 1)∆. Thus
So we have
Since f ∆ and g ∆ satisfy the global Lipschitz condition (3.1), and notice that B(t)−B(k∆) is independent of F k∆ , then
Therefore, for any t ≤ T,
where C p is a positive constant (independent of ∆) which might change values from line to line.
Since
On the other hand, similar to (3.5), we can take c large enough such that (
Gronwall inequality yields (3.9). Now let us prove (3.10).
Let y ∆ (t),ȳ ∆ (t) are defined as above and ρ ∆,R = ρ. By Itô formula and Lemma 3.2, for any 0 ≤ t ≤ T,
Then by (3.11) and (3.9), we have
Gronwall's lemma yields that
Then
This implies the required assertion easily.
4 Convergence rate at fixed time T
Let us first present a lemma which will play a key role in the proof of Theorem 2.1.
Lemma 4.1 Suppose (2.1) and (2.2) hold for p > 2, and for any 2 < q < p,
Then for any ∆ ∈ (0, ∆ * ) and any
Proof Define the truncated functions
where f h −1 (R) is defined in (2.4) with ∆ replaced by h −1 (R). By Lemma (3.1), F R and G R are globally Lipschitz continuous for any fixed R (≥ L −1 (1)), where L −1 is the inverse function of L R when it is seen as a function of R.
Without loss of generality, suppose ∆
* is sufficiently small such that
Then for those x, y ∈ R d with |x| ∨ |y| ≤ R and all ∆ ∈ (0, ∆ * ], we have
Similarly, we have
with z(θ) = ξ(θ) on θ ∈ [−τ, 0]. Since F R and G R are globally Lipschitz continuous (with Lipschitz constant 5L R ) for any fixed R, then (4.1) has a unique global solution z(t) on t ≥ τ. Thus
On the other hand, similar to (2.6) and (2.7), we can definez ∆ (t), z ∆ (t) in the same way for NSDDE (4.1). We also have
Then for any c, c
Choose c sufficiently large and c ′ sufficiently small such that c 0 := (
and denote c 1 = (
(4.5)
As in (3.11), we have
Now by Itô's formula, Hölder's inequality and BDG inequality, it follows that for 0
Then (4.5) and Gronwall lemma yields
Hence (4.2), (4.3) and (4.4) implies
This completes the proof.
Now we are ready to prove Theorem 2.1.
Proof of Theorem 2.1 Let τ R , ρ ∆,R , θ ∆,R and e ∆ (t) be the same as before. Then by Young's inequality, we have that for any δ > 0,
where C is a positive constant (independent of ∆) which might change the value from line to line. We have used the fact that
in the last inequality.
By Lemma 3.3 and 3.4, we have
Thus,
But by condition (2.11), we have
Then by Lemma 4.1,
where C is a positive constant depends on q and T . This is the first inequality of (2.12).
For the second inequality, since q < p, by Hölder inequality, it follows easily from the above inequality and (3.11) in Lemma 3.4 that
We complete the proof.
Convergence rates over the time interval [0, T ]
First of all, let us prove a similar Lemma to Lemma 3.3.
Lemma 5.1 Let (2.1), (2.8) and (2.13) hold for p > 2 and 2 < r < p.
Proof Since for sufficiently large c > 0,
then we only need to prove E sup 0≤t≤T |y(t)|p ≤ C(p, T ).
Indeed, Itô's formula and (2.8) imply that
where y(t) = x(t) − D(x(t − τ )), and
is a local martingale with M(0) = 0.
It is obvious that
On the other hand, by Burkholder-Davis-Gundy (BDG) inequality (see e.g. [5] ), it follows that
As in the proof of Lemma 3.3, we have
For the discontinuous and continuous-time MTEM methods (2.5) and (2.7), we have
and therefore, sup
Proof Similar to the proof of Lemma 5.1, we only need to prove
For any ∆ ∈ (0, ∆ * ], by Itô formula and Lemma 3.2, we have
Young's inequality and Lemma 3.4 imply that
Moreover, since for ∆ > 0 small enough,
then as in the proof of Lemma 3.4, we have
So by BDG inequality again and (2.13), we have
where C is a constant (independent of ∆).
Then the required assertion (5.1) follows.
Lemma 5.3 Assume that (2.1), (2.3), (2.8) and (2.13) hold for p > 2 and 2 ≤ r < p. If q ≤ p + 2 − r, then for any ∆ ∈ (0, ∆ * ), there exists C > 0 (independent of ∆) such that
The proof is almost the same as that of Lemma 5.5 in [8] , so we omit it here. Now let us prove Theorem 2.2.
Proof of Theorem 2.2 Let θ ∆,R and e ∆ (t) be the same as before. As in the proof of Theorem 2.1, by Young's inequality, we have that for any δ > 0,
Then similar to the proof of Theorem 2.1, we have
holds for any ∆ ∈ (0, ∆ * ), δ > 0 and R > |x 0 |.
Since we have proved Lemma 4.1, repeat the proof of Theorem 2.1, we have
, as required.
Examples
Now let us present two examples to illustrate our theory.
Consider the following scalar NSDDE:
Here f (x, y) = 2x − xe 3x + 1 2 sin y, g(x, y) = 1 5
x 2 e 3x + y 2 + 1 and D(y) = 1 2 sin y. Then neither f nor g is polynomial growing (although both are local Lipschitz continuous).
Moreover, for any a ∈ (0, 1], we have
Notice that if x ≤ 0, we have
We have shown that condition (2.8) holds for p = 6 and K = 7 + e 2 for any x, y.
Moreover, since f and g are differential on R 2 , by mean value theorem, for any |x| ∨ |x
Similarly,
for all R > 0 and |x| ∨ |x
Then for any 0 < ε < 1, we can define l(x) :
x for x > 0. It is clear that l is a strict decreasing function in the interval (0, ∞). Let h be the inverse function of l. Then h is also a strict decreasing function in the interval (0, ∆ * ) and
= 4). Then by Theorem 2.1, for any T > 0, 2 < q ≤ 4 and sufficient small ∆, we have
and
Hölder inequality implies that (6.4) and (6.4) holds for any 0 < q ≤ 4.
Since f does not satisfy polynomial growth condition in this case, then the strong convergence result Theorem 3.7 in [18] does not be hold here. However, for the continuous-time MTEM methods (2.6) and (2.7), the strong convergence results still holds for the given NSDDE. So (2.8) holds for p = 6.
Moreover |g(x, y)| 2 ≤ |x| 3 ≤ 1 + |x| 3 + |y| 3 . That is, (2.13) also holds for r = 3 andK = 1.
On the other hand, we have 
Conclusions
We have investigated the strong convergence rates of so called two versions of continuoustime MTEM methods (i.e., x ∆ (t) andx ∆ (t)) for nonlinear NSDDE d[x(t) − D(x(t − τ ))] = f (x(t), x(t − τ ))dt + g(x(t), x(t − τ ))dB t in this paper. Roughly speaking, x ∆ (t) andx ∆ (t) strongly converge (in the sense of q-th moment) to the exact solution x(t) at fixed time T (with rate L 
