Abstract-A generalized GPS (GGPS) algorithm is proposed for the problem of reducing the bandwidth and profile of the stiffness matrix in finite element problems. The algorithm has two key-points. Firstly and most importantly, more pseudo-peripheral nodes are found, used as the origins for generating more level structures, rather than only two level structures in the GPS (Gibbs-Poole-Stockmeyer) algorithm. A new level structure is constructed with all the level structures rooted at the pseudo-peripheral nodes, leading to a smaller level width than the level width of any level structure's in general. Secondly, renumbering by degree is changed to be sum of the adjacent nodes codes to make a better renumbering in each level. Simulation results show that the GGPS algorithm can reduce the bandwidth by about 37.63% and 8.91% and the profiles by 0.17% and 2.29% in average for solid models and plane models, respectively, compared with the outcomes of GPS algorithm. The execution time is close to the GPS algorithm. Empirical results show that the GGPS is superior to the GPS in reducing bandwidth and profile.
INTRODUCTION
In recent years the greatest progress in computational electromagnetics has been in the field of partial differential equation methods such as the finite-element method (FEM) [1] [2] [3] [4] [5] [6] . Nowadays FEM is one of the most popular numerical methods for solving partial differential equations [7, 8] . The FEM involves the solution of a large sparse system of linear equations, which is of the form [6] Ax = B (1) where the n × n matrix A is the coefficient matrix, called the stiffness matrix. B is right-hand side vector, and x is the unknown vector. The matrix A is generally an extremely sparse positive definite matrix.
There is a direct correspondence between the structure of the coefficient matrix A and the structure of the topology graph delineating the matrix element layout. Both direct and iterative methods can be used for solving such a system. Direct methods produce an exact solution using a finite number of operations, however, direct methods require large memory resources and consume a large solution time. For the efficient solution of the large sparse system of linear equations in Equation (1) and to compress the memory space, it is desirable to have a nodal renumbering scheme to ensure that the corresponding coefficient matrix A will have a narrow bandwidth and profile, called the matrix bandwidth minimization problem. The renumbering operation is applied before the construction of the stiffness matrix A, aimed at finding a permutation of the rows and the columns of a matrix that keeps all the non-zero elements in a band, or, as close as possible to the main diagonal. This problem has generated considerable interest over at least 32 years because of its significance in the solution of sparse matrix.
A variety of methods has been proposed for the matrix bandwidth minimization problem.
The first extensive study of bandwidth minimization problems was done by Cuthill and McKee in 1969 as the Cuthill-McKee (CM) algorithm [18] . Following the publication of the CM algorithm, graph theory and level sets became standard approaches for both bandwidth and profile reduction [5] . Methods proposed in the late 1970s and early 1980s include the Reverse CuthillMcKee algorithm [13] , the Gibbs-King algorithm [17] , and the GibbsPoole-Stockmeyer algorithm [15] . Gibbs, Poole and Stockmeyer used the concept of maximum eccentricity of graphs to develop a method that finds a good starting node. The performances of this method were superior to the CM algorithm, and its computation time became much faster than the CM algorithm [14] .
The GPS uses a heuristic starting nodes finding algorithm to get a pair of nodes located at nearly maximal distance apart [16, 17] , called pseudo-peripheral nodes. However, in some problems of finite element analysis, namely, in graph associated with some more complex shapes there may be several candidates for pseudo-peripheral nodes. The selection of the pair of nodes may make a difference. Consequently, if additional criteria were taken into account to enlarge the amount of the eligible nodes, more pseudo-peripheral nodes would be found.
In this paper we introduce a generalized modification to the GPS algorithm, aiming at the improvement of its extension in the selection of pseudo-peripheral nodes. It modifies the GPS pseudo-peripheral nodes finding algorithm to get more pseudo-peripheral nodes. In the third algorithm of GPS method, the rule for renumbering is also modified. Renumbered by degree seems to be instable, so we change the rule to be by the numbers of the sum of the adjacent nodes codes.
Section 2 introduces the necessary terminology and background. Section 3 reviews the GPS algorithm and gives the procedure of the new GGPS approach. Section 4 compares the simulation results and performances of GGPS algorithm against GPS algorithm with some classical models. Section 5 draws up our conclusions.
BASIC CONCEPTS AND TERMINOLOGIES

Matrix Terminologies
Let the coefficient matrix A in Equation (1) be an n by n symmetric positive definite matrix, with entries a ij
where β i (A) is called the ith bandwidth of A. The bandwidth of A is defined by [18] 
For the Cholesky resolution, it has been shown that, if β n, the number of operations N op required is a function of the square of β [2] 
Hence, reducing β is an important factor to decrease the resolution time.
The vector that contains all the bandwidth lines is called the envelope of A and defined by
The quantity |Env(A)| is called the profile or the envelope size of A, defined by
where P (A) represents the profile of A. By minimizing the profile, we minimize the number of stored zero values in the stiffness matrix, which can reduce the processor constraints and accelerate the resolution process.
Graph Theory
If V is a finite nonempty set and E ∈ {{(a, b)} : a = b and a, b ∈ V } is a collection of unordered pairs of elements of V , G = (V, E) is a finite undirect graph without loops or multiple edges. For the stiffness matrix A = (a ij ) n×n in Equation (1), we can define a graph G = (V, E) where V has n nodes, {v 1 , v 2 , . . . , v n }, and {v i , v j } ∈ E if a ij = 0 and i = j. The elements of V (G) and E(G) are called nodes and edges, respectively.
An important concept in bandwidth and profile reduction algorithms is level structure [15] .
the width of the level structure L(G).
It is easily observed that for any level structure, L(G), a numbering f L of G that assigns consecutive integers level by level, from the nodes in L 1 , then to those in L k , yields a bandwidth, β f L , satisfying [15] 
If the level structure L(G) is rooted, then we also have
By renumbering the nodes of corresponding graph G, we can change the structure of A to reduce both bandwidth and profile.
DESCRIPTION OF THE GGPS ALGORITHM
Review of the GPS Algorithm
The main steps of GPS process are [14] :
(i) Finding two pseudo-peripheral nodes of graph G;
(ii) Minimizing the level width; (iii) Renumbering the nodes level by level.
The GGPS Algorithm
The description of the proposed GGPS algorithm is divided to three algorithms the same as the GPS algorithm, which are algorithm I, II and III as follow. is also k, and it has not been picked up yet, then picked it up to the set of pseudo-peripheral nodes at the "v" end. (vii) Let m be the sum of pseudo-peripheral nodes at the "u" end and "v" end. Let p be the number of the pseudo-peripheral nodes at the "v" end, and q is the number of the pseudo-peripheral nodes at the "u" end, so p + q = m
Algorithm I. Finding Pseudo-peripheral Nodes
Step (v), (vi) and (vii) are the modifications introduced. The set of pseudo-peripheral nodes at the "u" end are the nodes in the last level of L v , which all have the same level depth of each rooted level structure, including node "u". The set of pseudo-peripheral nodes at the "v" are the nodes with the same degrees as v and also the same level depth compared with the level structure rooted
. . , L v m are defined as all the level structures constructed in algorithm I.
Algorithm II. Minimizing Level Width
From Equation (7), we know whether the level structure L(G) is rooted or not, the bandwidth of A, β, and the level width of L(G), w(L),
Equation (9) shows that smaller level width leads to a smaller matrix bandwidth and profile. The new level structure is a combination of all the level structures constructed in algorithm I, and more level structures tends to increase the possibility to make a new level structure with a smaller level width compared with the level width constructed in GPS method. In the above step, we have removed some nodes and the entire edges incident from G, so it is possible that the whole graph has been divided to be separate parts. We define those separate parts as "subgraphs", such as C 1 , C 2 , . . ., C t . Graph G now consists of a set of more than one subgraph 
Algorithm III. Renumbering
Unlike GPS algorithm renumbering the nodes by the order of increasing degree, in GGPS the nodes are renumbered in the order of increasing sum of the adjacent nodes codes (in the following "sum" for short). Step (i) did not interchange v and other node and algorithm II selected the "v" end elements of the level set for subgraph C 1 .
An Example
This example explains the procedure of GGPS algorithm. Fig. 1 is the example with 58 nodes. Fig. 1(a) is the mesh and Fig. 1(b) is its corresponding topology graph. Its initial bandwidth is 51, and initial profile is 1134.
From Fig. 1(b) , we first find two pseudo-peripheral nodes 7 and 8, which are also the two pseudo-peripheral nodes in GPS method. Their rooted level structures are shown in Fig. 2(a) and Fig. 2(b) . Call node 7 as the "v" node and node 8 as the "u" node. In the last level of L 7 (G), there is only one node, node 8, so the pseudo-peripheral nodes at the "u" end only include node 8. In the graph with the rest nodes, we can still find nodes 1, 5, 6, 9 and 25 with the same degree as node 7, and the level depths of
and L 25 (G) are 8, 8, 9, 9 and 10, respectively. Only L 25 (G) has the same level depth as the level depth of L 7 (G). So the pseudo-peripheral nodes at the "v" end include node 7 and 25. The associated level set in GGPS procedure is (i 1 , i 2 , i 3 ); i 1 and i 2 is the index of the level in L 7 (G) and L 25 (G) that contains w, and k + 1 − i 3 is the index of the level in L 8 (G) that contains w. For example, the associated level set for node 7 is (1,3,1) ,
, for node 25 is (3,1,2) and for node 8 is (10,9,10). The associated level sets in our method and the associated level pairs in GPS method for all nodes in the example are given in Table 1 choose L 25 (G) to be the "new" level structure, and the level width of our "new" level structure is 11. For GPS method, by the associated level pairs, the new level structure L (G) is constructed by L 7 (G) The level width of the GPS new level structure is 12. Compared with the level width of the "new" level structure in GGPS method, the level width of the GPS new level structure is larger than the former one by 1.
By renumbering the nodes in the GGPS new level structure level by level, using the sum of the numbers of the adjacent nodes for each sum of the adjacent nodes codes, for example, tthe nodes in L 2 of L 25 (G) in the order of increasing sum are 26, 24 and 52, so we renumber 26 to be 2 (node 25 has been renumbered to be 1). The nodes adjacent to 26 in L 2 are 24, so we renumber 24 to be 3. The last one 52 is renumbered to be 4. From L 3 to L 10 using the same renumbering rule as in L 2 , we obtain a new numbering of the graph with a bandwidth of 11 and a profile of 401, while the bandwidth and profile in GPS method is 15 and 429, respectively. The reduction ration of bandwidth and profile compared with GPS method is 26.67% and 6.53%. The graph with the new numbering is shown in Fig. 3 . The sparse matrices structures of GPS renumbering and GGPS renumbering are shown in Fig. 4 . The sparse matrix structure of GGPS renumbering is apparently slim and uniform compared with the sparse matrix structure of GPS renumbering, which means our renumbering is better than the GPS renumbering.
DESCRIPTION OF TEST RESULTS
The test problems usefully answering two-dimensional questions may not be useful for answering the three-dimensional questions. In order for the problems to be representative of a fairly large class of applications, and also in order to assess the time complexity carefully, the authors chose 21 plane models for two-dimensional problems and 21 solid models for three-dimensional problems. The proposed method is applied to different geometries, and both GGPS and GPS algorithm are coded using FORTRAN 95 programming language. Table 2 gives the test results and comparisons for 21 volumes with tetrahedron meshes. Table 3 gives the results and comparisons for 21 plane models with triangular meshes. Table 4 gives the computation time ratio between GPS procedure and GGPS procedure.
From the results of solid models we get the means which are 37.63% in bandwidth reduction, 0.17% in profile reduction, and 1.03 Table 2 . Test results for solid models (bandwidth and profile) (β g --bandwidth of GPS, P g --profile of GPS; β gg --bandwidth of GGPS, P gg --profile of GGPS; m --the number of pseudoperipheral nodes). Table 3 . Test results for plane models (bandwidth and profile) (β g --bandwidth of GPS, P g --profile of GPS; β gg --bandwidth of GGPS, P gg --profile of GGPS; m --the number of pseudoperipheral nodes). could find more suitable pseudo-peripheral nodes. The results in Table 4 shows the increased complexity in the proposed method makes little effect in time increasing. For a banded solver using Cholesky resolution, a 38% bandwidth reduction leads to a decrease of needed operations by about 75% compared with the GPS method. Indeed, the number of operations is reduced by square value of bandwidth for such direct solvers.
CONCLUSIONS
Based on the GPS algorithm, we have developed a more generalized algorithm to provide high quality solutions to the problem of minimizing the matrix bandwidth and profile. Overall experiments with 42 instances were performed to assess the merit of the proposed GGPS method, which are more competitive by a set of data reported in the paper. The reduction in bandwidth is impressive, as the means are 37.63% for solid models and 8.91% for plane models. The profiles are reduced in a small range in average, while the means are 0.17% for solid models and 2.29% for plane models.
The modifications embody the generalization of the original GPS algorithm. Compared with the GPS method, in most cases the GGPS produces more pseudo-peripheral nodes, leading to better numberings, only slightly worse in computation time. The reduction in bandwidth compared with the GPS method leads to a squared ratio reduction in the number of operations needed for LU or a complete Cholesky's resolution scheme. The profile of stiffness matrix is also reduced, offering significant savings of memory storage which accelerate the resolution scheme. It was concluded that the GGPS has a more generalized rules, hence, the reordering of the matrix can be always better than the GPS reordering. The GGPS algorithm can be widely used in the reordering of sparse matrix in the finite element method.
