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Abstract. The problem of domain adaptation has been extensively stud-
ied for object classification task. However, this problem has not been as
well studied for recognizing actions. While, object recognition is well un-
derstood, the diverse variety of videos in action recognition make the
task of addressing domain shift to be more challenging. We address this
problem by proposing a new novel adaptation technique that we term as
unsupervised deep action domain adaptation (U-DADA). The main con-
cept that we propose is that of explicitly modeling density based adap-
tation and using them while adapting domains for recognizing actions.
We show that these techniques work well both for domain adaptation
through adversarial learning to obtain invariant features or explicitly re-
ducing the domain shift between distributions. The method is shown to
work well using existing benchmark datasets such as UCF50, UCF101,
HMDB51 and Olympic Sports. As a pioneering effort in the area of deep
action adaptation, we are presenting several benchmark results and tech-
niques that could serve as baselines to guide future research in this area.
Keywords: Action Recognition · Domain Adaptation · Transfer Learn-
ing.
1 Introduction
When a camera network is deployed for surveillance and security applications,
the biggest challenge is to effectively use the visual recognition (object and hu-
man activity/event) algorithms trained on the dataset available to the develop-
ers. Often, these algorithms fail due to the problem, commonly known as domain
shift between the data in the development and the real environment. While, do-
main shift has been widely studied in the context of object adaptation, there are
hardly any effort to address this problem for action/event classification. In this
paper, we investigate the domain shift in action space.
Deep Networks have been shown to bridge the gap between the source and
target domains and learn transferable features. However, they cannot completely
remove the gap between the two domains [11],[32]. To overcome this, several
methods [14],[17],[18],[19],[32] have been proposed which incorporate additional
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Fig. 1. Conceptual diagram of source sample selection to maximize positive transfer
and minimize negative transfer. The samples of three classes from source domain are
shown in three colors with ’+’ symbols. The unlabelled target domain samples are
shown with ’o’ symbol. Fig (b) shows the selected source samples. Best viewed in color.
layers into the deep network to align the source and target domain distributions
and reduce domain discrepancy. In addition, there are other class of methods
[10],[23],[31] which leverages the concept of Generative Adversarial Network [13]
and formulate the problem as minimax game to make the source and target
feature representations indistinguishable through adversarial learning. However,
all these methods have been proposed mainly for object adaptation task and they
have been shown to perform well for the standard object adaptation datasets.
In this paper, we investigate an equally important, but under-explored prob-
lem of action domain adaptation, which is even more challenging due to the
diverse variety of videos. Human Action Recognition has been widely studied
in the standard setting of supervised classification [4],[7],[24],[30],[35]. However,
there are no efforts to evaluate these methods in multi-domain setting or em-
bed domain adaptation architectures. We built an action domain adaptation
architecture on top of the popular 3D-CNN [30] and evaluate it using three
multi-domain datasets.
All the deep domain adaptation methods, mentioned above, blindly use the
source domain dataset to align it with the target domain. Intuitively, it seems
reasonable to expect that certain source data points, which are close to the target
data points in the learned feature space would have positive effect on the adapta-
tion process. However, there could be many other samples in the source domain
that can spoil the alignment process. In this paper, we propose to address the
problem by maximizing the positive transfer and minimizing the negative trans-
fer from the source to the target domain. This is achieved by explicitly modeling
density based adaptation and using them while adapting domains for recogniz-
ing actions. The idea has been illustrated in Fig 1 using a three class source
and target dataset. We investigate two possibilities, one based on the density of
the target points around each source point and another based on the density of
the source points around the target points. These methods, we call as Source
Centred Target Density Modeling (SCTDM) and Target Centred Source Density
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Modeling (TCSDM) respectively. Empirically, we show that these techniques
work well both for domain adaptation through adversarial learning to obtain
invariant features or explicitly reducing the domain shift between distributions.
In summary, our main contributions are as follows:
1. Extend few popular object-centric deep domain adaptation methods for ac-
tion adaptation and craft a new deep action domain adaptation method.
2. Propose a new guided learning framework for enhanced positive transfer and
reduced negative transfer between source and target domain.
3. Extensive evaluation using several action datasets.
2 Related Work
Activity/Event analysis has been a widely studied area and a large number of
papers have been published. However, the literature review, here, mainly fo-
cuses on various domain adaptation methods, which is a popular field in the
area of transfer learning [21]. In a recent survey paper [2], domain adaptation
and transfer learning techniques have been comprehensively discussed with a
specific view on visual applications. It covers the historical shallow methods, ho-
mogeneous and heterogeneous domain adaptation methods and the deep domain
adaptation methods that integrate the adaptation within the deep architecture.
Recently, deep domain adaptation methods [9],[17],[18],[19],[23] have shown
significant performance gains over the prior shallow transfer learning methods.
Many of these methods learn a feature representation in a latent space shared
by the source and target domains. A popular approach among them is to mini-
mize Maximum Mean Discrepancy (MMD) or its variant to effectively align the
two distributions. Where, MMD is a non-parametric metric that measures the
distribution divergence between the mean embedding of the two distributions in
Reproducing Kernel Hilbert Space (RKHS). For example, in Deep Domain Con-
fusion (DDC) method [32], the MMD is used in last fully connected layer along
with classification loss to learn representations that are both domain invari-
ant and discriminative. In Deep Adaptation Network (DAN) [17], Multi-Kernel
MMD is used to improve the transferability of the features from source to target
domain. In Residual Transfer Network (RTN) [18], the assumption of shared
classifier between source and target domain is relaxed. It combines MK-MMD
with an adaptive classifier to further improve the performance. The classifier is
adapted by learning a residual function with reference to the target classifier.
In Joint Adaptation Network (JAN) [19], Joint-MMD (JMMD) is used to align
the joint distributions of multiple domain-specific layers across two domains.
In another approach, simple linear transformation is used to align the second-
order statistics of the source and target distributions. This approach, called as
correlation alignment (COROL) [28] was further extended in [29] with Deep
COROL in which a non-linear transformation is learned to the correlations of
layer activation.
Other class of methods [10],[23],[31] for domain adaptation leverages the con-
cept of Generative Adversarial Network (GAN) [13] and formulate the problem
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as minimax game to learn a domain invariant feature representation. For ex-
ample, in Domain Adversarial Neural Network (DANN) [10], gradient reversal
layer is used for adversarial learning. In [31], a generic framework for adversarial
adaptation is proposed in which the adversarial loss type with respect to the do-
main classifier and the weight sharing strategy can be chosen. In the adversarial
learning methods, when the source and target features become completely in-
distinguishable, there are vanishing gradient problem. The Wasserstein Distance
Guided Representation Learning (WDGRL) [23] method addresses the problem
of vanishing distance.
All the domain adaptation methods discussed above are for image/object
classification problem. The domain adaptation in videos has been highly under-
explored. In fact, we could only find one subspace based method [15] on the video-
to-video domain adaptation problem. There are few studies [3],[16],[26],[34],[36]
on cross-view action recognition and a few on heterogeneous domain adaptation
[5],[6],[33]. In that sense, to the best of our knowledge, this paper is one of the
first few papers for the video-video domain adaptation.
3 Proposed Action Adaptation Approach
In this paper, the action domain adaptation networks are built on top of the
feature embedding layers of a popular deep network architecture known as 3D-
CNN [30]. This is either combined with the adversarial learning layer to obtain
domain invariant features or distribution matching layer to explicitly reducing
the domain shift between the distributions. The base convolutional layers of
3D-CNN learn mapping from the video input to a high-level feature space. The
3D-CNN network, when combined with the Gradient Reversal Layer (GRL),
results in AGRL (Action GRL) and with Residual Transfer Network (RTN), it
gives ARTN (Action RTN). We combine distribution matching and residual clas-
sifier learning with the GRL to create a unified adaptation framework named as
unsupervised deep action domain adaptation (U-DADA), Further, we propose
a density based adaptation approach, in which source samples are carefully se-
lected to enhance positive transfer and reduce negative transfer between the two
domains.
3.1 Problem Definition
Let’s assume that the source domain consists of NS labelled actions clips DS =
{xiS , yi}NSi=1, each having K-frames. Similarly, the target domain has NT unla-
belled action video clips, DT = {xiT }NTi=1, each having K-frames. The source
and target domains are assumed to be sampled from different probability dis-
tributions pS and pT respectively, and pS 6= pT . The goal of this paper is to
design a deep action domain adaptation network that learns feature embedding
f = Gf (x) and transfer classifiers y = Gy(f), such that the expected target risk
Pr(x,y)∼pT [Gy(Gf (x)) 6= y] can be bounded by leveraging the source domain
labeled data.
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3.2 Preliminaries
Maximum Mean Discrepancy: Let the source and target data be sampled
from probability distributions pS and pT respectively. Maximum Mean Discrep-
ancy (MMD) [14] is a kernel two-sample test which rejects or accepts the null
hypothesis pS = pT based on the observed samples. Formally, MMD is defined
as,
DH(pS , pT ) = sup
h∈H
[EXS [h(XS ]− EXT [h(XT ]] , (1)
where H is a class of function lying in RKHS (Reproducing Kernel Hilbert
Space), which can distinguish any two distribution. In this case, MMD is the dis-
tance between their mean embedding: DH(pS , pT ) = ‖µXS (pS)− µXT (pT )‖2H.
Theoretically, it has been shown [14] that pS = pT if and only if DH(pS , pT ) = 0.
In practice, the MMD is estimated using the following equation:
DˆH(pS , pT ) =
1
N2S
NS∑
i=1
NS∑
j=1
k(xiS ,x
j
S) +
1
N2T
NT∑
i=1
NT∑
j=1
k(xiT ,x
j
T )
− 2
NSNT
NS∑
i=1
NT∑
j=1
k(xiS ,x
j
T ),
(2)
where, DˆH(pS , pT ) is the unbiased estimate ofDH(pS , pT ). The characteristic
kernel k(xi, xj) = e‖vec(x
i)−vec(xj)‖2/b is the Gaussian kernel function defined on
the vectorization of tensors xi and xj with bandwidth parameter b.
3.3 Deep Action Domain Adaptation (DADA)
In this paper, we craft a new action domain adaptation network, which is built
on the popular deep network architecture known as 3D-CNN [30]. The proposed
network, incorporates several popular choices from object adaptation space. This
network, named as Deep Action Domain Adaptation (DADA), combines the
adversarial learning and distribution matching ideas from the image adaptation
literature. Our network architecture, shown in Fig 2, includes seven layers of 3D-
CNN for feature mapping Gf (.; θf ), 3-5 layers of residual network for classifier
adaptation Gy(.; θy), 1-3 layers of MK-MMD for feature distribution matching
DL(DS ,DT ), one layer for entropy of class-conditional distribution of target
data GE(.; θE) and three adversarial layers for domain alignment Gd(.; θd). In
the network, the feature mapping layers share weight between source and target
domains. Here, an adversarial game is played between a domain discriminator
Gd(.; θd), which is trained to distinguish the source and target domain samples,
and the feature extractor Gf (.; θf ), which is fine-tuned simultaneously to confuse
the domain discriminator. Similarly, the other layers are fine-tuned to minimize
the losses.
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Fig. 2. Architecture of the proposed Deep Action Domain Adaptation (DADA) net-
work. Gf (.; θf ) is the feature mapping function, Gy(.; θy) is the class discriminator
function, GE(.; θE) is the entropy function and Gd(.; θd) is the domain discriminator
function. Ly, LE and Ld are the corresponding loss functions. DL(DS ,DT ) is the dis-
tribution matching function. GRL is gradient reversal layer. Other back-propagation
layers have been omitted for simplicity. Best viewed in color.
In the adversarial training, the parameters θf are learned by maximizing the
domain discriminator loss Ld and the parameters θd are learned by minimizing
the domain loss. In addition, the label prediction loss Ly, the MK-MMD loss
D(DS ,DT ) and target data entropy LE are also minimized. The overall loss
function for the DADA is:
L(θf , θy, θE , θd) =
1
Ns
∑
xi∈DS
Ly(Gy(Gf (xi)), yi)
+ γDL(DS ,DT ) + µ
NT
∑
xi∈DT
LE(GE(Gf (xi)))
− λ
NS +NT
∑
xi∈DS∪DT
Ld(Gd(Gf (xi)), di),
(3)
where γ, µ and λ are the trade-off parameters in the objective function (3)
that shape the features during learning. Ly is the cross-entropy loss for la-
bel prediction, LE is the entropy function of class-conditional distribution of
the target features [18] and Ld is the domain classification loss [9]. At the
end of the training, the parameters θˆf , θˆy, θˆd will give the saddle point of
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the loss function (3): (θˆf , θˆy, ˆθE) = argminθf ,θE ,θy L(θf , θy, θE , θd) and (θˆd) =
argmaxθd L(θf , θy, θE , θd).
3.4 Density Based Adaptation
The existing deep object domain adaptation methods blindly use all the source
domain samples without worrying about the transfer capabilities of the individ-
ual samples. Intuitively, it seems reasonable that certain source data samples,
which are close to the target data samples in the learned feature space would
have positive transfer and other samples which are far off in the feature space
would have negative transfer. This makes the training unstable and compromises
the domain transfer capability of various methods. In this paper, we address the
problem by explicitly modeling density based adaptation, which enhances the
positive transfer and reduces the negative transfer from the source to the target
domain. This is achieved by an informed selection of a subset of source do-
main points based on their closeness with the target domain. The concept of
source selection has been illustrated in Fig 1 using three class domain adap-
tation problem. We propose two approaches, one based on the density of the
target samples around each source sample and another based on the density of
the source samples around the target samples. These methods, called as Source
Centred Target Density Modeling (SCTDM) and Target Centred Source Density
Modeling (TCSDM) are discussed below.
Source Centred Target Density Modeling (SCTDM): Let us define the
number of target points around each source point as:
nT (xS) = |xT |Sim(xS ,xT ) ≥ | (4)
where,  is the mean similarity between each source point and all the target
points. The similarity measure, Sim(xS ,xT ) = xSGx′T , where G is a similarity
kernel. There are several options available for G, which can be used as similarity
kernel between source and target domain (e.g. Radial basis kernel). However,
in this work, G is set to identity matrix. Further, we define the average target
density for each class of the source data as,
n
(c)
T =
1
N cS
∑
(nT (xS)|yS = c) (5)
where N cS is the number of source data points in class-c and yS is the class label.
Given a source and target dataset XS ∈ RNS×D and XT ∈ RNT×D, consist-
ing of NS and NT D-dimensional feature vectors computed using the fine-tuned
model. We compute the similarity Sim(xS ,xT ) between the source and target
domain and the average target density n
(c)
T for each class in the source domain
and then select a balanced set of source samples having target density more
than the n
(c)
T i.e. X
′
S =
{
xS : nT (xS) > n
(c)
T , |X′S | < α|XS |
}
. Here, α is a hyper
parameter defining the fraction of the source data, the upper limit of which is
fixed at 90% in all the experiments.
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Target Centred Source Density Modeling (TCSDM): In the second ap-
proach, as illustrated in Fig 1, we perform clustering of the target data, centred
around which, we find a balanced set of samples from the source domain. If the
number of classes in labelled source data is C, the target data is clustered into
C-clusters. For each cluster c ∈ C, its radius Rc is found and also the distance
between all the source points with C clusters are computed (a distance matrix
(NS × C). The distances are sorted to find the closest cluster for each source
point. Now, for each class, the source points are examined in the order of their
increasing distance from the cluster centre. The points are selected if they are
within a distance of Rc/2 (empirically chosen based on the analysis of distances
for the dataset) from the cluster centre and the total count of the particular
source class is less than a predefined fraction. The percentage of source data to
be selected is a hyper-parameter, whose upper limit is fixed at 90% in all the
experiments.
4 Experiments
In this paper, our deep action domain adaptation method has been compared
with two other deep adaptation methods, which are obtained by extending two
object domain adaptation methods. They are adversarial learning based Gra-
dient Reversal Layer (AGRL - Action GRL) method and feature distribution
alignment method (ARTN - Action Residual Transfer Network). In addition,
three baselines methods i.e. 3D-CNN, AGFK (action variant of Geodesic
Flow Kernel [12] method) and ASA (action variant of Subspace Alignment [8]
method) have also been used in the experiments. Here, the first baseline pro-
vides the No Adaptation results. The details of the experimental setup including
action datasets are discussed in the following subsections.
4.1 Setup
The action DA experiments require multiple distinct action datasets having the
same action categories. Unfortunately, there are hardly any benchmark action
datasets available for this experiment. We specifically created three multi-domain
datasets, as described below, and evaluated the proposed approaches with them.
Specifically, for the deep action adaptation methods, a larger eighteen class
multi-domain dataset has been created from UCF101 dataset as one domain
and a combination of Olympic Sports and HMDB51 datasets as the other do-
main. In all the cases, publicly available Sport 1M 3D-CNN model is fine-tuned
using the source domain data, which is then used in the adaptation problems.
The dataset details are as follows.
KTH, MSR Action II and SonyCam Datasets: Our first dataset collec-
tion, referred to as KMS, is a combination of three datasets, consisting of two
benchmark datasets i.e. KTH [1] and MSR Action II [1] (denoted by K and M
respectively) along with a six class dataset, referred to as SonyCam (denoted by
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S) captured using a hand-held Sony camera. In KTH and SonyCam datasets,
there are six classes, namely, Boxing, Handclapping, Handwaving, Jogging, Run-
ning and Walking. MSR Action II dataset contains only the first three classes
from the KTH dataset. For the KMS dataset collection, there are four adapta-
tion problems (K → M, K → S, M → S and M → K). The SonyCam dataset
is only used as target domain owing to its small size (180 clips across 6 action
classes). In case of KTH dataset, we use training data partition of 1530 clips
spread almost equally across six classes for source domains and testing data par-
tition of 760 clips for target domain. In the MSR dataset, there are 202 clips for
three classes (Boxing-80, Handclapping-51 and Handwaving-71).
UCF50 and Olympic Sports Datasets: The second dataset collection com-
prises a subset of six common classes from UCF50 [22] (denoted by U) and
Olympic Sports [20] (denoted by O). The classes are Basketball, Clean and Jerk,
Diving, Pole Vault, Tennis and Discus Throw. For UCF50 dataset, we use 70%-
30% train-test split suggested in [27], which results into 432 − 168 train/test
action videos. Each of them are then segmented into 16-frames clips for training
and testing. Similarly, for Olympic Sports dataset, the number of unsegmented
videos in training and testing set are 260 and 55 respectively. In this case, U→ O
and O→ U are the two adaptation problems being solved.
Olympic Sports, HMDB51 and UCF101 Datasets: In the third series of
experiments, we combined the Olympic Sports and HMDB51 datasets (denoted
by OH) to construct a much larger multi-domain dataset and used all the eigh-
teen common classes between OH and UCF101 dataset. The eighteen common
classes are Basketball, Biking, Bowling, Clean and Jerk, Diving, Fencing, Golf
Swing, Hammer Throw, High Jump, Horse Riding, Javelin Throw, Long Jump,
Pole Vault, Pull-ups, Push-ups, Shot-put, Tennis Swing and Throw Discus. The
name of the classes varies slightly across the three datasets. For UCF101, the
splits suggested in [25] has been used, which results in 2411 segmented videos
of 32-frames distributed between train and test set of 1712 and 699 video clips.
Similarly, for the OH combination, 70%-30% split has been used for training
and testing, which results in 958 and 303 video clips for the two. In this case,
OH→ UCF and UCF→ OH are the two DA problems.
4.2 Implementation Details
For the feature embedding, we used the 3D-CNN architecture [30]. All the sub-
space based domain adaptation experiments have been conducted using the 4096-
dimensional fc7 features computed for 16-frame clips, obtained by segmenting
the action videos. The source and target domain points on the subspace are ob-
tained by separately stacking all the features corresponding to the two domains
and then computing the PCA of the resulting matrices.
In the case of deep action adaptation, we combine the feature mapping lay-
ers of the 3D-CNN with the layers of gradient reversal layer and distribution
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alignment layer to correspondingly obtain the AGRL and ARTN methods.
Similarly, the proposed DADA network is built on top of the 3D-CNN model
by incorporating all the components mentioned in Section 3.3. The inputs to the
network are the mini-batch of the video clips. The classification is done using the
softmax layer. We fine-tune all convolutional and pooling layers and train the
classifier layer via back propagation. Since the classifier is trained from scratch,
we set its learning rate to be 10 times that of the lower layers. We employ the
mini-batch stochastic gradient descent (SGD) with momentum of 0.9 and the
learning rate strategy implemented in RevGrad [9].
The proposed density based adaptation approach starts with computation of
the feature vectors using the fine-tuned network. These features are then used
to find a subset of source domain data samples using either of the two methods
discussed in Section 3.4 and 3.4. Once, the source samples are selected, the end-
to-end training is performed using the respective adaptation methods discussed
above.
4.3 Results and Discussions
In this section, we first present the results of all the deep action adaptation
methods for the three dataset collections. Then the effect of our proposed source
subset selection approach is analyzed for these methods.
Domain Adaptation in Action Spaces: We have evaluated our action do-
main adaptation approaches for UO, KMS and OH-UCF101 dataset collec-
tions. In majority of the cases, improvements have been observed over all the
baselines. The two subspace based domain adaptation methods (i.e. AGFK and
ASA) have been found to be generally better than 3D-CNN and the deep do-
main adaptation approaches substantially outperforms all the three baselines. In
Table 1, results for the KMS and UO datasets have been given. It can be seen
that the subspace based adaptation methods are better than the 3D-CNN No-
Adaptation baseline, which was significantly improved by the AGRL, ARTN
and DADA methods. In four out of six adaptation problems, the proposed
DADA approach gives best results. In this table, all the three deep adaptation
methods use TCSDM approach for source sample selection. In Table 2, the adap-
tation results for the OH-UCF101 dataset has been given. There are substan-
tial improvement over the three baseline, shown in the first three columns. The
proposed DADA approach outperforms the other two deep adaptation methods
for both the adaptation problems. Here, the three deep adaptation methods use
SCTDM approach for source sample selection.
The results obtained for the action domain adaptation confirms the earlier
findings of the object domain adaptation methods in [9],[18]. The domain adap-
tation module, when integrated with the 3D-CNN, improves the domain adap-
tation performance. Moreover, the proposed adaptation network, incorporating
the adversarial learning and multi-kernel two-sample matching, further improves
the adaptation performance.
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Table 1. Action Domain Adaptation results for the KMS and UO datasets. 4096-
dimensional fc7 features are used for subspace based adaptation methods AGFK and
ASA. All the deep methods (last three rows) use TCSDM approach for density based
adaptation. The best results are shown in bold
Methods K→ S K→MM→ S M→ K U→ O O→ U
3D-CNN [30] 61.11 49.8 70.22 71.89 82.13 83.16
AGFK 63.71 61.16 73.27 72.9 84.04 86.21
ASA 64.71 62.13 76.7 74.5 84.10 85.67
AGRL 70.44 73.2 77.33 86.85 88.65 91.6
ARTN 72.55 73.6 77.1 97.38 87.45 92.58
DADA 73.11 76.6 77.78 96.66 93.01 91.3
Table 2. Action Domain Adaptation results for the OH-UCF101 datasets. 4096-
dimensional fc7 features are used for subspace based adaptation methods AGFK and
ASA. All the deep methods (last three columns) use SCTDM approach for density
based adaptation. The best results are shown in bold
3D-CNN [30] AGFK ASA AGRL ARTN DADA
UCF→ OH 72.24 72.31 70.57 76.37 79.13 79.13
OH→ UCF 72.92 75.45 75.02 78.1 78.45 80.17
Analysis of Deep Action Domain Adaptation Learning: The perfor-
mance of the three adaptation methods (3D-CNN, AGRL and DADA) across
eighteen classes of OH-UCF101 dataset are shown in Fig 3. For OH → UCF
adaptation, the proposed DADA architecture outperforms the other methods
for 12-classes and the AGRL method is best for other 6-classes. Similarly, for
UCF → OH adaptation, our approach outperforms the other methods for 11-
classes and the AGRL method is best for 5-classes and in other two classes
3D-CNN is best. In other experiments also, similar results were obtained.
The source sample selection methods (i.e. TCSDM and SCTDM) have been
evaluated for the proposed DADA network using KMS and OH-UCF101 datasets.
The results, as shown in Table 3, clearly demonstrates the positive effect of the
informed source selection. In all the six adaptation problems, across the two
datasets, the proposed density based adaptation improves the results over the
full data training. Similarly, the improvements were also obtained for the other
deep adaptation methods, the results for which are shown in Fig 5.
The source samples not selected by the two methods were visually scrutinized
to understand the reasons of their non-selection. There were three main obser-
vations: (i) the video clips were visually far away from the action class; (ii) the
video clips had no action performed; (iii) the action are not visible due to clutter
or only partially visible due to occlusion. Few example video clips, illustrating
these observations, are shown in Fig 4.
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Fig. 3. Adaptation performance across eighteen classes of UCF101-OH datasets for
3D-CNN, AGRL, DADA methods (a) UCF101→ OH (b) OH → UCF101.
Table 3. Comparative analysis of the source selection methods for the OH-UCF101
and KMS datasets. The best results are shown in bold
Methods UCF→ OH OH→ UCF K→ S K→MM→ S M→ K
Full Source Data 79.13 78.45 71.33 73.2 77.3 89.1
SrcSel-TCSDM 78.96 79.78 73.11 76.6 77.78 96.66
SrcSel-SCTDM 79.13 80.07 74.08 74.91 76.89 87.76
Fig. 4. Source video clips, not selected by the TCSDM method, for few classes in the
KMS and OH-UCF101 dataset. Each column has 5 sampled frames of a video clip of
the mentioned classes.
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Effect of the Source Sample Selection on Training: The density based
adaptation, discussed in Section 3.4 is evaluated using the KMS dataset for both
AGRL and ARTN methods. The results are shown in Fig 5. In each figure,
two pair of graphs are shown, one for training using all the source data and the
other for the proposed density based adaptation using a subset of source samples
selected using the methods discussed in Section 3.4. The effect of enhanced
positive transfer and reduced negative transfer due to the informed selection of
source subset is visible in all the graphs. Specifically, for M → K adaptation
problem, the ARTN method gave significant jump for density based adaptation.
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Fig. 5. Improvement due to guided learning: Accuracy vs. Iterations; (a) K → S and
M → K for AGRL method (b) M → K and M → S for ARTN method.
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Fig. 6. Trade-off Parameter Selection: (a) Accuracy vs. Entropy Loss plot for O → U
and Accuracy vs. DC Loss plot for OH → UCF101 (b) Accuracy vs. MMD Loss plat
for OH → UCF101 and UCF101→ OH for ARTN method. All baseline results are
shown as dotted line. Best viewed in color
Hyper-parameter Selection: In the experiments, few hyper-parameters have
been chosen based on either the recommendations given in the respective pa-
pers or the specific experiments done in this paper. For example, the trade-off
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parameters µ, γ and λ in the optimization function (3) have been empirically
selected based on the domain adaptation experiments. In order to minimize the
search space of these individual parameters, greedy approach has been used. For
example, the entropy loss parameter µ and MK-MMD parameter γ is selected
by running the experiments for ARTN method, which is then used in Eq. (3) to
selected λ.
The search space for λ and µ are {0.05, 0.1, 0.4, 0.7, 1.0}. The variation in
the classification accuracy for these two parameters is shown in Fig 6(a). The
domain confusion parameter λ was found to be 0.1 and 0.4 for different adap-
tation problems and the entropy loss parameter was found to be 0.1. Similarly,
the MK-MMD parameter γ is selected by running the experiments for the val-
ues of {0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1.0, 1.5, 2.0}. The variations in classification
accuracy with MMD Loss weight for OH → UCF101 and UCF101 → OH
are shown in Fig 6(a). The maximum accuracy was obtained for MMD Loss
1.0. In these experiments, as shown in Fig 6, a bell-shaped curve is obtained as
the accuracy first increases and then decreases with the variation in trade-off
parameters.
The learning rate was another hyper-parameter, which was empirically se-
lected. Experiments were done for learning rate between 0.01− 0.0001 using the
UO dataset. The learning rate was reduced by a factor of 1/
√
10. In this exper-
iments, the maximum accuracy was obtained for 0.0001. For all other datasets,
we have used the same learning rate.
5 Conclusions and future work
In this paper, we formulated the problem of domain adaptation for human ac-
tion recognition and extended two popular approaches of object adaptation for
deep action adaptation. We crafted a new deep domain adaptation network for
action space. The methods have been comprehensively evaluated using three
multi-domain dataset collections, one of which is a large eighteen class collec-
tion. We compare these methods with three baselines and show that our deep
action domain adaptation method perform better then the baselines. Further, we
proposed a new density based adaptation method to enhance the positive trans-
fer and reduce the negative transfer between the source and target domains.
Consistent and significant performance improvements have been obtained across
various experiments. In this paper, several benchmark results and techniques
have been proposed that could serve as baselines to guide future research in
this area. In future, we would like to study the concept of continuous domain
adaptation on the streaming action videos. In addition, we would like to study
other deep learning frameworks for action domain adaptation.
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