ABSTRACT. Let (Q,<r, p) be a probability space and let X be a B-valued /i-essentially bounded random variable, where (B,\\ ||) is a uniformly convex Banach space. Given a, a sub-<r-algebra of a, the p-prediction (1 < p < oo) of X is defined as the best Lp-approximation to X by (»-measurable random variables.
Introduction.
Throughout this paper (fi, a, p) denotes a probability space, (B, || ||) is a uniformly convex Banach space, and Lp(a) = Lp(fl,a,p,B), 1 < p < oo, represents the abstract Lebesgue-Bochner Lp-space. If a is a sub-cr-algebra of er, Lp(a) denotes the (closed) subspace of Lp(a) consisting in all the equivalence classes in Lp(a) containing an a-measurable function.
In this notation we will not make any distinction between a random variable and the equivalence class it represents. Recall that random variables in Lp(a) are strongly a-measurable, i.e. they are a.s. limits of finite valued a-measurable random variables.
In [1] Ando and Amemiya have introduced the p-predictions given a cr-algebra for real valued random variables. In an analogous way, taking into account that Lp(a), 1 < p < oo, is uniformly convex, we may consider the p-prediction of a variable X E Lp(o) given the sub-cr-algebra a as the (unique) best Lp-approximation to X by elements of Lp(a). Therefore the p-prediction will be continuous in Lp(a). However there exist important differences between the real and the abstract cases. For instance, it is well known that if B = R and p -2, the 2-prediction given a coincides with the conditional mean given a, while this is not true for general uniformly convex spaces. In fact the conditional mean is always linear (see Diestel and Uhl [8, p. 122] ) but the 2-prediction is not linear unless B is a Hubert space or fi is the union of two p>atoms (Herrndorf [10] ). This paper deals with the study of the limit of p-predictions as p -* oo. In the remainder of this work we consider a fixed p>essentially bounded random variable X (i.e. X E Loo(a)) and we will prove that the p-prediction of X given the (fixed) sub-cr-algebra a converges to a best Z-oo-approximation of X by elements of Loc(a) (or oo-prediction of X given a).
For real valued random variables this result was proved in [3] . Notice that the study of the convergence as p -* oo of p-predictions on uniformly convex spaces was carried out in [7] , but the proof of the existence of the limit is not satisfactory as pointed out in [4] . (Also in connection with the Pólya algorithm see [5] .) Our proof consists of two stages. First we prove that the p-prediction, 1 < p < oo, given a can be obtained as the p-prediction (given the trivial cr-algebra) with respect to a regular conditional probability. For notational convenience, the p-prediction given the trivial cr-algebra or best Lp-approximation by constants will be called p-mean, in connection with the real case. At a second stage we will prove that the p-mean converges, as p -* oo, to the Chebysev center of the probabilistic support of X (the Midrange in the real case).
p-predictions
and regular conditional probabilities. This section is devoted to establish the relation between the p-prediction of X and the conditional probability distribution of X given a.
Given any metric space (E, d), ßs denotes the Borel cr-algebra on E. The weak convergence of measures will be denoted by -^->.
Recall that an a-measurable function is strongly a-measurable iff its image is a.s. contained in a separable subset of B.
Let Px denote the probability measure induced by X on (B,ßs). There exists a unique smaller closed set in B of Px-probability one. Moreover this set, which we denote by S(X), is separable (it is called the support of the probability Px)-Therefore the set ï'six) of all probability measures defined on ßs(x) is separable and metrizable with the topology associated to the weak convergence of measures (see Parthasarathy [11, p. 43] ). Now, considering the sub-cr-algebra a of cr, since S(X) is separable, there exists (see Ash [2, p. 265]) a function Qa : fi x ßs(x) -* R sucn that:
(a) For every w G fi, Qa(w, ■) is a probability measure on ßs(x) (hence we can also consider it as a probability on ßß)-(h) For every A E ßs(X)i Qa(-,A) is a version of p[X E A/a], the conditional distribution of X given a.
Also, since X is p>essentially bounded, we can choose Qa verifying (c) For every w G fi the identity map on B is Qa(w, ^-essentially bounded. Qa will be called a regular conditional probability (R.C.P.) of X given a, and show that for 6 > 0, f E F, and P E TS(x)-L/\f f(t)Qa(w,dt)-I f(t)P(dt) < 6 , E a.
But this is obvious because the map w -* f f(t)QQ(w,dt) is a-measurable. D
In the next proposition we use the Skorohod representation theorem for weak convergence of probability measures (see Skorohod [12] ), stated for convenience in the following way.
"Let Pn, n = 0,1,2,..., belong to Ts(x) and Pn -^-> P0. Then there exist S(X)-valued random variables Y0, Y\, Y2,... defined on an appropriate probability space (W,$,L) such that:
(i) Yn, n = 0,1,2,..., induces on (S(X),ßs^X)) the probability Pn. (ii) Yn -Y0 L-a.s." Now, let Q E r,s(x)-Define HP(Q), 1 < p < oo, to be the p-mean, computed in Lp(B,ßB,Q,B), of the identity on B. Then by constants in uniformly convex spaces is well known (see Garkavi [9] or Singer [13] ). In fact, the Chebysev center of S(X) (which we denote by 7Too) is the best Loo-approximation to X. In this section we will prove that the pn-predictions given a converge on an "oo-prediction given a" as pn -+ oo. Hence the Pólya algorithm holds for these Lp-approximations.
Some additional notation will be employed: 7rp(A/a) is the p-prediction of X given a, 7rp is the p-mean of X (1 < p < oo), and Vp = inf{||X -h\\p, h E B} (1 < p < oo). Note that, obviously, Vqo > Vp for all p.
We need a previous theorem. PROOF. From Theorem 2.5 it is obvious that for proving the convergence it suffices to consider the case in which a is the trivial cr-algebra. We will prove that 7TPri -+ 7Too (the Chebysev center of S(X)).
If not, then there exist r > 0 and a subsequence, which we denote as the initial, such that ||7TPn -TTooll > t for all n.
Let m > 0 and suppose that t is in B and verifies ||é -ttoo || < Voo and ||£ -7rPn || < Vqo + m. Then, if we call 6 to the modulus of convexity of B, II* -\{*Pn + *co)|| < [1 -0(r/(Voo + m))](Voo + m). Take mo > 0. As 9 is a nondecreasing function, choosing 0 < m < too small enough, there exists r > 0 such that (*) ||*-è^oo+ÎTpJH < Voo-r.
Since p{w/\\X(w) -7Too|| < Vx)} = 1 by definition of Vx), (*) and Theorem 3.1, with !(7Too+7rPn) as h, imply p{w/\\X(w) -7rpJ| < Voo + to} < 1-<5(r). Therefore Vp" > (Vx, + m)(6(r))x'p» which contradicts that Vx, > Vp for all p. Finally, the fact that 7r00(X/a) is an oo-prediction is obtained from Egoroff's theorem with similar techniques to those employed in [3] . D
