Abstract. Let f : C n+1 → C be a polynomial map, which is transversal at infinity. Using Sabbah's specialization complex, we give a new description of the Alexander modules of the hypersurface complement C n+1 \ f −1 (0), and obtain a general divisibility result for the associated Alexander polynomials. As a byproduct, we prove a conjecture of Maxim on the decomposition of the Cappell-Shaneson peripheral complex of the hypersurface. Moreover, as an application, we use nearby cycles to recover the mixed Hodge structure on the torsion Alexander modules, as defined by Dimca and Libgober. We also explore the relation between the generic fibre of f and the nearby cycles.
Introduction
Let f : C n+1 → C be a polynomial map, and set F 0 = f −1 (0), U = C n+1 \ F 0 . The study of the topology of U and F 0 is a classical object going back to Zariski. Libgober introduced and studied (infinite cyclic) Alexander invariants associated to U. For F 0 a plane curve ( [18] , [19] ), or a hypersurface with only isolated singularities, including at infinity ( [20] ), he obtained a divisibility result, which states that the only nontrivial global Alexander polynomial divides the product of the local Alexander polynomials associated with each singular point.
More recently, Maxim ([23] ) provided generalizations of these results to the case of arbitrary singularities, provided that f is transversal at infinity (i.e., the hyperplane at infinity is generic with respect to the projective completion of F 0 ), by using the intersection homology theory. In particular, he proved a general divisibility result ( [23] , Theorem 4.2), which restricts the prime factors (i.e. the zeros) of the global Alexander polynomials to those of the local Alexander polynomials of link pairs around the singular strata. Furthermore, Dimca and Libgober ([8] ) showed that there exist canonical mixed Hodge structures on the (torsion) Alexander modules of the hypersurface complement.
On the other hand, Dimca and Nemethi provided the connection between the Alexander invariants of U and the monodromy representation of f in [9] (for the case of f transversal at infinity, see [8] ).
Assume that f is transversal at infinity. The aim of this paper is to realize the Alexander modules by the Sabbah specialization complex, which is closely related to the nearby cycles of f . The nearby cycles provide a good way to glue all the local singular information together: the stalks of the nearby cycles are isomorphic to the cohomology groups of the local Milnor fibre. Therefore, this new approach reveals the relation between the Alexander modules and the singularities of the affine hypersurface F 0 , and provides a new general divisibility result. Moreover, as nearby cycle is an important ingredient in the theory of mixed Hodge modules, we can use nearby cycles to obtain a mixed Hodge structure (MHS for short) on the Alexander modules.
In this paper, all homology and cohomology groups will be assumed to have Q coefficients if the coefficients are not mentioned. To any complex algebraic variety X and any ring R, we associate the derived category of bounded cohomologically R-constructible complexes of sheaves on X, denoted by D b c (X, R). We say that a polynomial f : C n+1 → C is transversal at infinity if f is reduced, and the projective closure V of F 0 in CP n+1 is transversal in the stratified sense to the hyperplane at infinity H = CP n+1 − C n+1 . Consider the infinite cyclic cover U c of U corresponding to the kernel of the linking number homomorphism f * : π 1 (U) → π 1 (C * ) = Z induced by f . Then under the deck group action, H i (U c , Q) becomes a Γ = Q[t, t −1 ]-module, which is called the i-th Alexander module of the hypersurface complement U. For f transversal at infinity, Maxim showed that H i (U c ) is a torsion Γ-module for i ≤ n ( [23] ), and we denote by δ i (t) the corresponding Alexander polynomial.
The paper is organized as follows.
In section 2, we recall the definitions and the main results on Alexander modules of hypersurface complement. In particular, in section 2.4, we introduce the Sabbah specialization complex functor associated to f (see [4] , or Definition 2.7 below), which is denoted by: ψ c (F 0 , Q), which maps a torsion Γ-module sheaf complex to its underlying Q-complex. Let ψ f Q C n+1 be the Deligne nearby cycle complex associated to f . Then it is known that one has a non-canonical isomorphism ( [2] , page 13):
for
. In section 3, we prove the main result of this paper, in which we realize the Alexander modules by the Sabbah specialization complex. . By using the forgetful functor, it follows that there exist isomorphisms of Q-vector spaces:
(F 0 , ψ f Q C n+1 ) for i < n, and H n (U c ) is a quotient Q-vector space of H n c (F 0 , ψ f Q C n+1 ).
By using Corollary 1.3 in [8] and Theorem 1.1, we reveal the connection between the generic fibre of f and the Sabbah specialization complex in section 4: Theorem 1.2. Assume that the polynomial f : C n+1 → C is transversal at infinity. Let F be the generic fibre of f . Then there exist isomorphisms of Γ-modules
, where the action of Γ for H i (F ) is induced from the monodromy at the origin, denoted by M 0 (f ) i . By using the forgetful functor, it follows that there exist isomorphisms of Q-vector spaces:
, all compatible with the respective monodromy actions.
In particular, this theorem shows that H n+1 c
In section 5, we obtain the following divisibility result via the Sabbah specialization complex, which is similar to the general divisibility result proved by Maxim ([23] , Theorem 4.2). Let us compare this divisibility result with the one proved by Maxim ([23] , Theorem 4.2). The difference between these two divisibility results is on the choice of the strata. Both ways has their own advantages. If V is not irreducible, then Maxim's result is much better, since we can get a divisibility result for each irreducible component of V and choose the common factors on all the irreducible components. But if V is irreducible, the divisibility result via the Sabbah specialization complex is better, since we only need to choose strata in F 0 rather than V .
In section 5.2, we give several applications of realizing Alexander modules by the Sabbah specialization complex; in section 5.3, we prove a conjecture of Maxim (see [22] , Conjecture 4.1, and let us call it Maxim's Conjecture): when the nearby cycle ψ f Q C n+1 splits in the category of (shifted) perverse sheaves, the prime factors of the global Alexander polynomial are only among the top local Alexander polynomials of link pairs around the singular strata. In this special case, we also give a partial answer to the multiplicities of the roots of the global Alexander polynomials (see Corollary 5.13). Section 6 contains the most important application of realizing Alexander module by the nearby cycles: we recover the MHS on the torsion Alexander modules as defined by Dimca and Libgober in [8] . Since the nearby cycle functor is a functor in the category of mixed Hodge modules ( [27] ), H 2n−i c (X 0 , ψ f Q C n+1 ) naturally carries a MHS. The difficulty of giving H i (U c ) (i ≤ n) a MHS via the nearby cycles arises for i = n: H n (U c ) is just a quotient Q-vector space of H n c (X 0 , ψ f Q C n+1 ). We will solve this problem by constructing a transversal pair in section 6.1:
carries the MHS inherited from the nearby cycles.
The construction of a transversal pair can be used to show that, for polynomial transversal at infinity, most facts about torsion Alexander modules can be reduced to the homogeneous polynomial case. Indeed, let f be the homogenization of f with respect to the hyperplane at infinity H (i.e., V = { f = 0}), and let F f be the corresponding Milnor fibre given by f = 1. In section 6.2, we use the transversal pair construction to show that
which gives Proposition 4.9 in [23] and offers a new way to construct MHS. In fact, there exists a natural map from U c to F f , which induces a homotopy (n + 1)-equivalence, thus generalizing similar results obtained by Libgober in the case of isolated singularities ( [20] , Corollary 4.9).
In section 6.3, we show that the above mentioned MHS coincide (including the MHS defined by Dimca and Libgober) , and prove the following proposition, which gives Corollary 1.6 in [8] . 
C n+1 → C be a reduced degree d polynomial map, and set F 0 = f −1 (0). We say that f is transversal at infinity if the projective closure V of F 0 in CP n+1 is transversal in the stratified sense to the hyperplane at infinity H = CP n+1 \ C n+1 = {x 0 = 0}. If f is transversal at infinity, the affine hypersurface F 0 is homotopy equivalent to a bouquet of n-spheres, i.e.,
where µ denotes the number of spheres in the above join (cf. [10, page 476] ). It is shown in loc.cit. that µ can be determined topologically as the degree of the gradient map associated to the homogenizationf of f . Let U be the affine hypersurface complement: U = C n+1 \ F 0 , and assume that V has r irreducible components. Then
We have a surjective map: π 1 (U) → π 1 (C * ) = Z induced by f , and consider the corresponding infinite cyclic cover U c of U. Then, under the deck group action, every homology group 
2.2. Local system. Define a local system L on U with stalk Γ by the composed map:
with the second map being given by 1 Z → t. Here t is the automorphism of Γ given by multiplication by t. Then we have the following Γ-module isomorphisms ( [23] , Corollary 3.4):
2.3. The peripheral complex. By choosing a Whitney stratification of V , and using the hyperplane at infinity H, we obtain a stratification of the pair (CP n+1 , V ∪ H). Then, for any perversity function p, the intersection homology complex IC
is defined by using Deligne's axiomatic construction (see [1] , [13] and [14] ). In this paper, we mainly use the indexing conventions from [14] . In particular, we have the following normalization property: 
where the middle and logarithmic perversities are defined as:
., m and l are superdual perversities in the sense of [5] .)
With the above assumptions and notations, the Cappell-Shaneson superduality isomorphism holds, i.e., one has ( [5] , Theorem 3.
where if A • is a complex of sheaves, DA • denotes its Verdier dual. Here A op is the Γ-module obtained from Γ-module A by composing all module structures with the involution t → t −1 .
or, by using Theorem 2.4, by
→ .
Then, up to a shift, R • is a self dual (i.e., R
, torsion (i.e., the stalks of its cohomology sheaves are torsion modules) perverse sheaf on CP n+1 (see [23] , section 3.2). In fact, R
• has compact support on V ∪ H, and
as defined by Cappell and Shaneson, see [5] or [23] .
2.4. The Sabbah specialization complex. The Sabbah specialization complex (see [28] , and its reformulation in [4] ) can be regarded as a generalization of Deligne's nearby cycle complex. For a quick introduction to the theory of nearby cycles, the reader is advised to consult [7] and [25] .
In our notations, consider the following commutative diagram of spaces and maps:
where π is the universal covering of the punctured disk C * , and the right hand square of the diagram is cartesian.
Definition 2.7. The Sabbah specialization complex functor of f is defined by ψ
, and we call ψ S f Q C n+1 the Sabbah specialization complex. Remark 2.8. The definition of Sabbah's specialization complex is slightly different from that of the nearby cycle complex of Deligne, where Rπ ! is replaced by Rπ * .
Consider the natural forgetful functor for :
, which maps a torsion Γ-module sheaf complex to its underlying Q-complex. Let ψ f Q C n+1 be the Deligne nearby cycle complex associated to f . It is known that one has a non-canonical isomorphism ( [2] , page 13):
. For short, in the following we write Q for the constant sheaf Q C n+1 .
Lemma 2.9. ([4], Lemma 3.4 (b)) Let i and l be the inclusions of
F 0 and U into C n+1 as in the diagram (2.5). Then, for L as in section 2.2, ψ S f Q ∼ = i * Rl * L.
Moreover, we have the following distinguished triangle in
Then we can identify the Sabbah specialization complex with the restriction of the peripheral complex to F 0 :
Proof. Let j and k be the inclusion of U and respectively (1) follows from the composition of pull back functors and (2) comes from previous lemma.
Realizing Alexander Modules by the Sabbah Specialization Complex
In this section, we prove Theorem 1.1, in which we realize the Alexander modules by Sabbah specialization complex. This result plays an important role in our follow-up paper [21] , in which we obtain several polynomial identities, e.g., relating the top Alexander polynomial of the complement U with the intersection pairing on the boundary manifold of U.
The following lemma plays a key role in the proof of Theorem 1.1, and follows from a base change isomorphism induced by the transversality of f at infinity.
Proof. Consider the following commutative diagram of inclusions:
There is a base change isomorphism associated with this diagram due to the fact that V intersects H transversally ( [29] , Lemma 6.0.5):
By applying this base change isomorphism to L on U, we have
The quasi-isomorphism (2.1), restricted over CP n+1 \ V , gives: 
by the Verdier duality. Here L op is the dual of local system L, which is obtained by composing the representation of L with the involution t → t −1 . Then
The quasi-isomorphism (2.1), restricted over C n+1 , and composed with the involution, gives:
is also a m-perverse sheaf. Since C n+1 is an (n+1)-dimensional affine variety, we have the similar vanishing results:
Putting all things together, we get that:
Proof of Theorem 1.1. By applying the compactly supported hypercohomology functor
→ of (2.6), we have the following long exact sequence:
where the isomorphism H n+1 c (C n+1 , Rl * L) = Γ µ is induced from the long exact sequence (3.1). In fact, the Sabbah specialization complex is torsion; and H
is torsion for i < n + 1 and H n+1 (U c ) = Γ µ . Therefore we have the following Γ-module isomorphisms for i < n,
f Q) and an exact sequence for i = n:
Remark 3.2. By using the Verdier duality on the equality (3.2) and comping with the involution, we have:
Similar results are also true for the corresponding extensions of L over CP n+1 \ V .
Generic Fibre and the Sabbah Specialization Complex
It is well known that there exists a (minimal) finite bifurcation set B f ⊂ C such that f is a locally trivial fibration over
, 2.12), hence this case is not really interesting from the point of view of Alexander-type invariants. So, in this paper, we always assume 0 ∈ B f , and set B * f = B f \ {0}. 4.1. Proof of Theorem 1.2. Consider the compactly supported cohomology long exact sequence induced by the inclusion of T * 0 into U:
Since f is a fibration over D * 0 with fiber F , we have the similar isomorphisms:
Then the above long exact sequence becomes the homology long exact sequence induced by the natural inclusion of F into U c ( [9] ). Theorem 2.10 in [9] shows that H
If f is transversal at infinity, Dimca and Libgober showed ( [8] ) that, for b ∈ B * f , f −1 (b) has only isolated singularities, and T b is obtained from F by adding µ b (n+1)-cells, where µ b is the sum of Milnor numbers of the singular points in f −1 (b). Recall that for f transversal at infinity,
Consider the compactly supported long exact sequence associated to the distinguish triangle
→. We have the following commutative diagram induced by the inclusion of T 0 into C n+1 :
The first horizontal long exact sequence in the diagram shows that H
is a torsion Γ-module for all i. In fact, the Sabbah specialization complex is torsion, and H
is a torsion Γ-module. Then it follows from the equality (3.2) that the map (2) in the diagram is 0 for all i.
So we have a short exact sequence:
Then the equality (3.2) and (4.1) gives:
Thus the map (1) in the diagram is surjective for i < n. The torsion Γ-modules H
for i < n (by Theorem 1.1 in this paper and Corollary 1.3 in [8] ), so the map (1) is in fact an isomorphism for i < n.
Therefore, for i = n, we have a short exact sequence:
is injective, and the proof of Theorem 1.2 is completed.
4.2.
The case µ = 0. Recall that if f is transversal at infinity, then F 0 ∼ ∨ µ S n , and H n+1 (U c ) = Γ µ . The proof of Theorem 1.1 and Theorem 1.2 shows that the number µ is crucial for the n-th Alexander module H n (U c ).
and [8] . Moreover, when µ = 0, the isomorphism (4.3) holds for all i, which is just like the homogeneous polynomial case.
Proof. It remains to prove that when µ = 0, the isomorphism (4.3) holds for all i. Assume that µ = 0, then H n+1 (U c ) = 0, and all the cohomology groups in the equality (3.2) and (4.1) vanish. So, the exact sequence (3.3) becomes an isomorphism:
, and the short exact sequence (4.2) gives:
Huh provided ( [15] ) a positive lower bound of µ for isolated singularities case, unless V is a cone (i.e., f is a homogeneous polynomial up to a change of coordinates). Theorem 1 in [15] can be rephrased as follows: Remark 4.4. This theorem is not true for non-isolated singularities case. In fact, consider the threefold in CP 4 defined by :
, with d ≥ 3. µ can be determined topologically as the degree of the gradient map of the defining equation of V , see [10] . It is known that µ = 0 and V is not a cone (see [15] ).
We can use Proposition 4. Proof. V ∩ H is defined by the homogeneous polynomial h = f d = 0. For n = 1 and f transversal at infinity, V ∩ H is d distinct points, so, without loss of generality, we can assume
The multiplicity of the factor (t −
is the coordinate of this singular point in C 2 . Therefore, up to a change of coordinates, f is a homogeneous polynomial.
If there is no d-fold point, then m i < d. Using equation (4.4), we get
. This contradicts equation (4.5).
Divisibility Results
In this section, we obtain a divisibility result for Alexander polynomials via the Sabbah specialization complex. The proof of our result is similar to that of Theorem 4.2 in [23] .
5.1. Proof of Theorem 1.3. Fix a Whitney b-regular stratification of F 0 . Let S denote a stratum in this stratification with complex dimension s.
We use the Lefschetz hyperplane section theorem and induction down on i. The beginning of the induction is the characterization of the top Alexander polynomial: the prime factors of δ n (t) are among the prime factors of local polynomials ∆ S q (t) corresponding to strata S ⊂ F 0 , with 0 ≤ s = dim S ≤ n and n − 2s ≤ q ≤ n − s.
By the compactly supported hypercohomology long exact sequence corresponding to the inclusion of strata of F 0 , the polynomial associated to H 
Lemma 2.10 shows that
Note that all the prime factors of ∆ S q (t) are roots of unity by general (Hodge) theory, so ∆ S q (t) = ∆ S q (t), where * represents the involution t → t −1 . Then, Lemma 5.1 (for i = n), composed with the involution, gives that the prime factors of δ n (t) are among the prime factors of local polynomials ∆ S q (t) corresponding to strata S, with 0 ≤ s = dim S ≤ n and n − 2s ≤ q ≤ n − s.
We denote the Alexander polynomial of V by δ V i (t) and call δ V n (t) the top Alexander polynomial of V . Let 1 ≤ k < n be fixed. Consider L = CP n−k+1 a generic codimension k linear subspace of CP n+1 , so that L is transversal to V ∪H. Then W = L∩V is a (n−k)-dimensional, degree d, reduced hypersurface in L, which is transversal to the hyperplane at infinity H ∩ L of L. Moreover, by the transversality assumption, L ∩ F 0 has a Whitney stratification induced from F 0 , with strata of the form S ∩ L, for S a stratum in F 0 .
By applying the Lefchetz hyperplane section theorem ( [6] , (1.6.5)) to U = CP n+1 − (V ∪ H) by intersection with L, we get that the inclusion U ∩ L ֒→ U is a homotopy (n − k + 1)-equivalence. Therefore the homotopy type of U is obtained from U ∩ L by adding cells of dimension > n − k + 1. Hence the same is true for the corresponding infinity cyclic covers. Therefore,
is the top Alexander polynomial of W as a hypersurface in L = CP n−k+1 , therefore, by induction, the prime factors of δ n−k (t) are among the prime factors of local polynomials ∆ S∩L q (t) corresponding to stratum S ∩ L, 0 ≤ r = dim(S ∩ L) ≤ n − k and n − k − 2r ≤ q ≤ n − k − r. Using the fact that the link pair of a stratum S ∩ L in L ∩ F 0 is the same as the link pair of S in F 0 , the conclusion follows by reindexing (replace r by s − k, where s = dim S).
Remark 5.2. For x ∈ S, let F x be the local Milnor fibre of f at x. Then H q (F x ) is a torsion Γ-module, induced by the inclusion of the link pair of x into (C n+1 , F 0 ), and ∆ S q (t) is the corresponding local Alexander polynomial for H q (F x ). So, by stalk calculation and the superduality isomorphism (see the proof of Lemma 4.3 in [23] , or Proposition 3.12 in [4] ),
where * represents the involution t → t −1 . Let γ be the monodromy action on the Q-vector space H q (F x ) induced by the local Milnor fibration. If γ c is the monodromy action on H q (F x ) associated to the nearby cycle functor, then ( [12] ) γ c = T γ −1 . where T * represents the transpose, and * −1 is the involution. By equation (5.1), we have the following Γ-module isomorphism:
In particular, since all the prime factors of local Alexander polynomials are roots of unity, the operations of taking the involution and transpose do not change the Alexander polynomial. So (ψ f Q) give the same Alexander polynomial, and we can realize the Alexander polynomials by nearby cycles.
Application.
Recall that for f transversal at infinity, F 0 ∼ ∨ µ S n . Let i be the inclusion of F 0 into C n+1 . Then
Therefore,
otherwise.
Consider the distinguished triangle
→ ( [7] , Remark 4.2.12). By applying the compactly supported hypercohomoly functor to this triangle, we have Q-vector space isomorphisms:
(F 0 , φ f Q) for 1 ≤ i < n − 1 and a long exact sequence:
Isolated singularities.
Assume that F 0 has only isolated singular points, Remark 4.1 shows that
. So we get the same divisibility results as in [9] , 2.16:
, where ∆ p (t) is the top local Alexander polynomial for p ∈ Sing(F 0 ).
Manifold singularity locus.
Assume that Sing(F 0 ) itself is a stratum with dimension s in the Whitney stratification of F 0 , denoted by S. Then the vanishing cycle φ f Q is a local system placed in degree n − s over S. Let ∆(t) be the top local Alexander polynomial for arbitrary point in S.
If this local system is a constant sheaf (e.g., S is simply connected), then
νs , for i = n, where ν i−n+s is the (i − n + s)-th betti number of S.
In particular, if S is (s − 1)-connected (e.g., S is a smooth complete intersection, see [6] , (5.3.24)), then S is homotopy equivalent to a bouquet of s-spheres, S ∼ ∨ η S s . Assume s > 1. Then S is simply connected, so, in this case, δ i (t) = ∆(t), for i = n − s; δ i (t) = 1, for n − s < i < n; δ n (t)
Example 5.3. Assume V has only two irreducible components V 1 and V 2 , which intersects transversally with each other. If V 1 and V 2 are both smooth and n ≥ 3, then δ i (t) = 1 for 2 ≤ i ≤ n − 1.
First non-vanishing Alexander module.
Here we use the vanishing cycles to recover Libgober's result ( [20] , Lemma 1.5), which states that: H i (U c ) = 0 for 0 < i < n − k, where k ≥ 0 is the complex dimension of the singular part of F 0 . In fact, Libogber showed that π i (U c ) = 0 for 0 < i < n − k by using the Lefschetz hyperplane section theorem. The vanishing cycle complex φ f Q has support on Sing(F 0 ). Since Sing(F 0 ) is a kdimensional affine variety and φ f Q is a perverse sheaf on Sing(
In fact, the generic fibre is actually (n − k − 1)-connected. Dimca and Libgober showed ( [8] ) that there is a inclusion from the generic fibre F to U c , which induces a homotopy n-equivalence.
The eigenvalue decomposition of the nearby cycles and vanishing cycles.
The roots of δ i (t) are roots of unity of order d for 0 ≤ i ≤ n. Then we have the following Q-vector space isomorphisms for 1 ≤ i < n:
where ψ f,λ C is the subsheaf complex of ψ f C with eigenvalue λ. This shows that if
Rational homology manifold.
Assume that F 0 is a rational homology manifold. This is equivalent to say that all the local links are rational homology spheres, i.e., all the local monodromy operators do not have 1 as eigenvalue in positive degrees.
Corollary 5.4. Assume that the polynomial f : C n+1 → C is transversal at infinity. If F 0 is a rational homology manifold, then δ i (1) = 0 for all 0 < i < n.
Proof. Consider the distinguished triangle
→. All the local monodromy operators do not have 1 as eigenvalue in positive degrees, if and only if, φ f,1 Q = 0. So Q F 0 ∼ = ψ f,1 Q. Since all the local links are spheres, Poincaré duality holds for
otherwise. Therefore δ i (1) = 0 for all 0 < i < n.
We can improve this result as follows (compare with the similar proof of Maxim's result [23] , Proposition 2.1):
Proposition 5.5. Assume that the polynomial f : C n+1 → C is transversal at infinity. If F 0 is a rational homology manifold, then V is irreducible and δ i (1) = 0 for all 0 < i ≤ n.
Proof. Since all the local links are rational homology spheres, Poincaré duality holds for F 0 .
Recall that
otherwise. By the compactly supported hypercohomology long exact sequence for the inclusions of U and F 0 into C n+1 , we get:
otherwise. Again, by Poincaré duality, we get
Recall that H 1 (U, Z) = Z r , where r is the number of the irreducible components of V . So r = 1 and V is irreducible.
Recall Milnor's long exact sequence ( [9] ):
where the first morphism is multiplication by t − 1. Then the equality (5.3) gives that δ i (1) = 0 for all 0 < i ≤ n.
Remark 5.6. This proposition shows that if F 0 is a rational homology manifold, we can realize the Alexander polynomial δ i (t) by vanishing cycles instead of nearby cycles for 0 < i ≤ n. In particular, since in this case φ f,1 Q = 0, the long exact sequence (5.2) breaks into short exact sequence, so we have the following Q-vector space isomorphisms:
5.3. Maxim's conjecture. We already have a general divisibility result which restricts the prime factors of the global Alexander polynomials to those of the local Alexander polynomials of link pairs around the singular strata. More refined results can be expected under some good assumptions. Maxim posed a conjecture related to this topic ( [22] , Conjecture 4.1): When ψ f Q splits, i.e., ψ f Q is a finite sum of Deligne-Goresky-MacPherson sheaves (see [7] , Definition 5.4.7), the prime factors of the global Alexander polynomials are only among those of the top local Alexander polynomials of link pairs around the singular strata. Fix a Whitney b-regular stratification for F 0 . Let S be a stratum in this stratification with complex dimension s. For x ∈ S, we have the local Milnor fibre F x , the boundary of Milnor fiber ∂F x and the link K x . Then H n−s ((ψ f Q) |S ) is a local system on S with stalk the Q-vector space H n−s (F x ). Let L n−s (S) denote this local system. Let S be the closure of S in F 0 , hence
. In order to prove the theorem, we need to show that the Alexander polynomial associated with H n−s−i c (S, G) is some power of ∆ S n−s (t), where ∆ S n−s (t) is the top local Alexander polynomial associated to the singular stratum S. This follows from the following more general fact:
Claim: For any x ∈ S and any j ∈ Z, the corresponding Alexander polynomial of H j (G) x is some power of ∆ S n−s (t) (the power is 0 except for finitely many j). Proof of the claim. Assume x ∈ V, where V is a stratum in S. Let us prove the claim by induction down on the complex dimension of V.
If dim V = s, then V = S and x ∈ S. L n−s is a local system on S, so the claim is true. Assume the claim is true when dim V > 0 for induction. Now let us prove the claim when the point x itself is a stratum in S. By Proposition 4.1.21 in [1], we have
where K x is the link of x in S. For arbitrary y ∈ K x , y belongs to a stratum in S with dimension ≥ 1. Then, by induction, the Alexander polynomial of H j (G) y is some power of ∆ S n−s (t) (the power is 0 except for finitely many j). Using the compactly supported hypercohomology long exact sequence on the strata of K x and Lemma 5.1, it is easy to see that the Alexander polynomial of
(Note that the involution does not change the local Alexander polynomial.) The claim is proved.
Since the claim is true, using again the compactly supported hypercohomology long exact sequence on the strata of S and Lemma 5.1, we get that the Alexander polynomial associated with H n−s−i c (S, G) is some power of ∆ S n−s (t). Theorem 1.4 is thus proved. Remark 5.12. Assume that f is transversal at infinity and ψ f Q splits. Let S be a stratum in Sing(F 0 ) with complex dimension s ≥ 1. If the local system L n−s (S) is a constant sheaf (e.g., S is simply connected), then IH m 0 (S, Q) = Q, so we get a lower bound for δ n−s (t): ∆ S n−s (t) | δ n−s (t). Moreover, the roots of ∆ 
ν i+s−n (S) , for 0 < i < n;
where S runs over all the strata of Sing(F 0 ).
Example 5.14. Consider the homogeneous polynomial in C n+1 defined by
n+1−k with d > 1, 0 ≤ k < n + 1. ψ f Q splits, if and only if, d = 2 and n + 1 − k is odd. In fact, the stratification of F 0 is F 0 ⊃ S, where S = {(x 1 , · · · , x n+1 ) ∈ C n+1 | x i = 0 for 1 ≤ i ≤ n + 1 − k}. Then the stratum S is isomorphic with C k . For any x ∈ S, K x is a homology sphere if and only if d = 2 and n + 1 − k is odd ([6], (3.4.10) ).
When d = 2 and n + 1 − k is odd, Corollary 5.13 gives that δ n−k (t) = ∆ S n−k (t) = t + 1 and δ i (t) = 1 for i = n − k, 0 < i ≤ n.
Mixed Hodge Structures
Dimca and Libgober showed that for polynomials transversal at infinity, there exist MHS on the Alexander modules of the hypersurface complement ( [8] , Theorem 1.5). In this section, we will recover this MHS by using the nearby cycle functor in the category of Mixed Hodge Modules. This is the most important application of realizing Alexander modules by the nearby cycles and also a very natural way to get this MHS.
Saito associated ( [27] ) to a complex algebraic variety X an abelian category MHM(X), the category of algebraic mixed Hodge modules on X. There is a forgetful functor rat : MHM(X) → P erv Q (X), assigning a perverse sheaf to a mixed Hodge module. This functor extends to the derived level, and we have: 
Moreover, the functor ψ f is naturally lifted to a functor on D b MHM(X), in a compatible way with the corresponding functor on the underlying rational complex, i.e.,
Note that the cohomology groups with compact supports of any complex
naturally carries a MHS for all i. Recall that
Thus we obtain a MHS for H i (U c ) for i < n. But H n (U c ) is just a quotient Q-vector space of H n c (F 0 , ψ f Q), so we can't get a MHS for H n (U c ) in this way. We solve this problem by constructing a transversal pair (see below for a definition).
6.1. Proof of Theorem 1.5. Let V ′ be a reduced hypersurface in CP n+2 and H ′ be the hyperplane at infinity. Assume
The following lemma shows that transversal pairs always exist for a given (V, H) in CP n+1 , with V transversal to H.
Lemma 6.2. Let V = { f = 0} be a reduced hypersurface in CP n+1 and H = {x 0 = 0} be the hyperplane at infinity. Assume V intersects H transversally. Then there exists a transversal
this pair satisfies the following transversality conditions:
(a)
Proof. We will use the notation x = (x 0 , · · · , x n+1 ). Choose
where x n+2 is a new variable. Here V ′ is defined by the same polynomial as V . It is obvious that 
Then we get a stratification for V ′ by using the strata S × C and the point p. With this stratification, it is clear that H ′ intersects V ′ transversally. Indeed p is not in H ′ , and any other stratum S × C is a union of lines transversal to H ′ . Then we can stratify V ′ ∪ H ′ using the following strata: point p,
′ ∪ H ′ transversally (using the stratification described above). For this we notice:
-p is not in L; -L is transversal to any stratum of the form S × C, since S × C is a union of lines transversal to L. Hence L is transversal to any open subset of S × C; -L is transversal to H ′ , hence L is transversal to any open subset of H ′ . It remains to prove the transversality of L to a stratum of the form (S × C) ∩ H ′ and dim S > 0. Consider a point q of the intersection of L with such a stratum. We can assume q = [0, 1, 0, · · · , 0]. This point q is then in the intersection of S and H regarded in CP n+1 . Since V intersects H transversally, there is a path a(t) = [a 0 (t), 1, a 2 (t), · · · , a n+1 (t)] in S such that a(0) = q and the tangent vector a ′ (0) to S is not in H, that is a 
is a tangent vector to this stratum, not contained in the hyperplane L (since the last component of this vector is not zero).
We can similarly define
Then by applying the Lefschetz hyperplane section theorem to U ′ and its section L, we obtain the isomorphism
In order to finish the proof of Theorem 1.5, we need to show that this MHS does not depend on the choice of the transversal pair.
does not depend on the choice of the transversal pair.
be an arbitrary transversal pair for (V, H). Without loss of generality, we can assume that we add one new variable x n+3 such that
as we did in Lemma 6.2: V ′′ = {g = 0} and H ′′ = {x 0 − x n+2 = 0}. Consider the following commutative diagram of spaces and maps:
where i In this diagram, i 2 is an inclusion for a transversal pair by the assumption, i 1 and i ′ 2 are inclusions for the transversal pairs by Lemma 6.2, hence they all induce isomorphisms on π i (U) for i ≤ n. Therefore i ′ 1 also induces an isomorphism on π i (U) for i ≤ n, which shows that the resulting MHS on H i (U c ) is independent of the choice for i ≤ n.
is same as the one inherited from H 2n−i c (F 0 , ψ f Q) for i < n. In fact, consider the following commutative diagram of spaces and maps:
where
. Moreover, Lemma 6.0.5 in [29] shows that
and m D ≥0 denote the middle-perversity (m(2s) = −s) t-structure. (For a quick introduction to t-structure, see [1] , [7] and [29] .) V ′ \ L and F ′ 0 are both (n + 1)-dimensional affine varieties, then Corollary 6.0.4 in [29] shows that (6.1) H
The above corollary shows that, for polynomial transversal at infinity, most facts about the (torsion) Alexander modules can be reduced to the case of a homogeneous polynomial.
We can also use this construction to give a new proof of Lê's result ( [16] ), which states that, for polynomial transversal at infinity, F 0 is homotopy equivalent to a bouquet of n-spheres. This result is called the Lefschetz Theorem on generic hyperplane complements in hypersurfaces (see [10] ). Corollary 6.6. Assume that the polynomial f : C n+1 → C is transversal at infinity. Then F 0 is homotopy equivalent to a bouquet of n-spheres.
Proof. By Corollary 6.5, can assume that f ′ = f is homogeneous. Lefschetz hyperplane section theorem gives that the inclusion F 0 ֒→ F ′ 0 is a homotopy n-equivalence. Note that the affine variety F ′ 0 = { f = 0} is contractible. Then F 0 is (n − 1)-connected. F 0 has the homotopy type of a finite n-dimensional CW complex, then Theorem 6.5 in [24] shows that F 0 is homotopy equivalent to a bouquet of n-spheres.
Denote h = f d . Since V intersects H transversally, the hyperplane defined by {x 0 = 0} in C n+2 is 'generic' for f (for the statement of 'generic', see [10] , p.483). Then the Milnor fibre of f is obtained (up to homotopy) from the Milnor fibre of h by attaching (n + 1)-cells ( [10] , Proposition 9). So this natural inclusion map induces isomophisms H i (F h ) ∼ = H i (F f ) for i ≤ n − 1, and a surjective map H n (F h ) → H n (F f ) for i = n. Corollary 6.5 shows that this is compatible with Proposition 4.9 in [23] : H i (U c ) ∼ = H i (F h ) for i ≤ n − 1, and H n (U c ) is a quotient Q-vector space of H n (F h ). Remark 6.7. As an application of Corollary 6.5, we can give obstructions on the eigenvalues of monodromy operators associated to the Milnor fibre F f , just like Maxim did in section 5 of [23] . In particular, the general divisibility results (Theorem 1.3 in this paper and Theorem 4.2 in [23] ) hold for H i (F f ), where i ≤ n. Example 6.8. Assume that Sing(F 0 ) itself is a stratum in the stratification, denoted by S, and S is (s − 1)-connected with s > 1, where s is the complex dimension of S. This case has been studied in section 5.2.2. Note that H i (F h ) ∼ = H i (U c ) for i < n ( [23] , Proposition 4.9), so the non-vanishing H i (F h ) are only in degrees i = 0, n − s, n. By Corollary 6.5, the non-vanishing H i (F f ) are only in degrees i = 0, n − s, n, n + 1. It is interesting to compare this result with Theorem 1 in [17] .
6.3. Mixed Hodge structures on Alexander modules. In this subsection, we show that the above mentioned MHS coincide (including the MHS defined by Dimca and Libgober). The key point is the construction in Corollary 6.5, which shows that we can choose f ′ = f homogeneous. Assume (V ′ , H ′ , L) is a transversal pair for (V, H), and define F ′ 0 , f ′ , U ′ , (U ′ ) c and F ′ (the generic fibre of f ′ ) associated to V ′ and H ′ . We have the following isomorhisms: In fact, these three alternatives define the same MHS. Lemma 6.3 shows that the MHS defined by these three methods do not depend on the choice of the transversal pair. So we can choose the transveral pair (V ′ , H ′ , L) as defined in Lemma 6.2. Apply the change of coordinates as we did in Corollary 6.5, so that f ′ = f is homogeneous. Therefore, in this case, the generic fibre F ′ is same as the Milnor fibre F f , and H i (F f ) carries the same MHS as H (b) F h ֒→ F f is a homotopy n-equivalence with compatible monodromy. Then it induces a natural MHS morphism H i (F h ) → H i (F f ), which is an isomorphism for i < n and a surjective morphism for i = n.
(c) Choose c ∈ C such that F = f −1 (c) and F ′ = (f ′ ) −1 (c) are both generic fibres. There is a commutative diagram as follows:
Here i c and i ′ c are the natural inclusions in [8] , where i c and i ′ c induce a homotopy n-equivalence and a homotopy (n+1)-equivalence, respectively; U c ֒→ (U ′ ) c is a homotopy (n+1)-equivalence by the Lefschetz hyperplane section theorem. Then the natural inclusion F ֒→ F ′ is a homotopy n-equivalence. Therefore F ֒→ F ′ induces a natural MHS morphism H i (F ) → H i (F ′ ), which is an isomorphism for i < n and a surective morphism for i = n.
The above discussion finishes the proof of Proposition 1.6. In particular, when µ = 0, Proposition 4.2 shows that these 3 surjetive morphisms become isomorphisms. So, there exist MHS isomorphisms
This shows that, when µ = 0, f behaves, both topologically and algebraically (e.g., in terms of the variation of MHS on the cohomology of its smooth fibers), like a homogeneous polynomial. Dually, for i ≤ n, the Alexander module H i (U c ) has a canonical mixed Hodge structure. Dimca and Libogber define MHS on H i (U c ) by the sub-MHS of H i (F ) induced by i * c for i ≤ n. The diagram (6.3) shows that there exist MHS isomorphisms
Therefore we indeed recover the MHS defined by Dimca and Libgober. As a corollary, this also shows that the MHS on H i (F c ) is independent of choice of c ∈ C \ B f for i < n, where F c = f −1 (c) is the generic fibre (see [8] , Corollary 1.6).
