Learning automata are reinforcement learners belonging to the class of policy iterators. They have already been shown to exhibit nice convergence properties in a wide range of discrete action game settings. Recently, a new formulation for a Continuous Action Reinforcement Learning Automata (CARLA) was proposed. In this paper we study the behavior of these CARLA in continuous action games and propose a novel method for coordinated exploration of the joint-action space. Our method allows a team of independent learners, using CARLA, to find the optimal joint action in common interest settings. We first show that independent agents using CARLA will converge to a local optimum of the continuous action game. We then introduce a method for coordinated exploration which allows the team of agents to find the global optimum of the game. We validate our approach in a number of experiments.
Introduction
In this paper we present a reinforcement learning technique based on Learning Automata (LA). LA are policy iterators, which have shown good convergence results in discrete action games for independent learners. The approach presented in this paper allows LA to deal with continuous action spaces. Thathachar and Sastry (2004) introduced a formulation of an LA for continuous action environments known as Continuous Action Learning Automata (CALA). This method uses a parametric probability density function to represent the strategy of the agent. Since the representation is parametric, updating the strategy does not represent an issue from the computational point of view. The CALA implementation is inefficient from a sampling point of view though, since it needs to sample both the selected action and the action corresponding to the current mean of the strategy. This requirement however, is infeasible in many practical settings. An alternative implementation of LA for continuous action games is the Continuous Action Reinforcement Learning Automaton (CARLA), introduced by Howell et al. (1997) . the appropriate action range to exclude. This range is identified using only information that is local to the agents. Finally, Sections 5 and 6 will show the experimental results and conclusions.
Background
Three important topics will be addressed in this Section. First, we will refer to some standard definitions when dealing with continuous action games in Subsection 2.1, then the CARLA method is introduced in Subsection 2.2 and finally we summarize ESRL in Subsection 2.3.
Continuous action games
In this Section we introduce some definitions that are necessary before introducing our approach. We will refer to the action space of agent i as A (i) so the joint-action space on n players is A = A (1) × · · · × A (n) . In this paper the action spaces are assumed to be compact subsets of ℜ
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The strategy of each player is a probability measure on A (i) and will be denoted as f (i) a (i) for all a (i) ∈ A (i) . We will refer to the space of all possible strategies by F = F (1) × · · · × F (n) . The player's feedback or reward is denoted by β (i) a (1) , · · · , a (n) . Our work will focus on common interest games, so we can simply refer to the reward as β a (1) , · · · , a (n) . Although all agents share the same reward function, the expected reward is not the same for all of them since this expectation is dependent on their individual strategies. The expected reward for a given player with respect to the policies of the other agents (n) can be calculated as shown in (1). Notice that this expectation for every agent i is based on the strategy of all other agents. When we refer to this expected value given the current strategies of the players we will use the short notationβ (i) a (i) .
The expected reward of an agent i when using strategy f (i) is defined as (2).
As the counter part to a Nash equilibrium in discrete action games we use locally superior strategies (Veelen and Spreij, 2009) for continuous action games which is formally introduced in definition 2.1. A vicinity is defined based on a function d :
V is a vicinity of f with respect to d if and only if there is a δ > 0 such that V = {q ∈ F |d (q, f ) < δ}.
Definition 2.1 f is locally superior with respect to d if it has a vicinity V with respect to d such that
∀ q∈V,q = f ,i :β (i) f (i) >β (i) q (i)
Continuous action reinforcement learning automata
A learning automaton is a simple model for adaptive decision making in unknown random environments. The original concept of an LA originated in the domain of mathematical psychology (Bush and Mosteller, 1955) where it was used to analyze the behavior of human beings from the viewpoint of psychologists and biologists (Hilgard, 1948; Hilgard and Bower, 1966 The engineering research on LA started in the early 1960's (Tsetlin, 1961 (Tsetlin, , 1962 . Tsetlin and his colleagues formulated the objective of learning as the optimization of the following performance index 2 (Thathachar and Sastry, 2004; Tsypkin, 1971 Tsypkin, , 1973 :
The performance indexβ is the expectation of β with respect to the distribution f . This distribution includes randomness in a (probabilistic action selection according to some probability density function (PDF) f ) and randomness in β (as rewards can be stochastic). The only assumption on A is that it has to be a compact set. The goal of the learning is to update the probability density function such that the performance measure is optimized.
LA are useful in applications that involve optimization of a reward function which is not known to the learner in the sense that only noise corrupted values of the function for any specific value of actions are observable (Thathachar and Sastry, 2004) . A standard implementation is introduced below.
The implementation we are going to use in this paper is the Continuous Action Reinforcement Learning Automata (CARLA) (Howell et al., 1997) because of its applicability to real-world problems (Rodríguez et al., 2011) . In Howell et al. (1997) f is implemented as a nonparametric probability density function (PDF). Starting with the uniform distribution over the whole action space A and after exploring action a t ∈ A in time step t the PDF is updated as shown in (4). Parameters α and λ are referred to as learning and spreading rate respectively. The first one, α, determines the importance of new observations, the higher the rate the larger the change in the PDF from one time-step to another. The second parameter, λ, determines how much to spread the information of a given observation to the neighboring actions. Finally, γ is a normalization factor so Figure 1 shows a sketch of the CARLA action space exploration. At time-step t 0 (Figure 1 .a) the learner's strategy f is the uniform PDF and action a 0 is drawn at random. Then f is updated by adding a Gaussian bell around a 0 . The height is determined by the reward β t and the width by the spreading parameter λ. Then the PDF is normalized again as shown by the bold line in Figure 1 .b. From the new strategy f the action a 1 is drawn and the strategy is again updated as shown in 1.c, the resulting PDF is shown in bold. In this example both actions (a 0 and a 1 received positive rewards so the probabilities of the neighboring actions were positively reinforced ).
Every time the agent selects an action, this action will be drawn stochastically according to the PDF. Therefore the cumulative density function (CDF) is required (Parzen, 1960) . Since the PDF used in the CARLA method is nonparametric, it is computationally expensive to generate the CDF every time the function changes. The method used in this paper for the CDF is the approximation introduced by Rodríguez et al. (2011) shown in expression (5). Notice that F N(0,1) is the standardized normal cumulative density function. Also notice that the λ parameter is now dynamically changing over time. This is also introduced by Rodríguez et al. (2011) as an improvement of the method to speed-up the convergence. The spreading rate used at every time-step is calculated as a factor of the original parameter λ 0 multiplied by a convergence measure based on the standard deviation of the last n actions σ t . By directly using the CDF, numerical integration is avoided so the method becomes feasible in terms of computation. By dynamically updating the spreading rate, the convergence to the local optima is accelerated and the method is improved in terms of exploration. where:
Exploring selfish reinforcement learners
In this Subsection we will briefly explain exploring selfish reinforcement learning which was introduced for efficient exploration of the NE for reinforcement learners with discrete action spaces 3 (Verbeeck, 2004) . The main characteristic of ESRL is the way by which the agents coordinate their exploration. Phases in which agents act independently and behave as selfish optimizers (exploration phase) are alternated by phases in which agents are social and act so as to optimize the group objective (synchronization phase). During every exploration phase the agents individually apply an LA learning scheme and will converge to a pure Nash equilibrium. In the synchronization phase the solution found at the end of the exploration phase is evaluated and removed from the joint-action space. In this way, new attractors can be explored. The removal is achieved by letting at least two agents exclude their private action that is part of the joint solution. Agents alternate between exploration and synchronization phases to efficiently search the shrinking joint-action space in order to find the Pareto optimal Nash equilibrium.
In common interest games at least one Pareto optimal Nash equilibrium exists. Despite the existence of these optimal solutions, there is no guarantee that independent learners converge to such an equilibrium. Only convergence to (possibly suboptimal) Nash equilibria can be guaranteed (Claus and Boutilier, 1998) . Games such as the climbing game (Kapetanakis et al., 2003) , shown in Figure 2 are generally accepted as hard coordination problems for independent learners 4 . In this game, independent learners may get stuck in the suboptimal Nash equilibrium (a 12 ,a 22 ) with payoff 7. Whether the agents reach the Pareto optimal Nash equilibrium with payoff 11 mainly depends on the initialization of the action probabilities when learning starts. Independent learning agents will have difficulties reaching the optimal solution because of the heavy penalties surrounding it.
a 21 a 22 a 23 a 11 11 -30 0 a 12 -30 7 6 a 13 0 0 5
Figure 2: The climbing game, a common interest game. The Pareto optimal Nash equilibrium (a 11 , a 21 ) is surrounded by heavy penalties a 21 a 23 a 11 11 0 a 13 0 5
Figure 3: The climbing game after shrinking the joint-action space. The Pareto optimal Nash equilibrium (a 11 , a 21 ) is still not the only one Nash equilibrium but it is now the most likely to find
If the Pareto optimal Nash equilibrium is reached, there is no room for improvement. However if this Pareto optimal Nash equilibrium is not reached, all agents will benefit from searching for it in the long run. Suppose for example that the agents of Figure 2 have converged to joint action (a 12 ,a 22 ) corresponding to a payoff of 7 for both agents. Independent learners will not have the tendency to explore further to reach the better Nash equilibrium, with payoff 11 for both agents, because of the high punishment of -30 that surrounds this interesting Nash equilibrium.
In order not to accumulate too much punishment before discovering the best joint action (a 11 ,a 21 ), the agents should coordinate their exploration. This means that the agents should decide together to search for a better Nash equilibrium. In ESRL this is achieved by making the agents exclude the action they converged to and then restarting learning in the remaining action subspace. In the case of the climbing game presented above, the joint-action space shrinks from 9 to 4 joint actions as shown in Figure 3 . Again the learning itself can be performed in an independent manner, and this will drive the agents toward another Nash equilibrium. The average payoff received during this second period of learning can be compared with the average payoff received during the first period of learning, and as such the two Nash equilibria found can be compared against each other. This alternation between independent learning and excluding actions can be repeated until one agent has only one action left. This approach has been validated in much bigger games (Verbeeck, 2004) with more agents and more actions, as well as stochastic payoffs. Moreover the approach has also shown to beneficial in cases where agents take actions asynchronously and delayed rewards, such as for example in job scheduling settings, where agents take actions when a job is generated and jobs first enter a queue before being processed.
Convergence of CARLA
The convergence proof for a single agent CARLA was introduced by Rodríguez et al. (2011) . A similar analysis for continuous action games is given in Appendix A. We show that a set of CARLA will converge to a local attractor in the joint-action space as long as the parameter α is sufficiently low for the learners to match their expected strategies through time. Which of the multiple attractors is selected will depend on the initialization of the parameters.
In order to better understand, let us analyze the following example. The analytical expression of the reward signal is shown in (21) As shown in Appendix A if both learners start with the uniform distribution we expect them to converge to the attractor that fits expression (6) the best.
Since we are only interested in demonstrating the effect of λ we use a fixed value over all time-steps. Two λ values will be explored: 0.04 and 0.007. The learners are expected to converge to either one of the attractors to the corners (either (0.1,0.9) or (0.9,0.1)) when using λ = 0.04 and to the global maximum (0.5,0.5) when λ = 0.007. In order to prevent the learners from deviating too much from their expected strategies, a very low α value of 0.005 is used in this case. In a real setup we would never use such a low value. Because of the low learning rate we run the 100 experiments for 30000 time-steps. When using λ = 0.04, half of the times the learners converge to the attractor (0.1,0.9) while in the other half of the cases they converge to (0.9,0.1). In the second setting, when using λ = 0.007, both agents converge to the global maximum. We would like to stress that selecting a very small spreading rate is not a practical solution. The probability mass added to the explored action not only depends on the reward or the learning rate but also on the spreading rate. The larger the spreading rate, the larger the reinforcement around the selected action is. Selecting very low values of spreading rate will significantly lengthen the learning process. Moreover, the spreading rate controls to what extend the knowledge at a given action is extrapolated over the neighboring actions. Using lower the spreading rates, less information will be extended from one action into their neighbors. Using low values of spreading rate will thus cause the learners to explore the action space in more detail. As a result, using a value that is too low, will also lengthen the exploration unnecessarily.
We can conclude that in order to make the learners converge to the best attractor without extending the learning time too much, we either need information about the reward function or a better exploration of the joint-action space, as we will introduce in the next Section. The right-most column shows the samples from time-step 9000 to 10000. The last row shows the evolution of the absolute value of the covariance between actions and rewards for the first agent over the 10000 time-steps. The intervals corresponding to 0 to 1000, 2000 to 3000 and 9000 to 10000 are shaded.
ESCARLA
In order to introduce Exploring Selfish Continuous Action Reinforcement Learning Automaton (ESCARLA) let us first recall the basic idea of ESRL which is to exclude actions after every exploration phase. The problem when facing continuous action games is that it makes no sense that the agents delete a single action. Instead we consider removing a neighborhood of the action corresponding to the basin of attraction of the joint action to which the learners converged.
In order to identify the basin of attraction, we propose to use the absolute value of the covariance between the actions and rewards as a metric. Figure 5 shows the relation between the exploration and the covariance between actions and rewards from a single agent point of view. The parameter setting used for this example is the same as the one selected in Section 3. The first row shows a global view of the exploration. Three time intervals are shown. The first interval is the beginning of learning (time-steps from 0 to 1000). The second interval is when the learners are leaving global exploration (time-steps from 2000 to 3000). The last interval selected is when agents have converged to the local attractor (time-steps from 9000 to 10000). From the middle top figure, one can notice that the learners are converging to a locally superior strategy and are trapped within its basin of attraction. The dark left top cluster shows that the actions near to the locally superior strategy (0.1,0.9) are now sampled more frequently. The challenge now is to identify this using only information local to the agents. The second row shows the local information the agents have to their disposal. The same time intervals are represented in each respective column. The plots depict the selected actions on the horizontal axis with the corresponding reward on the vertical axis. The bottom row shows the absolute value of the covariance between actions and rewards over the whole learning process. Additionally, in order to have a better idea of how this covariance is evolving, the solid curve represents its average. The three intervals considered above are shaded in gray. This covariance has a low value at the beginning of learning since a lot of exploration is performed by both agents. When the agents start to be influenced by the basin of attraction of a local attractor, the noise in the rewards significantly drops, so the covariance reaches its maximum. As agents converge to a locally superior strategy, less exploration is performed and therefore the covariance value drops down to zero. The appropriate region to exclude after the agent's actions have converged to the local optimum, can therefore be estimated at the moment when the absolute value of the covariance reaches its maximum value. A good way of estimating this region is by using the percentiles of the probability density function of the actions. For a given confidence value c we can define a region as shown in expression (7) where percentile(p, f ) represents the value where the probability density function f accumulates the probability p. Notice that the lower the c the wider the region defined by expression (7), but also the lower the probability for the actions in the region to have been properly explored.
The proposal is to let the agents learn until they all reach a threshold value of convergence conv st p . Notice that any exploration phase will only be over when all agents have converged. Some limited communication is needed for this agreement on the ending of every exploration phase. Then each agent should delete the region defined by (7) from its action space -examples in the experimental results Section will use conv st p = 0.95 and c = 0.9. Deleting the action range implies modifying the action space so we need to map the remaining action space onto a compact set again as shown in Figure 6 . In the example given, the region to exclude is (0.4, 0.7). The new action space will be composed by the two remaining intervals [0, 0.4] and [0.7, 1] . To the effects of exploration, this new action space will be linearly mapped into [0, 1]. Both of them have a subset on it proportional to their extension for remaining actions should be equally eligible as they were before the mapping.
This method can introduce some abrupt jumps into the reward function as observed by the agents due to the eliminated regions, but since CARLA learners do not require continuity in the reward function this does not cause a problem. After the exclusion of the appropriate action range, all agents must restart the learning process in order to converge to another attractor. After sufficient exploration the agents should compare the reward obtained for the different joint actions to which they converged and agree on the strategy that yielded the highest reward. It is important to remember that we are assuming a common interest game, so therefore the agents have no problem to agree on the best combination of actions.
The general procedure is given in algorithm 1. The exploration and synchronization phases are also given in algorithms 2 and 3 respectively.
Experimental results
In this Section we report some experimental results. First some abstract complex continuous action games are considered and then we also evaluate our approach on a more realistic control case. Reward functions of both games. Notice in the first game to the left that the global optimum is located in a very narrow region, but this region overlaps with the other maxima in both axes (first and second agent's axis). The second game to the right is even more complex since it also has a very narrow optimum region but it does not overlap with the other maxima.
It is common to represent a continuous action game with their reward function. Two 2-agent games will be considered next. The common payoff functions are plotted in Figure 7 and the analytical expressions are given in (21) of Appendix B. These two games are introduced as complex examples where the basins of attractions are overlapping from both agent point of views. Figure 8 shows the learning performance of the agents. More specifically the average rewards collected over time are given in the figure on top and the actions selected every time-step are shown in the picture at the bottom. The parameters were set as follows: α was 0.1 while λ 0 was set to 0.2. This λ 0 value has empirically shown in experiments to give good results. A larger value may cause the learner not to converge while a shorter value lengthen the learning process unnecessarily. The value of α was selected low to avoid unstable behavior of the method. The higher the value the faster the convergence but at the same time, the more unstable the learning. A large value for α might produce early convergence to local optima. In a real world application this parameter has to be chosen more carefully since convergence time is also important. For these experiments we decide to choose a more reliable value at the cost of For the first game, the CARLA method is able to converge to the global optimum, the exploration by ESCARLA is not needed . However, for the second game, the ESCARLA clearly brings an improvement compared to the CARLA method. While the CARLA approach does not bring the agents to the global optimum, the ESCARLA leads the agents to the global optimum in the third exploration phase. Average reward is shown on top while the selected actions are shown on bottom 1 st phase 2 nd phase 3 rd phase 4 th phase total percent 0 0 32 2 68% Table 1 Convergence to the global optimum per exploration phase learning time. The gray curve shows the result using the CARLA method. The black curve shows the results when using the ESCARLA. Notice that every peak in the rewards for ESCARLA implies a restart in the learning. Although a bit slower, the ESCARLA obtains more accurate convergence to the global optimum and does not get stuck in a suboptimal solution as CARLA on this second game. We would like to stress that the basins of attraction of the local attractors are not symmetrical, in other words the roles of agents are not interchangeable. This can be seen by inspecting equation (21) in Appendix B, the function is not symmetrical due to taking the square of the action of the first agent. As a consequence the range of actions excluded by the agents does not have the same size.
Given the stochastic nature of the optimization process and the interaction of both agents we cannot be sure that the agents will always find the global optimum after as many exploration phases as maxima in the game. Two problems may arise, either the global optimum could be excluded with a suboptimal strategy or the range of actions excluded in a synchronization phase could cover just a partial subset of the basin of attraction so probably an extra exploration phase will be necessary. In order to illustrate this issue Table 1 shows how many times the global optimum was found in every exploration phase for the second game after 50 trials. Notice that the CARLA method results are the same as the ESCARLA in the first exploration phase. Figure 9: Region elimination process. Notice that it is very unlikely to find the global optimum because it is a very narrow region. After ending the first exploration phase and restarting the learning, it becomes much easier to identify. After the second restart, it is inevitable to find it.
Statistical significance
The learners perform well in the above games but, to know whether this conclusion can be generalized we evaluate the new approach on randomly generated games.
Random functions are generated for the reward function of the games. The functions are generated by the union of Gaussian bells. In order to demonstrate that the performance of the technique is not lowered some single agent functions are also taken into account. Single agent functions use 1 or 2 bells while multi-agent functions will use between 1 and 6 of these bells. The number of bells is generated at random. The parameters of the bells µ ∈ [0, 1] and σ ∈ [0.01, 1] are generated randomly too, as well as the factor f ∈ [0.5, 1] multiplying the factor for the bells to make them different in amplitude. An extra parameter r ∈ [0.75, 0.95] is generated for introducing noise in single agent settings. Two ways for introducing noise in single agent setting are explored with these functions, adding noisy bells or randomly selecting between them. The analytical expressions are introduced in (21) in Appendix B. Notice that β 1 , β 2 and β 3 are single agent problems while β 4 is the only one representing a game of two players. 50 games were generated from each type of function. The average linear difference between the global maximum of the function and the final average reward collected by agents over 10000 time-steps are shown in Table 2 . The same parameter settings from the previous tests are used. A Wilcoxon test shows that the ESCARLA performs better than the original method for multi-agent games. The results of this test can be seen in the last column of the Table 2 .
Water reservoirs problem
Below, we report a control problem which is a simplified yet representative problem of controlling the water level of a network of connected reservoirs or locks. Typically such a network is spread over different Consider two water reservoirs that belong to different provinces. Each reservoir covers the demand of the region. The reservoirs are normally filled by rainfall. Both reservoirs may discharge to the sea using a flow limited by means of a valve. The reservoirs are connected so they can transport water from one to the other. This flow comes at a price that linearly depends on the levels of water of each reservoir, flowing from a high level to a lower one is much cheaper than the other way around. In case of emergency they may also use an external source for feeding or discharging the reservoir. This external resource can only be used when both reservoirs are full or empty to avoid flooding or water scarcity. There is only one connection to the external source that becomes more expensive when used by both reservoirs at the same time. Figure 10 illustrates this problem.
A more detailed description of the system is given next. Rain fall is normally distributed with mean 0.5 and standard deviation 0.1 in both provinces. The demand is fixed in both provinces at 0.5. Valves controlling water to flow to the sea of both reservoirs allow a maximum flow of 0.35 per time unit. The cost of transporting a unit of water from or to the external source is 0.5 if it is used by only one province and 4 when used by the both of them. The cost for transporting water from one province to the other depends on the difference of water levels as shown in equation (8) where level 1 is the level of the water in the reservoir of the province which is giving the water and level 2 is the level of the water of the reservoir of the province which is asking for the water. The objective of this problem is to find the adequate levels of water that the reservoirs should keep to meet the demand at the lowest cost. If a reservoir's level is higher than the target level, it discharges the water to the other reservoir if the other needs it to reach its target level or to the sea as fast as the valve allows it. The cost is calculated after 50 time units starting from random levels of water at each reservoir. Figure 11 shows a contour representation of the average reward (calculated over a hundred simulations) that the learners may expect when facing this problem (a contour representation to the left and the landscape representation to the right). The expected cost is plotted over the z-axis and the actions runs from completely empty (0) to completely full (1). Note that there are two Nash equilibria in this problem. The total amount of water in both provinces has to be sufficient to avoid the need for feeding the reservoirs from the external source but not too much to avoid discharging to the external source at a high cost. This is necessary due to the stochasticity of the rainfall. Because it is much more expensive to simultaneously use the external resource for both reservoirs and it is much cheaper to move water from one reservoir to the other if there is a big difference in their levels it is preferable to store most of water in one reservoir and keep the other lower. Table 3 shows the percentage of the times that each optimum was found with ESCARLA method at each phase using the same settings as before. Each row represents the percentage of times that the topleft or bottom-right maximum was found. The last row shows that ESCARLA was always successful in finding one of the Nash equilibria in the first phase and the other one in the second phase. Notice that they find both Nash equilibria with equal probability, which is to be expected as the problem is symmetric.
Conclusions
In this paper we propose a distributed RL approach which cannot only deal with continuous actions but also with complex interactions. We show that two agents applying independently an LA update scheme can converge to a Nash equilibrium or even the Pareto optimal Nash equilibrium by extending the ESRL idea. More precisely, we introduce a novel method for estimating the basin of attraction around a locally superior strategy in a common interest game. This allows learners to efficiently explore the action space, by avoiding the basin of attraction of previously discovered attractors. This affirmation is supported by a number of experiments. The new method achieves good results in artificially created functions that represent challenging distributed optimization problems. A control problem inspired by a real world problem is also introduced and it is shown that our approach successfully solves the problem. We believe that this approach has great potential for the control of complex systems, which are hard to solve analytically. Examples are complex networks such as telecom networks or water reservoir networks. In future work we plan to study the effect of this technique in games of more than two agents and in conflicting interest games.
