ABSTRACT
INTRODUCTION
The performance of speech recognition systems drops dramatically in the presence of additive or convolzuiokzl noise, when there is no compensation for these environmental influences. In [ 11, we showed that the performance of a rmgniser that uses MFCC-coefficients [2] as parameters, can be improved by normalising the dynamic range of the filterbank energies towards a target dynamic range (SNR). Experiments showed higher performances in both additive and convolutional noise since a better matching was achieved between the train and test environment. Nevertheless, in the case of very high noise-levels or very low SNR-values, the dynamic range can be smaller than the target dynamic range and the normalisation algorithm can not operate effectively on these signals. Figure 1 shows the masking-value as function of the measured dynamic range when the target dynamic range is set at 3OdB. For a dynamic range that is smaller than the target dynamic range, the maslang value is set at a fixed level of 3OdB. This level doesn't have to be equal to the target dynamic range level. It is just a minimum that is In this paper we show how this problem can be solved and how the matching can be improved also in the case of low SNR-values. 
SNR-NORMALISATION AND HIGH

NOISE-LEVELS
Problem Formulation
The SNR-normalisation algorithm tries to normalise the dynamic range of the filterbank energies by adding a masking value depending on the measured dynamic range. This masking d u e is adapted for each new speech frame. When the measured dynamic range is larger than the target dynamic range, the masking value is increased, otherwise it is decreased. When the dynamic range of the original signal is already smaller than the target, a minimal (small) masking value is added. Figure 2 shows the fourth frequency channel of the mel-scale filterbank of a clean and noisy signal before and after SNR- The plot at the top shows the fiourth filterbank channel of a clean and noisy utterance 'seven'. The lower plot shows the same signals but after SNR-normalisation towards a dynamic range of 3OdB. The dynamic range of the noisy signal is already smaller than 3OdB and can not be normalised by adding a masking-value.
normalisation improved, but the transitions from silence (noise) to speech are still different, because there is no normalisation of the noisy signal. The reason for this is that the dynamic range of the noisy signal is already smaller than the target dynamic range and the normalisation algorithm, which is based on a masking-principle, can not operate.
We should remark that in practice the dynan~c range values and also the target value are smaller than those U S K~ in the figure, but these are used for a better illustration of the problem.
SNR-Normalisation and Noise Reduction
Using noise reduction methods as Spectral !Subtraction will increase the dynamic range. The use of a speech enhancement method before SNR-normalisation can in that way improve the performance of the recogniser in the case of very high noistrlevels. It is also shown [4] that a controlled addition of noise (masking) after spectral subtraction improves the performance of speech recognition in noise.
The reason for this is that the differences iin residual noise energy after Spectral Subtraction are reduced by (adding a masking-value or by normalising the dynamic range. This justifies the insertion of the 'noise-reduction' block in figure 3 for the calculation of the recognition parameters.
Non-linear Spectral Estimation
As mentioned in the previous section, noise reduction will make the SNR-normalisation technique more effective at lower SNRs. Noise reduction can either be implemented in the time domain or directly In this work, we funher developed our NSE to operate on the log filter-bank energies to senre as noise reduction block in the scheme depicted in figure 3 . The NSE is a minimum mean square error (MMSE) estimator of the log filter-bank energies under the assump tion that both speech and noise filter-bank energies have l o g -n o d probability density functions (PDF). It should be pointed out that the filter-bank energies can be better modeled with a log-normal PDF than the power s p e c " .
The NSE is formulated as;
where y(k) is a noisy filter-bank energy, $(k) is the estimated value, pb(k) is the biased speech mean after normalisation versus the noise mean and ud(k) is the standard deviation of the noise. The gain function is obtained with a Mont-Carlo simulation and fitted by a trained neural network. The implementation details can be found in [6] .
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The upper plot of figure 4 shows the signals of the upper plot of figure 2 after NSE. The NOISEX-92 speech-in-noise database [3] was used to evaluate the noise robustness of the presented method. The data is used at its original sampling frequency of l6kI-I~. It is a small vocabulary speaker dependent database. The tests are done on the digit mpfefs of the male speaker, which seemed to be the more difficult one. The experiments are done for car noise, F-16 noise and Lynx noise for global S N R ratio's from -6 to +18 dB. and also with spectrally distorted data. The specual tilt of NOISEX-92 is used. It has a fiat response up to a break point frequency of 250 Hz followed by a +3dB/oct tilt above 250 Hz. 
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CONCLUSIONS
A Non-linear Spectral Estimator (NSE) is used for the enhancement of noisy filterbank energies. These are used for calculation of MFCC coefficients [2] for speech recognition. The enhanced parameters give better recognition performance in noise.
We also showed that the use of a NSE makes the use of the SNR- 
