Abstract. We prove global well-posedness of the initial value problem for a modified Kadomtsev-Petviashvili II (mKP II) equation in the energy space. The proof proceeds in three main steps and involves several different techniques.
Introduction
This paper is concerned with the initial value problem (IVP) for a modified Kadomtsev-Petviashvili II (mKP II) equation (1) ∂ t u + ∂ There are in fact an infinite number of conserved quantities for the KP II equation. Similarly, the following quantities are conserved through the mKP II flow: 
= E(u(t)) = E(u(0)). (7)
To formally see the first conservation, it suffices to multiply equation (1) x ∂ y u) = − u∂ y u = 0 and (∂ x u)u 2 = 0.) Observe that the conservation of E(u(t)) and the Sobolev-type inequality (see [1] ) (8) w
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give uniform bounds on solutions in the energy space E defined by
x ∂ y u L 2 . Let us now comment on the notation ∂ x ∂ y u). We briefly recall known results concerning the Cauchy problem for the KP II equation. They are quite satisfactory, since Bourgain [4] proved that the initial value problem (9) ∂ x (∂ t v + ∂ is globally well posed for initial data v 0 ∈ L 2 (R 2 ) (see references in [4] for previous results). With respect to (2) , the formulation (9) avoids having to give a sense to ∂ T . Global well-posedness is then due to the invariant v 2 (t). We refer to Section 4 for a definition of these spaces and a precise well-posedness result (see Theorem 7) . Following Bourgain, several authors have studied local and global well-posedness for initial data in negative exponent Sobolev spaces; see for example Takaoka and Tzvetkov [24] and Isaza and Mejía [19] .
If we consider natural generalizations of the KP II equation, for example
2 y v = 0 for k ≥ 1, classical techniques can be applied to equation (10) , for example parabolic regularization and energy method provide well-posedness in spaces included in H s (R 2 ) for s > 2 (see Ukai [25] , Saut [23] and Iório and Nunes [6] ). Further well-posedness results are also proved by Kenig and Ziesler [12] , [13] , using maximal function estimates. For the generalized KdV equations, the Cauchy problem has been solved by Kenig, Ponce and Vega [11] in Sobolev spaces.
We now turn to the initial value problem (11)
x ∂ y u = 0, t∈ R, (x, y) ∈ R 2 , u(0, x, y) = u 0 (x, y).
To our knowledge, apart from Wickerhauser's result [26] for small and regular data, no general well-posedness theory has been developed for the IVP (11) , even for regular data u 0 . With respect to (10) , the bilinear term ∂ x u∂ −1
x ∂ y u creates serious additional difficulties. For example, differentiating equation (11) with respect to x does not get rid of the ∂ −1
x in the equation, thus one really has to give a sense to the product ∂ x u∂ −1
x ∂ y u. Another serious difficulty is that the energy method does not work directly for (11) . We thus have chosen to solve this equation by using the Miura transform (3) . Note that this transformation is not bijective, and so Bourgain's result on the KP II equation cannot be used directly to obtain solutions of (11) .
Our main result is the following theorem.
Theorem 1.
For any u 0 ∈ E there exists a solution u ∈ C(R, E) ∩ C 1 (R, H −2 (R)) of (11) such that the following are true:
is defined by (3) , then v is the unique solution of (9) x ∂ y u 0 ∈ H 3 , then u is the unique solution of (11) such that ∂ x u ∈ C(R, H
3 ) and ∂
−1
x ∂ y u ∈ C(R, H 3 ). (v) Conserved quantities: For all t ∈ R, (6) and (7) hold. 
thenṽ is also a solution of (9) in X 0,b (see Appendix A). It follows in particular that the solution u constructed in Theorem 1 is the unique solution of (11) such that v andṽ belong to X 0,b . Indeed, let u 1 and u 2 be two solutions of (11) corresponding to the same initial data u 0 , and assume that v 1 , v 2 , andṽ 1 ,ṽ 2 , the corresponding Miura transforms of u 1 , u 2 , respectively, belong to X 0,b . Then by uniqueness for (9) in the class X 0,b (see Theorem 7), we have v 1 = v 2 andṽ 1 =ṽ 2 , so that ∂ x u 1 = ∂ x u 2 = 1 2 (v 1 −ṽ 1 ) and so u 1 = u 2 . From Theorem 1 (ii)-(iv), we can make another statement concerning uniqueness. Let u 0 ∈ E, and let u be the solution given by Theorem 1. Let (u 0n ) be a sequence such that ∂ x u 0n ∈ H 3 , ∂ −1
x ∂ y u 0n ∈ H 3 and u 0n → u 0 in E as n → +∞, and for each n, let u n be the unique solution of (11) 
3 ) given by Theorem 1(ii) and (iv). Then by Theorem 1(iii), for all T > 0, u n → u in C([−T, T ], E) as n → +∞. Thus, u is the unique solution of (11) which can be obtained as the limit of regular solutions.
Remark 2. By scaling, we can solve not only the IVP (11) but some other equations with the same terms but different coefficients. Because we use the Miura transform, there is a certain rigidity and the choice of the parameters is not completely free. More precisely, we can solve the IVP for (13) ∂ tũ + a∂ . Thenũ is a solution of (13) . If the relation between a, b, c, d above is not satisfied, the IVP might be difficult to solve. However, by the arguments in section 2, we know how to solve locally in time a fourth-order parabolic regularization of (13) for regular initial data, for any set of parameters. See Proposition 4.
Theorem 1(vi) means that any solution of (11) goes to zero in the region x > βt, for any β. This is due to the fact that (11) has a defocusing nonlinearity. However, the behavior of u(t, x) for x < 0 is not known. One may also ask whether a similar result holds for the KP II equation (9) . It is known that there is no traveling wave solution of (9) (see de Bouard and Saut [3] ) and more precisely that there is no nontrivial solution of (9) that remains uniformly localized in space and travel to the right in some sense (see Theorem 1 in de Bouard and Martel [2] ).
In the case where v 0 ∈ L 2 can be related to a function u 0 ∈ E by the Miura transform (3), we obtain from Theorem 1 the convergence to 0 of v(t) in L 2 in the region x > βt, for any β > 0. It is then a natural question to ask for which v 0 ∈ L 2 there exists u 0 ∈ E such that (3) holds. This question is partially answered by Wickerhauser ([26] , Theorem 1.II).
Theorem 2 (Wickerhauser, [26] ). There exists
The proof of this result is essentially contained in [26] , but for the reader's convenience we repeat the proof in Appendix B.
By Theorem 2 and Theorem 1, we obtain the following result.
We briefly sketch the proof of Theorem 1. First by a fixed point argument, we solve locally in time a fourth-order parabolic regularization of the IVP (11) by using the smoothing effect and maximal function estimates (see section 2). The arguments are reminiscent of the ones used for the generalized KdV equations by Kenig, Ponce and Vega [10] , [11] .
Then, in section 3, relating solutions of this regularized equation to solutions of a regularized version of the KP II equation by the Miura transform, we use an energy method to obtain solutions to the mKP II equation for smooth data.
Finally, in section 4, we recall precisely Bourgain's result concerning the KP II equation, and we use it through the Miura transform to prove existence of a solution for initial data in E. We approximate the initial data by a sequence of smooth functions, then we pass to the limit by using an estimate on the difference of two solutions of the KP II equation coming from Bourgain's result.
In section 5, we present the proof of (v). It is based on a monotonicity property of the KP II equation, first proved for the KdV equation (see for example Martel and Merle [18] ) and then for the KP II equation (see de Bouard and Martel [2] ).
Notation. In this paper, the space variable is in R 2 , so that L 2 means L 2 (R 2 ) and, unless otherwise mentioned, means integration over R 2 . ĝ.
- We consider the IVP associated to the following fourth-order parabolic regularization of the mKP II equation (15) ∂
for a, b ∈ R. We consider the spaces, for k, l ≥ 1,
with natural associated norms for Y and
In this section, we prove the following local well-posedness result for the IVP (15) in Y , with persistence of regularity in Y k,l . The result is proved by a contraction argument using suitable norms. In this result, no particular choice of a, b ∈ R is required. It is possible that the IVP (15) is also well posed with less regularity on u 0 , but it was not our objective here to obtain a sharp result. 
2.1. Linear estimates. We consider S(t) the solution operator for the associated linear equation
Thus, for t ≥ 0,
WELL-POSEDNESS FOR MKP II 2453
We extend S(t) to t < 0 by the formula
We begin by proving that ∂ −1
The proof is reminiscent from the proof of the sharp Kato smoothing effect for the Airy group (see Kenig, Ponce and Vega [10] , Lemma 2.1).
Proof of (22) . Fix x ∈ R. Let us change the variables α = µ, β = ξ
where J(α, β) is the Jacobian of the change of variable, i.e. J = 3 ξ + µ 2 ξ 2 . We have
where
. 4 . We claim the following estimate.
Assuming Claim 1, we finish the proof of the lemma. By returning to the original variables (ξ, µ), we have
ξ 2 , the lemma follows. Therefore we are reduced to prove Claim 1. By Plancherel's Theorem in the y variable, and then Fubini's theorem,
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Thus, we need only prove for f ∈ L 2 β (R),
where C is uniform in α. If we show this, then we have
To prove (24) , it suffices to show that
where C is uniform in α, β. To see that (25) suffices, we use Carleson's Theorem in the following form: the operator 
But, by integration by parts,
and we see that Carleson's Theorem and (25) give the result. Now recall that m(t, α, β) = e −|t|ξ 4 −|t|α 4 , where ξ = ξ(α, β), and so (25) follows.
Proof of (23) . Fix t * ∈ (0, T ), and change variable t * − t = t:
where , denotes the scalar product in L 2 xy and S(t) * is the adjoint operator of S(t). Note that the proof of (22) above also gives
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Thus, for
This completes the proof of (23).
Lemma 2 (Maximal function estimate). Let T > 0. Then,
Proof. We first use the inequality
We apply this to f ≡ S(t)w 0 , so that
We use the equation of S(t)w 0 to obtain, for fixed x,
Taking the L 2 norm in the x variable and then sup [−T,T ] , we get (27) by using
Proof. We have
, and thus the result follows immediately.
Finally, we present a lemma to be used to handle errors in Leibnitz rule (this result is due to Molinet and Ribaud [22] 
Then, for j ≥ 3, the following holds:
Now, if j ≥ 3, by support considerations on the Fourier transform side, we get
Proof of Proposition 4.
Well-posedness in Y via the fixed point Theorem.
We define for v on [0, T ] × R 2 the following norms:
We have the following result that implies immediately the existence and uniqueness result in Y .
Claim 2. For any
u 0 ∈ Y , there exist T = T ( u 0 Y ) > 0 and α = α( u 0 Y ) > 0 such that Φ u 0 : B α,T → B α,
T and is a contraction on B α,T , where
We prove Claim 2. First, note that λ 1 (S(t)u 0 ) ≤ C u 0 Y . Also, Lemma 3 shows that λ 4 (S(t)u 0 ) ≤ C u 0 Y , and Lemma 2 gives
Next, we bound Λ T (II(v)). We start with λ 3 , which contains three terms. For the first one, by Minkowski's inequality and Lemma 1, and then Holder's inequality,
For the second one, we proceed similarly. We will first bound the main terms, and then the errors using Lemma 4. We thus have
To bound these terms, first observe
Thus,
and
We now treat the error term θ 3 . It contains terms of the following form, for m = 1, . . . , 7:
We use Lemma 4, for j ≥ 3:
We now bound B j . Note that 
whereψ has similar properties to ψ. Thus, we have
x ∂ y v), and we note that
We now turn to C j . Here, we write
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Note also that for j ≥ 3,
Using the proof of Lemma 4, for j = 0, 1, 2, we still have
and the same arguments as above give the bounds
Then, turning back to the error terms in θ 3 , we have
, the last two terms were controlled in a previous remark. For the first one, note that ∂ m x ∆ 0 and ∂ 8−m x ∆ 0 are bounded operators (given by convolution with L 1 kernel). Thus, the first term is bounded by
Finally, we turn to G, and we use our bounds on B j and C j , and the observation that
is handled in a similar way, using Littlewood-Paley decomposition in the y variable to handle the error terms. This then takes care of λ 3 .
We next turn to λ 4 . There are four terms. First, by using Lemma 3, we get
When using the Leibniz rule, we obtain two main terms:
and error terms. We have
The error terms are handled by combining these estimates with the arguments we have used for the error terms in the case of λ 3 . The treatment of
We next turn to λ 2 . There are three terms. Using Lemma 2 and Minkowski's integral inequality, we first get
All these terms are controlled in the proof for λ 3 . Next, proceeding the same way we get
terms which are again controlled in the proof for λ 3 . The term
is handled in the same way. Finally, we turn to λ 1 . There are six terms to estimate, and we start with the first three. Minkowski integral inequality gives for these three terms the following bound:
and these terms are all controlled in the proof for λ 3 . Now, by Lemma 1, (23) ,
Next, we have
We have
The estimate for
is analogous. (We need to use the inequality
which is true.) This takes care of II(v).
We now turn to Λ T (I(v)) which is easier. Recall that I(v) = t 0
Second,
The main term is
The intermediate terms can be handled using a variant of Lemma 4 for three functions. The term
is handled similarly. Next, we turn to which has already been handled. Next
, which have already been handled.
We turn to λ 2 . Here we again use Lemma 2 to get the result. For λ 3 , there are three terms. For the first term, we use Lemma 1 (22) , and end up with
For the second term, we again use Lemma 1 (22) , and end up with
The main term is controlled in the following way:
The next term is
To get the general term, we use Lemma 4. For the third term, we again use Lemma 1 (22) and end up with
dt. This is handled similarly. Finally, we turn to λ 4 . There are four terms, the first one being
The main term is
The second term is
The remaining terms are handled by a variant of Lemma 4. All other terms in λ 4 are similar. Therefore, we have proved, for 0 < T ≤ 1,
Moreover, similar arguments imply
Thus Claim 2 is proved for α = C u 0 Y + 1, and T small enough depending only on u 0 Y . In particular, by a fixed point argument, we obtain a local existence result in Y , on a time interval (0, T ), where T = T ( u 0 Y ).
We now prove a persistence property for smooth data. For all k, l ≥ 2, with k ≥ l + 6, we prove that if u 0 ∈ Y k,l , then the solution u(t) constructed above belongs to C([0, T ], Y k,l ), for T defined above. We argue as before; we define the following norms:
Using the same arguments, we prove, if k ≥ l + 6, that
where C may depend on k, l. The condition k ≥ l + 6 is needed to compensate the loss of derivative in Lemma 2. Therefore, there exists T > 0 depending on k, l such that sup
Iterating on the whole interval of existence [0, T ] of u(t) in Y , we obtain the persistence property. This completes the proof of Proposition 4.
Local well-posedness of the mKP II equation via the Miura transform
We consider, for ε ∈ (0, 1), the following equation:
x ∂ y u = 0. By Proposition 4, we have the following result.
for all k, l ≥ 0, and (17)- (19) .
Then we check that u is a solution of (29) This section is organized as follows. In §3.1, we prove that the solution constructed in Corollary 5 can be extended to a time interval [0, T ], where T = T ( u 0 Z ) does not depend on ε, where u 0 Z is a higher norm of u 0 , and that this solution also satisfies uniform estimates on [0, T ]. Next, in §3.2, we use these bounds to prove an existence result for the mKP equation by passing to the limit as ε → 0.
Uniform time of existence by Miura transform and energy estimates.
We consider the following functional space:
with the corresponding norm
By energy estimates on the Miura transform of u, we claim the following lemma.
Lemma 5 (Energy estimate for the regularized mKP II equation). For any
Assuming this lemma, we have the following result.
Lemma 6 (Uniform time of existence). For any
Proof. Let ε ∈ (0, 
Therefore, we can apply Corollary 5 as many times as necessary to extend the solution in Y ∞ to the whole interval [0, T * ]. The bound (31) is then a consequence of (30).
We now prove Lemma 5. The reason why we use the space Z here is that the space Y is not adapted to the energy method through the Miura transform.
Proof of Lemma 5. The proof proceeds in three steps.
Step 1. Estimates through the Miura transform. First we recall some nonisotropic Sobolev inequalities that are proved in Besov et al. [1] . We give a short proof of these inequalities in the nonendpoint cases (2 < q < 6) in Appendix C.
Lemma 7 (Sobolev inequalities [1], Theorem 15.7). For any q ∈ [2, 6], there exists
L 2 . We also recall the following estimates (see Lemma 2.10 in [10] and [9] , [5] ).
Lemma 8. Let s
We claim the following result.
Lemma 9.
Let u ∈ Y ∞ , and let v ∈ H ∞ be such that
Then,
, and, for all integers s ≥ 0, there exists α s ≥ 0 and C s ≥ 0 such that
Proof of Lemma 9. From (32), since (∂ x u)u 2 = 0 and (
and so the first part of (33) holds. From (36), we also have
Since, by Lemma 7
, we obtain
.
Thus (33) is proved.
Proof of (34). Differentiating (32) with respect to x, we have
2 = 0, we have, using Holder's inequality,
We recall the following two inequalities (the first one is contained in Lemma 7, and the second is a standard Sobolev inequality in space dimension 2):
This proves (34) for s = 0. In particular, we have
Proof of (34) for s = 1. Arguing similarly, from
(see Lemma 8), we have
On the one hand, since
On the other hand, since
we have
Thus, from (39) and then (38), we obtain
for some α > 0 (α = 90 works). In particular,
and since
The previous estimate, together with (38) and (40), allow us to prove (34) by induction on s ≥ 2.
Proof of (35). Let
From (38) and (34), we obtain (35). This completes the proof of Lemma 9.
Step 2. Energy method for the Miura transform of u(t). We consider u(t) defined on [0, T ] satisfying the assumptions of Lemma 6. First, we note directly on the equation of u(t) that for t ∈ [0, T ],
The rest of the energy method cannot be performed directly on u(t) because of the bilinear term in the equation of u(t). Rather, we use the energy method on the Miura transform of u(t).
Assume that u(t) satisfies (29) and let
Then v(t) satisfies the following equation (see Appendix A for calculations):
The following lemma allows us to apply the energy method to v(t).
function of time and
Proof of Lemma 10. First, we note that w satisfies the Duhamel formula
whereS(t) is the solution operator for the linear part of equation (45):
Indeed, ifw(t) is the right-hand side of (47), thenw(t) satisfies (45), and if we set z(t) = ∂ x (w(t) −w(t)), then z(t) satisfies z(0) = 0 and
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Therefore, multiplying the equation by z(t), we obtain . We define w 0n and F n such thatŵ 0n = ϕ nŵ (0) andF n (t) = ϕ nF (t), and we consider w n (t) the solution of (45) corresponding to w n (0) = w 0n and F n (such argument appears in Molinet [21] ). The Duhamel formula implies that w n converges to w as n → +∞ in
x ∂ y w n (t) is well defined, we have directly from the equation of w n (t)
Passing to the limit as n → +∞, we obtain the same formula for w(t) which proves that t → w 2 (t) is a C 1 function and that (46) holds.
By the energy method applied to v, we have the following result.
Lemma 11.
Under the assumptions of Lemma 5, for all ε ∈ (0,
for some constants C, γ > 0 independent of u 0 and ε.
Proof. Let s ≥ 3. We apply J s to equation (44), so that
and we apply Lemma 10. We obtain after some integrations by parts
Control of (49). Since by Lemma 8,
Since
Since, by Lemma 8,
by (35) and s ≥ 3, we obtain
Second, by (53) and then (34),
for some C, α > 0. Control of (51). First, by (53),
for some C, α > 0.
In conclusion, if ε ∈ (0, 1 10 ), for any s ≥ 3, there exists C s > 0 and
Taking s = 8 in the previous estimate, we have proved Lemma 11.
Step 3. Conclusion of the energy method.
Finally, by (34)-(35), we get
This concludes the proof of Lemma 5.
Construction of local in time solution of the modified KP II equation.
With the local existence result for the regularized mKP II equation and the uniform bound of Lemma 6, we are now ready to pass to the limit as ε → 0 to build a strong solution of the mKP II equation.
Proposition 6. For any
Proof. Let u 0 ∈ Y ∞ . For a sequence ε n → 0, we consider the sequence of solutions u n of (29) 
, given by Lemma 6. Note that by Lemma 6, we also have the uniform bound (54) sup
and by equation (29),
By classical arguments (see for example Lions [17] , Chapter 1), there exists a subsequence of u n , still denoted u n , and a function
x ∂ y u n ) = ∂ y u n converges to ∂ x w, so that ∂ x w = ∂ y u and w ∈ L 2 (R) implies the result. Note also that by possibly taking a further subsequence, Remark 4. At this point we have not made much effort to obtain more information on the solution u(t), since in the next section, using Bourgain's results for equation (9) and the Miura transform, we will very easily obtain all the information on u(t). For example, regularity and uniqueness in a certain class will be straightforward. 
(in the previous formulaF denotes the Fourier transform in the three variables (t, x, y)). For T > 0, we also define X s,b
T equipped with the norm
We recall the following result:
) (t) are the corresponding global solutions of the IVP (2), then for all 0 ≤ s ≤ s, there exists
Theorem 7 and the introduction of the X s,b spaces are due to Bourgain [4] . We also refer to [24] and [19] for related well-posedness results for v 0 in negative exponent Sobolev spaces and simpler proofs.
Remark 5. Note that (56) does not imply uniqueness of the solution in the class C(R, H
s (R 2 )), since (56) holds only for the solutions constructed in the theorem. However, it is easy to see using classical arguments and Lemma 10 that uniqueness holds in the class C ([−T, T ], H 3 ). Indeed, let v (1) , v (2) be two solutions of (9) in (2) , w satisfies w(0) = 0 and
2 y w = 0. By Lemma 10 with a = b = 0, we have as usual
Gronwall's lemma, we obtain w ≡ 0.
A first consequence of Theorem 7 on solutions of (1) is the following. (11) . Moreover, if we define v by (3), then v is the unique solution of the IVP (9) . Finally, the following holds for all t ∈ R:
Proposition 8. For any
We use Proposition 6: there exists T * = T * ( u 0 Z ) and a local solution u of the IVP (11) 
, and by Appendix A, we check that v is a solution of (9). Moreover,
, which gives a sense to ∂ x v(0), and ∂ x v satisfies the Duhamel formula
where W (t) is the group associated to the linear equation ∂ t w+∂
. By Remark 5, v is the solution of the IVP (9) given by Bourgain's result. Therefore, it can be extended to a solution of (9) for all time, and since
It follows from Appendix A thatṽ is also a solution of (9) , and similarlyṽ can be extended to a global solutionṽ ∈ C(R, H s ), for all s ≥ 0.
Thus
by induction, we obtain u ∈ C([0, T * ], H ∞ ), and finally since ∂ −1 Let us finish the proof of Proposition 8 by proving (57) and (58). First (57) follows easily from the equation of u and Lemma 10 since
Second, (58) follows from the conservation law v 2 (t) = v 2 (0) and the fact that
Therefore Proposition 8 is proved.
Proof of Theorem 1(i)-(v)
. Proposition 8 ensures the global well-posedness of the IVP for the mKP II equation for smooth data. Now, using the Miura transform and Theorem 7, we prove uniform estimates in the energy space for these solutions. We approximate any data u 0 ∈ E by a sequence (u 0n ), where u 0n ∈ Y ∞ , and then pass to the limit as n → +∞ to obtain a solution of (1) in the energy space E.
Recall that we set
The proof of Theorem 1 is based on the following lemma.
Lemma 12.
There exists δ > 0 such that the following is true. Let u (1) 0 , u (2) 0 ∈ Y ∞ and let u (1) , u (2) be the unique solutions of the IVP (11) associated to u (1) 0 and u
Proof of Lemma 12. The proof of Lemma 12 is based on the Miura transform and (56) for s = 0. Let A > 0, and let τ ∈ (0, 1) to be chosen later.
Step (2) be the solutions of the IVP (1) associated to u
0 ∈ Y ∞ , respectively. Assume that u (1) , u (2) verify (59). For j = 1, 2, let
and in particular v 
In particular, by Theorem 7, there exists a constant θ 1 = θ 1 (A) > 0 such that (62) sup
Thus, at t = 0,
By inequality (8), we have w L 4 ≤ c 0 w E , and so
Thus by assumption (59),
Thus by (62), we obtain (65) sup
Step 2. Control of ∂ x (u (1) − u (2) ) and
Therefore,
Step 3. Control of u
We define the operator P on
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We set w(t) = Pu (1) (t) − Pu (2) (t), w 0 = Pu (1) 0 − Pu (2) 0 . Then w satisfies the following equation:
Thus, w(t) satisfies
where W (t) is the group associated to the linear equation
From the previous estimate, we claim (67) sup
Proof of (67). We need to control three terms. We recall the following GagliardoNirenberg inequality:
First, by (68),
E . We obtain a similar result for h 3 L 2 . Thus (67) is proved.
Step 4. Conclusion of the proof of Lemma 12. Since, for any f ∈ E,
and so gathering (66) and (67), we obtain
which completes the proof of Lemma 12. Now, we finish the proof of Theorem 1(i)-(iv). Let u 0 ∈ E, and let (u 0n ) be a sequence of Y ∞ such that u 0n → u 0 in E as n → +∞. Such a sequence is easily found by using the function m defined in Step 3 of the proof of Lemma 12. Indeed, let u 0n be such thatû
as n → +∞, and so u 0n → u 0 in E as n → +∞. For all n ≥ 0, we denote by u n the global smooth solution of (1) associated to u 0n given by Proposition 8. Since u 0n → u 0 in E, we may assume that for all n ≥ 0, u 0n E ≤ 2 u 0 E ≡ B. By conservation of mass and energy (57)-(58), we claim that the following holds true:
Indeed, it is straightforward from (57)-(58) and Lemma 7 that
. From these estimates and Lemma 7, we have
,
, so that (70) is proved. Let λ > 0 be chosen later. Let
Thenũ n is still a solution of the IVP (11) corresponding to the initial datã
We have, for all t ∈ R,
We choose λ = λ(B) > 0 such that λ 1 4 C(B) < δ, where δ is defined in Lemma 12. Such λ being fixed, we have, for all n ≥ 0, and for all t ∈ R,
Thus by uniform Cauchy convergence, there existsũ
Since τ depends only on B, and the approximate solutions are global, we can extendũ(t) to R, to obtain a global solution of (11) 
) solves the IVP (11), and is the limit of the sequence (u n ). This proves the existence result. Theorem 1(v) follows from Proposition 8.
Proof of (iv). Let u 1 , u 2 be two solutions of (11) 
Remark on the qualitative behavior of the solutions
The objective of this section is to prove the last statement of Theorem 1 concerning the behavior of t → +∞ of the solution u(t) of (11) constructed in the previous section. We state the result in the following proposition.
Integrating between 0 and t 0 , we obtain (78).
From lim t 0 →+∞ J t 0 (0) = 0 and (77), we conclude lim t 0 →+∞ J t 0 (t 0 ) = 0.
Finally, we have Proof of (i). We set w = ∂ −1
x ∂ y u − u 2 , so that ∂ x w = ∂ y u − 2u∂ x u. Then, the equation of u can be written as follows: Thus (85) is proved. We finish the proof of (ii) as for (i).
Appendix B. Proof of Theorem 2
We repeat the argument of Theorem 1.II in [26] .
First, we prove the existence of W ∈ L ∞ such that In this Appendix, we prove the following inequalities, for 2 < q < 6 (the case q = 2 is trivial and q = 6 is an endpoint case that we do not consider here; see [1] ): , the integral in η is finite, and since the power of ξ at +∞ is 2 − 2q 2−q < −1, the integral in ξ is also finite (q = 6 is critical), which proves the claim.
Thus, by Holder inequality, it follows from (94) that
x ∂ y ψ L 2 . The multiplicative form (93) is easily obtained by scaling arguments.
