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Resumen 
 
 
La robótica ocupa en la actualidad un papel preponderante en el proceso 
de modernización e innovación de las industrias. La mayoría de los sistemas 
robotizados operan en fábricas, donde el espacio de trabajo ha sido ideado para 
adecuarse al robot. Sin embargo los robots han tenido menos impacto en apli-
caciones dentro de entornos dinámicos, donde el área de trabajo y la ubicación 
de los objetos no puede controlarse exactamente. Esta limitación se debe implí-
citamente a la falta de capacidad sensorial en los sistemas robóticos comercia-
les. La integración sensorial es fundamental para incrementar la versatilidad y 
el dominio de aplicación de los robots.  
 
En la actualidad, los sensores visuales son cada vez mas frecuentes en 
las aplicaciones robóticas. Su principal ventaja es que permiten una descripción 
muy completa del entorno de forma no intrusiva. La expresión control visual se 
aplica a sistemas guiados visualmente, los cuales hacen uso de una o varias 
cámaras para obtener información del entorno en forma de imágenes, que es 
empleada para controlar el efector final del robot durante la realización de una 
tarea. 
 
Las aplicaciones robóticas en entornos estructurados con presencia de 
objetos cuya posición y orientación es perfectamente conocida, es un problema 
suficientemente estudiado en la actualidad. Sin embargo, aplicaciones en las 
que la variabilidad del entorno añade un alto grado de incertidumbre al mismo, 
presenta numerosas dificultades aun no suficientemente resueltas. La realiza-
ción de tareas robóticas en este tipo de entornos, requieren de estructuras robó-
ticas de bajo peso y alta rigidez, actuadores que permitan altas aceleraciones y 
altas velocidades, sensores con procesamiento rápido y esquemas de control 
sofisticados que tomen en cuenta la dinámica no lineal del sistema.  
 
En éste ámbito, se centra el desarrollo de la presente Tesis Doctoral, en 
la cual, se pretende evaluar el nivel de integración entre un sistema robótico y 
un sistema de visión, en aplicaciones con entornos no estructurados y dinámi-
cos. Para ello, se plantea el diseño, construcción e implementación de una in-
novadora plataforma experimental basada en un robot paralelo, que utilice la 
información suministrada por un sistema de visión, para modelar el entorno y 
lograr el control de las trayectorias del sistema robótico, en aplicaciones con 
alta variabilidad del entorno. 
 
La plataforma llamada RoboTenis, se construye con dos propósitos en 
mente: i) desarrollar una estructura abierta para la investigación en el campo 
del control visual de robots paralelos, y ii) evaluar el nivel de integración entre 
un robot paralelo de alta velocidad y un sistema de visión en aplicaciones con 
entornos dinámicos. El diseño de la plataforma plantea la construcción del ro-
bot de estructura paralela, el control articular a bajo nivel, la integración del 
sistema de visión y el desarrollo de algoritmos de control servo-visual.  
 
Para demostrar su versatilidad, en la presente tesis se implementa una 
arquitectura de control visual para el Sistema RoboTenis, la cual, permite el 
seguimiento tridimensional de objetos móviles a alta velocidad. Esta integra-
ción es novedosa con respecto al tipo de manipulador (robot paralelo), al sis-
tema de control (control visual) y a la velocidad de trabajo (1.0 m/s). Según la 
revisión bibliográfica, se puede afirmar que el Sistema RoboTenis, es el primer 
sistema que plantea el control de un robot paralelo de alta velocidad mediante 
realimentación visual. Los resultados experimentales muestran la versatilidad 
del sistema en la implementación de estrategias de control visual con altos re-
querimientos temporales. 
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CAPÍTULO 1 
 
Introducción 
_______________________________ 
 
La robótica ocupa en la actualidad un papel preponderante en el proceso 
de modernización e innovación de las industrias. Es conocido que ésta contri-
buye fundamentalmente a la calidad del producto y al mejoramiento de la pro-
ductividad. Los manipuladores robóticos son una de las mejores soluciones 
para sustituir al hombre en procesos repetitivos, trabajos que se desarrollan en 
ambientes tóxicos, con factores de riesgo elevados, en tareas complejas, en 
tareas muy rápidas, en elaboraciones a escala micro o macroscópica, etc. Esto a 
motivado que una parte del ambiente científico internacional este inmerso en el 
desarrollo de estos mecanismos. Un aspecto relevante de este proceso, es el 
diseño del sistema de control encargado de guiar al robot para que ejecute la 
tarea encomendada con eficiencia y exactitud. 
 
En general, un robot esta compuesto de una estructura mecánica y un 
sistema de control. La estructura mecánica consta de un conjunto de eslabones 
interconectados mediante juntas cinemáticas denominadas articulaciones. Los 
llamados Robots Series, presentan una configuración de eslabones conectados 
en forma secuencial, empezando por la base hasta el extremo operativo o efec-
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tor final. Cada eslabón de la cadena esta unido al anterior mediante una articu-
lación rotacional o prismática y en todas la articulaciones hay un generador de 
movimiento o actuador. Un Robot Paralelo se define como aquella estructura 
en la cual, el efector final esta unido a la base por más de una cadena cinemáti-
ca cerrada independiente. Esta configuración, confiere a los robots paralelos 
ventajas con respecto a los robots series en términos de rigidez, velocidad, pre-
cisión, inercia en movimiento y relación carga/peso. La mayor desventaja de 
este tipo de manipuladores, es su limitado rango de movimiento. 
  
En cuanto al sistema de control, esta compuesto por los actuadores, los 
sensores, el controlador, el planificador de trayectorias, y el sistema de supervi-
sión y decisión. Los actuadores son los encargados de accionar cada una de las 
articulaciones con el fin de posicionar y orientar el efector final. Estos pueden 
ser de tipo eléctrico, neumático o hidráulico. Los sensores por su parte, son los 
encargados de medir las variables de interés para el control del robot. Los sen-
sores pueden ser de dos clases: los que proveen el reconocimiento del estado 
mecánico del manipulador (por ejemplo: sensores de posición, velocidad, fuer-
za), y los que permiten una realimentación del entorno del manipulador (por 
ejemplo: cámaras, sensores de ultrasonidos, etc.). El controlador recibe las con-
signas de referencia de las variables asociadas a la trayectoria del extremo ope-
rativo, generadas por el sistema de planificación de trayectorias. De acuerdo a 
la información entregada por los sensores, se generan las acciones de control 
adecuadas para cada actuador según el algoritmo de control empleado. 
 
La mayoría de los sistemas robotizados operan en fábricas, donde el es-
pacio de trabajo ha sido ideado para adecuarse al robot. Sin embargo los robots 
han tenido menos impacto en aplicaciones dentro de entornos dinámicos, don-
de el área de trabajo y la ubicación de los objetos no pueden controlarse exac-
tamente. Esta limitación se debe implícitamente a la falta de capacidad senso-
rial en los sistemas robóticos comerciales. La integración sensorial es funda-
mental para incrementar la versatilidad y el dominio de aplicación de los ro-
bots.  
 
En la actualidad, los sensores visuales son cada vez mas frecuentes en 
las aplicaciones robóticas. Su principal ventaja es que permiten una descripción 
muy completa del entorno de forma no intrusiva. Se puede decir, que facilitan 
la integración de dispositivos robóticos en entornos menos estructurados y di-
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námicos, que los que se encuentran en las aplicaciones clásicas de automatiza-
ción. La expresión control visual se aplica a sistemas guiados visualmente, los 
cuales hacen uso de una o varias cámaras para obtener información del entorno 
en forma de imágenes, que es empleada para controlar el efector final del robot 
durante la realización de una tarea. Los sistemas de control visual se clasifican 
a partir de tres criterios (Weiss, 1980): la configuración física del sistema de 
visión, la utilización de las características extraídas de la imagen y la arquitec-
tura del robot. 
 
La configuración física del sistema de visión, define la relación cinemá-
tica del sistema de visión con respecto al robot y al entorno. El sistema de vi-
sión puede estar formado por uno o varios sensores visuales y puede tratarse de 
cámaras estáticas y/o móviles. La disposición del sistema de visión permite 
distinguir dos tendencias diferenciadas (Hutchinson et al., 1996): cámaras en 
un lugar fijo de la escena (eye-to-hand) y cámaras en el extremo del robot (eye-
in-hand).  
 
 
(a) (b) 
Figura 1.1 Disposición del sistema de visión en control visual: (a) cámaras en un lugar fijo de 
la escena, (b) cámaras en el extremo del robot. 
 
En el caso de cámaras en un lugar fijo de la escena (Figura 1.1(a)), el 
sistema de visión se encuentra dispuesto en una ubicación fija y observa la es-
cena en la que deben estar permanentemente visibles tanto el robot (típicamen-
te, el efector final) como el objeto de interés. No existe una relación mecánica 
entre el sistema de visión y el robot, pero es conocida la relación entre la cáma-
ra y el sistema de referencia asociado a la base del robot. Para la configuración 
de cámaras en el extremo del robot (Figura 1.1(b)), el sistema de visión es mó-
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vil y se encuentra solidario al efector final. La relación entre la localización de 
la cámara y la del efector final del robot es conocida y constante. La atención 
se centra en la observación del objeto, mientras que la disposición del robot 
queda implícita en la información extraída de las imágenes. El empleo de cá-
maras estáticas, presenta como principal desventaja la eventual oclusión que 
puede producirse cuando el robot se interpone entre la cámara y el objeto. 
 
Desde el punto de vista del procesamiento de imágenes, las principales 
estrategias para realizar el control visual son: control basado en posición (con-
trol visual 3D), control basado en imagen (control visual 2D), o una mezcla de 
los dos anteriores (control visual 2½D). 
 
En el control visual basado en posición (Figura 1.2), las características 
extraídas de las imágenes, s, son usadas junto al modelo geométrico del objeto 
y el conocimiento del modelo de la cámara, para estimar explícitamente la lo-
calización del objeto respecto al sistema de visión, x. La señal de error se gene-
ra en el espacio 3D. Como principales ventajas de este método destacan: la 
tarea se especifica en términos de localización cartesiana similares a los em-
pleados en robótica, la trayectoria de la cámara es una línea recta, ausencia de 
singularidades en el espacio de la tarea y mínimos locales prácticamente in-
existentes. Como desventajas destacan, la excesiva dependencia de los errores 
de calibración debidos a la calibración de la cámara o al modelo geométrico 
impreciso del objeto, y el uso de información adicional para reconstruir las 
coordenadas cartesianas de los puntos en el espacio.  
 
Controlador
Extracción  de 
características
+ -
Estimación de 
la localización
Comandos
del robot
xxd
x
s
 
Figura 1.2 Control visual basado en posición. 
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En los sistemas de control basados en imagen (Figura 1.3), el control se 
realiza directamente a partir de las características extraídas por el sistema de 
visión, que representan la proyección del objetivo a alcanzar en el plano de la 
imagen. De esta forma, la señal de error se define directamente en términos de 
las propias características de la imagen. En esta estrategia de control, el con-
cepto clave es el de matriz de interacción o matriz jacobiana de la imagen. 
Esta matriz establece la relación mediante la cual, un cambio en la posición y 
orientación del objeto respecto a la cámara induce un cambio en las caracterís-
ticas observadas en la imagen. Esta matriz puede estimarse off-line o estimarse 
en cada iteración de la ley de control. La principal ventaja de esta estrategia de 
control es la precisión obtenida independiente del proceso de calibración y del 
conocimiento del modelo del objeto. Entre los principales inconvenientes están: 
trayectoria de la cámara no controlable, no se puede asegurar la estabilidad glo-
bal y la aparición de singularidades en el espacio de características, como oclu-
siones parciales. 
 
Controlador
Extracción  de 
características
+ -
Comandos 
del robot
sd
s
s
 
Figura 1.3 Control visual basado en imagen. 
 
El control visual 2½D (Malis et al., 1998) está a medio camino entre el 
control visual basado en posición y el control visual basado en imagen, explo-
tando las ventajas de ambos. Además, permite evitar sus desventajas respecti-
vas, ya que contrariamente al control visual basado en posición, no necesita 
ningún modelo geométrico del objeto y en comparación con el control visual 
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basado en imagen, asegura la convergencia de la ley de control en todo el espa-
cio de trabajo.  
 
A partir de la arquitectura del robot, los diversos esquemas de control 
visual se clasifican en (San, 1980): control visual indirecto y control visual 
directo. En el esquema de control visual indirecto están presentes además del 
lazo de realimentación visual, los bucles internos de control de los servomoto-
res del robot. Este esquema de control comúnmente se denomina “mirar y mo-
ver” (look-then-move) y puede ser estático o dinámico. 
 
En el esquema “mirar y mover estático”, Figura 1.4, los algoritmos de 
visión y el movimiento del robot operan en forma secuencial. En primer lugar, 
la cámara captura una imagen, extrayéndose la información necesaria para dar 
el próximo comando de movimiento al robot. Hecho esto, se envía la orden de 
movimiento al robot y se espera a que haya finalizado dicho movimiento antes 
de tomar una nueva imagen. El robot ejecuta la tarea suponiendo que el entorno 
no se modificado. La dinámica de los bucles internos de control de los servo-
motores del robot, en tanto sea estable, no tiene ninguna influencia sobre el 
bucle de control visual. En la variante “mirar y mover dinámico”, Figura 1.5, 
el robot puede encontrase aun en movimiento mientras la siguiente imagen esta 
siendo tomada. En este caso, se tiene en cuenta la dinámica de los bucles inter-
nos de control de los servomotores del robot, lo que lleva a implementaciones 
de control bifrecuencial, en el cual, el lazo de control visual opera a una fre-
cuencia más baja, proporcionando valores de referencia al bucle de control 
interno, de mayor frecuencia.  
 
Calculo de
la posición
Extracción de
características
Controlador  de
articulaciones
Amplificadores
de potencia
Sensores Articulares
Captura de 
Imágenes
+
-
 
Figura 1.4 Esquema de control visual “mirar y mover estático” 
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Controlador
Sistema de visión
+ -
Referencia
Controlador  de
articulaciones
Amplificadores
de potencia
Sensores Articulares
 
Figura 1.5 Esquema de control visual “mirar y mover dinámico” 
 
 
En el esquema de control visual directo, Figura 1.6, comúnmente lla-
mado control “servo-visual” (visual servoing), desaparece el lazo de control a 
nivel articular. El bucle de realimentación visual controla directamente los ser-
vomotores del robot, lo que genera un fuerte nivel de acoplamiento dinámico 
en el lazo de control visuo-motor. 
 
Controlador
Sistema de visión
+ -
Referencia
Amplificadores
de potencia
 
Figura 1.6 Esquema de control visual directo 
 
Un factor a tener en cuenta en aplicaciones de control visual, es la di-
námica del entorno. Las aplicaciones en entornos estructurados con presencia 
de objetos cuya posición y orientación es perfectamente conocida, es un pro-
blema suficientemente estudiado en la actualidad. Sin embargo, aplicaciones en 
las que la variabilidad del entorno añade un alto grado de incertidumbre al 
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mismo, presenta numerosas dificultades aun no suficientemente resueltas. La 
realización de tareas robóticas en este tipo de entornos, requieren de estructuras 
robóticas de bajo peso y alta rigidez, actuadores que permitan altas aceleracio-
nes y altas velocidades, sensores con procesamiento rápido y esquemas de con-
trol sofisticados que tomen en cuenta la dinámica no lineal del sistema.  
 
En éste ámbito, se centra el desarrollo de la presente Tesis Doctoral, en 
la cual, se pretende evaluar el nivel de integración entre un sistema robótico y 
un sistema de visión en aplicaciones con entornos no estructurados y dinámi-
cos. Para ello, se plantea el diseño, construcción e implementación de una in-
novadora plataforma experimental basada en un robot paralelo, que utilice la 
información suministrada por un sistema de visión, para modelar el entorno y 
lograr el control de las trayectorias del sistema robótico, en aplicaciones con 
alta variabilidad del entorno.  
 
La plataforma llamada RoboTenis, se construye con dos propósitos en 
mente: i) desarrollar una estructura abierta para la investigación en el campo 
del control visual de robots paralelos, y ii) evaluar el nivel de integración entre 
un robot paralelo de alta velocidad y un sistema de visión en aplicaciones con 
entornos dinámicos. El diseño de la plataforma plantea la construcción del ro-
bot de estructura paralela, el control articular a bajo nivel, la integración del 
sistema de visión y el desarrollo de algoritmos de control servo-visual.  
  
Para demostrar su versatilidad, en la presente tesis se implementa una 
arquitectura de control visual para el Sistema RoboTenis, la cual, permite el 
seguimiento tridimensional de objetos móviles a alta velocidad. Esta integra-
ción es novedosa con respecto al tipo de manipulador (robot paralelo), al sis-
tema de control (control visual) y la velocidad de trabajo (1.0 m/s). Según la 
revisión bibliográfica, se puede afirmar que el Sistema RoboTenis, es el primer 
sistema que plantea el control de un robot paralelo de alta velocidad mediante 
realimentación visual. Como aplicación futura, se pretende que el robot juegue 
al tenis de mesa con ayuda de un sistema de visión. 
 
Un sistema robótico que juegue al ping-pong es una aplicación tratada 
por muchos autores en el pasado pero ninguna considera el control visual de un 
robot paralelo. Toshiba construye un robot articular de 7 grados de libertad 
para jugar ping-pong contra una pared. El sistema de visión esta compuesto por 
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un par estereo y permite mantener el movimiento de la pelota durante 4 golpes 
consecutivos (Hartley, 1987). Anderson (1987), como culminación de una serie 
de proyectos de los Laboratorios Bell, desarrolla un robot que juega ping-pong 
usando el robot comercial PUMA 260 y cuatro cámaras de video. El Instituto 
Federal de Tecnología Suizo construye un sistema de 6 grados de libertad para 
jugar ping-pong usando un par estero (Flassler et al., 1990). La Universidad de 
Wollongong diseña un mecanismo de 4 grados de libertad (2 cartesianos y 2 
rotacionales) que permiten posicionar y orientar una raqueta. El robot utiliza 
dos cámaras (Naghdy et al., 1993). El prototipo mas reciente, es el desarrollado 
por Acosta et al. (2003). El robot diseñado posee 5 grados de libertad, dos ra-
quetas y emplea una cámara para detectar la pelota. 
 
Actualmente, los problemas relacionados con el diseño optimo y al aná-
lisis dinámico representan las principales líneas de investigación en el área de 
los robots paralelos y en el caso del Sistema RoboTenis no es la excepción. El 
diseño permite seleccionar la estructura mecánica del manipulador y optimizar 
sus dimensiones, mientras que el análisis dinámico permite seleccionar comer-
cialmente los actuadotes y definir las estrategias de control para una aplicación 
deseada. 
 
La estructura mecánica del Sistema RoboTenis esta inspirada en el ro-
bot DELTA (Clavel, 1988). La selección de la estructura mecánica del robot es 
una consecuencia de los altos requerimientos del sistema en cuanto a veloci-
dad, aceleración y exactitud. Un modelo de simulación dinámica desarrollado 
en ADAMS y una fotografía del prototipo construido se muestran en las Figu-
ras 1.7(a) y 1.7(b), respectivamente. El robot esta constituido por dos platafor-
mas (una fija (1) y una móvil (2)), y tres cadenas cinemáticas cerradas separa-
das por un ángulo de 120º. Cada cadena cinemática esta formada por dos esla-
bones (el brazo (3) y el antebrazo (4)), y cuatro articulaciones esféricas pasivas. 
Los motores (5) están colocados sobre la base del robot (plataforma fija) y 
transfieren el movimiento a la plataforma móvil mediante la combinación de 
movimientos de cada cadena cinemática cerrada. La posición fija de los moto-
res, permite que la carga inercial manejada sea reducida, logrando mayores 
velocidades y aceleraciones en el efector final.  
 
Cada antebrazo esta formado por un par de barras paralelas. Estas ase-
guran que la plataforma móvil siempre permanece paralela a la base del robot, 
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lo que permite posicionar el efector final de acuerdo a los ejes x, y, z. Para la 
aplicación de jugar al tenis de mesa, la raqueta se monta sobre la plataforma 
móvil. La rotación de la raqueta, usa un motor fijo en la base del robot y un 
brazo telescópico (6) que une la plataforma fija con la plataforma móvil me-
diante dos uniones universales. 
 
 
 
El sistema de visión esta ubicado en el efector final del robot (eye-in-
hand) y formado por una sola cámara de escaneo progresivo y adquisición múl-
tiple, que unido a la potencia de cálculo de los ordenadores actuales, permite 
trabajar con periodos de adquisición y procesamiento cercanos a los 8,33 ms 
con escaneado total y 4 ms con escaneado parcial. La posición de la pelota se 
estima a partir del conocimiento geométrico de la pelota (diámetro) y de la 
extracción de características de la imagen (centro de gravedad y diámetro de la 
pelota). 
1
2
3
4
5
6
 
(a) (b) 
Figura 1.7 Robot paralelo: (a) modelo de simulación en ADAMS, (b) prototipo  
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El hardware de control esta formado por una tarjeta DSPACE 1103. En 
ella se ejecuta la planificación de trayectorias, el cálculo de los modelos cine-
mático y dinámico del manipulador, así como la implementación de los dife-
rentes algoritmos de control. Además, permite supervisar las estrategias de 
control, modificar sus parámetros en tiempo real y seguir la evolución de las 
variables relevantes del sistema. 
 
El desarrollo de esta tesis doctoral se encuadra dentro del proyecto de 
investigación “Arquitecturas de Teleoperación en Entornos Dinámicos Mode-
lables” (DPI 2001-3827-C02-01) subvencionado por el Ministerio de Ciencia y 
Tecnología de España. 
 
 
1.1 Objetivos de la Tesis 
 
El Sistema RoboTenis es una estructura abierta que permitirá la investi-
gación en el campo del control visual. Su diseño y desarrollo plantea los si-
guientes objetivos generales: construcción de un robot de estructura paralela, 
selección e integración del sistema de visión y desarrollo de algoritmos de con-
trol servo-visual.  
 
Dentro del alcance de esta tesis, los objetivos cumplidos son:  
 
o Selección y diseño del robot paralelo, 
o Construcción y ensamblado del prototipo, 
o Implementación del control de posición, 
o Análisis dinámico del robot, 
o Desarrollo de un planificador de trayectorias on-line que permite el 
seguimiento de objetos en movimiento a alta velocidad, 
o Detección de las características visuales de una pelota con movimiento 
tridimensional, 
o Obtención de las características visuales en secuencias de imágenes, 
o Control visual de un robot paralelo de alta velocidad: seguimiento de 
una pelota con movimiento tridimensional. 
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1.2 Contribuciones aportadas 
 
El presente trabajo contiene contribuciones originales al diseño y con-
trol visual de robots paralelos. Como contribución principal de esta tesis desta-
ca, el gran nivel de integración alcanzado entre sistemas robóticos paralelos y 
sistemas de visión en aplicaciones con altos requerimientos temporales.  
 
Las aportaciones por orden de aparición son las siguientes: 
 
 Elección, diseño y construcción de un robot paralelo de alta ve-
locidad y aceleración. El diseño se ha optimizado desde el punto de 
vista cinemático y dinámico. El prototipo obtenido posee altas capa-
cidades cinemáticas, un excelente índice global, un gran espacio de 
trabajo y sin singularidades (Angel et al., 2005a). 
 
 Análisis dinámico y control de posición del Sistema RoboTenis. 
El modelo dinámico se obtiene a partir de la formulación de La-
grange. A diferencia de los modelos dinámicos establecidos en la 
revisión bibliografía hasta el momento, el modelo dinámico obteni-
do para el Sistema RoboTenis emplea antebrazos con inercias no 
despreciables. El controlador emplea una ley de control PD con pre-
alimentación. Los resultados experimentales muestran que el proto-
tipo puede alcanzar velocidades superiores a 2.5 m/s en el efector 
final (Ángel et al., 2005b).  
 
 Desarrollo de un método on-line para la generación de trayecto-
rias suaves con jerk limitado. El planificador es sencillo computa-
cionalmente y emplea polinomios de quito orden para generar una 
trayectoria suave entre dos puntos. Las trayectorias respetan los li-
mites cinemáticos del manipulador (velocidad, aceleración y jerk) 
durante todo el movimiento. 
 
 Estimación de la posición y de la velocidad tridimensional de 
objetos en movimiento a través de una secuencia de imágenes. 
La estimación se realiza cada 8.33 ms y emplea el filtro de Kalman 
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para filtrar las mediciones ruidosas, como es el caso de la estima-
ción de la profundidad (componente Z) (Gutiérrez et al., 2005). 
 
 Control visual de un robot paralelo para el seguimiento de obje-
tos móviles a alta velocidad (1.0 m/s). Emplea la configuración 
cámara en mano y un sistema de control bifrecuencial. El lazo ex-
terno de control visual se actualiza cada 8,33 ms, mientras que el la-
zo interno de control de movimiento del robot se actualiza cada 0.5 
ms. 
 
 
De momento, las contribuciones de esta tesis han dado lugar a diferen-
tes publicaciones tanto nacionales como internacionales: 
 
 
Congresos Internacionales 
 
 L. Ángel, J.M. Sebastián, R. Saltaren, R. Aracil, “RoboTenis System. 
Part II: Dynamics and Control”, To Appear in 44th IEEE Conference 
on Decision and Control and European Control Conference (CDC-
ECC’05), Seville, Spain, December 2005. 
 
 L. Ángel, J.M. Sebastián, R. Saltaren, R. Aracil, J. Sanpedro, “Robo-
Tenis: Optimal Design of a Parallel Robot with High Performance”, In 
Proc. IEEE/RSJ International Conference on Intelligent Robots and 
Systems (IROS’05), Edmonton, Canada, August 2005. 
 
 L. Ángel, J.M. Sebastián, R. Saltaren, R. Aracil, R. Gutierrez, “Robo-
Tenis: Design, Dynamic Modeling and Preliminary Control”, In Proc. 
IEEE/ASME International Conference on Advanced Intelligent Mecha-
tronics (AIM’05), Monterrey, California, USA, July 2005. 
 
 J.M. Sebastián, L. Pari, C. González, L. Ángel, “A New Method for the 
Estimation of the Image Jacobian for the Control of an Uncalibrated 
Joint System”, In Proc. 2nd Iberian Conference on Pattern Recognition 
and Image Analysis (IbPRIA’05), Estoril, Portugal, June 2005. 
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 J.M. González, J.M. Sebastián, D. García, F. Sánchez and L. Ángel, 
“Recognition of 3D Object from One Image Based on Projective and 
Permutative Invariants”, In Proc. International Conference on Image 
Analysis and Recognition (ICIAR’04), Oporto, Portugal, September-
October 2004. 
 
 L. Angel, R. Saltaren, J.M. Sebastián, A. Hansson and R. Aracil, “Ro-
boTenis: Parallel Robot with Visual Control”, In Proc. World Automa-
tion Congress (WAC’04), Seville, Spain, June 2004. 
 
 J.M. González, J.M. Sebastián, D. García, F. Sánchez and L. Ángel, 
“3D Object Recognition from a Single Image”, In Proc. World Automa-
tion Congress (WAC’04), Seville, Spain, June 2004. 
 
 L. Ángel, J.M. Sebastián, R. Saltaren, R. Aracil, “RoboTenis: Diseño y 
Construccion del Robot Paralelo”, In Proc. III Jornadas Argentinas de 
Robotica (JAR’04), San Juan, Argentina, Junio 2004. 
 
 
Congresos Nacionales 
 
 D. Gutiérrez, L. Ángel, L. Pari, J.M. Sebastián, “Estimación de la posi-
ción y de la velocidad de un objeto móvil. Aplicación al Sistema Robo-
Tenis”, Proc. XXVI Jornadas de Automática, Alicante, España, Sep-
tiembre 2005. 
 
 L. Parí, C. González, L. Ángel, J.M. Sebastián, “Un nuevo método para 
la estimación del jacobiano de la imagen utilizando al matriz fundamen-
tal”, Proc. XXVI Jornadas de Automática, Alicante, España, Septiem-
bre 2005. 
 
 L. Ángel, R. Saltaren, N. Raguenes, J.M. Sebastián, R. Aracil, “Control 
Visual de un Robot Paralelo: Análisis y Diseño de la Plataforma Robo-
Tenis”, Proc. XXIV Jornadas de Automática, León, España, Septiembre 
2003. 
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Publicaciones referenciadas en el ISI 
 
 J.M. Sebastián, L. Parí, C. González, L. Ángel, “A New Method for the 
Estimation of the Image Jacobian for the Control of an Uncalibrated 
Joint System”. Lecture Notes in Computer Science, ISSN: 0302-9743, 
Springer Verlag GmgH, 3522, pp. 631-638, 2005. 
 
 J.M. González, J.M. Sebastián, D. García, F. Sánchez and L. Ángel, 
“Recognition of 3D Object from One Image Based on Projective and 
Permutative Invariants”. Lecture Notes in Computer Science, ISSN: 
0302-9743, Springer Verlag Heidelbeg, 3211, pp. 705-712, 2004. 
 
 
1.3 Estructura del documento 
 
Este documento esta dividido en 10 capítulos, en el primer capitulo se 
recogen aspectos fundamentales como son: la motivación, objetivos y contri-
buciones aportadas por esta tesis con un breve resumen de las publicaciones y 
conferencias donde se ha presentado dichas aportaciones. 
 
En el capitulo 2 se presenta el estado del arte de los robots paralelos y 
los fundamentos teóricos del control visual de robots. El capitulo esta com-
puesto de tres partes. En la primera parte se lleva a cabo una revisión del estado 
actual de la técnica de robots paralelos de seis grados de libertad. La segunda 
parte profundiza de manera especial en la estructura Delta. La tercera y última 
se dedica a revisar el estado actual del control visual de robots. 
 
En el capitulo 3 se estudia el problema cinemático del robot paralelo se-
leccionado. Se presentan los modelos cinematicos directo e inverso y se obtie-
ne la matriz jacobiana del robot. Se desarrollan un conjunto de herramientas 
computacionales (MATLAB y Lenguaje C) que permiten solucionar el pro-
blema cinemático inverso y directo del robot paralelo. Por último, se realiza el 
análisis de posición, velocidad y aceleración, verificando los resultados con 
otro software comercial (ADAMS). 
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El diseño del robot paralelo se presenta en el capitulo 4. El diseño es 
optimizado desde el punto de vista cinemático y dinámico. Inicialmente, la 
optimización cinemática define las dimensiones de la estructura mecánica del 
manipulador y emplea un índice de optimización global basado en el numero 
de condición de la matriz jacobiana. Usando un modelo de simulación en 
ADAMS, se obtiene la velocidad máxima del efector final y el máximo par de 
los motores para un conjunto de trayectorias típicas de la pelota en tenis de 
mesa. Finalmente, se presenta el prototipo del robot paralelo construido. 
 
En el capitulo 5 se derivan las ecuaciones de movimiento para el siste-
ma robótico. El modelo dinámico emplea la formulación de Lagrange escrita 
en términos de un conjunto de coordenadas generalizadas. Para un conjunto de 
trayectorias del efector final, se valida del modelo dinámico obtenido para el 
Sistema RoboTenis empleando el modelo de simulación en ADAMS. Los re-
sultados de estas simulaciones permiten analizar la influencia de las inercias de 
los antebrazos en la validez del modelo dinámico para el robot paralelo.  
 
En el capitulo 6, se implementa el control articular del Sistema Robo-
Tenis. En primer lugar se describe la arquitectura de control del sistema y los 
procedimientos de implantación de control de posición y de movimiento del 
robot paralelo. Basado en los resultados del capítulo 5, se describe el proceso 
experimental de sintonización de los controladores implementados. Diferentes 
trayectorias han sido programadas y ejecutadas sobre el prototipo. Los resulta-
dos experimentales muestran que el Sistema RoboTenis es capaz de alcanzar 
velocidades superiores a 2.5 m/s. 
 
En el capitulo 7 se presenta un método on-line para la generación de 
trayectorias suaves, aplicado al prototipo. El algoritmo es sencillo computacio-
nalmente e incluye: i) capacidad para producir movimientos rectilíneos con un 
jerk limitado entre puntos intermedios con distintas velocidades, ii) movimien-
to articular coordinado, y iii) planificación en tiempo real de trayectorias para n 
puntos intermedios del camino, teniendo en cuenta las posiciones y velocidades 
deseadas en estos puntos. 
 
El procesamiento de la imagen, la detección de las características visua-
les y estimación de la posición y velocidad tridimensional de la pelota en mo-
vimiento se presentan en el capitulo 8. El sistema de visión esta ubicado en el 
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extremo del robot y formado por una sola cámara. La adquisición se efectúa 
cada 8,33 ms y emplea el sistema de doble buffering. Las características usadas 
son el centro de gravedad y el diámetro de la pelota. Dado el reducido tiempo 
de adquisición, se emplea el filtro de Kalman para filtrar las señales de posi-
ción y velocidad y conseguir una estimación mucho más fiable. Estos paráme-
tros permiten predecir la posición y velocidad de la pelota, de forma que el 
robot pueda anticipar su movimiento.  
 
En el capitulo 9, se presenta el control visual del Sistema RoboTenis. 
La arquitectura de control visual propuesta, permite el seguimiento tridimen-
sional de una pelota en movimiento a alta velocidad. Los resultados experimen-
tales obtenidos muestran la versatilidad del sistema en la implementación de 
estrategias de control visual con altos requisitos temporales. 
 
Finalmente, en el capitulo 10 se presentan las conclusiones y futuros 
trabajos, así como los apéndices y la bibliografía. 
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CAPÍTULO 2 
 
Estado del Arte de los      
robots Paralelos y del   
control Visual 
_______________________________ 
 
En este apartado se revisa el estado actual de la técnica de los robots pa-
ralelos y del control visual de robots. Inicialmente, se presenta el estado del 
arte de los robots paralelos con de 6 y menos grados de libertad. Seguidamente, 
se presentan las principales líneas actuales de investigación en el campo de los 
robos paralelos. Luego, se profundiza de manera especial en la estructura 
DELTA, que es la empleada en el Sistema RoboTenis. Finalmente, la última 
parte se dedica a revisar el estado actual del control visual de robots. 
 
El robot paralelo mas conocido es la plataforma de Stewart. Esta estruc-
tura paralela posee 6 grados de libertad, y se pensó utilizar en un principio para 
el Sistema RoboTenis. Pero, después de un largo proceso de simulación en 
ADAMS, este tipo de plataforma fue descartada, ya que no se obtuvo motores 
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lineales comerciales que cumplieran los requisitos de par exigidos para la apli-
cación deseada. 
 
 
2.1 Estado del arte de los robots para-
lelos 
 
Se define un robot paralelo como 
 
“Aquellos robots en los que el extremo final está unido a la base por más de 
una cadena cinemática independiente”. 
 
La arquitectura de los robots paralelos es muy diferente a la de los ro-
bots serie, lo que conduce a que la mayoría de los problemas teóricos se deban 
reconsiderar. De hecho existe una extraña dualidad entre ambos tipos de meca-
nismos, ya que un problema de difícil solución para un tipo de estructura, es 
fácilmente resoluble por el otro tipo de estructura, y viceversa (Zamanov, 
1991), (Waldron, 1991). La estructura cinemática de los robots paralelos se 
conoce desde hace mucho tiempo. Ya en 1813, Cauchy estudió la rigidez de un 
octaedro articulado. Sin embargo, fue mucho más tarde cuando Gough y Whi-
tehall (1962) propusieron un mecanismo similar para el ensayo de neumáticos, 
Figura 2.1. 
 
 
Figura 2.1 La plataforma de Gough. 
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En 1965, Stewart (1965) propuso el uso de una estructura paralela de 
seis grados de libertad para generar movimiento en el espacio, como la solu-
ción más práctica en la construcción de simuladores de vuelo. La elección de 
este tipo de mecanismo se justifica por la buena relación carga admisible/peso 
propio. De hecho, en una plataforma de Gough se distribuye la carga, de modo 
que cada uno de sus 6 actuadores soporta aproximadamente 1/6 de los esfuer-
zos totales, siendo además, estos esfuerzos de tracción y compresión, lo que 
proporciona gran rigidez al mecanismo. Esto queda ilustrado con el ejemplo de 
un prototipo de robot paralelo que con 35 kg de peso tiene una carga nominal 
de 600 kg. 
  
El mecanismo de Stewart, consistía en una plataforma triangular unida 
mediante articulaciones esféricas a tres actuadores lineales ajustables en longi-
tud, que se conectaban a su vez, a una base fija mediante articulaciones univer-
sales. A pesar de que el mecanismo de Stewart es menos representativo que el 
de Gough, los robots paralelos son llamados frecuentemente plataformas de 
Stewart. Con el tiempo, la arquitectura de la plataforma de Stewart fue sufrien-
do modificaciones. La plataforma de Stewart tal como se la conoce hoy día, 
consiste en dos plataformas (la base y la plataforma móvil) unidas a través de 
seis actuadores extensibles mediante articulaciones esféricas en ambos lados, o 
con articulaciones esféricas a un lado y universales al otro. 
 
Hasta mediados de la década de los 80, la mayoría de los diseños se 
centraron en dos configuraciones. Una con la base y el efector final con forma 
triangular y los actuadores de dos en dos coincidiendo en los vértices de cada 
triangulo; y otra, con la plataforma móvil de forma triangular y los actuadores 
coincidiendo dos a dos en un los vértices el triangulo y con seis puntos distin-
tos contenidos en el plano de la base con forma hexagonal. Estas configuracio-
nes se denotan como 3-3 plataforma de Stewart (Figura 2.2a) y 6-3 plataforma 
de Stewart (Figura 2.2b), respectivamente. Muy pronto se observó que la coin-
cidencia de las articulaciones esféricas restringía de forma severa la movilidad 
del manipulador, sin embargo la configuración 6-3 todavía se mantuvo popular 
por algún tiempo. Otra configuración que empezó a ser muy popular es la que 
tenía hexágonos semirregulares como puntos de conexión tanto en la base co-
mo en el efector final (6-6 plataforma de Stewart) (Figura 2.2c).  
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Figura 2.2 Plataforma de Stewart: (a) 3-3, (b) 3-6, (c) 6-6. 
 
Existe una gran variedad de configuraciones mecánicas para este tipo de 
robots, según sea la estructura de las cadenas cinemáticas que unen la base con 
el efector final. La estructura cinemática con articulaciones esféricas a ambos 
lados de cada actuador (Figura 2.3a), se denota como plataforma de Stewart 6-
SPS, donde 6 se refiere al número de grados de libertad del robot y SPS viene 
del inglés (Spherical – Prismatic – Spherical). De igual forma, la estructura con 
articulaciones universales en la base y esféricas en el efector final se denota 
como plataforma de Stewart 6-UPS (Universal – Prismatic – Spherical) (Figura 
2.3b). Estas dos estructuras son idénticas salvo que la plataforma 6-SPS pre-
senta seis grados de libertad pasivos que permite la rotación de cada cadena 
cinemática sobre su eje. 
 
Más tarde en 1978, Hunt (1978) sugirió que los mecanismos actuados 
de forma paralela de los simuladores de vuelo, se usaran como robots manipu-
ladores y destacó, que los manipuladores paralelos requerían de un estudio más 
detallado en el contexto de las aplicaciones robóticas a la vista de las ventajas 
en cuanto rigidez y precisión respecto a los robots serie convencionales. 
 
Además de la excelente relación carga admisible/peso propio, los robots 
paralelos presentan otras características interesantes. En 1979, McCallion y 
Truong (1979) propusieron usar la plataforma de Stewart como un manipulador 
paralelo dentro de una célula de ensamblaje robotizada (Figura 2.4), fundamen-
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talmente porque la posición del efector final es mucho menos sensible a los 
errores que los sensores articulares de los robots en serie. La gran rigidez ase-
gura que las deformaciones de los actuadores sean mínimas. Esta característica 
contribuye en gran manera a la precisión en el posicionamiento del manipula-
dor. 
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Articulación 
Prismática 
Actuador 
lineal 
x 
z 
Y 
Sistema de 
Referencia X
Z 
Efector 
final 
y 
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esférica  
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esférica 
Articulación 
Universal 
Articulación 
Prismática 
Actuador 
lineal 
x
z 
Y
Sistema de 
Referencia X
Z 
Plataforma
y
 
(a) (b) 
 
Figura 2.3 Plataforma Stewart: (a) 6-SPS, (b) 6-UPS. 
 
 
 
Figura 2.4 Robot paralelo para mecanizado. 
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Earl y Rooney (1983) analizaron la estructura cinemática para aplica-
ciones robóticas y las dualidades entre mecanismos serie y paralelos, presen-
tando métodos de síntesis de nuevas estructuras cinemáticas. Hunt (1983) estu-
dió la estructura cinemática de los manipuladores paralelos basándose en la 
“teoría screw”, y enumeró varias estructuras cinemáticas con futuro promete-
dor. También analizó las singularidades en términos geométricos clasificándo-
las en “configuraciones estacionarias” y en “configuraciones con incertidum-
bre”, discutiendo las diferentes formas de ensamblaje de los manipuladores 
paralelos. 
 
Fichter y McDowell aplicaron el método convencional de los manipu-
ladores serie, para resolver la cinemática inversa de cada eslabón individual de 
un manipulador paralelo. Este método fue implementado en la plataforma de 
Stewart. Mohamed y Duffy (1983,1985) estudiaron la cinemática de los mani-
puladores paralelos basándose en la teoría Screw y presentaron la solución para 
la transformación inversa y directa. 
 
Yang y Lee (1984) desarrollaron un diseño práctico para el modelo ci-
nemático de la plataforma de Stewart. Realizaron un primer intento de analizar 
el espacio de trabajo de la plataforma en un determinado plano, dando eviden-
cias numéricas de que el espacio de trabajo y la maniobrabilidad del manipula-
dor paralelo eran bastante limitados. 
 
La fase inicial en el desarrollo de los robots paralelos como campo de 
investigación se consolidó a través de las contribuciones de Fichter y Merlet. 
Fichter derivó las ecuaciones cinemáticas de la plataforma de Stewart, y formu-
ló las ecuaciones dinámicas de una forma rudimentaria (despreciando la masa 
de los actuadores y la fricción de las articulaciones). Enumeró unas cuantas 
configuraciones singulares y realizo varias recomendaciones para la construc-
ción práctica de la plataforma de Stewart, describiendo el proceso de construc-
ción del robot en la Universidad de Oregon. Merlet consideró los aspectos de 
diseño de la plataforma de Stewart, tratando las diferentes arquitecturas men-
cionadas anteriormente. Presentó una descripción del prototipo de plataforma 
de Stewart construida en el INRIA, Sophia-Antipolis, Francia, dando las direc-
trices para solucionar las ecuaciones cinemáticas, desarrollar el Jacobiano, de-
rivar las ecuaciones dinámicas en condiciones más generales que las propuestas 
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por Fichter y la determinación del espacio de trabajo. También mencionó el 
potencial de la plataforma de Stewart como sensor de fuerza y como dispositi-
vo de acoplamiento pasivo. 
 
Dadas las principales limitaciones de la plataforma de Stewart en cuan-
do a espacio de trabajo reducido, dificultad en la resolución de la cinemática 
directa y complejidad en el diseño mecánico, recientemente se han propuesto 
diferentes estructuras paralelas con menos grados de libertad. En comparación 
con un manipulador paralelo de 6 grados de libertad, un manipulador paralelo 
de menos grados de libertad tiene como ventajas, un diseño mecánico más 
simple, un bajo coste de fabricación, un espacio de trabajo mayor y un contro-
lador más sencillo. 
 
Particularmente, destaca el desarrollo de manipuladores paralelos con 3 
grados de libertad, dados sus potenciales usos en aplicaciones industriales 
(Clavel, 1988), (Tsai, 1996), (Tsai et al., 1996), (Gosselin and Angeles, 1989), 
(Karouia and Hervé, 2000). Sin embargo, pocos reportes se tiene en el desarro-
llo de manipuladores paralelos con 4 o 5 grados de libertad. Esto se debe prin-
cipalmente, a que los manipuladores de 4 o 5 grados de libertad, no pueden ser 
construidos empleando cadenas cinemáticas idénticas, como apuntaron Hunt 
(1983) y Tsai (1998). 
 
Según la estructura cinemática, los manipulantes paralelos de tres gra-
dos de libertad, se clasifican en cuatro tipos: planar, esférico, espacial y mixto. 
Robots paralelos con dos grados de libertad rotacionales y uno trranslacional 
han sido propuestos por (Agrawal 1991), (Fang and Huang, 1997), (Lee and 
Shah, 1987), (Lee and Arjuman, 1991), (Pfreundschuh et al., 1991), (Song and 
Zhang, 1995), ( Waldron et al., 1989). Manipuladores paralelos planares y esfé-
ricos han sido estudiados por (Asada and Cro Granito 1985), (Cox and Tesar, 
1989), (Gosselin eta al., 1992), (Gosselin and Lavoie, 1993),( Gosselin et al., 
1996), (Carretero et al., 2000), (Vischer and Clavel, 2000). Las estructuras 
mixtas son empleadas como simuladores de movimiento, muñecas en robots 
híbridos serie-paralelo y en sistemas de mixtos de posicionamiento y orienta-
ción (Lee and Shah, 1988), (Waldron et al., 1989), (Carretero et al., 2000), (Di 
Gregorio and Parenti-Castelli, 2001). 
 
 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 26 - 
 
Recientemente, se han presentado varios manipuladores paralelos de 4 
grados de libertad con cadenas cinemáticas no simétricas. Hesselbach et al. 
(1998) desarrolla un manipulador paralelo de 4 grados de libertad, con dos ca-
denas cinemáticas asimétricas para el corte los paneles convexos de cristal. 
Lenarcic et al., (2000) utilizaron un mecanismo paralelo de 4 grados de liberad, 
con una cadena cinemática PS (Prismatic -Spherical) y tres cadenas cinemáti-
cas SPS (Spherical-Prismatic-Spherical), para simular el hombro de un huma-
noide. Rolland (1999) empleó el concepto de paralelogramo, empleado en el 
robot Delta, para la construcción de dos manipuladores paralelos de 4 grados 
de libertad, llamados Kanuk y Manta, respectivamente. Los dos manipuladores 
poseen un grado de libertad rotacional y tres grados de libertad de translación.  
Tanev (1998) estudio la cinemática directa de un manipulador paralelo de 4 
grados de libertad con una cadena cinemática RPR (Rotational-Prismatic-
Rotational) y dos cadenas cinemáticas SPS (Spherical-Prismatic-Spherical). 
Wang y Gosselin (1988) investigan la cinemática y las singularidades de un 
robot paralelo de 4 grados de libertad con 4 cadenas cinemáticas RUS (Rota-
tional-Universal-Spherical) y una cadena cinemática RS (Rotational-Spherical) 
pasiva. Chen et al., (2002) presentó un robot paralelo de 4 grados de libertad, 
con dos cadenas cinemáticas cerradas PRS (Prismatic-Rotational-Spherical) y 
dos cadenas cinemáticas PSS (Prismatic-Spherical-Spherical).  
 
Un manipulador con cadenas cinemáticas no simétricas, da lugar a un 
espacio de trabajo no simétrico, lo cual, puede complicar el planeamiento de la 
tarea. En este aspecto, varios investigadores han hecho grandes esfuerzos en 
diseñar manipuladores paralelos de 4 grados de libertad con cuatro cadenas 
cinemáticas idénticas. Company and Pierrot (1999) presentan un nuevo mani-
pulador paralelo 3T-1R (3 grados de libertad translacional y un grado de liber-
tad rotacional). Pierrot and Company (1999) y Pierrot et al., (2001) investiga-
ron una familia de manipuladores paralelos de 4 grados de libertad (H4) con 
cadenas cinemáticas idénticas. Utilizaron el principio del paralelogramo para 
construir dos conjuntos de cadenas cinemáticas. Cada conjunto esta formado 
por dos cadenas cinemáticas idénticas PUU (Prismatic-Universal-Universal) 
conectadas a la plataforma móvil por medio de una articulación rotacional co-
mún. Zlatanov y Gosselin (2001) proponen una estructura paralela de 4 grados 
de libertad con cadenas cinemáticas RRRRR(Rotational-R-R-R). Este es el 
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primer manipulador paralelo de 4 grados de libertad con cuatro cadenas seria-
les idénticas. 
 
Hasta la fecha, se han propuesto muy pocos manipuladores paralelos de 
5 grados de libertad. Wang y Gosselin (1997) investigaron la cinemática y las 
singularidades de un manipulador paralelo 5 grados de libertad con cinco cade-
nas RUS (Rotational-Universal-Spherical) y una cadena pasiva US (Universal-
Spherical). Lee and Park (1999) investigan la cinemática y la dinámica de un 
manipulador paralelo de 5 grados de libertad. Merlet et al., (2000) investigaron 
el problema asociado al planeamiento de trayectorias de una máquina-
herramienta de cinco ejes, basada en un manipulador paralelo de 6 grados de 
libertad. El algoritmo propuesto, hace uso del grado de libertad adicional para 
la evitar las posiciones singulares. Recientemente, Huang and Li (2002) pre-
sentaron dos manipuladores paralelos de 4 grados de libertad y dos manipula-
dores paralelos de 5 grados de libertad con estructuras idénticas de cada cadena 
cinemática. 
 
 
2.1.1 Líneas Actuales de Investigación 
 
El análisis y desarrollo de nuevas estructuras paralelas, plantea actual-
mente grandes desafíos tanto en el aspecto teórico como en el aspecto práctico. 
A continuación se describen los avances y problemas abiertos en las principa-
les líneas de investigación en el campo de los robots paralelos.  
 
 
2.1.1.1 Diseño Mecánico 
 
Un problema interesante es encontrar un método para diseñar la arqui-
tectura de un robot paralelo dado el número y el tipo de grados de libertad. Una 
aproximación a este problema basada en la teoría de grupos fue presentada por 
Hervé (1992). Usando esta aproximación, el autor ha diseñado un nuevo robot, 
STAR, con tres grados de libertad translacionales. Sin embargo queda trabajo 
por hacer, especialmente en el diseño de robots paralelos que combinen dife-
rentes grados de libertad translacionales y rotacionales. 
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2.1.1.2 Cinemática 
 
Hay que distinguir dos aspectos: la cinemática inversa y la cinemática 
directa. El problema cinemático inverso, un problema difícil para los robots 
serie, es sencillo para los robots paralelos. Sin embargo, la cinemática directa 
es mucho más complicada. En general este problema tiene más de una solu-
ción, por ejemplo, la plataforma de Gough tiene 16 posturas diferentes dadas 
las 6 longitudes de sus actuadores (Merlet, 1989, 1990, 1992). Ronga (1992) 
demostró que en el caso más general no hay más de 40 soluciones. Algunos 
algoritmos se han presentado para resolver casos especiales (Merlet, 1992), 
(Innocenti, 1993), (Angeles, 1992), (Ait and Ahmed, 1993), pero soluciones 
analíticas solo se han encontrado en arquitecturas muy especiales(Lee, 1993). 
Ku (1999) propone el análisis del modelo cinemático directo de la plataforma 
de Stewart empleando el método de Newton-Raphson, mostrando una mayor 
simplicidad y eficiencia en cuanto a coste computacional comparado con la 
formulación en forma cerrada. Yang (1999) se centra en el diseño y análisis 
cinemático de robots modulares paralelos reconfigurables de tres cadenas ci-
nemáticas y 6 grados de libertad. Para la solución del problema cinemático 
directo utiliza un algoritmo basado en información sensorial de las articulacio-
nes pasivas para simulaciones en línea y el algoritmo de iteración numérica de 
Newton-Raphson para simulaciones fuera de línea.  
 
Otra forma práctica de resolver la cinemática directa es implementar 
sensores de posición y de orientación para calcular la postura de la plataforma 
móvil (Inoue, 1985), (Arai, 1990), (Merlet, 1992). Recientemente Bonev 
(1999) propone un nuevo método de solución del problema directo usando tres 
sensores lineales adicionales. La información adicional proporcionada por los 
sensores reduce el problema a un sistema sobredeterminado de seis ecuaciones 
cuadráticas con tres incógnitas.  
 
 
2.1.1.3 Análisis de Singularidades 
 
De forma análoga a los robots serie, los robots paralelos pueden adoptar 
configuraciones en las que las fuerzas articulares no puedan equilibrar los es-
fuerzos sobre la plataforma móvil. Es importante determinar estas configura-
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ciones en cuya vecindad las fuerzas articulares tienden a infinito y el robot 
puede colapsar. Un estudio analítico elemental de este tipo de singularidades se 
puede encontrar en Gosselin y Angeles (1990) donde se denominan como ‘sin-
gularidades de segundo tipo’. Estas disposiciones singulares están caracteriza-
das por la anulación del determinante de la matriz jacobiana inversa. A pesar 
de que esta matriz sea conocida, en la mayoría de los casos la computación 
simbólica de este determinante no conduce a soluciones analíticas, por lo que 
hay que recurrir a procedimientos numéricos (Douady, 1991] o, más eficiente-
mente, procedimientos geométricos para encontrar las configuraciones singula-
res (Merlet, 1989).  
 
Merlet hizo un extenso uso de la geometría de Grassman para enumerar 
con detalle las condiciones geométricas singulares de diferentes robots parale-
los. Liu et al. (1993) realizaron un estudio geométrico de las singularidades de 
la plataforma de Stewart, en el que analizaron la matriz jacobiana para cuatro 
posiciones singulares. Ma y Angeles (1991) mostraron que algunas arquitectu-
ras simétricas de la plataforma de Stewart, presentan singularidades extendidas 
por todo el espacio del trabajo o regiones importantes dentro del mismo, carac-
terizadas por la capacidad de movimiento continuo de la plataforma movil con 
todos los actuadores bloqueados. A estas singularidades las llamaron singulari-
dades de arquitectura. Aunque estas singularidades dan lugar a serios proble-
mas de control, estas se pueden eliminar en la fase de diseño. Gosselin estudió 
la asociación del condicionamiento de la matriz de transformación estática con 
la rigidez de la plataforma de Stewart, donde se perdía rigidez cerca de confi-
guraciones singulares. Un problema que queda por resolver es determinar, de 
una forma simultánea, si existen configuraciones singulares dentro del espacio 
de trabajo de un robot paralelo (Sefrioui, 1992). Una completa descripción y 
caracterización de las singularidades sería parametrizar por completo las hiper-
superficies en el espacio de trabajo del robot. Este análisis permitiría establecer 
las regiones del espacio de trabajo donde las singularidades restringen la ma-
niobrabilidad del robot.  
 
Un punto importante asociado, es la planificación de trayectorias evi-
tando las singularidades. Bhattacharya et al. (1998) desarrollaron un esquema 
de planificación de trayectorias evitando singularidades, de forma que reestruc-
turaba la planificación en la vecindad de una singularidad. Dasgupta y Mruth-
yunjaya (1998) formularon el problema de la planificación de trayectorias evi-
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tando singularidades y desarrollaron una estrategia para planificar entre dos 
puntos trayectorias bien condicionadas en el espacio de trabajo del robot. Sin 
embargo, un criterio riguroso sobre la existencia de dichas trayectorias no está 
todavía disponible. Aracil et al. (2000b) proponen un algoritmo de control de 
movimiento para la planificación de trayectorias de un robot paralelo de 6 gra-
dos de libertad, basado en la plataforma de Stewart, donde se evita el problema 
de las singularidades comprobando el determinante de la matriz jacobiana en 
posiciones discretas del camino. 
 
 
2.1.1.4 Espacio de Trabajo 
 
En contraste con los robots serie más comunes, con tres ejes intersec-
tantes en la muñeca, en los robots paralelos el espacio de trabajo no se puede 
desacoplar en dos sub-espacios 3D caracterizando los movimientos de trasla-
ción y de orientación. Este acoplamiento hace que la representación del espacio 
de trabajo de la gran mayoría de los robot paralelos, sólo sea posible en seis 
dimensiones, lo que dificulta su representación y aun más su uso en aplicacio-
nes prácticas. Ante esto, cabe desglosar el problema en dos: dada una orienta-
ción constante, representar el espacio de trabajo de todas las posibles posicio-
nes 3D, o bien, dada una posición representar el espacio de trabajo de las posi-
bles orientaciones (3D). Otra solución es representar algunas proyecciones del 
espacio de trabajo completo. Una forma usual es representar las posibles trasla-
ciones de la plataforma móvil a una altura y orientación constantes, mediante 
un procedimiento de discretización (Fichter, 1986), (Arai, 1991) o, más eficien-
temente, por un algoritmo geométrico (Merlet, 1992), (Gosselin, 1990) que 
tenga en cuenta los límites de los actuadores, sus interferencias y las restriccio-
nes de las articulaciones. Haug (1989) desarrolló una formulación general para 
el análisis de la destreza y del espacio de trabajo de los manipuladores parale-
los en términos de la matriz jacobiana y de las ecuaciones de restricción para la 
plataforma de Stewart. Masory y Wang (1995) consideraron el problema de 
determinar secciones del espacio de trabajo incluyendo los límites angulares de 
las articulaciones y la interferencia de los actuadores.  
 
Aunque la mayoría de los autores estudiaron el espacio de trabajo man-
teniendo una orientación fija, Merlet (1993) desarrolló un algoritmo para la 
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representación de todas las posibles rotaciones dentro del espacio de trabajo, 
alrededor de un punto considerado fijo en la plataforma móvil.  
 
Otro punto interesante desde el punto de vista práctico, es verificar que 
una trayectoria deseada esté contenida dentro del espacio de trabajo del mani-
pulador. Merlet (1994) propone la inclusión completa de una trayectoria recta 
en el espacio de trabajo, para una orientación constante y para una variación 
lineal de los ángulos de orientación. Otro problema interesante es determinar 
las dimensiones de un robot para que abarque un espacio de trabajo deseado 
(Merlet, 1995).  
 
 
2.1.1.5 Dinámica 
 
El análisis dinámico de los robots paralelos es complicado dada la exis-
tencia de múltiples cadenas cinemáticas cerradas. Diferentes formulaciones han 
sido propuestas: Dasgupta y Mruthyunjaya, Do y Yang, Guglielmetti y Long-
champ y, Tsai y Kholi proponen la formulación de Newton-Euler, Lebret y 
Liu, Miller y Chavel, Pang y Shahingpoor, proponen la formulación langran-
giana, y por último Miller, Codourey y Burdet, Tsai, Wang y Gosselin, Zang y 
Song proponen el principio de los trabajos virtuales, todas estas referencias se 
pueden encontrar en (Tsai, 1999). 
 
Do y Yang (1988) solucionan la dinámica inversa de la plataforma de 
Stewart empleando la formulación de Newton-Euler. El modelo dinámico pro-
puesto asume que las articulaciones no tienen fricción y que las cadenas cine-
máticas son simétricas y delgadas (es decir, despreciando los momentos axiales 
de inercia). Geng et al. (1992) y Liu et al. (1993) desarrollaron las ecuaciones 
de movimiento de Lagrange para la plataforma de Stewart, asumiendo ciertas 
simplificaciones en cuanto a geometría y distribución inercial de la plataforma.  
 
(Dasgupta and Mruthyunjaya, 1998) y (Gosselin, 1996) proponen un 
modelo dinámico inverso para la plataforma de Stewart, usando la formulación 
de Newton-Euler. Dasgupta and Mruthyunjaya (1998b) derivaron las ecuacio-
nes de la dinámica en forma cerrada para las plataformas de Stewart 6-UPS y 
6-SPS. Más recientemente Liu et al. (2000) proponen las ecuaciones del mode-
lo dinámico directo para la plataforma de Stewart-Gough, empleando las ecua-
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ciones de Kane. Este método considera cada cadena cinemática de la platafor-
ma, como una estructura independiente. El sistema de ecuaciones dinámicas, 
asociado a la plataforma, estaba formado por las ecuaciones dinámicas de las 
cadenas cinemáticas independientes y el conjunto de la ecuaciones de restric-
ción entre las mismas. Comparado con el tradicional método de Newton-Euler 
y la formulación de Lagrange, este proceso de modelado era más directo y sis-
temático, y las ecuaciones dinámicas finales más concisas.  
 
 
2.1.1.6 Control 
 
El control de los robots paralelos es todavía un campo abierto y los tra-
bajos aportados hasta la fecha no son muy rigurosos. Liu et al. (1990, 1992) 
discutieron varios aspectos prácticos en relación con el control dinámico de 
robots paralelos. El análisis es aplicado a una plataforma de Stewart dentro de 
un centro de mecanizado. Sin embargo, la aplicación de su esquema de control 
en tiempo real está en duda debido a las intensas tareas computacionales impli-
cadas en la solución de la cinemática directa. 
 
Otra estrategia de control dinámico fue desarrollada por Hatip y Ozgo-
ren (1995). Empleaban una plataforma de Stewart para estabilizar el movi-
miento de un barco. Wang et al(1995) presentaron un esquema de control ba-
sado en redes neuronales y mostraron su superioridad respecto al control cine-
mático. Harris (1995) empleo el control cinemático y realizo un análisis sobre 
la eficiencia computacional entre trayectorias helicoidales y trayectorias en 
línea recta. Además, demuestra que en determinadas situaciones, un movimien-
to de rotación y traslación del efector final entre dos puntos requería menos 
movimiento en los actuadores. 
 
En los robots paralelos rápidos, es necesario resolver el modelo dinámi-
co para llegar a un control satisfactorio. Aun no se han establecido soluciones 
analíticas, pero, se suelen hacer ciertas simplificaciones que permiten simular 
el comportamiento dinámico de estas plataformas (Seguchi, 1990), (Reboulet, 
1991), (Pierrot et al. 1991, 1994), (Do, 1988). 
 
(Reboulet, 1992) y (Arai, 1991) emplean las señales de diferentes sen-
sores de esfuerzo dentro del sistema de control, para una plataforma de Stewart 
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en aplicaciones de ensamblaje y seguimiento de superficies. La dinámica y el 
control de plataformas de Stewart teniendo en cuenta la flexibilidad de los ac-
tuadores fueron propuestos por Lee y Geng (1993), a través del modelado sim-
plificado de la inercia y la flexibilidad de las cadenas cinemáticas.  
 
 
2.1.1.7 Calibración 
 
La precisión de un robot paralelo no solo depende del control, sino 
también del buen conocimiento de sus características geométricas. En función 
de las tolerancias de fabricación muchos factores intervienen en la precisión 
del robot. Wang (1993) demostró que en una plataforma de Gough son necesa-
rios 132 parámetros para describir sus características geométricas. Sin embargo 
mediante un cuidadoso diseño estos parámetros se pueden reducir al conjunto 
de coordenadas articulares (36 parámetros) y los recorridos de los actuadores 
(6 parámetros). La calibración de robots paralelos sigue como un problema 
abierto aunque ha sido tratado (Masory, 1993), (Wampler, 1992). 
 
 
2.1.2 El robot DELTA 
 
En este apartado, se llevará a cabo una revisión del estado del arte en 
cuanto al robot Delta se refiere, dado que su geometría es semejante a la del 
Sistema RoboTenis. 
 
En los años 80, Reymond Clavel, profesor en EPFL (École Polytechni-
que Fédérale de Lausanne) irrumpe con la idea brillante de usar paralelogramos 
para construir una estructura paralela robusta con tres grados de libertad de 
translación y un rotatorio. Al contrario de las publicaciones científicas hasta el 
momento, su inspiración era verdaderamente original y no viene de un meca-
nismo paralelo patentado por Willard L. Pollard en 1942. A esta estructura se 
le dio el nombre de robot Delta, sin sospechar que al final de siglo, sería uno de 
los diseños paralelos más acertados con varios cientos de estructuras activas en 
todo el mundo. En 1999, el Dr. Clavel es premiado con el “Golden Robot 
Award” (patrocinado por ABB) por su trabajo innovador en el robot paralelo 
Delta. 
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En la Figura 2.5, se muestra un esquema mecánico del robot Delta. En 
ella, se pueden observar las tres cadenas cinemáticas idénticas, que unen la 
plataforma fija y la móvil, además del brazo central que dota al sistema de un 
4º grado de libertad rotativo. 
 
 
Figura 2.5 Prototipo del robot DELTA patentado en EEUU (1990) por Clavel.  
(Patente No. 4.976.582). 
 
La idea básica que estaba detrás del diseño del robot paralelo Delta es el 
uso de paralelogramos. El uso de tres de estos paralelogramos restringe total-
mente la orientación de la plataforma móvil, que permanece con sólo 3 grados 
de libertad puramente translacionales. Los acoplamientos de entrada de los tres 
paralelogramos están montados en ejes rotativos (3) y estos ejes pueden ser 
actuados: 
 
• mediante motores eléctricos de C.C o C.A, o, 
• mediante actuadores lineales. 
 
Finalmente, un cuarto brazo se utiliza para transmitir el movimiento ro-
tatorio de la base a un efector final montado en la plataforma móvil.  
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El uso de actuadores montados en la base y la escasa masa de los aco-
plamientos permiten aceleraciones en la plataforma móvil de hasta 50g en en-
tornos experimentales y de 12g en aplicaciones industriales. Esto hace del Del-
ta el perfecto candidato para operaciones de “pick and place” de objetos ligeros 
(desde 10 gr hasta 1 kg). Los robots Delta disponibles en el mercado tienen un 
espacio de trabajo cilíndrico con 1 m de diámetro y 0.2 m de altura. 
 
 
2.1.2.1 El robot Delta en el Mercado 
 
La historia del marketing del robot Delta es larga y complicada. Todo 
comenzó en 1983, cuando los hermanos suizos Marc-Olivier y Pascal Demau-
rex crearon la compañía Demaurex con base en Laussane (Suiza). Después de 
obtener una licencia para el robot Delta en 1987, su mayor objetivo era llegar a 
comercializar el robot paralelo para la industria del empaquetado (Figura 2.6). 
Después de varios años, Demaurex ocupaba un importante lugar en este mer-
cado. Cuatro versiones eran comercializadas bajo los nombres de: Pack-Place, 
Line-Placer, Top-Placer, y Presto. 
 
 
 
 
Figura 2.6 El robot Delta en la industria del empaquetado. 
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La patente del robot Delta fue comprada por los hermanos Demaurex de 
EPFL en 1996. Sin embargo, antes de que se llevara a cabo la transacción, 
EPFL había vendido ya dos licencias. El primer referente a robots de pequeña 
dimensión (brazo + paralelogramo <800mm) fue atribuido exclusivamente a 
Demaurex en 1987. El segundo, referente a robots de mayores dimensiones fue 
vendido a AID y después revendido a DeeMed. Esta compañía, comprada des-
pués por la sueca Elekta, se especializa en intervenciones quirúrgicas y diseña 
el robot Delta para llevar un microscopio pesado (unos 20 Kg), Figura 2.7. La 
tecnología del robot Delta fue consecuentemente vendida a Medtronic al final 
de 1999. 
 
 
Antes de la transacción de SurgiScope, Elekta IGS inició negociaciones 
acerca de la licencia de su Delta con el grupo ABB de Zurich. Como resultado, 
ABB obtuvo una licencia para fabricar robots Delta de grandes dimensiones. 
Al mismo tiempo, Demaurex anunció su decisión de producir robots de mayo-
 
 
Figura 2.7 El robot Delta en aplicaciones quirúrgicas.
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res dimensiones (entorno a 1200 mm). Sin embargo, Demaurex no puede pro-
ducir robots de mayor tamaño, ya que la compañía tiene la obligación de no 
entrar en el mercado de dimensiones superiores a 1200 mm. 
 
Demaurex también dio licencia a la compañía japonesa Hitachi Seiki 
para fabricar robots Delta de pequeñas dimensiones, para empaquetado (DEL-
TA) y para perforación (PA35), Figura 2.8. De hecho, Hitachi Seiki representa 
a Demaurex en Japón. 
 
 
 
Figura 2.8 Robots Delta de Hitachi-Seiki. 
 
ABB Flexible Automation, lanzó su robot Delta en 1999 bajo el nombre 
IRB 340 FlexPicker (Figura 2.9). Tres sectores de la industria eran su objeti-
vo: el alimentario, farmacéutico y las industrias electrónicas. El FlexPicker está 
equipado con un sistema de vacío capaz de transportar objetos de un punto a 
otro con un peso de más de 1 Kg. El robot está guiado con un sistema de visión 
diseñado por Cognex y un controlador S4C de ABB. Las velocidades alcanza-
bles con este sistema son de 10 m/s y 3.6 grados/s (unos 150 movimientos por 
minuto), y unas aceleraciones de hasta 100 m/s2 y 1.2 rad/s2. El robot está dis-
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ponible en dos versiones, una de las cuales es sellada, resistente a la corrosión 
y diseñada para su uso en ambientes extremadamente limpios. 
 
 
 
Figura 2.9 Robot Delta IRB 340 FlexPicker (ABB). 
 
Después de más de quince años como única empresa en el mercado, 
Demaurex se encontró repentinamente con la decisión del gigante sueco ABB 
de entrar en este mercado. En un intento de asegurar su estabilidad a largo pla-
zo, Demaurex cambió su línea de producción y comenzó a fabricar robots con 
células completas. Sin embargo, con el objetivo de hacerse con un mercado 
mundial, el “pequeño” Demaurex comenzó a buscar un socio. Y tanto es así, 
que a finales de 1999, Demaurex fue adquirido por el grupo suizo SIG. 
 
El grupo SIG está formado por tres ramas, una de las cuales (rama de 
empaquetado) emplea ella sola cerca de 2000 trabajadores, lo que convierte a 
SIG en una compañía lo suficientemente grande como para atender la necesi-
dad de Demaurex de acceder al mercado mundial. Demaurex mantiene su 
nombre y a sus dos fundadores. Actualmente, se están fabricando tres modelos 
diferentes del Delta ofrecidos por “SIG Pack Systems”, mientras que los mode-
los C23 y C33 son fabricados por Demaurex, el modelo CE33 es fabricado por 
“SIG Pack Systems”, Figura 2.10. 
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Figura 2.10 Robots Delta, modelos C33 y CE33 fabricados por SIG. 
 
 
2.1.2.2 El robot DELTA a nivel académico 
 
El diseño del robot Delta ha atraído gran interés no sólo en el mundo de 
la industria sino también en laboratorios académicos. Un gran número de va-
riantes han sido propuestas pero la mayoría de esos prototipos son muy simila-
res al modelo original. Uno de estos robots modificados fue construido en la 
Universidad de Maryland (Stamper et al, 1998). Otra versión modificada fue 
construida en la Universidad de Génova. En esos diseños los paralelogramos 
son sustituidos por mecanismos equivalentes.  
 
Otra versión más optimizada (NUWAR), está en construcción en el 
Departamento de Mecánica y Materiales de la Universidad de Australia Occi-
dental (UWA), Figura 2.11. Este robot forma parte de la próxima generación 
de los robots paralelos y cuando esté terminado se espera que sea el más rápido 
del mundo. El diseño del NUWAR está basado en el robot Delta 4, capaz de 
alcanzar aceleraciones de hasta 500 m/s2, y su configuración trae consigo mejo-
ras en dos aspectos: El espacio de trabajo, y la rigidez que presenta el sistema 
(Miller, 1995, 1996). 
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Figura 2.11 Robot NUWAR. 
 
Tres versiones del robot Delta con motores lineales, han sido construi-
das en Ferdinand-von Steinbeis Schule, ETH Zurcí, y la Universidad de Stutt-
gart. Otras versiones lineales fueron fabricadas para la realización de proyectos 
de final de carrera en la Universidad de Michigan.  
 
Como es natural, la mayor parte de los miembros de la familia de robots 
Delta se encuentra en su lugar de nacimiento, l'École Polytechnique Fédérale 
de Lausanne (EPFL). Además varias estructuras Delta (Delta 720 y Microdelta 
240), han sido construidas por el grupo de robótica paralela dirigido por el pro-
fesor Reymond Clavel. 
 
 
2.1.3 Aplicaciones de los Robots Paralelos 
 
La realización práctica de prototipos para robots paralelos, ha surgido 
en función de los desarrollos de su cinemática y dinámica. La gran precisión en 
el posicionamiento y orientación de la plataforma, ha propiciado su aplicación 
en muñecas para brazos manipuladores (Arai, 1993) (Innocenti, 1993). Los seis 
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grados de libertad hacen que su aplicación sea atractiva en simuladores de vue-
lo para los que fueron originalmente usados, simuladores de movimientos 
ecuestres, aplicaciones de realidad virtual. 
 
A pesar de lo reciente que es el concepto de robots paralelos, varios la-
boratorios han propuesto prototipos muy interesantes (Fichter, 1986), (Arai, 
1990). Deben ser mencionados los robots paralelos desarrollados por MEL en 
Japón: uno de los cuales es un micro manipulador cuyos actuadores lineales 
tiene un rango de trabajo de pocos micrómetros y permiten realizar movimien-
tos de nanómetros (Arai, 1993) y otro es un gigantesco manipulador para la 
industria minera (Nakashima, 1992). 
 
El primer robot paralelo comercial, el “Gadfly”, un manipulador de 6 
grados de libertad para el ensamblado de componentes electrónicos, fue dise-
ñado por Marconi (Marconi, 1985). Posteriormente esta compañía diseñó un 
gran robot híbrido serie-paralelo, el “Tetrabot” (Marconi, 1986). Otro prototipo 
interesante es el robot paralelo desarrollado por Fanuc para tareas de soldadura 
en la industria del automóvil, Figura 2.12. 
 
 
 
 
Figura 2.12 Robot paralelo FANUC, empleado en tareas de soldadura. 
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Especial mención merecen los prototipos para la cirugía oftalmológica 
(Merlet et al., 1991), (Grace et al., 1993), el joystick esférico desarrollado por 
Gosselin et al. (1998) en Canadá por la Universidad de Laval (Figura 2.13), y 
el uso de una clásica plataforma de Gough para la manipulación de cargas de 
hasta 230 kg, con alta repetitibilidad, en el European Synchrotron Radiation 
Facility (ESRF). 
 
 
Recientemente están apareciendo numerosas aplicaciones y desarrollos 
de los robots paralelos. La tendencia es la aplicación en estaciones de mecani-
zado, aunque continúan los desarrollos en las primeras aplicaciones en simula-
dores de vuelo, y empiezan a aparecer más aplicaciones específicas, tales como 
el diseño de muñecas en brazos manipuladores, y el diseño de maestros y es-
clavos en aplicaciones de teleoperación. 
 
La Cyber Air Base (C.A.B.) mostrada en la Figura 2.14, ha sido des-
arrollada por VIRtogo. Se usa como simulador de vuelo y para la producción 
de videojuegos por entidades tales como la Nasa, Universidad de Yale, SEGA. 
La plataforma requiere alimentación eléctrica e hidráulica para alzarse y sufrir 
procesos de aceleración que son automáticamente controlados desde la silla. 
 
 
 
Figura 2.13 Joystick esférico de la Universidad de Laval (Canadá). 
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Figura 2.14 Cyber Air Base. 
 
El robot F-206 Hexapod construido por Physik Instrumente, tiene como 
aplicación principal la micromanipulación. Es un sistema de microposiciona-
miento provisto de seis grados de libertad y una resolución de 0.1 µm. El soft-
ware utilizado es Labview (drivers y librerías), Simulation Tools Terminal 
Software que se comunica con el robot utilizando los puertos serie RS-232 (Fi-
gura 2.15). 
 
 
 
Figura 2.15 F-206 Hexapod. 
 
AUGUST Company ha diseñado y construido un simulador de movi-
miento de un barco (Figura 2.16). El sistema permite al usuario simular física-
mente el movimiento de cualquier nave. 
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Figura 2.16 Simulador de movimiento de barcos. 
 
La Plataforma Deltalab EX 800 (Figura 2.17), es una maqueta de seis 
grados de libertad con la que se puede estudiar el comportamiento de meca-
nismos complejos como los empleados, en aviones comerciales, simuladores 
de vehículos con motor, herramientas de maquinaria, montajes dinámicos de 
cámaras cinematográficas, robots o grandes telescopios astronómicos. 
 
 
 
Figura 2.17 Delta Lab EX 800. 
 
El robot F-100i de Fanuc, Figura 2.18, es un mecanismo paralelo de 
seis grados de libertad, de una alta precisión. La fabricación del robot de una 
alta rigidez se plasma en su capacidad de carga 140 Kg en dirección vertical, y 
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75 Kg en desplazamientos horizontales. El cuerpo compacto del robot permite 
instalarlo en espacios reducidos. Las aplicaciones del robot son manipulación y 
ensamblaje.  
 
 
 
Figura 2.18 Fanuc F-100i. 
 
El robot Hexabot de seis grados de libertad, es un robot que combinado 
con una máquina tradicional de mecanizado da lugar a una máquina CNC, que 
puede producir piezas de una alta calidad, con una fácil programación y confi-
guración, Figura 2.19. 
 
 
 
Figura 2.19 Hexabot. 
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Un prototipo basado en la plataforma Stewart y empleado en aplicacio-
nes de tele-manipulación, Figura 2.20, fue desarrollado entre Pacific Norwest 
National Laborary y DARPA. Sobre el prototipo se investiga alternativas en el 
diseño de los robots manipuladores. Los componentes del sistema en el mani-
pulador esclavo son todos de alimentación neumática y, unos sensores coloca-
dos en la base del maestro controlan la tele-operación. Este sistema se diseñó 
con la intención de proveer al operador con el mismo rango de movimientos y 
grados de libertad que el ser humano. El prototipo puede moverse a la veloci-
dad de un brazo humano y cargas de 5 a 7.5 Kg. 
 
 
 
Figura 2.20 Plataforma de Stewart para Tele operación. 
 
(Pierrot et al, 1991) propone un robot paralelo rápido de 6 GDL, el 
“HEXA” cuya estructura paralela esta basada en el robot DELTA, Figura 2.21. 
El robot construido por Tohoku University (Japón) está formado por seis cade-
nas cinemáticas ligeras e identicas, compuestas por una varilla, y dos uniones 
esféricas. La base del robot HEXA es fija y los seis motores están colocados en 
ella. Cada motor maneja una cadena cinematica y actúa directamente sobre 
ella. Cada cadena cinemática posee tres articulaciones aunque solo una de ellas 
es activa, la que está unida a la base, mientras que el resto son articulaciones 
pasivas. Dichas cadenas proporcionan los seis grados de libertad activos que 
posee el robot. 
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Los motores seleccionados son DM1015B, de la empresa Yokogawa 
Precisions, tienen un  par máximo de 15 N·m, y una velocidad máxima de 2.4 
rps. Cada motor está equipado con un encoder óptico de alta precisión. Se usa 
un sensor adicional para medir el par que efectúa el extremo del robot con la 
superficie sobre la que actúa. 
 
 
 
Figura 2.21 Robot HEXA. 
 
 Por último, comentar las recientes aplicaciones de los robots paralelos 
como robots móviles (Saltarén et al., 1999), (Aracil et al., 1999). Un ejemplo 
de ello, se muestra en la Figura 2.22, donde se propone el uso de la plataforma 
de Stewart como robot trepador, para el mantenimiento de palmeras y estructu-
ras cilíndricas alargadas (Almonacid et al., 2003). 
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Figura 2.22 Robot paralelo trepador. 
 
 
2.2 Estado del Arte del Control Visual 
de robots 
 
La comunidad científica internacional ha desarrollado un importante es-
fuerzo desde que Shirai and Inoue (1973) describiera como un bucle de reali-
mentación visual puede ser usado para incrementar la precisión de la posición 
de un robot y Hill et al., (1979) introdujera el término Visual Servoing. Durante 
la década de los ochenta y principio de la década de los noventa, se realizan 
algunas investigaciones pioneras en las que la información visual de la escena 
ayuda a la realización de tareas robotizadas. En 1981, Geschke (1981) describe 
la tarea de inserción de un tornillo utilizando la información proveniente del 
sistema de visión estereoscópico con una frecuencia de obtención de las carac-
terísticas de la imagen de 10Hz. En 1984, Weiss (1984) propone el uso de un 
control adaptativo a sistemas de servo control visual basado en las característi-
cas de la imagen. Presenta simulaciones para distintos manipuladores de hasta 
3 grados de libertad.  
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Sin embargo no ha sido hasta la presente década cuando los desarrollos 
han alcanzado resultados satisfactorios, debido principalmente al espectacular 
avance de los equipos especializados en tratamiento de imágenes. Aunque ini-
cialmente se planteo la posibilidad de que el sistema sensorial suministrase 
información directa a los controladores del robot, en la actualidad se ha optado 
mayoritariamente por un control orientado a tarea. De esta forma se aísla al 
sistema de visión de los problemas de las singularidades cinemáticas del robot 
(Chieaverini et al., 1991).  
 
En 1996, Hutchinson et al.,(1996) recogen en su artículo las distintas 
aplicaciones en las que se utiliza el servo control visual hasta ese instante. De 
igual forma Corke and Paul (1989a), (1989b) describen un sistema capaz de 
posicionar un robot de 2 grados de libertad paralelo a una superficie plana me-
diante un esquema de control basado en las características de la imagen. Se 
utiliza un control independiente para cada uno de los ejes y no se hace uso de 
un generador de trayectorias. En trabajos posteriores analiza lo efectos dinámi-
cos inherentes al servo control visual de un robot (Corke, 1991), (Corke et al., 
1992). Chaumette et al., (1989, 1991) describen los resultados obtenidos en el 
posicionamiento de un robot utilizando un objeto que dispone de cuatro círcu-
los pintados sobre su superficie cuyos centros son las características de la ima-
gen que realimentan el lazo de control 
 
Durante los últimos años, la investigación y estudio en relacionar los 
sistemas de visión y los sistemas robotizados de una forma homogénea y com-
pleta ha adquirido notable importancia. Se presentan en la actualidad numero-
sos desarrollos que no están todavía resueltos como: estrategias de control o 
diseño de controladores (Tarbouriech, 2000), (Cadenat et al., 1999), relaciones 
no lineales entre los pares a aplicar al robot y las características de la imagen 
(Sun and Doeschner, 1999), combinar sistemas sensoriales (servo control vi-
sual y realimentación de esfuerzos) (Baeten et al., 1999), cámara montada en el 
extremo del robot  frente a cámara observando el extremo del robot o ambos 
sistemas cooperando (Flandy et al., 2000). 
 
Adicionalmente hay aplicaciones en las que la variabilidad del entorno 
añade un alto grado de incertidumbre al mismo, dotándole de movimiento no 
previsto, pero que debe ser conocido por el sistema de control, para la correcta 
realización de la tarea encomendada. En éste ámbito es donde se centra la pre-
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sente propuesta, cuando se trabaja en entornos dinámicos predecibles (se puede 
estimar la trayectoria aproximada de los objetos), ya sea de forma automática o 
como ayuda a la teleoperación. 
 
En la actualidad, los sensores visuales son elementos cada vez mas fre-
cuentes en las aplicaciones robóticas. Su principal ventaja es que permiten ob-
tener una descripción del entorno bastante completa de una forma no intrusiva. 
Se puede decir, que facilitan la integración de dispositivos robóticos en entor-
nos menos estructurados y dinámicos  que los que se encuentran en las aplica-
ciones clásicas de automatización. 
 
La interacción entre sistemas de visión y sistemas robóticos ha sido y es 
objeto de gran interés en la investigación de los últimos años. Tiene especial 
relevancia, las aplicaciones en las que el manipulador tiene que interactuar con 
objetos estáticos o móviles, cuya localización o perfil de movimiento no sea 
conocido, como es el caso de la presente tesis doctoral. 
 
El objetivo del control visual es la integración en tiempo real de las in-
formaciones visuales obtenidas por una o varias cámaras en el bucle de control 
del robot para gobernar su movimiento. Los primeros trabajos sobre sistemas 
de control en bucle abierto se describen en (Rosen, 1976), (Tani, 1977). La 
precisión obtenida dependía directamente de la exactitud de los modelos utili-
zados y de la calidad de la calibración de las cámaras y del robot. 
 
Se ha adoptado extensamente el principio del bucle cerrado para mejo-
rar el rendimiento de los sistemas. Los primeros trabajos en este sentido se de-
ben a Shirai e Inoue, que describen y realizan una tarea de ensamblado en (Shi-
rai, 1973). Los sistemas de control visual pueden clasificarse, de manera gene-
ral, según dos criterios (Sanderson, 1980): 
 
• la utilización o no de un bucle interno 
• el espacio de control 
 
En caso de que el sistema no posea bucle interno, el sistema de visión pro-
porcionará directamente una estimación del estado articular del robot al contro-
lador. La estabilización se realiza únicamente a través de la salida al sistema de 
visión (Sanderson, 1983). En este caso, el sistema debe proporcionar una esti-
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mación del estado con una frecuencia elevada. Este esquema de control se ha 
utilizado poco a causa de la excesiva influencia de las perturbaciones sobre la 
estimación en tiempo real del estado (Bishop, 1994). Weiss utiliza esta estruc-
tura para controlar un robot planar de tres grados de libertad cuyas articulacio-
nes son observadas por una cámara en (Weiss, 1987). Se encuentra la misma 
estructura en (Wijesoma, 1993) para un robot de dos ejes. Se han realizado 
también trabajos de este tipo con robots de seis grados de libertad (Hashimoto, 
1993b), (Gangloff, 2000). 
 
En el caso de que el sistema de control sea jerárquico (utilización de un 
bucle interno), el sistema de control proporciona una consigna la controlador 
del robot, que calcula los desplazamientos a realizar en el espacio articular por 
medio de un bucle cerrado interno que estabiliza el sistema. Al utilizar esta 
estructura, la frecuencia del proceso puede ser la proporcionada por vídeo en 
tiempo real de 40 ms. El proceso de visión y el sistema robótico están clara-
mente separados, lo que permite una mayor portabilidad y simplicidad de los 
procesos de control visual. Para un estudio del rendimiento dinámico de esta 
estructura se puede leer (Corke, 1993). 
 
El segundo punto que caracteriza los esquemas de control se refiere al 
tipo de información visual utilizada para definir la señal de error a regular. 
Desde este punto de vista, se pueden distinguir tres clases de métodos: 
 
• control visual basado en posición, o control visual 3D, donde, a partir 
de primitivas extraídas de la imagen, y mediante un modelo del objeto a 
controlar o un conjunto de imágenes de la escena, se determina la posi-
ción y la orientación de la cámara con respecto a un marco de referen-
cia. El error entre la configuración deseada y la configuración actual se 
expresa en el espacio de trabajo del robot. 
 
• control visual basado en imagen, o control visual 2D, donde la ley de 
control se expresa directamente en el espacio de coordenadas de la cá-
mara. 
 
• control visual híbrido o control visual 2D1/2, resultado del trabajo des-
arrollado en IRISA (Malis, 1998), (Malis, 1999) y estudiado después 
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por (Morel, 2000) y (Camillo, 2000). En este caso, el error a regular se 
compone tanto de información 3D como de información 2D. 
 
Los sistemas de control visual pueden también clasificarse en función 
de la posición de las cámaras: 
 
• cuando la cámara no está unida mecánicamente al robot controlado por 
visión, se habla de control visual con cámara separada. La cámara se si-
túa de modo que pueda observar el efector final del robot (Flandin, 
2000), o la configuración articular del robot (Ruf, 2000), o bien que 
pueda observar simultáneamente el efector final del robot y objetos de 
interés presentes en el espacio de trabajo (Horaud, 1998). La cámara 
puede estar fija o bien montada sobre otro sistema mecánico (Mar-
chand, 2001). 
 
• cuando la cámara está montada sobre el efector final del robot, se habla 
de control visual con cámara en mano Esta configuración es la más ex-
tendida (Hashimoto, 1993a), (Hutchinson, 1996). Se estudiará este tipo 
de configuración durante esta tesis, si bien la mayoría de los resultados 
puede extenderse a la configuración con cámara fija. 
 
 
2.2.1 Control Visual: vista general 
 
Se pueden aplicar numerosos tipos de control a sistemas provistos de 
cámaras. Algunos controles tienen en cuenta la dinámica del robot (Rives, 
1997), (Koibo, 1991), (Nelly, 1996), (Chiang, 1997), (Tarbouriech, 2000). En 
(Gangloff, 1999), (Gangloff, 2000), se aplica un control de tipo GPC al segui-
miento rápido de en el espacio de la cámara con una arquitectura de control 
directo (sin bucle interno de regulación de las posiciones articulares del robot). 
 
Una gran parte de los trabajos se centran en el control cinemática y con-
sideran el robot como un integrador perfecto. En (Zanne, 2000), se aplica un 
control en modo pasante al seguimiento de una trayectoria cartesiana de la cá-
mara. En este caso, la trayectoria de la cámara se define simplemente como una 
línea recta entre su posición inicial y su posición final. Se proponen controles 
por retorno de estado no lineales y por posición de polos en (Martinet, 1999) y 
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(Papanikolopoulos, 1991), respectivamente. En (Weiss, 1987) se propone un 
control adaptativo. Se describen controles de tipo LQ o LQG basados en la 
minimización de un criterio cuadrático tiempo-energía en (Hashimoto, 1996), 
(Smith, 1997). Se propone un control por retorno de estado continuo y no esta-
cionario para robots no holonómicos en (Tsakiris, 1998). 
 
Los controles de tipo proporcional, que permiten garantizar un error ex-
ponencialmente decreciente, son los más comunes en el dominio del control 
visual (Chaumette, 1990), (Hager, 1997), (Hashimoto, 1997), (Martinet, 1996), 
(Hutchinson, 1996). 
 
La formulación de la función de la tarea permite construir de manera 
simple leyes de control directamente en el espacio de las cámaras. Esta formu-
lación ha sido adaptada a los problemas del control visual en los trabajos de 
tesis descritos en (Chaumette, 1990). Esta técnica de control puede tener en 
cuenta la dinámica del sistema. En la sección siguiente, se verá cómo la aplica-
ción de este enfoque para el establecimiento de un control en velocidad, son 
tener en cuenta la dinámica del robot, permite idealmente una disminución ex-
ponencial de un error bien elegido. 
 
 
2.2.2 Definición de la función de la tarea 
 
En la formulación desarrollada en (Samson, 1991), se considera el caso 
de que las tareas robóticas a realizar pueden expresarse bajo la forma de una 
regulación a cero sobre un horizonte temporal finito de una función de la tarea, 
( ), te q , que expresa el error entre la configuración deseada y la configuración 
actual: 
 
 
donde: 
 
• q  representa el vector de coordenadas articulares del robot 
( ) ( ) ( )( )*, ,t t t= −e q C x x q  (2.1) 
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• C  es una matriz de dimensión n m× , donde n  es el número de grados 
de libertad que se desean controlar y m  es la dimensión del vector de 
medidas. Esta matriz se conoce como matriz de combinación, y per-
mite tener en cuenta una eventual redundancia de la información 
• x  es el vector de medidas obtenido a partir de la información visual 
actual 
• ( )* tx  es la trayectoria deseada de ( )tx  (en lo sucesivo, se empleará el 
término consigna para designar a ( )* tx ). 
 
 
El problema de la regulación de la función de la tarea está bien plantea-
do si e  posee ciertas propiedades. En particular, debe existir, por una parte, 
una trayectoria ideal y única de q  tal que la función de la tarea sea nula a cada 
instante sobre el horizonte temporal, y por otra parte, el jacobiano de la tarea: 
 
 
debe ser regular en torno a esta trayectoria. Ésta es la propiedad de admisibili-
dad de la función de la tarea. 
 
En el marco del control visual, es también necesario que las primitivas 
visuales permanezcan observables a lo largo del tiempo. En el caso de control 
visual 2D, esto implica que un número suficiente de primitivas visuales perma-
nezca dentro del campo de visión de la cámara: ésta es la condición de visibili-
dad. En el caso de los controles visuales 2D1/2 y 3D, se requiere simultánea-
mente que la condición de visibilidad se respete y que la estimación de primiti-
vas 3D sea realizable sobre el horizonte temporal. En general, estas condicio-
nes no se consideran explícitamente en la elaboración de las leyes de control. 
Como resultado, la elección de la función de la tarea condicionará significati-
vamente la observabilidad. 
 
La formulación de la función de la tarea permite manejar fácilmente los 
grados de libertad no constreñidos por la tarea definida en la ecuación (2.1) a 
fin de conseguir un objetivo secundario. En efecto, realizar la tarea e  (tarea 
e
∂= ∂
eJ
q
 (2.2) 
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principal) no siempre requiere la utilización de todos los grados de libertad del 
robot. Para un mejor uso de toda la funcionalidad de éste, es posible definir una 
tarea secundaria que se pre-multiplica por el operador de proyección ortogonal 
sobre el núcleo de eJ  (a fin de que la tarea secundaria no afecte a la principal). 
La tarea secundaria puede consistir en la navegación alrededor de un objeto 
(Berry, 2000), en evitar las singularidades del robot (Marchand, 1996), las pa-
radas articulares (Marchand, 1996), (Chaumette, 2000b], los obstáculos y ocul-
tamientos (Marchand, 1998) u otros obstáculos (Cadenat, 1999). En (Flan-
din,.2000), se utiliza una tarea secundaria para controlar la traslación de una 
cámara montada sobre un brazo manipulador observado por una segunda cáma-
ra. Téngase en cuenta, sin embargo, que la utilización de una tarea secundaria 
sólo es posible cuando no se utilizan todos los grados de libertad del robot para 
la realización de la tarea principal.  
 
 Como ya se ha indicado, los métodos de control visual pueden distin-
guirse según el espacio de control de los movimientos de la cámara. Esto se 
traduce en la elección del vector x  en la función de la tarea. 
 
 
2.2.3 Realización de un control en velocidad 
 
La variación del vector de estado x  en función del tensor cinemático de la cá-
mara cτ  juega un papel principal en la elaboración de una ley de control vi-
sual. Se considera el vector de estado x  como una función diferenciable de r  
(pose de la cámara), su derivada puede entonces describirse de manera general 
como: 
 
x ct t t
∂ ∂ ∂ ∂= + = +∂ ∂ ∂ ∂
x r x xx L τ
r
  (2.3) 
  
donde xL  expresa la relación entre la velocidad de la cámara y las variaciones 
del vector de estado x . En el caso de que x  esté definido a partir de primitivas 
2D, xL  se conoce como matriz de interacción. Del mismo modo, se puede de-
finir el jacobiano de la tarea tJ  que relaciona las variaciones de la función de 
la tarea con las variaciones de la posición de la cámara: 
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t
∂= ∂
eJ
r
 (2.4) 
 
Si la matriz de combinación C  no depende explícitamente de r , la ma-
triz de interacción y el jacobiano de la tarea se relacionan por la siguiente ecua-
ción: 
 
t x=J CL  (2.5) 
 
 Considérese ahora la función de la tarea e  bajo la forma de la ecuación 
(2.1). Si se desea un comportamiento exponencialmente decreciente con una 
constante de tiempo λ  de la función de la tarea e , considerando únicamente la 
cinemática del robot, esto se traduce en la siguiente ecuación diferencial de 
orden 1: 
 
λ= −e e  (2.6) 
 
Por otra parte, la derivada temporal de la función de la tarea viene dada 
por: 
 
( ), t
t
∂ ∂= +∂ ∂
e ee q q
q
   (2.7) 
 
la cual se puede escribir como: 
 
( ), t
t
∂ ∂ ∂= +∂ ∂ ∂
e r ee q q
r q
   (2.8) 
 
 El término ∂∂
r
q
 puede descomponerse en un producto de dos jacobianos: 
• el jacobiano que relaciona el tensor cinemático de la cámara cτ  con la 
velocidad del efector final del robot. El tensor puede obtenerse en la fa-
se de calibración (Rémy, 1998), (Andreff, 2001). 
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• el jacobiano que expresa la relación entre la velocidad del efector final 
del robot y la velocidad articular del robot: ésta es la matriz jacobiana 
del robot. 
 
Se supondrá a continuación que estas dos matrices son perfectamente 
conocidas e invertibles. Debe tenerse en cuenta, sin embargo, que los esquemas 
de control que unen la planificación de trayectorias en el espacio de la cámara 
y el control visual 2D son robustos frente a errores de calibración porque los 
controles visuales en la imagen son poco sensibles cuando las configuraciones 
inicial y deseada están próximas (Espiau, 1995). El jacobiano ∂∂
r
q
 se notará 
como J , y corresponde a la matriz jacobiana del robot. Esta matriz caracteriza 
la relación entre la velocidad de la cámara y la velocidad articular del robot: 
 
c =τ Jq  (2.9) 
 
 Se considerará que J  es suficientemente conocida, con lo que se busca-
rá un control que defina la tensor cinemático de la cámara cτ . La ecuación 
(2.8) puede escribirse de la siguiente forma: 
 
t c t
∂= + ∂
ee J τ  (2.10) 
 
 Según las ecuaciones (2.6) y (2.10) el tensor cinemático de la cámara 
puede expresarse como: 
 
1
c t t
λ− ∂⎛ ⎞= − +⎜ ⎟∂⎝ ⎠
eτ J e  (2.11) 
 
 En la práctica, sólo las estimaciones (que se distinguirán de los valores 
reales mediante el símbolo ^ ) del jacobiano de la tarea y de 
t
∂
∂
e  pueden ser 
utilizadas en la ecuación anterior: la ley de control calculada será entonces: 
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1ˆ
c t t
λ
∧
−
⎛ ⎞∂⎜ ⎟= − +⎜ ⎟∂⎝ ⎠
eτ J e  (2.12) 
 
 Introduciendo esta última ecuación en (2.8), se llega a: 
 
1ˆ
t t t t
λ
∧
−
⎛ ⎞∂ ∂⎜ ⎟= − + +⎜ ⎟∂ ∂⎝ ⎠
e ee J J e  (2.13) 
 
lo que permite obtener la siguiente condición suficiente de decrecimiento de 
e : 
 
( ) 11ˆ ˆ0 0t t x x −− > ⇔ >J J CL CL  (2.14) 
 
 
2.2.4 Elección de la consigna 
 
La definición de la consigna ( )* tx  es un problema primordial para la 
construcción de la función de la tarea. Los métodos más habituales de la litera-
tura consideran una consigna fija ( )* *t =x x . Esta elección necesita la utiliza-
ción de leyes de control que estabilicen globalmente el sistema a fin de garanti-
zar la convergencia de la función de la tarea. Además, en presencia de errores 
del modelo y cuando el desplazamiento a efectuar es considerable, las trayecto-
rias obtenidas pueden estar muy alejadas de las esperadas. Por consiguiente, es 
difícil controlar las trayectorias efectuadas e integrar las restricciones. Ha de 
tenerse en cuenta también que las propiedades de estabilidad global en presen-
cia de errores de modelado sólo han sido establecidas por esquemas de control 
3D y 2D1/2 bajo ciertas hipótesis. Para el 3D, en (Zanne, 2000) se estudia el 
efecto de los errores de calibración sobre un algoritmo particular de estimación 
de la pose de la cámara (Tsai, 1986). Bajo la hipótesis fuerte de que los errores 
de calibración conducen a un error limitado en posición, se obtiene un control 
en modo pasante que estabiliza el sistema. En (Camillo, 2000) se obtienen re-
sultados sobre los límites de estabilidades en presencia de errores de calibra-
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ción de la cámara y de la relación efector final - cámara de un control visual 
3D, bajo la hipótesis de que la matriz de homografía en el infinito pueda me-
dirse durante toda la fase de control. En (Malis, 1998) se utiliza la misma hipó-
tesis para obtener los límites de estabilidad de controles visuales 2D1/2. 
 
 La consigna (fija) se obtiene generalmente bien fijando a priori la posi-
ción de la cámara o bien por aprendizaje. En el primer caso, cuando las infor-
maciones 2D son necesarias, se obtienen utilizando un modelo preciso de la 
escena y de la cámara aplicando las ecuaciones de proyección perspectiva. Las 
informaciones 3D las establece el usuario, y son obtenidas en distintas posicio-
nes utilizando matrices de relación conocidas. Este método requiere un cono-
cimiento perfecto del sistema de visión y del objeto de interés para obtener una 
consigna que sea físicamente realizable y que se corresponda con el objetivo 
marcado. 
 
 En el segundo caso, el método consiste en efectuar un aprendizaje expe-
rimental de la consigna. En primer lugar el robot se lleva a la configuración 
deseada y se adquiere la imagen correspondiente. A continuación se obtiene el 
vector *x  aplicando los métodos utilizados para el cálculo del estado actual x . 
Este método tiene sobre el primero la ventaja de que proporciona una consigna 
que se corresponde efectivamente con el objetivo marcado aún en presencia de 
eventuales errores de modelado. Por ello, este método se adapta mejor a los 
problemas que se plantean en el control visual. 
 
 A continuación se diferenciarán los distintos esquemas de control visual 
según el espacio en que se efectúa la regulación de la tarea. Se verá que los 
controles en los que la función de la tarea se obtiene directamente al usar la 
información extraída de la imagen son los que mejor se adaptan a la problemá-
tica del control visual. 
 
 
2.2.4.1 Consigna en el espacio de la imagen 
 
Se habla de control visual 2D cuando el vector de medidas x  se com-
pone únicamente de información extraída de la imagen. En este caso, el vector 
x  se llamará s  para utilizar una notación estándar. Se considerará también que 
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la información visual sólo depende de la situación de la cámara en el instante 
t . La función de la tarea a regular se escribe entonces como: 
 
 
( ) ( ) ( )( )( )*, t s t s r t= −e q C  (2.15) 
 
 
 Se pueden utilizar distintos tipos de información extraída de la imagen. 
La mayoría de los trabajos de control visual 2D se basan en la utilización de 
coordenadas de puntos en las imágenes (Feddema, 1989), (Chaumette, 1990), 
(Papanikolopoulos, 1993), (Hager, 1997). Se ha comprobado que el uso de 
estas primitivas puede ser problemático en algunos casos (Chaumette, 1998). 
Pueden utilizarse otras primitivas geométricas, como rectas (Chaumette, 1990), 
(Andreff, 2000), cilindros o elipses (Chaumette, 1990). Para objetos más com-
plejos, pueden utilizarse también momentos centrales de superficies (Bien, 
1993), (Welles, 1996), descriptores de Fourier (Welles, 1996), (Collewet, 
1999), o los invariantes proyectivos en (Hager, 1994). En (Colombo, 1999), 
(Drummond, 1999), las escenas complejas se tratan suponiendo que los píxeles 
de la imagen sufren una transformación afín durante el desplazamiento del ro-
bot (lo cual es una hipótesis bastante fuerte). En el caso de que las primitivas 
geométricas no puedan ser extraídas con facilidad de la imagen, pueden elegir-
se informaciones de tipo movimiento (Sundareswaran, 1994), (SantosVictor, 
1997, (Crétual, 1998a), (Crétual, 1998b), (Crétual, 2000). 
 
 En todos los casos, el comportamiento del sistema controlado depende-
rá fuertemente de las informaciones visuales elegidas (Hashimoto, 1998), 
(Chaumette, 1998), de su número y configuración (Michel, 1993), (Hashimoto, 
1998), y también del punto de vista desde el que son observadas (Sharma, 
1995), (Nelson, 1996). 
 
 Una vez elegidas las informaciones visuales s , el cálculo del control 
hace intervenir una estimación del jacobiano de la tarea, que viene dado por: 
 
ˆ ˆ
t s=J CL  
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donde C  es la matriz de combinación y s
∂= ∂
sL
r
. Ésta última matriz depende 
de s , pero también, en general, de los parámetros intrínsecos de la cámara y de 
ciertos parámetros geométricos de la escena observada. Se encontrarán un mé-
todo general de cálculo para esta matriz y su expresión para ciertas primitivas 
geométricas en (Chaumette, 1990). 
 
 De ahora en adelante se tratarán primitivas de tipo punto. Para un punto 
de coordenadas en píxeles [ ]1u v=p , obtenido de la proyección en el plano 
de la imagen de un punto tridimensional M  de coordenadas 
[ ]Tc c cX Y Z=M  en el espacio de la cámara, la matriz de interacción vendrá 
dada por: 
 
( )
( )
( )
2
2
1 0 1
10 1
c c
p c
c c
x xy x y
Z Z
Z
y y xy x
Z Z
⎡ ⎤− − +⎢ ⎥⎢ ⎥= ⎢ ⎥− + − −⎢ ⎥⎣ ⎦
L a  (2.16) 
 
con: 
 
[ ] 11
0
Tu uv
v
y x y
α α
α
−⎡ ⎤= = =⎢ ⎥⎣ ⎦
a m K p  
 
 Cuando s  está compuesta por las coordenadas de n  puntos jp  de la 
imagen, la matriz de interacción correspondiente vendrá dada por:  
 
( ) ( ) ( )1 1 n TT T ns c c cp pZ Z⎡ ⎤= ⎣ ⎦L Z L L"  (2.17) 
 
donde 1
Tn
c c cZ Z⎡ ⎤= ⎣ ⎦Z " . 
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 La ley de control y su condición de estabilidad hacen intervenir la ma-
triz de combinación y una estimación de la matriz de interacción. En general, la 
elección de C  está ligada a la elección de la matriz de interacción. 
 
 La elección más habitual consiste en escoger una matriz de combina-
ción igual a la identidad m=C I . En este caso, la condición de estabilidad será: 
 
ˆ 0s s
+= >Q L L  (2.18) 
 
 Si se es capaz de estimar con una precisión suficiente el valor actual de 
la matriz de interacción, se estará cerca del comportamiento deseado, dado por 
la ecuación (2.1). En este caso, para que la tarea sea admisible, es necesario 
que el vector s  sea de dimensión seis. Desgraciadamente, la elección de seis 
informaciones 2D tales que ciertas configuraciones de la cámara no entrañen 
una pérdida de rango de la matriz de interacción y/o no conduzcan a un mínimo 
global no deseado de la función de la tarea, permanece como un problema 
abierto. En el caso en que el vector s  sea de dimensión superior a seis, la fun-
ción de la tarea ya no será admisible. Esto implica que ciertas trayectorias de 
las primitivas en la imagen, impuestas por el control, no corresponden a un 
desplazamiento realizable por el robot. La estimación de la matriz de interac-
ción, a partir de esta elección para C , puede obtenerse de diversas maneras: 
 
• utilizando una formulación de diferencias finitas de la matriz de inter-
acción y estimándola experimentalmente efectuando una serie de mo-
vimientos incrementales conocidos y cuyas repercusiones en la imagen 
serán medidas (Hosoda, 1994), (Jägersand, 1997), (Suh, 1993), (Do-
mingo, 1996), (Wu, 1997). Este método no necesita un modelo del ob-
jeto a controlar, pero resulta imposible estudiar la estabilidad del con-
trol. 
 
• calculando la matriz de interacción, dada por su forma analítica, en ca-
da iteración del bucle de control. Esta matriz depende del tipo de primi-
tiva elegido para efectuar el control, y hace aparecer parámetros 3D que 
pueden estimarse si son conocidos el modelo del objeto a controlar 
(Hashimoto, 1991) o el desplazamiento de la cámara (Feddema, 1990), 
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Papanikolopoulos, 1994). Téngase en cuenta que esta elección puede 
llevar al sistema a alcanzar un mínimo local no deseado y/o una singu-
laridad en la matriz de interacción (Chaumette, 1998). 
 
 
A fin de tener en cuenta la redundancia de informaciones, la matriz de 
combinación puede ser elegida como igual a una estimación de la pseudoinver-
sa de la matriz de interacción en la convergencia *ˆ s
+L  (Espiau, 1992). En este 
caso, la tarea es admisible. Como antes, son posibles diferentes elecciones para 
la matriz de interacción estimada:  
 
• puede ser estimada en cada iteración del bucle de control de la misma 
manera que para una matriz de combinación elegida igual a la identi-
dad.  
 
• puede ser tomada como constante y tal que *ˆ ˆs s=L L . La trayectoria de 
las primitivas de la imagen estará en este caso menos restringida que en 
el caso anterior; dichas primitivas pueden eventualmente salirse del 
campo de visión de la cámara. El jacobiano estimado de la tarea ˆ tJ  vale 
entonces la identidad, y el estudio de la estabilidad se reduce al estudio 
del signo del jacobiano de la tarea real dado por *ˆ ˆt s s
+=J L L . En el caso 
ideal de que *ˆ s s=L L , este tipo de control es estable en el entorno de la 
posición deseada, y realiza un desacoplamiento del bucle cerrado. Éste 
será el caso que se tratará, por ser el mejor adaptado para el seguimien-
to de la trayectoria tomando ( )* *ˆ s s t=L L . Se realizará entonces un con-
trol estable en el entorno de cada punto de la trayectoria planificada, y 
un desacoplamiento del bucle cerrado. 
 
En (Hashimoto, 1993c) la matriz de combinación es elegida igual a la 
transpuesta de la matriz de interacción en la convergencia. La matriz de inter-
acción puede ser elegida tal que *ˆ
T
s s
+=L L . El jacobiano estimado de la tarea 
ˆ
tJ  vale de nuevo la identidad, y el estudio de la estabilidad se reduce al estudio 
del signo del jacobiano de la tarea real, dado por *ˆ ˆ
T
t s s=J L L . En el caso ideal 
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en que * *ˆ s s=L L , este tipo de control es estable en el entorno de la posición 
deseada puesto que *ˆ 0
T
t s s= >J L L , pero no realiza un desacoplamiento en el 
bucle cerrado.  
 
El estudio analítico del dominio de convergencia y de la robustez de las 
leyes de control 2D es problemático en razón de la complejidad de las ecuacio-
nes que intervienen en la condición de estabilidad. Sin embargo, para ciertos 
casos simples, se han obtenidos resultados en (Espiau, 1995). Se puede obser-
var experimentalmente la convergencia de este tipo de control aún en presencia 
de importantes errores de modelado cuando el desplazamiento a efectuar no es 
importante. De hecho, este tipo de control está muy bien adaptado al segui-
miento de la trayectoria en el espacio de la imagen.  
 
 
2.2.4.2 Consigna en el espacio cartesiano 
 
Cuando el vector de medida x  está compuesto únicamente por infor-
maciones que caracterizan la situación de la cámara en el espacio de trabajo del 
robot, se habla de control visual 3D. El control de la cámara se realiza entonces 
en el espacio cartesiano. La ecuación (2.1) se escribe como: 
 
( ) ( ) ( )( )( )*, ,t t t= −e r C x x s r  (2.19) 
 
 A excepción de los trabajos descritos en (Martinet, 1996), donde el vec-
tor x  está compuesto por coordenadas de puntos 3D expresados en una refe-
rencia ligada a la cámara, las informaciones x  describen la pose de la cámara 
(Wilson, 1996), (Martinet, 1996), (Martinet, 1997), (Martinet, 1999), (Daucher, 
1997), (Rizzi, 1996), (Fagerer, 1994). El vector x  es entonces una parametri-
zación de la posición r  de la cámara. El vínculo entre las variaciones de esta 
parametrización y las variaciones de r  está dado por la matriz de interacción 
x
∂= ∂
xL
r
 con x c=x L τ .  
 
 Seis informaciones son suficientes para caracterizar de manera unívoca 
la situación de la cámara dentro de su entorno. La matriz de combinación pue-
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de entonces ser elegida igual a la identidad. El estudio de la estabilidad del 
control se reduce entonces al estudio del signo de la matriz ˆx x
+L L .  
 
 En condiciones ideales se obtienen fácilmente las condiciones de estabi-
lidad del control a causa de la forma particularmente simple de las matrices de 
interacción. Sin embargo, en presencia de errores en los modelos (objeto a con-
trolar, cámara…) o de ruidos en las medidas, el modelado del bucle cerrado es 
muy difícil. Esta dificultad aparece claramente cuando se expresa explícita-
mente la dependencia de la matriz de interacción con las primitivas extraídas 
de la imagen s  permitiendo despejar el vector x : 
 
 
x xs s
∂ ∂= =∂ ∂
x sL J L
s r
 (2.20) 
 
 
 El segundo término de esta expresión no es otro que la matriz de inter-
acción ligada a s  y puede, en general, obtenerse de manera analítica. Por el 
contrario, el primer término es en general desconocido, y está directamente 
ligado al método utilizado para la obtención del estado x :  
 
• si para reconstruir la escena 3D se utiliza un método numérico iterativo 
(Yuan, 1989), (Lowe, 1991), (Dementhon, 1995), (Tsai 1986), (Marti-
net, 1996), se hace imposible expresar xsJ  y estudiar la estudiar la esta-
bilidad del sistema en presencia de eventuales errores de modelado. Pa-
ra obtener ciertos resultados, se debería trabajar bajo hipótesis más 
fuertes (Zanne, 2000). Esto sería cierto para los métodos que utilizan 
para reconstruir la escena 3D el filtro de Kalman, extendido o no (Wil-
son, 1996), (Wunsch, 1997). De igual manera se hace notar que estos 
métodos necesitan un modelo 3D del objeto de interés. 
 
• si para reconstruir la escena 3D se utilizan los métodos que provienen 
de la geometría epipolar (Faugeras, 1988), entonces, por una parte, el 
modelo del objeto ya no será necesario (Basri, 1998), y, por otra parte, 
podrán obtenerse resultados sobre la estabilidad del sistema en presen-
cia de errores de modelado (Camillo, 2000), pero bajo la hipótesis de 
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que la matriz de homografía en el infinito sea medible en cada iteración 
del bucle de control. 
 
En la práctica, la etapa de reconstrucción de las informaciones tridi-
mensionales entraña una fuerte sensibilidad de este tipo de control a los ruidos 
en las medidas. Esto es particularmente cierto cuando la reconstrucción se ob-
tiene a partir de matrices fundamentales o de homografía, ya que su estimación 
es muy sensible al ruido. Esto puede ser muy critico cerca de la convergencia. 
Por lo tanto, este tipo de esquema parece estar mal adaptado a seguimientos de 
la trayectoria, puesto que en este contexto la medida actual permanece cercana 
a la situación deseada en cada instante. 
 
 En resumen, el control de los movimientos del robot en su espacio de 
trabajo permite obtener trayectorias muy satisfactorias del efector final. En 
contrapartida, este tipo de regulación no permite el control de las trayectorias 
de las primitivas en la imagen, por lo que éstas pueden perfectamente salirse 
del campo de visión de la cámara y hacer fallar el control. 
 
 
2.2.4.3 Consigna en el espacio de la imagen y en el es-
pacio cartesiano 
 
Cuando el vector de medidas x  está compuesto a la vez de informacio-
nes tridimensionales y de primitivas extraídas de la imagen, se habla de control 
híbrido o control 2D1/2. En este caso las informaciones tridimensionales, como 
para los controles 3D, pueden obtenerse utilizando o bien el modelo del objeto 
a controlar en un método iterativo (Cervera, 1999), (Corke, 2000), (Morel, 
2000) o bien varias imágenes de la escena (imágenes actual y deseada) (Malis, 
1999). Tal esquema de control reúne a la vez un control de la trayectoria de la 
cámara dentro de su espacio de trabajo y un control de la trayectoria de ciertas 
primitivas en la imagen. De esta manera, el objeto de interés tiene una gran 
probabilidad de permanecer dentro del campo de visión de la cámara. Además, 
como en el caso de los controles 3D, seis informaciones son suficientes para 
controlar los seis grados de libertad de la cámara. La matriz de combinación 
puede ser elegida igual a la identidad, y la condición de estabilidad es 
ˆ 0x x
+ >L L . La matriz de interacción y por lo tanto la condición de estabilidad 
tienen una forma sencilla. 
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Se han podido obtener resultados formales sobre la estabilidad y la ro-
bustez frente a errores de modelado en el caso de informaciones 3D estimadas 
a partir de la matriz de homografía relativa a un plano de referencia (Malis, 
1998).  
 
Se hace notar, sin embargo, que este tipo de esquema necesita la esti-
mación del desplazamiento de la cámara en cada iteración del bucle de control. 
Esta fase puede resultar delicada para ciertas configuraciones. Esta etapa es 
particularmente penalizante cerca de la convergencia (a causa de la sensibilidad 
al ruido en la medida). Además, aunque con este método se podría asegurar 
que un cierto número de primitivas (en general, una única primitiva visual) 
permanece en la imagen, es imposible garantizar la observabilidad de la tarea 
durante todo el control (es decir, que un número suficiente de primitivas visua-
les permanezca dentro de la imagen para estimar los parámetros 3D).  
 
 
2.3 Conclusiones 
 
En esta sección se han presentado las principales líneas de investigación 
en el campo de los robots paralelos, así como las principales técnicas que per-
miten la realización de tareas robóticas a partir de información visual. 
 
La elección de un robot de estructura paralela para el Sistema RoboTe-
nis es una consecuencia de sus ventajas con respecto a los robots series, y de 
los altos requerimientos temporales en cuanto a velocidad y aceleración para la 
ejecución de la tarea propuesta. Se ha presentado la evolución de las diferentes 
arquitecturas paralelas con diferentes grados de libertad, y se ha hecho hincapié 
en la estructura DELTA, en la cual esta inspirada el Sistema RoboTenis. 
 
En cuanto a las estrategias de control visual, las técnicas de control vi-
sual 3D necesitan del conocimiento del objeto observado. La etapa de la esti-
mación de los parámetros 3D puede ser crítica, en particular cuando los pará-
metros de la cámara o el modelo del objeto son erróneos. Además, la restric-
ción de la visibilidad es difícil de integrar en la estructura de control. Las tra-
yectorias de las informaciones visuales dentro de la imagen pueden ser inade-
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cuadas, puesto que los movimientos del robot son controlados directamente 
dentro del espacio de trabajo. Por el contrario, el control directo de los despla-
zamientos del robot en el espacio cartesiano permite obtener trayectorias muy 
satisfactorias del efector final.  
 
Las técnicas de control visual híbrido necesitan igualmente una fase de 
estimación del desplazamiento. Ésta se efectúa en general utilizando varias 
imágenes de la escena. En este caso, el modelo del objeto a controlar no es 
necesario. Como para los controles 3D, esta etapa puede resultar critica cuando 
las posiciones inicial y deseada están muy próximas (a causa de los inevitables 
ruidos en la medida) y por lo tanto cerca de la convergencia. En esta técnica, 
una parte de la señal de error se obtiene directamente de la imagen, lo que per-
mite mejorar la observabilidad de la tarea sin llegar a garantizarla. 
 
Las técnicas de control visual 2D permiten tener en cuenta más direc-
tamente la restricción de la visibilidad, puesto que la señal de error se obtiene 
directamente a partir de la información extraída de la imagen. Sin embargo, el 
objeto de interés puede salirse de la imagen durante el control cuando los erro-
res de modelado o el desplazamiento a efectuar son importantes. Además, la 
trayectoria del efector final del robot dentro de su espacio de trabajo no está del 
todo controlada, permaneciendo ésta imprevisible (o por lo menos suboptimi-
zada), y puede conducir a un fallo del control. Cuando las configuraciones ini-
cial y deseada son próximas, este tipo de métodos aparecen como muy efica-
ces. En particular, se hacen notar su estabilidad y robustez frente a errores de 
modelado. En el contexto del seguimiento de trayectorias este punto es primor-
dial, puesto que el objetivo es que la medida actual permanezca razonablemen-
te cerca de la consigna actual. El aspecto muy local de este método puede ser 
plenamente explotado en el curso de un seguimiento de trayectoria.  
 
 En resumen, las técnicas de control visual son un campo abierto de in-
vestigación y en continua evolución, prueba de ello, los avances en seguimien-
to de objetos (Bachiller, 1999), (Acosta et al., 2004), soluciones a posibles sin-
gularidades en el plano de imagen (García, 2005), (García et al., 2005), pla-
neamiento de trayectorias en el plano de la imagen (Mezouar and Chaumette, 
2000), el control visual-fuerza (Pomares, 2004), problemas de estabilidad local 
(Chaumette, 1998), problemas de robustez (Malis, 2003), (Kragick, 2001), en-
tre otros.  
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CAPÍTULO 3 
 
Análisis Cinemático del   
Sistema RoboTenis 
_______________________________ 
 
3.1 Introducción 
 
La cinemática estudia los movimientos que puede realizar un mecanis-
mo sujeto por un lado, a las restricciones geométricas del mismo, y por otro, a 
las restricciones que imponen las articulaciones que unen los cuerpos que lo 
constituyen. El análisis cinemático resuelve dos problemas, el problema cine-
mático inverso y el problema cinemático directo. La cinemática inversa permi-
te determinar los valores de las coordenadas articulares, a partir de una posi-
ción y orientación del efector final dada. El problema cinemático directo, per-
mite calcular la posición y orientación del efector final dadas las coordenadas 
articulares. 
 
Si bien, el análisis cinemático en el espacio de sistemas mecánicos con 
un elevado número de grados de libertad ya implica cierta complejidad, el 
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hecho de que el sistema mecánico incluya cadenas cinemáticas cerradas (robots 
paralelos), lo acentúa mucho más. De hecho, un problema sencillo en robots 
serie como es la cinemática directa, es complicado en los robots paralelos y 
viceversa. 
 
La matriz jacobiana es una matriz de transformación lineal que propor-
ciona la transformación de la velocidad del efector final en el espacio cartesia-
no a las velocidades de las articulaciones actuadas. La matriz jacobiana propor-
ciona información sobre el comportamiento del manipulador; y su estudio es 
útil, en la generación de trayectorias, en el análisis de singularidades, y en la 
definición de índices empleados para optimizar el diseño del manipulador, en-
tre otros.  
 
En este capitulo se presenta el análisis cinemático el Sistema RoboTe-
nis. Este análisis permite resolver el problema cinemático inverso, el problema 
cinemático directo y plantear la matriz jacobiana del robot. Además, se intro-
duce el entorno de simulación en ADAMS empleado a lo largo de esta tesis, y 
que permite validar tanto los modelos cinemáticos como el modelo dinámico 
del robot. Finalmente, se presentan resultados de las simulaciones empleando 
Lenguaje C y ADAMS, que permiten verificar el modelo cinemático del mani-
pulador. 
 
 
3.2 Modelo de simulación en ADAMS 
 
La simulación de sistemas robotizados esta íntimamente ligada a la po-
tencia computacional de los procesadores de cálculo. El gran avance producido 
con los microprocesadores actuales, ha permitido el desarrollo de diferentes 
paquetes de simulación dinámica capaces de simular el comportamiento diná-
mico de casi cualquier mecanismo multicuerpo. En esta tesis, el modelo de 
simulación para el Sistema RoboTenis es construido en ADAMS, un software 
comercial empleado para la simulación dinámica de sistemas multicuerpo, fa-
bricado por Mechanical Dynamics Inc.  
 
Normalmente, el desarrollo de cualquier modelo en ADAMS es un pro-
ceso tedioso que implica un tiempo considerable, sobre todo en los casos de 
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optimización, en los que el diseño de un prototipo requiere de numerosas modi-
ficaciones del modelo de simulación. Para el Sistema RoboTenis, las librerías 
desarrolladas en ADAMS permiten construir el modelo de simulación en un 
tiempo relativamente corto, reduciendo considerablemente el tiempo de simu-
lación y validación empleado en el proceso de diseño. El entorno de trabajo y 
el modelo conceptual del robot en ADAMS se muestran el la Figura 3.1.  
 
 
La librería llamada RoboTenis, está ubicada en la barra de herramien-
tas del espacio de trabajo de ADAMS y permite tres opciones: Dimensions, 
Path y Joint. El menú Dimensions, genera un modelo de simulación para unas 
 
 
Figura 3.1 Entorno de trabajo y modelo de simulación del Sistema RoboTenis en ADAMS. 
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dimensiones determinadas de la estructura mecánica del manipulador; y los 
menús Path y Joint, permiten asignar a cada actuador del modelo de simula-
ción, un perfil de movimiento con unas características deseadas de posición, 
velocidad y aceleración para el efector final del robot. El perfil de movimiento 
se obtiene a partir de un generador de trayectorias en el espacio cartesiano y del 
modelo cinemático inverso del manipulador. La librería RoboTenis desarrolla-
da en ADAMS se presenta con detalle en el Anexo 1. 
 
 
3.3 Modelo Geométrico 
 
El modelo geométrico del robot se desarrolla a partir de la Figura 3.2. 
El sistema de referencia global Σ (X, Y, Z) esta ubicado sobre el centro de la 
plataforma fija, con el eje z perpendicular a la misma y el eje x perpendicular al 
eje del motor 1. Un segundo sistema de coordenadas Σeff (Xeff , Yeff , Zeff) es co-
locado en el centro de la plataforma móvil y representa la posición operacional 
del robot con respecto al sistema Σ. 
 
Dada la triple simetría del robot, cada cadena cinemática (brazo + ante-
brazo) puede ser tratada por separado. Las longitudes de cada brazo y antebra-
zo son La y Lb, respectivamente. Sobre cada brazo, se selecciona un sistema de 
coordenadas Σi (Xi, Yi, Zi) localizado a una distancia R del sistema de referencia 
global Σ, y rotado un ángulo θi (0º, 120º y 240º).  
 
Las articulaciones ubicadas en los sistemas Σi son activas y sus posicio-
nes articulares se representan por αi. Las articulaciones en los puntos Bi y Ci 
son pasivas. Los radios de las plataformas fija y móvil son R y r, respectiva-
mente. 
 
De la Figura 3.3, los parámetros geométricos del robot son (i = 1,2,3): 
 
, , , .∑∑ = ∑ = = ∑ =i eff i i i b i i aR B r B C L C L     (3.1) 
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Figura 3.2 Modelo geométrico del robot. 
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Lb
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Figura 3.3 Parámetros geométricos del robot. 
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La ecuación cinemática para cada cadena, está dada por la relación vec-
torial: 
 
, 1, 2,3,i i i i i∑ ∑= − =B C C B     (3.2) 
 
donde, CiΣ y BiΣ representan los vectores de posición de las articulaciones esfé-
ricas no actuadas Ci y Bi , con respecto al sistema de referencia global Σ.  
 
La ecuación (3.2) puede ser expresada en términos de los parámetros 
geométricos del robot (3.1) y de la posición espacial de la plataforma móvil (x, 
y, z) con respecto al sistema de referencia global Σ, como 
 
( ) ( )
0 ( ) , 1, 2,3,
( ) 0
i
a i i
i i i
a i
L Cos rCos x
R rSin y i
L Sin z
∑
∑
∆⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥= + ∆ − =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦
B C
α θ
θ
α
 
 
 
   (3.3) 
 
donde, ∆r = R – r, y ΣRΣi es la matriz de rotación entre los sistemas Σi y Σ. 
 
Considerando los antebrazos como cuerpos rígidos y de longitud cons-
tante, las ecuaciones de restricción para el robot están dadas por: 
 
2 2 , 1, 2,3,= =i i bL iB C     (3.4) 
 
las cuales pueden ser expresadas como 
 
2 2 2 2( ) ( ) ( ) , 1, 2,3,i i i bx x y y z z L i− + − + − = =     (3.5) 
 
con,  
 
( ( )) ( ),
( ( )) ( ),
( ).
i a i i
i a i i
i a i
x r L Cos Cos
y r L Cos Sin
z L Sin
= ∆ +
= ∆ +
=
α θ
α θ
α
 
 
    (3.6) 
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3.4 Modelo Cinemático Inverso 
 
El modelo cinematico inverso encuentra los ángulos de entrada al robot 
(αi) para una posición dada del punto Σeff. El modelo usa el resultado encontra-
do por Clavel (1991). En este caso, la ecuación (3.5) representa una esfera de 
radio Lb, centrada en Bi, la cual da el lugar geométrico de Ci. Una segunda res-
tricción es impuesta por la trayectoria circular de Ci centrada en Σi y con radio 
La: 
 
2 2 2( ) .ax R z L− + =     (3.7) 
 
El punto Ci se localiza sobre la intersección de la esfera (3.5) y el círcu-
lo (3.7) en el plano 
 
0.y =     (3.8) 
 
Las ecuaciones (3.5), (3.7) y (3.8) generan una ecuación cuadrática en 
x, necesaria para encontrar 
 
1( ).i
a
zSin
L
α −=     (3.9) 
 
La ecuación (3.9) define dos posibles soluciones para cada articulación. 
Solo una de ellas puede ser alcanzada físicamente por el manipulador, como se 
muestra en la figura 3.4. Esto resultado permite concluir que existen ocho solu-
ciones posibles del modelo cinemático inverso para una posición operacional 
dada (Figura 3.5). Con el fin de evitar singularidades y asegurar una realización 
práctica, la elección de cada posición articular está sujeta a las siguientes con-
diciones geométricas: 
 
 Si 0x R− ≥  αi esta dada por la ecuación (3.9), 
 y si  0x R− <  αi es corregida por αi = π - αi.. 
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Cinemática  Inversa 
Solución 1
Cinemática Inversa 
Solución  2
Esfera centrada en Bi
Circulo centrado en  Σi
 
(a)  
 
(b)  
 
Figura 3.4 Posibles soluciones del modelo cinemático inverso para la articulación i =1. Inter-
sección de la esfera (3.5) centrada en Bi y del círculo (3.7) centrado en Σi.  
(a) Vista Frontal, (b) Vista isométrica. 
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Figura 3.5 Ocho posibles soluciones del problema cinemático inverso. 
 
 
3.5 Modelo Cinemático Directo 
 
Aquí, los ángulos αi son dados y se debe determinar la posición del pun-
to Σeff. El centro del anillo móvil es la intersección de tres esferas (ecuación 
(3.5)) centradas en Ci y con radios Lb. Existen dos posibles puntos de intersec-
ción, pero solamente uno se puede alcanzar físicamente (Figura 3.6). La solu-
ción analítica del modelo cinemático directo, tiene un planteamiento similar a 
al empleado en la técnica de posicionamiento global, GPS. 
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(a)  
 
 
(b)  
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(c)  
 
Figura 3.6 Posibles soluciones del problema cinemático directo. Intersección de tres esferas 
(3.5) centradas en Ci y de radios Lb. (a) Vista superior, (b) Punto de intersección superior,  
(c) Punto de intersección sobre el centro del efector final 
 
 
3.6 Matriz Jacobiana del robot 
 
Los modelos cinemáticos desarrollados anteriormente, buscan las rela-
ciones entre las variables articulares y la posición operacional del robot. En 
esta relación no se tienen en cuenta las fuerzas o pares que actúan sobre el ro-
bot y que pueden originar el movimiento del mismo. Sin embargo, sí se puede 
conocer, además de la relación entre las coordenadas articulares y las coorde-
nadas operacionales, la relación entre sus respectivas derivadas. La relación 
entre ambos vectores de velocidad se obtiene a través de la matriz jacobiana. 
 
Para los robots paralelos, la matriz jacobiana proporciona una transfor-
mación de la velocidad del efector final en el espacio cartesiano, a las veloci-
dades de las articulaciones actuadas (Gosselin and Angeles, 1988), (Wang and 
Gosselin, 1996). 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 80 - 
 
Esta transformación esta dada por: 
 
,=q Jx    (3.10) 
 
donde, q  es un vector de dimensión m que representa el conjunto de velocida-
des de las articulaciones actuadas, x  es un vector de dimensión n que represen-
ta la velocidad resultante en el efector final, y J es la matriz jacobiana de di-
mensión m n× . Para el Sistema RoboTenis, la matriz jacobiana es una matriz 
cuadrada, ya que hay, tres articulaciones actuadas para las tres coordenadas 
cartesianas de la plataforma móvil.  
 
Ésta definición de la matriz jacobiana, es ligeramente distinta de la de-
finición tradicional para manipuladores serie, donde la matriz jacobiana pro-
porciona la transformación de las velocidades articulares a la velocidad del 
efector final. Este cambio en la definición para manipuladores paralelos es una 
consecuencia lógica de la dualidad entre manipuladores serie y paralelos (Wal-
dron and Hunt, 1988). 
 
Independientemente de la forma que tome, la matriz jacobiana propor-
ciona información muy útil sobre el funcionamiento del manipulador. El Jaco-
biano suele utilizarse para la generación de trayectorias, ya que para una velo-
cidad deseada del efector final, se pueden obtener las velocidades articulares 
correspondientes. El análisis del jacobiano sirve también para determinar las 
posiciones singulares del manipulador, ya que para estas posiciones la matriz 
jacobiana también es singular (Gosselin and Angeles, 1990), (Gosselin and 
Sefrioui, 1992), (Wang and Gosselin, 1996). Según la clasificación presentada 
por Gosselin and Angeles (1990), las singularidades de un robot paralelo pue-
den ser de tres tipos. El primer tipo de singularidad se produce cuando conver-
gen distintas ramas del problema cinemático inverso, lo que da como resultado 
una pérdida de movilidad. Este tipo de singularidades usualmente ocurren en 
los límites del espacio de trabajo. El segundo tipo de singularidad se da cuando 
convergen distintas ramas del problema cinemático directo, lo cual acarrea la 
aparición de grados de libertad adicionales en el extremo del robot. Esto impli-
ca que podrían aplicarse fuerzas o pares en el efector final que los actuadores 
no podrían soportar. El tercer tipo de singularidad se da cuando el manipulador 
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está en una posición tal que se producen simultáneamente singularidades de los 
dos primeros tipos. 
 
De manera similar, el jacobiano también se emplea para describir los 
límites del espacio de trabajo del manipulador (Oblak and Kohli 1988). Ade-
más, el jacobiano resulta útil al caracterizar la rigidez de un manipulador, la 
cual, proporciona información acerca de la ventaja mecánica del efector final 
con respecto a las articulaciones (Gosselin, 1990), (Tahmasebi and Tsai, 1995). 
El número de condición del Jacobiano también se ha utilizado como índice de 
funcionamiento para optimizar el diseño del manipulador, ya que da una medi-
da de la amplificación del error entre las posiciones articulares y la posición del 
efector final (Gosselin and Angeles 1988, 1989, 1991).  
 
 
3.6.1 Obtención de la matriz Jacobiana para el 
Sistema Robotenis 
 
 El método más empleado para obtener la relación entre las velocidades 
articulares y del efector del robot consiste en diferenciar con respecto al tiempo 
las ecuaciones correspondientes al modelo cinemático directo. Sin embargo, en 
los robots paralelos, la presencia de cadenas cinemáticas cerradas impone el 
uso de las ecuaciones de restricción cinemática, para obtener la relación entre 
ambos vectores de velocidad. 
 
 Las ecuaciones de restricción cinemática (3.4) pueden ser escritas en 
forma general como 
 
( ), =f x q 0   (3.11) 
 
donde f es una función implícita n-dimensional de la posición articular q y de 
la posición operacional del efector final x, y, 0 es un vector n-dimensional de 
ceros. 
 
Diferenciando con respecto al tiempo la ecuación 3.11, la relación entre 
las velocidades articulares y del efector final del robot esta dada por: 
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,x q=J x J q   (3.12) 
 
donde,  
 
y .x q
∂ ∂= = −∂ ∂
f fJ J
x q
 
 
 
La ecuación (3.12) expresa la matriz jacobiana en dos componentes. Es-
ta representación permite identificar varios tipos de configuraciones singulares 
del robot. La matriz jacobiana del robot J, puede ser escrita como: 
 
1 .q x
−=J J J   (3.13) 
 
Las matrices Jx y Jq son dependientes de la configuración del robot, lo 
que conlleva a que el valor numérico de cada uno de los elementos (i, j) de la 
matriz jacobiana, dependa de los valores instantáneos de la posición del efector 
final. Así, la matriz jacobiana será diferente en cada uno de los puntos del es-
pacio operacional.  
 
En el caso del Sistema RoboTenis, al diferenciar con respecto al tiempo 
la ecuación de restricción cinemática dada por la ecuación (3.5), se obtiene: 
 
[( ( ) ( )) ( ) ( )]
( ) ( ) ( ) , 1, 2,3.
a i i i i i
i i i
L r xCos ySin Sin zCos
x x x y y y z z z i
∆ − − +
= − + − + − =

  
θ θ α α α
 
 (3.14) 
 
La ecuación (3.14) puede ser expresada en términos de la ecuación 
(3.12), con los vectores de velocidades articulares y del efector final del robot 
iguales a 
 
1 2 3[ ]
T=q   α α α  
 
[ ]Tx y z=x     
 
 (3.15) 
 
y,  
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11 12 13
21 22 23
31 32 33
x
a a a
a a a
a a a
⎡ ⎤⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
J  
 
11 22 33( , , ),q diag b b b=J  
 
 
 (3.16) 
 
con 
 
1
2
3
( ),
( ),
( ),
i i
i i
i i
a x x
a y y
a z z
= −
= −
= −
 
 
[( ( ) ( )) ( ) ( )], 1, 2,3.ii a i i i ib L r xCos ySin Sin zCos i= ∆ − − + =θ θ α α  
 
 
  (3.17) 
 
Dado que las matrices Jx y Jq son matrices cuadradas de 3x3, la matriz 
jacobiana del robot puede ser expresada por (3.13).  
 
De las matrices jacobianas dadas por la ecuación 3.16, las singularida-
des de la cinemática inversa ocurren cuando el determinante de Jq se anula,  
 
det( ) 0.q =J   (3.18) 
 
Cuando Jq es singular y la dimensión del espacio nulo de Jq es diferente 
de cero, existen algunos vectores q que producen vectores x  que son cero. Es 
decir, en una configuración singular de la cinemática inversa, el manipulador 
paralelo pierde uno a más grados de libertad, siendo imposible que su efector 
final se mueva en determinadas direcciones cartesianas. Este tipo de singulari-
dades se presentan en los límites del espacio de trabajo. 
 
Algunas veces el Jacobiano de un robot paralelo no es uniforme dimen-
sionalmente, lo que causa problemas cuando se utiliza para otro tipo de análi-
sis, como estudiar la rigidez o la condición del espacio de trabajo del manipu-
lador. No obstante, en el caso del Sistema RoboTenis, se considera que el Ja-
cobiano dado en la ecuación (3.13) es uniforme dimensionalmente. Cada ele-
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mento de J tiene dimensiones de (longitud)-1. Esto ocurre, porque el robot sólo 
tiene grados de libertad translacionales en la plataforma móvil y todas las arti-
culaciones actuadas son rotativas. En consecuencia, todos los elementos del 
vector x , tienen dimensiones de longitud, y todos los elementos del vector q , 
tienen dimensiones de radianes, por lo que la jacobiana es uniforme dimensio-
nalmente. 
 
 
3.7 Simulaciones y Resultados 
 
 A continuación se presentan los resultados obtenidos en la verificación 
de los modelos cinemáticos para el Sistema RoboTenis. El proceso de simula-
ción realizado consta de los siguientes pasos: 
 
• Codificar los modelos cinemáticos directo e inverso en Lenguaje C, 
• Para unas dimensiones dadas del robot y empleando un planificador de 
trayectorias en el espacio cartesiano, generar una trayectoria en línea 
recta entre cada par de puntos deseados, 
• Para cada punto de la trayectoria generada, obtener la correspondiente 
posición, velocidad y aceleración articular del manipulador, empleando 
el modelo cinemático inverso y la matriz jacobiana del manipulador. 
Estos datos se almacenan en un fichero .txt, 
• Empleando la herramienta RoboTenis dentro del entorno ADAMS, ge-
nerar un modelo de simulación para el Sistema RoboTenis, teniendo en 
cuenta las dimensiones dadas para el robot, 
• Asignar a cada actuador, el perfil de movimiento articular deseado y 
que está almacenado en el fichero .txt, 
• Realizar la simulación dinámica del sistema, teniendo en cuenta el 
tiempo para el movimiento planificado, 
• Comparar los datos generados por el planificador, con los datos produ-
cidos por el modelo de simulación. 
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Simulación 1 
 
Trayectoria lineal entre los puntos (0, 0, 750) mm y (0, 0, 1000) mm, 
con una velocidad de movimiento de 2 m/s. Los perfiles deseados y los perfiles 
obtenidos mediante el modelo de simulación ADAMS para la posición, veloci-
dad y aceleración del efector final son mostrados en la Figura 3.7 
 
 
(a) 
(b) 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 86 - 
(c) 
 
Figura 3.7 Validación de los modelos cinemáticos directo e inverso empleando planificador en 
lenguaje C y un modelo de simulación ADAMS: (a) Perfil de posición, (b) Perfil de velocidad, 
y (c) Perfil de aceleración para el efector final en la simulación 1. 
 
 
Simulación 2 
 
Trayectoria lineal entre los puntos (0, 0, 750) mm y (200, -200, 750) 
mm, con una velocidad de movimiento de 2 m/s. Los perfiles deseados y los 
perfiles obtenidos mediante el modelo de simulación ADAMS para la posición, 
velocidad y aceleración del efector final son mostrados en la Figura 3.8. 
 
 
(a) 
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(b) 
(c) 
 
Figura 3.8 Validación de los modelos cinemáticos directo e inverso empleando planificador en 
lenguaje C y un modelo de simulación ADAMS: (a) Perfil de posición, (b) Perfil de velocidad, 
y (c) Perfil de aceleración para el efector final en la simulación 1. 
 
 Las simulaciones presentadas anteriormente, permiten validar los mode-
los cinemáticos del manipulador, así como observar la robustez de la matriz 
jacobiana, a partir de los errores mínimos obtenidos (menores al 1%).  
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3.8 Conclusiones 
 
 En este capitulo, se han presentado los modelos cinemáticos para el 
Sistema RoboTenis. El modelo cinemático inverso tiene 8 posibles soluciones 
geométricas, pero solo una solución se puede alcanzar físicamente. La selec-
ción de esta solución evita problemas de tipo tecnológico. El modelo cinemáti-
co directo, posee dos soluciones geométricas, pero al igual que en el modelo 
cinemático inverso, solo una de ellas puede ser alcanzada físicamente. Se ha 
obtenido la matriz Jacobiana del robot en dos componentes. La matriz Jacobia-
na es una matriz cuadrada de 3x3. Ademas, se propone una herramienta para 
simulación dinámica del Sistema RoboTenis, empleando ADAMS. Los mode-
los cinemáticos son validados empleando un planificador de trayectorias en el 
espacio cartesiano y el modelo simulación dinámica desarrollado en ADAMS.  
 
 
 
 
 
 
 
 
 
 
 
 
 
             
            
 
 
 
 
 
 
 
 
 
 
 
 
CAPÍTULO 4 
 
Diseño del Sistema  
RoboTenis 
_______________________________ 
 
4.1 Introducción 
 
Actualmente, los problemas relacionados con el diseño óptimo y el aná-
lisis dinámico representan las principales líneas de investigación en el área de 
los manipuladores paralelos. El diseño permite elegir la estructura mecánica 
del manipulador y establecer sus dimensiones; mientras que el análisis dinámi-
co permite seleccionar los actuadores y definir las estrategias de control para 
una aplicación deseada. 
 
Usualmente, el diseño involucra la selección de un grupo de parámetros 
que definen la estructura mecánica del manipulador. Estos parámetros deben 
ser optimizados mediante la introducción de índices o criterios de funciona-
miento que permiten caracterizar el manipulador de acuerdo a la tarea a reali-
zar. La elección de cualquiera de estos índices para un grupo de parámetros 
dado, podría dar como resultado un manipulador cuyo funcionamiento no co-
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rresponda necesariamente al valor óptimo de los otros criterios (Stamper et al., 
1998). La gran mayoría de los procedimientos de diseño propuestos se centran 
en la optimización de una o varias características del manipulador, tales como, 
el espacio de trabajo, la rigidez o la manipulabilidad. 
 
El espacio de trabajo de un manipulador describe el conjunto de posi-
ciones que el efector final del manipulador puede alcanzar. Varios métodos han 
sido propuestos para determinar y evaluar el espacio de trabajo de manipulado-
res series y paralelos (Basaravaj and Duffy, 1993), (Masory and Wang, 1995), 
(Parenti-Castelli et al., 1999), (Merlet, 2001), (Ceccarelli and Angeles, 2000), 
(Ottaviano and Ceccarelli, 2001). Estos métodos están relacionados con la 
maximización del volumen del espacio de trabajo.  
 
En la gran mayoría de aplicaciones robóticas, el efector final de un ma-
nipulador puede ejercer una fuerza sobre su entorno. Las fuerzas de reacción 
causarán que el efector final se desvíe de su localización deseada. Esta desvia-
ción es una función de la fuerza aplicada y de la rigidez del manipulador. La 
rigidez como parámetro de optimización es tratada en (Tahmasebi and Tsai., 
1995), (Bhattacharya et al., 1995). 
 
El concepto de manipulabilidad fue introducido inicialmente por Yos-
hikawa (1985), y propone una medida para el funcionamiento cinemático del 
manipulador a partir de los valores singulares de la matriz jacobiana. El núme-
ro de condición de la matriz jacobiana da una medida de la exactitud cinemáti-
ca del manipulador, ya sea en la habilidad para cambiar arbitrariamente de po-
sición y orientación, o en la aplicación de fuerzas y pares en direcciones arbi-
trarias. El número de condición ha sido usado por Gosselin and Angeles (1988, 
1989), en la optimización de manipuladores planares y esféricos. Además, pro-
ponen en (Gosselin and Angeles, 1991) un índice de condición global basado 
en el número de condición y que permite caracterizar la exactitud cinemática 
de un manipulador sobre el espacio de trabajo total. Salisbury and Craig 
(1982), usan el número de condición para optimizar el diseño de una mano 
articulada y al mismo tiempo introducen el concepto de configuración isotrópi-
ca. En esta posición el manipulador tiene la habilidad de generar fuerzas y mo-
vimientos de la misma magnitud en todas las direcciones. Las configuraciones 
isotrópicas son consideradas como índice de optimización por Zanganeh and 
Angeles (1997), Fattah and Ghasemi (2002) y Carricato and Parenti-Castelli 
(2002). 
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En cuanto a la optimización de varias características del manipulador, 
Ottaviano and Ceccarelli (2002) emplean el espacio de trabajo y el análisis de 
las singularidades, mientras que Miller (2004) considera la suma ponderada de 
la manipulabilidad y el volumen del espacio de trabajo. 
 
Este capitulo presenta el diseño óptimo del robot paralelo. El método de 
diseño resuelve dos problemas: encontrar las dimensiones del robot paralelo y 
seleccionar los actuadores que permitan la implementación de la aplicación 
deseada (jugar al tenis de mesa). La optimización cinematica define las dimen-
siones del manipulador y emplea como índices de optimización el volumen del 
espacio de trabajo y la manipulabilidad de la estructura mecánica. Usando un 
modelo de simulación dinámica para el robot en ADAMS, se obtiene la máxi-
ma velocidad en efector final y el máximo par de los motores para el segui-
miento de trayectorias típicas de la pelota en tenis de mesa. 
 
 
4.2 Optimización cinemática 
 
Para la aplicación de jugar al tenis de mesa, los índices de optimización 
empleados son la manipulabilidad y el volumen del espacio de trabajo del ro-
bot. La manipulabilidad local esta definida en términos del número de condi-
ción de la matriz jacobiana como (Gosselin and Angeles, 1991) 
 
1 ; 0 1ς ςλ= ≤ ≤  
   (4.1) 
 
Este índice es función de la matriz jacobiana. Su valor varía con la con-
figuración de robot y con los parámetros geométricos del robot. Un valor de ς 
igual a 1 corresponde a una configuración con muy buena exactitud cinemática, 
mientras que un valor de ς igual a 0 se obtiene cuando el manipulador esta en 
una configuración singular. 
 
Dado que la manipulabilidad (4.1) es un índice local que varía con la 
configuración del manipulador, un índice de condición global ha sido propues-
to en (Gosselin and Angeles, 1991). 
Tesis doctoral – Luis Angel Silva – Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 92 - 
Este índice está definido como, 
 
.w
w
dW
dW
ς
η =
∫
∫  
 
   (4.2) 
 
Este índice es normalizado por el volumen del espacio de trabajo (W), y 
su valor da una medida del comportamiento cinemático del manipulador como 
una función de su arquitectura. 
 
El volumen del espacio de trabajo del robot (W) puede ser calculado 
mediante diferentes procedimientos. Usualmente pueden emplear métodos de 
discretizacion o métodos geométricos. Los métodos de discretización pueden 
ser aplicados a cualquier tipo de arquitectura. Estos métodos discretizan el es-
pacio 3D, resuelven la cinemática inversa para cada punto y verifican las res-
tricciones que limitan el espacio de trabajo. El más conocido de estos métodos, 
es el método de Monte Carlo (Alciatore and Ng, 1994), (Stamper et al., 1997). 
De otra parte, los métodos geométricos son introducidos por Gosselin (1990). 
Merlet (1994) extiende esta línea de investigación incluyendo la limitación en 
los rangos de movimiento de las articulaciones pasivas y la interferencia entre 
las cadenas cinemáticas.  
 
El proceso de optimización para el Sistema RoboTenis emplea la pro-
babilidad para la manipulabilidad local (4.1) y el índice de manipulabilidad 
global (4.2). El objetivo del proceso de optimización es determinar los valores 
de las variables de diseño del manipulador que den como resultado una proba-
bilidad para la manipulabilidad local superior a 0.4, y un índice de condición 
global máximo. Las variables de diseño para este manipulador incluyen las 
longitudes de los brazos y antebrazos, así como los radios para las plataformas 
fija y móvil. Con el objetivo de encontrar una solución y asegurar la realización 
práctica, el proceso de optimización está sujeto a las siguientes restricciones: la 
longitud total de cada cadena cinemática (R+La+Lb+r) no debe exceder un va-
lor predefinido de diseño, todas las longitudes deben ser positivas y αi dentro 
del rango (-90º,+180º). El volumen del espacio de trabajo se ha aproximado 
mediante el método de Monte Carlo.  
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La Figura 4.1 presenta la evolución de la manipulabilidad global como 
una función de algunas de las variables de optimización. Las variables de dise-
ño optimizadas para el Sistema RoboTenis son presentadas en la Tabla 4.1. 
 
 
 
Figura 4.1 Manipulabilidad Global como una función de La y Lb para R=210 mm y r=50 mm. 
 
Tabla 4.1 
Dimensiones Óptimas del Robot 
Parámetros Geométricos Valor Optimo
Radio del anillo fijo (R) 210 mm 
Radio del anillo móvil (r) 50 mm 
Longitud del brazo (La) 620 mm 
Longitud del antebrazo (Lb) 880 mm 
 
Las características cinemáticas del manipulador asociadas con los pa-
rámetros óptimos son presentadas en la Tabla 4.2. La manipulabilidad local y 
el espacio de trabajo se muestran en las Figuras 4.2 y 4.3. Como puede verse, 
se ha obtenido un manipulador con altas capacidades cinemáticas, con excelen-
te índice global, gran espacio de trabajo y sin singularidades. Además, se ob-
serva que las configuraciones en las cuales la manipulabilidad es baja son loca-
lizadas en los extremos del espacio de trabajo, dando un excelente comporta-
miento del sistema sobre los puntos centrales.  
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Tabla 4.2 
Propiedades Cinemáticas del Prototipo Final 
Propiedades Valor  
ς >0.4 96% 
η 0.4217 
Espacio de Trabajo 0.9332 m3 
 
 
 
Figura 4.2 Manipulabilidad del Sistema RoboTenis para z = 800 mm. 
 
 
 
Figura 4.3 Espacio de trabajo del Sistema RoboTenis. 
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4.3 Optimización dinámica 
 
La simulación dinámica del manipulador permite seleccionar los moto-
res para la aplicación deseada. Los motores se eligen considerando la velocidad 
máxima del efector final y el máximo par, para un conjunto de trayectorias 
típicas de la pelota en tenis de mesa. Un modelo de simulación para el manipu-
lador es desarrollado en ADAMS® (Figura 4.4), utilizando los parámetros 
geométricos dados por la Tabla 4.1. 
 
 
4.3.1 Análisis de las trayectorias de la pelota 
 
El análisis de las trayectorias de la pelota en tenis de mesa establece la 
relación entre la velocidad de la pelota y la velocidad de la raqueta. Esta rela-
ción da una estimación de la velocidad del efector final que permita a la pelota 
estar en movimiento. Inicialmente, el análisis considera un caso particular: el 
robot juega tenis de mesa consigo mismo, es decir, una vez golpeada, la pelota 
retorna al espacio de trabajo del robot después de rebotar en una pared. Para 
ello, la raqueta debe posicionarse con respecto a la pelota con ayuda del siste-
ma de visión, golpearla y asegurar que a su retorno, la pelota alcance de nuevo 
el espacio de trabajo del robot. 
 
 
 
 
Figura 4.4 Modelo ADAMS del robot: (a) vista lateral, (b) vista superior. 
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El análisis considera dos etapas: etapa de inicialización y etapa conti-
nua. En la etapa de inicialización, se define el conjunto de velocidades y ángu-
los de partida que se deben aplicar a la pelota “externamente” y que garanticen 
que después del primer rebote, la pelota alcance el espacio de trabajo del robot. 
Este conjunto es único para cada altura de partida. En la etapa continua, se 
halla la velocidad del efector final que permita impulsar y mantener el movi-
miento de la pelota. 
 
 
4.3.1.1 La tarea de jugar al tenis de mesa 
 
La tarea comienza impulsado “externamente” la pelota a través de un 
solenoide, para unas condiciones iniciales (altura, velocidad y ángulo de dispa-
ro) que garanticen que la pelota estará dentro del espacio de trabajo del robot. 
A continuación se realiza el seguimiento de la pelota y se estima la trayectoria 
hacia el robot. Según esta estimación, el robot debe calcular el movimiento a 
realizar para que la pelota caiga sobre la raqueta y a la vez, golpearla con la 
velocidad y el ángulo adecuados en el momento preciso. Una vez se ha efec-
tuado el movimiento e impulsado la pelota, se repite la secuencia de segui-
miento, calculo y golpeo. 
 
Inicialmente, se utiliza una cámara para el seguimiento de la pelota. Pa-
ra cada imagen se calcula el centroide y el diámetro de la pelota. Esta informa-
ción visual se transforma en coordenadas 3D del robot con la ayuda del filtro 
de Kalman. Sobre la pelota en movimiento, actúan tres fuerzas importantes: la 
fuerza de la gravedad, la resistencia del aire y el efecto Magnus o spin debido a 
la rotación de la pelota sobre sí misma. Como una primera aproximación, el 
análisis de las trayectorias de la pelota considera el siguiente modelo balístico 
simplificado: 
 
2(1/ 2)
i i
i i
i i
x x x t
y y y t
z z z t gt
= +
= +
= + −



 
 
 
...(4.3) 
 
donde i indica el valor inicial de las posiciones y velocidades, g es la acelera-
ción de la gravedad, y t el tiempo. 
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Partiendo de las coordenadas del centroide de la pelota, el modelo dado 
por (4.3) estima el punto de impacto de la pelota con la raqueta y el instante del 
impacto. Según la posición estimada del impacto y teniendo en cuenta el obje-
tivo de la tarea, el modelo balístico inverso de la ecuación (4.3) calcula la nue-
va trayectoria deseada de la pelota. Una vez estimadas las trayectorias de la 
pelota antes y después del impacto, se calculan el ángulo y la velocidad con los 
que debe golpearse la pelota. El ángulo se calcula como el promedio de los 
ángulos entre la pelota y la raqueta antes y después del golpe (Beer and Johns-
ton, 2003), y la velocidad se calcula usando el coeficiente de restitución esti-
mado. El modelo cinemático inverso, relaciona el ángulo y la velocidad desea-
das de la raqueta con las velocidades y posiciones articulares del robot.  
 
 
4.3.1.2 Simulación en Matlab 
 
Los modelos balísticos dados por la ecuación (4.3), unidos al modelo de 
conservación de la cantidad de movimiento para el impacto pelota-raqueta, se 
implementan en Matlab. Estas simulaciones permiten encontrar las condiciones 
de movimiento en la etapa de inicialización, y estimar la velocidad de la raque-
ta, que permita impulsar y mantener el movimiento de la pelota en la etapa 
continua.  
 
A manera de ejemplo, a continuación se presentan los resultados de las 
simulaciones de cada etapa, para una altura inicial de lanzamiento de la pelota 
de 0,6 m. El modelo de simulación emplea el siguiente modelo del entorno: 
 
 Mesa de Ping-Pong: Superficie rectangular de 2.74 m. de largo y 1,525 
m. de ancho. Reposa sobre un plano horizontal a 0,76 m. del suelo. El 
modelo de simulación emplea una longitud para la mesa de 1,37 m, 
asumiendo que la otra parte será contra la cual rebotará la pelota.  
 
 Pelota: Diámetro de 40 mm y peso de 2,7 gr. 
 
 Coeficiente de Restitución: 0.91. Se ha estimado experimentalmente 
empleando un modelo balístico de caída libre para la pelota. 
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 Raqueta: Diámetro de 150 mm y peso de 200 gr. 
 
 Robot: Se asume un espacio de trabajo cilíndrico de diámetro 1000mm 
y altura 300 mm. El efector final puede posicionarse entre alturas de 
250 mm y 550 mm arriba de la mesa. 
 
 
La Figura 4.5 muestra la relación entre la altura del espacio de trabajo 
del robot y el conjunto de velocidades y ángulos de partida válidos aplicados 
“externamente” a la pelota. Cualquier dupla velocidad-ángulo que pertenezca a 
este conjunto, permitirá el primer impacto pelota-raqueta.  
 
 Las trayectorias de la pelota en la etapa continua para unas condiciones 
iniciales de 2 m/s y 100º, se observan en la Figura 4.6. La máxima velocidad de 
la raqueta que permite mantener el movimiento de la pelota es 3,98 m/s. 
 
 
 
 
Figura 4.5 Relación entre el espacio de trabajo del robot y las condiciones iniciales de       
movimiento en velocidad y ángulo para la pelota. 
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Figura 4.6 Trayectorias de la pelota en la etapa continua, para unas condiciones iniciales de 
velocidad y ángulo para la pelota de 2m/s y 100º. 
 
 
4.3.2 Elección de los motores 
 
Conocida la velocidad de operación del efector final, la simulación di-
námica del robot en ADAMS® permite conocer el par nominal y el par pico 
requerido para la ejecución de un conjunto de movimientos. Para ello, se sitúa 
el robot en sus posiciones críticas (posiciones de mayor par) aplicando un perfil 
de movimiento suave a cada una de las articulaciones a las velocidades y acele-
raciones máximas permitidas. 
 
Varias trayectorias han sido programadas y analizadas. La Figura 4.7 
muestra un ejemplo de trayectoria crítica analizada. Las trayectorias son pla-
neadas en el espacio cartesiano y luego generadas en el espacio articular usan-
do polinomios 4-3-4. El perfil de movimiento articular tiene una velocidad 
máxima de 100π rad/s y un tiempo de aceleración/desaceleración de 100 ms. 
 
Las Figuras 4.8, 4.9 y 4.10 presentan la evolución del par, la acelera-
ción y la velocidad del efector final para un conjunto de movimientos críticos 
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de la pelota. Empleando un reductor de 10, el par pico obtenido es 12 Nm y el 
par nominal 4 Nm. El tiempo mínimo para el retorno de la pelota es 0.6 s y la 
raqueta tiene una velocidad promedio de 2.5 m/s, una velocidad máxima de 5 
m/s y una aceleración de 10g. Estos parámetros permiten seleccionar comer-
cialmente los motores. 
 
   
   
   
Figura 4.7 Ejemplo de una trayectoria critica analizada. 
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Figura 4.8 Perfil de par para los motores en la ejecución de trayectorias criticas. 
 
 
 
 
Figura 4.9 Perfil de velocidad para el efector final en la ejecución de trayectorias críticas. 
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Figura 4.10 Perfil de aceleración para el efector final en la ejecución de trayectorias críticas. 
 
 
4.4 Prototipo Construido 
 
El modelo CAD y el prototipo construido para el Sistema RoboTenis se 
muestran en las Figuras 4.11 y 4.12. Además, la Figura 4.12 presenta la rela-
ción entre los principales componentes del sistema: la estructura mecánica, el 
sistema de accionamiento (driver + motor + reductor), el sistema de seguridad, 
el sistema de visión y el hardware de control. 
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(a) 
 
 
(b) 
 
Figura 4.11 Modelo CAD del Sistema RoboTenis: (a) robot, (b) estructura portante. 
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Figura 4.12 Prototipo del Sistema RoboTenis. 
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4.4.1 Estructura mecánica del robot 
 
Fotografías del prototipo construido y de algunos componentes de la es-
tructura mecánica del robot se muestran en las Figuras 4.13 y 4.14. Los brazos 
y la plataforma móvil son fabricados de aluminio. Los antebrazos se fabricaron 
en acero y están formados por dos barras paralelas que transfieren y convierten 
el movimiento articular en desplazamientos lineales de la plataforma móvil. Un 
total de 6 resortes mantienen la cadena cinemática brazo-antebrazo y antebra-
zo-plataforma móvil. Los resortes se observan con claridad en la Figura 4.14 
(b).  
 
La raqueta es accionada en dos sentidos: giro y golpeo. Un motor eléc-
trico montado en la base del robot, transmite el sentido de giro a la raqueta a 
través de un brazo telescópico y dos articulaciones universales. El sentido de 
golpeo, se obtiene mediante dos motores de accionamiento neumático monta-
dos a cada lado del efector final. Detalles del brazo telescópico, de las articula-
ciones universales, y de los elementos dispuestos sobre el efector final (cámara, 
motores neumáticos y otros) se muestran en la Figura 4.14. Las masas del bra-
zo, antebrazo y plataforma móvil son 2.213 kg, 1.315 kg, y 0.824 kg, para un 
total de 11,4 kg de masa en movimiento. 
 
 
 
Figura 4.13 Estructura mecánica del Sistema RoboTenis. 
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(a) 
 
 
(b) 
 
 
(c) 
 
Figura 4.14 Algunos componentes de la estructura mecánica del Sistema RoboTenis: (a) vista 
del brazo telescópico y de la articulación universal superior,(b) vista de la plataforma móvil, 
(c) vista del efector final, la cámara, y los motores de accionamiento neumático. 
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4.4.2 Sistemas de accionamiento y seguridad 
 
El sistema de accionamiento seleccionado se presenta en la Figura 4.15. 
Está compuesto por: servomotores brushless AC (UNIMOTOR), variadores de 
velocidad (UNIDRIVE SP) y elementos reductores. Los motores son trifásicos, 
de imanes permanentes, con 8 polos y poseen encoder óptico incremental de 
4096 pulsos por revolución (ppr). Pueden generar un par máximo de 9.4 Nm, y 
un par pico de 27 Nm durante 1 s. La tensión de alimentación es de 400 Vac y 
la velocidad máxima es de 100π rad/s (3000 rpm).  
 
 
(a) 
 
 
(b) 
 
Figura 4.15 Sistema de accionamiento del Sistema RoboTenis: (a) conjunto motor + reductor,  
(b) drive UNIDRIVE SP 
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Los variadores de velocidad, regulan la frecuencia del voltaje aplicado a 
los motores. Esto permite controlar de forma eficiente sus velocidades. Los 
reductores tienen un factor de reducción 10, y varían las condiciones de par y 
velocidad a la salida del motor para adecuarlas a las características requeridas. 
Una descripción más completa de sistema de accionamiento se presenta en 
(Cuesta, 2004). 
 
Sobre cada eje de motor se montan discos de seguridad (Figura 4.16). 
Cada disco contiene tres sensores inductivos y permiten dos funciones funda-
mentales: sincronizar los brazos del robot en la etapa de inicialización (sensor 
central), y, activar la electrónica que limita el movimiento articular dentro de 
un rango de seguridad mecánica (sensores extremos).  
 
 
 
Figura 4.16 Discos de seguridad montados sobre cada eje de motor. 
 
 
4.4.3 Sistema de visión 
 
El sistema de visión está ubicado en el efector final del robot y formado 
inicialmente por una sola cámara. De los altos requerimientos en el tiempo de 
ejecución, se ha seleccionado una cámara Sony modelo XC-HR 50 (Figura 
4.17). Las características principales con las que cuenta esta cámara son: 
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• Captura de imágenes a alta velocidad. Incluye las siguientes opciones 
en función de las características de la tarea a realizar: 
¾ Imagen Completa (525 líneas) a 60 cuadros por segundo. Tiem-
po de adquisición 16 ms. 
¾ Imagen re-escalada (263 líneas) a 120 cuadros por segundo. 
Tiempo de adquisición 8 ms. 
¾ Imágenes parciales (completa o re-escalada) hasta 362 cuadros 
por segundo. 
• Integración progresiva: todos los píxeles se integran a la vez, lo que 
evita el efecto del movimiento de entre las líneas pares e impares. 
• Mínima iluminación de 1 lux. 
• Tiempo de integración de hasta 1/100.000 segundos. 
• Reducido tamaño: 29 x 29 x 32 mm. Esta característica es fundamental 
para su integración en un sistema robotizado. 
 
 
 
Figura 4.17 Cámara Sony XC-HR 50 
 
 
El sistema de visión usa la tarjeta METEOR II-MC/4 de MATROX 
(Figura 4.18). Las características más destacadas con las que cuenta la tarjeta 
son las siguientes: 
 
• Digitalizador color/monocromo para bus PCI. 
• 4MB de memoria. 
• Captura video estándar o no estándar hasta 30 MHz. 
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• Doble buffering: permite capturar una imagen mientras se procesa la 
imagen previamente grabada. 
 
 
 
Figura 4.18 Tarjeta de adquisición Matrox Meteor II-MC/4. 
 
 
4.4.4 Hardware de control 
 
Finalmente, el hardware de control está formado por una tarjeta DSPA-
CE 1103. En ella se ejecutan: la generación de trayectorias, el cálculo de los 
modelos cinemático y dinámico del manipulador, así como la implementación 
de diferentes algoritmos de control. Además, permite supervisar las estrategias 
de control, modificar sus parámetros en tiempo real y seguir la evolución de las 
variables relevantes del sistema. 
 
 
4.5 Conclusiones 
 
En este capitulo se ha presentado el diseño del Sistema RoboTenis y el 
prototipo construido en el Departamento de Automática, Electrónica e Informá-
tica (DISAM), perteneciente a la Universidad Politécnica de Madrid. El diseño 
cinemático define las dimensiones del manipulador y emplea un índice de con-
dición global basado en el número de condición de la matriz jacobiana. Usando 
ADAMS®, se obtiene la velocidad máxima del efector final y el máximo par 
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de los motores para un conjunto de trayectorias típicas de la pelota en tenis de 
mesa. El resultado del proceso de simulación dinámica permite elegir los moto-
res. El prototipo diseñado tiene altas capacidades cinemáticas y un gran espacio 
de trabajo. En el siguiente capitulo se desarrollarán las ecuaciones de movi-
miento para el Sistema RoboTenis y se analizará la influencia de los compo-
nentes inerciales en el comportamiento del modelo dinámico propuesto. 
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CAPÍTULO 5 
 
Análisis Dinámico del        
Sistema RoboTenis 
_______________________________ 
 
5.1 Introducción 
 
La dinámica de un manipulador desempeña un papel importante en el 
comportamiento del sistema robótico, especialmente durante la realización de 
tareas de alta velocidad. El propósito de este capitulo es desarrollar un conjunto 
de ecuaciones que describan el comportamiento dinámico del manipulador.  
 
El desarrollo de un modelo dinámico es importante por varias razones. 
Primero, un modelo dinámico puede ser usado para la simulación del movi-
miento del robot. Examinando el comportamiento del modelo bajo varias con-
diciones de funcionamiento, es posible predecir como se comportará un siste-
ma robótico, cuando éste sea construido. En este aspecto, varias tareas de au-
tomatización pueden ser examinadas sin la necesidad de un sistema real. En 
segundo lugar, el modelo dinámico puede ser utilizado para el desarrollo de las 
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estrategias de control. Un regulador sofisticado requiere el uso de un modelo 
dinámico realista que permita alcanzar un funcionamiento óptimo bajo condi-
ciones de alta velocidad. Esto último es de gran importancia, pues de la calidad 
del control dinámico del robot depende la precisión y velocidad de sus movi-
mientos. Tercero, el análisis dinámico de un manipulador revela todas las fuer-
zas de reacción (y momentos) necesitados para el diseño y evaluación de la 
estructura mecánica del robot, y el dimensionamiento de los actuadores. 
 
Hay dos tipos de problemas dinámicos: dinámica directa y dinámica in-
versa. El problema dinámico directo encuentra la respuesta articular de un ma-
nipulador en función de los pares y/o fuerzas que intervienen. Es decir, dado un 
vector de pares y/o fuerzas aplicados, expresa el movimiento resultante en el 
manipulador como una función de tiempo. El problema dinámico inverso en-
cuentra los pares y/o fuerzas de los actuadores requeridos para generar una 
trayectoria deseada del manipulador. En general, la eficacia de cómputo para la 
dinámica directa no es crítica, puesto que ésta se utiliza sobre todo para las 
simulaciones por ordenador de un manipulador. Por otra parte, un modelo di-
námico inverso eficiente llega a ser extremadamente importante para el control 
por pre-compensación en tiempo real de un manipulador. 
 
Dada la presencia de múltiples cadenas cinemáticas cerradas en la es-
tructura mecánica de los robot paralelos, el análisis dinámico no es tan evidente 
como en el caso de los robots series. Varias formulaciones para el análisis di-
námico de manipuladores paralelos se han propuesto, incluyendo la formula-
ción de Newton-Euler (Do and Yang, 1988), (Guglielmetti and Longchamp, 
1994), (Tsai and Kohli, 1990), la formulación Lagrangiana (Lebret, et al., 
1993), (Miller and Clavel, 1992), (Pang and Shahinpoor, 1994), y el principio 
del trabajo virtual (Codourey and Burdet, 1997), (Miller, 1995), (Tsai, 1998), 
(Wang and Gosselin, 1997). Otras formulaciones son propuestas en (Baiges 
and Duffy, 1996), (Freeman and Tesar, 1988), (Luh and Zheng, 1985), (Murray 
and Lovell, 1989), (Sugimoto, 1987). 
 
La formulación tradicional de Newton-Euler requiere que las ecuacio-
nes de movimiento sean escritas para cada cuerpo de un manipulador, lo que 
conduce inevitable a una gran cantidad de ecuaciones y de resultados en efi-
ciencia de cómputo pobre. La formulación lagrangiana elimina todos los fuer-
zas y momentos reacción indeseados. Es más eficiente que la formulación de 
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Newton-Euler. Sin embargo, dadas las numerosas restricciones impuestas por 
las cadenas cinemáticas cerradas de un manipulador paralelo, el derivar las 
ecuaciones explícitas de movimiento en términos de un sistema de coordenadas 
generalizadas independientes, puede convertir ésta formulación en una tarea 
prohibitiva. Para simplificar el problema, se introduce a menudo un conjunto 
de coordenadas adicionales junto con un sistema de multiplicadores de Lagran-
ge. En algunos casos, los componentes del sistema robótico son aproximados 
por masas puntuales, sin que esta aproximación introduzca errores significati-
vos de modelado (Lebret et al., 1993), (Pfreundschuh et al, 1994), (Stamper, 
1997), (Stamper and Tsai, 1998). En este contexto, el principio del trabajo vir-
tual aparece ser el método de análisis más eficiente. Un estudio comparativo de 
la dinámica inversa de manipuladores con geometría paralela puede ser encon-
trado en el trabajo de Lin y Song (Lin and Song, 1990). 
 
La manipulación rápida y exacta por parte de sistemas robóticos, re-
quiere de algoritmos del control que hacen el mejor uso de la información ex-
traída del análisis dinámico del robot. Varias formulaciones se han utilizado 
para caracterizar la dinámica del robot DELTA. Las formulaciones más comu-
nes se basan en el uso del principio virtual del trabajo (Codourey, 1995), (Pie-
rrot et al., 1990), la formulación de Lagrange (Miller and Clavel, 1992), la 
aplicación del principio de Hamilton [Miller, 1995], y la aplicación directa de 
las ecuaciones de movimiento de Newton (Guglielmetti and Longchamp, 
1994). En estos trabajos, el controlador del prototipo usado para la validación 
experimental asume que los antebrazos tienen inercia insignificante, y que sus 
masas se divide y refleja en los brazos y la plataforma móvil de acuerdo a la 
aplicación del principio virtual del trabajo. Esta suposición permite usar un 
modelo dinámico simplificado del robot.  
 
En este capitulo se presentan las ecuaciones de movimiento para el Sis-
tema de RoboTenis. El modelo dinámico emplea la formulación de los multi-
plicadores de Lagrange. Esta formulación permite una caracterización más 
completa de la dinámica del manipulador, y asume que el manipulador es un 
sistema de cuerpos rígidos interconectados por pares cinemáticos sin fricción. 
La innovación principal en el modelado dinámico del robot, es el uso de los 
antebrazos con inercias no-insignificantes (1.315 kg). La validación del modelo 
dinámico obtenido para el Sistema RoboTenis, emplea un modelo de simula-
ción dinámica  desarrollado  en  ADAMS.  Los resultados de la simulación per- 
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miten observar el efecto de las inercias de los antebrazos en el comportamiento 
del sistema.  
 
 
5.2 Formulación de Lagrange 
 
La formulación Lagrangiana esta basada en consideraciones energéticas 
del sistema. Las ecuaciones de movimiento son escritas en términos de un con-
junto de coordenadas redundantes. Además, la formulación requiere un conjun-
to de ecuaciones de restricción obtenidas de la cinemática del mecanismo. Es-
tas ecuaciones de restricción y sus derivadas deben ser adicionadas a las ecua-
ciones de movimiento para producir un número de ecuaciones que es igual al 
número incógnitas. 
 
La formulación Lagrangiana establece la ecuación: 
 
 
donde 
 
i  índice de restricción, 
j  índice de coordenada generalizada, 
k  número de ecuaciones de restricción, 
n  número de coordenadas generalizadas, 
L  función de Lagrange, donde VTL −= , 
T  energía cinética total del manipulador, 
V  energía potencial total del manipulador, 
jq  coordenada generalizada j, 
iλ  multiplicador de Lagrange, 
if  ecuación de restricción cinemática, 
jQ  fuerza externa generalizada. 
1
para 1 a
k
i
j i
ij j j
fd L L Q ,  j =  n,
dt q q q
λ
=
⎛ ⎞ ∂∂ ∂− = +⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ∑    (5.1) 
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La solución de las ecuaciones de movimiento se facilita reacomodando 
las ecuaciones de Lagrange en dos sistemas. El primer sistema contiene los 
multiplicadores de Lagrange como las únicas incógnitas, y el otro sistema con-
tiene las fuerzas externas generalizadas generadas por las actuadores como las 
incógnitas adicionales. Las primeras k ecuaciones son asociada con las coorde-
nadas redundantes y las restantes n-k ecuaciones son asociadas con las varia-
bles articulares actuadas. El primer sistema de ecuaciones puede ser escrito en 
la forma 
 
 
 
 
donde jQ
∧
 la fuerza generalizada aplicada externamente. Para la dinámica in-
versa, la parte derecha de la ecuación (5.2) es conocida. Escribiendo la Ecua-
ción (5.2) para cada una de las coordenadas redundantes se obtiene un sistema 
de k ecuaciones que puede ser resuelto para los k multiplicadores de Lagrange. 
 
Una vez los multiplicadores de Lagrange son encontrados, los pares y/o 
fuerzas de los actuadores pueden ser determinadas directamente de las ecua-
ciones restantes. Específicamente, el segundo sistema de ecuaciones puede ser 
escrito como 
 
 
 
 
donde, jQ  es el par y/o fuerza del actuador.  
 
 
1
k
i
i j
i j j j
f d L L Q ,
q dt q q
λ ∧
=
⎛ ⎞∂ ∂ ∂= − −⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠∑     (5.2) 
1
, para 1a ,
k
i
j i
ij j j
fd L LQ j k n
dt q q q
λ
=
⎛ ⎞ ∂∂ ∂= − = + = +⎜ ⎟⎜ ⎟∂ ∂ ∂⎝ ⎠ ∑    (5.3) 
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5.3 Formulación de Lagrange para el Sis-
tema RoboTenis 
 
En esta sección se analiza la dinámica del robot paralelo del sistema 
RoboTenis empleando la formulación Lagrangiana. Por conveniencia, el mode-
lo geométrico del robot se presenta nuevamente en la Figura 5.1. Esta figura 
muestra con detalle los sistemas de coordenadas, la longitud de los eslabones y 
los ángulos articulares del manipulador. α1, α2, y α3 son las articulaciones ac-
tuadas. 
 
 
 
Las ecuaciones de Lagrange emplearán tres coordenadas redundantes, x, 
y y z. Este conjunto de coordenadas corresponde a la posición del efector final 
con respecto al sistema de referencia global Σ. Así, el vector de coordenadas 
generalizadas se expresa como 
Zi
Yi
X , Xiαi
Z
Y
Σi
Σ
Σeff Xeff
Yeff
Zeff
θi
Bi
Ci
Lb
La
 
Figura 5.1 Modelo geométrico del robot. 
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La ecuación (5.1) representan un sistema de seis ecuaciones con seis va-
riables, donde las seis variables son: los multiplicadores de Lagrange, λi, para i 
= 1,2,3; y los tres pares de los actuadores, Qj,, para j = 4, 5 y 6. La fuerza exter-
na generalizada, Qj,, para j = 1, 2 y 3, es cero, ya que no existe fuerza externa 
aplicada a la plataforma móvil, y, las articulaciones en los puntos Ci, son pasi-
vas.  
 
Esta formulación necesita tres ecuaciones de restricción, if para i = 1, 
2, 3. Las ecuaciones de restricción cinemática han sido presentadas en el capi-
tulo 3. Estas ecuaciones asumen que el manipulador esta formado por cuerpos 
rígidos y que la distancia entre las articulaciones Bi y Ci es siempre igual a la 
longitud del antebrazo, Lb; esto es,  
 
 
 
con, 
 
( ( )) ( ),
( ( )) ( ),
( ).
i a i i
i a i i
i a i
x r L Cos Cos
y r L Cos Sin
z L Sin
= ∆ +
= ∆ +
=
α θ
α θ
α
 
 
para i = 1, 2 y 3. 
 
La función Lagrangiana (L) esta definida como la diferencia entre la 
energía cinética (T), y la energía potencial, V, de un sistema mecánico. La 
energía cinética total para el Sistema RoboTenis es  
 
 
 
 
1 2 3[ , , , , , ], con 6.jq x y z jα α α= =   (5.4) 
2 2
2 2 2 2
0
( ) ( ) ( ) 0
i i i b
i i i b
f L
x x y y z z L
= − =
= − + − + − − =
B C
 
 
 (5.5) 
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donde, Tc es la energía cinética del anillo móvil, Tai es la energía cinética del 
brazo superior y rotor i, y Tai es la energía cinética del antebrazo i. Específica-
mente, 
 
 
 
donde, ma, mb y mc son las masas de el brazo, el antebrazo y la plataforma mó-
vil, respectivamente. It es la inercia del brazo+motor, y θi es el ángulo de rota-
ción entre el sistema Σi y el sistema de referencia global Σ. Además, cX = 
cos(X) y sX = sen(X). 
 
Asumiendo que la aceleración de la gravedad (g) apunta en la dirección 
+Z, la energía potencial total del robot relativa al plano x-y sobre la plataforma 
fija es 
 
 
3
1
( )c ai bi
i
T T T T
=
= + +∑    (5.6) 
2
2
2
2
2 2 2
1 ,
2
1 1[ ( )
2 3
1 ( )
3
1 ( )
3
( )
],
1 ( ),
2
ai a t i
bi b i i a i i
i i
a i i
a i i i i
a i i
c c
T m I
T m xc ys L s
xs yc
z L c
L xc ys s
L z c
T m x y z
α
θ θ α α
θ θ
α α
θ θ α α
α α
=
= + + +
− + +
− −
+ +
= + +

  
 

  

  
 
  (5.7) 
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donde, Vc es la energía potencial de la plataforma móvil, Vai es la energía po-
tencial del brazo i y Vbi: es la energía potencial del antebrazo i. Específicamen-
te, 
 
 
 
En forma general, la función lagrangiana esta dada por la diferencia en-
tre las ecuaciones (5.6) y (5.8). 
 
Para primer sistema de ecuaciones dado por (5.2), las incógnitas son los 
tres multiplicadores de Lagrange, λi, para i = 1,2,3 
 
3
1
3
1
3
1
.
i
i
i
i
i
i
i
i
i
f d L L
x dt x x
f d L L
y dt y y
f d L L
z dt z z
λ
λ
λ
=
=
=
∂ ∂ ∂⎛ ⎞= −⎜ ⎟∂ ∂ ∂⎝ ⎠
⎛ ⎞∂ ∂ ∂= −⎜ ⎟∂ ∂ ∂⎝ ⎠
∂ ∂ ∂⎛ ⎞= −⎜ ⎟∂ ∂ ∂⎝ ⎠
∑
∑
∑



 (5.10) 
 
A partir de los multiplicadores de Lagrange, los pares de los motores 
pueden ser determinados directamente mediante las ecuaciones: 
 
3
1
( ),c ai bi
i
V V V V
=
= + +∑    (5.8) 
1 ,
2
1 ( ),
2
.
ai a a i
bi b a i
c c
V m gL s
V m g z L s
V m gz
α
α
= −
= − +
= −
   (5.9) 
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1 1 1
2
2 2
2 2 2
3
3 3
3 3 3
fd L L
dt
fd L L
dt
fd L L
dt
τ λα α α
τ λα α α
τ λα α α
⎛ ⎞ ∂∂ ∂= − −⎜ ⎟∂ ∂ ∂⎝ ⎠
⎛ ⎞ ∂∂ ∂= − −⎜ ⎟∂ ∂ ∂⎝ ⎠
⎛ ⎞ ∂∂ ∂= − −⎜ ⎟∂ ∂ ∂⎝ ⎠



 (5.11) 
 
donde, iτ es el par del motor para el brazo i. 
 
Para las ecuaciones (5.10) y (5.11), las derivadas de la función Lagran-
giana y de las ecuaciones de restricción fi, con respecto a las seis coordenadas 
generalizadas, son 
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(5.12) 
 
y, para i = 1, 2, y 3: 
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(5.13) 
 
 
Las derivadas parciales de la función de restricción fi con respecto a las 
seis coordenadas generalizadas, son 
 
2( ( ) ( ) ),
2( ( ) ( ) ),
2( ),
i
i a i i
i
i a i i
i
a i
f x r c L c c
x
f y r s L s c
y
f z L s
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 (5.14) 
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(5.15) 
 
para i = 1, 2, y 3. 
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5.4 Validación del Modelo Dinámico pro-
puesto para el Sistema RoboTenis 
 
La validación del modelo dinámico para el Sistema RoboTenis emplea 
un modelo de simulación desarrollado en ADAMS. Este modelo de simulación 
fue presentado en el Capitulo 4. Para una trayectoria deseada, los pares son 
hallados a partir de la ecuación (5.11) y luego comparados con los pares obte-
nidos por el modelo de simulación ADAMS (Figura 5.2). 
 
 
Dinámica 
Inversa
τd
Modelo de Simulación ADAMS
Planificador d d d
q ,q ,q 
Verificación
τ
 
Figura 5.2 Validación del modelo dinámico empleando ADAMS. 
 
 
Los parámetros óptimos para robot (dimensiones y masas) empleados 
en la validación dinámica, se presentaron en el Capitulo 4, Tabla 4.1 y Sección 
4.4.1.  
 
Varias trayectorias han sido programadas y simuladas. Las trayectorias 
son de tipo lineal. A continuación se presentan los resultados de simulación 
para algunos movimientos críticos (movimientos de mayor par) de la platafor-
ma móvil: un movimiento sobre el eje x, un movimiento sobre el eje y, un mo-
vimiento sobre el plano xy, y un movimiento tridimensional. Cada trayectoria 
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esta dada en el espacio cartesiano y definida por un punto inicial, un punto fi-
nal, una velocidad de movimiento, y una serie de puntos intermedios generados 
mediante funciones polinomiales, las cuales producen un movimiento suave de 
la plataforma móvil.  
 
Como parámetros adicionales de validación, se analiza la influencia de 
las inercias de los antebrazos y de la velocidad de la plataforma móvil en el 
comportamiento del modelo dinámico propuesto para el Sistema RoboTenis. 
 
 
5.5 Resultados de Simulación  
 
5.5.1 Validación del modelo dinámico pro-
puesto para el Sistema RoboTenis 
 
 
TRAYECTORIA 1 
 
Movimiento de la plataforma móvil sobre el eje x 
 
Los parámetros de movimiento son: 
 
• Punto inicial: (0, 0, 750) mm 
• Punto Final: (300, 0, 750) mm 
• Velocidad: 2 m/s 
• Tipo de trayectoria: lineal 
 
Los perfiles de posición, velocidad, y aceleración para la plataforma 
móvil, así como, los pares de los motores necesarios para el seguimiento de la 
trayectoria, generados por el modelo de simulación ADAMS, se muestran en la 
Figura 5.3. El movimiento tiene una duración de 0.25 s, una aceleración 3.3g y 
un par máximo de 3.25 Nm para el motor 1 (asumiendo la presencia de un ele-
mento reductor de 10). 
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(a) (b) 
  
(c) (d) 
 
Figura 5.3 Perfiles de (a) posición, (b) velocidad, (c) aceleración y (d) par, 
en el seguimiento de la trayectoria 1. 
 
Los pares obtenidos a través del modelo dinámico inverso propuesto pa-
ra el Sistema RoboTenis (Ecuación 5.11), se presentan en la Figura 5.4. La 
comparación entre los pares obtenidos del modelo dinámico propuesto y los 
pares obtenidos por el modelo de simulación ADAMS, así como la diferencia 
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entre los dos modelos dinámicos se muestran en la Figura 5.5. La máxima dife-
rencia entre los dos modelos es de 10%. 
 
 
 
Figura 5.4 Pares generados por el modelo dinámico inverso propuesto para el Sistema   
  RoboTenis, para el seguimiento de la trayectoria 1. 
 
 
(a) 
 
(b) 
 
Figura 5.5 (a) Comparación entre los pares generados por el modelo dinámico propuesto para 
el Sistema RoboTenis y los pares del modelo de simulación ADAMS, (b) diferencia entre los 
modelos dinámicos para el seguimiento de la trayectoria 1. 
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TRAYECTORIA 2 
 
Movimiento de la plataforma móvil sobre el eje y 
 
Los parámetros de movimiento son: 
 
• Punto inicial: (0, 0, 750) mm 
• Punto Final: (0, 300, 750) mm 
• Velocidad: 2 m/s 
• Tipo de trayectoria: lineal 
 
Los perfiles de posición, velocidad, y aceleración para la plataforma 
móvil, así como, los pares de los motores necesarios para el seguimiento de la 
trayectoria, generados por el modelo de simulación ADAMS, se muestran en la 
Figura 5.6. El movimiento tiene una duración de 0.25 s, una aceleración de 4g 
y un par máximo de 3.64 Nm para el motor 3 (asumiendo la presencia de un 
elemento reductor de 10).  
 
 
 
(a) (b) 
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(c) (d) 
 
Figura 5.6 Perfiles de (a) posición, (b) velocidad, (c) aceleración y (d) par, 
en el seguimiento de la trayectoria 2. 
 
Los pares obtenidos a través del modelo dinámico inverso propuesto pa-
ra el Sistema RoboTenis (Ecuación 5.11), se presentan en la Figura 5.7. La 
comparación entre los pares obtenidos por los dos modelos dinámicos, así co-
mo la diferencia entre los dos modelos dinámicos se muestran en la Figura 5.8. 
La máxima diferencia entre los dos modelos es de 3%. 
 
 
 
Figura 5.7 Pares generados por el modelo dinámico inverso propuesto para el Sistema      
RoboTenis, para el seguimiento de la trayectoria 2. 
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(a) 
 
(b) 
 
Figura 5.8 (a) comparación entre los pares generados por el modelo dinámico propuesto para 
el Sistema RoboTenis y los pares del modelo de simulación ADAMS, (b) diferencia entre los 
modelos dinámicos para el seguimiento de la trayectoria 2. 
 
 
 
TRAYECTORIA 3 
 
Movimiento de la plataforma móvil sobre el plano xy 
 
Los parámetros de movimiento son: 
 
• Punto inicial: (0, 0, 750) mm 
• Punto Final: (200, -200, 750) mm 
• Velocidad: 2 m/s 
• Tipo de trayectoria: lineal 
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Los perfiles de posición, velocidad, y aceleración para la plataforma 
móvil, así como, los pares de los motores necesarios para el seguimiento de la 
trayectoria, generados por el modelo de simulación ADAMS, se muestran en la 
Figura 5.9. 
 
(a) (b) 
 
(c) (d) 
 
Figura 5.9 Perfiles de (a) posición, (b) velocidad, (c) aceleración y (d) par,  
en el seguimiento de la trayectoria 3. 
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El movimiento tiene una duración de 0.24 s, una aceleración de 4.2g y 
un par máximo de 3.9 Nm para el motor 2 (asumiendo la presencia de un ele-
mento reductor de 10). 
 
Los pares obtenidos a través del modelo dinámico inverso propuesto pa-
ra el sistema RoboTenis (5.11), se presentan en la Figura 5.10. La comparación 
entre los pares obtenidos por los dos modelos dinámicos, así como la diferencia 
entre los dos modelos dinámicos se muestran en la Figura 5.11. La máxima 
diferencia entre los dos modelos es cerca de 3%.  
 
 
 
Figura 5.10 Pares generados por el modelo dinámico inverso propuesto para el Sistema     
RoboTenis, para el seguimiento de la trayectoria 3. 
 
 
 
(a) 
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(b) 
 
Figura 5.11 (a) comparación entre los pares generados por el modelo dinámico propuesto 
para el Sistema RoboTenis y los pares del modelo de simulación ADAMS, (b) diferencia entre 
los modelo dinámicos para el seguimiento de la trayectoria 3. 
 
 
 
TRAYECTORIA 4 
 
Movimiento tridimensional de la plataforma móvil 
 
Los parámetros de movimiento son: 
 
• Punto inicial: (0, 0, 750) mm 
• Punto Final: (200, 200, 1000) mm 
• Velocidad: 2 m/s 
• Tipo de trayectoria: lineal 
 
Los perfiles de posición, velocidad, y aceleración para la plataforma 
móvil, así como, los pares de los motores necesarios para el seguimiento de la 
trayectoria, generados por el modelo de simulación ADAMS, se muestran en la 
Figura 5.12. El movimiento tiene una duración de 0.24 s, una aceleración de 
3.8g y un par máximo de 4.2 Nm para el motor 3 (asumiendo la presencia de 
un elemento reductor de 10). 
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 (b) 
  
(c) (d) 
 
Figura 5.12 Perfiles de (a) posición, (b) velocidad, (c) aceleración y (d) par,  
en el seguimiento de la trayectoria 4. 
 
Los pares obtenidos a través del modelo dinámico inverso propuesto pa-
ra el Sistema RoboTenis (5.11), se presentan en la Figura 5.13. La comparación 
entre los pares obtenidos por los dos modelos dinámicos, así como la diferencia 
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entre los dos modelos dinámicos se muestran en la Figura 5.14. La máxima 
diferencia entre los dos modelos es cerca de 3%.  
 
 
 
Figura 5.13 Pares generados por el modelo dinámico inverso propuesto para el Sistema     
RoboTenis, para el seguimiento de la trayectoria 4. 
 
 
(a) 
 
(b) 
 
Figura 5.14 (a) comparación entre los pares generados por el modelo dinámico propuesto 
para el Sistema RoboTenis y los pares del modelo de simulación ADAMS, (b) diferencia entre 
los modelos dinámicos para el seguimiento de la trayectoria 4. 
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5.5.2 Influencia de las inercias de los ante-
brazos en el comportamiento del modelo 
dinámico propuesto para el Sistema Ro-
boTenis 
 
Para observar la influencia de las inercias de los antebrazos en el com-
portamiento dinámico del Sistema RoboTenis, a manera de ejemplo, se han 
efectuado dos simulaciones de trayectorias criticas. Los resultados permiten 
observar el error cometido, cuando se emplea un modelo dinámico simplifica-
do (ignorando las inercias de los antebrazos) para el Sistema RoboTenis. 
 
En la Figura 5.15, se presentan los pares generados por el modelo simu-
lación ADAMS y un modelo dinámico simplificado para el Sistema RoboTe-
nis, para un movimiento en línea recta, entre los puntos (0.0, 0.0, 750) mm y 
(200, 200, 1000) mm a una velocidad de 2 m/s. La diferencia entre los modelos 
es cerca del 41%.  
 
 
 
Figura 5.15 Comparación entre los pares generados por el modelo de simulación ADAMS y 
por el modelo dinámico simplificado para un movimiento en línea recta entre los puntos        
(0.0, 0.0, 750) mm y (200, 200, 1000) mm, a una velocidad de 2 m/s. 
 
Para un movimiento entre los puntos (0.0, 0.0, 750) mm y (200, -200, 
750) mm a una velocidad de 2 m/s, la diferencia es cerca del 60%, Figura 5.16. 
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Figura 5.16 Comparación entre los pares generados por el modelo de simulación ADAMS y 
por el modelo dinámico simplificado para un movimiento en línea recta entre los puntos        
(0.0, 0.0, 750) mm y (200, -200, 750) mm, a una velocidad de 2 m/s. 
 
 
 
5.5.3 Influencia de la velocidad de operación 
en el comportamiento del modelo diná-
mico propuesto para el Sistema RoboTe-
nis 
 
La dinámica de un sistema se manifiesta de manera notable en aplica-
ciones de alta velocidad. Por esta razón, a continuación se presentan el compor-
tamiento del modelo dinámico propuesto para el Sistema RoboTenis, en la eje-
cución de los movimientos relacionados en el apartado anterior, pero a una 
velocidad de 5 m/s. 
 
 Las Figuras 5.17 y 5.18 presentan el compartimiento del modelo diná-
mico propuesto para el Sistema RoboTenis en movimientos de alta velocidad. 
En las Figuras 5.17(a) y 5.18(a), se observa el comportamiento del modelo de 
simulación ADAMS. Las Figuras 5.17(b) y 5.18(b) compara los dos modelos 
dinámicos, y las Figuras 5.17(c) y 5.18(c), presentan el error entre los dos mo-
delos. Se observa que el modelo dinámico propuesto para el Sistema RoboTe-
nis presenta un excelente comportamiento en aplicaciones de alta velocidad. La 
máxima diferencia entre los dos modelos es menor al 3%. 
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(a) 
 
(b) 
 
(c) 
 
Figura 5.17 Comparación entre los pares generados por el modelo de simulación ADAMS y 
por el modelo dinámico simplificado para un movimiento en línea recta entre los puntos        
(0.0, 0.0, 750) mm y (200, -200, 750) mm, a una velocidad de 5 m/s. 
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(a) 
 
(b) 
 
(c) 
 
Figura 5.18 Comparación entre los pares generados por el modelo de simulación ADAMS y 
por el modelo dinámico simplificado para un movimiento en línea recta entre los puntos        
(0.0, 0.0, 750) mm y (200, 200, 1000) mm, a una velocidad de 5 m/s. 
 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 140 - 
 
5.6 Conclusiones 
 
En este capitulo se ha presentado un modelo dinámico para el sistema 
RoboTenis, empleando la formulación de Lagrange. Como innovación princi-
pal, el modelo propuesto tiene en cuenta la inercia de los antebrazos del robot. 
La herramienta para la validación del modelo dinámico, emplea un modelo de 
simulación dinámica desarrollado en ADAMS. El proceso de validación tiene 
en cuenta movimientos críticos del robot (movimientos en los que se requiere 
mayor par). Además, se analiza la influencia de las inercias de los antebrazos y 
de la velocidad de la plataforma móvil en el comportamiento del modelo diná-
mico propuesto para el Sistema RoboTenis. Los resultados obtenidos, muestran 
que las ecuaciones de movimiento propuestas, modelan de forma muy 
“aproximada” el compartimiento dinámico del Sistema RoboTenis (diferencia 
entre el modelo dinámico propuesto y el modelo de simulación ADAMS meno-
res a 3%). En el siguiente capitulo, se validará experimentalmente el modelo 
dinámico propuesto, y su influencia en el desarrollo de las diferentes estrate-
gias de control sobre prototipo construido. 
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CAPÍTULO 6 
 
Control Articular del     
Sistema RoboTenis 
_______________________________ 
 
6.1 Introducción 
 
Generalmente, el sistema de control un manipulador esta compuesto por 
los siguientes modulos: los actuadores, los sensores, el controlador, el planifi-
cador de trayectorias, y el sistema de supervisión y decisión. Los actuadores 
son los encargados de accionar cada una de las articulaciones con el fin de po-
sicionar y orientar el efector final. Estos pueden ser de tipo eléctrico, neumáti-
co o hidráulico. Los sensores por su parte, son los encargados de medir las va-
riables de interés para el control del robot, y pueden ser de dos clases: los que 
proveen el reconocimiento del estado mecánico del manipulador (por ejemplo: 
sensores de posición, velocidad, fuerza), y los que permiten una realimentación 
del entorno del manipulador (por ejemplo: cámaras, sensores de ultrasonidos, 
etc.). El controlador recibe las consignas de referencia de las variables asocia-
das a la trayectoria del efector final, y que son generadas por el sistema de pla-
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nificación de trayectorias. De acuerdo a la información entregada por los sen-
sores, se generan las acciones de control adecuadas para cada actuador según el 
algoritmo de control empleado. 
 
En este capítulo se propone el controlador articular para el Sistema Ro-
boTenis. Para reducir el efecto de las perturbaciones externas y que la señal de 
control sea robusta frente a errores de modelado, el controlador debe considerar 
términos de realimentación de posición y velocidad. La dificultad de realizar el 
control en bucle cerrado proviene del hecho de que el robot es un sistema mul-
tidimensional, no lineal, fuertemente acoplado, y muy variable en el tiempo 
(modificación de la carga transportada). A pesar de que el control de robots ha 
sido estudiado en numerosos trabajos, la dificultad es tal, que aún queda mucho 
por hacer en este campo. 
 
A fin de encontrar la solución más sencilla y eficaz para conseguir con-
trol articular del Sistema RoboTenis, inicialmente este capítulo describe los 
distintos métodos encontrados en la literatura especializada. A continuación se 
discute su posible aplicación al control de robots rápidos y precisos. Se elige y 
describe detalladamente un método basado en el modelo dinámico del robot 
para el control del Sistema RoboTenis. Los resultados experimentales permiten 
validar la estrategia de control empleada. 
 
 
6.2 Métodos de control de robots 
 
No es posible, en el marco de este trabajo, tratar en detalle todos los dis-
tintos métodos propuestos en la literatura especializada. Sólo se considerarán 
los métodos  más importantes, y en especial aquellos métodos susceptibles de 
ser utilizados para el control del robot Delta. Se puede encontrar más informa-
ción en (Dombre and Khalil, 1988), (Lind, 1988), (Craig, 1986, 1988), (Khos-
la, 1986), (Asada and Slotine, 1986). 
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6.2.1 Control clásico 
 
El modelo dinámico de un manipulador, describe un sistema de ecua-
ciones diferenciales de segundo orden, no lineales y acopladas. Por lo tanto en 
un control clásico, como es el de la mayoría de los robots industriales actuales, 
el mecanismo se considera un sistema lineal y cada una de las articulaciones se 
controla localmente con un regulador de tipo PID de ganancias constantes. Las 
ventajas de este sistema son la facilidad de implantación y el pequeño coste 
computacional. Las desventajas son que la respuesta temporal del robot varía 
según su configuración, se producen sobreoscilaciones e imprecisión en los 
movimientos rápidos. En muchas aplicaciones, estos inconvenientes no son 
graves, y a menudo se atenúan con la utilización de un reductor entre el motor 
y el brazo. El esquema de la Figura 6.1, ilustra este acercamiento, donde cada 
eje se regula independientemente de los otros. 
 
Kp
Ki ∫
Kv
ROBOT
-
-
+
+
+
+
+
qd
qd
q
q
 
 
Figura 6.1 Esquema de un control clásico PID 
 
 
 Con un esquema como el de la Figura 6.1, se puede demostrar que el 
término integral es indispensable para eliminar el error estático en posición 
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debido a la fuerza de gravedad y al rozamiento. No obstante, para una consigna 
de tipo rampa (velocidad constante) subsiste un error constante de arrastre. 
Para una consigna parabólica (aceleración constante), este error se hace infini-
to. Para evitar estos problemas, algunos autores realizan un control a partir de 
la velocidad y/o aceleración local sobre cada uno de los ejes. Si no es posible 
medir la velocidad directamente, un término derivador sobre la posición jugará 
el mismo papel. El esquema de este tipo de control es el siguiente (Figura 6.2): 
 
Aa
Av
PID
-
+
+
qd
qd
ROBOT+
+
q
+
qd
 
Figura 6.2 Control clásico PID con pre compensación. 
 
 
 A pesar de que este esquema es más completo que el anterior, no tiene 
en cuenta las no linealidades y acoplamientos del robot. Esto ha llevado a los 
investigadores a desarrollar otros métodos de control. 
 
 
6.2.2 Métodos basados en el modelo dinámico 
del robot 
 
 Puesto que la aplicación para el Sistema RoboTenis, requiere evolucio-
nes rápidas del robot y una gran precisión en el movimiento, es necesario con-
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cebir un sistema de control más sofisticado que tenga en cuenta las fuerzas de 
interacción dinámicas. 
 
Un primer esquema conocido como “feed-forward compensation” 
(Khosla, 1986), Figura 6.3, utiliza el modelo dinámico completo del robot para 
el control articular. El modelo dinámico inverso permite calcular los pares ne-
cesarios en cada articulación para seguir la trayectoria deseada. Este cálculo 
puede realizarse antes del movimiento (fuera de línea) o durante el movimiento 
(en línea o en tiempo real). En este último caso, debe desarrollarse un modelo 
con un coste computacional aceptable. Al aplicar el par calculado a cada articu-
lación, la trayectoria se seguirá sin error si el modelo del robot es exacto y si no 
hay perturbaciones externas. En la práctica, ningún modelo es perfecto y debe 
introducirse un bucle de realimentación. 
 
Modelo 
dinámico 
Inverso
Regulador   
PD ROBOT
qd q+ +
-
+
 
 
Figura 6.3 Control feed-forward Compensation. 
 
 
 El modelo dinámico inverso del manipulador se calcula en función del 
movimiento deseado, tomando la forma general: 
 
)q,q(H~q)q(A~ ddddd  +=τ  (6.1) 
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 El bucle de realimentación está formado por n reguladores PD indepen-
dientes, siendo n el número de ejes del robot. Los pares aplicados a los distin-
tos ejes del robot son: 
 
 
)qq(K)qq(K dv
d
p
d  −+−+τ=τ  (6.2) 
 
donde vp K,K  son las matrices diagonales de ganancias definidas positivas. 
 
Un análisis de este método demuestra que el término de control, dτ , 
desplaza el punto de funcionamiento del regulador de manera no lineal, y hace 
que el sistema se considere localmente lineal y desacoplado. 
 
Si se desea desacoplar el robot globalmente, se necesita otro esquema. 
El uso del control por desacoplamiento no lineal conocido como ‘computed-
torque controller’ constituye un buen acercamiento (An et al., 1988), (Dombre 
and Khalil, 1988). Teóricamente, este método asegura el desacoplamiento y la 
linealización de las ecuaciones del modelo, lo que se traduce en una respuesta 
uniforme independientemente de la configuración del robot. 
 
 El modelo dinámico de un robot puede expresarse como: 
 
)q,q(Hq)q(A  +=τ  (6.3) 
 
donde H,q,τ  son vectores de dimensión n, y A  es la matriz de inercia del ro-
bot, de dimensión n×n  donde n representa el número de ejes del robot. 
 
A partir de (6.3) es posible calcular la relación inversa, llamada también 
modelo dinámico directo: 
 
[ ])q,q(H)q(Aq 1  −τ= −  (6.4) 
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Sean H~,A~  las estimaciones respectivas de H,A , obtenidas mediante el 
modelado matemático del robot. Se escoge entonces un control tal que: 
 
)q,q(H~)q(A~ +ω=τ  (6.5) 
 
donde ω  es un nuevo vector de control de dimensión n. Operando en las ecua-
ciones anteriores, se obtiene: 
 
( )HH~A~Aq 1 −+ω= −  (6.6) 
 
 Así, en el caso de que el modelo se suponga perfecto ( AA~ =  y 
HH~ = ), el sistema está gobernado por la ecuación: 
 
ω= Iq  (6.7) 
 
donde I  representa la matriz identidad de orden n n× . Así, al utilizar la rela-
ción no lineal que describe el modelo dinámico inverso del robot en la ecua-
ción (6.5), es posible linealizar y desacoplar el sistema. Se tiene entonces un 
problema de control de n sistemas lineales, invariantes, desacoplados y de se-
gundo orden (integrador doble) como el de la Figura 6.4. 
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Figura 6.4 Principio del control por desacoplamiento no lineal. 
 
 
El vector de control ω  se identifica por lo tanto con la aceleración de-
seada, y se calcula normalmente como combinación lineal de una señal de refe-
rencia y una señal de realimentación. Hay distintas posibilidades a la hora de 
hacer este cálculo: la más frecuentemente utilizada consiste en utilizar un regu-
lador PD para la señal de realimentación, y un control a priori basado en la 
aceleración deseada dq  para la señal de referencia, lo que permite limitar en 
gran medida los errores de arrastre. Si el modelo fuera perfecto y no existiesen 
perturbaciones externas, esta señal sería suficiente para controlar el robot, sin 
necesidad de que hubiera señal de realimentación. La Figura 6.5 muestra este 
esquema de desacoplamiento no lineal. 
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Figura 6.5 Control por desacoplamiento no lineal 
 
 
Evidentemente, el uso del control por desacoplamiento no lineal supone 
el cálculo del modelo dinámico en tiempo real, lo cual no siempre es fácil. Así, 
Khali (1978) propone otro esquema llamado “control predictivo”, en el cual, el 
cálculo de yA H   se hace en función del movimiento deseado d dq ,q , en lugar 
de hacerse con los valores actuales q,q . Si no hay errores de modelado ni per-
turbaciones, este control linealiza y desacopla las ecuaciones del sistema como 
en el caso anterior. El esquema se muestra en la Figura 6.6. 
 
Luh et al. (1980) proponen un método que permite hacer el desacopla-
miento no lineal directamente en el espacio del trabajo del robot cuando la tra-
yectoria se especifica en este espacio de trabajo, pero su descripción sale del 
marco de este trabajo. No obstante, se puede decir que este método necesita el 
cálculo de la inversa de la matriz jacobiana y de su derivada, lo que comprome-
te su utilización en la mayoría de los sistemas de tiempo real. 
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Figura 6.6 Control predictivo. 
 
 
6.2.3 Métodos adaptativos 
 
Parece interesante utilizar el modelo dinámico del robot en el bucle de 
regulación, sin embargo, el tiempo empleado en establecer el modelo y el des-
conocimiento de sus parámetros han llevado a los investigadores a desarrollar 
otros métodos de control. En concreto, en los últimos años se ha concentrado 
un esfuerzo considerable en el control adaptativo. Estos métodos se basan en 
adaptar la ley de control según un criterio de error específico. 
 
El control adaptativo con modelo de referencia o MRAC (Model Refe-
rence Adaptive Control) es un esquema encontrado a menudo en la literatura. 
Esta estructura de control se muestra en la Figura 6.7. 
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Figura 6.7 Control adaptativo con modelo de referencia. 
 
 
La idea fundamental, es forzar al robot a seguir un modelo de referencia 
lo mejor posible, esto se hace ajustando las ganancias de realimentación del 
control en función del error entre la respuesta del modelo y la del sistema real. 
A menudo, el modelo de referencia escogido es una ecuación diferencial lineal 
de segundo orden para cada grado de libertad (Dobowsky and Desformes, 
1979). Evidentemente, un modelo así no tiene en cuenta las fuerzas de grave-
dad y desprecia los efectos no lineales. Además, la estabilidad global de este 
esquema no está siempre garantizada, lo que lo convierte en inutilizable en la 
práctica, especialmente si, como en el caso de los robots rápidos, los paráme-
tros varían tan rápidamente como el fenómeno de la adaptación. Se han pro-
puesto otros esquemas MRAC basados en distintos conceptos; se puede hallar 
una síntesis de estos métodos en (Hsia, 1986), (Craig, 88). 
 
Se encuentran en la literatura otros algoritmos basados en la teoría de 
los reguladores autoadaptativos (Koivo and Guo, 1981), (Van and Griethuysen, 
1987), pero tienen la desventaja de que el robot debe modelarse como un sis-
tema lineal desacoplado, lo cual no se corresponde con la realidad. 
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Así, la mayoría de los trabajos basados en el control adaptativo simple-
mente han querido aplicar a los robots las teorías desarrolladas para los siste-
mas lineales, de modo que a pesar de las numerosas publicaciones sobre el te-
ma, los resultados obtenidos son poco prometedores. 
 
Por esta razón, en lo últimos años se ha producido la reaparición del uso 
del modelo dinámico en los métodos adaptativos; Craig (1988) propone un 
método adaptativo basado en el esquema del control por desacoplamiento no 
lineal que se muestra en la Figura 6.8. 
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q
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Figura 6.8 Control adaptativo con identificación de los parámetros del modelo. 
 
 
La idea consiste en identificar los parámetros del modelo no lineal 
completo antes que los de un modelo lineal que no refleja la realidad. Faessler 
(1988a) también adopta este esquema, pero lo amplía con un modelo de refe-
rencia lineal de segundo orden del sistema desacoplado. 
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Cuando la trayectoria es repetitiva, como es a menudo el caso en las 
aplicaciones robóticas, se puede utilizar un control por aprendizaje para corre-
gir los fenómenos no modelados, y de este modo el robot irá corrigiendo sus 
errores de seguimiento de la trayectoria. Craig (1988) propone un esquema de 
este tipo, Figura 6.9. 
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Figura 6.9 Control por aprendizaje. 
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6.3 Control del robot DELTA 
 
El uso de esquemas de control basados en el modelo dinámico del robot 
(Sección 6.2.2) ha sido ampliamente utilizado para el control de los robots de 
alta velocidad y de alto rendimiento (An et al., 1988), (Youce, 1985). En el 
caso del robot DELTA, el método de control más empleado usa el modelo di-
námico del robot y la trayectoria deseada para calcular los comandos de par de 
los motores (Codourey,1991(a)), (Miller, 1995), (Guglielmetti, 1994). Varios 
investigadores han trabajado en el control del robot DELTA. Las principales 
aportaciones en este campo serán presentadas en forma muy breve en las si-
guientes secciones. 
 
 
6.3.1 Clavel, Reymond  
 
R. Clavel es el inventor tanto del diseño como de la geometría del robot 
DELTA. Su artículo (Clavel, 1991) describe en profundidad varios aspectos de 
relacionados con la concepción y diseño de la estructura DELTA. También 
incluye la elección de los materiales de construcción, selección de la longitud 
de los eslabones para unas dimensiones deseadas del espacio de trabajo, así 
como la selección de los actuadores y reductores de transmisión.  
 
Una comparación con el manipulador serie industrial, SCARA, reveló 
las ventajas obtenidas con el uso de un robot DELTA equivalente. Las simula-
ciones llevadas a cabo usan la matriz jacobiana y el modelo dinámico completo 
del robot DELTA. El modelo dinámico fue desarrollado usando el principio de 
D’Alembert del trabajo virtual. Esta formulación requería un alto costo compu-
tacional por lo que fue utilizada solamente para propósitos de simulación. 
 
 
6.3.2 Codourey, Alan  
 
A. Codourey construyó la primera versión del robot DELTA y diseñó 
su controlador. El objetivo de este trabajo fue el  estudio e implementación los 
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requerimientos necesarios de control para la aplicación de este robot a nivel 
industrial. 
 
En este trabajo se presento una formulación para el modelo dinámico 
inverso del robot Delta basada en la aproximación Newton-Euler. El modelo 
dinámico obtenido fue simplificado al despreciar las inercias de las barras para-
lelas (antebrazos). Esta simplificación permitió su procesamiento en tiempo 
real en un intervalo de 353ms sobre un módulo dedicado “transputer” T800. La 
arquitectura de control uso una red de tres “transputers” T800. Las ventajas 
ofrecidas por el controlador basado en T800 sobre la tradicional solución in-
dustrial basada en el procesador Motorola (familia 68xxx), son demostrados 
por los resultados experimentales. La ganancia en la potencia de procesamiento 
fue incrementada en un factor de tres. 
 
Diferentes trayectorias del robot DELTA (líneas rectas, elipses y “clot-
hoids”), y perfiles de velocidad (parabólico y “sine-on-ramps”) fueron estudia-
dos e implementados en este trabajo. La influencia del tipo de trayectoria en el 
posicionamiento final fue también investigada. 
 
Dos estrategias de control han sido usadas. Una estrategia para el se-
guimiento de trayectoria (Figura 6.3), y la otra para el posicionamiento (Figura 
6.1). La constante eléctrica del motor y el retardo puro del amplificador fueron 
tomados en cuenta en la estrategia de control propuesta. Esta estrategia, adelan-
ta la fase de la trayectoria en el cálculo del modelo dinámico inverso con res-
pecto a la trayectoria del controlador PD. Adelantar la fase significa que señal 
de trayectoria fue retardada en tiempo 2ms con respecto a la señal de par. Gra-
cias a esto fue posible compensar los efectos de retardo en el motor y el ampli-
ficador con anticipación. Como consecuencia, se obtuvo una magnitud de error 
absoluto sobre la trayectoria del orden de 2mm para una carga transportada de 
valor cero. 
 
Para reducir los efectos de acoplamiento, se sugiere un esquema de des-
acoplamiento usando la matriz de inercias del robot. Un procedimiento para el 
cálculo de la matriz de inercias del robot DELTA es desarrollado en el este 
trabajo. 
 
 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 156 - 
 
6.3.3 Miller, Karol  
 
K. Miller desarrolló dos modelos completos de dinámica inversa para el 
robot DELTA (sin simplificaciones inerciales). El primero se basó en una 
aproximación Lagrangiana (Miller, 1992), y el segundo en una variación de la 
aplicación del Principio de Hamilton (Miller, 1993), (Miller, 1995). Los mode-
los son adecuados para el cálculo de la dinámica en tiempo real. El modelo 
basado en el Principio de Hamilton tenía una mejor eficiencia numérica y fue 
utilizado para su implementación. 
 
El cálculo del modelo dinámico completo, ejecutado en un “transputer” 
con operación “pipeline” tardó 480 µs. Esto representa un incremento en el 
tiempo de cálculo de la implementación de éste modelo dinámico del orden del 
36% con respecto al modelo dinámico inverso simplificado Newton-Euler pro-
puesto por Codourey (1991(a)). Con el modelo dinámico completo el error de 
seguimiento de trayectoria media se redujo a 1.75mm. Esto es una mejora de 
12.5% en el error obtenido con respecto al modelo simplificado basado en la 
formulacion Newton-Euler.  
 
La matriz de inercia del robot no fue derivada partir del modelo dinámi-
co propuesto, lo cual constituye la principal desventaja de estos trabajos. 
 
 
6.3.4 Guglielmetti, P.  
 
El trabajo de Guglielmetti (Guglielmetti, 1994)se concentró en la unifi-
cación y tratamiento global de varios aspectos de control y diseño de un robot 
paralelo. Se presento una metodología generalizada para el desarrollo del mo-
delo dinámico de robots paralelos y series, empleando la solución analítica de 
la matriz jacobiana para un manipulador paralelo arbitrario, la formulación 
dinámica Lagrangiana, y la versión modificada de la rutina numérica de New-
ton-Euler,. Se hizo énfasis en las propiedades de la matriz jacobiana, sus inver-
sas, los determinantes y las derivadas temporales, así como en las similitudes y 
diferencias significativas de los mecanismos paralelos y serie. 
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Además, incluye una caracterización de la cinemática, dinámica y con-
trol de los robots paralelos, así como el análisis de singularidades, la rigidez 
mecánica y las variaciones inerciales como funciones de la configuración del 
robot. Un ejemplo fue hecho para un robot DELTA con estas consideraciones, 
usando en parte el modelo Lagrangiano desarrollado en (Miller, 1992). 
 
Se intento reunir bajo un solo enfoque las estrategias de control “resol-
ved acceleration” de (Luh, 1980) y “computed torque” descrita en (Craig, 
1986), a través del uso de la matriz jacobiana y las relaciones cinemáticas y 
dinamicas del robot. La primera estrategia de control se basa en la dinámica el 
manipulador expresada en el espacio articular, y la segunda en el espacio ope-
racional (espacio cartesiano).Las dos estrategias emplean un modelo linealiza-
do del manipulador, el desacoplamiento entre ejes, y supresión de perturbacio-
nes de fuerzas cuadráticas a través del uso de ganancias de realimentación no 
lineal. Estas ganancias de realimentación están programadas por los elementos 
del modelo dinámico inverso del robot. Desafortunadamente, los pocos resul-
tados presentados en este trabajo no permiten observar claramente el compor-
tamiento de los controladores propuestos. 
 
En resumen, los esquemas de control de Codourey y Guglielmetti son 
de algún modo similares. Ambos usan el modelo de dinámica inversa del robot, 
aunque en diferentes secciones del lazo de control. En estos modelos se des-
preciaron previamente la fricción y otros efectos parásitos que ocurrían en la 
estructura del robot y en los elementos de transmisión. Los controladores pro-
puestos en estos trabajos emplean un modelo dinámico simplificado del robot 
(despreciando la inercia de los antebrazos) para el control de trayectoria.  
 
Un modelo dinámico inverso completo para el robot DELTA fue des-
arrollado por K. Miller y empleado en la implementación de estrategias de con-
trol de trayectoria “feed-forward torque” en paralelo con un controlador PD 
(Figura 6.3). 
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6.4 Control articular del Sistema Robo-
Tenis 
 
Puesto que la aplicación para el Sistema RoboTenis, requiere evolucio-
nes rápidas del robot y una gran precisión en el movimiento, es necesario con-
cebir un sistema de control tenga en cuenta las fuerzas de interacción dinámi-
cas. 
 
El Sistema RoboTenis emplea la estrategia de control propuesta por 
Codourey (1991(a)). Este esquema de control conocido como “feed-forward 
compensation”, Figura 6.10, utiliza el modelo dinámico en el lazo de preali-
mentación y un controlador PD en el lazo de realimentación del robot para el 
control de trayectoria. El modelo dinámico inverso permite calcular los pares 
necesarios en cada articulación para seguir la trayectoria deseada. Este cálculo 
se realiza durante el movimiento (en línea o en tiempo real) a partir de la ecua-
ción (5.1). Al aplicar el par calculado a cada articulación, la trayectoria se se-
guirá sin error si el modelo del robot es exacto y si no hay perturbaciones ex-
ternas. En la práctica, ningún modelo es perfecto. Por lo que el regulador PD 
permite minimizar los errores en el modelo del robot y dar robustez al sistema 
ante perturbaciones externas. 
 
Modelo 
dinámico 
Inverso
Regulador   
PD ROBOT
Planificador en 
el Espacio 
Operacional
qd q+ +
-
+
 
Figura 6.10 Control de trayectoria del Sistema RoboTenis. 
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La planificación de trayectorias se realiza en el espacio operacional y 
emplea trayectorias de tipo lineal. Los puntos intermedios generados en el es-
pacio operacional, son mapeados al espacio articular mediante el modelo cine-
mático inverso del robot (Ecuación 3.9 ).  
 
 
6.4.1 Hardware de Control  
 
El hardware de control del Sistema RoboTenis emplea una tarjeta 
DSPACE 1103. En esta tarjeta se ejecutan en tiempo real los algoritmos de 
planificación y generación de trayectorias, calculo de los modelos cinemáticos 
y dinámicos del robot, y los algoritmos de control. El control esta definido co-
mo una tarea periódica de 2 Khz.  
 
En forma resumida, en la DSPACE 1103 se pueden distinguir los siguientes 
elementos (Figura 6.11): 
 
• PPC: La DS1103 es una sistema de placa única basado en un procesa-
dor PowerPC (PPC) 604e de Motorola, que forma la unidad principal 
de procesamiento. 
 
• Unidades E/S: Se ha añadido en placa junto al PPC un conjunto de pe-
riféricos usados frecuentemente en sistemas de control digital. Como 
convertidores analogico/digital y digital/analogico, puertos de E/S digi-
tal (Bit I/O), un interfaz serie y control de encoders increméntales, 
quienes permiten el desarrollo de controladores avanzados para robots 
hasta seis articulaciones. 
 
• Subsistema DSP: El subsistema DSP, basado en un TMS320F240 DSP 
de Texas Instrument, esta especialmente diseñado para el control de 
amplificadores eléctricos. Entre otras capacidades de E/S, el DSP pro-
porciona generadores PWM de 3 fases. 
 
• Subsistema CAN: Un subsistema mas, basado en un microcontrolador 
(MC) 80C164 de Siemens, se usa para la conexión a un bus CAN. 
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• PPC Maestro, DSP Esclavo, MC Esclavo: El PPC tiene acceso a am-
bos subsistemas el DSP y el CAN. Hablando en términos de comunica-
ción entre procesos, el PPC es el maestro, mientras el DSP y el MC 
CAN son esclavos. 
 
 
 
La interfaz grafica de usuario (GUI) emplea el sofware Control Desk y 
permite supervisar las estrategias de control, modificar sus parámetros en tiem-
po real y seguir la evolución de las variables relevantes del sistema, Figura 
6.12. 
 
 
 
 
Figura 6.11 Sub-sistemas de la Tarjeta DSAPCE 1103 
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Figura 6.12 Interfaz grafica del controlador para el Sistema RoboTenis. 
 
 
6.4.2 El motor y el variador de velocidad  
 
De acuerdo con los resultados obtenidos en le proceso de diseño y que 
son recogidos en el Capitulo 4, se han seleccionado los motores y los acciona-
mientos para el Sistema RoboTenis. Los motores UNIMOTOR (Control Thec-
niques) son servomotores de corriente alterna sin escobillas disponibles en 
forma de motores trifásicos de imán permanente de 8 polos con característica 
EMF de realimentación sinusoidal. Los motores dan un par elevado, una míni-
ma modulación de par y poseen un diseño mecánico de alta rigidez y un diseño 
optimo desde el punto de vista térmico.  
 
El modelo de motor seleccionado (115UMC300CACAA) posee enco-
der óptico incremental de 4096 pulsos por revolución (ppr), puede generar un 
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par máximo de 9.4 Nm, y un par pico de 27 Nm durante 1 s. La tensión de ali-
mentación es de 400 Vac y la velocidad máxima es de 100π rad/s (3000 rpm).  
 
El accionamiento o variador de frecuencia, regula la frecuencia del vol-
taje aplicado al motor, logrando modificar su velocidad. Sin embargo, simultá-
neamente con el cambio de frecuencia, debe variarse el voltaje aplicado al mo-
tor para evitar la saturación del flujo magnético con una elevación de la co-
rriente que dañaría el motor.  
 
En general, los variadores de frecuencia están compuestos por: 
 
• Etapa Rectificadora Convierte la tensión alterna en continua median-
te rectificadores de diodos, tiristores, etc.  
 
• Etapa intermedia Filtro para suavizar la tensión rectificada y reducir 
la emisión de armónicos..  
 
• Inversor Convierte la tensión continua en otra de tensión y frecuencia 
variable mediante la generación de pulsos. Actualmente se emplean 
IGBT´s para generar los pulsos controlados de tensión. .La frecuencia 
portadora de los IGBT se encuentra entre 2 a 16kHz. 
 
• Etapa de control Esta etapa controla los IGBT para generar los pul-
sos variables de tensión y frecuencia. Generalmete de emplea modula-
ción PWM (Modulación por Ancho de Pulso) 
 
De las características mecánicas y eléctricas (par, velocidad y tensión de 
alimentación) de los motores seleccionados para el Sistema RoboTenis, el mo-
delo de variador seleccionado es el UNIDRIVE SP1404. Este variador puede 
manejar corriente máxima de 5.8 A y una potencia nominal de 2,2 Kw a 400 
Vac. 
 
La selección de los conductores de potencia, la instalación eléctrica, y las 
conexiones de alimentación del conjunto accionamiento-motor se presentan 
con mayor detalle en (Cuesta, 2004). 
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6.4.3 Puesta en marcha del motor 
 
El Unidrive SP se ha diseñado para funcionar en cualquiera de los si-
guientes modos: 
 
• Modo de bucle abierto 
Vectorial de bucle abierto 
Modo de T/f fija (VHz) 
Modo de T/f cuadrática (VHz) 
• Vectorial de bucle cerrado 
• Servo 
• Regen 
 
En el Sistema RoboTenis, el accionamiento funciona en modo Servo, para 
uso con motores sin escobillas de imán permanente equipados con dispositivo 
de realimentación. El accionamiento controla directamente la velocidad del 
motor mediante un dispositivo de realimentación para garantizar el ajuste pre-
ciso de la velocidad del rotor a las exigencias. El control de flujo no es necesa-
rio debido a que los imanes permanentes, que forman parte del rotor, producen 
la autoexcitación del motor. El dispositivo de realimentación debe proporcionar 
información de posición absoluta para garantizar una perfecta adecuación de la 
tensión de salida a los campos electromagnéticos posteriores del motor. El par 
completo se proporciona hasta la velocidad cero. 
 
 
6.4.3.1 Configuración del variador de velocidad 
 
La estructura del accionamiento está organizada en menús y paráme-
tros. Los menús avanzados están formados por grupos de parámetros o paráme-
tros relacionados con una función o característica específica del accionamiento, 
Figura 6.13. La configuración del variador de velocidad permite sintonizar los 
lazos de corriente y velocidad entre el accionamiento y el motor. Tanto el lazo 
de corriente como el de velocidad contiene controladores PI.  
 
 La configuración de los distintos parámetros del accionamiento se reali-
za utilizando el software “CT Soft” proporcionado por Control Techniques.  
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Para almacenar los datos configurados en el accionamiento se utiliza un cable 
de comunicaciones serie que permite comunicar el PC de configuración con el 
variador de velocidad. 
 
 
 
 
Figura 6.13 Estructura de menús y parámetros de configuración para el variador. 
 
 
6.4.3.2 Control del motor en modo Servo 
 
Parámetros del motor (Pr): 
 
• Pr 0.46 {5.07} Intensidad nominal del motor  
Este parámetro define la corriente continua máxima del motor. Se 
utiliza para establecer los limites de intensidad y la protección tér-
mica del motor. 
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• Pr 0.42 {5.11} Número de polos del motor  
Este parámetro define el número de giros eléctricos para una revolución 
mecánica del motor. Este parámetro tiene que ajustarse correctamente 
para que los algoritmos de control proporcionen resultados óptimos.  
 
 
Autoajuste Pr 0.40 {5.12}  
 
Existen tres pruebas de autoajuste en el modo servo: breve a baja velo-
cidad, normal a baja velocidad y de medición de inercia. La prueba normal a 
baja velocidad debe realizarse siempre que sea posible, ya que el accionamien-
to mide la resistencia de estátor y la inductancia del motor para calcular las 
ganancias del bucle de corriente. La prueba de medición de inercia debe reali-
zarse por separado con el autoajuste breve a baja velocidad y el autoajuste 
normal a baja velocidad. 
 
• La prueba breve a baja velocidad hace girar eléctricamente el motor 2 
vueltas (es decir, hasta 2 revoluciones mecánicas) en la dirección selec-
cionada. El accionamiento aplica la intensidad nominal al motor duran-
te la prueba y mide el ángulo de fase del codificador (Pr 3.25). El ángu-
lo de fase se mide al final de la prueba cuando el motor está parado y, 
por consiguiente, es importante que el motor no tenga carga alguna 
mientras está en reposo para que la medición del ángulo sea correcta. 
Esta prueba tarda unos 2 en realizarse y sólo puede utilizarse si el rotor 
se acopla en una posición estable en poco tiempo. 
 
• La prueba normal a baja velocidad hace girar eléctricamente el motor 2 
vueltas (es decir, hasta 2 revoluciones mecánicas) en la dirección selec-
cionada. El accionamiento aplica la intensidad nominal al motor duran-
te la prueba y mide el ángulo de fase del codificador (Pr 3.25). El ángu-
lo de fase se mide al final de la prueba cuando el motor está parado y, 
por consiguiente, es importante que el motor no tenga carga alguna 
mientras está en reposo para quela medición del ángulo sea correcta. 
Entonces se miden la resistencia (Pr 5.17) y la inductancia (Pr 5.24) del 
motor, cuyos los valores permiten configurarlas ganancias del bucle de 
corriente (Pr 0.38 {4.13} y Pr 0.39 {4.14}). Esta prueba tarda unos 2 en 
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realizarse y puede utilizarse con motores que tardan en acoplarse des-
pués de que el rotor se haya puesto en movimiento. Durante la medi-
ción de la inductancia del motor, el accionamiento aplica impulsos de 
corriente al motor que producen un flujo contrario al generado por los 
imanes. La intensidad máxima aplicada es un cuarto de la nominal (Pr 
0.46).Aunque es poco probable que afecte a los imanes del motor, la in-
tensidad nominal debe ajustarse en un nivel inferior durante las pruebas 
para evitar que el nivel de corriente desmagnetice los imanes de forma 
permanente. 
 
• • La prueba de inercia permite medir la inercia total de la carga y el mo-
tor. Su finalidad es definir las ganancias del bucle de velocidad y pro-
porcionar las realimentaciones positivas de par que se necesiten durante 
la aceleración. En el transcurso de la medición de inercia, el acciona-
miento intenta acelerar el motor en la dirección seleccionada según un 
valor máximo equivalente a 3/4 x rpm con carga nominal, y después 
vuelve a la posición de reposo. Aunque el accionamiento utiliza el par 
nominal/16, aumenta el par de forma progresiva hasta x 1/8 , x 1/4 , x 
1/2 y x1 si el motor no se acelera a la velocidad necesaria. Cuando tam-
poco se alcanza la velocidad adecuada durante el último intento, la 
prueba se cancela y se produce una desconexión tuNE1. Si la prueba se 
realiza correctamente, los tiempos de aceleración y deceleración se usan 
en el cálculo de la inercia del motor y la carga, que se introduce en Pr 
3.18. Antes de realizar una prueba de medición de inercia es preciso 
configurar correctamente el par motor por amperio en Pr 5.32 y la velo-
cidad nominal del motor en Pr 5.08. Para realizar un autoajuste de me-
dición de inercia, ajuste Pr 0.40 en 3 y envíe una señal de activación 
(terminal 31) y otra de ejecución (terminal 26 o 27) al accionamiento. 
 
 
Ganancias del bucle de corriente (Pr 0.38 {4.13} / 0.39 {4.14}) 
 
Las ganancias proporcional (Kp) e integral (Ki) del bucle de corriente 
controlan la respuesta de dicho bucle a las variaciones experimentadas por la 
demanda de intensidad (par). La aplicación de los valores por defecto ofrece 
resultados satisfactorios en la mayoría de los motores. No obstante, es posible 
que tenga que modificar las ganancias para mejorar el rendimiento si desea 
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obtener resultados óptimos en aplicaciones dinámicas. La ganancia proporcio-
nal (Pr 4.13)se considera el factor más importante de control del rendimiento. 
 
 
Los valores correspondientes a las ganancias del bucle de corriente se 
obtienen de varias formas: 
 
• El accionamiento calcula el valor después de realizar un autoajuste está-
tico o por rotación (consulte Pr 0.40, Autoajuste). 
 
• El usuario utiliza las ecuaciones siguientes para hallar su valor. 
 
Ganancia proporcional (Pr 0.38): 
 
Kp = K x L x 10 -3 x Intensidad nominal del accionamiento 
 
Ganancia integral (Pr 0.39): 
 
Ki = 0,0427 x K x R x Intensidad nominal del accionamiento 
 
donde L es la inductancia del motor en mH. En los servomotores corres-
ponde a la mitad de la inductancia fase a fase normalmente especificada por 
el fabricante. Además, es el valor que se guarda en Pr 5.24 después de efec-
tuar la prueba de autoajuste. El valor numérico de Pr 5.24 puede introducir-
se directamente en la ecuación anterior. 
 
K depende de la tensión nominal del accionamiento: 
 
Tensión nominal del accionamiento (Pr 11.33) 
200 V      400 V     575 V     690 V 
2902        1451      1217        1013 
 
La corriente nominal del accionamiento es el valor introducido en el pará-
metro Pr 11.31 del accionamiento. R es la resistencia del estátor del motor 
por fase (es decir, la mitad de la resistencia medida entre dos fases). Coin-
cide con el valor guardado en Pr 5.17 después de una medición correcta. 
Consulte Autoajuste (Pr 0.40). 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 168 - 
Esta configuración proporciona una respuesta transitoria con sobreim-
pulso mínimo después de un cambio gradual de la referencia de intensidad. La 
ganancia proporcional se puede incrementar en 1,5 para obtener un aumento 
del ancho de banda similar; sin embargo, esto genera una respuesta transitoria 
con sobreimpulso del 12,5% aproximadamente. La ecuación de la ganancia 
integral arroja un valor con amplio margen de seguridad. En aplicaciones en las 
que resulta imprescindible para que el sistema de referencia utilizado por el 
accionamiento se adecue en lo posible al flujo de forma dinámica, puede reque-
rirse una ganancia integral con valor mucho más alto. 
 
 
Ganancias de bucle de velocidad (Pr 3.10, 3.11, 3.12) 
 
Las ganancias del bucle de velocidad controlan la respuesta del contro-
lador de velocidad a los cambios experimentados por la demanda de velocidad. 
El controlador de velocidad incluye términos de realimentación positiva pro-
porcional (Kp) e integral (Ki), así como un término de realimentación diferen-
cial (Kd). 
 
El accionamiento conserva dos grupos de ganancias, que pueden selec-
cionarse con Pr 3.16 para que el controlador de velocidad las utilice. Si Pr 3.16 
= 0, se utilizan las ganancias Kp1, Ki1 y Kd1 (Pr 0.07 a Pr 0.09). Si Pr 3.16 = 
1, se utilizan las ganancias Kp2, Ki2 y Kd2 (Pr 3.13 a Pr 3.15). Pr 3.16 puede 
modificarse con el accionamiento activado o desactivado. Con inercia constan-
te y par constante como cargas predominantes, el accionamiento puede calcular 
las ganancias Kp y Ki que permiten obtener el ángulo de deformación o el an-
cho de banda necesarios en función del valor de Pr 3.17. 
 
• Ganancia proporcional (Kp), Pr 0.07 y Pr 3.13 
Si la ganancia proporcional tiene un valor y la integral es cero, el controlador 
sólo presenta un término proporcional y debe producirse un error de velocidad 
para que se genere la referencia de par. Por consiguiente, se establecerá una 
diferencia entre la velocidad de referencia y la real conforme aumente la carga 
del motor. Este efecto, denominado regulación, depende del nivel de ganancia 
proporcional: a mayor ganancia, menor error de velocidad para una carga dada. 
Si la ganancia proporcional es demasiado elevada, el ruido acústico generado 
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por la cuantificación de la realimentación de velocidad pasa a ser inaceptable o 
se alcanza el límite de estabilidad del bucle cerrado. 
 
• Ganancia integral (Ki), Pr 0.08 y Pr 3.14 
La finalidad de la ganancia integral es evitar la regulación de velocidad. El 
error acumulado durante un intervalo de tiempo permite generar la demanda de 
par necesaria sin error de velocidad. El aumento de la ganancia integral reduce 
el tiempo que tarda en alcanzarse la velocidad correcta y multiplica la rigidez 
del sistema; es decir, reduce el desplazamiento que conlleva la aplicación de un 
par de carga al motor. El efecto negativo que produce el aumento de este valor 
es la reducción de la amortiguación del sistema, que da lugar a un sobreimpul-
so después de un fenómeno transitorio. Mediante el aumento de la ganancia 
proporcional es posible mejorar la amortiguación con una ganancia integral 
determinada. No obstante, es preciso establecer un equilibrio de manera que la 
respuesta, la rigidez y la amortiguación del sistema sean igualmente adecuadas 
para la aplicación. 
 
• Ganancia diferencial (Kd), Pr 0.09 y Pr 3.15 
La ganancia diferencial se ofrece en la realimentación del controlador de 
velocidad a fin de proporcionar mayor amortiguación. El término diferencial se 
aplica de manera que se evita la introducción de ruido excesivo normalmente 
asociada con este tipo de función. Aunque el aumento del término diferencial 
reduce el sobreimpulso generado por la escasa amortiguación, las ganancias 
proporcional e integral son suficientes en la mayoría de aplicaciones. 
 
 
Existen tres formas de ajustar con precisión las ganancias del bucle de 
velocidad en función del ajuste de Pr 3.17: 
 
• Configuración de usuario, Pr 3.17 = 0 
Implica la conexión de un osciloscopio a la entrada analógica 1 para vigilar la 
realimentación de velocidad. Se introduce un cambio gradual en la referencia 
de velocidad del accionamiento y se observa su reacción en el osciloscopio. La 
ganancia proporcional (Kp) debe configurarse al inicio y aumentarse hasta que 
la velocidad se rebase y vuelva a descender levemente. Luego debe aumentarse 
la ganancia integral (Ki) hasta que la velocidad sea inestable y vuelva a des-
cender ligeramente. En ese momento es posible incrementar el valor de la ga-
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nancia proporcional. El proceso debería repetirse hasta que el sistema reaccio-
ne de forma deseada. 
 
• Configuración de ancho de banda, Pr 3.17 = 1 
Cuando se requiere una configuración basada en el ancho de banda, el accio-
namiento calcula Kp y Ki si los ajustes de los siguientes parámetros son correc-
tos: 
Pr 3.20 - Ancho de banda necesario 
Pr 3.21 - Factor de amortiguación necesario 
Pr 5.32 - Par motor por amperio (Kt) 
Pr 3.18 - Inercia de carga y del motor.  
 
El accionamiento puede medir estos valores mediante un autoajuste de 
medición de inercia (consulte Pr 0.40, Autoajuste). 
 
• Configuración de ángulo de deformación, Pr 3.17 = 2 
Cuando se requiere una configuración basada en el ángulo de deformación, el 
accionamiento calcula Kp y Ki si los ajustes de los siguientes parámetros son 
correctos: 
Pr 3.19 - Ángulo de deformación necesario 
Pr 3.21 - Factor de amortiguación necesario 
Pr 5.32 - Par motor por amperio (Kt) 
Pr 3.18 - Inercia del motor y la carga.  
 
El accionamiento puede medir estos valores mediante un autoajuste de 
medición de inercia (consulte Pr 0.40, Autoajuste). 
 
 
6.5 Resultados experimentales 
 
Con el fin de evaluar el esquema de control propuesto para el Sistema 
RoboTenis (Figura 6.10), a continuación se presentan los resultados experi-
mentales obtenidos para el posicionamiento y el seguimiento de trayectorias 
criticas (trayectorias de mayor par) dentro del espacio de trabajo del robot, a 
diferentes velocidades de operación. Los índices de evaluación empleados son 
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el error de posicionamiento y el error máximo de seguimiento para el efector 
final.  
 
Los parámetros dinámicos del prototipo construido se han presentado 
en el Capitulo 4 y se recogen en la Tabla 6.1.  
 
Tabla 6.1 
Parámetros dinámicos del Robot 
Parámetro Valor 
Masa del brazo (ma) 2.213 Kg 
Masa del antebrazo (mb) 1.315 Kg 
Masa de la plataforma movil (mc) 0.824 Kg 
Masa de carga (md) 0510 Kg 
Inercia del motor (Im) 10.10-4 Kgm2 
Inercia del brazo (Ia) 1/3(maLa2) Kgm2 
Inercia del antebrazo (Ib) 1/3(mbLb2) Kgm2 
 
La masa de carga corresponde a la suma de las masas de los motores 
neumáticos, de la cámara y de la óptica.  
 
 
6.5.1 Control de Posición 
 
Para evaluar el error de posicionamiento, se propone para los diferentes 
pruebas la realización del mismo movimiento pero a diferentes velocidades de 
operación. La trayectoria propuesta es de tipo lineal, y une los puntos espacia-
les (0.0, 0.0, 750.0) mm y (0.0, 300.0, 750.0) mm a las siguientes velocidades 
de operación: 100.0, 500.0, 1000.0, 1500.0 y 2000.0 (mm/s).  
 
 Los datos tomados en cada prueba son: el perfil de movimiento del 
efector final (obtenido a través del la lectura de los encoders y la aplicación del 
modelo cinemático directo), el perfil de velocidad espacial del efector final, el 
perfil de error cartesiano y el perfil de error articular. Estos resultados se pre-
sentan en las Figuras 6.14 – 6.18. 
 
 La trayectoria se genera en tiempo real y el control esta definido como 
una tarea periódica a 2 Khz. 
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Control de Posición - Velocidad de operación 100 mm/s 
 
  
(a) (b) 
(c) (d) 
 
Figura 6.14 Perfiles de: (a) movimiento del efector final, (b) velocidad de operación espacial,   
(c) error de posición cartesiana, y (d) error de posición articular, para un movimiento critico   
propuesto con velocidad de 100 mm/s. 
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Control de Posición - Velocidad de operación 500 mm/s 
 
 
(a) (b) 
 
(c) (d) 
 
Figura 6.15 Perfiles de: (a) movimiento del efector final, (b) velocidad de operación espacial, 
(c) error de posición cartesiana, y (d) error de posición articular, para un movimiento critico 
propuesto con velocidad de 500 mm/s. 
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Control de Posición - Velocidad de operación 1000 mm/s 
 
  
(a) (b) 
(c) (d) 
 
Figura 6.16 Perfiles de: (a) movimiento del efector final, (b) velocidad de operación espacial, 
(c) error de posición cartesiana, y (d) error de posición articular, para un movimiento critico 
propuesto con velocidad de 1000 mm/s. 
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Control de Posición - Velocidad de operación 1500 mm/s 
 
  
(a) (b) 
(c) (d) 
 
Figura 6.17 Perfiles de: (a) movimiento del efector final, (b) velocidad de operación espacial, (c) 
error de posición cartesiana, y (d) error de posición articular, para un movimiento critico propuesto 
con velocidad de 1500 mm/s. 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 176 - 
 
Control de Posición - Velocidad de operación 2000 mm/s 
 
 
(a) (b) 
(c) (d) 
 
Figura 6.18 Perfiles de: (a) movimiento del efector final, (b) velocidad de operación espacial, 
(c) error de posición cartesiana, y (d) error de posición articular, para un movimiento critico 
propuesto con velocidad de 2000 mm/s. 
 
                                                                    Capitulo 6: Control articular del Sistema RoboTenis 
 
.                                                                                                                                                       . 
- 177 - 
 
A partir de los resultados experimentales presentados anteriormente, se 
puede concluir que la velocidad de operación no afecta de manera notable el 
error de estado estacionario, el cual permanece en todos los casos menor a 1 
mm. El error de seguimiento es directamente proporcional a la velocidad de 
operación. El sistema presenta pequeñas oscilaciones a altas velocidades, cosa 
que era de esperarse ya que el tiempo de asentamiento disminuye, a medida 
que la velocidad de operación aumenta. El perfil de error es decreciente lo que 
permite observar la estabilidad del sistema de control de control. 
 
 
6.5.2 Control de Movimiento 
 
Para la evaluación del control de movimiento, se proponen diferentes 
movimientos del efector final compuestos por varias trayectorias criticas dentro 
del espacio de trabajo del robot. Además, cada movimiento se repite con velo-
cidades de 1000.0, 1500.0 y 2000.0 mm/s.  
 
Los resultados experimentales presentados en las Figuras 6.19 – 6.22, 
permiten observar el movimiento espacial del efector final para velocidades de 
operación de 1000.0 y 2000.0 mm/s, el perfil de velocidad máxima para el 
efector final, así como el error de seguimiento. En la representación grafica, la 
línea de color magenta representa el movimiento espacial deseado, y la línea de 
color azul, representa el movimiento espacial del efector final del robot. 
 
La posición del efector final se halla a partir de la lectura de los enco-
ders y de la aplicación del modelo cinemático directo. Las trayectorias son de 
tipo lineal y generadas en tiempo real. 
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Control de Movimiento – Movimiento 1 
 
  
(a) (b) 
  
(c) (d) 
 
Figura 6.19 (a) movimiento espacial del efector final a 1000 mm/s, (b) movimiento espacial del 
efector final a 2000 mm/s, (c) velocidad espacial máxima, y (d) error de seguimiento espacial 
para velocidades de 1000, 1500 y 2000 mm/s, en la ejecución del movimiento critico 1. 
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Control de Movimiento – Movimiento 2 
 
 
(a) (b) 
 
(c) (d) 
Figura 6.20 (a) movimiento espacial del efector final a 1000 mm/s, (b) movimiento espacial 
del efector final a 2000 mm/s, (c) velocidad espacial máxima, y (d) error de seguimiento espa-
cial para velocidades de 1000, 1500 y 2000 mm/s, en la ejecución del movimiento critico 2. 
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Control de Movimiento – Movimiento 3 
 
 
(a) (b) 
 
(c) (d) 
 
Figura 6.21 (a) movimiento espacial del efector final a 1000 mm/s, (b) movimiento espacial 
del efector final a 2000 mm/s, (c) velocidad espacial máxima, y (d) error de seguimiento espa-
cial para velocidades de 1000, 1500 y 2000 mm/s, en la ejecución del movimiento critico 3. 
                                                                    Capitulo 6: Control articular del Sistema RoboTenis 
 
.                                                                                                                                                       . 
- 181 - 
 
Control de Movimiento – Movimiento 4 
 
 
(a) (b) 
 
(c) (d) 
 
Figura 6.22 (a) movimiento espacial del efector final a 1000 mm/s, (b) movimiento espacial 
del efector final a 2000 mm/s, (c) velocidad espacial máxima, y (d) error de seguimiento espa-
cial para velocidades de 1000, 1500 y 2000 mm/s, en la ejecución del movimiento critico 4. 
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 Los resultados experimentales presentados anteriormente, permiten 
observar que el mayor error de seguimiento se presenta en los movimientos del 
efector final a lo largo del eje z. El error de seguimiento es directamente pro-
porcional a la velocidad de operación, y su valor máximo es muy similar para 
los diferentes movimientos propuestos (cerca de 20 mm). 
 
 
6.6 Conclusiones 
 
En este capitulo, se implementa el control articular del Sistema Robo-
Tenis. En primer lugar se describe la arquitectura de control del sistema y los 
procedimientos de implantación de control de posición y de movimiento del 
robot paralelo. La ley de control propuesta emplea el modelo de dinámico in-
verso del sistema desarrollado en el Capítulo 5, en paralelo con un controlador 
PD. Se describe el proceso experimental de sintonización de los controladores 
internos de corriente y velocidad del conjunto accionamiento-motor. Diferentes 
trayectorias críticas han sido programadas y ejecutadas sobre el prototipo. Los 
resultados experimentales muestran que el Sistema RoboTenis tiene un error 
máximo de seguimiento de 20 mm y es capaz de alcanzar velocidades superio-
res a 2.5 m/s. 
 
                                                                                                                               
.                                                                                                                             . 
 
 
 
 
 
 
 
 
 
 
 
 
CAPÍTULO 7 
 
Planificador de trayecto-
rias para el sistema  
RoboTenis 
_______________________________ 
 
7.1 Introducción 
 
Se define la trayectoria como un conjunto de puntos (en el espacio arti-
cular o en el espacio de trabajo) sobre los que se ha definido una ley temporal. 
Esta trayectoria puede ser de tipo punto a punto, en cuyo caso el robot irá de un 
punto inicial a otro final por cualquier camino intermedio (utilizado en opera-
ciones de pick-and-place), o puede estar completamente definida mediante 
funciones polinomicas, este tipo de trayectorias se utiliza cuando el efector 
final del robot debe seguir un camino determinado o en presencia de obstácu-
los. 
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Se puede dividir el control del movimiento del robot en dos partes: la 
planificación del movimiento y su seguimiento. La planificación supone la 
generación del camino y la ley temporal, lo que da como resultado una señal de 
referencia para el controlador. El seguimiento se ocupa de alcanzar esta señal 
de referencia. 
 
La planificación suele hacerse off-line, especialmente cuando los algo-
ritmos de generación de trayectoria son computacionalmente costosos; sin em-
bargo, a menudo se desea que la generación de la trayectoria se haga on-line 
para poder cambiar con facilidad la trayectoria del robot y que el sistema sea 
más robusto y adaptable. El planificador de alto nivel encargará tareas al mani-
pulador en forma de puntos intermedios, de llegada y de parada, y el manipula-
dor tendrá que realizar las tareas generando caminos y trayectorias hacia esos 
puntos y siguiendo las trayectorias según una ley de control.  
 
Se puede definir una tarea robótica como una serie de puntos interme-
dios por los que debería pasar el manipulador. Sin embargo, a menudo es de-
seable especificar el camino entre los puntos intermedios para evitar obstáculos 
en el entorno de trabajo o para facilitar una tarea (por ejemplo, pintura con 
spray o soldadura). Las tareas para manipuladores suelen describirse con mo-
vimientos rectilíneos en el espacio de trabajo que se unen con splines polinó-
micos en los puntos intermedios. Los splines pasan por los puntos intermedios 
o cerca de ellos de modo que el robot no se detenga en ellos (Lloyd and Hay-
ward, 1993), (Paul, 1981), (Volpe, 1993), y que siga el camino con precisión 
(Shiller et al., 1996).  
 
El control de manipuladores optimizado en el tiempo es difícil debido a 
la dinámica no lineal y acoplada y a los límites articulares y de par de los ma-
nipuladores (Kim and Shin, 1985). En 1971, Kahn y Roth formularon el pro-
blema del control optimizado en el tiempo para un camino cualquiera con limi-
taciones de par utilizando el principio de Pontryagin y linealizando el modelo 
dinámico del manipulador, sin embargo, esta linealización daba errores de se-
guimiento significativos (Rajan, 1985). 
 
En 1986 Geering et al. desarrollaron la estructura de un movimiento op-
timizado en el tiempo para trayectorias con par limitado, utilizando el principio 
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del mínimo de Pontryagin, y demostraron que estos movimientos eran de tipo 
bang-bang o de tipo bang-singular-bang con respecto al par.  
 
Bobrow et al. (1985) y Shin and McKay (1985) quisieron optimizar en 
el tiempo, el movimiento de un manipulador por un camino especificado 
(PCTOM) teniendo en cuenta las limitaciones de par. Shin y McKay parame-
trizaron el camino en el espacio articular, mientras que Bobrow lo parametrizó 
en el espacio de la tarea, el movimiento resultante maximizaba la velocidad a 
lo largo del camino.  
 
Sin embargo, las trayectorias óptimas basadas en el modelo dinámico 
del sistema con limitaciones de par dan una referencia de tipo bang-bang en el 
par, los actuadores no pueden seguir este tipo de referencia por sus limitaciones 
físicas (Brock and Kaczmarek, 1996), (Constantinescu, 1998), (Leahy and Sa-
ridis, 1987), (Shiller et al., 1996), lo que lleva a errores de seguimiento y vibra-
ciones en el manipulador, además de ser el coste computacional de generar 
estas trayectorias muy alto. 
 
Las trayectorias PCTOM obligan a que haya al menos un actuador satu-
rado a lo largo de toda la trayectoria; además, los pares pueden ser discontinuos 
en los puntos de cambio o ‘switching points’ (puntos en los que debería produ-
cirse un cambio de máxima aceleración a máxima desaceleración), esto hace 
que las trayectorias no se puedan seguir con exactitud al no tenerse en cuenta la 
dinámica del sistema (Kieffer et al., 1997). Además, la saturación del actuador 
impide que se corrijan los errores de seguimiento que se produzcan (Dahl and 
Nielsen, 1990), (Dahl, 1994), (Kieffer et al., 1997), (Shiller et al., 1996). Las 
trayectorias de tipo PCTOM no son aplicables en la práctica a menos que se 
resuelvan estos inconvenientes, lo que puede hacerse bien introduciendo modi-
ficaciones en el controlador (Dahl and Nielsen, 1990), (Dahl, 1994), (Kieffer et 
al., 1997), (Shiller et al., 1996), (Tam, 1990) o bien modificando la trayectoria 
PCTOM (Shin and McKay, 1986), (Constantinescu, 1998). 
 
Dahl y Nielsen (1990) desarrollaron un método on-line de modificación 
de la trayectoria para mejorar su seguimiento. El controlador principal del ro-
bot no se altera, pero se introduce un segundo controlador de velocidad con el 
que se obtiene una trayectoria para la que no se necesita más par que el dispo-
nible, lo cual aumenta el rendimiento del robot. En 1996, Shiller et al. propu-
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 186 - 
sieron una implementación a mayor velocidad que el método anterior. Se trata-
ba de compensar el retraso debido al controlador de realimentación mediante 
una preconfiguración de la trayectoria. 
 
En 1996, Kieffer et al. propusieron dos estrategias para seguir trayecto-
rias PCTOM con una cierta tolerancia. En el primer método, las ganancias del 
controlador se eligen experimentalmente mientras se sigue la trayectoria 
PCTOM; a continuación se calculan los pares de compensación necesarios y se 
recalcula la trayectoria PCTOM en función de estos pares. En el segundo mé-
todo, se genera la trayectoria de referencia on-line como una función de reali-
mentación. Estos métodos mejoran el tiempo del movimiento y eliminan la 
saturación de los actuadores. 
 
Los pares de los actuadores no pueden variar inmediatamente, lo que 
lleva a la limitación de la variación del par. Dicha limitación reduce las vibra-
ciones en el manipulador debidas a las discontinuidades de par (Brock and 
Kaczmarek, 1996), (Cao and Dodds, 1994), (Constantinescu and Croft, 2000), 
(Leahy and Saridis, 1987), (Lin and Chang, 1983), (Yang and Chou, 1994). 
 
 En 1986, Shin y McKay incorporaron las limitaciones de variación de 
par al diseño de trayectorias PCTOM usando un método de programación di-
námico. Tan y Potts (1988) discretizaron el problema incluyendo limitaciones 
de par, de velocidad articular y de variación de par. Tarkiainen y Shiller desa-
rrollaron un método que calculaba trayectorias PCTOM de tipo bang-bang en 
el jerk, excepto en puntos singulares. Constantinescu y Croft (2000) calcularon 
trayectorias suaves optimizadas en el tiempo para un camino especificado 
(SPCTOM), utilizando para ello splines cúbicos que parametrizaban la trayec-
toria en el espacio de estados. Experimentalmente, estas trayectorias SPCTOM 
resultaban ser más rápidas que las trayectorias PCTOM. 
 
Al ser la dinámica del manipulador no lineal y acoplada, el cálculo de la 
trayectoria óptima resulta en general demasiado costoso computacionalmente 
para hacerse on-line. La planificación de la trayectoria se hace off-line, gene-
rando la secuencia necesaria de ángulos articulares. A continuación se realiza 
el seguimiento del camino on-line. Una alternativa a considerar el modelo di-
námico completo del manipulador consiste en derivar los límites cinemáticos 
del manipulador (velocidad, aceleración y jerk), y planificar una trayectoria 
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utilizando funciones sencillas que permanezcan entre esos límites. Estos méto-
dos cinemáticos pueden calcularse en un tiempo pequeño y tienen soluciones 
analíticas; sin embargo, no son óptimos dinámicamente. 
 
 En 1994, Cao et al. desarrollaron métodos para obtener movimientos 
suaves de tiempo mínimo tanto para caminos libres como para caminos especi-
ficados. Utilizaron para ello caminos articulares con splines cúbicos, minimi-
zando una función objetivo y maximizando las velocidades, aceleraciones y 
jerks dentro de sus limitaciones. La planificación de la trayectoria se hacía off-
line. 
 
Para asegurar un movimiento factible y evitar el desgaste de los actua-
dores, es necesario respetar los límites cinemáticos del manipulador a lo largo 
de toda la trayectoria y no únicamente en los puntos intermedios (Brock and 
Kaczmarek, 1996), (Cao and Dodds, 1994), (Leahy and Saridis, 1987), (Lin 
and Chang, 1983), (Yang and Chou, 1994). La forma del perfil de posición 
también es importante. Suele darse una sobreoscilación indeseada al utilizar 
polinomios de orden elevado. 
 
 Un perfil de trayectoria usado con frecuencia es el de segmentos linea-
les con uniones parabólicas o LSPB (Sciavicco and Siciliano, 1996), que tiene 
el perfil de aceleración de onda cuadrada mostrado en la Figura 7.1(a). En 
1988, Fisher et al. desarrollan un método para calcular el mínimo tiempo nece-
sario para el movimiento, con un movimiento articular coordinado y velocidad 
y aceleración limitadas. Para este tipo de movimientos, una de las articulacio-
nes se encuentra siempre en el límite de su aceleración, y otra en el límite de su 
velocidad (Bobrow et al., 1985), (Shin and McKay, 1985). Sin embargo, puede 
que el actuador no soporte cambios de velocidad instantáneos como los del 
LSPB, causando la aplicación de este perfil vibraciones y errores de seguimien-
to (Castain and Paul, 1984), (Red, 2000). 
 
Castain y Paul modificaron el perfil LSPB limitando el tiempo de subi-
da de la onda (Figura 7.1(b)), de manera que los cambios en la aceleración tie-
nen un perfil de rampa (es decir, el perfil de la aceleración es de tipo trapezoi-
dal). Se estableció el tiempo de subida como una proporción determinada del 
tiempo de movimiento entre dos puntos. Este perfil aumentaba el tiempo de 
movimiento total. Todos los movimientos entre dos puntos intermedios (cuya 
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posición y velocidad se especifican) se describen con seis ecuaciones de spli-
nes cúbicos. Las trayectorias resultantes son de movimiento suave y sin sobre-
oscilaciones, pero se requieren cálculos iterativos para asegurar que se respetan 
los límites de aceleración. 
 
t
a
t
a
t
a
(a) 
Perfil de aceleración 
LSPB
(b) 
Perfil de aceleración
de Castain y Paul
(c) 
Perfil de aceleración de 
Brock y Kaczmarek
 
Figura 7.1 Perfiles de aceleración. 
 
 
Erkorkmaz (1999) también utilizó un perfil de aceleración trapezoidal 
para generar un movimiento suave con velocidad, aceleración y jerk limitados; 
utilizaba un perfil formado por hasta siete segmentos (incluyendo uno de acele-
ración nula) y resolvía un sistema de ecuaciones mediante el método de New-
ton-Raphson para obtener los tiempos de los segmentos. La trayectoria de refe-
rencia se generaba con periodos de interpolación variables, lo que requería 
muestrear a la frecuencia de control. 
 
Brock y Kaczmarek propusieron el uso de una función de tipo seno 
cuadrado para asegurar la continuidad de la aceleración (Figura 7.1(c)). Un 
perfil de referencia típico estaba compuesto por siete segmentos: tres de ellos 
constantes y cuatro de tipo seno cuadrado. El movimiento, que se aplicaba a 
caminos curvilíneos, resultaba suboptimizado. 
 
En resumen, las técnicas de planificación de trayectorias han sido des-
arrolladas para mejorar la productividad y la precisión en el seguimiento. Las 
trayectorias puramente optimizadas en el tiempo (Bobrow et al., 1985), (Shin 
and McKay, 1985) se basan en la dinámica del manipulador y no tienen en 
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cuenta las limitaciones de variación de par en los actuadores, lo que lleva a la 
saturación del controlador en la práctica: esto causa desgaste en las máquinas y 
un seguimiento poco preciso. Se han propuesto soluciones basadas en el con-
trolador y en la planificación (Cao et al., 1994), (Constantinescu, 1998), (Dahl 
and Nielsen, 1990), (Kieffer et al., 1997), sin embargo, es poco probable que 
vayan a implementarse métodos basados en el controlador en entornos indus-
triales, ya que requieren leyes de control complejas. Además, los métodos de 
planificación de trayectorias que incluyen la dinámica del sistema no pueden 
utilizarse on-line ya que conllevan una carga computacional importante. 
 
Se han desarrollado también técnicas de planificación basadas única-
mente en la cinemática de los actuadores, que pueden ser implementadas on-
line. Estos métodos están suboptimizados en el tiempo, ya que los límites ci-
nemáticos se determinan experimentalmente para las peores condiciones posi-
bles (Kim and Shin, 1985).Los métodos que presentan un mayor interés para 
esta tesis son aquellos que limitan la aceleración, la velocidad y el jerk durante 
toda la trayectoria entre dos puntos intermedios (Brock and Kaczmarek, 1996), 
(Castain and Paul, 1984), (Erkorkmaz, 1999). 
 
El objetivo de este capítulo es desarrollar un método para la generación 
de trayectorias suaves para el Sistema RoboTenis que pueda aplicarse on-line. 
Las trayectorias deben estar optimizadas en el tiempo y respetar ciertas limita-
ciones de velocidad, aceleración y jerk durante todo el movimiento. Se consi-
deran las limitaciones de aceleración y jerk para reducir el desgaste en los ac-
tuadores, e incrementar así el tiempo de vida del sistema. Por otra parte, al evi-
tar la saturación del controlador mediante el uso de una trayectoria suave se 
mejora la precisión del seguimiento. 
 
 
7.2 Planificador de trayectorias 
 
En este punto, se propone un nuevo método de generación de trayecto-
ria entre puntos a seguir. Las restricciones del problema son las limitaciones 
cinemáticas (velocidad, aceleración y jerk) de los actuadores, dados por el fa-
bricante. Los límites de aceleración y jerk son importantes para el diseño de la 
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trayectoria, pero en la práctica, deberían ser establecidos por medio de pruebas 
experimentales o por requerimientos específicos del sistema. 
 
La metodología está basada en generar movimientos con jerk limitado. 
Esta metodología permite calcular en tiempo real una trayectoria punto a punto, 
a partir de un determinado número de puntos de control únicos para la ruta re-
querida. Las trayectorias generadas presentan un comportamiento similar a las 
trayectorias LSPB comúnmente utilizadas en la industria, pero a diferencia de 
éstas, se emplea la limitación de jerk. El método toma las propiedades ventajo-
sas de la suavidad inherente de los polinomios de quinto orden (comúnmente 
llamados “polinomios quintic”) y su rapidez computacional, evitando su des-
ventaja principal, a saber, su tendencia a oscilar. 
 
A continuación se proporcionan los componentes básicos necesarios pa-
ra generar una trayectoria de jerk limitado. Estos componentes son usados para 
generar una trayectoria unidimensional entre dos puntos del camino con dife-
rentes condiciones iniciales y finales de posición, velocidad, aceleración. 
 
 
7.2.1 Metodología 
 
Las trayectorias LSPB conmutan entre la máxima, mínima y acelera-
ción nula para alcanzar un movimiento de tiempo óptimo, respectando los lími-
tes de velocidad. Sin embargo, este tipo de movimiento conlleva un jerk infini-
to, y en consecuencia, el movimiento no se puede ser seguido fácilmente, dan-
do como resultado un tiempo de movimiento mayor que el esperado. Si el mo-
vimiento pudiera ser aproximado usando una serie de funciones suaves, que 
sean por lo menos continuas en C2, esto es, continuas en la segunda derivada, 
el movimiento resultante sería rápido y realizable. 
 
Los polinomios de quinto orden son los de menor orden para los cuales 
es posible especificar condiciones finales de posición, velocidad y aceleración 
 
5 4 3 2
5 4 3 2 1 0( ) .p t a t a t a t a t a t a= + + + + +     (7.1) 
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La condiciones finales de los polinomios de quinto orden deben ser cui-
dadosamente especificadas con el fin de evitar perfiles de posición no-
monótonas, como puede ser observado con polinomios de orden superior 
(Piazzi and Visioli, 2000), (Chand and Doty, 1985). Esto puede ocurrir, por 
ejemplo, cuando el cambio de posición demandado es pequeño, pero el cambio 
de velocidad deseado, es comparativamente grande. A fin de cumplir las con-
diciones finales deseadas, el polinomio de quinto orden devolverá una trayecto-
ria con oscilaciones a lo largo de la ruta. 
 
Un polinomio de quinto orden genera un perfil de jerk cuadrático, al 
contrario de un polinomio cúbico, que proporciona un perfil de jerk constante. 
En un mínimo, una trayectoria cúbica devolverá discontinuidades en el jerk, y 
potencialmente, un jerk infinito, en los puntos de paso de la trayectoria. (An-
dersson, 1988) usó polinomios de quinto orden parar movimientos punto a pun-
to y derivó el tiempo del movimiento quintic, tal que los límites de velocidad y 
aceleración fueron respetados. Sin embargo, extender este trabajo a casos don-
de el valor inicial o final de velocidad son no nulos, podría requerir resolver 
repetidamente una ecuación de tercer orden. Además, la trayectoria resultante 
será más lenta que la propuesta aquí, y podría tener indeseables oscilaciones. 
 
Asumiendo unas condiciones adecuadas de comienzo y fin de los poli-
nomios de quinto orden, puede ser encontrada una trayectoria suave que permi-
ta unir dos puntos de paso específicos, con una continuidad de aceleración (jerk 
limitado) en los puntos finales de la trayectoria. Esto es, una trayectoria entre 
dos puntos de paso se forma como una serie de polinomios de quinto orden 
unidos, cada uno teniendo unas condiciones iniciales iguales a las condiciones 
finales del predecesor. Así, tal trayectoria tiene continuidad C2. 
 
Entre dos puntos de deseados, es deseable tener un conjunto de polino-
mios de quinto orden siguiendo una plantilla de trayectoria LSPB ideal sin 
efectos de oscilación. Esto requiere de una cuidadosa selección de una serie de 
puntos de control entre los cuales el polinomio de quinto orden se comportará 
de una forma determinada, respecto a límites de velocidad, aceleración y jerk. 
La trayectoria sigue un patrón de LSPB, esto es, la trayectoria esta formada por 
una serie de rampas de velocidad y segmentos de velocidad de constante. Sin 
embargo, dado que las rampas de velocidad no son muy lineales, las rampas de 
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aceleración son generadas usando una plantilla sinusoidal restringiendo la ace-
leración aun perfil cúbico. 
 
El patrón senoidal provee una relación constante entre su amplitud y el 
máximo valor de su derivada. Se selecciona el tiempo para las rampas de acele-
ración y deceleración, basadas en una onda senoidal, con las propiedades ade-
cuadas que permitan que los límites de jerk sean respetados. La rampa de ace-
leración/desaceleración resultantes es suave y obligada a aproximar la plantilla 
del seno en dominios de posición, velocidad y aceleración. 
 
 
7.2.2 Aproximación general 
 
En esta sección, se desarrolla el método usado para construir una tra-
yectoria unidimensional suave entre dos puntos deseados (p1, v1) y (p2, v2). Este 
método esta basado en el uso de una concatenación de polinomios de quinto 
orden y la aproximación de la onda seno (Figura 7.2). En este ejemplo, el cam-
bio de posición requerido a lo largo de la rampa de velocidad es menor que la 
distancia entre dos puntos de paso, permitiendo al robot alcanzar la máxima 
velocidad, v2. La limitación de la aceleración es amax y el jerk máximo permiti-
do es jmax. 
 
En la Figura 7.2, p1 y p2 son las posiciones inicial y final, mientras que 
v1 y v2 las velocidades inicial y final, respectivamente. va es la velocidad alcan-
zada al final de la rampa desde aceleración nula hasta amax. El tiempo tomado 
para llegar a amax es dtmax. vb es la velocidad alcanzada al final de la aceleración 
de régimen. Tres polinomios de quinto orden (y cuatro puntos de control, mos-
trados en negrita) son necesarios para describir la trayectoria mostrada en la 
Figura7.2: el polinomio de quinto orden para la rampa de aceleración, el poli-
nomio de quinto orden para la aceleración constante, y el polinomio de quinto 
orden para la rampa de desaceleración.  
 
La plantilla sinusoidal para la rampa de subida de la aceleración tiene 
una amplitud igual a la mitad del límite de la aceleración, amax/2, y la máxima 
pendiente igual a jmax. Siguiendo esta rampa por medio periodo, la trayectoria 
quintic puede subir suavemente sin aceleraciones violentas o jerks al límite. El 
tiempo asignado para la rampa de aceleración es, por lo tanto: 
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max
max
max
.
2
adt
j
π=     (7.2) 
 
Tiempo (ms)
-jmax
amax
v1
va
vb
v2
D3D2
D1
dtmax
p2
p1
 
Figura 7.2 Trayectoria suave generada con una secuencia de polinomios de quinto orden 
 (● indican los puntos de control). 
 
 
Este patrón de rampa para la aceleración limita la aceleración a lo largo 
de la trayectoria al intervalo [-amax, +amax] y al jerk al intervalo [-0,98jmax, 
+0,98 jmax]. El perfil de jerk impuesto por el patrón en la rampa de aceleración 
es parabólico y empieza y termina con ±0,0505 jmax.  
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En la Figura 7.2, la rampa de subida de la aceleración hasta amax, es se-
guida por una aceleración de constante y después por una rampa de bajada has-
ta una aceleración nula. La rampa descendente comienza cuando el cambio de 
velocidad deseado es igual a dVrd, donde 
 
max max
rd .2
a dtdV =     (7.3) 
 
Las rampas de aceleración y desaceleración son simétricas, lo que sim-
plifica el proceso de integración. La rampa de velocidad es también simétrica 
respecto a una línea recta dibujada desde el comienzo de la rampa al final de la 
misma. 
 
El tiempo correspondiente a una trayectoria LSPB para los mismos 
cambios de velocidad y posición, es menor que el tiempo de la trayectoria 
quintic propuesta en esta tesis (dtmax), pero a diferencia de la anterior, la trayec-
toria quintic tiene un jerk limitado, lo que conlleva a un mejor seguimiento. 
 
Para generar la trayectoria completa de la Figura 7.2, los puntos de con-
trol se calculan basándose en el Algoritmo de Aceleración Sostenida, SAP, 
(MacFarlane and Croft, 2003). 
 
 
7.2.3 Limitaciones en distancia y cambio de ve-
locidad 
 
Es posible que para un movimiento de corta distancia, D, entre dos pun-
tos deseados p1 y p2, el pulso de aceleración amax diera como resultado un so-
breimpulso de la distancia D. Esto ocurre cuando: 
 
minD D<     (7.4) 
 
donde 
 
2
min max max 1 max2 .D a dt v dt= +     (7.5) 
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Además, si el cambio de velocidad deseado, dV = (v2-v1) es tal que: 
 
mindV dV<     (7.6) 
 
donde 
 
min max maxdV dt a=     (7.7) 
 
luego, un pulso de aceleración amax, provocará un sobreimpulso en el cambio 
deseado de velocidad, dV. 
 
En ambos casos, la máxima aceleración permitida, amax, no puede ser 
alcanzada sin sobrepasar los límites (D ó dV) de la trayectoria preescrita. En 
tales casos, el método usado debe ser modificado. El movimiento está ahora 
basado en una rampa de aceleración hasta una aceleración menor, apeak, y lue-
go, inmediatamente desacelera hasta aceleración nula. 
 
Si D < Dmin y dV > Dmin, solamente la distancia es limitada. En este ca-
so, la ecuación que describe D, puede obtenerse integrando los perfiles del jerk, 
la aceleración y la velocidad: 
 
3max
1
2 2jD dt v dtπ= +   
   (7.8) 
 
donde dt es el tiempo necesario para acelerar hasta apeak. Así, dt puede ser cal-
culado resolviendo: 
 
3 1
max max
0.
2
v Ddt dt
j j
π π+ − =         (7.9) 
 
Esta última ecuación tiene únicamente una raíz positiva (siempre que v1>0). 
 
El pico de aceleración, apeak, es: 
 
max2 .peak
j dta π=  
   
(7.10) 
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Si dV < dVmin, y D > Dmin, sólo el cambio de velocidad es limitado. En 
este caso, el tiempo necesario para acelerar hasta apeak puede ser calculado co-
mo: 
 
2 1
max
( ) .
2
v vdt
j
π −=     (7.11) 
 
En el caso de un movimiento limitado por distancia o velocidad, son 
necesarios tres polinomios de quinto orden para describir el movimiento entre 
dos puntos de paso, la rampa de aceleración de quinto orden, la rampa de des-
aceleración de quinto orden, y, en el caso de la limitación por velocidad, la 
velocidad de crucero de quinto orden. 
 
Para generar la trayectoria completa de un movimiento limitado por la 
velocidad, los tres primeros puntos de control son calculados basándose en un 
Algoritmo de Pulso de Aceleración (AP) presentado en (MacFarlane and Croft, 
2003). Un cuarto punto de control (correspondiente al fin de la fase de veloci-
dad de crucero) se asigna basándose en la distancia restante: 
 
2 1( ) .dD D v v dt= − +     (7.12) 
 
 
 
7.2.4 Generación de trayectorias entre dos 
puntos deseados 
 
Los métodos descritos anteriormente se combinan para generar una tra-
yectoria suave entre dos puntos de paso deseados, teniendo en cuenta las con-
diciones finales de cada punto. Cada punto de paso previsto tiene una posición 
y velocidad específica, mientras que la aceleración de cada de esos puntos de 
paso es puesta a cero para asegurar un jerk limitado y reducir la carga compu-
tacional. 
 
Una trayectoria unidimensional uniendo dos puntos de paso se calcula 
basándose en la distancia entre los puntos, la velocidad que debe ser alcanzada 
en cada punto de paso, tanto como en los límites de aceleración y jerk. 
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En los siguientes casos, D es la distancia entre dos puntos de paso p1 y 
p2; v1 y v2 es la velocidad deseada en los puntos 1 y 2, respectivamente; y vmax 
es la mayor velocidad permitida mientras se realiza el movimiento entre los 
puntos 1 y 2. De nuevo, la máxima aceleración y el jerk límite son: amax y jmax. 
 
Si v2 < v1, las velocidades son intercambiadas de forma que todos los movi-
mientos pueden ser tratados como incrementos de velocidad. Las modificacio-
nes apropiadas se realizan por tanto al final del cálculo de la trayectoria. Esto 
permite que todos los movimientos puedan ser separados en tres categorías 
según la velocidad. 
 
Caso 1: v1 ≠ v2, vmax = v2: para conseguir que el movimiento se lleve a cabo tan 
rápidamente como sea posible, el movimiento comienza con una fase de acele-
ración: 
IF D > Dmin y v2 – v1 > dVmin 
     Se usa la trayectoria SAP. 
ELSE 
     Se usa la trayectoria AP. 
 
 
Caso 2: v2 ≠ v1; vmax > v2: muchos escenarios son posibles basados en la dis-
tancia, D, y en las velocidades v1, v2 y vmax. 
1) IF la distancia necesaria para acelerar de v1 a v2, Dv, es mayor que 
D, se asigna vmax = v2 y se va al Caso 1. 
2) vmax – v2 > dVmin       
 Se calcula la distancia mínima, Dlimit. Es la mínima distancia ne-
cesaria para poder usar pulsos de aceleración sostenida cuando ace-
leramos de v1 a vlimit y luego desacelerar de vlimit a v2. vlimit es la 
máxima velocidad alcanzada mediante el pulso de aceleración desde 
v2 con amax. Dlimit se compara con D para determinar si la trayectoria 
planificada estará compuesta por pulsos de aceleración o pulsos de 
aceleración sostenidos. 
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a. D > Dlimit Æ  Se usa pulsos de aceleración sostenida (SAP).
 Los pulsos de aceleración sostenida se usan para generar 
rampas de velocidad de v1 a vpeak y luego de vpeak a v2, donde 
vpeak es la máxima velocidad alcanzada durante la trayectoria 
entre p1 y p2. 
IF D es suficientemente grande   
 vpeak = vmax  
ELSE      
 vpeak < vmax, la aceleración de crucero correspon-
diente a las rampas de velocidad desde y hasta vmax son 
reportadas basándose en D. 
b. D < Dlimit Æ Se usa al menos un pulso de aceleración (AP).
 En este caso, se pude demostrar que vpeak < vmax. vpeak se 
basa en una rampa de velocidad de v1 a v2, seguida por un 
pulso de velocidad de v2 a vpeak, y vuelta atrás hacia v2. 
3) vmax – v2 < dVmin       
 En este caso, se necesita un pulso de aceleración (AP) para la 
rampa de desaceleración desde vpeak a v2. Como en el Caso 2, se cal-
cula la distancia limite basado en vpeak = vmax.   
 IF D es suficientemente grande    
  vpeak = vmax.. Se usa una rampa de velocidad para alcanzar 
vpeak desde v1, y se añade un segmento de velocidad de crucero a 
vpeak.        
 ELSE        
  Se usa el Caso 2b. 
 
Así, para el Caso 2, la trayectoria esta compuesta por una rampa de ve-
locidad desde v1 hasta vpeak, una velocidad de crucero de vpeak, si es necesaria, 
seguida de una rampa de velocidad desde vpeak hasta v2. Como máximo, siete 
polinomios de quinto orden (ocho puntos de control) se usan para describir una 
trayectoria de unión de dos puntos de paso. A saber, un máximo de tres poli-
nomios de quinto orden para la rampa de velocidad de v1 a vpeak, una velocidad 
de crucero de quinto orden, y más de tres polinomios de quinto orden para la 
rampa de velocidad de vpeak v2. 
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Caso 3: v2 = v1; vmax = v2: este caso es trivial, los coeficientes b5, b4, b3, b2 de 
la ecuación 7.1 resultan iguales a cero. Es decir, la ecuación (7.1) corresponde 
a un polinomio de primer orden. 
 
 
7.3 Resultados de simulación 
 
Inicialmente el algoritmo de generación de trayectoria para el Sistema 
RoboTenis propuesto en este capitulo, ha sido implementado en Matlab. Se ha 
simulado un movimiento espacial para efector final compuesto por 10 trayecto-
rias críticas dentro del espacio de trabajo. Cada trayectoria tiene diferentes 
condiciones iníciales y finales de posición y velocidad.  
 
La maxima velocidad del efector, vmax , es 2000.0 mm/s, la máxima ace-
leración, amax , es 20000.0 mm/s2 , y el limite de jerk, jmax , es 314160.0 mm/s3. 
 
La Figura 7.3 muestra las trayectorias simuladas correspondientes al 
efector final del robot. El la Figura 7.3(a) se muestra la evolución espacial del 
efector final, mientras que el las Figuras 7.3(b) – (d), se presentan los perfiles 
de velocidad, aceleración y jerk. El perfil de velocidad es continuo, mientas 
que la aceleración es cero en cada cambio de velocidad. El jerk esta limitado, 
permitiendo que las trayectorias deseadas sean seguidas como se mostrará en la 
siguiente sección. 
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Figura 7.3 Perfiles de (a) posición, (b) velocidad, (c) aceleración, y (d) jerk, para el efector 
final en la simulación de un movimiento critico, con trayectorias suaves generadas por una 
secuencia de polinomios de quinto orden. 
                                           Capitulo 7: Planificador de Trayectorias para el Sistema RoboTenis 
 
.                                                                                                                                                       . 
- 201 - 
 
7.4 Resultados experimentales 
 
Varios movimientos han sido programados y ejecutados sobre el proto-
tipo del Sistema RoboTenis. Cada movimiento esta compuesto por un conjunto 
de trayectorias criticas dentro del espacio de trabajo del manipulador. El obje-
tivo de estos experimentos es observar el comportamiento del sistema cuando 
las trayectorias son generadas con una secuencia de polinomios de quinto or-
den para diferentes condiciones iniciales y finales de posición y velocidad. Con 
el fin de simplificar la ejecución en tiempo real, se asume que las condiciones 
iniciales y finales de aceleración para cada trayectoria son cero.  
 
A continuación se presentan los resultados obtenidos para dos movi-
mientos representativos. El primer movimiento esta compuesto por un despla-
zamiento del efector final sobre el eje x seguido de un movimiento en forma de 
cuadrado sobre el plano yz. El segundo movimiento esta compuesto por un 
movimiento en forma de cuadrado sobre el plano xy seguido por un desplaza-
miento sobre el eje z. Las condiciones iniciales y finales de las trayectorias que 
componen cada movimiento se presentan en las Tablas 7.1 y 7.2. 
 
Tabla 7.1 
Parámetros para el Movimiento 1  
usando polinomios de quinto orden 
Posición (mm) Velocidad (mm/s)  
0.0, 0.0, 750.0 0 
200.0, 0.0, 750.0 200 
200.0, 200.0, 750.0 300 
200.0, 200.0, 1000.0 400 
200.0, -200.0, 1000.0 400 
200.0, -200.0, 750.0 300 
200.0, 0.0, 750.0 0 
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Tabla 7.2 
Parámetros para el Movimiento 2  
usando polinomios de quinto orden 
Posición (mm) Velocidad (mm/s)  
0.0, 0.0, 750.0 0 
200.0, 0.0, 750 
200.0, -200.0, 750.0 
500 
700 
-200.0, -200.0, 750.0 2200 
-200.0, 200.0, 750.0 
200.0, 200.0, 750.0 
1000 
800 
200.0, 0.0, 750.0 600 
0.0, 0.0, 750.0 300 
0.0, 0.0, 1000.0 0 
 
 
En las Figura 7.4 y 7.7, se presentan los perfiles de movimiento espacial 
del efector final para los movimientos de prueba 1 y 2, respectivamente. Estas 
Figuras muestran el movimiento espacial realizado, así como la proyección del 
movimiento en cada plano cartesiano. Las Figuras 7.5 y 7.8 muestran el error 
de seguimiento producido en cada movimiento, mientas que las Figuras 7.6 y 
7.9 presentan los perfiles de velocidad para el efector final.  
 
El error de seguimiento es relativamente bajo para las altas velocidades 
de operación del prototipo (<20 mm). El mayor error de seguimiento se da en 
las trayectorias a lo largo del eje z. La generación de trayectorias usando poli-
nomios de 5 orden permiten generar movimientos rápidos y un perfil de velo-
cidad suave. 
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Movimiento 1 
 
 
(a) (b) 
  
(c) (d) 
 
Figura 7.4 Perfil de movimiento para el efector final, en el seguimiento de la trayectoria pro-
puesta en el movimiento 1: (a) en el espacio 3D, (b) en el plano XY, (c) en el plano XZ, y  
(d) en el plano YZ. 
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Figura 7.5 Error para el efector final, en el seguimiento de las trayectorias propuestas en el 
movimiento 1. 
 
 
 
 
Figura 7.6 Perfil de velocidad para el efector final en la ejecución del movimiento 1. 
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Movimiento 2 
 
  
(a) (b) 
(c) (d) 
Figura 7.7 Perfil de movimiento para el efector final, en el seguimiento de las trayectorias propues-
tas en el movimiento 2: (a) en el espacio 3D, (b) en el plano XY, (c) en el plano XZ, y (d) en el plano 
YZ 
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Figura 7.8 Error de Posición para el efector final, en el seguimiento de las trayectorias 
 propuestas en el movimiento 2. 
 
 
 
Figura 7.9 Perfil de velocidad para el efector final en la ejecución del movimiento 2. 
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7.5 Conclusiones 
 
En este capitulo, se ha presentado un método on-line para la generación 
de trayectorias suaves, aplicado al prototipo del Sistema RoboTenis. El algo-
ritmo es sencillo computacionalmente e incluye: i) capacidad para producir 
movimientos rectilíneos con un jerk limitado entre puntos intermedios con dis-
tintas velocidades, ii) movimiento articular coordinado, y iii) planificación en 
tiempo real de trayectorias para n puntos intermedios del camino; teniendo en 
cuenta las posiciones y velocidades deseadas en estos puntos. El planificador 
emplea polinomios de quito orden para generar una trayectoria suave entre dos 
puntos respetando los limites cinemáticos del manipulador (velocidad, acelera-
ción y jerk) durante todo el movimiento. Los resultados experimentales sobre 
el prototipo son satisfactorios ya que el error de seguimiento es menor a 20 mm 
para velocidades superiores 1500 mm/s. 
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CAPÍTULO 8 
 
Estimación de la Posición y 
Velocidad 3D de Objetos a 
través de una secuencia de 
imágenes 
_______________________________ 
 
8.1 Introducción 
 
En el procesamiento de la información visual del Sistema RoboTenis se 
emplea un sistema de visión por computador, compuesto por una cámara, una 
tarjeta de adquisición y una unidad de procesamiento. Su objetivo principal es 
estimar el estado de la pelota (la posición y la velocidad), con unos importantes 
requisitos de respuesta temporal y de precisión. 
 
En este capitulo se presenta el procesamiento de la imagen, la detección 
de las características visuales y estimación de la posición y velocidad tridimen-
sional de la pelota de una pelota en movimiento. El sistema de adquisición de 
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imagenes esta ubicado en el extremo del robot y formado por una sola cámara. 
La adquisición se efectúa aproximadamente cada 8,33 ms y emplea un sistema 
de doble buffering. Las características usadas son el centro de gravedad y el 
diámetro de la pelota. Se presentan varios metodos para la estimación del radio 
de la pelota. Dado el reducido tiempo de adquisición, se emplea el filtro de 
Kalman para filtrar las señales de posición y velocidad y conseguir una estima-
ción mucho más fiable. Estos parámetros permiten predecir la posición y velo-
cidad de la pelota, de forma que el robot pueda anticipar su movimiento.  
 
 
8.2 Estrategia de adquisición de imágenes 
 
La opción elegida para la adquisición de imágenes es el empleo de una 
única cámara en el extremo del robot. Permite un amplio campo de vista (en 
función del movimiento del robot) y una buena precisión, sobre todo cuando la 
pelota está cerca del robot.  
 
Entre las características diferenciales de la aplicación destaca la necesi-
dad de una alta cadencia en la adquisición y procesamiento de imágenes, del 
orden de 8.33 ms, y la imposibilidad de utilizar equipos pesados, para no pena-
lizar las características dinámicas del robot. Es importante resaltar, que la tri-
dimensionalidad de la escena se obtiene en función del análisis del tamaño de 
la pelota. 
 
Con el fin de simplificar el procesamiento se utiliza una pelota negra 
sobre fondo blanco (Figura 8.1). La iluminación empleada está formada por 
dos tubos fluorescentes de 36W con una reactancia electrónica de 20KHz, la 
cual permite disminuir las variaciones lumínicas. El hardware del sistema de 
visión se ha presentado con detalle en el Capitulo 4 
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Figura 8.1 Entorno de trabajo. 
 
La Figura 8.2 muestra una imagen capturada. La deformación de la pelota 
se debe al empleo del modo binning (240x640), que reduce la dimensión de la 
imagen a la mitad. Este modo disminuye la resolución vertical, manteniendo el 
campo visual. 
 
 
 
 
Figura 8.2 Imagen capturada en modo binning (240x640). 
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8.2.1 Requisitos previos 
 
El procesamiento de la imagen y la estimación del estado de la pelota 
(posición y velocidad) parten del conocimiento de los siguientes datos: 
 
• Parámetros intrínsecos de la cámara, distancia focal, centro de la 
imagen, factores de escala, coeficientes de distorsión. 
 
• Calibración cinemática, posición relativa entre la cámara y el extremo 
del robot. 
 
• Tamaño de la pelota en la imagen, para diferentes distancias entre la 
pelota y la cámara. 
 
 
8.3 Segmentación de la escena 
 
El empleo de una pelota negra sobre fondo blanco simplifica notable-
mente el proceso de segmentación, permitiendo cumplir los fuertes requisitos 
temporales de la aplicación. El tamaño de la pelota en la imagen, dependerá de 
la distancia relativa entre la cámara y la pelota, aspecto que tendrá que tenerse 
en cuenta en el procesamiento de la información, por su distinta carga compu-
tacional.  
 
Las etapas seguidas en el proceso de segmentación son: 
 
• Uniformización de las condiciones lumínicas. Se analiza la ilumina-
ción de la escena para adaptar los umbrales empleados a las posibles 
variaciones lumínicas. 
 
• Determinación de puntos semilla pertenecientes a la pelota. El tiem-
po disponible para el procesamiento no permite una búsqueda secuen-
cial en todos los píxeles de la imagen. Por este motivo, se ha optado por 
una determinación en dos niveles. Inicialmente se detectan aquellos 
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píxeles que están por debajo de un umbral restrictivo y que se denomi-
nan puntos semilla. La búsqueda se realiza solo en una fila de cada cua-
tro y en una columna de cada ocho, como se muestra en la Figura 8.5. 
Las condiciones de búsqueda aseguran que en la posición más alejada 
de la pelota con respecto a la cámara, al menos se detectan dos puntos 
semilla. 
 
• Determinación de la zona de influencia de la pelota. A partir de los 
puntos semilla de la pelota se anexionan mediante un algoritmo recursi-
vo aquellos píxeles vecinos que están por debajo de un umbral menos 
restrictivo. Si el número de puntos semilla detectado es elevado, se con-
sideran solo como vecinos aquellos píxeles que están separados dos o 
cuatro filas o columnas, para no penalizar el tiempo de procesamiento. 
La zona hallada se expande para incluir los píxeles de transición, y re-
cuperar parte de la información subpixel. 
 
 
 
 
Figura 8.5 Píxeles iniciales de búsqueda 
 
 
• Determinación de si existe pérdida de información visual de la pelo-
ta al situarse en el límite del campo visual. Ocasionalmente y en fun-
ción del algoritmo de seguimiento, y para no penalizar la resolución de 
la aplicación, parte de la pelota puede quedar fuera del campo visual. 
Será necesario detectar esta situación y adaptar los datos obtenidos, pa-
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ra que no influyan negativamente en la estimación de la posición y de la 
velocidad. 
 
El tiempo invertido por el algoritmo de segmentación en el caso más desfa-
vorable (pelota muy cercana a la cámara) es de 1 ms. 
 
 
8.4 Detección de las características bi-
dimensionales 
 
Una vez segmentada la región de la pelota en el plano de la imagen, el 
siguiente paso es la interpretación de la información que en ella está contenida. 
El objetivo de esta interpretación, es la de obtener las coordenadas tridimensio-
nales de la pelota a partir de la información que se recoge de una sola cámara 
(el centroide y el tamaño de la pelota). 
 
Es necesario destacar que una esfera proyectada sobre una imagen, so-
metida a una transformación perspectiva, es un círculo perfecto, salvo las dife-
rencias ocasionadas por los diferentes factores de escala en cada eje (muy acu-
sado en el modo de adquisición bining) y la distorsión óptica. Se puede asegu-
rar que la recta que pasa por el centroide de la imagen y por el centro óptico, 
atraviesa a la esfera por el centro de gravedad de la pelota. No es necesario 
corregir la información obtenida, contrariamente a cuando se proyecta un cír-
culo en una imagen y el plano del círculo no es paralelo al plano de la imagen. 
 
 
8.4.1 Cálculo del centroide de la pelota 
 
Se han probado dos metodologías para la estimación del centroide: con-
siderando la imagen binaria o considerando la imagen con su escala de intensi-
dades o grises. 
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8.4.1.1 Imagen binaria 
 
Definido un umbral de pertenencia a la pelota, se realiza la binarización 
de la imagen, obteniéndose dos campos: fondo y pelota. Considerando los 
píxeles que pertenecen al campo pelota se calcula el centroide mediante:  
 
 
g g
1 1
1 1x ; y
nPelota nPelota
i i
i i
x y
nPelota nPelota= =
= =∑ ∑     (8.1) 
 
siendo nPelota, el número de puntos pertenecientes a la pelota. Este 
método tiene el inconveniente de despreciar la información existente en la tran-
sición entre la pelota y el fondo. No obstante, la disposición circular de la pelo-
ta minimiza este efecto. 
 
 
8.4.1.2 Imagen en niveles de intensidad 
 
En este método de cálculo, se tiene en cuenta más información que en el 
método anterior, ya que, aparte de la posición de los píxeles, se considera tam-
bién el nivel de gris de cada uno de ellos. De esta manera, los píxeles que se 
encuentran en el borde de la pelota se consideran en el cálculo de la posición 
del centroide, pero teniendo menor peso en la medida en que van adquiriendo 
un valor más cercano al blanco. Las fórmulas empleadas son: 
 
 
( )
( )
( )
( )
1 1
g g
1 1
255 255
x ; y
255 255
nZonaPelota nZonaPelota
i i i i
i i
nZonaPelota nZonaPelota
i i
i i
x nivel y nivel
nivel nivel
= =
= =
− −
= =
− −
∑ ∑
∑ ∑
 
 
 
(8.2) 
 
donde, nZonaPelota es el entorno de la pelota, incluida su transición con el 
fondo, que ha sido obtenida en la etapa de segmentación, y, el valor de niveli 
representa el nivel de gris del píxel i. 
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El método es muy sensible a los cambios en el blanco del fondo o a los 
efectos de reflejos de la iluminación en la pelota. Para evitarlos es conveniente 
fijar unos umbrales de nivel de intensidad de máximo para el fondo y de míni-
mo para la pelota que filtren estos aspectos, pese a disminuir la precisión. 
 
Los resultados obtenidos utilizando la imagen en niveles de intensidad 
son superiores a los obtenidos en imágenes binarias, aunque exige una adecua-
da selección de estos últimos umbrales. 
 
 
8.4.2 Cálculo de radio de la pelota 
 
El cálculo del radio de la pelota permite estimar la distancia entre la 
cámara y la pelota, por lo que su determinación con alta precisión es funda-
mental para el buen funcionamiento del sistema. Se han ensayado igualmente 
distintas alternativas para el cálculo del radio de la pelota: a través del área de 
la imagen binaria, a través del área de la imagen en niveles de gris, y medición 
del diámetro de la imagen de la pelota a través de la transición de una línea.  
 
Las dos última técnicas se encuentran enmarcadas dentro de las técnicas 
de precisión subpixel, ya que aprovechan la información de la cuantificación de 
la imagen para obtener una mejor resolución espacial con precisiones menores 
de un píxel. 
 
 
8.4.2.1 Cálculo a través del área de la imagen binaria 
 
El área de la pelota en la imagen binaria se calcula mediante la suma del 
número de píxeles que forman parte de la pelota según el umbral establecido. 
El radio se obtiene fácilmente a partir de: 
 
 
ÁreaRadio π=  
 
(8.3) 
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Este método de cálculo tiene el problema ya mencionado con anteriori-
dad de la poca precisión con la que se calcula el área de la pelota considerando 
la imagen binaria, siendo este error arrastrado en el cálculo del radio. 
 
 
8.4.2.2 Cálculo a través del área de la imagen en nive-
les de gris 
 
La precisión con que se calcula el área de una imagen en niveles de gris 
es mayor, por lo que la estimación del radio es más precisa. El área se calcula 
mediante la ecuación 
 
 
( )( )
( )1Area
nZonaPelota
i
i
MáximaIntensidadFondo FunciónSaturación nivel
MáximaIntensidadFondo MínimaIntensidadPelota
=
−
= −
∑
 
 
 
(8.4) 
 
donde, la FunciónSaturación mantiene el nivel entre la MáximaIntensidad ad-
misible para el Fondo y la MínimaIntensidad admisible para la pelota. A partir 
de esta estimación del área es posible obtener un valor más preciso del radio de 
la pelota. 
 
 
8.4.2.3 Diámetro a partir de la transición de una línea 
 
Este método realiza una medición directa del radio de la pelota sin pasar 
por el cálculo del área, analizando las transiciones de las filas y columnas cen-
trales. El cálculo parte del conocimiento del centro de gravedad y analiza las 
transiciones Fondo-Pelota y Pelota-Fondo de las tres filas y de las tres colum-
nas centrales. Posteriormente se realiza un filtrado mediante la mediana de los 
valores. 
 
Los datos obtenidos en cada transición es una secuencia de valores 
(creciente o decreciente según el tipo de transición) entre el valor del fondo y el 
valor de la pelota. Entre los métodos existentes en la literatura (Reinoso, 1999) 
se ha elegido el que proporciona como valor para una transición creciente: 
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( ) ( )
( ) 112
m m
subpixel m
m m
MáximoValor MínimoValor nivel nivel
x x
nivel nivel
+
+
− − −= + −  
 
(8.5) 
 
 
siendo, MáximoValor y MínimoValor, los niveles extremos en el entorno de la 
transición. El subíndice m indica el índice del píxel que cumple 
 
 
12m m
MáximoValor MínimoValornivel nivel +
+< ≤   (8.6) 
 
 
Para dar mayor robustez a la estimación del radio, se aplica este cálculo 
a las tres filas y columnas de píxeles centrales de la pelota y se calcula su me-
diana. Debido al tamaño de la pelota en la imagen, la diferencia de radios entre 
cualquiera de estas tres filas o columnas resulta despreciable, por lo que la me-
diana de los tres radios hallados proporcionará un valor más estable, como con-
secuencia de la ponderación de los errores que se comenten en la medición. 
 
La mayor resolución en la coordenada horizontal (debido a la adquisi-
ción en modo binning) proporciona unos mejores valores en la estimación por 
filas que por columnas. Sin embargo, y debido a una posible pérdida de infor-
mación al situarse la pelota en el límite del campo visual, es necesario manejar 
la estimación obtenida a partir del análisis de las columnas. Este método permi-
te estimar el tamaño de la pelota en la imagen, aunque ésta no se visualice ente-
ra. 
 
 
8.4.2.4 Comparación entre los métodos de estimación 
del radio de la pelota 
 
A fin de poder evaluar los métodos descritos anteriormente, se han rea-
lizado estudios comparativos de las medidas obtenidas al adquirir y analizar 
mil imágenes de la pelota inmóvil. Se ha calculado para cada algoritmo la me-
dia y la desviación típica de los valores obtenidos. De estas características, la 
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mas representativa es la desviación típica, pues las variaciones entre las medi-
das de los diversos métodos serán absorbidos en el proceso de calibración. Así 
para una media cercana a los 20 píxeles de radio, las desviaciones típicas se 
presentan en la Tabla 8.1. 
 
 
Tabla 8.1 
Estimación del radio de la Pelota 
Método Empleado Desviación Típica 
Área de una imagen binaria 0.2202 
Área de una imagen en niveles de grises 0.0922 
Transición de filas 0.0228 
Transición de columnas 0.0266 
 
 
Como se puede observar, es más fiable estimar el radio a partir de la transición 
de las filas. La diferencia con respecto a las columnas se debe al distinto factor 
de escala de cada eje. 
 
 
8.5 Estimación de la posición tridimensio-
nal de la Pelota 
 
A partir de las características visuales obtenidas en el procesamiento de 
la imagen (centroide y radio de la pelota), es posible calcular la posición tridi-
mensional de la pelota con respecto a la cámara. Esta estimación se realiza en 
las siguientes fases: 
 
• Inicialmente y mediante una calibración previa es posible determinar la 
distancia de la cámara a la pelota (zc en la Figura 8.6) a partir del radio 
de la pelota. 
 
• A partir del centroide de la pelota (xf, yf) y conociendo los parámetros 
intrínsecos de la calibración, es posible determinar el centroide expre-
sado en coordenadas centrales de la cámara (xu, yu) sin distorsión ópti-
ca. 
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• Considerando las ecuaciones (8.7) que definen el modelo de proyección 
de una lente Pinhole, se obtiene la posición espacial de la pelota referi-
da al sistema de coordenadas centrado en el centro óptico (xc, yc, zc): 
 
c cx ; yu uc c
x yz z
f f
= =   (8.7) 
 
donde, f es la distancia focal.Para la coordenada zc, se emplea el diáme-
tro estimado y la ecuación (8.8). 
 
( ) ( )
( )
Coordenada Z mm DiámetroDato píxeles
DistanciaDato (mm) Diámetro píxeles
=   (8.8) 
 
El diámetro y la coordenada zc son inversamente proporcionales. A me-
diada que aumenta el diámetro, la pelota se va acercando a la cámara. 
El DiámetroDato y la DistanciaDato se obtienen en la calibración pre-
via. 
 
Yc
Xc
Zc
f
Yf
Xf
(Cx,C y )
Xu
Yu
m(xu, yu)
Eje Óptico
Centro Óptico
M(xw, yw, zw)
Plano Imagen
xc
yc
zc
 
Figura 8.6 Modelo Pinhole para la cámara. 
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8.6 Sincronización de la adquisición y el 
procesamiento de imágenes 
 
La alta cadencia de funcionamiento requiere una adecuada sincroniza-
ción entre la adquisición y el procesamiento, a fin de minimizar los tiempos 
invertidos en ambas tareas. En base a las posibilidades que permite la tarjeta de 
adquisición se han considerado dos formas de sincronización: modo síncrono y 
modo asíncrono. 
 
 
8.6.1 Modo síncrono 
 
Es un procedimiento secuencial en que las tareas se van realizando a 
medida que acaban las anteriores. Existe un único hilo de ejecución del pro-
grama. Se caracteriza porque en el momento en que se completa la adquisición 
de la imagen, se produce el procesamiento de la misma. Hay que esperar dos 
ciclos de adquisiciones para capturar la siguiente imagen a analizar. 
 
 
8.6.2 Modo asíncrono 
 
Permite la ejecución simultánea de dos procesos (adquisición y proce-
samiento) mediante la utilización de dos hilos de ejecución. En un hilo se reali-
za la adquisición de la imagen y en el otro el procesamiento de la imagen pre-
viamente adquirida. Para poder realizar este tipo de ejecución, es necesario que 
la tarjeta de adquisición posea ciertas características, como es la existencia de 
un doble buffer para alternar el almacenamiento de la información y evitar así 
su pérdida.  
 
En la figura 8.7 se detalla la asignación temporal de los procesos. A 
destacar, que siempre se está procesando la información adquirida en un perío-
do anterior y que el tiempo de procesamiento no debe de sobrepasar el tiempo 
de adquisición (en la presente aplicación 1 ms frente a 8,33 ms). 
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Adquisición 0 Adquisición 1 Adquisición 2 Adquisición 3 Adquisición 4 Adquisición 5 
      
  Proc. 0  Proc. 1  Proc. 2  Proc. 3  Proc. 4  
 
Figura 8.7 Adquisición y procesamiento de imagen en modo asíncrono. 
 
 
8.6.3 Estimación del tiempo de ciclo 
 
 La utilización del sistema operativo Windows NT no permite asegurar 
un tiempo constante de adquisición, ya que existen procesos ejecutándose de 
forma paralela al programa de adquisición que pueden provocar interrupciones 
del mismo, y por tanto, retardos en las adquisiciones. 
 
 Con el fin de minimizar el efecto producido por estas variaciones, se ha 
optado por medir el tiempo de adquisición, a través de las rutinas existentes en 
las librerías MIL, e incorporarlo al modelo.  
 
 
8.7 Estimación de la posición y la veloci-
dad de la pelota mediante el filtro de 
Kalman 
 
Una vez obtenida la posición tridimensional de la pelota, es necesario 
estimar su velocidad. Dada la alta componente aleatoria producida por el ruido 
en la adquisición y el tratamiento de los datos, es necesario realizar una estima-
ción robusta tanto de la posición como de la velocidad. 
 
El filtro de Kalman es una técnica de estimación bayesiana empleada 
para seguir sistemas estocásticos dinámicos observados mediante sensores rui-
dosos. Proporciona un buen marco para la estimación incremental de una can-
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tidad en una situación en la cual las mediciones relacionadas con la misma es-
tán disponibles a lo largo del tiempo (Bar and Shalom, 1998), (Blackman, 
1999), (Brookner, 1998), (Welch, 2002). 
 
 
8.7.1 Notación matricial del filtro de Kalman  
 
Se considera como modelo del sistema la siguiente expresión,  
 
1 · · ; (0, )k k k k k k kx A x B u w w N Q+ = + + →  (8.9) 
 
donde, xk representa el estado, uk la entrada, wk una variable aleatoria de media 
cero y varianza definida mediante la matriz de covarianzas Q. 
 
Las medidas, zk, se obtienen a través de un modelo para el sensor  
 
· ; (0, )k k k k kz H x v v N R= + →   (8.10) 
 
donde, vk es una variable aleatoria de media cero y varianza definida mediante 
la matriz de covarianzas R. 
 
Se define el estado estimado a priori en el momento k, como el estado 
que se puede estimar a través de todos los datos conocidos hasta el instante k-1. 
Igualmente también se puede definir la matriz de covarianzas a priori: 
 
( ) ( )
ˆ ˆ( | 1)
ˆ ˆ·
k
T
k k k k k
x x k k
P E x x x x
−
− − −
= −
⎡ ⎤= − −⎢ ⎥⎣ ⎦
 
 
 (8.11) 
 
De forma similar se definen el estado estimado a posteriori y la matriz 
de covarianzas a posteriori en el instante k. En este caso se incluye para la es-
timación los datos del instante considerado. 
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( ) ( )
ˆ ˆ( | )
ˆ ˆ· Tk k k k k
x x k k
P E x x x x
=
⎡ ⎤= − −⎣ ⎦
 
 
 (8.12) 
 
 
El algoritmo se realiza en dos etapas: 
 
• La fase de actualización del tiempo, de propagación o de predicción, en 
la cual se realiza la estimación del estado y matriz de covarianzas a 
priori: 
 
k 1 1 1 1
k 1 1 1 1P
k k k k
T
k k k k
x A x B u
A P A Q
−
− − − −
−
− − − −
= +
= +
 
 
 
 (8.13) 
 
 
• La fase de actualización de la medida o de corrección, en la cual se cal-
cula la matriz de ganancia de Kalman que sirve para cuantificar cuanto 
deben crecer las variables de estado que correspondan en función del 
ruido del sensor, la matriz de covarianzas a priori y la matriz que define 
el modelo del sensor 
 
1
kK
T T
k k k k k kP H H P H R
−− −⎡ ⎤= +⎣ ⎦   (8.14) 
 
Después se calcula el vector de estado a posteriori, como una corrección 
del vector de estado a priori al que se le suma el error cometido entre la 
medida del sensor y la estimación del modelo del sensor, tomando co-
mo estado el modelo a priori.  
 
Con la matriz de covarianzas también se realiza una corrección similar 
 
[ ]
k k k
k kP P
k k k
k k
x x K z H x
I K H
− −
−
⎡ ⎤= + −⎣ ⎦
= −
  
 
 
 (8.15) 
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Como se puede observar, se genera un proceso iterativo en el que va 
disminuyendo la incertidumbre de la medida según aumentan los datos medi-
dos (Figura 8.8). 
 
Actualización en el tiempo
Predicción
1k1k1k1kk uBxAx −−−−− += ~~
1. Proyectar hacia delante el estado
2. Proyectar hacia adelante la 
covarianza del error a priori
1111kP −−−−
− += kTkkk QAPA
Actualización en la medida
Corrección
1. Calcular la ganancia de Kalman[ ] 1kTkkkTkkk RHPHHPK −−− +=
2. Actualiza la estimación con la medida[ ]−− −+= kkkkkk xHzKxx ~~~
3. Actualiza la covarianza del error 
a posteriori [ ] −−= kkkk PHKIPEstimación inicial1k1-k Py    x −−~
 
 
Figura 8.8 Etapas del filtro de Kalman. 
 
 
 
8.7.2 Modelo del sistema 
 
Con el modelado del sistema lo que se pretende es establecer las ecua-
ciones que definan el movimiento de la pelota. Se utiliza el modelo de Kalman 
discreto y lineal. Las ecuaciones que describen el movimiento tridimensional 
de la pelota representan un movimiento no lineal. Por este motivo, se realizarán 
aproximaciones del movimiento de la pelota haciendo las consideraciones 
oportunas para comprobar que dichas aproximaciones no se alejan de las hipó-
tesis. 
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8.7.2.1 Modelo del sistema con velocidad constante 
 
Uno de los posibles modelos que pueden definir el movimiento de la 
pelota, es el que considera, que ésta se mueve con velocidad constante. Esta 
hipótesis es válida considerando los bajos tiempos de adquisición, entre una 
imagen y la siguiente. La variación de la velocidad entre dos instantes de tiem-
po es muy pequeña, siendo esta variación corregida por el propio método del 
filtro de Kalman. 
 
Las ecuaciones que reflejan este comportamiento son: 
 
1
1
·k k k
k k
x x T x
x x
+
+
= +
=

   
 
 (8.16) 
 
donde, T representa el periodo de muestreo , y , puede considerarse como cons-
tante o variable con la muestra. 
 
De las ecuaciones (8.16), se puede plantear el modelo del sistema, con 
el vector de estados (8.17). 
 
( )
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
Tx u v w u v w
T
T
T
A
=
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
  
 
 
 
 
 
 
 (8.17) 
 
siendo ( )Tx u v w= la posición espacial de la pelota. 
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8.7.2.2 Modelo del sistema con aceleración constante 
 
Del mismo modo que en el apartado anterior, esta hipótesis de movi-
miento se puede asumir por los bajos tiempos de adquisición y que la velocidad 
varía poco de una imagen a la siguiente, lo que podría suponer una mínima 
variación en la aceleración. 
 
Las ecuaciones que definen el modelo son: 
 
2
1
1
1
1· · ·
2
·
k k k k
k k k
k k
x x T x T x
x x T x
x x
+
+
+
= + +
= +
=
 
  
 
 
 
 
 (8.18) 
 
 
La matriz de estado esta dada por la ecuación (8.19). 
 
( )
2
2
2
11 0 0 0 0 · 0 0
2
10 1 0 0 0 0 · 0
2
10 0 1 0 0 0 0 ·
2
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
Tx u v w u v w u v w
T T
T T
T T
A T
T
T
=
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
     
 
 
 
 
 
 
 
 
 
 (8.19) 
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Esta hipótesis de movimiento presenta una ventaja frente a la anterior. 
El filtro de Kalman asume el error que se comete en la consideración de acele-
ración constante, pero la velocidad, parámetro fundamental para la predicción 
futura de la posición de la pelota, se verá corregido por la aceleración y por el 
propio filtro. Esto podría proporcionar una mayor precisión en cuanto a la es-
timación de este parámetro. 
 
 
8.7.3 Modelo del sensor 
 
El otro modelo sobre el que se puede actuar para conseguir distintos re-
sultados es el modelo del sensor. Este modelo viene limitado por el sensor que 
se usa en el sistema, en el caso del Sistema RoboTenis, la cámara.  
 
 
8.7.3.1 Medida de posición 
 
Como ya se analizó durante la parte de procesamiento de la imagen, los 
parámetros que se pueden estimar son las coordenadas en el espacio 3D, por lo 
que resulta fácil ver que el vector de la medida del sensor será: 
 
( )Tk k k kz u v w=   (8.20) 
 
En consecuencia con este vector del sensor, la matriz H que relacionará 
dicho vector con el vector de estado del sistema, suponiendo el caso de modelo 
de aceleración constante, será la siguiente: 
 
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
H
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
 
 
 (8.21) 
 
En este caso, el filtro de Kalman tratará de minimizar el valor de las po-
siciones del sensor con las posiciones dadas por el sistema. 
 
 
    Capitulo 8: Estimación de la Pos y Vel 3D de objetos a través de una secuencia de imágenes  
 
.                                                                                                                                                       . 
- 229 - 
 
8.7.3.2 Medida de posición y velocidad 
 
Otra posibilidad que se plantea en cuanto a los parámetros que puede 
medir la cámara es la de que, a parte de la posición en esa adquisición, también 
pueda medir la velocidad como un cálculo en base a la posición en esa imagen 
y en la anterior. 
 
De este modo, el vector de medida del sensor que se obtendría sería: 
 
1 1 1
T
k k k k k k
k k k k
u u v v w wz u v w
T T T
− − −− − −⎛ ⎞= ⎜ ⎟⎝ ⎠  
 
 (8.22) 
 
donde T es el periodo de muestreo, el cual puede considerarse como constante 
o dependiente de la muestra. 
   
En consecuencia con la nueva dimensión del vector de medida del sen-
sor, la matriz H queda de siguiente manera: 
 
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
H
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
 
 
 (8.23) 
 
Ahora, el filtro de Kalman no sólo minimizaría el error en posición, si 
no que también minimiza el error en velocidad. 
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8.7.4 Ajuste del filtro de Kalman  
 
El filtro de Kalman es un algoritmo recursivo en el que el vector de es-
tados se va actualizando a medida que se va introduciendo nueva información a 
través de las medidas que se adquieren a través del sensor. 
 
De Figura 8.8, se observa que, hay que buscar tanto la matriz de cova-
rianzas y el vector de estados que nos den una estimación buena del estado 
inicial que tendrá la pelota en la primera adquisición. La ventaja que presenta 
el filtro de Kalman es que los valores que se introduzcan en el filtro tienden a 
estabilizarse al cabo de un determinado número de ciclos. En el caso del vector 
de estado, se toma como valor inicial la primera medición que se extrae de la 
imagen en los parámetros de posición para evitar los primeros ciclos de esta-
blecimiento. 
 
Otra dificultad que se presenta a la hora de definir el filtro de Kalman, 
es la estimación de los valores de los elementos de las matrices R y Q, debido a 
la dificultad en la medición del sistema real para poder compararlo con las es-
timaciones que proporcionan el modelo del sistema y el sensor. 
 
En realidad, estas matrices son las que fijarán el comportamiento del fil-
tro de Kalman ya que, en función del error que se modele en cada una de ellas, 
el propio filtro será capaz de tener en mayor o menor consideración el dato que 
da el modelo del sistema, en el caso de la matriz Q, y el dato que da el modelo 
del sensor, en el caso de la matriz R. Como es lógico, cuanto mayores sean los 
valores de los elementos de estas matrices, menor influencia tendrán en el pro-
ceso de filtrado el valor calculado por el modelo correspondiente. 
 
En la presente tesis, estas matrices se usarán para la calibración del fil-
tro. Esta calibración permite filtrar aquellas situaciones en las que el ruido que 
introducen los modelos, no responde a la estructura definida en teoría de ruido 
con media nula y varianza Q o R según el caso. 
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8.8 Pruebas realizadas 
 
Las prestaciones del control visual del Sistema RoboTenis dependerán 
en gran medida de la precisión y de la robustez de la estimación de la posición 
y de la velocidad de la pelota, por lo que son merecedores de un análisis ex-
haustivo. A tal fin se han realizado diversas pruebas para estudiar las opciones 
propuestas en el presente capítulo. Los ensayos se han efectuado con el robot 
parado y con la pelota oscilando en un movimiento pendular durante 1000 
muestras (80 s), a fin de poder aislar los efectos de la estimación visual de los 
propios del control de un sistema real. No se ha tenido en cuenta la naturaleza 
específica del movimiento pendular, pues se desea que la estimación sea válida 
para otros problemas de seguimiento, como por ejemplo jugar al tenis de mesa. 
Se ha optado por la realización de pruebas reales frente a las simulaciones. De 
esta forma se trabaja más cercano a la realidad, aunque con el inconveniente de 
no poder repetir exactamente un ensayo para poder comparar los resultados. 
 
 
8.8.1 Pruebas con varios modelos del sistema  
 
Se han planteado dos opciones para el modelo del sistema: velocidad 
constante y aceleración constante. En el primer caso se estiman la posición y la 
velocidad tridimensional de la pelota, y en el segundo caso se estiman la posi-
ción, la velocidad y la aceleración tridimensional de la pelota. 
 
La estimación de la posición es similar en ambos casos, por lo que no se 
detalla el resultado. No así la estimación de la velocidad. En la Figura 8.9 se 
muestra la velocidad estimada en el primer caso, donde en color azul se repre-
sentan los valores medidos y en color rojo la velocidad filtrada. 
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Figura 8.9 Velocidad estimada con vector de estado en posición y velocidad. 
 
 
Bajo el supuesto de velocidad constante, el filtro de Kalman trata de 
ajustar la velocidad para que ésta sea constante y las variaciones debidas a la 
oscilación de la pelota las entiende como ruido que tiene que filtrar, de manera 
que de forma progresiva va atenuando su efecto. La atenuación no se realiza 
rápidamente porque, a través de la calibración de las matrices que definen el 
error del modelo del sistema, se le ha indicado al filtro que el ruido que tiene el 
modelo es mucho más pequeño que las variaciones de velocidad debidas al 
movimiento real. 
 
En la figura 8.10 se representa la estimación de la velocidad, con un 
modelo de aceleración constante, y se aprecia como el sistema se ajusta a los 
valores del movimiento. Dada la importancia de la estimación de la velocidad 
para el buen comportamiento del Sistema RoboTenis, sólo se considerará el 
modelo de aceleración constante. 
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Figura 8.10 Velocidad estimada con vector de estado en posición, velocidad y aceleración. 
 
 
 
A la vista de estos resultados, sólo tiene sentido comprobar en qué or-
den de magnitud se mueve el error de la velocidad bajo el supuesto de acelera-
ción constante, como se representa en la Figura 8.11. Como era de esperar el 
error en el eje Z es mucho mayor que en los otros ejes porque pequeñas varia-
ciones del diámetro producen grandes cambios en la coordenada Z, por lo que 
el ruido que se aprecia de la extracción directa de las características de la ima-
gen es eliminado por el filtro ya en la medida filtrada. 
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Figura 8.11 Error en la velocidad estimada con modelo de aceleración constante. 
 
 
 
8.8.2 Pruebas con varios modelos del sensor 
 
Se han planteado dos opciones para el modelo del sensor: medida de 
posición y medida de posición y velocidad. En la Figura 8.12 se representa el 
error en el primer caso, y en la Figura 8.13 se representa el error en el segundo 
caso, incorporando la información sobre el tiempo de adquisición del ciclo. Se 
observa una reducción en el error de la velocidad cuando el sensor suministra 
información de la posición y la velocidad.  
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Figura 8.12 Error en la velocidad con sensor de posición. 
 
 
 
Figura 8.13 Error en la velocidad con sensor de posición y velocidad. 
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8.8.3 Ajuste de las matrices Q y R 
 
Las matrices Q y R representan respectivamente las covarianzas de los 
ruidos que modelan el comportamiento del sistema y del sensor. El comporta-
miento del filtro frente a distintos estímulos será distinto en función de los va-
lores que se encuentren almacenados en estas matrices. Estos valores serán los 
que le indiquen al filtro si tienen que tener en más consideración la estimación 
realizada por el modelo o, por el contrario, hacer más caso a la estimación que 
se haya obtenido del análisis de la imagen. 
 
Se van a considerar dos casos en los que se muestre el efecto de la mo-
dificación de estos valores. Estas matrices de error se han considerado diagona-
les ya que los elementos fuera de la diagonal principal hacen referencia a las 
interrelaciones de distintas medidas y sus efectos correlacionados son muy pe-
queños y por tanto se han despreciado. 
 
En el primero de ellos se considerará que la estimación que realiza el 
modelo sobre la aceleración es perfecta, es decir, el error que se comete es nu-
lo, por lo que los valores que se introducirán en los elementos de la matriz Q 
correspondientes a la aceleración son cero. Los elementos que hacen referencia 
al error en posición y velocidad se han determinado experimentalmente para 
conseguir la respuesta del filtro más adecuada al problema que se ha planteado 
(ecuación (8.24)) 
 
0.01 0 0 0 0 0 0 0 0
0 0.01 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0.001 0 0 0 0 0
0 0 0 0 0.001 0 0 0 0
0 0 0 0 0 0.05 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
Q
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
 
 
 
 
 (8.24) 
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En la Figura 8.14 se representa una ampliación de la evolución de la ve-
locidad, para una mejor visualización del efecto que se está analizando. 
 
 
 
Figura 8.14 Velocidades con modelo sin error en la aceleración. 
 
En el caso de que se quiera asumir el error que se comete en el modela-
do del sistema, y por tanto en la estimación de la aceleración, se deben introdu-
cir valores distintos de cero. Los que se reflejan en la ecuación (8.25) son los 
obtenidos experimentalmente para un mejor resultado en cuanto al comporta-
miento del filtrado de las medidas. 
 
4
4
3
0.01 0 0 0 0 0 0 0 0
0 0.01 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0.001 0 0 0 0 0
0 0 0 0 0.001 0 0 0 0
0 0 0 0 0 0.05 0 0 0
0 0 0 0 0 0 10 0 0
0 0 0 0 0 0 0 10 0
0 0 0 0 0 0 0 0 5·10
Q
−
−
−
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
 
 
 
 
 
 
 (8.25) 
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En la Figura 8.15 se representa una ampliación de la evolución de la ve-
locidad, para este segundo caso, donde se aprecia un mejor comportamiento 
que en el primero. La justificación de este comportamiento reside en que el 
filtro de Kalman considera que la aceleración dada por el modelo del sistema 
es exacta, por lo que no la corrige y por tanto no se actualiza. Como, evidente-
mente, el modelo no reproduce un movimiento pendular, sino un movimiento 
de aceleración constante, el efecto que tiene la aceleración sobre la velocidad 
es lo suficientemente acusado como para que se cometa un error bastante con-
siderable. 
 
 
 
 
Figura 8.15 Velocidades con modelo con error en la aceleración. 
 
 
El error de la estimación de la velocidad se representa en las Figuras 
8.16 y 8.17. Resulta claro que el error cuadrático es mucho mayor en el caso en 
el que se hacen consideraciones de que el modelo es perfecto en la estimación 
de la velocidad. 
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Figura 8.16 Error en la velocidad con un modelo sin error en la aceleración. 
 
 
 
Figura 8.17 Error en la velocidad con un modelo con error en la aceleración. 
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Para la matriz R el efecto que se consigue es parecido, sólo que aplica-
do al modelo del sensor. De esta manera, si se considera que el error es nulo en 
alguna de las medidas que se extraen de la imagen, para el filtro tendrán mucho 
peso estas medidas sobre las estimaciones que se hagan con el modelo. Con-
viene destacar que el modelo del sensor es muy sensible frente retardos en la 
adquisición y sobre todo en la consideración de que el ruido en la coordenada Z 
es bastante elevado. 
 
 
8.8.4 Predicción de la posición 
 
La finalidad de obtener unas medidas carentes de ruido tiene por objeti-
vo el realizar predicciones del futuro estado de la pelota al cabo de un número 
determinado de ciclos o muestras. Dadas una posición y una velocidad para un 
instante determinado, se desea saber la posición que tendrá la pelota al cabo de 
un número de ciclos posteriores. Para realizar esta predicción simplemente se 
extrapolará el valor de la posición con el dato de la velocidad para ese instante 
de tiempo. Evidentemente, como el resultado que se obtendrá se obtiene de la 
suposición de considerar un movimiento uniforme se comete un error que se va 
acrecentando en la medida en que aumentan el número de ciclos porque la ve-
locidad va cambiando con el tiempo. 
 
Por tanto, para poder dar validez a las predicciones, se debe determinar 
el posible margen de error que se comete. Este error vendrá dado por el funcio-
namiento del robot. Así se desea que el robot golpee a una pelota con una pale-
ta de un radio de 50 mm, por que será este el margen de error con el que se 
juega para conseguir el objetivo final. A continuación se muestran los resulta-
dos que se han obtenido para la realización de las diferentes pruebas en cada 
uno de los ejes coordenados. 
 
Para los ejes de coordenadas X e Y, los resultados son similares debido 
a que las predicciones que se realizan usan datos que se calculan, filtran y es-
timan de la misma manera, por lo que la fuente de error es similar en ambos 
casos, y por tanto con incluir el error en uno de estos ejes será suficiente. En la 
Figura 8.18 se representa este error de predicción en el eje X. 
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Figura 8.18 Error de predicción en el eje X con 15 muestras. 
 
En este caso hay que fijarse que los primeros 2 ó 3 valores están fuera 
de rango debido a que la variable de velocidad no se pudo inicializar en el cál-
culo de valores iniciales en el filtro de Kalman. El error que se comete en estas 
muestras es consecuencia de que los valores que devuelve el filtro son los valo-
res de transición hasta que se estabiliza en torno a su valor de funcionamiento. 
Se puede comprobar que en torno a las 15 muestras de diferencia en la predic-
ción se consiguen unos valores en el error de 50 mm por lo que se estaría en el 
límite del error. Como las adquisiciones se están considerando de 8.33 ms, el 
margen sería de 125 ms. 
 
El caso del eje Z (ver Figura 8.19) debe considerarse a parte porque el 
comportamiento de los datos según este eje es distinto al que se tiene en cual-
quiera de los otros dos. Del mismo modo, el error que es permisible cometer en 
este eje no viene dado por el tamaño de la paleta, si no por el espacio en el que 
se considera que la pelota debe ser golpeada. Por el recorrido que debe realizar 
el robot en el golpeo y la coordenada en la que se considera que se debe iniciar 
el movimiento del golpeo un error de 50 mm también parece razonable. 
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Figura 8.19 Error en la predicción en el eje Z con 15 muestras. 
 
 
Aunque la medida es mucho más oscilante, el resultado que se obtiene 
es similar al del eje X por lo que se puede garantizar un correcto funcionamien-
to del sistema con predicciones de 125 ms. Evidentemente por razones de segu-
ridad y de buen funcionamiento del robot las predicciones se realizarán a tiem-
pos inferiores para guardar los márgenes de seguridad. 
 
 
8.9 Conclusiones 
 
El procesamiento de la imagen, la detección de las características visua-
les y estimación de la posición y velocidad tridimensional de la pelota en mo-
vimiento se han presentado en este capitulo. El sistema de visión esta ubicado 
en el extremo del robot y formado por una sola cámara. La adquisición se efec-
túa cada 8,33 ms y emplea el sistema de doble buffering. Las características 
usadas son el centro de gravedad y el diámetro de la pelota. Dado el reducido 
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tiempo de adquisición, se emplea el filtro de Kalman para filtrar las señales de 
posición y velocidad y conseguir una estimación mucho más fiable. Estos pa-
rámetros permiten predecir la posición y velocidad de la pelota, de forma que 
el robot pueda anticipar su movimiento.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 244 - 
 
 
 
 
 
 
                                                                                                                               
.                                                                                                                             . 
 
 
 
 
 
 
 
 
 
 
 
 
CAPÍTULO 9 
 
Control Visual del Sistema 
Robotenis 
_______________________________ 
 
9.1 Introducción 
 
En el presente capítulo se describe el novedoso sistema de control vi-
sual basado en posición, desarrollado para lograr que el sistema RoboTenis 
siga a un objeto (en concreto una pelota de ping-pong) que se mueve a alta 
velocidad en el entorno de trabajo. Los resultados obtenidos son altamente sa-
tisfactorios, y constituyen una importante aportación de la tesis, pues en la lite-
ratura especializada no existe ningún robot paralelo con control visual para 
objetos móviles. 
 
De entre las distintas alternativas descritas en el estado del arte del con-
trol visual del capítulo dos, se ha elegido la siguiente estructura: 
Empleo de una cámara en el extremo del robot. La ubicación de la 
cámara combina la adquisición de un amplio campo visual, cuando 
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el robot está alejado del objeto, con una adquisición más precisa 
cuando el robot está cerca del objeto. Este aspecto es muy importan-
te para futuras aplicaciones del sistema, como puede ser golpear o 
coger una pelota. Igualmente hay que destacar las características de 
la cámara: Pequeño tamaño y peso y, adaptación a la adquisición de 
escenas con objetos con elevada velocidad. 
Sistema mono cámara. La simplicidad de la escena, pelota oscura 
sobre fondo claro, permite la reconstrucción tridimensional de la 
posición de la pelota a base de estimar el centroide y el radio de la 
pelota en la imagen, como se ha descrito en el capítulo ocho. 
Control basado en posición. Como se aprecia en el esquema básico 
de la Figura 9.1, la función de error se obtiene comparando la posi-
ción deseada del objeto con la posición obtenida por el sistema de 
visión. El controlador proporciona la velocidad deseada para el 
efector final. A través de un planificador en el espacio cartesiano y 
empleando la cinemática inversa se convierte en la variación articu-
lar del robot. 
( )kpc *0 ( )ke
+ -
Cinemática 
Inversa
( )kVew
ROBOT
( )kq
Sistema
Visión
( )kpoc
Controlador
 
Figura 9.1 Control visual basado en posición 
Arquitectura de control visual indirecto con un esquema de “mirar y 
mover” dinámico. El sistema de control presenta dos bucles:  
o El interno o Control Articular, que adquiere la informa-
ción a través de los encoders, y que se realiza a una fre-
cuencia de 2.000 veces por segundo (cada 0,5 milise-
gundo). Ha sido descrito con más detalle en el capítulo 
seis. 
o El externo o Control visual, que adquiere la información 
a través del sistema de visión, y que se realiza con una 
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frecuencia de 120 veces por segundo (8,33 milisegun-
dos). Se describe en el presente capítulo. 
En las figuras del presente capítulo no se detalla el bucle de control 
interno, que se supone incluido dentro del robot. Igualmente es im-
portante destacar que al ser un robot abierto, la referencia de posi-
ción puede cambiar antes de que el robot finalice el movimiento or-
denado, lo que permita una eficaz gestión de la información visual 
según se adquiere y se procesa. 
 
En el presente capítulo se detallan inicialmente las consideraciones pre-
vias del sistema desarrollado, así como la nomenclatura empleada. Posterior-
mente se expone un algoritmo básico de control visual, que sirve de introduc-
ción del algoritmo propuesto. Por último se detallan los resultados obtenidos. 
 
 
9.2 Consideraciones Previas 
 
El control visual desarrollado está condicionado por las algunas de las 
características propias de la aplicación y del sistema RoboTenis. Entre ellas 
cabe destacar las siguientes: 
Elevados requisitos temporales. Dada la elevada velocidad de la pe-
lota, hasta 2,5 metros/segundos, es necesario que el robot sea capaz 
de moverse rápidamente, el sistema de visión debe ser capaz de ad-
quirir y procesar la información en un pequeño intervalo de tiempo, 
y el control debe permitir un eficiente seguimiento de la pelota. 
Alta incertidumbre  en los datos suministrados por el sistema de vi-
sión. El bajo período de muestreo (8,33 milisegundos) magnifica los 
errores en la estimación de la velocidad. Así por ejemplo con la pe-
lota a 600 mm de distancia el diámetro de la pelota mide unos 20 
píxeles. Si se comete un error de 0,25 píxeles en la estimación del 
diámetro, el error propagado en la estimación de la distancia será de 
8 milímetros aproximadamente. El bajo período de muestreo oca-
siona un posible error de 1 metro/segundo, muy elevado para la ne-
cesaria continuidad del movimiento del robot. Como se ha descrito 
en el capítulo ocho, el filtro de Kalman disminuye este problema. 
Continuidad de la velocidad del robot. El planificador diseñado para 
el sistema RoboTenis, descrito en el capítulo siete, necesita una 
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cierta continuidad en la velocidad para evitar aceleraciones elevadas 
que penalizaría notoriamente el movimiento. Es necesario destacar 
que el sistema RoboTenis es un sistema abierto, por lo que está pre-
visto el cambio de referencia mientras se mueve, para aumentar sus 
prestaciones. Así un error de 8 milímetros con un período de mues-
treo de 8,33 milisegundos ocasionaría una aceleración de 12g, supe-
rior a las prestaciones del sistema. 
El sistema RoboTenis posee, como cualquier sistema real, diversas 
limitaciones que deben de ser tenidas en cuenta en la estrategia de 
control para poder asegurar el éxito de la misma. Las dos principa-
les son los retrasos y las saturaciones. Existe un retraso entre los da-
tos suministrados por la cámara y los obtenidos de los sensores arti-
culares. El retraso se estima en 2 periodos de muestreo (16.66 mili-
segundos), y es debido a la integración de la información luminosa, 
su transmisión y procesamiento. Igualmente es necesario resaltar 
que la velocidad del robot estará limitada por construcción 
(2.5m/sg) , y deberá ser tenida en cuenta por la estrategia de control. 
En la configuración actual y por construcción el sistema RoboTenis 
no permite el giro del efector con respecto al sistema de coordena-
das del mundo (solidario con la base del robot), por lo que la matriz 
de rotación que las relaciona será constante (ver Figura 9. 2). 
 
Z
YX
Cámara
X
ZY
Robot-Mundo
X
ZY
Efector
0Te
c ≅ IRe
w ≅










≅
001
100
010
Re
c
 
Figura 9. 2 Sistemas de coordenadas involucradas. 
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La cámara y el efector del robot están unidos de forma solidaria, por 
lo que la relación entre ambas será constante y conocida en el pro-
ceso de calibración. La distancia entre ambas se supone que es nula  
(ver Figura 9. 2). 
De las anteriores consideraciones se deduce que la matriz de rota-
ción que relaciona el sistema de coordenadas de la cámara con el del 
mundo es constante y conocida en el proceso de calibración (ver 
Figura 9. 2). 
Igualmente se supone que el robot y la pelota solo tienen movimien-
tos de translación, no de rotación. 
 
9.2.1 Nomenclatura Empleada 
 
En el presente apartado se detalla la nomenclatura empleada en el algo-
ritmo de control visual. Las variables están definidas en el dominio temporal, 
como señales continuas, aunque al realizarse un control computador, se tratarán 
como discretas. Por comodidad el índice de la muestra se representa entre pa-
réntesis, con la siguiente relación:  
 
Tkk↔  (9. 1) 
  
Donde  T es el período de muestreo (8,33 milisegundos). 
 
Se consideran los siguientes sistemas de referencia (ver Figura 9. 2): 
Sistema de coordenadas ligado al mundo, con índice w. Está posi-
cionado en la base del robot y es el sistema de coordenadas utilizado 
por las cinemática directa e inversa. 
Sistema de coordenadas ligado a la cámara, con índice c. Está posi-
cionado en el centro óptico de la misma, con eje Z coincidente con 
el eje óptico. 
Sistemas de coordenadas ligado al efector, con índice e. Está posi-
cionado en el efector. 
 
Las variables involucradas son las siguientes: 
 ( )kp*oc : Posición deseada del objeto (pelota) en el sistema de refe-
rencia de la cámara en el instante k  
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 ( )kpoc : Posición del objeto (pelota) en el sistema de referencia de la 
cámara en el instante k  
 ( )kpow : Posición del objeto (pelota) en el sistema de referencia del 
mundo en el instante k 
 ( )kpow ˆ : Posición estimada del objeto (pelota) en el sistema de refe-
rencia del mundo en el instante k 
 ( )kpcw : Posición de la cámara en el sistema de referencia del mundo 
en el instante k 
 ( )kpew : Posición del efector del robot el sistema de referencia del 
mundo en el instante k  
 ( )kvow : Velocidad del objeto (pelota) en el sistema de referencia del 
mundo en el instante k 
 ( )kvowˆ : Velocidad estimada del objeto (pelota) en el sistema de refe-
rencia del mundo en el instante k 
 ( )kvcw : Velocidad de la cámara en el sistema de referencia del mun-
do en el instante k 
 ( )kvew : Velocidad del efector del robot en el sistema de referencia 
del mundo en el instante k 
 ( )ke : Error en la posición deseada en el instante k 
 ( )kq : Valores articulares en el instante k 
 ( )kq : Velocidades articulares en el instante k 
Las anteriores variables son vectores tridimensionales en la presente 
aplicación.  
 
Igualmente se utilizan las siguientes expresiones: 
 b
aR : Matriz de rotación entre los sistemas de referencia a, b  
 b
aT : Vector de translación entre los sistemas de referencia a, b 
 T :  Periodo de muestreo (8,33 milisegundos). 
 
La relación entre la posición de un punto en distintos sistemas de referencia 
(por ejemplo a, b) está definida por la ecuación  (9. 2) 
 
b
a
p
b
b
a
p
a TpRp +=  (9. 2) 
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9.3 Estructura Básica 
 
El objetivo del control visual propuesto es mantener el objeto móvil (la 
pelota) a una determinada distancia del efector del robot. Un primer esquema 
básica está reflejado en la Figura 9.3. Los elementos que intervienen en el es-
quema son los siguientes:  
 
Cinemática 
Inversa
T
w
cRλ−
( )kpc *0 ( )ke
+ - + +
I
Sistema
Visión
Cinemática 
Directa
Estimador
Velocidad
T
w
cR
( )kVcw ( )kVew
( )kVow ˆ
+
+
( )kpow ( )kpcw
ROBOT
( )kq
( )kpoc
( )kpew-
+
e
cT
w
c pR
Figura 9.3 Estructura básica de control visual 
 
La función objetivo ( )kp*oc , es la distancia deseada entre el objeto y la 
cámara. 
El sistema de visión calcula la posición del objeto en el sistema de refe-
rencia de la cámara en el instante k: ( )kpoc  
La posición relativa del objeto con respecto a la cámara se puede obte-
ner en función de las posiciones del objeto y la cámara con respecto al 
sistema de coordenadas del mundo. Así a partir de la expresión  (9. 3): 
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( ) ( ) ( ) ( )kTkpkRkp wcowwcoc +=  (9. 3) 
  
Donde  ( )kRwc   es constante. 
Sustituyendo el objeto por la cámara, y teniendo en cuenta que la posi-
ción de la cámara con respecto al sistema de la cámara es el vector nulo 
se obtiene la expresión: 
 
( ) ( ) ( ) ( ) ( )kpRkTkTkpRkp cwwcwcwccwwccc =−=+= 0  (9. 4) 
 
Si se remplaza la ecuación (9. 4) en la ecuación (9. 3) se obtiene: 
 
( ) ( ) ( ) ( ) ( )( )kpkpRkpRkpRkp cwowwccwwcowwcoc −=−=  (9. 5) 
 
Lo que permite obtener la posición de la pelota en el sistema de coorde-
nadas del mundo: 
 
( ) ( ) ( ) ( ) ( )kpRkpkpRkpkp ocTwccwocTwccwow +=+=  (9. 6) 
 
Las posiciones de la cámara y el efector del robot en el sistema de co-
ordenadas del mundo se relacionan a partir de la ecuación (9. 5) susti-
tuyendo el objeto (o) por el efector final (e) y teniendo en cuenta que al 
estar la cámara rígidamente unida al efector, su posición relativa será 
constante (y prácticamente nula): 
 
( ) ( )( ) ( ) ( ) ecTwcewcwcwewwcec pRkpkpkpkpRp −=−=  (9. 7) 
 
Mediante la Cinemática Directa se obtiene la posición del efector del 
robot el sistema de referencia del mundo en el instante k: ( )kpew  
El filtro de Kalman obtiene una buena estimación de la posición y la 
velocidad a partir de la posición del objeto en el sistema de referencia 
del mundo 
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( ) ( ) ( )kv,kpkp owowow ˆˆ  (9. 8) 
 
La función de error se define como:  
 
( ) ( ) ( )kpkpke oc*oc −=  (9. 9) 
 
A destacar que la referencia ( )kp*oc  permanece constante para todo k.  
Sustituyendo en la ecuación (9. 9) el valor obtenido en la ecuación (9. 
5).  
 
( ) ( ) ( ) ( )( )kpkpRpkppke cwowwcocococ −−=−= **  (9. 10) 
 
La ley de control elegida debe de asegurar que la función de error de-
crece exponencialmente, siempre que el sistema realimentado sea esta-
ble. Para ello se obliga a que el error cumpla la siguiente ecuación (con 
0>λ ) 
 
( ) ( ) 0keke =+λ  (9. 11) 
 
Normalmente 0>λ  es un escalar. Si se desea que cada componente del 
error decrezca a distinto ritmo, se puede elegir una matriz diagonal con 
todos los elementos de la diagonal mayores que cero. 
La derivada del error se obtiene a partir de la expresión (9. 10): 
 
( ) ( ) ( )( ) ( ) ( )( )kvkvRkpkpRke cwowwccwowwc −=−−=−   (9. 12) 
 
Para obtener la ley de control se sustituye en la ecuación (9. 11) los va-
lores obtenidos en las expresiones (9. 10) y (9. 12). 
 
( ) ( ) ( ) ( )( ) ( )[ ] 0* =−+−=−+ kppkvkvRkeke ococcwowwc λλ  (9. 13) 
 
Lo que permite obtener la velocidad deseada de la cámara en el sistema 
de coordenadas del mundo: 
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( ) ( ) ( )[ ]kppRkvkv ococTwcowcw −−= *λ  (9. 14) 
 
El último término de la expresión (9. 14) muestra el valor del regulador 
proporcional, mientras que el primer sumando predice el movimiento 
del objeto. 
 
La expresión (9. 14) implica el conocimiento de la velocidad de la pelo-
ta en el sistema de coordenadas del mundo, variable no medida direc-
tamente y que deberá ser estimada y filtrada por la alta influencia del 
ruido: 
 
( ) ( ) ( )[ ]kppRkvkv ococTwcowcw −−= *ˆ λ  (9. 15) 
 
La ley de control para el robot será la velocidad deseada del efector del 
robot en el sistema de coordenadas del mundo, que se obtiene derivan-
do la ecuación (9. 7): 
 
( ) ( )kvkv cwew =  (9. 16) 
 
Con lo que la expresión de la velocidad del efector será: 
 
( ) ( ) ( )[ ]kppRkvkv ococTwcowew −−= *ˆ λ  (9. 17) 
 
A través de un planificador en el espacio cartesiano y empleando la ci-
nemática inversa se obtiene la variación articular del robot. 
 
El empleo de la expresión (9. 15) puede suponer una variación en la 
condición de la expresión (9. 11), que en función de la bondad de la es-
timación de la velocidad influirá en la estabilidad del sistema realimen-
tado. 
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9.3.1 Ajuste del Parámetro  λ 
 
Un aspecto fundamental en el funcionamiento del sistema es el ajuste 
del parámetro λ. En la presente Tesis se propone como alternativa determinar 
el parámetro mediante un algoritmo predictivo basado en conseguir que la po-
sición futura de la pelota y de la cámara cumplan la función objetiva propuesta. 
Así partiendo de la ecuación (9. 5) que relaciona la posición de la pelota en el 
sistema de coordenada de la cámara con la posición de la pelota y la cámara en 
el sistema de coordenadas del mundo, se desea que sea igual a la referencia 
deseada, que es constate para cualquier k. 
 
( ) ( ) ( ) ( )( )kpkpRkpkp cwowwcococ −=≈*  (9. 18) 
 
La posición futura de la pelota en el sistema de referencia del mundo en el ins-
tante  k+n  será: 
 
( ) ( ) ( )Tnkvkpnkp owowow ˆ+=+  (9. 19) 
 
Mientras que la posición futura de la cámara en el sistema de referencia del 
mundo en el instante  k+n  será: 
 
( ) ( ) ( )Tnkvkpnkp cwcwcw +=+  (9. 20) 
 
Obligando a que se cumpla la función objetivo en el instante  k+n , y sustitu-
yendo las expresiones  (9. 19), (9. 20): 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )nTkvkpnTkvkpR
nkpnkpRnkppnkp
c
w
c
w
o
w
o
w
w
c
c
w
o
w
w
c
o
c
o
c
o
c
−−+=
=+−+=+≈=+
ˆ
**
 (9. 21) 
 
Sustituyendo en la ecuación  (9. 21) la ecuación (9. 6):  
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( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( ) nTkvRnTkvRkp
nTkvnTkvkpRR
nTkvkpnTkvkpkpRRp
c
w
w
c
o
w
w
c
o
c
c
w
o
w
o
cT
w
c
w
c
c
w
c
w
o
w
c
w
o
cT
w
c
w
c
o
c
−+=
=−+=
=−−++≈
ˆ
ˆ
ˆ*
 (9. 22) 
 
Despejando la velocidad de la cámara de la anterior expresión, se obtiene: 
 
( ) ( )[ ] ( )kvkppR
nT
kv o
w
o
c
o
cT
w
c
c
w ˆ1 * +−−=  (9. 23) 
 
Que coincide con la ecuación (9. 15), sustituyendo  
 
nT
1
=λ  (9. 24) 
 
Esta fórmula proporciona un criterio para ajustar el parámetro  λ, en función 
del número de muestras necesario para cumplir idealmente la función objetivo. 
A destacar que para su ejecución será necesario calcular la velocidad del efec-
tor del robot en el sistema de coordenadas del mundo (ecuación (9. 17))). 
 
9.3.2  Estabilidad del Sistema 
 
No forma parte de los objetivos de la presente Tesis el estudio detallado de la 
estabilidad del sistema. Las aproximaciones realizadas en el modelado del sis-
tema, así como la utilización de estimaciones en los datos suministrados por el 
sistema de visión, unido a las saturaciones y no linealidades aumenta significa-
tivamente la complejidad del análisis. Tan sólo se ha tenido en cuenta que su-
puesto el sistema estable la ley de control diseñada obligue a que el error dis-
minuya exponencialmente (ecuación (9. 11)). Este aspecto será cierto si la es-
timación de la posición y la velocidad del objeto es la correcta. 
 
9.4 Algoritmo Propuesto 
 
El algoritmo básico no recoge adecuadamente dos limitaciones reales 
del sistema RoboTenis: Inclusión de los retardos de cálculo y las saturaciones 
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de la velocidad del efector final. En la Figura 9. 4 se muestra la estructura pro-
puesta. El término  rz− representa un retraso de dos periodos para la señal con-
siderada. Las modificaciones realizadas son las siguientes: 
 
Cinemática 
Inversa
T
w
cRλ−
( )kpc *0 ( )ke
+ - + +
Sistema
Visión
Cinemática 
DirectaEstimador
Velocidad
T
w
cR
( )kVcw ( )kVew
( )rkVow −ˆ
+
+
( )rkpow − ( )rkpcw −
ROBOT
( )kq
( )rkpoc −
( )kpcwrz−
rz−
( )rkVcw −
-
+
w
cR
( )rkVoc −ˆ
Tr ⋅
+
+
( )kpoc ˆ ( )kpew-
+
e
cT
w
c pR
I
Figura 9. 4  Algoritmo Propuesto 
 
Se estima que los datos del sistema de visión (posición del objeto res-
pecto al sistema de coordenadas de la cámara) sufren un retraso de r 
(=2) periodos de muestreo con respecto a los suministrados por el ro-
bot. Para mantener la coherencia en la utilización de los datos y no in-
troducir errores adicionales en el seguimiento, es necesario: 
o Retrasar r periodos la posición de la cámara en el sistema de co-
ordenadas del mundo suministrada por el robot. 
 
( ) ( )rkpkp cwcw −  (9. 25) 
 
o Calcular la posición del objeto respecto al sistema de coordena-
das del mundo, retrasada r periodos. 
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( ) ( ) ( )rkpRrkprkp ocTwccwow −+−=−  (9. 26) 
 
o Estimar mediante el filtro de Kalman, la velocidad del objeto 
respecto al sistema de coordenadas del mundo, retrasada r pe-
riodos. 
 
( ) ( )rkvrkp owow −− ˆ  (9. 27) 
 
o Retrasar r periodos la velocidad de la cámara en el sistema de 
coordenadas del mundo. 
 
( ) ( )rkvkv cwcw −  (9. 28) 
 
o Calcular la velocidad del objeto respecto al sistema de coorde-
nadas de la cámara, retrasada r periodos. 
 
( ) ( ) ( )[ ]rkvrkvRrkv cwowwcoc −−−=− ˆˆ  (9. 29) 
 
o Predecir la posición del objeto respecto al sistema de coordena-
das de la cámara, sin retraso. 
 
( ) ( ) ( ) rTrkvrkpkp ocococ −+−= ˆˆ  (9. 30) 
 
o Predecir la velocidad del objeto respecto al sistema de coorde-
nadas del mundo, suponiendo que es la misma que la estimada r 
muestras anteriores. 
 
( ) ( )rkvkv owow −= ˆˆ  (9. 31) 
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La ley de control genera una velocidad del efector en el sistema de co-
ordenadas del mundo que puede no estar dentro de los límites admisi-
bles. La opción básica no consideraba esta limitación, por lo que se sa-
turarán todas las componentes de la velocidad a la vez, ocasionando  
velocidades muy dispares para cada periodo. Este aspecto dificulta la 
acción del planificador, con efectos muy negativos sobre el seguimiento 
del objeto, como ha quedado demostrado en las pruebas efectuadas. La 
opción propuesta se basa en disminuir la λ hasta que la velocidad del 
efector este en los límites permitidos. Para lograrlo y actuar de forma 
distinta para cada eje, es necesario introducir una matriz  λ diagonal 
 
1
2
2
1
3
2
1
00
00
00
00
00
00 −










=










=
Tn
Tn
Tn
λ
λ
λ
λ  (9. 32) 
 
Calculándose los iλ  a partir de predecir la posición en la que el robot 
puede alcanzar a la pelota, incluyendo el retraso r en la adquisición. Así 
la posición futura de la pelota en el sistema de referencia del mundo en 
el instante  k+n  será: 
 
( ) ( ) ( ) ( )rnTrkvrkpnkp owowow +−+−=+ ˆ  (9. 33) 
 
La posición futura de la cámara en el sistema de referencia del mundo 
en el instante  k+n  será: 
 
( ) ( ) ( )Tnkvkpnkp cwcwcw +=+  (9. 34) 
 
Se logrará la función objetivo cuando se cumpla: 
 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( )( )nTkvkprnTrkvrkpR
nkpnkpRnkppnkp
c
w
c
w
o
w
o
w
w
c
c
w
o
w
w
c
o
c
o
c
o
c
−−+−+−=
=+−+=+≈=+
ˆ
**
 (9. 35) 
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Sustituyendo la ecuación (9. 6) particularizada para el instante k-r : 
 
( ) ( ) ( ) ( ) ( ) ( )( )nTkvkprnTrkvrkpRrkpRp cwcwowocTwccwwcoc −−+−+−+−= ˆ*  (9. 36) 
 
Agrupando los términos: 
 
( )[ ] ( ) ( ) ( ) ( ) ( )( ) nTkvrkvrTrkvkprkprkppR cwowowcwcwococTwc −−+−+−−=−− ˆˆ*  (9. 37) 
 
Para poder calcular la velocidad real a la que se puede mover el robot, 
se despeja de esta expresión la muestra futura para cada eje (subíndice 
i), supuesto que el robot se mueve al producto de la máxima velocidad 
(MáximaVelocidadRobot) por un factor que penaliza el cambio brusco 
de velocidad (ConstanteInercia): 
 
( )[ ] ( ) ( ) ( ){ }
( ){ } TaanteInercistConcidadRobotMáximaVelorkv
rTrkvkprkprkppR
n
io
w
o
w
c
w
c
w
o
c
o
cT
w
c
i
i
  eje
*
ˆ
ˆ
 eje
⋅−
−−+−−−−
=

 (9. 38) 
 
El signo de la Máxima Velocidad del Robot se elige tal que origine una 
muestra futura positiva. De los tres valores obtenidos se calcula el 
máximo axmn , que corresponderá al eje con un movimiento más exigen-
te. La velocidad final deseada para cada eje será: 
 
( ){ }
axm
i
iejec
w
n
ncidadRobotMáximaVelokv ±=  (9. 39 
 
Con el fin de lograr la menor variación posible en la velocidad entre 
dos periodos de muestreo se ha optado por filtrar también la posición 
del objeto en el sistema de coordenadas de la cámara, como se aprecia 
en la Figura 9. 5. Se pretende elegir como valor filtrado el que estando 
dentro de unos márgenes, permite que la velocidad varíe lo mínimo po-
sible entre los periodos de muestreo. A tal fin se compara el valor su-
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ministrado por el sistema de visión ( )kpoc  con el valor estimado ( )kpocˆ  
por el filtro de Kalman. Se analiza dos casos: 
o Si la diferencia entre ambos valores es inferior para todos los 
ejes a una cantidad establecida experimentalmente,  
[ ]T030306nteErrorConsta ,,,⋅ expresada en milímetros, se consi-
dera que la diferencia de valores es debida al ruido y se utiliza el 
valor estimado. 
o Si la diferencia entre ambos valores es mayor para algún eje, se 
considera que la diferencia se debe a una nueva tendencia en el 
movimiento del objeto, no recogida correctamente por el filtro, 
por lo que se utiliza el valor suministrado por el sistema de vi-
sión. 
El parámetro Constante Error permite depurar el comportamiento del 
sistema. Cabe destacar igualmente el distinto margen de error admitido 
para eje, algo lógico por la incertidumbre de cada dato. 
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+ - + +
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+
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w
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Filtrado
Posición( )rkpoc −ˆ
 
Figura 9. 5  Algoritmo propuesto con filtrado de la posición del objeto 
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9.5 Pruebas Efectuadas 
 
Las pruebas realizadas han mostrado la eficacia del algoritmo de control 
visual desarrollado en el sistema RoboTenis. El objetivo de dichas pruebas ha 
sido mantener el efector del robot (o la cámara) a una distancia constante, en 
concreto  ([600, 0, 0]T mm, de una pelota de ping-pong en movimiento. La 
pelota está sujeta mediante un hilo de la estructura superior y se mueve me-
diante un arrastre manual (ver Figura 8.1). Las pruebas se han realizado con 
velocidades de hasta 1000 mm/s. En la Figura 9. 6 se representa la evolución 
tridimensional (sistema de coordenadas del mundo) de la pelota en una de las 
pruebas efectuadas, mientras que en la Figura 9. 7, en la Figura 9. 8, y en la 
Figura 9. 9  se proyecta la evolución de la pelota sobre los planos XY, XZ e 
YZ respectivamente. La información se corresponde con los datos suministra-
dos por el sistema de visión. Las características del movimiento ocasionan unas 
apreciables variaciones de la velocidad de la pelota, difíciles de predecir, lo que 
aumenta la dificultad del seguimiento.  
 
 
Figura 9. 6   Evolución tridimensional de la pelota 
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Figura 9. 7  Proyección de la evolución de la pelota en el plano XY 
 
 
Figura 9. 8   Proyección de la evolución de la pelota en el plano XZ 
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Figura 9. 9  Proyección de la evolución de la pelota en el plano YZ 
 
 En la Figura 9. 10 se representa la proyección en el plano XZ de la 
evolución del efector final (a la izquierda) y de la pelota (a la derecha). 
 
 
Figura 9. 10  Proyección en el plano XZ de las evoluciones del efector del robot y de la pelota 
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Las pruebas se han caracterizado estudiando tanto el error entre la posi-
ción de la pelota respecto al efector (suministrada por el sistema de visión) y la 
distancia objetivo deseada, así como estudiando la velocidad de la pelota esti-
mada por el filtro de Kalman. En concreto se han analizado: 
Evolución temporal del error: Módulo y valor por eje. 
Valor máximo del módulo del error. 
Evolución temporal de la velocidad estimada de la pelota:  Módulo 
y valor por eje. 
Valor máximo del módulo de la velocidad. 
Relación de Seguimiento, definido como la media del módulo del 
error dividido por la media del módulo de la velocidad estimada de 
la pelota. Este índice permite aislar el resultado de la prueba de las 
características particulares del movimiento de la pelota en la prueba. 
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Media del Error por Franjas según la velocidad. Se acumula el error 
en función del módulo de la velocidad de la pelota. Se han definido 
5 franjas:  
o Velocidad menor de 200 mm/s. 
o Velocidad mayor de 200 mm/s y menor de 400 mm/s. 
o Velocidad mayor de 400 mm/s y menor de 600 mm/s. 
o Velocidad mayor de 600 mm/s y menor de 800 mm/s. 
o Velocidad mayor de 800 mm/s. 
 
La componente aleatoria de las pruebas efectuadas, debido al arrastre manual, 
ha dificultado los estudios comparativos realizados. No ha sido posible repetir 
exactamente los experimentos, por lo que las conclusiones deben de ser extraí-
das a partir del estudio estadístico de las características obtenidas. 
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9.5.1Control Predicitivo frente a Control 
Proporcional 
 
 La primera prueba presentada compara el comportamiento del algorit-
mo predictivo propuesto con el comportamiento obtenido utilizando un regula-
dor proporcional tal que la señal generada por el regulador sea: 
 
( ) ( ) ( )( )
T
1conkpkpRkv o
c*
o
cT
w
c
c
w
=−−= λλ ˆ  (9. 41) 
 
 En la Tabla 9. 1 se representan la media de los resultados obtenidos con 
ambos algoritmos cuando se realizan 10 pruebas. Claramente se aprecia un 
mejor comportamiento con el algoritmo predictivo frente al proporcional, tanto 
en la Relación de Seguimiento como en el Error por Franjas. En ambos casos 
se realiza el filtrado de la posición de la pelota, empleando una Constante de 
Error de 2,0. En el seguimiento predicitivo se ha empleado una Constante de 
Inercia 0,5. 
 
Tabla 9. 1 
Resultados Proporcional frente a Predicitivo 
 
Algoritmo 
Relación  
Seguimiento
Error 
V<200 
Error 
200<V 
V<400 
Error 
400<V 
V<600 
Error 
600<V 
V<800 
Error 
V>800 
Proporcional 40,45 6,36 13,72 20,11 26,22 - 
Predictivo 20,86 4,21 8,19 9,50 11,38 - 
 
Para el algoritmo proporcional se detallan la siguientes figuras, donde la infor-
mación de cada eje se representa en color, y el módulo en negro: 
En la Figura 9. 11 se representa la posición del efector final, expresa-
da en milímetros, para cada muestra. 
En la Figura 9. 12 se representa el error en la posición relativa de la 
pelota respecto al efector, expresada en milímetros, para cada mues-
tra.  
En la Figura 9. 13 se representa la velocidad estimada de la pelota, 
expresada en milímetros por segundo, para cada muestra.  
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En la Figura 9. 14 se representa la velocidad del efector final, expre-
sada en milímetros por segundo, para cada muestra. 
 
El máximo error detectado es de 34,50 mm, y la máxima velocidad de la pelota 
es 779,97 mm/s. 
 
 
Figura 9. 11  Posición del Efector Final con Algoritmo Proporcional 
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Figura 9. 12  Error Posición Relativa de la Pelota con Algoritmo Proporcional 
 
 
Figura 9. 13 Velocidad estimada de la Pelota con Algoritmo Proporcional 
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Figura 9. 14  Velocidad del Efector final con Algoritmo Proporcional 
 
Para el algoritmo predictivo se detallan la siguientes figuras, donde la informa-
ción de cada eje se representa en color, y el módulo en negro: 
En la Figura 9. 15 se representa la posición del efector final, expresa-
da en milímetros, para cada muestra. 
En la Figura 9. 16 se representa el error en la posición relativa de la 
pelota respecto al efector, expresada en milímetros, para cada mues-
tra.  
En la Figura 9. 17 se representa la velocidad estimada de la pelota, 
expresada en milímetros por segundo, para cada muestra.  
En la Figura 9. 18 se representa la velocidad del efector final, expre-
sada en milímetros por segundo, para cada muestra. 
En la Figura 9. 19 se representa la velocidad obtenida a la salida del 
regulador, expresada en milímetros por segundo, para cada muestra. 
Como se aprecia es muy superior a la velocidad del efector final. 
Esta diferencia se debe a la imposibilidad real del robot por cumplir 
los requisitos de control al exigirle una aceleración muy elevada. 
El máximo error detectado es de 18,10 mm, y la máxima velocidad de la pelota 
es de 748,16 mm/s. 
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Figura 9. 15 Posición del Efector Final con Algoritmo Predictivo 
 
 
Figura 9. 16  Error Posición Relativa de la Pelota con Algoritmo Predictivo 
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Figura 9. 17  Velocidad estimada de la Pelota con Algoritmo Predictivo 
 
 
Figura 9. 18  Velocidad del Efector final con Algoritmo Predictivo 
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Figura 9. 19  Velocidad salida del Regulador con Algoritmo Predictivo 
 
 
9.5.2 Influencia de la Constante Inercia 
 
 La segunda prueba presentada compara la influencia de la Constante de 
Inercia en el algoritmo predictivo. Esta constante limita la máxima velocidad 
del robot. Un valor bajo de la constante aumenta el número de muestras, dis-
minuyendo la velocidad requerida y sus variaciones. Las pruebas realizadas 
muestran un mejor comportamiento del sistema cuando disminuye de 1,0 a 0,5; 
a partir de ese valor el sistema se vuelve más lento.   
 
 En la Tabla 9. 2 se representan la media de los resultados obtenidos con 
los valores de 1,0 y 0,5 cuando se realizan 10 pruebas. Claramente se aprecia 
un mejor comportamiento con un valor de 0,5 tanto en la Relación de Segui-
miento como en el Error por Franjas. En ambos casos se realiza el filtrado de la 
posición de la pelota, empleando una Constante de Error de 1,0. 
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Tabla 9. 2 
Resultados al variar la Constante de Inercia 
Constante 
Inercia 
Relación  
Seguimiento 
Error 
V<200 
Error 
200<V 
V<400 
Error 
400<V 
V<600 
Error 
600<V 
V<800 
Error 
V>800 
1,0 26,52 6,06 9,67 13,25 17,14 20,96 
0,5 13,33 3,34 6,45 6,43 7,27 13,32 
 
Para una Constante de Inercia igual a 1,0 se detallan la siguientes figuras, don-
de la información de cada eje se representa en color, y el módulo en negro: 
En la Figura 9. 20 se representa la posición del efector final, expresa-
da en milímetros, para cada muestra. 
En la Figura 9. 21 se representa el error en la posición relativa de la 
pelota respecto al efector, expresada en milímetros, para cada mues-
tra.  
En la Figura 9. 22 se representa la velocidad estimada de la pelota, 
expresada en milímetros por segundo, para cada muestra.  
En la Figura 9. 23 se representa la velocidad del efector final, expre-
sada en milímetros por segundo, para cada muestra. 
 
El máximo error detectado es de 43,67 mm, y la máxima velocidad de la pelota 
es de 874,77 mm/s. 
 
Tesis Doctoral – Luis Angel Silva –Universidad Politécnica de Madrid                                      . 
 
.                                                                                                                                                       . 
- 274 - 
 
Figura 9. 20  Posición del Efector Final con Constante Inercia 1,0 
 
 
Figura 9. 21  Error Posición Relativa de la Pelota con Constante Inercia 1,0 
 
                                                                     Capitulo 9: Control Visual del  Sistema RoboTenis 
 
.                                                                                                                                                       . 
- 275 - 
 
Figura 9. 22  Velocidad estimada de la Pelota con Constante Inercia 1,0 
 
 
Figura 9. 23  Velocidad del Efector final con Constante Inercia 1,0 
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Para una Constante de Inercia igual a 0,5 se detallan la siguientes figuras, don-
de la información de cada eje se representa en color, y el módulo en negro: 
En la Figura 9. 24 se representa la posición del efector final, expresa-
da en milímetros, para cada muestra. 
En la Figura 9. 25 se representa el error en la posición relativa de la 
pelota respecto al efector, expresada en milímetros, para cada mues-
tra.  
En la Figura 9. 26 se representa la velocidad estimada de la pelota, 
expresada en milímetros por segundo, para cada muestra.  
En la Figura 9. 27 se representa la velocidad del efector final, expre-
sada en milímetros por segundo, para cada muestra. 
 
El máximo error detectado es de 16,48 mm, y la máxima velocidad de la pelota 
es de 874,77 mm/s. 
 
 
Figura 9. 24  Posición del Efector Final con Constante Inercia 0,5 
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Figura 9. 25  Error Posición Relativa de la Pelota con Constante Inercia 0,5 
 
 
Figura 9. 26  Velocidad estimada de la Pelota con Constante Inercia 0,5 
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Figura 9. 27  Velocidad del Efector final con Constante Inercia 0,5 
 
9.5.3 Influencia de la Constante Error 
 
 La tercera prueba presentada compara la influencia de la Constante de 
Error en el algoritmo predictivo. Esta constante determina si el sistema va a 
mantener el valor suministrado por el sistema de visión, o por el contrario va a 
priorizar el valor calculado por el filtro de Kalman. Valores muy altos de la 
constante ocasionará una variación más lenta de la velocidad deseada para el 
robot, algo que influye positivamente en el movimiento del robot, pero un au-
mento apreciable del error de seguimiento. Valores muy bajos de la constante 
ocasionará una variación más rápida de la velocidad deseada para el robot, algo 
negativo para el movimiento del robot, pero obligará al sistema a un error de 
seguimiento menor. En las pruebas realizadas se ha detectado la imposibilidad 
de trabajar con valores menores de 0,5 debido a la aparición de oscilaciones. 
Valores superiores a 1,0 ocasionan un peor comportamiento en las característi-
cas generadas para la evaluación. Se considera como valor más adecuado el de 
1,0.  
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En la Tabla 9. 3 se representan la media de los resultados obtenidos con 
valores de 1,0 y 2,0; se corresponden con los valores expresados en la Tabla 9. 
1 y en la Tabla 9. 2. La Constante de Inercia se ha fijado con valor 0,5. 
 
Tabla 9. 3 
Resultados al variar la Constante de Error 
Constante 
Error 
Relación  
Seguimiento 
Error 
V<200 
Error 
200<V 
V<400 
Error 
400<V 
V<600 
Error 
600<V 
V<800 
Error 
V>800 
2,0 20,86 4,21 8,19 9,50 11,38 - 
1,0 13,33 3,34 6,45 6,43 7,27 13,32 
 
 
9.6 Conclusiones 
 
En el presente capítulo se ha descrito un algoritmo novedoso de segui-
miento mediante control visual, de un objeto que se mueve a alta velocidad. Se 
trata de la primera experiencia conocida de seguimiento visual con un robot 
paralelo, y los resultados obtenidos muestran las altas prestaciones tanto del 
sistema RoboTenis como del algoritmo de control visual. 
 
El sistema se basa en la predicción de la futura posición de la pelota, a 
fin de dotar al robot del movimiento adecuado para que cumpla la función ob-
jetivo en el menor número de muestras posibles. Se han tenido en cuenta diver-
sas características funcionales, como son los retrasos existentes en el sistema, 
la saturaciones en la velocidad, así como las limitaciones en la aceleración del 
sistema. Los resultados avalan al algoritmo propuesto, y la metodología em-
pleada ha permitido el ajuste de los parámetros involucrados en el control. 
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CAPÍTULO 10 
 
Conclusiones y Trabajos 
Futuros 
_______________________________ 
 
Esta tesis ha presentado el diseño y construcción de una novedosa plata-
forma robótica abierta, formada por un robot paralelo, un sistema de visión y 
un hardware de control. Este sistema fue construido con el propósito de des-
arrollar una herramienta de investigación en el campo del control visual de 
robots paralelos, en la ejecución de tareas con altos requisitos temporales. 
 
Para demostrar la versatilidad del prototipo construido, se ha implemen-
tado una arquitectura de control visual que permite el seguimiento de objetos a 
alta velocidad. Los resultados son satisfactorios, y demuestran la capacidad del 
sistema en aplicaciones con alto grado de incertidumbre del entorno. 
 
Se estudia el problema cinemático del robot diseñado. Se presentan los 
modelos cinematicos directo e inverso y se obtiene la matriz jacobiana del ro-
bot. Se desarrollan un conjunto de herramientas computacionales (MATLAB y 
Lenguaje C) que permiten solucionar el problema cinemático inverso y directo 
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del robot paralelo. Se realiza el análisis de posición, velocidad y aceleración de 
robots paralelos de tres grados de libertad verificando los resultados con otro 
software comercial (ADAMS). 
 
El diseño se ha optimizado desde el punto de vista cinemático y diná-
mico. La optimización cinemática define las dimensiones de la estructura me-
cánica del manipulador y emplea un índice de optimización global basado en el 
numero de condición de la matriz jacobiana. Usando un modelo de simulación 
en ADAMS, se obtiene la velocidad máxima del efector final y el máximo par 
de los motores para un conjunto de trayectorias típicas de la pelota en tenis de 
mesa.  
 
Se derivan las ecuaciones de movimiento para el sistema robótico. El 
modelo dinámico emplea la formulación de Lagrange escrita en términos de un 
conjunto de coordenadas generalizadas. Para un conjunto de trayectorias del 
efector final, se valida el modelo dinámico obtenido para el Sistema RoboTenis 
empleando el modelo de simulación en ADAMS. Los resultados de estas simu-
laciones permiten analizar la influencia de las inercias de los antebrazos en la 
validez del modelo dinámico para el robot paralelo.  
 
Se implementa el control articular del Sistema RoboTenis. Se describe 
la arquitectura de control del sistema y los procedimientos de implantación de 
control de posición y de movimiento del robot paralelo. Diferentes trayectorias 
han sido programadas y ejecutadas sobre el prototipo. Los resultados experi-
mentales muestran que el Sistema RoboTenis es capaz de alcanzar velocidades 
superiores a 2.5 m/s. 
 
Se presenta un método on-line para la generación de trayectorias sua-
ves, aplicado al prototipo. El algoritmo es sencillo computacionalmente e in-
cluye: i) capacidad para producir movimientos rectilíneos con un jerk limitado 
entre puntos intermedios con distintas velocidades, ii) movimiento articular 
coordinado, y iii) planificación en tiempo real de trayectorias para n puntos 
intermedios del camino, teniendo en cuenta las posiciones y velocidades de-
seadas en estos puntos. 
 
El sistema de visión esta ubicado en el extremo del robot y formado por 
una sola cámara. La adquisición se efectúa cada 8.33 ms y emplea el sistema de 
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doble buffering. Las características usadas son el centro de gravedad y el diá-
metro de la pelota. Dado el reducido tiempo de adquisición, se emplea el filtro 
de Kalman para filtrar las señales de posición y velocidad y conseguir una es-
timación mucho más fiable. Estos parámetros permiten predecir la posición y 
velocidad de la pelota, de forma que el robot pueda anticipar su movimiento.  
 
Finalmente, se presenta el control visual del Sistema RoboTenis. La ar-
quitectura de control visual propuesta, permite el seguimiento tridimensional 
de una pelota en movimiento a alta velocidad. Los resultados experimentales 
obtenidos muestran la versatilidad del sistema en la implementación de estrate-
gias de control visual con altos requisitos temporales. 
 
 
El Sistema RoboTenis es un proyecto en constante desarrollo. Dentro 
de los trabajos futuros y que están fuera de los objetivos planteados inicialmen-
te para el desarrollo de esta tesis, se proponen: 
 
• Calibrar de una manera exhaustiva el Sistema RoboTenis, 
• Desarrollar nuevos algoritmos de control visual que permitan la realiza-
ción de nuevas tareas: golpear la pelota, seguimiento y golpeo de la pe-
lota, etc…… 
• Desarrollar nuevas estrategias de control, que permitan al robot ser 
aplicado en tareas de tele operación, 
• Desarrollar nuevos algoritmos de control que permitan emplear fusión 
sensorial, para el uso de mas cámaras, 
• Desarrollar algoritmos de procesamiento de imágenes más robustos. 
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