The simplicial complex defined by any initial ideal of a prime ideal is pure and strongly connected. This proves a conjecture of Kredel and Weispfenning [12, p.234].
algorithm [3] . For the case of a prime ideal P they conjectured that ∆ ≺ (P ) is pure [12, p.234] . In this paper we prove the conjecture of Kredel and Weispfenning.
Theorem 1 Let P be a prime ideal in K[x 1 , . . . , x n ] and ≺ any term order. Then the initial complex ∆ ≺ (P ) is pure of dimension dim(P ) − 1 and strongly connected.
This shows that the greedy algorithm for choosing a maximal face [12, Corollary 2.2] determines the correct dimension, using any ≺. We note that a pure zero-dimensional complex consisting of n ≥ 2 points is strongly connected but not connected. For instance, the prime ideal P = x 1 x 2 − 1 in K[x 1 , x 2 ] has the initial complex ∆ ≺ (P ) = {{x 1 }, {x 2 }, ∅}.
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Proof of Theorem 1
We first summarize some basic facts about independence complexes. The proof of Lemma 1 is immediate from the definitions. (d) Let P 1 , P 2 , . . . , P r be the associated prime ideals of I. Then ∆(I) = ∆(P 1 ) ∪ ∆(P 2 ) ∪ . . . ∪ ∆(P r ).
We recall the representation of a term order ≺ by a non-negative weight vector ω = (ω 1 , . . . , ω n ) ∈ N n . Let f = f (x 1 , . . . , x n ) be any polynomial in K[x 1 , . . . , x n ]. We consider f (t ω 1 x 1 , . . . , t ωn x n ) as a univariate polynomial in t. Its leading coefficient init ω (f ) is a polynomial in K[x 1 , . . . , x n ]. We call it the initial form of f with respect to ω.
Fix an ideal I ⊂ K[x 1 , . . . , x n ]. For any ω ∈ N n we define the initial ideal init ω (I) to be the ideal generated by {init ω (f ) : f ∈ I}. For sufficiently generic ω the initial ideal init ω (I) is a monomial ideal. In this case there exists a term order ≺ such that init ≺ (I) = init ω (I), and we say that the vector ω represents the term order ≺ for I. The following lemma is a standard result in Gröbner bases theory (see [13, Proposition 2.3 
]).
Lemma 2 Let G be the reduced Gröbner basis for I with respect to ≺. A vector ω ∈ N n represents ≺ for I if and only if init ω (g) = init ≺ (g) for all g ∈ G.
This implies that for a fixed ideal I every term order ≺ can be represented by some ω ∈ N n . We will use this result to prove the following lemma.
Proof: Let (s 1 , . . . , s n ) denote the generic point of P and let t be a new variable which is algebraically independent from {s 1 , . . . , s n }. Suppose that ω = (ω 1 , . . . , ω n ) ∈ N n represents ≺ for P . Let P be the prime ideal in K[x 1 , . . . , x n , x n+1 ] which has the generic point (s 1 t ω 1 , . . . , s n t ωn , t).
Since ω represents ≺ for P , it suffices to prove that
To prove the inclusion "⊆" in (2), we consider any g ∈ P and we define
where m is the smallest non-negative integer such that g ∈ K[x 1 , . . . , x n , x n+1 ]. It follows from the definition of init ω (g) that g can be written in the form g = init ω (g) + r, where
we conclude that g = init ω (g) + r is in P . Therefore init ω (g) ∈ P + x n+1 .
To prove the reverse inclusion in (2), we consider any f ∈ P . Writing f = f m x m n+1 + . . . + f 1 x n+1 + f 0 as a polynomial in x n+1 with coefficients f i in K[x 1 , . . . , x n ], we need to show that f 0 lies in the initial ideal init ω (P ). We can assume that f 0 is unequal to 0.
We define f := f (x 1 x ω 1 n+1 , . . . , x n x ωn n+1 , x n+1 ), and we note that
Since t is algebraically independent of {s 1 , . . . , s n }, the polynomial f can be written in the form f = p r x r n+1 + . . . + p 1 x n+1 + p 0 , where p 0 , . . . , p r are elements of P . We have
).
This identity implies that there exist i 1 , . . . , i k ∈ {0, . . . , r} such that
Proof of Theorem 1: LetK denote the algebraic closure of K, d the dimension of P and Y the irreducible affine variety inK n+1 defined by the (d + 1)-dimensional prime ideal P as above. Let Z = Y ∩ {x n+1 = 0} denote the variety of P + x n+1 inK n+1 . Since the linear form x n+1 does not vanish identically on Y we obtain from Corollary I.6.1 (p. 59) in [14] that each irreducible component of Z has dimension d. By Lemma 3,
. . , a n , 0) ∈K n+1 : (a 1 , . . . , a n ) is in the variety of init ≺ (P )}.
Therefore each of the associated prime ideals P 1 , . . . , P r of init
We next show that ∆ ≺ (P ) is strongly connected. First suppose that ω = (1, 1, . . . , 1). In this case the prime ideal P in Lemma 3 is homogeneous, as can be seen from its generic point (s 1 t, . . . , s n t, t). Let P n denote the projective n-space overK. Let Y be the ddimensional irreducible projective variety defined by P and Z the (d − 1)-dimensional projective variety defined by the monomial ideal init ≺ (P ) + x n+1 .
Theorem 1 clearly holds if P has affine dimension
is a zero-dimensional simplicial complex and therefore strongly connected.
We now suppose d ≥ 2. Each of the associated prime ideals P 1 , . . . , P r of init ≺ (P ) is generated by a subset
and two lines L ∩ L i and L ∩ L j meet if and only if |X i \ X j | = 1 . Therefore our claim that ∆ ≺ (P ) is strongly connected is equivalent to the assertion that L ∩ Z is a connected curve. By Lemma 3, it equals the intersection of Y with a codimension d − 1 linear subspace:
The (projective) dimensions of these projective varieties satisfy the inequality
Therefore we can apply the general connectedness theorem of Fulton and Hansen stated in [7, Corollary 1] (see also Theorem 4.1 in [8] ). We conclude that (3) is a connected curve. This completes the proof of Theorem 1 for the special case ω = (1, 1, . . . , 1). The same argument proves a slightly stronger result. LetP be any prime ideal in K[x 1 , . . . , x n ] of dimension d ≥ 2, and letZ be the variety in P n−1 defined by the homogeneous ideal init 1 (P ), where 1 denotes (1, 1, . . . , 1). (This need not be a monomial ideal.) Then the intersectionZ ∩ L with the generic (d − 2)-flat L is a connected curve in P n−1 .
We now complete the proof of Theorem 1 for the general case. Let (s 1 , . . . , s n ) be the generic point of P , and let ω = (ω 1 , . . . , ω n ) be any positive integral weight vector representing ≺ for P . LetP denote the prime ideal in K[x 1 , . . . , x n ] having the generic point (s
It is clear that M ⊆ init 1 (P ). Let Z be the projective variety defined by M , and letZ be the projective variety defined by init 1 (P ). We need to show that Z ∩ L is a connected curve. By our previous result, we know thatZ ∩ L is a connected curve. Hence it suffices to prove Z =Z, or, equivalently, that the ideals M and init 1 (P ) have the same radical. By the inclusion M ⊆ init 1 (P ), we know that Rad(M ) ⊆ Rad(init 1 (P )).
To prove the reverse inclusion, we suppose there exists f ∈ init 1 (P ) which does not lie in the monomial ideal Rad(M ). Then there is a monomial m occurring in f which is not in Rad(M ). We can choose m to be the initial of f with respect to some term order ≺.
We next choose g ∈P such that f is the initial form of g. Let η i ∈K be a primitive ω i -th root of unity, for i = 1, . . . , n. We consider the following polynomial
Since
2 , . . . , x ωn n ]. Also, G ∈P . Therefore the initial form of G,
lies in the monomial ideal M , and hence so does each of its monomials. All factors in the product defining F have the same initial monomial m with respect to ≺. Therefore a power of m appears in the expansion of F and thus lies in M . This is a contradiction, and the proof of Theorem 1 is complete.
Initial complexes for arbitrary weight vectors
The concept of initial complexes of an ideal I naturally extends from term orders ≺ to arbitrary weight vectors ω ∈ N n . We simply define ∆ ω (I) := ∆(init ω (I)). Our main theorem generalizes to this setting.
Theorem 2 Let P be a prime ideal in K[x 1 , . . . , x n ] and ω ∈ N n . Then the initial complex ∆ ω (P ) is pure of dimension dim(P ) − 1 and strongly connected.
Theorem 2 has already been established for vectors ω which represent term orders. It also holds for ω = 0, the zero vector, because ∆ ω (P ) = ∆(P ) is a matroid complex [2] . Before giving the proof of Theorem 2, we generalize Lemma 1 to initial complexes.
Lemma 4 Let I and J be ideals in K[x 1 , . . . , x n ] and ω ∈ N n any weight vector.
. . , P r be the associated prime ideals of I. Then
Proof: We prove Lemma 4 by applying Lemma 1 to initial ideals. Statement (a) follows from init ω (I) ⊆ init ω (J), and (b) follows from Rad(init ω (I)) = Rad(init ω (Rad(I))). The left equation in (c) follows from part (b) and Rad(I · J) = Rad(I ∩ J). The inclusion ∆ ω (I · J) ⊆ ∆ ω (I) ∪ ∆ ω (J) follows from init ω (I) · init ω (J) ⊆ init ω (I · J), while the reverse inclusion follows from (a). Part (d) is a direct consequence of (a),(b),(c).
Our next lemma states that every independence complex is the union of its initial complexes.
Lemma 5 Let
Proof: Each initial complex ∆ ω (I) is contained in the independence complex ∆(I), and therefore ∆(I) ⊇ ω ∆ ω (I). The inclusion ω ∆ ω (I) ⊇ ≺ ∆ ≺ (I) follows from the fact that every term order ≺ is represented by some weight vector ω. We complete the proof by showing the following assertion: For every face X of ∆(I) there exists a term order ≺ such that X lies in ∆ ≺ (I). We choose an ordering of the variables x 1 , . . . , x n such that each variable in X is smaller than each variable not in X. Let ≺ be the purely lexicographic term order on K[x 1 , . . . , x n ] induced from this variable ordering. Our hypothesis X ∈ ∆(I) states that I ∩ K[X] = {0}. Because of the definition of ≺ this implies init ≺ (I) ∩ K[X] = {0} and hence X ∈ ∆ ≺ (I).
The preceding proof shows that equation (4) remains valid if the right hand union is restricted to the n ! purely lexicographic term orders.
We next derive a local refinement of Lemma 5. Let I be any ideal in K[x 1 , . . . , x n ] and ω ∈ N n any weight vector. There exists an open neighborhood U ω of ω in Q n such that for all ω ∈ N n and all m ∈ N : (1/m) · ω ∈ U ω implies init ω (init ω (I)) = init ω (I). (5) We say that a term order ≺ refines ω ∈ N n for an ideal I if the following condition holds: For every open neighborhood U of ω in Q n there exist an ω ∈ N n which represents ≺ for I and an m ∈ N such that (1/m) · ω ∈ U . If ≺ refines ω for I then init ≺ (I) = init ≺ (init ω (I)).
(6)
Lemma 6 Let I ⊂ K[x 1 , . . . , x n ] be any ideal and ω ∈ N n . Then ∆ ω (I) is the union of the initial complexes ∆ ≺ (I), where ≺ runs over all term orders which refine ω.
Proof: Applying Lemma 5 to init ω (I), we find that ∆ ω (I) = ∪ ≺ ∆ ≺ (init ω (I)), where ≺ runs over all term orders. Hence it suffices to prove the following claim: For any term order ≺, there exists a term order ≺ refining ω such that init ≺ (init ω (I)) = init ≺ (I). To see this, let v ∈ N n represent ≺ for both I and init ω (I). Because of (5) we can choose m 0 such that init ω (I) = init ω (init ω (I)) for ω := m · ω + v. Obviously,
Since init ω (I) is a monomial ideal, ω represents a term order ≺ for I. Together with (7) we obtain init ≺ (init ω (I)) = init ≺ (I). Our choices imply that ≺ refines ω for I.
Proof of Theorem 2:
The initial complex ∆ ω (P ) is pure of dimension dim(P ) − 1 because it is a union of pure complexes, by Theorem 1 and Lemma 6. To show that ∆ ω (P ) is strongly connected, we consider any two maximal faces X and Y of ∆ ω (P ). Let P 1 , P 2 , . . . , P r be the associated prime ideals of init ω (P ). By Lemma 1(d), there exist indices i and j such that X ∈ ∆(P i ) and Y ∈ ∆(P j ). Both ∆(P i ) and ∆(P j ) are matroid complexes and hence strongly connected.
Let ≺ be any term order which refines ω for P . Then ∆ ≺ (P i ) ⊆ ∆(P i ) and ∆ ≺ (P j ) ⊆ ∆(P j ), both pure subcomplexes of the same dimension. We can connect X by a chain of maximal faces in ∆(P i ) to a maximal face X of ∆ ≺ (P i ). Similarly, we connect Y to a maximal face Y of ∆ ≺ (P j ). By Lemma 4(d) and (6),
Therefore both X and Y are maximal faces of ∆ ≺ (P ). We connect X and Y by a chain of maximal faces in ∆ ≺ (P ), using Theorem 1. This gives us a strong connection between X and Y in ∆ ω (P ), by Lemma 6. In summary, we have constructed a strong connection between X and Y in ∆ ω (P ).
The first part of Theorem 2 (and hence of Theorem 1) can be generalized to unmixed ideals. Theorem 2 and Lemma 4(d) have the following corollary.
Corollary 1 Let I be an unmixed ideal in K[x 1 , . . . , x n ] and ω ∈ N n any weight vector. Then the initial complex ∆ ω (I) is pure of dimension dim(I) − 1.
As an application of this result we obtain the following algorithm for computing the dimension of an unmixed ideal I. Compute a Gröbner basis G for I with respect to any term order ≺, and read off the set of initial monomials M := {init ≺ (g) : g ∈ G}. Initialize X 0 := ∅. For i = 1, 2, . . . , n set
The cardinality of X n equals the dimension of I. This algorithm generalizes [12, Cor. 2.2].
Examples
We illustrate the construction of initial complexes for three important classes of prime ideals. For experts in algebraic combinatorics we note that each initial complex ∆ ≺ (I) in this section is a shellable ball (hence Cohen-Macaulay) of dimension dim(I) − 1.
Toric Varieties
Let A = {a 1 , a 2 , . . . , a n } be a spanning subset of the integer lattice Z d . The toric ideal I A associated with A is defined as the kernel of the K-algebra homomorphism
where a i = (a i1 , a i2 , . . . , a id ). This prime ideal defines a d-dimensional affine toric variety inK n . If there exists a linear functional h : Z d → Q with h(a 1 ) = . . . = h(a n ) = 1, then I A is a homogeneous prime ideal, defining a (d − 1)-dimensional projective variety in P n−1 . The independence complex ∆(I A ) consists of those subsets of variables {x i 1 , . . . , x ip } for which {a i 1 , . . . , a ip } is linearly independent in Q d . Thus ∆(I A ) is the matroid complex of the linear rank d matroid of the vector configuration A. If I A is homogeneous, then this is the matroid associated with the (d − 1)-dimensional polytope Q = conv(A).
The initial complexes ∆ ≺ (I A ), where ≺ is any term order, are precisely the regular triangulations of A. This result was proved for the homogeneous case in [18] . It can be extended to all toric ideals using the methods in [1] . If I A is homogeneous, then the regular triangulations of A are the regular triangulations of the polytope Q having vertices in A.
For general ω ∈ N n , the initial complex ∆ ω (I A ) corresponds to the regular polyhedral subdivision of A defined by ω. More precisely, ∆ ω (I A ) is the union of the matroid complexes ∆(I A ), where A runs over all cells in this subdivision. This follows from Lemma 1(d). In fact, using toric ideals, all our results can be interpreted in terms of polyhedral geometry.
Algebras with straightening law
We refer to the axiomatic theory of Hodge algebras or algebras with straightening law due to DeConcini, Eisenbud and Procesi [5] , [6] . Let P be a poset on {x 1 , . . . , x n }, and let A be a graded K-algebra with straightening law over P. We write A = K[x 1 , . . . , x n ]/I, where I is the homogeneous ideal generated by the straightening relations.
Consider any variable ordering which is a linear extension of P, and let ≺ be the induced degree reverse lexicographic term order on K[x 1 , . . . , x n ]. It is known (see e.g. [9] ) that the quadratic straightening relations are a Gröbner basis for I with respect to ≺. This implies that the initial complex ∆ ≺ (I) equals the chain complex of the poset P. A subset X of the variables is a face of ∆ ≺ (I) if and only if X is a chain in P.
The prototypical example in this theory is the ideal I n,d of the Grassmann variety of d-flats inK n , given in its Plücker embedding. Here the set of variables equals 
Determinantal Ideals
Let K[x ij ] be the ring of polynomial functions on a generic m × n-matrix, and let I r denote the ideal generated by the r × r-minors of (x ij ). The set of variables is partially ordered by setting x ij ≤ x kl whenever i ≤ k and j ≤ l. This poset equals [m] × [n], the product of an m-chain and an n-chain. Consider any variable ordering which is a linear extension of [m] × [n], and let ≺ be the induced degree reverse lexicographic term order on
It is known [17] that the set of r × r-minors is the reduced Gröbner basis for I r with respect to ≺. This implies that the initial complex ∆ ≺ (I r ) coincides with the r-th order complex of [m] × [n]. A set X ⊂ {x 11 , x 12 , . . . , x mn } is a face of ∆ ≺ (I r ) if and only if X does not contain an antichain of cardinality r in [m] × [n]. This construction has been extended by Herzog and Trung [11] to more general determinantal and Pfaffian ideals.
For the case of maximal minors (r = m ≤ n) the initial complex ∆ < (I m ) with respect to an arbitrary term order < was described in [20] . Identifying < with a coherent matching field Λ, the maximal faces of ∆ < (I m ) are precisely the sets Ω ρ in (5.1) of [20] . We propose that the combinatorial analysis in [20] be extended to the general case 2 < r < m ≤ n.
Triangulations of the triangular prism
Here is a specific ideal which lies in the intersection of the three families given in 4.1, 4.2 and 4.3. Let m = 2, n = 3 and consider the determinantal ideal I 2 = x 11 x 22 − x 12 x 21 , x 11 x 23 − x 13 x 21 , x 12 x 23 − x 13 x 22 .
The quotient algebra K[x ij ]/I 2 is an algebra with straightening law over the poset P = [2] × [3] . We fix the variable ordering x 11 < x 21 < x 12 < x 22 < x 13 < x 23 . Let ≺ denote the induced reverse lexicographic term order. The initial ideal equals init ≺ (I 2 ) = x 12 x 21 , x 13 x 21 , x 13 x 22 .
The initial complex ∆ ≺ (I 2 ) is the chain complex of the poset [2] × [3] . It has three maximal faces {x 11 , x 21 , x 22 , x 23 }, {x 11 , x 12 , x 22 , x 23 } and {x 11 , x 12 , x 13 , x 23 }. Geometrically, ∆ ≺ (I 2 ) is a regular triangulation of the vector configuration A = {(0, 0, 0, 1), (1, 0, 0, 1), (0, 1, 0, 1), (0, 0, 1, 1), (1, 0, 1, 1), (0, 1, 1, 1)}. Indeed, the homogeneous toric ideal I A coincides with the determinantal ideal I 2 . The polytope Q = conv(A) has dimension 3; it is a triangular prism. Thus ∆ ≺ (I 2 ) is a triangulation of the triangular prism into three tetrahedra. There are six triangulations, one for each of the six distinct initial monomial ideals of I 2 = I A .
Suggestion for further research
Our main result (Theorem 1) gives a necessary condition for a simplicial complex ∆ to be the initial complex ∆ ≺ (P ) of a prime ideal P . We consider it a challenging open problem to find a criterion, which is both necessary and sufficient.
