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Abstract. In this work, we model multiple natural language 
learning in a developmental neuroscience-inspired architecture. 
The ANNABELL model (Artificial Neural Network with Adaptive 
Behaviour Exploited for Language Learning), is a large-scale 
neural network, however, unlike most deep learning methods that 
solve natural language processing (NLP) tasks, it does not represent 
an empirical engineering solution for specific NLP problems; rather, 
its organisation complies with findings from cognitive neuroscience, 
particularly the multi-compartment working memory models. The 
system is appropriately trained to understand the level of cognitive 
development required for language acquisition and the robustness 
achieved in learning simultaneously four languages, using a corpus 
of text-based exchanges of developmental complexity. The selected 
languages, Greek, Italian and Albanian, besides English, differ 
significantly in structure and complexity. Initially, the system was 
validated in each language alone and was then compared with the 
open-ended cumulative training, in which languages are learned 
jointly, prior to querying with random language at random order. 
We aimed to assess if the model could learn the languages together 
to the same degree of skill as learning each apart. Moreover, we 
explored the generalisation skill in multilingual context questions 
and the ability to elaborate a short text of preschool literature. We 
verified if the system could follow a dialogue coherently and 
cohesively, keeping track of its previous answers and recalling them 
in subsequent queries. The results show that the architecture 
developed broad language processing functionalities, with 
satisfactory performances in each language trained singularly, 
maintaining high accuracies when they are acquired cumulatively.  
Keywords: neural network, cognitive system, natural language 
understanding, multilingual system. 
1. Introduction 
Artificial intelligence has led to impressive achievements on 
a variety of complex cognitive tasks, matching or beating 
humans. This includes playing Go or videogames [1], speech 
and NLP [2], object and facial recognition [3]. With 
reference to natural language processing, the use of deep 
learning models in the last five years has strongly propelled 
it forward, with considerable advances in real-world NLP 
applications, like image captioning [4,5], visual question 
answering [6,7], web search and information retrieval [8,9], 
sentiment analysis [10,11] and recommender systems 
[12,13]. Architectures inspired by human cognition have 
been proposed to model language comprehension, learning 
and reasoning. They attempt to integrate neural models of 
language into comprehensive cognitive architectures 
compatible with current knowledge on how storing and 
processing of the verbal information occurs in the brain. 
However, natural language development and understanding 
is arguably one of the least understood human capabilities 
from a cognitive perspective. One reason could be the 
complexity of human language and the concurrence of 
general mechanisms of information processing in the brain's 
architecture [14]. Developing humanlike cognitive systems 
able to acquire one or more languages, analyse them into 
parts, comprehend spoken or written language, and produce 
natural-sounding sentences, is yet a significant open problem. 
In this work, we present the cognitive system 
ANNABELL [32,42], endowed with the capability of 
processing and producing four natural languages, with 
significant differences and complexity levels, with the final 
aim to contribute to the computational understanding of 
appropriate characteristics that favour multi-language 
development and understanding. We propose a general 
solution for learning the languages, where the system 
architecture and procedural knowledge used in language 
elaboration remains the same i.e. the ability to control the 
flow of information among different buffers and memory 
systems of the model (see section 3.1). We claim that many 
aspects of language development and language processing 
skills can be described in terms of working memory [47] 
operations. Implicitly, we also claim that there is a level of 
language processing that involves the flow of information 
among working memory buffers, which is language 
independent [37]. To fulfil our aim and prove these research 
claims, we perform an extensive experimental training and 
validation, with four different languages with peculiar lexical, 
syntactical, morphological, organisational, and semantic 
aspects. In particular, a cumulative approach is adopted to 
assess the system’s capacity of generalisation of multiple 
languages at scale, under increased language complexity, 
and to prove that the system can successfully disambiguate 
the languages, whilst delivering appropriate conversation, 
for several tasks. The term cumulative here refers to 
simultaneous training of the languages, in which all datasets 
are learned jointly before the test. We were inspired by the 
studies on multilingualism [46], to propose a cognitively 
plausible model that acquires language capabilities of 
multiple natural languages simultaneously. The cumulative 
training can be useful to understand the cognitive processes 
involved in simultaneous language acquisition and how the 
brain becomes “tuned” to whatever languages experienced 
since birth. It is motivated by studies whose findings show 
that the activity of the bilingual brain reflects the languages 
it has been exposed to [50]. From a non-cognitive 
perspective, the growth of multilingual speakers, 
outnumbering their monolingual counterparts, has led to 
greater commercial interest in multilingual services and 
households. In our work, we emphasise the concept of 
“acquiring” as opposed to “learning”, as the latter refers to 
the process of studying a language and, how linguistic forms 
(grammar, semantics and phonology) interact with one 
another [41]. Language acquisition best describes the type of 
training performed in ANNABEL that is in the form of 
communicative activities, in which the system experiences 
language use and reproduces it closely to communicate back. 
To assess the system’s degree of skill in multiple language 
acquisition, we first trained it in all four languages separately 
and measured the performances (accuracies) for each 
language independently. The two approaches (individual and 
cumulative) are independent of one another and are carried 
out to compare the behaviour of the system when it acquires 
a language alone or jointly with other languages. Finally, we 
explored the (multilingual) competences of the system in 
handling context questions, on a short narrative of preschool 
literature, in particular, the ability to comprehend the text and 
dialogue with the human coherently and cohesively, 
logically linking past answers to subsequent questioning. 
The paper is organised as follows. Section 3 describes the 
methods used in this work, starting with an overview of the 
model and the dataset and further motivating the selection of 
the languages. Section 4 presents the experimentation carried 
out using an individual cross-validation, a cumulative (and 
incremental) cross-validation approach, respectively. 
Section 5 describes the set up and results on narrative text 
comprehension. The paper is concluded in Section 6. 
2. Related Work 
The successes in language-related AIs have been facilitated 
by the scale-up of already existing neural network models, 
i.e. convolutional neural networks and recurrent neural 
networks that have only recently produced significant 
achievements over state-of-the-art NLP systems, due to the 
thriving availability of huge databases and substantial 
amounts of computing power. The large distribution of 
machine learning programming frameworks, the open 
sourcing of datasets and the pre-trained state-of-the-art 
systems that can be downloaded and tested on new textual 
inputs [14], have greatly influenced the growth of research 
in NLP. This is reflected in a great commercial interest in the 
deployment of human language technology, in the form of 
conversational systems for personal mobile phones (e.g. Siri 
and Google Assistant) or embedded in standalone devices 
(e.g. Amazon Echo and Google Home). However, these are 
trained to respond only to a pre-set number of requests for 
specific use cases. Google Assistant has recently launched 
multilingual support, allowing for simultaneous bilingual use 
and jumping between languages across queries, without 
hitting the language settings [15]. However, to reduce the 
increased processing costs and unnecessary latency that 
derive from the more sophisticated architecture of the system 
required for each new language, Google Assistant uses an 
early identification approach to make a quick switch to single 
monolingual recogniser, to manage multilingual queries. In 
addition, it has greatly limited the list of candidate languages 
the user can choose (no more than two at a time). Another 
open platform is IBM Watson, equipped with advanced 
natural language abilities, combining NLP and machine 
learning, to understand the structure of nine different 
languages, i.e. to parse - to identify verb, nouns, adjectives 
and other parts of speech [16]. Despite, it has been criticised 
as a “finicky eater” to data enterprises, fussy about the users’ 
requirements and very demanding on data preparation 
standards [53]. Moreover, although trained on a large corpus 
in nine different languages, it cannot ingest languages 
altogether and converse them simultaneously [16]. 
Despite the remarkable success of deep learning in 
different NLP tasks, either monolingual or multilingual, 
there remain yet significant challenges. Indeed, the current 
deep learning methods have been scaled up and improved, 
but, in turn, they have augmented their complexity. 
Therefore, even if originally inspired by the complex 
hierarchical organisation of the cerebral cortex, they have 
assumed the form of empirical engineering solutions to solve 
specific NLP problems. Moreover, they are extremely data 
hungry. Unlike humans who are far more efficient in learning 
complex rules from a few examples, they have shown to 
work best only with thousands, millions or even billions of 
training examples [17,18]. Their biggest drawback is the 
inability to explain their outputs, which is relevant for natural 
language systems when they are asked to explain the process 
followed for comprehending text, especially if a decision 
must be taken (e.g., booking a hotel room by speaking to a 
conversational assistant) [19]. Thus, current deep learning 
systems fail to provide a human-like, computational model 
of cognition able to provide intelligible insights about human 
brain mechanisms on how one or more languages are 
acquired, comprehended and produced [14, 20]. 
We have narrowed our focus mainly on neural systems that 
model brain processes. While current NLP systems are 
undoubtedly impressive, the strategies they employ differ 
greatly from those humans use for language acquisition [21]. 
The most pertinent contributions in this field date early back, 
starting with a cognitive neural architecture [22-24], with 
capabilities to parse script-based stories, store them, generate 
paraphrases of the narratives, and answer questions, even 
though its effectiveness has been proved only on a very small 
corpus. Neoteric works [25, 26] include a neural model of 
brain areas involved in language processing, able to learn 
grammatical constructions and generalise to novel 
constructions and to the production of sentences [27]. A 
bilingual version of this model has shown to generalise 
strictly on grammatical constructions [28], with application 
to 15 languages [29], on human-robot interaction corpora. 
The computational model of (first) language acquisition in 
[30] demonstrates language construction from scratch by 
combining bottom-up and top-down learning processes. An 
embodied cognitive architecture based on a biologically-
grounded theory of the brain and mind, has attempted to 
solve the symbol grounding problem and acquire language 
capabilities, by generalising on narrative constructions 
within a robotic architecture [31]. The cognitive architecture 
used here, ANNABELL (Artificial Neural Network with 
Adaptive Behaviour Exploited for Language Learning) [32] 
has proven able to develop a broad range of functionalities 
for elaborating verbal information. It is based on a very large-
scale neural network, originally intended to help understand 
the cognitive processes in early language development [32]. 
There exists a considerable body of literature on multiple 
language acquisition and understanding. One method 
employed by [33] simulates bilingual lexical representations 
and interactions with an unsupervised SOM network, using 
large-scale linguistic data from children’s early lexicons 
(CHILDES). Another unsupervised learning algorithm has 
been presented by [34] to simulate L2 construction learning 
from bilingual input, without modelling the cognitive 
behaviour of how humans learn a second language (L2). The 
method proposed by [35, 36], presents a CNN model to learn 
common multilingual representations and image descriptions, 
using images as a pivot, to improve image understanding and 
search. However, we argue that these approaches rely greatly 
on deep learning algorithms and therefore suffer from certain 
weaknesses described previously. 
3. Methods 
3.1. The ANNABELL system 
ANNABELL [32] is a cognitive architecture entirely based 
on a large-scale neural network (2M neurons). The system 
learns to communicate through natural language, developing 
language processing skills at the sentence level, starting from 
a supposed tabula rasa condition, i.e. no a priori knowledge 
on the structure of phrases or meaning of words [32,38]. The 
model provided a link between neural models of language 
and cognitive models of working memory [32]. The global 
organisation of the model complies with the multicomponent 
working memory (M-WM) framework [47], particularly on 
the role of the executive functions in language processing 
tasks, supported by evidence from experimental psychology, 
neuropsychology, and cognitive neuroscience [47]. 
Figure 1: Schematic diagram of ANNABELL. The system 
comprises a Long-Term Memory (LTM), a Short-Term 
Memory (STM), a Central Executive (CE) and a Reward 
System. All components are neural networks. 
 
Figure 1 presents the four main components comprised in the 
model: a verbal short-term memory (STM), a verbal long-
term memory (LTM), a central executive (CE) and a reward 
structure. ANNABELL is a pertinent implementation in AI 
of the concept of a central executive exploited for language 
learning, which allows to disambiguate and generalise on 
several different tasks and, unlike classical state-of-the-art 
DL models, to learn complex rules from only a few examples. 
The STM includes a phonological store, a focus of attention, 
a goal stack, and a comparison structure. The phonological 
store maintains the working phrase, which is either acquired 
from verbal input or retrieved from LTM. The focus of 
attention can hold up to four words. Goal chunks that 
contribute to decision-making are stored in the goal stack. 
The comparison structure recognises similarities between 
words in the phonological store, the focus of attention and 
goal stack, to aid the decision-making processes and support 
the generalisation capacities of the system. The working 
phrases are memorised in the LTM and are extracted by a 
retrieval structure using the focus of attention as a cue. 
The CE operates the decision-dependent processes. These 
are not rule-based, but statistical decision processes. The CE 
receives in input a signal from the STM components (internal 
state) and outputs mental actions that direct the flow of 
information among the slave systems, through adaptive 
neural gating mechanisms. The statistical nature of the CE 
grants the generalisation property of the system. Intuitively, 
the CE comprises a state-action association system (SAA), a 
set of action neurons and gatekeeper neurons. The system 
processes verbal information using mental actions, which are 
elementary operations on word groups, phrases and other 
subnetworks, triggered by action neurons. The mental 
actions are represented by the flow of signal among different 
WM buffers, controlled by neural gates i.e. the gatekeeper 
neurons. The gating mechanism is regulated by the SAA. 
This is a neural network that takes as input a representation 
of the internal state of the working memory and sends output 
signals that open/close the neural gates. 
Through the reward mechanism, used to train the SAA to 
associate mental actions to the internal state of the system, 
the model learns from examples how to control the flow of 
information among the slave systems and therefore, how to 
perform proper mental actions. This is a key feature of the 
model, given that the connections that are affected by the 
reward mechanism are connected to action neurons, rather 
than being directly connected to output words or phrases. 
Therefore, the system learns preferentially to build the output 
using sequences of elementary operations, in sentence level. 
This type of architecture underpins the generalisation 
capabilities of the system (see also Appendix 3). 
3.2. Cognitive Learning Theory 
Anderson et al. [48] proposed a hierarchy of knowledge 
consisting of declarative (factual) knowledge in the form of 
true affirmations, procedural (imperative) knowledge, which 
is the skill of performing some task and, metacognitive 
knowledge that describes the ability to use or relate past 
experiences in similar unseen tasks. This is applied in 
ANNABELL for training the system the skill of usage-driven 
language acquisition. The declarative knowledge of the 
system consists of a set of declarative statements and cues on 
using them, as naturally occur in the language. By training 
the model how to answer to simple questions, using simple 
example phrases via communicative interactions with the 
interlocutor, we build the procedural knowledge of the model 
in language-related tasks. It complies with the Natural 
Approach of Language Learning [49], according which 
grammar rules are not essential when first acquiring the 
language. Rather, the continuous exposure to the language 
and how it is properly wielded in everyday situations, 
resembling a child’s daily interaction with the parent, leads 
to spontaneous emergence of speech [49]. Similarly, though 
not intended to process speech, the methodology applied in 
this work, to train our system the acquisition of languages, 
does not focus on learning the grammatical constructions of 
the languages; instead, syntactical and semantical soundness 
are yielded by experiencing examples of how language is 
used in contextual verbal exchanges with the interlocutor. 
The generalisation skill emerges by following the same line 
of reasoning in sentence production and recalling these 
experiences in close endeavours (metacognitive knowledge). 
3.3. The Dataset 
In this work, the dataset is devoted to the thematic group 
People, originally described in [30]. It is in part inspired by 
the Language Development Survey (LDS) work of Rescorla 
et al. [39,40], which provides a valuable insight on the 
number and types of words or word combinations known and 
used spontaneously by toddlers. We use the LDS to construct 
a systematic dataset. Our focus is language acquisition and 
no classical tasks studied in NLP, thus we prefer to draw our 
corpus using vocabulary that occurs naturally in the process 
of language development, over standard NLP datasets. The 
generated dataset used here is suitable for an extensive 
quantitative evaluation, to model the acquisition of multiple 
languages in a cognitive architecture, using a simple 
vocabulary at developmental level of complexity. 
The declarative sentences (factual knowledge) are used to 
describe the situated social environment of a fictional 4-year-
old girl called Annabell, which includes twenty people and 
nine possible relationships. The human-system talk is 
modelled as question-answering. Our training methodology 
is inspired by parent-child verbal interactions of how parents 
use simple communicative examples to query the child about 
the world, rather than teaching the grammar constructions or 
specific linguistic forms. However, we do not model a real 
child’s talk that emerges from real-world interactions. The 
answers given by the system assess its ability to process the 
acquired information and reasoning skills. The questions 
used in the dataset are also inspired by the work of Rescorla 
[39,40]. The English dataset is translated in the new 
languages, while not changing its content, amending 
sentences to address different morphosyntax or introducing 
where needed distinct uses of plurals, genders, noun cases, 
verb conjugations, “pro-drop” forms etc. 
The human teaches the system to answer to question Q, by 
guiding it to build a valid answer (the state-action association 
that produced the answer is rewarded and permanently 
memorised). Some declarative (how-to) sentences give 
prescriptions on how to perform a task, e.g. to tell if someone 
is younger/older than you, you have to compare your age 
with theirs or the possessive pronoun for a girl is her. These 
are not sentences produced by the system (Table 1A, 
Appendix 1), but they aid sentence production. They 
comprise the knowledge stored in the LTM, which from a 
physiological perspective, is acquired from past experience 
(e.g. naturally using pronouns to refer to people and their 
possessions, without actual awareness on what a pronoun is). 
46 tasks (questions) are used to train the system the skills of: 
- using pronouns to refer to people and objects; 
- answering polar, multiple-choice and wh-questions, e.g. 
do you have a brother, what is your sister’s name; 
- age comparison tasks, counting and comparing numbers: 
who is older Tom or Susan; 
- telling its own likes and dislikes: do you like to <verb>; 
- recognising other people’s likes and dislikes (and the 
types of possible relations between the system and the 
persons): does your father like to drive; 
- recognising different professions of different persons: 
Dad is a teacher; the teacher teaches in the school. 
The content and organisation of the dataset People is same 
for each language. However, to endow the multi-linguistic 
competences of the system and compare its behaviour 
against the monolingual validation [30,36], it must be trained 
accordingly with the increased complexity of each language. 
For example, let us consider an answer that expects the use 
of the pronoun “which”. While in English “which” is 
gender-neutral, the other languages distinguish between at 
least two gender forms. Therefore, the teacher must provide 
more possible associations that will teach the system to use 
the pronoun correctly in different scenarios. 
The dataset is divided in sets of training and test. The 
training procedure is organised in two stages. In the first 
stage, the system receives and memorises in the LTM a set 
of declarative sentences (explicit knowledge), in the form of 
verbal descriptions (e.g. you have a mother, you are Annabell, 
you like dolls etc.). In the subsequent training stage, the 
teacher asks a set of questions related to the declarative 
sentences and suggests a valid answer to each question, by 
guiding the system through a series of mental actions to build 
that answer (implicit knowledge). At least one of the 
interrogative sentences of each group is used for training, 
unless different languages require more examples of the 
same question type to generalise properly. In the test, the 
human uses the remaining interrogative sentences of each 
group, to assess the generalisation capability, i.e. to recall the 
information given by the declarative sentences to answer to 
questions close in structure and context to those trained, that 
however require using different nouns, pronouns, adjectives 
or verbs. We set a strong criterion for measuring accuracy, 
considering an answer valid only if it is syntactically and 
semantically correct and appropriate for the conversation. 
Table 1 The number of declarative sentences used to set/describe the social 
environment, the number of interrogative sentences used for training and the 









English 308 89 292 
Greek 319 89 292 
Italian 355 89 292 
Albanian 364 89 292 
3.4. Selected languages and their properties 
The languages considered in this work are of different 
complexities, generally defined as the number and diversity 
of elements, along with the intricacy of their inter-relational 
structure [41] and here regarded in the following aspects: 
1. Syntagmatic/lexical complexity: word length, composite 
words structure, prepositions, different degrees of deixis. 
2. Morphological complexity (word formation), e.g. full 
irregular plural nouns. 
3. Organisational complexity; component arrangement (e.g. 
adjectival order) and the word order in sentences. 
4. Semantic complexity devoted to the meaning of the 
words in the way they are arranged in the sentences. 
Although the languages belong to (distinct branches of) the 
Indo-European family, a different language of those selected 
would only require a properly amended training corpus of 
phrases, with no change in the overall learning mechanisms. 
We do not focus on the language complexity or organisation, 
but rather how it affects the performance of the system 
during language acquisition. The linguistic competences of 
the system depend on how well it is trained to acquire each 
language. Building proper knowledge by experience, via 
ample input examples, requires identifying the linguistic 
expectations that underlie all language-related tasks. Some 
languages involve genders and verb conjugations that vary 
with the number of tenses and persons. 
The Greek language features three gender types (masculine, 
feminine, neuter) and four cases (nominative, genitive, 
accusative, vocative) for nouns, while adjectives and articles 
agree in gender, number and case with their respective nouns. 
In most cases, the gender of the noun cannot be deduced by 
a rule, but it must be learned. The language can flexibly form 
compounds and tends to be periphrastic (usually for future 
tense) [43], affecting the generalisation capacities of the 
system as the meaning can depend on the different number 
of words or word order in a phrase. However, this monolectic 
compound-constructing capability of the Greek language 
(single compound words convey the meaning expressed by a 
sentence or paragraph) is often advantageous. 
The Italian language shares similar features in terms of 
gender, number and case. Personal pronouns are not essential 
to the meaning and are often omitted, as the verb form itself 
indicates the subject (ho fame » I am hungry), unless when 
necessary for clarity or to add desirable emphasis or contrast 
[44]. Direct and indirect object pronouns (that receive direct 
or indirect actions), cannot stand alone without a verb [44]. 
In Albanian, articles are vital to the language as they 
combine with the noun to indicate the reference and specify 
the definiteness of the noun (usually four types). Adjectives 
are often accompanied by the connective article and vary in 
gender and number with the noun [45]. There are 6 noun 
cases (nominative, accusative, genitive, dative, ablative and 
vocative), introducing a change in the word structure that 
may be difficult to address. Plural is generally irregular. 
These peculiarities suggest that each language imposes its 
own requirements in the training stage, in the structure of the 
dataset, the number and types of inputs needed for proper 
learning and how the system is trained to perform a task. 
Moreover, proper disambiguation is instrumental when they 
appear in coexistence during simultaneous acquisition. The 
sentences of the corpus are appropriate for conversation with 
a pre-school child, capable but no expert in delivering 
information in conventional ways, therefore simplifications 
are made. Grammar rules are preserved, however, when 
possible, the sentences are arranged uniformly in length and 
word order without syntactical violation. Most of the issues 
described here have been addressed in the dataset. That 
meaning, the system is exposed to ample quantities of 
comprehensible input required for each language that results 
in acquisition of the language (e.g. irregular plurals, genders). 
4. Experimental Validation 
The system is indifferent to the languages and does not have 
cross-linguistic awareness (translation competences). It 
performs the same mental actions at the sentence level 
(phrase memorisation, word extraction, etc.), regardless of 
the received language, i.e. it handles the sentences in the 
same manner. Hence, the architecture and information 
elaboration procedure remain intact, while languages can 
vary. However, proper acquisition of each language required 
training the system accordingly to the use of nouns, verbs, 
pronouns, etc., as naturally occur in each specific language. 
For a fair comparison, the language datasets are uniformly 
organised to include equal training and test sets i.e. equal 
exposure. The number of declarative sentences that describe 
the social environment can be different for each dataset, as 
specific languages expect differences in the semantic 
meaning, for example when conjugations need be considered. 
We aimed to maintain same amount of training examples per 
task, to avoid having more learning samples in one language 
with respect to another (Table 1). Some languages required 
a finer training, to render the capability to recognise and 
generalise on their properties. E.g. in English, adjectives are 
neither gender nor number distinct, whereas the other 
languages feature both. Often a plural adjective used to 
describe a group of two or more people, with different 
genders, is generally masculine. If the system is asked the 
question “who is older Tom or Susan” and let Susan be older, 
upon receiving the adjective older expressed in masculine 
(Greek: megalyteros), the system should answer using the 
adjective older, in feminine form (Greek: megalyteri). 
Should the contrary occur and let Tom be older, the system 
must use the other gender form. The answer would not be 
both syntactically and semantically correct unless the system 
is trained in each scenario. Although this is not essential in 
English, both examples must also be learned, to ensure that 
none of the languages is over trained with respect to another, 
conversely the performance comparison would be flawed. 
Similar amends are made for all datasets. The structure of the 
datasets with these modifications is given in Table 2. 
Table 2: The number of total sentences, total new words and average words 
per sentence, in each of the datasets, used to train and test the system. New 
words infer the different words in the whole corpus for each of the languages. 
Dataset Declarative sentences New words Words/sentence 
English 308 213 6.049 
Greek 319 240 6.611 
Italian 355 227 6.265 
Albanian 364 226 6.126 
4.1. Cross-validation (CV) on individual languages 
For a quantitative performance evaluation, we use a k-fold 
cross-validation technique. The CV procedure is organised 
in four sessions (rounds), for each language dataset. The 
rounds are executed separately, starting from a clean state 
and the final performance of the system is then averaged on 
all four and for each language dataset. Each round follows 
three stages of execution: (a) the system first acquires the 
declarative sentences that set its experience in a text-based 
environment, (b) in the 2nd training stage, it learns to answer 
to different types of questions (arranged in 46 groups) and 
(c) its behaviour is then tested through a previously unused 
set of questions for each group, similar in structure as those 
learned during the 2nd stage of training. The accuracy is 
measured at the end of each round, before executing the next 
round anew. To obtain the four rounds independently, at each 
round, we extract randomly one (or more, when required by 
the specific language) interrogative sentence of each group, 
to build the training set (stage 2). We use the remaining 
others of the same group for the test, with the constraint that 
the same training question should not be used in different 
rounds. This allows assessing the system behaviour and 
performance four times independently, by varying the 
training and test sets. The order in which the tasks are learned 
and tested are randomised, e.g. task 46 can be learned before 
task 1 and test queries can appear randomly from each group. 
An important feature of the model, attributed to its 
architecture, is the ability to execute iterative mental 
operations during decision-making to build a valid answer. 
When asked to solve a task, i.e. answer to a question, the 
system needs to retrieve, extract and compare the phrase(s) 
from the LTM, that are most appropriate for the type of input 
query. The model does not exploit correlations among words 
or next word predictions, because they are represented by 
orthogonal vectors. Conversely, an answer is sometimes the 
result of following a line of reasoning that combines 
information from several declarative sentences. Let there be 
question Q of type “is your <relationship> older than you”. 
Q: Is your friend older than you? 
A: Yes she is. 
To answer to question Q, it uses the learned past experiences: 
1. Which person corresponds to the relationship (Letizia 
is your friend); 
2. To count and compare numbers; 
3. Its own age (you are 4 years old); 
4. The age of the person referred by the relationship (e.g. 
Letizia is five years old); 
5. The use of personal pronouns to address people (e.g. 
“She” instead of “Letizia”) 
Figure 2: Percentage of correct answers and the standard deviation, in each 
language dataset. The values are averaged over the four rounds of the CV. 
 
In the test stage, the system should be able to generalise in 
similar questions to Q, on a new <relationship>, using all 
the past experiences it has acquired with respect to that 
<relationship> (e.g. who the person is, their age, etc.). 
Figure 2 reports the average accuracies with their standard 
deviations: 89.38% in English, 84.41% in Greek, 86.04% in 
Italian and 86.3% in the Albanian language. The accuracy is 
defined in terms of ratio of the correct answers over the total 
number of requested output sentences, and is averaged over 
the four rounds of the CV, in each language dataset (see also 
Table 3). A correct answer is strictly both syntactically and 
semantically valid and appropriate for the conversation. 
Table 3: The number of correct answers over the total number of requested 
sentences for all four rounds of the CV, in each language dataset. The answer 
is considered valid when it is both syntactically and semantically correct. 
Dataset Round 1 Round 2 Round 3 Round 4 
English 260/292 264/292 264/292 256/292 
Greek 237/292 254/292 247/292 248/292 
Italian 240/292 259/292 259/292 244/292 
Albanian 250/292 250/292 252/292 256/292 
In Figure 3 are illustrated the distributions of errors for 
various language-related tasks, on one round of the CV. The 
errors for all languages have a uniform distribution across the 
test set, with peak values in specific tasks. Error-free tasks 
are not reported in Figure 3 and usually occur in the case of 
simple evenly structured sentences, of same length and word 
order, that conform to exact same grammatical rules 
(word/plural formation, noun clauses, …). 
Figure 3: Distribution of errors for several tasks, in the first round of the CV. 
For all languages in all rounds, the errors have a uniform distribution across 
the test set, with steady peak values in tasks 34, 35, 41 and 42 and random 
peaks elsewhere. Error-free tasks are not presented here; they usually consist 
of simple evenly structured sentences, same in length and word order, 
applying the exact same grammatical rules. 
 
Peak errors occur in tasks of type, <person> likes to 
<verb>… (action) and <person> likes <noun>(s) (object). 
During the 2nd training stage, the system is taught to answer 
to the question "does <person> like ...”, in two cases: when 
they do and when they do not. The system ought to recognise 
the subject and the object/action related to the verb "like". 
Let there be the following case: in the training stage, the 
system knows that "Mum likes to watch the TV". 
Teacher: Does Mum like to watch the TV? 
Annabell: Yes she does 
The system is tested on a similar question, for which the 
correct answer is "no she does not". Instead, it answers: 
Teacher: Does Mum like to drive the car? 
Annabell: Yes she does 
Because the words are not close in meaning (TV, car, etc), 
the system does not fully understand what is expected to do 
i.e. recognise likes/dislikes. Instead, it responds similarly to 
what has learned in the training stage using a new 
object/action by virtue of its ability to form an action and 
recognise objects in its environment. To generalise on these 
tasks, the system should recognise the concept of "like/does 
not like" and transfer it to other situations that expect similar 
contextual meaning. Other tasks relate to the question “what 
does <person> do” and expect an answer of type “<person> 
is a profession”. While the meaning can be perceivable for a 
human, it is rather challenging for the system to generalise 
on two sentences that do not share the same structure. 
Although the errors are evenly distributed across the test 
set, typical errors are often related to some features of the 
language. A property of the Greek language is that masculine 
nouns (and male names) change their ending depending on 
the case, forcing in addition the article to vary or disappear 
altogether in the singular form according to case and gender; 
e.g. άντρα (man) would change with the case as follows: 
nominative: ο άντρας, accusative: τον άντρα, vocative: 
άντρα [43]. Questions that feature a noun case and expect an 
answer in another noun case, require a finer training process. 
Other errors are related to the use of articles and irregular 
plural formation. A question is triggered in plural form and 
an answer is expected in singular form. With the plural being 
irregular, the system often cannot extract the root word 
(singular) of the noun to build a valid answer. The error 
fluctuations for the same task across the four rounds are often 
dependant on the learning example used in stage 2. The tasks 
in the dataset People are plausible for a simple intelligible 
conversation; however, a larger learning set is required to 
train a neural network the skill of proper acquisition. 
4.2. Cumulative cross-validation 
So far, we have demonstrated the ability of the system to 
learn independently and satisfactorily different natural 
languages, with distinct grammars and syntactic features, in 
different levels of complexity, coming at no cost of 
architectural changes and of the general neural processes that 
underpin how the system learns. Therefore, the system can 
be regarded as four monolingual subsystems. 
The aim of this work is to evaluate if the system can acquire 
any language of choice and generalise properly on numerous 
tasks in multiple languages, when exposed to all languages 
jointly. That is, to what extent can the system separate and 
become aware of the (dis)similarities of the languages? How 
can it decide to respond in a multilingual environment, where 
it has acquired information expressed in different languages 
and forms and, whose expected behaviour must reflect 
correctly the type of conversation and the language it is being 
delivered? Does learning languages jointly affects the ability 
to acquire a language satisfactorily and comparably to its 
monolingual state? We are inspired by the literature on 
multilingualism [46] and the human cognitive capability to 
process multiple languages simultaneously.  
We performed a four-round open-ended cumulative cross 
validation. This relatively long developmental process is 
sustained by the large-scale of the network and the ability of 
the system to perform real time communication. The rounds 
are built similarly as explained in section 4.1, however here 
each round includes all four language datasets (e.g. the 
individual 1st rounds of English, Greek, Italian and Albanian 
now comprise the 1st round of the cuulative CV and so on). 
Thus, in each round, the system was trained consecutively on 
all languages, before querying it with random language at 
random order. This was repeated independently for each 
round and the final performance was averaged over the four 
rounds. In a single round of the cumulative CV the system 
received a total of 1346 declarative sentences (stage 1), was 
trained with 356 interrogative sentences (stage 2) and tested 
with 1168 previously unused questions, expressed in all four 
languages. The compound dataset contained 900 different 
new words, with an average of 6.263 words per sentence, 
with respect to all languages. 
Table 4: The number of correct answers over the total number of requested 
output sentences in each language dataset, for four rounds of the cumulative 
cross-validation training. 
Dataset Round 1 Round 2 Round 3 Round 4 
English 231/292 250/292 253/292 243/292 
Greek 222/292 243/292 224/292 227/292 
Italian 227/292 218/292 249/292 217/292 
Albanian 227/292 229/292 227/292 228/292 
There was a slight decrease in the overall accuracy compared 
to the individual training. In Figure 4 are shown the total 
accuracies averaged over the 4 rounds, was 83.81% for 
English, 78.51% for Greek, 78.00% for Italian and 77.97% 
for the Albanian language (see also Table 4). While the three 
latter unveil lower accuracies, the overall decrease is 
comparable for all languages (Greek 5.91%, English 6.05%, 
Italian 8.04% and Albanian language 8.33%). Languages 
other than English share similar results devoted to their 
complexity, as explained in section 2.3. The results indicate 
the competence of the system to separate the languages at the 
grammatical and semantic level, and deliver appropriate 
conversation in the expected language, with a success rate of 
above 77% in each of the languages. 
Figure 4: Percentage of correct answers over the total number of expected 
answers, & the standard deviation, evaluated on each language datasets. The 
values are averaged over the four rounds of the cumulative cross validation. 
 
We expected the fall, as the sizes of the compound datasets 
were four times larger than the monolingual datasets, thus 
affecting the number of learnable interconnections that are 
created and loaded from the system. The links saturate much 
faster, which may cause a mild interference in the processing 
of the acquired information that can be overwhelmed by 
increasing the number of input examples in the training stage 
and/or increasing the number of neurons and connections. 
In some cases, the answers entailed mixing languages, with 
little or no change in the conveyed meaning of the output for 
the type of conversation. We observed three cases: (a) the 
response does not answer the question, but is syntactically 
correct, expressed in a mixed language (it uses an equivalent 
pronoun in another language); (b) the answer is syntactically 
& semantically correct and appropriate for the conversation, 
but expressed in a different language from the query; (c) the 
answer is semantically sensible yet not syntactically correct; 
e.g. the system mixes two equivalent words of two different 
languages, within the same phrase (App. 2). Though “code-
switching” is regarded in literature as a natural part of 
(multi)bilingualism [49] there is no strong evidence that this 
is the case in ANNABELL, hence we considered the answers 
erroneous. However, it is particularly interesting to note that 
there exists some sort of relevance on the above scenarios, at 
either the grammatical (syntactic or morphological) level or 
the word (semantic) level. It might indicate that the system 
understands the context of the task or some correlation 
between the languages and switches or “borrows” words to 
construct a sound sentence. Further work is required to 
conclude appropriately on the above. 
4.2.1. Incremental training & testing 
To investigate deeper if the multilingual system can manage 
to learn the languages to the same degree of skill as learning 
each of them alone i.e. at monolingual skill, we performed 
an incremental cumulative language training. Given that the 
results of cumulative CV can be affected considerably by the 
size of the corpus as compared to the number of neurons in 
the subcomponents and the number of connections among 
them, training the system incrementally grants a greater 
understanding on the linguistic competences of the system. 
We grouped the languages in four datasets: monolingual, 
bilingual, trilingual and quadrilingual, each sequential 
dataset comprising the languages of the previous lower-level 
dataset. For each dataset independently, we performed a 
cumulative training, before the test. 
Table 4: Incremental language training. Accuracy is measured in terms of 
correct answers over the total requested sentences, for each language, in the 
1st round of CV, when training is performed with 2 languages (Albanian, 
Italian), 3 languages (Albanian, Italian, Greek) and all 4 languages. 
Accuracy/lang. 1 lang. 2 lang. 3 lang. 4 lang. 
Albanian 85.62% 80.48% 80.48% 77.74% 
Italian  80.14% 80.82% 77.74% 
Greek   78.42% 76.03% 
English    79.45% 
The results are given in Table 4, on the 1st round of the CV. 
As the number of sequential combinations with two, three 
and four languages is large, the proposed scenario, here 
assumed significant, first comprised the languages of higher 
complexity with lower accuracies in the cumulative CV: 
Albanian (mono), Albanian & Italian (bilingual), Albanian, 
Italian & Greek (trilingual), all languages (quadrilingual). 
The results of incremental training showed rather higher 
performance of the system, with little or no variance in 
accuracy, when two and three languages are learned. The 
system can generalise properly using articles, nouns, verbs, 
adjectives, and other open-class words, as naturally expected 
in each language. This suggests that acquiring a language 
jointly with others does not significantly affect the ability to 
acquire the language as skilfully as acquiring it alone. As 
discussed earlier, the mild drop from an additional fourth 
language may be related on one side to the interference 
among the information acquired in different languages and, 
on the other side, on how the limitations in neuron and 
connection numbers affect storing and processing very large 
datasets. 
5. Narrative Story Comprehension on Preschool Literature 
Machine comprehension of texts and the ability to answer 
context questions is an open problem in AI and the human-
machine interaction. From a psychological perspective, 
understanding narratives requires assessing what people 
recall from the story and their response to probe words [51]. 
In this session, we describe an experiment with the model, 
aiming to explore its potentiality to capture the meaning of a 
short narrative story. This is not a traditional machine 
reading comprehension of any text e.g. from public datasets 
or benchmarks, but instead is limited to the level of child 
comprehension. The text is taken from the book “My first 
jungle story” [52], of preschool literature, translated in our 
four languages of choice, to construct the necessary datasets. 
The subject involves 11 animals; the main character Leo 
the lion undertakes a trip to meet other animals, to which it 
asks a lot of open-ended questions. Unlike earlier datasets in 
ANNABELL, the declarative sentences used to describe 
each of the animals communicate a continuous coherent and 
cohesive meaning in the story. The system is trained to 
answer to three consecutive questions on each animal. The 
phrases are originally extracted from the book: (i) what did 
Leo learn about the <animal>, (ii) can it <verb> and (iii) what 
can it do. The questions are logically linked and convey little 
meaning when asked alone. Although text comprehension 
also presumes making prepositions that derive from the story 
and previous existing knowledge in the LTM, which is often 
not found within the text itself [51], this is not a target of the 
experiment. Rather, we focus on exploring three main 
aspects of text assessing: 
1. The competences of the system to give appropriate 
meaningful answers within a certain context. 
2. The ability to dialogue with the human and, logically and 
chronologically link questions, while tracking the 
referent. Evaluate if the system understands which 
animal the teacher refers to when (a) addresses a question 
using “it” instead of the animal name, but suggests an 
action as clue (can it <verb>), or (b) asks a general 
question without reference on the animal (what can it do), 
i.e. any animal is an answer candidate; the system ought 
to find which fits the given context, i.e. recall past queries. 
Finally, describe animals using full-length sentences. 
3. The generalisation capabilities of the system on a similar 
but previously unseen test set on the story, in all the 
languages, acquired both separately and cumulatively. 
The system learns the story through a set of declarative 
sentences (stage 1) and to answer questions about one animal 
(stage 2), whilst it is tested on the remaining others (App. 2). 
The “what” - questions have more than one candidate answer, 
i.e. any of the animals in the story, however the system can 
choose the referent that relates to the past questions. In the 
second question, the system never “sees” the animal and the 
action (described by a verb) together in a sentence but can 
recall the referent from the first question and link it to the 
action given in the second query. Moreover, this question can 
be formulated specifically for the animal (and can be of any 
length), without affecting the ability to generalise. Whereas 
the third question is a tricky one. How does the system know 
which is the referent animal? How can it relate this question 
to the prior two? The test results show that the system is able 
to track the correct referent across queries, use meaningful 
descriptions and generalise appropriately on each character. 
The system can use the pronoun “it” and animal name 
interchangeably. The property to dialogue in such manner is 
attributed to its ability to store a sequence in the goal stack 
(typical in cognitive architectures) when a mental action 
cannot be performed immediately. During decision making 
in later stages, the system can recognise that one word in the 
phonological store is equal to a word of the phrase stored in 
the goal stack and use this link to build a valid answer. 
The 4-rounds CV is performed as explained in sections 4.1 
and 4.2. The training sets for each round are built using a new 
animal for learning while the 9 remaining animals are used 
in the test. The rounds are executed independently. Both 
methods, individual and cumulative, perform roughly the 
same, apart from few cases of code-switching observed in 
the latter. Due to identical spellings in different languages 
(e.g. Hippo: Ippopotamo in Italian & Greek), the model 
misplaces the pronoun “it” but answers correctly at semantic 
and syntactic level (App. 2). 
Figure 5. Cumulative and individual training on text comprehension. First, 
we evaluated the monolingual behaviour, where the system learns the story 
and answers to related questions in only one language, for each language 
apart. In the cumulative approach, the system learns the script in all the 
languages and answers to questions in different languages randomly, in the 
test stage. The results show the percentage of correct answers, out of 27 total 
expected answer i.e. 3 x 9 animals, and the standard deviations. The system 
can answer to a question, even when not all three are answered correctly. 
 
Even when the system fails to answer to a precursor query, 
the rest of the dialogue might not be affected e.g. the system 
cannot build an answer to the first question, but identifies the 
goal task and uses it to handle correctly the conversation that 
follows (App. 2). The system tracks the referent in different 
parts of the conversation. 
The results in Figure 5 show that both approaches give 
satisfactory performances above 80%, with the standard 
deviation comparable in both cases. The are some statistical 
fluctuations which can derive from the small number of 
samples in the training and testing stage. We would expect 
the system’s accuracy to be higher in monolingual training, 
which occurs only in the case of the Greek language (errors 
in cumulative training result from the code-mixing of some 
common spellings explained above). Training the tasks 
cumulatively strengthens its ability to generalise. 
6. Conclusion 
In this work, we assessed the potential of the developmental 
cognitive architecture, ANNABELL, to acquire and dialogue 
in multiple natural languages simultaneously. The study was 
performed using four languages (Greek, Italian, Albanian, 
English) with peculiar structure and complexity. 
The system was priory trained and tested in each language 
alone, performing in cross-validation at 84-89% for different 
languages. This was compared with a 4-rounds cumulative 
CV, in which, the system was trained jointly on all languages, 
before testing, yielding accuracies between 78-84% across 
the different languages. The aim was to verify if the model 
could learn the languages together to the same degree of skill 
as learning each apart. The results show robust generalisation 
capabilities of the model. In the cumulative CV, its answers 
matched the language of the query, despite having acquired 
and stored the information of all languages jointly. The 
methodology was inspired by the literature on the natural 
organisation of information in the brain of early bilinguals 
who store the acquired information in the same area of the 
brain without specific distinction of the language [57]. 
Via a deeper investigation on the progressive cumulative 
learning of one or more languages, through an incremental 
training approach, the system only experienced a slight 
decrease in the performances as more languages were added 
in the training stage. The results showed that there were no 
significant accuracy variations when learning two or three 
languages, but outcomes were lower in the fourth language. 
Tests suggest that this might derive from a slight interference 
in the processing of the information given in different 
languages, which can be overwhelmed by increasing the 
number of input examples in the training stage and/or 
increasing the number of neurons and connections; however, 
a conclusive discussion is a target of future work. This will 
attempt to verify if the performance depends on the number 
of learnable connections, for a predefined architecture, on the 
sequential order in which languages are learned and, what is 
the confusion that can occur in multiple language acquisition. 
Finally, we explored the competences of the system in 
multilingual context questions, on a short story of preschool 
literature, to assess its ability to elaborate narratives and 
dialogue with the human coherently & cohesively in linked 
questions. The individual and cumulative approaches 
performed above 80% in all languages, proving its capacity 
to track the referent in different parts of the conversation. 
In-depth investigation of how varying the training and 
the focus of the attention, on different tasks, could be useful 
to improve the model’s performance. In the intended upgrade 
of the system, we will study how the nonverbal signals 
during language acquisition can be associated with the focus 
of attention of the architecture and their role in learning. In 
future works, ANNABELL embodied in a humanoid robot 
will experience language grounding and account nonverbal 
signals available from the human interlocutor during natural 
communication, extending to appropriate datasets from 
observed speech transcripts and other HRI corpora. 
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