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CHARACTERIZATIONS OF COMPACT OPERATORS ON ℓp TYPE
FRACTIONAL SETS OF SEQUENCES
FARUK O¨ZGER
Abstract. Among the sets of sequences studied, difference sets of sequences are probably
the most common type of sets. This paper considers some ℓp type fractional difference se-
quence spaces via Euler gamma function. Although we characterize compactness conditions
on those spaces using the main tools of Hausdorff measure of noncompactness, we can only
obtain sufficient conditions when the final space is ℓ∞. However, we use some recent results
to exactly characterize the classes of compact matrix operators when the final space is the
set of bounded sequences.
1. Introduction
The Euler gamma function of a real number x (except zero and the negative integers) is
defined by an improper integral:
Γ (x) =
∫ ∞
0
e−ttx−1dt.
It is known that for any natural number n, Γ(n + 1) = n!, and Γ(n + 1) = nΓ(n) holds for
any real number n /∈ {0,−1,−2, ...}.
The fractional difference operator for a fraction α˜ have been defined in [31] as
∆(α˜)(xk) =
∞∑
i=0
(−1)i
Γ (α˜+ 1)
Γ (α˜− i+ 1)
xk−i.(1.1)
It is assumed that the series defined in (1.1) is convergent for x ∈ ω.
Let m be a positive integer, then recall the difference operators ∆(1) and ∆(m) by:
(∆(1)x)k = ∆
(1)xk = xk − xk−1
and
(∆(m)x)k =
m∑
i=0
(−1)i
(
m
i
)
xk−i.
We write ∆ and ∆(m) for the matrices with ∆nk = (∆
(1)e(k))n and ∆
(m)
nk = (∆
(m)e(k))n for
all n and k. The topological properties of some spaces that are constructed by the matrix
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operator ∆(m) were studied in the paper [32]. In [23], some identities and estimates for
the Hausdorff measure of noncompactness of matrix operators from ∆(m) type spaces into
the sets of bounded, convergent, null sequences and also absolutely convergent series were
established.
We also write fractional difference operator as an infinite matrix:
∆
(α˜)
nk =
{
(−1)n−k Γ(α˜+1)(n−k)!Γ(α˜−n+k+1) (0 ≤ k ≤ n)
0 (k > n).
Remark 1.1. The inverse of fractional difference matrix is given by
∆
(−α˜)
nk =
{
(−1)n−k Γ(−α˜+1)(n−k)!Γ(−α˜−n+k+1) (0 ≤ k ≤ n)
0 (k > n).
For some values of α˜, we have
∆1/2xk = xk −
1
2
xk−1 −
1
8
xk−2 −
1
16
xk−3 −
5
128
xk−4 − ...
∆−1/2xk = xk +
1
2
xk−1 +
3
8
xk−2 +
5
16
xk−3 +
35
128
xk−4 + ...
∆2/3xk = xk −
2
3
xk−1 −
1
9
xk−2 −
4
81
xk−3 −
7
243
xk−4 − ...
The idea of constructing new sequence spaces via infinite matrices started with Kızmaz’s
study [20] and then it has been developed by numerous researchers using different triangles
[2], [4], [6], [7], [18].
In the studies [3], [5], [16], [17], [21], [25], [26] [27] and [30] different difference sequence
spaces have been studied based on some newly defined infinite matrices. Some new results
on the visualization and animations of the topologies of certain sequence spaces spaces have
been illustrated in [9], [11], [12]. The authors applied their software package for this purpose.
Note that, those results have an interesting and important application in crystallography.
Many authors have made efforts to apply Hausdorff measure of noncompactness to find
compactness conditions of certain sets of sequences during the past decade [8], [9], [15] and
[28].
Fractional difference sequence spaces have been studied in the literature recently [19], [31],
[33]. The authors of those papers especially studied on the properties of fractional operators
in their researches in addition to focusing on certain fractional sequence spaces.
In this work, we consider the fractional sequence spaces ℓp(∆
(α˜)) for 1 ≤ p < ∞ and
determine norm operators of our spaces. We establish some identities or estimates for the
Hausdorff measures of noncompactness of certain operators on difference sequence spaces
ℓp(∆
(α˜)) of fractional orders. We characterize some classes of compact operators on those
spaces. Note that, we can only obtain sufficient conditions when the final space is ℓ∞.
However, we use the results in [24] and [34] to obtain necessary and sufficient conditions
for the classes of compact matrix operators from ℓp(∆
(α˜)) spaces into the sets of bounded
sequences and for the classes (ℓ1(∆
(α˜)), ℓ∞) and (ℓ∞(∆
(α˜)), ℓ∞).
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2. Preliminaries
The β dual of a set X is defined by
Xβ = {a ∈ ω : a · x ∈ cs for all x ∈ X}.
Note that cβ0 = c
β = ℓβ∞ = ℓ1 and ℓ
β
p = ℓq.
Given any infinite matrix A = (ank)
∞
n,k=0 of complex numbers and any sequence x, we
write An = (ank)
∞
k=0 for the sequence in the n
th row of A, Anx =
∑∞
k=0ankxk (n = 0, 1, . . . )
and Ax = (Anx)
∞
n=0, provided An ∈ X
β for all n.
If X and Y are subsets of ω, then
XA = {x ∈ ω : Ax ∈ X}
denotes the matrix domain of A in X and (X,Y ) is the class of all infinite matrices that
map X into Y ; so A ∈ (X,Y ) if and only if X ⊂ YA.
Consider now the following fractional difference sequence spaces for 1 ≤ p <∞:
ℓp(∆
(α˜)) :=
{
x = (xk) ∈ ω :
∞∑
n=0
∣∣∣∣∣
∞∑
i=0
(−1)i
Γ(α˜+ 1)
i!Γ(α˜ − i+ 1)
xn−i
∣∣∣∣∣
p
<∞
}
.
Now let us define the sequence y = (yk) which will be used, by the ∆
(α˜)-transform of a
sequence x = (xk), that is,
yk = xk − α˜xk−1 +
α˜(α˜− 1)
2!
xk−2 −
α˜(α˜− 1)(α˜ − 2)
3!
xk−3 + · · ·
=
∞∑
i=0
(−1)i
Γ(α˜+ 1)
i!Γ(α˜− i+ 1)
xk−i.
Hence, those spaces can be considered as the matrix domains of the triangle ∆(α˜) in the
classical sequence spaces ℓp, where 1 ≤ p < ∞. We also have the following relation between
the sequences x = (xk) and y = (yk):
xk =
∞∑
i=0
(−1)i
Γ(−α˜+ 1)
i!Γ(−α˜− i+ 1)
yk−i.
Lemma 2.1. [1, Theorem 4.3.12, p. 63] Let (X, ‖.‖) be a BK space. Then XT is a BK
space with ‖.‖T = ‖T (.)‖ .
By Lemma 2.1, defined fractional difference sequence space is a complete, linear, BK space
with the following norm:
‖x‖ =
(∑
n
∣∣∣∣∣
∞∑
i=0
(−1)i
Γ(α˜+ 1)
i!Γ(α˜− i+ 1)
xn−i
∣∣∣∣∣
p) 1
p
.
Let X be a normed space. Then SX = {x ∈ X : ‖x‖ = 1} and B¯X = {x ∈ X : ‖x‖ ≤ 1}
denote the unit sphere and closed unit ball in X, where X is a normed space.
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By Fr (r = 0, 1, . . . ), we denote the subcollection of F consisting of all nonempty and
finite subsets of N with terms that are greater than than r, that is
Fr = {N ∈ Fr : n > r for all n ∈ N} (r = 0, 1, . . . ).
Given a ∈ ω, we write
‖a‖∗X = sup
x∈SX
∣∣∣∣∣
∞∑
k=1
akxk
∣∣∣∣∣
provided the expression on the write hand side is defined and finite which is the case whenever
X is a BK space and a ∈ Xβ.
Lemma 2.2. Let X and Y be BK spaces.
(i) Then we have (X,Y ) ⊂ B (X,Y ), that is, every A ∈ (X,Y ) defines an operator
LA ∈ B (X,Y ), where LA(x) = Ax for all x ∈ X (see [14, Theorem 1.23]).
(ii) We have ‖x‖∗X = ‖x‖Xβ for all x ∈ X
β, where ‖ · ‖Xβ is the natural norm on the dual
set Xβ (see [13, Theorem 3.2]).
Lemma 2.3. Let Y be an arbitrary subset of ω and X be a BK space with AK or X = ℓ∞,
and R = St. Then A ∈ (XT , Y ) if and only if Aˆ ∈ (X,Y ) and W
(n) ∈ (X, c0) for all
n = 0, 1, . . .. Here Aˆ is the matrix with rows Aˆn = RAn for n = 0, 1, . . . , and the triangles
W (n) (n = 0, 1, . . .) are defined by w
(n)
mk =
∑∞
j=m anjsjk.
Moreover, if A ∈ (X,Y ) then we have Az = Aˆ(Tz) for all z ∈ Z = XT (see [13], Theorem
3.4, Remark 3.5(a)).
We have the following results the for operator norms of bounded operators by [22, Theorem
2.8].
Lemma 2.4. Let X be a BK space.
(i) If A ∈ (X, ℓ1), then
‖A‖(X,ℓ1) ≤ ‖LA‖ ≤ 4 · ‖A‖(X,ℓ1),
where
‖A‖(X,ℓ1) = sup
N∈F
∥∥∥∥∥
∑
n∈N
An
∥∥∥∥∥
∗
X
<∞.
(ii) If A ∈ (X,Y ), then
‖LA‖ = ‖A‖(X,ℓ∞) = sup
n
‖An‖
∗
X <∞,
where Y is any of the spaces c0, c, ℓ∞.
We obtain the following result as an immediate consequence of Lemma 2.2(ii).
Lemma 2.5. Let 1 ≤ p <∞, then we have ‖x‖∗ℓp = ‖x‖ℓq for all x = (xk) ∈ ℓq.
Remark 2.6. Let 1 ≤ p < ∞, A be an infinite matrix and X be BK space. If A ∈(
ℓp(∆
(α˜)), Y
)
, then Aˆ ∈ (ℓp, Y ) such that Ax = Aˆy for all x ∈ ℓp(∆
(α˜)) and y ∈ ℓp. Here x
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and y connected by (2.1) and Aˆ = (aˆnk) is defined by
(2.1) aˆnk =
∞∑
j=k
(−1)j−k
Γ(−α˜+ 1)
(j − k)!Γ(−α˜+ j − k + 1)
anj for all n, k ∈ N0;
and for k = 0, 1, . . . we also define αˆ = (αˆk)
∞
k=0 by
(2.2) αˆk = lim
n→∞
aˆnk.
Proof. Let 1 ≤ p < ∞, A ∈
(
ℓp(∆
(α˜)), Y
)
and x ∈ ℓp(∆
(α˜)). So, An ∈ (ℓp(∆
(α˜)))β for
all n = 0, 1, . . .. Then, we have Aˆn ∈ ℓ
β
p = ℓq for all n = 0, 1, . . . and Ax = Aˆy satisfies.
Therefore, Aˆy ∈ Y and this means Aˆ ∈ (ℓp, Y ). 
Lemma 2.7. If a = (ak) ∈
(
ℓp(∆
(α˜))
)β
, then a = (ak) ∈ ℓq and the equality
(2.3)
∞∑
k=0
akxk =
∞∑
k=0
akyk.
satisfies for every x = (xk) ∈ ℓp(∆
(α˜)), where
(2.4) ak =
∞∑
i=k
(−1)i−k
Γ(−α˜+ 1)
(i− k)!Γ(−α˜− i+ k + 1)
ai.
Let us now write S = Sℓp and Sˆ = Sℓp(∆(α˜)), for short.
Lemma 2.8. Let 1 ≤ p <∞ and a = (ak) be defined in (2.4), then we have
‖a‖∗
ℓp(∆(α˜))
= ‖a‖ℓq =


(
∞∑
k=0
|ak|
q
) 1
q
(1 < p ≤ ∞)
sup
k
|ak| (p = 1).
for all a = (ak) ∈
(
ℓp(∆
(α˜))
)β
.
Proof. Assume that a ∈
(
ℓp(∆
(α˜))
)β
. So, we have by Lemma 2.7 that a ∈ ℓq and the equality
(2.3) yields for all sequences x = (xk) ∈
(
ℓp(∆
(α˜))
)
and y = (yk) ∈ ℓp which are connected by
(2.1). Additionally, we have by Lemma 2.5 that x ∈ Sˆ if and only if y ∈ S. Hence, we have
by (2.3) that
(2.5) ‖a‖∗
ℓp(∆(α˜))
= sup
x∈Sˆ
∣∣∣∣∣
∞∑
k=0
akxk
∣∣∣∣∣ = supy∈S
∣∣∣∣∣
∞∑
k=0
akyk
∣∣∣∣∣ = ‖a‖∗ℓp <∞.
Morover, we obtain by (2.5) and Lemma 2.5 that
‖a‖∗
ℓp(∆(α˜))
= ‖a‖∗ℓp = ‖a‖ℓq
because a ∈ ℓq. This completes the proof. 
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We obtain estimates or identities for the norms of the matrix operators for the classes
(ℓp(∆
(α˜)), c0), (ℓp(∆
(α˜)), c), (ℓp(∆
(α˜)), ℓ∞) and (ℓp(∆
(α˜)), ℓ1).
Theorem 2.9. Let A be in any of the classes (ℓp(∆
(α˜)), c0), (ℓp(∆
(α˜)), c) or (ℓp(∆
(α˜)), ℓ∞),
then
‖LA‖ = ‖A‖(ℓp(∆(α˜)),ℓ∞),
where
‖A‖(ℓp(∆(α˜)),ℓ∞) = sup
n
(
∞∑
k=0
|aˆnk|
q
) 1
q
<∞
Proof. This is an immediate consequence of Lemma 2.2 and Lemma 2.4. 
Theorem 2.10. Let A ∈ (ℓp(∆
(α˜)), ℓ1), then
‖A‖(ℓp(∆(α˜)),ℓ1) ≤ ‖LA‖ ≤ 4 · ‖A‖(ℓp(∆(α˜)),ℓ1),
where
‖A‖(ℓp(∆(α˜)),ℓ1) = sup
N∈F
(
∞∑
k=0
∣∣∣∣∣
∑
n∈N
aˆnk
∣∣∣∣∣
)
<∞.
Proof. This is an immediate consequence of Lemma 2.2 and Lemma 2.4. 
3. Main Results Related to Compact Operators
The following notations are needed to establish estimates and identities for the Hausdorff
measure of noncompactness of matrix operators and characterize the classes of compact
operators. We also use the results in Katarina’s paper [24] to prove our results.
We recall the definition of the Hausdorff measure of noncompactness of bounded subsets of
a metric space, and the Hausdorff measure of noncompactness of operators between Banach
spaces.
If X and Y are infinite–dimensional complex Banach spaces then a linear operator L :
X → Y is said to be compact if the domain of L is all of X, and, for every bounded sequence
(xn) in X, the sequence (L(xn)) has a convergent subsequence. We denote the class of such
operators by C(X,Y ).
Definition 3.1. Let (X, d) be a metric space, B(x0, δ) = {x ∈ X : d(x, x0) < δ} denote the
open ball of radius δ > 0 and center in x0 ∈ X, and MX be the collection of bounded sets
in X. The Hausdorff measure of noncompactness of Q ∈ MX is
χ(Q) = inf{ǫ > 0 : Q ⊂
n⋃
k=1
B(xk, δk) : xk ∈ X, δk < ǫ, 1 ≤ k ≤ n, n ∈ N}.
Let X and Y be Banach spaces and χ1 and χ2 be measures of noncompactness on X and Y .
Then the operator L : X → Y is called (χ1, χ2)–bounded if L(Q) ∈ MY for every Q ∈ MX
and there exists a positive constant C such that
(3.1) χ2(L(Q)) ≤ Cχ1(Q) for every Q ∈ MX .
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If an operator L is (χ1, χ2)–bounded then the number
‖L‖(χ1,χ2) = inf {C ≥ 0 : (3.1) holds for all Q ∈ MX}
is called the (χ1, χ2)–measure of noncompactness of L. In particular, if χ1 = χ2 = χ, then
we write ‖L‖χ instead of ‖L‖(χ,χ).
Lemma 3.2. [14, Corollary 2.26.] Let X and Y are Banach spaces and L ∈ B (X,Y ).
Then we have
(3.2) ‖L‖χ = χ
(
L(B¯X)
)
= χ (L(SX)) ,
(3.3) L ∈ C(X,Y ) if and only if ‖L‖χ = 0.
Lemma 3.3. [14, Theorem 2.23.] Let X be a Banach space with Schauder basis (bn)
∞
n=0,
Q ∈ MX , Pn : X → X be the projector onto the linear span of {b0, b1, . . . bn}. I be the
identity map on X and Rn = I − Pn (n = 0, 1, . . . ). Then we have
(3.4)
1
a
· lim sup
n→∞
(
sup
x∈Q
‖Rn(x)‖
)
≤ χ(Q) ≤ lim sup
n→∞
(
sup
x∈Q
‖Rn(x)‖
)
,
where a = lim supn→∞ ‖Rn‖.
Lemma 3.4. [14, Theorem 2.8.] Let Q be a bounded subset of the normed space X, where
X is ℓp for 1 ≤ p < ∞ or c0. If Pn : X → X is the operator defined by Pn(x) = x
[n] for
x = (xk)
∞
k=0 ∈ X, then we have
χ(Q) = lim
n
(
sup
x∈Q
‖Rn(x)‖
)
.
When the first space is ℓ1, a problem takes place since β dual of ℓ1 is ℓ∞, which has no
AK. In this case, the following study of Sargent [34] is used in order to characterize compact
operators.
Lemma 3.5. [34, Theorem 5.] If L ∈ B(ℓ1, ℓ∞), then L is compact if and only if
lim
m→∞
sup
1≤n≤m
|an,k1 − an,k2 | = sup
n
|an,k1 − an,k2 |
uniformly in k1 and k2, (1 ≤ k1, k2 <∞).
The following results (by [22, Corollary 3.6] and [28, Theorems 3.7 and 3.11]) are needed
to determine estimates for the norms of continuous linear operators LA on our spaces and
establish necessary and sufficient conditions for a matrix operator to be a compact operator.
Lemma 3.6. Then we have:
(i) If A ∈ (X, c0), then we have
‖LA‖χ = lim sup
n→∞
‖An‖
∗
X .
(ii) If A ∈ (X, c), then we have
1
2
· lim sup
n→∞
‖An − α‖
∗
X ≤ ‖LA‖χ ≤ lim sup
n→∞
‖An − α‖
∗
X .
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(iii) If A ∈ (X, ℓ1), then we have
lim
r→∞
(
sup
N∈Fr
∥∥∥∥∥
∑
n∈N
An
∥∥∥∥∥
∗
X
)
≤ ‖LA‖χ ≤ 4 · lim
r→∞
(
sup
N∈Fr
∥∥∥∥∥
∑
n∈N
An
∥∥∥∥∥
∗
X
)
.
We are now ready to state the main results related to compact operators. We start with
establishing some estimates for the norms of bounded linear operators LA on the given frac-
tional sequence spaces ℓp(∆
(α˜)).
Theorem 3.7. Let 1 < p <∞ and q = pp−1 .
(i) If A ∈
(
ℓp(∆
(α˜)), c0
)
, then we have
(3.5) ‖LA‖χ = lim
r→∞
sup
n≥r
(∑
k
|aˆnk|
q
) 1
q
.
(ii) If A ∈
(
ℓp(∆
(α˜)), c
)
, then we have
1
2
· lim
r→∞
sup
n≥r
(∑
k
|aˆnk − αˆk|
q
) 1
q
≤ ‖LA‖χ ≤ lim
r→∞
sup
n≥r
(∑
k
|aˆnk − αˆk|
q
) 1
q
.(3.6)
(iii) If A ∈
(
ℓp(∆
(α˜)), ℓ1
)
, then we have
(3.7) lim
r→∞

 sup
N∈Fr
(∑
k
∣∣∣∣∣
∑
n∈N
aˆnk
∣∣∣∣∣
q) 1
q

 ≤ ‖LA‖χ ≤ 4 · lim
r→∞

 sup
N∈Fr
(∑
k
∣∣∣∣∣
∑
n∈N
aˆnk
∣∣∣∣∣
q) 1
q

 .
Proof. Let A ∈
(
ℓp(∆
(α˜)), c0
)
. By Lemma 2.8, we have
‖A‖∗
ℓp(∆(α˜))
= ‖Aˆn‖ℓq =
(
∞∑
k=0
|aˆnk|
q
) 1
q
.
for all n = 0, 1, . . . because An ∈
(
ℓp(∆
(α˜))
)β
for all n = 0, 1, . . .. Taking into account this
result and Lemma 3.6(i) we obtain (3.5).
In order to prove the second part we start with A ∈
(
ℓp(∆
(α˜)), c
)
. By Remark 2.1 Aˆ ∈
(ℓp, c). So, we have by Lemma 3.6(ii) that
1
2
· lim sup
n→∞
‖Aˆn − αˆ‖ℓq ≤ ‖LA‖χ ≤ lim sup
n→∞
‖Aˆn − αˆ‖ℓq ,
where αˆ defined in (2.2). Hence, by Lemma 3.2 we get
(3.8) ‖LA‖χ = χ
(
LA(Sˆ)
)
= χ
(
ASˆ
)
,
and
(3.9)
∥∥LAˆ∥∥χ = χ (LAˆ(S)) = χ
(
AˆS
)
.
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Morover, x ∈ Sˆ if and only if y ∈ S. We have ASˆ = AˆS because Ax = Aˆy by Remark 2.1.
Taking into account the equalities (3.8) and (3.9) we conclude that ‖LA‖χ =
∥∥LAˆ∥∥χ which
completes the second part of the proof.
Finally, let A ∈
(
ℓp(∆
(α˜)), ℓ1
)
. We derive from Lemma 2.5 that
(3.10)
∥∥∥∥∥
∑
n∈N
An
∥∥∥∥∥
∗
ℓp(∆(α˜))
=
∥∥∥∥∥
∑
n∈N
Aˆn
∥∥∥∥∥
ℓq
because An ∈ (ℓp(∆
(α˜)))β . Hence, we obtain the condition in (3.7) by (3.10) and Lemma
3.6(iii).

Theorem 3.8. Let 1 ≤ p <∞.
(i) If A ∈
(
ℓ1(∆
(α˜)), c0
)
then we have
(3.11) ‖LA‖χ = lim
r→∞
sup
n≥r
(
sup
k
|aˆnk|
)
.
(ii) If A ∈
(
ℓ1(∆
(α˜)), c
)
then we have
1
2
· lim
r→∞
sup
n≥r
(
sup
k
|aˆnk − αˆk|
)
≤ ‖LA‖χ ≤ lim
r→∞
sup
n≥r
(
sup
k
|aˆnk − αˆk|
)
.
Proof. This is an immediate consequence of Theorem 2.9, Lemma 3.6 and Theorem 3.7. 
We now use the results in [24] and [34] to obtain necessary and sufficient conditions for the
classes of compact matrix operators in (ℓp(∆
(α˜)), ℓ∞), (ℓ1(∆
(α˜)), ℓ∞) and (ℓ∞(∆
(α˜)), ℓ∞).
Theorem 3.9. Let 1 < p <∞ and q = pp−1 .
(i) If A ∈ (ℓp(∆
(α˜)), ℓ∞), then LA is compact if and only if
lim
r→∞
sup
n
(
∞∑
k=r+1
|aˆnk|
q
) 1
q
= 0.
(ii) If A ∈ (ℓ1(∆
(α˜)), ℓ∞) , then LA is compact if and only if
lim
m→∞
sup
1≤n≤m
|aˆn,k1 − aˆn,k2 | = sup
n
|aˆn,k1 − aˆn,k2 |
uniformly in k1 and k2, (1 ≤ k1, k2 <∞) .
Proof. Assume A ∈ (ℓp(∆
(α˜)), ℓ∞). By Lemma 2.3, we obtain LA ∈ B(ℓp(∆
(α˜)), ℓ∞) and
Aˆ ∈ (ℓp, ℓ∞) such that Ax = Aˆ(∆
(−α˜)x) for all x ∈ ℓp(∆
(α˜)), where ∆(−α˜) is the inverse of
the triangle ∆(α˜) and aˆnk defined in (2.1). We have LAˆ ∈ B(ℓp, ℓ∞) and Aˆx = LAˆ(x) for all
x ∈ ℓp because ℓp is a BK space. If we write (Aˆn)r for the rth row of the matrix Aˆ with aˆnk
replaced by 0 for k > r,
(Aˆn)r =
r∑
k=0
aˆnke
(k)
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and apply [34, (b), p.85 ] we obtain LAˆ is compact if and only if
sup
n
||Aˆn||q = sup
n
(∑
k
|aˆnk|
q
) 1
q
<∞
and
lim
r→∞
sup
n
||Aˆn − (Aˆn)r||q = lim
r→∞
sup
n
(
∞∑
k=r+1
|aˆnk|
q
) 1
q
= 0.
The first condition yields from the characterizations of matrix transformations, [1, Example
8.4.5D and Example 8.4.6D]. Hence LAˆ is compact if and only if the condition
lim
r→∞
sup
n
(
∞∑
k=r+1
|aˆnk|
q
) 1
q
= 0
yields. Taking into account the equalities (3.8) and (3.9) we have LA is compact if and
only if LAˆ is compact. This completes the first part of the proof.
We know that LA is compact if and only if LAˆ is compact with the equalities (3.8) and
(3.9). Also A ∈ (ℓ1(∆
(α˜), ℓ∞) implies Aˆ ∈ (ℓ1, ℓ∞). As an immediate consequence of Lemma
3.5 we prove the second part of the theorem. 
Theorem 3.10. Let A ∈ (ℓ∞(∆
(α˜)), ℓ∞). Then LA is compact if and only if
(3.12) lim
r→∞
sup
n
∞∑
k=r+1
|aˆnk| = 0.
Proof. By the help of Lemma 2.3 we have Aˆ ∈ (ℓ∞, ℓ∞) because ℓ∞ is a BK space and also
by Lemma 2.2 the associated bounded linear operator LAˆ. Since (ℓ∞)
β = ℓ1, therefore by the
condition (b) in [34, p. 85] we have: The spaces ℓ∞ and c0 have the same dual space ℓ1, and
therefore the conditions [34, (b) and (f), p.85] are the same. It follows that LAˆ is compact if
and only if
sup
n
||Aˆn||1 = sup
n
∞∑
k=0
|aˆnk| <∞
and
lim
r→∞
sup
n
||Aˆn − (Aˆn)r||1 = lim
r→∞
sup
n
∞∑
k=r+1
|aˆnk| = 0.
So the first condition is satisfied [1, Example 8.4.5A], and it follows that LAˆ is compact if
and only if the condition (3.12) yields. This completes the proof because LA is compact if
and only if LAˆ is compact by Lemma 2.2 and the equalities (3.8) and (3.9). 
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4. Conclusion
The main aim of this paper is to consider fractional sequence spaces ℓp(∆
(α˜)) for 1 ≤ p <∞
via Euler gamma function. We derive some estimates and identities for the norms of bounded
linear operators on fractional sequence spaces ℓp(∆
(α˜)). In general, Hausdorff measure of
noncompactness is used to find necessary and sufficient conditions for a matrix operator on
a given sequence space to be a compact operator. However we can only obtain sufficient
conditions when the final space is ℓ∞, that is for a matrix class (X, ℓ∞). This is why we
use the results in [24] and [34] to exactly obtain necessary and sufficient conditions for the
classes of compact matrix operators in (ℓp(∆
(α˜)), ℓ∞) and (ℓ∞(∆
(α˜)), ℓ∞). In addition to these
characterizations, we apply Hausdorff measure of noncompactness to establish necessary and
sufficient conditions for a matrix operator to be a compact operator from fractional sequence
spaces ℓp(∆
(α˜) and ℓ1(∆
(α˜)) into Y , where Y is any of the spaces of convergent to zero,
convergent and bounded sequences c0, c, ℓ1.
All these results are given with the following table:
From
To
ℓp(∆
(α˜)) ℓ1(∆
(α˜))
c0 1. 5.
c 2. 6.
ℓ∞ 3. 7.
ℓ1 4. -
Table. Necessary and sufficient conditions for an operator to be compact
[1. ] lim
r→∞
sup
n≥r
(
∞∑
k=0
∣∣∣∣∣
∞∑
j=k
(−1)j−k Γ(−α˜+1)(j−k)!Γ(−α˜+j−k+1)anj
∣∣∣∣∣
q) 1
q
= 0.
[2. ] lim
r→∞
sup
n≥r
(
∞∑
k=0
∣∣∣∣∣
∞∑
j=k
(−1)j−k Γ(−α˜+1)(j−k)!Γ(−α˜+j−k+1)anj − limn→∞
aˆnk
∣∣∣∣∣
q) 1
q
= 0.
[3. ] lim
r→∞
sup
n
(
∞∑
k=r+1
∣∣∣∣∣
∞∑
j=k
(−1)j−k Γ(−α˜+1)(j−k)!Γ(−α˜+j−k+1)anj
∣∣∣∣∣
q) 1
q
= 0.
[4. ] lim
r→∞
sup
N∈Fr
(
∞∑
k=0
∣∣∣∣∣ ∑n∈N
∞∑
j=k
(−1)j−k Γ(−α˜+1)(j−k)!Γ(−α˜+j−k+1)anj
∣∣∣∣∣
q) 1
q
= 0.
[5. ] lim
r→∞
sup
n≥r
(
sup
k
∣∣∣∣∣
∞∑
j=k
(−1)j−k Γ(−α˜+1)(j−k)!Γ(−α˜+j−k+1)anj
∣∣∣∣∣
)
= 0.
[6. ] lim
r→∞
sup
n≥r
(
sup
k
∣∣∣∣∣
∞∑
j=k
(−1)j−k Γ(−α˜+1)(j−k)!Γ(−α˜+j−k+1)anj − limn→∞
aˆnk
∣∣∣∣∣
)
= 0.
[7. ] lim
m→∞
sup
1≤n≤m
|aˆn,k1 − aˆn,k2 | = sup
n
|aˆn,k1 − aˆn,k2 |,
uniformly in k1 and k2, (1 ≤ k1, k2 <∞) .
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