We present the second generation of the GFZ Reference Internal Magnetic Model (GRIMM-2), that was derived for the preparation of the GFZ candidate for the 11th generation of the IGRF. The model is built by fitting a vector data set made of CHAMP satellite and observatory data, spanning the period 2001.0 to 2009.5. The data selection technique and the model parametrization are similar to that used for the derivation of the GRIMM model (Lesur et al., 2008) . The obtained model is robust over the time span of the data. However, the secular variation above spherical harmonic degree 13 becomes less controlled by the data and is constrained by the applied regularization before 2002 and after 2008.5. At best, only the spherical harmonic degrees 3 to 6 are robustly estimated for the secular acceleration. The problem associated with the first two spherical harmonic degrees of the secular acceleration model arise from the difficulty in separating the core field signal from the external fields and their internally induced counterparts. The regularization technique applied smoothes the magnetic field model in time. This affects all spherical harmonic degrees, but starts to be significant at spherical harmonic degree 5.
Introduction
The ongoing mission of the CHAMP satellite provides very high quality vector measurements of the Earth's magnetic field which have led in the recent past to numerous studies about its external and internal sources (Reigber et al., 2005) . In 2009, the satellite has been revolving in an orbit of very low altitude ( 320. km). This, combined with the fact that the external magnetic field perturbations were small due to a very long period of low solar activity, serve studies of internal fields. Furthermore, in view of providing the best possible data set for the preparation of the 11th version of the IGRF, fully processed CHAMP vector data have been made available up to 2009.5. This motivate a renewed effort in modeling of the core magnetic field to high spatial and temporal resolution.
In this study we develop the second generation of the GRIMM model, covering the years 2001 to 2009.5. In its prior version (Lesur et al., 2008) , the GRIMM model has been built from a data set made of CHAMP satellite data covering years 2001 to 2006 and hourly mean values obtained from 132 geomagnetic observatories. The data selection process was set to optimize the model time resolution. The GRIMM model showed a general agreement in mapping the temporal and spatial characteristics of magnetic field features with the series of CHAOS models (Olsen et al., 2006b (Olsen et al., , 2009 ), which were mainly based on satellite data from CHAMP and Ørsted. The data selection criteria are different for both modeling approaches, but they rely on a similar parameterization of the temporal evolution of the magnetic field, and consequently revealed a rapid fluctuation of the secular acceleration. Such detailed and robust description of the secular acceleration of the Earth's magnetic field allows to investigate processes driving the temporal evolution of the field itself such as changes of the flow inside the liquid outer core. Other core magnetic field models are available (e.g. Maus et al., 2006; Thomson and Lesur, 2007) but with a different time parameterization that does not allow a continuous mapping in time of the secular acceleration.
We use the new large CHAMP data set to derive the second generation of the GRIMM model-GRIMM-2, and to derivate our IGRF candidate model. In this work some questions regarding the robustness of secular acceleration estimates are addressed. Although the GRIMM series of models aim to model all aspects of the magnetic field of internal origin, we present here only results concerning the field generated in the Earth's core. An associated model of the lithospheric field is available, but it has been derived independently from the core field model.
The next section is dedicated to briefly describe the data selection techniques, the model parameterization of GRIMM-2, and the model estimation techniques. The modifications introduced for this second generation of the model are highlighted. The third section presents the obtained model which then is discussed in the fourth section.
Data Set, Data Selection, Model Parameterization and Model Estimation

Data set, data selection
The model GRIMM-2 is built from CHAMP satellite magnetic vector data, and observatory hourly mean vector data. The most recent version 51 Level-2 CHAMP satellite data span the epochs 2001.0 to 2009.58 and include improved time dependent FGM-ASC orientation corrections (i.e. orientation of the fluxgate magnetometers relative to the reference frame defined by the star cameras). Observatory hourly mean data are only used up to 2009.0.
The mid-and low-latitude satellite data lie in-between ±55
• magnetic latitudes. From these data, only the X and Y components in Solar-Magnetic (SM) system of coordinates are selected for magnetically quiet times following the criteria:
-Positive value of the Z -component of the interplanetary magnetic field (IMF-B Z ) to minimize possible re-connection of the magnetic field lines with the Interplanetary Magnetic Field (IMF). -20 s minimum between sampling points such that the nonmodeled lithospheric field does not generate correlated errors between data points. -Local time between 23:00 and 05:00, and the sun below the horizon at 100 km above the Earth's reference radius (a = 6371.2 km), to minimize the contribution from the magnetic field generated in the ionosphere. -Norm of the Vector Magnetic Disturbances (VMD, Thomson and Lesur, 2007) less than 20 nT and norm of its time derivative less than 100 nT/day. -High accuracy of the FGM magnetometer readings (quality flag 1 set to 0) and dual star-camera mode (quality flag 2 set to 3). -Star camera outputs checked and corrected (Flag digit describing the attitude processing technique larger than 1).
At high latitudes, i.e. outside the ±55 • magnetic latitudes interval, the three component vector magnetic satellite data are used in North, East, Center (NEC) system of coordinates. Their selection criteria differ from those listed above in two points: -Data are selected at all local time, and independently of the sun position. -Data sampled in single-camera mode are used.
These two selection criteria were chosen to avoid significant gaps in the time series of high-latitudes data. The second of these points has been introduced specifically for GRIMM-2, but it is associated with only a relatively small amount of data (see Table 1 below) and the overall effect on the final model is small.
The same selection criteria as for mid and low-latitudes satellite data are applied to hourly mean data of geomagnetic observatories (downloaded from the Word Data Center (British Geological Survey-BGS, Edinburgh)). From the 148 observatories with available data for the epochs of interest, the data of 18 observatories were rejected, because of a strong contamination with instrumental noise, base-line jumps and drifts. We point out that we are using hourly mean data, without further processing.
The data selection criteria used here are very similar to those used in the derivation of the first generation of GRIMM and have proven to lead to robust and accurate core field models.
Model parameterization
The model parameterization has been simplified compared to the GRIMM model. We do not attempt here to estimate the toroidal magnetic field generated by the field aligned currents, nor the field generated in the ionosphere at high latitudes. It has been found during the derivation of GRIMM that modeling these contributions only marginally improve the fit to the data, mainly because the temporal parameterization does not provide a useful description of the variations caused by processes in high latitude ionosphere and field aligned currents. Furthermore, co-estimating these magnetic fields and the core magnetic field carries the risk that part of the core field is explained in terms of these external fields and vice versa (Lesur et al., 2008) . Also, the lithospheric field is only co-estimated up to Spherical Harmonic (SH) degree 30 together with the other components of the field. Apart from the lithospheric field, the model includes the core field, a representation of the large scale external fields and their associated internally induced counterparts. The crustal offsets at observatory locations are also estimated.
The core field B c is modeled as the gradient of an internal potential field given as a series of spherical harmonics:
where (θ, φ, r, t) are the colatitude, longitude, radius and time, respectively. The Earth's core reference radius is c = 3485 km, and Y m l (θ, φ) are the Schmidt semi-normalized SHs of degree l and order m. We use the convention that negative orders, m < 0, are associated with sin(|m|φ) terms whereas null or positive orders, m ≥ 0, are associated with cos(mφ) terms. The maximum SH degree L c for the core field model is set to L c = 16 even if it is clear that at such high SH degrees, the contribution of the lithospheric field is significant. The Gauss coefficients g m l (t) are time dependent and are represented as a series of N t B-splines, ψ 6 i (t), of order 6, with knots one year apart spanning 2000-2011. This spline order is set to higher value than for GRIMM, such that it is consistent with time smoothing constraints that are presented below.
We consider that the field generated in the lithosphere is not dependent on time. It is defined by:
where a = 6371.2 km is the Earth's reference radius. The lithospheric model maximum SH degree is set to L l = 30.
As the satellite altitude decreased from roughly 480 km in 2001 to 310 km in 2009, the strength of the short wavelength magnetic field generated in the lithosphere increased. While testing modeling schemes using the End-to-End synthetic data set for the preparation of the Swarm-Mission (Olsen et al., 2006a) , it has been revealed that this slowly increasing lithospheric field contribution leaks into the secular variation (SV) model. In order to avoid this aliasing effect, the GRIMM lithospheric field model from SH degree 17 to degree 80 is subtracted from the data in a preprocessing phase. The present modeling effectively corresponds to a correction of the original lithospheric field model of GRIMM, rather than the lithospheric field itself. The large scale external fields are described by:
The maximum SH degree for the potential V e is L e = 2. The temporal variations of the external Gauss coefficients q m l (t) are defined by N e t B-splines, ψ 2 i (t), of order 2, corresponding to a piecewise linear representation in between knots. These knots are separated by 3 months, which is consistent with the definition of the VMD index (Thomson and Lesur, 2007) . The rapid external field variations and their associated induced counterparts, are described by the VMD index that provides estimates of the large scale magnetic disturbances every 20 minutes. The external and internal part of the VMD index, vmde i,m and vmdi i,m respectively, are scaled for a three month period by their associated coefficients, q
Here, it is not attempted to separate the different contributions to the large scale external field, as it is not clear to which amount the ring current, tail currents, field aligned currents and other sources contribute to this field. This separation may not be possible. In particular, there is no information available about some significant parts of this large scale field at mid-and low-latitude because the data are selected along the X and Y SM direction only (Lesur et al., 2008) . Further, the level of noise for high latitude data is very large and the V vmd (θ, φ, r, t) coefficients are not adjusted to fit these data. This way, we allow for a better description of the external field at mid latitudes which, ultimately, leads to a better core field model quality.
Model estimation
In order to obtain a robust core field model for the entire data time span, constraints have to be applied on the model parameters. As we will see below, the spatial complexity of the obtained SV model is not robust for SH degrees higher than 13. Normally constraints should be applied to control the spatial complexity in order to have an acceptable model at high SH degrees. Because of the fact that the modeled SV at high SH degrees shows reasonable behavior in some regions, i.e. mid latitudinal regions, we abandoned the idea of using a spatial constraint in the derivation of GRIMM-2.
In the present work, we concentrate in deriving a model providing an accurate description of the temporal variations up to SH degree 13 and applied two different constraints. First we minimize together with the misfit to the data a measure of the roughness in time of the model:
where T is the model time span 2000-2011, c the spherical surface with radius c and B r the radial component of the magnetic field. We also minimize a measure of magnetic field acceleration at epochs 2000.0 and 2011.0:
The second temporal constraint becomes necessary, as the SV and acceleration are not fully controlled at the endpoints of the time span by the first constraint. The damping parameters λ t3 and λ t2 are estimated by comparing the fit to the data and the roughness of the obtained model. The regularization technique applied here is slightly different from the one used in the first generation of GRIMM. Here, all constraints are applied at the core mantle boundary. Finally, we note that using order six B-splines in the time for the parameterization of the core field (see Eq. (1)) is consistent with the third time derivative constraint defined in Eq. (4). In fact the order six B-splines are the "natural" interpolating functions with minimal third time derivative. The model estimation is made in three successive steps. After computing data densities on a quasi-regular triangular mesh, a first rough model is obtained by a least-square fit, where a satellite datum is weighted depending on the density of the triangular cell it belongs to. The resulting fit to the data is given in Table 1. In the second step, the least-square fit to the data is made using as weights the inverse of the error variances estimated in the first run. We did not introduced a specific treatment to handle the anisotropic error of single-camera mode data because their errors are dominated by the un-modeled contributions of the magnetic field generated by field aligned currents. As the problem is linear, a large range of damping parameter can be investigated rapidly. Once acceptable values of the damping parameters are set, the model is further improved by five runs done using a re-weighted least-squares algorithm with an L 1 measure of the misfit. These runs are computationally demanding because the set of normal equations has to be re-calculated each time. The starting model used is the output of the second step. By doing only five iterations, the iterative process is not fully converged, but we verified that the part of the model associated with the core field does not vary significantly if further iterations are made.
Results
The data selection presented in Section 2.1, combined with a model parameterization described in Section 2.2 leads through the processing scheme of Section 2.3 to a description of the core field evolution from 2001.0 to 2009.5. The choice of damping parameter was done by evaluating , is shown in Fig. 1 . The choice of the damping parameter λ t3 = 1.0 close to the knee of the tradeoff curve, corresponds to a rough L 2 -norm solution, that gets much smoother after the re-weighted least-squares iterations. Only solutions for a few parameter values were evaluated under L 1 measure of the misfit because of the computation time required. The chosen damping parameters are λ t2 = 0.1, λ t3 = 1.0 and the obtained final fit to the data are given in Table 1 . The residual means (M) are non-zero, even for observatory components where the crustal offsets normally adjust such that the mean is always zero. However, these deviations from zero are due to the use of the L 1 measure of the misfit (whereas zero means are associated with an L 2 measure of the misfit). Both means and standard deviations (SD) are particularly large in highlatitude satellite and observatory data. They are associated with the contributions of non-potential fields, such as those generated by field-aligned currents. Figure 2 presents the power spectra of a snap-shot of the core field for year 2005.0, its SV, Secular Acceleration (SA) and third time derivative (TD). The spectra are calculated at the core reference radius c = 3485 km. The static core field has a nearly flat spectrum for SH degrees larger than 1, then it starts growing from SH degree 14, maybe even earlier, because of the contribution from the lithosphere. The SV spectrum has the usual increasing shape, but it also starts to be unstable from SH degree 14, with a rapid growing rate. We note that the SV spectrum does not converge at the CMB. Both SA and third time derivative spectra are convergent, but this results from the applied damping. The SA itself is constrained to be small only at the model end points, but, because we impose the third time derivative to be small at any time, this affects the whole model span. We note that the third time derivative spectrum reaches large values for low SH degrees-e.g. as large as 7 10 3 (nT/y 3 ) Fig. 3 . Spectra of the SV and SA as a function of time. for SH degree 3. Therefore the SA varies very rapidly for the SH degrees 1 to degree 4 or 5. There is no reason to assume that this is not the case at higher SH degrees, however, the third time derivative is then not resolved by the data and the applied constraints impose a rapidly decreasing spectrum to the magnetic field third time derivative. These energy spectra evolve in time. In Fig. 3 we present the temporal variation of the SV and SA energies at the Earth's reference radius a = 6371.2 km. At the Earth's surface the SV and SA energies are strongly dominated by the long wave-lengths of the model. The strong increase of the order of 25% of SV energy from 2007 onward, is due to the first SH degrees. At the core surface this behavior corresponds to a small change because the short wave-lengths are dominant. The SA itself presents a varying energy spectrum, with a maximum at 2006. Most of the rapid temporal oscillations are due to the SH degree l = 1, but the main contribution to this maximum comes from the SH degree 3 (not shown). The robustness of these features are discussed in next section. Figure 4 shows the map of the vertical down component of core field at the CMB for the year 2005. The field morphology is similar to previously published maps for the satellite era, which includes the large reverse flux patch in the southern hemisphere and the sinuous magnetic equator line. Correspondingly, the map of SV radial component for 2005 is comparable to what has been presented previously. However, we note that the spectrum of the SV does not converge at the CMB, and therefore this "image" of the SV may be totally different if a different truncation degree of its SH series is used.
The robust estimation of SA is one of the main progress in core field modeling these last years. In Lesur et al. (2008) 
Discussion
The GRIMM-2 model was presented in the previous sections. We now turn to the problem of estimating the robustness of the model. In particular it is compared with CHAOS-2s (Olsen et al., 2009 ), a recent model covering nearly the same time span. Figure 6 represents the power spectra of GRIMM-2 for year 2005.0 at the Earth's reference radius, and the power spectra of the SV and SA differences relative to CHAOS-2s. The power spectrum of the static field differences is not presented and varies around 2 nT 2 . Regarding the SV estimate, one can see that the power of differences relative to CHAOS-2s stays below 1 (nT/y) 2 for all SH degrees. The SV models are therefore in good agreement for the epoch 2005.0 at least up to SH degree 12 maybe 13. This is confirmed by a degree coherency higher than 0.8 up to SH degree 13. The results for the SA are rather different. Both SA models agree well from SH degree 3 to 6 or 7, but are different for the longest wave-lengths (SH degree 1 and 2). These differences are directly linked to the modelers estimated data errors. In the present work, we do not regard the rapid temporal variations of the observed field as originating in the core and therefore we do not attempt to fit these variations. It follows that the obtained model is much smoother in time than CHAOS-2s. However, the GRIMM-2 SA model is rough enough such that it fits the data to the level we expect. The temporal variations of the Gauss coefficients we obtained lead to the SA variations mapped in Fig. 5 . Again, the degree coherency calculated for the SA (see Fig. 6 ) shows that there is little agreement on the temporal second derivative of SH degree 1 and 2 Gauss coefficients.
In Fig. 7 are shown the temporal behaviors of the SV Gauss coefficients:ġ We first see that the temporally un-constrained solution is very close to the constrained one and therefore, the combination of our data selection and model parameterization, independently of the chosen constraints, does not allow a temporal variability of the Gauss coefficients as large as CHAOS-2s variability. The effect of regularization becomes particularly visible at both ends of the time span of GRIMM-2. It is clear that it is the applied regularization that controls the SV before 2002.0 and after 2008.5.
The effect of the constraints is seen on the SA spectrum from SH degree 7. At SH degrees higher than 8 the SA of the un-constrained model is unrealistically large and the obtained SV model oscillates in time around the average value given by the constrained model.
The error-bars shown in Fig. 7 are known to be underestimated (Lowes and Olsen, 2004 ) and furthermore the model inversion process is regularized. However, they show thatġ 0 1 (t) is much less constrained than coefficients at higher SH degrees. By a close inspection, one can see that its formal standard deviation estimates have an annual periodicity due to external field contributions to the magnetic data. It is not clear if the observed rapid variation of theġ 0 1 (t) is due to a signal coming from the core or if it originates in the external fields or its induced counterpart. As seen in Fig. 3 , these rapid oscillations of theġ 0 1 (t) contributes significantly to the temporal variation of the SA energy, but they do not affect significantly the patterns mapped in Fig. 5 .
The first temporal derivatives of the other Gauss coefficients present clear and sharp changes in their temporal evolution, generally around 2006 and 2007. These changes are well above the noise level as it could be estimated from the error-bars. We particularly point out the change of slope of theḣ 3 3 (t) just before 2008 that set some challenges for the prediction of the SV over the coming years, and the strong increase of absolute value ofḣ 1 1 (t) coefficient. This increase from 2006 is the main contribution to the increase in SV energy already observed in Fig. 3 .
In order to better understand the effect of the regulariza- tion on the resulting model, we conduct a temporal resolution analysis similar to Olsen et al. (2009) . The time dependence of the Gauss coefficients is determined by Eq.
(1) that we rewrite here:
In this analysis, it is assumed that the evolution of each Gauss coefficient is given by a single spline basis function, e.g. shows the 8 th spline function as it is used in our parameterization and how it is modified by the damping for three Gauss coefficients, i.e. g There is only a weak dependency of these filtered functions with the SH order. This is expected as our regularization measures are independent of the SH order. Such dependency could therefore only be introduced by the data quality or data coverage. It is clear that at SH degrees higher than 8 most of the time resolution of the model vanishes and the obtained Gauss coefficient temporal behaviors are strongly averaged over time. This result is consistent with the observed SA power spectrum decreases in Fig. 2 . The right panel of Fig. 8 displays the diagonal elements of the resolution matrix extracted for the core field Gauss coefficients associated with the 8 th spline function. We checked that for our temporally un-constrained model, these diagonal elements are all 1. For the regularized model the diagonal elements rapidly decrease with the SH degree. The dependence on the SH order is limited. Although the effect of regularization is small at low SH degree, it is already present. However, it certainly does not affect significantly our candidate models to the IGRF.
Conclusion
We have presented the second generation of the GFZ Reference Internal Magnetic Model (GRIMM-2). As for the first generation, the model has been derived to provide an accurate description of the core field, its temporal behavior and in particular of the secular acceleration. The data set used covers the years from 2001.0 to 2009.5. The core field model is reasonably accurate over the data time span. The B-spline functions used allow the calculation of field values from 2000 to 2011, however, users should be particularly careful when extrapolating the model outside the time interval [2001 : 2009.5] . We have seen that the secular variation model is controlled by the regularization applied for the first and last year of the model, i.e. it should be used with caution outside the time interval [2002 : 2008.5] . Above SH degrees 12 or 13 the power spectra of the secular variation model diverges and regularization is required. As an example, a regularization can follow the tapering approach applied in Wardinski et al. (2008) to obtain estimates of spatially controlled small scale SV.
Regarding the secular acceleration we see that it evolves rapidly and reaches absolute values as large as 25 nT/y 2 . There is no evidence of repetitive patterns, strengthening or weakening of the acceleration. However, the regularization applied affects the acceleration as early as SH degree 4 or 5, and some work is still required before one can downward continue the acceleration model at the core mantle boundary.
This model has been used as the parent model for the GFZ candidate to the 11 th version of the IGRF.
The model can be downloaded together with some FORTRAN 95 softwares at http://www.gfz-potsdam.de/magmodels.
