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Abstract
Catastrophic forgetting is the notorious vulnera-
bility of neural networks to the change of the data
distribution while learning. This phenomenon
has long been considered a major obstacle for
allowing the use of learning agents in realistic
continual learning settings. A large body of con-
tinual learning research assumes that task bound-
aries are known during training. However, re-
search for scenarios in which task boundaries
are unknown during training has been lacking.
In this paper we present, for the first time, a
method for preventing catastrophic forgetting
(BGD) for scenarios with task boundaries that
are unknown during training — task-agnostic con-
tinual learning. Code of our algorithm is available
at https://github.com/igolan/bgd.
1. Introduction
A continual learning algorithm is one that is faced with
sequentially-arriving tasks, with no access to samples from
previous or future tasks. Special measures are needed to
prevent a deep neural network (DNN) from adapting only
to the latest task and forgetting past knowledge — a phe-
nomenon known as catastrophic forgetting (McCloskey &
Cohen, 1989). In this paper we present a new continual
learning algorithm for training DNNs, Bayesian Gradient
Descent (BGD). Unlike previous algorithms, our algorithm
can be applied to scenarios with task boundaries that are
unknown or undefined during both training and testing.
Various continual learning methods have been suggested in
the literature. Due to the lack of concrete scenario defini-
tions, many works present an inconsistent mixture of exper-
imental results, without an explicit definition of the tested
scenarios. Recently, the authors of Hsu et al. (2018); van de
Ven & Tolias (2018) identified three distinct commonly-
used experimental scenarios. They differ in the knowledge
that they assume during testing, in the number of outputs
*Equal contribution 1Technion - Israel Institute of Tech-
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(“heads”, i.e. output dimension), and in difficulty level. All
these scenarios share a common assumption: task bound-
aries are known to the algorithm during training. This is a
significant disadvantage, as in many realistic applications
we may not possess the knowledge about the tasks schedule
— i.e., a “task-agnostic continual learning” setting.
To allow a concrete comparison between different methods,
in section 2 we provide four questions for continual learn-
ing scenario definition, expanding that of Hsu et al. (2018);
van de Ven & Tolias (2018). It yields two new scenarios
where the task schedule is unknown, which were previously
unaddressed. In section 5, we show empirically that all sce-
narios are fundamentally different, and present first results
on scenarios with no knowledge on tasks schedule.
The motivation for well-defined scenarios can also be found
in Farquhar & Gal (2018). The authors explain why some
scenarios are more interesting than others, and provide a list
of desiderata for a continual learning algorithm. Our algo-
rithm, BGD, fits most of those desiderata. They also urge
the community to focus on a specific scenario called “class
learning”. In section 2 we analyze this scenario, and present
a method (“labels trick”) to improve the performance of
“class learning”. For example, on Split MNIST it improves
average accuracy from ∼ 20% to ∼ 50% for all algorithms.
This is done by understanding the information available in
such scenario.
Main contributions Our main contributions are:
1. We present the first algorithm for continual learning
(BGD) which is applicable to scenarios where task
identity or boundaries are unknown during both train-
ing and testing — task-agnostic continual learning.
2. We suggest a fine-grain categorization for continual
learning scenarios to allow well-defined comparison.
3. We present the “labels trick”, a way to improve perfor-
mance in the “class learning” scenario.
2. Continual learning scenarios
In recent works, Hsu et al. (2018); van de Ven & Tolias
(2018) defined three continual learning scenarios: “task
learning”, “domain learning” and ”class learning”. We re-
view these scenarios, denoting T as the number of tasks, and
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Figure 1. Continual learning scenario characterization. Each sce-
nario is fundamentally different. This paper presents first results
on task-agnostic scenarios. Previous results are average accuracy
over all tasks as reported in Hsu et al. (2018).
C as the number of classes per task.1 The term “head” is
used for the DNN output (the last linear classifier). Knowl-
edge about task identity means that a sample xi is tagged
with task number ti, alongside the label yi: (xi, yi, ti).
Previous scenario definitions In task, domain, and class
learning, task boundaries are well-defined, and task iden-
tity is known during training. The difference arises from
knowledge on task identity during testing, and the number
of heads. In task learning, the task identity is known dur-
ing testing. The best results are achieved by assigning a
different set of heads for each task (T × C outputs), and
using only the C heads of the current task during training
and testing. In both domain and class learning, the task
identity is unknown during testing. Therefore, we cannot
easily choose the correct set of heads on testing. In domain
learning, a single set of heads is shared among all tasks (C
outputs). While in class learning a different set of heads
represents each task classes (T×C outputs). Specifically, in
class learning, during testing one must use all T × C heads,
which includes heads of other tasks, therefore the network
needs to infer not only the correct label, but also the correct
task.
1We assume all tasks have the same number of classes for
simplicity, but this assumption may be omitted.
Expanding scenario definitions We expand those defini-
tions, and suggest a fine-grain categorization of continual
learning scenarios. To characterize a scenario, one should
answer four questions:
1. Are the boundaries between tasks well defined?
2. Is the task identity known during training?
3. Is the task identity known during inference (test)?
4. Are tasks share the output head? (C vs. T×C outputs).
Additional questions that affect performance are:
5. For how long each task is trained?2
6. Is the number of tasks known? How many tasks exist?
7. General questions: network architecture, optimizer etc.
The tasks boundaries can be undefined in two different ways:
(A) The transition between tasks occurs slowly over time,
so the algorithm gets a mixture of samples from two dif-
ferent tasks during the transition (Figure 2); (B) The data
itself changes continuously towards a new distribution (for
example, images of cheetahs that slowly change into cats).
In all task-agnostic scenarios, the algorithm does not have
any kind of knowledge on the distribution over the tasks.
Figure 1 summarizes scenario characterization as a decision
tree.
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Figure 2. Distribution of samples from each task as a function of
iteration. The tasks are not changed abruptly, but slowly over time
— tasks boundaries are undefined. Moreover, the algorithm has no
access to this distribution. Here, number of samples from each
task in each batch is a random variable drawn from a distribution
over tasks, and this distribution changes over time (iterations).
Task agnostic continual learning Current methods for
continual learning require to be informed when a task is
switched during training in order to take some core action
(e.g., changing parameters in the loss function). When this
knowledge is unavailable, such as in task-agnostic scenar-
ios, those algorithms are inapplicable (see discussion in
subsection 5.1). Unlike previous approaches, BGD can be
applied without any modification to scenarios where the task
boundaries are unknown or undefined at all.
2When task boundaries are undefined we can not define an
epoch, as the notion of “transition over the whole data set” is
undefined.
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Labels trick In class learning, the output heads are not
shared, so different tasks do not share the same label space.
In such case, we can infer the task identity during training
even if it is not provided explicitly, solely by inspecting
the labels of the current batch (as different tasks will have
different labels due to the non-shared heads). The basic idea
is:
Heads are not shared⇒ Task identity known in training.
If task identity is known during training, we can train only
the heads of the current task. Using this notion, we suggest
the “labels trick” for class learning. The trick is training only
the heads which correspond to labels that exist in the current
batch (i.e. heads of the current task), in contrast to the com-
mon practice of training all heads in such scenario. For ex-
ample, if a batch consists of samples only with labels (3, 4),
we calculate the loss only over the heads corresponding to
(3, 4), instead of over all heads (0, 1, 2, 3, 4...T × C − 1).
This way, we are able to train the network as in “task learn-
ing”. The error stems only from wrong task prediction
during testing, since task identity is unavailable during test-
ing. This trick improves class learning results from ∼ 20%
to ∼ 50% (see subsection 5.3). Note that the scenario setup
is kept the same, and we do not use any new information
— the labels were available during training also in previous
papers results.
3. Related work
Approaches for continual learning Approaches for con-
tinual learning can be generally divided into four main cate-
gories: (1) Architectural approach; (2) Rehearsal approach;
(3) Regularization approach; (4) Bayesian approach.
Architectural approaches alter the network architecture to
adapt to new tasks (e.g. Rusu et al. (2016)). Rehearsal
approaches use memory3 to allow re-training on examples
from previous tasks (e.g. Shin et al. (2017)). Regularization
approaches use some penalty on deviations from previous
task weights. Bayesian approaches use Bayes’ rule with
previous task posterior as the current prior. Each approach
has pros and cons. For example, architectural approaches
may result in extremely big architecture for a large number
of tasks, while rehearsal approaches may be problematic in
terms of privacy. For an extensive review on continual learn-
ing methods see Parisi et al. (2018). This paper focuses on
regularization and Bayesian approaches – the architecture
is fixed, and no memory is used to retrain on previous tasks.
In regularization approaches, a regularization term is added
to the loss function. “Elastic weight consolidation” (EWC)
proposed by Kirkpatrick et al. (2017), slows the conversion
of parameters important to the previous tasks by adding
3Rehearsal approaches include GANs which can be used as a
sort of memory.
a quadratic penalty on the difference between the optimal
parameters of the previous task and the current parameters.
The importance of each parameter is measured using the di-
agonal of the Fisher information matrix of the previous tasks.
“Synaptic Intelligence” (SI) proposed by Zenke et al. (2017)
also uses a quadratic penalty, however, the importance is
measured by the path length of the updates on the previous
task. Chaudhry et al. (2018) proposed a generalization of the
online version of EWC and modified version of SI to achieve
better performance. “Memory Aware Synapses” (MAS) pro-
posed by Aljundi et al. (2018) also uses a quadratic penalty,
however, the importance is measured by the sensitivity of
the output function. “Learning without Forgetting” (LwF)
proposed by Li & Hoiem (2017) uses knowledge distillation
so the network outputs of the new task enforced to be similar
to the network of the previous tasks.
The Bayesian approach provides a solution to continual
learning in the form of Bayes’ rule. When data arrives se-
quentially, the posterior distribution of the parameters for
the previous task is used as a prior for the new task. “Varia-
tional Continual Learning” (VCL) proposed by Nguyen et al.
(2017) used online variational inference combined with the
standard variational Bayes approach developed by Blundell
et al. (2015), “Bayes By Backprop” (BBB) to reduce catas-
trophic forgetting by replacing the prior on a task switch. In
the BBB approach, a “mean-field approximation” is applied,
assuming weights are independent of each other (the covari-
ance matrix is diagonal). Ritter et al. (2018) suggest using
Bayesian online learning with a Kronecker factored Laplace
approximation to attain a non-diagonal method for reducing
catastrophic forgetting, which allows the algorithm to take
into account interactions between weights within the same
layer.
Bayesian Neural Networks In this work, we use the
Bayesian approach for continual learning, specifically we
use the online version of variational Bayes. Next we present
a review on Bayesian neural networks and variational Bayes
methods. Bayesian inference for neural networks has been
a subject of interest over many years. As exact Bayesian in-
ference is intractable (for any realistic network size), much
research has been focused on approximation techniques.
Most modern techniques stemmed from previous seminal
works which used either a Laplace approximation (MacKay,
1992), variational methods (Hinton & Camp, 1993), or
Monte Carlo methods (Neal, 1994). In the last years, many
methods for approximating the posterior distribution have
been suggested, falling into one of these categories. Those
methods include assumed density filtering (Soudry et al.,
2014; Herna´ndez-Lobato & Adams, 2015), approximate
power Expectation Propagation (Herna´ndez-Lobato et al.,
2016), Stochastic Langevin Gradient Descent (Welling &
Teh, 2011; Balan et al., 2015), incremental moment match-
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ing (Lee et al., 2017) and variational Bayes (Graves, 2011;
Blundell et al., 2015).
Practical variational Bayes for modern neural networks was
first introduced by Graves (2011), where parametric distri-
bution is used to approximate the posterior distribution by
minimizing the variational free energy. Calculating the vari-
ational free energy is intractable for general neural networks,
and thus Graves (2011) estimated its gradients using a biased
Monte Carlo method, and used stochastic gradient descent
(SGD) to perform minimization. In a later work, Blundell
et al. (2015) used a re-parameterization trick to introduce
an unbiased estimator for the gradients. Variational Bayes
methods were also used extensively on various probabilis-
tic models including recurrent neural networks (Graves,
2011), auto-encoder (Kingma & Welling, 2013) and fully
connected networks (Blundell et al., 2015). Martens &
Grosse (2015); Zhang et al. (2017); Khan et al. (2018) sug-
gested using the connection between natural gradient de-
scent (Amari, 1998) and variational inference to perform
natural gradient optimization in deep neural networks.
Major differences The major differences between BGD
and previous works are as follows:
1. Task agnostic scenarios: BGD (our method) is a task-
agnostic algorithm — it does not require any informa-
tion on task identity. In contrast to previous methods
(e.g. EWC, SI, VCL) which are based on some core
action taken on task switch.
2. Closed-form update rule: We update the posterior
over the weights in closed-form, in contrast to BBB
(and VCL which relies on BBB) which use SGD opti-
mizer on the variational free energy.
4. Theory
The process of Bayesian inference requires a full probability
model providing a joint probability distribution over the data
and the model parameters. The joint probability distribution
can be written as a product of two distributions:
p (D,θ) = p (D|θ) p (θ) , (1)
where p (D|θ) is the likelihood function of the data set D,
and p (θ) is the prior distribution of the parameters θ. The
posterior distribution can be calculated using Bayes’ rule:
p (θ|D) = p (D|θ) p (θ)
p (D)
, (2)
where p (D) is calculated using the sum rule.
In this paper we will focus on the online version of Bayesian
inference, in which the data arrives sequentially, and we do
a sequential update of the posterior distribution each time
that new data arrives. In each step, the previous posterior
distribution is used as the new prior distribution. Therefore,
according to Bayes’ rule, the posterior distribution at time
n is given by:
p (θ|Dn) = p (Dn|θ) p (θ|Dn−1)
p (Dn)
. (3)
Unfortunately, calculating the posterior distribution is in-
tractable for most practical probability models; therefore,
we approximate the true posterior using variational methods.
4.1. Online variational Bayes
In variational Bayes (Graves, 2011), a parametric distribu-
tion q (θ|φ) is used for approximating the true posterior
distribution p (θ|D) by minimizing the Kullback-Leibler
(KL) divergence with the true posterior distribution.
KL (q (θ|φ) ||p (θ|D)) = −Eθ∼q(θ|φ)
[
log
p (θ|D)
q (θ|φ)
]
(4)
The optimal variational parameters are the solution of the
following optimization problem:
φ∗ = argmin
φ
∫
q (θ|φ) log q (θ|φ)
p (θ|D)dθ
= argmin
φ
∫
q (θ|φ) log q (θ|φ)
p (D|θ) p (θ)dθ
= argmin
φ
Eθ∼q(θ|φ) [log (q (θ|φ))
− log (p (θ)) + L (θ) ] , (5)
where L (θ) = − log (p (D|θ)) is the log-likelihood cost
function.4
In online variational Bayes (Broderick et al., 2013), we
aim to find the posterior in an online setting, where the
data arrives sequentially. Similar to Bayesian inference we
use the previous approximated posterior as the new prior
distribution. For example, at time n the optimal variational
parameters are the solution of the following optimization
problem:
φ∗ = argmin
φ
∫
qn (θ|φ) log qn (θ|φ)
p (θ|Dn)dθ
= argmin
φ
∫
qn (θ|φ) log qn (θ|φ)
p (Dn|θ) qn−1 (θ)dθ
= argmin
φ
Eθ∼qn(θ|φ) [log (qn (θ|φ))
− log (qn−1 (θ)) + Ln (θ) ] , (6)
where Ln (θ) = − log (p (Dn|θ)) is the log-likelihood cost
function.
4Note that we define a cumulative log-likelihood cost function
over the data.
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4.2. Diagonal Gaussian approximation
A standard approach is to define the parametric distribution
q (θ|φ) so that all the components of the parameter vector θ
would be factorized, i.e. independent (“mean-field approx-
imation”). In addition, in this paper we will focus on the
case in which the parametric distribution q (θ|φ) and the
prior distribution are Gaussian. Therefore:
qn (θ|φ) =
∏
i
N (θi|µi, σ2i )
qn−1 (θ) =
∏
i
N (θi|mi, v2i ) . (7)
In order to solve the optimization problem in (6), we use the
unbiased Monte Carlo gradients, similarly to Blundell et al.
(2015). We define a deterministic transformation:
θi = µi + εiσi
εi ∼ N (0, 1)
φ = (µ,σ) . (8)
The following holds:
∂
∂φ
Eθ [f (θ, φ)] = Eε
[
∂f (θ, φ)
∂θ
∂θ
∂φ
+
∂f (θ, φ)
∂φ
]
, (9)
where f (θ, φ) = log (qn (θ|φ)) − log (qn−1 (θ)) + L (θ).
Therefore, we can find a critical point of the objective func-
tion by solving the following set of equations:
Eε
[
∂f (θ, φ)
∂θ
∂θ
∂φ
+
∂f (θ, φ)
∂φ
]
= 0 . (10)
Substituting (7) and (8) into (10) we obtain (see Appendix
A for additional details):
µi = mi − v2i Eε
[
∂Ln (θ)
∂θi
]
, (11)
σi = vi
√
1 +
(
1
2
viEε
[
∂Ln (θ)
∂θi
εi
])2
− 1
2
v2i Eε
[
∂Ln (θ)
∂θi
εi
]
. (12)
Note that (11) and (12) are implicit equations, since the
derivative ∂Ln(θ)∂θi is a function of µi and σi. We approx-
imate the solution using a single explicit iteration of this
equation, i.e. evaluate the derivative ∂Ln(θ)∂θi using the prior
parameters.
BGD algoirthm The approximation above results in an
explicit closed-form update rule for µ and σ. This approxi-
mation becomes more accurate when we are near the solu-
tion of (11). If we are not near the solution, this can lead
to a slow rate of convergence. To compensate for this we
added a ”learning rate” hyper-parameter η to adjust the con-
vergence rate. Also, note that in the theoretical derivation
we assumed that the data arrives sequentially, in an online
setting. In practice, however, the log-likelihood cost func-
tion does not converge after one epoch since we use a single
explicit iteration. Therefore, in Algorithm 1 we repeatedly
go over the training set until the convergence criterion is met.
In addition, the expectations are approximated using Monte
Carlo sampling method (we use K Monte Carlo samples).
Those Monte Carlo samples are the main difference from
SGD in terms of computation complexity, see Appendix E
for complexity analysis. The full algorithm is described in
Algorithm 1.
Algorithm 1 Bayesian Gradient Descent (BGD)
Initialize µ, σ, η,K
Repeat
µi ← µi − ησ2i Eε
[
∂Ln(θ)
∂θi
]
σi ← σi
√
1 +
(
1
2σiEε
[
∂Ln(θ)
∂θi
εi
])2
− 12σ2i Eε
[
∂Ln(θ)
∂θi
εi
]
Until convergence criterion is met.
The expectations are estimated using Monte Carlo method,
with θ(k)i = µi + ε
(k)
i σi:
Eε
[
∂Ln (θ)
∂θi
]
≈ 1
K
K∑
k=1
∂Ln
(
θ(k)
)
∂θi
Eε
[
∂Ln (θ)
∂θi
εi
]
≈ 1
K
K∑
k=1
∂Ln
(
θ(k)
)
∂θi
ε
(k)
i
4.3. Theoretical properties of Bayesian Gradient
Descent
Bayesian Gradient Descent (BGD) consists of a gradient
descent algorithm for µ, and a recursive update rule for
σ, both result from an approximation to the online Bayes
update in (3), hence the name BGD. The learning rate of
µi is proportional to the uncertainty in the parameter θi
according to the prior distribution. During the learning
process, as more data is seen, the learning rate decreases
for parameters with a high degree of certainty, while the
learning rate increases for parameters with a high degree
of uncertainty. Next, we establish this intuitive idea more
precisely.
It is easy to verify that the update rule for σ is a strictly
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monotonically decreasing function ofEε
[
∂Ln(θ)
∂θi
εi
]
. There-
fore:
Eε
[
∂L (θ)
∂θi
εi
]
> 0 =⇒ σi (n) < σi (n− 1)
Eε
[
∂L (θ)
∂θi
εi
]
< 0 =⇒ σi (n) > σi (n− 1)
Eε
[
∂L (θ)
∂θi
εi
]
= 0 =⇒ σi (n) = σi (n− 1) . (13)
Next, using a Taylor expansion, we show that for small
values of σ, the quantityEε
[
∂Ln(θ)
∂θi
εi
]
, approximates the
curvature of the loss:
E
[
∂Ln (θ)
∂θi
εi
]
= Eε
∂Ln (µ)
∂θi
+
∑
j
∂2Ln (µ)
∂θi∂θj
jσj +O
(
‖σ‖2
) εi

=
∂2Ln (µ)
∂2θi
σi+O
(
‖σ‖2
)
,
where we used Eε [εi] = 0 and Eε [εiεj ] = δij in the last
line. Thus, in this case, Eε
[
∂Ln(θ)
∂θi
εi
]
is a finite difference
approximation to the component-wise product of the diago-
nal of the Hessian of the loss, and the vector σ. Therefore,
we expect that the uncertainty (learning rate) would decrease
in areas with positive curvature (e.g., near local minima),
or increase in areas with high negative curvature (e.g., near
maxima, or saddles). This seems like a “sensible” behavior
of the algorithm, since we wish to converge to local minima,
and escape saddles. This is in contrast to many common
optimization methods, which are either insensitive to the
sign of the curvature, or use it the wrong way (Dauphin
et al., 2014).
In the case of strongly convex loss, we can make a more
rigorous statement, which we prove in Appendix B.
Theorem 1. We examine BGD with a diagonal Gaussian
distribution for θ. If Ln (θ) is a strongly convex function
with parameter mn > 0 and a continuously differentiable
function over Rn, then Eε
[
∂Ln(θ)
∂θi
εi
]
≥ mnσi > 0.
Corollary 1. If Ln (θ) is strongly convex (concave) func-
tion for all n ∈ N, then the sequence {σi(n)}∞n=1 is strictly
monotonically decreasing (increasing).
Furthermore, one can generalize these results and show that
if a restriction of Ln (θ) to an axis θi is strongly convex
(concave) for all n ∈ N, then {σi(n)}∞n=1 is monotonic
decreasing (increasing).
Therefore, in the case of a strongly convex loss function,
σi = 0 is the only stable point of (12), which means that
we collapse to a point estimation similar to SGD. However,
for neural networks σi does not generally converge to zero.
In this case, the stable point σi = 0 is generally not unique,
since Eε
[
∂L(θ)
∂θi
εi
]
implicitly depends on σi.
In Appendix F.6 we show the histogram of STD values on
MNIST when training for 5000 epochs and demonstrate we
do not collapse to a point estimation.
BGD in continual learning In the case of over-
parameterized models and continual learning, only a part of
the weights is essential for each task. We hypothesize that
if a weight θi is important to the current task, this implies
that, near the minimum, the function Li = L(θ)|(θ)i=θi is
locally convex. Corollary 1 suggests that in this case σi
would be small. In contrast, the loss will have a flat curva-
ture in the direction of weights which are not important to
the task. Therefore, these unimportant weights may have a
large uncertainty σi. Since BGD introduces the linkage be-
tween learning rate and the uncertainty (STD), the training
trajectories in the next task would be restricted along the
less important weights leading to a good performance on
the new task, while retaining the performance on the current
task. The use of BGD to continual learning exploits the
inherent features of the algorithm, and it does not need any
explicit information on tasks — it is completely unaware of
the notion of tasks.
5. Experiments
We show various empirical results to support the claims
made throughout this paper. Description of the used datasets
can be found in Appendix C, and full implementation details
can be found in Appendix D. In all experiments, we con-
ducted a hyper-parameter search. The code used for BGD
experiments is available at https://github.com/igolan/bgd.
We aimed to provide as a broad variety of comparisons as
possible, however, due to the lack of open-source imple-
mentations / architecture-specific implementations of other
algorithms, not all algorithms are evaluated in all experi-
ments.
5.1. Continuous task agnostic scenario
First, we present results on the continuous task-agnostic
scenario, where the transition between tasks is done slowly
over time (as in Figure 2), so the task boundaries are un-
defined. The output heads are shared among all tasks, task
duration is 9380× T iterations (corresponds to 20 epochs
per task), and the algorithms are not given with the number
of tasks. Results of this scenario on permuted MNIST for
different numbers of tasks presented in Figure 3. Reported
accuracy is the average test accuracy over all tasks. BGD is
able to maintain high average accuracy.
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Inapplicability of other algorithms In task-agnostic sce-
narios, previous methods of continual learning are generally
inapplicable, as they rely on taking some action on task
switch. The task switch cannot be easily guessed because
we assume no knowledge on the number of tasks. Neverthe-
less, one trivial adaptation is to take the core action every
iteration instead of every task switch. Doing so is imprac-
tical for most algorithms due to computational complexity,
but we have succeeded to run both Online EWC and MAS
with such an adaptation.
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Figure 3. Results on Continuous Permuted MNIST. The scenario
is continuous task agnostic continual learning: tasks are changing
slowly over time as showed in Figure 2. Reported accuracy is the
average over three different runs, with error bars for STD.
5.2. Discrete task agnostic scenario
We use discrete task-agnostic scenario on Permuted MNIST
to support our hypothesis of how BGD works in continual
learning (subsection 4.3).
Figure 5 shows the histogram of STD values at the end of
the training process of each task.5 The results show that
after the first task, a large portion of the weights have STD
value which is close to the initial value of 0.06, while a
small fraction of them have a much lower value. As training
progresses, more weights are assigned with STD values
much lower than the initial value, but higher by at least a
factor of 10 then the minimal value of σ, which is ∼ 10−4.
These results support our hypothesis in subsection 4.3 that
only a small part of the weights is essential for each task,
and as training progresses the percentage of weights with
small STD increases as more tasks are seen. It also shows
that we do not collapse to point estimation.
In terms of performance, BGD is compared with two di-
agonal methods: SI and VCL.6 Average accuracy on seen
5BGD is unaware to the task identity, but we as the program-
mers know when a task is switched and recorded the STD values
on that point.
6In Zenke et al. (2017) the author compared SI and EWC on
tasks is reported in Figure 4. SI and VCL are evaluated in a
domain learning scenario, since they use the knowledge on
task switch during training. BGD is evaluated in a discrete
task-agnostic learning scenario, which means it has no in-
formation on task schedule. Despite being evaluated on a
more challenging scenario, BGD performs on-par with SI
and VCL. We find this highly encouraging, as naively one
would expect task-agnostic algorithms to perform signifi-
cantly worse, as they have less (important) information.
Another observation from this experiment is that training
duration affects the performance of the algorithms. The
results reported in Figure 4 are with 300 epochs per task.
When training for a shorter duration, 20 epochs per task, SI
achieves better performance than others (but, they all remain
on-par), see Appendix F.4 for 20 epochs experiment results.
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Figure 4. The average test accuracy on permuted MNIST vs. the
number of tasks. BGD (red), VCL (black) and SI (green). We used
mini-batch of size 128 and 300 epochs for all the algorithms. Note
that, in contrast to VCL and SI, BGD is task-agnostic (i.e. unaware
of tasks changing), while still significantly alleviates catastrophic
forgetting.
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Figure 5. The histogram of STD values at the end of the training
process of each task, and the initial STD value is 0.06.
permuted MNIST and showed similar performance.
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5.3. “Labels trick” for class learning
In this experiment, we show that by applying the “labels
trick” presented in this paper, we improve baseline results
of “class learning”. Task identity is known during training
(using the labels), but not during testing, and the tasks do
not share the output head (T ×C heads, or more specifically
5 × 2 heads). We followed Hsu et al. (2018) setup, and
trained each task for four epochs (relatively short duration).
Results on Split MNIST are reported in Table 1. Labels trick
improves results of all tested algorithms in such scenario.
Table 1. Results for “labels trick” on Split MNIST. The average
accuracy (%) on all tasks at the end of overall training. Each value
is the average of 10 runs. Class learning results are as reported
in Hsu et al. (2018).
Mehod Class learning + Labels trick
Adam 19.71 ± 0.08 37.52 ± 3.1
SGD 19.46 ± 0.04 52.71 ± 2.92
Adagrad 19.82 ± 0.09 50.85 ± 4.69
L2 22.52 ± 1.08 52.49 ± 3.14
EWC 19.80 ± 0.05 37.98 ± 2.24
Online EWC 19.77 ± 0.04 37.7 ± 3.27
SI 19.67 ± 0.09 58.44 ± 3.04
MAS 19.52 ± 0.29 60.43 ± 3.29
BGD (this paper) 19.64 ± 0.03 46.34 ± 2.36
Offline (upper bound) 97.53 ± 0.30
5.4. Additional experiments
We provide additional evaluation of BGD using various
continual learning experiments conducted in other works.
Those experiments are all done in one of the three basic
scenarios, and some use more complex datasets such as
CIFAR10/100. The algorithms which BGD is compared
with are using the information on task-switch. Nevertheless,
BGD results are on par in most cases. Those experiments
can be found in Appendix F, and includes:
1. Task, domain and class learning on Split MNIST and
Permuted MNIST as in Hsu et al. (2018).
2. Task learning on “vision datasets” mixture (MNIST,
notMNIST, FashionMNIST, SVHN and CIFAR10), as
in Ritter et al. (2018).
3. Task learning on CIFAR10 and subsets of CIFAR100,
as in Zenke et al. (2017).
In addition, as a sanity check to BGD, in Appendix F.5 we
show classification (single task) results on MNIST and on
CIFAR10, using networks with Batch-Normalization Ioffe
& Szegedy (2015). BGD can be easily applied to such
networks. Lastly, in Appendix F.6, we show that BGD does
not experience underfitting and over-pruning, as shown by
Trippe & Turner (2018) for BBB. We show that by 5000
epochs training on MNIST and CIFAR10.
6. Discussion and future work
In this work, we address a new scenario of continual learning
— task-agnostic continual learning. We show that our algo-
rithm is able to mitigate the notorious catastrophic forgetting
phenomena, without being aware of task-switch. This im-
portant property can allow future models to better adapt to
new tasks without explicitly instructed to do so, enabling
them to learn in realistic continual learning settings.
Our method, Bayesian Gradient Descent (BGD), show com-
petitive results with various state-of-the-art continual learn-
ing algorithms on basic scenarios, while being able to work
also in task-agnostic scenarios. It relies on solid theoret-
ical foundations, and can be applied easily to advanced
DNN architectures, including convolution layers and Batch-
Normalization, and works on a broad variety of datasets.
Besides being a continual learning method, BGD had better
classification accuracy than previous Bayesian methods on
MNIST, and was on par with SGD on CIFAR10 (without
Batch-Normalization). Despite being an online version of
the variational Bayes approach of Blundell et al. (2015), it
does not seem to have the underfitting and over-pruning is-
sues previously observed in the variational Bayes approach
of Blundell et al. (2015). This allowed us to scale this ap-
proach beyond MNIST, to CIFAR10. The BGD approach is
also closely related to the assumed density filtering approach
of Soudry et al. (2014); Herna´ndez-Lobato & Adams (2015).
However, these methods rely on certain analytic approxi-
mations which are not easily applicable to different neural
architectures (e.g. convnets). In contrast, it is straightfor-
ward to implement BGD for any neural architecture. This
approach is also somewhat similar to the Stochastic Gra-
dient Langevin Dynamics (SGLD) approach (Welling &
Teh, 2011; Balan et al., 2015), in the sense that we use
multiple copies of the network during training. However,
in contrast to the SGLD approach, we are not required to
store all copies of the networks for inference, but only two
parameters for each weight (µ and σ).
There are many possible extensions and uses of BGD, which
were not explored in this work. In this work, our variational
approximation used a diagonal Gaussian distribution. This
assumption may be relaxed in the future to non-diagonal or
non-Gaussian (e.g., mixtures) distributions, to allow better
flexibility during learning, however, such an extension is
not trivial. Lastly, the “labels trick” presented in this paper,
places foundations for future works to improve performance
in a class learning scenario. By proposing a method for
accurate task prediction during testing, one can completely
close the performance gap between class and task learning.
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A. Derivation of (11) and (12)
In this section we provide additional details on the deriva-
tion of (11) and (12). The objective function is f (θ, φ) =
log (qn (θ|φ))− log (qn−1 (θ)) + Ln (θ), where:
log (qn (θ|φ)) = −N
2
log (2pi)−
∑
k
log (σk)
−
∑
k
1
2σ2k
(θk − µk)2 , (14)
log (qn−1 (θ)) = −N
2
log (2pi)−
∑
k
log (vk)
−
∑
k
1
2v2k
(θk −mk)2 . (15)
We derive (11) by using the first-order necessary conditions
for the optimal µi:
Eε
[
∂f (θ, φ)
∂θi
∂θi
∂µi
+
∂f (θ, φ)
∂µi
]
= 0 . (16)
Substituting the derivatives, we obtain:
Eε
[
− 1
σ2i
(θi − µi) + 1
v2i
(θi −mi)
+
∂Ln (θ)
∂θi
+
1
σ2i
(θi − µi)
]
=
1
v2i
(µi −mi) + Eε
[
∂Ln (θ)
∂θi
]
= 0 . (17)
And so we obtained (11).
Next, we derive (12), using the first-order necessary condi-
tions for optimal σi:
Eε
[
∂f (θ, φ)
∂θi
∂θi
∂σi
+
∂f (θ, φ)
∂σi
]
= 0 . (18)
Substituting the derivatives we obtain:
Eε
[(
− 1
σ2i
(θi − µi) + 1
v2i
(θi −mi) + ∂Ln (θ)
∂θi
)
εi
− 1
σi
+
1
σ3i
(θi − µi)2
]
= − 1
σi
+
σi
v2i
+ Eε
[
∂Ln (θ)
∂θi
εi
]
= 0 . (19)
We get a quadratic equation for σi
σ2i + σiv
2
iEq(ε)
[
∂Ln (θ)
∂θi
εi
]
− v2i = 0 . (20)
Since σi > 0, the solution is (12).
B. Proof of Theorem 1
Proof. We define θj = µj + εjσj where εj ∼ N (0, 1).
According to the smoothing theorem, the following holds
Eε
[
∂Ln (θ)
∂θi
εi
]
= Eεj 6=i
[
Eεi
[
∂Ln (θ)
∂θi
εi
∣∣∣∣ εj 6=i]] .
(21)
The conditional expectation is:
Eεi
[
∂Ln (θ)
∂θi
εi
∣∣∣∣ εj 6=i] =
∞∫
−∞
∂Ln (θ)
∂θi
εifεi (εi) dεi ,
(22)
where fεi is the probability density function of a standard
normal distribution. Since fεi is an even function
Eεi
[
∂Ln (θ)
∂θi
εi
∣∣∣∣ εj 6=i]
=
∞∫
0
∂Ln (µi + εiσi, θ−i)
∂θi
εifεi (εi) dεi
−
∞∫
0
∂Ln (µi − εiσi, θ−i)
∂θi
εifεi (εi) dεi . (23)
Now, since Ln (θ) is strongly convex function with param-
eter mn > 0 and continuously differentiable function over
Rd, the following holds ∀θ1,θ2 ∈ Rd:
(∇Ln (θ1)−∇Ln (θ2))T (θ1 − θ2) ≥ mn ‖θ1 − θ2‖22 .
(24)
For θ1,θ2 such that
(θ1)j =
{
(θ2)j , j 6= i
µi + εiσi, j = i ,
(25)
(θ2)j =
{
(θ1)j , j 6= i
µi − εiσi, j = i ,
(26)
the following holds:(
∂L (θ1)
∂θi
− ∂L (θ2)
∂θi
)
εi ≥ 2mnσiε2i . (27)
Therefore, substituting this inequality into (23), we obtain:
Eε
[
∂L (θ)
∂θi
εi
]
≥ mnσi > 0 . (28)
C. Datasets
MNIST is a database of handwritten digits, which has a
training set of 60,000 examples, and a test set of 10,000
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examples — each a 28 × 28 image. The image is labeled
with a number in the range of 0 to 9.
Permuted MNIST is a set of tasks constructed by a random
permutation of MNIST pixels. Each task has a different
permutation of pixels from the previous one.
Split MNIST is a set of tasks constructed by taking pairs
of digits from MNIST dataset. For example: the first task
is classifying between the digits 0 and 1, the second task is
classifying between the digits 2 and 3 etc. The total number
of tasks in this experiment is five.
CIFAR10 is a dataset which consists of 60000 32×32 color
images in 10 classes, with 6000 images per class. There are
50000 training images and 10000 test images.
CIFAR100 is a dataset which consists of 60000 32 × 32
color images in 100 classes, with 600 images per class
(Krizhevsky & Hinton, 2009). There are 50000 training im-
ages and 10000 test images. The 100 classes in the CIFAR-
100 are grouped into 20 superclasses. Each image comes
with a “fine” label (the class to which it belongs) and a
“coarse” label (the superclass to which it belongs).
FashionMNIST is a dataset comprising of 28×28 grayscale
images of 70,000 fashion products from 10 categories. The
training set has 60,000 images and the test set has 10,000
images.
notMNIST is a dataset with 10 classes, with letters A-J
taken from different fonts. It has similar characteristics like
MNIST - same pixel size (28× 28), grayscale images and
comprised of 10-class.
SVHN is a real-world image dataset with 10 classes, 1 for
each digit. It has RGB images of size 32×32 obtained from
house numbers in Google Street View images.
D. Implementation details
We initialize the mean of the weights µ by sampling from
a Gaussian distribution with a zero mean and a variance of
2/(ninput + noutput) as in Glorot & Bengio (2010), unless
stated otherwise. We use 10 Monte Carlo samples to es-
timate the expected gradient during training, and average
the accuracy of 10 sampled networks during testing, unless
stated otherwise.
Continuous permuted MNIST We use a fully connected
network with 2 hidden layers of width 200. Following Hsu
et al. (2018), the original MNIST images are padded with
zeros to match size of 32 × 32. The batch size is 128,
and we sample with replacement due to the properties of
the continuous scenario (no definition for epoch as task
boundaries are undefined). We conducted a hyper-parameter
search for all algorithms and present the best, see Figure
6. Results are averaged over three different seeds (2019,
2020, and 2021). STD init for BGD is 0.06 and η = 1. For
Online EWC and MAS we used the following combinations
of hyper-parameters: LR of 0.01 and 0.0001, regularization
coefficient of 10, 0.1, 0.001, 0.0001, and optimizer SGD
and Adam. The best results for online EWC were achieved
using LR of 0.01, regularization coefficient of 0.1 and SGD
optimizer. For MAS, best results achieved using LR of 0.01,
regularization coefficient of 0.001 and SGD optimizer.
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Figure 6. Hyper-parameters search for continuous permuted
MNIST experiment.
Discrete permuted MNIST We use a fully connected
neural network with 2 hidden layers of 200 width, ReLUs as
activation functions and softmax output layer with 10 units.
We trained the network using Bayesian Gradient Descent.
The preprocessing is the same as with MNIST classification,
but we used a training set of 60,000 examples. BGD was
trained with mini-batch of size 128 and η = 1 for 300
epochs. We run an hyper-parameters tuning for SI using
c = (0.3, 0.1, 0.05, 0.01, 0.001) and select the best one (c
= 0.05) as a baseline (See Figure 7).
Labels trick for class learning on Split MNIST We fol-
lowed Hsu et al. (2018) setup. The network is a fully con-
nected network with 2 hidden layers of width 400. The
batch size is 128, and each task is trained for 4 epochs. The
original MNIST images are padded with zeros. STD init
for BGD is 0.017 and η = 1. Results are averaged over ten
different seeds (2019-2028).
CIFAR10/CIFAR100 continual learning Batch size is
256. On BGD we used MAP for inference method, initial
STD was 0.019 and η = 2. For SGD we used constant
learning rate of 0.01 and for SI we used c = 0.01. Hyper
parameters for all algorithms were chosen after using grid
search and taking the optimal value.
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Figure 7. SI average test accuracy on permuted MNIST vs. the
number of tasks with different hyper-parameter values.
Vision datasets mix We followed the experiment as de-
scribed in Ritter et al. (2018). We use a batch size of 64,
and we normalize the datasets to have zero mean and unit
variance. The network architecture is LeNet like with 2 con-
volution layers with 20 and 50 channels and kernel size of
5, each convolution layer is followed by a Relu activations
function and max pool, and the two layers are followed with
fully connected layer of size 500 before the last layer.
SGD baseline was trained with a constant learning rate
of 0.001 and ADAM used  = 10−8, LR of 0.001 and
(β1, β2) = (0.9, 0.999). BGD trained with initial STD of
0.02, η set to 1 and batch size 64.
MNIST classification We use a fully connected neural
network with two hidden layers of various widths, ReLU’s
as activation functions and softmax output layer with 10
units. We preprocessed the data to have pixel values in
the range of [0, 1]. We use mini-batch of size 128 and
η = 1. In addition, we used a validation set to find the
initialization value for σ. In order to compare the results of
Bayesian Gradient Descent (BGD) with the results of Bayes
By Backprop (BBB) algorithm by Blundell et al. (2015), we
used a training set of 50,000 examples and validation set of
10,000 examples and present results of BBB with the same
prior as BGD used. We train the network for 600 epochs.
CIFAR10 classification SGD was trained with learning
rate starting at 0.01 and divided by 10 every 100 epochs,
momentum was set to 0.9. On both BGD and SGD we used
data augmentation of random cropping and flipping. Both
experiments use a batch size of 128 and 10 Monte Carlo
iterations. In the experiment with Batch-Normalization
(BN) initial STD is 0.011, η set to 8. µ is initialized using
PyTorch 0.3.1 for convolution layers, bias is initialized to
0 and µ of BN layers scaling and shifting parameters are
initialized to 1 and 0. In the experiment without Batch-
Table 2. Average runtime of a single training epoch with different
numbers of Monte Carlo samples. The MC iterations have linear
effect on runtime. Less MC iterations does not affect accuracy.
Accuracy reported in the table is on CIFAR10 classification task.
MC iterations Accuracy Runtime Vs. SGD
[seconds]
SGD N/A 7.8 ×1
2 (BGD) 89.31% 18.9 × 2.4
4 (BGD) 89.32% 35.2 × 4.5
10 (BGD) 89.04% 83.8 × 10.7
Normalization (BN) initial std is 0.015, η set to 10. µ of
convolution layers is initialized using He initialization.
E. Complexity
BGD requires ×2 more parameters compared to SGD, as
it stores both the mean and the STD per weight. In terms
of time complexity, the major difference between SGD and
BGD arises from the estimation of the expected gradients
using Monte Carlo samples during training. Since those
Monte Carlo samples are completely independent the algo-
rithm is embarrassingly parallel.
Specifically, given a mini-batch: for each Monte Carlo
sample, BGD generates a random network using µ and σ,
then making a forward-backward pass with the randomized
weights.
Two main implementation methods are available (using 10
Monte Carlo samples as an example):
1. Producing the (10) Monte Carlo samples sequentially,
thus saving only a single randomized network in mem-
ory at a time (decreasing memory usage, increasing
runtime).
2. Producing the (10) Monte Carlo samples in parallel,
thus saving (10) randomized networks in memory (in-
creasing memory usage, decreasing runtime).
We analyzed how the number of Monte Carlo iterations
affects the runtime on CIFAR-10 using the first method
of implementation (sequential MC samples). The results,
reported in Table 2, show that runtime is indeed a linear
function of the number of MC iterations. In the experiments
we used a single GPU (GeForce GTX 1080 Ti).
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F. Additional experiments
F.1. Spilt MNIST and permuted MNIST
We followed Hsu et al. (2018) setup, and compared BGD
to several continual learning algorithms, on all three basic
scenarios (task, domain, and class learning). Results for
Split MNIST reported on Table 5, and for permuted MNIST
on Table 6. Note that those experiments are with relatively
short duration of training.
For Permuted MNIST experiments we used STD init of
0.02. For task learning on Split MNIST we used STD init
of 0.02, for domain learning we used 0.05, and 0.017 for
class learning.
F.2. Continual learning on vision datasets
We followed Ritter et al. (2018) and challenged our algo-
rithm with the vision datasets experiment. In this experi-
ment, we train sequentially on MNIST, notMNIST, 7 Fash-
ionMNIST, SVHN and CIFAR10 (LeCun et al., 1998; Xiao
et al., 2017; Netzer et al., 2011; Krizhevsky & Hinton, 2009).
Training is done in a sequential way with 20 epochs per task
— in epochs 1-20 we train on MNIST (first task), and on
epochs 81-100 we train on CIFAR10 (last task). All five
datasets consist of about 50,000 training images from 10
different classes, but they differ from each other in various
ways: black and white vs. RGB, letters and digits vs. ve-
hicles and animals etc. See Appendix C for further details
about the datasets. We use the exact same setup as in Ritter
et al. (2018) for the comparison — LeNet-like (LeCun et al.,
1998) architecture with separated last layer for each task as
in CIFAR10/CIFAR100 experiment. Results are reported
on Table 7.
F.3. Continual learning on CIFAR10/CIFAR100
We follow SI (Zenke et al., 2017) experiment on CI-
FAR10/CIFAR100 — training sequentially on six tasks
from CIFAR10 and CIFAR100. The first task is the full
CIFAR10 dataset, and the next five tasks are subsets of CI-
FAR100 with ten classes, where we train each task for 150
epochs. As a reference, we present results of SGD and SI.
We used the same network as in the original experiment,
which consists of four convolutional layers followed by a
fully connected layer with dropout shared by all six tasks.
The results (Figure 8) show that the network is able attain
a good balance between retaining reasonable accuracy on
previous tasks and achieving high accuracy on newer ones.
Figure 9 shows the histogram of STD values at the end of
7Originally published at
http://yaroslavvb.blogspot.co.uk/2011/09/notmnist-
dataset.html and downloaded from
https://github.com/davidflanagan/notMNIST-to-MNIST
the training process of each task. Similar to the results for
permuted MNIST, as more tasks are seen the percentage of
weights with STD values smaller than initial STD value (of
0.019) increases (the minimal value of σ is ∼ 10−4).
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6
40
60
80
100
Te
st
 a
cc
ur
ac
y 
[%
]
CIFAR10 CIFAR100, 10 classes per task
SGD SI BGD
Figure 8. Test accuracy per task on last epoch for continual learn-
ing on CIFAR10 and subsets of CIFAR100. Task 1 is the first seen
task and task six is the last.
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Figure 9. The histogram of STD values at the end of the training
process of each task, and the initial STD value is 0.019.
F.4. Discrete permuted MNIST
We ran an additional simulation with the same architecture
on exactly the configuration as in Zenke et al. (2017), see
Figure 10.
F.5. Classification
As a sanity check, we compare BGD performance on single-
task classification to recent Bayesian methods used for clas-
sification along with SGD and ADAM.
MNIST classification We compare BGD on MNIST with
SGD and BBB (Blundell et al., 2015). Table 3 summarizes
test accuracy8 of networks with various widths. Overall,
BGD performs better than BBB and SGD.
8Results of SGD and BBB in Table 3 for MNIST are as reported
on Blundell et al. (2015).
Task Agnostic Continual Learning Using Online Variational Bayes
2 4 6 8 10
Number of tasks
86
88
90
92
94
96
98
Av
er
ag
e 
te
st
 a
cc
ur
ac
y 
[%
] BGD - Task agnosticVCL  - Domain learning
SI  - Domain learning
Figure 10. The average test accuracy on permuted MNIST vs. the
number of tasks. BGD (red), VCL (black), SI (green) and SGD
(blue), We used mini-batch of size 256 and 20 epochs for all the
algorithms.
Table 3. Test accuracy for MNIST classification.
Layer BBB BGD SGD
width (Gaussian)
400 98.18% 98.26% 98.17%
800 98.01% 98.33% 98.16%
1200 97.96% 98.22% 98.12%
CIFAR10 classification We use CIFAR10 to evaluate
BGD’s performance on a more complex dataset and a larger
network. In this experiment, besides comparison to SGD
and ADAM, we compare BGD to a group of recent advanced
variational inference algorithms, including both diagonal
and non-diagonal methods — K-FAC (Martens & Grosse,
2015), Noisy K-FAC and Noisy ADAM (Zhang et al., 2017).
To do so, we followed the experiment described in Zhang
et al. (2017). There, a VGG16-like9 (Simonyan & Zisser-
man, 2014) architecture was used and data augmentation
is applied. We present results both with Batch Normaliza-
tion (Ioffe & Szegedy, 2015) and without it in Table 4.
F.6. 5000 epochs training
MNIST We use the MNIST classification experiment to
demonstrate the convergence of the log-likelihood cost func-
tion and the histogram of STD values. We train a fully
connected neural network with two hidden layers and layer
width of 400 for 5000 epochs.
9The detailed network architecture is 32-32-M-64-64-M-128-
128-128-M-256-256-256-M-256-256-256-M-FC10, where each
number represents the number of filters in a convolutional layer,
and M denotes max-pooling - same as Zhang et al. (2017).
10A relaxed version of BBB was used, with λ = 0.1 as described
in Zhang et al. (2017).
Table 4. Classification accuracy on CIFAR10 with modified
VGG16 as in Zhang et al. (2017). All results except for BGD
and ADAM are as reported in Zhang et al. (2017). [N/A] values
are due to extreme instability.
Test Accuracy [%]
Method Without BN With BN
Diagonal methods
BGD 88.41 91.07
SGD 88.35 91.39
ADAM 87.12 90.15
BBB 10 88.31 N/A
NoisyADAM 88.23 N/A
Non-diagonal methods
KFAC 88.89 92.13
NoisyKFAC 89.35 92.01
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Figure 11. Average log-likelihood cost function of the train set and
the test set - layer width 400.
Figure 11 shows the log-likelihood cost function of the train-
ing set and the test set. As can be seen, the log-likelihood
cost function on the training set decreases during the train-
ing process and converges to a low value. Thus, BGD does
not experience underfitting and over-pruning as was shown
by Trippe & Turner (2018) for BBB.
Figure 12 shows the histogram of STD values during the
training process. As can be seen, the histogram of STD val-
ues converges. This demonstrates that σi does not collapse
to zero even after 5000 epochs.
Figure 13 shows the learning curve of the train set and the
test set. As can be seen, the test accuracy does not drop even
if we continue to train for 5000 epochs.
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Figure 12. Histogram of STD values, the initial STD value is 0.05.
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Figure 13. Test accuracy and train accuracy - layer width 400.
CIFAR10 To further show that BGD does not experience
underfitting and over-pruning, we trained VGG11. 11 Figure
14 show the test accuracy during the 5000 epochs.
11We trained a full VGG11. The detailed network architecture
is 64-M-128-M-256-256-M-512-512-M-512-512-M-FC10
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Figure 14. Test accuracy on CIFAR10 using VGG11.
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Table 5. The average accuracy (%, higher is better) of all seen tasks after learning the task sequence generated by Split MNIST. Each
value is the average of 10 runs. Except for BGD results, all results are as reported in Hsu et al. (2018)
.
Method Rehearsal Incremental Incremental Incrementaltask learning domain learning class learning
Baselines
Adam 93.46 ± 2.01 55.16 ± 1.38 19.71 ± 0.08
SGD 97.98 ± 0.09 63.20 ± 0.35 19.46 ± 0.04
Adagrad 98.06 ± 0.53 58.08 ± 1.06 19.82 ± 0.09
L2 98.18 ± 0.96 66.00 ± 3.73 22.52 ± 1.08
Continual
learning
methods
EWC 97.70 ± 0.81 58.85 ± 2.59 19.80 ± 0.05
Online EWC 98.04 ± 1.10 57.33 ± 1.44 19.77 ± 0.04
SI 98.56 ± 0.49 64.76 ± 3.09 19.67 ± 0.09
MAS 99.22 ± 0.21 68.57 ± 6.85 19.52 ± 0.29
LwF 99.60 ± 0.03 71.02 ± 1.26 24.17 ± 0.33
BGD (this paper) 97.34 ± 0.61 67.74 ± 8.44 19.64 ± 0.03
Offline (upper bound) 99.52 ± 0.16 98.59 ± 0.15 97.53 ± 0.30
Table 6. The average accuracy (%, higher is better) of all seen tasks after learning with the task sequence generated by Permuted MNIST.
Each value is the average of 10 runs. Except for BGD results, all results are as reported in Hsu et al. (2018).
Method Rehearsal Incremental Incremental Incrementaltask learning domain learning class learning
Baselines
Adam 93.42 ± 0.56 74.12 ± 0.86 14.02 ± 1.25
SGD 94.74 ± 0.24 84.56 ± 0.82 12.82 ± 0.95
Adagrad 94.78 ± 0.18 91.98 ± 0.63 29.09 ± 1.48
L2 95.45 ± 0.44 91.08 ± 0.72 13.92 ± 1.79
Continual
learning
methods
EWC 95.38 ± 0.33 91.04 ± 0.48 26.32 ± 4.32
Online EWC 95.15 ± 0.49 92.51 ± 0.39 42.58 ± 6.50
SI 96.31 ± 0.19 93.94 ± 0.45 58.52 ± 4.20
MAS 96.65 ± 0.18 94.08 ± 0.43 50.81 ± 2.92
LwF 69.84 ± 0.46 72.64 ± 0.52 22.64 ± 0.23
BGD (this paper) 95.84 ± 0.21 84.40 ± 1.51 84.78 ± 1.3
Offline (upper bound) 98.01 ± 0.04 97.90 ± 0.09 97.95 ± 0.04
Table 7. Accuracy for each task after training sequentially on all tasks. PTL stands for Per-Task Laplace (one penalty per task), AL is
Approximate Laplace (Laplace approximation of the full posterior at the mode of the approximate objective) and OL is Online Laplace
approximation. Results for SI, PTL, AL and OL are as reported in Ritter et al. (2018).
Test accuracy [%] on the end of last task (CIFAR10)
Method Average MNIST notMNIST F-MNIST SVHN CIFAR10
Diagonal methods
BGD 81.37 86.42 89.23 83.05 82.21 65.96
SGD 69.64 84.79 82.12 65.91 52.31 63.08
ADAM 29.67 17.39 26.26 25.02 15.10 64.62
SI 77.21 87.27 79.12 84.61 77.44 57.61
PTL 82.96 97.83 94.73 89.13 79.80 53.29
AL 82.55 96.56 92.33 89.27 78.00 56.57
OL 82.71 96.48 93.41 88.09 81.79 53.80
Non-Diagonal methods
PTL 85.32 97.85 94.92 89.31 85.75 58.78
AL 85.35 97.90 94.88 90.08 85.24 58.63
OL 85.40 97.17 94.78 90.36 85.59 59.11
