We analyze the resource overhead of recently proposed methods for universal fault-tolerant quantum computation using concatenated codes. Namely, we examine the concatenation of the 7-qubit Steane code with the 15-qubit Reed-Muller code, which allows for the construction of the 49 and 105-qubit codes that do not require the need for magic state distillation for universality. We compute a lower bound for the adversarial noise threshold of the 105-qubit code and find it to be 8.33 × 10 −6 . We obtain a depolarizing noise threshold for the 49-qubit code of 9.69 × 10 −4 which is competitive with the 105-qubit threshold result of 1.28 × 10 −3 . We then provide lower bounds on the resource requirements of the 49 and 105-qubit codes and compare them with the surface code implementation of a logical T gate using magic state distillation. For the sampled input error rates and noise model, we find that the surface code achieves a smaller overhead compared to our concatenated schemes.
I. INTRODUCTION
Fault-tolerant computations provide a means to control and suppress error rates to arbitrarily low levels, without a detrimental overhead in terms of the number of qubits and computation time. However, estimating the additional resources that would be required for such computations is an important area of study as physical architectures begin to approach the realms of scalability [1] [2] [3] [4] [5] . As such, it has become increasingly important to evaluate whether different architectures have particular advantages over one another with respect to targeting the implementation of a given algorithm with required accuracy.
The early proposals for fault-tolerant architectures were given by concatenated quantum error correcting codes, where qubits forming an error correcting code are re-encoded for further protection. This provides a means to reduce the error rate in a double-exponential manner as the number of concatenation levels increase, assuming the physical error rate is below some threshold value, deemed the fault-tolerance threshold [6] . Subsequently, topological quantum codes were proposed, beginning with the surface code. There, logical information is stored in highly non-local degrees of freedom, while using local stabilizer checks, thus providing the ability to increase the protection of the code by increasing the size of the physical lattice encoding the information. One of the primary advantages of schemes such as the surface code is its high threshold value in comparison to concatenated code schemes. For depolarizing noise on each gate and memory location, the threshold value of the surface code is on the order of 10 −2 [7] in comparison to 10 −3 * c6chambe@uwaterloo.ca † trjochym@uwaterloo.ca [8, 9] for most concatenated schemes. Moreover, stabilizer syndrome checks are simpler as the weight of the checks remains fixed as the distance increases, unlike in the case of concatenated architectures.
The goal of this work is to estimate the overhead with a recently proposed scheme for fault-tolerant computation using concatenated codes that allows for the implementation of a universal set of gates without the need for magic state distillation [10, 11] . Magic state distillation forecasts to be a challenge for logical computation on 2D topological codes, such as the surface codes. As such, many recent developments in the area of quantum error correction have focused on circumventing no go theorems regarding the implementation of universal quantum logic using transversal gates (the simplest form of fault-tolerant operation) [12] [13] [14] . The 105-qubit scheme circumvents these no go theorems by concatenating complementary sets of transversal gates and lead to a faulttolerant threshold of 1.28 × 10 −3 for depolarizing noise. While this threshold rate compares favourably with other concatenated methods, it is still an order of magnitude below that of the surface code, thus will require higher distance iterations to reach a given target error rate when compared to the surface code. However, the primary advantage of the universal scheme is to avoid magic state distillation and as such this potential reduction in complexity would allow for the concatenated model to have a reduced overall overhead. The main result of this work is to provide a lower bound on the number of qubits and gates that would be required for the universal concatenated scheme to reach particular target error rates, given a physical depolarizing error rate. In order to do so, the overhead in state preparation needed for Steane error correction [15] as well as the suppression of the logical error rate as a function of concatenation level are determined.
In Section II we review the concepts behind Steane error correction and outline important parameters for the counting of resources related to the logical ancilla state preparation. In Section III we review the concepts of malignant set counting [8] which allows for the establishment of a lower bound for the theoretical threshold. In Section IV we review the 105-qubit code that allows for universal fault-tolerant computation, and discuss a reduction of this code to 49 qubits [16] . We additionally present models for decoding in these codes given a particular error syndrome, highlighting important differences needed depending on the logical gate implemented. Additionally, we provide new logical ancilla state preparation circuits in order to reduce circuit depth allowing for increased success probability and higher threshold values and we present the adversarial noise threshold. In Section V we review and present the depolarizing noise threshold results for the 105-qubit and 49-qubit codes, respectively. In Section VI we calculate a lower bound on the qubit and gate resource overhead for the implementation of the Hadamard and CNOT gates under depolarizing noise as they dominate the resource requirements in the universal concatenated method. We compare these results with an estimate for the surface code qubit resource overhead using magic state distillation. We conclude the article with a review of the results and their impact for quantum architectures, and provide open questions and targets for future universal quantum codes.
II. FAULT-TOLERANT SCHEME FOR ERROR CORRECTION
In this section we describe the fault-tolerant error correction scheme used in the implementation of the universal concatenated quantum codes considered in this paper. We use Steane's method for fault-tolerant error correction [8, 15] which applies to CSS codes with stabilizer generators given by tensor products of all X and I operators (X generators) or tensor products of all Z and I operators (Z generators).
In Steane's method, the ancilla qubits used for syndrome extraction are encoded using the same CSS code that protects the data qubits. Since the stabilizer generators are separated into X and Z generators, we can measure them separately. To measure the Z generators, we prepare the ancilla in the encoded state |+ = ( 0 + 1 )/ √ 2 and apply transversal CNOT gates with the data block as control and the ancilla block as target. This will propagate each X error in the data block to the corresponding position in the ancilla block. The ancilla is encoded in the |+ state since it is an eigenstate with eigenvalue one of the logical X Pauli operator and thus the CNOT gate has no effect on the encoded state of the ancilla. If no errors occur in either the preparation of |+ or the encoded CNOT gate, then measuring the ancilla block in the Z-basis detects the X errors when considering the Z stabilizers of the code which are products of the individual measurements. Similarly, to detect and correct Z errors, we prepare an ancilla state in the 0 basis and apply transversal CNOT gates with the
FIG. 1: Illustration of Steane's error correction circuit.
The encoded 0 and |+ ancilla states are used to detect and correct Z and X errors. However, because the encoding circuits are not fault-tolerant, extra 0 and |+ verifier states are used to detect errors during the encoding step. If an error is detected (or the −1 eigenvalue of a logical Pauli operator is measured), the ancilla states are rejected and the error correction round starts over. The terms p |+ j (where i, j ∈ {1, 2}) correspond to the probabilities that no X (Z) errors are detected in the blocks 0 i (|+ j ).
Conditioned on acceptance of the previous blocks, p
) denote the probabilities that no Z (X) errors are detected in the last verifier blocks. These probabilities will be used in the depolarizing noise overhead calculations of the 49-qubit and 105-qubit codes. data block as target and ancilla block as control. The sequence ends by performing a measurement of the ancilla in the X-basis. In general, the circuits used for encoding the |+ and 0 ancilla states are not fault-tolerant since a single fault can propagate badly leading to a high weight error at the output of the encoding circuit. In order to ensure fault-tolerance in Steane's error correction method, a verification step is needed to detect if errors occurred during the encoding of the ancilla states. For the 0 state, X errors can propagate from the ancilla to the data. Consequently, we encode a "verifier" state in the 0 state and apply an encoded CNOT gate with the ancilla block as control and the verifier block as target. Any X errors are then detected by performing a mea-
Illustration of an extended rectangle consisting of a gate G along with its leading and trailing error correction circuit. Extended rectangles are used in the fault-tolerant implementation of a logical gate. The leading and trailing error correction circuits are implemented using Steane's method (see Section II) which is a protocol for a fault-tolerant error correction. surement in the Z basis. Not only are X errors detected but after a classical error correction step the eigenvalue of the encoded Z operator is also found. If a non-trivial syndrome is measured or the eigenvalue of Z is found to be −1, all ancilla blocks are rejected and the error correction protocol starts over. The latter will play an important role when considering the resource overhead of the concatenated 49-qubit and 105-qubit code.
III. MALIGNANT SET COUNTING OVERVIEW
Following [8] , we define a k-Rec to be the encoded gate under consideration acting on codewords followed by a trailing error correction (TEC) circuit at the k-th level of concatenation. A k-exRec (where exRec stands for extended rectangle) corresponds to a leading error correction (LEC) circuit followed by a k-Rec (see Figure 2) .
Consider an arbitrary 1-exRec. A location can be either a 0-preperation, 0-measurment or a gate (note that the identity gate corresponds to a resting qubit). We say that a set of m locations is benign if the 1-Rec contained in the 1-exRec is correct for arbitrary faults occurring at those locations. Otherwise, the set of locations are defined to be malignant. A 1-Rec is correct if it takes any input with no more than one error per block to an output with no more than one error per block.
The idea behind malignant set counting is that for a fixed number of locations in the circuit, we would like to count all such sets of locations which are malignant. A 1-exRec will be bad if it contains faults at a malignant set of locations, otherwise we will define it to be good. We can generalize the definition of goodness and badness to a k-exRec (for k > 1) by defining the k-exRec to be bad if it contains independent bad (k−1)-exRecs at a malignant set of locations, otherwise we define it to be good.
In this section, we will consider an independent stochastic noise model where fault locations are independently and identically distributed. The operations at the chosen locations are arbitrary trace-preserving completely positive maps. The latter noise model is also known as adversarial noise. Since an arbitrary fault can be expanded in terms of Pauli operators, a set of locations will be benign if the 1-Rec contained in the 1-exRec is correct for all Pauli faults at those locations. Further- more, if all of the locations are in the LEC of the 1-exRec, then by definition the 1-Rec contained in the 1-exRec is correct. Therefore, when counting malignant sets of locations, we will exclude the cases where all faults are in a LEC. As in Ref. [8] , for a fixed set of locations, we insert all combinations of X and Z Pauli faults at those locations and propagate them through the 1-exRec. If for all combinations of Pauli faults the 1-Rec contained in the 1-exRec is correct, then the set of locations are benign. Consider a 1-exRec with a total of L locations and suppose that the EC's have L EC locations. For a circuit simulating a t-qubit gate, we define
where n is the number of faulty locations in the circuit. Similarly, define
where f n = n mal /N is the fraction of malignant locations containing n faults. Due to limits in computation time, when calculating the noise threshold for a particular gate, we count malignant sets of locations for up to m faults and assume that all m + 1 sets of locations are malignant. For large enough m, the error in the truncation can be made very small [8] . Defining the probability of a k-exRec to be bad by ε (k) , we can use the statistical independence of bad (k −1)-exRecs to calculate an upper bound on ε
Note that in the above equation we have assumed that all level-0 locations in our circuit have the same fault rate ε. In our scheme, noisy circuits will be constructed from |0 and |+ initialization, Hadamard and CNOT gates as well as single qubit measurements in the X and Z eigenbasis. The level-0 locations used in our circuits are given in Table I . Since the wait time of a qubit during the application of a gate could differ from the wait time of a measurement, we can associate different failure rates for the two rest cycles. Generalizing Eq. 3 to include different failure rates for distinct level-0 locations, we obtain
where l max depends on the types of locations in a particular exRec. Hence, exRec's excluding H or T gates would have l max = 7. The indices correspond to a particular level-0 location and are summed over all location types of the exRec under consideration. α (2) ij,t corresponds to the number of malignant pairs of types i and j for a gadget acting on t qubits. For example, following the indexing from Table I , 5 is the label used for a measurement in the X basis and 7 is the label for a CNOT gate. Therefore, α (2) 57,t corresponds to the number of malignant pairs in the exRec where one location is a measurement in the X basis and the other location is a CNOT gate. Generalizing to larger sets of locations, α (n) i1i2···in,t is the number of malignant sets of n locations of type i 1 , i 2 , · · · , i n . For the remainder of this section, we will assume that all location types have the same failure probability, so that the upper bound in Eq. 3 will be used for the threshold calculation (in this case A 2,t is simply the sum of all the elements of the α (2) t matrix, and ε
where the threshold estimate is
A t can be calculated from the polynomial equation
Since the coefficients A j,t are strictly increasing for increasing j, there will only be one positive solution to Eq. 7.
Recall that the ancilla blocks used to extract the error syndrome need to successfully pass a verification test, otherwise the ancilla's are rejected and the computation is started over. Instead, the failure probability for a kexRec should be upper bounded conditioned on the acceptance of all ancilla blocks. In calculating the coefficients A j,t , we count sets of locations such that faults at those locations cause the k-exRec to fail but lead to acceptance of all ancilla blocks. Hence, the upper bound in Eq. 3 actually corresponds to the joint probability of acceptance of all ancilla blocks and failure of the kexRec. We can use Bayes' rule to obtained the conditional probability of failure given the acceptance of all ancillas. Using the notation from Ref. [8] , we need to calculate the probability P |+ ,accept is important since the encoding circuits for 0 and |+ are not symmetric for the 15-qubit Reed-Muller code (since the code is not self-dual) and so they will contain a different number of locations. We define
which corresponds to the smallest of the two acceptance probabilities. In Steane's error correction protocol, there will always be an equal number of encoded 0 and |+ circuits in the k-EC's. We define n anc to be the number of encoded 0 or |+ circuits in the k-exRec under consideration. Using Bayes' rule, the probability of failure ε (k) for the k-exRec, conditioned on acceptance of all ancillas can be upper bounded as
where ε (k) joint is upper bounded by Eq. 3. Let C |0 and C |+ correspond to the number of locations in the encoding and verification circuits of 0 and |+ in the EC's. For an ancilla to be rejected, the previous encoding and verification circuits must contain at least one bad (k −1)-exRec. Therefore, a lower bound on P min,accept is given by
where C max ≡ max{C |0 ,|+ }. Using 8-10 and assuming
Defining
the threshold estimate is then given by
IV. THE 105 AND 49-QUBIT CODES
In this section we will review the construction of the 105-qubit concatenated code that allows for universal fault-tolerant logical gate implementations, as well as a simplification of this construction to 49 qubits [16] . We shall then discuss the different ways we implement decoding and error correction given syndrome measurements, while concluding with how ancilla logical state preparation is performed with a reduced number of time steps.
A. Fault-tolerant universal concatenated quantum codes
The idea behind the 105-qubit construction is to use two different error correcting codes, with different sets of transversal gates (logical gates that can be implemented by applying individual gates to each qubit composing the code), in concatenation in order to implement a universal set of fault-tolerant logical operations [10] . In the construction of the 105-qubit code, the outer code is designated as the 7-qubit code and therefore contains transversal Clifford operations. The inner code, that is each qubit composing the 7-qubit code, is the 15-qubit code which has transversal logical CN OT and T gates, where T = |0 0| + e iπ/4 |1 1| and completes the universal gate set when combined with Clifford operations. Since the T gate cannot be implemented transversally for the 7-qubit code, any logical construction will necessarily have to couple different qubits in the code (in the case of the 105-qubit code, coupling qubits corresponds to coupling blocks of qubits composing the code). There exists a construction for the implementation of the T gate using a sequence of CN OT gates and a T gate on the qubits of the 7-qubit code. However, since each of these operations are implemented at the logical level from the perspective of the 15-qubit code, they will all be transversal with respect to this code. Therefore, any single qubit fault occurring during the action of this sequence of gates may lead to a propagation of the faults, but in a controlled manner to only a single location to each of the codeblocks. Therefore, the logical gate remains fault-tolerant as any single fault remains correctable.
The logical Hadamard is implemented by applying the logical Hadamard gate on each of the seven encoded codeblocks (as the Hadamard is transversal for the 7-qubit code). However, the Hadamard is not transversal on each 15-qubit codeblock, and as such a single error may spread to form a logical fault on an individual codeblock. However, since only one codeblock is corrupted, overall the error will remain correctable as such an error can be detected and corrected by the 7-qubit outer code syndrome. This complication will have important consequences for decoding, as explained further in this section.
An important observation is that the re-encoding of the qubits into 15-qubit codeblocks is only important to protecting the blocks that have active gates in the implementation of the logical T gate. Therefore, it is only necessary to encode three codeblocks, corresponding to the set of blocks that would correspond to a logical Pauli operator for the 7-qubit code [16] . Therefore, the total qubit count can be reduced to be 3 × 15 + 4 = 49 qubits. While the overall distance of the code will be lower, reduced from a distance 9 to distance 5 code, the logical operations will still be able to correct for arbitrary single qubit faults, just as in the case of the 105-qubit code. This idea can be generalized further to any construction using as an outer code a 2D color code, which has transversal Clifford operations, and choosing a set of qubits that contain both logical Pauli operators and re-encoding these qubits in a 3D color code containing the transversal CN OT and T gates required from the original scheme [17] .
B. Decoding the 105-qubit code
As we have previously explained, the 105-qubit code is a distance 9 quantum error correcting code whose distance is sacrificed for the implementation of the non globally-transversal H and T gates. However, the decoder should be designed such that for the CN OT gate any weight-4 error can be corrected. The 105-qubit syndromes consist of the 15-qubit syndromes on each of the codeblocks composing the outer code, as well as the 6 syndromes of the 7-qubit code which correspond to syndromes across 4 blocks (since all stabilizers of the 7-qubit code have weight 4).
The most basic decoding scheme is the greedy decoder, where each of the 15-qubit codeblocks are corrected according to their measured syndromes individually, and then the outer 7-qubit code is corrected independently according to the remaining syndrome 1 . The greedy decoder will fail to correct for all weight-4 errors. For example, consider the case when two 15-qubit codeblocks each have a weight-2 Z error. Each codeblock is then corrected with the identified single qubit recovery (since the 15-qubit code is weight-3 for Z errors, it can only correct weight-1 errors) resulting in a logical error on the two 15-qubit codeblocks. Then, the outer 7-qubit stabilizers will identify this weight-2 logical fault with a logical fault on a third codeblock, and thus "correct" by implementing a logical Z on the third codeblock. As such, the final state will undergo a global logical Z error from the composition of the 3 logical codeblock errors. Therefore, having corrected each of the 15-qubit codeblocks, when correcting the 7-qubit codeblocks, information from the 15-qubit syndromes will have to be used in the correction of the outer 7-qubit code.
The decoding of the 105-qubit code will be implemented using the following steps:
1. Correct all of the 15-qubit codeblocks individually, and store which codeblocks underwent any correction.
2. Update the 7-qubit syndromes according to the corrections from the 15-qubit codeblocks.
3. If the 7-qubit syndrome is trivial (no syndrome identifies an error) then correction complete.
4. If the 7-qubit syndrome identifies an error on a codeblock that did not undergo a 15-qubit correction, and in addition there is a set of complementary blocks 2 that were corrected at the 15-qubit level, then perform further logical operations on the complementary blocks, then correction complete.
5. Otherwise, correct the identified codeblock by applying a logical correction.
We illustrate the advantage of this decoding scheme by highlighting the example that the greedy decoder failed to correct. Consider weight-2 Z errors on the first and second codeblocks. Each of these codeblocks are corrected by applying a weight-1 correction, resulting in logical Z errors on each of the codeblocks. Then, the 7-qubit syndrome would identify an error on codeblock 3, since the syndrome associated with Z 1 Z 2 is equivalent to Z 3 . Since the 15-qubit decoder did not make any corrections on codeblock 3, yet did make corrections to codeblocks 1 and 2, which are complementary to codeblock 3, logical Z corrections are applied to each of these codeblocks, therefore correcting all of the errors. One can verify that all weight-4 errors will be corrected by this scheme, thus achieving the promised distance of the code. Of course, for the implementation of the logical H and T gates, not all weight-4 errors will be corrected as the gates are not globally transversal. However, all weight-1 errors will still be corrected by our decoding scheme.
C. Decoding the 49-qubit code
The 49-qubit code sacrifices the full distance of the 105-qubit code by only encoding three codeblocks, therefore reducing the overall distance to be 5. As such, any 2 The complementary blocks are the two blocks that along with the identified block would form a logical error for the 7-qubit code. For example, Z 1 Z 2 Z 3 forms a logical error for the 7-qubit code, therefore complementary blocks for block 1 are (2,3), yet also blocks (4,5) and (6,7), since they are logically equivalent.
decoder will be able to correct at most any weight-2 error. The correction scheme implemented for the logical CN OT and T gate is as follows (as described below, a different decoder is used for the logical H):
1. Correct the three 15-qubit codeblocks, tracking which blocks contained errors.
3. If the 7-qubit syndrome identifies a 15-qubit codeblock that had a trivial syndrome in Step 1, then perform a weight-2 correction on the complementary single qubit blocks, then correction complete.
4. For any other non-trivial 7-qubit syndrome, correct according to the identified single or 15-qubit codeblock.
For the transversal CN OT , any weight-1 error will either be corrected originally by the 15-qubit syndrome measurement if it occurs on a codeblock or at the 7-qubit level if it occurs on an unencoded block. If two errors occur there are four possibilities. If both errors occur on the same encoded codeblock, then they are corrected at the 15-qubit level, potentially resulting in a logical fault on that codeblock. However, such a logical fault will be detected by the 7-qubit stabilizers and as such will be corrected according to the protocol. If the two errors occur on different encoded 15-qubit codeblocks, they will each be correctly identified at the 15-qubit level. If one error occurs on a codeblock and one on an unencoded block, then the error on the 15-qubit codeblock will be corrected, and only the error on the single qubit will remain when measuring the 7-qubit syndromes and will be correctly identified. The tricky case comes when errors occur on two different unencoded blocks, therefore not identified by the 15-qubit stabilizers. In this case, the codeblock that is complementary to these two errors will be identified when the 7-qubit stabilizers are measured, however since no error had been identified on that codeblock at the 15-qubit level, the error complementary to that block is corrected on single qubits resulting in an "error" that will be logically equivalent to the identity.
In the case of the T gate, some of the distance is sacrificed in order to implement the non-transversal T gate, yet remains fault-tolerant and can correct for any weight-1 error. Any weight-1 error is corrected equivalently to a Greedy decoder in the case of our protocol, and as such is corrected in the same manner as in the case of CN OT . The only difference in potential realizations is that a weight-1 error on any of the codeblocks may spread to a weight-1 error on the other codeblocks, yet they all remain correctable through the protocol by correcting at the 15-qubit level.
Unlike in the case of the 105-qubit code, it is important to point out that a different decoder must be used in the case of the logical Hadamard. Due to the non faulttolerant construction of the logical Hadamard on a given 15-qubit codeblock, a single fault on such a codeblock could result in a logical fault on that codeblock at the conclusion of the gate. Such an error would be corrected in the wrong fashion according to the above decoder, as it would go unrecognized by the 15-qubit stabilizers and would falsely identify a correction on the complementary single qubits. As such, the solution is to correct in a greedy fashion at the 7-qubit level, thus resulting in a correction on the single 15-qubit block. Therefore, the resulting protocol would be to correct in a greedy manner at the 15-qubit level and the 7-qubit level, and weight-2 errors on two single-qubit codeblocks would therefore result in a logical fault unlike in the case of the transversal CN OT . As mentioned previously, not being able to correct all weight-2 errors is due to sacrificing the full code distance for the implementation of the logical H. In order to describe the ancilla states 0 and |+ for the 105 and 49-qubit codes, we first obtain their encoding circuits for the 7 and 15-qubit codes. Note that the 15-qubit Reed-Muller code is not self-dual which means that the encoding circuit |+ 15 cannot simply be obtained by reversing the direction of each CNOT gate and swapping the physical |0 and |+ states in 0 15 . As will be shown, this asymmetry will result in a larger number of physical locations in |+ 15 compared to 0 15 .
For CSS stabilizer codes, the encoded states can be obtained by solving a partial Latin rectangle using the codes stabilizer generators [18] . However, as was shown in Ref. [9] , the circuits obtained from the previous method can be further optimized by considering overlaps in the codes stabilizer generators. As an example, consider the encoding circuit for the state 0 7 of the 7-qubit code. The circuit in Fig. 3 (a) (obtained via Steane's Latin rectangle method) contains nine CNOT gates. The logical state 0 7 can also be obtained by the circuit in Fig. 3(b) which uses eight CNOT gates, one fewer than the previous circuit. To see this, recall that the X stabilizer generators for the 7-qubit code take the form g 1 = IIIXXXX, g 2 = IXXIIXX and g 3 = XIXIXIX. In Fig. 3(a) , it can be seen that qubit seven is the target of qubits two and four and the corresponding stabilizer generators g 1 and g 2 overlap on qubits six and seven. Consequently, it is possible to replace the two CNOT's with control qubits two and four and target qubit seven with a CNOT having control on the sixth qubit and target on the seventh qubit. We use the circuit in Fig. 3(b) as the outer level of the state 0 105 . Since the 7-qubit code is self-dual, the |+ 7 can be obtained by reversing the direction of each CNOT gate and swapping the physical |0 and |+ states.
For the 49-qubit code, we use the circuits in Fig. 4 at the outer level in order to minimize the total number of wait times experienced by each qubit. To see this, recall The circuit in (a) is obtained using Steane's Latin rectangle method and contains nine CNOT gates. The circuit in (b) was obtained using the stabilizer overlap method and contains eight CNOT gates instead of nine. The dotted vertical lines are used to separate the time steps for which gates are applied in parallel. The bold dark lines represent resting qubits subject to storage errors. Note that we do not include a storage error on the fifth qubit in the first time step since it can be initialized in the second time step.
that the logical Z operator for the 15-qubit code can take the form Z = Z 1 Z 2 Z 3 (a weight 3 operator, since the first three bits of the codewords have even parity). Consequently, it is possible to apply a logical CNOT gate with the control lying on the first three qubits of a 15-qubit codeblock and target on a single-qubit codeblock. This would require the use of only three physical CNOT gates, one per time step. In this way, a Z error on a single-qubit block would propagate to a logical Z error on a 15-qubit codeblock. Since CNOT gates between 15-qubit codeblocks can be implemented transversally, a closer look at Fig. 4 shows that the first two CNOT gates can be implemented in three time steps and all other CNOT gates can be implemented in a single time step. Hence the overall number of time steps required to implement the CNOT gates in Fig. 4 is 3 + 1 + 1 = 5.
If instead we were to use the circuits in Fig. 3 , there are three CNOT gates coupling 15-qubit codeblocks to single qubit blocks. Two of these CNOT gates have their control on a 15-qubit codeblock encoding a |+ state and so would be implemented in three time steps each. The These circuits have a lower space-time overhead compared to the one used in Fig. 3(b) . For example, the CNOT with block 1 as control and block 3 as target in (a) and (b) can be implemented in three time steps instead of seven since Z = Z 1 Z 2 Z 3 is a logical Z operator for the 15-qubit Reed-Muller code. Furthermore, any CNOT gate between blocks 1,6 and 7 can be implemented transversally.
CNOT gate coupling the |+ state to the 15-qubit 0 codeblock would require 7 time steps, since the minimum weight logical X for the 15-qubit code is 7. The total number of time steps would have been 7 + 3 + 3 = 13 instead of 5.
Next we apply the stabilizer overlap method to obtain optimized encoded 0 15 and |+ 15 states of the 15-qubit Reed-Muller code. Fig. 5(a) and Fig. 5(b) give the encoding circuits for the 0 15 Table II for an enumeration of all the types of locations in 49 and 105-qubit ancilla states). A 1-EC contains four 0 states, four |+ states, eight encoded CNOT gates, two storage locations and four encoded Z-measurement and X-measurement locations (see Fig. 1 ). Using the values of Table II , the total number of locations in a 1-EC circuit of the 105-qubit code is thus 7110.
Threshold estimates for the 7-qubit CSS code and the 23-qubit Golay code were calculated in Ref. [8, 9] . The threshold calculation was limited by the exRec with the largest number of locations which, in both cases, corresponded to the CNOT-exRec. Given the nontransversal nature of the T -gate in the 7-qubit code and the Hadamard gate in the 15-qubit code, the threshold calculation will no longer be limited by the exRec with the largest number of locations. As will be shown below, the threshold calculation is instead limited by the Hadamard-exRec.
It is thus worthwhile to analyze the Hadamard circuit in more detail. The encoding circuit for the Hadamard gate must map the stabilizer generators of the 15-qubit code to an element of the stabilizer group. Furthermore, since HXH = Z and HZH = X, the logical X operator of the 15-qubit code must be mapped to the logical Z operator and vice-versa. The circuit in Figure 7 satisfies these properties. To derive such a circuit, we wrote a program in Matlab which inserted CNOT gates at random locations within the 15 physical qubits and propagated all stabilizer generators and logical operators through the circuit. If all operators transformed appropriately as described above, then the locations of the CNOT gates were recorded. The best circuit that we found contains a total of 14 CNOT gates, one physical Hadamard gate and has a depth of 9 time steps (see Table III for a complete enumeration of the locations in the Hadamard circuit for the 15-qubit, 49-qubit and 105-qubit code). However, it is still an open question whether a circuit using fewer CNOT gates with a smaller depth can be found.
One important aspect of the circuit in Fig. 7 is that input Z errors from the LEC are much more likely to lead to a logical error at the output of the Hadamard circuit than input X errors. To illustrate this, we consider two different cases. In the first case, we insert a single X error at the input of the Hadamard circuit and propagate the error throughout the circuit to determine if a logical error occurred at the output of the circuit, which occurs in the case of qubits 4, 8 and 12. In the second case, we perform the exact same operations but with a single Z to blocks 1, 6 and 7. Blocks 2-5 will consist of a physical Hadamard gate along with 8 resting qubit locations (since there are a total of 9 time-steps in Fig 7) .
As was explained above, a single error can lead to a logical fault when propagating through the 15-qubit Hadamard circuit. However, since the Hadamard circuit is transversal for the 7-qubit CSS code, a weight one error will lead to at most a single logical fault on one of the codeblocks which will be corrected by the outer code. Thus the Hadamard circuit for the 49 and 105-qubit code is fault-tolerant.
Next we analyze the construction of the T -gate circuit for the 7-qubit code following the ideas of Ref. [10, 11] . Similarly to the Hadamard circuit, to obtain a circuit that correctly encodes the T -gate for the 7-qubit code, all stabilizer generators must be mapped to elements of the stabilizer group. Furthermore, since T XT
(X +Y ) and T ZT † = Z, we require that the logical operators for the 7-qubit code transforms as X → X(I + Z) and Z → Z. The circuit in Fig. 8 satisfies the above properties. It should be noted that regardless of the error model studied, we treated the transformation of X errors in our simulations by taking an adversarial approach to their transformation to X or Y errors, depending on the other errors in the circuit. That is, we considered both the case when the X error transformed to either X or Y , and treated the worst case logical error outcome based on the choice of error. This sufficed to prove a lower bound on the appropriate threshold.
Logical T for the 49 and 105-qubit code is constructed from the circuit in Fig. 8 with each codeblock encoded using the 15-qubit Reed-Muller code (for the 49-qubit code, blocks 2-5 only contain one qubit). The construction is not fault-tolerant on the outer code since errors can spread between codeblocks. However, since the underlying logical gates are transversal on the 15-qubit codeblocks, a single error would propagate to at most a single error on each codeblock which would be corrected by the inner code.
E. Adversarial noise threshold results for the 105-qubit code
We present the results of the threshold analysis for the adversarial noise model described in section III. We will begin by computing the noise threshold for the Hadamard-exRec which turns out to be the circuit that provides a lower bound for the threshold of the 105-qubit code. From the analysis leading to Eq. 3, we first need to compute the coefficients A j,t where j ∈ {2, 3, · · · , m} for some cutoff value m. Given the large number of locations in the exRec's for the 105-qubit code, it is computationally impractical to count all malignant sets of locations. In order to overcome this difficulty, we use a Monte Carlo method following the ideas of Ref. [19] . Suppose we want to count all malignant locations for a set of j faults, i.e. the coefficient A j,t . Instead of looking at every combination of j locations within the full exRec, we can uniformly sample the set of all fault paths for a fixed set of j faults. We thus obtain an estimate of the fractionf j,t of malignant faults for j sets of locations which in turn provides an estimate of the exact coefficient A j,t . The standard error is obtained from the relation
where N is the sample size. Due to computational limits, we set the cutoff value to m = 6 and choose a sample size of N = 10 7 . Since the Hadamard-exRec only contains one LEC, t = 1 and from 
The coefficients A j,1 can be computed from
Our Monte Carlo implementation was written in Matlab. Solving Eq. 7 with the coefficients from Table IV , we find that A 1 = (8.92 ± 0.23) × 10 4 . Next, we need to compute C max by counting the number of locations in the encoding and verification circuits of 0 and |+ in the EC's. The encoding and verification circuits contain four encoded state preparations ( 0 or |+ ), three CNOT gates and three measurement locations. Hence, we have that C |+ = 3254 and C |0 = 3226 so that C max = 3254. Since there are eight |+ preparation circuits, then n anc = 8. Using Eqs. 12 and 13, we calculate the noise threshold for the Hadamard-exRec to be
We can repeat the same calculations leading to Eq. 17 for the CNOT 1-exRec (which contains 28545 locations compared to 15067 locations for the Hadamard 1-exRec). For N = 10 7 iterations, we found that the fraction of malignant eventsf 2,2 tof 9,2 were all zero. Clearly, for a large enough number of iterations some of these coefficients would be nonzero. However, given that the Hadamard-exRec circuit is more sensitive to input noise which will lower bound the threshold for the 105-qubit code, and due to limits in computation time, it is impractical to compute the coefficients A j,2 for N > 10 7 . In an adversarial noise model calculation, locations fail independently and at random with the constraint that the error at each location is chosen by an adversary. The error could be correlated with errors at other failing locations. Although the threshold computed in Eq. 17 is quite low, it is important to keep in mind that malignant set counting is overly pessimistic for noise models such as depolarizing noise. As pointed out in [9] , malignant set counting is independent of the underlying noise model and so ignores large quantities of information. For the remainder of this paper, we will focus on depolarizing noise and compute thresholds for the 49-qubit code. For the 105-qubit code, we will use the threshold results that were calculated in [11] using similar methods. The protocol for our simulation will be explained in section V. Using the computed threshold results for both codes, we will obtain the resource overhead for performing encoded gates and compare the results with magic state distillation techniques applied to the surface code.
V. CONCATENATED 49 AND 105-QUBIT CODE THRESHOLDS
The goal of designing fault-tolerant architectures is to allow arbitrary long computations to be performed on large-scale quantum computers where the probability of failure can be made as small as desired. For concatenated coding schemes, fault-tolerant architectures give rise to asymptotic thresholds which corresponds to the error rate p th such that for physical error rates p < p th , the logical error rate can be made as small as desired for sufficiently large number of concatenation levels. Furthermore, a quantum circuit containing A gates can be simulated with probability of error at most with a space/time overhead which scales as O(poly(log A/ )A) [20] .
In this study, fault-tolerant syndrome measurement and error correction is implemented using Steane's method (see Section II for a detailed description of the method) in order to take advantage of the CSS structure of the codes. Error correction steps are interleaved between the implementation of each fault-tolerant gate. Following Ref. [8] , at the first level of concatenation, each logical gate is represented by a 1-exRec as illustrated in Fig 2. Hence, the components in a level-1 logical gate will consist of state preparation and measurement, physical gates and memory locations. We use a recursive simulation for higher levels of concatenation where a faulttolerant gate at level k is constructed by replacing each level-0 location in the level-(k − 1) logical gate by the corresponding level-1 rectangle.
The noise threshold for the 49 and 105-qubit code is computed by considering a depolarizing noise model for each physical (level-0) location. The depolarizing channel for a single qubit is define by the quantum operation
where p will be referred to as the physical error rate. Using the same parameters as Ref. 18 , the depolarizing channel is generalized to all forms of quantum operations as follows:
1. A noisy CNOT gate is modelled as applying a CNOT gate followed by, with probability followed by an ideal measurement in the Z-basis. Similarly, a noisy measurement in the X-basis is modelled by applying a Pauli Z error with probability p 2 followed by an ideal measurement in the X-basis.
A single-qubit gate error or storage error is mod-
elled by applying the ideal gate (identity gate for a resting qubit) with probability 1 − To determine the probability of having a logical fault at the output of an exRec, we first define the notion of a malignant error event. Let |ψ 1 be a single or two-qubit logical state obtained by applying ideal decoders immediately after the LEC circuit and |ψ 2 the logical state obtained by applying ideal decoders immediately after the TEC. The event mal E is defined as |ψ 2 = EU |ψ 1 where E is a single or two-qubit error and U is the desired gate. We now describe our simulation protocol to obtain estimates of the event mal E for various logical gates.
1. Given a 1-exRec encoding a particular gate, we fix a particular value of p and N , where N corresponds to the total number of iterations that the depolarizing channel is applied to the 1-exRec.
2. We would like to calculate the probability of the event mal E conditioned on acceptance of all ancilla states in the LEC and TEC circuits. For every location in the ancilla state preparation and verification circuits, we insert Pauli errors according to the depolarizing error model described above. We propagate the errors through the encoding and verification circuits of 0 and |+ . If no errors are detected at the ancilla measurement locations of the EC's, we record the errors that lead to acceptance in the matrices M |0 and M |+ . Each row of M |0 ,|+ will correspond to an error of the form e = [k, i, l, t] where k corresponds to the error type, i and l encode the logical and physical qubit number and t is the particular time step where the error occurred. Note that since an ensemble of errors can combine leading to acceptance of the ancillas, the rows of M |0 ,|+ will be grouped into several blocks. We repeat this process until the number of blocks of M |0 ,|+ reaches a predefined size (in most cases, we chose the size to be 10 6 as we believe it to be an accurate representation of the noise for the state preparation circuits).
3. For all the remaining locations of the 1-exRec (excluding the state preparation encoding and verification circuits), we insert errors according to the depolarizing noise model. Furthermore, we randomly pick a block from the matrices M |0 and M |+ . The combined errors propagate through the 1-exRec and we project the final output errors back onto the codespace. Steps 1-3 are repeated N times. for a given logical gate G. The pseudo-threshold thus corresponds to the physical error rate below which the logical error rate is smaller than the physical error rate. To obtain the asymptotic threshold, we first upper bound Pr[mal (1) E |G, p] (the probability of a malignant event mal E at the first level of concatenation) by
where the coefficients c(k) are positive integers that parametrize the number of possible weight-k errors that can lead to a logical fault, L G is the total number of circuit locations in the logical gate G and d * characterizes the minimal distance of a given logical gate. As was shown in Ref. [9] , Γ (1) G,E (p) is a polynomial that is monotonically increasing as a function of the physical error rate and serves as an upper bound for the failure probability at the first level of concatenation. Following Refs. [9, 11] , to obtain the probability of having the event mal E at the second level of concatenation, we can treat each level-1 exRec in the level-2 simulation as a physical location with a modified noise model (no longer depolarizing) given by the Γ 
where the c(l) coefficients are the same as those in Eq. 19. It was then showed in Ref. [11] that for physical error rates p smaller than the crossing point between Γ
(1)
G,E and Γ (2) G (which we define to be p th,G ), the logical error rates for the m-th level of concatenation (m ≥ 2) could be upper bounded by
Due to the exponential suppression seen in Eq. 21 of the logical error rate for p ≤ p th,G , p th,G , this serves as a lower bound for the asymptotic threshold of the logical gate G. In Ref. [11] , the pseudo and asymptotic thresholds for the 105-qubit code were calculated for the H, T and CNOT gates. Note that Γ (m)
G,E was also calculated for all other location types (storage, measurement and statepreparation) and were shown to have much higher threshold than the logical gates. The results are summarized in Table V , and Fig. 9 illustrates the noise behaviour of the Hadamard and CNOT gates for several concatenation levels. An important feature of these results is that, for the H and T gates, noise can be further suppressed by several orders of magnitude even for physical error rates above the pseudo-threshold. To understand this type of noise behaviour, it is important to point out that since the CNOT gate is transversal in both the 7 and 15-qubit codes, it receives a double protection from both codes. The double protection results in a much larger pseudo-threshold for the CNOT gate compared to the pseudo-thresholds for the H and T gates. Furthermore, the asymptotic threshold of the CNOT is comparable to its pseudo-threshold. Another important feature is that CNOT gates are the gates that are most present in the Steane's EC circuits as well as in the logical H and T gate circuits. Consequently, when going to higher levels of concatenation, and for error rates below the CNOT asymptotic threshold, all the CNOT gates will be less likely to fail compared to the previous level of concatenation. Even if the physical H and T gate locations are more likely to fail, the lower logical failure rates of the CNOT gates will compensate, resulting in overall further noise suppression. and level-2 curves allows for the determination of a lower bound for the asymptotic threshold for each of the logical gates. The CNOT gate exhibits a much lower logical error rate than the Hadamard at the first level.
We now provide the threshold results for the 49-qubit code. The plots in Fig. 15 illustrate Γ 
(m)
G,E for the Hadamard, T and CNOT gates. As was the case for the 105-qubit code, the pseudo-threshold of the 49-qubit code is limited by the Hadamard gate and is given by p 49-qubit Hadamard pseudo-threshold is larger than for the 105-qubit code. To understand these results, we first point out that the 49-qubit code Hadamard circuit contains four blocks consisting only of physical H and storage gates (no CNOT gates). As was explained in section IV D, the cascading sequence of CNOT gates in the 15-qubit Hadamard circuit makes it very sensitive to input Z errors since any Z error that lands on the target of the CNOT gates (appearing before the physical H gate) will lead to a logical X error. Furthermore, Z errors occurring at CNOT or storage locations within the 15-qubit Hadamard circuit also play a dominant role in producing a logical X fault at the output of the circuit. The four blocks consisting only of physical H and storage gates will treat X and Z errors on the same footing and these blocks contain much fewer locations were Z errors can occur. A numerical simulation also showed that many of the errors leading to a logical Z fault were Z errors that occurred on CNOT gates after the physical H gate combined with Y errors on one of the single-qubit codeblocks. We also note that for higher concatenation levels, given the smaller number of locations in a storage gate exRec, storage gates are less likely to fail than CNOT gates and so the single qubit codeblocks are less likely to acquire a logical fault. Consequently, the 49-qubit Hadamard circuit will produce less logical X errors compared to the circuit for the 105-qubit code. Since the 15-qubit code offers less protection against Z errors, logical Z errors become the dominant source of error for the Hadamard circuit.
Note that as in the 105-qubit code, the double protection of the CNOT gates from both the 7 and 15-qubit code results in a larger pseudo and asymptotic threshold relative to the H and T gates. The threshold results for the 49-qubit code are summarized in Table VI . Although the 49-qubit code Hadamard pseudo-threshold is larger than the 105-qubit code pseudo-threshold, the asymptotic threshold is slightly smaller due to the lower CNOT pseudo and asymptotic threshold. In the simulation of a particular gate (say H or CNOT), we would like to obtain the resource overhead required to achieve a particular target logical error rate p target . The overhead can be measured in several ways. The raw qubit overhead measures how many physical qubits are required in the simulation of a logical gate to achieve a particular target logical error rate. The gate overhead measures the total number of gates used in the simulation of a logical gate in order to achieve a particular target logical error rate.
We begin with the analysis of the raw qubit overhead. Recall that Steane error correction (EC) is implemented by the circuit in Fig. 1 where the ancilla states 0 and |+ (for the 49 and 105-qubit code) are prepared using the circuits of section IV D.
We assume that the qubits used in the preparation of the ancilla states can be reused at each time step in the computation prior to a measurement in the X or Z basis. Before proceeding with the overhead calculation, we provide a few definitions. Let 0 (k) and |+ (k) corre-spond to the state-preparation circuits of |0 and |+ at the k-th level of concatenation. In the first part of the Steane EC circuit, the ancilla states are verified for errors by entangling a pair of ancilla states of the same type and performing a measurement in the appropriate basis (see section IV D for more details). We define n (k)
|0
and n (k) |+ to be the number of qubits required for the ancillas 0 (k) and |+ (k) to pass the verification test in the circuits of Fig. 10(a) and Fig. 10(b) at the k-th level of concatenation. If an error is detected from the syndrome measurement, the ancilla is rejected and the process is repeated using a fresh batch of qubits which we assume are readily available. The probabilities of acceptance p 
Note that the term 2n/p
|0 j (where j ∈ {1, 2}) corresponds the the expected number of qubits for preparing a 0 state free of X errors (the first step in the ancilla verification test). Hence Eq. 22 corresponds to the expected number of qubits for the full 0 ancilla verification test. The analogous equation holds for |+ state preparation. Defining n (k)
EC to be the raw qubit overhead for a Steane EC circuit at level-k (excluding the overhead from the data qubits), we have that
Since a logical CNOT gate consists of four EC circuits and two logical qubits, the level-1 overhead for the CNOT gate is
Note that the factor of 2 and not 4 in front of the n EC term. This is due to the fact that we assume that the qubits used in the LEC circuit can be reused in the TEC circuits. Similarly, the level-1 Hadamard qubit overhead is given by 
FIG. 11:
Typical segment in a level-2 0 (2) or |+ (2) illustrating the overlapping EC circuits between the 0 (1) (could also be |+ (1) ) and the following logical gate (a CNOT gate in this example). The overhead of the first EC circuit needs to be taken into account in the calculation of n 
|0
and n
|+ . Each dashed box has an overhead of n
At the second level of concatenation, 0 (2) will contain 0 (1) and |+ (1) state preparation circuits which will be followed by an EC circuit. However, all other gates (CNOT's and storage) will also contain their respective LEC and TEC circuits (since recall that for a level-2 simulation each physical gate is replaced by a level-1 exRec). The EC circuits of 0 (1) and |+ (1) will overlap with the LEC circuit of the gate that follows (see Fig. 11 ) and so it is important to take into account the overhead of the overlapping EC circuit. The full EC circuits (including the data qubits) each have an overhead of n (1) EC + n. We assume that the qubits that were used in the EC circuit following 0
(1) and |+ (1) can be reused for all other EC circuits that follows. Hence, we only take into account the overhead of the first EC circuit. The entire 0 (2) circuit will have an overhead of n(n
EC + n). Generalizing to the k-th concatenation level (for k ≥ 2), we have the recursive relation
The EC circuit at level-k has an overhead given by
The CNOT and Hadamard overhead at level-k are then given by corresponds to the gate overhead for the first part in the 0 ancilla verification test at the first level of concatenation. Note that n
. The term n rem is the gate overhead for the remaining part of the Steane EC circuit.
B. Gate overhead
In this subsection we focus on the gate overhead for the simulation of a logical Hadamard and logical CNOT gate. We define g (k)
|0
and g
(k)
|+ to be the number of gates in a 0 and |+ circuit at level-k. Since 0 and |+ circuits consist of physical |0 and |+ states as well as CNOT and storage gates, we can define α j to be the number of locations of type j in a 0 (1) circuit and β j to be the number of locations of type j in a |+ (1) circuit. In this case we can write
To obtain the gate overhead of a Steane EC circuit at the first level of concatenation, we can divide the EC circuit into several components and compute the overhead for each component. We define n (1) g,|0 j to be the gate overhead for the 0 ancilla verification components, n
to be the gate overhead for the |+ ancilla verification components and n (1) rem to be the gate overhead for the remaining EC circuit, see Fig. 12 for a circuit description.
Since CNOT and measurement locations can be implemented transversally, they each contribute a factor of n to the gate overhead at the first level so that
Taking into account that the ancilla states are rejected if a non-trivial error is detected at the measurement locations, we can compute the expected number of gates for a 0 and |+ verification test (defined as n
and n (1) g,EC|+ ) according to their success probabilities as
From Eqs. 37 and 39, the total gate overhead n
g,EC for an EC circuit at the first level of concatenation is given by
Using Eq. 40, the overhead of a level-1 CNOT and storage exRec is given by g
CNOT = 4n
The logical Hadamard circuit consists of storage, CNOT and physical Hadamard gates. Defining γ j to be the number of gates of type j in the level-1 logical Hadamard circuit and using Eq. 42, the gate overhead for the level-1 Hadamard exRec is g
Had = 2n
Before obtaining the overhead at higher levels of concatenation, it is important to point out that consecutive exRec's will have overlapping EC's. In a recursive calculation, if we were to use the overhead terms g The EC preceding the state-preparation circuit overlaps with the LEC of the following gate. The TEC of the last gate overlaps with the EC prior to a performing a measurement. In order to avoid over counting gates appearing in overlapping EC's, we use the overhead of logical gates with truncated LEC's in the counting procedure. The EC circuit arising from a measurement location will be included in the TEC of the previous gate.
we would be over counting the gates appearing in overlapping EC's (see Fig. 13 ). The over counting can be avoided by ignoring the gate overhead in LEC's from the (k − 1)-exRec's appearing in a k-exRec. For a t-qubit gate, we defineg
Therefore, in the overhead counting of a k-exRec, we will include the contributions fromg
. We now consider the gate overhead at the k-th concatenation for k ≥ 2. The gate overhead in a 0 and |+ circuit at level-k is given by
C. 49 and 105-qubit code overhead results
In this section we use the formalism of section VI A and VI B to obtain the raw qubit and gate overhead results of the 49 and 105-qubit codes. Since the Hadamard gate limits the threshold value of both codes, we will focus on the overhead for performing a logical Hadamard and CNOT gate. Given a target logical error rate p target , we can use the threshold results of Section V to determine the appropriate level of concatenation to reach p target . We can then calculate the raw qubit overhead and gate overhead from Eqs. 30-31 and 54-56, respectively. The coefficients α j , β j and γ j are given in Section IV D.
Figs. 16 and 17 illustrate the physical qubit and gate overhead for the 49 and 105-qubit codes. The key results are summarized in Table VII the following discussion we focus on a target logical error rate of p target = 10 −15 . For the 49-qubit logical Hadamard gate, if we limit the implementation to two levels of concatenation it would require a level of precision of 2.36×10 −6 , far below the asymptotic threshold, in order to reduce the logical error rate to 10 −15 . The raw qubit and gate overheads are given by (1.75 ± 0.38) × 10 5 and (4.20 ± 0.92) × 10 7 in such a scenario. Going to a third level of concatenation allows for higher physical error rates, up to 8.47 × 10 −5 , as the increase concatenation level will further reduce logical error rate. However there is a tradeoff to increasing the concatenation level as it requires further resources. The raw qubit and gate overheads for an error rate of 8.47 × 10 −5 are given by (7.33 ± 1.57) × 10 7 and (2.14 ± 0.66) × 10 11 (an increase of roughly three orders of magnitude). One aspect that is quite apparent in the overhead results is how well the 49-qubit logical Hadamard performs compared to the 105-qubit version. For the 105-qubit code, the logical Hadamard gate can achieve the desired target error rate at the second concatenation level for physical error rates below 5.35 × 10 −7 , as opposed to 2.36 × 10 −6 , due to the complexity of the 105-qubit Hadamard construction compared to that of the 49-qubit code. The third level of concatenation pushes this number to 1.60 × 10 −5 . Furthermore, for each concatenation level the overheads are roughly an order of magnitude larger than for the 49-qubit logical Hadamard. In this Section, we aim to estimate the qubit (space) overhead for the implementation of fault-tolerant logic in the surface code. The primary obstacle to surface Distillation Type Qubits Error rate Success prob. [21] , while the 10-to-2 qubit scheme is presented in Ref. [22] .
code implementations is the need to distill a special ancillary state for the purposes of implementing the T gate through gate teleportation. High-fidelity logical state preparation of this special state is obtained through a process called state distillation. State distillation is implemented using only logical Clifford gates, resulting in a non-stabilizer state that can be used to implement the T gate, called a magic state [21] . The idea behind magic state distillation begins by assuming the initial magic state has an error rate p. Then by using multiple noisy logical magic states and nearperfect Clifford operations (since the Clifford operations are performed using fault-tolerant logical operations in the surface code) a higher-fidelity magic state can be distilled from multiple noisy states. Depending on the distillation scheme used, the output state of the scheme will have a fidelity of cp b , for some constant value of b and c. The process can then be repeated with multiple copies of the newly distilled logical states to obtain a state with error rate c(cp
Iterating this process k times, the final logical output state will have an error rate:
The magic state distillation process can be probabilistic, yielding a distilled state based on the result of a set of measurements, and in general will succeed with probability 1/r (where r depends on the particular distillation scheme being used). Therefore, if n logical qubits are required for the distillation, and the probability of success for a given round is 1/r, the total number of logical qubits required for k distillation rounds is given by (rn) k . The number of qubits required is thus exponential in the number of rounds, however the scheme remains theoretically efficient as the logical error rate is suppressed double-exponentially. Table XI summarizes the different parameters for the magic state distillation schemes.
Suppose we would like to obtain a lower bound on the number of physical qubits that are required to implement the logical T gate in the surface code. Given a target error rate p target , and a depolarizing physical error rate of p, we must first determine the number of distillation levels required to obtain the desired target rate, that is choose a value of k from Eq. 57 such that p k < p target . Having determined the level of distillation, recall that we argued that the Clifford gates must have low levels of noise with respect to the target error rate. Therefore, for a given distillation level, we will need to choose logical gates that have a small enough logical error rate. For the surface code, by considering the probability of a logical string being created given that the syndrome extraction scheme is 8 time steps long, the logical gate error rate can be approximated as [7] :
where d is the distance of the code. Therefore, if the output of a given distillation level is given by p k , as argued in Ref. [7] , the logical error rate must be small enough such that the resulting accumulation of errors from the distillation circuit does not negatively affect the distilled qubit, that is:
where n q is the number of qubits in the distillation scheme. Therefore, the distance must be chosen large enough to reduce the logical error rate to sufficiently small levels (assuming we are always below threshold). Having distilled at a given level, the logical qubits can be enlarged through a fault-tolerant growing operation, in order to be of the required distance for the next distillation level. In our lower bound of the number of qubits required, we will assume that this operation is done error free, in reality this may slightly increase the number of physical qubits required. Therefore given the required distance at each level, and the fact that the number of physical qubits for a distance d surface code is (2d) 2 (including the syndrome qubits), a lower bound of the distillation overhead can be obtained. Figure 14 illustrates the physical qubit overhead for two different distillation schemes used in the implementation of the T gate for the surface code. It can be seen that for a target logical error rate of p target = 10 −15 , both schemes yield an overhead on the order of 10 4 physical qubits for input error rates 10 −4 < p < 10 −3 .
VII. CONCLUSION
In this paper we reviewed the fault-tolerant construction of the 49 and 105-qubit codes obtained from concatenating Steane's 7-qubit code with the 15-qubit ReedMuller code. One advantage of the concatenation scheme is that universal fault-tolerance can be achieved without using state distillation protocols. Taking advantage of the CSS structure of the 7 and 15-qubit codes, the error correction blocks were constructed in the framework of Steane error correction. In the study of the performance of the concatenated codes, we obtained the threshold for the 105-qubit code for an adversarial noise model using malignant set counting and found it to be (8.33 ± 0.28) × 10 −6 , which is slightly below that of FIG. 14: (a) Physical qubit overhead for the distillation of the H-type magic state to be used in the implementation of the T gate for the surface code with different target gate error rates. (b) Distillation overhead for the Meier-Eastin 10-to-2 distillation scheme for the surface code. As can be seen in the above plots, for physical error rates of p = 10 −5 , the Meier-Eastin 10-to-2 distillation scheme requires roughly 1000 physical qubits to implement the T -gate. This is about an order of magnitude less than the physical qubits required for the distillation of the H-type magic state.
the concatenated 7-qubit Steane code assisted by magic state distillation [8] . In order to obtain threshold estimates that would more accurately represent the noise seen in an actual experiments, we computed the threshold value of the 49-qubit code for depolarizing noise using the techniques developed in Ref. [9, 11] . The 49-qubit code depolarizing threshold value was found to be (9.69 ± 0.28) × 10 −4 which is competitive with the 105-qubit code threshold of (1.28 ± 0.02) × 10 −3 [11] . As was the case for the 105-qubit code, the threshold for the 49-qubit code was limited by the logical Hadamard gate.
We proceeded by developing general methods to compute the overhead of concatenated codes using Steane error correction and applied our methods to compute the physical qubit and gate overhead of the 49 and 105-qubit code. We also computed the physical qubit overhead for surface codes implementing the T gate using the H-type magic state and the 10-to-2 distillation schemes [21, 22] . Comparing the plots of Fig. 14 with those of Fig. 16 and Fig. 17 , it is clear that surface code requires a smaller overhead than the 49 and 105-qubit codes given the sampled input error rates. For example, for an input error rate of p = 5×10 −5 , the 49-qubit code requires more than 10 7 physical qubits to implement a logical Hadamard gate compared to roughly 10 4 physical qubits to implement the T gate in the surface code.
To explain the differences in overhead, it is first important to point out that the surface code thresholds are about an order of magnitude larger than the studied concatenated code thresholds. Hence, for comparable input error rates below threshold, the logical noise rate would be further suppressed for the surface codes requiring the use of fewer qubits to achieve a particular target logical error rate, even when using more rounds of distillation. Furthermore, the size of the EC blocks for Steane error correction represent a big drawback for concatenated codes. To illustrate this, it can be seen in Fig. 16(a) that the second level of concatenation requires the use of more than 10 5 physical qubits for the 49-qubit code when implementing a logical Hadamard gate. Since the data qubits require the use 49 2 = 2401 physical qubits, more than 97% of the overhead comes from the size of the EC blocks. Consequently, even if the threshold for the 49 and 105 qubit codes were significantly improved, two levels of concatenation would require more than 10 5 physical qubits which is more than the largest number of physical qubits used in the surface code implementation of the T gate for all sample error rates. The latter shows that in order to improve the overhead results of the studied concatenated codes, smaller EC blocks would need to be used that maintain the fault-tolerant properties of the concatenated scheme, even at the cost of lowering the asymptotic threshold. Additionally, it would be interesting to determine the resource overhead for the generalized construction of the concatenated model, using higher distance 2D and 3D color codes as the base codes for the implementation of the fault-tolerant universal gate set.
VIII. ACKNOWLEDGEMENTS
T. J. would like to acknowledge the support of NSERC and the Vanier-Banting Secretariat through the Vanier CGS. C. C. would like to acknowledge the support of QEII-GSST and to thank Steve Weiss for providing the necessary computational resources. This work was supported by CIFAR, NSERC, and Industry Canada. The CNOT pseudo-threshold is the largest among all three gates due to the double protection of the 7-qubit and 15-qubit code. The plots on the right column illustrate the polynomials upper bounding the probability of obtaining a logical error E for the first, second and third level of concatenation. The crossing point between the level-one and level-two polynomials determine the asymptotic threshold for the gate under consideration. For the logical CNOT gate (b), it is the event mal ZI which limits the threshold value. The same behaviour holds for the 105-qubit code. However, given that the effective distance of the 49-qubit code is 5 compared to 9 for the 105-qubit code (when the gate is transversal in both the 7 and 15-qubit code), the 105-qubit code offers greater suppression for logical error rates below threshold. For the logical gate H (d) and T gate (f), mal Z limits the threshold value. Note that for the 105-qubit code, mal X limited the Hadamard threshold value. See V for more details. Physical qubit and gate overhead log-log plots for the 105-qubit code. The numbers in parenthesis indicate the level of concatenation required to achieve the target error rates shown in the legend. The plots have a step-like function behaviour since above certain physical error rates a higher level of concatenation is required to achieve the particular target error rate. For p target = 10 −15 and a physical error rate p = 10 −5 , roughly 10 9 physical qubits are required to encode one logical Hadamard gate.
