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ABSTRACT
Developing intelligent virtual characters has attracted a lot of at-
tention in the recent years. The process of creating such characters
often involves a team of creative authors who describe different
aspects of the characters in natural language, and planning experts
that translate this description into a planning domain. This can be
quite challenging as the team of creative authors should diligently
define every aspect of the character especially if it contains complex
human-like behavior. Also a team of engineers has to manually
translate the natural language description of a character’s person-
ality into the planning domain knowledge. This can be extremely
time and resource demanding and can be an obstacle to author’s cre-
ativity. The goal of this paper is to introduce an authoring assistant
tool to automate the process of domain generation from natural
language description of virtual characters, thus bridging between
the creative authoring team and the planning domain experts. More-
over, the proposed tool also identifies possible missing information
in the domain description and iteratively makes suggestions to the
author.
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1 INTRODUCTION
Intelligent Virtual Agents (IVA) technology has been applied in
many fields such as education [20] or entertainment, where the
agents are used for creating virtual user experiences or for digital
storytelling [44]. Interactive virtual agent design has been the focus
of research for the past two decades [7]. In an effort to give agents
deliberative capabilities (a key requirement for social interactions
with humans and other agents), a common approach is to use a
planner to model the agent’s decision making process [24, 37, 46].
Planning architectures are well suited for this problem, since the
world of these agents can be modeled as a set of discrete objects,
Proc. of the 18th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2019), N. Agmon, M. E. Taylor, E. Elkind, M. Veloso (eds.), May 13–17, 2019,
Montreal, Canada. © 2019 International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.
and naturally maps to a logic-based planning domain language.
For instance, the world can be modeled by a set of smart-objects
[18], each having a set of discrete states and set of affordances [10],
where the latter represents the advertised actions of that object.
Intelligent agents, especially those designed to exhibit plausible
social interactions with human users [4], must exhibit delibera-
tive capabilities, express emotion and personality traits [8], and
have mental models of their application domain (e.g., interactive
games [13], or storytelling [44]). In order to meet these require-
ments, creative authors must carefully design aspects of the char-
acter’s personality and emotion profile, its motivations and its
representation of the virtual world it resides in. Creative authors
typically use natural language descriptions to design these char-
acters. For example, for describing the emotional profile of Max,
(the example character in this paper), a creative would say: “Max
becomes slightly angry in case he sees his favorite sports team lose”.
These natural language descriptions of the agent’s behavior need
to be translated to a machine-readable planning language, i.e. the
domain knowledge of a planner. This translation is manually per-
formed by a team of domain experts, however it is time consuming
and resource intensive, and requires frequent interactions between
the creative team and the domain experts.
This paper proposes an automated process for translating the
natural language description of an agent’s behavior to the planning
domain knowledge. Authors when describing agent’s behavior are
typically constrained by domain restrictions, however, the proposed
system aims to assist the creative authors in defining, more freely,
the behavior of an intelligent character in natural language. The
availability of such a tool would not only expand the ease of author-
ing of the IVAs, but would also promote the applicability of such
agents in general, since one of the main bottlenecks in creating
IVAs lies in the generation of the agent’s domain and its affective
states.
The research problem addressed in this paper is inherently chal-
lenging due to a number of reasons: (1) non-triviality of the task of
automatically understanding natural language, (2) generating an
executable planning domain despite the variability in the writing
style, and (3) giving the authors as much freedom as possible while
still directing them to specify the domain-related material.
Supervised machine learning approaches have been proven to
be useful for a similar task of semantic parsing [19]. However, such
statistical models cannot be trained for the task at hand due to
the lack of sufficient amount of labeled data. In this paper we take
an alternate approach for parsing the sentences using dependency
graphs [17]. Dependency graphs explicitly describe the syntactic
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Figure 1: Input (left) and output (right) of the proposed model for a small sample domain
relations between different words of the sentence, and hence are
useful in extracting information relevant to our task.
While researchers have worked on similar areas of planning
domain acquisition, such as robot teaching [21, 23] as well as in the
task of story comprehension [5, 15], to the best of our knowledge,
we are among the first to address the problem of domain acquisition
for developing character-based intelligent virtual agents.
2 RELATEDWORK
It has been shown that the natural language description of a plan-
ning domain is as expressive as the formal planning domain defini-
tion itself [2]. Several researchers have investigated the problem
of planning domain generation from natural language text. For
example, a highly investigated field of study is automatic planning
domain acquisition from natural language instructions directed at
robots [9, 21, 23, 33]. These instructions can be translated to the
planning domain by taking a rule-based parsing approach similar
to ours [23]. Perera and Veloso [33] address the same problem but
only parse simple and direct instructions such as “go to” and “de-
liver” into single actions, and their model does not generalize to a
complete domain. Similarly, Pomarlan and Bateman [34] construct
an executable robot program using the Cognitive Robot Abstract
Machine (CRAM) language, produced by parsing natural language
instructions.
The model of Yordanova [45] uses textual instructions for human
activities to learn the actions in the planning domain as well as
their pre/post-conditions (cf. Section 3). Their method builds an
ontology of the domain and then optimizes the model based on
sensory data. This approach is suited for the generation of a highly
constrained robot planning domain and is less helpful for the highly
unconstrained task of intelligent character development.
The generation of action pre-conditions from natural language
instructions is addressed by Bindiganavale et al. [1]. Their system
works by extracting simple subject-predicate relations in the sen-
tence using an XTAG grammar system. However, the system is
suitable for development of simulation environments and not for
the task of character development since it gives reasonable perfor-
mance only in case of simple and direct instructions and does not
cover the complete domain. Similarly Goldwasser and Roth [11]
train a model to learn a target representation of states and domain
rules from a textual description of a simulated environment, e.g., a
computer game. They train the parameters of their model with a
small number of training data points. Additionally, their model also
has a feedback mechanism which generates positive/negative train-
ing labels after performing a predicted action. These approaches
are suited for development of simulated environments, but for in-
telligent character development, neither simple instructions nor
simulating the agent for feedback generation can be used.
The model proposed in [40] combines the idea of planning do-
main acquisition with common sense knowledge information, by
using semantic role labeling and large-corpus statistics. In our work,
we also utilize common sense knowledge, however in a support-
ive feedback mechanism directed at the authors. The proposed
model [40] tries to learn STRIPS (a general-purpose planning do-
main representation), from web-based data by utilizing common
sense knowledge base queries to infer some of the implicit pre/post-
conditions.
Another line of work related to intelligent character domain
generation is the task of story comprehension [5, 15, 39]. Given
a natural language narrative of the story, the goal of this line of
research is to understand the key plot of the story as well as the
set of events. STAR [5] is an automated story comprehension tool
for extracting the key events of a story and doing inference based
on the order of the events. It also introduces the concept of a world
knowledge in stories, i.e. a set of universal rules governing a wide
set of different stories.
Sanghrajka et al. [39] extend STAR by applying a logical rea-
soning system to detect inconsistencies in the story plot, making
inferences about the implicit knowledge in the story. Both systems
relate to the concept of story comprehension based on inference
from a knowledge-base, similar to the “Common Sense Module” in
our system.
Our proposed approach is conceptually similar to StoryFramer
[15], which infers the narrative planning domain based on a plot
described in natural language. The authors apply linguistic rules on
parsed text to connect events with predefined pre/post-conditions.
However, our approach differs from StoryFramer as follows: (1) Our
system is designed to author the entire domain of an intelligent
virtual agent, which includes its inner state, affordances, personality,
mood, emotion, and motivations, and a representation of world
Figure 2: Schematic diagram showing the agent architecture
proposed in this paper. It shows the interaction between
the different components of the model as described in Sec-
tion 3.1.
state. This domain significantly builds upon the narrative domain
utilized in StoryFramer. (2) Our system supports more complex,
compound sentence constructs, which are needed to author the
domain described above. (3) Our system supports the automatic
extraction of affordance pre- and post-conditions directly from
natural language descriptions, thus facilitating generalizability and
scalability to completely novel planning domains.
3 AGENT MODEL
In this work, the agent architecture and its world is built around the
concept of smart-objects [18] where the agent itself is also an active
smart-object, and the world describes the set of all smart-objects.
Each smart-object is defined by a set of states, representing a set
of facts about the smart-object, and affordances [10], which reflect
the set of offered capabilities on how the smart-object can change its
state or the state of other smart objects. Each affordance is defined
by a set of pre-conditions and a set of post-conditions.While the
state changes are captured in the post-condition of the affordance,
its pre-conditions represent the logical conditions on the states
which have to be satisfied so that the affordances can be executed.
In our approach, smart-objects with all their states and affor-
dances, including the logic of pre/post-conditions, are inferred di-
rectly from a natural language description. Figure 1 shows the
input and the generated output for a small example domain. No-
tice that the post-condition of the affordance is satisfied in a non-
deterministic way.
Since the agent architecture is designed for an intelligent charac-
ter, the agent’s state contains not only information about its phys-
ical state and the states of the environment, but also the agent’s
mood, its emotions, and its motivations (Figure 2). While emotions
represent short term variables of affect, the mood is a long term
concept shaping agent’s behavior. The motivation states are used to
build the objective function that is used by the planner - in our case
a heuristic based search algorithm - that generates plans bringing
the agent closer to a set of target motivation values. All three sets
of variables are influenced by state-dependent rules, as symbolized
by the arrows in Figure 2.
Although our implementation focuses on this particular agent
architecture, the methods developed in this paper are fairly general
and can be extended to other agent architectures [12, 32], or plan-
ning domains (e.g., PDDL) as well. For instance, when the behavior
Figure 3: Pipeline for going from natural language descrip-
tion to domain code, as described in Section 4. Solid arrows
represent actual data transfer while dashed arrows indicate
giving suggestions to the author.
should be influenced by social rules, when the utility of the agent’s
goal is not encoded with motivations but another objective, or when
the affective state are modeled with other mechanisms (or not at
all), natural language can be used to build the domain and facilitate
the authoring process. Future research will focus on making the
approach more general to a broader class of agent architectures in
this field.
3.1 Problem Domain Definition
Formally, the agent is defined by a tuple Σ = ⟨S,B,E,M,F⟩, with
S representing the state space, B the agent’s mood, E the agent’s
set of emotions,M its motivations, and F the set of affordances.
Each affordance f ∈ F : f = ⟨O,Φ,Ω,Λ⟩ is itself a tuple of
the affordance owner O, a set of pre-conditions Φ, a set of post-
conditions Ω, and side effects Λ.
• S represents the set of agent’s states and the state of the
world, see Figure 2. The model differentiates between binary
states (e.g. whether the agent is asleep or not) and n-ary
states (e.g. agent’s position), also referred to as fluents.
• B represents the agent’s mood. It is a continuous variable
in the range [−1, 1], where −1 represents a negative mood, 0
a casual mood, and 1 a positive mood.
• E represents the current emotion the agent is experienc-
ing. The emotions are modeled using the Pleasure, Arousal,
Dominance (PAD) formalism [26] which associates to each
emotion a position in the 3-dimensional PAD space [8].
• M represents motivations which drive agent’s decision mak-
ing system. The motivations are modeled using Reiss Motiva-
tional Profiles (RMP) [36] covering the full range of motiva-
tions into a set of 16 motivational factors, each factor being
a number in the range [0, 1]. Examples of such motivations
include “honor”, “order” and “family-relationships”, etc.
• F is the agent’s set of affordances. These represent the set
of actions that can be performed to change the states of
one or more smart-objects. An affordance can be applied
when a logical conjunction of states (i.e. pre-conditions Φ)
is satisfied, and upon successful execution it changes states
Figure 4: Detailed pipeline with examples for each submodule.
according to its post-conditions Ω. Additionally, the affor-
dances in this particular agent architecture may contain a
set of so-called side-effects, Λ, which allow the affordance to
change states in a non-deterministic way.
The agent’s architecture contains several mechanisms to model
the changes in the agent’s affective states (emotions, mood, and
motivations). These mechanisms are rule based functionsR(S,A) :
S∫ →A from states to affects, where S∫ is a conjunctive normal
form (CNF) on states S andA ∈ {B,E,M}.
In this paper, we interchangeably use the terms pre-condition
and left hand side (LHS) and similarly the terms right hand side
(RHS) and post-condition. The rule-based functions are described
below:
State-Emotion Rules R(S,E) address the changes of the emo-
tions, the position in PAD space, based on the current state. The RHS
reflects a strength and direction of the shift of the PAD values to-
wards an emotion (e.g increase 0.2). See the right column of Figure 4.
State-Mood Rules R(S,B) describe how mood changes given
the current states. While the LHS is a conjunctive normal form on
the state space, the RHS specifies the direction and step size of the
mood change.
State-Motivation Rules R(S,M) represent the mapping from
states to the motivations. The RHS either specifies the direction
and the strength of change towards any of the motivations or it
directly sets the motivations to a specific value.
This paper proposes a model for generating ⟨S,F,RSB,RSE ,
RSM⟩, given a natural language description of the domain pro-
vided by a creative author.
We assume that the set of possible affective states (B,E,M)
are predefined and known by the authors. Our proposed system
must guarantee that it finds a consistent set of states and is able to
use it for generating the logical components the planning system
relies on. This effort involves multiple challenges as discussed in
the following sections.
4 DOMAIN GENERATION FROM TEXT
For generating domain code from natural language descriptions
we propose a modular system, as shown in Figure 3. The first
step in the system pipeline is the State Extraction Module, which
is used to identify and extract the state-related information from
each sentence, and subsequently used to construct the states of the
smart-objects as well as the states of the world S. Next, the Text
Processing Module extracts the affordances as well as the state-affect
rules using similar mechanisms (see Section 4.1). Lastly, the Domain
Code Generation Module generates a computer readable planning
language from states, affordances and state-affect rules.
Figure 4 exemplifies the entire pipeline. Since the mechanisms
used in all state-affect extraction modules are very similar, only the
state-emotion extraction is shown.
For the agent architecture in this paper, Racket [6] was used
as the target language, however, generalization to other general
purpose planning languages (e.g. PDDL) is straightforward [25].
In addition to the processing steps described above, we introduce
two more modules that significantly help in generating domain
from natural language: (1) a Common Sense Knowledge Module and
(2) an Author Feedback Module. The common sense knowledge mod-
ule (cf. Section 4.5 ) facilitates the authoring by suggesting new
information about affordances or new rules regarding affective
states. For these suggestions a common sense knowledge-base is
queried, i.e., ConceptNet [41]. Besides finding missing information,
this module should also promote the creativity of the authors by
providing new and relevant information about the already authored
objects. Furthermore, in case of an unclear natural language descrip-
tion, the author feedback module (cf. Section 4.4) can inform the
creative author of possibly missing information about the domain,
such as incomplete affordances or possible state dependencies.
4.1 State Extraction
Natural language text can be ambiguous w.r.t. entities mentioned
in the text. To resolve these ambiguities about the entity references
(e.g., entity referred by a pronoun) we perform co-reference res-
olution. For example, in the sentence “Max brings the book and
then he reads it.”, from the point of computational language process-
ing, it is ambiguous whether “he” refers to Max or the book. The
co-reference module helps to resolve it. The normalized sentence
after the co-reference resolution is “Max brings the book and then
Max reads it.’. The co-reference normalized sentences are further
simplified using rules based on lexical substitution and syntactic
reduction techniques [38]. These rules reduce a complex sentence
into multiple simpler sentences each with a single main verb. In
order to extract state related information, each of the simple sen-
tences is then parsed using a dependency parser [16]. Dependency
parser processes a sentence to produce a dependency graph which
gives syntactic relations (e.g., subj, obj, etc.) between the words in
the sentence. Figure 5 shows an example of a dependency graph
obtained for an example sentence. Linguistic simplification rules are
then applied on the dependency graph to extract information used
for constructing the states. These linguistic rules were designed
based on several sample writing styles provided by professional cre-
ative authors, and we tried to keep the rules as general as possible.
We describe these rules in the following paragraphs.
Before the text is simplified based on linguistic rules, types of
states mentioned in the sentences are identified, i.e. either fluent
(“n-ary”) or “binary”. This identification is done by checking the
presence of certain keywords in the sentence that are generally
used to describe fluent variables. Examples of keywords used are
“including, such as, consist of”, etc. The sentences are then processed
with different sets of linguistic rules depending on the state type.
Since a sentence corresponding to a fluent state has one of the
mentioned keywords, it typically follows a specific syntactic struc-
tureGenerally, the mentioned keywords in sentences containing a
fluent, syntactically occur as the prepositional modifier and have
prepositional complement (pcomp) dependency relationship with
the next word, which is usually a content-rich word carrying im-
portant information. For such sentences, words corresponding to
nsubj
Max likes to try out new adventures such as car racing or rock climbing
xcomp dobj  prep  pobj 
pobj 
Figure 5: Dependency parse graph for a given sentence from
which underlying states: (Max, try_out, racing) and (Max,
try_out, climbing) are extracted. The abbreviations used in
the figure are as follows: (nsubj: noun subject, xcomp: open
clausal complement, dobj: direct object, prep: prepositional
modifier, pobj: object of preposition).
the syntactic relations such as prepositional modifier, prepositional
complement and their object are extracted. An example of each of
these relations as well as the extracted states is provided in Table 1.
The extracted state is constructed with a triplet: subject, verb (+
object) and prepositional complement (+ object). Contrary to sen-
tences with fluents, sentences with binary states can have more
diverse syntactic patterns. This requires extraction of different and
more diverse set of syntactic relations. For such sentences, words
corresponding to the relations such as prepositional modifier, adjec-
tival complement, open clausal complement alongside their objects
(see Table 1) are extracted.
In Table 1, the first two rows show examples of sentences with
a fluent while the rest are sentences containing binary states. The
linguistic rules shown here serve as illustrative examples, and can
easily be extended to be more flexible, or accommodate a wider and
more diverse range of writing styles.
4.2 Affordance Extraction
To identify the RHS and LHS of the affordance descriptions, the
co-reference normalized text is processed with a pattern matching
algorithm. These diverse sets of patterns have also been defined
based on a creative author’s recommendation for natural writing
style and provide flexibility to the authors in describing affordances.
For example, in the sentence “Max goes to the library only if he has
an exam after which he feels more knowledgeable.”, the keywords
only if and after which are separating different parts of the affor-
dance. The part before the first keyword is used for obtaining the
name of the affordance while the next two parts constitute the set
of pre-conditions and post-conditions respectively. Similarly, other
patterns are also defined to obtain the pre/post-conditions and to
generalize over different language formulations. These patterns can
be easily extended or customized.
After extracting the LHS and RHS using the pattern matcher
and subsequently simplifying LHS/RHS, the rule-based parsing ap-
proaches from Section 4.1 are used to extract the states. Next, the
extracted state names are mapped to the already existing states
obtained from the State Extraction Module based on semantic simi-
larity. We use averaged word2vec word embeddings [27] to map
the names to a vector (embedding) space where cosine similarity is
used to match the names. An embedding is a vector representation
capturing the syntactic and semantic properties of the word. Dis-
tributional hypothesis [14] states that words occurring in similar
context have similar meanings. Typically, these embeddings are
learned from co-occurrence statistics of words in large text corpora.
Table 1: Linguistic Rules used in the system. Bold words are the specified relation. solid underline is the verb, dashed is the
subject and dotted is the main verb’s object.
Relation Name Example Sentence Extracted State
Prepositional Modifier and its object Max can go to different . . . . . . .places such as restaurants and parks (Max, go, restaurant) (Max, go, park)
Prepositional Complement and its object Max can engage in different . . . . . . . . . .activities including riding a horse. (Max, engage_in, ride_horse)
Adjectival Complement and its object Max can be aware of his surroundings. (Max, be_aware, surrounding)
Preposition and its object Max can stand at the bus station. (Max, stand, station)
Open Clausal Complement and its object Max would like to drink some juice (Max, drink, juice)
Consequently, semantically similar words have embeddings which
are closer to each other in the vector space [28].
To be robust against noise, generic verbs (e.g. light verbs such
as ‘be’) are filtered out before mapping to the embedding space, if
they do not have a context-specific meaning. Finally, each extracted
post-condition is checked for probabilistic connotation, by search-
ing for keywords corresponding to a notion of uncertainty, such as
“probably, possibly, definitely”. Each keyword is assigned a differ-
ent predefined probability, which quantifies the non-deterministic
nature of the post-condition.
4.3 State-Affect Extraction
State-mood rules R(S,B), state-emotion rules R(S,E), and state-
motivation rules R(S,M) are extracted in a similar manner as
the Affordance Extraction Module with a few minor differences. In
the first step, pattern matching is used but with a different set of
patterns since the natural sentences inwhich authors describe states
of affect are commonly different than affordance descriptions. For
instance, in the sentence “Maxwill get extremely angrywhenever he
fails his exams.”, the part before whenever is describing the affective
change while the other part describes the state (LHS of the rule).
The next step of state extraction and matching is the same for the
LHS. For the RHS, the direction and magnitude of the change is
obtained by looking for certain adverbs. For instance, adverbs such
as ‘extremely’ or ‘very much’ represent a high degree of change
while others such as ‘moderately’ stand for moderate degree of
change.
4.4 Author Feedback
Sometimes the authors might forget to specify the interactions
between states of the agent and its states of affect, or forget to spec-
ify the pre/post-conditions of an affordance. The author feedback
module attempts to identify such cases. Subsequently, the module
comes up with suggestions for the authors.
The module considers the set of all the possible missing rules
which could be constructed. In order to show only the relevant
suggestions to the author, a subset of the rules are selected. This is
done by calculating the similarity between LHS and RHS of the rule
and if the score is above a predefined threshold, it is added to the
subset of the rules to be presented. The intuition being that if the
LHS and RHS of the rule are similar enough, the rule is probably
worth reviewing. For example, the state “eating” and the emotion
“hunger” are related, which may be described by a rule missed by
the author.
For the affordances with few pre/post-conditions, the module
asks for additional clarification information. One challenge here is
to set the similarity threshold in such a way that it does not filter out
too many states while also not suggesting too many irrelevant rules
either. For our system, the threshold was determined empirically
by experimenting with the system.
4.5 Common Sense Knowledge Suggestion
ConceptNet [41] is a crowd-sourced online knowledge base of com-
mon sense knowledge containing over 8 million entities and 21
million relations. It perfectly suits our purpose since it contains
the types of relations that can be used for defining affordances
and states. This is in contrast to other knowledge bases like Yago
[42] which contain only factual information about the world. The
entries and relations in ConceptNet are used in three main ways
to assist the authors: (1) For each of the smart-object, the authors
also specify a type. These types are used to query the information
from ConceptNet relevant to the edge ‘IsCapableOf’, thereby sug-
gesting to the author possible capabilities or states that are tied to
this smart-object; (2) relations such as ‘Causes’, ‘Entails’, ‘HasFirst-
Subevent’, ‘HasLastSubevent, ‘CreatedBy’, ‘HasPrerequisite’ are
used to suggest pre/post-conditions for the affordances by querying
the affordance name; (3) ‘CausesDesire’ and ‘MotivatedByGoal’ are
used to suggest states which can cause an emotional/motivational
response from the agent. These are only suggested if the similarity
is above a certain threshold (determined empirically).
Since ConceptNet is crowdsourced, some entries are noisy, for
this reason we only choose the more credible entries based on the
number of contributors. This is controlled with the WEIGHT pa-
rameter. We set it to be at least 1. Table 2 provides some examples of
suggestions provided by the proposed Common Sense Knowledge
Module. The author is free to accept these suggestions to automati-
cally expand their domain knowledge, or disregard them. As shown
in Table 2, suggestions like “Max is a type of Dog, can it learn to do
tricks?” can give recommendations to the authors regarding new
ideas about aspects of the character previously not investigated.
5 EVALUATION
To help the creative authors use our system as easily and seamlessly
as possible, we have developed a simple GUI tool for our application,
as shown in Figure 6. This GUI is developed using PyQt5 [43].
Figure 6: GUI tool for the system: (1) Specification of the character’s name and type. (2) Input panels for natural language
description of states and rules. (3) Generated output code from natural language description in (2). (4) Toggle for turning spell
checking and correction on or off (see highlighted words in the input panels). (5) Various control buttons during authoring,
and (6) pop-up of potential errors.
Table 2: Example suggestions provided to the author by the
Common Sense Knowledge Module.
Since “Rio” is a “Bird”, can it “prepare nest”?
Since “Max” is a type of “Dog”, does it “guide a blind person”?
Is “fatten”, a post-condition of “feed”?
Is “have guitar in hands”, a cause of “play guitar”?
Since “Max” is a type of “Dog”, can it “learn to do tricks” ?
Spacy 2.0 [17] is used for co-reference resolution and dependency
parsing due to its good performance, robustness and ease of use. The
co-reference resolver was further improved to resolve possessive
pronouns as well. Pre-trained word embedding (word2vec) are
obtained using Gensim [35], and the PyEnchant library1 is used for
spelling mistake detection and correction.
The task of character development for intelligent virtual agents
is a rather new field of study and to our knowledge, there is no
standard benchmark or baseline for comparative evaluation of sys-
tems. Some authoring tools such as STAR[5] are intended for story
comprehension but they have an entirely different objective of
identifying the main plots of the story, while in our case the goal
is to extract the personality traits of an agent. It is also not clear
1https://pypi.org/project/pyenchant/
what should be the most appropriate evaluation metrics. Further-
more bringing the actual character to life needs running a planning
mechanism which might not be available in many cases.
Nevertheless, as described in the next sections, for evaluating
our tool, we quantitatively compare the output of our system with
a “gold standard dataset”. We also evaluate our system qualitatively
by conducting a user study to assess the system’s applicability.
5.1 Quantitative Evaluation
To quantitatively evaluate our system, we developed a “gold stan-
dard dataset” to be used for comparison.The dataset was developed
by a team of professional writers with diversewriting styles. Manual
annotation of the natural language sentences was done by a team of
domain experts to identify the corresponding domain knowledge.
The dataset contains 26 states, 23 affordances and 6 state affect
rules. Each affordance on average has 1 − 2 pre/post-conditions.
By feeding the natural language component of the dataset into the
model we generate the corresponding knowledge, which is then
compared to the ground truth knowledge.
Results. The tool identified all of the intended states, however it
identified 10 extra states as well. Of the 80 affordance pre/post-
conditions in the gold standard, 69 were correctly identified, with
an accuracy of 86.25%. Out of the 11 cases that did not match, no
condition was identified in one case and in the remaining 10 cases,
a false condition was identified. Some conditions were especially
prone to errors. For example, out of 10 mismatches, “(Max, has,
money)” is responsible for 3 mismatches and “(Max, focus, typing)”
Table 3: User study results for (a) Tool-specific questionnaire, and (b) System Usability Study (SUS) questionnaire.
Question Strongly
Disagree
Disagree Neutral Agree Strongly
Agree
Q
ue
st
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l I the tool useful for assisting in the authoring experience. 0.0% 4.8% 33.5% 47.6% 14.3%
It was easy to learn the tool. 9.5% 33.3% 23.8% 28.6% 4.8%
It was easy to use the tool. 0% 23.8% 33.3% 28.6% 14.3%
I would likely use the tool to aid authoring again. 4.8% 9.5% 14.3% 47.6% 23.8%
The suggestions were useful for the authoring experience. 14.3% 19% 23.8% 28.6% 14.3%
The suggestions improved my authoring experience. 23.8% 4.8% 33.3% 28.6% 9.5%
How did you find the quality of the suggestions? 14.3% 9.5% 28.6% 42.9% 4.8%
I think the suggestions were helpful in the creative process. 4.8% 4.8% 38.1% 42.9% 9.5%
Sy
st
em
U
sa
bi
lit
y
St
ud
y I think that I would like to use this system frequently. 9.5% 19.0% 23.8% 28.6% 19.0%
I found the system unnecessary complex 23.8% 47.6% 9.5% 14.3% 4.8%
I thought the system was easy to use 9.5% 19.0% 28.6% 28.6% 14.3%
I would need the support of a technical person to be able to use this system. 19.0% 19.0% 23.7% 14.3% 23.9%
I found the various functions in this system were well integrated. 0.0% 9.5% 42.9% 42.9% 4.8%
I thought there was too much inconsistency in this system. 14.3% 52.4% 28.6% 4.8% 0.0%
I would imagine that most people would learn to use this system very quickly. 14.3% 4.8% 23.8% 33.3% 23.8%
I found the system very cumbersome to use. 14.3% 33.3% 33.3% 19.0% 0.0%
I felt very confident using the system. 9.5% 23.8% 19.0% 42.9% 4.8%
I needed to learn a lot of things before I could get going with this system. 14.3% 33.3% 9.5% 28.6% 14.3%
is responsible for 4 mismatches. This occurs as in these cases word
embeddings are not able to capture the semantics of the state. Also
some of the states have a higher number of neighboring states in
the embedding space. For example the state “(Max, focus, typing)”
was confused 2 times with “(Max, Focus, help_customers)” and also
2 times with “(Max, focus, play)”. This illustrates the challenges as-
sociated with using state embeddings, with confused states having
significant semantic resemblance, e.g., both are about “focusing”. In
future, we plan to address these issues by exploring other represen-
tations for states. Additionally, the system sometimes had difficulty
handing complex sentences containing multiple verbs, where the
sentence simplification module may have fed incorrect sentences
to the state extraction module.
5.2 User Study
We recruited 21 users (11 male, 10 female), between 21 and 49 years
of age to evaluate our tool. The subjects were given a short tutorial
describing the functions of the tool and asked to author their own
character domain. After completing the task, they were asked two
sets of questions: (1) tool-specific questions, (2) System Usability
Study (SUS) questionnaire [3]. Responses were using a 5 point Likert
scale [22] (Strongly Disagree, Disagree, Neutral, Agree, Strongly
Agree). The SUS score was 61.2 which is slightly below the average
value of 68. The questions and user responses are reported in Table 3.
81% of the users found the GUI of the tool to be convenient and
easy to use.
6 CONCLUSION
This paper presents a platform that allows users to author plan-
ning domains for intelligent virtual agents using a simple, intuitive
natural language interface. We additionally explored the potential
for using common sense knowledge to further inspire the creativ-
ity of the authors by providing suggestions about the domain. We
quantitatively evaluate our tool by evaluating its output on a gold
standard dataset. Two user studies are also conducted which high-
light the usability and value of the natural language interface. Our
platform is currently integrated with a specific agent architecture.
However, it can be generalized to universal planning domain defini-
tion languages (e.g., PDDL) in a straightforward manner. The ideas
can even be further extended to non affordance based social inter-
active agent architectures as long as these have some consistent
representation for their inner workings. The natural understanding
component of the proposed system is not perfect and it may face
problems in the cases where an input sentence is very long and
complex or it describes abstract concept which may be difficult to
map to a specific rule. We plan to address these issues in the future.
In our approach sentences were processed individually with-
out taking into account the discourse information that links the
states implied in the text. In the future, we would like to consider
leveraging discourse information by considering the sequence of
states/actions which are described in text. There has been work
in the area of modeling event chains and scripts [29–31] and we
would like to explore this line of research.
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