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MAIDROC, tornando a minha estadia fora do páıs muito mais agradável;
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E, por fim, ao CNPq e à FAPERJ, pelo apoio financeiro que tornaram posśıvel
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O tratamento de tumores através de hipertermia tem apresentado, ao longo dos
anos, resultados promissores. Porém, o sucesso desta abordagem está profunda-
mente associado à medição adequada da temperatura no interior do tecido biológico
em tratamento. O avanço das técnicas de medição de temperatura via ressonância
magnética representa uma alternativa para profissionais da área de saúde. Entre-
tanto, algumas limitações ainda podem ser encontradas, como a dificuldade de se
medir a temperatura absoluta no tecido — ficando o operador sujeito à incertezas
presentes em importantes parâmetros fisiológicos, provenientes de diversos fatores,
incluindo diferenças intŕınsecas entre pacientes. Este trabalho busca desenvolver
um algoritmo computacional capaz de, ao obter as medições do equipamento de
ressonância magnética, calcular a temperatura no interior do tecido, através da
atuação conjunta de modelos matemáticos de transferência de calor e de técnicas
de quantificação de incertezas. De modo geral, espera-se que este algoritmo ajude
profissionais da área de saúde a obter medições de temperatura mais confiáveis com
maior facilidade, permitindo que o espectro de possibilidades do tratamento por
hipertermia seja ampliado.
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Promising advances have been achieved in the field of hyperthermia treatment for
tumors in the recent years; however, a successful treatment in this particular area
is profoundly associated with reliable techniques for quantifying the temperature
distribution in the biological tissue being treated. The advancement in thermome-
try techniques using magnetic resonance presents itself as an alternative for health
professionals to perform this task; however, some limitations are still present, such
as the difficulty in measuring absolute temperature in tissue — limiting the physi-
cian to measure only the local temperature rise; and the uncertainties in important
physiological parameters, from different factors, including intrinsic differences be-
tween patients. This work seeks to develop a computer algorithm capable of, while
obtaining measurements from the magnetic resonance device, calculating the tem-
perature within the tissue through the joint application of mathematical models for
heat conduction and uncertainty quantification techniques. It is expected that this
algorithm help health professionals to obtain more reliable information, allowing the
broadening of the range of possibilities for hyperthermia treatment.
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momentos, na ausência de campo magnético, fazendo com queM = 0;
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média; e (b) variância. . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.50 Simulação sob incertezas do problema transiente, em t = 60 s: (a)
média; e (b) variância. . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.51 Análise da variação da matriz de covariância com o tempo: (a) valor
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mento qúımico da água em relação à temperatura. . . . . . . . . . . . 42
4.1 Valores selecionados para a massa espećıfica ρ [kg/m3] [64]. . . . . . . 55
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Brec Sensibilidade da bobina receptora T A−1
b Vetor independente resultante da aplicação do MVF -
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dS Área infinitesimal m2
E Vetor do campo elétrico V m−1
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n Número de passos no tempo -
n Vetor unitário -
np Quantidade de nanopart́ıculas -
nv Quantidade de volumes na malha numérica -
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ΔT Variação de temperatura ◦C
Δt Passo no tempo s
ΔΦ Defasagem ◦
δB Perturbação no campo magnético local T
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1.1 Tratamento de Tumores via Hipertermia
O câncer é uma das principais causas de mortes no mundo. De acordo com
o World Cancer Report de 2014, foram registrados 14 milhões de novos casos e 8
milhões de mortes relacionadas ao câncer, no ano de 2012, em diversas regiões do
mundo (cf. Figs. 1.1 e 1.2) [1]. Os dados, portanto, evidenciam que, apesar dos
significativos avanços médicos ocorridos nos últimos anos, o diagnóstico do câncer e
o seu tratamento efetivo ainda pode ser um grande desafio. Apesar disto, a busca
por protocolos eficazes de tratamento do câncer tem sido um dos principais objetivos
da comunidade médica.
Figura 1.1: Novos casos de câncer registrados em 2012, para ambos os sexos e
distribúıdos por tipo. Fonte: adaptado de STEWART e WILD [1].
O desenvolvimento destes protocolos tem ocorrido, simultaneamente, em várias
direções. Em particular, um ramo de pesquisa que tem se destacado é o de de-
senvolvimento de protocolos que sejam parcial ou completamente não invasivos1.
1Um procedimento médico invasivo é definido como aquele que adentra uma cavidade corporal,
como em casos envolvendo o uso de agulhas ou bisturis [2]; ou seja, um procedimento não invasivo
é aquele onde estas práticas não ocorrem.
1
Figura 1.2: Mortes por câncer registradas em 2012, para ambos os sexos e dis-
tribúıdos por tipo. Fonte: adaptado de STEWART e WILD [1].
Procedimentos deste tipo apresentam uma série de vantagens, em comparação às
cirurgias convencionais, tais como [3]:
(a) menor risco de complicações pós-cirúrgicas;
(b) menor tempo de recuperação;
(c) possibilidade de uso de sedação, em vez de anestesia geral;
(d) redução do custo do procedimento.
Dentre os tratamentos não intrusivos, uma classe particularmente promissora é ba-
seada na hipertermia. Esta classe2 é tipicamente dividida em dois grupos de obje-
tivos: eliminação de células cancerosas ou aumento de suas sensibilidades agentes
citotóxicos3; ou rápida coagulação e indução à necrose [4]. Tratamentos com foco
nos objetivos do primeiro grupo são chamados de hipertermia, ocorrendo na faixa
entre 43 e 45 ◦C e com longa duração [5]; enquanto as terapias baseadas no se-
gundo grupo são chamadas de ablação, ocorrendo na faixa entre 50 e 80 ◦C [4]. A
aplicação destes tratamentos como ferramenta cĺınica baseia-se em um conjunto de
fatos observados empiricamente [6]:
(a) a aplicação de calor destrói células exponencialmente, em função do tempo, a
partir de 42 ◦C;
(b) durante a hipertermia, tumores tendem a apresentar temperaturas maiores do
que tecidos saudáveis;
(c) tumores possuem células com baixo pH e com deficiência de nutrientes, sendo
mais senśıveis ao calor;
2Tratamentos deste tipo são também conhecidos como terapia térmica.
3Adjetivo pertinente à destruição de células [2]. Em particular, a radiação é inclúıda nesta
categoria.
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(d) possibilidade de atuação conjunta entre calor e radiação eletromagnética, sob
condições espećıficas;
(e) a aplicação de calor pode potencializar os efeitos citotóxicos de determinados
tipos de fármacos quimioterápicos.
A escolha por um protocolo de hipertermia passa, necessariamente, pela escolha
de um método para promover o aquecimento desejado. A busca por novas formas —
e a subsequente investigação da viabilidade destas — tem ocorrido por muitos anos.
Dentre as alternativas consideradas válidas, destacam-se o ultrassom e a radiação
eletromagnética na faixa da radiofrequência, embora existam outras possibilida-
des [5–7]. Em particular, o aquecimento através de uso de ultrassom possui bom
desempenho na penetração em tecidos macios, onde a energia absorvida resulta
em um aumento na temperatura local [3]. Porém, a variação das propriedades
relevantes ao fenômeno de ultrassom, em relação ao tipo de tecido, deve ser levada
em consideração durante a quantificação da potência necessária para a produção de
uma determinada dose térmica [8, 9].
Uma das principais dificuldades associadas à hipertermia é a previsão da
distribuição de temperatura na região a ser tratada, como resultado da deposição
de energia no local. Isto pode se dar, inclusive, pelo próprio aquecimento: a
variação local de temperatura pode resultar em mudanças na composição ou no
comportamento f́ısico/fisiológico do tecido, devido à terapia térmica [4]. Ademais,
é extremamente importante garantir que a vida do paciente não seja colocada em
risco. Portanto, os principais desafios na implantação deste procedimento são: a
quantificação da potência de aquecimento; o posicionamento correto da fonte de
calor, de modo a aquecer a região desejada [10]; e a previsão adequada do campo de
temperatura resultante. Em particular, ao considerar o uso cĺınico da hipertermia,
é essencial que o aquecimento ocorra de forma seletiva e que a região selecionada
seja aquecida de forma homogênea [6]. Além disso, é preciso que a intensidade e
duração do aquecimento sejam adequadas, de modo a induzir a necrose do tecido
acometido, sem que tecidos saudáveis sejam danificados [11].
De modo geral, o desenvolvimento de tratamentos baseados em hipertermia apre-
senta um panorama bastante promissor. Com o surgimento de novas tecnologias,
esta área tem chamado a atenção de diversos pesquisadores, em diferentes campos
do conhecimento. Além disto, melhoramentos nesta área representarão avanços não
somente para o tratamento de tumores, mas para diversas outras aplicações médicas
baseadas na hipertermia, como o tratamento de arritmias card́ıacas, drug-delivery4
4Termo ainda sem tradução para o português.
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e controle de terapias genéticas [7].
1.2 Termometria via Ressonância Magnética
Apesar das claras vantagens descritas na seção anterior, o tratamento via
hipertermia não é posśıvel sem ferramentas para avaliar, com precisão, a dosimetria
térmica [6], dadas as limitações do tecido biológico, em relação a fatores como
temperatura e gradientes térmicos. A necessidade de que o tratamento ocorra de
forma rigorosamente controlada torna essencial que se possua informação adequada
sobre a distribuição de temperatura na região tratada e sua vizinhança [4]. Para
este fim, o uso de imagens obtidas através de ressonância magnética (RM) se
mostra uma excelente ferramenta, capaz de realizar medições não intrusivas de
temperatura com boas resoluções espacial e temporal [12, 13]. A descrição f́ısica e
matemática do funcionamento da termometria por ressonância magnética é dada
no Cap. 3.
A partir da década de 1980, pesquisadores começaram a descobrir relações de
dependência entre parâmetros relevantes às técnicas de RM e variações de tempera-
tura, fazendo com que diversos esforços fossem empregados na direção de desenvolver
protocolos de termometria por RM (TRM) baseados nestas descobertas. Os primei-
ros trabalhos publicados exploravam a sensibilidade em relação à temperatura de
parâmetros como o tempo de relaxação longitudinal tT1 e a constante de difusão de
água D [12]. Mesmo assim, a viabilidade da aplicação destas técnicas para moni-
torar tratamentos baseados em hipertermia, com a tecnologia dispońıvel na época,
era recebida com ceticismo por alguns pesquisadores [6, 14], ainda que alguns tra-
balhos sobre o tema já tivessem sido publicados [13, 15, 16]. Apesar de apresentar
claras vantagens em relação às técnicas invasivas, havia dúvidas em relação a as-
pectos como as incertezas nos valores medidos — sobretudo devido à proximidade
de campos eletromagnéticos e ondas ultrassônicas; resolução espacial e temporal;
sensibilidade em relação a demais parâmetros; e o funcionamento em conjunto com
a fonte de calor [14], cujo desempenho era visto com ressalvas [6]. Porém, com o
passar dos anos, novos estudos foram realizados, fazendo com que um significativo
avanço ocorresse na área, em comparação com as técnicas clássicas de termometria.
Este avanço culminou no desenvolvimento do método PRF-Shift5 [17] (cf. Caps. 2
e 3), que veio a se estabelecer como método padrão desde então, devido a fatores
como a independência em relação ao tipo de tecido (exceto para tecidos adipo-
sos) [18]; e maior precisão, em comparação aos métodos dispońıveis até então. As
5“PRF”é a abreviação do termo Proton Resonance Frequency (“Frequência de Ressonância do
Próton”, em tradução livre), fenômeno descrito na Seç. 3.6.
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técnicas clássicas, por sua vez, continuavam impondo severas limitações ao processo
de terapia térmica: o aspecto intrusivo das medições de temperatura; a interferência
do sensor de temperatura durante terapias baseadas em ultrassom; e a obtenção
de informação meramente pontual — e, portanto, possivelmente insuficiente — em
terapias baseadas em radiofrequência, laser ou micro-ondas [7, 19]. O fato da RM
ser uma técnica bem conhecida e largamente utilizada para mapear o tecido ou a
anatomia de uma região do corpo — etapa fundamental para o planejamento de
uma terapia térmica bem-sucedida [7] — também contribuiu para a popularização
deste método de termometria.
1.3 Objetivos e Motivações
O objetivo da pesquisa descrita nesta tese é apresentar contribuições que possam
culminar em novos protocolos para controle de terapias baseadas em hipertermia,
através de medições de temperatura obtidas por RM. Propõe-se uma abordagem
do problema de TRM que leve em consideração as incertezas presentes em diversos
parâmetros fisiológicos, que desempenham um papel importante no processo, e
use esta informação para obter estimativas robustas do campo de temperaturas no
tecido sob tratamento. A dificuldade na medição da temperatura absoluta no tecido
também é abordada neste trabalho. A descrição espećıfica das contribuições aqui
pretendidas encontra-se ao final do Cap. 2. O algoritmo desenvolvido neste trabalho
representa uma sinergia entre algoritmos de solução de problemas inversos, modelos
matemáticos de biotransferência de calor, quantificação de incertezas, estat́ıstica
Bayesiana, modelos de termometria via ressonância magnética e de comportamento
de tecidos biológicos. Considera-se que esta combinação detenha as ferramentas
necessárias para que sejam obtidas soluções robustas para o problema proposto.
Dentre as motivações deste trabalho encontram-se:
(a) a dificuldade em se lidar com as incertezas em uma variedade de parâmetros
importantes — às vezes resultando em resultados sem significado f́ısico;
(b) o baixo número de tentativas observadas na literatura de incorporar in-
formação de modelos matemáticos ao processo de medição experimental, com o
objetivo de aprimorar o desempenho dos algoritmos computacionais, tornando-
os menos sujeitos à distorções nos dados experimentais;
(c) a quantidade menor ainda menor de trabalho que leve em consideração o efeito
das incertezas presentes em diversos parâmetros fisiológicos que afetam a dis-
tribuição de temperatura no tecido, antes e depois do aquecimento por hiper-
termia;
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(d) a dificuldade na obtenção de medidas de temperatura absoluta em tecidos
humanos.
Desta forma, considera-se que apresentar propostas para se lidar com estas dificul-





2.1 Termometria via Ressonância Magnética
Atualmente, existem diferentes métodos para realizar a quantificação de
temperatura através de RM. Um dos primeiros esforços nesta direção foi realizado
por PARKER [13], em 1983, estudando o efeito da temperatura local em imagens
obtidas por RM, ponderadas pelo tempo de relaxação longitudinal t1
1. Neste
trabalho, um modelo matemático para este parâmetro foi proposto, baseado na
equação de Arrhenius. Foi observado que, em pequenas faixas de temperatura,
t1 apresenta variações lineares, em relação ao inverso da temperatura. Os experi-
mentos, realizados em amostras de água e sangue, comprovaram esta dependência,
embora a linearidade proposta não tenha sido confirmada, o que só se verificou nos
experimentos com sangue, para o intervalo entre 0 e 40 ◦C.
Um segundo método de termometria via RM foi apresentado em 1989, por LE
BIHAN et al. [16], baseado no movimento Browniano observado em um conjunto
de moléculas. Este movimento ocorre associado a uma constante de difusão, que é
tipicamente modelada em termos de um modelo de Arrhenius que, por sua vez, é
função da temperatura. Este método é normalmente referenciado na literatura sob
a sigla DWI (Diffusion-Weighted MR-Imaging2). Este é um método cuja aplicação
é encontrada até hoje, na literatura, em trabalhos como o de SAKAI et al. [20].
A ideia de se empregar o fenômeno de RM, com o objetivo de quantificar o
campo de temperaturas em tecidos, pode ser traçada, ao longo de uma longa cadeia
de pesquisas cient́ıficas, até o ano de 1966. Neste ano, foi publicado um estudo sobre
1O tempo de relaxação longitudinal é a constante de tempo com a qual um momento magnético,
após ser posto em ressonância, retorna à sua configuração de origem (cf. Seç. 3.3.2). Este e outros
termos associados à RM são apresentados e discutidos no Cap. 3.
2“Imagem por RM ponderada por difusão”, em tradução livre.
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as forças intermoleculares e da formação de ligações de hidrogênio entre moléculas
de água, produzido por HINDMAN [21]. Este trabalho demonstrou a dependência
da frequência de ressonância do próton (PRF-Shift) em relação à temperatura,
corroborando alguns resultados apresentados por SCHNEIDER et al. [22], em
1958. Entretanto, a primeira proposta envolvendo o uso deste fenômeno para rea-
lizar medições de temperatura só foi realizada em 1995 por ISHIHARA et al. [17],
sendo subsequentemente aprimorada por DE POORTER [23] e DE POORTER [24].
Tendo em vista a necessidade de não somente quantificar o aumento de
temperatura de forma confiável, mas com boa resolução temporal, pesquisadores
têm buscado desenvolver protocolos cada vez mais robustos. É este o caso do
trabalho de DE ZWART et al. [10], onde diferentes métodos foram testados
experimentalmente em phantoms. O efeito de parâmetros de relevância, como o
tempo de eco tE (cf. Cap. 3), também foi observado, juntamente com os seus efeitos
na variância das medidas. Embora esta variância, obtida experimentalmente,
tenha sido maior do que a prevista pela teoria, o experimento obteve sucesso em
corroborar a previsão teórica do valor mı́nimo de variância, em função do tempo de
eco 3.
A quantificação do coeficiente de sensibilidade em relação à temperatura medida
pela TRM via PRF-Shift foi objeto de estudo de vários autores, dos quais se destaca
o trabalho de PETERS et al. [18], onde foram realizadas medidas deste coeficiente
para diferentes tecidos animais. O autor tinha como objetivo verificar a diferença
entre os tipos de tecido como posśıvel explicação para as discrepâncias entre os
valores encontrados na literatura, até então, para o coeficiente de sensibilidade.
Os experimentos abrangeram a faixa entre 20 e 80 ◦C e conclúıram que não
há dependência em relação aos tecidos examinados. Em concordância com os
resultados de publicações anteriores [17, 23, 24], o método PRF-Shift passou a
ganhar notoriedade como alternativa às técnicas então dispońıveis.
O primeiro teste comparativo entre o método PRF-Shift e as demais técnicas de
TRM foi feito por WLODARCZYK et al. [26]. Foram comparados os métodos de
termometria baseados no coeficiente de difusão molecular; no tempo de relaxação
longitudinal; e no PRF-Shift, apontando este último como “claramente superior”
aos demais, com incertezas inferiores a 1 ◦C, previstas no processo de calibração
e observadas nos experimentos. O corpo de prova foi um phantom ciĺındrico
3O tempo de eco é o intervalo de tempo entre o fim da excitação do corpo de prova (até que se
atinja a ressonância magnética) e o instante em que o sinal é adquirido. É um dos parâmetros que
o operador do equipamento de ressonância magnética pode controlar e usar para obter imagens
ponderadas pelos tempos de relaxação, conhecidas como imagens T1 e T2 [25].
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de acŕılico, inicialmente à temperatura de 35 ◦C. Após realizar as medições de
referência, o experimento foi iniciado, através da aplicação de um escoamento de
água a 45 ◦C sobre a superf́ıcie externa do phantom por alguns minutos. Ao final
desta aplicação, as medidas de temperatura foram realizadas, utilizando um campo
magnético de 1.5 T. O desempenho superior do método PRF-Shift foi novamente
observado por QUESSON et al. [7], dois anos depois. Neste artigo de revisão —
cronologicamente, o primeiro de seu tipo — o principal objetivo foi apresentar di-
versos métodos de medição de temperatura via RM e compará-los qualitativamente.
Dentre os critérios avaliados, encontram-se sensibilidade, linearidade e resolução
espacial/temporal.
Um novo artigo de revisão foi publicado em 2005, por DENIS DE SEN-
NEVILLE et al. [19]. A exposição das diferentes técnicas para medição de
temperatura é novamente realizada, levando às mesmas conclusões de QUESSON
et al. [7]. Por outro lado, o artigo discute com mais profundidade questões
práticas, envolvendo a aplicação do método PRF-Shift em situações reais, como
resolução temporal/espacial; distorções oriundas do movimento do tecido; e
efeitos de susceptibilidade induzidos pela variação da temperatura. O artigo
também apresenta as soluções para reduzir o tempo necessário para realizar a
medição de temperatura, apontando-as como bastante promissoras. Entretanto, é
feita a ressalva de que a aplicação destes algoritmos possui o custo de aumentar a
incerteza dos valores medidos, indicando um cenário de avaliação de custo-benef́ıcio.
O terceiro artigo de revisão voltado puramente à termometria por RM foi pro-
duzido em 2008 por RIEKE e BUTTS PAULY [4]. Neste trabalho, a apresentação
dos métodos de termometria é bastante detalhada, incluindo uma seção sobre hiper-
termia. Assim como no trabalho de DENIS DE SENNEVILLE et al. [19], o artigo
discute os problemas práticos do método PRF-Shift e o estado da arte das técnicas
empregadas para resolver estes problemas. Há um cuidado especial em definir
algumas fontes de dificuldades práticas, como o movimento intra-scan e inter-scan4,
bem como os seus efeitos nos parâmetros de interesse — como a intensidade do
sinal — e os efeitos destes fenômenos no resultado final. O artigo também revela
que, até a data de publicação do mesmo, apenas os métodos t1, PRF-Shift e do
coeficiente de difusão haviam sido utilizados no monitoramento in vivo de terapias
térmicas. O autor também aponta a importância de se desenvolver métodos ca-
pazes de medir valores de temperatura absoluta com boa precisão espacial/temporal.
4O movimento intra-scan é aquele que ocorre durante o processo de aquisição, enquanto o
movimento inter-scan ocorre entre duas medições consecutivas do mesmo objeto. Ambos são fontes
potenciais de distorção nas medidas.
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Outro trabalho comparativo importante foi feito por KICKHEFEL et al. [27],
onde foi observado o desempenho de diferentes sequências de pulsos5 posśıveis para
realizar as medições em um aparelho de RM. Embora a sequência de Eco-Gradiente
(GRE) seja a escolha padrão ao se usar o PRF-Shift, os tempos de aquisição
se tornam elevados em alguns casos. Foram testadas as sequências Single Shot
Echoplanar Imaging (ssEPI), GRE e Segmented Echoplanar Imaging (segEPI),
sob campos de 1.5 e 3 T. Os experimentos foram realizados em nove voluntários
e o aquecimento foi promovido via ultrassom. Os resultados apontaram que a
sequência ssEPI possui desempenho superior às demais: além de ser mais rápida, é
significativamente mais precisa do que a sequência GRE.
Embora vários dos problemas práticos na aplicação do método PRF-Shift
tenham sido discutidos em trabalhos anteriores, estas discussões tem sido de
natureza qualitativa, buscando identificar as relações de causa e efeito envolvendo
os fenômenos indesejados. O caso particular da influência das variações de tempe-
ratura na susceptibilidade magnética foi investigada por SPRINKHUIZEN et al.
[30]. A análise teórica apresenta uma fórmula para o erro de temperatura que, em
última análise, é basicamente função de não homogeneidades na susceptibilidade
magnética, que podem surgir devido a variações locais de temperatura, indicando
assim uma potencial fonte de erros nas medições em termometria via PRF-Shift.
Os resultados de simulações e experimentos concordaram com as previsões teóricas,
indicando a presença de erros nos valores medidos através da fórmula clássica do
método PRF-Shift. O autor conclui o artigo argumentando que, uma vez que estes
erros dependem também de fatores como a forma e a orientação da região aquecida,
a compensação destes é complexa e deve ser tratada caso a caso.
Um quarto artigo de revisão sobre o assunto foi produzido por YUAN et al. [31],
em 2012. Ao contrário dos artigos de revisão anteriores, este é inteiramente focado
no método PRF-Shift: são apresentados os seus fundamentos e as sequências de
pulso dispońıveis para este método. É também discutido o efeito do movimento
do tecido na distorção das medidas. Este artigo destaca-se pela apresentação de
métodos para suprimir os sinais provenientes de liṕıdios, uma fonte bem conhecida
5Sequência de pulso é o nome dado à combinação de ondas eletromagnéticas em radiofrequência
e de campos magnéticos auxiliares (campos magnéticos gradientes), utilizados na aquisição de
imagens via RM [28]. A sequência mais popular, conhecida como Spin-Echo (SE) [25, 29], é
normalmente utilizada para a aquisição de imagens. Já para o caso da termometria, a sequência
t́ıpica é conhecida como Eco-Gradiente (GRE) [4, 19]. A busca por novas sequências de pulso
que resultem em medidas mais precisas e que possuam menor duração é um tópico de pesquisa
constante na comunidade de RM. Sequências como a ssEPI e segEPI são exemplos de resultados
destas pesquisas.
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de distorções nas medidas de temperatura via RM — particularmente no caso do
método PRF-Shift. Outro aspecto importante apresentado é a seleção de pequenas
regiões no tecido a serem observadas (FOV ou field of view), com o objetivo de
reduzir a quantidade de medições necessárias, permitindo o aumento da resolução
espacial/temporal.
Uma nova proposta de correção do problema de distorção dos valores medidos,
devido a variação da própria temperatura local pode ser encontrada no trabalho
de GAUR et al. [32]. O método baseia-se em modelos matemáticos que buscam
descrever o sinal medido no aparelho de RM e as distorções causadas pelo aumento
local de temperatura, incluindo a variação de t1 com a temperatura. Os testes
foram realizados através de simulações e experimentos em phantoms e em aplicações
in vivo. Ao se comparar os resultados obtidos e valores de referência, ficou evidente
o efeito do algoritmo proposto, sobretudo na vizinhança de regiões onde tenha sido
promovido algum tipo de aquecimento. Com isto, notou-se que o algoritmo pode ser
bastante relevante em casos onde a preservação do tecido são seja um fator cŕıtico.
2.2 Hipertermia Guiada por Ressonância
Magnética
De modo geral, a principal aplicação da TRM tem sido o monitoramento
de procedimentos de hipertermia. Uma vasta gama de trabalhos que abordam
este problema pode ser encontrada na literatura, onde a preferência para a fonte
de aquecimento vem sendo o ultrassom focado (FUS). A primeira aplicação
de ultrassom focado em biologia foi feita por LYNN [33]: o efeito da concen-
tração destas ondas mecânicas foi observado em blocos de parafina, tecidos e
órgãos de animais. O objetivo proposto foi afetar uma determinada região sem
que a sua vizinhança fosse igualmente afetada — o que foi demonstrado com sucesso.
Um dos principais estudos de validação da termometria por RM via PRF-Shift
foi realizado por MACFALL et al. [34]. Os experimentos foram realizados tanto
em phantoms de acrilamida quanto in vivo — neste caso, em cães. O aquecimento
foi promovido via radiofrequência e a defasagem obtida no sinal de RM, devida ao
aumento de temperatura, foi comparada com medições pontuais de temperatura,
realizadas com sensores t́ıpicos. A expectativa de se verificar uma relação linear
entre estas duas grandezas foi confirmada. Por outro lado, foi verificado que o
erro padrão do aumento de temperatura foi três vezes maior no experimento in
vivo, em relação ao experimento em phantoms. Acredita-se que movimentos de
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pequena amplitude do tecido animal possam ter resultado em maiores incertezas na
defasagem medida, provocando uma pequena degradação nas medidas de aumento
de temperatura.
A possibilidade mais simples de combinar ultrassom e TRM é usar as medidas
não intrusivas de temperatura como ferramenta de localização da região aquecida
no tecido, tendo sido demonstrada com sucesso por HYNYNEN et al. [3], em
experimentos realizados em animais. O trabalho também apresentou resultados
preliminares de testes cĺınicos, envolvendo o tratamento de fibroadenoma6. Apesar
do autor alegar que os dados obtidos até então eram insuficientes e que mais
testes ainda seriam necessários, este foi um dos primeiros trabalhos na literatura
a apresentar qualquer tipo de resultado deste tipo de procedimento em seres
humanos. Outro aspecto positivo deste trabalho foi ter apresentado evidências da
superioridade do desempenho da TRM via PRF-Shift em comparação às outras
técnicas, mesmo antes do trabalho comparativo de WLODARCZYK et al. [26] ter
sido publicado. Foi observado que a necrose do tecido, induzida pelo aquecimento
local, afeta as medições de temperatura feitas através do método baseado no tempo
de relaxação longitudinal t1, inutilizando-as.
No caso particular do câncer de próstata, o trabalho de SMITH et al. [35]
descreve o processo de desenvolvimento de um aparelho com o objetivo de realizar
a aplicação transretal do ultrassom, de acordo com as especificações e resultados
dos estudos realizados por DIEDERICH e HYNYNEN [36] e FOSMIRE et al. [37].
O equipamento foi desenvolvido utilizando materiais não magnéticos, de modo a
permitir que o tratamento seja guiado por termometria via RM. Os resultados
demonstraram que a RM permitiu não somente a quantificação de temperatura,
como também o ajuste do posicionamento da fonte de ultrassom, para a obtenção
de melhores resultados.
As dificuldades devidas à variação espacial de diversos parâmetros fisiológicos,
em conjunto com a limitação da TRM em relação à SNR7 fizeram com que sistemas
de controle da fonte de ultrassom fossem lentos ou instáveis. Para lidar com este
problema, SALOMIR et al. [8] propuseram a inclusão de um modelo matemático
capaz de descrever a absorção local de energia e a transferência de calor por
6Tumor firme, móvel e localizado na mama, causado por elevados ńıveis de estrogênio e mais
comum em mulheres jovens [2].
7“SNR”(signal-to-noise ratio) é definido como a razão entre as potências do sinal adquirido e
do rúıdo térmico na faixa de recepção do sinal. Embora não seja um termo exclusivo da área
de RM, é aqui empregado para avaliar a qualidade das imagens de RM obtidas. Em casos com
baixos valores de SNR, por exemplo, haverá dificuldades na diferenciação entre os diferentes tecidos
presentes [29].
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condução. Apenas o valor de temperatura máxima foi controlado neste trabalho. O
algoritmo resultante foi utilizado em um experimento envolvendo o aquecimento em
amostras de tecido e em ratos. O desempenho registrado foi excelente no primeiro
caso, onde os parâmetros fisiológicos eram bem conhecidos. Já no segundo caso,
onde estes valores não eram conhecidos a priori, foi demonstrado que a incerteza
pode levar a um desempenho abaixo do desejado.
Em seguida, o trabalho de SALOMIR et al. [9] voltou-se para aprimorar o
método descrito acima, adicionando o controle espacial de temperatura, de modo
a permitir o tratamento de grandes volumes de tecido, deslocando a fonte pontual
de aquecimento por ultrassom em uma trajetória em espiral, de dentro para fora.
Os objetivos principais foram produzir uma dose térmica uniforme na região a ser
aquecida e minimizar a duração do tratamento. Os experimentos foram realizados
em amostras de tecido e em coelhos. Os resultados indicaram boa concordância
entre os valores medidos e simulados. Por outro lado, foram reportadas dificuldades
técnicas em relação ao controle do movimento da fonte de ultrassom, impondo
limitações à velocidade máxima da mesma.
O uso de controladores PID8 para monitorar o aquecimento da região a ser
tratada foi proposto por MOUGENOT et al. [38]. O procedimento foi repetido
diversas vezes, com o objetivo de uniformizar o aumento de temperatura na região
desejada. Esta abordagem foi estendida por MOUGENOT et al. [39], onde foi
implementado o controle individual do valor de temperatura em cada voxel9 da
região a ser tratada. Novamente, esta tarefa foi realizada com o aux́ılio de um
controlador PID e um modelo matemático linear de condução de calor, levando em
conta o efeito do aquecimento via ultrassom. Ambos os trabalhos implementaram
a estratégia de aquecimento de grandes regiões através do deslocamento em espiral
da fonte de ultrassom. A difusividade térmica usada no modelo de condução foi
de 0.1 mm2/s, sob o argumento de que, apesar da incerteza em relação ao valor
exato (supostamente entre 0.12 e 0.16 mm2/s), o controlador mostra-se mais estável
quando este valor é subestimado — fato este verificado em experimentos numéricos.
O fator de absorção de ultrassom também foi ajustado baseado na experiência
dos pesquisadores, indicando uma provável fonte de incerteza nos resultados.
Experimentos realizados in vitro e in vivo demonstraram boa concordância entre as
temperaturas desejada e medida; porém, em alguns casos, a temperatura observada
excedeu em até 1.6 ◦C o valor desejado.
8“PID”é a abreviação com a qual se designam os controladores do tipo “Proporcional Integral
Derivativo”, sendo o algoritmo de controle mais utilizado na indústria.
9Um voxel representa uma região definida (e.g., um volume de controle) em uma malha tridi-
mensional. Pode ser pensado como o equivalente tridimensional de um pixel.
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O efeito de campos magnéticos intensos (≥ 7 T) sobre a TRM foi estudado
por FITE et al. [40], com o objetivo de obter um cenário mais adequado para
tratamentos em animais pequenos. De modo geral, o aumento quasi-linear no
SNR efetivo e da sensibilidade em relação às variações de temperatura resulta em
imagens com maior definição, permitindo que fontes de ultrassom de alta frequência
(∼ 3 MHz) possam ser usadas de forma mais concentrada.
A combinação entre ultrassom focado e termometria por RM não está restrita à
hipertermia. Conforme demonstrado no trabalho de THANOU e GEDROYC [41],
estas técnicas podem ser combinadas, resultando em um protocolo de drug delivery.
Conforme visto até aqui, os trabalhos encontrados na literatura buscam abordar
o problema da hipertermia guiada por RM através de modelos determińısticos,
frequentemente encontrando dificuldades numéricas, devido às incertezas em
diversos parâmetros fisiológicos presentes na formulação matemática. Um primeiro
esforço para considerar estas incertezas na formulação do problema foi apresentado
por FUENTES et al. [42]. Neste trabalho, buscou-se combinar o Filtro de Kalman
clássico e o modelo de Pennes de biotransferência de calor, com o objetivo de criar
um algoritmo que fosse seja robusto, em relação à perda de dados parcial/total,
durante o processo de medição de temperatura via RM, em um procedimento de
terapia térmica induzida via laser. O algoritmo desenvolvido mostrou-se capaz
de compensar esta perda de dados durante um intervalo de até dez segundos,
evidenciando a capacidade preditiva do modelo de Pennes. Por outro lado, a
questão do custo computacional necessário para realizar os cálculos não é discutida
neste trabalho. Além disso, as incertezas do modelo foram consideradas apenas em
termos de um valor único, baseado na covariância das medidas experimentais. Já
em trabalhos como o de ODÉEN et al. [43], o efeito das incertezas em alguns dos
parâmetros presentes no modelo de biotransferência de calor é quantificado, ainda
que em termos de modelos determińısticos. No trabalho, foram assumidos erros
de até 50% na condutividade térmica e no termo de aquecimento, promovido via
ultrassom, resultando em erros RMS de até 6 ◦C, em experimentos com medidas
simuladas. Já em experimentos ex vivo, o autor reportou erros RMS de 0.7 ◦C,
para variações temporais de temperatura ocorrendo na faixa entre 0.28 e 0.75 ◦C/s.
Outra forma de aplicação dos modelos matemáticos nos protocolos de hiper-
termia guiada por RM encontra-se no uso de medições de temperatura obtidas em
tecidos animais para realizar a estimativa de parâmetros nestes modelos de biotrans-
ferência de calor. No trabalho de DILLON et al. [44], foram quantificadas perdas
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de energia, associadas aos processos de perfusão e convecção causados pelo fluxo
sangúıneo. Esta perda de energia, modelada na forma de um termo-fonte, é esti-
mada sem o uso de técnicas t́ıpicas da área de problemas inversos. Consideram-se
dois modelos matemáticos, baseados na equação de Pennes. O primeiro modelo é
teórico e nele despreza-se o termo-fonte. Já no segundo modelo é diretamente re-
lacionado às medidas experimentais, de modo que o primeiro modelo é subtráıdo
do segundo — usando, para tal, as medidas experimentais para calcular elementos
como laplaciano e derivadas temporais. Desta forma, a diferença entre a resposta
destes modelos torna-se o termo-fonte desejado.
2.3 Comentários e Considerações
Após a apresentação dos artigos contidos nesta revisão bibliográfica, é posśıvel
levantar alguns aspectos nos quais a proposta desta tese apresenta contribuições,
conforme especificado abaixo.
O primeiro aspecto é a incerteza de parâmetros fisiológicos ou referentes à fonte
de aquecimento — ambos dependentes do tipo de tecido em questão. Embora estes
valores sejam medidos em laboratório em alguns casos (cf. SALOMIR et al. [8] e
MOUGENOT et al. [39]), a incerteza dos valores estimados não considerada nos mo-
delos, ou de qualquer outra forma. De fato, há casos reportados onde a variação em
relação ao valor exato de parâmetros espećıficos resultou na inutilização das medidas
de temperatura. Com base nestes resultados, será desenvolvida uma abordagem que
inclua modelos capazes de lidar com estas incertezas intŕınsecas, fazendo com que
os seus efeitos sejam considerados ao se estimar o aumento de temperatura via TRM.
O segundo aspecto também envolve as incertezas — desta vez do processo
de medição, em si: com base nos artigos de revisão de QUESSON et al. [7]
e DENIS DE SENNEVILLE et al. [19], fica evidente que há um conflito envolvendo
as incertezas dos valores de aumento de temperatura medidos e a duração do
processo de aquisição. A solução comumente apontada — novas sequências de
pulso — permite obter medidas com maior resolução espacial/temporal, porém
sob o custo de aumentar a incerteza dos valores medidos. Isto vai de encontro
a uma das motivações iniciais deste trabalho: o acoplamento de um modelo
matemático ao processo de medição permitirá que o profissional de saúde obtenha
maior resolução espacial do que a obtida no aparelho de RM, tornando posśıvel
reduzir a quantidade de medidas necessárias para se obter uma determinada
resolução espacial. A abordagem desenvolvida nesta tese é capaz de realizar
esta tarefa, fazendo com que o operador do equipamento de RM não precise mais
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decidir entre a precisão das medidas e o tempo de medição, podendo priorizar ambas.
O terceiro aspecto é a apresentação de uma posśıvel solução para o problema
posto por RIEKE e BUTTS PAULY [4]. Conforme será visto no Cap. 4, o modelo
matemático escolhido para este trabalho permite que seja simulado o balanço de
energia da região de interesse antes do aquecimento ser promovido. Do resultado
desta simulação, é posśıvel obter valores de temperatura que, combinados com os
valores medidos pelo método PRF-Shift, resultarão em uma estimativa da tempera-
tura absoluta na região. A abordagem desenvolvida nesta tese também é capaz de
realizar a estimativa da temperatura absoluta, em termos dos modelos matemáticos





3.1 Introdução ao Fenômeno de Ressonância
Existem diversos sistemas na natureza que possuem um determinado tipo de
comportamento associado a uma frequência natural. Um exemplo comum é o de uma
criança em um balanço (cf. Fig. 3.1): após tomar uma determinada altura, a criança
coloca o sistema em movimento e este irá balançar, com uma frequência constante.
Esse movimento oscilatório se prolonga, enquanto a criança vai atingindo alturas
cada vez menores (i.e., a amplitude do movimento vai decaindo), devido à presença
de influência dissipativas, como a resistência do ar e o atrito entre as articulações do
balanço. Pode-se imaginar que, exclúıdas essas influências, o balanço manteria-se
eternamente em movimento, também com uma frequência caracteŕıstica.
(a) (b)
Figura 3.1: Um balanço é um exemplo de sistema mecânico dotado de frequência
natural. Fonte: www.aplustopper.com/tag/applications-of-resonance/
Porém, como estas influências são intŕınsecas ao sistema, a experiência ensina que há
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apenas duas formas de manter-se em movimento por um longo tempo: ser empurrado
por outra pessoa, conforme ilustrado pela Fig. 3.2; ou movimentar as pernas para
a frente e para trás, o que também pode ser observado na Fig. 3.1. Para que
o efeito desejado seja obtido, é necessário atentar para um fator importante: o
empurrão por parte de um terceiro (ou o movimento das pernas) precisa ocorrer com
a mesma frequência observada durante a oscilação livre do balanço. Esta condição
essencial é percebida de forma emṕırica. Desta forma, quando um sistema (neste
caso, mecânico) dotado de uma frequência natural é submetido a uma excitação
periódica e com frequência próxima à do sistema, diz-se que o sistema está em
ressonância.
(a) (b)
Figura 3.2: Criança, em um balanço, empurrada por um adulto. Fonte:
www.aplustopper.com/tag/applications-of-resonance/
Portanto, a frequência associada ao movimento livre do sistema possui grande inte-
resse prático, recebendo o nome de frequência natural. Na natureza, o fenômeno de
ressonância é encontrado com abundância e pode ser verificado experimentalmente
de forma simples, como no caso já mencionado do balanço. Do ponto de vista da
engenharia, o conhecimento deste fenômeno permite evitar a repetição de tragédias,
como a ocorrida em Tacoma, no estado de Washington, EUA, onde uma ponte
recém-constrúıda colapsou, devido às oscilações de elevada amplitude, resultantes
da ressonância produzida pelo vento (cf. Fig. 3.3).
Além das situações simples comentadas acima, o fenômeno de ressonância pode
ser analisado de forma mais profunda. Para tal, considera-se o modelo “massa-
mola”(ou oscilador harmônico), dado pela Fig. 3.4. Através da 2a Lei de Newton,




Figura 3.3: Colapso da ponte do Tacoma, em 1940: (a) estrutura original; (b)
colapso da ponte; (c) oscilação da ponte em ressonância; e (d) nova estrutura. Fonte:
content.lib.washington.edu/farquharsonweb/index.html




+ κx = F (t) , (3.1)
onde pode-se incluir um termo proporcional à velocidade, associado ao amorteci-
mento do sistema (quando existente). Sabendo a posição e a velocidade inicial do
sistema, sua solução pode ser obtida com sucesso, sendo necessário apenas definir
a constante elástica κ, a massa m e a força externa aplicada F (t). Na ausência de
forças externas (i.e., F (t) = 0), o sistema realiza oscilações livres, como pode ser
observado na Fig. 3.5. Por outro lado, caso a força externa seja aplicada com um
comportamento periódico, segue que a excitação do sistema por esta força também
ocorrerá com uma frequência definida, tipicamente tomada como variável indepen-
dente ou de projeto. À medida em que esta frequência se aproxima da frequência
natural do sistema, o sistema passa a oscilar com amplitude crescente, até que seja
atingido um valor máximo, quando ambas as frequências são idênticas (cf. Fig. 3.6).
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A amplitude máxima é também função da intensidade do amortecimento presente
no sistema, como pode ser observado na Fig. 3.6b. Em um caso sem amortecimento,
uma asśıntota na frequência natural faz com que a amplitude tenda ao infinito, ao
se aproximar da condição de ressonância.
Figura 3.4: Sistema massa-mola submetido à excitação externa.
Figura 3.5: Solução do problema do oscilador livre. Fonte: adaptado de NUSSENZ-
VEIG [45].
(a) (b)
Figura 3.6: Oscilador harmônico e ressonância: (a) aumento da amplitude com o
tempo, em ressonância; e (b) amplitude máxima, onde Q é um parâmetro associado
ao amortecimento do sistema. Fonte: adaptado de NUSSENZVEIG [45].
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De modo geral, é posśıvel abstrair que o fenômeno de ressonância ocorre em
sistemas cujo comportamento se dê em termos de uma frequência natural, quando
sob excitações externas, periódicas e com frequências próximas à frequência natural.
Com base na intuição obtida da experiência em sistemas mecânicos e na breve análise
aqui apresentada, é posśıvel apresentar o fenômeno de ressonância magnética com
maior segurança, através da aplicação de analogias, sempre que posśıvel.
3.2 Ressonância Magnética
Considere o sistema a seguir, composto por um átomo de hidrogênio, submetido
a um campo magnético B0 uniforme, unidirecional em z e invariante no tempo (i.e.,
B0 = B0ez):
Figura 3.7: Núcleo de Hidrogênio submetido a um campo magnético externo. Fonte:
adaptado de BROWN et al. [29].
Átomos com quantidade ı́mpar de prótons ou nêutrons (como o próprio hidrogênio)
possuem um momento angular intŕınseco S, frequentemente chamado de spin [46,
47]. A este momento angular está associado um momento de dipolo magnético, dado
por
µ = γS, (3.2)
onde γ é uma constante de proporcionalidade, conhecida como razão giromagnética.
O valor desta constante é dado por [47]
γ = − e
m
, (3.3)
onde e e m são a carga e a massa do elétron, respectivamente, sendo esta equação
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obtida da mecânica quântica1. Já o momento magnético, ao interagir com um campo
magnético B, resulta em um torque aplicado ao sistema, dado por [29, 46, 48]
N = µ×B. (3.4)
Naturalmente, é posśıvel deduzir, de acordo com a Eq. (3.2), que µ é também uma
propriedade do núcleo; e, de acordo com a Eq. (3.4), que a sua unidade é Am2.
Este resultado permite que o fenômeno sob análise seja compreendido em termos de
uma analogia com um sistema mecânico bem conhecido, chamado de giroscópio e
ilustrado na Fig. 3.8.
(a) (b)
Figura 3.8: Modelo f́ısico de um giroscópio: a) diagrama de corpo livre; e b) variação
de J em um instante infinitesimal de tempo. Fonte: adaptado de NUSSENZVEIG
[49].
Ao analisar o diagrama de corpo livre mostrado na Fig. 3.8a, observa-se um
corpo, com velocidade angular ΩJ (associada a um momento angular J) e sob a
ação de um torque N, resultante da ação da força peso mg sobre o centro de massa
do corpo, além de sua respectiva reação, aplicada pelo apoio O. Pela 2a Lei de
Newton, a aplicação deste torque leva à variação de temporal de J, ilustrada na




Aqui, torna-se clara a particularidade do movimento giroscópico: devido às carac-
teŕısticas geométricas do sistema, o torque será sempre aplicado em uma direção









1A tentativa de determinação desta constante através da mecânica clássica leva à metade deste
valor (i.e. γ = −e/2m) [47], sendo um claro exemplo de limitação da f́ısica clássica.
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ou seja: J descreverá um momento angular, em torno do apoio O, conhecido como
precessão e com velocidade Ω0, dada por [49]:
N = Ω0 × J. (3.7)
Comparando equação acima e a Eq. (3.4), é posśıvel deduzir que o movimento de
precessão de µ, em torno do eixo de B0, ocorrerá com velocidade angular dada por
Ω0 = −γB0. (3.8)
Esta relação é amplamente reportada na literatura, sob o nome de equação de Lar-
mor [25, 29, 46]. Isto significa que a presença do campo magnético B0 implica
na presença de uma frequência natural, representada pelo movimento de precessão
ilustrado na Fig. 3.9. Assim como B0, Ω0 possui componente apenas na direção
z. Portanto, estas grandezas são normalmente referenciadas em relação às suas
magnitudes, B0 e ω0. Esta última também é rotineiramente chamada de frequência
angular de Larmor [25, 29, 46], dada pela Eq. (3.9), sendo esta a forma mais popular
da fórmula da frequência de Larmor encontrada na literatura de RM.
ω0 = γB0 (3.9)
Figura 3.9: Precessão de um momento magnético µ, sob ação de um campo
magnético externo B0. Fonte: adaptado de KUPERMAN [25].
No caso particular do próton do átomo de hidrogênio aqui considerado, sabe-se que
γ/2π = 42.6 MHz/T [29]; ou seja: em uma situação onde B0 � 1T, o sistema apre-
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senta uma frequência natural de 42.6 MHz, localizada na região da radiofrequência
(RF). Com base no racioćınio desenvolvido até aqui, é natural acreditar que este
sistema possa ser excitado através da aplicação de energia eletromagnética, com o
objetivo de produzir um estado de ressonância análogo ao observado nos sistemas
mecânicos usados como exemplo. Para tal, é aplicado um segundo campo magnético
B1, ortogonal ao vetorB0 e com frequência similar à frequência natural do sistema—
portanto, sendo um campo magnético RF. Uma vez que é assumido que B0 = B0ez,
pode-se formular B1 de acordo com a Eq. (3.10) [46], onde a1 (t) é uma função do
tipo degrau:








Como resultado desta aplicação, µ torna-se ortogonal ao vetor B0 (cf. Fig 3.10a),
realizando o movimento de precessão no plano xy. Este fenômeno é chamado de
ressonância magnética (RM) [25, 29, 46]. Ao cessar a aplicação do campo RF,
µ retorna à configuração original do movimento de precessão (cf. Fig. 3.10b),
emitindo energia durante o processo. Esta energia pode ser captada através de
uma bobina, onde é induzida uma força eletromotriz (cf. Seç. 3.4), que pode ser
quantificada. Este é o fundamento básico sobre o qual é posśıvel obter informação a
partir do fenômeno de RM. Além disso, é posśıvel descrever matematicamente tanto
a mudança de orientação do momento magnético quanto o processo de indução de
força eletromotriz citado acima. Estes resultados teóricos são fundamentais para a
compreensão adequada do fenômeno de RM e de suas possibilidades.
(a) (b)
Figura 3.10: Comportamento de µ (a) durante a aplicação de B1; e (b) após a
aplicação de B1. Fonte: adaptado de FESSLER [46].
Em resumo, foi posśıvel demonstrar que átomos como o de hidrogênio podem
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ser vistos como sistemas dotados de frequência natural, quando submetidos a um
campo magnético externo. A excitação deste sistema de forma periódica e com
frequência similar à dada pela Eq. (3.9) resultará no fenômeno de RM [28, 29, 46].
As publicações de PURCELL et al. [50] e BLOCH [51], em 1946, foram as res-
ponsáveis por apresentar este fenômeno ao mundo e renderam aos seus autores o
prêmio Nobel de f́ısica, em 1952. A técnica de RM pode ser aplicada para diferentes
elementos, o mais t́ıpico deles sendo o hidrogênio (precisamente, o elemento consi-
derado na analogia com a mecânica clássica), devido à sua abundância em tecidos
biológicos [28].
3.3 Análise em Meio Cont́ınuo
Na análise e descrição do fenômeno de RM feita até aqui, foi considerado um
sistema composto apenas de um átomo de Hidrogênio. Para que seja posśıvel utilizar
os resultados apresentados acima, é necessário descrever o fenômeno de RM em
corpos cont́ınuos. Para este fim, é introduzida a grandeza chamada de magnetização,
definida como “a densidade volumétrica de momento de dipolo magnético”2 [48].





Em outras palavras, a magnetização é o vetor que representa a distribuição, ao
longo do volume, do efeito global dos dipolos magnéticos contidos em um volume
infinitesimal dV , referentes aos inúmeros átomos individuais que constituem esta
região. Este vetor, portanto, possui uma caracteŕıstica importante: embora,
individualmente, os momentos magnéticos sejam não-nulos, ocorre que B0 = 0
implica M = 0, dado que a orientação aleatória dos diversos momentos magnéticos
faz com que, globalmente, o seu valor seja nulo. Porém, sob a ação de um campo
magnético B0, os momentos tendem a se alinhar, resultando em M �= 0 (cf.
Fig. 3.11).
A magnetização é assumida como possuindo variações espacial e temporal, de
modo que, comumente, se escreve que M = M (r, t). Em estudos sobre RM, o
vetor magnetização é tipicamente separado em duas partes: a primeira, chamada
de magnetização longitudinal Mz (r, t), é a componente de M (r, t) paralela a B0; a
segunda, chamada de magnetização transversal, contém as duas componentes res-
tantes de M (r, t). Estas componentes podem ser combindas, através da notação
complexa dada pela Eq. (3.12), que permitirá que a análise da magnetização seja
2Com base na unidade de µ, deduz-se que a unidade de M é A/m.
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(a) (b)
Figura 3.11: Magnetização em uma região genérica: (a) orientação aleatória dos
momentos, na ausência de campo magnético, fazendo com que M = 0; e (b) alinha-
mento de M com B0.
feita de forma simplificada, através do tratamento de duas grandezas escalares reais
como uma grandeza escalar complexa (cf. Seç. 3.3.3).
Mxy (r, t) � Mx (r, t) + iMy (r, t) . (3.12)
Sob a ação do campo magnético externo e em condição de equiĺıbrio, a magne-









onde a magnetização longitudinal em equiĺıbrio, Mz0 (r) é dada por [46]




onde ρ̄ é a densidade de spins (a quantidade de spins por unidade de volume); h é a
constante de Planck; γ̄ = γ/2π; kb é a constante de Boltzmann; e T é a temperatura
absoluta.
3.3.1 Campos Magnéticos Gradientes
Com base no que foi abordado até aqui, é posśıvel observar que, através do ex-
perimento de RM, será obtida informação sobre a magnetização global do corpo
de prova. Porém, para que seja posśıvel obter uma imagem (i.e., informação com
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resolução espacial), é necessário que a magnetização seja quantificada em diversas
regiões do corpo de prova. Por B0 ser um campo idealmente uniforme, é necessário
que campos magnéticos adicionais sejam empregados. Isto é feito através dos cha-
mados campos gradientes [29]. Para demonstrar a utilidade da aplicação destes
campos gradientes, considera-se apenas um destes campos, na direção z, designado
por Gz. Este campo gradiente faz com que o campo magnético total B não seja
mais uniforme, mas uma função de z, dada por
B (z) = [B0 + zGz] ez. (3.15)
O efeito de Gz sobre B (z) é mostrado, de forma qualitativa, na Fig. 3.12. A
frequência angular de Larmor associada a B (z) também será função de z, dada
por
ω (z) = γ [B0 + zGz] = ω0 + γzGz. (3.16)
Figura 3.12: Efeito do campo gradiente na direção z. Fonte: adaptado de FESSLER
[46].
Isto significa que, durante a aplicação do campo B1, apenas os momentos
magnéticos que estiverem no plano z = 0 ou em sua vizinhança (onde zGz � 0)
serão excitados, de modo que M (r, t) possuirá informação somente a respeito
desta região. Com isto, a medição de magnetização, antes representativa de
todo o corpo de prova tridimensional, agora torna-se representativa de uma seção
aproximadamente bidimensional. Este procedimento é conhecido como excitação
seletiva (selective [25, 29] ou soft [46] excitation). Na prática, além do campo
Gz, são aplicados mais dois campos gradientes, Gx e Gy, associados às direções
ex e ey, cujo objetivo é permitir que a medição da magnetização seja feita em
um pequeno volume, chamado de voxel [29]. Apesar de serem considerados com
a mesma nomenclatura e abordados em conjunto, estes campos gradientes não
são necessariamente aplicados da mesma forma. Um desenho esquemático de um
aparelho de RM, com os equipamentos citados, é mostrado na Fig. 3.13.
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Figura 3.13: Desenho esquemático de um equipamento de RM. Fonte: adaptado
de FESSLER [46].









De modo geral, todos os campos gradientes são considerados como funções do
tempo. Isto ocorre, pois estes campos (em conjunto com o campo RF) são ativados
e desativados diversas vezes, ao longo das várias medições realizadas em um
procedimento de obtenção de imagens via RM. A definição da duração e da ordem
de aplicação dos campos gradientes, assim como do campo RF, é chamada de
sequência de pulsos (pulse sequence) [25, 29, 46], sendo tipicamente catalogadas na
forma de diagramas, como o mostrado pela Fig. 3.14. Nesta figura, os instantes de
tempo tE e tR são chamados tempo de eco e tempo de repetição e serão discutidos
com mais detalhes na Seç. 3.3.2.
O efeito da ação destes campos gradientes pode ser demonstrado, tomando o
campo magnético total e escrevendo-o em termos do campo magnético externo (sem-
pre orientado na direção ez) e dos campos gradientes, de forma análoga à feita na
Eq. (3.15). Como resultado, B passa a ser função da posição e do tempo3, de acordo
3Deve ser observado que, devido à ação dos campos gradientes, o campo B passa a ser tri-
dimensional, porém mantém-se sendo unidirecional. Ou seja, ele é função de r, mas apresenta
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com a Eq. (3.18a). Como consequência disso, a frequência de Larmor é dada pela
Eq. (3.18b) [29, 46].
B (r, t) = [B0 + r ·G (t)] ez; (3.18a)
ω (r, t) = ω0 + γr ·G (t) . (3.18b)
Figura 3.14: Exemplo de uma sequência de pulsos. Fonte: adaptado de FESSLER
[46].
3.3.2 Relaxação Longitudinal e Transversal
Com a atuação do campo RF e a subsequente entrada do sistema em ressonância,
a magnetização deixa de alinhar-se com B0 e passa a realizar o seu movimento de
precessão ao longo do plano xy. Naturalmente, é de se esperar que, sendo interrom-
pida a aplicação do campo RF, o sistema volte a assumir o comportamento inicial de
precessão em torno de B0. Com efeito, é sabido que este processo de retorno, conhe-
cido como relaxação ocorre para ambas as magnetizações: no caso da magnetização
longitudinal, o comportamento e dado por [46]





enquanto o comportamento da magnetização transversal é dado por
|Mxy (r, t)| = Mz0 (r) e−t/t2(r). (3.20)
componente apenas na direção ez.
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Em ambas as equações, os termos exponenciais possuem constantes de tempo, t1 (r)
e t2 (r), chamadas de tempos de relaxação longitudinal e transversal [29], que afetam
a velocidade com que as condições de equiĺıbrio são restitúıdas (cf. Fig. 3.15). Estas
grandezas são propriedades do tecido e costumam variar entre 100–1000 ms, no caso
de t1 e entre 10–100 ms, no caso de t2. Valores aproximados de t1 e t2 são mostrados
na Tab. 3.1.
(a) (b)
Figura 3.15: Exemplos de comportamento das magnetizações (a) longitudinal; e (b)
transversal, de acordo com as Eqs. (3.19) e (3.20). respectivamente.
Tabela 3.1: Valores aproximados dos tempos de relaxação, para B0 = 1.5 T.
Fonte: KUPERMAN [25].
Tecido t1 [ms] t2 [ms]
Substância cinzenta 920 101
Substância branca 790 92
ĺıquido cefalorraquidiano 2650 280
Rim 650 58
F́ıgado 490 43
Compreendendo que t1 e t2 são constantes de tempo associadas com o compor-
tamento das magnetizações longitudinal e transversal, pode-se retornar à Fig. 3.14
para uma análise mais detalhada. Como foi comentado na seção anterior, o
diagrama da sequência de pulsos é, em parte, definido por dois instantes de tempo,
tE e tR, que são definidos pelo operador do equipamento de RM. O primeiro termo,
chamado de tempo de eco, representa o intervalo entre a excitação do sistema,
através de B1, e o instante onde a intensidade do sinal é máxima — o sinal é
captado neste instante. Já o segundo termo, chamado de tempo de repetição,
representa a duração total da aplicação da sequência de pulsos, uma vez que esta
aplicação é feita repetidamente, diversas vezes, ao longo do experimento de RM.
Ao fim de tR, uma nova aplicação de B1 é feita, dando ińıcio a uma nova aplicação
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da sequência de pulsos.
Do ponto de vista f́ısico, é posśıvel notar que as escolhas tE, tR resultarão em t1
e t2 afetando mais ou menos a informação medida, durante o experimento de RM.
Em determinadas situações, este efeito de contraste pode ser utilizado na produção
de imagens via RM. Em particular, destacam-se as imagens ponderadas em t1 ou
t2
4, ilustradas na Fig. 3.16: na Fig. 3.16a, é mostrada uma imagem t1, obtida com
tE = 20 ms e tR = 450 ms; enquanto, na Fig. 3.16b, é mostrada uma imagem t2,
obtida com tE = 150 ms e tE = 3000 ms.
(a) (b)
Figura 3.16: Imagem de uma seção transversal do cérebro humano: (a) imagem t1;
e (b) imagem t2. Fonte: KUPERMAN [25].
3.3.3 Equações de Bloch
O modelo clássico para descrever o movimento do vetor magnetização foi con-
cebido por BLOCH [51], na forma de equações fenomenológicas (i.e., equações
emṕıricas [29]) que se tornaram uma ferramenta extremamente útil em estudos




= γM×B− Mxex +Myey
t2
− (Mz −Mz0) ez
t1
. (3.21)
Nestas equações, o campo magnético B contém todos os campos utilizados (externo
B0 (r), RF B1 (r, t) e gradientes r · G (t)) e a dependência espacial e temporal
de B e M = [Mx My Mz]
T é ocultada, para simplificar a notação. O modelo
4Estas imagens são tipicamente chamadas de “imagens t1 e t2”.
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matemático descreve três fenômenos principais: precessão, relaxação (longitudinal
e transversal) e equiĺıbrio [46].
De modo geral, não é posśıvel resolver analiticamente as equações de Bloch, na
forma dada pela Eq. (3.21) [46]. Porém, em algumas situações de interesse, é posśıvel
realizar simplificações deste modelo que permitem o seu tratamento anaĺıtico. Uma
destas situações é o comportamento de M imediatamente após a aplicação de B1 —
i.e., após o sistema ser posto em ressonância. Para analisar este cenário, considera-se
apenas a ação do campo magnético externo B0
5. Em seguida, aplica-se a Eq. (3.9)






−1/t2 (r) ω (r, t) 0
−ω (r, t) −1/t2 (r) 0







Mz0 (r) /t1 (r)

 . (3.22)
Em seguida, nota-se que, de acordo com a Eq. (3.22), a EDO da componente longi-





Mz0 (r)−Mz (r, t)
t1 (r)
. (3.23)
Esta equação pode ser rearranjada de forma simples, lembrando que a magnetização




[Mz (r, t)−Mz0 (r)] = −
1
t1 (r)
[Mz (r, t)−Mz0 (r)] . (3.24)
Logo, obtém-se o resultado dado pela Eq. (3.25). Ao comparar este resultado com a
Eq. (3.19), nota-se aqui a presença de um termo adicional, no lado direito da equação.
Este termo Mz (r, 0) representa a condição inicial do problema, assumida como igual
a zero na Eq. (3.19), mas que pode ser não-nula, em determinadas situações.




+ e−t/t1(r)Mz (r, 0) . (3.25)
O restante das equações de Bloch diz respeito à magnetização transversal, com-
posta das componentes x e y de M (r, t) (cf. Eq. (3.12)). Estas equações estão aco-
pladas entre si, de modo que precisam ser resolvidas simultaneamente. É posśıvel









−1/t2 (r) ω (r, t)






5No cenário avaliado, B1 = 0, por ter sido desativado. Além disso, por simplicidade, os campos
gradientes são desconsiderados nesta análise (i.e., G (t) = 0).
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Este sistema de equações deve ser analisado mais profundamente. Omitindo os ter-
mos entre parênteses, por conveniência, soma-se a primeira equação com o produto































Em particular, o segundo termo do lado direito da Eq. (3.28) pode ser novamente
































[Mx + iMy] (3.30)
Observando a Eq. (3.30), nota-se que a variável dependente é exatamente a magne-







− iω (r, t)
�
Mxy (r, t) . (3.31)
A solução geral deste problema é dada por





onde Mxy (r, 0) é a condição inicial. Além disso, ω (r, t) é escrito na forma da
Eq. (3.18b), de modo que
� t
0
ω (r, t�) dt� =
� t
0
[ω0 + γr ·G (t�)] dt� = ω0t+ γ
� t
0
r ·G (t�) dt� (3.33)
O resultado final é conhecido como equação fundamental da obtenção de imagens
por RM [46]:
Mxy (r, t) = Mxy (r, 0) e
−t/t2(r)e−iω0te−iΦ(r,t). (3.34)
Nesta equação, é posśıvel observar claramente os efeitos da relaxação transversal e da
precessão, nas formas de funções exponenciais (real e complexa, respectivamente).
Além disso, há um termo de defasagem Φ (r, t), associado à não-uniformidade do
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campo magnético, produzida pelos campos gradientes. Esta fase é dada por
Φ (r, t) = γ
� t
0
r ·G (t�) dt�. (3.35)
3.4 O Sinal de Ressonância Magnética
Tendo discutido sobre como o fenômeno de RM pode ser utilizado para quan-
tificar informação sobre o tecido sob análise, é preciso discutir sobre como estes
dados são adquiridos no equipamento de RM. De modo geral, o ponto de interesse
é o comportamento da magnetização M (r, t), após a aplicação do campo RF e cuja
evolução temporal é descrita pelas equações de Bloch (cf. Seç. 3.3.3). Esta magne-
tização é associada a uma densidade efetiva de corrente (cf. Eq. (3.36)) [29], que
pode ser quantificada através de uma bobina (cf. Fig. 3.17), na forma de uma força
eletromotriz [46]. Esta bobina pode ser tanto a bobina emissora dos campos RF (cf.
Fig. 3.18) quanto bobinas especiais, de menor tamanho (cf. Fig 3.19) [52, 53].
JM (r, t) = ∇×M (r, t) . (3.36)
Figura 3.17: Desenho esquemático de um equipamento de RM, incluindo a bobina
receptora, assinalada com a letra “C”. Fonte: adaptado de HINSHAW e LENT [54].
Como resultado da captação da força eletromotriz, a corrente I que percorre a bobina
receptora, faz com que um novo campo magnético, Brec, seja induzido. Este campo
magnético pode ser escrito em função do potencial magnético A (r) dado por [29]
Brec (r) = ∇×A (r) , (3.37)
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Figura 3.18: Fonte: Parte interior de um equipamento de RM. Fonte: SIEMENS
[52].
Figura 3.19: Fonte: Exemplo de uma bobina receptora especial. Fonte: HITACHI
[53].
onde o potencial magnético é dado pela integral de linha mostrada na Eq. (3.38),







|r− r�| . (3.38)
Desta forma, define-se a sensibilidade da bobina receptora Brec (r) como a razão entre














Esta definição é fundamental, visto que a força eletromotriz captada pela bobina
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receptora é dada por [46]6







De modo geral, a informação desejada se encontra na magnetização transversal
Mxy (r, t), de modo que Brec (r) possui componentes apenas ao longo do plano xy.
Idealmente, também assume-se que a sensibilidade é uniforme [46], de modo que seja
posśıvel escrever Brec (r) na forma da Eq. (3.41), permitindo que o produto interno
da Eq. (3.40) resulte na magnetização transversal dada pela Eq. (3.12).








Através destas hipóteses, a equação do sinal recebido é obtida, através das








Aplicando a solução das equações de Bloch para a magnetização transversal (cf.












O resultado da aplicação da derivada temporal é aproximado pela Eq. (3.44), que
é equivalente a uma aproximaçao do tipo “banda estreita”(narrowband approxi-
mation [46]), que pode ser aplicada devido às escalas de tempo da relaxação e da
defasagem serem despreźıveis, em termos de RF (i.e., a frequência de Larmor) [46].
Tal fato pode ser descrito matematicamente através da Eq. (3.45).
sigrec (t) � iω0βxye−iωot
�
Ω









Em seguida, é feita a demodulação do sinal, para que seja formado um sinal de
banda base sig (t), representado matematicamente pela Eq. (3.46) [46]. Isto faz com
que a frequência do sinal, originalmente da ordem de 10–100 MHz, seja da ordem
6Uma demonstração desta equação pode ser encontrada no Apêndice A.
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sigrec (t) . (3.46)




Mxy (r, 0) e
−t/t2(r)e−iΦ(r,t)dV (3.47)
Após obter o sinal de banda base, dado pela Eq. (3.47), algumas modificações
adicionais são implementadas no modelo. Em primeiro lugar, considera-se o tempo
de eco tE (i.e., o intervalo de tempo ao fim do qual sig (t) é medido). Como o sinal
atinge o seu valor máximo exatamente ao fim deste intervalo (cf. Fig. 3.14), sendo
muito fraco nos demais instantes, em comparação, é posśıvel aproximar a variável
temporal pelo próprio tempo de eco (i.e., t � tE). Desta forma, resulta que
e−t/t2(r) � e−tE/t2(r), (3.48)
desprezando, portanto, o sinal em momentos em que ele é nulo ou muito baixo, em




Mxy (r, 0) e
−tE/t2(r)e−iΦ(r,t)dV. (3.49)
O termo de defasagem, dado pela Eq. (3.35) — em particular, o produto interno
entre r e G (t) — pode ser reescrito na seguinte forma:













Em seguida, define-se o seguinte conjunto de varáveis:






















onde γ = γ/2π. Deste modo, a Eq. (3.50) pode ser reescrita na forma da Eq. (3.52),
onde k (t) é a trajetória do espaço-k [29], cujo significado será revelado mais à frente.
Φ (r, t) = 2πr · k (t) = 2π [xkx (t) + yky (t) + zkz (t)] , (3.52)
Outra modificação substancial é a de que o objetivo é produzir imagens bidimen-
sionais (2D imaging), de modo que, durante o intervalo de medição, Gz (t) = 0
7,
7Isto não significa que Gz é sempre nulo. De fato, Gz (t) �= 0 durante o processo de excitação
(cf. excitação seletiva, na Seç. 3.3.1).
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implicando em kz (t) = 0. Isto permite que a Eq. (3.49), combinada com a Eq. (3.52),
possa ser reorganizada na seguinte forma:
sig (t) =
� � ��




Com isto, pode-se definir que
m (x, y) �
�
Mxy (x, y, z, 0) e
−tE/t2(x,y,z)dz. (3.54)
Em seguida, calcula-se esta integral em uma região prismática, com altura δz e
centróide em z = z0:
m (x, y) �
� z0+δz/2
z0−δz/2
Mxy (x, y, z, 0) e
−tE/t2(x,y,z)dz. (3.55)
Esta integral pode ser aproximada por
m (x, y) � δzMxy (x, y, z0) e−tE/t2(x,y,z0), (3.56)
onde o termo exponencial é responsável pela obtenção ou não de “imagens pondera-
das por t2 (r)” [25, 29, 46]. Após esta hipóteses e aproximações, a equação do sinal
de banda base transforma-se na equação do sinal [46]:
sig (t) =
� �
m (x, y) e−i2π[xkx(t)+yky(t)]dxdy. (3.57)
O resultado dado acima possui a forma de uma transformada de Fourier 2D; ou seja:
o experimento de RM permite obter diretamente informações sobre a transformada
de Fourier da magnetização transversal do corpo de prova [46]. Isto significa que,
idealmente, as t́ıpicas imagens de RM são obtidas após realizar a transformada
inversa de Fourier sobre as medidas obtidas no equipamento de RM. Por fim, nota-
se que as componentes de k (t) exercem papel de variáveis independentes no domı́nio
transformado, fazendo com que elas sejam parte importante da solução.
3.5 Deslocamento Qúımico
O desenvolvimento realizado até aqui permite uma compreensão inicial adequada
sobre o experimento de ressonância magnética. Dentre as hipóteses realizadas,
encontra-se a de que o campo magnético externo B0 é homogêneo, além de uni-
direcional. Entretanto, nem sempre estas hipóteses se confirmam na realidade. De
fato, a não-uniformidade do campo magnético externo é um tópico de estudos à parte
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na comunidade de RM. Alguns fatores, que contribuem para esta não-uniformidade
são [46]:
1. Não-homogeneidades intŕınsecas do campo magnético externo, decorrentes de
aspectos construtivos do equipamento;
2. Efeitos da susceptibilidade magnética;
3. Deslocamento qúımico (chemical shift);
De modo geral, sob estas condições, é posśıvel representar o campo magnético
local através do seguinte modelo:
B (r) = B0 + δB (r) , (3.58)
onde B0 é um campo magnético uniforme (ideal) e a perturbação δB (r) comporta as
variações descritas acima. Isto significa que o experimento de ressonância magnética
é senśıvel a diversos fatores, dentre os quais destaca-se a estrutura molecular da qual
o núcleo atômico faz parte. Estas estruturas fazem com que variações pequenas
(porém quantificáveis) ocorram no campo magnético local, devido à indução de
campos magnéticos próprios e oriundos, por exemplo, da nuvem de elétrons ao redor
do núcleo (cf. Fig 3.20).
Figura 3.20: Núcleo de Hidrogênio, com nuvem eletrônica, submetido a um campo
magnético externo. Fonte: adaptado de BROWN et al. [29].
Como consequência de um campo magnético descrito pela Eq. (3.58), a
frequência de Larmor também será função da posição, podendo ser escrita da se-
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guinte forma:
ω (r) = ω0 + δω (r) , (3.59)
de onde deduz-se que
δω (r) = γδB (r) . (3.60)
Esta variação na frequência de Larmor pode ser descrita em termos de deslocamen-
tos qúımicos, assumidos como uma resposta linear da estrutura atômica ao campo
magnético externo [29], de modo que a Eq. (3.58) pode ser reescrita da seguinte
forma:
B (r) = [1− s (r)]B0, (3.61)
onde s é o deslocamento qúımico, assumido como escalar para moléculas mais
simples. Esta grandeza é adimensional e frequentemente representada em ppm8.
As equações de Bloch e a equação do sinal de RM, desenvolvidas nas Seçs. 3.3.3
e 3.4, respectivamente, podem ser modificadas, para que os efeitos do deslocamento
qúımico sejam considerados. Considerando um intervalo de tempo [t1; t2], o com-
portamento da magnetização transversal é dado por
Mxy (r, t2) = Mxy (r, t1) e
−[t2−t1]/t2(r)e−iω0[t2−t1]e−i[Φ(r,t2)−Φ(r,t1)], (3.62)
onde o termo de defasagem é dado por
Φ (r, t) =
� t
0
[γr ·G (t�) + δω (r)] dt�. (3.63)
Desta forma, a equação do sinal deverá ser reescrita na forma da Eq. (3.64), para
que seja levado em consideração o efeito do deslocamento qúımico. Este resultado
se mostra bastante útil para o desenvolvimento de várias técnicas baseadas em RM




Mxy (r, 0) e
−t/t2(r)e−iδω(r)te−i2πr·k(t)dV. (3.64)
3.6 O Método PRF-Shift de Termometria
O método de termometria via RM conhecido como “PRF-Shift” [4, 17–19, 24,
34] é baseado em resultados experimentais, que permitem modelar o deslocamento
qúımico como função da temperatura (cf. Eq. (3.65)) — sendo linear em intervalos
8Partes por milhão.
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de interesse —, sobretudo para a comunidade médica.
s = s (r, T ) . (3.65)




Estas observações emṕıricas foram inicialmente publicadas em 1958, por SCHNEI-
DER et al. [22], onde um valor de 0.0095 ppm/oC foi reportado (cf. Fig. 3.21).
Estas medições também apresentaram ótima concordância com os valores reporta-
dos no estudo de 1966, feito por HINDMAN [21]. Por fim, o método PRF-Shift foi
apresentado, em 1995, no trabalho de ISHIHARA et al. [17], onde também foram
reportados os resultados de experimentos voltados para o cálculo de α para diferen-
tes materiais (cf. Fig. 3.22). Discrepâncias neste valor são, tipicamente, associadas
a fatores como a geometria e posição do tecido; eventuais respostas fisiológicas em
relação ao calor; tipo e histórico térmico do tecido [18]. Uma comparação entre os
valores comentados aqui é apresentada na Tab. 3.2. Nos trabalhos subsequentes em
que o método PRF-Shift tem sido adotado, assume-se que α = 0.01 ppm/◦C [4, 19].
Figura 3.21: Medição da variação do deslocamento qúımico em relação à tempera-
tura. Fonte: SCHNEIDER et al. [22].
Para demonstrar a equação do método PRF-Shift, o ponto de partida é a cons-
tatação de que o efeito da variação da temperatura local sobre o deslocamento
qúımico (cf. Eq. (3.65)) produz variações sobre o campo magnético local e a
frequência de Larmor. Estas grandezas, portanto, podem ser escritas como função
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(a) (b)
Figura 3.22: Medições experimentais da dependência do deslocamento qúımico em
relação à temperatura. Fonte: ISHIHARA et al. [17].
Tabela 3.2: Comparação entre os valores encontrados para a variação do desloca-
mento qúımico da água em relação à temperatura.
Autor α [ppm/◦C] Intervalo [◦C]
SCHNEIDER et al. [22] 0.0095 25–110
HINDMAN [21] 0.00995 -15–100∗
ISHIHARA et al. [17] 0.0093± 0.0003 10∗∗
* Valores acima de 70 ◦C foram extrapolados.
** Aquecimento de 10 ◦C em relação à temperatura ambiente.
da temperatura (cf. Eqs. (3.58)-(3.59)):
B (r, T ) = B0 + δB (r, T ) ; (3.67a)
ω (r, T ) = ω0 + δω (r, T ) . (3.67b)
É posśıvel escrever a Eq. (3.67b) de forma mais detalhada, com aux́ılio das
Eqs. (3.60) e (3.61):
δω (r, T ) = −αγTB0 (3.68)
Em seguida, reescreve-se a Eq. (3.63), para considerar o efeito da temperatura:
Φ (r, t, T ) =
� t
0
[γr ·G (t�) + δω (r, T )] dt�. (3.69)
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Em seguida, são considerados dois instantes, ta e tb, compreendendo o intervalo
entre o fim da excitação por RF e o momento da medição do sinal. Por definição, o
intervalo tb − ta é igual ao tempo de eco tE (cf. Seç. 3.3.2). Para este intervalo de
tempo, a defasagem é dada por
Φ (r, tb, Tb)− Φ (r, ta, Ta) =
� tb
ta
[γr ·G (t�) + δω (r, T )] dt�, (3.70)
onde Ta = T (t = ta) e Tb = T (t = tb)
9. Em seguida, a exemplo do que foi feito
com as equações de Bloch, negligencia-se o termo associado aos campos gradientes
e analisa-se em detalhe apenas o segundo termo do lado direito da Eq. (3.70). Deste
modo, é posśıvel afirmar que
� tb
ta




Pelo Teorema do Valor Médio, é posśıvel afirmar que a integral presente no lado
direito da Eq. (3.71) pode ser escrita como
� tb
ta
Tdt� = T ab (tb − ta) , (3.72)
onde T ab é a temperatura média, ao longo do intervalo [ta; tb]. Dado que a ordem
de grandeza do tempo de eco (∼ 10 ms) é pequena, em comparação com a escala
de tempo do processo de transferência de calor, é razoável assumir que Ta � Tb �
T ab (passando a serem representadas genericamente por T ). Por fim, define-se a
defasagem ΔΦ (r, T ) = Φ (r, tb, Tb) − Φ (r, ta, Ta) e reescreve-se a Eq. (3.70), em
termos desta defasagem, além de combinar a equação com as Eqs. (3.71) e (3.72).
O resultado é dado pela Eq. (3.73), onde T ab � T e a dependência espacial da
temperatura é novamente mostrada de forma expĺıcita.
ΔΦ (r, T ) = −αγB0tET (r) . (3.73)
Após obter uma relação entre a temperatura local e a defasagem resultante, é posśıvel
quantificar a variação de temperatura entre dois instantes distintos, t0 e t1. Desta
vez, nenhuma hipótese é feita a respeito da duração deste intervalo de tempo, sendo
então valores genéricos. Com aux́ılio da Eq. (3.73), é posśıvel escrever que
ΔΦ (r, T0) = −αγB0tET0; (3.74a)
ΔΦ (r, T1) = −αγB0tET1, (3.74b)
9A dependência espacial da temperatura é aqui ocultada, por questão de conveniência.
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onde T0 = T (r, t = t0) e T1 = T (r, t = t1). Subtraindo a Eq. (3.74a) da Eq. (3.74b),
obtém-se:
ΔΦ (r, T1)−ΔΦ (r, T0) = −αγB0tE (T1 − T0) . (3.75)
A Eq. (3.75) é a equação do método PRF-Shift [17]. Tipicamente, ΔΦ (r, T0) é me-
dido antes do procedimento de hipertermia. Após o tratamento ser iniciado, estes
valores são subtráıdos dos valores medidos para ΔΦ (r, T1), ao longo dos instantes
desejados, resultando no aumento de temperatura instantâneo, em relação à tempe-
ratura inicial (ou temperatura de base)[4, 17, 19]. O método PRF-Shift apresenta
dependência de poucos parâmetros; linearidade e pode ser implementado em equi-
pamentos comerciais de RM. Além disto, o método apresenta desempenho superior,




No caṕıtulo anterior, foi demonstrado que é posśıvel quantificar a variação de
temperatura em um tecido, através de experimentos de RM. Este processo de
medição pode ser utilizado para que o sistema responsável pela aplicação da hi-
pertermia seja adequadamente controlado. Para tal, é necessário que estas medições
sejam obtidas com boa qualidade e alta resolução temporal. O acoplamento entre
este método de termometria e um modelo matemático, que descreva o processo de
biotransferência de calor no tecido, permite que os valores de aumento de tempe-
ratura sejam quantificados não apenas de forma rápida, mas também incorporando
vários aspectos desejáveis, como as incertezas em parâmetros fisiológicos interessan-
tes. Neste caṕıtulo, é desenvolvido o modelo de biotransferência de calor selecionado
para tal tarefa, assim como são apresentados dois modelos, associados a dois posśıveis
candidatos a sistemas de aquecimento em um tratamento de hipertermia.
4.1 Modelo F́ısico
O ponto de partida para a construção do modelo f́ısico é a determinação da
geometria. A meta estabelecida neste trabalho foi buscar a geometria mais simples
posśıvel que mantivesse relevância do ponto de vista anatômico — i.e., membros
inferiores e superiores, como braços e pernas. Destas opções, foi selecionado um corte
transversal do antebraço direito, apresentado na Fig. 4.11. Não houve justificativa
técnica para a seleção deste membro, em detrimento dos demais. A retirada desta
parte da Fig. 4.1 foi feita através de ferramentas simples de segmentação de imagens.
O resultado é mostrado em detalhe na Fig. 4.2a, ao lado de uma representação
gráfica (Fig. 4.2b), ilustrando o interior do domı́nio f́ısico (Ω) e a sua fronteira com
o ambiente externo (∂Ω).
1Esta figura foi obtida do Visual Human Dataset (VHD): um banco de dados online de geome-
trias do corpo humano (cf. ACKERMAN [55]).
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Figura 4.1: Corte transversal abdominal do indiv́ıduo do sexo
masculino do VHD. Fonte: U.S. National Library of Medicine
(www.nlm.nih.gov/research/visible/getting data.html).
(a) (b)
Figura 4.2: Corte transversal do antebraço direito: (a) imagem obtida a partir da
Fig. 4.1; e (b) representação do domı́nio f́ısico e sua fronteira.
O modelo f́ısico proposto considera o processo de biotransferência de calor no
domı́nio, compreendendo
(a) a difusão de energia no domı́nio, através de condução de calor;
(b) a influência da perfusão do sangue nas diferentes regiões do sistema, na forma
de aquecimento/resfriamento, de forma proporcional à diferença entre as tem-
peraturas arterial e local;
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(c) o aquecimento devido ao metabolismo intŕınseco do tecido biológico;
(d) o aquecimento local, realizado por uma fonte externa;
(e) o resfriamento por convecção com o ambiente externo, na fronteira ∂Ω;
(f) o acúmulo de energia, ao longo do tempo.
O modelo f́ısico também conta com algumas hipóteses simplificadoras, listadas
abaixo. Algumas hipóteses (b-d) são realizadas apenas com o objetivo de reduzir
a quantidade de regiões diferentes e simplificar a modelagem e podem ser retiradas
do modelo sem prejúızo do protocolo computacional aqui proposto. O mapeamento
das diferentes regiões do domı́nio f́ısico resultante destas hipóteses é mostrado na
Fig. 4.3. As hipóteses realizadas são:
(a) as propriedades termof́ısicas são consideradas isotrópicas e apenas as suas va-
riações em relação à posição são consideradas, desprezando-se posśıveis efeitos
associados à variações de temperatura e do tempo;
(b) os ossos cortical e medular são considerados como uma única estrutura;
(c) o conjunto derme/epiderme é considerado como uma única estrutura;
(d) a transferência de calor devida à presença de grandes vasos sangúıneos, como
artérias e veias, é desprezada;
(e) o aquecimento via fonte externa é limitado a uma pequena região do domı́nio.
Um comentário adicional deve ser tecido, em relação à hipótese (a). Nota-se que
assumir como despreźıveis as variações das propriedades termof́ısicas, em função
da temperatura, pode se mostrar uma hipótese muito forte. Em particular, este
é o caso, quando se considera o processo de ablação, onde altas temperaturas são
atingidas. Por outro lado, em tratamentos por hipertermia, estas temperaturas
são substancialmente menores, em comparação. Desta forma, os algoritmos aqui
desenvolvidos tem como foco apenas o tratamento por hipertermia e a sua posśıvel
aplicação em tratamentos por ablação deve ser investigada tendo em vista esta
limitação.
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Figura 4.3: Mapeamento dos diferentes tipos de tecido considerados no modelo f́ısico.
4.2 Modelo Matemático
O modelo matemático selecionado para representar o balanço de energia no
domı́nio do problema é dado por PENNES [56], através das Eqs. (4.1a)-(4.1c). Este
modelo possui os seguintes parâmetros: a massa espećıfica ρ; o calor espećıfico a
pressão constante cp; a condutividade térmica k; a taxa de perfusão sangúınea no
tecido ωb; a massa espećıfica do sangue ρb; o calor espećıfico a pressão constante
do sangue cb; a temperatura arterial Ta; o coeficiente de transferência de calor por
convecção h; a temperatura externa T∞; a temperatura de referência T0; o termo
de geração de energia metabólica gm; e a geração de energia gh devido à uma fonte
externa de aquecimento.
ρ (r) cp (r)
∂T
∂t
= ∇ · [k (r)∇T ] + ωbρbcb [Ta − T (r, t)] +




+ hT = hT∞, r ∈ ∂Ω, t > 0; (4.1b)
T (r, t) = T0 (r) , r ∈ Ω, t = 0. (4.1c)
Considerando que, na TRM, a variável observada é a variação de temperatura
ΔT , deseja-se uma formulação na qual esta grandeza apareça de forma expĺıcita.
Isto pode ser feito através da mudança de variáveis apresentada na Eq. (4.2), onde
T0 é a mesma temperatura de base discutida na Seç. 3.6, enquanto ΔT representa
48
um aumento de temperatura2, em relação à T0.
T (r, t) = T0 (r) +ΔT (r, t) . (4.2)
A aplicação desta mudança de variáveis na Eq. (4.1a) resulta em
ρ (r) cp (r)
∂ΔT
∂t
= ∇ · [k (r)∇T0] +∇ · [k (r)∇(ΔT )] +
+ ωbρbcb [Ta − To (r)−ΔT (r, t)] + gh (r, t) + gm (r) . (4.3)
Nesta formulação, aparecem simultaneamente ΔT e T0. Esta equação pode ser
simplificada, considerando que a solução do problema, no regime permanente e sem
a aplicação de aquecimento externo, é dada por
∇ · [k (r)∇T0] + ωbρbcb [Ta − T0 (r)] + gm (r) = 0. (4.4)
Em outras palavras: a determinação da temperatura T0 sem imposição de aqueci-
mento externo depende apenas da solução do problema de biotransferência de calor
dado pela Eq. (4.4). Em seguida, aplicando a Eq. (4.4) à Eq. (4.3), resulta que
ρ (r) cp (r)
∂ΔT
∂t
= ∇ · [k (r)∇(ΔT )]− ωbρbcbΔT (r, t) + gh (r, t) . (4.5)










+ h [T0 (r) +ΔT (r, t)] = hT∞. (4.6)








+ hΔT (r, t) = 0, r ∈ ∂Ω. (4.7b)
Já no caso da condição inicial, é posśıvel verificar que
ΔT = 0, t = 0, r ∈ Ω. (4.8)
Com isso, são obtidos os modelos de biotransferência de calor a serem considerados
nesta tese. Por motivos de referência, ambos os problemas encontram-se repetidos
2A rigor, ΔT pode ser positivo ou negativo, não sendo necessariamente um aumento de tem-
peratura. Entretanto, tendo em vista o problema estudado nesta tese, foi selecionado o termo
“aumento de temperatura”para designar essa grandeza.
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a seguir, cada qual agrupado com as respectivas condições de contorno/iniciais:
Modelo para ΔT (r, t) — Regime Transiente
ρ (r) cp (r)
∂ΔT
∂t
= ∇ · [k (r)∇(ΔT )]− ωbρbcbΔT (r, t) + gh (r, t) ,




+ hΔT (r, t) = 0, r ∈ ∂Ω, t > 0; (4.9b)
ΔT = 0, r ∈ Ω, t = 0. (4.9c)
Modelo para T0 (r) — Regime Permanente




+ hT0 (r) = hT∞, r ∈ ∂Ω. (4.10b)
Nota-se que:
(a) O modelo transiente não depende da temperatura de referência T0, i.e., da
condição inicial do problema original de biotransferência de calor. Isto se dá
pois, caso nenhum aquecimento seja aplicado, nenhuma variação de tempera-
tura será observada (i.e., gh = 0 ∴ ΔT = 0);
(b) A solução do problema envolvendo T0 pode ser realizada como etapa de
pré/pós-processamento, permitindo que, durante a obtenção das medidas ex-
perimentais, a estrutura computacional dispońıvel dedique-se apenas a estimar
o valor de ΔT – o que é realizado pela TRM;
(c) O conhecimento dos valores de T0 e ΔT permite que sejam calculados os
valores de temperatura absoluta na região analisada (cf. Eq. (4.2)), sendo
portanto uma solução para o problema crônico do método PRF-Shift, descrito
na Seç. 3.6, de apenas produzir medidas da variações em relação à temperatura
de base.
A solução numérica dos problemas de biotransferência de calor apresentados
nesta seção é realizada através do Método dos Volumes Finitos (MVF), aplicado em
malhas não-estruturadas [57]. O processo de discretização e solução do problema é
apresentado e discutido na Seç. 4.5.
4.3 Modelos de Aquecimento
Dentre as vantagens apontadas no modelo proposto para este trabalho, inclui-se a
versatilidade, em relação ao método de aquecimento. Nota-se, através da Eq. (4.9a),
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que o termo-fonte é descrito genericamente, sendo o seu comportamento determinado
externamente ao modelo de biotransferência de calor. Desta forma, dois modelos
de aquecimento são apresentados a seguir, com base em trabalhos encontrados na
literatura e focados no problema de hipertermia.
4.3.1 Radiofrequência
Nesta seção, é apresentado o primeiro modelo de aquecimento, baseado em ra-
diofrequência e apresentado nos trabalhos de VARON et al. [58] e VARON et al.
[59]. O termo-fonte é estacionário (i.e., gh (r, t) = gh (r)) e modelado de acordo com
a Eq. (4.11), dada a seguir:
gh (r) =
�









|E (r)|2 . (4.11)
Esta equação depende dos seguintes parâmetros: a razão entre a área ocupada pelas
nanopart́ıculas e a área do tumor θ; a condutividade elétrica ke; a susceptibili-
dade magnética das nanopart́ıculas χ��; a permeabilidade magnética do vácuo µ03;
a frequência eletromagnética f ; o raio de indução magnética R; e pelo quadrado
da intensidade do campo elétrico E que, em casos envolvendo altas frequências, é
obtido através do potencial elétrico u, descrito pela Eq. (4.12), dada a seguir:
E (r) = −∇u (r) . (4.12)
Desta forma, para quantificar o termo fonte, é necessário determinar os
parâmetros acima e calcular o campo de potencial elétrico. O modelo f́ısico con-
siderado para este fim é ilustrado na Fig. 4.4. O interior do domı́nio (Ω) é, es-
sencialmente, o mesmo considerado para o problema de biotransferência de calor,
enquanto a fronteira do domı́nio é dividida em dois pares de condição de contorno:
no primeiro par (∂Ω1 e ∂Ω2), aplica-se a condição de contorno de primeiro tipo;
enquanto, no segundo par (∂Ω3 e ∂Ω4), é considerada a condição de contorno de
segundo tipo, representando um tipo de isolamento elétrico.
O modelo matemático resultante das hipóteses tomadas na seção anterior é dado
pelas Eqs. (4.13a)-(4.13d). Este modelo considera que os campos eletromagnéticos
são aplicados com alta frequência e sua descrição pode ser encontrada no trabalho
3µ0 = 4π × 10−7 H/m.
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Figura 4.4: Domı́nio f́ısico considerado para o cálculo do potencial eletromagnético.
de VARÓN [60].
∇ · [� (r)∇u (r)] = 0, r ∈ Ω; (4.13a)
u = u+, r ∈ ∂Ω1; (4.13b)
u = u−, r ∈ ∂Ω2; (4.13c)
∂u
∂n
= 0, r ∈ ∂Ω3 ∪ ∂Ω4. (4.13d)
Matematicamente, este problema apresenta uma similaridade, em relação ao pro-
blema de biotransferência de calor descrito pela Seç. 4.2, que é a presença de um
termo difusivo na equação governante. Outra similaridade nesta equação está na
condição de contorno (cf. Eq. (4.9b)), que pode ser vista como uma generalização
das condições de contorno aqui utilizadas. Em relação ao termo difusivo, nota-se que
a sua discretização, para a solução do problema via MVF, pode ser feita utilizando
o mesmo procedimento utilizado para o problema de biotransferência de calor (cf.
Seç. 4.5). Ademais, trata-se de um problema em regime permanente, sendo resolvido
através da solução de um sistema de equações algébricas. Este problema foi resol-
vido através do Método do Gradiente Biconjugado, através da subrotina linbcg.f90,
fornecida por PRESS et al. [61]. Em todos os casos apresentados ao longo desta
tese, é assumido que u− = 0 V, enquanto diferentes valores de u+ são considerados,
de acordo com a intensidade desejada para o termo-fonte.
4.3.2 Diodo Laser
O segundo modelo de aquecimento considerado neste trabalho é baseado em
irradiação por laser, tendo sido apresentado nos trabalhos de [62, 63]. Novamente,
o termo-fonte é estacionário (gh (r, t) = gh (r)), porém o mecanismo f́ısico envolvido
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é diferente. O corpo a ser tratado é sujeito à irradiação por um laser colimado, na
faixa do infravermelho próximo. O aquecimento local, promovido pela propagação
deste feixe de luz e sua absorção pelo tecido, é dado por
gh (r, t) = κ (r)φ (r) , (4.14)
onde φ é a fluência total, definida como razão entre a potência radiativa incidente
sobre uma pequena esfera e a sua área. Já κ é o coeficiente de absorção e é uma
propriedade do tecido. Isto significa que a determinação do termo fonte, neste caso,
passa diretamente pela quantificação da fluência total. Uma abordagem t́ıpica é
separar φ em duas componentes:
φ (r) = φp (r) + φs (r) . (4.15)
A primeira, chamada de fluência primária [62] ou fluência colimada [63], associada à
luz não-difusa. O comportamento f́ısico desta componente pode ser descrito pela lei
de Beer-Lambert [63], que pode ser escrita na forma da EDO dada pela Eq. (4.16),




= −βtr (η)φp (η) , η > 0. (4.16)
O coeficiente de atenuação de transporte βtr é dado por
βtr = κ+ ξ
�
s, (4.17)
onde ξ�s é o coeficiente reduzido de espalhamento, dado pela Eq. (4.18), onde ξs é o






Desta forma, basta apenas definir a condição de contorno, para que seja posśıvel
obter a solução do problema. É posśıvel assumir um perfil Gaussiano para esta
condição de contorno, ou então uma irradiância plana, dada pela Eq. (4.19), onde
∂Ω5 diz respeito a uma pequena parte de ∂Ω, onde o feixe de luz é aplicado. Assim,




E0, r ∈ ∂Ω5;
0, caso contrário.
(4.19)
A segunda parte é chamada de fluência secundária [62] ou fluência difusiva [63],
associada à luz espalhada no interior do tecido. Diversas abordagens podem ser
encontradas na literatura para a sua determinação, dentre as quais a aproximação
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δ-P1 [63] é especialmente interessante, por permitir que o problema seja matemati-
camente formulado em termos de um problema difusivo. Este modelo é dado pelas
Eqs. (4.20a)-(4.20b) e possui os seguintes parâmetros: a constante difusiva D (cf.
Eq. (4.21)); o coeficiente reduzido de espalhamento ξ�s; o fator f
�
a, associado ao fator
de anisotropia fa (cf. Eq. (4.22)); o coeficiente de atenuação de transporte βtr; o
vetor unitário es, na direção de propagação do parte colimada do laser; o coeficiente











+ κ (r)φs (r) = ξ
�
s (r)φp (r) , r ∈ Ω; (4.20a)























4.4 Caracterização de Tecidos Biológicos
Para que soluções numéricas dos modelos matemáticos colocados acima sejam
obtidos, é necessário definir os valores das diversas propriedades f́ısicas presentes.
Os valores aqui utilizados foram selecionados com base no banco de dados de HAS-
GALL et al. [64], assim como em trabalhos voltados para a aplicação dos modelos de
aquecimento selecionados. Os valores encontram-se apresentados em tabelas, tendo
como base a divisão geométrica do domı́nio, de acordo com o ilustrado na Fig. 4.3,
reproduzida abaixo, por conveniência.
4.4.1 Propriedades Termof́ısicas
Neste primeiro grupo, são apresentados os valores selecionados para a massa es-
pećıfica, o calor espećıfico e a condutividade térmica. Os demais valores associados
ao processo de biotransferência de calor (coeficiente de perfusão e aquecimento por
metabolismo) são discutidos mais adiante. Em particular, é posśıvel obter não ape-
4Na Eq. (4.23), os termos R1 e R2 são o primeiro e o segundo momento do coeficiente de reflexão
de Fresnel [63].
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Figura 4.5: Mapeamento dos diferentes tipos de tecido considerados no modelo f́ısico.
nas valores pontuais para estas propriedades, mas também valores de desvio-padrão
e valores máximo e mı́nimo. Todos estes valores são apresentados nas Tabs. 4.1, 4.2
e 4.3, para ρ, cp e k, respectivamente.
Tabela 4.1: Valores selecionados para a massa espećıfica ρ [kg/m3] [64].
Tipo Média D.P. Intervalo
Epiderme 1109 14 [1100; 1125]
Osso/Medula Óssea 1178 149 [1080; 1350]
Músculo 1090 52 [1041; 1178]
Tabela 4.2: Valores selecionados para o calor espećıfico cp [J/kg
◦C] [64].
Tipo Média D.P. Intervalo
Epiderme 3391 233 [3150; 3662]
Osso/Medula Óssea 2274 234 [2060; 2524]
Músculo 3421 460 [2624; 3799]
4.4.2 Propriedades Elétricas
Nesta seção, são apresentados os valores das propriedades presentes no modelo
de aquecimento por radiofrequência, descrito na Seç. 4.3.1. Em comparação com a
seção anterior, estes valores, embora obtidos do mesmo banco de dados [64], possuem
apenas valores pontuais, não sendo disponibilizada informação sobre desvio-padrão
ou valores máximo e mı́nimo. Por outro lado, as propriedades são reportadas como
função da frequência, de modo que os valores selecionados para este trabalho e
apresentados na Tab. 4.4 são referentes a uma frequência de 1 MHz, selecionada
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Tabela 4.3: Valores selecionados para a condutividade térmica k [W/m◦C] [64].
Tipo Média D.P. Intervalo
Epiderme 0.37 0.06 [0.32; 0.50]
Osso/Medula Óssea 0.31 0.03 [0.29; 0.36]
Músculo 0.49 0.04 [0.42; 0.56]
com base no trabalho de VARON et al. [58]. As informações sobre a permissividade
� dos diferentes tecidos são dadas na forma da permissividade relativa �r.
Tabela 4.4: Valores selecionados para as propriedades elétricas, avaliadas a uma
frequência de 1 MHz [58, 59, 64].
Tipo ke [S/m] �r
Epiderme 0.0132 991
Osso/Medula Óssea 0.0904 249
Músculo 0.5030 1840
4.4.3 Propriedades Óticas
Nesta seção, são apresentados os valores para algumas propriedades presentes no
modelo de aquecimento por diodo laser, descrito na Seç. 4.3.2. Estes valores foram
obtidos com base nos trabalhos de LAMIEN [62] e LAMIEN et al. [63] e, assim
como no caso anterior, apenas valores pontuais foram encontrados. Todas as demais
propriedades presentes no modelo de aquecimento podem ser obtidas através dos
valores aqui apresentados, na Tab. 4.5.
Tabela 4.5: Valores selecionados para as propriedades óticas [62, 63].
Tipo κ [1/m] ξs [1/m] fa
Epiderme 122 22500 0.9
Osso/Medula Óssea 54 6670 0.9
Músculo 54 6670 0.93
4.4.4 Perfusão Sangúınea e Metabolismo
Conforme descrito na Seç. 4.2, o modelo de Pennes descreve os fenômenos de per-
fusão sangúınea e metabolismo através dos parâmetros taxa de perfusão sangúınea
ωb; e termo de geração metabólica de calor gm. Para os tecidos selecionados, durante
a modelagem realizada na Seç. 4.2, os valores destes parâmetros são dados pelas
Tabs. 4.6 e 4.7, respectivamente. Os valores são apresentados tanto nas unidades
originais disponibilizadas, quanto convertidos para o SI. Por fim, foram selecionados
56
para a massa espećıfica e o calor espećıfico do sangue, os valores de ρb = 1050 kg/m
3
e cb = 3617 J/m
3◦C [64], respectivamente.
Tabela 4.6: Valores de taxa de perfusão obtidos de HASGALL et al. [64] na unidade
original e convertida para o modelo de Pennes.
Tipo ωb/ρ [ml/min kg] [64] ωb [1/s]
Derme/Epiderme 106 1.9769× 10−3
Osso/Medula Óssea 30 0.5890× 10−3
Músculo 37 0.6722× 10−3
Tabela 4.7: Valores de geração metabólica de energia de HASGALL et al. [64] na
unidade original e convertida para o modelo de Pennes.
Tipo gm/ρ [W/kg] [64] gm [W/m
3]
Derme/Epiderme 1.65 1846.35
Osso/Medula Óssea 0.46 541.88
Músculo 0.91 991.9
Os valores apresentados acima são referentes ao tecido saudável. Porém, para que
as modelagens realizadas nesta tese aproximem-se de um cenário real de hipertermia,
é posśıvel considerar, para a região a ser aquecida, propriedades f́ısicas associadas a
tecidos neoplásicos. Embora seja razoável assumir que as propriedades termof́ısicas,
elétricas e óticas de tecidos sãos e neoplásicos não apresentem variações significati-
vas entre si, não é posśıvel supor o mesmo para a taxa de perfusão sangúınea e a
geração metabólica, visto que células canceŕıgenas destacam-se justamente pelo seu
metabolismo anormal. Diversos trabalhos encontrados na literatura [58, 65–68] têm




420 W/m3, tecido saudável
4200 W/m3, tecido neoplásico
; (4.24)
porém, estes valores são originalmente descritos como “assumidos para um tumor
altamente vascularizado e situado sob a pele” [69], sendo, portanto, hipotéticos.
Além disso, o valor de 420 W/m3, tomado como referente ao “tecido são”, não
concorda com nenhum dos dados encontrados no banco de dados de HASGALL
et al. [64]. Desta forma, ao invés de adotar formalmente os valores dados pela
Eq. (4.24), escolheu-se considerar apenas a informação de que as intensidades da
perfusão sangúınea e da geração metabólica na região tumoral são 4 e 10 vezes
maiores, respectivamente, em relação ao tecido são.
5Em alguns destes trabalhos, ωb é multiplicado por 4, baseando-se no artigo de LIU e XU [69].
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4.4.5 Aplicação de Nanopart́ıculas
Conforme mencionado no Cap. 2, uma das principais restrições ao processo
de hipertermia é a necessidade de garantir que o tecido neoplásico seja tratado
sem que a região vizinha e sã seja prejudicada. Entretanto, devido à natureza
diversa dos mecanismos de aquecimento (dentro os quais alguns foram apresentados
neste caṕıtulo), nem sempre é posśıvel atender a esta condição. Este problema
pode ser resolvido através da aplicação de nanopart́ıculas, que são materiais
nanométricos com dimensão caracteŕıstica entre 5 e 1000 nm, tipicamente feitas
de ouro ou de óxido de ferro [60]. Estas nanopart́ıculas apresentam uma pro-
priedade, conhecida como enhanced permeability and retention6 (EPR), que faz
com que as estas nanopart́ıculas tendam a se acumular nos tecidos tumorais,
em comparação com tecidos sãos. Isto, portanto, facilita a aplicação de nano-
part́ıculas, por exemplo, através da corrente sangúınea. Por outro lado, questões
associadas à aplicação, manipulação, toxicidade, e retirada destas nanopart́ıculas
são tópicos importantes e que têm sido estudados, ao longo das últimas décadas [60].
Neste trabalho, a deposição localizada de nanopart́ıculas, nas regiões de inte-
resse, permite que o aquecimento ocorra de forma concentrada e mais intensa, em
comparação com o restante do domı́nio. De modo geral, é assumido que a adição
das nanopart́ıculas aqui consideradas não afeta a perfusão sangúınea ou a geração
metabólica.
Aquecimento por Radiofrequência
Diferentes tipos de nanopart́ıculas foram selecionadas para os modelos de aqueci-
mento contemplados nesta tese, com base nos trabalhos selecionados como referência.
No caso do aquecimento via RF, foram utilizadas nanopart́ıculas de óxido de ferro
Fe3O4, cujas propriedades termof́ısicas e elétricas são dadas pela Tab. 4.8 [58].
Tabela 4.8: Propriedades f́ısicas das nanopart́ıculas de Fe3O4 [58].
ρ [kg/m3] cp [J/kg
◦C] k [W/m◦C] ke [S/m]
5180 4000 40 25000
Com a adição das nanopart́ıculas na região a ser aquecida, é necessário descre-
ver quantitativamente como estes elementos afetam as variáveis desejadas — i.e.,
a temperatura e o potencial elétrico. Do ponto de vista macroscópico, isto é feito
considerando valores para as propriedades f́ısicas que sejam representativos da com-
binação entre tecido e nanopart́ıculas. Tipicamente, isto é feito através de regras de
6Sem tradução para o português.
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mistura, como as dadas pelas Eqs. (4.25a)-(4.25d). Estas equações são amplamente
reportadas na literatura [58, 59, 67], sendo os subscritos “t”e “n”referentes à região
aquecida (possivelmente um tumor) e às nanopart́ıculas, respectivamente. No caso
particular de �r, foi assumido que �r,t+n = 1.2�r,t [58]. Nenhuma regra de mistura foi
considerada para a taxa de perfusão ou para a geração metabólica, devido à hipótese
de que adição das nanopart́ıculas não afeta esses processos.
ρt+n = (1− θ) ρt + θρn; (4.25a)



















Como é posśıvel observar, estas propriedades f́ısicas globais são dadas na forma de
médias ponderadas ou harmônicas, onde o coeficiente θ é conhecido como concen-






onde np representa a quantidade de nanopart́ıculas, r o raio médio das nano-
part́ıculas (assumidas circulares); e At a área da região de aplicação — i.e., a área
do tumor [58, 67]. Já em casos tridimensionais, θ é dado pela Eq. (4.27), onde Vt é






Aquecimento por Diodo Laser
No caso do modelo de aquecimento via diodo laser, são utilizadas nanobarras
de ouro, também depositadas na região a ser aquecida. Em comparação com o
caso anterior, aqui é assumido que a presença destas nanopart́ıculas afeta apenas os
coeficientes de absorção e espalhamento, cujos valores globais são dados na Tab. 4.9.
É assumido que o raio efetivo das nanobarras é de 11.43 nm, que a razão de aspecto
é de 3.9 e a concentração é de 3× 1015/m3 [63].
Tabela 4.9: Propriedades óticas do tumor contendo nanobarras de ouro, a uma
concentração de 3× 1015/m3.
κ [1/m] ξs [1/m]
188.38 22505.19
59
4.5 Método dos Volumes Finitos
4.5.1 Solução Numérica
Após obter os modelos f́ısico e matemático, resta definir o método computacional
a ser utilizado para resolver as Eqs. (4.9a)-(4.9c) e as Eqs. (4.10a)-(4.10b), sendo
este o método dos Volumes Finitos (MVF)7. Dada a geometria irregular do corpo
a ser estudado, as derivações tipicamente encontradas na literatura — baseadas em
malhas estruturadas, constrúıdas a partir de sistemas de coordenadas, como o retan-
gular ou o ciĺındrico — não são adequadas para resolver este problema. Portanto,
decidiu-se trabalhar com uma malha não estruturada, constitúıda de volumes8 tri-
angulares, reconhecidamente os mais versáteis para a representação de geometrias
complexas [70]. A construção de uma malha não estruturada genérica, assim como
o detalhe de um elemento triangular são mostrados na Fig. 4.6.
(a) (b)
Figura 4.6: Construção de malhas 2D não estruturadas: (a) Modelo genérico, con-
tendo volumes triangulares e quadrangulares, centrado no volume; e (b) detalhe de
um volume triangular. Fonte: VERSTEEG e MALALASEKERA [57].
O processo de construção da malha foi totalmente realizado no software
GMSH [71], que permitiu a demarcação das interfaces delimitadas na Fig. 4.3. Por
fim, a geração numérica da malha resultou em 2973 nós e 5778 elementos9, sal-
7Os algoritmos desenvolvidos e apresentados ao longo desta tese não impõem o MVF como
único algoritmo a ser empregado para resolver os problemas diferenciais parciais. Outros métodos
presentes na literatura, como os métodos das Diferenças Finitas e Elementos Finitos, também
podem ser empregados.
8No MVF, cada “elemento”da malha é tratado como um volume de controle individual. Desta
forma, nesta tese, os elementos da malha também serão referidos como “volumes”, apesar dos
problemas serem bidimensionais.
9A rigor, o software GMSH gera malhas para softwares de elementos finitos e, portanto, sua
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vos em um arquivo com formato MSH, cuja estrutura pode ser lida e facilmente
compreendida. Um comparativo entre a imagem inicial do corte transversal do an-
tebraço e a malha numérica resultante é mostrado na Fig. 4.7. O arquivo contendo
as informações da malha gerada foi usado para construir um código computacional
capaz de ler estas informações e resolver numericamente os problemas diferenciais
parciais descritos na Seç. 4.2, através do MVF. O processo de discretização dos ter-
mos destas equações foi feito de acordo com o método descrito por VERSTEEG
e MALALASEKERA [57], onde foi utilizado o termo de difusão cruzada proposto
por MATHUR e MURTHY [72] para corrigir posśıveis imprecisões em malhas que
não sejam completamente ortogonais10.
(a) (b)
Figura 4.7: Comparação entre (a) imagem original (cf. Fig. 4.2a); e (b) malha não
estruturada, com elementos triangulares.
A rigor, o objetivo do MVF é transformar uma equação diferencial parcial em
um sistema de equações diferenciais ordinárias. Este sistema, por sua vez, pode ser
resolvido através de diversas técnicas de integração, das quais a mais utilizada é
o método de Euler, tanto em sua versão impĺıcita como expĺıcita [57, 70]. O uso
destes métodos é conveniente no escopo deste trabalho, vista a necessidade de se
escrever a evolução do sistema ao longo do tempo na forma de um modelo linear (cf.
Cap. 5), sendo escolhido para este trabalho o método expĺıcito11. Desta forma, uma
linguagem é voltada para o uso desta técnica. Entretanto, não há nenhum impedimento em aplicar
técnicas como o MVF nesta malha, bastando que se considere cada elemento como um volume de
controle [57].
10São consideradas malhas completamente ortogonais aquelas onde a linha que liga os centroides
de dois volumes vizinhos é normal à interface entre estes mesmos volumes, ao longo de toda a
malha [57].
11Apesar de possuir estabilidade condicional, o método expĺıcito é computacionalmente eficiente,
em comparação ao método impĺıcito. Este, por sua vez, é incondicionalmente estável, mas requer
uma etapa extra de pré-processamento, ao se fazer necessário a inversão de uma matriz que, dada
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análise do problema discretizado é necessária, de modo a se obter o valor máximo de
passo no tempo que resulta em soluções numéricas estáveis. Esta análise é iniciada
com o modelo discretizado de VERSTEEG e MALALASEKERA [57], referente à















O primeiro termo no lado direito da Eq. (4.28) refere-se ao termo difusivo da













Figura 4.8: Detalhe do contato entre o volume de controle em análise (P) e um
de seus vizinhos (A), para aplicação do método de MATHUR e MURTHY [72].
Fonte: VERSTEEG e MALALASEKERA [57].
É importante destacar que, no termo fonte, existe uma parcela proporcional à tempe-
ratura do volume local do volume (ΔTP ), somada à geração interna total de energia,
através do aquecimento externo, também avaliada no volume P (cf. Fig. 4.8):
ST = −ρbcbωbΔTP + gh,P . (4.30)
Com isto, é posśıvel escrever a equação diferencial ordinária (EDO) para o ı́-ésimo
a malha obtida na Seç. 4.5, é excessivamente grande e o seu cálculo pode ser proibitivo, do ponto
de vista computacional.
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volume, dada pela Eq. (4.31). Considerando esta equação para todos os volumes da
malha, o resultado é um sistema de equações diferenciais ordinárias, onde inclui-se
também a informação das condições de contorno, discretizadas através do balanço







[Di (ΔTAi −ΔTP ) + SD−c,i] +
+ (−ρbcbωbΔTP + gh,P )ΔVi. (4.31)
O resultado deste processo de discretização pode ser melhor observado, considerando
um vetor x, dado pela Eq. (4.32), contendo os valores deΔT ao longo dos nv volumes












Com base nesse vetor x, a Eq. (4.31) pode ser reescrita na forma da Eq. (4.33). Esta
forma será considerada em detalhes na Seç. 5.5.
dx
dt
= Dx+ b. (4.33)




(ΔT ∗P −ΔTP ) =
�
i
[Di (ΔTAi −ΔTP ) + SD−c,i] +
+ (−ρbcbωbΔTP + gh,P )ΔVi, (4.34)
onde ΔT ∗P é a temperatura do volume P no tempo t+Δt, enquanto os demais valores
de temperatura são referentes ao tempo t. Esta equação pode ser reorganizada,
agrupando os termos que envolvem ΔTP , de modo a obter














[DiΔTAi + SD−c,i] + gh,PΔVi
�
. (4.35)
A parte entre colchetes, no primeiro termo do lado direito da Eq. (4.35) deve ser
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observada. De acordo com PATANKAR [73], os coeficientes associados aos valores
de temperatura em equações como a Eq. (4.35) devem possuir sempre os mesmos
sinais12; caso contrário, a solução se tornará instável, podendo não convergir ou, até









Observando a equação acima, nota-se que o termo ΔVi implica que cada volume
na malha possuirá um valor máximo admisśıvel para Δt. Porém, sendo necessário
utilizar o mesmo valor para Δt em toda a malha, resulta que
max [Δt] ≤ min
�
ρcpΔVi�
i Di + ρbcbωbΔVi
�
. (4.37)
Após obter a Eq. (4.37), resta definir os valores das propriedades térmicas ao longo
do domı́nio do problema. Com base nos valores apresentados na seção anterior (cf.
Seç. 4.4), resulta que max [Δt] = 6.2494× 10−2 s.
4.5.2 Norma do Campo Elétrico
No caso particular do aquecimento por RF, a solução da EDP dada pelas
Eqs. (4.13a)-(4.13d) é obtida com o objetivo de calcular o campo elétrico E (r).
Este campo é calculado através da relação











porém, devido ao uso de malhas não-estruturadas, as derivadas parciais nas direções
x e y não são conhecidas explicitamente. Sendo assim, é necessário definir como a
intensidade do gradiente de potencial elétrico pode ser calculada, através das deriva-
das direcionais utilizadas no MVF aplicado em malhas não-estruturadas (cf. VERS-
TEEG e MALALASEKERA [57]). Para resolver este problema, a intensidade do
campo elétrico foi calculada, em cada volume de controle da malha, considerando
um sistema de coordenadas não-ortogonal, onde a norma é dada pela Eq. (4.39),
onde e1 e e2 são os vetores de uma base não-ortonormal (cf. Fig. 4.9) e E1 e E2
são as respectivas componentes de E. Todas estes quatros elementos são obtidos
naturalmente, durante a discretização do problema, sendo a sua aplicação simples,
do ponto de vista prático. Nota-se também que, caso o sistema de coordenadas seja
12Por convenção, assume-se que todos os coeficientes devem ser positivos [73].
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ortogonal, a Eq. (4.38) é recuperada.
|E (r)|2 = E21 + 2E1E2e1 · e2 + E22 . (4.39)
Figura 4.9: Ilustração de um volume de controle e alguns volumes vizinhos.
4.6 Verificação dos Códigos Computacionais
Os códigos computacionais utilizados para realizar a solução numérica dos
problemas apresentados nesta tese foram desenvolvidos especificamente para este
propósito, em linguagem FORTRAN90. Desta forma, para garantir que este códigos
estão obtendo soluções com boa qualidade e respeitando as limitações encontradas
na seção anterior, é necessário que seja feita a verificação dos mesmos.
4.6.1 Problema de Biotransferência de Calor
As soluções de ambos os problemas de biotransferência de calor (regimes transi-
ente e permanente) foram comparadas com resultados de referência, obtidos através
do software COMSOL Multiphysics. A mesma malha numérica obtida na Seç. 4.5 foi
utilizada na obtenção destes resultados de referência, sendo importada no COMSOL
em formato BDF13, conforme ilustrado pela Fig. 4.10.
Problema Permanente
O cálculo de T0 (r) requer a solução do problema dado pelas Eqs. (4.10a)-(4.10b)
— um problema em regime permanente. Em situações deste tipo, o MVF transforma
a EDP original em um sistema de equações algébricas, cuja solução pode ser obtida
através de várias técnicas dispońıveis na literatura. Dentre estas, foi selecionado o
método do Gradiente Biconjugado, através do código computacional “linbcg.f90”,
disponibilizado por PRESS et al. [61]. A solução deste problema é comparada com a
13Formato dispońıvel através do próprio software GMSH [71].
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Figura 4.10: Malha obtida na Seç. 4.5 importada no COMSOL.
solução de referência na Fig. 4.11, apresentando excelente concordância14, com erros
percentuais, em relação à solução de referência, menores que 0.3 %.
(a) (b)
Figura 4.11: Verificação da solução do problema permanente: (a) software desen-
volvido; e (b) COMSOL.
14As aparentes distorções existentes nos gráficos se dão pelo fato de que não foi aplicada nenhuma




A integração numérica necessária para o cálculo da solução transiente foi reali-
zada através do método de Euler expĺıcito. A simulação foi realizada considerando
uma duração f́ısica de 60 segundos e que a região a ser aquecida foi submetida a um
aquecimento uniforme, constante e igual a 105 W/m3. Os campos de temperatura
para t =20, 40 e 60 s, são comparados com os valores de referência nas Figs. 4.12-
4.14. A concordância entre os resultados é excelente, resultando em erros relativos
menores que 1%. Ao observar os campos de aumento de temperatura obtidos, nota-
se que não é posśıvel notar um efeito diferenciado, devido a estruturas como os ossos,
por exemplo. Em parte, isto pode ser explicado pelo fato de que os valores atingidos
de aumento de temperatura nesta região são baixos, mantendo-se bastante próximos
do zero.
(a) (b)
Figura 4.12: Verificação da solução do problema transiente em t = 20 s: (a) software
desenvolvido; e (b) COMSOL.
4.6.2 Aquecimento por Radiofrequência
Assim como no caso do problema de biotransferência de calor, a verificação
da solução numérica do problema do potencial eletrostático é feita através da
comparação entre os resultados obtidos com o código desenvolvido e com o
software COMSOL. Os campos de potencial elétrico referentes a estas soluções
são apresentados na Fig. 4.15, onde u+ = 10 V foi aplicado na fronteira ∂Ω1
(cf. Fig. 4.4). Nota-se que há boa concordância entre as soluções. Esta com-
paração pode ser observada também na Fig. 4.16, onde é apresentado o erro
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(a) (b)
Figura 4.13: Verificação da solução do problema transiente em t = 40 s: (a) software
desenvolvido; e (b) COMSOL.
(a) (b)
Figura 4.14: Verificação da solução do problema transiente em t = 60 s: (a) software
desenvolvido; e (b) COMSOL.
absoluto entre as duas soluções15. De modo geral, observa-se novamente a boa
concordância entre as soluções. Os maiores valores de erro ocorrem em regiões
onde os gradientes são mais intensos (i.e., na vizinhança entre duas condições
de contorno diferentes), porém mantém-se ainda suficientemente pequenos (não
são maiores do que 0.5 V), em comparação com os valores locais de potencial elétrico.
Tendo obtido uma solução adequada para o campo de potencial elétrico, é




Figura 4.15: Verificação da solução do problema do potencial elétrico: (a) software
desenvolvido; e (b) COMSOL.
Figura 4.16: Erro absoluto entre as soluções do problema do potencial elétrico ob-
tidas pelo código desenvolvido e o COMSOL.
posśıvel calcular a intensidade do campo elétrico (cf. Eq. (4.39)), ilustrada na
Fig. 4.17. Em comparação com os campos de temperatura mostrados nas Figs. 4.12-
4.14, aqui a estrutura óssea produz efeitos viśıveis nos valores obtidos. Após obter
este resultado, é posśıvel obter o termo-fonte de aquecimento por radiofrequência
com e sem a aplicação de nanopart́ıculas. Estes resultados são apresentados nas
Figs. 4.18a e 4.18b, onde é posśıvel observar claramente o efeito positivo da presença
das nanopart́ıculas, fazendo com o que termo fonte seja concentrado e intensificado
na região de interesse. Além disso, o aquecimento ocorre de forma razoavelmente
uniforme, o que representa outro aspecto positivo deste método de aquecimento.
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Figura 4.17: Distribuição da intensidade do campo elétrico.
(a) (b)
Figura 4.18: Termos-fonte obtidos através do potencial elétrico dado pela Fig. 4.15:
(a) sem aplicação de nanopart́ıculas; e (b) com aplicação de nanopart́ıculas.
4.6.3 Aquecimento por Diodo Laser
Por fim, é obtido o termo-fonte de aquecimento referente ao modelo do diodo
laser. Conforme foi apresentado na Seç. 4.3.2, este termo-fonte é diretamente pro-
porcional à fluência total φ, que é separada em duas partes (fluências primária φp
e secundária φs). O comportamento da fluência primária é dado pela lei de Beer-
Lambert [62], escrita na forma de uma equação diferencial ordinária, ao longo da
direção de propagação do feixe colimado. Este problema foi resolvido numerica-
mente através do método de Euler expĺıcito, considerando uma irradiância plana,
normalmente incidente sobre a região ilustrada na Fig. 4.19 e com fluxo de potência
de 2000 W/m2. Este valor de potência foi selecionado de forma emṕırica, para que
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a região aquecida apresentasse variação de temperatura da ordem de alguns graus.
Figura 4.19: Ponto de aplicação e direção do feixe colimado.
O comportamento da fluência secundária é descrito em termos de um problema
difusivo, resolvido com o código testado e verificado nas seções anteriores. Entre-
tanto, devido à posição selecionada para o aquecimento e às propriedades óticas dos
tecidos envolvidos, a luz incidente sobre o tecido é absorvida na região próxima à
superf́ıcie, fazendo com que nenhum aquecimento se manifeste na região desejada.
O termo-fonte resultante e a fluência total são mostrados nas Figs. 4.20a e 4.20b,
respectivamente, enquanto as fluências primárias e secundárias são mostradas nas
Figs. 4.21a e 4.21b, respectivamente. Uma vez que o objetivo de apresentar estes
modelos de aquecimento é meramente evitar a utilização de termos de aquecimento
idealizados e dar um passo inicial para possibilitar o acoplamento entre a medição
de temperatura e um sistema de controle do aquecimento, considera-se aqui, ex-
cepcionalmente, que o aquecimento é imposto de forma intrusiva, assumindo que o
laser emitido incide diretamente sobre a superf́ıcie do tumor. Neste caso, é posśıvel
obter um aquecimento viśıvel na região desejada, ilustrado na Fig. 4.22. Entretanto,
pode-se notar que não se verifica a mesma uniformidade observada no caso do aque-
cimento por RF, apesar da intensidade do aquecimento ser considerada razoável.
Além disto, a presença das nanopart́ıculas e o processo de difusão de calor no tecido




Figura 4.20: Aquecimento por diodo laser: (a) termo-fonte; e (b) fluência total.
(a) (b)
Figura 4.21: Aquecimento por diodo laser: (a) fluência primária; e (b) fluência
secundária.
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Figura 4.22: Termo fonte associado ao aquecimento por laser, descrito na Seç. 4.3.2.
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Caṕıtulo 5
Estimativa de Variáveis de Estado
5.1 Teoria de Inversão Estat́ıstica
As primeiras técnicas a se tornarem populares na solução de problemas inversos
traçavam como método para identificar uma incógnita x ∈ Rp a minimização de um
funcional S (x), dado por
S (x) = ||y − f (x)||2 , (5.1)
onde y ∈ Rq contém os valores observados experimentalmente — sendo tipicamente
contaminado por rúıdo — e f (x) representa a resposta de um modelo matemático.
Posteriormente, esta abordagem foi analisada de um ponto de vista estat́ıstico:
o valor de x que minimiza este funcional é equivalente à estimativa de máxima
verossimilhança, desde que seja assumido um conjunto de oito hipóteses estat́ısticas
a respeito dos erros experimentais, modelados como variáveis aleatórias [74]. Esta
abordagem é largamente utilizada até os dias atuais, tanto em trabalhos envolvendo
estimativa de parâmetros [74] quanto de funções [75, 76]; porém, algumas destas
hipóteses podem se mostrar demasiadamente restritivas, resultando em dificuldades.
Considere, por exemplo, a hipótese n◦ 7, mostrada a seguir1:
“As únicas variáveis que contém erros
aleatórios são as temperaturas medidas. As
medições de tempo, posição, dimensões do
corpo aquecido e todas as outras grandezas
aparecendo na formulação do problema inverso
são conhecidas com precisão.”2
1Neste exemplo, a hipótese é enunciada no contexto de um problema de transferência de calor,
sem perda de generalidade.
2Traduzido de BECK e ARNOLD [74].
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Basta este exemplo para que fique clara a restrição indicada; afinal, é sabido
que os valores de diversos parâmetros presentes em modelos matemáticos são
obtidos pela via experimental, trazendo intrinsecamente uma quantidade de
incertezas capaz de influenciar o valor das estimativas obtidas de forma inde-
sejável. Uma solução para esta dificuldade surgiu com a chamada “Teoria de
Inversão Estat́ıstica”, em grande parte popularizada devido ao trabalho de KAI-
PIO e SOMERSALO [77]. Neste trabalho, a teoria é apresentada da seguinte forma:
“O objetivo da teoria de inversão estat́ıstica
é extrair informação e avaliar a incerteza das
variáveis, baseado em toda a informação dis-
pońıvel sobre o processo de medição, assim
como na informação e modelos das incógnitas
que se encontram dispońıveis a priori.”3
Tão logo este objetivo é apresentado, o autor enuncia um conjunto de quatro
prinćıpios, que servem de alicerce para a a Teoria de Inversão Estat́ıstica, mostrados
a seguir [77]:
(a) todas as variáveis do modelo são modeladas como variáveis aleatórias;
(b) esta aleatoriedade descreve o grau de informação a respeito destes valores;
(c) o grau de informação a respeito destes valores é codificado na forma de distri-
buições de probabilidade;
(d) a solução do prolema inverso é a função distribuição de probabilidade a pos-
teriori.
Estes prinćıpios estabelecem um paradigma fundamentalmente diferente ao obser-
vado até então: enquanto a aplicação dos métodos clássicos de solução de problemas
inversos tipicamente resulta em estimativas pontuais, possivelmente acrescidas
de intervalos de confiança, esta nova abordagem busca identificar e quantificar a
informação dispońıvel a respeito das incógnitas, de forma estatisticamente robusta.
Isto resulta em uma série de vantagens, como a maior facilidade de inclusão de
informação conhecida a priori.
3Traduzido de KAIPIO e SOMERSALO [77].
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O quarto prinćıpio mostra que um dos elementos mais importantes nesta análise
é a função de probabilidade4 (fp) a posteriori π (x|y) — boa parte dos algoritmos
de solução são compostos de estratégias para caracterizá-la —, que representa a
probabilidade de um determinado valor de x, condicionada a um valor dado (i.e.
observado) de y. Esta função é comumente encontrada através do teorema de Bayes:
π (x|y) = π (y|x) π (x)
π (y)
. (5.2)
A fp a posteriori é, portanto, associada a três outras distribuições: a fp de verossimi-
lhança (i.e. likelihood) π (y|x); a fp a priori π (x); e a fp marginal das observações
π (y). Esta última é independente de x; desta forma, os algoritmos com foco na
estimativa de x tipicamente tratam esta grandeza como uma constante de norma-
lização. A abordagem aqui apresentada (ou “abordagem Bayesiana”) apresenta um
caminho para a solução do problema inverso: o desconhecimento da fp a posteriori
é compensado com a informação dispońıvel da fp a priori, em conjunto com vários
modelos dispońıveis e bem conhecidos para a fp de verossimilhança.
5.2 Problemas Inversos Não Estacionários
Em diversas aplicações é comum se deparar com situações onde as incógnitas
ou as observações — ou ambas — consideradas na análise do problema inverso são
transientes. Estes problemas são tipicamente conhecidos como problemas inversos
não estacionários e os métodos contidos na Teoria de Inversão Estat́ıstica capazes
de lidar com este problema são chamados de “métodos de filtragem Bayesiana” [77].
As incógnitas e as observações são aqui descritas como processos estocásticos e
assinaladas por {xn}∞n=0 e {yn}∞n=1, o primeiro sendo chamado de vetor de estados e
o segundo de vetor de observações. Estes processos são sujeitos a três postulados [77,
78] listados a seguir:
(a) o processo {xn}∞n=0 é Markoviano, de modo que a probabilidade de xn+1, con-
dicionada a todos os eventos anteriores de x, é igual à probabilidade de xn+1
condicionada a xn:
π (xn+1|x0,x1, . . . ,xn) = π (xn+1|xn) ; (5.3)
(b) o processo {yn}∞n=1 é Markoviano em relação à história de {xn}, de modo que
4Todas as funções de probabilidade utilizadas neste trabalho são cont́ınuas; portanto, por sim-
plicidade, a t́ıpica expressão e notação “função densidade de probabilidade”(fdp) é substitúıda por
“função de probabilidade”(fp).
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os eventos passados de x não afetam a probabilidade da observação yn:
π (yn|x0,x1, . . . ,xn) = π (yn|xn) ; (5.4)
(c) o processo {xn}∞n=0 depende das observações passadas apenas através da sua
própria história, não sendo influenciado por observações passadas:
π (xn+1|xn,y1,y2, . . . ,yn) = π (xn+1|xn) . (5.5)
Através destes postulados, o processo de inversão é realizado recursivamente,
através de duas etapas, previsão e atualização, ilustradas na Fig. 5.1, onde y1:n =
{y1,y2, . . . ,yn}.
Figura 5.1: Procedimento recursivo de estimativa do processo estocástico {xn}∞n=0.
Adaptado de KAIPIO e SOMERSALO [77].
Este par de processos estocásticos é chamado de modelo de evolução-observação
(MEO); e, para que este seja completamente descrito, é necessário determinar as
fórmulas para a obtenção de π (xn+1|y1:n), através de π (xn|y1:n) e π (xn+1|y1:n).
Neste ponto, a obtenção de formulações mais espećıficas depende de hipóteses adi-
cionais a serem realizadas a respeito das fp descritas acima. Entretanto, é posśıvel
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apresentar os modelos de evolução e de observação na forma genérica dada por
xn = fn (xn−1) +wn; (5.6a)
yn = hn (xn) + vn, (5.6b)
onde as incertezas são consideradas aditivas e representadas através dos vetores
aleatórios wn e vn. Já fn (.) e hn (.) são mapeamentos, lineares ou não lineares, que
operam sobre o vetor de estado.
5.3 Filtro de Kalman
Com base nos modelos matemáticos desenvolvidos ao longo dos Caps. 3 e 4, é
posśıvel suprir o MEO dado acima com as informações necessárias. Tendo em vista
que as descrições matemáticas do aumento de temperatura e da sua relação com
a defasagem medida no equipamento de RM puderam ser escritas em termos de
problemas lineares, é posśıvel escrever também o MEO em termos de um problema
linear, dado por
xn = Fnxn−1 + sn +wn; (5.7a)
yn = Hnxn + vn, (5.7b)
onde é assumido que o vetor de estados contém os valores de aumento de tem-
peratura ao longo da malha, simbolizados por ΔTn (cf. Eq. (5.8a)); enquanto o
vetor de observações contém os valores de defasagem, também ao longo da malha,
simbolizados por ΔΦn
5 (cf. Eq. (5.8b)).
xn = ΔTn; (5.8a)
yn = ΔΦn, (5.8b)
Desta forma, é posśıvel verificar que a matriz Fn representa a evolução temporal de
ΔT , sendo obtida através da solução numérica do problema de biotransferência de
calor dado pela Eq. (4.9a) pelo procedimento descrito na Seç. 4.5, onde os termos
que não pertencem nem ao vetor de estados e nem à matriz de evolução (e.g.,
os valores do termo fonte gh, ao longo da malha) passam a ser agrupados no vetor sn.
A matriz de evolução Fn realiza mapeamentos sem sair do espaço de estados,
implicando que se trata de uma matriz quadrada (i.e., Fn ∈ Rp×p). Isto pode ser
5Isto significa que o vetor ΔΦn contém todos os valores de ΔΦ (r, T1)−ΔΦ (r, T0) considerados
no modelo de observação.
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confirmado na Seç. 4.5, escrevendo a solução numérica do problema de biotrans-
ferência de calor na forma matricial. Por outro lado, a matriz de observação Hn
realiza o mapeamento do espaço de estados para o espaço de evolução. Embora fi-
nitas, as dimensões destes espaços não são necessariamente iguais (i.e., Hn ∈ Rq×p).
Isto quer dizer que Hn pode ser quadrada ou retangular. Baseado na aplicação
proposta para esta tese, nota-se que Hn pode ser estruturada de acordo com dois
cenários diferentes para a medição da defasagem: medição em todo o domı́nio; ou
medição localizada, na região aquecida e em sua vizinhança. Estes dois cenários
encontram-se ilustrados na Fig. 5.2, onde as medidas de defasagem são consideradas
dispońıveis na região em laranja, enquanto a região a ser aquecida é destaca pela
linha tracejada. A descrição matemática de Hn no primeiro cenário é simples e
dada pela Eq. (5.9) (cf. Eq. (3.75) e Seç. 5.6.1), onde I é a matriz identidade. Já
a descrição no segundo cenário é um pouco mais complexa e será discutida mais
adiante (cf. Seç. 5.6.2 e 5.6.3).
Hn = −αγtEB0I (5.9)
(a) (b)
Figura 5.2: Exemplo de solução com limitação na quantidade de medidas experi-
mentais: (a) medição em todo o domı́nio; e (b) medição localizada.
Por fim, é necessário discutir a natureza dos vetores aleatórios wn e vn. Uma
primeira aproximação razoável para ambas é supor que estes vetores possuam fp
Gaussianas, com média zero e matrizes de covariância Qn e Rn conhecidas, res-
pectivamente. Assume-se também que os vetores wn e vn são não correlacionados,
fazendo com que sejam válidas as relações dadas pelas Eqs. (5.10a)-(5.10e) [79], onde
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δ é a função delta de Kronecker.
wn � N (0,Qn) ; (5.10a)
















Em casos onde o MOE é submetido às duas hipóteses aqui assumidas (lineari-
dade e incertezas Gaussianas), a solução do problema de estimativa de estados pode
ser obtida analiticamente. Esta solução é conhecida como Filtro de Kalman (FK),
apresentada por KALMAN [80] e considerada uma das maiores descobertas do Séc.
XX [81]. Sua principal aplicação é permitir que se faça a inferência de qualquer
tipo de informação faltante sobre um sistema, através de medições ruidosas e, pos-
sivelmente, indiretas. Alguns exemplos de aplicação são o controle de diversos tipos
de processos; navegação; localização; e previsões meteorológicas, além de proble-
mas de transferência de calor [82]. Com isto, o FK se tornou um dos algoritmos
computacionais mais populares em uso [81]. Algumas de suas vantagens são:
(a) processamento recursivo das observações, em comparação com o processa-
mento em batelada [83];
(b) obtenção de estimativas não viciadas e com variância mı́nima [78];
(c) possibilidade de prever o estado do sistema à frente das medidas ou com
atraso [81].
Por outro lado, suas desvantagens são [78]:
(a) o sistema dinâmico a ser avaliado deve evoluir de forma linear;
(b) as incertezas associadas ao sistema dinâmico devem ser Gaussianas.
O FK é tipicamente abordado na literatura (e originalmente demonstrado) sob
a ótica de um problema de mı́nimos quadrados6. Entretanto, também podem ser
encontrados exemplos onde este método é utilizado dentro do contexto da estat́ıstica
Bayesiana [77, 82], incluindo autores como HO e LEE [84], que afirmam que o FK é
um caso particular de filtragem Bayesiana, sob a hipótese do sistema em questão ser
linear e Gaussiano. A demonstração das equações do FK na abordagem Bayesiana
pode ser encontrada nos trabalhos de CHEN [78] e [85].
6Nesta caso, o FK mostra-se uma generalização do estimador recursivo de mı́nimos quadrados
para sistemas dinâmicos [79].
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Assim como Fn e Hn, as matrizes de covariância Qn e Rn são dados de en-
trada. Formalmente, Qn é quantificada através de simulações sob incertezas, le-
vando em consideração, e.g., as incertezas nas propriedades termof́ısicas dos tecidos
(cf. Seç. 4.4.1). Este processo é discutido com mais detalhes na Seç. 5.7. Por outro
lado, Rn pode ser quantificada através de experimentos em equipamentos de RM ou
através dos trabalhos encontrados na revisão bibliográfica. Entretanto, uma vez que
o objetivo deste caṕıtulo é avaliar o desempenho do algoritmo do FK, é assumido
que estas matrizes são diagonais, podendo ser escritas em termos de dois valores







5.3.1 Filtro de Kalman Clássico
As equações do FK são dadas pelas Eqs. (5.12a)-(5.12e) [78–80, 82]. A cada
passo no tempo é obtida uma estimativa a priori �x−n , usando apenas o modelo
de evolução, sendo feita portanto uma extrapolação em relação às observações até
então processadas; porém, esta estimativa é utilizada para calcular uma previsão
Hn�x−n do valor de yn. O erro desta previsão é utilizado para corrigir a estimativa
a priori, através da matriz de ganho de Kalman Kn, resultando na estimativa a
posteriori �x+n . O processo é então repetido recursivamente para o passo seguinte
no tempo. Prova-se que estas estimativas obtidas são não-viciadas e que o erro da
estimativa possui variância mı́nima [79, 81]. Esta variância encontra-se codificada
nas matrizes de covariância P−n e P
+
n , associadas às estimativas a priori e a posteriori,
respectivamente. A matriz P+n pode ser utilizada, inclusive, para construir intervalos
de confiança para �x+n .
























P+n = (I−KnHn)P−n . (5.12e)
Outro aspecto do FK que fica claro ao se observar as suas equações é a recursivi-
dade do estimador: além do valor instantâneo das matrizes do sistema (Fn, Hn, Qn
e Rn), as únicas informações necessárias para estimar o estado no n-ésimo passo no
tempo são a respectiva observação yn e a estimativa a posteriori obtida no tempo
anterior �x+n−1, de modo que estimativas obtidas em tempos anteriores a esse não são
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utilizadas. Esta recursividade é um aspecto positivo, do ponto de vista da eficiência
computacional, pois permite evitar que grande parte da memória computacional
seja alocada para guardar os seus valores. Por outro lado, é posśıvel notar que a
matriz de ganho de Kalman é obtida através de um processo de inversão de matriz
(cf. Eq. (5.12c)), que é um processo com O (q3) operações de ponto flutuante. Uma
vez que cada variável de estado/observação está associada a um volume da malha,
conclui-se que a dimensionalidade dos espaços de estados e de observações é elevada.
Isto faz com que o processo de inversão de matriz torne-se computacionalmente cus-
toso (assim como os produtos matriz-matriz presentes nas Eqs. (5.12b) e (5.12e)),
fazendo com que não seja posśıvel resolver o problema proposto com alta resolução
temporal. Para tal, será necessário explorar mais o MOE — o que será feito a seguir.
5.3.2 Steady-State Kalman Filter
Apesar da formulação do FK depender de hipóteses fortes, é posśıvel que as ma-
trizes do modelo de evolução-observação sejam funções do tempo. Isto é indicado
através do subscrito “n”, presente nas matrizes de evolução, observação e de co-




n , que são funções da estrutura
do sistema (i.e., das matrizes Fn, Hn, Qn e Rn), também variem com o tempo, de
modo que o seu cálculo deva ser feito a cada passo no tempo. Este resultado faz
com que a aplicação do FK seja inviável para os propósitos desta tese. Entretanto, a
análise realizada nos Caps. 3 e 4 mostra que Fn e Hn não variam ao longo do tempo.
Caso seja posśıvel supor o mesmo para Qn e Rn, obtém-se um sistema invariante
no tempo [79]. Sistemas deste tipo também são bem-conhecidos e frequentemente
empregados, de modo que abrem uma possibilidade interessante, do ponto de vista
do FK. Desta forma, assume-se que
Fn = F, Hn = H, Qn = Q e Rn = R. (5.13)




n evoluem ao longo do tempo, assim como as variáveis de estado;
porém, a validade da Eq. (5.13) faz com que a evolução destas matrizes adquira um
caráter assintótico, de modo que, após um número finito de passos, obtém-se que
Kn � K∞ e P−n � P+n � P∞. (5.14)
A partir desta observação, propõe-se que sejam calculados de antemão os valores





n , evitando o cálculo das Eqs.(5.12b), (5.12c) e (5.12e), que são
justamente as equações com o maior custo computacional. Esta técnica é conhecida
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como Steady-State Kalman Filter (SSKF)7 [79], onde a expressão steady-state se




n , assim como
da estrutura do sistema. Embora este filtro não seja ótimo [79], é uma opção muito
atrativa, devida à clara redução no número de operações, em relação com o FK
clássico. As equações do SSKF são obtidas aplicando a Eq. (5.14) nas equações do





















Nota-se, imediatamente, que a quantidade de equações foi reduzida, de cinco para
três. Além disso, apenas uma destas três equações depende da observação yn ou da
estimativa a posteriori anterior �x+n−1 (cf. Eq. (5.15c)). As demais equações fornecem
os valores das asśıntotas K∞ e P∞ e dependem apenas da estrutura do sistema.
Como esta é constante e conhecida, as asśıntotas podem ser calculadas de antemão,
em uma etapa de preprocessamento, também chamada de quantificação offline8.
Por fim, a aplicação do método recursivo é reduzida a uma equação, composta
de dois produtos matriz-vetor. Isto significa que o SSKF é um algoritmo com
O (q2) operações de ponto flutuante, implicando em uma vantagem significativa,
em comparação à O (q3) do FK clássico. Ou seja, o SSKF torna-se cada vez mais
eficiente que o FK, à medida em que a dimensionalidade do sistema aumenta. No
limite, este resultado significa obter soluções a baixos custos computacionais com o
SSKF em casos onde a aplicação do FK clássico é proibitiva.
Por fim, deve-se notar que a Eq. (5.15a) é transcendental e conhecida como
equação de Riccati [79]. Embora sejam necessárias técnicas especiais para obter a
solução de equações deste tipo, algoritmos dedicados a esta tarefa podem ser en-
contrados em bibliotecas numéricas amplamente dispońıveis. Neste trabalho, esta
equação foi resolvida usando a biblioteca numérica SLICOT [87]. Nesta biblio-
teca, a equação de Riccati é referenciada como “Discrete Algebraic Ricatti Equa-
tion”(DARE) e é resolvida através da rotina SB02MD, que utiliza o método de
Schur [87].
7Outro nome encontrado na literatura para esta técnica é “Filtro de Kalman Assintótico” [86].
8A rigor, em sistemas onde as matrizes Fn, Hn, Qn e Rn variem com o tempo, as diversas
matrizes Kn também podem ser calculadas de forma offline [79]; porém, isto acarreta em custos
de armazenamento maiores, em comparação com o SSKF, que podem se tornar proibitivos.
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Análise da Equação de Riccati para Matriz H Diagonal
A equação de Riccati presente no SSKF (cf. Eq. (5.15a)) pode ser analisada com
mais detalhes, considerando um caso particular, no qual a matriz H é diagonal e
proporcional à matriz identidade (cf. Eq. (5.16), onde C é uma grandeza escalar e
constante). No problema proposto nesta tese, este caso é equivalente ao processo de
TRM com medições de defasagem em todo o domı́nio, de modo que C = −αγtEB0.
H = CI. (5.16)





�−1 CP∞FT +Q. (5.17)
Esta equação pode ser simplificada, assumindo que C2P∞ � R, de modo que o











O resultado direto da aplicação da Eq. (5.18) na Eq. (5.17) é dado pela Eq. (5.19),
mostrando que, ao menos, é posśıvel obter uma estimativa inicial para P∞, para que
seja posśıvel resolver a Eq. (5.15a) de forma mais eficiente, quando forem empregados
métodos iterativos para a sua solução.
P∞ = Q. (5.19)
5.4 Medidas Experimentais Sintéticas
Conforme comentado anteriormente, o objetivo deste caṕıtulo é apresentar os
algoritmos selecionados para resolver o problema inverso, assim como verificar o seu
desempenho, através de alguns experimentos numéricos. Em situações deste tipo,
é pratica comum trabalhar com medidas sintéticas, obtidas através de simulação
computacional, que imitam o comportamento do sistema sob estudo. Para que seja
posśıvel simular estas medidas, lembra-se que as observações yn foram modeladas
de acordo com uma distribuição Gaussiana, de modo que é posśıvel representá-las
de acordo com a Eq. (5.20), onde yrefn = Hx
ref
n , sendo x
ref






Para gerar as medidas experimentais sintéticas, inicialmente é selecionado um
xrefn a ser recuperado. Este vetor é utilizado para calcular valores de yn, que serão
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posteriormente acrescidos de rúıdo. Devido à modelagem da matriz R descrita na
Eq. (5.11b), este procedimento pode ser realizado utilizando as seguintes relações
dadas pelas Eqs. (5.21a)-(5.21b), onde ω é um vetor aleatório Gaussiano padrão.
yn = y
ref
n + σyω; (5.21a)
ω ∼ N (0, I) , (5.21b)
Esta abordagem é tipicamente usada na verificação de códigos computacionais de-
senvolvidos para a solução de problemas inversos. Entretanto, existem detalhes que
devem ser levados em consideração: nesta abordagem, está impĺıcita a hipótese de
que o modelo matemático selecionado descreve perfeitamente o objeto de estudo —
o tecido biológico sujeito ao tratamento por hipertermia. Sabe-se que isto não é
verdadeiro e, na prática, isto implica que os resultados obtidos estarão superesti-
mados. Em uma situação envolvendo medidas experimentais reais, não deve haver
expectativas de que o algoritmo produza o mesmo desempenho. Este fenômeno é co-
nhecido como crime inverso [77]; e, embora deva ser mantido em vista, reitera-se que
a utilização de modelos sujeitos a este fenômeno não representa nenhum demérito à
análise aqui apresentada.
5.5 Construção do Modelo de Evolução
O uso de métodos baseados no FK requer que o problema em análise seja reescrito
de forma compat́ıvel com o modelo de evolução-observação dado pelas Eqs. (5.7a)
e (5.7b). Para que seja posśıvel construir a matriz de evolução F, é necessário
relembrar o objetivo de métodos como o MVF: transformar equações diferenciais
parciais (EDPs) em sistemas de equações diferenciais ordinárias (EDOs), através de
técnicas de discretização espacial. Assumindo que o vetor de estados x contenha os
valores de ΔT para cada um dos volumes da malha, o resultado do MVF é dado
na forma do sistema de EDOs desenvolvido na Seç. 4.5 (cf. Eq. (4.33)) e mostrado
novamente na Eq. (5.22). Existem duas formas posśıveis para obter F a partir desta




= Dx+ b. (5.22)
5.5.1 Formulação Expĺıcita
Na formulação expĺıcita, a derivada em relação ao tempo é discretizada, através
de uma aproximação por diferença finita avançada, de modo que
xn+1 − xn = [Dxn + b]Δt, (5.23)
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para o tempo nΔt, onde Δt é o passo no tempo. Desta forma, é posśıvel obter que
xn+1 = [I+DΔt]xn + bnΔt. (5.24)
Este resultado permite que F e sn sejam identificados, de acordo com as Eqs. (5.25a)
e (5.25b). Em particular, é posśıvel notar que a forma de F equivale a uma apro-
ximação de primeira ordem da solução da exponencial de matrix eDt, associada à
solução anaĺıtica do sistema de EDOs dado pela Eq. (5.22).
F = I+DΔt; (5.25a)
sn = bnΔt. (5.25b)
Esta formulação pode ser implementada com relativa simplicidade. Além disso,
sendo a matriz D tipicamente esparsa, é posśıvel garantir que, neste caso, F também
será esparsa, de modo que algoritmos especiais para matrizes deste tipo podem ser
empregados, caso desejado. Em contrapartida, este método é condicionalmente
estável [57, 70, 73], havendo um limitante superior para Δt, em função do tamanho
de malha, conforme discutido na Seç. 4.5 (cf. Eq. (4.37)).
5.5.2 Formulação Impĺıcita
Na formulação impĺıcita, a derivada temporal é discretizada através de uma
aproximação por diferença finita atrasada, resultando em
xn+1 − xn = [Dxn+1 + bn+1]Δt. (5.26)
Reorganizando a equação acima, resulta que
xn+1 = [I−DΔt]−1 [xn + bn+1] ; (5.27)
ou seja:
F = [I−DΔt]−1 ; (5.28a)
sn = [I−DΔt]−1 bnΔt. (5.28b)
Em comparação com a formulação anterior, aqui há a vantagem de ser posśıvel
obter estabilidade incondicional [57, 70, 73] — a confirmação desta possibilidade
depende da análise de elementos como condições de contorno, termos-fonte etc.
A estabilidade incondicional, permite que se tenha maior flexibilidade na escolha
do passo no tempo. Este aspecto é bastante desejável, sobretudo nos casos em
86
que se deseje utilizar o SSKF para aumentar a resolução espacial das estimativas,
em comparação com os valores medidos9. Na formulação expĺıcita, este aumento
na resolução espacial poderá fazer com que o passo máximo no tempo seja muito
pequeno, podendo impedir o desempenho do SSKF e, inclusive, limitar a operação
do profissional de radiologia. Em contrapartida, a obtenção do modelo de evolução
para este caso requer um processo de inversão do termo I − DΔt. Apesar deste
processo de inversão possuir considerável custo computacional, é posśıvel realizá-lo
também como parte de uma rotina de pré-processamento, apenas carregando a
matriz, ao realizar a estimativa recursiva.
Nesta tese, foi usado o método expĺıcito sempre que posśıvel, pelo fato de ser uma
formulação mais simples e que resulta em matrizes esparsas, que podem ser proces-
sadas com maior eficiência computacional. Entretanto, em um dos casos estudados
(cf. Seç. 5.6.3), a condição de estabilidade condicional impôs passos no tempo ex-
cessivamente pequenos, fazendo com que o método impĺıcito fosse empregado e as
matrizes fossem processadas utilizando processamento paralelo.
5.6 Construção do Modelo de Observação
O modelo de observação tem como objetivo realizar o mapeamento entre o
espaço de estados e o de observações. Conforme comentado anteriormente, estes
espaços não precisam ter o mesmo número de dimensões, de modo que H não
é necessariamente quadrada. Por outro lado, é posśıvel trabalhar com qualquer
dimensão para ambos os espaços, bastando apenas fornecer a construção adequada
para H. Alguns exemplos de situações deste tipo são: projeção entre malhas,
seleção de regiões e aplicação de termos de correção (e.g., o método Improved
Lumped [88–92]).
Nestes experimentos numéricos, foi suposto um aquecimento genérico, localizado
na região do tumor, sendo uniforme e constante nesta região, com densidade de
potência de 105 W/m3. Este modelo simplificado foi selecionado, com o objetivo
de manter o foco da análise no procedimento de recuperação do campo de de
aumento de temperatura. Por ser um aquecimento genérico, proposto apenas com
o objetivo de realizar os experimentos numéricos apresentados a seguir, nenhuma
modelagem f́ısica, em particular, foi considerada aqui. Além disto, a densidade de
potência apresentada foi escolhida com base em experimentos numéricos, sendo
suficientemente grande para promover variações de temperatura da ordem de 1 oC.
Experimentos numéricos envolvendo os termos-fonte discutidos ao longo do Cap. 4
9Este caso é discutido com mais detalhes na Seç. 5.6.3.
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são apresentados no Cap. 6.
Nesta seção, três modelos de observação são apresentados e testados, baseado na
discussão apresentada na Seç. 5.3. Em todos os casos, foi considerada uma duração
f́ısica de 60 s, com Δt = 0.05 s e resultados reportados a cada 20 s. O coeficiente
de transferência de calor por convecção foi assumido como h∞ = 10 W/m2◦C. Por
fim, para fins da verificação proposta nesta seção, foi assumido que as matrizes de
covariância Q e R são dadas pelas Eqs. (5.11a) e (5.11b), com σΔT = 0.05
◦C e
σΔΦ = 0.2
◦. Os parâmetros considerados na TRM foram tE = 18 ms e B0 = 1.5 T.
5.6.1 Malhas iguais e medição em todo o domı́nio
Este é o caso mais simples dos três, onde assume-se que o processo de medição
de defasagem ocorre em todo o domı́nio. Desta forma, os espaços de estado e de
observação possuem a mesma dimensão, fazendo com que a matriz H seja quadrada
e dada por
H = −αγtEB0I. (5.29)
São apresentados nas Figs. 5.3, 5.4 e 5.5 os campos de aumento de temperatura
exato e estimado referentes aos tempos t = 20, 40 e 60 segundos, respectivamente.
Observa-se que o SSKF foi capaz de identificar com sucesso os valores de tempera-
tura, durante toda a duração do experimento numérico. A concordância entre os
resultados é excelente, sobretudo nos instantes iniciais, onde as variações locais de
temperatura tendem a ser mais intensas.
A avaliação da qualidade destes resultados também é feita através do cálculo do
erro absoluto10 do aumento de temperatura, em relação aos valores de referência.
Estes valores de erro são comparados com os erros resultantes da inversão direta11
das medidas sintéticas. A exemplo da comparação anterior, são apresentados
os resultados referentes aos tempos t = 20, 40 e 60 segundos (cf. Figs. 5.6, 5.7
e 5.8). Nota-se que os erros resultantes do uso do SSKF são substancialmente
menores do que os obtidos via inversão direta. Isto ocorre porque o SSKF, por
definição, acomoda informação sobre o caráter estat́ıstico dos erros nas medidas, ao
contrário do que ocorre com a inversão direta. Portanto, desta segunda comparação
observa-se novamente uma excelente concordância entre os valores estimados e de
referência. A análise dos valores de defasagem y é realizada de modo similar ao
10A razão de escolha pelo erro absoluto, ao invés do erro relativo, se dá pelo fato de que o valor
inicial de ΔT é zero e se mantém assim em diversas regiões do domı́nio.
11Por “inversão direta”entende-se o cálculo de �xn = H−1yn. Este cálculo é feito, de modo a
permitir uma comparação direta com os valores de erro calculados a partir da solução obtida com
o SSKF, usando a Eq. (3.75).
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descrito acima, através da combinação da Eq. (3.75) com os valores estimados de
ΔT . Porém, para este caso, os valores estimados são comparados com os valores
sintéticos; visto que, em um experimento real, estes seriam os valores medidos
em um equipamento de RM. Os resultados referentes aos tempos t = 20, 40 e 60
segundos são apresentados nas Figs. 5.9, 5.10 e 5.11 e mostram que o SSKF foi
capaz de capturar o comportamento das medidas sintéticas e reproduźı-las com
sucesso. A variação nos valores estimados de defasagem em relação à referência se
dá, em parte, pelo caráter ruidoso das medidas e não excede o desvio padrão das
mesmas — o que pode ser tomado como um critério de avaliação da boa qualidade
dos resultados [93], significando que o SSKF extraiu com sucesso toda a informação
dispońıvel nas medidas sintéticas. Esta afirmação pode ser testada através da
análise dos reśıduos, mostrados nas Figs. 5.12, 5.13 e 5.14, relativas aos tempos t =
20, 40 e 60 segundos, respectivamente. Nestas figuras, fica evidente que os reśıduos
possuem a mesma ordem de magnitude do desvio padrão das medidas.
Após a análise das linhas de contorno, para diferentes grandezas, em diferentes
tempos, resta verificar o comportamento dos resultados em relação ao tempo. Para
tal, seleciona-se um volume da malha, localizado na região aquecida, por questões
de relevância. A Figura 5.15a apresenta uma comparação entre os valores de au-
mento de temperatura obtidos através da inversão direta; e os valores estimados
com o SSKF — estes compostos da média a posteriori e o intervalo com 99% de
confiança. Observa-se que o SSKF demonstrou-se capaz de estimar recursivamente o
aumento de temperatura, ao longo de todo o experimento numérico; em particular,
nos instantes iniciais, onde a variação local de temperatura é mais acentuada. A
evolução no tempo do erro absoluto também é feita para este caso (cf. Fig. 5.15b),
demonstrando que o SSKF produziu estimativas com erro menor do que as estimati-
vas obtidas via inversão direta. Embora esta análise compreenda apenas um volume
da malha, o comportamento descrito aqui se aplica para todos os demais volumes.
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(a) (b)
Figura 5.3: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 20 s.
(a) (b)
Figura 5.4: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 40 s.
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(a) (b)
Figura 5.5: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 60 s.
(a) (b)
Figura 5.6: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 20 s.
91
(a) (b)
Figura 5.7: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 40 s.
(a) (b)
Figura 5.8: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 60 s.
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(a) (b)
Figura 5.9: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
20 s.
(a) (b)




Figura 5.11: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
60 s.
Figura 5.12: Campos de reśıduos para o tempo t = 20 s.
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Figura 5.13: Campos de reśıduos para o tempo t = 40 s.
Figura 5.14: Campos de reśıduos para o tempo t = 60 s.
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(a) (b)
Figura 5.15: Evolução temporal no centro da região aquecida: (a) aumento de
temperatura; e (b) erro em relação aos valores de referência.
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5.6.2 Malhas iguais e medição localizada
Neste caso, busca-se realizar a solução do problema inverso, utilizando-se de
medições de defasagem obtidas em uma pequena região, onde o aquecimento é pro-
movido. A rigor, esta estratégia não possui implicações do ponto de vista f́ısico,
visto que as regiões ignoradas não apresentam variações significativas no aumento
de temperatura ou na defasagem. Por outro lado, do ponto de vista computacional,
obtém-se o benef́ıcio de reduzir o tamanho de algumas matrizes (e.g., K e R), po-
dendo reduzir o custo computacional tanto da aplicação do SSKF quanto da solução
da equação de Ricatti. As malhas utilizadas são mostradas na Fig. 5.16, onde os
volumes da malha do modelo de observação são obtidos diretamente da malha do
modelo de evolução. Em outras palavras: dentro da região delimitada, as malhas
são idênticas.
(a) (b)
Figura 5.16: Segundo modelo: malhas utilizadas nos modelos de (a) evolução; e (b)
observação.
São apresentados nas Figs. 5.17, 5.18 e 5.19 os campos de aumento de
temperatura exato e estimado referentes aos tempos t = 20, 40 e 60 segundos,
respectivamente. Novamente, observa-se uma boa concordância dos resultados
estimados com os valores de referência. Destaca-se o comportamento das variáveis
de estado localizadas fora da região de medição: no caso anterior, as variáveis de
estado associadas a esses valores apresentam aspecto ruidoso (cf. Figs. 5.3b, 5.4b
e 5.5b), devido à presença de uma variável de observação diretamente associada a
elas. Deste modo, o rúıdo intŕınseco destas variáveis de observação afeta o resultado
final. Isto não ocorre no caso presente nesta seção, uma vez que estas variáveis de
observação não são consideradas, restando apenas os valores contidos na região de
medição.
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A comparação entre os valores de erro absoluto, obtidos através da inversão
direta e do SSKF é dada pelas Figs. 5.20, 5.21 e 5.22, para os tempos t = 20, 40
e 60 segundos, respectivamente. A exemplo do que foi observado na Seç. 5.6.1,
os erros absolutos decorrentes da estimativa realizada pelo SSKF são visivelmente
menores, indicando novamente o desempenho superior do algoritmo aqui utilizado.
Já a comparação entre os valores de defasagem é mostrada nas Figs. 5.23, 5.24
e 5.25, também para os tempos t = 20, 40 e 60 segundos, indicando novamente uma
boa concordância entre as medidas sintéticas (Figs. 5.23a, 5.24a e 5.25a) e os valores
estimados (Figs. 5.23b, 5.24b e 5.25b). Os reśıduos são mostrados nas Figs. 5.26, 5.27
e 5.28 e é posśıvel observar que eles possuem um comportamento aleatório, em
torno do zero, indicando que eles não estão correlacionados. Finalmente, a evolução
temporal do aumento de temperatura, no centro da região aquecida, é mostrado
pela Fig. 5.29a, enquanto os erros absolutos (inversão direta e SSKF) são mostrados
na Fig. 5.29b.
(a) (b)
Figura 5.17: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 20 s.
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(a) (b)
Figura 5.18: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 40 s.
(a) (b)
Figura 5.19: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 60 s.
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(a) (b)
Figura 5.20: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 20 s.
(a) (b)
Figura 5.21: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 40 s.
(a) (b)
Figura 5.22: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 60 s.
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(a) (b)
Figura 5.23: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
20 s.
(a) (b)
Figura 5.24: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
40 s.
(a) (b)
Figura 5.25: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
60 s.
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Figura 5.26: Campos de reśıduos para o tempo t = 20 s.
Figura 5.27: Campos de reśıduos para o tempo t = 40 s.
Figura 5.28: Campos de reśıduos para o tempo t = 60 s.
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(a) (b)
Figura 5.29: Evolução temporal no centro da região aquecida: (a) aumento de
temperatura; e (b) erro em relação aos valores de referência.
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5.6.3 Malhas diferentes e medição localizada
Em seguida, investigou-se a possibilidade de se usar as ferramentas aqui desen-
volvidas para aumentar a resolução espacial do campo de temperatura estimado,
em comparação com as medições de defasagem obtidas. A exemplo do caso an-
terior, a defasagem foi medida apenas em parte do domı́nio. Para realizar este
experimento, foi gerada uma malha numérica com maior concentração de volumes
na região aquecida, resultando em 10798 volumes12. Esta malha é mostrada na
Fig. 5.30a, enquanto as medições são tomadas na malha grosseira do caso anterior
(cf. Fig. 5.30b). A região de medição é mostrada em detalhe pela Fig. 5.31, para
ambas as malhas. Novamente, a principal dificuldade em preparar este experimento
numérico é a construção da matriz H que, neste caso, apresenta dois problemas,
abordados a seguir.
(a) (b)
Figura 5.30: Terceiro caso: malhas utilizadas nos modelos de (a) evolução; e (b)
observação.
Projeção de valores entre malhas
No caso anterior, nota-se que as malhas, na região de medição, são completa-
mente idênticas, de modo que o processo de construção pode ser, em grande parte,
resumido à seleção dos volumes na região de medição. Entretanto, esta semelhança
entre as malhas não ocorre neste caso. Ao contrário: espera-se que os volumes da
malha do modelo de evolução sejam muito menores que os volumes da malha do
modelo de observação; ou seja, é necessário construir uma matriz de projeção de
valores uma malha fina (Fig. 5.30a) sobre uma malha grossa (Fig. 5.30b). Para
realizar tal procedimento, foi empregado o conceito de média energética, dada por
12A t́ıtulo de comparação, a malha original possui 5778 volumes (cf. Seç. 4.5).
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(a) (b)
Figura 5.31: Terceiro caso: detalhe da região aquecida nas malhas utilizadas nos
modelos de (a) evolução; e (b) observação..
[ρ (r) cp (r)T (r)V ]|obs =
��
V




Uma vez que, na região considerada, as propriedades f́ısicas são uniformes, é posśıvel
aproximar a Eq. (5.30) pela Eq. (5.31), onde A representa a área do volume da
malha de observação e ΔAi representa a fração da área do i-ésimo volume da malha







Desta forma, a projeção da temperatura na malha grossa é feita através da média
ponderada pela área em comum entre cada um dos volumes da malha fina e um
determinado volume da malha grossa. Apesar de ser uma abordagem simples e
fisicamente adequada, o cálculo da área da interseção entre os volumes não é trivial.
Isso ocorre porque o poĺıgono resultante da interseção entre dois triângulos não é,
necessariamente, um triângulo. De fato, como pode ser observado na Fig. 5.32, é
posśıvel obter interseções definidas por poĺıgonos com três, quatro ou até seis lados.
Para lidar com este problema, foi aplicado o algoritmo de Sutherland-Hodgman [94],
capaz de identificar adequadamente a interseção e calcular a sua área.
Limitação do passo no tempo
Antes de prosseguir com a modelagem do problema inverso, uma questão impor-
tante deve ser discutida. De acordo com a Eq. 4.37, o tamanho de malha indica o




Figura 5.32: Posśıveis poĺıgonos resultantes da interseção entre dois triângulos: in-
terseções com a) três; b) quatro; c) cinco; e d) seis lados.
Fig. 5.30a, obtém-se que max [Δt] ≤ 2× 10−4 s, valor este duas ordens de grandeza
menor do que o obtido para a malha dada no caso da Seç. 5.6.2. Neste caso, fica
clara a vantagem em se escrever o modelo de evolução de acordo com a formulação
impĺıcita, dada na Seç. 5.5.2.
Resultados
São apresentados nas Figs. 5.33, 5.34 e 5.35 os campos de aumento de
temperatura exato e estimado referentes aos tempos t = 20, 40 e 60 segundos,
respectivamente. Neste caso, além da boa concordância entre os resultados e
os valores estimados, nota-se a significativa melhora na resolução espacial, em
comparação com os resultados dados pelas Figs. 5.17, 5.18 e 5.19. Ao relembrar
que, nos resultados desta seção e da anterior, as medidas experimentais foram
tomadas usando a mesma malha, conclui-se que a formulação baseada na união do
SSKF com o modelo de biotransferência de calor cumpre o objetivo proposto com
sucesso.
A comparação entre os valores de erro absoluto, obtidos através da inversão
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direta e do SSKF é dada pelas Figs. 5.36, 5.37 e 5.38, para os tempos t = 20,
40 e 60 segundos, respectivamente. Nota-se que os erros derivados do SSKF são
substancialmente menores que todos os demais valores obtidos, seja via inversão
direta ou via as formulações anteriores do modelo de observação. Isto demonstra
que o refinamento espacial possui como benef́ıcio adicional, o aumento da precisão
da estimativa do aumento de temperatura.
As medidas sintéticas de defasagem, assim como a estimativa das mesmas, é
mostrada nas Figs. 5.39, 5.40 e 5.41, para os tempos t = 20, 40 e 60 segundos,
enquanto os respectivos reśıduos são dados pelas Figs. 5.42, 5.43 e 5.44. Novamente,
é identificado que os reśıduos oscilam em torno do zero e possuem amplitude com
mesma ordem de grandeza que a do desvio-padrão das medidas. Finalmente, é
mostrada na Fig 5.45 a evolução temporal do aumento de temperatura e do erro
da estimativa, tanto para os resultados obtidos com a inversão direta quanto com o
SSKF. Aqui fica ainda mais evidente o desempenho superior do algoritmo proposto
nesta tese, produzindo estimativas muito próximas aos valores de referência.
(a) (b)
Figura 5.33: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 20 s.
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(a) (b)
Figura 5.34: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 40 s.
(a) (b)
Figura 5.35: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 60 s.
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(a) (b)
Figura 5.36: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 20 s.
(a) (b)
Figura 5.37: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 40 s.
(a) (b)
Figura 5.38: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 60 s.
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(a) (b)
Figura 5.39: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
20 s.
(a) (b)
Figura 5.40: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
40 s.
(a) (b)
Figura 5.41: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
60 s.
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Figura 5.42: Campos de reśıduos para o tempo t = 20 s.
Figura 5.43: Campos de reśıduos para o tempo t = 40 s.
Figura 5.44: Campos de reśıduos para o tempo t = 60 s.
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(a) (b)
Figura 5.45: Evolução temporal no centro da região aquecida: (a) aumento de
temperatura; e (b) erro em relação aos valores de referência.
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5.7 Quantificação de Incertezas
A etapa restante para configurar completamente o SSKF é a definição da matriz
de covariância Q. Esta matriz está diretamente ligada às incertezas admitidas
no modelo de biotransferência de calor, que assume-se serem provenientes das
incertezas nas propriedades f́ısicas dos tecidos envolvidos. Portanto, estas incertezas
foram utilizadas para realizar simulações do tipo Monte Carlo, para estimar Q. A
mesma análise é realizada para a solução do problema em regime permanente, de
modo que seja posśıvel efetuar posteriormente a propagação de incertezas, ao se
calcular a temperatura absoluta.
Para os cálculos realizados nesta seção, foram obtidas N = 50000 amostras xi,
com i = 1, . . . , N , dos campos de temperatura, assumindo distribuições Gaussianas
para as propriedades termof́ısicas, com média e desvio-padrão dados pela Seç. 4.4.1.
A partir destes valores, a temperatura média e a matriz de covariância foram obtidas












[xi − x] [xi − x]T . (5.32b)
Um comentário deve ser feito a respeito das matrizes de covariância desejadas.
O seu tamanho está diretamente ligado ao tamanho da malha. Deste modo, uma
vez que as malhas consideradas nesta tese possuem 5778 e 10798 volumes, respecti-
vamente, resulta que as matrizes de covariância são excessivamente grandes13, não
sendo posśıvel, portanto, demonstrar graficamente a sua estrutura. Os resultados
apresentados nesta seção referem-se à malha fina mostrada na Seç. 5.6.3.
5.7.1 Problema Permanente
Para que seja posśıvel resolver numericamente o problema permanente, é
necessário definir as temperaturas arterial Ta e externa T∞, enquanto os valores da
geração de calor metabólica encontram-se dados na Tab. 4.7 da Seç. 4.4. Para tal,
foi selecionado que Ta = 37
◦C e T∞ = 20 ◦C. A solução numérica foi obtida através
do método dos gradientes biconjugados, através da subrotina disponibilizada
por [61].
13Dependendo da malha considerada, as matrizes de covariância possuem 5778×5778 � 33×106
ou 10798× 10798 � 116× 106 elementos.
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O campo das temperaturas médias é mostrado na Fig. 5.46a, enquanto o campo
das variâncias é mostrado na Fig. 5.46b. Primeiramente, nota-se que a temperatura
média é mais elevada, precisamente, na região do tumor, devido à sua atividade
metabólica mais acentuada. A distância desta região para a fronteira do domı́nio
(que troca calor por convecção com o ambiente) também colabora neste sentido.
Por outro lado, observa-se também que esta região apresenta os menores valores de
variância, em comparação com o restante do domı́nio. Este resultado é bastante
conveniente, visto que esta região coincide com a região a ser aquecida e a ter a
sua temperatura absoluta quantificada, de modo que a propagação de incertezas na
estimativa da temperatura absoluta será a menor posśıvel.
(a) (b)
Figura 5.46: Quantificação de incertezas para o problema em regime permanente:
(a) média; e (b) variância.
5.7.2 Problema Transiente
Assim como foi feito no caso do problema em regime permanente, os resul-
tados são aqui ilustrados pelos campos de média da temperatura e variância,
nas Figs. 5.47, 5.48, 5.49 e 5.50, associadas aos tempos t = 15, 30, 45 e 60
s, respectivamente. Diferentemente do caso anterior, aqui busca-se realizar a
simulação sob incertezas do problema transiente apenas com o objetivo de avaliar
o comportamento da variância, para que seja posśıvel selecionar a matriz Q a
ser usada no SSKF. Nota-se que o valor da temperatura média é consistente com
os valores encontrados até então, o que é um resultado esperado, já que estas
propriedades foram utilizadas em testes anteriores. Por outro lado, obtém-se
informação nova e bastante relevante sobre a variância. Pode-se notar facilmente
que o seu valor é praticamente nulo, em locais longe da região aquecida. Por outro
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lado, na região aquecida, os valores de variância apresentam um comportamento
assintótico que pode ser observado na Fig. 5.51a, tendendo para um valor próximo
a 0.0012 ◦C2. Além disto, as matrizes obtidas para os diferentes instantes de tempo
analisados possuem diagonais fortemente dominantes, de modo que seria posśıvel
considerar apenas estas diagonais, se necessário, sem prejúızo das estimativas
resultantes.
Outra análise feita para as estimativas de Q, para diferentes instantes de tempo,
foi baseada nos autovalores, calculados através da subrotina DSYEV, da biblio-
teca numérica LAPACK [95]. Os 100 maiores autovalores, para alguns instantes
de tempo, encontram-se ilustrados na Fig. 5.51b. Os autovalores restantes foram
descartados, por serem muito pequenos em comparação aos maiores autovalores. Ao
observar a Fig. 5.51b, dois comentários devem ser feitos. Em primeiro lugar, nota-se
que, para os diferentes instantes de tempo considerados, os autovalores mantém-se
praticamente os mesmos. Alguma separação entre estes valores é observada apenas
para os menores autovalores presentes na figura, indicando que as diferenças, ao
longo do tempo, são despreźıveis. Do ponto de vista da solução do problema de esti-
mativa de variáveis de estado, esta informação mostra que a hipótese realizada sobre
a estrutura da matriz Q não variar ao longo do tempo (cf. Seç. 5.3.2) é razoável.
Em segundo lugar, nota-se que a razão entre o maior e menor autovalor, em to-
dos os casos, é de várias ordens de grandeza, indicando que a matriz possa ser mal
condicionada. No caso particular de matrizes normais, o que inclui Q14, o número
de condição pode ser aferido através da razão entre o maior e o menor autovalor.
Desta forma, ao observar os valores dados na Fig. 5.51b, nota-se que praticamente
todas as matrizes são mal-condicionadas, embora isto seja amenizado, com o passar
do tempo. Isto pode implicar em dificuldades para se obter a solução da equação
de Ricatti (cf. Eq. (5.15a). Entretanto, ainda que este seja o caso, a análise aqui
apresentada, permite que se obtenha um limitante superior para a variância da tem-
peratura, de modo que o modelo simplificado dado pela Eq. (5.11a) (cf. Seç. 5.3)
possa ser aplicado de forma conservadora.
14Uma matriz A é considerada normal se A∗A = AA∗, onde A∗ é a sua conjugada transposta.
Em particular, a matriz Q, por ser simétrica, é normal.
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(a) (b)
Figura 5.47: Simulação sob incertezas do problema transiente, em t = 15 s: (a)
média; e (b) variância.
(a) (b)
Figura 5.48: Simulação sob incertezas do problema transiente, em t = 30 s: (a)
média; e (b) variância.
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(a) (b)
Figura 5.49: Simulação sob incertezas do problema transiente, em t = 45 s: (a)
média; e (b) variância.
(a) (b)
Figura 5.50: Simulação sob incertezas do problema transiente, em t = 60 s: (a)
média; e (b) variância.
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(a) (b)
Figura 5.51: Análise da variação da matriz de covariância com o tempo: (a) valor




Após a construção dos modelos e da definição dos parâmetros necessários, o
problema de estimativa da temperatura é resolvido. Ao contrário do que foi feito
na Seç. 5.6, neste caṕıtulo são implementados os dois modelos de aquecimento
contemplados nesta tese. Além disso, é utilizada a matriz Q obtida na Seç. 5.7.
Para cada modelo de aquecimento, as estimativas de aumento de temperatura
obtidas são apresentadas e, em seguida, a temperatura absoluta é quantificada.
Assim como feito ao longo do Cap. 5, foi assumido um coeficiente de transferência
de calor por convecção de h∞ = 10 W/m2◦C; temperatura externa de T∞ = 20 ◦C;
temperatura arterial de Ta = 37
◦C; e intensidade dos modelos de aquecimento
igual às mostradas nas Seçs. 4.6.2 e 4.6.3. Novamente, para os parâmetros da RM,
foi assumido que tE = 18 ms e B0 = 1.5 T.
Todos os resultados apresentados neste caṕıtulo foram obtidas considerando o
caso malhas diferentes e medição localizada, descrito na Seç. 5.6.3, para o modelo
de observação, com o objetivo de aumentar a resolução espacial na região a ser
aquecida. Isto implica que o modelo de evolução foi constrúıdo de acordo com a
formulação impĺıcita dada na Seç. 5.5.2.
Neste caṕıtulo, assim como nas verificações realizadas no Cap. 5, também são
apresentados resultados a respeito da evolução temporal do aumento da tempera-
tura. Em cada caso, estes valores são referentes ao volume da malha que, ao final
da simulação transiente das medidas sintéticas, apresentou o aumento de tempera-
tura mais intenso. Desta forma, estes gráficos apresentam o aumento máximo de
temperatura atingido no tecido. Os gráficos da evolução temporal da temperatura
absoluta são referentes a estes mesmos volumes.
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6.1 Aquecimento por Radiofrequência
Inicialmente, são apresentados os resultados para o caso envolvendo aquecimento
por RF. Os valores considerados na simulação deste termo-fonte são os mesmos uti-
lizados durante o processo de verificação, descrito na Seç. 4.6.2. Primeiramente,
obtém-se o campo de aumento de temperatura, através do SSKF. Em seguida,
calcula-se o campo de temperatura absoluta.
6.1.1 Estimativa do Aumento de Temperatura
Os campos de aumento de temperatura obtidos são mostrados nas Figs. 6.1, 6.2
e 6.3, para os tempos t = 20, 40, e 60 s, respectivamente. Juntamente aos valores
estimados, são mostrados também os valores de referência, de modo que é posśıvel
observar que há ótima concordância entre eles. Em particular, destaca-se que, além
da região desejada, é posśıvel notar um leve aquecimento, próximo à superf́ıcie do
lado esquerdo da geometria. Esta variação de temperatura ocorre devido ao fato
do termo fonte obtido não ser nulo nesta região, o que pode ter ocorrido devido
à configuração geométrica do domı́nio e dos eletrodos. Destaca-se também que,
em comparação com os demais casos apresentados até então, o aquecimento aqui
promovido é mais intenso, produzindo variações de temperatura de 1.7 ◦C. Isto
também decorre do termo-fonte que, além de ser uniforme na região desejada, possui
intensidade maior do que a do termo-fonte genérico usado na verificação do SSKF.
(a) (b)
Figura 6.1: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 20 s.
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(a) (b)
Figura 6.2: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 40 s.
(a) (b)
Figura 6.3: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 60 s.
Após a comparação direta entre os campos de aumento de temperatura exato e
estimado, são apresentados os erros de estimativa, obtidos tanto pela inversão direta
como pelo SSKF. Estes valores encontram-se ilustrados nas Figs. 6.4, 6.5 e 6.6, para
os tempos t = 20, 40 e 60 s, respectivamente. Assim como no caso demonstrado nas
Seçs. 5.6.2 e 5.6.3, a avaliação do erro das estimativas só é posśıvel na região onde
valores de defasagem foram medidos. Ainda assim, é posśıvel ver claramente que o
SSKF produz estimativas com precisão maior, aproximando-se mais do valor exato,
reproduzindo o comportamento observado ao longo do Cap. 5.
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(a) (b)
Figura 6.4: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 20 s.
(a) (b)
Figura 6.5: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 40 s.
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(a) (b)
Figura 6.6: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 60 s.
A comparação entre as medidas sintéticas e a defasagem obtida das estimativas de
aumento de temperaturas também é apresentada, nas Figs. 6.7, 6.8 e 6.9, para os
tempos t = 20, 40 e 60 s, respectivamente. Mais uma vez, a concordância entre estes
valores é excelente, fazendo com que os reśıduos não apenas oscilem em torno do zero,
mas possuam amplitude da ordem do desvio-padrão considerado para as medidas
sintéticas. Estes reśıduos podem ser observados nas Figs. 6.10, 6.11 e 6.12, onde
são considerados os mesmos instantes de tempo dados acima. Por fim, é avaliada a
evolução temporal do aumento de temperatura, no centro da região aquecida. Como
é posśıvel observar na Fig. 6.13a, os valores estimados de aumento de temperatura
mantiveram-se muito próximos aos valores exatos, enquanto as estimativas obtidas
via inversão direta não conseguem obter a mesma proximidade. A diferença de
desempenho entre os dois métodos fica mais clara ao se observar a Fig. 6.13b, onde
nota-se que o erro de estimativa do SSKF chega a ser uma ordem de grandeza menor,
em relação à inversão direta. A produção de erros de estimativa significativamente
menores é resultado da cooperação do modelo matemático utilizado e da resolução
espacial da malha. Este bom desempenho também fornece evidências de que a




Figura 6.7: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
20 s.
(a) (b)
Figura 6.8: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
40 s.
(a) (b)
Figura 6.9: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
60 s.
124
Figura 6.10: Campos de reśıduos para o tempo t = 20 s.
Figura 6.11: Campos de reśıduos para o tempo t = 40 s.
Figura 6.12: Campos de reśıduos para o tempo t = 60 s.
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(a) (b)
Figura 6.13: Evolução temporal no centro da região aquecida: (a) aumento de
temperatura; e (b) erro em relação aos valores de referência.
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6.1.2 Estimativa da Temperatura Absoluta
Os valores de aumento de temperatura, apresentados ao longo da seção ante-
rior, são combinados com a solução numérica do problema transiente mostrada na
Seç. 5.7, para produzir medidas da temperatura absoluta no tecido. Como medida
de comparação, a temperatura absoluta de referência também foi computada. Estes
resultados são ilustrados nas Figs. 6.14, 6.15 e 6.16, para t = 20, 40 e 60 s.
(a) (b)
Figura 6.14: Campos de temperatura absoluta (a) exato; e (b) estimado; para o
tempo t = 20 s.
(a) (b)
Figura 6.15: Campos de temperatura absoluta (a) exato; e (b) estimado; para o
tempo t = 40 s.
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(a) (b)
Figura 6.16: Campos de temperatura absoluta (a) exato; e (b) estimado; para o
tempo t = 60 s.
A concordância entre os valores exatos e estimados é excelente. Este comportamento
é observado ao longo de toda a simulação (cf. Fig. 6.17), onde a temperatura no
centro da região aquecida é registrada ao longo do tempo. Em comparação com a
Fig. 6.13, os intervalos de confiança aqui obtidos são bem maiores (∼ 2.5 ◦ C). Isto
se dá pois as variâncias observadas na solução do problema em regime permanente
são muito maiores do que as obtidas na seção anterior. Por outro lado, em alguns
trabalhos voltados para o aquecimento controlado da região, o desvio em relação
ao valor de controle chega a ser de 4 ◦C [39], para o aumento de temperatura, em
comparação com os 2.5 ◦C aqui observados para a temperatura absoluta.
Figura 6.17: Evolução temporal da temperatura no centro da região aquecida.
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6.2 Aquecimento por Diodo Laser
Em seguida, são apresentados os resultados para o caso envolvendo aquecimento
por diodo laser. Os valores considerados na simulação deste termo-fonte são os mes-
mos utilizados durante o processo de verificação, descrito na Seç. 4.6.3. Assim como
no caso anterior, os resultados obtidos para a estimativa do aumento de temperatura
são apresentados para, logo após, obter os campos de temperatura absoluta.
6.2.1 Estimativa do Aumento de Temperatura
Os campos de aumento de temperatura obtidos são mostrados nas Figs. 6.18, 6.19
e 6.20, para os tempos t = 20, 40, e 60 s, respectivamente. Assim como no caso
anterior, os valores exatos também são fornecidos, para comparação.
(a) (b)
Figura 6.18: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 20 s.
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(a) (b)
Figura 6.19: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 40 s.
(a) (b)
Figura 6.20: Campos de aumento de temperatura (a) de referência; e (b) estimado;
para o tempo t = 60 s.
Inicialmente, nota-se que o padrão de aquecimento neste caso é diferente, em relação
ao padrão verificado no caso do aquecimento por radiofrequência. Isto se dá, princi-
palmente, porque, neste caso, o termo-fonte não é uniforme, sendo substancialmente
mais intenso na superf́ıcie atingida do tumor. Também é posśıvel notar um leve
aquecimento na superf́ıcie superior direita do domı́nio, onde o laser é aplicado —
sendo, portanto, um comportamento esperado. Apesar destes comportamentos, é
posśıvel observar que a concordância entre as estimativas obtidas com o SSKF e
os valores de referência é excelente. Além disso, a comparação entre os erros das
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estimativas, obtidas com inversão direta e com o SSKF, é apresentada nas Figs. 6.21-
6.23, também para os tempos t = 20, 40 e 60 s, mostrando novamente o desempenho
superior do SSKF.
(a) (b)
Figura 6.21: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 20 s.
(a) (b)
Figura 6.22: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 40 s.
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(a) (b)
Figura 6.23: Erro absoluto no aumento de temperatura, em relação aos valores de
referência, através de (a) inversão direta; e (b) SSKF; para o tempo t = 60 s.
A comparação entre os valores previstos de defasagem e as medidas sintéticas é
ilustrada nas Figs. 6.24, 6.25 e 6.26, para os instantes t = 20, 40 e 60, respectiva-
mente. A exemplo do que foi verificado na seção anterior, a concordância entre
estes valores é muito boa, fazendo com que os reśıduos novamente oscilem em torno
do zero, possuindo ordem de grandeza igual à do desvio-padrão das medidas (cf.
Figs. 6.27, 6.28 e 6.29).
A superioridade do desempenho do SSKF, em relação à inversão direta é nova-
mente mostrada na Fig. 6.30a, onde nota-se que as estimativas seguem os valores
exatos com mais proximidade, em relação às estimativas obtidas com a inversão di-
reta. Assim como no caso anterior, os erros de estimativas são muito menores, pelas
mesmas razões discutidas na seção anterior.
(a) (b)




Figura 6.25: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
40 s.
(a) (b)
Figura 6.26: Campos de defasagem (a) sintética; e (b) estimada; para o tempo t =
60 s.
Figura 6.27: Campos de reśıduos para o tempo t = 20 s.
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Figura 6.28: Campos de reśıduos para o tempo t = 40 s.
Figura 6.29: Campos de reśıduos para o tempo t = 60 s.
(a) (b)
Figura 6.30: Evolução temporal no centro da região aquecida: (a) aumento de
temperatura; e (b) erro em relação aos valores de referência.
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6.2.2 Estimativa da Temperatura Absoluta
Por fim, são calculados os campos de temperatura absoluta, com base nos valores
obtidos na seção anterior. Os resultados são mostrados nas Figs. 6.31, 6.32 e 6.33,
para os tempos t = 20, 40 e 60 s, respectivamente e em ótima concordância com os
valores exatos. Os campos de temperatura obtidos são similares aos campos obtidos
através do aquecimento por radiofrequência, uma vez que os aquecimentos t́ıpicos
em hipertermia são sutis, em comparação com a temperatura normal do tecido.
(a) (b)
Figura 6.31: Campos de temperatura absoluta (a) exato; e (b) estimado; para o
tempo t = 20 s.
(a) (b)
Figura 6.32: Campos de temperatura absoluta (a) exato; e (b) estimado; para o
tempo t = 40 s.
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(a) (b)
Figura 6.33: Campos de temperatura absoluta (a) exato; e (b) estimado; para o
tempo t = 60 s.
A evolução da temperatura absoluta, no centro da região aquecida, é mostrada na
Fig. 6.34. Devido ao alto valor obtido para a variância no problema em regime
permanente, o fenômeno observado no caso do aquecimento por radiofrequência
ocorre novamente aqui.
Figura 6.34: Evolução temporal da temperatura no centro da região aquecida.
6.3 Desempenho Computacional
Os códigos computacionais desenvolvidos nesta tese foram escritos em linguagem
Fortran90. Os programas foram executados em um computador com processador
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Intel� Core� i7-2600CPU@3.40GHz, com 16GB de memória RAM, utilizando
sistema operacional Ubuntu 14.04. Todos os processos de compilação e geração
de executáveis a partir dos códigos-fonte foram realizados utilizando o compilador
gfortran, versão 4.9.
Na etapa inicial desta tese, foi postulado que o método a ser aqui sugerido deve
permitir que sua aplicação ocorra em tempo real, i.e., as medições de defasagem,
obtidas no aparelho de RM, devem ser processadas de forma rápida, permitindo que
o respectivo campo de aumento de temperatura seja conhecido antes que a próxima
medição de defasagem ocorra. Conforme descrito na Seç. 5.3.2, o SSKF é um
algoritmo computacionalmente eficiente, dada sua estrutura. Embora as operações
necessárias tipicamente apresentem custo computacional baixo, em comparação
com outros algoritmos, o impacto do tamanho da malha (e, portanto, das matrizes)
devem ser considerados. Em particular, o tempo de processamento dos dois
produtos matriz-vetor presentes na Eq. (5.15c) deve ser analisado cuidadosamente.
Nos casos em que não há refinamento da resolução espacial (cf. Seçs. 5.6.1
e 5.6.2), foi posśıvel empregar a formulação expĺıcita do MVF (cf. Seç. 5.5.1),
fazendo com que a matriz F possúısse um elevado ńıvel de esparsidade (> 95%).
Isto permitiu que fossem aplicadas subrotinas voltadas para o armazenamento e
operação computacionalmente eficiente de matrizes esparsas [61]. Nestes casos, o
tempo de processamento para executar o programa do SSKF, em um experimento
numérico com 60 s de duração, foi de, aproximadamente 35 s, permitindo que o
problema seja resolvido em tempo real.
Nos casos onde foi aplicado refinamento da resolução espacial (cf. Seç. 5.6.3),
a formulação expĺıcita não permitiu que fosse usado o passo no tempo escolhido,
exigindo um valor duas ordens de grandeza menor. Para lidar com este problema,
foi empregada a formulação impĺıcita. Porém, isto fez com que a matriz F tornasse-
se densa, em virtude do processo de inversão de matriz descrito na Seç. 5.5.2.
Desta forma, a aplicação de subrotinas para matrizes esparsas foi inviabilizada,
sendo substitúıda pelo processamento paralelo dos produtos matriz-vetor1. Este
processamento foi feito em duas seções, com quatro threads cada, onde foram
calculados cada um dos produtos matriz-vetor presentes na Eq. (5.15c). Um
pequeno estudo numérico foi feito para definir a forma de operação (multiplicação
por coluna ou linha) que resultasse no maior ganho de eficiência computacional.
Esta divisão de tarefas permitiu que o mesmo código do SSKF fosse executado em
1Para realizar esta tarefa, foram empregadas as diretrizes de processamento paralelo do
OpenMP.
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45 segundos. Embora não seja tão baixo quanto o verificado no caso da formulação
expĺıcita, este tempo de processamento ainda permite que o problema inverso seja
resolvido em tempo real.
O custo computacional da obtenção da solução da equação de Ricatti também
foi cronometrado, variando entre 10 e 14 horas, para as duas malhas consideradas
nesta tese. Embora represente um custo computacional relevante, lembra-se que
este procedimento faz parte da etapa de pré-processamento, não afetando a duração





Nesta tese de doutorado, foi posto como objetivo a incorporação de algoritmos
Bayesianos para solução de problemas inversos no problema de estimativa do campo
de temperaturas em tecidos biológicos através da termometria por ressonância
magnética. Com isso, buscou-se aprimorar os protocolos existentes, através
da modelagem das incertezas intŕınsecas, relacionadas a parâmetros fisiológicos
relevantes e ao procedimento experimental. Embora a metodologia desenvolvida
neste trabalho permita que sejam consideradas incertezas em qualquer parâmetro
nos modelos aqui considerados, apenas incertezas associadas a algumas das pro-
priedades f́ısicas e ao processo de medição foram consideradas. A incorporação de
outras fontes de incerteza, como presença de gordura ou movimento dos tecidos, são
fatores importantes e que devem ser considerados em uma nova etapa desta pesquisa.
A descrição matemática da temperatura no tecido biológico foi feita a partir
da equação de Pennes, que foi dividida em dois modelos desacoplados, para tratar
separadamente o aumento de temperatura promovido pela hipertermia e a tempe-
ratura de base. A comunicação entre a variação de temperatura local e a defasagem
produzida no sinal do experimento de ressonância magnética foram apresentados e
incorporados à solução do problema inverso. De modo geral, o modelo de Pennes
tem se mostrado um modelo clássico, largamente utilizado por pesquisadores
da área de engenharia biomédica. Embora modelos mais robustos possam ser
encontrados na literatura, a exigência de modelos lineares, para aplicação no SSKF,
pode dificultar suas aplicações.
O problema inverso foi solucionado através do Steady-State Kalman Filter,
que mostrou-se uma técnica robusta e extremamente eficiente, do ponto de vista
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computacional, permitindo que o problema proposto fosse resolvido em tempo
real, atendendo à uma exigência de pesquisadores e profissionais envolvidos com a
hipertermia por ressonância magnética.
Com o objetivo de demonstrar a validade da metodologia proposta nesta tese,
a modelagem aqui desenvolvida foi baseada em uma geometria bidimensional. A
expansão para problemas tridimensionais é, portanto, uma etapa futura necessária.
Por outro lado, embora todos os resultados aqui apresentados tenham sido obtidos
em tempo real e utilizando um computador pessoal comercialmente dispońıvel,
é posśıvel vislumbrar que, nestas condições, não será posśıvel manter o mesmo
desempenho computacional, mesmo em ambientes de processamento paralelo.
Nestas situações o empregos de soluções via GPU mostra-se uma alternativa
interessante e que será investigada no futuro.
Todas estas etapas são consideradas importantes para o desenvolvimento de uma
metodologia robusta e aplicável em diversos testes cĺınicos. Porém, isto só será
posśıvel se a sua eficácia for comprovada em testes de laboratório. Portanto, con-
comitantemente a estas etapas aqui definidas, o projeto de um experimento em
laboratório para validação desta metodologia deverá ser realizado no futuro.
7.2 Próximas Etapas
Com base na discussão apresentada acima, é listado a seguir um conjunto de
etapas. Estas etapas serão abordadas futuramente nesta pesquisa, partindo do apri-
moramento e diversificação da metodologia proposta nesta tese e culminando na sua
validação, através de um experimento.
Implementação do Modelo de Aquecimento via Ultrassom
Conforme observado no Cap. 2, a maioria dos trabalhos que abordam a TRM
consideram que o aquecimento ocorre através de aplicação localizada de ultrassom [8,
9, 38–40]. Buscando adequar o protocolo aqui desenvolvido com estes trabalhos, este
modelo de aquecimento será implementado, nos moldes do termos-fonte apresentados
na Seç. 4.3.
Variação das Propriedades Fisiológicas com a Temperatura
Nesta tese, foi assumido que as propriedades fisiológicas variam apenas em
relação à posição. Esta hipótese é feita com base na consideração de que o trata-
mento de hipertermia produz um aquecimento sutil, fazendo com que o seu impacto
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nestas propriedades possa ser negligenciado. Com base nesta hipótese, foi posśıvel
aplicar o SSKF para solucionar o problema de estimativa de variáveis de estado em
tempo real. Para que seja posśıvel estender a aplicação proposta aqui para problemas
envolvendo aquecimentos mais intensos (e.g., ablação), será necessário acrescentar a
informação do efeito da temperatura nas propriedades, sem que o modelo se torne
não linear. Esta investigação será feita, inicialmente considerando duas possibilida-
des: inclusão do efeito da temperatura, na forma de termos-fonte linearizados e a
modificação do problema de biotransferência de calor através da Transformada de
Kirchhoff [96]. Esta última permite, em alguns casos, que problemas não lineares
de condução de calor sejam escritos em termos de um problema linear.
Otimização dos Termos-Fonte
Nesta tese, foram obtidas soluções para os modelos de aquecimento propostos na
Seç. 4.3 para fins de verificação e acoplamento com o algoritmo baseado no SSKF.
Porém, embora os termos-fonte tenham promovido o aquecimento localizado na
região desejada, isto não ocorreu de maneira uniforme, i.e., variações significativas
na densidade de potência local puderam ser observadas. Por outro lado, ambos os
modelos possuem algumas variáveis que podem ser modificadas, de modo a amenizar
este problema. No caso do aquecimento por radiofrequência, em particular, algumas
destas variáveis são a posição e comprimento dos eletrodos e a voltagem aplicada.
Ao considerá-las como variáveis de projeto e definir uma função objetivo associ-
ada à não-uniformidade do aquecimento na região desejada, é posśıvel obter uma
configuração ótima destes parâmetros, através de algoritmos de otimização. Estes
algoritmos podem, inclusive, encontrar combinações de parâmetros ótimos capazes
de produzir mı́nimos valores de potência consumida, por exemplo.
Aprimoramento e Teste de Modelos de Biotransferência de Calor
Com base no modelo de biotransferência de calor de Pennes considerado nesta
tese, propõe-se duas etapas importantes a serem consideradas. Inicialmente, é
posśıvel incorporar ao modelo estruturas até então ausentes, como a medula óssea
e grandes vasos sangúıneos. Isto pode ser feito, inclusive, através de modelos ma-
temáticos mais atuais e robustos do que o modelo de Pennes — sempre observando as
limitações impostas pelo SSKF (i.e., modelo linear, com incertezas Gaussianas). Este
modelo aprimorado pode tanto ser utilizado na construção do modelo de evolução
como pode ser empregado para obter as medidas sintéticas de defasagem usadas
para resolver o problema de estimativa de variáveis de estado. Neste último caso,
em particular, seria posśıvel observar o comportamento do SSKF, em conjunto com
o modelo de Pennes, em uma situação onde o crime inverso é ausente. Assim, re-
141
sultados satisfatórios serão tomados como evidência de que o modelo de Pennes
pode apresentar bom desempenho em um experimento com medidas obtidas em um
equipamento de RM.
Expansão para geometrias tridimensionais
O próximo passo para aproximar o problema abordado nesta tese de uma si-
tuação real é reproduzir os experimentos numéricos aqui descritos em uma geometria
tridimensional. Do ponto de vista dos algoritmos e técnicas selecionadas, nenhuma
modificação é necessária, de modo que é necessário apenas ser capaz de escrever as
matrizes do modelo de evolução e observação associadas ao problema tridimensi-
onal. Esta etapa pode trazer algumas dificuldades, comentadas brevemente a seguir.
Inicialmente, uma dificuldade a ser considerada é a modelagem desta geometria.
Uma primeira abordagem seria efetuar a segmentação de diversas imagens 2D de
RM, com o objetivo de alimentar um software gerador de malha, como o GMSH,
utilizado neste trabalho. Porém, mesmo esta abordagem pode se mostrar bastante
complexa, em regiões contendo diferentes tipos de tecidos (e.g., abdômen). Além do
mais, a maior parte destas geometrias não desempenharão papel determinante na
estimativa do aumento de temperatura na região observada. Uma posśıvel solução
a ser testada é modelar apenas uma região na vizinhança do local a ser aquecido em
termos de um modelo infinito ou semi-infinito. Com isto, a dimensão do problema
será reduzida de forma drástica, fazendo com que apenas a região de interesse seja
processada computacionalmente.
Em seguida, nota-se também que a solução de problemas tridimensionais fará
com que a dimensão dos vetores de estado e de observação aumente vertiginosa-
mente. A consequência disto será que solução do problema de estimativa de variáveis
de estado dificilmente será obtida em tempo real, mesmo utilizando o SSKF. Em
particular, nos casos envolvendo o aumento da resolução espacial, a ausência de
matrizes esparsas impedirá a utilização de algoritmos especiais, como os que foram
aqui implementados. Para lidar com esta dificuldade, deve-se considerar a aplicação
de diretivas de processamento via GPU, cujo desempenho é notadamente superior.
Experimento para validação da metodologia desenvolvida
Após completar todas as etapas descritas acima, a metodologia deve ser validada,
através de um experimento em um equipamento de RM e de um sistema de aqueci-
mento, como os propostos nesta tese. Em uma fase inicial, os experimentos podem
ser realizados em phantoms, permitindo que parte desta validação seja realizada.
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Equação do Sinal de RM
O objetivo deste apêndice é apresentar a demonstração matemática da força
eletromotriz induzida na bobina do equipamento de RM, em função do comporta-
mento temporal da magnetização. Esta força eletromotriz é resultante da variação
do fluxo magnético dado pela Eq. (3.40), reproduzida abaixo, por conveniência. De
modo geral, a demonstração ou tratamento desta equação é raramente encontrado
na literatura — em particular, ao serem considerados os efeitos da variação local de
temperatura (cf. Seç. 3.6).







O ponto de partida é, justamente, a definição de fluxo magnético, dada pela
Eq. (A.2), na forma de uma integral de área [48, 97] dada pela Eq. (A.2), onde




B · dS. (A.2)
De acordo com as equações de Maxwell, é sabido que [97]
∇ ·B = 0. (A.3)
Desta forma, é posśıvel representar o campo magnético em termos de um potencial
magnético A [48, 97], dado pela Eq. (A.4), de modo que a Eq. (A.3) seja automati-
camente satisfeita1.
B = ∇×A. (A.4)
1∇ · (∇×A) = 0, ∀A ∈ Rn.
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∇×A · dS, (A.5)
o que, de acordo com o Teorema de Stokes, pode ser escrito na forma da Eq. (A.6),




A · dl. (A.6)
Assim, é posśıvel determinar o fluxo magnético, desde que o potencial magnético
seja conhecido. Em seguida, escreve-se a Lei de Ampère [97]:
∇×B = µ0JM (r, t) , (A.7)
onde JM (r, t) é uma densidade de corrente associada ao vetor magnetização.
JM (r, t) = ∇×M (r, t) . (A.8)
Aplicando a Eq. (A.4) na Eq. (A.7), resulta que
∇× (∇×A) = µ0JM (r, t) . (A.9)
O lado esquerdo da equação acima pode ser escrito da seguinte forma:
∇ (∇×A) = ∇ (∇ ·A)−∇2A, (A.10)
onde é assumido que ∇ ·A = 0. Desta forma, obtém-se que
∇2A = −µ0JM (r, t) . (A.11)
A solução desta equação é obtida analiticamente e dada por [29]




































Esta relação pode ser simplificada através da seguinte identidade vetorial:
∇ · (a× b) = −a ·∇× b+ b ·∇× a (A.15)
Usando esta relação e tomando a = M (r�, t) e b =
�
C
dl/ |r− r�|, resulta que a

























Em particular, o primeiro termo do lado direito da Eq. (A.16) deve ser analisado






















Esta integral de área, sendo avaliada na superf́ıcie da bobina receptora, pode ser
desprezada, uma vez que a magnetização é despreźıvel nesta região, por se encontrar






M (r�, t)× dl|r− r�|
�
· dA� = 0. (A.18)
















Nota-se que o termo entre parênteses é precisamente a sensibilidade da bobina re-
ceptora Brec (r), definida na Eq. (3.39). Desta forma, aplica-se esta equação na




M (r�, t) · Brec (r�) dV �. (A.20)




Combinando as Eqs. (A.20) e (A.21), obtém-se a Eq. (A.22), em concordância com
155






·Brec (r�) dV �. (A.22)
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