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Introduction
In this paper we consider nonlinear oscillators where the nonlinearities come from polynomial type terms involving velocityẋ and displacement x.
These type of systems arise naturally in models of many physical phenomena, and as a result, modelling the response of mechanical and structural systems with these nonlinearities is of interest in a range of applications. For example the escape equation, the Duffing oscillator and the van Der Pol equation are three of the most well known and intensively studied equations of this type -see [1, 2, 3] and references therein. Practical examples of nonlinear systems that can be represented in this way include vibrating cantilever energy harvesters [4] and vibration isolators [5, 6] . In addition having a convenient form of response solution may assist in the inverse problem of identifying behaviour from experimental data [7, 8] .
In this paper we use normal form transformations to derive a generalized resonance response function (RRF) for the class of nonlinear oscillators being considered. We demonstrate how different forms of the polynomial nonlinearities lead to different contributions in the RRF, and thus to the response of the system.
The main analytical tool used to derive the RRFs in this paper is a normal form transformation that is applied directly to the second order nonlinear oscillator without the need for the usual preparatory transformation into first order form [9] . The reason for using normal forms over other similar methods such as multiple scales [10] is that we wish to exploit the properties of the Lie bracket [11] . Normal form transformations are a powerful technique for studying the response of nonlinear oscillators, which has it's origins in the work of Poincaré [12] . The techniques have a long history of development and application, and are particularly useful for identifying resonant interactions in oscillators -for example see [13, 14, 15, 16, 17, 18] and the related approach of using nonlinear normal modes [19, 20, 21, 22, 23] . In addition, a comprehensive overview of normal form theory and related techniques can be found in [24, 25, 26, 27] , and a survey of recent developments is given by Stolovitch [28] .
The main advantage in using the approach of [9, 29] over the more usual first order normal form is that it exactly separates the responses at each resonance from the harmonic components of the response. This allows the resulting expressions to be projected onto a basis of complex exponential functions and derivation of RRFs without needing to use harmonic balance type approximations. The technique is demonstrated on an example system which has both damping and stiffness polynomial type nonlinearities.
Deriving resonant response functions (RRFs)
In this paper we will consider oscillators of the form
where N x is a function containing both nonlinear and damping terms, ω n is the undamped natural frequency, P x r represents the harmonic forcing term in which P x is the forcing (divided by mass) vector
and Ω is the forcing frequency. The forcing term is expressed in this way because later in the analysis, exponential trial solutions will be used to obtain nonlinear resonant response functions which we denote RRFs.
In this analysis the nonlinear and damping terms are grouped together as we are assuming that both these terms are of a similarly small magnitude -order ε 1 (we use ε as a bookkeeping device to establish the relative magnitudes of the various terms). For this type of single-degree-of-freedom 3 weakly nonlinear system we will take the usual assumption that the case of most interest is when the forcing frequency, Ω, is close to the linear resonance frequency, ω n , corresponding to when response amplitudes are highest. As the forcing is near-resonant, Ω ≈ ω n , the response frequency for the system, defined as ω r , is taken to match the forcing frequency, ω r = Ω.
A near-identity nonlinear transform will be applied of the form
leading to transformed dynamic equation with a simplified form given bÿ
where N u contains only the resonant nonlinear terms.
The purpose of the transformation is to put the dynamic equation, Eq. (1), into a simplified form which can be solved exactly by projecting onto a basis of oscillatory exponential functions. This eliminates the need for a harmonic balance type approximation when deriving the RRFs, as will be described later. We use the harmonic response u = u p + u m , where u p = U 2 e i(ωrt−φ) and
e −i(ωrt−φ) such that u = U cos(ω r t−φ) where the response amplitude, U, is real. Using the fact that Ω = ω r , the RRF relating the displacement amplitude U to the input forcing amplitude P can then be calculated.
The transformation method used here is a normal form transformation method for systems of second order oscillators as described by [9] . This methods is used because it exactly separates the responses at each resonance from the harmonic components of the response. A short description of the method is included in Appendix A, and further details can be found in [9, 29] . The normal form method centres around finding suitable N u (u,u, r) and h(u,u, r) functions for the given nonlinearity in the original oscillator equation N x (u,u, r). Note that while N x is expressed in terms of x andẋ in Eq. (1), when considering the relationship between the three terms, N u , h
and N x , it is expressed in terms of u andu. This is due to a Taylor series expansion during the derivation of this relationship -see Appendix A for details. Making the substitution u = u p + u m into the nonlinear function 
to order ε 1 , by applying the transformation, Eq. (2), which can be expressed as
where n u and h are coefficient vectors. We will now describe how these vectors can be derived for oscillators with polynomial nonlinearities.
RRFs for polynomial nonlinearities
From Eq. (4) the resonant terms of the system are determined by the non-zero coefficients of n u . From Eq. (5) the system response containing constant offset and higher harmonic components (i.e. those at frequencies greater than ω r ) is determined by the non-zero coefficients in matrix h.
We will consider combined nonlinear and damping terms which can be 5 written as a series of the following form [30] ,
to order ε 1 , where α ij = εα ij are the coefficients of the nonlinear and/or damping terms with i, j, I and J positive integers and we assume no parametric excitation.
Now make the substitution u = u p + u m into Eq. (6) to give
where the ε notation has been dropped. Expanding the i, j term in the summation gives
It is the u i+j−k p u k m terms that define the terms in u * with the corresponding coefficients α ij (iω r ) j γ k included in n x , (see Eq. (6)). Here γ k is the kth coefficient in the polynomial expansion and is given by
where C is the binomial coefficient, taking C N ij,res = P u r,
where even i + j: N ij,res = 0
and the subscript res indicates that only the resonant terms are included (the other terms will be represented in the nonlinear near-identity transform -discussed later in this section).
To proceed we note that γ k = (−1) j γ k+1 for the case where k = (i + j − 1)/2, see Appendix C, and that
. Using these relationships and Eq. (11) allows Eq. (10) to be written asü
where D(U) and K(U) are damping and stiffness like terms respectively.
They may be written as
where the summation subscript o and e indicate that only the odd or even terms, respectively, of the variable are considered.
Now consider the case where there is non-zero near-resonant forcing such
that Ω = ω r . Following the near-identity transform, the resonant terms (12)). Therefore, the resonant response may be written as an RRF of the form
where
, has been used (see Eq. (A3)). This is the resonance response function (RRF) of the system which shows the relationship between the frequency and the response amplitude, hence allowing the response amplitude U to be computed. Due to the form of K and D it can be seen that the even terms in N x (x,ẋ) have no effect on the resonant response, whereas the odd terms can contribute either in the form of apparent damping or of stiffness. At the same time, Eq. (15) reflects that the nonlinear system can also adopt a indirect superposition to get the final dynamic equation in u form, for each of the nonlinearities adds its own contribution to the resonant response function of the system.
In addition the phase of the resonant response can be calculated from Eq. (14) as 
Nonlinear γ for resonant terms Contribution Contribution
Non-resonant response for polynomial nonlinearities
The non-resonant response of the system is captured by h, which to order ε 1 can be written as
where the constant time-invariant response is given by
see Appendix B.2.1, and the response at the kth higher harmonic is given by
where k = 2, 3, 4 . . . , see Appendix B.2.2. Table 2 , gives the distribution of the harmonics in the system response for some nonlinear terms.
Complete response
Finally to calculate the full response, the resonant response amplitude U and phase φ are calculated using Eqs. (15) and (16) and then the harmonic responses can be calculated using Eqs. (18) and (19) respectively. Using Eq. (2), the full response to order ε is given by
e −i(ωrt−φ) has been used and h (0) and h (k) are given in Eqs. (18) and (19) respectively. From this response equation the nonlinear terms in N can be separated into 4 classes based on whether i and j are even or odd. This is summarised in Table 3 .
Stability of the solution
The steady-state constant amplitude near-resonant response of a generalised nonlinear equation of motion, consisting of the RRF along with expressions for the harmonics, has now been found. We now consider the stability 
(odd i) (γ 0.5 (3, 0) = 0) (γ 0 (3, 0) = 1) (see for example [3] ). Recalling that u = u p + u m = U cos(ω r t − φ), we now
where U c = U cos(φ) and U s = U sin(φ) and to account for the slow amplitude variation with time both U c and U s are functions of εt (the ε is present to indicate the slow nature of the variation). The derivatives of u may be written
where {} ′ indicates the derivative with respect to εt.
When letting the amplitude of response vary slowly with time we firstly note that, to order ε 1 , the derivation of the transformed equation of motion, Eq. (13), remains unchanged. This is because u is only present at order ε 1 in the relationship linking the original nonlinear term, the transformed nonlinear term and the transform (derived in the Appendix -Eq. (A2)).
Hence including the modified to u, which is order ε 1 , results in new terms at only order ε 2 . Now taking the transformed equation of motion, Eq. (13), recognising it is accurate to order ε as K(U) and D(U) are order ε and making the substitution for u andü gives
13 to order ε 1 , once we have dropped the ε notation. Balancing sine and cosine terms results in the first-order differential equation
The forcing frequency dynamics are now in the form X ′ = f(X, t) + P.
The equilibrium of the constant amplitude solutions,X, can be found by considering a perturbation X p away from equilibrium. Using a Taylor series expansion, the perturbation dynamics are X p ′ = f x (X, t)X p , where f x is the Jacobian of f. Hence the equilibrium solution is stable when the real parts of both eigenvalues of f x (X, t) are negative.
With some algebraic manipulation the eigenvalue equation may be written as
where D * = dD/dU 2 and λ is an eigenvalue of f x (X, t). In deriving this equation we have used U 2 = U 
Note that by inspection of Eq. (13) 
Example system
The relationships derived in the previous section are now applied to an example system. This system is the forced van der Pol equation with an additional cubic stiffness nonlinearity giving
where it is assumed that the nonlinear and damping terms are small compared to the linear ones and the forcing is near resonant such that Ω is close to the natural frequency, ω n , and therefore ω r = Ω.
Through comparison with Eq. (1), the nonlinear stiffness and damping term may be written as Immediately from Eqs. (14) and (15) the resonant response may be written
with ω r = Ω. This equation can be rewritten as a quadratic in ω 2 r and solved for a range of U to give the resonant response curve. (26) and (27) respectively. The dots and circles show the time-stepping simulation result for increasing and decreasing frequency steps respectively. agreement between the circles, dots in the regions of the dotted lines.
The constant offset can be predicted using Eq. (18) The small error in the predicted response is likely to come from the assumption that the nonlinearity is small. An indication of how valid this assumption is may be obtained by calculating the ratio of the maximum value of the nonlinear terms N x with the maximum value of the linear stiffness term over the time period of the response [32] . Assuming that the response is dominated by the harmonic response and using Eq. (13) , this ratio may be written as
The relationship between this ratio and the resulting prediction error was assessed by running two hundred time simulations for nonlinear parameters [α, µ] spanning the ranges 0.01 ≤ µ ≤ 0.1 and 0.005 ≤ α ≤ 01 (with other parameters remaining unchanged). Taking the prediction error to be the error at the response frequency at which the time simulation response was at a maximum, it was found that provided r x < 0.46 the prediction error for the harmonic response was within 2% for all runs and that only increases to 2.5% when r x = 0.6. Over all these runs the error in the third harmonic did not exceed 4.5%, or 3.5% for the cases where the ratio is less than 0.46.
Conclusion
In this paper we have developed expressions for the resonance response functions (RRFs) of a class of nonlinear oscillators with polynomial nonlinearities based on a constant amplitude steady-state response using the second order normal form technique of [9] . Using this framework, the contributions of the polynomial type nonlinear terms to the resonance response function and the system response have been categorised. Sample results for different types of polynomial nonlinear terms are presented in Tables 1 and 2. Table   3 in the near-identity transform and hence invalidate the assumption that the transform terms are of order ε 1 . Therefore for elements where β ℓ ≈ 0 we write n uℓ = n xℓ and h ℓ = 0 and retain the nonlinear term in the transformed equations. For more details about this transformation see [9] .
B. Application of normal forms to polynomial nonlinearity
Here we identify the resonant and harmonic terms present in the generalised polynomial nonlinearity defined by N x in Eq. (1)
B.1. The nonlinear resonant terms
Considering the process to select the near-identity transform, the key coefficient for the ℓth term is β ℓ , see Eq. (A12), which is given by
using Eq. (A29) and noting that δ k = δ i+j−k . Note that when i + j is odd the first term in the square brackets is set to zero.
B.2.1. The constant time-invariant response
Considering the first term in the square bracket of Eq. (A20), making the substitutions u p = 
This term represents the constant off-set due to the nonlinearity in the system. Note that this expression can be further simplified by realising that The general form of this constant off-set value is contributed by different nonlinearities suggests that a form of superposition can be used here.
C. The coefficient γ
The definition of coefficient γ k is given in Eq. (9)
where C is the binomial coefficient, taking C 
and make the substitution v = i − v ′ to give
Using the relationship C (26) and (27) 
