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Abstract
The aim of this paper is to establish a theory of Galerkin approx-
imations to the space of convex and compact subsets of Rd with fa-
vorable properties, both from a theoretical and from a computational
perspective. These Galerkin spaces are first explored in depth and
then used to solve optimization problems in the space of convex and
compact subsets of Rd approximately.
Keywords: Set optimization, Galerkin approximation, convex sets, polytopes.
AMS codes: 65K10, 52A20, 52B11.
1 Introduction
In the context of partial differential equations, Galerkin approximations are
the conceptual link between their analysis and modern numerical methods
for their solution. Once the regularity of a solution is established, finite-
dimensional Galerkin approximations to the corresponding function space
are designed, and efficient numerical methods compute approximate solutions
to the discretized problems. This simple, but very powerful idea has been
driving the evolution of major parts of applied mathematics for more than
half a century.
∗School of Mathematical Sciences, Monash University, Victoria 3800, Australia; tele-
phone: +61(3)99020579; email: janosch.rieger@monash.edu.
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The aim of this article is to create an analog of Galerkin approximations
for problems posed in the space Kc(Rd) of all nonempty, convex and compact
subsets of Rd. Spaces of polytopes with prescribed facet orientations, which
have been described, e.g., in [1], are natural candidates for this purpose.
Our analysis in Section 2 shows that these spaces are useful objects, both
from a theoretical as well as from a computational perspective. They possess
a natural system of coordinates, which can be characterized as the set of all
vectors in RN satisfying a linear inequality, and they have approximation
properties, which are very similar to those of finite element spaces.
In Section 3, we demonstrate that there exist nested Galerkin sequences,
which are the equivalents of nested conforming finite element schemes in the
world of sets, and that minimizers of auxiliary optimization problems posed in
the Galerkin spaces approximate minimizers of optimization problems posed
in Kc(Rd). As interior point methods are by far the most suitable class of
algorithms for the solution of the resulting finite-dimensional optimization
problems, we devote a substantial part of Section 2 to the classification and
geometry of polytopes corresponding to interior and boundary points of our
coordinate spaces.
The contents of this paper found first applications in [2] and in [3], where
the infinite time reachable sets of strictly stable linear control systems and
convex source supports of elliptic impedance tomography problems are com-
puted as solutions to optimization problems in Galerkin polytope spaces. All
results provided in this manuscript have explicitly or implicitly been exploited
in these applications.
2 The space GA
In this section, we characterize and analyze the space GA of all polyhedra
with prescribed facet orientations, which are encoded in terms of a matrix
A containing the corresponding outer normals. After collecting some pre-
liminaries in Section 2.1 and introducing a natural space CA of coordinates
in Section 2.2, we investigate in Section 2.3, under which circumstances the
spaces GA consist of bounded polytopes. In Section 2.4, we characterize CA in
terms of a system of linear inequalities, and after collecting some information
on vertices of certain polyhedra in Section 2.5, we eliminate some redundan-
cies in the characterizing system of inequalities in Section 2.6. In Section 2.7
we discuss the geometry of polyhedra corresponding to coordinate vectors in
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the interior and in different parts of the boundary of CA, and in Section 2.8,
we quantify how well the space GA approximates Kc(Rd).
2.1 Setting and preliminaries
We denote the unit sphere in Rd by Sd−1 := {x ∈ Rd : ‖x‖2 = 1}. Through-
out this section, we will assume that A ∈ RN×d is a fixed matrix which con-
sists of pairwise distinct rows aT1 , . . . , a
T
N satisfying ai ∈ Sd−1 for i = 1, . . . , N .
Denoting R+ := {s ∈ R : s ≥ 0}, for every b ∈ RN and c ∈ Rd, we define
QA,b := {x ∈ Rd : Ax ≤ b}, Q∗A,c := {p ∈ RN+ : ATp = c},
and for x ∈ Rd and p ∈ RN+ , we set
Ibx := {i : aTi x = bi}, I∗p := {i : pi > 0}.
We define a space of polyhedra by setting
GA := {QA,b : b ∈ RN} \ {∅}.
The vectors b ∈ RN provide a natural system of coordinates on GA. We
denote 0 = (0, . . . , 0)T ∈ RN and 1 = (1, . . . , 1)T ∈ RN . For any closed
convex set C ⊂ Rd, we denote its set of extremal points by ext(C).
Let Kc(Rd) denote the space of all nonempty, convex and compact subsets
ofRd, and consider the Hausdorff semi-distance dist : Kc(Rd)×Kc(Rd)→ R+
and the Hausdorff-distance distH : Kc(Rd)×Kc(Rd)→ R+ defined by
dist(C, C˜) := sup
c∈C
inf
c˜∈C˜
‖c− c˜‖2,
distH(C, C˜) := max{dist(C, C˜), dist(C˜, C)}.
In addition, we introduce the size and the support function
‖ · ‖2 : Kc(Rd)→ R+, ‖C‖2 := sup
c∈C
‖c‖2,
σ : Kc(Rd)×Rd → R, σC(x) := sup
c∈C
xT c.
The following statements are Corollary 4.5 in [6] and the first theorem in
Section 2.5 of [7].
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Lemma 1 (Vertices of polyhedra). Let b ∈ RN and c ∈ Rd.
a) A point x ∈ QA,b satisfies x ∈ ext(QA,b) if and only if x ∈ QA,b and
rank({ai : i ∈ Ibx}) = d.
b) A point p ∈ Q∗A,c satisfies p ∈ ext(Q∗A,c) if and only if the vectors
{ai : i ∈ I∗p} are linearly independent.
The following facts are Propositions 1.7 and 1.9 in [11].
Proposition 2 (Farkas’ Lemma). Let b ∈ RN , c ∈ Rd and β ∈ R.
a) Either QA,b 6= ∅, or there exists p ∈ Q∗A,0 with bT p < 0.
b) Assume that QA,b 6= ∅. Then the inequality cTx ≤ β is true for all
x ∈ QA,b if and only if there exists p ∈ Q∗A,c with pT b ≤ β.
Finitely generated convex cones will play a major role in this paper.
Definition 3. Given vectors v1, . . . , vk ∈ Rm, we define the cone generated
by these vectors by cone({v1, . . . , vk}) := {
∑k
j=1 λjvk : λ ∈ Rk+}.
Caratheodory’s theorem for cones is taken from Theorem 3.14 in [6].
Proposition 4 (Caratheodory’s theorem for cones). Let I ⊂ {1, . . . , N},
and let c ∈ cone({ai : i ∈ I}). Then there exists a subset J ⊂ I such that
c ∈ cone({ai : i ∈ J}) and the vectors {ai : i ∈ J} are linearly independent.
The following version of the strong duality theorem for linear program-
ming can be found, e.g., in [5, Theorem 4.13].
Theorem 5 (Strong duality for LP). Let b ∈ RN and c ∈ Rd. For the LPs
max{cTx : x ∈ QA,b} and min{bTp : p ∈ Q∗A,c},
precisely one of the following alternatives holds:
a) We have QA,b 6= ∅ and Q∗A,c 6= ∅, and
max{cTx : x ∈ QA,b} = min{bT p : p ∈ Q∗A,c}.
b) We have either QA,b = ∅ and inf{bTp : p ∈ Q∗A,c} = −∞ or Q∗A,c = ∅
and sup{cTx : x ∈ QA,b} =∞.
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c) We have QA,b = ∅ and Q∗A,c = ∅.
Hoffman’s error bound was first given in the paper [4].
Theorem 6 (Hoffman’s error bound). There exists a constant LA ≥ 0 such
that for all x ∈ Rd and all b ∈ RN with QA,b 6= ∅, we have
dist(x,QA,b) ≤ LA‖max{0, Ax− b}‖∞,
where the maximum is to be interpreted component-wise.
The following facts are proved in Lemmas 1.8.12 and 1.8.14 in [10].
Lemma 7. For all x, x˜ ∈ Rd and C, C˜ ∈ Kc(Rd), we have
|σC(x)− σC˜(x˜)| ≤max{‖C‖2, ‖C˜‖2}‖x− x˜‖2
+max{‖x‖2, ‖x˜‖2} distH(C, C˜),
as well as
distH(C, C˜) = sup
x∈Sd−1
|σC(x)− σC˜(x)|.
2.2 Coordinates on GA
In this section, we check that the mapping
ϕ : CA → GA, ϕ(b) := QA,b,
is a bijection between the coordinate space
CA := {b ∈ RN : ∀ i ∈ {1, . . . , N} ∃xi ∈ QA,b with aTi xi = bi}
and the space of polytopes GA. It is immediate that QA,b 6= ∅ whenever
b ∈ CA. The following lemmas state that vectors in CA are, in a sense,
minimal descriptions of polyhedra in GA.
Lemma 8. If b ∈ CA and b˜ ∈ RN with QA,b = QA,b˜, then b ≤ b˜.
Proof. Let i ∈ {1, . . . , N}. By definition of CA, there exists xi ∈ QA,b with
bi = a
T
i xi, and since QA,b = QA,b˜, we have a
T
i xi ≤ b˜i.
In the next proof, we use Farkas’ lemma instead of compactness argu-
ments, because we are currently not excluding unbounded polyhedra QA,b.
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Lemma 9. Let b˜ ∈ RN with QA,b˜ 6= ∅, and define
bi := sup{aTi x : x ∈ QA,b˜}, i = 1, . . . , N. (1)
Then b ∈ CA, and we have b ≤ b˜ and QA,b = QA,b˜.
Proof. Because of QA,b˜ 6= ∅ and by statement (1), we have −∞ < bi ≤ b˜i
for every i ∈ {1, . . . , N}, and hence b ∈ RN and QA,b ⊂ QA,b˜. On the other
hand, for every x ∈ QA,b˜ and every i ∈ {1, . . . , N}, statement (1) yields
aTi x ≤ bi, so QA,b˜ ⊂ QA,b. All in all, we have QA,b = QA,b˜ 6= ∅.
Now fix i ∈ {1, . . . , N}, and let us check that there exists xi ∈ QA,b with
aTi xi = bi. According to statement (1), for every ε > 0, there exists xε ∈ QA,b
with aTi xε > bi − ε. By Proposition 2b, this implies that
pT b ≥ bi ∀ p ∈ Q∗A,ai . (2)
Now consider (p, s) ∈ RN+ ×R+ with ATp− sai = 0. If s > 0, then we have
s−1p ∈ Q∗A,ai, so by (2), we obtain bT p− bis ≥ 0. If s = 0, then ATp = 0, and
since QA,b 6= ∅, Proposition 2a yields bTp ≥ 0. Thus, in both cases we find
(bT ,−bi)
(
p
s
)
≥ 0,
and according to Proposition 2a, this implies
{x ∈ Rd : Ax ≤ b, −aTi x ≤ −bi} 6= ∅,
so there exists xi ∈ QA,b with aTi xi = bi.
Now we establish the converse of Lemma 8.
Lemma 10. If b ∈ RN and b ≤ b˜ for all b˜ ∈ RN with QA,b = QA,b˜, then we
have b ∈ CA.
Proof. If QA,b = ∅, then b˜ := b − 1 < b and QA,b−1 = ∅ = QA,b, which
contradicts the assumption. Hence QA,b 6= ∅, and by Lemma 9, there exists
some b˜ ∈ CA with b˜ ≤ b and QA,b = QA,b˜. By assumption, we have b ≤ b˜, so
b = b˜ and b ∈ CA.
Let us sum up the preceding discussion.
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Proposition 11. For b ∈ RN , we have b ∈ CA if and only if b ≤ b˜ for all
b˜ ∈ RN with QA,b = QA,b˜.
Proof. Combine Lemmas 8 and 10.
Finally, we conclude that ϕ is a nice parametrization of GA.
Theorem 12. The mapping ϕ : CA → GA, ϕ(b) = QA,b, is a homeomorphism
between (CA, ‖ · ‖∞) and (GA, distH). The mapping ϕ is LA-Lipschitz, and its
inverse ϕ−1 is 1-Lipschitz.
Proof. By definition of CA, it is clear that ϕ(CA) ⊂ GA.
Let b˜ ∈ RN with QA,b˜ ∈ GA. By Lemma 9, there exists b ∈ CA such
that QA,b = QA,b˜, so ϕ is surjective. Assume that there exist b, b˜ ∈ CA with
QA,b = ϕ(b) = ϕ(b˜) = QA,b˜. By Proposition 11, we have b ≤ b˜ and b˜ ≤ b, so
b = b˜. Hence ϕ is injective.
The Lipschitz property of ϕ is a consequence of Hoffman’s error bound,
see Theorem 6. To check the Lipschitz property of the inverse, let b, b˜ ∈ CA
and fix i ∈ {1, . . . , N}. By definition of CA, there exists x ∈ ϕ(b) = QA,b with
aTi x = bi, and there exists x˜ ∈ ϕ(b˜) = QA,b˜ with ‖x− x˜‖2 ≤ dist(QA,b, QA,b˜).
But then
bi − b˜i ≤ aTi (x− x˜) ≤ ‖x− x˜‖2 ≤ dist(QA,b, QA,b˜).
By symmetry, and since the above argument holds for any i, we obtain
‖b− b˜‖∞ ≤ dist(QA,b, QA,b˜).
2.3 Spaces of polytopes or unbounded polyhedra
The recession cone of a convex set describes its behavior at infinity.
Definition 13. The recession cone of a closed convex set C ⊂ Rd is the set
rec(C) := {c ∈ Rd : x+ λc ∈ C ∀λ ≥ 0, ∀ x ∈ C}.
We use this notion to prove a theorem of the alternative for the space GA.
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Theorem 14. Either GA is a collection of unbounded polyhedra, or it is a
collection of bounded polytopes. The latter alternative is equivalent with the
statement QA,0 = {0}, and it is also equivalent with the condition
Q∗A,c 6= ∅ ∀ c ∈ Rd.
Proof. Let QA,b ∈ GA be arbitrary. According to Theorem 8.4 in [9], the set
QA,b is bounded if and only if rec(QA,b) = {0}, and by Proposition 1.12 from
[11], we have rec(QA,b) = QA,0.
By definition, we have 0 ∈ rec(QA,b). By Theorem 5, the statement
QA,0 = {0} implies that Q∗A,c 6= ∅ for all c ∈ Rd. Conversely, if there exists
c ∈ QA,0 \ {0}, then λc ∈ QA,0 for all λ ≥ 0, and max{cTx : x ∈ QA,0} is
unbounded. But then, Theorem 5 yields Q∗A,c = ∅.
The following statement gives some insight into the structure of GA.
Corollary 15. The space GA is a cone if and only if GA consists of polytopes.
Proof. For any λ > 0 and b ∈ CA, we have λQA,b = QA,λb ∈ GA. If GA consists
of polytopes, then Theorem 14 yields 0 ·QA,b = {0} = QA,0 ∈ GA, and GA is
a cone. If GA consists of unbounded polyhedra, then 0 ·QA,b = {0} /∈ GA.
2.4 An explicit characterization of CA
We characterize the set CA in terms of a system of linear inequalities. To
maintain readability, we will denote
Q⋄A,0 = {q ∈ RN+ : AT q = 0, 1T q = 1}.
For the interpretation of Theorem 16, note that ext(Q⋄A,0) can be empty,
while ei ∈ ext(Q∗A,ai) for all i ∈ {1, . . . , N}.
Theorem 16. Let b ∈ RN . Then we have b ∈ CA if and only if
0 ≤ bTp ∀ p ∈ Q⋄A,0, (3a)
bi ≤ bTp ∀ p ∈ Q∗A,ai, ∀ i ∈ {1, . . . , N}, (3b)
which is equivalent with
0 ≤ bTp ∀ p ∈ ext(Q⋄A,0), (4a)
bi ≤ bT p ∀ p ∈ ext(Q∗A,ai), ∀ i ∈ {1, . . . , N}. (4b)
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Remark 17. In fact, the conditions (4a) are equivalent with QA,b 6= ∅, and
when QA,b 6= ∅, the conditions (4b) guarantee that every inequality aTi x ≤ bi
is attained.
Proof of Theorem 16. By definition, we have b ∈ CA if and only if
max{aTi x : x ∈ QA,b} = bi ∀ i ∈ {1, . . . , N}. (5)
Let us show that (5) is equivalent with conditions (3a, 3b).
Assume that statement (5) holds. Then we have QA,b 6= ∅, so Proposition
2a yields condition (3a). Applying Theorem 5 to statement (5) gives
min{bT p : p ∈ Q∗A,ai} = bi ∀ i ∈ {1, . . . , N}, (6)
which implies condition (3b).
Conversely, assume that conditions (3a) and (3b) hold. Statement (3a)
and Proposition 2a imply QA,b 6= ∅. Statement(3b) and Theorem 5 imply
bi ≤ min{bTp : p ∈ Q∗A,ai} = max{aTi x : x ∈ QA,b} ≤ bi ∀ i ∈ {1, . . . , N},
so statement (5) holds.
Since Q⋄A,0 is a bounded polytope, conditions (3a) and (4a) are equivalent.
Statement (3b) clearly implies (4b). Assume that (4a) and (4b) hold. By
Lemma 1b, we have ei ∈ ext(Q∗A,ai), so by Theorem 4.24 in [6], we have
Q∗A,ai = conv(ext(Q
∗
A,ai
)) + rec(Q∗A,ai) = conv(ext(Q
∗
A,ai
)) +Q∗A,0.
Let p ∈ Q∗A,ai , and let q ∈ conv(ext(Q∗A,ai)) and r ∈ Q∗A,0 with p = q + r.
Statement (4b) gives bi ≤ bT q, and statement (4a) implies 0 ≤ bT r, so
bi ≤ bT (q + r) = bT p.
We use Theorem 16 to characterize CA. Note that ext(Q⋄A,0) as well as
ext(QA,ai) \ {ei} with i ∈ {1, . . . , N} can be the empty set. In this case, the
corresponding matrices are to be interpreted as the empty matrix.
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Corollary 18. If we enumerate
ext(Q⋄A,0) = {f 0,1, . . . , f 0,m0},
ext(QA,ai) \ {ei} = {f i,1, . . . , f i,mi}, i ∈ {1, . . . , N},
and form the matrix F := (F0, . . . , FN) with
F0 := (f
0,1, . . . , f 0,m0) ∈ RN×m0 ,
Fi := (f
i,1 − ei, . . . , f i,mi − ei) ∈ RN×mi , i ∈ {1, . . . , N},
then b ∈ CA is equivalent with F T b ≥ 0.
This representation is the key for the practical applicability of the theory
laid out in this paper. In addition, it has nice theoretical consequences.
Corollary 19. The set CA is a closed convex subcone of (RN , ‖ · ‖∞).
We can immediately draw the following conclusion.
Corollary 20. The metric space (GA, distH) is complete.
Proof. According to Theorem 12, the mapping ϕ : CA → GA, ϕ(b) = QA,b, is
a bi-Lipschitz homeomorphism between (CA, ‖ · ‖∞) and (GA, distH), and by
Corollary 19, the space (CA, ‖ · ‖∞) is complete.
2.5 Vertices of Q⋄A,0 and Q
∗
A,c
In this section, we gather information on the representation of vertices that
will be used later in the paper.
Lemma 21. Let p ∈ Q⋄A,0. Then p ∈ ext(Q⋄A,0) if and only if the vectors
{(aTi , 1)T : i ∈ I∗p} are linearly independent.
Remark 22. An elementary, but lengthy proof shows that the following state-
ment holds: If p ∈ Q⋄A,0, then p ∈ ext(Q⋄A,0) if and only if for every i0 ∈ I∗p ,
the vectors {ai : i ∈ I∗p \ {i0}} are linearly independent.
Proof of Lemma 21. Apply Lemma 1b to Q⋄A,0 = Q
∗
(AT ,1)T ,(0
R
d ,1)T
.
The following statement is an immediate consequence of the above lemma.
Corollary 23. If p ∈ Q⋄A,0 and p˜ ∈ ext(Q⋄A,0) satisfy I∗p ⊂ I∗p˜ , then p = p˜.
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Proof. Since p˜ ∈ ext(Q⋄A,0), the vectors {(aTi , 1)T : i ∈ I∗p˜} are linearly inde-
pendent by Lemma 21 . The vector pˆ := 1
2
(p + p˜) ∈ Q⋄A,0 clearly satisfies
I∗pˆ = I
∗
p˜ . Hence Lemma 21 yields pˆ ∈ ext(Q⋄A,0), which forces p = p˜ = pˆ.
Let us check that ext(Q∗A,c) 6= ∅ whenever Q∗A,c 6= ∅.
Lemma 24. If c ∈ Rd \ {0}, then for every p ∈ Q∗A,c, there exists some
p˜ ∈ ext(Q∗A,c) with I∗p˜ ⊂ I∗p .
Proof. If p ∈ Q∗A,c, then c ∈ cone({ai : i ∈ I∗p}). By Proposition 4, there
exists J ⊂ I∗p such that c ∈ cone({aj : j ∈ J}) and {aj : j ∈ J} are linearly
independent. Since c 6= 0, we have J 6= ∅, and there is p˜ ∈ Q∗A,c with I∗p˜ ⊂ J .
By Lemma 1b, we have p˜ ∈ ext(Q∗A,c).
A statement similar with Corollary 23 holds for vertices of Q∗A,c.
Lemma 25. Let c ∈ Rd. If p ∈ Q∗A,c and p˜ ∈ ext(Q∗A,c) satisfy I∗p ⊂ I∗p˜ , then
we have p = p˜. In particular, if p ∈ ext(Q∗A,ai) \ {ei}, then pi = 0.
Proof. By assumption, we can represent
∑
i∈I∗
p˜
piai = c =
∑
i∈I∗
p˜
p˜iai. Since
p˜ ∈ ext(Q∗A,c), Lemma 1b yields that the vectors {ai : i ∈ I∗p˜} are linearly
independent, which forces p = p˜. Now let p ∈ ext(Q∗A,ai) with pi > 0. Then
the inclusions ei ∈ Q∗A,ai and Iei ⊂ I∗p imply ei = p.
2.6 Redundancy in the characterisation of CA
The system (4a, 4b) is, in general, highly redundant. From a practical per-
spective, redundancies can be eliminated in an offline computation. The
results in this section are useful for this elimination process, and they pro-
vide some intuition for the origin of the redundancy.
Theorem 26. The system of inequalities (4a) does not contain redundant
conditions.
Proof. Let ext(Q⋄A,0) = {p1, . . . , pm} with pairwise distinct pj ∈ RN+ . Assume
that for some k ∈ {1, . . . , m}, the condition (pk)T b ≥ 0 is redundant in
system (4a). By Proposition 2b, there exists λ ∈ Rm+ \ {0} with λk = 0 and
pk =
∑m
j=1 λjp
j. Since pj ∈ RN+ for j ∈ {1, . . . , m}, it follows that
I∗pj ⊂ I∗pk ∀j ∈ {1, . . . , m},
so Corollary 23 gives pj = pk for all j ∈ {1, . . . , m} with λj > 0. This is a
contradiction.
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The way in which the geometry of the matrix A determines the redun-
dancies in conditions (4b) is vaguely related to Haar’s lemma. It is currently
not clear whether the complete system (4a, 4b) of linear inequalities contains
redundancies other than those identified in the following theorem.
Theorem 27. Let k ∈ {1, . . . , N}, and let p, p˜ ∈ ext(Q∗A,ak) \ {ek} with
cone({ai : i ∈ I∗p}) ( cone({ai : i ∈ I∗p˜}). (7)
Then the condition bk ≤ bT p˜ is redundant in the system of inequalities (4b).
Proof. First note that the condition bk ≤ bT p is one of the conditions in
statement (4b), and by (7), we have p 6= p˜.
Again by (7), for all i ∈ I∗p , there exist pi ∈ Q∗A,ai with I∗pi ⊂ I∗p˜ . Lemma
1b and p˜ ∈ ext(Q∗A,ak) imply linear independence of the vectors {ai : i ∈ I∗p˜}.
Lemma 1b and linear independence of {ai : i ∈ I∗pi} imply pi ∈ ext(Q∗A,ai), so
the conditions
bi ≤ bT pi ∀ i ∈ I∗p , (8)
occur in the system of inequalities (4b) as well. By Lemma 25 and since
p 6= ek, we have pk = 0. Hence ai 6= ak for all i ∈ I∗p , which implies
ATpi = ai 6= ak = AT p˜ for all i ∈ I∗p , so that pi 6= p˜ for all i ∈ I∗p .
Now we show that the condition bk ≤ bT p˜ is a consequence of the inequal-
ities bk ≤ bT p and (8). We compute∑
j∈I∗
p˜
p˜jaj = ak =
∑
i∈I∗p
piai =
∑
i∈I∗p
pi
∑
j∈I∗
p˜
pijaj =
∑
j∈I∗
p˜
(
∑
i∈I∗p
pip
i
j)aj ,
and since {aj : j ∈ Ip˜} are linearly independent, it follows that
p˜j =
∑
i∈I∗p
pip
i
j ∀ j ∈ I∗p˜ . (9)
Using (8) and (9), we arrive at the estimate
bk ≤ bTp =
∑
i∈I∗p
bipi ≤
∑
i∈I∗p
pi
∑
j∈I∗
p˜
bjp
i
j =
∑
j∈I∗
p˜
bj
∑
i∈I∗p
pip
i
j =
∑
j∈I∗
p˜
bj p˜j = b
T p˜,
which proves that the condition bk ≤ bT p˜ is indeed redundant.
The following immediate consequence of Theorem 27 explains the small
number of irredundant constraints in (4b) when d = 2.
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Corollary 28. Let t1 < . . . < tN ∈ [0, 2π), and let aTi = (sin t, cos t). Then
every condition bi ≤ pT b with p ∈ ext(Q∗A,ai) is redundant in (4b) unless
I∗p =


{N, 2}, i = 1,
{i− 1, i+ 1}, i ∈ {2, . . . , N − 1},
{N − 1, 1}, i = N.
2.7 Interior and boundary points of CA
In this section, we will characterize interior and boundary points of CA, which
is essential for the use of interior-point methods for optimization on GA. For
any b ∈ CA and I ⊂ {1, . . . , N}, we define affine subspaces and facets by
H(A, b, I) := {x ∈ Rd : aTi x = bi, i ∈ I}, QIA,b := QA,b ∩H(A, b, I).
The set CA has nonempty interior, which can be characterized easily in
the setting of Corollary 18.
Theorem 29. The topological interior int(CA) of CA in RN coincides with
the set {b ∈ RN : F T b > 0}, and we have 1 ∈ int(CA).
Proof. By Corollary 18, we have CA = {b ∈ RN : F T b ≥ 0}. Since F does
not contain any zero columns, it follows from elementary arguments that
int(CA) = int({b ∈ RN : F T b ≥ 0}) = {b ∈ RN : F T b > 0}.
Let us check that F T1 > 0. By definition, any vector f 0,k ∈ ext(Q⋄A,0)
satisfies 1T f 0,k > 0. By Lemma 25, a vector f i,k ∈ ext(Q∗A,ai) \ {ei} satisfies
f i,ki = 0, and we have f
i,k 6= 0. Since aTi aj < 1 for i 6= j, we find
1
Tf i,k =
N∑
j=1
f i,kj >
N∑
j=1
f i,kj a
T
i aj = a
T
i
N∑
j=1
f i,kj aj = a
T
i ai = 1,
which shows that (f i,k − ei)T1 > 0, as desired.
Let us take a closer look at the boundary of CA. When one of the in-
equalities in (4a) is an equality, then QA,b is flat.
Proposition 30. Let b ∈ CA, and let p ∈ ext(Q⋄A,0). Then bT p = 0 holds if
and only if QA,b ⊂ QI
∗
p
A,b.
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Proof. Let bTp = 0. For any i ∈ I∗p and x ∈ QA,b, we compute
−piaTi x = pTAx− piaTi x =
∑
j∈I∗p
pja
T
j x− piaTi x
=
∑
j∈I∗p\{i}
pja
T
j x ≤
∑
j∈I∗p\{i}
pjbj = p
T b− pibi = −pibi,
which, after division by −pi, gives aTi x ≥ bi and hence aTi x = bi for all i ∈ I∗p .
Conversely, assume that QA,b ⊂ QI
∗
p
A,b holds. Since b ∈ CA, there exists
x ∈ QA,b, and we obtain
pT b =
∑
i∈I∗p
pibi =
∑
i∈I∗p
pia
T
i x = (A
Tp)Tx = 0.
In terms of dimension, this means the following.
Proposition 31. Let b ∈ CA. Then dim(QA,b) ≤ d − 1 if and only if there
exists p ∈ ext(Q⋄A,0) with bT p = 0.
Proof. Assume that there exists p ∈ ext(Q⋄A,0) with bT p = 0. Since 1T p = 1,
we have #I∗p > 0. Now Proposition 30 yields dim(QA,b) ≤ dim(QI
∗
p
A,b) ≤ d−1.
Conversely, assume that dim(QA,b) ≤ d − 1. Then there exist α ∈ R
and c ∈ Rd \ {0} such that cTx = α for all x ∈ QA,b. By assumption, we
have QA,b 6= ∅, and by Proposition 2b applied to the inequalities cTx ≤ α
and (−c)Tx ≤ −α, we conclude that there exist q ∈ Q∗A,c with bT q ≤ α and
q˜ ∈ Q∗A,−c with bT q˜ ≤ −α. Then
pˆ :=
q + q˜
1
T q + 1T q˜
∈ Q⋄A,0, bT pˆ =
bT q + bT q˜
1
T q + 1T q˜
≤ 0.
Since Q⋄A,0 is a bounded polytope, this implies that there exists p ∈ ext(Q⋄A,0)
with bTp ≤ 0. By Theorem 16, we have bT p = 0.
If one of the inequalities in (4b) is attained, the corresponding facet is
degenerated.
Proposition 32. Let b ∈ CA, and let p ∈ ext(Q∗A,ak) \ {ek}. Then k /∈ I∗p ,
and bT p = bk holds if and only if Q
k
A,b ⊂ Q
I∗p
A,b.
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Proof. We have k /∈ I∗p by Lemma 25.
Assume that pT b = bk holds. Then for any i ∈ I∗p and x ∈ QkA,b, we get
−piaTi x = pTAx− aTk x− piaTi x =
∑
j∈I∗p
pja
T
j x− bk − piaTi x
=
∑
j∈I∗p\{i}
pja
T
j x− bk ≤
∑
j∈I∗p\{i}
pjbj − bk = pT b− pibi − bk = −pibi,
so aTi x ≥ bi. Conversely, let QkA,b ⊂ Q
I∗p
A,b. Since b ∈ CA, there exists some
x ∈ QkA,b, and we find
pT b =
∑
i∈I∗p
pibi =
∑
i∈I∗p
pia
T
i x = (A
Tp)Tx = aTk x = bk.
Alternatively, we can describe this situation from an algebraic perspec-
tive: If one of the inequalities in (4b) is an equality, then the corresponding
condition aTk x ≤ bk is redundant in the definition of QA,b.
Proposition 33. Let b ∈ CA, and let p ∈ ext(Q∗A,ak) \ {ek}. Then k /∈ I∗p ,
and bT p = bk holds if and only if a
T
i x ≤ bi for all i ∈ I∗p implies aTk x ≤ bk.
Proof. Again, we have k /∈ Ip by Lemma 25.
If we assume that bT p = bk holds and that a
T
i x ≤ bi for all i ∈ I∗p , then
aTk x ≤ bk follows directly from ATp = ak and Proposition 2b.
Conversely, assume that aTi x ≤ bi for all i ∈ I∗p implies aTk x ≤ bk. By
Proposition 2b, there exists p˜ ∈ Q∗A,ak with I∗p˜ ⊂ I∗p and bT p˜ ≤ bk. Corollary
23 yields p˜ = p, so bTp ≤ bk, and b ∈ CA implies bT p ≥ bk by Theorem 16.
The correspondence between dimensionality and algebraic inequalities is
more complicated for facets QkA,b than for the entire polyhedron QA,b.
Corollary 34. Let b ∈ CA, and let p ∈ ext(Q∗A,ak) \ {ek}. Then bTp = bk
implies dim(QkA,b) ≤ d− 2.
Proof. By Proposition 32, the identity bT p = bk implies Q
k
A,b ⊂ Q
I∗p
A,b. Since
p ∈ ext(Q∗A,ak) \ {ek}, Lemma 25 yields pk = 0, so #I∗p ≥ 2. By Lemma
1b, the vectors {ai : i ∈ I∗p} are linearly independent. Hence we conclude
dim(QkA,b) ≤ dim(H(A, b, I∗p)) ≤ d− 2.
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The following statement is a semi-converse of Corollary 34.
Proposition 35. Let b ∈ CA. If dim(QkA,b) ≤ d− 2, then dim(QA,b) ≤ d− 1
or there exists p ∈ ext(Q∗A,ak) \ {ek} with bTp = bk.
Proof. If dim(QkA,b) ≤ d − 2, then there exist α ∈ R and c ∈ Rd with c 6= 0
such that {ak, c} are linearly independent and cTx = α holds for all x ∈ QkA,b.
Applying Proposition 2b to the inequalities
cTx ≤ α ∀ x ∈ QkA,b, (−c)Tx ≤ −α ∀ x ∈ QkA,b,
yields q, q˜ ∈ RN+ and t, t˜ ∈ R+ with
AT q − tak = c, bT q − tbk ≤ α,
AT q˜ − t˜ak = −c, bT q˜ − t˜bk ≤ −α.
Since {ak, c} are linearly independent, there exist ℓ, ℓ˜ ∈ {1, . . . , N}\{k} with
qℓ > 0 and q˜ℓ˜ > 0. Setting pˆ := q + q˜ and s := t + t˜, we obtain pˆ ∈ RN+ ,
pˆℓ, pˆℓ˜ > 0, s ≥ 0 and
AT pˆ = sak, b
T pˆ ≤ sbk. (10)
Case 1: If pˆk ≥ s, define p¯ := pˆ − sek. Then p¯ ∈ RN+ \ {0}, and from
statement (10) we have AT p¯ = 0 and bT p¯ ≤ 0. In particular, we have
p¯
1
T p¯
∈ Q⋄A,0, and Theorem 16 yields bT p¯
1
T p¯
= 0. Since Q⋄A,0 is a bounded
polytope, Proposition 31 yields dim(QA,b) ≤ d− 1.
Case 2: If pˆk < s, define p¯ := pˆ− pˆkek. Then p¯ ∈ RN+ \ {0} and p¯k = 0,
and statement (10) yields
AT
p¯
s− pˆk = ak, b
T p¯
s− pˆk ≤ bk. (11)
In particular, we have p¯
s−pˆk
∈ Q∗A,ak . As in the proof of Theorem 16, we can
write p¯
s−pˆk
= v + w with v ∈ conv(ext(Q∗A,ak)) and w ∈ Q∗A,0. Since p¯k = 0
and v, w ≥ 0, we have vk = 0. Denote ext(Q∗A,ak) \ {ek} = {fk,1, . . . , fk,mk},
and let λ ∈ Rmk+ and µ ≥ 0 with 1Tλ + µ = 1 and v =
∑mk
j=1 λjf
k,j + µek.
Then vk = 0 and f
k,j ≥ 0 for all j ∈ {1, . . . , mk} force µ = 0, so we have
mk∑
j=1
λj = 1, v =
mk∑
j=1
λjf
k,j. (12)
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By Theorem 16 and by statement (11), we have
mk∑
j=1
λjb
T fk,j = bTv ≤ bTv + bTw = bT (v + w) ≤ bk.
But Theorem 16 also guarantees bTfk,j ≥ bk for all j ∈ {1, . . . , mk}, which
implies bT fk,j = bk for every j ∈ {1, . . . , mk} with λj > 0. By statement
(12), there exists at least one such j, which completes the proof.
Now we characterize the polyhedra QA,b, which correspond to interior
points of CA. Recall the definition of the matrix F from Corollary 18.
Theorem 36. We have b ∈ int CA if and only if
dimQA,b = d, dimQ
k
A,b = d− 1 ∀ k ∈ {1, . . . , N}. (13)
Proof. According to Theorem 29, we have b ∈ int CA if and only if F T b > 0.
If F T b > 0, then Propositions 31 and 35 imply (13). Conversely, if condition
(13) holds, then Proposition 31 and Corollary 34 imply F T b > 0.
2.8 Approximation properties
First, we introduce a projector from Kc(Rd) to GA.
Proposition 37. Let ϕ and LA as in Section 2.2. The mapping
PCA : Kc(Rd)→ CA, PCA(C) := (σC(a1), . . . , σC(aN))
is well-defined and 1-Lipschitz from (Kc(R
d), distH) to (R
N , ‖ · ‖∞) with
PCA(C) ≤ PCA(C˜) ∀C, C˜ ∈ Kc(Rd) with C ⊂ C˜,
and the mapping
PGA : Kc(Rd)→ GA, PGA(C) := ϕ(PCA(C))
is an LA-Lipschitz projector from (Kc(R
d), distH) onto (GA, distH) with
PGA(C) ⊂ PGA(C˜) ∀C, C˜ ∈ Kc(Rd) with C ⊂ C˜.
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Proof. If C ∈ Kc(Rd), then for all k ∈ {1, . . . , N}, there exists xk ∈ C with
aTk xk = sup
x∈C
aTk x = σC(ak), a
T
l xk ≤ σC(al) ∀ ℓ ∈ {1, . . . , N}.
In particular xk ∈ QA,PCA(C) for all k ∈ {1, . . . , N}, so PCA(C) ∈ CA, and the
mapping PCA is well-defined.
It follows from Lemma 7 and ‖ak‖2 = 1 for k ∈ {1, . . . , N} that
‖PCA(C)− PCA(C˜)‖∞ ≤ distH(C, C˜) ∀C, C˜ ∈ Kc(Rd).
Since ϕ is LA-Lipschitz according to Theorem 12, so is PGA . By construction,
PGA(QA,b) = ϕ(PCA(QA,b)) = ϕ(b) = QA,b ∀ b ∈ CA,
so PGA is indeed a projector from Kc(Rd) onto GA.
Now we investigate the quality of the approximation of Kc(Rd) by GA.
Theorem 38, originally proved in [8], provides a measure in terms of the
metric density
δA := sup
c∈Sd−1
min{‖c− ak‖2 : k = 1, . . . , N}
of the vectors {ak : k = 1, . . . , N} in the sphere Sd−1. The assumption
δA ∈ (0, 1) is only restrictive when working with very coarse spaces GA in
high-dimensional ambient spaces Rd.
Theorem 38. Let GA be a space of polytopes (see Theorem 14), and let
δA ∈ (0, 1). Then for every C ∈ Kc(Rd), we have C ⊂ PGA(C) and
dist(PGA(C), C) ≤
2− δA
1− δA δA‖C‖2.
Proof. The inclusion C ⊂ PGA(C) holds by construction of PGA, and since
GA is a space of polytopes, Lemma 7 applied with C˜ = {0} yields
‖σPGA(C)‖∞ = ‖PGA(C)‖2 <∞.
Let x ∈ PGA(C) and c ∈ Sd−1. By assumption, there exists k ∈ {1, . . . , N}
with ‖c− ak‖2 ≤ δA, so, again by Lemma 7, we have
cTx = (c− ak)Tx+ aTk x
≤ ‖c− ak‖2 ‖x‖2 + ‖σC‖∞ ≤ δA‖σPGA (C)‖∞ + ‖σC‖∞.
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Since x and c were arbitrary, we have
‖σPGA (C)‖∞ ≤ δA‖σPGA (C)‖∞ + ‖σC‖∞,
so that
‖σPGA(C)‖∞ ≤
1
1− δA ‖σC‖∞. (14)
Again, let x ∈ PGA(C), c ∈ Sd−1 and k ∈ {1, . . . , N} with ‖c − ak‖2 ≤ δA.
Using inequality (14), Lemma 7 and σC(ak) = σPGA(C)(ak), we obtain
cTx− σC(c) = (c− ak)Tx+ aTk x− σC(c)
≤ ‖c− ak‖2 ‖x‖2 + σC(ak)− σC(c) ≤ δA‖σPGA(C)‖∞ + δA‖C‖2
≤ δA
1− δA‖σC‖∞ + δA‖C‖2 =
2− δA
1− δA δA‖C‖2.
Since x and c were arbitrary, it follows from Lemma 7 that
distH(PGA(C), C) = ‖σPGA (C) − σC‖∞ ≤
2− δA
1− δA δA‖C‖2.
While the number δA only measures metric density, the quantity
κA := sup
c∈Sd−1
inf
{∑
k∈I∗p
pk‖ak − c‖p‖1‖2 : p ∈ Q
∗
A,c
}
encodes the geometry of the matrix A. Let us first check that it is well-
defined when GA is a space of bounded polytopes and the geometry of A
is sufficiently rich. For the interpretation of the following proposition, note
that limρր1
√
(2− 2ρ)/ρ = 0.
Proposition 39. Assume that there exists ρ ∈ (0, 1) such that for every
c ∈ Sd−1, there is p ∈ Q∗A,c with mini,j∈I∗p aTi aj ≥ ρ. Then
κA ∈ [0,
√
2− 2ρ
ρ
].
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Proof. Let c ∈ Sd−1. By assumption, there exists p ∈ RN+ with ATp = c and
mini,j∈I∗p a
T
i aj ≥ ρ, so
ρ‖p‖21 = ρ
∑
i,j∈I∗p
pipj ≤
∑
i,j∈I∗p
pia
T
i ajpj , (15)
‖p‖21 =
∑
i,j∈I∗p
pipj ≥
∑
i,j∈I∗p
pia
T
i ajpj , (16)
1 = ‖c‖22 = ‖ATp‖22 =
∑
i,j∈I∗p
pia
T
i ajpj, (17)
and combining statements (16) and (17), we obtain
‖ak − c‖p‖1‖
2
2 = ‖ak‖22 −
2
‖p‖1a
T
k c+
‖c‖2
‖p‖21
= 1− 2‖p‖1
∑
i∈I∗p
pia
T
k ai +
1
‖p‖21
≤ 2− 2ρ.
Using this and combining statements (15) and (17), we arrive at
∑
k∈I∗p
pk‖ak − c‖p‖1‖2 ≤
√
2− 2ρ
ρ
.
Now we estimate the quality of the approximation of Kc(Rd) by GA.
Theorem 40. Let GA be a space of polytopes. Then for every C ∈ Kc(Rd),
we have C ⊂ PGA(C) and
dist(PGA(C), C) ≤ κA‖C‖2.
Proof. The definition of PGA implies C ⊂ PGA(C). Let us fix C ∈ Kc(Rd) and
z ∈ PGA(C). Then for every c ∈ Sd−1 and every p ∈ ext(Q∗A,c), we obtain,
using Lemma 7, that
cT z − σC(c) =
N∑
k=1
pka
T
k z −
( N∑
k=1
pk
‖p‖1
)
σC(c) ≤
N∑
k=1
pkσC(ak)−
N∑
k=1
pk
σC(c)
‖p‖1
=
N∑
k=1
pk
(
σC(ak)− σC( c‖p‖1 )
)
≤ ‖C‖2
N∑
k=1
pk
∥∥∥ak − c‖p‖1
∥∥∥
2
.
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It follows from C ⊂ PGA(C), Lemma 7 and the above computation that
dist(PGA(C), C) ≤ sup
c∈Sd−1
|σPGA(C)(c)− σC(c)| ≤ κA‖C‖2.
3 Galerkin optimization in Kc(Rd)
In this section, we use the spaces analyzed in Section 2 to solve optimization
problems in Kc(Rd) approximately. After gathering a few preliminaries in
Section 3.1 we prove a convergence result for an abstract set optimization
problem and suitable auxiliary problems in Section 3.2. In Section 3.3, we
introduce the concept of Galerkin approximations to Kc(Rd), and in Section
3.4, we show in detail that an important class of optimization problems in
Kc(Rd) and their Galerkin approximations are a special case of the abstract
framework discussed in Section 3.2.
3.1 Preliminaries
All notions of convergence, continuity and compactness are to be understood
in terms of the Hausdorff distance distH . We equip the space of all com-
pact subsets of (Kc(Rd), distH) with the Hausdorff semi-distance and the
Hausdorff-distance given by
D : 2Kc(Rd) × 2Kc(Rd) → R+, D(M,M˜) := sup
C∈M
inf
C˜∈M˜
distH(M,M˜),
DH : 2Kc(Rd) × 2Kc(Rd) → R+, DH(M,M˜) := max{D(M,M˜),D(M˜,M)}.
Let us fix some notation for the objective function.
Definition 41. Consider a functional Φ : Kc(Rd)→ R.
a) The function Φ is called lower semicontinuous if for every C ∈ Kc(Rd)
and every sequence (Ck)
∞
k=0 ⊂ Kc(Rd) with limk→∞ distH(Ck, C) = 0,
we have lim infk→∞Φ(Ck) ≥ Φ(C).
b) For every β ∈ R, we denote S(Φ, β) := {C ∈ Kc(Rd) : Φ(C) ≤ β}.
The following result is Theorem 1.8.7 in [10].
Theorem 42 (Blaschke selection theorem). For every R > 0, the collection
{C ∈ Kc(Rd) : ‖C‖2 ≤ R} is compact.
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3.2 An abstract framework
The following statements are variations of well-known facts.
Lemma 43. Let Φ : Kc(Rd) → R be lower semicontinuous, let β ∈ R, and
let M⊂ Kc(Rd) be a closed set. Then the following statements hold.
a) The set S(Φ, β) is closed.
b) The set argminC∈MΦ(C) is closed.
c) If M∩ S(Φ, β) is nonempty and compact, then argminC∈MΦ(C) 6= ∅.
The sets of global minima of suitable auxiliary problems converge to the
set of global minima of the original optimization problem.
Theorem 44. Let M⊂ Kc(Rd) be nonempty and compact, and let (Mk)∞k=0
be a sequence of nonempty and compact subsets Mk ⊂ Kc(Rd) with
lim
k→∞
DH(M,Mk) = 0. (18)
Let Φ : Kc(Rd) → R be continuous, let (Φk)∞k=0 be a sequence of mappings
Φk :Mk → R satisfying
lim
k→∞
sup
C∈Mk
|Φ(C)− Φk(C)| = 0, (19)
and let argminC∈Mk Φk(C) 6= ∅. Then argminC∈MΦ(C) 6= ∅, and
lim
k→∞
D(argminC∈Mk Φk(C), argminC∈MΦ(C)) = 0. (20)
Proof. Consider a subsequence N′ ⊂ N and sets C∗k ∈ argminC∈Mk Φk(C) for
all k ∈ N′. By statement (18), there exists a sequence (Ck)k∈N′ ⊂M with
lim
N
′∋k→∞
distH(Ck, C
∗
k) = 0.
Since M is compact, there exist C∗ ∈ M and a subsequence N′′ ⊂ N′ with
lim
N
′′∋k→∞ distH(Ck, C
∗) = 0, so all in all, we have
lim
N
′′∋k→∞
distH(C
∗
k , C
∗) = 0. (21)
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Continuity of Φ and statements (19) and (21) yield
lim
N
′′∋k→∞
|Φ(C∗)− Φk(C∗k)|
≤ lim
N
′′∋k→∞
|Φ(C∗)− Φ(C∗k)|+ lim
N
′′∋k→∞
|Φ(C∗k)− Φk(C∗k)| = 0.

 (22)
Let C ∈M. By statement (18), there exists (C˜k)k∈N′′ with C˜k ∈Mk and
lim
N
′′∋k→∞
distH(C˜k, C) = 0. (23)
Again, statements (19) and (23) yield
lim
N
′′∋k→∞
|Φ(C)− Φk(C˜k)|
≤ lim
N
′′∋k→∞
|Φ(C)− Φ(C˜k)|+ lim
N
′′∋k→∞
|Φ(C˜k)− Φk(C˜k)| = 0,

 (24)
and because of statements (22) and (24), we have
Φ(C) = lim
N
′′∋k→∞
Φk(C˜k) ≥ lim
N
′′∋k→∞
Φk(C
∗
k) = Φ(C
∗).
All in all, we have C∗ ∈ argminC∈MΦ(C).
Now assume that statement (20) is false. Then there exist ε > 0, a
subsequence N′ ⊂ N and sets C∗k ∈ argminC∈Mk Φk(C) for all k ∈ N′ with
D(C∗k , argminC∈MΦ(C)) ≥ ε ∀ k ∈ N′. (25)
But the first part of the proof shows that there exists C∗ ∈ argminc∈MΦ(C)
such that statement (21) holds. This contradicts statement (25).
3.3 Galerkin sequences
Now we introduce the equivalent to Galerkin schemes from the realm of
partial differential equations.
Definition 45. A sequence (Ak)
∞
k=0 of matrices Ak ∈ RNk×d with Nk ∈ N,
k ∈ N, is called a Galerkin sequence if there exists a sequence (αk)∞k=0 ∈ R+
with limk→∞ αk = 0 such that
inf
C˜∈GAk
distH(C, C˜) ≤ αk‖C‖2 ∀C ∈ Kc(Rd).
If, in addition, Ak is a submatrix of Ak+1 for all k ∈ N, then we call (Ak)∞k=0
a nested Galerkin sequence.
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Let us draw some immediate conclusions from Definition 45.
Lemma 46. If (Ak)
∞
k=0 is a Galerkin sequence, the following statements hold.
a) The spaces GAk consist of polytopes.
b) If (Ak)
∞
k=0 is nested, then GAk ⊂ GAk+1 for all k ∈ N.
Proof. a) Fix k ∈ N. Since {0} ∈ Kc(Rd), we have
inf
C∈GAk
distH({0}, C) ≤ αk · 0 = 0.
In particular, there exists C ∈ GAk with ‖C‖2 ≤ 1, and hence, by Theorem
14, the entire space GAk consist of polytopes.
Statement b) is trivial.
Let us check that the concept of Galerkin sequences makes sense.
Theorem 47. For every d ≥ 2, there exists a nested Galerkin sequence
(Ak)
∞
k=0 of matrices Ak ∈ RNk×d.
Proof. Consider spherical coordinates ζ : [0, π]d−2 × [0, 2π]→ Sd−1 given by
ζi(θ) = cos(θi)
∏i−1
j=1 sin(θj) for i ∈ {1, . . . , d − 1} and ζd(θ) =
∏d−1
j=1 sin(θj).
For every k ∈ N1, we consider the grid
∆k :=
π
2k
Z
d−1 ∩ ([0, π]d−2 × [0, 2π]),
we define {ak1, . . . , akNk} := ζ(∆k), and we let Ak be the matrix consisting of
the rows (ak1)
T , . . . , (akNk)
T . Since the grids (∆k)k∈N are nested, so are the
matrices (Ak)
∞
k=0.
For every c ∈ Sd−1, there exists θ ∈ [0, π]d−2 × [0, 2π] with ζ(θ) = c. By
definition, there exists θ˜ ∈ ∆k with ‖θ − θ˜‖∞ ≤ 2−k−1π. An elementary
computation shows
‖ζ(θ)− ζ(θ˜)‖2 ≤
√
d‖ζ(θ)− ζ(θ˜)‖∞ ≤ d
√
d‖θ − θ˜‖∞ ≤ 2−k−1πd
√
d,
so by Theorem 38, the spaces GAk have the desired approximation properties
for sufficiently large k.
The following proposition reveals additional details of the relationship
between two polytope spaces from a nested Galerkin sequence, which may
be of some interest for numerical computations with adaptive refinement.
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Proposition 48. Let N1, N2 ∈ N with N1 < N2, let a1, . . . , aN2 ∈ Sd−1
be pairwise distinct, and let A1 ∈ RN1×d and A2 ∈ RN2×d be the matrices
consisting of the rows aT1 , . . . , a
T
N1
and aT1 , . . . , a
T
N2
, respectively. If the space
GA1 consists of polytopes, then the following statements hold:
a) The space GA2 consists of polytopes.
b) We have PGA2 (C) ⊂ PGA1 (C) for any C ∈ Kc(Rd).
c) We have PCA2 (GA1) ⊂ bd(CA2).
Proof. Statement a) follows from Theorem 14 and the fact that p ∈ Q∗A1,c
implies (pT , 0
R
N2−N1 )
T ∈ Q∗A2,c. Statement b) is obvious.
Let b1 ∈ CA1 , and let b2 := PCA2 (QA1,b1). By the definitions of CA and PCA ,
we have b2i = b
1
i for all i ∈ {1, . . . , N1}, and for every i ∈ {N1 + 1, . . . , N2},
Theorem 5 gives
b2i = max{aTi x : x ∈ QA1,b1} = min{(b1)Tp : p ∈ Q∗A1,ai}.
In particular, we have Q∗A1,ai 6= ∅, and by Lemma 24, we have ext(Q∗A1,ai) 6= ∅,
so there exists p ∈ ext(Q∗A1,ai) with b2i = pT b1. By Lemma 1b, we have
(pT , 0TN2−N1)
T ∈ ext(Q∗A2,ai). Since (pT , 0TN2−N1)T 6= ei and
(pT , 0TN2−N1)b
2 = pT b1 = b2i ,
it follows from Theorem 29 that b2 /∈ int(CA2).
Property d) above may be undesirable. In particular, interior point meth-
ods require an initial guess in int(CAk). A simple solution to this problem is
provided in the following proposition.
Proposition 49. Let A ∈ RN×d such that GA consists of polytopes, and let
λ ∈ (0, 1). Then the mappings
P λCA : Kc(Rd)→ int(CA), P λCA(C) := (1− λ)PCA(C) + λ‖C‖21,
P λGA : Kc(Rd)→ GA, PGA(C) := ϕ(P λCA(C))
with ϕ as in Theorem 12 satisfy
‖P λCA(C)− PCA(C)‖∞ ≤ 2λ‖C‖2 ∀C ∈ Kc(Rd),
distH(P
λ
GA
(C), PGA(C)) ≤ 2λLA‖C‖2 ∀C ∈ Kc(Rd).
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Proof. According to Theorem 29, we have 1 ∈ int(CA), and by Corollary 15,
the coordinate space CA is a convex cone. Since PCA(C) ∈ CA, it follows that
(1− λ)PCA(C) + λ‖C‖21 ∈ int(CA).
The estimates follow from Lemma 7, the computation
‖P λCA(C)−PCA(C)‖∞ ≤ λ‖PCA(C)−‖C‖21‖∞ ≤ λ(‖σC‖∞+‖C‖2) ≤ 2λ‖C‖2,
and the fact that ϕ is LA-Lipschitz.
3.4 A concrete optimization problem in Kc(Rd)
Throughout this section, we fix a continuous functional Φ : Kc(Rd) → R,
an L-Lipschitz constraint Ψ : (Kc(Rd), distH) → (Rm, ‖ · ‖∞) as well as sets
Cˇ, Cˆ ∈ Kc(Rd), and we consider the model problem
min
C∈Kc(Rd)
Φ(C) subject to Ψ(C) ≤ 0, Cˇ ⊂ C ⊂ Cˆ. (26)
We fix a nested Galerkin sequence (Ak)
∞
k=0 with A ∈ RNk×d and approximate
this problem with a sequence
min
C∈GAk
Φk(C) subject to Ψk(C) ≤ 0, PGAk (Cˇ) ⊂ C ⊂ PGAk (Cˆ) (27)
of finite-dimensional problems with suitable mappings Ψk, which become
min
b∈CAk
Φk(QAk,b) subject to Ψk(QAk ,b) ≤ 0, PCAk (Cˇ) ≤ b ≤ PCAk (Cˆ) (28)
when expressed in coordinates. By Corollary 18, the constraint b ∈ CAk can
be represented as a linear inequality. Let us denote
M := {C ∈ Kc(Rd) : Ψ(C) ≤ 0, Cˇ ⊂ C ⊂ Cˆ},
Mk := {C ∈ GAk : Ψk(C) ≤ 0, PGAk (Cˇ) ⊂ C ⊂ PGAk (Cˆ)}.
Conditions (4a) are redundant in the characterization of Mk, which is
convenient from a computational perspective.
Lemma 50. For any b ∈ RNk with PGAk (Cˇ) ⊂ QAk,b and any p ∈ ext(Q⋄A,0),
we have 0 ≤ bT p.
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Proof. Since ∅ 6= PGAk (Cˇ) ⊂ QAk,b this follows from Proposition 2a.
The constraints Ψk can be designed in such a way that the sets Mk
converge to M. Recall the definition of the constant κA from Section 2.8.
Proposition 51. The set M is compact. Assume that M 6= ∅, and define
Ψk : Kc(Rd)→ Rm, Ψk(C) := Ψ(C)− LκAk‖Cˆ‖21Rm . (29)
Then the sets Mk are nonempty and compact for all k ∈ N. If, in addition,
we have limk→∞ κAk = 0, then we have
DH(M,Mk)→ 0 as k →∞.
Proof. By Theorem 42, the set {C ∈ Kc(Rd) : Cˇ ⊂ C ⊂ Cˆ} is relatively
compact. Since Cˇ ⊂ C ⊂ Cˆ holds if and only if we have dist(Cˇ, C) = 0
and dist(C, Cˆ) = 0, and since C 7→ dist(Cˇ, C) and C 7→ dist(C, Cˆ) are
continuous, the set {C ∈ Kc(Rd) : Cˇ ⊂ C ⊂ Cˆ} is closed. By continuity of
Ψ, the set {C ∈ Kc(Rd) : Ψ(C) ≤ 0} is closed as well. All in all, the set M
is compact, and the sets Mk, k ∈ N, are compact for the same reasons.
Let M 6= ∅. All C ∈ M satisfy C ∈ Kc(Rd) and Ψ(C) ≤ 0, as well as
Cˇ ⊂ C ⊂ Cˆ. By Proposition 37, we have PGAk (Cˇ) ⊂ PGAk (C) ⊂ PGAk (Cˆ),
and according to Theorem 40, we have
distH(C, PGAk (C)) ≤ κAk‖C‖2 ≤ κAk‖Cˆ‖2.
But then
Ψk(PGAk (C)) = Ψ(PGAk (C))− LκAk‖Cˆ‖21Rm
≤ Ψ(C) + ‖Ψ(PGAk (C))−Ψ(C)‖∞1Rm − LκAk‖Cˆ‖21Rm ≤ 0
shows PGAk (C) ∈Mk. Hence Mk 6= ∅ and D(M,Mk)→ 0 as k →∞.
Assume that D(Mk,M) 6→ 0 as k → ∞. Then there exist a number
ε > 0, a subsequence N′ ⊂ N and (Ck)k∈N′ with Ck ∈Mk for all k ∈ N′ and
D(Ck,M) ≥ ε ∀ k ∈ N′. (30)
By Lemma 48b, we have Ck ⊂ PGAk (Cˆ) ⊂ PGA0 (Cˆ), and by Lemma 46a,
the set PGA0 (Cˆ) bounded, so according to Theorem 42, there exist a subse-
quence N′′ ⊂ N and C ∈ Kc(Rd) such that limN′′∋k→∞ distH(C,Ck) = 0. By
continuity of Ψ and by the definition of Ψk, we have
Ψ(C) = lim
N
′′∋k→∞
Ψ(Ck) = lim
N
′′∋k→∞
(
Ψk(Ck) + LκAk‖Cˆ‖21Rm
)
= 0.
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Moreover, since Ck ⊂ PGAk (Cˆ) and by Proposition 40, we have
dist(C, Cˆ) ≤ dist(C,Ck) + dist(Ck, PGAk (Cˆ))
+ dist(PGAk (Cˆ), Cˆ)→ 0 as N′′ ∋ k →∞,
so C ⊂ Cˆ. But then C ∈ M, which contradicts statement (30). All in all,
we proved that D(Mk,M)→ 0 as k →∞.
Now we gather the results from this section in a final statement.
Theorem 52. For k ∈ N, let Φk : Kc(Rd) → R be lower semicontinuous
mappings which satisfy condition (19), let constraints Ψk : Kc(Rd)→ Rm be
defined by (29), and assume that M 6= ∅. Then argminC∈MΦ(C) 6= ∅, and
lim
k→∞
D(argminC∈Mk Φk(C), argminC∈MΦ(C)) = 0.
Proof. By Proposition 51, the set M is compact, and for every k ∈ N, there
exists Ck ∈Mk, and the set Mk is compact. As Φk is lower semicontinuous,
the nonempty sets S(Φk,Φk(Ck)) are closed by Lemma 43a. Lemma 43c
yields that argminC∈Mk Φk(C) 6= ∅. In addition, Proposition 51 ensures that
condition (18) is satisfied. Thus Theorem 44 applies and yields the desired
statement.
4 Conclusion
This paper lays the foundations for a systematic numerical treatment of
optimization problems in the space Kc(Rd). First applications presented
in [2] and [3] support the usefulness of this approach. On the other hand,
many questions remain open. We present them as clusters of interconnected
problems.
Cluster 1: The nature of the mapping ϕ : CA → GA.
Is ϕ piecewise affine linear with respect to Minkowski addition? What is its
exact local modulus of continuity? Which local and global properties of a
functional Φ : Kc → R does the composition Φ ◦ ϕ : CA → R inherit? What
is the structure of GA as a subspace of Kc(Rd)?
Cluster 2: More on the coordinate space CA.
What are the extremal rays of CA, and does this knowledge have any impli-
cations for practical computations? Are there more redundancies in the full
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system (4a, 4b) than those identified in Theorem 27? How is the algebraic
structure of the vectors a1, . . . , aN reflected by the algebraic structure of the
sets ext(Q∗A,ai), and what does this tell us about CA, GA, redundancies, etc?
Cluster 3: The design of the matrix A.
Is there a principle that helps designing A in such a way that δA or κA is
(almost) minimized over RN×d? Can these special matrices be organized in
a nested Galerkin sequence? How to balance approximation properties of CA
with local Lipschitz properties of ϕ?
Cluster 4: Offline computations.
How much can we infer about the structure of QA,b for a particular b from
offline computations? Can we speed up the enumeration of its vertices us-
ing offline computations? Can we use offline computations to solve linear
programs over QA,b quickly? Can we update the vertices of QA,b efficiently
under changes of b using information compiled in offline computations?
Cluster 5: Local minima.
Under which conditions do local minimizers of the auxiliary problems (28)
converge to local minimizers of the original problem (26)? What about KKT
points?
Further interesting questions are whether our approach can help answer
theoretical questions about optimization problems in the space of convex
bodies, and whether the approach can be extended to spaces of nonconvex
sets in a meaningful way.
We hope that at least some of these questions will be answered in the
future, and that other researchers find this programme sufficiently interesting
to contribute to its development.
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