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In this paper we study the numerical solutions to parabolic Volterra integro-differential
equations in one-dimensional bounded and unbounded spatial domains. In a bounded
domain, the given parabolic Volterra integro-differential equation is converted to two
equivalent equations. Then, a Legendre-collocation method is used to solve them and
finally a linear algebraic system is obtained. For an unbounded case, we use the algebraic
mapping to transfer the problem on a bounded domain and then apply the same presented
approach for the bounded domain. In both cases, some numerical examples are presented
to illustrate the efficiency and accuracy of the proposed method.
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1. Introduction
Spectral methods are very powerful tools for solving many kinds of differential equations (and recently integral
equations) arising in various fields of science and engineering [1,2]. High accuracy (often so-called ‘‘exponential
convergence’’) and ease of applying these methods for infinite domains are two effective properties which have encouraged
many authors to use them for different equations. Specific types of spectral methods that are more applicable and widely
used are collocation methods. Spectral collocation methods have been used by many authors [3–6].
This paper considers the following initial-boundary-value problem for the one-dimensional diffusion equation in
bounded and unbounded spatial domains with memory term,
∂u
∂t
+
∫ t
0
κ(x, t − τ)u(x, τ )dτ = 1u+ f (x, t), x ∈ Ω ⊆ R, t ∈ J := [0, T ], (1.1)
u(x, 0) = u0(x), x ∈ Ω, (1.2)
u(x, t) = 0, x ∈ ∂Ω, t ∈ J, (1.3)
where 1u := ∂2u
∂x2
and ∂Ω is the boundary ofΩ . For implementation of high-order methods such as spectral methods, the
function f (x, t) and kernel function κ(x, t) are assumed to be sufficiently smooth. In a bounded domain, without loss of
generality, we setΩ = [−1, 1] and for the unbounded (infinite) one we supposeΩ = R.
Partial integro-differential equations (PIDEs) are used in many problems in the applied sciences to model dynamical
systems. Indeed, some of the phenomena in engineering and physics cannot be described by partial differential equations
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because in some fields such as the heat transfer, nuclear reactor dynamics and thermoelasticity, we need to reflect the effects
of thememory of the system inmodel, but describing such a system as a function at a given space and time ignores the effect
of past history. Therefore, the way of remedy this difficulty is including an integral term in the basic partial differential
equation that leads to a PIDE [7].
We note that PIDE of type (1.1) arises in many applications including compression of poro-viscoelastic media, analysis of
space–time-dependent nuclear reactor dynamics, blow-up problems, etc.; see e.g., [7] and the references therein. Also for a
discussion about the existence, uniqueness, and asymptotic behavior of the solution of problem (1.1)–(1.3), see [8].
Numerical solution of the Volterra-type integral equations is considered by many authors. In [7] finite element methods
are developed to solve nonlinear parabolic and hyperbolic PIDEs. Aguilar and Brunner [9] proposed collocation methods in
polynomial spline spaces for the second-order VIDE. An explicit integrationmethod for solving a parabolic PIDE is presented
in [10]. Brunner et al. [11] derived mixed interpolation methods for first and second-order VIDEs with periodic solutions.
Also an implicit Runge–Kutta Nyström method is used in [12] by Brunner for general second-order VIDEs. In [13] a finite
difference scheme is proposed for PIDEs with weakly singular kernel. Chebyshev spectral methods are considered to solve
the nonlinear Volterra–Hammerstein integral equations [14] and Fredholm integral equations of the first kind [15]. Tang
in [16] proposed a Legendre-collocation method and its error analysis for the Volterra integral equation of the second kind.
Also in [17] a Legendre-collocation method and its error analysis are studied for the VIDEs.
Most papers that mentioned above were devoted to ordinary VIDEs, but in this article the partial VIDEs are considered.
Themain idea in this article is to apply a Legendre-collocationmethod for both space and time variables that is an extension
of the presented method in [17]. In [18], Han et al. applied the finite difference methods [19] for the problem (1.1) on an
unbounded domain. They introduced artificial boundaries to divide the spatial domain into three subdomains and described
the restriction of the desired problem to some bounded domains with obtaining fully transparent artificial boundary
conditions. For dealing with the problem (1.1) on an unbounded domain, we consider another approach based on the use
of a suitable mapping to transfer the given equation on a bounded domain and then applying the proposed method in the
current paper for the bounded domain. Also we refer the interested reader to [20–24,51–54] for more research works on
integro-differential equations.
The outline of this paper is as follows. Section 2 introduces the Legendre-collocation spectral approaches for (1.1)–
(1.3); Section 3 presents several numerical examples to illustrate the performance and efficiency of the proposed method;
Section 4 states two applications of the desired equation in poro-viscoelastic media and heat flow and Section 5 includes
some concluding remarks.
2. Legendre-collocation method
In this section we derive the Legendre-collocation method and describe its implementation for the problems of (1.1)–
(1.3) on bounded domainΩ = [−1, 1] and unbounded domainΩ = R.
2.1. Basic properties of the Legendre polynomials
The Legendre polynomials, Ln(x), n = 0, 1, . . . , are the eigenfunctions of the singular Sturm–Liouville problem
((1− x2)L′n(x))′ + n(n+ 1)Ln(x) = 0.
Also, they are orthogonal with respect to L2 inner product on the interval [−1, 1]with the weight functionw(x) = 1∫ 1
−1
Ln(x)Lm(x)dx = 22n+ 1δnm,
where δnm is the Kronecker delta. Ln(x) is even if n is even and odd if n is odd. The Legendre polynomials satisfy the recursion
relation
Ln+1(x) = 2n+ 1n+ 1 xLn(x)−
n
n+ 1 Ln−1(x),
where L0(x) = 1 and L1(x) = x. If Ln(x) is normalized so that Ln(1) = 1, then for any n, the Legendre polynomials in terms
of power of x are
Ln(x) = 12n
[ n2 ]−
m=0
(−1)m
 n
m
2n− 2m
n

xn−2m,
where
 n
2

denotes the integral part of n2 .
The Legendre–Gauss quadrature formula is as follows∫ 1
−1
f (x)dx ≈
N−
j=0
f (xj)wj,
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where distinct nodes x0 < x1 < · · · < xN are N + 1 roots of LN+1(x) in (−1, 1) and {wj}Nj=0 are corresponding weights.
While, explicit formulas for the quadrature nodes are not known, the quadrature weights can be expressed by the following
relation
wj = 2
(1− x2j )[L′N+1(xj)]2
, j = 0, 1, . . . ,N.
For more details about Legendre polynomials, see [2].
2.2. Bounded domainΩ = [−1, 1]
We consider problem (1.1)–(1.3) on the bounded domain Ω = [−1, 1]. First, we will transfer (1.1) from [0, T ] to an
equivalent problem defined in [−1, 1]. More specifically, we use the change of variable
t = T (τ + 1)
2
, τ ∈ [−1, 1],
to rewrite Eq. (1.1) as follows
2
T
∂v
∂τ
+
∫ T (τ+1)
2
0
κ

x,
T (τ + 1)
2
− s

u(x, s)ds = ∂
2v
∂x2
+ g(x, τ ), x, τ ∈ [−1, 1], (2.1)
in which
v(x, τ ) := u

x,
T (τ + 1)
2

, g(x, τ ) := f

x,
T (τ + 1)
2

.
Now, for converting the integration interval

0, T (τ+1)2

to the [−1, τ ]we make the linear transformation
s = T (y+ 1)
2
, y ∈ [−1, τ ].
Then Eq. (2.1) becomes
2
T
∂v
∂τ
+ T
2
∫ τ
−1
K(x, τ − y)v(x, y) dy = vxx + g(x, τ ), x, τ ∈ [−1, 1], (2.2)
where K(x, τ − y) := κ

x, T (τ+1)2 − T (y+1)2

. With integration of the above equation on the interval [−1, τ ]we get
2
T
(v(x, τ )− v(x,−1))+ T
2
∫ τ
−1
∫ µ
−1
K(x, µ− y)v(x, y) dy dµ
=
∫ τ
−1
vxx(x, µ) dµ+
∫ τ
−1
g(x, µ) dµ, x, τ ∈ [−1, 1]. (2.3)
For convenience in calculations, define the auxiliary function z(x, τ ) as follows
z(x, τ ) = g(x, τ )− T
2
∫ τ
−1
K(x, τ − y)v(x, y) dy. (2.4)
Therefore, Eq. (2.3) can be written in the new form
v(x, τ ) = u0(x)+ T2
∫ τ
−1
(z(x, µ)+ vxx(x, µ)) dµ. (2.5)
Let the collocation points be the set of NM points {(xj, τi)}j,i, in which {xj}Nj=1 are roots of (1 − x2)L′N−1(x) (Legendre–
Gauss–Lobatto nodes) and {τi}Mi=1 are roots of the Legendre polynomial of order M (Gauss–Legendre nodes). Assume that
Eqs. (2.4) and (2.5) hold at (xj, τi)
z(xj, τi) = g(xj, τi)− T2
∫ τi
−1
K(xj, τi − y)v(xj, y) dy, 1 ≤ j ≤ N, 1 ≤ i ≤ M, (2.6)
v(xj, τi) = u0(xj)+ T2
∫ τi
−1
(z(xj, µ)+ vxx(xj, µ)) dµ, 2 ≤ j ≤ N − 1, 1 ≤ i ≤ M. (2.7)
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For approximating the integral terms in Eqs. (2.6) and (2.7)wewill transfer the integration interval [−1, τi] to a fixed interval
[−1, 1] and then we use the Gauss quadrature formulas. More precisely, we first make a simple linear transformation
µ(τi, θ) = y(τi, θ) = τi + 12 θ +
τi − 1
2
, θ ∈ [−1, 1]. (2.8)
Then Eqs. (2.6) and (2.7) become
z(xj, τi) = g(xj, τi)− T (τi + 1)4
∫ 1
−1
K(xj, τi − y(τi, θ))v(xj, y(τi, θ)) dθ, (2.9)
v(xj, τi) = u0(xj)+ T (τi + 1)4
∫ 1
−1
(z(xj, µ(τi, θ))+ vxx(xj, µ(τi, θ))) dθ. (2.10)
By the (p+ 1)-point Gauss–Legendre quadrature formula using the Legendre weights {wk}pk=0, we get
z(xj, τi) ≈ g(xj, τi)− T (τi + 1)4
p−
k=0
K(xj, τi − y(τi, θk))v(xj, y(τi, θk))wk, (2.11)
v(xj, τi) ≈ u0(xj)+ T (τi + 1)4
p−
k=0

z(xj, µ(τi, θk))+ vxx(xj, µ(τi, θk))

wk, (2.12)
where {θk}pk=0 are roots of the (p+ 1)th Legendre polynomial. We expand v, z, using Lagrange interpolation polynomials
z(x, τ ) ≈ IMN z(x, τ ) =
N−
n=1
M−
m=1
ℓn(x)ρm(τ )z(xn, τm),
v(x, τ ) ≈ IMN v(x, τ ) =
N−
n=1
M−
m=1
ℓn(x)ρm(τ )v(xn, τm),
where ℓn and ρm are the nth and mth Lagrange basis functions corresponding to non-uniform mesh {xn}Nn=1, {τm}Mm=1,
respectively. After enforcing the homogeneous boundary conditions at x1 = −1 and xN = 1 the first and the last terms
in the interpolation polynomial of v are omitted. Therefore, we have
v(x, τ ) ≈ IMN v(x, τ ) =
N−1−
n=2
M−
m=1
ℓn(x)ρm(τ )v(xn, τm). (2.13)
Now we can approximate vxx in (2.12) by using the interpolation polynomial of v (2.13) as follows
vxx(x, τ ) ≈ ∂
2IMN v(x, τ )
∂x2
=
N−1−
n=2
M−
m=1
ℓ′′n(x)ρm(τ )v(xn, τm). (2.14)
By noting that ℓ′′n(x) is a polynomial of degree N − 3, it can be written as
ℓ′′n(x) =
N−
j=1
ℓ′′n(xj)ℓj(x),
or in the matrix form
d2
dx2
A(x) = D(2)A(x),
where A(x) = [ℓ1(x), . . . , ℓN(x)]T , and D(2) = [d(2)nj ] = [ℓ′′n(xj)] is second derivative matrix. For calculating the entries of
D(2), first we must compute the entries of differentiation matrix D = [dnj] = [ℓ′n(xj)]. According to [25]
dnj =

cj
cn
(xj − xn)−1, n ≠ j,
−
N−
l=1,l≠n
dnl, n = j,
where ck =∏Nl=1,l≠k(xk − xl). The computation of ratio cjcn in dnj may cause round-off error, therefore to avoid this problem
as mentioned in [25] we can compute them as
bk =
N−
l=1,l≠k
ln(|xk − xl|), cjcn = (−1)
n+jebj−bn .
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Now the entries of matrix D(2) can be computed recursively by the entries of D as follows
d(2)nj =

2(dnndnj − (xn − xj)−1dnj), n ≠ j,
−
N−
l=1,l≠n
d(2)nl , n = j.
Similarly, higher-order derivative matrices can be computed recursively by lower-order ones. For more details, see [25].
With substituting the interpolation polynomials of z, v and approximation of vxx (2.14) in (2.11) and (2.12) we obtain
z(xj, τi) ≈ g(xj, τi)− T (τi + 1)4
p−
k=0
K(xj, τi − y(τi, θk))IMN v(xj, y(τi, θk))wk, (2.15)
v(xj, τi) ≈ u0(xj)+ T (τi + 1)4
p−
k=0

IMN z(xj, µ(τi, θk))+
∂2IMN v(x, µ(τi, θk))
∂x2
|x=xj

wk, (2.16)
where
∂2IMN v(x, µ(τi, θk))
∂x2
|x=xj =
N−1−
n=2
M−
m=1
d(2)nj ρm(µ(τi, θk))v(xn, τm).
We must note that in (2.15) j varies from 1 to N but in (2.16) due to the homogeneous boundary conditions for v, j varies
from 2 to N − 1. Denote Vj,i and Zj,i as the approximations of v(xj, τi) and z(xj, τi), respectively. We define four vectors as in
the following
V(N−2)M = vec[Vi+1,j], 1 ≤ i ≤ N − 2, 1 ≤ j ≤ M,
ZNM = vec[Zi,j], GNM = vec[g(xi, τj)], 1 ≤ i ≤ N, 1 ≤ j ≤ M,
IVP = vec

u0(x2) · · · u0(x2)
u0(x3) · · · u0(x3)
...
...
...
u0(xN−1) · · · u0(xN−1)

(N−2)×M
,
in which the vec operator converts a matrix into a vector by placing columns of the matrix below each other from the first
to the last. Therefore, the matrix forms of (2.15) and (2.16) are:
ZNM = GNM + TV(N−2)M , (2.17)
V(N−2)M = IVP + BZNM + CV(N−2)M , (2.18)
in which for 1 ≤ i, j ≤ M, T = (T ji )i,j, B = (Bji)i,j and C = (C ji )i,j are block matrices. For each i, j, T ji is a matrix with
dimension of N × (N − 2)which the first and last rows in it are zero and other its entries are defined as
(T ji )m+1,m = −
T (τi + 1)
4
p−
k=0
wkK(xm+1, τi − y(τi, θk))ρj(y(τi, θk)), 1 ≤ m ≤ N − 2.
Indeed, regardless of the first and last rows in T ji , it forms a diagonal matrix. Also for each i, j, B
j
i is a matrix with dimension
of (N − 2)× N which the first and last columns in it are zero and other its entries are given by
(Bji)m,m+1 =
T (τi + 1)
4
p−
k=0
wkρj(µ(τi, θk)), 1 ≤ m ≤ N − 2.
Similar to T ji , without considering the first and last columns in B
j
i, it forms a diagonal matrix. Finally, the entries of matrix C
j
i
are obtained as follows
(C ji )m,n =
T (τi + 1)
4
p−
k=0
wkd
(2)
(n+1)(m+1)ρj(µ(τi, θk)), 1 ≤ m, n ≤ N − 2.
From Eqs. (2.17) and (2.18) we obtain a linear algebraic system as follows
(I − C − BT )V(N−2)M = IVP + BGNM . (2.19)
With solving the above system and obtaining V(N−2)M , we can find
u(x, t) ≈
N−1−
n=2
M−
m=1
ℓn(x)ρm

2
T
t − 1

Vn,m, x ∈ [−1, 1], t ∈ [0, T ].
Remark. Note that for large values of N and M , the dimension of the system in (2.19) increases. Therefore, in such a case
we can solve it by the iterative methods.
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2.3. Unbounded domainΩ = R
Many problems in science and engineering arise in unbounded domains. Spectral methods are suitable tools for dealing
with these problems. There are some approaches on spectral methods for solving PDEs on unbounded domains. The
simplest and most basic idea is called domain truncation. Truncating unbounded domains to bounded domains and
solving the PDEs on bounded domains together with artificial or transparent boundary conditions is the purpose of this
approach [1,26,27]. Another approach is to use orthogonal systems on unbounded domains such as Hermite or Laguerre
polynomials/functions [28–33]. Using the non-classic orthogonal systems on infinite domains which are image of classical
Jacobi polynomials on bounded domains though a suitable mapping, is the most common approach on spectral methods for
unbounded domains [34–39]. The use of a suitable mapping to transfer unbounded domains to the bounded domains and
then applying the standard spectralmethods for themappedPDEs in boundeddomains is another approach that is frequently
used by many authors and is used in this section too [40–45]. We refer the interested reader to [46] for a comprehensive
review on the spectral methods for unbounded domains.
This section considers problem (1.1)–(1.3) on unbounded domainΩ = R as follows
∂u
∂t
+
∫ t
0
κ(y, t − τ)u(y, τ )dτ = ∂
2u
∂y2
+ f (y, t), y ∈ R, t ∈ J := [0, T ], (2.20)
u(y, 0) = u0(y), y ∈ R, (2.21)
u → 0 as |y| → ∞. (2.22)
For dealing with this problem we use the last approach on spectral methods for the unbounded domain mentioned above.
It is necessary to note that there are several typical mappings that relate unbounded and bounded domains to each other,
but three specific types of mappings such as algebraic, logarithmic and exponential are more practical. Algebraic mapping
between r ∈ (−∞,+∞) and x ∈ (−1, 1) is as follows
r(x) = Lx√
1− x2 ,
in which L is a positive parameter that called mapping or scaling parameter and it can be used to adjust spacing of the
collocation points. Grosch, Orszag [50] and Boyd [1] are the main sponsors of the algebraic mappings because these types
of mappings do not cause too much change from one coordinate to another coordinate and they are not sensitive to the
mapping (or scaling) parameter.
Now, we use the algebraicmapping to transfer Eqs. (2.20)–(2.22) on the bounded domain [−1, 1]. Themapped equations
are
∂v
∂t
+
∫ t
0
κ(r(x), t − τ)v(x, τ )dτ = 1
(r ′(x))2
∂2v
∂x2
− r
′′(x)
(r ′(x))3
∂v
∂x
+ g(x, t), x ∈ [−1, 1], (2.23)
v(x, 0) = u0(r(x)), (2.24)
v(−1, 0) = v(1, 0) = 0, (2.25)
where v(x, t) := u(r(x), t), and g(x, t) := f (r(x), t). For converting (2.23) from [0, T ] to an equivalent problem defined in
[−1, 1]we follow the same trend as the bounded case. Therefore, with introducing the auxiliary function Z(x, τ )we obtain
Z(x, τ ) = G(x, τ )− T
2
∫ τ
−1
K(x, τ − ν)W (x, ν)dν,
W (x, τ ) = v(x, 0)+ T
2
∫ τ
−1

Z(x, µ)+ 1
(r ′(x))2
∂2W (x, µ)
∂x2
− r
′′(x)
(r ′(x))3
∂W (x, µ)
∂x

dµ,
in whichW (x, τ ) := v

x, T (τ+1)2

, K(x, τ −ν) := κ

r(x), T (τ+1)2 − T (ν+1)2

, and G(x, τ ) := g

x, T (τ+1)2

. In the above two
equations we use the linear transformation (2.8) to convert the integration interval [−1, τ ] to a fixed interval [−1, 1] and
then assume that the resultant equations hold at (xj, τi) where {xj}Nj=1 and {τi}Mi=1 are Legendre–Gauss–Lobatto nodes and
Gauss–Legendre nodes, respectively. So we get
Z(xj, τi) = G(xj, τi)− λi
∫ 1
−1
K(xj, τi − y(τi, θ))W (xj, y(τi, θ))dθ, (2.26)
W (xj, τi) = v(xj, 0)+ λi
∫ 1
−1

Z(xj, y(τi, θ))+ ηjWxx(xj, y(τi, θ))− σjWx(xj, y(τi, θ))

dθ (2.27)
where ηj := 1(r ′(xj))2 , σj :=
r ′′(xj)
(r ′(xj))3
, and λi := T (τi+1)4 . Also in (2.26), j varies from 1 to N but in (2.27) due to the homogeneous
boundary conditions forW , j varies from2 toN−1.With approximating the integrals in (2.26) and (2.27) by the (p+1)-point
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Gauss–Legendre quadrature formula using the Legendre weights {wk}pk=0 we obtain
Z(xj, τi) ≈ G(xj, τi)− λi
p−
k=0
K(xj, τi − y(τi, θk))W (xj, y(τi, θk))wk, (2.28)
W (xj, τi) ≈ v(xj, 0)+ λi
p−
k=0
(Z(xj, y(τi, θk))+ ηjWxx(xj, y(τi, θk)))wk
− λi
p−
k=0
σjWx(xj, y(τi, θk))wk, (2.29)
where {θk}pk=0 are roots of the (p+ 1)th Legendre polynomial. For approximatingWxx andWx on non-uniform mesh {xj}Nj=1
we use the interpolation polynomial of W . Therefore, with expanding Z and W in (2.28) and (2.29) using their Lagrange
interpolation polynomials, we obtain
Z(xj, τi) ≈ G(xj, τi)− λi
p−
k=0
K(xj, τi − y(τi, θk))IMN W (xj, y(τi, θk))wk, (2.30)
W (xj, τi) ≈ v(xj, 0)+ λi
p−
k=0

IMN Z(xj, y(τi, θk))+ ηj
∂2IMN W (x, y(τi, θk))
∂x2
|x=xj

wk
− λi
p−
k=0
σj
∂ IMN W (x, y(τi, θk))
∂x
|x=xjwk, (2.31)
where
∂2IMN W (x, y(τi, θk))
∂x2
|x=xj =
N−1−
n=2
M−
m=1
d(2)nj ρm(y(τi, θk))W (xn, τm),
∂ IMN W (x, y(τi, θk))
∂x
|x=xj =
N−1−
n=2
M−
m=1
dnjρm(y(τi, θk))W (xn, τm).
DenoteWj,i and Zj,i as the approximation ofW (xj, τi) and Z(xj, τi), respectively. We define four vectors as follow
W(N−2)M = vec[Wi+1,j], 1 ≤ i ≤ N − 2, 1 ≤ j ≤ M,
ZNM = vec[Zi,j], GNM = vec[G(xi, τj)], 1 ≤ i ≤ N, 1 ≤ j ≤ M,
IVP = vec

v(x2, 0) · · · v(x2, 0)
v(x3, 0) · · · v(x3, 0)
...
...
...
v(xN−1, 0) · · · v(xN−1, 0)

(N−2)×M
.
Therefore, the matrix forms of (2.30) and (2.31) are:
ZNM = GNM + TW(N−2)M , (2.32)
W(N−2)M = IVP + BZNM + (E + F)W(N−2)M , (2.33)
in which for 1 ≤ i, j ≤ M, T = (T ji )i,j, B = (Bji)i,j, C = (C ji )i,j, E = (E ji )i,j and F = (F ji )i,j are block matrices. For each i, j, T ji is
a matrix with dimension of N × (N − 2)which the first and last rows in it are zero and other its entries are defined as
(T ji )m+1,m = −
T (τi + 1)
4
p−
k=0
wkK(xm+1, τi − y(τi, θk))ρj(y(τi, θk)), 1 ≤ m ≤ N − 2.
Also for each i, j, Bji is a matrix with dimension of (N − 2) × N which the first and last columns in it are zero and other
its entries are given by
(Bji)m,m+1 =
T (τi + 1)
4
p−
k=0
wkρj(y(τi, θk)), 1 ≤ m ≤ N − 2.
Finally, the entries of matrices E ji and F
j
i are obtained as follow
(E ji )m,n =
T (τi + 1)ηm+1
4
p−
k=0
wkd
(2)
(n+1)(m+1)ρj(y(τi, θk)), 1 ≤ m, n ≤ N − 2,
(F ji )m,n = −
T (τi + 1)σm+1
4
p−
k=0
wkd(n+1)(m+1)ρj(y(τi, θk)), 1 ≤ m, n ≤ N − 2.
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From Eqs. (2.32) and (2.33) we obtain a linear algebraic system as follows
(I − BT − E − F)W(N−2)M = IVP + BGNM . (2.34)
With solving the above system and obtainingW(N−2)M , we can find
u(y, t) ≈
N−1−
n=2
M−
m=1
ℓn

y
L2 + y2

ρm

2
T
t − 1

Wn,m, y ∈ (−∞,∞), t ∈ [0, T ].
3. Numerical results
In this section some numerical examples are considered to demonstrate the efficiency and accuracy of the proposed
method in both bounded and unbounded domains. In all examples, we set parameters T = 1, p = 20 and consider {θk}pk=1
the Legendre–Gauss points with the corresponding weights
wk = 2
(1− θ2k )[L′p(θk)]2
, k = 1, 2, . . . , p,
where Lp(x) is the pth Legendre polynomial. Also, the linear algebraic systems in (2.19) and (2.34) are solved directly by using
‘‘LinearSolve’’ command from ‘‘LinearAlgebra’’ package inMaple 13 softwarewith theDigits environment variable assigned to
be 30. In each example, the CPU time used for solving linear algebraic systems (2.19) and (2.34) is presented. All calculations
are run on a Pentium 4 PC Laptop with 2.50 GHz of CPU and 4 GB of RAM.
3.1. Bounded domainΩ = [−1, 1]
Example 3.1.1. Consider problems (1.1)–(1.3) with
κ(x, t) = ext , f (x, t) = (1− x2) cos(t)+ (−1+ x
2)(−ext cos(t)+ x sin(t))
x2 + 1 + 2 sin(t).
Then the exact solution is u(x, t) = (1− x2) sin(t).
For different values of N , the errors in Table 1 are given with L∞ and L2 norms in the collocation node points as follow
‖E‖∞ = max
1≤i≤M
2≤j≤N−1
Vj,i − uxj, T (τi + 1)2
 , ‖E‖2 =

M−
i=1
N−1−
j=2

Vj,i − u

xj,
T (τi + 1)
2
2 12
.
Also in Fig. 1 the numerical solution
∑N−1
n=2
∑M
m=1 ℓn(x)ρm
 2
T t − 1

Vn,m and the exact solution u(x, t) = (1− x2) sin(t) are
depicted. In this example and other examples in a bounded domain we take N equal toM .
It can be seen that the errors decay rapidly, which is confirmed by spectral accuracy.
Example 3.1.2. In this example we investigate problems (1.1)–(1.3) with
κ(x, t) = sin(xt), f (x, t) = (1− x2)et + (−1+ x
2)(x cos(xt)+ sin(xt)− xet)
1+ x2 + 2e
t .
Then the exact solution is u(x, t) = (1− x2)et .
Similar to Example 3.1.1, in Table 2 the errors are given with two norms L∞ and L2 and the numerical and exact solutions
are drawn in Fig. 2.
Again we can see spectral accuracy for not very large values of N andM .
Example 3.1.3. We now turn to another example. Consider problem (1.1)–(1.3) with
κ(x, t) = t + 1
x+ 1 , f (x, t) = −
2(1− x2)t
(1+ t2)2 +
1
2
(x− 1) ln(1+ t2)+ (1+ t − x− xt) arctan(t)+ 2
1+ t2 .
In this case the exact solution is u(x, t) = 1−x2
1+t2 .
The results presented in Table 3 show that the rate of decay of the errors in this example is slower than the two previous
examples. We plot the numerical and exact solutions in Fig. 3.
Example 3.1.4. In this example, we suppose that the exact solution of problem (1.1)–(1.3) is
u(x, t) = (1− x
2) cosh(t)
2+ sinh2(t) ,
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Table 1
The L∞, L2 errors and CPU time used for Example 3.1.1.
N(=M) ‖E‖∞ ‖E‖2 CPU time(s)
6 2.98× 10−8 9.26× 10−8 0.063
8 2.64×10−11 1.06×10−10 0.515
10 1.51×10−14 7.47×10−14 2.356
12 6.04×10−18 3.57×10−17 7.208
Fig. 1. (a) Numerical solution for N = M = 12, (b) exact solution (1− x2) sin(t).
Table 2
The L∞, L2 errors and CPU time used for Example 3.1.2.
N(=M) ‖E‖∞ ‖E‖2 CPU time(s)
6 5.80× 10−8 1.77× 10−7 0.078
8 5.07×10−11 2.02×10−10 0.530
10 2.88×10−14 1.42×10−13 2.293
12 1.15×10−17 6.78×10−17 7.238
Fig. 2. (a) Numerical solution for N = M = 12, (b) exact solution (1− x2)et .
Table 3
The L∞, L2 errors and CPU time used for Example 3.1.3.
N(=M) ‖E‖∞ ‖E‖2 CPU time(s)
6 2.39× 10−5 5.84× 10−5 0.094
8 2.48× 10−6 9.28× 10−6 0.577
10 1.23× 10−7 5.68× 10−7 2.356
12 3.13× 10−9 1.41× 10−8 7.161
14 1.67×10−10 9.82×10−10 19.547
16 1.32×10−11 9.75×10−11 41.984
and also the kernel function is κ(x, t) = 1. Define f (x, t) accordingly,
f (x, t) = (1− x
2) sinh(t)+ 2 cosh(t)
2+ sinh2(t) −
2(1− x2) cosh2(t) sinh(t)
(2+ sinh2(t))2 +
√
2
2
tan−1
√
2
2
sinh(t)

(1− x2).
In Table 4, the errors are given with two norms L∞ and L2. In Fig. 4, the numerical and exact solutions are depicted.
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Fig. 3. (a) Numerical solution for N = M = 16, (b) exact solution 1−x2
1+t2 .
Table 4
The L∞, L2 errors and CPU time used for Example 3.1.4.
N(=M) ‖E‖∞ ‖E‖2 CPU time(s)
6 2.42× 10−6 7.23× 10−6 0.094
8 4.19× 10−8 1.48× 10−7 0.608
10 6.19×10−10 2.41× 10−9 2.527
12 5.28×10−12 2.93×10−11 7.395
Fig. 4. (a) Numerical solution for N = M = 12, (b) exact solution (1−x2) cosh(t)
2+sinh2(t) .
Table 5
The L∞, L2 errors and CPU time used for Example 3.1.5.
N(=M) ‖E‖∞ ‖E‖2 CPU time(s)
6 1.22× 10−2 3.23× 10−2 0.078
8 9.82× 10−5 3.33× 10−4 0.546
10 4.26× 10−7 1.81× 10−6 2.309
12 1.16× 10−9 5.93× 10−9 7.160
14 2.17×10−12 1.30×10−11 19.968
16 2.95×10−15 2.02×10−14 44.351
Example 3.1.5. For problem (1.1)–(1.3) in this example we pick the exact solution u(x, t) = (1 − x4)ex+t that unlike
the four previous examples has higher spatial derivatives depending on the space coordinate. With the kernel function
κ(x, t) = cos(xt), f (x, t) is given by
f (x, t) = (x2 − 1)ex cos(xt)+ x(1− x2)ex sin(xt)+ (1+ 11x2 + 8x3)ex+t .
Similar to the previous examples, the behavior of errors presented in Table 5 shows the spectral accuracy for this example,
too. The graphs of the numerical and exact solutions are plotted in Fig. 5.
Example 3.1.6. As a last example (for the case where the domain is bounded) we consider the exact solution u(x, t) =
(1− x6) sin(x+ t) for problem (1.1)–(1.3) with κ(x, t) = 1. Therefore, we obtain
f (x, t) = (1− x6) cos(x)+ 12x5 cos(x+ t)+ (1+ 30x4 − x6) sin(x+ t).
For different values ofN the errors are given in Table 6with two norms L∞ and L2 and also the numerical and exact solutions
are drawn in Fig. 6. Like the previous examples, the exponential convergence can be seen easily for this example.
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Fig. 5. (a) Numerical solution for N = M = 16, (b) exact solution (1− x4)ex+t .
Table 6
The L∞, L2 errors and CPU time used for Example 3.1.6.
N(=M) ‖E‖∞ ‖E‖2 CPU time(s)
6 2.22× 10−2 6.11× 10−2 0.094
8 6.07× 10−4 2.47× 10−3 0.483
10 5.91× 10−6 3.03× 10−5 2.215
12 2.86× 10−8 1.76× 10−7 7.379
14 8.33×10−11 6.00×10−10 18.611
16 1.63×10−13 1.34×10−12 43.649
Fig. 6. (a) Numerical solution for N = M = 16, (b) exact solution (1− x6) sin(x+ t).
3.2. Unbounded domainΩ = R
In all examples in this section we set the mapping parameter L = 1.
Example 3.2.1. Consider problem (2.20)–(2.22) with the exact solution u(y, t) = sin(t)
1+y2 , kernel function κ(y, t) = e−y
2t and
f (y, t) that is defined accordingly. In Table 7, the relative errors in the collocation points are given with L∞ and L2 norms for
different values of N andM as follow
‖e‖∞ = ‖WNM − u‖∞‖u‖∞ , ‖e‖2 =
‖WNM − u‖2
‖u‖2 ,
where
‖u‖∞ = max
1≤i≤M
2≤j≤N−1
u
 Lxj
1− x2j
,
T (τi + 1)
2
 , ‖u‖2 =
 M−
i=1
N−1−
j=2
u
 Lxj
1− x2j
,
T (τi + 1)
2
2
1
2
.
Also in Fig. 7, the numerical and exact solutions are plotted.
Example 3.2.2. Let in (2.20), κ(y, t) = 1 and the exact solution is 1
(1+y2)(1+t2) . We define f (y, t) accordingly. Table 8 shows
the relative errors for this example. The numerical and exact solutions are drawn in Fig. 8.
Example 3.2.3. In this example,we suppose κ(y, t) = 1 and the exact solution of (2.20)–(2.22) is u(y, t) = te−y2 . The results
in Table 9 show that the rate of decay of errors is too slower than the previous examples because the exact solution that is
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Table 7
The L∞, L2 errors and CPU time used for Example 3.2.1.
N(=M) ‖e‖∞ ‖e‖2 CPU time(s)
6 3.85× 10−8 4.93× 10−8 0.078
8 3.24×10−11 4.17×10−11 0.609
10 1.82×10−14 2.33×10−14 2.824
12 7.25×10−18 9.23×10−18 8.783
Fig. 7. (a) Numerical solution for N = M = 12, (b) exact solution sin(t)
1+y2 .
Table 8
The L∞, L2 errors and CPU time used for Example 3.2.2.
N(=M) ‖e‖∞ ‖e‖2 CPU time(s)
6 2.45× 10−5 2.07× 10−5 0.094
8 2.52× 10−6 2.45× 10−6 0.827
10 1.26× 10−7 1.20× 10−7 2.823
12 3.20× 10−9 2.49× 10−9 8.018
16 1.32×10−11 1.27×10−11 45.006
Fig. 8. (a) Numerical solution for N = M = 16, (b) exact solution 1
(1+y2)(1+t2) .
Table 9
The L∞, L2 errors and CPU time used for Example 3.2.3.
(N,M) ‖e‖∞ ‖e‖2 CPU time(s)
(10, 6) 1.45× 10−2 1.38× 10−2 0.484
(20, 6) 8.48× 10−4 4.83× 10−4 5.922
(30, 10) 5.62× 10−5 3.06× 10−5 91.641
(40, 20) 6.55× 10−6 2.94× 10−6 2942.454
considered here has exponential decaying rate but we used the algebraic mapping for transferring the original problem to
another one on the bounded domain. Therefore, we increase the accuracy of spatial approximations by raising of N more
thanM . The exact and numerical solutions are plotted in Fig. 9.
Example 3.2.4. Finally, in this example we consider u(y, t) = ln(1+t)√
1+y4 as the exact solution of problem (2.20)–(2.22) with
κ(y, t) = yt . In Table 10, for different values of N andM the relative errors in the collocation points are given with L∞ and
L2 norms. Also in Fig. 10 the numerical and exact solutions are depicted.
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Fig. 9. (a) Numerical solution for N = 40 andM = 20, (b) exact solution te−y2 .
Table 10
The L∞, L2 errors and CPU time used for Example 3.2.4.
(N,M) ‖e‖∞ ‖e‖2 CPU time(s)
(10, 6) 1.91× 10−2 1.49× 10−2 0.578
(20, 6) 4.83× 10−5 2.67× 10−5 6.313
(30, 6) 2.96× 10−6 3.58× 10−6 22.062
(30, 10) 2.23× 10−7 1.65× 10−7 94.079
(40, 10) 2.20× 10−9 2.16× 10−9 236.203
Fig. 10. (a) Numerical solution for N = 40 andM = 10, (b) exact solution ln(1+t)√
1+y4 .
4. Applications
Aswementioned earlier, integral and integro-differential equations are applied for modeling of phenomena that depend
on their previous state; such phenomena are called hereditary. Indeed a hereditary phenomenon occurs in a system when
the phenomenon is not dependent only on the actual state of the system or on its immediately previous states (i.e. on the
initial values of the parameters which define the state of the system and on some of their derivatives with respect to the
time) but on all the preceding states throughwhich the system has passed. That is to say, it is a phenomenonwhich depends
on the previous history of the system and may be called hereditary phenomenon [47]. Elastic phenomenon in which the
deformation of an elastic bar or the torsion of a wire does not depend only on the nature of the force applied, but also on the
previous deformations undergone by the bar or the wire is an example of hereditary phenomena. In the rest of this section,
we point out two applications of Eq. (1.1) which model such phenomena.
4.1. Compression of poro-viscoelastic media
A porous medium or a porous material is a solid (often called frame or matrix) permeated by an interconnected network
of pores (voids) filled with a fluid (liquid or gas). Usually both the solid matrix and the pore network (also known as the
pore space) are assumed to be continuous, so as to form two interpenetrating continua such as in a sponge. Many natural
substances such as rocks, soils, biological tissues (e.g. bones), andman-madematerials such as cements, foams and ceramics
can be considered as porous media. Progress of compression of a water saturated porous medium is predicted based upon
the theory of consolidation (see [48] and the references therein). As described in [48], volumetric deformation of a porous
matrix is a linear, time-dependent relationship such that its differential equation is of the heat equation type as follows
α
∂2σ ′
∂z2
= ∂(mv(t)σ
′)
∂t
, (4.1)
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where mv is the compressibility of the matrix, σ ′ is the state of volumetric stress producing deformations of the porous
matrix (is called the effective stress) and α is a constant. Also the derivative of the linear formula of the dilatation-effective
stress-time is presented in [48] by
α
∂2σ ′
∂z2
= a∂σ
′
∂t
+
M−
k=1
λkσ
′ −
M−
k=1
λ2k
bk
∫ t
0
σ ′ exp
[
−λk
bk
(t − τ)
]
dτ , (4.2)
in which a is the instantaneous elastic compressibility, bk the retarded elastic compressibility, λk the fluidity of the porous
matrix, and M is the number of retarded viscoelastic elements in the system. With appropriate initial and boundary
conditions (4.2) forms a mathematical model of consolidation of a compressible porous medium. For more details, see [48]
and the references therein.
4.2. Heat flow
The second application of PVIDEs arises in flowing heat from a rigid conductor [49]. Consider a rigid heat conductor in
which heat flows in only one direction. Let u(x, t), ϵ(x, t), q(x, t) and h(x, t) denote the temperature, internal energy, heat
flux and heat supply, respectively, where t denotes time and x denotes the position in the body. As mentioned in [49] the
energy balance equation is
ϵt(x, t) = −qx(x, t)+ h(x, t). (4.3)
In materials of memory type, such quantities as ϵ(x, t) and q(x, t) are functionals (rather than functions) of the temperature
and the gradient of the temperature as [49]
ϵ(x, t) = ϵ0 + b0u(x, t)+
∫ t
0
b(t − s)u(x, s)ds, t ≥ 0, (4.4)
q(x, t) = −c0ux(x, t)+
∫ t
0
a(t − s)ux(x, s)ds, t ≥ 0. (4.5)
The energy balance (4.3) applied to (4.4), (4.5) leads to the integro-differential equation
b0ut(x, t)− c0uxx(x, t) =
∫ t
0
[a(t − s)uxx(x, s)− b′(t − s)u(x, s)]ds+ h(x, t)− b(0)u(x, t), (4.6)
that is a generalization of (1.1). We refer the interested reader to [49] and the references therein.
5. Conclusion
This paper deals with the spectral methods for the approximate solution of partial Volterra integro-differential equations
on one-dimensional bounded and unbounded spatial domains. First we consider the problem on a bounded domain and
for convenience, we restate the original problem as two equivalent equations and use the Legendre-collocation methods
for each one which leads to conversion of the problem to solving a linear algebraic system. For solving the problem on
an unbounded domain we use the algebraic mapping to transfer the equation in a bounded domain and then apply the
same approach for a bounded case. Finally, we demonstrate the efficiency and accuracy of the proposed method with some
numerical examples for both bounded and unbounded cases. In the same way, we can also solve the following nonlinear
equation by the spectral methods:
∂u
∂t
+
∫ t
0
κ(x, t − τ , u(x, τ ))dτ = 1u+ f (x, t), x ∈ [−1, 1], t ∈ J := [0, T ].
In this case, ultimately we obtain a nonlinear system instead of a linear one. Also we can consider other kinds of problems
such as hyperbolic and elliptic.
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