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We begin with a discussion of orbit polynomial graphs and their relationship with 
distance-transitive, distance-regular nd distance polynomial graphs. After finding a simple 
classification of the orbit polynomial graphs with a prime number of vertices, we use this result 
to provide short proofs of the classification of symmetric and distance-transitive graphs of 
prime order. 
1. Introduction 
An orbit polynomial graph is defined in terms of its automorphism group and 
its adjacency algebra, and is closely related to distance-transitive, distance- 
regular, and distance polynomial graphs. We will develop some of the basic 
results about orbit polynomial graphs, and then obtain a characterization f the 
orbit polynomial graphs with a prime number of vertices. This result allows us to 
give a short proof of a well-known characterization f symmetric graphs of prime 
order. Also, we will determine all of the distance-transitive graphs of prime order 
by using the feasibility of the intersection umbers. 
We will consider only graphs which are finite, undirected, and without loops or 
multiple edges. For a graph F, the adjacency matrix A(F) = (ai j )  is given by, 
1, if {vi, vj} e EF, 
aq= O, otherwise. 
The adjacency algebra of F, M(F), is the algebra of all polynomials in A(F). The 
eigenvalues of F are the eigenvalues of A(F)  and the number of distinct 
eigenvalues of F will be denoted here as e(F). Since A(F) is a real, symmetric 
matrix, e(F) equals the dimension of M(F). 
If F has diameter d, define the sets Di, i=0 ,  1 , . . . ,  d by Di = 
{(u, v) [ a(u, v )= i}, where a(u, v) denotes the distance between u and v. Then 
the d+l  distance graphs, F/, i -0 ,  1 , . . . ,  d, have VF/=VF and EF//= 
{(u, ~) [ (u, v)EDi}. 
An important part of the definition of an orbit polynomial graph will be the 
following natural action of the automorphism group of F, Aut(F), on the set 
VF x VF: for o ¢ Aut(/'), o(u, v) = (e(u), a(v)). Denote the m + 1 orbits of this 
action by Co, C1, • • •, Cm, and define the orbit number of F as o(F) = m + 1. A 
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vertex-transitive graph has Do as an orbit, and a graph having D1 as an orbit is 
symmetric. In addition, let B~, i = 0, 1, . . . ,  m, be the matrices given by 
1, if(u,v)•Ci, 
(B~)u,v = 0, otherwise. 
Finally, the intersection umbers of a graph with diameter d are defined as 
follows. If a(u, v )= k, 
Sijk(U, 13)-" I{W l a(u, w)=i,  a(w, v)=]}l ,  O<~i,j,k<-d. 
A graph is distance-regular if the numbers S~;k depend only on the choice of i, j, 
and k, and not on the choice of u and v. 
Theorem 1.1 (Weichsel [12]). Suppose F has diameter d. Then F is distance- 
regular if and only if for each i, 0 <~ i <- d, there exists a polynomial of degree i, 
pi(x), such that pi(A(F)) = A(Fii). 
Since a distance-regular g aph, F, of diameter d, has d + 1 eigenvalues [5, p. 
141], the set {A(F~)I 0 ~< i ~< d} will form a basis for the adjacency algebra ~t(F). 
If for any vertices u, v, w, and x, with a(u, v )= a(w, x), there exists an 
automorphism cr in Aut(F) such that cr(u)=w and cr(v)=x, then F is 
distance-transitive. From this definition, it is clear that if F is distance-transitive, 
then it is distance-regular (however the converse is not true, see [8]). 
When F is distance-transitive, it is possible to reorder the C~ so that Ci = D~, 
O<-i<-m, and then {B~ [ 0~<i~<m} = {A(F~)[ 0~<i~<d}. Wecan therefore regard 
~t(F) as having a basis composed of either the adjacency matrices of the distance 
graphs, or the orbit matrices, B~. Notice that in this case o(F) = d + 1 = e(F). 
In light of Theorem 1.1, Weichsel [12] and Terwilliger [10] have studied 
distance polynomial graphs. A graph is distance polynomial if A(F~) • ~(F)  for all 
0 <~ i ~< d. Thus, every distance-regular g aph is distance polynomial. Note that 
this definition requires only that A(F~) equal a polynomial in A(F), and no 
restriction is placed on the degree of the polynomial. Because the class of 
distance polynomial graphs seems quite large, we introduce the definition of an 
orbit polynomial graph. 
Defmiti0n 1.2. A graph is orbit polynomial if Bi • ~t(F) for all i, 0 <<- i <~ m. 
Since an automorphism preserves distance, for every j there is a unique i such 
that C~ ~_ Di, and therefore each A(F~) can be expressed as a sum of Bj. Thus 
every orbit polynomial graph is distance polynomial. Because a distance-transitive 
graph has  {Bil0~<i ~<m} as a basis for its adjacency algebra, every distance- 
transitive graph is orbit polynomial. 
To illustrate some of the similarities and contrasts among orbit polynomial 
graphs and those previously mentioned, we now state two results which we will 
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prove in the next section. First, an orbit polynomial graph is characterized by the 
property that e(F) = o(F). Indeed this could be taken as the defining property of 
orbit polynomial graphs. Second, for an arbitrary graph e(F)~o(F). Thus, an 
orbit polynomial graph is one for which e(F) attains the upper bound o(F). This 
contrasts harply with distance-regular graphs where e(F) attains the lower bound 
d+l .  
Pictorially, 
mentioned. 
we have the following heirarcy and properties for the graphs 
Distance polynomial 
Distance-regular 
(e( r )  = d + 1) 
Orbit polynomial 
(e ( r )=o( r ) )  
Distance-transitive 
(e(r )  = d + 1 = o( r ) )  
We will now proceed to detail some of the properties of orbit polynomial 
graphs. For a discussion of trivalent orbit polynomial graphs, see [3]. The 
following results can be found in the author's thesis [2]. 
2. Orbit polynomial graphs 
Let fl(F) be the vector space which has R = {Bi I 0 ~< i <~ m} as a basis. 
Theorem 2.1. For any graph F, M(r) is contained in fl(F). 
Proof. Let wij(u, v) denote the number of walks of length i between vertices u 
and v, where (u, v) e Cj. Since the action of Aut(F) on Cj is transitive, the value 
of w#(u, v) depends only on i and j and not on the choice of u and v. Therefore, 
we denote wit(u, v) by w#. The number of walks of length r between vertices u 
and v is given by (A(F)')~o [5, p. 11], so wit(u, v) = (A(F)r)~o. We then have, 
m 
A(F) i= ~ wijB j. (2.1) 
j=0 
~t(F) is spanned by the set {A(F) i lO~i ~n-  1}, where n is the number of 
vertices of F. Equation (2.1) then shows that each member of this spanning set is 
a linear combination of elements of the basis of fl(F). Therefore, ~I(F)~_ 
[] 
Coroflary 2.2. For any graph F, e(F) <<- o(F). 
Proof. e( r )  = dim M(F) ~< dim fl(F) = o(F). [] (2.2) 
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Corollary 2.2 provides a useful upper bound for the number of distinct 
eigenvalues of a graph. It generalizes to arbitrary graphs a result found by 
Criscuolo et al. [7] for vertex-transitive graphs. There is much evidence that the 
number of eigenvalues of a graph is inversely proportional to the size of the 
automorphism group. This result provides more evidence, since the orbit number 
is inversely related to the order of the group. 
The next theorem indicates that we may view orbit polynomial graphs as those 
meeting the upper bound of Corollary 2.2. 
Theorem 2.3. For a graph F the following are equivalent: 
(a) F is orbit polynomial, 
(b) e(r)  = o( r ) ,  
(c) R = {Bi l O< i is a basis for `i(F). 
Proof. (a )~ (b). If F is orbit polynomial, then R ~_ M(F). Thus fl(F)c_ M(F) 
and o(F) <~ e(F). Together with Corollary 2.2, this shows that e(F) = o(F). 
(b) ~ (c). If e(F)= o(F), then (2.2) forces M(F) and fl(F) to have the same 
dimension. Since in general `i (F)  ~_ fl(F), we have ` i (F)  = fl(F). R is a basis of 
fl(F) and so is in turn a basis of M(F). 
(c) ~ (a). If R _ ` i (F) ,  then Bi e ` i(F) for all i, 0 ~< i ~< m, and by definition F 
is orbit polynomial. [] 
The following theorem shows that the polynomial condition imposed on the 
matrices B~ results in a transitivity property for the automorphism group. 
Theorem 2.4. I f  F is orbit polynomial, then it is connected and vertex-transitive. 
Proof. The n x n matrix of all ones, J, is given by F,m=oBi, since the sets 
Co, C1 , . . . ,  Cm are a partition of VFx  VF. Since F is orbit polynomial, 
J e ` i(F). This implies that F is connected and regular [5, p. 15]. 
Label the Ci, and the vertices of F, so that Do - U~=0 Ci and Co = {(vi, vi) [ 0 <<- 
i ~< r}. If we assume that F is not vertex-transitive, then t > 0 and r < n. Partition 
the vertex set, VF = {Ol ,  02 ,  . . . , Or}  U {Or+l ,  0r+2,  . . . , On} and write 
LM12 M22J' 
where Mn is an r x r matrix equal to the adjacency matrix of the subgraph 
induced by {vl, v2, • • . ,  vr}. Since F is connected and r < n, M~2 :/: 0. 
The adjacency algebra, `i (F) ,  is a commutative algebra and by hypothesis, 
Bo e ` i(F).  Thus, BoA(F)=A(F)Bo. Examination of this equation leads to the 
contradiction M12 = 0. Therefore, r is vertex-transitive. [] 
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3. Vertex-transitive graphs 
We will now consider the case when an orbit polynomial graph has a prime 
number of vertices. As indicated by Theorem 2.4, we will first need some results 
on connected vertex-transitive graphs with a prime number of vertices. Through- 
out the remainder of this paper, p will be an odd prime, Zp will be the integers 
modulo p and 7/~ = 77p - {0}. We denote VF by {Vo, v l , . . . ,  vp_l} and interpret 
all subscripts modulo p. 
Theorem 3.1 (Turner [11]). Suppose IVrl =p. Then F is connected and vertex- 
transitive if and only if there exists a labeling of the vertices {v0, vl , .  • •, Vp_~} 
and a set S ~ 7/p such that 
(a) a • S implies p - a • S, and 
(b) {vi, vj} • EF if and only i f i -  i • S. 
The set S is called the symbol of F. 
Theorem 3.2 (Alspach [1]). Suppose that F is a connected, vertex-transitive graph 
of prime order, with symbol S. If  S = 7/p, then Aut(F) is the symmetric group of 
degree p. Otherwise, Aut(F) = { T~,b I a • E(S), b • 7/p }, where Ta, b(Vi) "- Vai+b and 
E(S) is the largest even order subgroup of Z~ such that S is a union of cosets of 
e(s). 
Theorem 3.3 (Turner [11]). Suppose F and F' are two vertex-transitive, connected 
graphs with p vertices and symbols S and S'. Then F and F' are isomorphic if and 
only if there exists q e Z~ such that S = qS'. 
We are now in a position to prove our central result. 
Theorem 3.4. Suppose IVFI = p. Then F is orbit polynomial if and only if F is 
connected and vertex-transitive. 
Proof. One implication is simply a special case of Theorem 2.4. 
For the converse, assume that F is connected and vertex-transitive. Suppose 
also that the vertices of F are labeled in accordance with Theorem 3.1, and the 
symbol is S. 
We will first find o(F). Denote the stabilizer of v0 by Go. If S ~ Zp, then 
Go = { T~,b I a e E(S), b e Z~, T~,b(Vo) = Vo} 
= {T,,o l a E (S)} .  
If vi is a vertex with i #:0, then Govi = {T~.o(Vi) [a e E(S)} = {v~/[a e E(S)}, so 
Iaovil = IE(S)I. If S =z/i ,  then F is the complete graph and Iaovil =p-  1 = 
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IE(S)I. Thus, in all cases, 
[aovi[ = IE(S)I, 1 ~< i <~p - 1. (3.1) 
Since F is a vertex-transitive graph, the number of orbits in the action of 
Aut(F)  on VF x VF equals the number of orbits in the action of the stabilizer of a 
vertex, acting on VF. In this case, the cardinality of all the orbits in the latter 
action are equal to [E(S)[ with the exception of the orbit {v0}. Therefore, 
p -1  
o(F) = 1 + [E(S)---~" (3.2) 
Now we will find e(F). A graph is circulant if its vertices can be labeled so that 
its adjacency matrix satisfies aq=ala-i+l, where the subscripts are reduced 
modulo n. That is, each succesive row is a forward shift of the row before it. It is 
not difficult to show that a vertex-transitive graph of prime order must be a 
circulant graph. 
Let bj = 1 when {Vo, vj} ~ EF and bj = 0 otherwise. Then the eigenvalues of F 
can be written as ([5, p. 16]), 
p-1 
~i "-- E bl ~Oji, 
j= l  
O<-i <-p - 1, 
where to is a primitive pth root of unity. 
The following argument appears in [7]. Since the set of primitive pth roots of 
unity is linearly independent over the rationals, ~'k = ~'~ if and only if 
p--1 p--1 p--1 p- - I  p--1 
O= E b~ aik - E bj mi= E b, c°ik - E b,k tojk= ~, (bj-b,k)m ik, 
j= l  j= l  j= l  j= l  j= l  
if and only if bj = bjk for all 1 ~<j ~< p-  1. This latter condition is equivalent o 
Tk, o ~ Go. Therefore, [{k [ 2k = ~1}1 = IGol = IE(S)[. Now k is such that 2k = )-1 if 
and only if, 
p--1 p--1 p--1 
,khk = E bj toihk= E bjk c°Ok)h= E bl t°th= Xh. 
]=1 j= l  /=1 
So, if i 4: 0, every eigenvalue has multiplicity, 
m(,~.i) --}{k I).k = 3.1}1 = IE(S)I. (3.3) 
Because ~,0 is the valency of the graph, which is connected, m(Zo)= 1 and we 
have 
e(r) = 1 + p - 1 (3.4) 
IE(S)I" 
From (3.2), (3.4), and Theorem 2.3, we see that F is orbit polynomial. [] 
The following facts from the above proof are stated as a corollary. 
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Corollary 3.5. Suppose F is a connected, vertex-transitive graph with I VFI =p. 
Then, 
(a) m(Zi) = IE(S)I = Ia0vA, 1 ~< i ~< s, 1 <~ j ~< p - 1. 
(b) p - 1 = (e(r) - 1)IE(S)I. 
(c) IAut(F)l =p(p  - 1 ) / (e (F) -  1). 
Proof. (a) See (3.1) and (3.3). 
(b) See (3.4). 
(c) IAut(F)I =p  Ia01 =p IE(S)I =p(p-  1) / (e(F) -  1). [] 
Corollary 4.6(c) is a result first found by Criscuolo et al. [7]. 
4. Symmetric graphs 
The results of the previous ection can be used to provide a shortened proof of 
a classification of the symmetric graphs on a prime number of vertices. This result 
was first proved by Chao [6] and later simplified by Bergren [4]. 
Theorem 4.1. There exists a connected symmetric graph on p vertices, which is 
regular of degree k, if and only if k is even and divides p - 1. Furthermore, a 
symmetric graph on p vertices, of valency k, is unique up to isomorphism. 
Proof.  Assume that F is a connected symmetric graph of degree k, and I VFI : p. 
Let vi be a vertex adjacent to Vo. Then by Corollary 4.6(a), 
k = [{v/[ a(v0, vj) = 1}l = IGovil = IE(S)I. 
Since E(S) has even order, k is even. Corollary 4.6(b) then shows that k = IE(S)I 
must divide p - 1. The proof of the converse can be found in [6]. 
Suppose then that F and F'  are two connected, symmetric graphs of valency k 
and IVF I= IVF ' I -p .  Since IS I -k - - IE (S) I ,  S=qE(S)  for some qeZp.  
Similarly for F' ,  S '=  q'E(S') for some q'e  E(S'). Both E(S) and E(S') are 
subgroups of ~'~ and IE(S)I = k = IE(S')I, so E(S) = E(S'). Thus, S = qE(S) = 
qE(S') = q(q')- lS',  so Theorem 3.3 shows that F and F'  are isomorphic. [] 
5. Distance-transitive graphs 
We will now give a simple proof that will determine all of the distance- 
transitive graphs with a prime number of vertices. This proof will rely on the 
previous results, and on the feasibility of the intersection numbers of a 
distance-regular g aph. The following facts about intersection umbers can be 
found in [5]. Let aj = Sl,j,j, bj = Sl,j+l,j, cj " - -  Sl,j_I, j for 0 ~<j ~< d, where d is the 
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diameter of the graph and Co and ba are undefined. Also, let ki = I{w [ (v, w) e 
Di}l, for some vertex v. 
Theorem 5.1. For a distance-transitive graph F, 
(a) ki = (bi_l/ci)k~-x, 1 <~ i <~ d, 
(b) bi_l>-bi, ci~ci+l, l<- i<~d-1 ,  
(c) a0 + b0 = ad + Ca = k; ai + bi + ci = k, 1 <~ i <~ d - 1, 
(d) The (d+l )  x (d+l )  matrix B=(b#)=(suj) ,  O<~i,j<-d, 
eigenvalues, which are the distinct eigenvalues of F. 
has d+l  
Kp and Cp will denote the complete graph or the circuit graph, respectively, on 
p vertices. 
Theorem 5.2. The distance-transitive graphs with a prime number of vertices, p, 
are, Kp, Cp, and the unique symmetric graph of valency 2c, where p = 4c + 1. 
Proof.  Suppose that I VFI =p, F is distance-transitive, F has valency k, and the 
distinct eigenvalues of F are 2.0 = k, ;q, ~2, . . . ,  )-d- Then F is symmetric and 
connected, so k=lE(S) l=m(~.i) ,  l<~i<-d. If v is any vertex such that 
0(Vo, v) = i 4:0, then k t= Iaovl--IE(S)I =k,  l<~i<~d. Thus, 
bi-1 bi-1 
k=k i=~ki_ l  = k, 2<<-i<~d. 
Ci Ci 
Therefore,  bi-1 = cj, 2 ~ i <<- d, so ci+l = bi ~< b~_~ = c~ for 2 ~< i <~ d - 1. However ,  
the ci form a non-decreasing sequence, so we can define c by c = ci = b# 2 <- i ~ d, 
1 ~< j <~ d - 1. Since bo = k and ca = 1, we have 
ao=0;  a l=k-c -1 ;  a i=k-2c ,  2<~i~d-1 ;  ad=k- -c .  
We will now narrow down the possible values that c may take on by 
considering the eigenvalues of F.  The matrix A(F) has a zero diagonal, so 
d d 
0 = t race(A(F) )  = ~ m(;t,)~,i = k + k ~ ;t,. 
i=0  i=0  
ThUS Ed=l ~i = --1, Now consider the trace of the matrix B. Since the eigenvalues 
of B are the distinct eigenvalues of F ,  
d 
trace(B) = ~ ,/~i = k-  1. (5.1) 
i=0  
However ,  
d d 
trace(B) = ~ sui = ~ ai = (k - c - 1) + (d - 2)(k - 2c) + (k - c). 
i=0  i=0  
Equating (5.1) and (5.2) we find that 0 = (d - 1)(k - 2c), so d = 1 or 2c = k. 
(5.2) 
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If d = 1, then F = Kp. If d t> 2 and k = 2c with c = 1, then F has degree 2, so 
r-C . 
Now consider the case when d = 2, k = 2c, c t> 2. Then F must be a symmetric 
graph of valency 2c, and p = E/2_-0 m(3.i) = 1 + 4c. By Theorem 4.1, this graph is 
unique up to isomorphism. 
The remaining case (d I> 3, k = 2c, and c i> 2) does not occur. Gardiner [9] has 
shown that if c2=c3,  then c2=1.  We have c2=c3=c and c2=c>/2 ,  a 
contradiction. 
It remains to show that each of the graphs found above is distance-transitive. 
For Kp and Cp this fact is well-known. Suppose then that F is the unique 
symmetric graph of order p = 4c + 1 and valency 2c. Then [', the complement of 
F, will be vertex-transitive of order p = 4c + 1 and degree p - 2c - 1 = 2c. Let S 
and S be the symbols of F and r'. As in the proof of Theorem 4.1, 
ISI = 2c = IE(S)I, so S - qE(S) for some q e 7/p. Also, S = Zp - S is also a coset 
of E(S) because IE(S)I-  2c -  ½17/~1. This is sufficient to show that there is an 
r e 7/p such that S = rS. Theorem 3.3 implies that F ~/~, so/~ is symmetric. Since 
F has diameter 2, and both F and if" are symmetric, F is distance-transitive. [] 
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