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ORBITAL FREE ENTROPY, REVISITED
YOSHIMICHI UEDA
Dedicated to Professor Yasuo Watatani on the occasion of his 60th birthday
Abstract. We give another definition of orbital free entropy introduced by Hiai, Miyamoto
and us, which does not need the hyperfiniteness assumption for each given random multi-
variable. The present definition is somehow related to one of its several recent approaches due
to Biane and Dabrowski, but can be shown to agree with the original definition completely
and is much closer to the original approach.
1. Introduction
Let (M, τ) be a tracial non-commutativeW ∗-probability space throughout the present paper.
We call any finite tuple X = (X1, . . . , Xr) of self-adjoint elements in M a (non-commutative)
random multi-variable. When the tuple X consists of just one element, i.e., X = (X), the
random multi-variable should be regarded as nothing less than a (non-commutative) random
variable X . We want to measure how far the joint distribution of given random multi-variables
X1, . . . ,Xn is from that of freely independent copies of those, i.e., a freely independent family
Y1, . . . ,Yn such that eachYi has the same joint distribution as that ofXi. The first one of such
quantities, called the free mutual information, i∗(W ∗(X1) ; . . . ; W ∗(Xn)), was introduced by
Voiculescu [15] in the so-called microstate-free approach to free entropy, whereW ∗(Xi) denotes
the von Neumann subalgebra of M generated by (the random variables in) Xi. Almost 10
years later then, the second, called the orbital free entropy, χorb(X1, . . . ,Xn), was introduced
by Hiai, Miyamoto and us [5] in the so-called microstate approach. Those two quantities
possess many properties in common, and hence we may conjecture that those essentially define
the same quantity under a suitable set of assumptions. In the direction a heuristic argument
supporting the conjecture was given in [7] when n = 2 and each of those X1,X2 consists of
just one projection, and soon after then it was confirmed in a different way with the help of
M. Izumi under a certain set of assumptions on those projections. Hence we have thought
that the conjecture is plausible (but, of course, very difficult like the question of whether or
not χ = χ∗ holds). On the other hand, those quantities i∗ and χorb have individual defects:
Nobody knows whether or not
χ∗(X,Y ) = −i∗(W ∗(X) ; W ∗(Y )) + χ∗(X) + χ∗(Y )
holds; χorb is unfortunately defined only when each W
∗(Xi) is hyperfinite, though it satisfies
that
χ(X1, . . . , Xn) = χorb(X1, . . . , Xn) +
n∑
i=1
χ(Xi). (1.1)
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Recently Biane and Dabrowski [3] proposed and developed various approaches of χorb that does
no longer need the hyperfiniteness assumption on the W ∗(Xi)’s, though they identified those
with original χorb only whenW
∗(X1⊔· · ·⊔Xn) is a factor (and, of course, eachW ∗(Xi) is hyper-
finite). Motivated by their work we give another definition of original χorb that works without
the hyperfiniteness assumption, and prove almost all the expected properties of χorb including
the following: The orbital free entropy χorb(X1, . . . ,Xn) depends only on the W
∗(Xi)’s, and
moreover χorb(X1, . . . ,Xn) = 0 if and only if the Xi’s have f.d.a. and are freely independent.
However, we do not know whether or not the counterpart of (1.1) holds in general, and at the
moment we can prove only the inequality
χ(X1 ⊔ · · · ⊔Xn) ≤ χorb(X1, . . . ,Xn) +
n∑
i=1
χ(Xi). (1.2)
It is apparently our task for the future to answer the question of whether or not equality in
(1.2) holds in general. Here we would like to emphasize that many arguments given in the
present paper originate in [5], and the technical ingredients here, similarly to [5], are only three
non-trivial previous results, two of which are due to Voiculescu and the other is due to Jung,
summarized in [5, §1].
With the new definition of χorb one can generalize orbital free entropy dimension δ0,orb to
arbitrary random multi-variables, and we see that Jung’s covering/packing approach still works
well without the hyperfiniteness assumption. However, the formula [5, Theorem 5.6], analogous
to (1.1), for δ0,orb and free entropy dimension δ0 is out of reach without the hyperfiniteness
assumption. Moreover, we do not know at the moment whether or not even the analogous
inequality to (1.2) holds for δ0,orb and δ0 in general. Answering this should also be our task for
the future.
In the present paper, we denote all the N ×N matrices by MN , all the self-adjoint N ×N
matrices by M saN , and tuples of such matrices by letters A,B, etc., called multi-matrices, while
lettersX,Y, etc. stand for randommulti-variables as before. The normalized trace on the N×N
matrices MN is denoted by trN . The Lebesgue measure on M
sa
N
∼= RN2 is denoted by ΛN . The
operator norm is written as ‖ − ‖∞, while the p-norm (1 ≤ p < ∞) determined by ϕ = τ
or trN is defined to be ‖x‖p,ϕ := ϕ(|x|p)1/p. Write (M saN )R := {A ∈ M saN | ‖A‖∞ ≤ R}. The
N ×N unitary group and the N ×N special unitary group are denoted by U(N) and SU(N),
respectively, and their unique Haar probability measures by γU(N) and γSU(N), respectively.
The regular Borel probability measures on a locally compact Hausdorff space X is denoted by
P(X ).
2. Orbital Free Entropy χorb(X1, . . . ,Xn)
Let Xi = (Xi1, . . . , Xir(i)), 1 ≤ i ≤ n, be arbitrary random multi-variables in (M, τ)
(n.b. r(i) is finite as mentioned in the introduction), and R > 0 be given possibly with R =∞.
Let m ∈ N and δ > 0 be given. The set of matricial microstates ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ) is
defined to be all the n tuples of N × N multi-matrices Ai = (Ai1, . . . , Air(i)) ∈ ((M saN )R)r(i),
1 ≤ i ≤ n, such that
|trN (Ai1j1 · · ·Ailjl)− τ(Xi1j1 · · ·Xiljl)| < δ
whenever 1 ≤ ik ≤ n, 1 ≤ jk ≤ r(ik), 1 ≤ k ≤ l and 1 ≤ l ≤ m. Similarly the set of matricial
microstates ΓR(Xi ; N,m, δ) are defined for each randommulti-variableXi, 1 ≤ i ≤ n. Consider
the map ΦN : U(N)
n ×
(∏n
i=1
(
M saN
)r(i)) −→∏ni=1 (M saN )r(i) defined by
ΦN ((Ui)
n
i=1, (Ai)
n
i=1) := (UiAiU
∗
i )
n
i=1
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with UiAiU
∗
i := (UiAi1U
∗
i , . . . , UiAir(i)U
∗
i ). Here is a new definition of the orbital free entropy
χorb(X1, . . . ,Xn) [5].
Definition 2.1. For each N,m ∈ N, δ > 0 and µ ∈ P(∏ni=1(M saN )r(i)) we define
χorb,R(X1, . . . ,Xn ; N,m, δ ; µ) := log
(
(γ⊗nU(N) ⊗ µ)(Φ−1N (ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)))
)
,
χorb,R(X1, . . . ,Xn ; N,m, δ) := sup
µ
χorb,R(X1, . . . ,Xn ; N,m, δ ; µ),
χorb,R(X1, . . . ,Xn ; m, δ) := lim sup
N→∞
1
N2
χorb,R(X1, . . . ,Xn ; N,m, δ),
χorb,R(X1, . . . ,Xn) := limm→∞
δց0
χorb,R(X1, . . . ,Xn ; m, δ)
= inf
m∈N
δ>0
χorb,R(X1, . . . ,Xn ; m, δ),
χorb(X1, . . . ,Xn) := sup
0<R<∞
χorb,R(X1, . . . ,Xn)
with log 0 := −∞.
It will be seen in Proposition 2.4 that the above quantity turns out to agree with the quantity
appeared in [3, Theorem 7.3 (7)]. Although the reformulation of χorb given there is probably
easier to use in many actual computations of χorb, the above definition is directly related
to Voiculescu’s microstate free entropy χ and has a bit advantage in some arguments, see
Proposition 2.8 and Remark 2.9 (also Theorem 2.6 (5)). Originally the present work started with
examining whether or not the fruitful idea of ‘random microstates’ due to Biane and Dabrowski
[3] enables us to develop a multi-matrix counterpart of the matrix diagonalization (c.f. [5,
Eq.(1.1)]) which plays a particularly important roˆle in our previous analysis. In conclusion,
we noticed that the simple fact given as Lemma 2.2 below should play a key roˆle in any
possible approach, and immediately observed what we explain in Remark 2.9. We believe that
the present approach that we are developing can be a basis for future studies of orbital free
entropy.
Let us first prove that the new definition of χorb perfectly agrees with the previous one
when each W ∗(Xi) is hyperfinite. Recall the necessary notations that appear in the previous
definition of χorb. For given multi-matrices Ai = (Aij)
r(i)
j=1 ∈ (M saN )r(i), 1 ≤ i ≤ n, the set of
orbital microstates Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ) is defined to be all (Ui)
n
i=1 ∈ U(N)n
such that (UiAiU
∗
i )
n
i=1 ∈ Γ∞(X1 ⊔ · · · ⊔ Xn ; N,m, δ). It is trivial that if some Ai sits in
((M saN )R)
r(i) \ΓR(Xi ; N,m, δ), then Γorb(X1, . . . ,Xn : (Ai)ni=1 ; N,m, δ) = ∅. The next simple
fact explains a relation between matricial microstate spaces and orbital microstate spaces; thus
we display it as a separate lemma.
Lemma 2.2. For every R > 0 possibly with R =∞ the function
(Ai)
n
i=1 ∈
∏
1≤i≤n
((M saN )R)
r(i) 7→ γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
)
is Borel, and
(γ⊗nU(N) ⊗ µ)(Φ−1N (ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)))
=
∫
∏
n
i=1((M
sa
N
)R)r(i)
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
)
dµ
=
∫
∏
n
i=1 ΓR(Xi ;N,m,δ)
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
)
dµ
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holds for every probability measure µ ∈ P(∏ni=1(M saN )r(i)).
Proof. For each (Ai)
n
i=1 ∈
∏n
i=1((M
sa
N )R)
r(i) it is trivial that the (Ai)
n
i=1-section{
(Ui)i=1 ∈ U(N)n | ((Ui)ni=1, (Ai)ni=1) ∈ Φ−1N (ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ))
}
=
{
((Ui)
n
i=1 ∈ U(N)n | (UiAiU∗i )ni=1 ∈ ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)
}
coincides with Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ), which clearly becomes the empty set if
(Ai)
n
i=1 ∈
∏n
i=1((M
sa
N )R)
r(i) \ ∏ni=1 ΓR(Xi ; N,m, δ) as remarked before. Hence the desired
assertion immediately follows by the Fubini theorem or the definition of product measures, see
e.g. [12, Chap. 8]. 
WhenW ∗(Xi) is hyperfinite, one can choose multi-matrices Ξi(N) = (ξij(N))
r(i)
j=1 ∈ (M saN )r(i)
in such a way that ‖ξij(N)‖∞ ≤ ‖Xij‖∞ and limN→∞ 1NTrN (P (Ξi(N))) = τ(P (Xi)) for every
P ∈ C〈Xi〉 = C〈Xi1, . . . , Xir(i)〉, the non-commutative polynomials in Xi1, . . . , Xir(i), where
P (Ξi(N)) := P (ξi1(N), . . . , ξir(i)(N)) and P (Xi) := P (Xi1, . . . , Xir(i)) as before.
Proposition 2.3. (Agreement with the previous definition) With the hyperfiniteness of each
W ∗(Xi), 1 ≤ i ≤ n, and the notations above we have
χorb,R(X1, . . . ,Xn)
= lim
m→∞
δց0
lim sup
N→∞
1
N2
log
(
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ξi(N))
n
i=1 ; N,m, δ)
))
(2.1)
as long as R ≥ max{‖Xij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n}. The right-hand side is nothing less
than the previous definition of χorb(X1, . . . ,Xn), and hence the new definition agrees with the
previous one when every W ∗(Xi) is hyperfinite.
Proof. Let m ∈ N and δ > 0 be arbitrarily fixed. For all sufficiently large N ∈ N one has
Ξi(N) ∈ ΓR(Xi ; N,m, δ). With µ = δ(Ξi(N))ni=1 , a unit point mass, one has, by Lemma 2.2,
χorb,R(X1, . . . ,Xn ; N,m, δ) ≥ χorb,R(X1, . . . ,Xn ; N,m, δ ; µ)
= log
(
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ξi(N))
n
i=1 ; N,m, δ)
))
for all sufficiently large N ∈ N. It follows that χorb,R(X1, . . . ,Xn) is not smaller than the
right-hand side of (2.1). Hence we need to prove that the reverse inequality; namely it suffices
to prove that for each m ∈ N and δ > 0 there are m′ ∈ N, δ′ > 0 and N0 ∈ N such that
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m
′, δ′)
)
≤ γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ξi(N))
p
i=1 ; N,m, δ)
)
(2.2)
for every N ≥ N0 and (Ai)ni=1 ∈
∏n
i=1 ΓR(Xi ; N,m
′, δ′). In fact, this and Lemma 2.2 imply
that
χorb,R(X1, . . . ,Xn) ≤ χorb,R(X1, . . . ,Xn ; m′, δ′)
≤ lim sup
N→∞
1
N2
log
(
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ξi(N))
n
i=1 ; N,m, δ)
))
,
which implies the desired inequality as taking the limit of the rightmost as m→∞ and δ ց 0.
Applying Jung’s theorem [11] (see [5, Lemma 2.1]) to allXi’s one can find m
′ ∈ N and δ′′ > 0
in such a way that for each N ∈ N, each 1 ≤ i ≤ n and each B1 = (B11, . . . , B1r(i)),B2 =
(B21, . . . , B2r(i)) ∈ Γ∞(Xi ; N,m′, δ′′) there is a single unitary U = Ui(B1,B2) ∈ U(N) such
that ‖B1j − UB2jU∗‖1,trN < δ/(2m(R+ 1)m−1) for every 1 ≤ j ≤ r(i). Let N0 ∈ N be chosen
so that every Ξi(N) falls in ΓR(Xi ; N,m
′, δ′′) as long as N ≥ N0. Let δ′ > 0 be such that
ORBITAL FREE ENTROPY, REVISITED 5
δ′ < min{δ′′, δ/2}. Then for every N ≥ N0 and every (Ai)ni=1 ∈
∏n
i=1 ΓR(Xi ; N,m
′, δ′) one
can prove (see the proof of [5, Lemma 4.2]) that
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m
′, δ′)
⊆ Γorb(X1, . . . ,Xn : (Ξi(N))ni=1 ; N,m, δ) · (V1, . . . , Vn)
holds with Vi := Ui(Ai,Ξi(N)) ∈ U(N), 1 ≤ i ≤ n. Hence (2.2) follows due to the right-
invariance of the Haar probability measure γU(N). 
The next proposition re-defines χorb,R(X1, . . . ,Xn) and shows a relationship between our
new χorb and Biane–Dabrowski’s χ˜orb as promised before.
Proposition 2.4. (Yet another definition of χorb) With
χ¯orb,R(X1, . . . ,Xn ; N,m, δ)
:= sup
Ai∈(MsaN )
r(i)
R
log
(
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
))
(2.3)
= sup
Ai∈ΓR(Xi ;N,m,δ)
log
(
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
))
(defined to be −∞ if some ΓR(Xi ; N,m, δ) = ∅) we have
χorb,R(X1, . . . ,Xn) = limm→∞
δց0
lim sup
N→∞
1
N2
χ¯orb,R(X1, . . . ,Xn ; N,m, δ). (2.4)
In particular, our χorb is not greater than Biane–Dabrowski’s χ˜orb in general, and both coincide
at least when W ∗(X1 ⊔ · · · ⊔Xn) is a factor.
Proof. By definition the second equality in (2.3) is obvious.
By Lemma 2.2 we have
χorb,R(X1, . . . ,Xn ; N,m, δ ; µ) ≤ χ¯orb,R(X1, . . . ,Xn ; N,m, δ)
since µ is a probability measure and t ∈ [0,+∞) 7→ log t ∈ [−∞,+∞) with log 0 := −∞ is
monotone. This immediately implies inequality ‘≤’ in (2.4). Hence it suffices to prove inequality
‘≥’ in (2.4) when the right-hand side is finite, i.e., 6= −∞. Since the limit as m→∞ and δ ց 0
is actually the infimum over m ∈ N and δ > 0, we may and do assume that for every m ∈ N
and δ > 0 there is a subsequence N1 < N2 < · · · so that χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ) > −∞
for all k ∈ N and
lim sup
N→∞
1
N2
χ¯orb,R(X1, . . . ,Xn ; N,m, δ) = lim
k→∞
1
N2k
χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ).
For each k ∈ N one can choose A(k)i ∈ ((M saNk)R)r(i), 1 ≤ i ≤ n, in such a way that µNk :=
δ
(A
(k)
i
)n
i=1
∈ P(∏ni=1((M saNk)R)r(i)), a unit point mass, satisfies that
χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ)− 1 ≤ χorb,R(X1, . . . ,Xn ; Nk,m, δ ; µNk)
≤ χorb,R(X1, . . . ,Xn ; Nk,m, δ),
and hence
lim sup
N→∞
1
N2
χ¯orb,R(X1, . . . ,Xn ; N,m, δ) = lim
k→∞
1
N2k
χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ)
≤ lim sup
k→∞
1
N2k
(
χorb,R(X1, . . . ,Xn ; Nk,m, δ) + 1
)
≤ χorb,R(X1, . . . ,Xn ; m, δ).
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Therefore, the desired inequality follows.
The rest is an immediate consequence from the proof of [3, Theorem 7.3 (7)]. 
The next lemma shows that the procedure of cut-off R > 0 that appears in the definition
of χorb is inessential. The proof below technically originates in [13, Proposition 2.4] and [1,
Lemma 2.3].
Lemma 2.5. We have χorb(X1, . . . ,Xn) = χorb,R(X1, . . . ,Xn) if R 	 ρ := max{‖Xij‖∞ | 1 ≤
j ≤ r(i), 1 ≤ i ≤ n} possibly with R =∞.
Proof. Define the function f : R → [−1, 1] by f(t) = t for t ∈ [−1, 1], f(t) = −1 for t < −1,
and f(t) = 1 for t > 1. Choose an arbitrary R 	 ρ, and set fR(t) := Rf(t/R) for t ∈ R.
Let m ∈ N and δ > 0 be arbitrarily fixed. Set L := max{(ρ2m + 1)1/2m, R} > 1. Choose
0 < δ′ < min{1, δ/2}. One can choose an even m′ ∈ N in such a way that m′ ≥ m and
R
(
(ρ/R)m
′
+ δ′/Rm
′
)1/m
< δ/(2mLm−1). Let Ai = (Aij)
r(i)
j=1 ∈ Γ∞(Xi ; N,m′, δ′) be given.
Then one has trN (A
m′′
ij ) ≤ ρm
′′
+ δ′ if m′′ is even and not greater than m′. Since trN (I) = 1,
one has ‖ − ‖p,trN ≤ ‖− ‖q,trN if 1 ≤ p ≤ q, and hence ‖Aij‖p,trN ≤ ‖Aij‖2m,trN ≤ L as long as
p ≤ 2m. If λ1, . . . , λN are the eigenvalues of Aij with counting multiplicities, one has
‖Aij − fR(Aij)‖m,trN ≤ R
( 1
N
∑
|λj |>R
∣∣∣λj
R
∣∣∣m)1/m ≤ R( 1
N
∑
|λj |>R
(λj
R
)m′)1/m
≤ R(trN (Am′ij )/Rm′)1/m ≤ R((ρ/R)m′ + δ′/Rm′)1/m < δ2mLm−1 .
ThereforeCif (Ui)
n
i=1 ∈ Γorb(X1, . . . ,Xn : (Ai)ni=1 ; N,m′, δ′), then one has
|trN (Ui1fR(Ai1j1)U∗i1 · · ·UilfR(Ailjl)U∗il)− τ(Xilj1 · · ·Xiljl)|
≤ |trN (Ui1fR(Ai1j1)U∗i1 · · ·UilfR(Ailjl)U∗il)− trN (Ui1Ai1j1U∗i1 · · ·U∗ilAi1jlU∗il)|
+ |trN (Ui1Ai1j1U∗i1 · · ·UilAiljlU∗il)− τ(Xi1j1 · · ·Xiljl)|
<
l∑
k=1
Ll−1‖Uik(fR(Aikjk)−Aikjk)U∗ik‖l,trN + δ′ ≤ mLm−1
δ
2mLm−1
+
δ
2
= δ
for every 1 ≤ jk ≤ r(ik), 1 ≤ ik ≤ n, 1 ≤ k ≤ l and l ≤ m, where the second inequality is
shown by the so-called generalized Ho¨lder inequality and the third follows from the previous
estimate together with the unitary invariance of p-norms. Hence (Ui)
n
i=1 ∈ Γorb(X1, . . . ,Xn :
(fR(Ai))
n
i=1 ; N,m, δ). Consequently, we get
χ¯orb,∞(X1, . . . ,Xn ; N,m′, δ′) ≤ χ¯orb,R(X1, . . . ,Xn ; N,m, δ).
This implies that χorb,∞(X1, . . . ,Xn) ≤ χorb,R(X1, . . . ,Xn) by Proposition 2.4. Hence we are
done. 
Here are almost all the expected properties of χorb.
Theorem 2.6. We have :
(1) χorb(X1, . . . ,Xn) ≤ 0.
(2) χorb(X1, . . . ,Xn) = −∞ if X1⊔· · ·⊔Xn does not have finite dimensional approximates
(have f.d.a. in short) in the sense of [14, Definition 3.1].
(3) χorb(X) = 0 if X has f.d.a.; otherwise −∞.
(4) χorb(X1, . . . ,Xn′ ,Xn′+1, . . . ,Xn) ≤ χorb(X1, . . . ,Xn′) + χorb(Xn′+1, . . . ,Xn).
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(5) If X
(k)
1 ⊔ · · · ⊔X(k)n −→ X1 ⊔ · · · ⊔Xn in distribution as k →∞, then
χorb,R(X1, . . . ,Xn) ≥ lim sup
k→∞
χorb,R(X
(k)
1 , . . . ,X
(k)
n )
for every R > 0 possibly with R =∞. Hence the same assertion holds true for χorb.
(6) If Yi = (Yij)
r′(i)
j=1 ⊆ W ∗(Xi), 1 ≤ i ≤ n, then χorb(X1, . . . ,Xn) ≤ χorb(Y1, . . . ,Yn).
In particular, χorb(X1, . . . ,Xn) depends only on the von Neumann subalgebras W
∗(Xi)
generated by Xi in M.
(7) If X1 and {X2, . . . ,Xn} are freely independent in (M, τ), then χorb(X1,X2, . . . ,Xn) =
χorb(X1)+χorb(X2, . . . ,Xn), which turns out to be χorb(X2, . . . ,Xn) when X1 has f.d.a.
(8) χorb(X1, . . . ,Xn) = 0 if and only if the Xi’s have f.d.a. and are freely independent in
(M, τ).
Proof. (1)–(4) are trivial or straightforward, and left to the reader.
(5) As in the proof of [13, Proposition 2.6], for given m ∈ N and δ > 0 we have
ΓR(X
(k)
1 ⊔ · · · ⊔X(k)n ;N,m, δ) ⊆ ΓR(X1 ⊔ · · · ⊔Xn;N,m, 2δ)
for all sufficiently large k ∈ N (this is valid even for R =∞), and hence
χorb,R(X
(k)
1 , . . . ,X
(k)
n ; N,m, δ;µ) ≤ χorb,R(X1, . . . ,Xn ; N,m, 2δ ; µ)
≤ χorb,R(X1, . . . ,Xn ; N,m, 2δ)
for all the same large k ∈ N. Thus
lim sup
k→∞
χorb,R(X
(k)
1 , . . . ,X
(k)
n ) ≤ χorb,R(X1, . . . ,Xn ; m, 2δ),
implying the desired assertion.
(6) Choose arbitrary m ∈ N and δ > 0. By the Kaplansky density theorem one can
choose tuples of self-adjoint polynomials Pi = (Pij)
r′(i)
j=1 ∈
∏r′(i)
j=1 C〈Xi〉 in such a way that
‖Pij(Xi)‖∞ ≤ ‖Yij‖∞ and ‖Yij − Pij(Xi)‖1,τ ≤ ‖Yij − Pij(Xi)‖2,τ < δ/(2mLm−1) with
L := max{‖Yij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n} + 1. Looking at the Pij ’s one can also choose
m′ ∈ N and δ′ > 0 in such a way that if (Ai)ni=1 ∈ Γ∞(X1 ⊔ · · · ⊔Xn ; N,m′, δ′), then
|trN (Pi1j1(Ai1 ) · · ·Piljl(Ail))− τ(Pi1j1(Xi1 ) · · ·Piljl(Xil ))| <
δ
2
for every 1 ≤ jk ≤ r′(i), 1 ≤ ik ≤ n, 1 ≤ k ≤ l and 1 ≤ l ≤ m. Remark here that m′, δ′ are
independent of N by the way of finding them. If (Ai)
n
i=1 ∈ Γ∞(X1 ⊔ · · · ⊔Xn ; N,m′, δ′), then
|trN (Pi1j1(Ai1) · · ·Piljl(Ail))− τ(Yi1j1 · · ·Yiljl)|
≤ δ
2
+ |τ(Pi1j1(Xi1 ) · · ·Piljl(Xil))− τ(Yi1j1 · · ·Yiljl)|
≤ δ
2
+ lLl−1max{‖Pij(Xi)− Yij‖τ,1 | 1 ≤ j ≤ r′(i), 1 ≤ i ≤ n} < δ
2
+
δ
2
= δ,
implying (Pi(Ai))
n
i=1 = ((Pij(Ai))
r′(i)
j=1 )
n
i=1 ∈ Γ∞(Y1 ⊔ · · · ⊔Yn ; N,m, δ). Hence, if (Ui)ni=1 ∈
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m
′, δ′), i.e., (UiAiU∗i )
n
i=1 ∈ Γ∞(X1 ⊔ · · · ⊔Xn ; N,m′, δ′), then
(UiPi(Ai)U
∗
i )
n
i=1 = (Pi(UiAiU
∗
i ))
n
i=1 ∈ Γ∞(Y1⊔· · ·⊔Yn ; N,m, δ) by the above consideration
so that (Ui)
n
i=1 ∈ Γorb(Y1, . . . ,Yn : (Pi(Ai))ni=1 ; N,m, δ). Consequently
χ¯orb,∞(X1, . . . ,Xn ; N,m′, δ′) ≤ χ¯orb,∞(Y1, . . . ,Yn ; N,m, δ).
Hence the desired inequality immediately follows thanks to Proposition 2.4 and Lemma 2.5.
The latter assertion is immediate.
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(7) We may and do assume that X1 has f.d.a. or equivalently χorb(X1) = 0 by the above (3)
and moreover that χorb(X2, . . . ,Xn) > −∞; otherwise χorb(X1, . . . ,Xn) = −∞ = χorb(X1) +
χorb(X2, . . . ,Xn) by the above (4). Here we need to prove only that χorb(X1, . . . ,Xn) ≥
χorb(X2, . . . ,Xn) thanks to the above (4) again.
Let R > max{‖Xij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n} be fixed, and m ∈ N, δ > 0 be given. One
can choose δ′ > 0 in such a way that if A1 ∈ ΓR(X1 ; N,m, δ′) and (Ai)ni=2 ∈ ΓR(X2 ⊔ · · · ⊔
Xn ; N,m, δ
′) are (m, δ′)-free in the sense of [14, Definition 2.10], then (Ai)ni=1 ∈ ΓR(X1 ⊔· · · ⊔
Xn ; N,m, δ). Since χorb,R(X2, . . . ,Xn) = χorb(X2, . . . ,Xn) > −∞ (due to Lemma 2.5), one
can choose a subsequence N1 < N2 < · · · in such a way that χ¯orb,R(X2, . . . ,Xn ; Nk,m, δ′) >
−∞ for all k ∈ N and
lim sup
N→∞
1
N2
χ¯orb,R(X2, . . . ,Xn ; N,m, δ
′) = lim
k→∞
1
N2k
χ¯orb,R(X2, . . . ,Xn ; Nk,m, δ
′).
For each k ∈ N we can choose A(k)i ∈ ((M saN )R)r(i), 2 ≤ i ≤ n, in such a way that
χ¯orb,R(X2, . . . ,Xn ; Nk,m, δ
′)− 1 ≤ log
(
γ⊗n−1U(N)
(
Γorb(X2, . . . ,Xn : (A
(k)
i )
n
i=2 ; Nk,m, δ
′)
))
,
and in particular, γ⊗n−1U(Nk)
(
Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=2 ; Nk,m, δ
′)
)
	 0. Taking a subsequence
of Nk if necessary we can choose A
(k)
1 ∈ ΓR(X1 ; Nk,m, δ′) for every k ∈ N, since X1 has f.d.a.
For simplicity, write
Ψ(Nk,m, δ) := Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=1 ; Nk,m, δ),
Φ(Nk,m, δ
′) := Γorb(X2, . . . ,Xn : (A
(k)
i )
n
i=2 ; Nk,m, δ
′).
Define
Ω(Nk,m, δ
′) := {(Ui)ni=1 ∈ U(N)n |U1A(k)1 U∗1 , (UiA(k)i U∗i )ni=2 are (m, δ′)-free}
and
µNk :=
1
γ⊗n−1U(Nk)(Φ(Nk,m, δ
′))
γ⊗n−1U(Nk) ↾Φ(Nk,m,δ′) ∈ P
(
Φ(Nk,m, δ
′)
)
.
Let (Ui)
n
i=1 ∈ U(Nk)n be given. If (Ui)ni=2 ∈ Φ(Nk,m, δ′) and (Ui)ni=1 ∈ Ω(Nk,m, δ′), then
(UiA
(k)
i U
∗
i )
n
i=1 ∈ ΓR(X1, . . . ,Xn ; Nk,m, δ) as seen before, which is equivalent to that (Ui)ni=1 ∈
Ψ(Nk,m, δ). Consequently,
(
U(Nk) × Φ(Nk,m, δ′)
) ∩ Ω(Nk,m, δ′) ⊆ Ψ(Nk,m, δ). By [14,
Corollary 2.13] there exists N0 ∈ N such that
γU(Nk)
({U1 ∈ U(Nk) | (Ui)ni=1 ∈ Ω(Nk,m, δ′)}) > 12
for every Nk ≥ N0 and (Ui)ni=2 ∈ U(Nk)n−1. Hence we have
γ⊗nU(Nk)
(
Ψ(Nk,m, δ)
)
γ⊗n−1U(Nk)
(
Φ(Nk,m, δ′)
) ≥ (γU(Nk) ⊗ µNk)(Ψ(Nk,m, δ))
≥ (γU(Nk) ⊗ µNk)
((
U(Nk)× Φ(Nk,m, δ′)
) ∩ Ω(Nk,m, δ′))
=
∫
Φ(Nk,m,δ′)
γU(Nk)
({U1 ∈ U(Nk) | (Ui)ni=1 ∈ Ω(Nk,m, δ)})µNk(d(Ui)ni=2) > 12
whenever Nk ≥ N0 by the Fubini theorem as in Lemma 2.2. Therefore, we have
χ¯orb,R(X2, . . . ,Xn ; Nk,m, δ
′) ≤ log (γ⊗n−1U(Nk)(Φ(Nk,m, δ′)))+ 1
< log
(
2γ⊗nU(Nk)
(
Ψ(Nk,m, δ)
))
+ 1
≤ χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ) + log 2 + 1
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whenever Nk ≥ N0, and thus
χorb,R(X2, . . . ,Xn) ≤ lim sup
N→∞
1
N2
χ¯orb,R(X2, . . . ,Xn ; N,m, δ
′)
= lim
k→∞
1
N2k
χ¯orb,R(X2, . . . ,Xn ; Nk,m, δ
′)
≤ lim sup
k→∞
1
N2k
(
χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ) + log 2 + 1
)
= lim sup
k→∞
1
N2k
χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ)
≤ lim sup
N→∞
1
N2
χ¯orb,R(X1, . . . ,Xn ; N,m, δ).
Hence the desired inequality follows thanks to Lemma 2.5.
(8) The ‘if’ part follows from the above (7). Since −χ˜orb(X1, . . . ,Xn) ≤ −χorb(X1, . . . ,Xn)
due to Proposition 2.4, the orbital version of Talagrand’s inequality [3, Theorem 7.3 (9)] also
holds for our χorb. Hence the ‘only if’ is immediate. A direct proof of the inequality can be
given in the almost same way as in [5, Proposition 4.4 (8)] and is a bit simpler than that for
χ˜orb; it will be outlined in the Appendix for the reader’s convenience. 
The next corollary strengthens Lemma 2.5.
Corollary 2.7. We have χorb(X1, . . . ,Xn) = χorb,R(X1, . . . ,Xn) with R := max{‖Xij‖∞ | 1 ≤
j ≤ r(i), 1 ≤ i ≤ n}.
Proof. With tXi := (tXi1, . . . , tXir(i)), 0 < t < 1, we have
χorb,R(X1, . . . ,Xn) ≥ lim sup
tր1
χorb,R(tX1, . . . , tXn) (by Theorem 2.6 (5))
= lim sup
tր1
χorb(tX1, . . . , tXn) (by Lemma 2.5)
= lim sup
tր1
χorb(X1, . . . ,Xn) (by Theorem 2.6 (6))
= χorb(X1, . . . ,Xn).
Hence we are done. 
The next proposition relates χorb with free entropy χ. Unfortunately we do not know whether
or not equality holds in the proposition below except the case that every Xi consists of a single
random variable, see [5, Theorem 2.6]. This issue will be discussed further in Remark 2.9.
Proposition 2.8. We have χ(X1 ⊔ · · · ⊔Xn) ≤ χorb(X1, . . . ,Xn) +
∑n
i=1 χ(Xi).
Proof. By [13, Proposition 2.3] we may and do assume that all χ(Xi)’s are finite, which implies
that all Xi’s have f.d.a., see [13, Definition 3.1 and Remark 3.2]. Let R > max{‖Xij‖∞ | 1 ≤
j ≤ r(i), 1 ≤ i ≤ n} be fixed, and for every m ∈ N and δ > 0 there is N0 ∈ N so that
ΓR(Xi ; N,m, δ) 6= ∅ for all 1 ≤ i ≤ n and all N ≥ N0. Since each ΓR(Xi ; N,m, δ) is
clearly open, we observe that the Lebesgue measure Λ
⊗r(i)
N (ΓR(Xi ; N,m, δ)) is nonzero for
every 1 ≤ i ≤ n and every N ≥ N0. Hence we have the probability measures
νR(N,m, δ) : =
∏⊗
1≤i≤n
(
1
Λ
⊗r(i)
N (ΓR(Xi ; N,m, δ))
Λ
⊗r(i)
N ↾ΓR(Xi ;N,m,δ)
)
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=
1∏n
i=1 Λ
⊗r(i)
N (ΓR(Xi ; N,m, δ))
Λ
⊗(r(1)+···+r(n))
N ↾
∏
n
i=1 ΓR(Xi ;N,m,δ)
(2.5)
with N ≥ N0. When N ≥ N0, one has
χorb,R(X1, . . . ,Xn ; N,m, δ) ≥ χorb,R(X1, . . . ,Xn ; N,m, δ ; νR(N,m, δ))
= log
(
(γ⊗nU(N) ⊗ Λ⊗(r(1)+···+r(n))N )(Φ−1N (ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)))
)
−
n∑
i=1
log(Λ
⊗r(i)
N (ΓR(Xi ; N,m, δ)),
that is,
log
(
(γU(N) ⊗ Λ⊗(r(1)+···+r(n))N )(Φ−1N (ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)))
)
≤ χorb,R(X1, . . . ,Xn ; N,m, δ) +
n∑
i=1
log(Λ
⊗r(i)
N (ΓR(Xi ; N,m, δ)) (2.6)
for every m ∈ N and every δ > 0. Let (Ui)ni=1 ∈ U(N)n be arbitrarily fixed, and then the
(Ui)
n
i=1–section of Φ
−1
N (ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)) defined to be
{(Ai)ni=1 |ΦN ((Ui)ni=1, (Ai)ni=1) ∈ ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)}
clearly becomes (U∗i )
n
i=1 · ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ) · (Ui)ni=1. Hence we have
(γ⊗nU(N) ⊗ Λ
⊗(r(1)+···+r(n))
N )(Φ
−1
N (ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)))
=
∫
U(N)n
Λ
⊗(r(1)+···+r(n))
N
(
(U∗i )
n
i=1 · ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ) · (Ui)ni=1
)
dγ⊗nU(N)
=
∫
U(N)n
Λ
⊗(r(1)+···+r(n))
N
(
ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)
)
dγ⊗nU(N)
= Λ
⊗(r(1)+···+r(n))
N
(
ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)
)
as in Lemma 2.2, since (Ai)
n
i=1 7→ (U∗i )i=1 · (Ai)ni=1 · (Ui)ni=1 = (U∗i AiUi)ni=1 induces an orthog-
onal transformation on
∏
1≤i≤n(M
sa
N )
r(i). By taking the limit as m → ∞, δ ց 0 after taking
the limit superior as N → ∞ of (2.6) plus (∑ni=1 r(i)/2) logN we get the desired inequality
thanks to Lemma 2.5 and [13, Proposition 2.4]. 
Remark 2.9. Here we assume that each Xi has f.d.a., that is, for every m ∈ N and δ > 0 there
is Nm,δ ∈ N such that for every N ≥ Nm,δ and every 1 ≤ i ≤ n one has ΓR(Xi ; N,m, δ) 6= ∅
and hence Λ
⊗r(i)
N (ΓR(Xi ; N,m, δ)) 6= 0 with R > max{‖Xij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n}. Thus
we have the ‘uniform’ probability measures νR(N,m, δ) on
∏
1≤i≤n ΓR(Xi ; N,m, δ) given as
(2.5) for every N ≥ Nm,δ. For every N ≥ Nm,δ we have
χorb,R(X1, . . . ,Xn ; N,m, δ ; νR(N,m, δ))
= log
(
(γ⊗nU(N) ⊗ Λ
⊗(r(1)+···+r(n))
N )(Φ
−1
N (ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)))
)
−
n∑
i=1
log(Λ
⊗r(i)
N (ΓR(Xi ; N,m, δ)),
and hence
χorb,R(X1, . . . ,Xn ; N,m, δ ; νR(N,m, δ)) +
n∑
i=1
log(Λ
⊗r(i)
N (ΓR(Xi ; N,m, δ))
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= log
(
Λ
⊗(r(1)+···+r(n))
N
(
ΓR(X1 ⊔ · · · ⊔Xn ; N,m, δ)
))
as in the proof of Proposition 2.8. This equality may be viewed as a microscopic version of the
desired ‘equality’. Hence, if the limit superior as N →∞ in the definition of every χ(Xi) could
be replaced by the limit, then the quantity
C := sup
R>0
lim
m→∞
δց0
lim sup
N→∞
1
N2
χorb,R(X1, . . . ,Xn ; N,m, δ ; νR(N,m, δ))
would satisfy that χ(X1 ⊔ · · · ⊔ Xn) = C +
∑n
i=1 χ(Xi). Moreover, its ultrafilter variant C
ω
with replacing the limit superior as N → ∞ by the limit as N → ω clearly satisfies that
χω(X1 ⊔ · · · ⊔ Xn) = Cω +
∑n
i=1 χ
ω(Xi). It would be nice if the above quantity C and χorb
turned out to be the same quantity. However, we cannot say anything about this at the moment.
3. Conditional Variant χorb(X1, . . . ,Xn : v)
As in the previous section, let Xi = (Xi1, . . . , Xir(i)), 1 ≤ i ≤ n be arbitrary random multi-
variables in (M, τ). Let v = (v1, . . . , vs) be an s-tuple of unitaries in (M, τ). The set of
matricial microstates ΓR(X1 ⊔ · · · ⊔Xn,v ; N,m, δ) is defined to be all the ((Ai)ni=1, (Vi)si=1) ∈∏n
i=1((M
sa
N )R)
r(i) ×U(N)s such that
|trN (h(A11, . . . , A1r(1), . . . , An1, . . . , Anr(n), V1, . . . , Vs))
− τ(h(X11, . . . , X1r(1), . . . , Xn1, . . . , Xnr(n), v1, . . . , vs)))| < δ
for every ∗-monomial h in (r(1) + · · · + r(n) + s) indeterminates of degree not greater than
m. Denote by ΓR(X1 ⊔ · · · ⊔ Xn : v ; N,m, δ) the set of all (Ai)ni=1 ∈
∏n
i=1((M
sa
N )R)
r(i)
such that ((Ai)
n
i=1, (Vi)
s
i=1) ∈ ΓR(X1 ⊔ · · · ⊔ Xn,v ; N,m, δ) for some (Vi)si=1 ∈ U(N)s. For
given multi-matrices Ai = (Aij)
r(i)
j=1 ∈ (M saN )r(i), 1 ≤ i ≤ n, the set of orbital microstates
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 : v ; N,m, δ) in presence of v is defined to be all (Ui)
n
i=1 ∈ U(N)n
such that (UiAiU
∗
i )
n
i=1 ∈ Γ∞(X1 ⊔ · · · ⊔Xn : v ; N,m, δ). With these notations the orbital free
entropy χorb(X1, . . . ,Xn : v) of X1, . . . ,Xn in presence of v is defined in the exactly same way
as in Definition 2.1 with replacing ΓR(X1, . . . ,Xn ; N,m, δ) by ΓR(X1, . . . ,Xn : v ; N,m, δ).
Clearly Lemma 2.2 still holds in this setting; namely one has
(γ⊗nU(N) ⊗ µ)(Φ−1N (ΓR(X1 ⊔ · · · ⊔Xn : v ; N,m, δ)))
=
∫
∏
n
i=1((M
sa
N
)R)r(i)
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 : v ; N,m, δ)
)
dµ
=
∫
∏
n
i=1 ΓR(Xi ;N,m,δ)
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 : v ; N,m, δ)
)
dµ
holds for every probability measure µ ∈ P(∏ni=1(M saN )r(i)). Hence we can prove the same
assertions as Proposition 2.3, Proposition 2.4 and Lemma 2.5 even for χorb(X1, . . . ,Xn : v)
by the same arguments there with obvious modifications (e.g. replacing Γorb(X1, . . . ,Xn :
(Ai)
n
i=1 ; N,m, δ) there by Γorb(X1, . . . ,Xn : (Ai)
n
i=1 : v ; N,m, δ)). In particular, the present
definition of χorb(X1, . . . ,Xn : v) completely agrees with the previous one in [5].
The variant χorb(X1, . . . ,Xn : v) is necessary in the next section to define the (modified)
orbital free entropy dimension δ0,orb(X, . . . ,Xn). For the purpose we provide the next two
facts, which generalize the previous ones [5, Propositions 4.6, 4.7] to arbitrary random multi-
variables. Note that the first one may be regarded as the χorb-counterpart of [15, Proposition
10.4].
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Theorem 3.1. Let v = (v1, . . . , vn) be a freely independent n-tuple of unitary random variables
in (M, τ) with χu(vi) > −∞ for all 1 ≤ i ≤ n, where χu(−) means free entropy of unitary
random variables, see [6, §6.5]. If X1 ⊔ · · · ⊔Xn are freely independent of v in (M, τ), then
χorb(X1, . . . ,Xn) ≤ χorb(v1X1v∗1 , . . . , vnXnv∗n : v) ≤ χorb(v1X1v∗1 , . . . , vnXnv∗n).
Proof. The second inequality is trivial; hence it suffices to prove the first.
Set R := max{‖Xij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n}. Let m ∈ N and δ > 0 be arbitrary.
We can choose δ′ > 0 in such a way that for every N ∈ N we have: If (Ai)ni=1 ∈ ΓR(X1 ⊔
· · · ⊔Xn ; N,m, δ′) and (Vi)ni=1 ∈ Γ(v ; N, 2m, δ′) are (3m, δ′)-free, then ((ViAiV ∗i )ni=1, (Vi)ni=1)
falls in ΓR(v1X1v
∗
1 ⊔ · · · ⊔ vnXnv∗n,v ; N,m, δ). Here Γ(v ; N, 2m, δ′) denotes all the n-tuples
of N ×N unitary matrices (Vi)ni=1 such that
|trN (V ε1i1 · · ·V εlil )− τ(vε1i1 · · · vεlil )| < δ′
whenever 1 ≤ i1, . . . , il ≤ n, ε1, . . . , εl ∈ {1, ∗} and 1 ≤ l ≤ 2m.
We may and do assume that χorb,R(X1, . . . ,Xn) = χorb(X1, . . . ,Xn) > −∞ (due to Corol-
lary 2.7). Then there is a subsequence N1 < N2 < · · · so that χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ′) >
−∞ for all k ∈ N and
lim sup
N→∞
1
N2
χ¯orb,R(X1, . . . ,Xn ; N,m, δ
′) = lim
k→∞
1
N2k
χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ
′).
For each k ∈ N one can choose A(k)i ∈ ((M saN )R)r(i), 1 ≤ i ≤ n, in such a way that
χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ
′)− 1 ≤ log
(
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=1 ; Nk,m, δ
′)
))
.
Then the exactly same argument as in the proof of [5, Proposition 4.6] with replacing N ,
Ξi(N)’s, ρ and δ there by Nk, A
(k)
i ’s, δ and δ
′, respectively, shows that
1
2
γ⊗nU(N)
(
Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=1 ; Nk,m, δ
′)
)
≤ γ⊗nU(N)
(
Γorb(v1X1v
∗
1 , . . . , vnXnv
∗
n : (A
(k)
i )
n
i=1 : v ; Nk,m, δ)
)
for all sufficiently large k ∈ N. Therefore, we have
χorb(X1, . . . ,Xn) = χorb,R(X1, . . . ,Xn) (by Corollary 2.7)
≤ lim
k→∞
1
N2k
χ¯orb,R(X1, . . . ,Xn ; Nk,m, δ
′)
≤ lim sup
k→∞
1
N2k
[
log
(
γ⊗nU(N)
(
Γorb(v1X1v
∗
1 , . . . , vnXnv
∗
n : (A
(k)
i )
n
i=1 : v ; Nk,m, δ)
))
+ log 2 + 1
]
≤ lim sup
N→∞
1
N2
χ¯orb,R(v1X1v
∗
1 , . . . , vnXnv
∗
n : v ; N,m, δ),
from which the desired assertion immediately follows. 
Proposition 3.2. Let v = (v1, . . . , vn) be a freely independent n-tuple of unitary random
variables in (M, τ). If X1 ⊔ (v1) is freely independent of X2 ⊔ · · ·⊔Xn ⊔ (v2, . . . , vn) in (M, τ),
then
χorb(X1, . . . ,Xn : v) = χorb(X1, : v1) + χorb(X2, . . . ,Xn : (v2, . . . , vn))
whenever (X1, v1) is regular, which means that
χorb(X1 : v1) = χorb,R(X1 : v1) = limm→∞
δց0
lim inf
N→∞
1
N2
χ¯orb,R(X1 : v1 ; N,m, δ)
holds as long as R > max{‖X1j‖∞ | 1 ≤ j ≤ r(1)}.
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Proof. Since inequality ‘≤’ in the desired assertion trivially holds, it suffices to prove the reverse
‘≥’ under the assumption that both χorb(X1 : v1) > −∞ and χorb(X2, . . . ,Xn : (v2, . . . , vn)) >
−∞; otherwise it is trivial.
Let R > max{‖Xij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n} be fixed. Let m ∈ N and δ > 0 be ar-
bitrary. We can choose δ′ > 0 in such a way that for every N ∈ N we have: If (A1, V1) ∈
ΓR(X1, v1 ; N,m, δ
′) and ((Ai)ni=2, (Vi)
n
i=2) ∈ ΓR(X2 ⊔ · · · ⊔ Xn, (v2, . . . , vn) ; N,m, δ′) are
(m, δ′)-free, then ((Ai)ni=1, (Vi)
n
i=1) falls in ΓR(X1 ⊔ · · · ⊔Xn,v ; N,m, δ).
Since χorb,R(X2, . . . ,Xn : (v2, . . . , vn)) = χorb(X2, . . . ,Xn : (v2, . . . , vn)) > −∞ (due to the
χorb(− : v)-counterpart of Lemma 2.5), one can choose a subsequence N1 < N2 < · · · in such
a way that χ¯orb,R(X2, . . . ,Xn : (v2, . . . , vn) ; Nk,m, δ
′) > −∞ for all k ∈ N and
lim sup
N→∞
1
N2
χ¯orb,R(X2, . . . ,Xn : (v2, . . . , vn) ; N,m, δ
′)
= lim
k→∞
1
N2k
χ¯orb,R(X2, . . . ,Xn : (v2, . . . , vn) ; Nk,m, δ
′).
Taking a subsequence ofNk if necessary we may and do assume that χ¯orb,R(X1 : v1 ; Nk,m, δ
′) >
−∞ for all k ∈ N, since (X1, v1) is regular. Then one can chooseA(k)i ∈ ((M saN )R)r(i), 1 ≤ i ≤ n,
in such a way that
χ¯orb,R(X1 : v1 ; Nk,m, δ
′)− 1 < χorb(X1 : A(k)1 : v1 ; Nk,m, δ′),
χ¯orb,R(X2, . . . ,Xn : (v2, . . . , vn) ; Nk,m, δ
′)− 1
< χorb(X2, . . . ,Xn : (A
(k)
i )
n
i=2 : (v2, . . . , vn) ; Nk,m, δ
′).
With letting
Φ(Nk,m, δ
′) := Γorb(X1 : A
(k)
1 : v1 ; Nk,m, δ
′)
× Γorb(X2, . . . ,Xn : (A(k)i )ni=2 : (v2, . . . , vn) ; Nk,m, δ′),
Ψ(Nk,m, δ) := Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=1 : v ; Nk,m, δ)
the exactly same argument as in the proof of [5, Eq.(4.7)] with replacing N , Ξi(N)’s, ρ and δ
there by Nk, A
(k)
i ’s, δ and δ
′, respectively, shows that
γ⊗nU(Nk)(Ψ(Nk,m, δ) ∩ Φ(Nk,m, δ′))
γ⊗nU(Nk)(Φ(Nk,m, δ
′))
≥ 1
2
for all sufficiently large k ∈ N. Therefore, we have
lim sup
N→∞
1
N2
χ¯orb,R(X1, . . . ,Xn : v ; N,m, δ)
≥ lim sup
k→∞
1
N2k
χ¯orb,R(X1, . . . ,Xn : v ; Nk,m, δ)
≥ lim sup
k→∞
1
N2k
log
(
γ⊗nU(Nk)
(
Ψ(Nk,m, δ)
))
≥ lim sup
k→∞
1
N2k
[
log
(
γ⊗nU(Nk)
(
Φ(Nk,m, δ
′)
))− log 2]
≥ lim inf
k→∞
1
N2k
log
(
γU(Nk)
(
Γorb(X1 : A
(k)
1 : v1 ; Nk,m, δ
′)
))
+ lim
k→∞
1
N2k
log
(
γ⊗n−1U(Nk)
(
Γorb(X2, . . . ,Xn : (A
(k)
i )
n
i=2 : (v2, . . . , vn) ; Nk,m, δ
′)
))
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≥ lim inf
k→∞
1
N2k
(
χ¯orb,R(X1 : v1 ; Nk,m, δ
′)
)− 1)
+ lim
k→∞
1
N2k
(
χ¯orb,R(X2, . . . ,Xn : (v2, . . . , vn) ; Nk,m, δ
′)− 1
)
≥ lim inf
N→∞
1
N2
χ¯orb,R(X1 : v1 ; N,m, δ
′)
)
+ lim sup
N→∞
1
N2
χ¯orb,R(X2, . . . ,Xn : (v2, . . . , vn) ; N,m, δ
′)
≥ χorb(X1 : v1) + χorb(X2, . . . ,Xn : (v2, . . . , vn)),
where the last inequality follows from the regularity assumption on (X1, v1) together with the
χorb(− : v)-counterpart of Lemma 2.5. Hence we are done. 
4. Orbital Free Entropy Dimension δ0,orb(X1, . . . ,Xn)
With the materials in the previous section we can generalize orbital free entropy dimension
δ0,orb to arbitrary random multi-variables Xi = (Xi1, . . . , Xir(i)), 1 ≤ i ≤ n, in (M, τ).
Definition 4.1. Let v(t) = (v1(t), . . . , vn(t)), t ≥ 0, be a freely independent n-tuple of free
unitary multiplicative Brownian motions in (M, τ) (see [2]) starting at 1 = (1, . . . , 1), which
are chosen to be freely independent of X1 ⊔ · · · ⊔ Xn in (M, τ). The (modified) orbital free
entropy dimension of X1, . . . ,Xn is defined to be
δ0,orb(X1, . . . ,Xn) := lim sup
εց0
χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)X1vn(ε)∗ : v(ε))
| log√ε| .
We need a simple lemma.
Lemma 4.2. Let X = (X1, . . . , Xr) be a random multi-variable that has f.d.a., and v be a
unitary random variable with χu(v) > −∞. Then (X, v) is regular in the sense of Proposition
3.2, and moreover χorb(X : v) = 0.
Proof. Let R > max{‖Xj‖∞ | 1 ≤ j ≤ r} be fixed, and m ∈ N, δ > 0 be arbitrary. The exactly
same argument as in the proof of [5, Proposition 4.6] shows that there is δ′ > 0 such that for
all sufficiently large N ∈ N one can choose A(N) ∈ ΓR(X ; N,m, δ), and then
1
2
γU(N)
(
Γorb(X : A
(N) ; N,m, δ′)
) ≤ γU(N)(Γorb(vXv∗ : A(N) : v ; N,m, δ))
holds. Clearly Γorb(X : A
(N) ; N,m, δ′) = U(N), and the desired assertion is immediate. 
Here are fundamental properties of δ0,orb. With the above lemma the exactly same pattern
of arguments as in [5, Proposition 5.3] works well for showing the next proposition.
Proposition 4.3. We have :
(1) δ0,orb(X1, . . . ,Xn) ≤ 0.
(2) δ0,orb(X) = 0 if X has f.d.a.
(3) δ0,orb(X1, . . . ,Xn′ ,Xn′+1, . . . ,Xn) ≤ δ0,orb(X1, . . . ,Xn′) + δ0,orb(Xn′+1, . . . ,Xn).
(4) If Yi = (Yij)
r′(i)
j=1 ⊆W ∗(Xn), 1 ≤ i ≤ n, then δ0,orb(X1, . . . ,Xn) ≤ δ0,orb(Y1, . . . ,Yn).
In particular, δ0,orb(X1, . . . ,Xn) depends only on W
∗(X1), . . . ,W ∗(Xn).
(5) If χorb(X1, . . . ,Xn) > −∞, then δ0,orb(X1, . . . ,Xn) = 0. This is the case when the
Xi’s have f.d.a. and are freely independent in (M, τ).
(6) If X1 and X2 ⊔ · · · ⊔ Xn are freely independent in (M, τ) and if X1 has f.d.a., then
δ0,orb(X1,X2, . . . ,Xn) = δ0,orb(X2, . . . ,Xn).
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Proof. (1) and (3) are trivial. (2) follows from Lemma 4.2. (4) needs only that the χorb(− : v)-
counterpart of Theorem 2.6 (6) be proved; the same proof with obvious modifications works to
do so. (5) follows from Theorem 3.1 since χu(vi(ε)) > −∞ for every ε > 0. Finally (6) follows
from Proposition 3.2 with the help of Lemma 4.2. 
It is natural to examine how Jung’s covering/packing approach to δ0 [10] works for δ0,orb as
in [5, §5] without the hyperfiniteness assumption. Here is a new definition of δ1,orb. (See [5, §5]
for a brief explanation on covering/packing numbers in metric spaces.)
Definition 4.4. For each R > 0 possibly with R =∞, each N,m ∈ N and δ, ε > 0 we define
Korbε,R(X1, . . . ,Xn ;N,m, δ)
:= sup
Ai∈((MsaN )R)r(i)
log
(
Kε
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
))
:= sup
Ai∈ΓR(Xi ;N,m,δ)
log
(
Kε
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
))
,
Porbε,R(X1, . . . ,Xn ;N,m, δ)
:= sup
Ai∈((MsaN )R)r(i)
log
(
Pε
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
))
:= sup
Ai∈ΓR(Xi ;N,m,δ)
log
(
Pε
(
Γorb(X1, . . . ,Xn : (Ai)
n
i=1 ; N,m, δ)
))
,
(with the same convention as in Proposition 2.4)
Korbε,R(X1, . . . ,Xn) := limm→∞
δց0
lim sup
N→∞
1
N2
Korbε,R(X1, . . . ,Xn ; N,m, δ),
Porbε,R(X1, . . . ,Xn) := limm→∞
δց0
lim sup
N→∞
1
N2
Porbε,R(X1, . . . ,Xn ; N,m, δ),
Korbε (X1, . . . ,Xn) := sup
0<R<∞
Korbε,R(X1, . . . ,Xn),
Porbε (X1, . . . ,Xn) := sup
0<R<∞
Porbε,R(X1, . . . ,Xn).
Here Kε(Γ) and Pε(Γ) for a subset Γ in the metric space U(N)
n equipped with the metric
d2((Ui)
n
i=1, (Vi)
n
i=1) :=
√∑n
i=1 ‖Ui − Vi‖2trN ,2 denote the minimal number of ε-balls that cover Γ
and the maximal number of disjoint ε-balls inside Γ, respectively. (Note that Pε(Γ) ≥ K2ε(Γ) ≥
P4ε(Γ) holds in general.) Then we define
δ1,orb(X1, . . . ,Xn) := lim sup
εց0
Korbε (X1, . . . ,Xn)
| log ε| − n = lim supεց0
Porbε (X1, . . . ,Xn)
| log ε| − n.
The next lemma can be shown in the exactly same way as in the proof of Lemma 2.5.
Lemma 4.5. If R > max{‖Xij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n} possibly with R = ∞, then
Korbε (X1, . . . ,Xn) = K
orb
ε,R(X1, . . . ,Xn) and P
orb
ε (X1, . . . ,Xn) = P
orb
ε,R(X1, . . . ,Xn) for every
ε > 0.
The next proposition shows that Jung’s approach still works well for δ0,orb(X1, . . . ,Xn) of
arbitrary random multi-variables X1, . . . ,Xn.
Proposition 4.6. We have δ0,orb(X1, . . . ,Xn) = δ1,orb(X1, . . . ,Xn).
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Proof. Let R > max{‖Xij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n} be fixed throughout.
By [2, Lemma 8] there is K > 0 so that ‖vi(t) − 1‖∞ ≤ K
√
t for every 0 ≤ t ≤ 1. Set
C := K2 + 2.
Let us first prove inequality ‘≥’ in the desired assertion. Let m ∈ N and δ, ε > 0 be arbitrary
with ε ≤ 1. Then we can choose 0 < δ′ < min{ε, δ} in such a way that for every N ∈ N we
have: If (Ai)
n
i=1 ∈ ΓR(X1 ⊔ · · · ⊔ Xn ; N,m, δ′) and (Vi)ni=1 ∈ Γ(v(ε) ; N,m, δ′) are (3m, δ′)-
free, then ((ViAiV
∗
i )
n
i=1, (Vi)
n
i=1) falls in ΓR(v1(ε)X1v1(ε)
∗⊔· · ·⊔vn(ε)Xnvn(ε)∗,v(ε) ; N,m, δ),
implying that (ViAiV
∗
i )
n
i=1 ∈ ΓR(v1(ε)X1v1(ε)∗⊔· · ·⊔vn(ε)Xnvn(ε)∗ : v(ε) ; N,m, δ). We may
and do assume that δ1,orb(X1, . . . ,Xn) > −∞. Thanks to Lemma 4.5 there is a subsequence
N1 < N2 < · · · such that Porb2√Cnε,R(X1, . . . ,Xn ; Nk,m, δ′) > −∞ for all k ∈ N and
lim sup
N→∞
1
N2
Porb
2
√
Cnε,R
(X1, . . . ,Xn ; N,m, δ
′) = lim
k→∞
1
N2k
Porb
2
√
Cnε,R
(X1, . . . ,Xn ; Nk,m, δ
′).
Then for each k ∈ N one can choose A(k)i ∈ ((M saN )R)r(i), 1 ≤ i ≤ n, in such a way that
Porb
2
√
Cnε,R
(X1, . . . ,Xn ; Nk,m, δ
′)− 1
< log
(
P2
√
Cnε
(
Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=1 ; Nk,m, δ
′)
))
.
The argument proving [5, Eq.(5.4)-(5.6)] with replacingN , Ξi(N)’s, δ and ρ there by Nk,A
(k)
i ’s,
δ′ and δ, respectively, shows that
1
2
P2
√
Cnε
(
Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=1 ; Nk,m, δ
′)
)× γ⊗nU(Nk)(Γ(v(ε) ; Nk,m, δ′))
≤ γ⊗nU(Nk)
(
Γorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : (A
(k)
i )
n
i=1 : v(ε) ; Nk,m, δ)
)
for all sufficiently large k ∈ N. Therefore, we have
lim sup
N→∞
1
N2
χ¯orb,R(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε) ; N,m, δ)
≥ lim sup
k→∞
1
N2k
log
(
γ⊗nU(Nk)
(
Γorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ :
(A
(k)
i )
n
i=1 : v(ε) ; Nk,m, δ)
))
≥ lim sup
k→∞
1
N2k
[
log
(
P2
√
Cnε
(
Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=1 ; Nk,m, δ
′)
))
+ log
(
γ⊗nU(Nk)
(
Γ(v(ε) ; Nk,m, δ
′)
))− log 2]
≥ lim inf
k→∞
1
N2k
log
(
P2
√
Cnε
(
Γorb(X1, . . . ,Xn : (A
(k)
i )
n
i=1 ; Nk,m, δ
′)
))
+ lim inf
k→∞
1
N2k
log
(
γ⊗nU(Nk)
(
Γ(v(ε) ; Nk,m, δ
′)
))
≥ lim inf
k→∞
1
N2k
(
Porb
2
√
Cnε,R
(X1, . . . ,Xn ; Nk,m, δ
′)− 1
)
+ lim inf
k→∞
1
N2k
log
(
γ⊗nU(Nk)
(
Γ(v(ε) ; Nk,m, δ
′)
))
≥ lim
k→∞
1
N2k
Porb
2
√
Cnε,R
(X1, . . . ,Xn ; Nk,m, δ
′) + lim inf
k→∞
1
N2k
log
(
γ⊗nU(Nk)
(
Γ(v(ε) ; Nk,m, δ
′)
))
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≥ Porb
2
√
Cnε
(X1, . . . ,Xn) +
n∑
i=1
χu(vi(ε)),
where we use Lemma 4.5 and [5, Lemma 5.5] in the last line. This implies the desired inequality
as in the proof of [5, Proposition 5.6].
Let us next prove inequality ‘≤’ in the desired assertion. To do so it suffices to prove that
χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε)) ≤ Korb√ε (X1, . . . ,Xn) + n log
√
ε+Const.
for every ε > 0. We may and do assume that χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε)) >
−∞. Let m ∈ N and δ > 0 be arbitrary. Thanks to the χorb(− : v)-counterpart of Lemma
2.5 there is a subsequence N1 < N2 < · · · such that χ¯orb,R(v1(ε)X1v1(ε)∗, . . . , vn(ε)Xnvn(ε)∗ :
v(ε) ; Nk, 3m, δ) > −∞ for all k ∈ N and
lim sup
N→∞
1
N2
χ¯orb,R(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε) ; N, 3m, δ)
= lim
k→∞
1
N2k
χ¯orb,R(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε) ; Nk, 3m, δ).
For each k ∈ N one can choose A(k)i ∈ ((M saN )R)(r(i), 1 ≤ i ≤ n, in such a way that
χ¯orb,R(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε) ; Nk, 3m, δ)− 1
< log
(
γ⊗nU(Nk)
(
Γorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : (A
(k)
i )
n
i=1 : v(ε) ; Nk, 3m, δ)
))
.
Then the last half of the proof of [5, Proposition 5.6] with replacing N and Ξi(N)’s there by
Nk and A
(k)
i ’s, respectively, shows that
γ⊗nU(Nk)
(
Γorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : (A
(k)
i )
n
i=1 : v(ε) ; Nk, 3m, δ)
)
≤ K√ε
(
Γorb(X1, · · ·Xn : (A(k)i )ni=1 ; Nk,m, δ)
)× C′((√Cn+ 1)√ε)nN2k
for some C′ > 0, which is independent of k ∈ N. Therefore, we have
χorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε))
= χorb,R(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε))
≤ lim
k→∞
1
N2k
χ¯orb,R(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ : v(ε) ; Nk, 3m, δ)
≤ lim sup
k→∞
1
N2k
[
log
(
γ⊗nU(Nk)
(
Γorb(v1(ε)X1v1(ε)
∗, . . . , vn(ε)Xnvn(ε)∗ :
(A
(k)
i )
n
i=1 : v(ε) ; Nk, 3m, δ)
))
+ 1
]
≤
[
lim sup
k→∞
1
N2k
log
(
K√ε
(
Γorb(X1, · · ·Xn : (A(k)i )ni=1 ; Nk,m, δ)
))]
+ n log
√
ε+Const.
≤
[
lim sup
k→∞
1
N2k
Korb√ε,R(X1, · · ·Xn ; Nk,m, δ)
]
+ n log
√
ε+Const.
≤
[
lim sup
N→∞
1
N2
Korb√ε,R(X1, · · ·Xn ; N,m, δ)
]
+ n log
√
ε+Const.,
where the first equality is due to the χorb(− : v)-counterpart of Lemma 2.5. This together with
Lemma 4.5 immediately implies the desired inequality. 
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As mentioned in the introduction it was shown in [5, Theorem 5.8] that
δ0(X1, . . . ,Xn) = δ0,orb(X1, . . . ,Xn) +
n∑
i=1
δ0(Xi)
holds for arbitrary hyperfinite random multi-variables X1, . . . ,Xn. It would be nice if one
could prove even inequality ‘≤’ in the above without the hyperfiniteness assumption. However,
it seems difficult at the moment to do so; one reason is that the proof of [5, Theorem 5.8] heavily
depends upon the thorough investigation on δ0(X) when W
∗(X) is hyperfinite due to Jung [9].
Appendix: Talagrand’s Inequality for χorb
Set R := max{‖Xij‖∞ | 1 ≤ j ≤ r(i), 1 ≤ i ≤ n}. Let AR be the universal free product C∗-
algebra of r(1)+ · · ·+ r(n)-copies of C[−R,R]. Then we can define the tracial states τ(X1,...,Xn)
and τ free(X1,...,Xn) on AR as in the proof of [5, Proposition 4.4 (8)]. We may and do assume that
χorb(X1, . . . ,Xn) > −∞. Then one can choose a subsequence N1 < N2 < · · · in such a way
that χ¯orb,R(X1, . . . ,Xn ; Nm,m, 1/m) > −∞ for every m ∈ N and
χorb(X1, . . . ,Xn) = lim
m→∞
1
N2m
χ¯orb,R(X1, . . . ,Xn ; Nm,m, 1/m),
where Corollary 2.7 is used. Remark that it makes no change to replace U(N) by SU(N)
in Proposition 2.4. (In fact, this follows from that the inverse image of Γorb(X1, . . . ,Xn :
(Ai)
n
i=1 ; N,m, δ) under the surjection (ζ, V ) ∈ T × SU(N) 7→ ζV ∈ U(N) is the product of
T and SU(N) ∩ Γorb(X1, . . . ,Xn : (Ai)ni=1 ; N,m, δ) and that the push-forward of the Haar
probability measure of T × SU(N) under the surjection is γU(N).) Thus, for each m ∈ N one
can choose A
(m)
i ∈ ((M saN )R)r(i) in such a way that
χ¯orb,R(X1, . . . ,Xn ; Nm,m, 1/m)− 1 < log
(
γ⊗nSU(Nm)
(
Γm
))
,
with Γm := SU(Nm) ∩ Γorb(X1, . . . ,Xn : (A(m)i )ni=1 ; Nm,m, 1/m). The same argument as in
[5, §3 and Proposition 4.4 (8)] with replacing Ξi(Nm)’s there by A(m)i ’s shows that
W2,free(τ(X1,...,Xn), τ
free
(X1,...,Xn)
) ≤ 4R√r lim inf
m→∞
√
− 1
N2m
log
(
γ⊗nSU(Nm)
(
Γm
))
≤ 4R√r
√
− lim sup
m→∞
1
N2m
(
χ¯orb,R(X1, . . . ,Xn ; Nm,m, 1/m)− 1
)
= 4R
√
r
√
−χorb(X1, . . . ,Xn)
with r := max{r(i) | 1 ≤ i ≤ n}. At this point we thank the referee who made us aware that the
constant
√
r above is missing in the previous version of this paper and also in the proof of [5,
Proposition 4.4 (8)]. The constant
√
r appears in the estimate comparing the free Wasserstein
distance for tracial states on AR and the ordinary one for measures on SU(N)n (see the proof
of [5, Lemma 3.4] which deals with only the case when all r(i) = 1, that is, r = 1 in the case).
Added in proof
A preprint version of [4] due to Collins and Kemp appeared after the release of the present
paper as a preprint. Their paper focuses in part on giving a proof of i∗ = −χorb for two
projections of special kind along the lines of our previous heuristic argument in [7]. Our proof
(or approach) mentioned in the introduction is certainly different from and much simpler than
ORBITAL FREE ENTROPY, REVISITED 19
theirs, and it is now available with stronger results in [8]. We have two different approaches
now, and it is probably interesting to compare those thoroughly.
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