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ABSTRACT 
This study presents a new visualisation tool for classification of satellite imagery. 
Visualisation of feature space allows exploration of patterns in the image data and 
insight into the classification process and related uncertainty. Visual Data Mining 
provides added value to image classifications as the user can be involved in the 
classification process providing increased confidence in and understanding of the 
results. In this study, we present a prototype visualisation tool for visual data mining 
(VDM) of satellite imagery. The visualisation tool is showcased in a classification study 
of high-resolution imagery of Heard Island. 
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INTRODUCTION 
Image classification based on satellite imagery is a widely used technique for extracting 
thematic information on land cover (Lillesand and Kiefer, 2005). This image processing 
step is the translation from spectral reflectance or digital numbers (DN) to thematic 
information. We classify objects by reducing a multiplicity of phenomena to a relatively 
small number of general classes (Tso and Mather, 2001). Classification is often 
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performed to generalise a complex image into a relatively simple set of classes. A 
classified map is then used as input into a geographic information system (GIS) for 
further processing or analysis. Such inference is most often less than perfect and there is 
always an element of uncertainty in a classification result. As it can affect further 
processing steps and even decision making, it is important to understand, quantify and 
visualise the classification process. 
Visual Data Mining (VDM) is a powerful tool which is often overlooked in favour of 
traditional purely non-visual data mining, defined as the process of (semi-)automatically 
discovering meaningful patterns in data (Witten, 2005). VDM uses visual interaction to 
allow a human user to visually extract and explore patterns in data. When conducting a 
non-visual data mining, no matter how unbiased it may seem, the fact is that by simply 
choosing to carry out an automated analysis a priori assumptions have been made about 
what form the important results will take before analysis has actually begun (Simoff, 
2002). By visually mining the data this prior bias can be removed. Whilst the bias is 
removed, subjectivity of the analysis is increased as it is based on a user’s perception, a 
point highlighted by many machine learning purists. However, this increased 
subjectivity is compensated for by a vastly increased degree of confidence in the 
analysis (Keim, 2002). VDM not only seeks to allow a human user to visually mine data 
but also to augment the non-visual data mining process. This augmentation usually 
takes the form of making the automated process more transparent to the user, hence 
providing increased confidence. 
VDM is not commonly applied in remote sensing applications. A traditional supervised 
remote sensing classification starts with a selection of training pixels or areas that 
represent specific land cover classes. The spectral and statistical properties of these 
pixels are then used to classify all unlabelled pixels in the image with a classification 
algorithm such as the widely used maximum likelihood classifier (commonly 
implemented in commercial remote sensing software). The accuracy of the classified 
map is tested with reference pixels that are not used in the training stage. Accuracy 
assessment usually takes the form of an error matrix with derived accuracy values such 
as the overall accuracy and the Kappa statistic. Although the error matrix provides an 
overall assessment of classification accuracy, it does not provide an indication of the 
spectral dissimilarity of class clusters, uncertainty related to the attribution of class 
labels to individual pixels, or the spatial distribution of classification uncertainty. In this 
study, we argue that VDM is an important tool for visual exploration of the data to 
improve insight into the classification algorithm and identify sources of spatial and 
thematic uncertainty. 
Recent studies (Bastin et al., 2002; Blenkinsop et al., 2000) showed that exploratory 
visualisation tools can help to improve the image analyst’s understanding of uncertainty 
in a classified image scene. They proposed a combination of static, dynamic and 
interactive visualisations for exploration of classification uncertainty in the 
classification result. Lucieer (2004) and Lucieer and Kraak (2004) developed a 
visualisation tool that allowed for visual interaction with the parameters of a fuzzy 
classification algorithm. The study showed that visualization of a fuzzy classification 
algorithm in a 3D feature space plot dynamically linked to a satellite image improves a 
user’s understanding of the sources and locations of uncertainty. In this study, we 
develop and present a new VDM prototype to visualise irregular shapes of class clusters 
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and their spectral overlap in a 3D feature space plot. The tool helps to identify the 
location and shape of class clusters (showing spectral variance) and the overlap of these 
class clusters in 3D feature space to highlight sources of uncertainty in the training data 
for a spectral image classifier. To showcase the visualisation prototype we present a 
classification study based on high-resolution IKONOS imagery of Heard Island to 
assess the value of VDM in semi-automated image classification. This study is limited 
to a pixel-based classification approach, however, the visualization tool can be used for 
object-oriented classification as well. 
METHODS 
Study area and imagery 
Heard Island is a pristine sub-Antarctic island south of the Antarctic Polar Frontal Zone 
(APFZ) and is an emergent portion of a mid-oceanic ridge (Fig. 1). Heard Island is 
unique in terms of its remoteness, climatic conditions, vegetation communities, 
geology, volcanic activity, and glacial cover.  These characteristics make Heard Island 
an ideal site to study the regional effects of global climate change (Scott and Bergstrom, 
2006). Up-to-date and accurate spatial information is of crucial importance for 
sustainable management of the island. Because of the island’s remoteness, satellite 
imagery provides advanced and cost-effective means to map its land cover and to 
quantify environmental changes.  
During previous expeditions to Heard Island in 1986/1987, 1987/1988, 2000/2001 and 
2003/2004 terrestrial plant ecology has been studied and vegetation maps have been 
produced from field samples, GPS locations, and aerial photography (Bergstrom and 
Chown, 1999; Scott and Ryan, 2004). Because of the remoteness of Heard Island, field 
surveys are often expensive and labour intensive, and expeditions can potentially be 
intrusive. Satellite images have been successfully used in vegetation mapping, 
monitoring, and ecological applications (Aplin, 2005). The recent increase in 
commercial high resolution satellite imagery provides a valuable and exciting new 
source of information for remotely sensed vegetation mapping.  
In this study, we use IKONOS imagery (GeoEye, 2006) of the East coast of Heard 
Island acquired on 17 January 2004. Fig. 1 shows an old SPOT image, acquired in 1988, 
that covers the whole island with the 2004 IKONOS image overlaid on top (highlighted 
with a grey box). Both images are false colour composites using the Near-Infrared 
(NIR), Red, and Green image band for the red, green, and blue screen channel 
respectively to highlight the location of sub-Antarctic vegetation in red. The image was 
geometrically corrected using ground control points derived with differential GPS 
(DGPS) and a rubber sheeting algorithm. This was done to ensure that the image 
spatially matches the ground control data as accurately as possible. The panchromatic 
band was used to pansharpen the 4 m multispectral bands to 1 m resolution with a 
wavelet pansharpening algorithm. An image subset of the Paddick Valley (white box in 
Fig. 1) was taken to illustrate the VDM prototype. At the time of image acquisition, 
vegetation field samples were collected in the field and their locations recorded with 
DGPS by a team from Wollongong University (Robinson et al., 2006). Fig. 2 shows a 
false colour composite of IKONOS band 4,3, and 2 (RGB) of the Paddick Valley study 
area; field samples are shown as 30 m plots. For each of these plots the centre 
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coordinate was recorded with DGPS and the percentages of the different land cover 
types and vegetation types was sampled. For the purpose of this study the vegetation 
communities were summarised into one vegetation class in order to present a 
comprehensible case study.  
 
Fig. 1: False colour composite imagery of Heard Island acquired by SPOT and 
IKONOS (grey box) and the location of Paddick Valley (white box). 
 
 
Fig. 2: Subset of the IKONOS image (bands 4, 2, and 1) of Paddick Valley showing the 
locations of the ground reference samples as coloured circles. 
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Operating Environment 
The prototype tool has been built in IDL (the Interactive Data Language) as an 
extension to ENVI (the Environment for Visualising Images) using the iTools 
(Intelligent Tools) framework (ITTVIS, 2006). ENVI provides various image analysis 
and manipulation features, such as Regions of Interest (ROI), which are used by the 
prototype to extract sample pixels from the image. The iTools framework provides the 
3D engine for the feature space plots and the user interface for interaction with the 3D 
objects. 
3D feature space plot 
When considering a classification problem it is useful to visualise the image data in a 
2D or 3D feature space with selected image bands on each of the axes (similar to a 
scatter plot). This visualisation provides important insight into both the patterns in the 
image data and the operation of classification algorithms. Most commercial remote 
sensing software offer the tools to visualize a 2D scatter plot. In this study, we extend 
these common plots to a 3rd dimension to increase the amount of information (image 
bands) in the visualization.  
To generalise the large amount of image pixels, 3D feature space can be internally 
represented by a volume allowing for visualisation of the density of class clusters. This 
volume based representation divides feature space into cubes or voxels. Each voxel is 
represented by a density value: a count of how many pixels fall in the region of feature 
space generalised by this voxel. In this way the volume is a 3D frequency histogram 
with each voxel recording the frequency at which ranges of pixel values occur. The size 
of the volume, as specified by the user, determines the degree of generalisation and the 
storage and processing requirements for operations on the volume. 
Visualisation of class clusters 
In the training stage of a classification the user typically defines reference pixels with 
the ENVI ROI (Region of Interest) tool. Having defined one or more ROIs on an image 
the user may invoke the prototype tool to visualise these regions in feature space to 
explore the similarity of class clusters in 3D feature space and their overlap. 
Isosurfaces (Bloomenthal, 1997) can be used to represent clusters of pixels in feature 
space (Lucieer, 2004). An isosurface can be thought of as a 3D isogram. When 
extracted from a feature space volume an isosurface represents a surface of equal 
density. This density value, known as the isovalue, is specified by the user. The user can 
interactively adjust this parameter and observe the variation in the extent of the surface. 
Creating an isosurface for each ROI and simultaneously visualising these in a feature 
space plot offers two insights. Firstly, the user can examine each training cluster at 
varying levels of density. This is useful for traditional exploratory data analysis (EDA). 
Traditionally, visual EDA was used in data mining only as a means of checking that 
data conformed to assumptions prior to analysis (Wegman, 2001). For the maximum 
likelihood classification algorithm this means checking the training data for a normal 
distribution. Thematic classes in satellite imagery often do not conform to assumptions 
made by classification algorithms. Secondly, the user may explore overlap between 
training clusters. This is another use of traditional EDA to check underlying 
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assumptions. Many classifiers struggle to deal appropriately with overlapping training 
data introducing uncertainty in the classification result. It is important to visualise both 
of these phenomena prior to supervised classification in order to interpret the results 
such analyses. 
Wegman (2001) highlights the recent trend towards aggressive exploration in EDA: ‘No 
longer is EDA simply used to verify underlying assumptions, but it is also used to 
search for unanticipated structures’ This aggressive exploration is catered for in the 
prototype tool as users may explore the shape and extent of training clusters and the 
overlap between these clusters. 
MacEachren and Kraak (2001) highlight the need for linkage between data spaces in 
visual remote sensing systems. The prototype tool provides a link between feature space 
and geographic image space in the following way. The user may interactively request 
the Boolean intersection between two or more volumes (that is, training regions in 
feature space) to be computed. This operation creates a new volume which may be 
visualised. The prototype then offers the user the option of linking this intersecting 
cluster back to geographic space. Using this feature, pixels which have caused overlap 
can be overlaid with a new ROI. These pixels can then be statistically and visually 
examined. The tool allows for identification of these pixels within the entire image, or 
purely within the regions involved in the intersection. The identification of these pixels 
allows the user to revise their assumptions. 
The final key feature of a VDM system is the visualisation of classifier operation. The 
prototype provides this feature by visualising the decision boundaries or parameters for 
several classifiers. 
RESULTS 
To showcase the visualisation prototype we present a classification study based on 
high-resolution satellite imagery of Heard Island to assess the value of visualisation in 
semi-automated image classification. The study is a simple 4 class problem with 
training regions as shown in Fig. 2. A random sample of 200 pixels was extracted from 
each training area for classification and a further 200 independently, randomly sampled 
pixels extracted for accuracy assessment. Visualisation of the training regions is 
performed using all pixels in the regions. Firstly, bands 4, 2 and 1 are selected to be 
used for classification, and hence visualisation. The tool is configured to display each 
region as an isosurface. The result is shown in Fig. 3. The shapes are coloured 
according to the legend in Fig. 2. Fig. 3 shows some possible overlap between the Rock 
(red) and Water (blue) classes. The tool is used to compute this overlap and display it as 
a new isosurface. The tool is also used to identify the pixels causing this overlap and 
highlight their location in image space (Fig. 4). The new volume produced by the 
intersection operation is shown as a yellow isosurface. The pixels from the Rock class 
causing this intersection are highlighted with a purple overlay, and those from the Water 
class with a yellow overlay. 
This visualisation tool also has the ability to visualise decision boundaries and 
parameters. This feature of the prototype is used to visualise the decision boundaries 
and parameters for the 3 class problem for the minimum distance and maximum 
likelihood classifiers. Fig. 5a shows the mean points for the 3 classes. The mean is the 
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only property of the data used by the minimum distance classifier. Pixels are classified 
according to the closest mean point in feature space. The visualisation tool shows that 
some misclassification between the Water and Rock classes may be expected. 
 
Fig. 3: Feature space plot showing isosurfaces for 3 training regions (X-axis = band4, 
Y-axis = band 2, Z-axis = band 1) 
 
Fig. 4: Overlap between Rock and Water clusters in feature space and the pixels causing 
this overlap highlighted in geographic image space. 
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Fig. 6b shows the results of a minimum distance classification of the image subset in 
Fig. 6a. The lake in the centre left of the image is almost completely misclassified as 
water. Fig. 3 shows that the Water class is made up of 5 distinct clusters. These clusters 
are directly linked to the 6 circular reference regions that make up the training set (Fig. 
2). Two of these training clusters cover pixels that are spectrally similar so they form 
only a single cluster in feature space. The training pixels from the misclassified lake 
make up the Water cluster closest to the origin, highlighted in purple in Fig. 5a. Pixels 
inside the purple cluster will be misclassified as rock due to the Rock class’ mean lying 
closer to this cluster than the true Water class mean. 
   
(a)      (b) 
 
Fig. 5: (a) Mean points and extent for each region in feature space shown as small 
opaque spheres with misclassified lake cluster shown in purple; (b) ellipsoids 
representing the decision boundary for a maximum likelihood classifier. 
 
   
  (a)    (b)    (c) 
Fig. 6: (a) False colour composite of bands 4,2 and 1 of a subset of the Paddick Valley 
image; (b) thematic image shown the result of a minimum distance classification; (c) 
thematic image showing the result of a maximum likelihood classification. 
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Fig. 5b shows ellipsoids representing the statistical distribution of pixels in the regions. 
These ellipsoids represent the decision boundaries of a maximum likelihood classifier. 
The closer a pixel is to the centre of a class ellipsoid the higher the likelihood that it 
belongs to that class. A pixel has multiple likelihoods associated with it, one for each 
class. It is classified according to the maximum of these likelihoods. Fig. 5b shows that 
the Rock and Water classes have much potential for misclassification. The distinct 
clusters within the Water region cause a high variance which the classifier takes into 
account. This causes the decision boundary for the Water class to almost completely 
enclose the Rock class. In this way, pixels falling within the Rock class, but on the left 
side of the Rock ellipsoid may in fact have a higher likelihood for the Water class. This 
is reflected in Fig. 6b showing that the lake is correctly classified but much of the rock 
in the top right of the subset image is incorrectly labelled as water.  
DISCUSSION AND CONCLUSIONS 
VDM is a useful technology for image classification. This study has showcased the 
added value that visualisation can provide to analysis of satellite imagery. A novel 
volume based representation was used as a basis for visualisation using isosurfaces. 
Isosurfaces and ellipsoids where used to construct 3D feature space plots showing the 
relationships between training regions and decision boundaries used during 
classification. Linkage of feature space visualisations and geographic space image 
views allowed a thorough investigation of patterns in the image data. The prototype 
visualisation tool: 
• provided the opportunity for increased understanding of classification 
algorithms and the results obtained by using these techniques, 
• showed possible revisions to classification hypotheses, 
• enabled visual exploration of the image data in a more effective manner than 
colour composite image views, 
• allowed for more insightful analyses than non-visual data mining alone which in 
turn provides greater confidence in results. 
While other studies focus largely on the visualisation of data mining results, this study 
has shown the value of visualisation as a part of the classification process. In fact, 
visualisation has important roles to play, before, during and after classification. Further 
investigation of VDM for image classification is warranted. Such research would 
benefit from the inclusion of a focus group user test as a useful tool for assessing 
explorative visualisation software in a qualitative manner (see Lucieer and Kraak 
(2004) for an example). In addition, the application of VDM for image analysis with a 
large number of bands (hyperspectral imagery) could be very powerful and should be 
investigated. VDM could also highlight the spatial pattern of misclassified pixels and 
use this information in further analysis. In this study we presented a new visualisation 
prototype for a classification of high resolution satellite imagery of Heard Island. It is 
anticipated that the application of the visualisation tool and the techniques it 
implements to other study sites will yield equally insightful analyses. 
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