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1. Introduction
Let P be a ﬁnite graded poset. Thus, P is a poset equipped with a rank function ρ from P into the
set of nonnegative integers such that ρ(x) = 0 if x is a minimal element of P , and ρ(y) = ρ(x)+1 if y
covers x in P . The maximum rank of elements of P is denoted by ρ(P ). For k = 0,1, . . . , ρ(P ), let Pk
denote the kth rank set of P , consisting of all x ∈ P with ρ(x) = k. More generally, given a subset A
of P , by Ak we denote the set A ∩ Pk . An antichain is a subset A ⊆ P of which no two elements are
comparable in P . Clearly, every rank set Pk is an antichain in P . For A ⊆ P , deﬁne the shadow and
the shade of A to be
A = {b ∈ P : b a for some a ∈ A with ρ(b) = ρ(a) − 1}
and
∇A = {b ∈ P : b a for some a ∈ A with ρ(b) = ρ(a) + 1},
respectively. A weighted poset, written as (P ,w), is a poset P together with a weight function w
from P to the set of nonnegative real numbers. The weight w(A) of a subset A of P is deﬁned by
w(A) =∑a∈A w(a). Every poset P can be considered a weighted poset (P ,w) with w ≡ 1, that is,
w(x) = 1 for all x ∈ P .
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rank greater than 0. Given c ∈ P1, set Pk[c] = {x ∈ Pk | x c} where 1 k ρ(P ). It is clear that every
nonempty subset of Pk[c] is intersecting. We call a nonempty subset of Pk[c] a star, and c a center of
the star.
Two well-studied ﬁnite graded posets are the Boolean lattice Bn and the linear lattice Ln(q).
Let [n] = {1,2, . . . ,n}. The Boolean lattice Bn consists of all subsets of [n] ordered by inclusion. Its
kth rank set is denoted by Bn,k , consisting of all k-element subsets of [n]. The cardinality of Bn,k is
the well-known binomial coeﬃcient
(n
k
)
. The celebrated Erdo˝s–Ko–Rado theorem [6], says that if A is
an intersecting family in Bn,k where k n2 , then |A |
(n−1
k−1
)
. This theorem was reproved many times,
and initiated a new ﬁeld of combinatorial set theory (see [1] and [4]). Katona [12] presented a simple
proof of the Erdo˝s–Ko–Rado theorem. Now, let A be an intersecting antichain in Bn . Bollobás [2]
extended the Erdo˝s–Ko–Rado theorem by proving that
 n2 ∑
k=1
|Ak|(n−1
k−1
)  1, (1)
where Ak =A ∩Bn,k , as deﬁned before. Another deep and powerful theorem in extremal set theory is
due to Kruskal [14] and Katona [11]. It gives a lower bound for |A |, where A ⊆ Bn,k and |A | =m
is ﬁxed. The theorem says that if
m =
(
ak
k
)
+
(
ak−1
k − 1
)
+ · · · +
(
at
t
)
, (2)
where ak > ak−1 > · · · > at  t  1, then
|A |
(
ak
k − 1
)
+
(
ak−1
k − 2
)
+ · · · +
(
at
t − 1
)
.
Here, the right-hand side of (2) counts the ﬁrst m elements of Bn,k in the squashed order s , where
σ s τ for σ ,τ ∈ Bn,k if the largest element of (σ ∩ τ¯ ) ∪ (σ¯ ∩ τ ) is in τ (see [1, p. 113]), with
α¯ = [n]−α for α ⊆ [n]. In other words, this theorem says that when |A | =m is ﬁxed, the ratio |A ||A |
achieves the minimum value when A are taken to be the ﬁrst m elements of Bn,k in the squashed
order. Lovász [15] gave a weaker but easier to use version of the Kruskal–Katona theorem: If A ⊆ Bn,k
with |A | = (xk) where x k is a real number, then |A | ( xk−1). From the Erdo˝s–Ko–Rado theorem
and Lovász’s result it follows that if A is an intersecting family in Bn,k with k n2 , then
|∇A |
|A | 
(n−1
k
)
(n−1
k−1
) . (3)
Let Fq denote the ﬁeld with q elements, where q is a power of a prime number, Vn = Fnq the
n-dimensional vector space over Fq , and {e1, . . . , en} the basis of Vn , where ei is the vector with
all 0’s except for a 1 in the ith coordinate. The linear lattice Ln(q) consists of all subspaces of Vn
ordered by inclusion. Its kth rank set is denoted by Ln,k(q), which is the set of all k-dimensional
subspaces of Vn for 0 k n. The cardinality of Ln,k(q) is the well-known q-binomial coeﬃcient
[
n
k
]
q
=
k−1∏
i=0
[n − i]q
[k − i]q ,
where [x]q is deﬁned to be qx−1q−1 for any real number x. For brevity, we write Ln , Ln,k and
[n
k
]
rather
than Ln(q), Ln,k(q) and
[n
k
]
q .
As usual, a subset of Bn or Ln is called a family. We use lowercase Greek letters, α, β , etc., to
denote the elements of Bn , and use A, B , etc. to denote the elements of Ln .
The linear-lattice analogue of the Erdo˝s–Ko–Rado theorem was proved by Hsieh [10] (for k < n2 )
and then by Greene and Kleitman [9] (for k|n). It states that if H is an intersecting family in Ln,k(q)
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[n−1
k−1
]
. (See also [8].) The linear-lattice analogue of inequality (1) was con-
jectured by Erdo˝s, Faigle and Kern [7].
The ﬁrst aim of this paper is to prove this conjecture. We have the following theorem.
Theorem 1.1. IfH is an intersecting antichain in Ln, then
 n2 ∑
k=1
|Hk|[n−1
k−1
]  1.
Equality holds if and only ifH = Ln,k[C] for some 1 k  n2  and C ∈ Ln,1 .
Note that (1) could follow from Katona’s method [12] and (3), but Katona’s method does not apply
to the linear lattices. In order to prove Theorem 1.1 we establish a linear-lattice analogue of (3), stated
as a proposition.
Proposition 1.2. LetH ⊆ Ln,k be an intersecting family where 1 k n/2. Then
|∇H |
|H | 
[n−1
k
]
[n−1
k−1
] . (4)
Equality holds if and only ifH = Ln,k[C] for some C ∈ Ln,1 .
Recently, Chowdhury and Patkós [3] obtained a linear-lattice analogue of Lovász’s result for the
Boolean lattices: If H ⊆ Ln,k with |H | =
[x
k
]
where x  k is a real number, then |H |  [ xk−1].
Moreover, if equality holds, then x is an integer and there is an x-dimensional subspace X of Vn such
that H consists of all k-dimensional subspace of X . Now, let H be an intersecting family in Ln,k
with k  n/2. Then |H |  [n−1k−1], by the Erdo˝s–Ko–Rado theorem for linear lattices. Endow Vn with
the usual inner product, and consider the family H ⊥ = {H⊥: H ∈H } ⊆ Ln,n−k . Then |H ⊥| = |H |
and |H ⊥| = |∇H |. Set |H ⊥| = [ xn−k], where x  n − 1 is a real number. Then Proposition 1.2
follows immediately from Chowdhury and Patkós’s result.
In this paper we present a different and direct proof of Proposition 1.2. The proof is based on the
following theorem (for a related result see [13], and for a more general result see [20, Theorem 2.4]).
Theorem 1.3. (See [18].) Let P be a ﬁnite graded poset and G a group acting on P which preserves the order
relation on P . Then for every k with 1 k < ρ(P ), there is a subset A of Pk which is invariant under the action
of G and
|∇A|
|A| =min
{ |∇B|
|B| : B ⊆ Pk
}
. (5)
Let P∗ be the dual of P , that is, x  y in P∗ if and only if y  x in P . Then G acts on P∗
preserving the order and the rank, and the shade ∇A of A in P is the shadow A of A in P∗ .
Therefore, Theorem 1.3 is still true if we replace ∇A by A.
Under the condition of the theorem, for x ∈ P , let Gx = {γ (x): γ ∈ G}, a G-orbit. Then we have the
quotient poset (P/G,wG), where P/G consists of the G-orbits ordered as follows: Gx Gy in P/G if
x′  y′ in P for some x′ ∈ Gx and y′ ∈ Gy, and the weight function wG is given by wG(Gx) = |Gx|.
Then, φ : x → Gx, for x ∈ P , is an order and rank preserving map from P onto P/G .
With the present purpose in mind, let GLn(q) be the general linear group consisting of all invertible
linear transformations of Vn , and let Tn(q) be the group consisting of all elements of GLn(q) which
have upper triangular matrices with respect to the basis {e1, . . . , en}. As we shall see, the action of
Tn(q) on Ln induces an order and rank preserving map φ from Ln onto Bn , and the quotient poset
Ln/Tn(q) is isomorphic to Bn . Proposition 1.2 will be proved using the weighted poset (Bn,w), where
w(σ ) is deﬁned to be the cardinality of φ−1(σ ) for σ ∈ Bn .
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us to consider the dual min |H ||H | . The second aim of this paper is to give a lower bound for
|H |
|H | ,
where H ⊆ Ln,k , 1  k  n, which can be regarded as a Kruskal–Katona theorem for the weighted
poset (Bn,w). To state this theorem we deﬁne a total order  on Bn,k as follows. For σ ,τ ∈ Bn,k
σ  τ if ‖σ‖ < ‖τ‖, or ‖σ‖ = ‖τ‖ and σ s τ ,
where ‖α‖ denotes the sum of elements of α. For ﬁxed n and k, by Fr we denote the set of the ﬁrst
r elements of Bn,k with respect to the order , where 1 r 
(n
k
)
.
Theorem 1.4. LetH be a subset of Ln,k(q) with q > 2. If |φ(H )| =m, then |H ||H |  w(Fm)w(Fm) .
The proofs of Proposition 1.2 and Theorem 1.1 are given in the next section, and the proof of
Theorem 1.4 is given in Section 3.
2. Proofs of Proposition 1.2 and Theorem 1.1
It is well known that the general linear group GLn(q) acts rank-transitively on Ln . In other words,
Ln,k has no proper subset invariant under the action of GLn(q). So, by Theorem 1.3,
|∇H |
|H | 
[ n
k+1
]
[n
k
] for eachH ⊆ Ln,k. (6)
This implies that Ln has the NM (normalized matching) property (see [5], for details).
We now consider the quotient poset Ln,k/Tn(q). For each v ∈ Vn\{0}, deﬁne φ(v) = i if the
ﬁrst non-zero component of v appears in the ith coordinate, and for A ∈ Ln , deﬁne φ(A) = {φ(v):
v ∈ A\{0}}. Then φ(A) ∈ Bn,k if and only if A ∈ Ln,k because A has a rref-basis. For α = {a1,a2,
. . . ,ak} ∈ Bn,k , set φ−1(α) = {A ∈ Ln,k: φ(A) = α}. In [17] we described φ−1(α) as an orbit of the
action of the group Tn(q), so Ln,k/Tn(q) is isomorphic to Bn,k . It is well known that the cardinality
of φ−1(α) is qt(α) , where
t(α) =
k∑
i=1
(n − k − ai + i) = kn −
(
k
2
)
− ‖α‖ (7)
(see [16, p. 29]). So the weight function of (Bn,w) is deﬁned as w(α) = qt(α) for α ∈ Bn .
We label all elements of Bn,k as σ1, σ2, . . . , σN , where N =
(n
k
)
, such that σi  σ j when i  j.
Clearly, σ1 = [k] and σN = [n − k + 1,n]. Here, by [i, j] we denote the set of j − i + 1 consecutive
integers from i to j for i  j. By (7) we have immediately that w(σi)  w(σ j) if i  j. We now list
all elements of B6,3 as follows:
{1,2,3}, {1,2,4}, {1,3,4}, {1,2,5}, {2,3,4}, {1,3,5}, {1,2,6}, {2,3,5}, {1,4,5}, {1,3,6},
{2,4,5}, {2,3,6}, {1,4,6}, {3,4,5}, {2,4,6}, {1,5,6}, {3,4,6}, {2,5,6}, {3,5,6}, {4,5,6}.
The following concept and two lemmas are crucial for our proofs.
Let A ⊆ Bn,k be a family where 1 k < n. An element τ ∈A is called a weight dominated element
ofA , or a WD for short, if τ has a cover τˆ ∈ ∇A which is of dominating weight, meaning
w(τˆ )
w(τˆ ∩A ) >
[n−1
k
]
[n−1
k−1
] = [n − k]q[k]q . (8)
Lemma 2.1. Proposition 1.2 holds if for every intersecting familyH ⊂ Ln,k, eitherH is a star or there is an
f ∈ GLn(q) such that φ( f (H )) contains a WD.
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inequality (4) follows from the NM property of Ln−1, and equality holds if and only if H = Ln,k[C].
(see [5, Corollary 4.6.1 and Example 4.5.1] or [19, Theorem 3.4]).
Next, let H be an intersecting family in Ln,k and let τ be a WD in A = φ( f (H )). Then, there
is a τˆ ∈ ∇τ satisfying (8). Set H1 = φ−1(τˆ ∩A ) ∩ f (H ) and H2 = f (H ) −H1. Consider the
induced subposet φ−1(τˆ ) ∪ φ−1(τˆ ∩A ) ⊆ Ln,k+1 ∪ Ln,k . It is evident that the group Tn(q) acts on
φ−1(τˆ ) ∪ φ−1(τˆ ∩A ) and its quotient poset is ({τˆ } ∪ (τˆ ∩A ),w). From Theorem 1.3 and (8) it
follows that
|φ−1(τˆ ) ∩ ∇H1|
|H1| 
w(τˆ )
w(τˆ ∩A ) >
[n − k]q
[k]q .
Note that φ−1(τˆ ) ∩ ∇H2 = ∅. We then obtain that |∇H1−∇H2||H1| >
[n−k]q
[k]q . If H2 = ∅, by induction we
may assume |∇H2||H2| 
[n−k]q
[k]q , which implies
|∇ f (H )|
| f (H )| =
|∇H |
|H | =
|∇H1 − ∇H2| + |∇H2|
|H1| + |H2| >
[n − k]q
[k]q ,
as desired. 
Lemma 2.2. Let A ⊆ Bn,k be a family where 1  k < n, and τ ∈ A with b = min τ¯ . Put τˆ = τ ∪ {b} and
A ′ = τˆ ∩A = {σ ∈A : σ ⊂ τˆ }. If b < k and τ = minA ′ (that is, there is no σ ∈A ′ such that σ ≺ τ ),
then τ is a WD inA .
Proof. By deﬁnition we have A ′ = {τˆ −{ j} ∈A : j ∈ τ ∩ [b] or j = b}. Since τ =minA ′ , we see that
τˆ − { j} ∈A ′ implies j  b. By (7) we have w(τˆ ) = w(τ )qn−k−b and w(τˆ − { j}) = w(τ )q j−b . So
w(τˆ )
w(A ′)
 w(τ )q
n−k
w(τ )(q + · · · + qb) =
qn−k
[b + 1]q − 1 >
[n − k]q
[k]q ,
as desired. 
Proof of Proposition 1.2. We have seen in the proof of Lemma 2.1 that the result is true if H is a star.
Suppose now that H is not a star. Then k > 1 and |H | > 1. Write φ(H ) = A = {τ1, τ2, . . . , τm},
where τ1 ≺ τ2 ≺ · · · ≺ τm . Then A is an intersecting family in Bn,k . Without loss of generality we may
assume τm = [n − k + 1,n] so that τ = [k] for every τ ∈ A . (Otherwise, we can ﬁnd an f ∈ GLn(q)
such that [n− k + 1,n] ∈ φ( f (H )).) Because w(τm) = 1 and |H | > 1, we have m > 1.
We now prove that there is an f ∈ GLn(q) such that φ( f (H )) contains a WD so that strict in-
equality holds in (4).
If |τ j ∩ τm| < k − 1 for every j ∈ [m − 1], then τm = min(τˆm ∩ A ), where τˆm = τm ∪ {1}. By
Lemma 2.2 this implies τm is a WD. So we may assume that |τ j ∩ τm| = k − 1 for some j ∈ [m − 1].
Without loss of generality we may assume that
τm−1 = {n− k} ∪ [n − k + 2,n] and τm = [n− k + 1,n]. (9)
(Otherwise, we can ﬁnd an f ′ ∈ GLn(q) such that φ( f ′(H )) satisﬁes this condition.) From this one
sees that τ1  [k − 1] ∪ {n − k + 2}.
Let bi = min τ¯i where 1  i  m. Then b1  k. If b1 < k, then, by Lemma 2.2, τ1 is a WD. So,
suppose
τ1 = [k − 1] ∪ {n− k + 
}
where 
  2. If 
 = k, i.e., τ1 = [k − 1] ∪ {n}, then bi < k for all i  2. So, by Lemma 2.2, τi is a WD
or τ j ⊂ τi ∪ {bi} for some 1  j < i. From this we see that if A has no WDs, then n ∈ τi for all
i = 1, . . . ,m. That is, A is a star with center {n}, hence H is a star with center En , the subspace
generated by en , because En is the only element of Ln,1 with φ(En) = n. This yields a contradiction
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 < k. Moreover, if there is a
τ ∈A such that maxτ < n− k+ 
, letting τ ′ be the minimum one with respect to the order , then
from ‖τ ′‖ ‖τ1‖ it follows that min τ¯ ′ < k. Hence Lemma 2.2 yields that τ ′ is a WD. Therefore, we
may assume that maxτ  n − k + 
 for every τ ∈A .
Note that∣∣τm−1 ∩ [n − k + 
 − 1]∣∣= 
 − 1< k − 1. (10)
For each s ∈ [n− k + 
,n], set
As =
{
τ ∈A : maxτ = s and τ − {s} ⊂ [n− k + 
 − 1]}, (11)
τs1 =minAs and Hs = φ−1(As) ∩H .
It is clear that An−k+
 = ∅. If Ai = ∅ for some i > n − k + 
, then let s be the largest index
with As = ∅, i.e., Ai = ∅ for all s < i  n. Now, take an H ∈ φ−1(τ1) ∩Hn−k+
 with the rref-basis
{v1, . . . , vk}. Then vk = en−k+
 + v where v is a linear combination of en−k+
+1, . . . , en . For the basis
e1, . . . , en−k+
−1, vk, en−k+
+1, . . . , en of Vn , take the transformation f ∈ GLn(q) which interchanges
vk and es , and ﬁxes other elements of the basis. Then φ( f (Hi)) = φ(Hi) for s < i  n and [k − 1] ∪
{s} ∈ φ( f (H )). In particular, this transformation will preserve the relations (9) and (10). Therefore,
without loss of generality, we may assume that As = ∅. Hence Hs = ∅ for every s ∈ [n− k + 
,n].
Let Γ be the subgroup of GLn(q) which ﬁxes every es for s ∈ [n − k + 
,n]. Then for each f ∈ Γ ,
φ( f (Hs)) takes form given in (11). It is easy to check that τs1 is a WD if τs1 = [k−1]∪ {s}. Therefore,
we may assume that
minφ
(
f (Hs)
)= [k − 1] ∪ {s} (12)
for every f ∈ Γ and s ∈ [n− k + 
,n].
The following observation is crucial in our argument.
Let H1 ∈ φ−1(τm−1) ∩H . Because |τm−1 ∩ [n − k + 
 − 1]| = 
 − 1 < k − 1 (see (10)), we can ﬁnd
an f1 ∈ Γ such that φ( f1(H1)) = [
 − 1] ∪ [n − k + 
,n]. Write φ( f1(H )) = A ′ and [
 − 1] ∪ [n −
k + 
,n] = δ. We now prove that δ is a WD in A ′ . Suppose conversely that δ is not a WD. Then,
from Lemma 2.2 it follows that there exists a τ ∈ A ′ such that τ ⊂ [
] ∪ [n − k + 
,n] and τ ≺ δ.
Hence τ = [
] ∪ ([n − k + 
,n] − {s}) for some s ∈ [n − k + 
,n], and there is an H2 ∈ f1(H ) such
that φ(H2) = τ . Now, we can ﬁnd an f2 ∈ Γ such that φ( f2(H2)) = [n − k,n] − {s} ∈ φ( f2 f1(H )).
However, we have seen that [k − 1] ∪ {s} ∈ φ( f (Hs)) for any f ∈ Γ . This yields a contradiction since
[k − 1] ∪ {s} and [n− k,n] − {s} do not intersect, completing the proof. 
Proof of Theorem 1.1. Let i   n2  be the least index such that Hi = ∅. If H =Hi , then the result
follows from Proposition 1.2. Suppose H =Hi . Then i <  n2 , and from the assumption that H is
an antichain, it follows that Hi = Ln,i[C] for any C ∈ Ln,1. Therefore, by Proposition 1.2 we have that
|Hi |
[n−1i−1]
<
|∇Hi |
[n−1i ]
. So
 n2 ∑
k=i
|Hk|[n−1
k−1
] < |∇Hi |[n−1
i
] + |Hi+1|[n−1
i
] +
 n2 ∑
k=i+2
|Hk|[n−1
k−1
] = |∇Hi ∪Hi+1|[n−1
i
] +
 n2 ∑
k=i+2
|Hk|[n−1
k−1
] .
The proof is complete by induction. 
3. Proof of Theorem 1.4
Let n and k be ﬁxed positive integers with 1 < k  n. Let H ⊆ Ln,k , A = φ(H ) = {τ1, . . . , τm} ⊆
Bn,k , where τ1 ≺ τ2 ≺ · · · ≺ τm , and set Ar = {τ1, . . . , τr}, where 1 r m 
(n
k
)
. In particular, recall
that Fr = {σ1, σ1, . . . , σr}, the ﬁrst r elements of Bn,k with respect to the order .
The shift operation is a powerful tool in extremal combinatorics. The original proof of the Erdo˝s–
Ko–Rado theorem made use of this operation on sets. We ﬁrst recall its deﬁnition.
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si j(σ ) =
{
(σ − { j}) ∪ {i}, if j ∈ σ , i /∈ σ , (σ − { j}) ∪ {i} /∈A ;
σ , otherwise
for each σ ∈A , and
si j(A ) =
{
si j(σ ): σ ∈A
}
.
A family B ⊆ Bn,k is said to be compressed if si j(B) = B for any 1  i < j  n. Note that
‖si j(σ )‖ ‖σ‖ hence si j(σ ) σ for i < j. Therefore, Fr is compressed for any r with 1 r 
(n
k
)
.
Lemma 3.1. Suppose thatA is compressed and let τr+1 = {a1,a2, . . . ,ak} for r <m. We have:
(i) If a1 > 1, then τr+1 ⊆ Ar .
(ii) If τr+1 = {1,2, . . . , j,a j+1, . . . ,ak} with a j+1 > j + 1, then τr+1 − Ar = {τr+1 − {
}: 
 =
1,2, . . . , j}.
(iii) w(Ar )w(Ar) >
w(τr+1−Ar )
w(τr+1) .
Proof. (i) If a1 > 1, then s1ai (τr+1) ∈ Ar hence τr+1 − {ai} ∈ Ar for all i = 1,2, . . . ,k. This proves
τr+1 ⊆ Ar .
(ii) If τr+1 = {1,2, . . . , j,a j+1, . . . ,ak} with a j+1 > j+1, then s j+1ai (τr+1) ∈Ar hence τr+1 −{ai} ∈
Ar for all i = j + 1, j + 2, . . . ,k. On the other hand, if τr+1 − {
} ∈ Ar for some 1  
  j, say
τr+1 −{
} = τi −{a} where i  r and a > 
, then τi  τr+1, a contradiction. This proves τr+1 −{
} /∈Ai
for all 
 = 1,2, . . . , j.
(iii) If a1 > 1, by (i) we have that τr+1 − Ar = ∅, so the inequality holds. Suppose now τr+1 =
{1,2, . . . , j,a j+1, . . . ,ak}. Then, by (ii) and (7),
w(τr+1 − Ar)
w(τr+1)
= q−(n−k+1)
j∑
i=1
qi = [ j − 1]q
qn−k
,
where j  k − 1. Because Ln has the NM property,
w(Ar)
w(Ar)

[ n
k−1
]
[n
k
] = [k]q[n − k + 1]q >
[k − 2]q
qn−k
 [ j − 1]q
qn−k
,
as required. 
Proposition 3.2. IfA = {τ1, . . . , τm} ⊆ Bn,k is compressed, then
w(Ar)
w(Ar)
>
w(Ar+1)
w(Ar+1)
for each 1 r <m. (13)
Proof. Clearly,
w(Ar+1)
w(Ar+1)
= w(Ar) + w(τr+1 − Ar)
w(Ar) + w(τr+1) ,
from which it is easy to check that inequality (13) is equivalent to the following inequality
w(Ar)
w(Ar)
>
w(τr+1 − Ar)
w(τr+1)
,
but this inequality follows from Lemma 3.1 (iii). 
Lemma 3.3. Let a, x1 , x2 be positive real numbers with x2  x1 , and let b, y1 , y2 be nonnegative real numbers.
If ba 
y1
x 
y2
x , then
b+y1
a+x 
b+y2
a+x .1 2 1 2
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b+y2
a+x2 . If y1 = 0, then divide the whole
inequality ba 
y1
x1
 y2x2 by
y1
x1
to get b/y1a/x1 
1
1 
y2/y1
x2/x1
. This implies
b
y1
+ 1
a
x1
+ 1 
b
y1
+ x2x1
a
x1
+ x2x1

b
y1
+ y2y1
a
x1
+ x2x1
, then
b + y1
a+ x1 
b + y2
a+ x2 . 
Lemma 3.4. For any i, j ∈ [n] with i < j, setA =A ′ ∪A ′′ whereA ′ = {σ ∈A : si j(σ ) = σ } andA ′′ =
{σ ∈A : si j(σ ) = σ }, ∗A ′′ = A ′′ − A ′ and ∗si j(A ′′) = si j(A ′′) − A ′ . Then
w(∗A ′′)
w(A ′′)
 w(
∗si j(A ′′))
w(si j(A ′′))
. (14)
Proof. By (7) we have w(si j(σ )) = q j−i w(σ ) for every σ ∈ Bn,k . On the other hand, it is easy to see
that si j(σ ) ∩ σ = {σ − { j}} and si j(σ ) − {σ − { j}} = si j(σ − {σ − { j}}) (cf. [1, p. 82]). So,
w(si j(σ ))
w(si j(σ ))
= q
j−i w(σ − {σ − { j}}) + w(σ − { j})
q j−i w(σ )
= w(σ − {σ − { j}}) + q
i− j w(σ − { j})
w(σ )
<
w(σ)
w(σ )
.
Moreover, it is easy to check that si j(A ′′) − A ⊆ si j(A ′′ − si j(A )), which yields (14). 
Lemma 3.5.With the notations in Lemma 3.4, we have
w(A )
w(A )
 w(si j(A ))
w(si j(A ))
, (15)
provided
w(A ′)
w(A ′)
 w(
∗A ′′)
w(A ′′)
. (16)
Proof. Inequality (15) can be expressed in more detail as
w(A ′) + w(∗A ′′)
w(A ′) + w(A ′′) 
w(A ′) + w(∗si j(A ′′))
w(A ′) + w(si j(A ′′)) , (17)
which follows from Lemma 3.4 and Lemma 3.3. 
Note that condition (16) is necessary for (15), but, from Lemma 3.1, one readily sees that when A
is compressed this condition is always satisﬁed.
Proposition 3.6. LetA ⊆ Bn,k with |A | = r and q > 2. Then
w(A )
w(A )
 w(Fr)
w(Fr)
. (18)
Proof. We apply induction on r. Let σ = {a1, . . . ,ak} ∈ Bn,k . By (7) we have
w(σ)
w(σ )
=
∑k
i=1 qai
qn−k+1
.
In particular, w(σ1)w(σ1) =
∑k
i=1 qi
qn−k+1 =
[k]q
qn−k . One sees that (18) holds for r = 1. Assume r > 1 and (18) holds
for r′ whenever r′ < r.
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A ′ = {σ ∈A : si j(σ ) = σ } and A ′′ = {σ ∈A : si j(σ ) = σ }, ∗A ′′ = A ′′ −A ′ and ∗si j(A ′′) =
si j(A ′′) − A ′ . If |A ′| = r1 < r, then the induction implies that w(A ′)w(A ′) 
w(Fr1 )
w(Fr1 )
>
w(Fr)
w(Fr)
. In
this case, if, furthermore, w(
∗A ′′)
w(A ′′) 
w(A ′)
w(A ′) , then (18) follows; while if
w(∗A ′′)
w(A ′′) <
w(A ′)
w(A ′) , by
Lemma 3.5 we have
w(si j(A ))
w(si j(A ))
<
w(A )
w(A ) , so we may prove (18) for si j(A ) instead for A . Repeatedly
applying the operations si j , 1  i < j  n, we eventually obtain a new family, which is compressed,
and, by Lemma 3.5, we need only to prove (18) for this family. Without loss of generality we may
assume that the A is compressed. Hence, σ1 ∈A .
If A = Fr , let i be the least index such that σi /∈ A and let τ be the maximum element of A
in order . Then σi ≺ τ , and (A − {τ }) ∪ {σi} is also compressed. Set B=A − {τ }. We proceed to
prove the following inequality
w(B) + w(∗τ )
w(B) + w(τ ) 
w(B) + w(∗σi)
w(B) + w(σi) , (19)
where ∗τ = τ − B and ∗σi = σi − B.
Put w(σi) = qtw(τ ) where t = ‖τ‖−‖σi‖ 0 since σi  τ . By Lemma 3.1 we know that τ ⊆ B
if minτ > 1, otherwise, there is a j1 > 0 such that w(∗τ ) = [ j1]qqn−k w(τ ) (see (3.1)). Put w(∗τ ) =
c1w(τ ) where c1 = 0 or [ j1]qqn−k . Similarly, put w(∗σi) = c2w(σi) where c2 = 0 or
[ j2]q
qn−k where 1 j2 
k−2. Furthermore, for brevity, we write w(B) = a, w(B) = b and w(τ ) = d. Then (19) is rewritten
as
b + c1d
a+ d 
b + c2qtd
a+ qtd . (20)
Induction implies that ba 
w(Fr−1)
w(Fr−1) >
w(Fr)
w(Fr)
, so (18) follows if c1  ba . We therefore assume that
c1 <
b
a . Moreover, if c1  c2, then (20) is proved by Lemma 3.3, so we assume c2 = [ j2]qqn−k > c1. In
this case, if ‖τ‖ = ‖σi‖, then Lemma 3.1 (ii) yields c2  c1, so ‖τ‖ > ‖σi‖ hence t > 0. Therefore,
inequality (20) is equivalent to
bqtd + c1da+ c1qtd2  ac2qtd + db + c2qtd2
⇔ bqt + c1a + c1qtd ac2qt + b + c2qtd
⇔ b(qt − 1) a(c2qt − c1)+ qtd(c2 − c1)
⇔ b
a
 c2q
t − c1
qt − 1 +
qtd(c2 − c1)
a(qt − 1) =
c2qt − c1 + qtda (c2 − c1)
qt − 1 . (21)
Since σ1 ∈B and σi ≺ τ , we have a = w(B) w(σ1) > w(σi) = qtd. So, the right-hand side of (21)
 c2(q
t + 1) − 2c1
qt − 1 
[k − 2]q(qt + 1)
qn−k(qt − 1) <
[k]q
[n − k + 1]q =
[ n
k−1
]
[n
k
]  b
a
,
where the third inequality is straightforward to verify (note q > 2), and the last follows from the NM
property of Ln . Then the proof is completed by continuing this process until (18) is obtained. 
Proof of Theorem 1.4. It is a consequence of Theorem 1.3, Proposition 3.2 and Proposition 3.6. 
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