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Abstract
We approximate a two–phase model by the compressible Navier-Stokes equa-
tions with a singular pressure term. Up to a subsequence, these solutions are
shown to converge to a global weak solution of the compressible system with
the congestion constraint studied for instance by P.–L. Lions and N. Mas-
moudi [Annales I.H.P., 1999]. The paper is an extension of the previous result
obtained in one-dimensional setting by D. Bresch et al. [C. R. Acad. Sciences
Paris, 2014] to the multi-dimensional case with heterogeneous barrier for the
density.
1 Introduction
Macroscopic models of moving crowd identify the swarm through some density
that is transported by a velocity vector field, see for instance a review paper
by B. Maury [24]. For example, to describe the traffic jams, one may use the
one-dimensional fluid model describing two-phase flow
∂tα+ ∂x(αu) = 0
∂t(αu) + ∂x(αu
2 + pi) = 0
}
in (0, T )× R (1)
with the following restrictions
0 ≤ α ≤ 1, (1− α)pi = 0. (2)
Here α denotes the liquid volume fraction that plays the role of the crowd
density, u denotes the velocity and pi ≥ 0 denotes some singular pressure term
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appearing only when α = 1.
System (1-2) is known in the literature as the pressureless gas system with
unilateral constraint and has been studied for example by F. Berthelin in [4].
It can be interpreted as a coupling of two systems in the respective domains
where α < 1 (liquid-gas mixture) and where α = 1 (pure liquid). This system
can be formally derived from bi-fluid system (see f.i. F. Bouchut et al. in [7]
where a hierarchy for gas-liquid two-phase flows is also presented ).
A generalization of (1-2) to the multi-dimensional viscous case is described by
the compressible/incompressible Navier-Stokes type of system
∂tρ+ div(ρu) = 0
0 ≤ ρ ≤ ρ∗
∂t(ρu) + div(ρu⊗ u) +∇p+ ρ∗∇pi − div S = 0
div (ρ∗u) = 0 a. e. in {ρ = ρ∗}
pi ≥ 0 a. e. in {ρ = ρ∗}
pi = 0 a. e. in {ρ < ρ∗}

in (0, T )× Ω, (3)
in which the homogeneous congestion constraint α≤1 has been replaced by the
inhomogeneous one ρ ≤ ρ∗(x).
The unknowns here are the density ρ, the velocity vector field u and the pres-
sure pi, which is the Lagrange multiplier associated with the incompressibility
constraint div (ρ∗u) = 0 a.e. in {ρ = ρ∗}. Note that as in the previous example,
pi is apparent only in the congested regions {ρ = ρ∗}. In fact, conditions (3)5,
(3)6 can be rewritten as one constraint
ρpi = ρ∗pi ≥ 0. (4)
Furthermore, the stress tensor S and the internal pressure p are known functions
of ρ and u which are typical for barotropic flow of Newtonian fluid, i.e.
S(u) = 2µD(u) + λdivu I, µ > 0, 2µ+ λ > 0,
p(ρ) = ργ , γ > 1.
System (3) mixes the free flow and congested regions denoted by Ωf (t) and
Ωc(t) respectively, where
Ωf (t) = {x : ρ(t, x) < ρ∗(x)}, Ωc(t) = {x : ρ(t, x) = ρ∗(x)}.
It can be thus seen as a free boundary problem, in which the the free interface
separating Ωc from Ωf can become very irregular, as it is illustrated on the
figure below.
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The objective of this paper is to mathematically justify that the solution to
problem (3) can be obtained as a limit of (ρn,un)– the solutions to the isentropic
compressible Navier-Stokes equations
∂tρn + div(ρnun) = 0
∂t(ρnun) + div(ρnun ⊗ un) +∇p+ ρ∗∇pin − div S = 0
}
(5)
where pin is some approximation of the limit pressure pi. We want to find such
an approximation that would guarantee uniform boundedness of the sequence
approximating the density ρn ≤ ρ∗. This feature is very important for numerical
purposes, see for example [24].
Below we present two possible ways of approximating the pressure pi appearing
in the limit system (3).
The barotropic pressure. The first kind of approximation uses the classical
barotropic pressure
pin = piγn = a
(
ρn
ρ∗
)γn
(6)
with a > 0 fixed and the adiabatic exponent γn > 1 being the approximation
parameter.
Mathematical analysis of system (5) with the above pressure for fixed γn is
based on the existence theory for barotropic Navier-Stokes equations developed
by P.–L. Lions in [22] and E. Feireisl in [17].
In this framework, only the homogeneous case ρ∗ = 1 has been studied. It
has been justified by P.–L. Lions and N. Masmoudi in [23] that the limit
system (3) may be recovered from (5-6) letting γn → ∞. Later on, S. Labbe´
and E. Maitre performed the same limit passage for more complex system.
They considered the viscosity coefficients µ, λ depending on the density and an
additional surface tension term in the momentum equation (3)3.
A similar asymptotic limit has been studied also for a model of tumour growth
by B. Perthame, F. Guiro´s and J.L. Va´zquez [26]. They used the cell
population density model with the pressure of the form mm−1 (ρ/ρ
∗)m−1 with
parameter m > 1 and the maximum packing density for the cells denoted by ρ∗
which is constant. In the limit m→∞ they obtained a free boundary model of
Hele-Shaw type.
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The singular pressure. The second approximation uses a pressure that be-
comes singular close to some threshold value of the density ρ∗, for example
piεn = εn
(
ρn
ρ∗
)α
(
1− ρn
ρ∗
)β (7)
with β, α > 0 fixed and εn > 0 being the approximation parameter.
Such type of degeneration of the pressure can be used to model various phenom-
ena. It appears in kinetic theory of dense gases where the interaction between
the molecules is strongly repulsive at very short distance. The mutual reluc-
tance of neighbouring molecules to share a certain amount of space (covolume)
leads to the Van der Waals equation of state (see [12])
pi =
NRT
V −Nb − a
N2
V 2
,
where N is the number of molecules, V the volume. The two terms on the right
hand side (r.h.s.) represent respectively the repulsive and attractive forces. We
see that the pressure becomes singular when Nb approaches V , which corre-
sponds to the state where motion is no longer possible. Other equations of
state, modifying the representation of repulsive forces, were proposed for in-
stance by N.F. Carnahan and K.E. Starling in [11].
Similar form of the pressure has been also recently considered by P. Degond,
J. Hua and L. Navoret to model collective motion in [15], and by F. Berthe-
lin and D. Broizat to model traffic flow in [5]. Their approximation is of the
form ∇piεn with
piεn =
εn(
1
ρn
− 1
ρ∗
)β ,
while in (5) we take ρ∗∇piεn . However, as we will see later on, the factor ρ∗ is
necessary in order to obtain the energy equality when ρ∗ is non-constant.
Finally, systems involving such kind of degeneration are used in the theory of
granular flows (see [1] and [27]). For instance, F.M. Auzerais, R. Jackson
and W.B. Russel proposed in [2] a model for sedimentation using an empirical
pressure of the form
pi =
C0φ
s
φ∗ − φ
with 2 ≤ s ≤ 5. In this framework the density of the fluid is replaced by φ–the
volume fraction of the solid phase (0 ≤ φ ≤ 1) with some constant threshold
value φ∗ = 0.64.
From the mathematical point of view, the first result for system (5) with singular
pressure is due to E. Feireisl, H. Petzeltova´, E. Rocca and G. Schim-
perna, [19]. They studied a model of two-phase compressible fluid flow with
a Cahn-Hilliard type equation for a phase variable. As a corollary of their re-
sult we get the existence of global in time weak solution for (5) and (7) with
ρ∗ = const., β > 3 and εn > 0 being fixed.
To our knowledge, the justification of the limit passage εn → 0, which formally
gives system (3), is still an open problem in the general case. The only result
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so far concerns the one-dimensional homogeneous (ρ∗ = 1) case, studied by D.
Bresch, C. Perrin and E. Zatorska in [10]. First of all they proved that
for β, γ > 1 and ε > 0 fixed there exists a regular solution (ρε, uε) to
∂tρε + ∂x(ρεuε) = 0,
∂t(ρεuε) + ∂x(ρεuε ⊗ uε) + ∂xp(ρε) + ε∂x ρ
γ
ε
(1− ρε)β − (λ+ µ)∂
2
xxuε = 0,
(8)
such that
0 < c ≤ ρε ≤ C(ε) < 1, (9)
for some constants c and C(ε). Secondly, they justified that system (3) possesses
a weak solution being a limit of regular solutions to (8).
The main difficulty in justifying the limit passage in both approaches is that
the energy estimate does not give a uniform bound on the pressure term. More
precisely, when ρ∗ = 1, the energy estimate for the power law pressure reads
d
dt
∫
Ω
(
1
2
ρn|un|2 + a
γn − 1ρ
γn
n
)
dx+
∫
Ω
(
µ|∇un|2 + (λ+ 2µ)(divun)2
)
dx = 0
but it does not imply that ργn is bounded uniformly with respect to γn →∞.
Similarly, for the degenerate pressure we have
d
dt
∫
Ω
(
1
2
ρn|un|2 + ρnΓεn(ρn)
)
dx+
∫
Ω
(
µ|∇un|2 + (λ+ 2µ)(divun)2
)
dx = 0
with
Γεn(ρn) =
∫ ρn
0
piεn(s)
s2
ds,
but this does not yield the uniform pressure estimate either. Indeed, take for
instance piεn = εnρ
2
n(1−ρn)−4 for which Γεn = εn/(3(1−ρn)3), then the growth
of ρnΓεn around singularity is one order less than of piεn . Additional information
on the pressure is thus necessary and requires more sophisticated tools such as
application of the Bogovskii operator.
The most important difference in these two ways of approximation lies in the
uniform estimate of the density. Indeed, approximation piγn = ρ
γn
n does not
guarantee the validity of the congestion constraint 0 ≤ ρn ≤ 1 for fixed γn.
The main advantage of approximation based on (7) is validity of this restriction
uniformly with respect to εn. In fact, the degenerate pressure plays the role of
natural barrier (see [24] by B. Maury) and makes the second approach more
suitable for numerical schemes.
Our goal is therefore to extend the result from the previous work [10] to the
global weak solutions framework in the multi-dimensional space case. The main
difference between the one-dimensional case and the multi-dimensional case,
is that in the latter, the sufficiently regular solutions are not known to exist.
Therefore, the strong convergence of the density and validity of the congestion
constraint (4) cannot be deduced directly from the a priori estimates. Eventu-
ally, the validity of the r.h.s. inequality in (9) follows from an additional level
of approximation using truncations of singular part of the pressure. However,
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recovering system (3) after this step requires equi-integrability of the pressure
term, for which some restriction of the strength of singularity need to be im-
posed. The equi-integability of the pressure similar to (7) for ρ∗ = const. and
β > 3 was proved by E.Feireisl et al. in [19] and we heavily relay on their
approach to this issue.
The purpose of the paper is also to generalize [10] to the heterogeneous case,
i.e. when the constant upper bound on the density is replaced by a prescribed
function ρ∗ = ρ∗(x) > 0. This generalization has many applications. For
instance, in [5], F. Berthelin and D. Broizat use a non-constant maximal
constraint to study the dynamics of traffic jams and the influence of the number
of lanes on the road. It is also important in the study of models of flow through
the closed pipes of non-uniform height h∗(x) as said by F. Berthelin in [4]. In
these models, the surface of the flowing fluid described by h may be either free
when h < h∗ or additionally pressurized when it touches the pipe wall h = h∗,
see the picture below.
The study of the non-viscous systems can be found in C. Bourdarias, M. Er-
soy, S. Gerbi [9], see also references therein.
2 Formulation of the main problem
System (3) is supplemented with the homogeneous Dirichlet boundary condi-
tions
u
∣∣
∂Ω
= 0. (10)
We assume that the threshold density ρ∗ = ρ∗(x) > 0 is a C1(Ω) function and
that the initial data
ρ
∣∣
t=0
= ρ0, (ρu)
∣∣
t=0
= m0 (11)
satisfy
0 ≤ ρ0(x) < ρ∗(x) a.e. in Ω, p(ρ0) ∈ L1(Ω),
m0 ∈ (L2(Ω))3, m01{ρ0=0} = 0 a.e. in Ω,
|m0|2
ρ0
1{ρ0>0} ∈ L1(Ω),
(12)
M0 =
1
|Ω|
∫
Ω
ρ0 dx < inf
x∈Ω
ρ∗(x). (13)
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Remark 1 Condition (13) plays an essential role in the proof of uniform L1((0, T )×
Ω) bound for a sequence approximating pi. Note that in the case ρ∗ constant,
condition (13) is directly satisfied since ρ0 < ρ
∗.
Below we introduce the notion of a weak solution to system (3).
Definition 1 (Weak solution of the limit system) A triple (ρ,u, pi) is called
a weak solution to (3) with (10) and (11) if equations
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u) +∇p+ ρ∗∇pi − divS = 0
are satisfied in the sense of distributions, the divergence free condition div (ρ∗u) =
0 is satisfied a.e. in {ρ = ρ∗}, the constraint 0 ≤ ρ ≤ ρ∗ is satisfied a.e. in
(0, T )× Ω, and the following regularity properties hold
ρ ∈ C([0, T ];Lp(Ω)), 1 ≤ p <∞,
u ∈ L2(0, T ; (W 1,20 (Ω))3),
|m|2
ρ
∈ L∞(0, T ;L1(Ω)),
pi ∈M+((0, T )× Ω).
Moreover, pi is sufficiently regular so that the condition
(ρ− ρ∗)pi = 0. (14)
is satisfied in the sense of distributions.
Remark 2 Similarly to the homogeneous case studied bt P.-L. Lions and N.
Masmoudi in [23], we can prove that the constraint (3)2 and the divergence free
condition (3)4 are ”compatible” (see Lemma 4). More precisely, if u belongs to
L2(0, T ; (W 1,20 (Ω))
3), ρ belongs to L2((0, T )× Ω) and the couple (ρ,u) satisfies
the continuity equation (3)1, then (3)2 and (3)4 with 0 ≤ ρ0 ≤ ρ∗ are equivalent.
As it will be explained later, this fact is a natural consequence of the renormalized
theory applied to the equations satisfied by the quantities ρ/ρ∗ and ρ− ρ∗.
Now we define the notion of weak solution to approximate system (5) with the
approximate pressure of the form
piε(r) =
 ε
rα
(1− r)β if r < 1
∞ if r ≥ 1
α, β > 3.
Definition 2 (Weak solution of the approximate system) A pair (ρε,uε)
is called a weak solution to (5) if it satisfies
• the approximate continuity equation∫ T
0
∫
Ω
ρε∂tφ dx dt+
∫
Ω
ρ0φ(0) dx+
∫ T
0
∫
Ω
ρεuε · ∇φ dx dt
=
∫
Ω
(ρεφ)(T ) dx
(15)
for all φ ∈ D([0, T ]× Ω);
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• the approximate momentum equation∫ T
0
∫
Ω
ρεuε · ∂tϕ dx dt+
∫
Ω
m0 · ϕ(0) dx
+
∫ T
0
∫
Ω
ρε(uε ⊗ uε) : ∇ϕ dx dt−
∫ T
0
∫
Ω
S : ∇ϕ dx dt
+
∫ T
0
∫
Ω
pdivϕ dx dt+
∫ T
0
∫
Ω
piε
(
ρε
ρ∗
)
div(ρ∗ϕ) dx dt
=
∫
Ω
(mε · ϕ)(T ) dx,
(16)
for all ϕ ∈ (D([0, T ]× Ω))3.
The objective of this paper is to justify that the weak solution from Definition 1
can be obtained as a limit of weak solutions from Definition 2.
The main theorem of this paper reads.
Theorem 1 1. Let ε > 0 be fixed, then there exists a global weak solution
(ρε,uε) to (5) in the sense of Definition 2, moreover,
0 ≤ ρε ≤ ρ∗. (17)
2. For ε→ 0, there exists a subsequence (ρε,uε, piε) converging to (ρ,u, pi) a
solution of system (3) in the sense of Definition 1. More precisely
ρε → ρ weakly in Lp((0, T )× Ω) ∀1 ≤ p < +∞,
uε → u weakly in L2(0, T ; (W 1,20 (Ω))3),
piε → pi weakly in M+((0, T )× Ω).
The paper is organized as follows. In Section 3 we present details of approx-
imation and prove the first part of Theorem 1. Then, in Section 4, we recover
the original system by letting ε→ 0. Section 5 is the Appendix in which we re-
call some basic facts about the Bogovskii operator, the Riesz transform and the
renormalized continuity equation that are used in several places in the course
of the proof.
3 Existence of approximate solutions
In order to prove the first part of Theorem 1, we consider further approximation
with additional truncation parameter δ and artificial pressure κρK where K is
sufficiently large positive number that will be determined later on. Then we will
show that (15-16) can be recovered by letting δ → 0 and κ→ 0 respectively. In
this section ε is fixed and we drop it when no confusion can arise.
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3.1 Basic level of approximation
For fixed κ, δ > 0, we consider the basic level of approximation
∂tρδ + div(ρδuδ) = 0
∂t(ρδuδ) + div(ρδuδ ⊗ uδ) +∇p(ρδ) + ρ∗∇piκ,δ
(
ρδ
ρ∗
)
− divS = 0 (18)
with the approximate pressure given by
piκ,δ(s) = κs
K +

ε
sα
(1− s)β if s < 1− δ,
ε
sα
δβ
if s ≥ 1− δ.
(19)
For all parameters fixed, the approximate pressure piκ,δ is a monotone in-
creasing function of ρ. For such pressure the issue of existence of global in time
weak solutions is a straightforward adaptation of the proof from the case of
barotropic system see for example [22], [18] or [25]. Below we will only make
some general comments concerning the a priori estimates that are necessary to
state the analogous existence result.
First of all, let us formally write the basic energy equality. Multiplying the
second equation of (18) by u, integrating by parts and using the mass equation
we easily get
d
dt
∫
Ω
1
2
ρδ|uδ|2 dx+
∫
Ω
(∇p+ ρ∗∇piκ,δ) · uδ dx+ ∫
Ω
S : ∇uδ dx = 0.
Let us explain how to deal with the term coming from the pressure for reader’s
convenience but also to check that everything works with the heterogeneous
maximal density:∫
Ω
(∇p+ ρ∗∇piκ,δ) · uδ dx = ∫
Ω
γργ−2δ ∇ρδ · (ρδuδ) dx
+
∫
Ω
ρ∗
ρδ
pi′κ,δ
(
ρδ
ρ∗
)
∇
(
ρδ
ρ∗
)
· (ρδuδ) dx
=
∫
Ω
∇
(
γ
γ − 1ρ
γ−1
δ +Qκ,δ
(
ρδ
ρ∗
))
· (ρδuδ) dx
= −
∫
Ω
(
γ
γ − 1ρ
γ−1
δ +Qκ,δ
(
ρδ
ρ∗
))
div (ρδuδ) dx
=
∫
Ω
(
γ
γ − 1ρ
γ−1
δ +Qκ,δ
(
ρδ
ρ∗
))
∂tρδ dx
where we denoted Q′κ,δ(r) =
pi′κ,δ(r)
r
. Therefore, the energy equality reads
d
dt
∫
Ω
(
1
2
ρδ|uδ|2 + 1
γ − 1ρ
γ
δ + ρδΓκ,δ
(
ρδ
ρ∗
))
dx
+
∫
Ω
S : ∇uδ dx = 0
(20)
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with Γκ,δ such that Γκ,δ(r) + rΓ
′
κ,δ(r) = Qκ,δ(r). To find the expression of Γκ,δ
in terms of piκ,δ, we use the definition of Qκ,δ, integrate by part and use that
[piκ,δ(r)/r]|r=0 = 0. We get
Γκ,δ(s) =
∫ s
0
piκ,δ(r)
r2
dr. (21)
Integrating (20) with respect to time gives rise to the following estimates
sup
t∈[0,T ]
(
‖√ρδuδ(t)‖L2(Ω) + ‖ρδ(t)‖Lγ(Ω) +
∥∥∥∥ρδΓκ,δ (ρδρ∗
)
(t)
∥∥∥∥
L1(Ω)
)
≤ C,
∫ T
0
‖uδ‖2W 1,2(Ω) dt ≤ C.
(22)
In particular, since
ρδΓκ,δ
(
ρδ
ρ∗
)
= ρδ
∫ ρδ
0
piκ,δ(s)
s2
ds ≥ κ
K − 1ρ
K
δ
we obtain that ρδ is bounded in L
∞(0, T ;LK(Ω)).
Remark 3 This computation shows that the approximate of the form
ερ∗∇
(
ρ
ρ∗
)α
(
1− ρ
ρ∗
)β
gives a good contribution to the energy. The form of the so-called potential
energy from (20) is a natural extension of the one obtained in [10] and [19] to
the heterogeneus case. This would not be the case for the approximation
ε∇ 1(
1
ρ
− 1
ρ∗
)β
proposed in [5] or [15].
The above estimate may be used to improve integrability of ρδ. Indeed, taking
K sufficiently large, say K > 4, we can test (16) by
ϕ =
ψ(t)
ρ∗
B
(
ρδ − 1|Ω|
∫
Ω
ρδ(y)dy
)
,
where B is the Bogovskii operator (for definition and properties see Lemma 5
and Proposition 5 in Appendix). The details of this testing will be given in
Section 3.2. In particular, it gives an additional control (but not uniform with
respect to κ) for the density
‖ρδ‖LK+1((0,T )×Ω) ≤ C. (23)
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Combination of these estimates can be used to deduce that
‖ρδ|uδ|2‖
L2(0,T ;L
6K
4K+3 (Ω))
+ ‖ρδuδ‖
L∞(0,T ;L
2K
K+1 (Ω))∩L2(0,T ;L
6K
K+6 (Ω))
≤ C. (24)
These observations allow us to apply methods developed for the barotropic
system from [18, 22] to justify the following statement.
Proposition 2 (Existence of weak solutions) Let ε, κ, δ be fixed and pos-
itive. Then, there exists a couple (ρδ,uδ) solving (18-19) in the sense of distri-
butions on (0, T )× Ω with the following regularity properties
ρδ ∈ L∞(0, T ;LK(Ω)) ∩ LK+1((0, T )× Ω),
ρδ ∈ C([0, T ];LKweak(Ω)) ∩ C([0, T ];Lp(Ω)), 1 ≤ p < K,
ρδ ≥ 0 a.e in (0, T )× Ω,
uδ ∈ L2(0, T ; (W 1,20 (Ω))3),
ρδ|uδ|2 ∈ L∞(0, T ;L1(Ω)) ∩ L2(0, T ;L 6K4K+3 (Ω)),
ρδuδ ∈ C([0, T ]; (L
2K
K+1
weak(Ω))
3) ∩ L2(0, T ; (L 6KK+6 (Ω))3)
(25)
and such that the energy inequality
d
dt
∫
Ω
(
1
2
ρδ|uδ|2 + 1
γ − 1ρ
γ
δ + ρδΓκ,δ
(
ρδ
ρ∗
))
dx+
∫
Ω
(S : ∇uδ) dx ≤ 0 (26)
is satisfied in the sense of distributions with respect to time.
Moreover (ρδ,uδ) extended by 0 outside Ω is the renormalized solution to the
continuity equation in the sense of Definition 3.
3.2 Uniform estimates
The goal of this subsection is to provide estimates which are uniform with
respect to δ. One of them is estimate (22). Note, however, that it does not
assure boundedness of the singular part of the pressure piκ,δ. In fact, such a
bound follows from Bogovskii estimate announced in the previous section and
giving rise to (23). We now check that this estimate assures also the uniform
L1((0, T )× Ω) for the pressure.
L1 bound of the pressure. From estimates (22) it follows that ρδ ∈ LK((0, T )×
Ω) with K ≥ 4, therefore we can test the momentum equation by
ϕ(t, x) =
ψ(t)
ρ∗
B (ρδ − ρδ) , ψ(t) ∈ C∞0 ((0, T )), ψ ≥ 0,
where we denoted ρδ =
1
|Ω|
∫
Ω
ρδdy. We then obtain
11
∫ T
0
∫
Ω
ψpiκ,δ
(
ρδ
ρ∗
)
(ρδ − ρδ) dx dt+
∫ T
0
∫
Ω
ψp(ρδ)
ρδ
ρ∗
dx dt
=
∫ T
0
∫
Ω
∂t(ρδuδ) · ϕ dx dt−
∫ T
0
∫
Ω
ρδ(uδ ⊗ uδ) : ∇ϕ dx dt
+
∫ T
0
∫
Ω
S : ∇ϕ dx dt+
∫ T
0
∫
Ω
ψp(ρδ)
ρδ
ρ∗
dx dt
−
∫ T
0
∫
Ω
ψp(ρδ)∇
(
1
ρ∗
)
· B(ρδ − ρδ) dx dt
=
5∑
i=1
Ii
(27)
A priori estimates obtained in (22) allow to control the r.h.s. Indeed for the
first term we may write
I1 = −
∫ T
0
∫
Ω
ψ′
ρδ
ρ∗
uδ · B (ρδ − ρδ) dx dt−
∫ T
0
∫
Ω
ψ
ρδ
ρ∗
uδ · ∂tB (ρδ − ρδ) dx dt.
Therefore, if only K > 3 and since ψ,ψ′ and (ρ∗)−1 are bounded in L∞((0, T )×
Ω) and thanks to the mass equation we get
|I1| ≤ C
∫ T
0
‖ρδ‖L3(Ω)‖uδ‖L6(Ω)‖B (ρδ − ρδ) ‖L6/5(Ω) dt
+ C
∫ T
0
‖ρδ‖L3(Ω)‖uδ‖L6(Ω)‖B (div(ρδuδ)) ‖L6/5(Ω) dt
≤ C
∫ T
0
‖ρδ‖2L3(Ω)‖uδ‖L6(Ω) dt
+ C
∫ T
0
‖ρδ‖2L3(Ω)‖uδ‖2L6(Ω) dt
≤ C.
Similarly, for the second term, we have
I2 =
∫ T
0
∫
Ω
ψ
ρδ
ρ∗
(uδ ⊗ uδ) : ∇B (ρδ − ρδ) dx dt
+
∫ T
0
∫
Ω
ψρδ(uδ ⊗ uδ)∇
(
1
ρ∗
)
· B(ρε − ρε) dx dt,
thus
|I2| ≤ C
∫ T
0
∫
Ω
ρδ|uδ|2
(|∇B(ρδ − ρδ)|+ |B(ρδ − ρδ)|) dx dt
≤ C
∫ T
0
‖ρδ‖2L3(Ω)‖uδ‖2L6(Ω) dt ≤ C.
For the stress tensor I3 we may write
|I3| ≤ C
∫ T
0
‖∇uδ‖L2(Ω)‖ρδ‖L2(Ω) dt ≤ C.
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The remaining pressure terms I4 and I5 can be easily controlled using the uni-
form L∞(0, T ;LK(Ω)) bound for ρδ obtained in (22), if only K is sufficiently
large
|I4| ≤ C
∫ T
0
‖ρδ‖L1(Ω)‖ρδ‖γLγ(Ω) dt ≤ C
for K > γ and
|I5| ≤ C
∫ T
0
‖ρδ‖γ
L
2γK
K−1 (Ω)
‖ρδuδ‖
L
2K
K+1 (Ω)
dt ≤ C
for K > 2γ+ 1. Note that in above estimate we essentially use the L∞((0, T )×
Ω) bound on ∇
(
1
ρ∗
)
, which follows from assumptions on ρ∗ in Theorem 1.
Collecting these estimates, we verify that the l.h.s. of (27) is bounded uniformly
with respect to δ. Now, let us split the first term into two parts as follows∫ T
0
∫
Ω
ψpiκ,δ
(
ρδ
ρ∗
)
(ρδ − ρδ) dx dt
=
∫ T
0
∫
Ω
ψpiκ,δ
(
ρδ
ρ∗
)
(ρδ − ρδ) 1{
ρδ <
inf ρ∗ +M0
2
} dx dt (28)
+
∫ T
0
∫
Ω
ψpiκ,δ
(
ρδ
ρ∗
)
(ρδ − ρδ) 1{
ρδ ≥ inf ρ
∗ +M0
2
} dx dt
In the first integral, the term piκ,δ
(
ρδ
ρ∗
)
is far from the singularity ρ∗, so the
integral is finite. For the second integral we may write∫ T
0
∫
Ω
ψpiκ,δ
(
ρδ
ρ∗
)
(ρδ − ρδ) 1{
ρδ ≥ inf ρ
∗ +M0
2
} dx dt
≥ inf ρ
∗ −M0
2
∫ T
0
∫
Ω
ψpiκ,δ
(
ρδ
ρ∗
)
1{
ρδ ≥ inf ρ
∗ +M0
2
} dx dt.
Thanks to (13), we deduce from the second integral of (28) that∫ T
0
∫
Ω
piκ,δ
(
ρδ
ρ∗
)
dx dt ≤ C
and then the control of the first integral of (28) yields∫ T
0
∫
Ω
ρδpiκ,δ
(
ρδ
ρ∗
)
dx dt ≤ C.
In particular, as mentioned in (23), ρδ is bounded in L
K+1((0, T )×Ω) uniformly
with respect to δ, but not uniformly with respect to κ.
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Equi-integrability of the pressure. In order to perform the limit passage
δ → 0 and to recover system (15-16) with parameter κ, the weak limit of
piκ,δ
(
ρδ
ρ∗
)
has to be more regular than merely a positive measure. To show
that it converges weakly in L1((0, T ) × Ω) to piκ
(
ρκ
ρ∗
)
we want to apply the
De La Valle´e-Poussin criterion and we test the momentum equation by
ϕ(t, x) =
ψ(t)
ρ∗
B
(
ηδ
(
ρδ
ρ∗
)
− ηδ
(
ρδ
ρ∗
))
, ψ(t) ∈ C∞0 ((0, T )), ψ ≥ 0,
where
ηδ(s) =
{
log(1− s) if s ≤ 1− δ,
log(δ) if s > 1− δ. (29)
This testing results in∫ T
0
∫
Ω
ψ
(
piδ
(
ρδ
ρ∗
)
+
p(ρδ)
ρ∗
)(
ηδ
(
ρδ
ρ∗
)
− ηδ
(
ρδ
ρ∗
))
dx dt
=
∫ T
0
∫
Ω
∂t(ρδuδ) · ϕ dx dt−
∫ T
0
∫
Ω
ρε(uε ⊗ uε) : ∇ϕ dx dt
+
∫ T
0
∫
Ω
S : ∇ϕ dx dt−
∫ T
0
∫
Ω
ψp(ρδ)∇
(
1
ρ∗
)
· B
(
ηδ
(
ρδ
ρ∗
)
− ηδ
(
ρδ
ρ∗
))
dx dt
=
4∑
i=1
Ji. (30)
Similarly as in the previous paragraph, the most demanding term J1 equals to
J1 =−
∫ T
0
∫
Ω
ψ′
ρδ
ρ∗
uδ · B
(
ηδ
(
ρδ
ρ∗
)
− ηδ
(
ρδ
ρ∗
))
dx dt
−
∫ T
0
∫
Ω
ψ
ρδ
ρ∗
uδ · ∂tB
(
ηδ
(
ρδ
ρ∗
)
− ηδ
(
ρδ
ρ∗
))
dx dt
We can generalize the notion of renormalized solutions of the continuity equation
(see the Appendix and [25] section 6.2) to functions
bk(s) =
{
b(s) if s ∈ [0, k)
b(k) if s ∈ [k,∞) with b ∈ C
1[0,∞)
to deduce that ηδ satisfies the equation
∂tηδ
(
ρδ
ρ∗
)
+ div
(
ηδ
(
ρδ
ρ∗
)
uδ
)
+
(
(ηδ)
′
+
(
ρδ
ρ∗
)
ρδ
ρ∗
− ηδ
(
ρδ
ρ∗
))
divuδ
+ (ηδ)
′
+
(
ρδ
ρ∗
)
ρδ
ρ∗
uδ · ∇ log ρ∗ = 0. (31)
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In the above formula (ηδ)
′
+ denotes the right derivative of ηδ
(ηδ)
′
+(s) =

1
1− s if (x, t) ∈ {s(x, t) < 1− δ}
0 if (x, t) ∈ {s(x, t) ≥ 1− δ}
.
We thus obtain
J1 =−
∫ T
0
∫
Ω
ψ′
ρδ
ρ∗
uδ · B
(
ηδ
(
ρδ
ρ∗
)
− ηδ
(
ρδ
ρ∗
))
dx dt
−
∫ T
0
∫
Ω
ψ
ρδ
ρ∗
uδ · B
(
div
(
ηδ
(
ρδ
ρ∗
)
uδ
))
dx dt
−
∫ T
0
∫
Ω
ψ
ρδ
ρ∗
uδ · B [Fδ] dx dt
(32)
where we denoted
Fδ =
(
η′δ
(
ρδ
ρ∗
)
ρδ
ρ∗
− ρδ
ρ∗
)
divuδ + η
′
δ
(
ρδ
ρ∗
)
ρδ
ρ∗
uδ · ∇ log ρ∗
− 1|Ω|
∫
Ω
[(
η′δ
(
ρδ
ρ∗
)
ρδ
ρ∗
− ηδ
(
ρδ
ρ∗
))
divuδ + η
′
δ
(
ρδ
ρ∗
)
ρδ
ρ∗
uδ · ∇ log ρ∗
]
dy.
Therefore, to control the last integral of J1 we need bounds on ηδ
(
ρδ
ρ∗
)
and
η′δ
(
ρδ
ρ∗
)
ρδ
ρ∗
. To simplify, we assume that α, β are integers. For
ρδ
ρ∗
< 1− δ we
have
ρδΓκ,δ
(
ρδ
ρ∗
)
≥ ρδ
∫ ρδ
ρ∗
0
ε
sα−2
(1− s)β ds
= ερδ
∫ 1
1− ρδ
ρ∗
(1− s)α−2
sβ
ds
= ερδ
α−2∑
k=0
(
α− 2
k
)
(−1)k
∫ 1
1− ρδ
ρ∗
sk−βds
=
ερδ
β − 1
1(
1− ρδ
ρ∗
)β−1 − ερδβ − 1
+ ερδ
α−2∑
k=1
(
α− 2
k
)
(−1)k
∫ 1
1− ρδ
ρ∗
sk−βds
≥ ερδ(
1− ρδ
ρ∗
)β−1 ( 1β − 1 − δC(α, β, δ)
)
− C2
where, in the last inequality, C2 controls all the non-degenerate terms. The con-
stant C(α, β, δ) is such that limδ→0 |C| < +∞ and it controls all the degenerate
terms of lower order. Taking δ sufficiently small, we ensure that
δ|C(α, β, δ)| < 1
2(β − 1) .
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Thus it follows that
ρδΓκ,δ
(
ρδ
ρ∗
)
≥ C1 ερδ(
1− ρδρ∗
)β−1 − C2, C1 > 0. (33)
Now, since for
ρδ
ρ∗
< 1− δ
η′δ
(
ρδ
ρ∗
)
=
1(
1− ρδ
ρ∗
)
we obtain using the Young inequality (β > 3)
C1|ρδη′δ(ρδ)|2 ≤ ρδΓκ,δ
(
ρδ
ρ∗
)
+ C2.
This inequality is still satisfied for
ρδ
ρ∗
≥ 1− δ because η′ ≡ 0 on this set.
Concerning the control of ηδ, if
ρδ
ρ∗
< 1− δ we observe that
(1−R)β−1| log(1−R)|q −→
R→1−
0 ∀1 ≤ q <∞
which proves that there exists C1 and C2 uniform with respect to δ such that
C1(q, ε, β)
∣∣∣∣ηδ (ρδρ∗
)∣∣∣∣q ≤ ρδΓκ,δ (ρδρ∗
)
+ C2(q, ε, β) ∀q ∈ [1,∞). (34)
Since ηδ
(
ρδ
ρ∗
)
is constant for
ρδ
ρ∗
≥ 1 − δ, we deduce that this inequality is
satisfied for all
ρδ
ρ∗
.
These estimates allow to control B [Fδ] from (32) uniformly in L2(0, T ;Lq(Ω))
with q < 3/2. So, the full integrant in the third term of J1 is controlled provided
ρδuδ ∈ L2(0, T ; (Lp(Ω))3) with p > 3, which due to (24) asks for K > 6.
The other Jk from (30) are bounded thanks to (34) similarly as in the case
of L1 bound on the pressure obtained in previous paragraph.
Finally, from (30) we deduce that∫ T
0
∫
Ω
piδ
(
ρδ
ρ∗
)
ηδ
(
ρδ
ρ∗
)
dx dt ≤ C, (35)
which implies, thanks to the De La Valle´e-Poussin criterion, the equi-
integrability of the pressure piδ.
3.3 Passage to the limit δ → 0, κ→ 0
First, let us perform the limit passage δ → 0. In fact the second limit passage
κ→ 0 is an immediate consequence of the first one and of new uniform estimates.
Indeed, as it will turn out at the end of this subsection, after letting δ to 0 one
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recovers estimate (17). This estimate can be used to substitute all κ-dependent
estimates used to pass to the limit with δ.
We start with an observation that according to (22), there exist subsequences
ρδ,uδ such that
ρδ −→ ρ weakly-* in L∞(0, T ;LK(Ω)),
uδ −→ u weakly in L2(0, T ; (W 1,2(Ω))3).
(36)
Next, directly from the continuity equation it follows that ρδ is equi-continuous
with values in W−1,
2K
K+1 (Ω). Moreover ρδ belongs to C([0, T ];LKweak(Ω)) and is
uniformly bounded in L∞(0, T ;LK(Ω)), thus by the Arzela`-Ascoli theorem we
verify that
ρδ −→ ρ in C([0, T ];LKweak(Ω)). (37)
Similarly, we prove that
ρδuδ −→ ρu in C([0, T ]; (L
2K
K+1
weak(Ω))
3). (38)
Indeed, from the momentum equation we conclude that ρδuδ is equi-continuous
with values in W−1,s(Ω) with s = K+1K . Moreover, on account of (24) it is uni-
formly bounded in L∞(0, T ; (L
2K
K+1 (Ω))3) and belongs to C([0, T ]; (L
2K
K+1
weak(Ω))
3),
thus the Arzela`-Ascoli theorem yields (38).
Passage to the limit in the continuity and the momentum equations.
Convergences (37) and (38) allow us to pass to the limit in the approximate con-
tinuity equation, which is now satisfied in the sense of distributions on (0, T )×Ω.
To pass to the limit in the momentum equation we need to justify the con-
vergence in the nonlinear terms. For the convective term we have
ρδuδ ⊗ uδ −→ ρu⊗ u weakly in Lq((0, T )× Ω) (39)
for some q > 1. It follows from (24) which gave us uniform bound on ρδ|uδ|2 in
L2(0, T ;Lp(Ω)) with p =
6K
4K + 3
> 1, the convergence established in (38) and
in (36) together with compact imbeddings.
Finally, thanks to (35) we deduce existence of a subsequence such that
piκ,δ
(
ρδ
ρ∗
)
→ piε
(
ρ
ρ∗
)
weakly in L1((0, T )× Ω), (40)
however, identification of the limit term cannot be done yet, since ρδ is only
known to converge weakly to ρ. Nevertheless, with these convergences at hand,
the passage to the limit in the continuity equation is automatic. Letting δ → 0
in the weak formulation of the momentum equation, we get∫ T
0
∫
Ω
ρu · ∂tϕ dx dt+
∫
Ω
m0 · ϕ(0) dx
+
∫ T
0
∫
Ω
ρ(u⊗ u) : ∇ϕ dx dt−
∫ T
0
∫
Ω
S : ∇ϕ dx dt
+
∫ T
0
∫
Ω
p(ρ)divϕ dx dt+
∫ T
0
∫
Ω
piε
(
ρ
ρ∗
)
div(ρ∗ϕ) dx dt = 0
(41)
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satisfied for any ϕ ∈ C∞c
(
[0, T )× Ω)3 such that ϕ∣∣
∂Ω
= 0.
The final step is to identify
p(ρ) = p(ρ), and piκ
(
ρ
ρ∗
)
= piκ
(
ρ
ρ∗
)
. (42)
To do that we need to show the strong convergence of the density.
Strong convergence of the density. Proving the strong convergence of
the density is a standard difficulty in the study of compressible Navier-Stokes
equations (see [22], [25]). The main ingredients are the theory of renormalized
solutions to the continuity equation (whose definition is recalled in Appendix
with the main existence result) and the compactness of a quantity called the
effective flux. We follow in this part the standard theory of compressible Navier-
Stokes equations.
The renormalized version of the continuity equation (74) with b(ρδ) = ρδ log ρδ
(we extend ρδ and uδ by 0 outside Ω) reads
∂t(ρδ log ρδ) + div(ρδ log ρδuδ) = −ρδdivuδ in D′((0, T )× R3). (43)
We now want to pass to the limit δ → 0 in the above equality. Due to (76)
with λ1 = 1 and the weak-* convergence of ρδ in L
∞(0, T ;LK(Ω)) established
in previous paragraph, we have
b(ρδ) −→ b(ρ) weakly-* in L∞(0, T ;LK2 (Ω))
(ρδb
′(ρδ)− b(ρδ))divuδ → (ρb′(ρ)− b(ρ))divu weakly in L2(0, T ;L 2KK+4 (Ω))
To prove the convergence in the term ρδ log ρδ uδ we need the following com-
pensated compactness lemma (see for instance [22] Lemma 5.1).
Lemma 3 Let gn, hn converge weakly to g, h respectively in L
p1(0, T ;Lp2(Ω)),
Lq1(0, T ;Lq2(Ω)) where 1 ≤ p1, p2 ≤ ∞, 1p1 + 1q1 = 1p2 + 1q2 = 1. We assume in
addition that
• ∂tgn is bounded in L1(0, T ;W−m,1(Ω)) for some m ≥ 0 independent of n.
• ‖hn − hn(t, ·+ ξ)‖Lq1 (Lq2 ) → 0 as |ξ| → 0, uniformly in n.
Then gnhn converges to gh in D′.
This result applied to gδ = ρδ log ρδ and hδ = uδ gives the convergence of
ρδ log ρδuδ to ρ log ρu, and, passing to the limit δ → 0 in (43), we check that
∂t(ρ log ρ) + div(ρ log ρu) = −ρdivu (44)
in the sense of distributions.
Comparing (44) and the renormalized continuity equation satisfied by the
limit functions ρ, u with b(ρ) = ρ log ρ we obtain
∂t(ρ log ρ− ρ log ρ) + div[(ρ log ρ− ρ log ρ)u] = −ρdivu + ρdivu. (45)
We will exploit this equality to show compactness of the, so called, effective
viscous flux. To derive a key equality for this reasoning, we introduce the
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the inverse divergence operator A = ∇∆−1 and the double Riesz transform
R = ∇ ⊗ ∇∆−1 specified by (72) and (73) in Appendix, where we also recall
some of their basic properties.
Applying the operator ∇∆−1 to the approximate continuity equation, we
get
∂t∇∆−1(ρδ1Ω) +∇∆−1div(ρδuδ) = 0.
Due to Lemma 7, it follows that ∇∆−1(ρδ1Ω) ∈ Lα+1(0, T ;W 1,α+1(Ω)) ∩
L∞(0, T ;W 1,α(Ω)) and ∂t∇∆−1(ρδ1Ω) ∈ L2((0, T )× Ω). Thus
ϕδ = ψφ∇∆−1[1Ωρδ]
with φ ∈ D(Ω) and ψ ∈ D((0, T )) is an admissible test function for the momen-
tum equation. After straightforward calculation we obtain∫ T
0
ψ
∫
Ω
φρδ
[
p(ρδ) + ρ
∗piκ,δ
(
ρδ
ρ∗
)
− (2µ+ λ)divuδ
]
dx dt
= −
∫ T
0
ψ
∫
Ω
[
p(ρδ) + ρ
∗piκ,δ
(
ρδ
ρ∗
)]
∂iφAi(ρδ1Ω) dx dt
−
∫ T
0
ψ
∫
Ω
φpiκ,δ
(
ρδ
ρ∗
)
∂iρ
∗Ai(ρδ1Ω) dx dt
+ (µ+ λ)
∫ T
0
ψ
∫
Ω
∂iφdivuδAi(ρδ1Ω) dx dt
+ µ
∫ T
0
ψ
∫
Ω
∂jφ∂ju
i
δAi(ρδ1Ω) dx dt
−
∫ T
0
ψ
∫
Ω
∂jφρδu
i
δu
j
δAi(ρδ1Ω) dx dt
−
∫ T
0
∂tψ
∫
Ω
φρδu
i
δAi(ρδ1Ω) dx dt
+
∫ T
0
ψ
∫
Ω
ujδ
[
ρδ1ΩRij
(
ρδu
i
δφ
)− ρδuiδφRij(ρδ1Ω)] dx dt
(46)
Using the convergences established above and the properties of operator Ai
(Lemma 7), we may pass to the limit δ → 0 in all the terms of the above formula
except the last one. Since
∫
R3 Rij(f)g =
∫
R3 Rij(g)f , for all f ∈ Lr(R3), g ∈
Lr
′
(R3) we deduce that the last term can be rewritten as∫ T
0
ψ
∫
Ω
ρδ
[
ujδRij
(
ρδu
i
δφ
)−Rij(ρδuiδφujδ)] dx dt
=
∫ T
0
ψ
∫
Ω
ρδ[u
j
δ,Rij ](φρδuiδ) dx dt.
(47)
Due to (22) and (24), Lemma 9 may be applied to control
[uδ,R](φρδuδ) in L1(0, T ;W 1,q(Ω)) with 1
q
=
1
2
+
α+ 6
6α
=
2α+ 3
3α
,
so, since α > 3, q ∈ (1, 32 ).
Next, we identify the limit of [uδ,R](φρδuδ). Due to (39) we already know that
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Rij(ρδuiδujδ) converges weakly to Rij(ρuiuj) thus we only have to justify the
weak convergence of ujδRij(ρδuiδ). This easily follows by application of Lemma
3 to gδ = Rij(φρδuiδ) and hδ = ujδ. Thus, Lemma 8 yields
[ujδ,Rij ](φρδuiδ) converges weakly to [uj ,Rij ](φρui) in L1(0, T, Lp(Ω)),
(48)
for p such that W 1,q(Ω) ↪→ Lp(Ω), namely
p <
3q
3− q =
3α
α+3
.
Observe that since α > 3 thus p ≤ 3/2 and therefore the integral on the r.h.s. of
(47) is bounded provided ρδ ∈ L∞(0, T ;Lp′(Ω)) with p′ ≥ 3, which is satisfied
for K ≥ 3. Finally, applying once more Lemma 3 this time with gδ = ρδ and
hδ = [u
j
δ,Rij ](φρδuiδ) we identify the limit of (47). Therefore, passing to the
limit δ → 0 in (46), we obtain
lim
δ→0
∫ T
0
ψ
∫
Ω
φρδ
[
p(ρδ) + ρ
∗piκ,δ
(
ρδ
ρ∗
)
− (2µ+ λ)divuδ
]
dx dt
= −
∫ T
0
ψ
∫
Ω
[
p(ρ) + ρ∗piε
(
ρ
ρ∗
)]
∂iφAi(ρδ1Ω) dx dt
−
∫ T
0
ψφ
∫
Ω
piε
(
ρ
ρ∗
)
∂iρ
∗Ai(ρ1Ω) dx dt
+ (µ+ λ)
∫ T
0
ψ
∫
Ω
∂iφdivuAi(ρ1Ω) dx dt
+ µ
∫ T
0
ψ
∫
Ω
∂jφ∂ju
iAi(ρ1Ω) dx dt
−
∫ T
0
ψ
∫
Ω
∂jφρu
iujAi(ρ1Ω) dx dt−
∫ T
0
∂tψ
∫
Ω
φρuiAi(ρ1Ω) dx dt
+
∫ T
0
ψ
∫
Ω
ρ
[
uj ,Rij
]
(φρui) dx dt.
(49)
This is to be compared with analogous expression obtained for a limit momen-
tum equation (41) with ϕ = ψφ∇∆−1[1Ωρ], where φ ∈ D(Ω) and ψ ∈ D((0, T )),
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we have∫ T
0
ψ
∫
Ω
φρ
[
p(ρ) + ρ∗piε
(
ρ
ρ∗
)
− (2µ+ λ)divu
]
dx dt
= −
∫ T
0
ψ
∫
Ω
[
p(ρ) + ρ∗piε
(
ρ
ρ∗
)]
∂iφAi(ρ1Ω) dx dt
−
∫ T
0
ψφ
∫
Ω
piε
(
ρ
ρ∗
)
∂iρ
∗Ai(ρ1Ω) dx dt
+ (µ+ λ)
∫ T
0
ψ
∫
Ω
∂iφdivuAi(ρ1Ω) dx dt
+ µ
∫ T
0
ψ
∫
Ω
∂jφ∂ju
iAi(ρ1Ω) dx dt
−
∫ T
0
ψ
∫
Ω
∂jφρu
iujAi(ρ1Ω) dx dt−
∫ T
0
∂tψ
∫
Ω
φρuiAi(ρ1Ω) dx dt
+
∫ T
0
ψ
∫
Ω
ρ
[
uj ,Rij
]
(φρui) dx dt.
(50)
Comparing (49) with (50) we get
lim
δ→0
∫ T
0
ψ
∫
Ω
φρδ
[
p(ρδ) + ρ
∗piκ,δ
(
ρδ
ρ∗
)
− (2µ+ λ)divuδ
]
dx dt
=
∫ T
0
ψ
∫
Ω
φρ
[
p(ρ) + ρ∗piκ
(
ρ
ρ∗
)
− (2µ+ λ)divu
]
dx dt.
(51)
On one hand, due to monotonicity of p(ρ) we have∫ T
0
∫
Ω
φ
(
p(ρδ)ρδ − p(ρ)ρ
)
dx dt ≥ 0.
On the other hand, since · 7→ piκ,δ(·) is non-decreasing for fixed δ and piκ,δ1(·) ≥
piκ,δ2(·) provided δ1 ≤ δ2, therefore
lim inf
δ→0
∫ T
0
∫
Ω
φρ∗
(
piκ,δ
(
ρδ
ρ∗
)
ρδ − piκ
(
ρ
ρ∗
)
ρ
)
dx dt
≥ lim inf
δ→0
∫ T
0
∫
Ω
φρ∗
(
piκ,δ0
(
ρδ
ρ∗
)
ρδ − piκ
(
ρ
ρ∗
)
ρ
)
dx dt
≥ lim inf
δ→0
∫ T
0
∫
Ω
φρ∗
(
piκ,δ0
(
ρ
ρ∗
)
− piκ
(
ρ
ρ∗
))
ρ dx dt,
(52)
where the last inequality is again a consequence of the monotonicity of piδ0
for any fixed δ0. Now, one can see that the r.h.s. vanishes due to the strong
convergence of piδ0
(
ρ
ρ∗
)
to piε
(
ρ
ρ∗
)
for δ0 → 0. This follows from the equi-
integrability of the singular pressure (35).
These inequalities imply that (51) can be reduced to∫ T
0
∫
Ω
ρdivu dx dt ≥
∫ T
0
∫
Ω
ρdivu dx dt.
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Coming back to (45) and using the convexity of the function s 7→ s log s we get
ρ log ρ = ρ log ρ
which yields the strong convergence of ρδ in L
p((0, T )× Ω), p < α+ 1.
Having disposed of the problem of strong convergence of the density, we can
identify the limits (42) in the momentum equation (41).
In addition, using Mosco convergence, one can let δ → 0 also in the energy
inequality (26), we have
d
dt
∫
Ω
(
1
2
ρ|u|2 + 1
γ − 1ρ
γ + ρΓκ
(
ρ
ρ∗
))
dx+
∫
Ω
(S : ∇u) dx ≤ 0 (53)
satisfied in the sense of distributions on (0, T ).
Upper bound on the limit density. To conclude this section, let us prove
the uniform bound for limit density ρε, which is the main advantage of our
approximation scheme in comparison with [23]. Recall that the basic energy
estimate (22) implies in particular that
sup
t∈[0,T ]
∫
Ω
ρδΓκ,δ
(
ρδ
ρ∗
)
dx ≤ C.
Thus, the upper bound for ρκ follows from∫
Ω
ρδΓκ,δ
(
ρδ
ρ∗
)
dx ≥
∫
Ω
ρδΓκ,δ
(
ρδ
ρ∗
)
1{ρδ/ρ∗≥1−δ}dx
≥
∫
Ω
ρδ
(∫ 1−δ
0
sα−2
(1− s)β ds
)
1{ρδ/ρ∗≥1−δ}dx
= ε
∫
Ω
ρδ
(∫ 1
δ
(1− s)α−2
sβ
ds
)
1{ρδ/ρ∗≥1−δ}dx
= ε
∫
Ω
ρδ
(
α−2∑
k=0
(
α− 2
k
)
(−1)k
∫ 1
δ
sk−βds
)
1{ρδ/ρ∗≥1−δ}dx
=
ε
β − 1
∫
Ω
ρδ
(
1
δβ−1
− 1
)
1{ρδ/ρ∗≥1−δ} dx
+ ε
∫
Ω
ρδ
(
α−2∑
k=1
(
α− 2
k
)
(−1)k
∫ 1
δ
sk−βds
)
1{ρδ/ρ∗≥1−δ}dx
Similarly to (33) we get
≥ εC1(ε, α, β)
δβ−1
∣∣∣∣{ρδρ∗ ≥ 1− δ
}∣∣∣∣− C2(ε, α, β)
which implies that
∣∣∣∣{ρδρ∗ ≥ 1− δ
}∣∣∣∣ ≤ C(ε)δβ−1. Recall that β > 3, thus finally,
after letting δ → 0 we obtain
∣∣∣∣{ρκρ∗ ≥ 1
}∣∣∣∣ = 0, which implies (17).
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Having obtained this uniform bound, passage to the limit κ → 0 is just a
repetition of the steps from above and thus,
0 ≤ ρε ≤ 1, (54)
and the first part of Theorem 1 is proved .2
4 Recovering of the two-phase system
The purpose of this section is to perform the last limit passage, i.e. ε→ 0 and
so to prove the second part of Theorem 1.
Uniform bounds. We first summarize what kind of uniform estimates are
available at this level of approximation. Directly from (53) it follows that
(ρε|uε|2){ε>0} is bounded in L∞(0, T ;L1(Ω))
(ρε){ε>0} is bounded in L∞((0, T )× Ω)(
ρεΓε
(
ρε
ρ∗
))
{ε>0}
is bounded in L∞(0, T ;L1(Ω))
(uε){ε>0} is bounded in L2(0, T ; (W 1,2(Ω))3).
(55)
Next, since the density sequence is uniformly bounded in L∞((0, T ) × Ω), we
can test the momentum equation by
φ(t, x) =
ψ(t)
ρ∗
B (ρε − ρε) , ψ(t) ∈ C∞0 ((0, T )), ψ ≥ 0,
to get the uniform bound for the pressure∫ T
0
∫
Ω
piε
(
ρε
ρ∗
)
dx dt ≤ C, and
∫ T
0
∫
Ω
ρεpiε
(
ρε
ρ∗
)
dx dt ≤ C. (56)
Passage to the limit in the continuity and the momentum equations.
Using the approximate continuity and momentum equations we may repeat the
steps leading to (37) to get
ρε −→ ρ in C([0, T ];Lpweak(Ω)) ∀1 ≤ p < +∞. (57)
Moreover, the compensated compactness lemma 3 allows to justify the con-
vergence of ρεuε and ρεuε ⊗ uε in the sense of distributions to ρu and ρu ⊗ u
respectively, as it was done in (38) and (39). These observations are sufficient
in order to pass to the limit in the approximate continuity equation in order to
obtain (15).
Further, thanks to (56) we can extract the subsequences such that
piε
(
ρε
ρ∗
)
−→ pi weakly in M+((0, T )× Ω),
ρεpiε
(
ρε
ρ∗
)
−→ pi1 weakly in M+((0, T )× Ω).
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This allows us to pass to the limit in the momentum equation (41), we obtain∫ T
0
∫
Ω
ρu · ∂tϕ dx dt+
∫
Ω
m0 · ϕ(0) dx
+
∫ T
0
∫
Ω
ρ(u⊗ u) : ∇ϕ dx dt−
∫ T
0
∫
Ω
S : ∇ϕ dx dt
+
∫ T
0
∫
Ω
p(ρ)divϕ dx dt+
∫ T
0
∫
Ω
pidiv(ρ∗ϕ) dx dt = 0,
(58)
where the last product of the l.h.s. has to be understood in the sense of dis-
tribution since pi is merely a measure. In particular, this justify the regularity
imposed on ρ∗ (that it belongs too C1).
As in the previous section, we still need to identify the limit p(ρ) but also to
prove that the limit measure pi satisfies the constraint from (14).
Strong convergence of the density. The strong convergence of the sequence
approximating the density will allow us to identify
p(ρ) = p(ρ). (59)
In order to prove that, we need to derive a variant of effective viscous flux
equality (51). The basic idea is the same as previously, we want to test the
approximate momentum equation (56) by∇∆−1[1Ωρε], which is now bounded in
L∞(0, T ;W 1,∞(Ω)), pass to the limit and compare it with analogous expression
obtained for the limit equation (58). Note, however, that we do not have enough
regularity on the limit pressure pi to test the limit momentum equation by
∇∆−1[1Ωρ].
To justify this step we regularize in time and space the weak limits ρ and
pi by means of standard multipliers. Indeed, taking in (58) the supremum over
ϕ = φρ∗ for all φ ∈ D((0, T ) × Ω) and using the uniform estimates, we can
verify that the limit pressure pi is more regular. Indeed, considering the limit
momentum equation
∂t(ρu) + div (ρu⊗ u)− div (S) +∇p+ ρ∗∇pi = 0
satisfied in the sense of distributions, we can divide this equation by ρ∗ and
apply the operator ∇∆−1 to obtain
pi ∈W−1,∞(0, T ;W 1,2(Ω)) + Lp(0, T ;Lq(Ω)) p, q > 1. (60)
On the other hand, from the continuity equation, we easily get
ρ ∈ C([0, T ];Lp) ∩ C1([0, T ];W−1,2(Ω)) 1 ≤ p < +∞.
Therefore for ρn = ρ ∗ ωn, pin = pi ∗ ωn, where ωn is a mollifying sequence, we
have the following convergences
ρn −→ ρ in C([0, T ];Lpweak(Ω)) ∩ C1([0, T ],W−1,2(Ω))
pin −→ pi in W−1,∞(0, T ;W 1,2(Ω)) + Lp(0, T ;Lq(Ω)).
(61)
Then the product ρpi can be expressed as
ρpi = ρnpin + (ρ− ρn)pin + ρ(pi − pin) (62)
24
and we can apply Lemma 3 to pass to the limit in the r.h.s. With this justifica-
tion, the same computations as in the previous section, give rise to the effective
flux equality ∫ T
0
∫
Ω
ψφ
(
ρ∗pi1 + ρp(ρ)− (λ+ 2µ)ρdivu
)
dx dt
−
∫ T
0
∫
Ω
φ
(
ρ∗ρpi + ρp(ρ)− (λ+ 2µ)ρdivu) dx dt = 0,
where φ ∈ D(Ω), ψ ∈ D((0,T)). Therefore
(2µ+ λ)
∫ T
0
∫
Ω
ψφ(ρdivu− ρdivu) dx dt
=
∫ T
0
∫
Ω
ψφ
(
p(ρ)ρ− p(ρ)ρ+ ρ∗pi1 − ρ∗ρpi
)
dx dt
≥
∫ T
0
∫
Ω
ψφρ∗
(
pi1 − ρpi
)
dx dt,
(63)
where the last inequality is a consequence of monotonicity of p(ρ).
In order to treat the r.h.s. of (63) we show that
pi1 = ρ
∗pi (64)
a.e. in (0, T )× Ω. To prove this fact we first observe that
ρεpiε
(
ρε
ρ∗
)
=ερε
(
ρε
ρ∗
)α
(
1− ρε
ρ∗
)β
=ερ∗
(
ρε
ρ∗
)α
(
1− ρε
ρ∗
)β + ε(ρε − ρ∗)
(
ρε
ρ∗
)α
(
1− ρε
ρ∗
)β
=ρ∗piε
(
ρε
ρ∗
)
− ε
ρ∗
(
ρε
ρ∗
)α
(
1− ρε
ρ∗
)β−1 .
(65)
Then, letting ε→ 0 and using the L1((0, T )× Ω) bound on piε, we show that
ε
ρ∗
(
ρε
ρ∗
)α
(
1− ρε
ρ∗
)β−1 −→ 0 strongly in Lβ/(β−1)((0, T )× Ω).
Therefore, passing to the limit ε → 0 in (65), we arrive at (64). Inserting this
to (63) we may deduce that
(2µ+ λ)
∫ T
0
∫
Ω
ψφ(ρdivu− ρdivu) dx dt ≥
∫ T
0
∫
Ω
ψφρ∗
(
ρ∗ − ρ)pi dx dt ≥ 0,
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where the last inequality follows from the fact that ρ ≤ ρ∗ a.e. in (0, T )× Ω.
Note that both pairs (ρ,u) and (ρε,uε) satisfy the renormalized continuity
equation (74), thus the above equality implies that taking b(ρε) = ρε log ρε we
pass to the weak limit and compare with the equation on ρ log ρ. The same
arguments as in the previous section show that ρε converges to ρ strongly in
Lp((0, T )× Ω), 1 ≤ p < +∞.
Recovery of the congestion constraint. The strong convergence of the
density enables also to identify the limit in the singular pressure, we have
pi1 = ρpi, (66)
where the meaning to the product on the r.h.s. is given as in (62). Finally,
comparing (64) with (66) we get that
ρ∗pi = pi1 = ρpi,
which gives the congestion constraint (14).
The divergence free condition. To justify that the limit triple (ρ,u, pi) is a
solution to system (3) in the sense of Definition (1) one has to check that the
divergence free condition div (ρ∗u) = 0 is satisfied a.e. in {ρ = ρ∗}. We will
show that it follows from a certain compatibility between (3)1 and conditions
(3)2,4 for the limit system. We have the following generalization of Lemma 2.1
from [23] to the heterogeneous case.
Lemma 4 Let u ∈ L2(0, T ; (W 1,20 (Ω))3) and ρ ∈ L2((0, T )× Ω) such that
∂tρ+ div(ρu) = 0 in (0, T )× Ω, ρ(0) = ρ0
then the following two assertions are equivalent
(i) div(ρ∗u) = 0 a.e on {ρ ≥ ρ∗} and 0 ≤ ρ0 ≤ ρ∗,
(ii) 0 ≤ ρ(x, t) ≤ ρ∗(x).
Proof. We first prove implication (ii) → (i). Denote R = ρ
ρ∗
, then R satisfies
the equation
∂tR+ div(Ru) +Ru · ∇ log ρ∗ = 0. (67)
Let β ∈ C1([0,∞)), multiplying the previous equation by β′ we get
∂tβ(R) + div(β(R)u) + (β
′(R)R− β(R))divu + β′(R)Ru · ∇ log ρ∗ = 0. (68)
Due to assumptions 0 ≤ R ≤ 1, using in (68) β(R) = Rk for any integer k, we
obtain
∂tR
k + div(Rku) + (k − 1)Rkdivu + kRku · ∇ log ρ∗ = 0.
Since Rk ∈ L∞((0, T )×Ω), thus ∂tRk ∈W−1,∞((0, T )×Ω). On the other hand,
|Rku| ≤ |Ru| ∈ L∞(0, T ;L2(Ω)), so div(Rku) is bounded in L∞(0, T ;W−1,2(Ω))
and Rkdivu is bounded in L2((0, T )× Ω). As a conclusion, we see that
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kRk(divu+u ·∇ log ρ∗) is a bounded distribution. Hence, letting k go to infinity
we justify that
Rk(divu + u · ∇ log ρ∗) ⇀ 0 in D′((0, T )× Ω).
However, we also know that
Rk(divu + u · ∇ log ρ∗)→ 1{R=1}(divu + u · ∇ log ρ∗) a.e. in (0, T )× Ω
and since |Rk(divu+u·∇ log ρ∗)| ≤ |divu+u·∇ log ρ∗|, where divu, u·∇ log ρ∗ ∈
L2((0, T )× Ω), we get
divu + u · ∇ log ρ∗ = 0 a.e. on {R = 1}.
To prove the implication (i) → (ii) we set d(ρ) = ρ− ρ∗ which satisfies the
equation
∂td+ div(du) + div(ρ
∗u) = 0. (69)
Let us next consider b(d) the positive part of d(ρ), regularized around 0 in the
following way
bη(s) =
{
b(s) if |s| ≥ η,
1
4η (s+ η)
2 if |s| < η.
Multiplying (69) by b′η(d), we obtain the equation
∂tbη(d) + div(bη(d)u) + (b
′
η(d)d− bη(d))divu + b′η(d)div(ρ∗u) = 0. (70)
Note that
bη(d)
′d− bη(d) =
{
0 if |ρ− ρ∗| ≥ η,
1
4η (d
2 − η2) if |ρ− ρ∗| < η,
and that for η → 0, b′η(d)d− bη(d), b′η(d) converge strongly in L2((0, T )×Ω) to
0 and b′+(d) respectively, where b
′
+ is defined by
b′+(d) =
{
0 if ρ < ρ∗
1 if ρ ≥ ρ∗ .
Thus letting η → 0 in (70) we get
∂tb(d) + div(b(d)u) + b
′
+(d)div(ρ
∗u) = 0. (71)
By assumption, div(ρ∗u) = 0 on {ρ ≥ ρ∗} and b(d)(t = 0) = 0. Therefore,
integrating (71) over (0, t) × Ω, we obtain ∫
Ω
b(d)(t) dx =
∫
Ω
b(d)(0) dx = 0
for t ≥ 0. Since b(d) is a nonnegative function, we conclude that d ≤ 0, which
means that ρ ≤ ρ∗. 2
The above result together with estimate (54) guarantee that the second part
of Theorem 1 is proven. 2
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5 Appendix
The Bogovskii operator. The Bogovskii operator is defined in the following
lemma.
Lemma 5 ([25], lemma 3.17) Let Ω be a bounded Lipschitz domain in R3.
Then there exits a linear operator BΩ =
(B1Ω,B2Ω,B3Ω) with the following proper-
ties :
BΩ : Lp(Ω)→ (W 1,p0 (Ω))3, 1 < p <∞;
div (BΩ(f)) = f a.e. in Ω, f ∈ Lp(Ω);
‖∇BΩ(f)‖Lp(Ω) ≤ c(p,Ω)‖f‖Lp(Ω), 1 < p <∞
If f = div (g), with g ∈ Lp(Ω), div (g) ∈ Lq(Ω), 1 < q <∞, then
‖BΩ(f)‖Lq(Ω) ≤ c(q,Ω)‖g‖Lq(Ω)
where Lp(Ω) = {f ∈ Lp(Ω) : ∫
Ω
f(y)dy = 0}.
Proposition 6 ([18], Theorem 10.11) Let Ω be a bounded Lipschitz domain
in R3, BΩ can be uniquely extended as a bounded linear operator
BΩ : [W 1,p′(Ω)]∗ = {f ∈ [W 1,p′(Ω)]∗; 〈f, 1〉 = 0} → (Lp(Ω))3
in such way that
−
∫
Ω
BΩ(f) · ∇v = 〈f, v〉{[W 1,p′ (Ω)]∗,W 1,p′}, ∀v ∈W 1,p
′
(Ω);
‖BΩ(f)‖Lp(Ω) ≤ c‖f‖[W 1,p′ (Ω)]∗ .
The Riesz transform. The inverse divergence operator A = ∇∆−1 and the
double Riesz transform R = ∇⊗∇∆−1 are defined as
Aj [v] =
(∇∆−1)
j
v = −F−1
(
iξj
|ξ|2F(v)
)
, (72)
Ri,j [v] = ∂iAj [v] =
(∇⊗∇∆−1)
i,j
v = F−1
(
ξiξj
|ξ|2 F(v)
)
. (73)
Here, the inverse Laplacian is identified through the Fourier transform F and
the inverse Fourier transform F−1 as
(−∆)−1(v) = F−1
(
1
|ξ|2F(v)
)
.
In what follows we recall some of basic properties of these operators.
Lemma 7 The operator R is a continuous linear operator from Lp(R3) into
Lp(R3) for any 1 < p <∞. In particular, the following estimate holds true:
‖R[v]‖Lp(R3) ≤ c(p)‖v‖Lp(R3) for all v ∈ Lp(R3).
The operator A is a continuous linear operator from L1(R3) ∩ L2(R3) into
L2(R3) + L∞(R3), and from Lp(R3) into L
3p
3−p (R3) for any 1 < p < 3.
Moreover,
‖∇A[v]‖Lp(R3) ≤ C(p)‖v‖Lp(R3), 1 < p <∞.
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The proof of this lemma can be found e.g. in [18], Section 10.16. In what
follows we present two important properties of commutators involving Riesz
operator. The first result is a straightforward consequence of the Div-Curl
lemma, its proof can be found in [17], Lemma 5.1.
Lemma 8 Let
Vε ⇀ V weakly in L
p(R3), rε ⇀ r weakly in Lq(R3),
where
1
p
+
1
q
=
1
s
< 1.
Then
VεR(rε)− rεR(Vε) ⇀ VR(r)− rR(V) weakly in Ls(R3).
The next lemma can be deduced from the general results of Bajˇsanski and
Coifman [3], and Coifman and Meyer [13].
Lemma 9 Let w ∈ W 1,r(R3) and V ∈ Lp(R3) be given, where 1 < r < 3,
1 < p <∞, 1r + 1p − 13 < 1s < 1. Then for all such s we have
‖R[wV]− wR[V]‖Wα,s(R3) ≤ c(s, p, r)‖w‖W 1,r(R3)‖V‖Lp(R3),
where α is given by α3 =
1
s +
1
3 − 1p − 1r .
Here, Wα,s(R3) for α ∈ (0,∞) \ N denotes the Sobolev-Slobodeckii space
(see e.g. [29]). The proof can be found in [18], Section 10.17.
The renormalized continuity equation. Below we recall the definition of
the renormalized solution to the continuity equation.
Definition 3 The pair (ρ,u) is called a renormalized solution to the continuity
equation, if equation (3)1 holds in D′((0, T )×R3) provided that ρ,u is prolonged
by 0 outside Ω and equation
∂tb(ρ) + div (b(ρ)u) + (ρb
′(ρ)− b(ρ)) divu = 0, (74)
holds in D′((0, T )× R3) provided that ρ,u is prolonged by 0 outside Ω, for any
function b ∈ C[0,∞) ∩ C1(0,∞), such that sb′(s) ∈ C[0,∞).
The following result is a consequence of technique introduced and developed
by DiPerna and Lions [16].
Lemma 10 Let ρ ∈ Lp((0, T ) × Ω), p ≥ 2, ρ ≥ 0, a.e. in Ω and u ∈
L2(0, T ;W 1,2(Ω)) satisfy continuity equation
∂tρ+ div(ρu) = 0
in D′((0, T )×R3) (prolonged by 0 outside Ω). Then the renormalized continuity
equation (74) holds in D′((0, T )× R3) for any function b satisfying
b ∈ C[0,+∞) ∩ C1(0,+∞), |b′(t)| ≤ ct−λ0 t ∈ (0,+∞), λ0 < 1 (75)
and growth conditions at infinity
|b′(t)| ≤ ctλ1 , t ≥ 1 where c > 0, −1 < λ1 ≤ p
2
− 1. (76)
A general reference here is [18], Section 10.18, see also [25].
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