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ABSTRACT 
In this thesis, we propose a novel algorithm for detecting needles and their corresponding 
implanted radioactive seed locations in the prostate. The seed localization process is 
carried out efficiently using separable Gaussian filters in a probabilistic Gibbs random 
field framework. An approximation of the needle path through the prostate volume is 
obtained using a polynomial fit. The seeds are then detected and assigned to their 
corresponding needles by calculating local maxima of the voronoi region around the 
needle position. In our experiments, we were able to successfully localize over 85% of 
the implanted seeds. 
       Furthermore, as a regular part of a brachytherapy cancer treatment, patient’s prostate 
is scanned using a trans-rectal ultrasound probe, its boundary is manually outlined, and 
its volume is estimated for dosimetry purposes. In this thesis, we also propose a novel 
semi-automatic segmentation algorithm for prostate boundary detection that requires a 
reduced amount of radiologist’s input, and thus speeds up the surgical procedure. Saved 
time can be used to re-scan the prostate during the operation and accordingly adjust the 
treatment plan. The proposed segmentation algorithm utilizes texture differences between 
ultrasound images of the prostate tissue and the surrounding tissues. It is carried out in 
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the polar coordinate system and it uses three-dimensional data correlation to improve the 
smoothness and reliability of the segmentation. Test results show that the boundary 
segmentation obtained from the algorithm can reduce manual input by the factor of 3, 
without significantly affecting the accuracy of the segmentation (i.e. semi-automatically 
estimated prostate volume is within 90% of the original estimate). 
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Chapter 1 INTRODUCTION 
 
1.1 Introduction  
 
Prostate cancer is one of the most commonly diagnosed non-skin cancers in men. Typical 
treatment procedures include radical prostectomy, external beam radiotherapy, and 
Brachytherapy, dependent on the stage of the detected cancer and the patient’s 
preference. Brachytherapy is an advanced cancer treatment and is a minimally invasive 
method. Radioactive seeds or sources are placed in or near the tumor itself, giving a high 
radiation dose to the tumor while reducing the radiation exposure in the surrounding 
healthy tissues. These seeds are of either Iodine-125 or Palladium-103 and are injected 
into the prostate with hollow needles. These seeds are tiny canisters of titanium (4.5mm 
long x 0.8mm diameter) that contain one of the above mentioned isotopes. The term 
"brachy" is Greek for short distance, and Brachytherapy is radiation therapy given at a 
short distance: localized, precise, and high-tech. This results in decreased toxicity and/or 
allows the escalation of radiation dose. Increased radiation dose has been shown in many 
situations to provide improved results by improving local tumor control. In this method, 
the radiation is emitted outwards, unlike external beam radiotherapy, where radiation 
traverses through the normal tissue in order to reach the tumor.  
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Brachytherapy can be used intraoperatively in situations where surgery is not possible 
or not optimal or in situations where prior dose-limiting external radiotherapy has already 
been given. Combined approaches of surgery and brachytherapy can often improve the 
results of surgery alone in a variety of malignancies. It relies on real-time visualization 
(often called image-guided procedure) and is most often guided by ultrasound [1]. 
Computed tomography (CT), magnetic resonance imaging (MRI), or trans-rectal 
ultrasound (TRUS) imaging can be used to guide the Brachytherapy procedure. However, 
they all have their corresponding limitations. CT cannot be used to effectively detect the 
prostate boundary, and is not readily available during the operation [2, 3] MRI is bulky, 
expensive and hard for surgeons to drive during the procedure. Ultrasound imaging 
possesses low signal to noise ratio resulting in “sub-optimal” image quality when 
compared with the former techniques. However, it is significantly less expensive, mobile 
and easy to operate during the surgery. A slice of the TRUS image captured during 
brachytherapy is shown in Figure 1.1. Furthermore, it helps the physician to plan the 
location of the seeds in real time [6] rendering it the preferred way of imaging in 
Brachytherapy treatments. The main challenges of TRUS guided procedure are prostate 
boundary detection in the pre-operative phase and seed detection after the procedure.    
Due to the changes in the shape and volume of the prostate during the procedure, 
needles do not ideally follow the pre-treatment plan [2, 12], nor do the seeds remain in 
the same position once placed. Hence, localization of seeds (Figure 1.1) is necessary to: i) 
guide the surgeon during the treatment, and ii) modify the pre-treatment dosimetry plan 
accordingly to avoid under- or over-radiation dosage of the prostate and surrounding 
tissue [3]. Current medical practice require radiologist to manually outline prostate 
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boundary prior to brachytherapy procedure. Correct prostate volume calculation is the 
most important factor in planning the radiation dose to be delivered to the prostate. One 
way to further improve the quality of the procedure would be to periodically re-scan the 
prostate and outline the current prostate. However, this is seldom done, as it requires 
halting the procedure, thus prolonging the overall operation (brachytherapy) time. One of 
the main challenges in TRUS guided brachytherapy is, thus, to determine the boundary of 
the prostate and its volume, automatically or semi-automatically, hence reducing 
radiologists’ intervention while the operation is in progress.  However the main obstacle 
to achieve this has been the extremely high noise in ultrasound images of the prostate, 




1.2 Organization of Thesis 
The rest of this work is organized as follows: Chapter 2 gives a brief description of the 
related work in this area and the Brachytherapy procedure. The proposed algorithm for 
seed localization is explained in detail in Chapter 3, which includes the flow chart for the 
proposed method, GRF and Gaussian Filters, Voronoi Regions and the localization 
procedure. Chapter 4 deals with the texture feature extraction procedure and the details of 
Figure 1.1 TRUS Image taken during the Brachytherapy procedure. 




boundary detection and volume estimation. Results are with their analysis is mentioned in 
chapter 5. Also in this section, we describe various experiments conducted and compare 
the results. Chapter 6 deals with some discussions related to the results. Finally 
conclusion is drawn in Chapter 7.  
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Chapter 2 BACKGROUND 
 
2.1 Literature Review– Seed Localization  
 
In order to reduce human error in detecting the seeds inserted during Brachytherapy a 
number of methods have been devised which can achieve this in real-time with better 
accuracy.  These methods deal with find the needle path through the prostate and hence 
find the location of seeds within the prostate thus optimizing the dosimetry.  
In [4] a new robust, accurate and automatic method for detection of the seeds 
implanted using Hough transforms was developed. This algorithm determined the seed 
centers and directions as observed on postoperative CT scans of the prostate. All the 
seeds and their positions were found successfully with a radial error of 0.9 to 3mm for the 
eight and nine seed phantoms considered. However, this is not the real-time procedure 
and cannot be used to locate seeds during the procedure (but only after it). 
There is an ongoing research that tries to use fluoroscopy to identify the seed 
placement in real time (during the operation) [5, 13]. In [5], an algorithm that is used as 
the pre-processing step for seed reconstruction is developed. This method avoids under or 
over dosage of radiation that can occur during Brachytherapy due to the patient 
movement, by detecting and correcting the patient movement between fluoroscopic 
image captures. The method developed in this paper, corrects the seed mismatches, thus 
optimizing the dose distribution and improving the clinical outcome. However, during the 
failure of seed reconstruction, the entire fluoroscopy imaging needs to be repeated which 
involves a lot of overhead. 
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 In [6], an algorithm to determine the 3D coordinates of the implanted seeds is 
determined in order to perform intraoperative dosimetry in prostate Brachytherapy. For 
simulations, about 125 seeds were generated in 5x5x5 cubic formation at 1 cm intervals 
on the first layer. The subsequent even layers were shifted by 0.5 cm in Y direction and 
the odd layers were shifted by the same amount in X direction. 3D seed localization was 
rendered by incorporating a Hough transform technique, which yields better results as 
compared to fluoroscopic based seed reconstruction [5] that uses Backprojection 
methods. The method has the ability to incorporate multiple views without incurring 
major computing cost and hence has the potential for clinical applications. But, the paper 
does not discuss about the performance of this technique on real patient data. 
2.2 Literature Review– Prostate Segmentation 
The common approach to (semi) automatic boundary detection is texture segmentation. A 
number of semi-automatic segmentation methods have been devised for real-time 
prostate boundary detection [15, 16], but none has been successful in completely 
removing the human intervention. The main obstacle has been the extremely high noise 
in ultrasound images of the prostate, especially in its anterior part (upper part of the 
image – far from the transducer). 
In [15], a 2D prostate shape modeling and segmentation algorithm was developed. 
The prostate shape was modeled using deformable superellipses. It was found that 
superellipses with parametric deformations could closely approximate the prostate shape.  
Based on this deformable superellipse model, an efficient and robust Bayesian 
segmentation algorithm was developed to segment the prostate. This semi-automatic 
algorithm produced better results as compared to the manual interobserver distances.  
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In [16], a segmentation procedure for prostate segmentation using TRUS images is 
described. The paper explains a multistage coarse-to-fine approach for boundary 
detection. The various stages involve preprocessing, coarse segmentation, selective 
enhancement and prostate segmentation. During preprocessing, the TRUS images are 
smoothed by applying a median filter and a primary version of the image is obtained 
using a locally adaptive contrast enhancement technique. The coarse segmentation stage 
involves the usage of the Kalman filter to obtain a coarse estimate of the prostate 
boundary. Fuzzy inference system based on established membership functions is defined 
and a selective contrast enhancement is obtained in the prostate region. Finally, the 
potential boundary pieces are detected and the prostate boundary is extracted in the last 
stage. 
S S Mohamed et al [17] proposed multi-feature analysis for prostate cancer using 
TRUS images to bring about effective segmentation and tissue characterization. Their 
work involved identifying high risk Region of Interest (ROIs) in the image. In the next 
stage of the algorithm, the statistical features of the ROIs like the Gray level difference 
vector (GLDV), Gray level difference matrix (GLDM) were estimated. The texture 
features are selected by finding the mutual information (MI) between the various features 
and selecting those features that maximize the MI. The entire process is achieved by the 
Mutual Information Feature Selection (MIFS) algorithm. Furthermore, three different 
classifiers like the Condensed k-nearest neighbor, Decision tree and Support Vector 
Machines (SVM) are used to classify the image. The performance of each of the 
classifiers is compared and the results show that a combination of SVM and decision tree 
classifier with MIFS gives a better accuracy. 
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D Clausi et al [18] discussed a design based fusion methodology using Gabor Filters 
and Gray Level Co-Occurrence Probabilities (GLCP) to obtain improved texture 
recognition.  The paper discusses the methodology to fuse features extracted from two 
different feature extraction methodologies: Gabor filters and GLCP. A total of 24 Gabor 
filters at four different frequencies and six different orientations is used. The GLCP 
parameters considered are entropy, correlation, and contrast calculated at four different 
orientations and distances of one and two respectively. Since the GLCP features are more 
consistent at higher frequencies than the Gabor filter features, the GLCP features are 
fused with the Gabor filter features at these frequencies to produce the fused feature set. 
The next stage involves discriminant analysis for feature reduction. The Fisher 
discriminant criteria are used to evaluate and compare the separability of the features 
obtained by Gabor filter and GLCP texture features, as well as the fused feature set and 
feature space reductions. Principal component analysis (PCA) and feature contrast (FC) 
are the two methods applied on fused feature set to reduce the features. Finally, the 
segmentation is achieved by K – means clustering method utilizing the normalized 
features. It was observed that, when a reduced feature space is used, the segmentation 
accuracy is maintained or reduced, but not improved. Hence the entire feature space is 
used for a better segmentation.  
In this thesis, we propose novel approaches for  
1) Seed Localization  
2) Prostate Segmentation and Volume estimation 
The algorithm for seed localization calculates the needle paths and localizes their 
corresponding seeds implanted using a set of transverse TRUS images. To this effect, a 
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Gibbs Random Fields (GRF) based approach is used to locate the needle positions and 
calculate the apriori probabilities of the seeds belonging to the needle according to the 
dosimetry plan [16]. This approach effectively suppresses the noise that affects the seed 
localization yielding a more accurate assignment of the seeds to their needle positions. 
Also, we consider Voronoi regions to search the location of the seeds along their 
respective needle path, to improvise the seed localization procedure proposed [16].  This 
approach produces better results as compared to the ones obtained in prior art [11]. 
Also, in this thesis, we propose a novel approach for prostate boundary detection. After 
images acquisition, a radiologist chooses points on certain slices to coarsely outline the 
prostate. Our algorithm utilizes those points to “learn” the difference between prostate 
and surrounding tissue. In this phase, algorithm trains its classifier to differentiate 
between tissues. Once trained, the classifier is used to perform prostate segmentation on 
those slices not marked by surgeon. The novelty of the proposed algorithm is three-
dimensional approach to boundary point extraction. First, a set of transverse TRUS 
images is smoothed using a 3D median filter to suppress noise and imaging artifacts. 
Smoothed images are then transformed from Cartesian to Polar coordinate system 
centered on the central axis of outlined prostate. Based on radiologist’s input, the Nearest 
Neighbor Classifier (NNC) [19] is trained to delineate the inside the prostate (IPR) 
region from the outside of the prostate (OPR) region. Texture features used in this 
classifier are extracted from the Gray Level Co-occurrence Matrix (GLCM) [18, 23]: 
Angular Second Moment -ASM, Entropy, Inverse Difference Moment -IDF, Contrast 
[20]. Once trained, classifier is utilized to effectively segment the prostate at the slices 
not marked by radiologist.  
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We performed the proposed semi-automatic segmentation algorithm on six patients, 
using the radiologist original delineation as “ground truth”. The results suggested that it 
was possible to reduce the human input by factor of three without significantly affecting 
the estimated volume and boundaries.  
2.3 Brachytherapy Procedure 
 
First, Transrectal Ultrasound (TRUS) images of the prostate gland are captured at 0.5mm 
intervals by placing the transducer up to the superior aspects of insertion as shown in 
Figure 2.1. These are loaded into a dedicated planning computer where a 3D model of the 
prostate is constructed. The volume of the prostate, precise number and position of the 
seeds are calculated based on acquired data. In the next stage, 90 - 100 (typical numbers) 
radioactive seeds are placed in or near the tumor itself, giving a high radiation dose to the 
tumor while reducing the radiation exposure in the surrounding healthy tissues. These 
seeds are injected into the prostate with hollow needles. Each needle may deliver between 
2-6 seeds and normally 20-30 needles are required. The needles are placed in a prostate 
through the holes in a fixed template.  Since the template holes are on the rectangular 
grid, the distance between needles is fixed to 5mm along horizontal and vertical 
directions (limited by a grid resolution). This template with needles inserted in it, is 
placed across the patient and the needles are “fed” with seeds, which are injected into the 
prostate to the correct depth, according to plan. In order to maintain an optimal 
dosimetry, it is necessary to calculate the volume of the prostate intraoperatively. Hence, 
there is a need to segment the prostate from the surrounding tissues. The surgeon does 
that manually during the brachytherapy procedure. Figure 2.2 shows a snapshot of the 
volume of the prostate after manual segmentation. 
19 
   
 






















Transrectal Ultrasound (TRUS) Images 
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The schematic of the proposed seed localization procedure is presented in Figure 3.1. The 
slices of TRUS images are taken at 0.5 mm intervals in the first stage of the 
Brachytherapy procedure. A pre-plan of the position of needles and the number of seeds 
inserted by each needle is assumed to be a priori available. The ground truth is 
established by utilizing CT to locate the seeds once the operation is complete. The 
needles are named and positioned according to the template shown in Figure 3.2. A GRF 
based approach is used to model the likelihood of a given needle and its neighbors. 2D 
Gaussian filters are applied on the GRF model to calculate the local maximum around the 
area of interest.  An estimate of needle path is obtained using the above model and 
Voronoi regions are defined on the estimated needle point. Intensity profile of the 
Voronoi region is calculated and is smoothed using 1D Gaussian filter. Finally, seeds are 
detected by finding the local maxima of the smoothed intensity profile.  
 









Define Voronoi Regions 
on the estimated needle 










3.2. GRF and Gaussian filters 
We utilize a GRF based approach to model a given needle and its corresponding 
neighbors. In our model, the needle point and its neighboring 4 needle points are 
considered as shown in Figure 3.2 (see C1). A set of 2 point cliques are formed from 
these points and utilized to impose spatial constraints during the search and localization 
procedure.  
Let x denote a realization of a Gibbs Random Field X [7], and (i,j) define the location 
of interest in a second order neighborhood nij. The probability density function (pdf) of x 
is defined as a Gibbs Distribution: 




xp −=                                                           (3.1) 
where z is the normalizing constant and E(x) is the energy function defined by:  




c xVxE )()(                                                             (3.2) 
where C denotes the set of all cliques. The energy function V for a pair-wise interaction 
model is defined as:                             










Figure 3.2 Scheme of the needle template. Any needle position 
(marked “x”) and its 4 neighbors (grayed) form 2 point clique 
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where M, N are the dimensions of the image, G is the potential function for single-pixel 
cliques, and H is the potential function for pair-wise cliques. According to [7], G and H 
are defined as: 
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H                              (3.5)         
where, I(xi,j, xk,l,)=1 if xi,j, = xk,l, and 0 otherwise. wij and wr  are the weights associated with 
location (i,j) and with its  neighboring points at distance r, respectively. The estimated 
mean values of the clique shapes at (i,j) of the random field are given by µw0 and µwr  
respectively. Once the likelihood model is created, Gaussian filters, along the transverse 
(X-Y) plane and Z axis, are used to calculate the probability of the needle position of 
interest. These are defined as: 
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                                                 (3.7) 
where f(x,y) is a 2D filter, f(z) is a 1D filter, σ is the variance along the X and Y axes and 
σz  is the variance along the Z axis.  The variance of the Gaussian filters is varied as a 
function of the full width - half maximum of the peak of the (2D or 1D) intensity profile. 
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3.3 Voronoi Regions 
 
A polygon whose interior consists of all points in the plane closer to a particular lattice 
point than to any other is called a Voronoi polygon or cell. A Voronoi diagram is the 
space partition induced by the set of Voronoi cells. Let S = {p1, p2,……….pn} be a set of 
n lattice points (sites) in the plane. The Voronoi diagram of S is the subdivision of the 
plane into n cells (Voronoi Cells), one for each point. For each site p of S, the Voronoi 
cell V (p) of p is the set of points that are closer to p than to other sites of S i.e. a point p 
lies in the cell corresponding to a site pi ∈ S if and only if it satisfies equation 3.8 
                                       ijSpddpVp ijppipp ≠∈∀<↔∈ ,)(                                      (3.8) 
where ippd is the Euclidean distance between the points (p, pi) and jppd  is the Euclidean 
distance between the points (p, pj). 
In our algorithm, a lattice point corresponds to the estimated position of a needle in 
transverse (X_Y) plane and the corresponding Voronoi cell for every needle point is 
defined as shown in Figure 6. Figure 7 represents the Voronoi diagram superimposed on 
a slice of the TRUS image. These Voronoi cells are used to restrict the search region 





          
           
3.4 Seed Localization 
 
The detailed flowchart for the seed localization is shown in figure 3.5. The steps in the 
flowchart are repeated for every needle position in the pre-plan. The details of the 
algorithm are as follows: For each given needle position in the pre-plan, perform 
algorithm steps 1 through 6: 
1) Calculate the GRF and the potential for each clique at the template coordinate system. 
2) Apply the 2D Gaussian filter (Eq. 3.6) on this GRF and calculate the local maximum 
around    the area of interest (around pre-planned needle position). Rescale to match 
the image size. 
3) Find the local maximum of the TRUS acquired image, over the 41x41 window 
centered at the computed needle location found in Step 2. The position of the 
calculated TRUS peak is considered to be the new needle position and provides an 
initialization for the search at the next frame. 
4) Repeat steps 1-3 through all slices in the scanned volume yielding an estimated 
needle path. 
Figure 3.3 Voronoi Polygons formed around 
each of the needle coordinates 
Figure 3.4 Voronoi Polygons 
superimposed on a TRUS image 
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5) Due to the tissue non-homogeneity, edema, the shape of the needle tip (bevel versus 
diamond tip), and the insertion technique (rotation or pushing), the path of the needle 
diverges as we move from the apex to the base of the prostate [2]. Hence a cubic 
polynomial fit is applied to update the position of the needle at the base. This is 
paired with the a priori needle position specified in the pre-plan. Once the needle path 
is estimated, the intensity profile along the path is calculated where each point is the 
sum of intensities of the Voronoi window centered on the needle coordinates. The 
intensity profile of a 25x25 window centered on the needle coordinates was also 
calculated. The results show that the former method provided better seed localization 
than the later method.  
6) The intensity profile function is then smoothed using the 1D Gaussian filter (Eq. 3.7), 
and the   seeds are located by finding the local primary maxima. In the case of 
multiple seed insertions, multiple corresponding peaks separated by dips are found in 
the intensity profile. If these peaks are close to each other, they are assumed to be 
generated by a single seed. This may occasionally lead to the aggregation of two or 
more seeds. If the peaks are more than 10 slices apart (more that 5mm), they are 
assumed to represent two distinct seeds.  
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[TRUS Images, Pre-plan of the needle 
positions and number of seeds] 
Apply GRF model to calculate potential 
for needle point of interest 
Apply 2D Gaussian Filter to obtain the 
initial needle position 
Compute local maxima of a 41x41 window 
centered at the estimated needle point 
 N 
Apply cubic polynomial fit on the estimated 
needle path 
Define Voronoi Regions on every point in the 
estimated needle path and obtain the intensity 
profile 
Needle point estimated 
for all slices? 
 
Y 
Apply 1D Gaussian filter on the intensity 
profile and calculate the local maxima 
Localized Seeds 
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Figure 4.1 Proposed Algorithm for Boundary Detection and Volume Estimation 
The flowchart for the proposed semi-automatic texture segmentation approach is 
described shown figure 4.1. The TRUS images and surgeon defined boundary data that is 
converted to polar form is given as the inputs to this algorithm. The approach can be split 
into four stages:  Surgeon Boundary Resampling and Smoothing, TRUS Image Pre-
processing, Boundary Detection and Post-processing. The classified boundary data thus 
obtained is used for estimating the volume of the prostate.  
4.2 Surgeon Boundary Resampling and Smoothing 
 
The boundary data obtained from the radiologist is often non-uniform and not smooth 
(see Fig. 4.3 and 4.4 for example), due to the inherit ultrasound imaging problems that 
sometimes prevent high-confidence prostate outlining. To alleviate problems resulted 
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from uncertainties of manual outlining, and to prepare data for the automatic processing, 
the original (manually segmented boundary) data is re-sampled and smoothed.  
Radiologist defines boundary data by looking at the single transverse slice, and by 
defining arbitrary number of boundary points. To uniformly resample these points, the 
central axis (Z) of the whole volume is defined. The axis is set through the center of mass 
of all manually segmented boundary points. 
Then, each of the boundary data sets (belonging to one US slice) obtained from the 
radiologist is uniformly re-sampled into 36 points equally spaced at 10 degrees. A fourth 
degree `polynomial fit is applied on the re-sampled boundary points in the X (left-right)-
Y (posterior-anterior) plane to obtain a smooth curve (Fig. 4.4). As observed along the Z 
axis (apex-base) in Figure 4.3, we can see anomalies in the boundary outline, which do 
not “belong” to the boundary of the prostate. This error is typical for poorly imaged 
prostates, when radiologist cannot clearly see the boundary, and do not use the 
previous/next slices to re-enforce decision about boundary points. A fourth degree 
polynomial fit is applied on the re-sampled boundary points at same angle (in the Z axis 
direction) to further smooth the boundary data (Fig. 4.4). This smoothness comes from 
the shape a prostate can have – ellipsoid [1, 24, and 25]. The resulting fitted boundary 





4.3 TRUS Image Pre-processing  
 
To suppress imaging artifacts that might adversely affect automatic segmentation the 
images are pre-processed. This is achieved by storing the set of TRUS images for a 
patient as a 3D matrix (volume) and applying a 3D median filter of size 5x5x5. The 
volume is further converted into polar coordinate system centered on the central axis of 
the outlined prostate (as explained in 4.2). In this representation, each coordinate pair (x, 
y) in the Cartesian system has its corresponding (r, θ) pair in the polar coordinate system 
system: 
[Boundary data given by surgeon] 
Resample the boundary data to 36  
points each spaced 10 degrees apart 
Apply polynomial fit* along XY plane 
For every (r,θ) fixed, apply polynomial fit 
along Z axis to remove dips and peaks 
Fitted (Resampled and Smoothed) Boundary data 
*The polyfit forms the 
Vandermonde Matrix V whose 
elements are powers of X. 
Values of y are obtained by 
solving the least squares problem 
Vp=y, where p is the matrix of 
polynomial co-efficients 
Figure 4.2 Algorithm for Resampling and Smoothing 
Surgeon Specified Boundary 
Figure 4.3 Original Boundary Data 
        
Figure 4.4 Resampled and smoothed 
Boundary data 










                                                                                 
(4.1) 
Figure 4.5 shows a slice of the TRUS image with its corresponding boundary (marked as 
dots) in Cartesian coordinate system. Figure 4.6 shows the same slice and its boundary in 
the Polar coordinate system. Here, Angle θ is along the horizontal axis and radius r is 
along vertical axis (increasing from top to bottom). Finally, in order to reduce the 
computational complexity, the intensity values of the images are quantized to 32 levels. 
These images are stored as a 3D matrix of pre-processed images.  
             
 
4.4 Volume Segmentation   
 
This stage (figure 4.7) involves two phases: 1) Texture Feature Extraction and 2) 
Boundary Detection. In Texture Feature Extraction phase, the texture features are 
obtained based on manually segmented boundary data. These features are used to train 
Nearest Neighbor Classifier (NNC) used in Boundary Detection phase. 
Figure 4.5 TRUS image with 
boundary in Cartesian Axis System 
Figure 4.6 TRUS image with 
boundary in Polar Axis System 
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4.4.1 Texture Feature Extraction 
 
The texture features that characterize a TRUS image are extracted during this stage and 
are used to train the classifier. These features include (but are not limited to): contrast, 
entropy, moments, and gray level distribution in the neighborhood of the observed 
location. All the features used in the proposed segmentation algorithm are extracted from 
the gray level cooccurence matrix (GLCM). GLCM indicates probabilities that a 
combination of gray levels with respect to the relative pixel position will occur in the 
Divide every Nth slice in the pre-
processed volume into strips | a 
strip is centered on θ  per 
surgeon defined boundary point  
 
Divide every Mth slice (whose boundary is to be 
detected) in the pre-processed volume into strips | a 
strip is centered on θ  per re-sampled boundary point.                      
 
Divide each strip into in 
prostate data (in) and out of 
prostate data (out) based on 




matrix at orientations 0, 45, 
90 and 135 degrees with 
distance of 1 pixel  
Extract features: ASM 
Contrast, IDF and Entropy. 
 
Calculate feature vector Fc, for each window 
Calculate Euclidean Distance D1 between (Fc, Fin) 
and Euclidean Distance D2 between (Fc, Fout)  










r value corresponding to center of this window is the 
boundary point Bp1 for the strip considered. The set of 
boundary pints Bp1 to Bp9 for 9 strips is obtained. 
 
Select strongest point from the set - classified boundary point 
Texture Feature Extraction 
 Consider ±4 strips from current strip; Divide strips 
into windows of size winHeight x stripWidth 
Classified Boundary 
Manually Defined Boundary Points, 
Pre-processed TRUS Images 
Re-sampled and Smoothed Boundary Points, 
Pre-processed TRUS Images 
ASM: Angular Second Moment; IDF: Inverse Difference Factor 
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image. These combinations include the relative distance measured in pixels and relative 
orientation quantized in four directions: horizontal, vertical, diagonal and anitdiagonal 
(00, 450, 900 and 1350). The cooccurence probability of all pairwise combination of 
quantized (G) gray levels (i,j) in the spatial window sized MXN given the parameters: 
inter-pixel distance (d) and orientation () is given by [12, 18,  27] , 
 P(i, j) = Pr (i, j | d , , G, MN)       (4.2) 
where Pr is the probability of pixels with gray level i occurring at distance d and 
orientation  with the pixels with gray level j. In this paper, the distance d considered is 
1. The quantization level G is set to 32 as mentioned in section 4.3. Texture features like 
Angular Second Moment (ASM), entropy (Hxy), contrast (con) and Inverse Difference 
Factor (IDF) are extracted from this GLCM. These features are calculated by the 
equations given below 
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jiPn        (4.5) 















jiP         (4.6) 
The steps involved in texture feature extraction (Training) are:  
1. In order to reduce the complexity of segmentation, every Nth TRUS slice in the 
volume of pre-processed images (slice whose boundary is defined by the surgeon) is 
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divided into vertical strips of uniform width.  A strip is defined per (manually 
segmented) boundary point, and it is centered on the corresponding θ. The steps 2 and 
3 are repeated for each strip. 
2. The radius value r corresponding to θ  that defines the boundary point for a strip 
divides the strip into two classes (Figure 9) that are used as a training data: in-prostate 
data (class 1) and out-of-prostate data (class 2). The two classes are defined as 
follows, 
• Class 1: all the pixels that have radius value greater than 0 and less than r. 
• Class 2: all the pixels that have radius value greater than r of the boundary point 
and less than some cutoff value. 
The cutoff value is calculated as: 
                                                    Cutoff = r * 1.20           (4.7) 
This is needed to avoid possible misclassification of the image edges (introduced as a 
part of ultrasound apparatus display) as the prostate boundary data. 
3. The GLCM matrices (Eq. 2) for the two classes are calculated and their respective 
feature vectors are extracted: Fin = (ASMin, Entropyin, Contrastin, IDFin) and Fout = 
(ASMout, Entropyout, Contrastout, IDFout). These feature vectors are used in the next 
stage of the algorithm.  
4.4.2 Boundary Detection  
 
The fitted boundary data calculated in section 4.2 is used as the input, along with pre-
processed images. Prior to the boundary detection, the input boundary data is converted 
into polar form. In future, we refer to this converted boundary data. The following steps 
are carried out to calculate the boundary data at every Mth slice of the prostate.  
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1. The Mth TRUS slice (whose boundary is to be detected) in the volume of pre-
processed images is divided into vertical strips of uniform width. A strip is defined 
per re-sampled boundary point (r, θ) and it is centered on the corresponding θ. For 
every strip, the following steps are repeated to get the estimate of the boundary for 
that slice.  
2. In order to obtain a better estimate of the boundary, the knowledge of previous and 
next slices is necessary. This knowledge is incorporated in the proposed algorithm by 
considering a set of 9 strips (±4 strips from the current strip). For each of the 9 strips, 
steps 2- 5 are repeated. 
3. A strip is sub-divided into windows of size winHeight x stripWidth where WinHeight 
value is defined empirically (we used winHeight = 8 through the experiments).  
Texture feature vector Fc is obtained for each of the windows.  
4. Using the theory of NNC, the Euclidean distances D1 and D2 for each of the windows 
are calculated. Here D1 is the distance between the feature vector Fc and Fin, whereas 
D2 is the distance between Fc and Fout. The window for which D2 is less than D1 is 
considered to be the window in the boundary region.  
5. The radius value corresponding to the center of the window in the boundary region is 
the estimated boundary point Bp1 for the strip under consideration.  
6. The set of boundary points Bp = {Bp1, Bp2, Bp3, Bp4, Bp5, Bp6, Bp7, Bp8, Bp9} for the 9 
strips considered are obtained. The boundary point whose corresponding window has 
the maximum feature vector value is considered to be the strongest boundary point. 
This strongest point from this set is chosen to be the boundary point that separates the 
in-prostate data from the out-of prostate data for that strip. 
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Given the surgeon defined boundary data at every 20th slice, we obtain a set of classified 
boundary data at every 10th slice in the (r,θ ) plane. A more accurate segmentation is 
achieved by considering the surgeon defined boundary data at every 10th slice and 
obtaining classified boundary data at every 5th slice. This is advantageous over the 
manual segmentation method to obtain the boundaries at every 5th slice which is time 
consuming. The advantages of calculating the boundary at every 5th slice is discussed in 
the results section. Also, we discuss the consistency in the performance of the algorithm 
when the boundary data used for training is reduced by a factor of 2. 
Furthermore, this algorithm can be extended to further reduce the surgeon’ s work 
during the process of operation. This is discussed in the below mentioned cases where we 
try to reduce the number of boundary data considered for training the classifier, while 
maintaining the performance of the algorithm. In both the cases we select a set of few 
boundary data from the given (surgeon’ s) set. As the prostate resembles the shape of an 
ellipsoid [1, 24], an ellipsoid fit is applied on the given set to obtain the rest of the 
boundary points. The details of are mentioned below. 
Ellipsoid Fit: 
The details of the scheme employed are shown in Figure 4.8 and the steps employed to 
obtain an approximate ellipsoid fit to the prostate are as follows: 
1. Take 2D boundaries at positions {0, ¼, ½, ¾, 1} of the prostate. 
2. Find the centers of {¼, ½, ¾} boundary data. 
3. Fit a straight line (Axis) through these centers {0, C1/4, C1/2, C3/4, 1} and calculate the 
new centers along Z axis at {Z0, Zc1/4, Zc1/2, Zc3/4, Z1}. 
4. Resample each of the boundary data {¼, ½, ¾} into 36 points.  
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5. For every θ ∈0:10:350 and for every point on the Z axis (for example 1:13 incase of 
133 TRUS images – 13 different boundary data) where the rest of the boundary is to 
be obtained, the corresponding radii value is calculated by interpolation and applying 
a polynomial fit on the resulting data to get a smooth ellipsoid fit.  
 
Figure 4.8 Schematics of Ellipsoid Fit 
4.4.2.a Case 1: Considering only a set of three boundary data 
 
In this case, a set of three boundary data given by the surgeon is considered. This set 
includes the boundary data at the positions: ¼th, ½, ¾th of the volume of the prostate. 
Also, the ends of the prostate (apex and base) are represented by a single point. An 
ellipsoidal fit is applied, as explained above to obtain an approximate of the boundary 
points at every 10th slice. The fitted data thus obtained is used to train the classifier in a 
similar manner as explained in the section 4.4.1. The classified boundary data at every 
10th slice is calculated using the boundary detection algorithm. It was observed that the 
reduction in boundary data did not affect the performance of the classifier to a great 
extent. This is proved in the results section where we discuss the performance of the 
algorithm for this case. 
End point 2 
(Base of 
prostate) 
End point 1 
(Apex of 
prostate) 
Boundary at ¼ th the length of the prostate 
Boundary at ½ the length of the prostate 
Boundary at ¾ th the length of the prostate 
Straight line fit along 
the centers of the 
boundary data  
Ellipsoid fit 
37 
4.4.2.b Case 2: Only few significant boundary points from the set considered in case 
1 are  
used 
 
In this case, we consider the same set of 3 boundary data at the positions: ¼th, ½, and 
¾th of the volume of the prostate. The main difference between these two cases is the 
selection of the number of points from each boundary data of the set. While all the points 
of each of the 3 boundary data are used in case 1, only a set of few significant points 
(about 8) from each one of the 3 boundary data are manually selected in this case.  A 
second degree polynomial fit is applied to join the points selected from the same 
boundary data. An ellipsoid fit is applied on this data and the fitted data is used to train 
the classifier. The boundary data at every 10th slice is obtained from the boundary 
detection algorithm. The results obtained for this case is discussed in detail in the results 




The steps carried out in this stage refine the boundary points obtained from the classifier 
and provide a better prostate segmentation. These steps involve: 1) The resulting 
boundary data obtained is not smooth and some points may be out of the prostate 
boundary or there could be points that are far away from the actual boundary points. This 
can be fixed by applying a fourth degree polynomial fit on the boundary data to smooth 
it. Figure 4.9a and 4.9b shows the boundary points (in Polar Axis System and Cartesian 
Axis System)  before (dots in black) the application of the fit and boundary points after 
the application of fit (dot-dashed lines in black) 2) The classified boundary points in the 
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(r,θ ) plane are converted back to the Cartesian system. The final result from this stage is 
the required classified boundary data that is further used for volume estimation.  
 
                    
 
4.6 Volume Estimation 
 
One of the commonly used methods for prostate volume calculation is the “ ellipsoid 
method”  where the prostate volume is roughly estimated as /6 × (height × length × 
width) [21, 26]. The height is the maximum anterior-posterior diameter that is measured 
in axial or sagittal plane, the length is measured as the distance from the proximal 
external sphincter to the urinary bladder and the width is measured as the maximum 
transverse diameter at mid-gland level. More refined (and precise) results are obtained 
when all the boundary points are used for volume calculation. 
In this paper, the volume of the prostate is estimated by using the methods of 
integration and the traditional method. The integration method calculates the volume of 
the prostate by integrating the total area under every 10th classified boundary data 
obtained in the polar coordinate system. This is done by assigning 1s to all the pixels that 
are within the boundary of the prostate and 0s to all the pixels to the outside of the 
boundary. Prostate volume is then estimated as the product of the total number of pixels 
Figure 4.9a Final Boundary in Polar 
Axis System 
Figure 4.9b Final Boundary in Cartesian 
Axis System 
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that have value 1 (area) and the distance between 1st and 10th slice. In the traditional 
method, the boundary of 3D prostate volume is converted to 2D surface and every pixel 
in the acquired 3D volume is classified as either “ above the surface”  or “ below the 
surface” , i.e. outside or inside the prostate. The area of each cross-section of the prostate 
(bounded by the surface outline) is calculated and the prostate volume is obtained as the 
summation of all the areas multiplied by the distance between slices. Volume is measured 
in cm3. In the results section, we compare the estimated volumes for each patient from 
these two methods with the ground truth established by calculating the volume of the 
prostate using the boundaries defined by the radiologists. 
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Chapter 5 RESULTS AND ANALYSIS 
 
The results of the entire work are divided into two subsections. In the first section, the 
results of the seed localization algorithm will be discussed whereas the second section 
contains the results of the texture segmentation process and various experiments 
conducted using this algorithm.  
5.1 Results of the Seed Localization  
 
The proposed algorithm on seed detection was tested on sets of TRUS images obtained 
from 6 patients. Each patient’ s data consists of more than 120 TRUS images taken at 0.5 
mm apart in the transverse imaging mode (see Fig. 2.1). The seed positions found using 
our algorithm are compared to the ground truth obtained from CT scans collected shortly 
after the operation [23]. A pre-plan indicating the template locations for needle insertion 
is also available at the beginning of the procedure.  
      Figure 5.1 shows the intensity profile along the path of the D7 needle as a function of 
the slice index for a given patient. According to the ground truth, two seeds were inserted 
by the D7 needle. The vertical lines mark the peaks found by our proposed algorithm 
from the filtered sub-images. Similarly, the algorithm is capable of effectively finding the 
remaining seeds.   
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Figure 5.1: Intensity profile along the path of K7 needle 
Figure 5.2 shows the needle-seed position pairing for a given patient TRUS images. 
From the figure, we can see that our proposed algorithm provides an accurate estimation 
of the needle and seed location when compared with the ground truth obtained from CT 
scans. The located seeds were within ±5 pixels in the x, y directions and ±10 slices in the 
z direction.  
                           
Figure 5.2 Needle Plan Pairing 
Subplot (a) of Figure 5.3 shows the C4 needle path across all the slices from the apex 
to the base of the prostate. From this plot, we can clearly see minimal deflection in the 
path of the needle. Subplots (b) and (c) show the variation of the x and y positions 
respectively of the needle point along the entire volume. Subplot (d) shows the path of 
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Figure 5.3 Needle Tracking for  
Needle C4 





the needle in 2D sagittal view. Figure 5.4 illustrates the same details for the K5 needle 
using a different scale. In this figure, the dashed line shows the approximation of the 
needle path obtained by the polynomial fit. Note the significant increase in deflection 
(from approximately 0 to 0.5 cm deflection) in Figure 5.4 compared to the results shown 
in Figure 5.3 justifying our effective use of the polynomial fit in accounting for physical 











As mentioned in the previous sections, seed localization algorithm mentioned in [16] 
is improvised in this paper by considering Voronoi regions to search the location of seeds 
inserted by the needles. This gives a better performance as compared to the method 
where a window around the needle position was considered. Figure 5.5 shows the 
average percentage of the seeds detected for various patients from the range of 1mm to 
10 mm from the executed needle position. This figure is the result of using Voronoi 
regions to search the seeds. Figure 5.6 shows the average percentage of the seeds detected 
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for various patients within the same range from the executed needle position. But this is 
the result of considering the 25x25 window around the needle point to localize the seeds. 
The results obtained by using 25x25 window indicate that about 65% of seeds were 
detected within a range of 5mm-6mm from the executed position and about 85% of the 
seeds were detected within a range of 1cm from the executed needle position. Whereas, 
the results obtained by using Voronoi regions indicate that the proposed approach was 
capable of detecting seeds and corresponding needle locations with an average accuracy 
of 84% within a range of 5mm-6mm from the executed position and about 90% of the 
seeds were detected within a range of 1cm from the executed needle position. These 
results justify the usage of Voronoi regions to search the seeds and hence producing 
improved results over reported prior art [24]. 
 
 
Figure 5.5 Deviation of Average Percentage of Seeds detected within a range of 1 mm to 
10 mm, when Voronoi regions are used 
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Figure 5.6 Deviation of Average Percentage of Seeds detected within a range of 1 mm to 
10 mm, when a 25x25 window is used 
5.2 Results of Texture Segmentation 
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Table 5.1 Estimated Volume Values from Various Cases (above units in cm3) 
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The proposed texture segmentation algorithm detects the boundary of the prostate close 
to the one drawn by the surgeon. Also, the volume estimated was very close to the 
volume estimated using the boundary data given by the surgeon. The volume of the 
prostate estimated for each of the cases mentioned for all the patients is shown in table 
5.1 above. The table shows the estimated volumes (in cm3) by the traditional method and 
the method of integration. The volume values obtained from the algorithm is compared 
with the ground truth and the accuracy of segmentation is established. From the table, the 
row with label Boundary at every 10th slice indicates the estimated volume of the 
prostate when the boundary data is calculated at every 10th slice. The row with label 
Boundary at every 5th slice indicates the estimated volume of the prostate when the 
boundary data is calculated at every 5th slice. The row marked Set of 3 Boundary data in 
the table indicates the estimated volume from the boundary data obtained as a result of 
case 1 conducted on each patient (section 3.3.2). Finally, the row marked A few points 
from set of 3 Boundary data in the table indicates the estimated volume from the 
boundary data obtained as a result of case 2 conducted on each patient (section 3.3.2).  
This algorithm was applied on the TRUS images obtained from 6 patients. For all the 
patients, the set of boundary data given by the surgeon is for every 10th slice. For 
example, if there are 133 TRUS images for a particular patient, the set consists of 13 
different boundary data each drawn at every 10th slice. This boundary data is used to train 
the classifier and the resampled and smoothed boundary data is used during boundary 
detection. In order to get a good classification of the in-prostate data from the out-of-
prostate data, we use feature extracted from a window of suitable size. The “ winHeight”  
mentioned in the algorithm decides the length of the window along the strip. Various 
46 
experiments were conducted to decide the appropriate winHeight value. For most of the 
patients, the winHeight value is chosen to be 8. The classified boundary obtained after the 
post-processing step for a particular patient superimposed on two different TRUS slices is 
shown in figure 5.7 and 5.8. In both the figures, the boundary in solid black is the 
surgeon given boundary, the boundary in gray is the resampled and smoothed boundary 
the dotted boundary represents the classified boundary obtained from the algorithm.  
                 
 
Also, algorithm was tested to obtain boundary data at every 5th slice. For most patients, it 
was observed that when the boundary data is calculated at every 5th slice, a better 
estimate of the volume is obtained as compared to the one obtained when the boundary 
data calculated at every 10th slice is used. Figures 5.9 and 5.10 show the classified 
boundary data obtained at every 10th slice and every 5th slice respectively for a patient.  
The average percentage error in estimating the volume by traditional method, when 
the boundary was calculated at every 10th slice was 4.68%, whereas the average 
percentage error obtained when the boundary was calculated at every 5th slice was 3.31%. 
Similarly, when volume was estimated by the method of integration, the average 
percentage error obtained when boundary calculated at every 10th slice was used for 
Figure 5.7 Various Boundary Data 
superimposed on the TRUS slice number 
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Figure 5.8 Various Boundary Data 
superimposed on the TRUS slice 
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volume estimation was 4.53%, whereas the average percentage error obtained when the 
boundary data was calculated at every 5th slice was 3.61%. These figures indicate the 
improved performance in the algorithm when the boundary is calculated at every 5th slice. 
                                        
         Figure 5.9 Boundary at every 10th slice          Figure 5.10 Boundary at every 5th slice 
Results of Case 1: Considering a set of three boundary data 
The set of 3 boundary data considered for a particular patient in this case are the: 4th, 7th 
and 10th. These are used during the training stage where as the fitted boundary points are 
used during the classification of the prostate and out-of-prostate data. The result of this 
case can be observed in Figures 5.11 a and b. In these figures, the gray line indicates the 
original boundary point given by the surgeon. The black line with star markers indicates 
the classified boundary points obtained when all the boundary points given by the 
surgeon are considered. The dashed-dotted lines in black indicate the boundary data 
obtained after applying the ellipsoid fit. The solid line in black indicates the result of this 
case. It can be observed that the result of this case is close to the actual boundary as well 
as the classified boundary. This indicates that even with minimum amount of boundary 
data an effective classification can be achieved, thus reducing surgeon’ s work during the 
process of operation. This case is applied for all the patients and their corresponding 
boundary data is obtained. Using this boundary data, we estimate the volume of the 
prostate for various patients using the method of integration as well as the traditional 
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method. When volume is estimated by the traditional method, it was observed that the 
average percentage error in estimation of volume for this case was 4.10% whereas the 
method of integration, produced an average percentage error of 3.31% 
    
                 5.11a           5.11b 
 
 
Results of Case 2: Only few significant boundary points from the set (from case 1) 
are used 
The set of 3 boundary data considered for a particular patient in this case are the: 4th, 7th 
and 10th. A few significant points (on an average about 8 points) are selected from each 
of the 3 boundary data set. These points are used as reference boundary points to train the 
classifier and the ellipsoid fitted data are used during the classification. Figures 5.12a and 
5.12b show the results of this algorithm and the volumes estimated from all these cases 
are compared in table 1. In these figures, the gray line indicates the original boundary 
point given by the surgeon. The black line with star markers indicates the classified 
boundary points obtained when all the boundary points given by the surgeon are 
considered. The dashed-dotted lines in black indicate the boundary data obtained after 
applying the ellipsoid fit. The solid line in black indicates the result of this case. When 
figures 5.11a and 5.12a are compared, it can be seen that case 1 gives a better 
segmentation of the prostate. This is due to the fact that case 1 utilizes more number of 
Figure 5.11 Case 1 Results and Various boundary Data 
superimposed on TRUS slices 
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boundary points for to initially train the classifier as compared to case 2. Even though the 
classification obtained from this case is not accurate as the previous case, it is acceptable. 
Due to inaccuracies in classification, an over estimate of the volume of the prostate is 
obtained for some of the patient data. This is justified by the fact that the average 
percentage error in estimation of volume for this case by the traditional method was 13.35% and 
the average percentage error by the method of integration is 8.38%. This is comparatively higher 
than the values obtained in the previous case.   
        
            5.12a        5.12b 
 
 
Figure 5.12 Case 2 Results and Various boundary Data 
superimposed on TRUS slices 
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Chapter 6 DISCUSSIONS 
 
The seed localization algorithm implemented in this work helps the surgeon to decide the 
dosage level intra-operatively. This method makes use of a GRF based probabilistic 
model to estimate the needle path. This is later used during seed localization to define 
Voronoi search regions to locate the local maxima which represent the seeds.  
 A number of experiments were conducted to optimize the seed localization 
procedure. With the two end points of the needle (the actual position according to the 
template and the executed position) under consideration, a straight line fit was applied, to 
observe the performance of the algorithm. This experiment was conducted to reduce the 
overhead of applying polynomial fit and henceforth detecting the seeds. The results 
obtained by the use of straight line (Figure 6.1) fit did not produce better seed detection 
as compared to the results shown in figure 5.5 where a polynomial fit was applied. In 
both the cases, voronoi search regions were used. This justifies the need of polynomial fit 
to obtain an approximate for the needle path. 
 
 
Figure 6.1 Deviation of Average Percentage of Seeds detected within a range of 1 
mm to 10 mm, when a Voronoi region is used (without the application of polynomial fit) 
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Furthermore, it is observed in figure 5.5 that as the range increases from 1 mm to 10 
mm, the percentage of seeds detected increases upto a maximum of about 95% (on an 
average) and the amount of deviation decreases. Overall within the range of 5mm from 
the pre-plan seed position, about 85% of seeds are localized by the proposed method 
which uses polynomial fit to update the needle path and voronoi regions to localize seeds. 
The experiments conducted in this paper can be applied on more number of patient data 
to observe a better performance of this algorithm. 
Furthermore, a semi-automatic algorithm to detect the prostate boundary that reduces 
the amount of surgeon’ s work during the course of the Brachytherapy process was 
implemented in this thesis. The algorithm was tested for various cases and its 
performance was observed. In these cases that were explained in the previous sections, 
we minimize the amount of boundary data used to train the classifier. This is done to 
reduce the amount of surgeon’ s work and yet get a good classification. In case 1, we use 
a set of 3 boundary data and apply an ellipsoid fit to obtain an approximate for the rest of 
the boundary values. Using this to train the classifier an estimate of the classified 
boundaries points are obtained. Similarly, in the next case conducted, we reduce the 
amount of initial boundary data considered by selecting a few significant points from the 
set of three boundary data selected in the previous case. A 2nd degree polynomial fit is 
applied initially to join these points and this is followed by the application of an ellipsoid 
fit resulting in an approximate of the boundary values. The results obtained from this case 
are acceptable but they are not as accurate as the results obtained from case 1. The main 
reason for such a performance could be accounted for the very minimum set of boundary 
data used. However, the performance does not drop down to a great extent. Figure 6.2 
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and Figure 6.3 indicate the average percentage of accuracy of estimated volume (for 6 
different patients) by adopting the traditional method and the method of integration 
respectively. The first bar indicates the percentage accuracy of volumes when the 
boundary was calculated at every 10th slice. The percentage accuracy of volumes when 
the boundary was calculated at every 5th slice is represented by the second bar. The 
percentage accuracy of volumes from case 1 is shown by the third bar and the fourth bar 
indicates the percentage accuracy of volumes obtained from case 2. 
From the figures it is evident that volumes are estimated with good accuracy rate (by 
both the methods) when compared with the ground truth. This is indicative of the fact that 
the algorithm is capable of segmenting the prostate with good accuracy. Even though the 
number of boundary data used is reduced, the accuracy level is maintained. For patient 3,  
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the accuracy drops down to as low as 70% when a few boundary points (case 2) are 
considered to train the classifier. For rest of the patients, the accuracy is maintained 
within the range of 85% to as high as 99%.  Also the performance of the algorithm was 
observed by further reducing the number of boundary data considered from a set of 3 to 
Figure 6.2 Average Percentage 
Accuracy obtained by Traditional 
Figure 6.3 Average Percentage 
Accuracy obtained by Method of 
Integration 
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just a single boundary data drawn at the center of the prostate. In this case, the central 
boundary data and the two end points were considered to train the classifier. An ellipsoid 
fit was applied to get an approximate for the rest of the boundary data. However, the 
boundary detection algorithm failed in this case due to the fact that very minimum 
boundary information was available during training. The accuracy of estimated volume in 
this case was about 81% for the traditional method (with a least value of 63% accuracy to 
a high value of 93%) and 83% for the method by integration (with a least value of 72% 
accuracy to a high value of 91%).  
From table 1, when the boundaries are estimated at every 5th slice the values of the 
estimated volumes are more close to the ground truth, as compared to the values obtained 
when boundary is calculated at every 10th slice. This can be observed in figures 6.2 and 
6.3, where we can see that the second bar is taller than the first bar for most of the 
patients. This is accounted to the fact that, when the boundaries are estimated at every 5th 
slice (Figure 5.10), a more accurate shape of the prostate is obtained for most of the 
patients as compared to the boundaries estimated at every 10th slice (Figure 5.9).  
         
 
Figure 6.4 shows the deviation of the calculated volume from the ground truth for 
various cases considered of all the 6 patients. The first graph shows the deviation of the 
Figure 6.4 Deviation of Volume for 
all the patients 
Table 6.1 Table showing average 
deviation of Volume for all patients 
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calculated volumes when the traditional method was applied whereas the second graph 
shows the deviation of the calculated volumes when the method of integration was 
applied. The average deviation for each patient for both the methods is shown in table 
6.1. These values reflect the performance of the algorithm.  
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Chapter 7 CONCLUSIONS AND FUTURE WORK 
 
In this work, an algorithm for needle tracking and detection of seeds using a GRF 
framework with voronoi regions as the search region was discussed. Also, a semi-
automatic texture segmentation algorithm for detection of the boundary and estimation of 
the volume of the prostate was developed.  
The GRF model and the application of Gaussian filters provide an effective 
methodology for estimating the position of the needle and its corresponding seeds with 
better accuracy than prior art. It was also observed that the polynomial fit allowed for a 
better approximation for the needle position and hence an improved detection of the 
corresponding implanted seeds. Also, the use of Voronoi regions as the search window to 
find the primary local maxima yielded better seed localization than considering a general 
25x25 window. The results indicate that this proposed method localizes seeds better than 
the prior art which uses a manual localization technique. 
The semi-automatic texture segmentation procedure developed in this work 
produces the boundary of the prostate that is very close to the one drawn by the surgeon. 
This method reduces the surgeon’ s work during the course of the operation. Also, various 
experiments were conducted to minimize surgeon intervention to a significant level. The 
results from these experiments indicate that even with minimum amount of boundary data 
(as low as a set of 3 boundary data) , a good classification of the boundary was obtained 
as compared to the manually drawn boundaries by the surgeon. Also, the volume 
estimated was pretty close to the volume estimated by the surgeon.  
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Future work will concentrate on the investigation of secondary maxima as potential seed 
locations, as well as on the use of the seed-needle pairing as a parameter for secondary 
decision criterion. In addition, the texture segmentation algorithm can be made 
completely automatic so that the boundary data obtained from a set of few patients can be 
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