mproved classification performance has practical real-world benefits ranging from improved effectiveness in detecting diseases to increased efficiency in identifying firms that are committing financial fraud. Multiclassifier combination (MCC) aims to improve classification performance by combining the decisions of multiple individual classifiers. In this paper, we present information market-based fusion (IMF), a novel multiclassifier combiner method for decision fusion that is based on information markets. In IMF, the individual classifiers are implemented as participants in an information market where they place bets on different object classes. The reciprocals of the market odds that minimize the difference between the total betting amount and the potential payouts for different classes represent the MCC probability estimates of each class being the true object class. By using a market-based approach, IMF can adjust to changes in base-classifier performance without requiring offline training data or a static ensemble composition. Experimental results show that when the true classes of objects are only revealed for objects classified as positive, for low positive ratios, IMF outperforms three benchmarks combiner methods, majority, average, and weighted average; for high positive ratios, IMF outperforms majority and performs on par with average and weighted average. When the true classes of all objects are revealed, IMF outperforms weighted average and majority and marginally outperforms average.
Introduction
In many decision-making scenarios, decisions of multiple human experts or classifiers are fused to determine the overall decision. Examples include a group of accounting experts and classifiers making goingconcern decisions and an ensemble of classifiers in a fraud-detection application making decisions on whether a transaction is fraudulent. Multiclassifier combination (MCC) is a technique that can be used to improve the classification performance in various classification problems by combining the decisions of multiple individual classifiers (Suen and Lam 2000) . In MCC, individual classifiers, commonly referred to as base classifiers, classify objects based on inputs consisting of object feature vectors (see Figure 1) . These classifications or decisions are then combined using a combiner method into a single decision about the object's class label.
The basic premise behind MCC is that different classifiers in an ensemble have different strengths and weaknesses and therefore provide complementary information (referred to as diversity in MCC) about the classification problem. These differences can be leveraged to improve classification performance by combining base-classifiers' decisions (Kittler et al. 1998 ). Different combiner methods have been proposed and examined in the literature; these can be categorized based on whether they require training data. For example, naive Bayes, decision templates, and weighted average (WAVG) require training data, whereas average (AVG), majority (MAJ), and product do not. Existing combiner methods that require training data have limitations including the requirement for training data, and restrictive assumptions such as (1) constant ensemble base-classifier composition and (2) training data performance being a good proxy for subsequent actual performance. Experimental results generally indicate that MCC provides performance benefits and that the performance of MAJ and AVG methods is comparable or superior to that of methods requiring training (Duin and Tax 2000) .
To improve performance while overcoming these limitations, we propose an information marketbased fusion approach for multiclassifier combination that (1) has superior performance, (2) does not require offline training data, and (3) through online learning can adapt to changes in ensemble composition and base-classifier performance. In evaluating the effectiveness of our proposed approach, we compare information market-based fusion (IMF) against three combiner methods, AVG, MAJ, and WAVG. These methods have performed relatively well in prior research (Duin and Tax 2000) and have been used as benchmarks in recent MCC research. 1 For example, Zheng and Padmanabhan (2007) use AVG, which they refer to as unweighted average, and a version of WAVG with variance-based weights, which they refer to as variance-based weighting. Our experimental evaluation was performed using computational experiments with 17 data sets that were obtained from the University of California, Irvine Machine Learning Repository (Newman et al. 1998 ) and 22 different base classifiers from Weka (Witten and Frank 2005) .
The remainder of this paper is organized as follows. In §2, we provide a review of related research. IMF is introduced in §3 along with an overview of information markets. We then present details on the computational experiments and results in § §4 and 5, respectively. In §6, we discuss these results and conclude in §7 with a review of our contributions and suggestions for future research.
Related Research
A classifier is a model that makes decisions about an object's class membership based on the object's feature set. Examples of classifiers include neural networks, logistic regression, decision trees, and Bayesian classifiers (Witten and Frank 2005) . Classifier performance is typically dependent on the problem domain as well as on the calibration of the classifier. Multiple classifiers are therefore typically tested to identify the best classifier for a given problem domain. However, it is generally difficult to determine which classifier(s) will perform well in subsequent classifications. Furthermore, classification for certain cases may even be improved by an "inferior" classifier 1 In Duin and Tax (2000) , AVG is referred to as mean and MAJ is referred to as majority; eight additional combiner methods are evaluated: Bayes rule (two different implementations), nearest mean, nearest neighbor, maximum, median, minimum, and product. When combining the decisions of different base classifiers trained using the same feature set, which is comparable to the MCC architecture that we use, their results (p. 23) show that majority and mean perform on par with or better than the other combiner methods. (Kittler et al. 1998) . Thus, by combining the decisions of diverse classifiers, it is possible to improve the overall performance.
Prior MCC research has primarily focused on one of two areas: (1) training and selection of ensemble base classifiers or (2) combination of base-classifier decisions. Methods such as bagging, boosting, and stacking fall into the first category (Witten and Frank 2005) ; combiner methods such as MAJ, AVG, and WAVG fall into the second category. Recent research within the former stream has used receiver operating characteristic analysis to select dominant classifiers (Provost and Fawcett 2001) and data envelopment analysis to select efficient classifiers (Zheng and Padmanabhan 2007) under various cost and class distributions, and then combine these classifiers' decisions. Fan et al. (1999) have adapted AdaBoost to an online learning environment where new training instances become available continuously or periodically. This paper does not focus on classifier selection and training, but on the combiner methods. Prior research within the combiner method research stream has found that methods that use measurement data are typically more accurate than methods that handle unique labels; methods that require training data typically outperform methods that do not require training (Jain et al. 2000) , but that MAJ and AVG, which do not require training, perform either at the same level or significantly better than more complex methods (Duin and Tax 2000) .
Another important but largely overlooked aspect of combiner methods is how well they fit with different system architectures. Software agents offer a new paradigm to support decision making (Nissen and Sengupta 2006) where human-driven or autonomous software agents embodying classifiers and other intelligent algorithms can leverage their individual strengths to make collective decisions. The base-classifiers, combiner method, and providers of object features in an MCC can be implemented as software agents in multiagent systems. Research in data mining has implemented MCC agent systems for credit card fraud detection (Stolfo et al. 1997 ) and network intrusion detection (Lee et al. 2000) .
In MCC multiagent systems that are implemented in dynamic real-world settings, the relative performance of base classifiers and the ensemble composition can change over time as agents are retired, added, or temporarily unavailable. Existing combiner methods that require offline training do not take this into consideration and assume that the ensemble composition is static and that individual classifier performance does not change subsequent to training and validation.
Information Market-Based Fusion
IMF is theoretically grounded in information markets. More specifically, the IMF aggregation mechanism used in this paper is based on parimutuel betting markets.
Information Markets
Information markets are markets specifically designed for the purpose of information aggregation. Equilibrium prices, derived using conventional market mechanisms, provide information based on private and public information maintained by the market participants about a specific situation, future event, or object of interest (Hanson 2003) . Although the concept of information markets is fairly recent, the underlying notion of markets being capable of aggregating information is not new (Hayek 1945) , and the efficient market hypothesis states that all private and public information is reflected in equilibrium prices (Fama 1970) . Empirical research has found support for the efficient market hypothesis and for information aggregation in information markets in general (Berg and Rietz 2003) , and parimutuel betting markets in particular (Plott et al. 2003) .
Our combiner method is based on parimutuel betting, which originated in horserace gambling in France in 1865, and since then has become a popular betting mechanism in the horseracing world. Pari-mutuel means "wager mutual" and comes from the fact that in parimutuel betting, a winning wager (i.e., bet) receives a share of the total wagers (winning and loosing bets minus a track commission) as a proportion of this winning wager to all winning wagers. The final track odd for a given horse is the total amount bet on all the horses in the race divided by the total amount bet on the given horse. The payout for a winning horse is the product of the amount bet on it and its odd (less track commission). From an MCC perspective, the odd associated with a horse is of great importance, as it represents the aggregated market information about the probability estimate of that horse winning the race. We use parimutuel betting over mechanisms such as continuous double auctions because parimutuel betting does not suffer from liquidity problems that could potentially impact continuous double auction markets when there are large bid-ask spreads or when bid-ask queues are empty (Pennock 2004) . Hence, parimutuel mechanisms would work effectively, even when the ensemble of base-classifiers is small. Plott et al. (2003) experimentally examined information aggregation and different betting behaviors in parimutuel betting markets using two private information models-decision theory private information (DTPI) and competitive equilibrium private information (CEPI)-and one model with belief updating-competitive equilibrium rational expectations. Plott et al. (2003) found that DTPI and CEPI best described the behavior of human participants in their probabilistic information condition experimental parimutuel betting market.
In DTPI, agents only consider their own private information and ignore market prices when deciding on their bets and in forming beliefs. In CEPI, agents base their bets on the current market price, although they do not update their beliefs based on market prices. In both models, agents maximize their conditional expected utility given their private probability estimates and constraints such as available funds. In both DTPI and CEPI, prices are assumed to be in equilibrium; however, as each betting round starts without prices defined, the equilibrium must be obtained before the agents can place their final bets. Assuming no track take, in equilibrium, all potential payouts are equal to the total amount that is bet across all events.
Information Market-Based Fusion
IMF is a multiclassifier combiner method based on a parimutuel betting information market that can be used in any classification application domain. We present IMF in the context of a fraud-detection application. In this application, object t (i.e., transaction t) can be classified as fraudulent (j = 1) or nonfraudulent (j = 2) by an ensemble E of agent classifiers. In this application, the set J = 1 2 is the index set of the two classes (i.e., fraudulent and nonfraudulent).
The ensemble E has m agents embodying different base classifiers (referred to as agents) represented by indices i in the index set D = 1 m . While determining the class membership of object t, agent i ∈ D uses the feature vector associated with t to determine the posterior probability estimate p itj ∈ 0 1 that t belongs to class j ∈ J . Agent i bets q itj that object t belongs to class j and is paid according to the parimutuel mechanism based on four factors: (1) the agent's bets, q itj ; (2) the total bets on class j, Q tj = i∈D q itj ; (3) the total bets on all classes, Q t = j∈J i∈D q itj ; and (4) the true class of object t. Ensemble E's overall probability estimate that t belongs to j ∈ J is given by 1/O tj ∈ 0 1 , where O tj is the odd that t belongs to j ∈ J . The odd O tj , which is equal to Q t /Q tj , is in equilibrium when the potential payouts Q tj O tj for each j ∈ J and the total bets Q t are equal (assuming no house commission); i.e., O tj is in equilibrium when Q tj O tj = Q t . Figure 2 provides an overview of IMF when the true class of objects is only determined for objects classified as positive. When all objects are investigated, Figure 2 is changed by eliminating the decision box, i.e., going straight from classify object to distribute payout. Investigations are, however, expensive, and in the real world only objects classified as positive are typically investigated. Unless otherwise noted, we will henceforth assume that only objects classified as positive are investigated. In Figure 2 , for each new object t, IMF first determines the final odds O f tj that are equilibrium or nearequilibrium odds. Establishing equilibrium odds is a nontrivial task because of the recursive relationship between Q tj and O tj , where odds are based on agent bets and agents base their bets on odds. Therefore, multiple rounds of betting are required to determine the final odds that can then be used by agents to make their actual bets. In each round, odds are first updated based on all the agents' prior bets and then agents place new bets based on the current updated odds. After the final odds have been established, ensemble E's overall probability estimate 1/O f tj is compared to a threshold value C j to determine if t should be classified as belonging to class j. If object t is classified as fraudulent (j = 1), then the true class of t is determined and winnings are distributed to the agents.
In addition to establishing ensemble E's probability estimate 1/O f tj , IMF facilitates the redistribution of wealth among the agents based on the agents' bets and winnings. From an MCC perspective, IMF produces decisions that are wealth-weighted probability estimates of the occurrence of event j. We next describe the components of IMF in detail as per the major steps depicted in Figure 2. 3.2.1. Determining Final Odds. The problem of determining odds O tj for object t is given by P1:
The objective function Z 1 minimizes dummy variables M j that represent the differences between the total bets by all agents and the total payout for each outcome (2). At equilibrium, M 1 and M 2 are equal to zero. Set search space bounds P l = 0 and
Because of the recursive relationship between Q tj and O tj , we solve P1 using binary search (see Figure 3) to determine equilibrium or near-equilibrium odds. Binary search starts with a lower bound P l = 0 and an upper bound P u = 1 for the probability that object t belongs to class j = 1. O t1 is then computed using O t1 = 2/ P l + P u . It can be easily verified that O t2 = O t1 / O t1 − 1 in the case of two class problems. The agents then place bets that maximize their individual utility, given their current wealth and probability estimates and the current odds (Lemmas 1 and 2 describe the optimal bets). The odds and bets are then used to evaluate whether the current odds are too high or too low. If the potential payout for j = 1, i.e., Q t1 O t1 , is greater than the total bets Q t , then odd O t1 is too high, and the lower search space boundary P l is raised to the reciprocal of O t1 ; i.e., P l = 1/O t1 . However, if the potential payout for j = 1 is less than the total bets Q t , then the odd O t1 is too low and the upper search space boundary P u is lowered to the reciprocal of O t1 ; i.e., P u = 1/O t1 . If the potential payout for j = 1 is the same as the total bets Q t , then the potential payouts for j = 1 and j = 2 are equal; i.e., Q t1 O t1 = Q t2 O t2 , the odds are in equilibrium, and the search space is set to this single value
is then set to the reciprocal of the mean of P l and P u and the agents place bets based on these odds. The updating of odds and agent bets continues iteratively until the search space is within tolerance , i.e., P u − P l ≤ . When a binary search terminates, it is known that the optimal odds are within bounds 1/P u and 1/P l . 3.2.1.1. Determining Agent Bets. Given the current market odds O tj , the agent's probability estimates p itj of object t being in class j, the agent's current wealth w it plus the periodic endowment m, and multiplier k that determines the house-enforced maximum bet km, agent i solves the expected utility maximization problem P2 to determine the amount q itj to bet on classes j = 1 2. The periodic endowment m is given to all the agents to prevent them from running out of funds. Given the utility function U i of agent i as a function of wealth, problem P2 can be stated as follows:
The objective function in P2 represents the expected utility of agent i when it bets q itj ≥ 0 on event j. Constraint (5) dictates that the total amount of bets placed by agent i on events j = 1 and j = 2 equals the lower of the agents' available funds m + w it , and the houseenforced maximum bet km. The house-enforced maximum bet km limits the amount of influence the best performing agents in the ensemble could exert on ensemble decision, due to the need to have all agents, not just the best performing agents, contribute to improving the success of the ensemble (Kittler et al. 1998) . P2 is general enough to incorporate any utility function to model an agent's risk aversion. We utilize a natural logarithm (ln) utility function (henceforth simply referred to as log utility), which has been widely used in prior research (Rubinstein 1976) , for the following reasons: (1) log utility enables agents to place bets that yield optimal long-run growth rates (Kelly 1956 ); (2) it is twice-differentiable and nondecreasing concave, leading to a decreasing absolute risk aversion (Rubinstein 1976) ; and (3) depending on which betting constraint is binding (see Lemmas 1 and 2 below), log utility bets are either increasing in p itj and w it + m but not a function of O tj , a betting behavior corresponding to DTPI (Plott et al. 2003) , or increasing in p itj , w it + m, and O tj , a betting behavior corresponding to CEPI (Plott et al. 2003) .
Using log utility, problem P2 is transformed to either P3 or P4 depending on the binding constraint in (5) for a given agent. If w it + m ≤ km, then q it1 + q it2 = w it + m and w it + m − q it1 − q it2 = 0, leading to P3:
Proof. See the e-companion. If w it + m > km, then q it1 + q it2 = km and w it + m − q it1 − q it2 = w it + m − km, which we denote by constant a it . Thus P2 can be transformed to P4:
Lemma 2. The optimal bets of agent i in P4 while classifying t is as follows:
and
< km and
Solution c:
Proof. See the e-companion. Equilibrium Odds. The final odds O f tj are equilibrium odds or near-equilibrium odds, where near equilibrium is defined as being within bounds 1/P u and 1/P l , and P u − P l is less than or equal to tolerance . When binary search terminates, it is known that the optimal odds are within these bounds. As described in binary search, the final odds O f tj are found for each object t by iteratively updating the odds and requiring agents to place bets using these odds until the odds provided to the agents and their subsequent bets result in Q tj O f tj ≈ Q t , at which time the market closes. The following observations are made. First, bets placed in betting rounds before the final odds have been established are only used for the purpose of updating the odds.
3 Second, if agent bets are discontinuous over O tj then the existence of equilibrium odds cannot be guaranteed (Carlsson et al. 2001) . Lemma 3 shows that in IMF, when agents i ∈ D 1 bet as per Lemma 1 and agents i ∈ D 2a , i ∈ D 2b , and i ∈ D 2c bet as per Lemma 2, solutions a, b, and c, respectively, then equilibrium exists. However, even when equilibrium odds do exist, IMF may not always find it because of the recursive nature of O tj and Q tj . Binary search used in IMF nevertheless guarantees a result that is at most (a tolerance parameter) from the optimal probability.
Lemma 3. Given any combination of betting behaviors as per Lemmas 1 and 2, equilibrium exists, and the equilibrium odd for
Proof. See the e-companion. The e-companion also contains both an empirical evaluation of IMF when agent bets are discontinuous over O tj and an empirical evaluation of the ability of IMF to find the equilibrium odds when the agents bet as per Lemmas 1 and 2. 
In (13), if the reciprocal of final odd for j = 1 is higher than the threshold C 1 , then object t is classified as a member of the positive class; i.e., j = 1 and agent i's wealth is decreased by the amount of i's final bets:
The true class of t is then investigated, and agent i's wealth is updated with any potential winnings (see §3.2.3). If the object is classified as a member of the negative class, i.e., j = 2, then the verification of the object class is not pursued further, as investigations are not typically carried out for negative classifications. In this case, agent wealth is not updated with bets or winnings.
This assumption is made to make the utility maximization problem more tractable. In defense of this assumption, the agents do not know when the market closes; i.e., they never know if the current odds are the final odds, and strategic behavior is therefore less likely even if allowed. Furthermore, Plott et al. (2003) found that strategic behavior was negligible among their human subjects in their probabilistic information condition experiment even though the subjects knew that the market would stay open at least until an announced time. 4 MCC users might prefer rankings or raw probabilities (SaarTsechansky and Provost 2004) . In these situations the generated ensemble probability estimates can be presented directly to the users. 3.2.3. Distributing Payout. Whenever object t is classified as belonging to the positive class, detailed investigations are necessary to establish the true class of t. Although final bets are deducted from the agents' wealth immediately, because of the time taken for investigations, there is a time lag corresponding to v elapsed object classifications before winnings can be paid out. This mechanism is similar to sports betting (and other types of futures markets), where bets are collected when bets are placed and winnings are paid out after the game/race has been decided. In Figure 4 , t is the current object being classified, t is the object for which the investigation has just been completed, and v is the number of objects that have been classified since t was classified. Based on the investigation, if t is found to be a positive, then agent i's wealth is updated using (15), or else t is negative and agent i's wealth is updated using (16). This is also followed when the true classes of both positive and negative classifications are investigated.
4. Experimental Setup
Base Classifiers and Data
Using Weka (version 3.3.6), 22 heterogeneous baseclassifiers were created using their default settings (see Table 1 ). The base classifiers were trained and evaluated using 10-fold cross validation on each of 17 data sets obtained from the UCI Machine Learning Repository (see Table 2 ). Data sets that included more than two classes were modified by either creating multiple subsets with only two classes in each subset or by combining classes. For computationally complex base classifiers to complete the classification using a reasonable amount of resources, data sets with a large number of observations and/or attributes were filtered randomly based on records and/or attributes.
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With an average data set size of 5,350 records, a total of 2,000,900 base-classifiers' validation decisions (5,350 records × 17 data sets × 22 base classifiers) were generated from the 10-fold cross validation. These decisions were imported into Microsoft Access, where combiner methods, implemented using Visual Basic, combined the data. Furthermore, because IMF, MAJ, AVG, and dynamic WAVG did not require training, we did not use n-fold cross-validation in the combiner method experiments. Each data set was combined 96 times, as described in §4.2, for a total of 8,745,888 (96 data set combinations × 5,350 average data set size × 17 data sets) ensemble decisions.
Experimental Design and Factors
The primary purpose of the computational experiments was to compare the effectiveness of IMF against MAJ, AVG, and WAVG methods. As such, the combiner method is our primary factor of interest. Our experiment also included six other independent variables, two factors (cost-to-benefit ratio and number of agents), and four covariates (data set positive ratio, data set size, data set average base-classifier accuracy 5 The number of attributes/instances to delete was determined iteratively by first deleting only a few attributes/instances, running the most resource-constraining base-classifier algorithm, and then deleting more attributed/instances if needed. Attributes/instances selected for deletion were determined by assigning a random number to each attribute/instance using Microsoft Excel and then deleting the attributes/instances assigned the lowest number. and ensemble diversity), used to evaluate the sensitivity of our results (see Table 3 ).
As we were only investigating main effects and second order interactions, and only interactions involving the combiner method factor, we did not need a full factorial design. Instead, we used two factorial block designs (4 combiner methods×11 sets of agents, and 4 combiner methods × 13 cost-to-benefit ratios), for a total of 96 treatment groups. The cost-to-benefit ratio factor was held constant at 1:10 in the 4 × 11 factorial design. The number of agents factor was held constant at 10 in the 4 × 13 factorial design. Net benefit and the covariates were measured for each of the 17 data sets within each of the 96 treatment cells for a total of 1,632 observations (4 × 11 × 17 + 4 × 13 × 17).
4.2.1. Dependent Measure. Performance measures used in the MCC combiner method research include hit-rate (TP/(TP + FN)) and accuracy ((TP + TN)/(TP + TN + FP + FN)), where TP is true positive, FP is false positive, TN is true negative, and FN is false negative. However, accuracy and hit-rate only provide accurate measures of combiner method effectiveness under one specific scenario-when the number of positive and negative instances is the same and the cost of FP and FN is the same. This is rarely true (Provost et al. 1998 ). More recently, receiver operating characteristic (ROC) curves and area under the ROC curve (AUC) have gained popularity, partially because they show how well algorithms handle the trade-off between true positive rate (TP/(TP + FN)) and false positive rate (FP/(FP + TN))-i.e., benefits and costs-without having to define a specific class distribution and cost assumption. ROC and AUC do not, however, allow for easy comparisons of combiner methods under specific distribution and cost assumptions that we are interested in. ROC also does not provide a single measure that allows us to assess the statistical significance and sensitivity of the relative combiner method performance results to various factors such as the number of base classifiers in the ensemble, cost-to-benefit ratio, and data set size, average agent accuracy, positive ratio, and diversity (Drummond and Holte 2006) . Furthermore, ROC curves are created using the true positive rate and false positive rate and therefore cannot be used in situations where TN and FN are not identified, i.e., in domains where negative classifications are not investigated.
Another common performance measure-misclassification cost, which is the total cost of FP and FN classifications-overcomes many of these shortcomings (Lin et al. 2003) . However, this measure still requires knowing FN and ignores the costs associated with TP classifications, such as investigation costs. Chan et al. (1999) use cost savings (CS), which takes into account costs associated with TP, FP, and FN but still requires knowing FN. We use a measure very similar to CS 6 that we call net benefit (NB). NB, like CS, allows us to overcome the problems described earlier and, in contrast to CS, does not require knowing FN. NB is calculated as the benefit derived from TP classifications (FN costs avoided) minus costs of investigating positive classifications; see (17). Like ROC curves, NB captures the trade-off between true positive rate and false positive rate. To maximize NB, the classification threshold has to be selected so that 6 It is shown in the e-companion that NB is equivalent to CS, given that transaction amount and overhead (Chan et al. 1999 ) are defined as being equivalent to FN cost avoidance and investigation cost, respectively. Also note that our definition of cost-to-benefit ratio is based on the same idea used in the Chan et al. (1999) rule: only transactions with transaction amounts > overhead should be investigated.
it strikes an appropriate balance between net benefit of TP and cost of FP classifications: NB = FN cost avoidance * number of TP − investigation cost * (number of FP and TP)
In our experiments, we compare the performance of various combiner methods using optimal thresholds for each treatment in order to isolate the treatment effect from noise introduced by using other mechanisms to determine the threshold. To determine the optimal thresholds, we run the MCC experiment 101 times for each treatment, using a different threshold level (0 0 01 0 02 1) for each run. The threshold from the run that generates the highest total NB is then labeled as the optimal threshold for that specific treatment. By finding the best threshold for each combiner method, data set, ensemble, and cost-benefit ratio combination, we compare the combiner methods at optimal trade-off levels for that specific combination, which we believe is more relevant than comparing the sensitivity, specificity, hit-rate, etc., of the combiner methods at other suboptimal levels. Furthermore, by comparing the combiner methods at a number of different cost-to-benefit ratios, we improve the generalizability of our results to different domains that have different cost-to-benefit ratios.
Combiner Method
Factor. Because our primary objective is to compare the performance of IMF to existing combiner methods, we include the combiner method as a factor that is manipulated at four levels: IMF, AVG, MAJ, and WAVG. IMF is compared to MAJ, AVG, and WAVG, because prior research indicates that AVG and MAJ perform well compared to other existing combiner methods (Duin and Tax 2000) . WAVG is included primarily because of its similarity to IMF, because IMF generates a wealth weighted average. In MAJ, each base classifier casts a vote on the class for which the base-classifier's probability estimate is higher than the classification threshold. The class with the most votes is then selected as the ensemble's decision. In AVG the mean of all the base-classifiers probability estimates is compared to the threshold, and the class with a mean probability estimate that is higher than the threshold is selected as the ensemble's decision. In WAVG, different weights are assigned to the different baseclassifiers' probability estimates when averaging these estimates. To maintain uniformity while comparing IMF to WAVG, we implement a dynamic version of WAVG, where the weights are updated based on positive classifications only. The weights are determined as the ratio of an individual classifier's precision (TP/(TP + FP)) to the total precision of all the classifiers in the ensemble. We also test two alternative weighting schemes, as detailed in §4.2.4.
Sensitivity Analysis
Number of Agents. The number of agents factor is manipulated at 11 levels: 2 4 6 22 agents. This manipulation is done because there is evidence from prior research that the number of agents in an ensemble could impact ensemble classification performance (Lam 2000) . The agents are randomly selected at each of the treatment levels, but the selection process is cumulative in nature. For ensembles consisting of two agents, the two agents are randomly selected from the 22 existing base classifiers; for ensembles with four agents, two additional agents are randomly selected from the remaining 20 base classifiers and added to the existing ensemble, and so on. To test the sensitivity of the combiner method performance to the number of agents, we examine whether the relative combiner method performance is moderated by the number of agents, while holding the cost-to-benefit ratio constant at 1:10.
Cost-to-Benefit Ratio. The benefit derived from TP classifications (FN cost avoidance minus investigation cost) and the cost of FP classifications (investigation cost) impacts the net benefit provided by any classification effort. As the cost-to-benefit ratio is domain specific, we use a wide range of cost-tobenefit ratios-13 in total-to explore the generalizability of our results: 1:100; 1:50, 1:25, 1:10, 1:7.5, 1:5, 1:4, 1:3, 1:2, 1:1.5, 1:1, 1.5:1, and 2:1. To clarify, the 1:100 ratio indicates that the net benefit of a TP classification (cost of fraud minus investigation costs of detecting a fraud) is 100 times the cost of investigating a transaction (for example, cost of fraud = $10 100 versus cost of investigation = $100). Note that the range of cost-to-benefit ratios used assumes that the net benefit of a TP is always positive; i.e., the FN cost avoided when making a TP classification is always more than the investigation cost. To examine the sensitivity of the combiner method performance to cost-to-benefit ratio, we investigate whether the relative combiner method performance is moderated by cost-to-benefit ratio, holding the number of agents constant at 10 agents.
Data Set Average Accuracy. Average base-classifier accuracy, measured as the percentage of all objects classified correctly for each data set, is included as a possible interaction term, given the possibility that relative combiner method performance could depend on the average accuracy of the base classifiers in a given data set. Thus, this interaction tests whether the relative combiner method performance is moderated by the data set average base-classifier accuracy.
Data Set Size. Data set size refers to the number of records in the data set, which varies from 57 to 32,561. Data set size is included as a covariate primarily to examine the impact of size on the relative performance of IMF and WAVG to the other combiner methods. For example, if the data size is very small, the extent of adjustment of weights in WAVG and redistribution of wealth in IMF are small. We therefore evaluate whether the relative combiner method performance is moderated by the data set size.
Data Set Positive Ratio. The positive ratio of the data set refers to the number of positive class objects divided by all objects in the data set. Positive ratio is included as a covariate to test whether the relative combiner method performance depends on the data set positive ratio. Theoretically, a performance difference, if any among combiner methods should be evident in data sets with positive ratios in the medium range, but not necessarily in data sets with very low (high) positive ratios where any trivial classifier that always predicts the object as negative (positive) does well. Thus, we only expect differences in performance among the combiner methods when the trivial rule is ineffective. The range of data set positive ratios over which the trivial rule is effective is, furthermore, impacted by the cost-to-benefit ratio level. The trivial rule that classifies everything as positive is effective over a wider range of data set positive ratios (i.e., medium and high rather than just high) when the cost-to-benefit ratio is low (Witten and Frank 2005) . Conversely, the trivial rule that classifies everything as negative is effective over a smaller range of data set positive ratios (i.e., just extremely low rather than low) when the cost-to-benefit ratio is low. Considering that the median of the experimental cost-to-benefit manipulations is close to 1:5-i.e., in the low rangewe expect combiner method performance differences for low to medium data set positive ratios, but not for medium to high data set positive ratios. We therefore evaluate whether the relative combiner method performance is moderated by the data set positive ratio.
Ensemble Diversity. Base-classifier diversity describes the degree to which the ensemble base classifiers differ in the errors they make. Diversity among the base classifiers is incorporated in the experiment by using different learning algorithms for each base-classifier. Diversity is measured using Yule's Q statistic (Yule 1900) for each data set (see the ecompanion). By measuring diversity we can evaluate whether the relative performance of combiner methods is impacted by the level of complimentary information provided by the base classifiers in the different data sets.
Investigating the True Class of All Objects.
To evaluate the external validity of our result to domains where the true object class is revealed for all objects, we perform an experiment where the performance of combiner methods is evaluated using both positive and negative classifications. In this experiment, we examine a version of WAVG where wealth is updated for both positive and negative classifications, as well as aWAVG. In aWAVG, the weights are determined based on AdaBoost: ln((1 − error rate)/ error rate).
Time Lag, IMF Parameters, and
Base-Classifier Cost-Benefit Retraining 4.3.1. Time Lag and Performance. In the main experiment the true class of t is given instantly after t is classified, but in reality it usually takes some time to determine the true class of t. To determine the performance impacts of such time lags, we perform an experiment where wealth w it is not updated until v additional objects have been classified. v is manipulated at six different levels: 0%, 1%, 5%, 10%, 25%, and 50% of the size of the data set, for each of the 17 data sets, while the main experiment factors are held constant as follows: combiner method = IMF; number of agents = 10; and cost-to-benefit ratio = 1:10. Using these treatments we investigate if the net benefits from 0%-IMF (no time lag) and from 1%-IMF, 5%-IMF, 10%-IMF, 25%-IMF, and 50%-IMF are significantly different.
Selection of IMF Parameters
Binary Search Stopping Parameter . The tolerance value is used in binary search to determine when to stop the search. To gain a better understanding of how to select an appropriate value for and to investigate if this selection is domain dependent, we run an experiment where different values of are tested. For a given value of (manipulated at 0 01 0 001 0 00000000001), we run IMF on each of the data sets while holding other factors constant as follows: number of agents = 10, and cost-to-benefit ratio = 1:10. Also, if no interactions exist, we are still interested in investigating the direct impact of on NB.
Maximum Bet Multiplier k. To ensure that the ensemble is not completely dominated by a minority of better performing agents, while at the same time weighing the inputs of better performing agents more heavily, appropriate values of k must be used. For a given value of k (manipulated at 1, 2, 5, 10, 25, 50, 75, 100, 125, 150, 200, 250, 350, 500 , and 1,000), we run IMF on all data sets with the number of agents factor set at 10 and the cost-to-benefit ratio set at 1:10. We are also interested in investigating interactions between k and data set characteristics to determine whether the choice of k is domain specific.
4.3.3. Base-Classifier Cost-Benefit Retraining. The ensemble base classifiers in the experiments are not trained using cost-sensitive learning, and they are not retrained for each cost-to-benefit treatment level. The ensemble results are likely to change if the base classifiers are retrained for different cost-to-benefit ratios. However, because all four combiner methods are tested using the same base classifiers, we do not believe that this will systematically bias the relative performance of the combiner methods. Nevertheless, we perform two experiments where the classification performances of various combiner methods are evaluated at five different cost-to-benefit ratios. The first experiment evaluates the combiner methods using an ensemble of five crisp base classifiers used in two different modes: cost-to-benefit ratio both retrained and not retrained. The retrained crisp base classifiers are obtained by hardening measurement level base classifiers at optimal thresholds for the different combinations of data sets and cost-benefit ratios. The base classifiers that are not retrained are obtained by hardening the same base classifiers using a threshold of 0.5. The second experiment evaluates the combiner methods using (a) an ensemble of 10 base classifiers, of which 5 are tree classifiers and (b) an ensemble of 5 base classifiers, in which all 5 are tree classifiers, where the classifiers in (a) and (b) are set in two different modes: cost-to-benefit ratio retrained and not retrained. The retrained base classifiers are obtained using CostSensitiveClassifier in Weka, where each base classifier is retrained at each combination of data set and cost-benefit ratio. In these experiments we evaluate the effect of the interaction between baseclassifier mode and combiner method on combiner method performance to evaluate whether the relative performance of the combiner methods depends on whether the base classifiers are retrained.
4.3.4. Base-Classifier Wealth Convergence. To provide initial insight into how fast the relative wealth of individual agents and the total wealth of all the agents in the ensemble converge, we run experiments using select data sets, while holding the number of agents in the ensemble constant at 10 and the cost benefit ratio constant at 1:1. The percentage of the agents' wealth to the total wealth in the ensemble is then output after each classified transaction.
Results

Relative Combiner Method Performance
5.1.1. Overview. Table 4 provides an overview of the results data organized by the three data sets used in our experiments. Two of the statistical analysis data sets are based on the 5 × 11 (combiner method by number of agents) and the 5 × 13 (combiner method by cost-to-benefit) factorial designs, while the third is obtained by pooling the two statistical analysis data sets (possible as the interactions are not significant, as discussed in 5.1.3). We report two-tailed p-statistics throughout the paper. For significance testing we use an alpha of 0.05 and 0.1 for marginal significance. To retain an experimentwise error rate of 0.05, while balancing the risk of type II errors, we use a modified Bonferroni procedure (Jaccard and Wan 1996) .
Combiner Method Main Effect.
The combiner method main effect is tested using the model shown in (18) and the pooled result set described earlier. Note that for each combination of UCI data set * number of agents and UCI data set * cost-to-benefit ratio, the same four combiner methods are tested. We therefore block for the data set, number of agents, cost-to-benefit ratio, data set * number of agents, and data set * cost-to-benefit ratio effects: ln(net benefit)
The combiner method main effect is significant (p < 0 0001), and the post hoc analysis shows that IMF significantly outperforms AVG (p = 0 0042), WAVG (p = 0 0229), and MAJ (p< 0 0001). See Table 5 for parameter estimates and standard errors.
5.1.3. Sensitivity Analysis. The sensitivity of the relative performance of the combiner methods to the number of agents in the ensemble and the cost-tobenefit ratio are respectively tested using the model shown in (19) for the 5 × 11 factorial design and model (20) for the 5 × 13 factorial design. Thus, each combiner method is tested for all combinations of UCI data set * number of agents and UCI data set * cost-to-benefit ratio in the respective models. We Table 5 Summary of Primary Results Net benefit: low diversity Net benefit IMF > net benefit MAJ p = 0 0138 Net benefit: high diversity Net benefit IMF > net benefit MAJ p < 0 0001
Effects
Net benefit: low positive Net benefit IMF > net benefit AVG p = 0 0005 ratios Net benefit IMF > net benefit WAVG p = 0 0021 Net benefit IMF > net benefit MAJ p < 0 0001
Net benefit: high positive Net benefit IMF > net benefit AVG p = 0 3439 ratios Net benefit IMF > net benefit WAVG p = 0 6023 Net benefit IMF > net benefit MAJ p = 0 0139
Parameter estimates (standard errors) AVG −0.00210 (0.00180) IMF 0.00799 (0.00180) MAJ −0.00509 (0.00180) Net benefit (true classes of Net benefit IMF > net benefit AVG p = 0 1264 all objects known) Net benefit IMF > net benefit WAVG p = 0 0767 Net benefit IMF > net benefit MAJ p = 0 0078 Net benefit IMF > net benefit AWAVG p < 0 0001 therefore block for these interactions in the respective models:
ln(net benefit) = 0 + 1 combiner method + 2 number of agents + 3 combiner method * number of agents + block (19) ln(net benefit) = 0 + 1 combiner method + 2 cost-to-benefit ratio + 3 combiner method * cost-to-benefit ratio + block (20) The combiner method * number of agents (p = 0 1407) and combiner method * cost-to-benefit ratio (p = 0 7552) interactions are insignificant. This indicates that the performance advantages of IMF over AVG, WAVG, and MAJ are not moderated by the number of agents in the ensemble or by the domain dependent cost-to-benefit ratio. Because prior research has not evaluated AVG, MAJ, or WAVG under different cost assumptions, we perform further inspections of the interaction results using scatter plots and find that the performance differences among the combiner methods are stable over the different cost-to-benefit ratios tested. Thus, the earlier conclusion based on the statistical results is corroborated.
The sensitivity of the combiner method performance result to data set average agent accuracy, size, positive ratio, and ensemble diversity are tested using the same blocking factor and result set used for (18): ln(net benefit) = 0 + 1 combiner method + 2 data set average agent accuracy + 3 data set size + 4 data set positive ratio + 5 ensemble diversity + 6 combiner method * data set average agent accuracy + 7 combiner method * data set size + 8 combiner method * data set positive ratio + 9 combiner method * ensemble diversity
The results do not show that relative combiner method performance is sensitive to the data set size (p = 0 7325) or data set average agent accuracy (p = 0 9803). We do, however, find that the combiner method * data set ensemble diversity (p = 0 0342) and combiner method * data set positive ratio (p < 0 0001) interactions are significant. The interaction involving diversity appears to be driven by MAJ, as MAJ has a significant parameter estimate for the interaction (p = 0 0039), whereas AVG (p = 0 6363) and IMF (p = 0 3227) are insignificant. This is verified by noting that the combiner method * diversity interaction is insignificant (p = 0 7813) when MAJ is excluded from the analysis. When only including MAJ and IMF in the analysis, the interaction is significant (p = 0 0099). We therefore only perform a detailed analysis of IMF versus MAJ.
Based on visual comparison ( Figure 5 ) it appears that IMF outperforms MAJ at all diversity levels; however, the performance difference is less at low diversity levels (high Yule's Q). However, even at low diversity levels (Q > 75), IMF outperforms MAJ (p < 0 0138). Thus, at all diversity levels IMF outperforms MAJ as per this test, and AVG and WAVG as per the insignificant interaction and significant main effect.
We explore the significant combiner method * positive ratio interaction (p = 0 0342) by dividing the data sets into two groups based on the data set positive ratio, a high group with about half the data sets, positive ratio (>40%) and a low group with the remaining data sets (≤40%). In each group, a model with the combiner method factor and the blocking variables as in (18) Table 5 summarizes these results.
Time Lag, IMF Parameters, Cost-Benefit
Retraining, and Wealth Convergence The impact of time lag on net benefit is tested using the model shown in (22) and a statistical analysis data set derived from holding the number of agents and cost-to-benefit ratio constant at 10 and 1:10, respectively. Because all UCI data sets are used for all the treatments in the model (for a total of 102 observations), we block for the data set effect:
The lag-level main effect (p = 0 9962) is insignificant, thereby indicating that time lag does not impact IMF performance. On the related issue of wealth convergence, readers are referred to the e-companion.
Using the model shown in (23), we do not find any evidence that the value of the binary search-stopping parameter , within the tested range (0 01 0 001 0 00000000001), impacts the performance of IMF (p = 0 5071). The impact of on the performance of IMF is also not domain dependent. More specifically, while blocking for the data set effect on net benefit, the * data set positive ratio (p = 0 1248), * data set size (p = 0 1856), * data set average agent accuracy (p = 0 5989), and * data set diversity (p = 0 8897) interactions are insignificant. Based on the results, in all experiments is set to the middle value tested (0.000001): ln(net benefit) = 0 + 1 + 2 data set average agent accuracy + 3 data set positive ratio + 4 data set size + 5 data set diversity + 6 * data set average agent accuracy + 7 * data set positive ratio+ 8 * data set size
To choose appropriate values for the maximum bet multiplier k and to investigate if the choice of k is domain dependent, we use the model shown in (24), where the block factor is data set: ln(net benefit) = 0 + 1 k + 2 data set average agent accuracy + 3 data set positive ratio + 4 data set size + 5 data set diversity + 6 k * data set average agent accuracy + 7 k * data set positive ratio+ 8 k * data set size
The k * data set average agent accuracy (p = 0 0036) and k * data set diversity (p = 0 0012) interactions are significant, but the k * data set positive ratio (p = 0 1581) and k * data set size (p = 0 1812) interactions are insignificant. Scatter plots with trend lines and the raw data tables for the standardized log net benefit of the different data sets at the 15 different k values indicate that the significant interactions are driven by extreme values of k. For low k values net benefit decreases as the diversity decreases or the average agent accuracy increases, and vice versa for high k values. However, k = 50 consistently provides relatively good results, even when compared to extreme k values at their best performance levels. Furthermore, k = 25 and k = 75 also perform well. Results show that only when using k = 25, k = 50, and k = 75, the k * data set average agent accuracy (p = 0 5697) and k * data set diversity (p = 0 9212) interactions are no longer significant. Based on these results, we set k = 50 in all experiments.
Using the model shown in (25) and blocking for data set, cost-to-benefit ratio and data set * cost-tobenefit ratio effects, we examine the base-classifier mode and combiner method interactions in the two base-classifier cost-benefit retraining experiments. The results show an insignificant (p = 0 2037) interaction when the retrained base-classifiers are obtained by hardening measurement-level classifiers at optimal threshold levels. Similarly, when the retrained base classifiers are obtained using Weka's CostSensitiveClassifier, the interaction is insignificant for the two cases; i.e., p = 0 9414 when five tree and five nontree base classifiers are included in the ensemble, and p = 0 3638 when the ensemble consist of five tree baseclassifiers. Thus, as expected, we do not find any evidence of relative combiner method performance being moderated by base-classifier mode: 7 ln(net benefit) = 0 + 1 combiner method + 2 base-classifier mode + 3 combiner method * base-classifier mode + block (25) 7 Nevertheless, the reader should be aware that some of the crisp base classifiers used in the experiments under extreme cost-benefit ratios could reduce the benefits of MCC. The effect of this potential problem is unknown, but based on the experiment just discussed it does not bias the relative performance results one way or the other.
6. Discussion 6.1. Combiner Method Performance Based on the coefficients and standard errors from the main effects test (Table 5) , IMF on average provides a 0.72, 1.19, and 0.62 percentage 8 greater impact on net benefit than AVG, MAJ, and WAVG, respectively. Furthermore, compared to the average net benefit of the base classifiers across different ensembles, IMF on average provides a 10.08 percentage 9 greater impact on net benefit. These results are not sensitive to the number of agents in the ensemble, costto-benefit ratio, data set size, data set average agent accuracy, or ensemble diversity. However, we do find that the relationship between combiner method and net benefit is moderated by the data set positive ratio when we assume that the true class of objects would only be revealed for objects classified as positive. The results show that IMF outperforms the other combiner methods at low to medium positive ratios, and that there is no significant difference at medium to high positive ratio levels, as theoretically expected. Thus, IMF performs well at all positive ratio levels and outperforms the other combiner methods when it matters the most, i.e., in skewed data sets with low to medium positive ratios for which, given the tested cost-benefit ratios, trivial rules classifying all objects as either positive or negative are likely to be ineffective. For low to medium positive ratios, IMF on average has a 1.01%, 1.31%, and 0.80% 10 greater impact on net benefits than AVG, MAJ, and WAVG, respectively.
To put this into perspective, assume a fraud classification task where the average cost savings from a fraud detection are $20,000, the average cost of investigation is $500, the positive rate is 1% (a low positive rate), there are 40,000 transactions per year, and using IMF we accurately classify 50% of the positive instances and 98% of the negative instances. The benefit from this classification is $4,000,000 ($20,000 * 200), the cost is $496,000 (200 * 500 + 792 * 500), and the netbenefit is $3,504,000. In this example, IMF provides an additional benefit per year of $35,390, $45,902, and $24,878 over AVG, MAJ, and WAVG, respectively. However, note that IMF also consumes more resources, an average of 6.21 msec of CPU time, 11 8 Based on estimation using coefficients and standard errors of −0.00101 and 0.00154 for AVG, 0.00621 and 0.00154 for IMF, and −0.00568 and 0.00154 for MAJ (Kennedy 1981) . 9 Based on estimations using coefficients and standard errors of −0.105823 and 0.027584 for the average base classifier (Kennedy 1981 ) with (p < 0 0001). 10 Based on estimations using coefficients and standard errors of −0.002053 and 0.001751 for AVG, 0.0079922 and 0.001751 for IMF, and −0.005092 and 0.001751 for MAJ (Kennedy 1981) . 11 We used GetProcessTimes from Kernel32.lib, which measures CPU time used, rather than actual time to run the algorithms.
to classify one object, compared to 5.07 msec for WAVG, 1.68 msec for AVG, and 1.69 msec for MAJ. The slightly longer CPU time consumed by IMF is minor given that in most settings IMF classifies on average 579,415 objects per hour of CPU time on an off-the-shelf PC.
IMF also outperforms MAJ, WAVG, aWAVG, and AVG (at a marginal level of significance) when true classes of objects classified as positive as well as negative are revealed. These results are robust within a wide range of cost-to-benefit ratios, number of agents in the ensemble, ensemble diversity, and data set size, positive ratio, and average base-classifier accuracy.
To understand why IMF has superior performance to the other combiner methods, we need to understand the workings of IMF. Because of the log utility function, IMF should perform on par with AVG if all the agents have the same amount of funds available for placing bets in the market, i.e., if the aggregation is not wealth weighted (Wolfers and Zitzewitz 2006) . However, as more accurate agents become wealthier, these agents end up influencing the market prices to a greater degree than the less accurate agents, and because the equilibrium prices represent the aggregated probabilities of the ensemble, the more accurate agents have a greater impact on the ensemble's decision than the less accurate agents. Thus, the ensemble decision in IMF is a performance-weighted average, which explains why there is a difference between IMF and AVG and also perhaps why IMF outperforms AVG, and to some extent MAJ, because MAJ is also a nonweighted combiner method with performance similar to AVG.
When comparing IMF to WAVG, we need to examine three major differences between IMF and WAVG: (1) WAVG assigns weights solely based on the precision of the base classifiers relative to the precision of the other base classifiers. In contrast, IMF places progressively greater weight on better performing agents' decisions, as agents with wealth above what they are allowed to bet hedge their bets to a lesser degree than other agents. (2) In IMF, weights are adjusted based on the degree of agents' performance as opposed to WAVG, where the weights are adjusted solely based on the ratio of an individual classifier's precision to the total precision of all the classifiers in the ensemble. To clarify, in IMF, an agent's wealth increases (decreases) to a greater degree the more (less) accurate the agent is in each bet, as agent bets CPU time excludes time that the process is waiting for other processes to complete. The resource consumption experiment is performed on computers ranging from a desktop computer with a Pentium 4 2.0 GHz processor with 256 MB of RAM to a personal laptop with an AMD Turion 64 X2 Mobile Technology TL-56 processor and 2,048 MB of RAM. The computer is held constant within each treatment group. are increasing in agent probability estimates. Thus, agents who are correct and more certain receive a higher payout than agents who are correct but less certain, because the bets of more certain agents are higher, and vice versa. (3) The weights in IMF, but not in WAVG, are adjusted based on agents' relative contribution to the ensemble diversity. In IMF, agents with correct bets receive a greater payout if the odds are higher for that class, which occurs when the bets are higher for the other class.
Time Lag, IMF Parameters, and
Base-Classifier Cost-Benefit Retraining The results do not show that time lag between object classification and object determination impacts the performance of IMF within the range tested (0%-50% of the records in the data set). Thus, there is no evidence to suggest that the performance of IMF deteriorates with time lags between object classifications and object true class determination. The results also do not indicate that the binary search stopping parameter and maximum bet parameter k should be set to different values for different classification domains. In our experiments was held constant at 0.000001 and k was held constant at 50. We also do not find any evidence that there is a systematic bias in the relative performance of the combiner methods from not retraining the base classifiers for the different cost-tobenefit ratios.
Combiner Method Design Considerations
For multiagent system MCC implementations, IMF handles changes in ensemble composition and baseclassifier performance. The market mechanism used in IMF functions independently of any specific agents that participate in the market. Furthermore, changes in an agent's relative performance impact the agent's wealth and therefore also the weight given to the agent's decisions in the decision fusion process, resulting in online learning. IMF also provides incentives for market participants to truthfully provide their private decisions. This is especially useful in multiagent systems based on competitive agents (Ygge and Akkermans 1999) .
Conclusions and Future Research Directions
In this paper, we present IMF, a new and novel combiner method based on information markets for multiclassifier combination. We show through extensive experimentation that IMF provides additional utility compared to three benchmark combiner methods AVG, WAVG, and MAJ. For future research, the effectiveness of IMF can be compared to other combiner methods in other multiclassifier combination architectures, such as bagging and boosting. Other research extensions include investigating the performance impacts of other types of agent behavior using utility functions such as constant absolute risk aversion, constant relative risk aversion, etc; modeling agents to update their beliefs based on market signals or ensemble consensus; mixing agents with different utility functions; and using a combination of human and software agent experts. IMF can also be extended for the more general k-class classification problem using the parimutuel betting mechanism. Finally, future research can explore the possibility of integrating the cost-benefit ratio into IMF itself.
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