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Abstract
Modular invariance is known to constrain the spectrum of 2d conformal field theories.
We investigate this constraint systematically, using the linear functional method to put
new improved upper bounds on the lowest gap in the spectrum. We also consider general-
ized partition functions of N = (2, 2) superconformal theories and discuss the application
of our results to Calabi-Yau compactifications. For Calabi-Yau threefolds with no en-
hanced symmetry we find that there must always be non-BPS primary states of weight
0.6 or less.
∗friedan@physics.rutgers.edu
†keller@physics.rutgers.edu
1
1 Introduction
The conformal bootstrap is the project of constructing conformal field theories from con-
sistency conditions imposed by conformal invariance [1, 2, 3]. Historically it has proved
very powerful in the analysis of two dimensional conformal field theories with central
charge c < 1 [4, 5]. Compared to other methods, its main advantage is that it does not
rely on a Lagrangian prescription of the CFT. It makes use of the conformal symmetry
of the theory by decomposing amplitudes into conformal blocks — the contributions of
the irreducible representations of the conformal group. In principle it is thus possible to
classify and construct all CFTs, including strongly coupled ones.
More recently the work of [6] sparked renewed interest in the bootstrap approach. In
it the authors derive constraints on the spectrum of CFTs from the condition of crossing
symmetry of the four point function. They use explicit expressions for the conformal
blocks derived in [7, 8]. From these they numerically derive a vector space of constraints,
and optimize over the constraints to obtain upper bounds on the dimensions of fields.
Although these methods apply to CFTs in any dimension, the situation in two di-
mensions is special. The finite dimensional group of global conformal symmetries — or,
rather, its Lie algebra — is enhanced to the infinite dimensional Lie algebra of holo-
morphic and anti-holomorphic local conformal transformations. The quantum operators
representing these maps form two commuting Virasoro algebras. Their quantum central
charge c measures, roughly speaking, the number of degrees of freedom in the theory. For
c < 1, bootstrap methods are very powerful for the classification of conformal field the-
ories. For c ≥ 1, unfortunately, the expressions for the conformal blocks of the Virasoro
algebra are much more complicated, so that the bootstrap method using the full Virasoro
algebra has not been practical. For this reason the general c ≥ 1 picture is still unknown,
though many explicit examples are known.
In two dimensions we require that the CFT be consistent not just on the sphere, but on
arbitrary Riemann surfaces. This modular invariance condition was first discovered in the
context of string theory [9]. Of course analogous conditions arise in higher dimension, but
little or nothing is known about their significance. In two dimensions, modular invariance
is known to be essential [10]. It turns out that the necessary and sufficient conditions
for the theory to be defined consistently on all two dimensional surfaces are: (1) crossing
symmetry of the four-point functions on the sphere, and (2) modular invariance of the
partition function and the one-point functions on the torus [11]. Higher genus amplitudes
can then be constructed by gluing various punctured spheres and tori together. The above
conditions ensure that this procedure gives consistent answers.
In this paper we will focus solely on modular invariance of the torus correlation function
with no operators inserted. The idea is to apply methods used in the modern bootstrap to
this amplitude, as has been done in [12, 13, 14, 15, 16]. The big advantage compared to the
study of correlation functions (as in [6]) is that the expressions for the contributions of the
various representations are known exactly and have a relatively simple form. Eventually
one will want to combine these results with results from one-point functions on the torus
and from four-point functions on the sphere, something we will leave for future work.
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The amplitude of a CFT on a torus with no insertion of operators can be written as
the partition function of the quantum field theory living on the space S1,
Z(τ, τ¯) = tr
(
e2πiτ(L0−c/24)e−2πiτ¯(L¯0−c/24)
)
, (1.1)
where τ , the modulus of the torus, is in the complex upper half plane. The torus is
the complex plane modulo the lattice {m + nτ : m,n ∈ Z}. The operators L0, L¯0 are
the middle elements of the two Virasoro algebras. The hamiltonian is H = 2π(L0 +
L¯0) while P = 2π(L0 − L¯0) generates translations in space, the circle S1. Since the
amplitude can only depend on the complex structure of the torus, it follows that it has to
be invariant under the action of the modular group SL(2,Z), since such transformations
give conformally equivalent tori. The modular group is generated by the transformations
T : τ → τ+1 and S : τ → −1/τ , and modular invariance is hence equivalent to invariance
under the transformations S and T .
Irreducible representations of the Virasoro symmetry are labelled by their right and
left conformal weights (h, h¯). The quantization on S1 can be interpreted as the radial
quantization of the euclidean CFT. The irreducible representations correspond to primary
fields of dimension h + h¯ and spin h − h¯. The partition function can be expanded in
characters of the irreducible representations,
Z(τ, τ¯) =
∑
(h,h¯)
χh¯(τ)Nh¯h χh(τ) . (1.2)
The multiplicity Nh¯h counts the number of times that the representation (h, h¯) occurs in
the spectrum, and hence is a nonnegative integer. The function χh(τ) is the character of
the representation of a single Virasoro algebra,
χh(τ) = tr
(
e2πiτ(L0−c/24)
)
, (1.3)
where the trace is over the irreducible representation of weight h. (In Nh¯h, we write the
subscripts in the order h¯h because we regard Nh¯h as a hermitian form on the space of
characters.)
At the core of the bootstrap approach is the observation that the characters χh(τ)
themselves are not modular invariant. This means that only very specific choices for the
multiplicities Nh¯h lead to an invariant partition function. Invariance under T : τ → τ +1
is equivalent to imposing integer spin h − h¯ ∈ Z. The more interesting constraint is
invariance under S : τ → −1/τ ,
Z(τ, τ¯) = Z(−1/τ,−1/τ¯) . (1.4)
Since (1.4) must hold for all values of τ , a priori it gives an infinite number of constraints
on the multiplicities Nh¯h.
One way to express these constraints is via linear functionals ρ on the space of functions
of τ [17]. Every linear functional ρ acts on (1.4) to give, by (1.2), a linear constraint on
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the Nh¯h. If we choose a suitable infinite set of linear functionals, i.e. a basis of the dual
space of the functions of τ , we can in principle recover the full set of constraints. To
obtain a complete classification of all allowed spectra Nh¯h, one would have to determine
all solutions to this system of constraints. With our current understanding this is not
practical, and we will not attempt to do so. Instead, following [12], we will pursue the
more modest goal of putting bounds on basic features of the spectrum. Specifically, we
investigate the lowest gap ∆1 in the spectrum — the value of the total conformal weight
∆1 = h + h¯ of the lowest lying non-vacuum primary field. It turns out that ∆1 cannot
be too big, as otherwise it becomes impossible to satisfy (1.4). The goal of our work is to
determine an upper bound ∆B on ∆1. The approach is to consider some n-dimensional
subspace of linear functionals, and find the linear functional in this space that gives the
strongest bound. In principle, the optimal bound is obtained in the limit n → ∞. But
as the complexity of the computation grows with n, in practice we are limited by our
computing power to relatively modest values of n.
In the first half of this paper we consider bosonic conformal field theories, in which the
conformal symmetry is the Virasoro algebra. We calculate bounds ∆B(c) that depend on
the central charge c. In the second half of this paper we consider models with extended
N = (2, 2) supersymmetry. Specifically we are interested in non-linear sigma models
whose target space is a Calabi-Yau manifold. In this case the central charge is fixed by
the complex dimension d of the Calabi-Yau manifold, c = 3d. Because of the N = (2, 2)
supersymmetry, the spectrum of this theory contains BPS states. In general a lot is
known about the BPS spectrum, which is related to the topology of the Calabi-Yau,
namely its Hodge numbers and elliptic genus. The linear functional method can give
information on the non-BPS states, about which much less is known. In principle sufficient
knowledge of the non-BPS states should allow to answer questions on the geometry of
the manifold. If for instance one could show that a given set of topological numbers
cannot lead to a consistent non-BPS spectrum, then this would rule out the existence of
a Calabi-Yau manifold with such topology. In particular this could help answer the still
open question, whether there are only finitely many topological families of Calabi-Yau
threefolds [18, 19]. As it turns out, the methods of the present paper cannot produce
strong enough constraints on the non-BPS spectrum to yield answers to such geometric
questions.
In [15], the linear functional method was used to find a bound ∆B on the lowest lying
non-BPS state for Calabi-Yau threefolds. The bound is a function of the Hodge numbers
of the Calabi-Yau. The bound was produced using a two dimensional subspace of linear
functions. To improve on this calculation, we find it useful to express the generalized
N = 2 characters in theta functions. The calculation turns out to simplify dramatically
for Calabi-Yau threefolds. Making the technical assumption that the theory does not have
an enhanced symmetry beyond the extended N = (2, 2), we improve significantly on the
bound of [15] — see figure 4. In particular we find that there is always a non-BPS state
of total weight ∆ less than ∆B = 0.6. (We include among the non-BPS states any pairs
of BPS states that can combine to form non-BPS states.) We present evidence that our
results are close to optimal for the linear functional method.
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We adopt a number of limitations on our project to make the computations more
tractable. First, we restrict our attention to theories without enhanced symmetry, i.e. with-
out additional holomorphic or anti-holomorphic fields. In the bosonic case, we assume
there is only the Virasoro algebra. Also, we assume c > 1, leaving out the case c = 1. In
the N = (2, 2) case, we assume there is only the extended N=2 algebra. These restric-
tions allow us to avoid complications due to degenerate representations of the symmetry
algebra. Second, following [12], we restrict the partition function to purely imaginary
values of τ . The partition function then depends only on the spectrum of total conformal
weights ∆ = h + h¯. Information about the spins h − h¯ is not used. In principle it is
straightforward to apply the linear functional method for complex τ , but our implemen-
tation of the method cannot handle the condition of T invariance — that the spins h− h¯
must be integers (or half-integers for fermions). Our bounds would be strengthened if we
could enforce T invariance. Third, although the multiplicities Nh¯h are integers, the linear
functinal method treats them as nonnegative real numbers. If we could use the constraint
that the multiplicities are integers, we could strengthen the bounds. Unfortunately, it is
very hard to impose integrality with our methods.
Finally, we are only checking consistency of the 0-point function on the torus. We
should be able to treat the torus 1-point with similar methods, while the 4-point function
on the sphere can be dealt with using the ordinary bootstrap methods. We then expect
the challenging part to be to combine those various types of results to obtain overall
constraints on the theory. Such an approach could yield significant improvements over
our current bounds.
2 General setup
2.1 The partition function
Let us explain how the linear functional method can be used to find constraints on the
spectrum. We base our exposition of the abstract linear functional method on [17]. The
method can give negative answers to questions of the form:
For a given value of the central charge c, does there exist a modular invariant
partition function whose conformal weights (h, h¯) lie in a given set S?
If there is no modular invariant partition function, then there can be no CFT whose
conformal weights lie in S. In practice, the set S will be of the form
S∆1 =
{
(h, h¯) : h, h¯ ≥ 0, h+ h¯ ≥ ∆1
}
(2.1)
for some ∆1 > 0. To say that all the conformal weights lie in S∆1 is to say that all the
scaling dimensions ∆ = h+ h¯ are ≥ ∆1. The lowest gap in the spectrum is ∆1. A negative
answer to the question means that ∆B = ∆1 is an upper bound on the gap. Every CFT
with central charge c must have at least one scaling dimension ∆ ≤ ∆B. Our goal is the
strongest such bound, the lowest value we can find for ∆B.
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We use the Virasoro symmetry. The unique ground state of the CFT generates a
unique representation with (h, h¯) = (0, 0), which by convention we omit from the set
S. The expansion (1.2) of the partition function in Virasoro characters separates into a
known contribution Z0,0 from the ground state representation plus the remaining sum,
Z = Z0,0 +
∑
(h,h¯)∈S
Nh¯hZh¯,h , Zh¯,h = χh¯(τ)χh(τ) . (2.2)
The sum contains the unknowns of the problem, namely the numbers Nh¯h which specify
the conformal weights that occur in the spectrum, and their multiplicities.
Let Podd be the projection on functions which are odd under τ → −τ−1,
Poddf(τ, τ¯) =:
1
2
[
f(τ, τ¯)− f(−τ−1,−τ¯−1)] . (2.3)
Modular invariance under τ → −τ−1 can then be rewritten
PoddZ = 0 . (2.4)
In more general terms, Podd projects on a subspace of functions complementary to the
invariant functions. Combining with (2.2) gives the central equation for our analysis,
− PoddZ0,0 =
∑
(h,h¯)∈S
Nh¯hPoddZh¯,h . (2.5)
Existence of a modular invariant partition function is equivalent to existence of a set of
multiplicities Nh¯h satisfying (2.5).
To simplify the problem we now abandon the integrality constraint on the multiplic-
ities, allowing the Nh¯h to be arbitrary nonnegative real numbers. If there is no solution
to (2.5) with nonnegative real Nh¯h, then there is certainly no solution with nonnegative
integer Nh¯h. Of course the converse is not true.
The functions that can appear on the rhs of (2.5) now form a convex cone
CS =
{ ∑
(h,h¯)∈S
Nh¯hPoddZh¯,h : Nh¯h ≥ 0
}
(2.6)
within the vector space of real analytic functions of τ that are odd under τ → −τ−1. The
left hand side of (2.5) is a vector in this function space,
v0 = −PoddZ0,0 . (2.7)
There exists at least one solution of (2.5) with real multiplicities iff v0 ∈ CS. There is no
real solution of (2.5) iff v0 /∈ CS. The original problem is reduced to checking if the vector
v0 is in the cone CS.
The sets S∆1 defined in (2.1) become smaller as ∆1 increases, so the cones C∆1 = CS∆1
become narrower. It will turn out that, for sufficiently small ∆1, v0 always lies in the
interior of C∆1 . So there is always a real solution of (2.5) for sufficiently small ∆1. As ∆1
increases, the cone C∆1 narrows. At a certain value of ∆1, the boundary of the cone will
hit the vector v0. For larger values of ∆1, the vector v0 lies outside the cone. The best
upper bound ∆B is the value of ∆1 where the boundary of the cone C∆1 hits v0.
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2.2 The linear functional method
The linear functional method is based on the fact that v0 /∈ CS if there is a hyperplane
in the function space that separates the vector v0 from the cone CS. In fact, the converse
is also true. If v0 /∈ CS then there exists a separating hyperplane, as follows from the
generalized Farkas Lemma [20]. Hyperplanes are in 1-to-1 correspondence with nonzero
Figure 1: The situation for ∆′1 < ∆1 < ∆
′′
1: For ∆
′
1, v0 is within the cone C∆′1 so it is
impossible to find a separating plane. For ∆′′1, v0 is outside of the cone, and we can find
a separating plane ρ.
linear functionals ρ modulo scaling ρ→ κρ, κ 6= 0. The hyperplane is the kernel of ρ. It
separates v0 from CS iff (after scaling ρ by ±1)
ρ(CS) ⊂ [0,∞) and ρ(v0) < 0 , (2.8)
i.e. CS is on one side of the hyperplane, where ρ ≥ 0, and v0 is on the other side, where
ρ < 0.
Note that we can settle the question of existence of a separating hyperplane by solving
an optimization problem. We maximize the objective function
O = −ρ(v0) = ρ(PoddZ0,0) (2.9)
over all linear functionals ρ satisfying the semidefinite condition
ρ(CS) ⊂ [0,∞) . (2.10)
When the result is Omax > 0, then any solution ρ of the optimization problem gives a
separating hyperplane. When Omax ≤ 0, there is no separating hyperplane. When the
result is Omax = 0, the vector v0 lies just on the boundary of the cone CS, giving our
bound ∆B.
In the optimization problem, the condition that ρ be positive semidefinite on the cone
CS is equivalent to the collection of inequalities
ρ(PoddZh¯,h) ≥ 0 , (h, h¯) ∈ S . (2.11)
The practical difficulty in using the linear functional method is to find an effective means
of enforcing the semidefinite condition.
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2.3 Reduced partition function
Before discussing explicit linear functionals, let us first simplify the expressions a bit
by using the representation theory of the Virasoro algebra. The Virasoro characters for
bosonic CFTs with c > 1 are
χ0(τ) =
q−c/24(1− q)∏
n=1(1− qn)
, χh(τ) =
qh−c/24∏
n=1(1− qn)
for h > 0 , (2.12)
where q = e2πiτ . We can use the Dedekind eta function
η(τ) = q1/24
∏
n=1
(1− qn) , η(−τ−1) = (−iτ)1/2η(τ) (2.13)
to define the reduced characters
χˆh(τ) =: (−iτ)1/4η(τ)χh(τ) (2.14)
and the reduced partition function
Zˆ =: |τ |1/2|η(τ)|2Z(τ, τ¯) =
∑
(h,h¯)
Nh¯h χˆh¯(τ) χˆh(τ) . (2.15)
The function |τ |1/2|η(τ)|2 is invariant under τ → −τ−1, so the reduced partition func-
tion is invariant whenever the partition function is invariant. The modular invariance
condition (2.5) becomes
− Podd Zˆ0,0 =
∑
(h,h¯)∈S
Nh¯hPodd Zˆh¯,h . (2.16)
where
Zˆh¯,h = χˆh¯(τ) χˆh(τ) =


|τ |1/2q¯−γ(1− q¯)q−γ(1− q) h¯ = 0, h = 0
|τ |1/2q¯h¯−γqh−γ(1− q) h¯ > 0, h = 0
|τ |1/2q¯h¯−γ(1− q¯)qh−γ h¯ = 0, h > 0
|τ |1/2q¯h¯−γqh−γ h¯ > 0, h > 0
(2.17)
with
γ =
c− 1
24
. (2.18)
The advantage of this rewriting is the relatively simple form of the functions Zˆh¯,h. The
linear functional method applies as before if we redefine the cone CS as
CS =
{ ∑
(h,h¯)∈S
Nh¯hPodd Zˆh¯,h : Nh¯h ≥ 0
}
(2.19)
and the vector v0 as
v0 = −Podd Zˆ0,0 . (2.20)
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2.4 Differential operators
Let us now discuss the space of linear functionals. The partition function Zˆ and all
the functions Zˆh¯,h are real analytic functions of τ , so we can take our vector space of
functions to consist of real analytic functions. A complete set of linear functionals is
given by evaluating the Taylor series coefficients of a function at some fixed value of τ .
The simplest choice is the self-dual value τ = i, as adopted in [12]. The linear functionals
are then represented as real differential operators
ρ(f) = (D, f) =: Df ∣∣
τ=i
. (2.21)
which are odd under τ → −τ−1. We write the differential operators in the form
D =
∑
j,k=0
dj,k(τ∂τ )
j(τ¯ ∂τ¯ )
k , dj,k = d¯k,j (2.22)
so the oddness condition is simply
dj,k = 0 for j + k even . (2.23)
In practice, we solve the optimization problem (2.9), (2.10) over finite dimensional sub-
spaces of linear functionals given by the differential operators D of order nD = 2n−1. As
we increase the order nD = 2n−1, the results become stronger, the bound more stringent.
The optimum result is obtained in the limit nD →∞.
The advantage of this basis of linear functionals is that the differential operators acting
on the functions Zˆh¯,h become polynomials in h and h¯. More precisely,
(D, Zˆh¯,h) =
(
DZˆh¯,h
)∣∣
τ=i
= pˆ(h, h¯)e−2π(h+h¯−2γ) , for h, h¯ > 0 (2.24)
where pˆ(h, h¯) is a polynomial in h and h¯ of the same degree as the differential opera-
tor. The differential operators D are in one-to-one correspondence with the polynomials
pˆ(h, h¯). Optimizing over differential operators D is equivalent to optimizing over poly-
nomials pˆ(h, h¯). The oddness condition on the differential operator translates into a
collection of linear constraints on the coefficients of the polynomial. Given the oddness
condition on D, we have DPodd Zˆh¯,h = DZˆh¯,h, so the semidefinite condition on the differ-
ential operator translates to a semidefinite condition on the polynomial,
pˆ(h, h¯) ≥ 0 for (h, h¯) ∈ S (2.25)
(with a small complication whenever a weight (h, 0) or (0, h¯) is in S because of the extra
factor of 1− q in Zˆh¯,0 and 1− q¯ in Zˆ0,h).
2.5 Restriction to real β
To make our computations more tractable, we introduce two restrictions. First, to
avoid having to enforce the more complicated semidefinite constraints (D, Zˆ0,h) ≥ 0 and
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(D, Zˆh¯,0) ≥ 0, we specialize to CFTs that contain no representations with weights (h, 0)
or (0, h¯), as was done in [12]. That is, we exclude CFTs that contain chiral fields besides
the stress-energy tensor. A theory that did contain such fields would have a symmetry
algebra bigger than just the Virasoro algebra. The proper way of dealing with such a
theory is to decompose the partition function into representations of the larger symmetry
algebra, which in general will lead to stronger constraints. Our discussion of the extended
N = (2, 2) SCA in section 4 is an example of this procedure.
A more important issue is that we do not know an effective way to use the fact that the
spins h− h¯ must be integers. We do not know an effective way to enforce the semidefinite
condition pˆ(h, h¯) ≥ 0 on sets of the form h+ h¯ ≥ ∆1, h− h¯ ∈ Z. So, again following [12],
we limit ourselves to the subspace of linear functionals given by differential operators of
the form
D =
∑
k=0
dk(τ∂τ + τ¯ ∂τ¯ )
k (2.26)
subject to the oddness condition
dk = 0 for k even . (2.27)
Equivalently, we restrict the partition function to the imaginary τ axis τ = iβ, as a
function of the real variable β,
Z(β) = tr
(
e−βH
)
, H = 2π(L0 + L¯0) . (2.28)
The restricted partition function sees only the total weights ∆ = h+h¯, and the differential
operator (2.26) becomes
D =
∑
k=0
dk(β∂β)
k . (2.29)
Taking into account these two restrictions, the expansion of the reduced partition
function in characters has the form
Zˆ(β) = Zˆ0(β) +
∑
∆≥∆1
N∆Zˆ∆(β) (2.30)
where
N∆ =
∑
h+h¯=∆
Nh¯h (2.31)
is the multiplicity of irreducible representations with total weight ∆ = h + h¯, and
Zˆ∆(β) =
{
β1/2q−2γ(1− q)2, ∆ = 0
β1/2q∆−2γ, ∆ > 0
(2.32)
with
q = e−2πβ . (2.33)
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A differential operator D corresponds to a polynomial pˆ(∆) by
(D, β1/2q∆−2γ) = D (β1/2q∆−2γ)∣∣
β=1
= pˆ(∆)e−2π(∆−2γ) . (2.34)
It is crucial for our methods that the polynomial now depends on one variable. The
semidefinite condition is
pˆ(∆) ≥ 0 for ∆ ≥ ∆1 . (2.35)
Note that the oddness and semidefinite conditions imply that the order nD of the differ-
ential operator must be odd,
ord(D) = deg(pˆ) = nD = 2n− 1 . (2.36)
The objective that we want to to maximize is
O = ρ(−v0) = (D, Zˆ0) =
[
pˆ(0)− 2pˆ(1)e−2π + pˆ(2)e−4π] e4πγ . (2.37)
The maximum, Omax , is a monotonically increasing function of the gap ∆1, because the
semidefinite condition becomes weaker with increasing ∆1, so more differential operators
are available in the optimization. IfOmax > 0 then no modular invariant partition function
exists. The upper bound ∆B on the gap is given by the value of ∆1 where Omax = 0.
2.6 Explicit map to polynomials
Having rewritten the optimization problem in terms of polynomials, let us quickly give
explicit expressions for the conversion. This is a straightforward problem in linear algebra.
For convenience we change to the variable x = 2π(∆− 2γ), writing
pˆ(∆) = p(x) =
2n−1∑
k=0
pkx
k . (2.38)
First, the semidefinite condition becomes
p(x) ≥ 0 ∀x ≥ x1 , where x1 = 2π(∆1 − 2γ) . (2.39)
Next, the map from differential operators D to polynomials p(x) is
D (β1/2e−βx)∣∣
β=1
= p(x)e−x . (2.40)
We represent the differential operator and the polynomial as 2n-vectors
~d = (d0, d1, . . . , d2n−1) , ~p = (p0, p1, . . . , p2n−1) , (2.41)
so the map from differential operator to polynomial is given by a matrix G,
~p = G ~d . (2.42)
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We compute G in appendix A. G is upper triangular with diagonal entries ±1, so is
invertible. This shows that optimizing over differential operators D is indeed equivalent
to optimizing over polynomials p(x). To express the oddness condition on D as a condition
on the polynomial p(x), let C be the n× 2n matrix that projects on the even coefficients
of D,
C ~d = (d0, d2, . . . , d2n−2) . (2.43)
The oddness condition on D becomes the n linear conditions on ~p
C G−1 ~p = 0 . (2.44)
Finally, the quantity (2.37) we need to maximize is (after dropping the positive factor
e4πγ)
O = p(x0)− 2e−2πp(x0 + 2π) + e−4πp(x0 + 4π) (2.45)
where
x0 = −2γ . (2.46)
The objective O is a linear function of the coefficients of p(x), so we can write it as
O = ~o · ~p (2.47)
for some vector ~o.
In summary, the optimization problem is to maximize the linear function
O = ~o · ~p (2.48)
over polynomials p(x) satisfying the semidefinite condition (2.39) and the n linear condi-
tions expressing the oddness of the differential operator,
C G−1 ~p = 0 . (2.49)
2.7 Semidefinite programming (SDP)
We now need an effective way to scan over the space of positive semidefinite polynomials.
For this we follow [21], expressing our optimization problem in the language of semidefinite
programming (SDP). The key step is to express the semidefinite condition (2.39) on the
polynomial p(x) in terms of positive semidefinite matrices. To this end we use the fact
that any polynomial p(x) which is nonnegative on the half-line x ≥ x1 can be written in
terms of sums of squares of polynomials [22],
p(x) =
∑
a
q1,a(x)
2 + (x− x1)
∑
a
q2,a(x)
2 . (2.50)
Equivalently, p(x) can be written in terms of a pair of positive semidefinite matrices [21]
p(x) = ~x⊤ Y1 ~x+ (x− x1) ~x⊤ Y2 ~x , (2.51)
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where
~x = (1, x, x2, . . . , xn−1) (2.52)
and Y1,2 are positive semidefinite n×n matrices. Optimizing over polynomials p(x) satis-
fying the semidefinite condition (2.39) is equivalent to optimizing over the pair of positive
semidefinite matrices Y1,2. The objective function O to be maximized is a linear func-
tion (2.48) of ~p and therefore a a linear function of the matrix elements of Y1 and Y2.
Likewise, the linear constraints (2.49) become linear constraints on the Y1,2.
Our optimization problem has now been expressed as a SDP problem: maximizing
a linear objective function over a set of semidefinite matrices under a set of linear con-
straints. Such problems have been well studied, and there exist powerful SDP solvers.
We used the solver SDPA [23]. For details of our implementation of the SDP problem,
see appendix B.
3 Virasoro symmetry
We first compute the bound ∆B(c) as a function of c for bosonic conformal field theories
with only Virasoro symmetry. The linear functional bound using differential operators D
of order nD = 3 was analyzed in [12] with the result
∆B =
c
6
+ 0.47 . . . . (3.1)
We want to see how much the bound can be lowered by going to higher order differential
operators.
By an argument of [14], there is no possibility of getting a linear functional bound
smaller than (c− 1)/12,
∆B ≥ c− 1
12
, (3.2)
because, for ∆1 < 2γ, there is no odd linear functional ρ satisfying the semidefinite
condition
ρ(β1/2e−2πβ(∆−2γ)) ≥ 0 ∀∆ ≥ ∆1 , (3.3)
i.e. there is no hyperplane which has the cone C∆1 on one side of it. So the linear
functional method cannot exclude any ∆1 < (c− 1)/12. The proof that there is no such
linear functional ρ is given in appendix C.1.
3.1 Numerical results
In figure 2 we plot the bound ∆B as a function of c for various values of nD, the order of
the differential operator. The top line is the bound obtained in [12], with nD = 3. The
bottom line is 2γ = (c − 1)/12, which is the smallest bound that the linear functional
method could possibly produce. We see that going to higher order differential operators
does improve the bound noticeably. It turns out that operators of degree nD = 4k + 1
never give significant improvements over nD = 4k−1. This is because the optimal bound
13
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Figure 2: ∆B as a function of c. The bottom line is 2γ = (c−1)/12, which is the smallest
possible linear functional bound.
is given by ∆B = ∆1 when the vector v0 lies exactly on the boundary of the cone C∆1 .
The corresponding optimal polynomial p(x) is of course still nonnegative for x ≥ x1, but
has double zeros. For large c p(x) is essentially odd (see the next section for a more precise
statement), so the degree has to be 4k + 1.
To see the convergence of ∆B as we increase nD, we have tabulated ∆B as a function
of nD for c = 1, 2 and 50 in table 3.1.1 For c = 1, 2 the bound converges very quickly, but
stays far above the theoretical minimum 2γ. For c = 50 the bound converges much more
slowly. Due to constraints on our computation time we did not push beyond nD = 43.
Our data seems to show the c = 50 bound converging geometrically to a value around
6.7, which is about halfway between the original bound of [12] and the limiting value 2γ.
3.2 The large c limit
Figure 2 suggests that ∆B is almost a linear function in c. We know from [12] that the
nD = 3 bound goes as c/6 for large c, and of course the lower limit 2γ = (c − 1)/12 is
linear in c. Since the new bounds are wedged between those two, their leading behavior
at large c will also be linear. The question is whether the slopes are smaller than 1/6. In
fact, the improved bounds all asymptote to c/6, as can be seen in figure 3.
Let us try to understand this large c behavior analytically. Since c is the only param-
eter in the problem, let us rescale x = cy, writing p(x) = q(y). The objective function
(2.45) is
O = q(y0)− 2e−2πq(y0 + 2π/c) + e−4πq(y0 + 4π/c) (3.4)
= (1− e−2π)2q(y0) +O(c−1) ,
1Strictly speaking our method does not apply for c ≤ 1, since then singular vectors appear in the
Virasoro representations. When we write c = 1, what we mean is c = 1 + ǫ in the limit ǫ → 0.
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nD c = 1 c = 2 c = 50
3 0.615 0.788 8.8
7 0.604 0.748 8.07
11 0.604 0.741 7.63
15 0.604 0.739 7.43
19 0.603 0.739 7.19
23 0.603 0.739 7.09
27 0.603 0.739 7.01
31 0.603 0.739 6.92
35 0.603 0.739 6.86
39 0.603 0.739 6.81
43 0.603 0.739 6.78
2γ(c) 0 0.0833 4.0833
Table 1: Convergence of ∆B(c) as a function of the order nD = 2n− 1 of the differential
operator. The last row is the smallest possible linear functional bound, as discussed in
section 3 and appendix C.1.
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Figure 3: The slope of ∆B asymptotes to 1/6 for large c.
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where
y0 = − 1
12
+
1
12
c−1 . (3.5)
To leading order in c this means that O vanishes when q(y0) vanishes.
Next note that according to appendix C.2 the oddness condition on the differential
operator D leads to a relation between the even and odd parts of q(y) under the reflection
y → −y,
qev = tanh(c
−1∆y) qodd , ∆y = −1
2
d
dy
y
d
dy
= −1
2
(
y
d2
dy2
+
d
dy
)
. (3.6)
Thus, to leading order in c the oddness condition is equivalent to qev(y) = 0. So q(y) is
an odd function of y up to O(1/c) corrections.
A differential operator D that solves the optimization problem will give q(y) that is
nonnegative for y ≥ y1 where y1 = x1/c, x1 = 2π(∆1 − 2γ). If this ∆1 is the bound ∆B,
then we also have that the objective O is zero.
First, let us reproduce the nD = 3 large c bound of [12]. Parametrize the third order
differential operator D = (c−1β∂β)3 + A(c)c−1β∂β. In the large c limit, the map from
differential operators to polynomials is (β∂β)
k 7→ xk, so
q(y) = y3 + A(c)y . (3.7)
For the optimal differential operator — the operator that gives the bound — the objective
O should vanish, which in the large c limit is the condition q(y0) = 0. So A(c) must be
−y20 and
q(y) = y(y − y0)(y + y0) . (3.8)
This is nonnegative for y ≥ −y0, so we have y1 = −y0, which is
x1 = 2π(∆B − 2γ) = −x0 = 2π(2γ) (3.9)
or
∆B = 4γ =
c
6
+O(1) (3.10)
which indeed reproduces the asymptotic result of [12].
Let us now go to higher order differential operators. Up to subleading contributions,
we know that q(y) is odd in y, and q(y0) = 0 for the optimal differential operator that
gives the bound. It follows that q(−y0) = 0. The asymptotic slope of the bound cannot
be greater than 1/6 because of the nD = 3 result. So y1 ≤ −y0. Therefore q(y) is
nonnegative for y ≥ −y0. Now we only need to show that y1 cannot be less than −y0.
Then it will follow that y1 = −y0 and we are done, getting again x1 = −x0 which leads
to ∆B =
c
6
+O(1).
If the zero of q(y) at y = −y0 is of odd order, then, since q(y) ≥ 0 for y ≥ −y0, we
have q(y) < 0 for y . −y0, i.e. for y = −y0 − ǫ. So y1 cannot be smaller than −y0. The
only way out is if the zero has even order,
qodd (y) = y(y
2 − y20)2Ng(y) , (3.11)
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where g is some even polynomial whose value at −y0 is positive2. Now we use (3.6) to
calculate qev(y) for y ≈ −y0 to O(c−1),
qev(y) = − 1
2c
(y2 − y20)2N−28N(2N − 1)y40 g(y0) [1 +O(y + y0)] . (3.12)
This would make q(y) go negative for y slightly larger than −y0, which would imply
y1 > −y0, which we know is not true. Therefore the zero must be of odd order and
y1 = −y0, giving ∆B = c6 +O(1).
Equation (3.6) can be used to produce a systematic expansion of ∆B(c) in powers of
1/c. We will not go into the details here, but only note that the first order correction is
∆B(c) =
c
6
− 1
6
+
1
2π
+
2
e2π − 1 +O(c
−1) =
c
6
− 0.00377 + O(c−1) . (3.13)
4 N = (2, 2) superconformal theories
Now we discuss N = (2, 2) superconformal theories, which for example arise as nonlinear
sigma models on Calabi-Yau manifolds. The central charge is c = 3d where d is the
complex dimension of the Calabi-Yau manifold. We will study especially the case d = 3.
The N = 2 superconformal algebra first appeared in the context of string theory [24, 25].
The unitary representations for c ≥ 3 were classified in [26]. Their character formulas
were derived in [27, 28].
4.1 Generalized partition function
Representations of the N = 2 superconformal algebra are characterized by the eigenvalues
of two commuting operators: the Virasoro generator L0 and the generator J0 of the U(1)
R-symmetry. Abstractly, the Cartan algebra of the N = 2 superconformal algebra is
larger than that of the Virasoro algebra. Each irreducible representation is characterized
by a weight h and an integer charge Q. The weight h is the smallest eigenvalue of L0.
The charge Q is the eigenvalue of J0 acting on the eigenspace L0 = h. The characters
tr
(
qL0−c/24yJ0
)
, q = e2πiτ , y = e2πiz , (4.1)
now depend on an additional parameter z conjugate to the conserved charge J0.
The generalized partition function depends on parameters z, z¯ in addition to the usual
τ, τ¯ . We will study the N-S partition function
Z(τ, τ¯ , z, z¯) = tr
(
qL0−c/24q¯L¯0−c/24yJ0 y¯J¯0
)
(4.2)
where the trace is taken over the states of the NS sector. We will use the invariance of
the NS partition function under the S modular transformation [29],
S : (τ, z) 7→ (τ˜ , z˜) = (−1/τ, z/τ) , (4.3)
2To be slightly more precise, we assume that the leading term of g(y) in c does not vanish at −y0.
Otherwise we would absorb the root in the prefactor.
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Z(τ, z) = e−2πi
d
2
z2
τ e2πi
d
2
z¯2
τ¯ Z(τ˜ , z˜) . (4.4)
We are now writing Z(τ, z) instead of Z(τ, τ¯ , z, z¯) only to be succinct.
The NS sector is one of a continuum of sectors characterized by the monodromy of the
charged fields around the spatial circle. Spectral flow [30] takes the NS sector to the other
sectors of the theory, including the R sector, so the modular transformation properties in
the NS sector imply the transformation properties in the other sectors.
Moreover, spectral flow implies that the theory contains an extended N = 2 algebra,
which is generated by the N = 2 superconformal algebra plus two additional holomorphic
fields of conformal weight d/2. These fields can be constructed from the U(1) current J
as e±χ where J = ∂χ. They correspond to the spectral flow of the identity operator by
±1 periods. The anti-holomorphic N = 2 algebra is similarly extended.
It is advantageous to expand the partition function in characters of the largest algebra
available. The irreducible representations are bigger, the Hilbert space decomposes into
fewer irreducible representations, less multiplicity data is needed to specify the spectrum,
and stronger constraints can be put on the spectrum. So we expand in representations of
the extended N = 2 algebra.
The representation theory of the extended N = 2 superconformal algebra was analyzed
in [31, 32, 33], based on the representation theory of the unextended N = 2 algebra.
Explicit formulas were derived for the characters of the irreducible representations of the
extended algebra. We will use only the NS representations and characters. The character
formulas are collected in appendix D. We only quote the most important points here.
There are two kinds of irreducible representations: the non-BPS or massive represen-
tations, and the BPS or massless representations. There are d−1 massive representations
for each weight h, subject to the unitarity constraint h > 1
2
|Q|. The massive characters
are
chQh (τ, z) :
3− d
2
≤ Q ≤ d− 1
2
for d odd, 1−d
2
≤ Q ≤ d
2
−1 for d even. (4.5)
There are d massless representations, all having h = 1
2
|Q|. The massless characters are
χQ(τ, z) :
1− d
2
≤ Q ≤ d− 1
2
for d odd, 1− d
2
≤ Q ≤ d
2
for d even. (4.6)
We write chh for the d−1-vector with entries chQh and χ for the d-vector with entries χQ,
chh = (ch
Q
h ) , χ = (χ
Q) . (4.7)
The N = (2, 2) partition function decomposes into three parts,
Z = Z 1
2
BPS + Z 1
4
BPS + Zm (4.8)
which come from tracing over three subspaces of the Hilbert space. In terms of the
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characters,
Z 1
2
BPS = χ
†N1/2χ
Z 1
4
BPS =
∑
h
χ
†N1/4h chh +
∑
h¯
ch†
h¯
N¯
1/4
h¯
χ (4.9)
Zm =
∑
h,h¯
ch†
h¯
Nmh¯h chh .
The four N matrices contain the multiplicities of the irreducible representations of the
extended N = 2 algebras, holomorphic and anti-holomorphic.
The 1
2
BPS part of the partition function comes from the products of left- and right-
moving BPS representations. It is completely determined by the Hodge numbers hij of
the underlying Calabi-Yau manifold. The 1
4
BPS part comes from the products of a BPS
representation with a massive representation, one left-moving, the other right-moving.
Part of the spectrum in these two subspaces is determined by the elliptic genus of the
Calabi-Yau manifold. The third contribution Zm comes from the subspace consisting of
products of left- and right-moving massive representations. In this subspace, the spec-
trum is a nontrivial quantum mechanical property of the field theory, determined by the
geometry of the Calabi-Yau manifold.
In our approach we assume that the topological part of the partition function is known,
the Hodge numbers and the elliptic genus. We want to find constraints on the rest of the
spectrum. Geometrically this means that we start with a Calabi-Yau of fixed topology,
and investigate its (stringy) geometry.
Bounds on the gap ∆1 for N = 2 theories were found in in [15] by considering low
order differential operators in the two variables τ and z. Here we simplify the problem
considerably. We express the partition function Z(τ, z) in terms of a matrix M(τ) which
is a real analytic function of τ alone, and which transforms linearly under the S modular
transformation, M(τ)→ S†M(τ˜ )S, for a certain matrix of complex numbers S. Then we
can obtain bounds with the same techniques as in the bosonic case.
First we sketch the program for general d. Then we specialize to d = 3, which turns
out to be a considerably simpler special case. We only carry out the program for d = 3.
4.2 Setup for general d
Following [33], let us express the characters in a convenient basis. Spectral flow implies
that the characters are quasiperiodic functions of z,
chQh (τ, z + τ) = y
−dq−d/2chQh (τ, z) , χ
Q(τ, z + τ) = y−dq−d/2χQ(τ, z) . (4.10)
Moreover the characters are periodic under z 7→ z+1 and do not have any poles in y away
from the origin and infinity. Hermite’s Lemma tells us that the space of such functions
has dimension d over the functions of τ . One basis is given by the d functions
fQd (τ, z) =
1
η(τ)
∑
m∈Z
q
d
2
(m+Q/d)2yd(m+Q/d) , fQd = f
Q+d
d . (4.11)
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Any quasiperiodic function can be written as a linear combination of the fQd with coeffi-
cients that are functions of τ . The fQd form a nice basis because they transform linearly
under the S modular transformation. Let fd be the d-vector with entries f
Q
d . Then [33]
fd(τ˜ , z˜) = e
ipidz2
τ Sd fd(τ, z) , (Sd)
Q
Q′ = d
− 1
2 e−2πiQQ
′/d . (4.12)
To get rid of the factor e
ipidz2
τ in (4.12), we define
Fd = e
ipidz2
2τ fd (4.13)
which transforms by the numerical matrix Sd,
Fd(τ˜ , z˜) = SdFd(τ, z) . (4.14)
We use Hermite’s lemma to expand the characters in the basis fQ,
chh = G
ch
h (τ)fd , χ = G
χ(τ)fd (4.15)
where Gchh is a d − 1 × d matrix of functions of τ , depending on h, and Gχ is a d × d
matrix of functions of τ .
We use the above to rewrite the partition function. First, in view of (4.4), we define
the reduced partition function
Zˆ(τ, z) =
∣∣∣e ipidz22τ (−iτ)1/4η(τ)∣∣∣2 Z(τ, z) . (4.16)
S modular invariance becomes simply
Zˆ(τ, z) = Zˆ(τ˜ , z˜) . (4.17)
Using (4.9), (4.13), and (4.15), we can write the reduced partition function as
Zˆ(τ, z) = F†dM(τ)Fd , (4.18)
where the d× d matrix M(τ) is determined by the multiplicities,
M = (Gˆχ)†N1/2 Gˆχ +
∑
h
(Gˆχ)†N1/4h Gˆ
ch
h +
∑
h¯
(Gˆchh¯ )
† N¯1/4
h¯
Gˆχ (4.19)
+
∑
h,h¯
(Gˆchh¯ )
†Nmh¯h Gˆ
ch
h .
with
Gˆχ(τ) = (−iτ)1/4η(τ)Gχ(τ) , Gˆchh (τ) = (−iτ)1/4η(τ)Gchh (τ) . (4.20)
The crucial point is thatM(τ) only depends on τ , and no longer on z. All the dependence
on z is in the vector of functions Fd.
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Given the representation (4.18) of the reduced partition function and given the mod-
ular transformation properties (4.14) of the vector of functions Fd, and the fact that the
FQd are linearly independent as functions of z, the modular invariance equation (4.17) for
the reduced partition function is equivalent to the matrix equation
M(τ) = S†dM(τ˜ )Sd . (4.21)
We are thus back at a variant of the bosonic modular invariance problem.
We apply the linear functional method. The function space is now the space of d× d
matrices A(τ) of functions of τ , satisfying the oddness condition
A(τ) = PoddA(τ) =
1
2
[
A(τ)− S†dA(τ˜ )Sd
]
(4.22)
The linear functionals are represented by the d×d matrices DQQ′ of differential operators
in τ and τ¯
D = D(τ∂τ ) (4.23)
where D is a matrix of polynomials in τ∂τ and τ¯ ∂τ¯ . A matrix differential operator D acts
on a matrix of functions A by
(D,A) = tr(D†A)∣∣
τ=i
. (4.24)
Given the oddness condition (4.22) characterizing the function space, the linear functionals
are given by differential operators satisfying the oddness condition
D(τ∂τ ) + SD(−τ∂τ )S† = 0 , (4.25)
which is a straightforward matrix generalization of the oddness condition on the differen-
tial operators in the bosonic case, and is easy to solve explicitly. The S modular invariance
of M is now equivalent to
(D,M) = 0 for all odd D . (4.26)
We separate M into two parts
M =M0 +Mr . (4.27)
M0 comes from the multiplicities that we know, which includes multiplicity 1 for the
ground state representation plus the multiplicities determined by the known topological
properties of the Calabi-Yau manifold. The rest of the multiplicities determine Mr. The
semidefinite condition on D is
(D,Mr) ≥ 0 (4.28)
for all possible multiplicities consistent with a given gap ∆1. Then, for all odd semidefinite
D, modular invariance requires
(D,M0) ≤ 0 . (4.29)
We solve the optimization problem
Omax = max{ (D,M0) : D odd semidefinite} . (4.30)
21
When the result is Omax > 0, modular invariance is impossible with a gap equal to ∆1 or
larger.
All that remains is to find effective ways to enforce the oddness and semidefinite
conditions. The matrix Mr(τ) depends on the matrices of multiplicities by (4.19). It
should be possible again to map the differential operators to polynomials. But the map
will involve the differential operator D acting on the change of basis matrices Gˆχ(τ) and
Gˆchh (τ). Explicit formulas can be derived for Gˆ
χ(τ) and Gˆchh (τ), but the matrix entries
will in general be infinite power series in q, so the map to polynomials will not be simple.
The oddness condition on the polynomial will be ugly.
It turns out that the problem simplifies when d = 3 because of a special property of
the characters, to the extent that we can do the numerical calculations using the same
computer programs that we used for the bosonic case.
4.3 d = 3
Although we have set up our methods for the general case, we shall only apply them to
Calabi-Yau threefolds. On the one hand, threefolds are of most interest in string theory.
On the other hand, several simplifications occur when d = 3.
We would like to make the entries of the Mr(τ) as simple as possible. Ideally they
should be simple monomials, analogous to the Virasoro case. To this end let us try to
find a more appropriate basis. For any d, the massive characters can be written [33]
chQh = η(τ)
−1qh−
d−1
8
− Q2
2(d−1) f 01 f
Q
d−1 . (4.31)
The d − 1 quasiperiodic functions f 01 fQd−1 are transformed under S by the matrix Sd−1,
according to (4.12). The problem is that we need one more quasiperiodic function to
form a basis in which to expand the d massless characters. That last basis function will
of course transform under S into a linear combination of itself and the other d − 1 basis
functions, but in general with coefficients that are power series in q. This means that the
oddness condition on the matrix differential operators of section 4.2 will be ugly (though
most likely still possible to implement).
As it turns out, the situation for d = 3 is much nicer. The d = 3 characters are
χ = (χ−1, χ0, χ1) , ch = (ch0h, ch
1
h) . (4.32)
The massive characters are
ch0h = η
−1qh−
1
4f 01 f
0
2 ch
1
h = η
−1qh−
1
2 f 01 f
1
2 . (4.33)
The basis functions f 01 f
Q
2 transform under S by(
f 01 f
0
2
f 01 f
1
2
)
(τ˜ , z˜) = e
3piiz2
τ 2−
1
2
(
1 1
1 −1
)(
f 01 f
0
2
f 01 f
1
2
)
(τ, z) . (4.34)
22
At the unitarity bound, h = 1
2
|Q|, each massive representation decomposes into a sum of
massless representations. Thus two linear combinations of massless characters are given
in terms of the basis functions f 01 f
Q
2 ,
ch00 = χ
−1 + χ0 + χ1 , ch11/2 = χ
−1 + χ1 . (4.35)
A third linear combination of the massless characters has a simple expression in terms of
the fQ3 (derived in [32], equations (2.13), (3.6), (3.17), and (3.18)),
χ1 − χ−1 = f−3 , f−3 = f 13 − f−13 . (4.36)
The S modular transformation takes the function f 13 − f−13 to itself,
f−3 (τ˜ , z˜) = e
3piiz2
τ (−i)f−3 (τ, z) . (4.37)
We take our basis functions to be f 01 f
0
2 , f
0
1 f
1
2 , and f
−
3 .
Now we are in a position to simplify the S modular invariance condition. All of
the characters are simple linear combinations of the three basis functions. Substituting,
the partition function becomes a sesquilinear expression in the basis functions. The
partition function now splits into four pieces: (1) a piece proportional to f¯−3 f
−
3 , (2) a piece
proportional to just f−3 , (3) a piece proportional to just f¯
−
3 , and (4) a piece containing
neither f−3 nor f¯
−
3 . Because the S transformation does not mix f
−
3 with the other two
basis functions, each of these four pieces of the partition function must be separately
invariant under S.
In fact, the middle two pieces of the partition function are identically zero. Let us write
the third piece f¯−3 w(τ, z). Modular invariance of this piece requires that w(τ, z) transform
in the same way as f−3 . But is known that a function with such transformation properties
is unique: f−3 is the unique weak Jacobi form of weight 0 and index 3/2 [34, 35]. So
w(τ, z) must be proportional to f−3 . To argue that that w(τ, z) = 0, we use the expression
for the 1
2
BPS part of the partition function in terms of the Hodge numbers,
Z 1
2
BPS = χ¯
0χ0 + h1,1(χ¯1χ1 + χ¯−1χ−1) + h2,1(χ¯1χ−1 + χ¯−1χ1) (4.38)
= χ0χ¯0 +
1
2
(h1,1 + h2,1)|χ1 + χ−1|2 + 1
2
(h1,1 − h2,1)|χ1 − χ−1|2 .
Z 1
2
BPS has no terms containing only one of f
−
3 and f¯
−
3 . So w(τ, z) must come entirely
from the 1
4
BPS representations, so the leading term in its q-expansion (the polar part)
vanishes, so w(τ, z) must be identically zero. By the same argument, the second piece of
the partition function is zero. So the partition function takes the form
Z = Z ′ +
1
2
(h1,1 − h2,1)|f−3 |2 . (4.39)
where Z ′ is sesquilinear in the two basis functions f 01 f
0
2 and f
0
1 f
1
2 . The |f−3 |2 term is
manifestly modular invariant, so Z ′ must be modular invariant by itself. To test modular
invariance, we can restrict our attention to Z ′.
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The above argument is exactly the argument of [15] that the 1
4
BPS representations do
not contribute to the elliptic genus and are generically absent for d = 3. The elliptic genus
is obtained by flowing the partition function to the R sector and then taking the Witten
index on the anti-holomorphic side. The massive representations have zero index, so the
elliptic genus comes entirely from the part of the partition function that contains f¯−3 ,
which carries index 2. So the elliptic genus is (h1,1−h2,1)f−3 +2w(τ, z). By the argument
given above, w = 0. So the elliptic genus comes entirely from the 1
2
BPS representations.
Equivalently, the 1
4
BPS representations all have index 0, so a generic perturbation of the
field theory will lift them in pairs to massive representations.
It is an interesting question whether a similar simplification of the modular invariance
condition can be found for d 6= 3. We have some negative indications, although they are
not definitive. We checked for d = 2, 4, 5 that there is no weak Jacobi form of weight
0 and index d/2 that transforms into itself under S. It might still be possible to find a
function to complete the basis f 01 f
Q
d−1 such that the S transformation matrix is essentially
numerical, so the question remains open.
Now we specialize to the tractable case d = 3. We investigate the modular invariance
constraint on Z ′, the part of the partition function sesquilinear in f 01 f
0
2 and f
0
1 f
1
2 , following
the procedure outlined in section 4.2 above. We change basis to
K =
(
K0
K1
)
= e
ipidz2
2τ
(
f 01 f
0
2
f 01 f
1
2
)
(4.40)
which simplifies the S transformation to
K(τ˜ , z˜) = SK(τ, z) , S =
1√
2
(
1 1
1 −1
)
. (4.41)
The massive characters are given in this basis by
ch =
(
ch0
ch1
)
= e−
ipidz2
2τ η(τ)−1
(
qh−1/4 0
0 qh−1/2
)
K (4.42)
and the massless characters by
χ =

 χ−1χ0
χ1

 = e− ipidz22τ η(τ)−1

 0 12q−1/4 −1
0 1
2

K+ e− ipidz22τ

 −120
1
2

 f−3 . (4.43)
We go to the reduced partition function, as in (4.16),
Zˆ ′ =
∣∣∣e ipidz22τ (−iτ)1/4η(τ)∣∣∣2 Z ′ (4.44)
so the S modular invariance condition becomes simply
Zˆ ′(τ, z) = Zˆ ′(τ˜ , z˜) . (4.45)
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Z ′ has the form
Z˜ ′ = K†M(τ)K (4.46)
forM(τ) a 2×2 matrix of functions of τ determined by the multiplicities. We are re-using
the notation M(τ) despite the change in basis and the reduction in rank of the matrix
from d to 2. The S modular invariance condition is
M(τ) = S†M(τ˜)S . (4.47)
M(τ) splits into a known part and an unknown part,
M(τ) =M0(τ) +Mr(τ) . (4.48)
The known part comes from Z 1
2
BPS as given by equation (4.38). It depends on the total
Hodge number htot,
M0(τ) =M 1
2
BPS = |τ |1/2
(
q¯−1/4q−1/4 −q¯−1/4
−q−1/4 1 + 1
2
htot
)
, htot = h1,1 + h2,1 . (4.49)
The unknown partMr(τ) comes from Z 1
4
BPS+Zm. The
1
4
BPS sector makes no contribu-
tion to the elliptic genus, so each 1
4
BPS representation in the Hilbert space contributes one
of four terms to the partition function: χ¯0chQh or c¯h
Q¯
h¯ χ
0 or (χ¯1+ χ¯−1)chQh or c¯h
Q¯
h¯ (χ
1+χ−1).
The latter two are simply massive representations at a unitarity bound,
(χ¯1 + χ¯−1)chQh = c¯h
1
1/2ch
Q
h , c¯h
Q¯
h¯ (χ
1 + χ−1) = c¯hQ¯h¯ ch
1
1/2 . (4.50)
The first two terms would cause trouble. The identity χ0 = ch00−ch11/2 means that a term
χ¯0chQh or c¯h
Q¯
h¯ χ
0 would make a negative contribution to Mr(τ). Our formulation of the
semidefinite condition in the linear functional method requires that all the multiplicities
appear in Mr(τ) with the same sign. So we make the assumption that there are no
representations with characters χ¯0chQh or c¯h
Q¯
h¯ χ
0. This is exactly the assumption that the
theory does not contain an extended symmetry algebra – i.e., no holomorphic or anti-
holomorphic fields besides the extended N = 2 currents. The ground state is in the
representation with character χ0, so such holomorphic or anti-holomorphic fields would
correspond exactly to representations with characters χ¯0chQh or c¯h
Q¯
h¯ χ
0.
With this assumption, all the 1
4
BPS representations are just massive representations
at a unitarity bound, so we can write
Mr(τ) = |τ |1/2
∑
h,h¯
(
qh¯−1/4 0
0 qh¯−1/2
)†
Nmh¯h
(
qh−1/4 0
0 qh−1/2
)
(4.51)
= |τ |1/2
∑
h,h¯
(
(Nm
h¯h
)00 q¯
h¯−1/4qh−1/4 (Nm
h¯h
)01 q¯
h¯−1/4qh−1/2
(Nm
h¯h
)10 q¯
h¯−1/2qh−1/4 (Nm
h¯h
)11 q¯
h¯−1/2qh−1/2
)
. (4.52)
where we extend the definition of the massive multiplicities Nm
h¯h
to the unitarity bounds
in order to include the paired 1
4
BPS representations,
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4.4 Linear functional method
We continue to follow the procedure outlined in section 4.2, applying the linear functional
method to the modular invariance equation (4.47). For brevity, we specialize from the
beginning to τ = iβ, β real, though, as before, the general linear functional method takes
the same form for complex τ . The restriction to real β is only needed because of the
limitations of our tools for expressing the semidefinite condition on the linear functionals.
The linear functionals are the 2×2 matrices of differential operators
D = D(β∂β) (4.53)
satisfying the oddness condition
D(β∂β) + SD(−β∂β)S† = 0 . (4.54)
After a bit of algebra, the oddness condition can be expressed as
(D00 +D11)(β∂β) + (D
00 +D11)(−β∂β) = 0 ,
(D00 −D11)(β∂β) + (D01 +D10)(−β∂β) = 0 , (4.55)
(D01 −D10)(β∂β)− (D01 −D10)(−β∂β) = 0 .
Given the restriction to real β, we could set D01 = D10 without loss of generality, but it
is not necessary to do so.
The semidefinite condition on D is
(D, Mr) ≥ 0 (4.56)
for all multiplicities Nh¯h allowed by unitarity and by the gap condition h+ h¯ ≥ ∆1. Given
the restriction to real β, we can collapse the 2×2 matrix of multiplicities to functions of
∆ = h+ h¯,
Nm∆ =
∑
h+h¯=∆
Nmh¯h . (4.57)
The combined unitarity and gap conditions on the multiplicities are
(Nm∆)00 = 0 , ∆ < ∆1 ,
(Nm∆)01, (N
m
∆)10 = 0 , ∆ < max(∆1, 1/2) , (4.58)
(Nm∆)11 = 0 , ∆ < max(∆1, 1) .
The cone C∆1 in function space is the set of all matrices (4.52) where the (N
m
∆)Q¯Q are
allowed to range over all nonnegative real numbers subject to the unitarity and gap
conditions (4.58).
We map each differential operator DQ¯Q to a polynomial pQ¯Q(x) by equations (2.34)
and (2.38). The semidefinite condition on the pQ¯Q(x) can be read off from the monomials
in (4.52) and the conditions (4.58) on the multiplicities,
p00(x) ≥ 0 , x ≥ 2π(∆1 − 1/2) ,
p01(x), p10(x) ≥ 0 , x ≥ 2πmax(∆1 − 3/4, −1/4) , (4.59)
p11(x) ≥ 0 , x ≥ 2πmax(∆1 − 1, 0) .
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We can again use semidefinite programming, now with 4 semidefinite polynomials each ex-
pressed in terms of a pair of positive semidefinite matrices. The oddness condition (4.55)
becomes a set of linear constraints on the vector of coefficients of the polynomials, ex-
pressed in terms of the matrix G of appendix A.
Finally let us turn to the objective function and the normalization. For any semidefi-
nite linear functional, modular invariance implies
(D, M0) ≤ 0 . (4.60)
The matrix M0 depends on the total Hodge number h
tot. For a fixed Hodge number
we could proceed as in the bosonic problem, maximizing the objective function (D,M0),
then solving for the value of ∆1 where the maximum crosses zero. We would thus get an
upper bound on the gap,
∆1 ≤ ∆B(htot) , (4.61)
as a function of htot. Instead we follow a somewhat more efficient procedure. We write
M0 =M0′ + h
totMh , (4.62)
where
M0′ = | − iτ |1/2
(
q¯−1/4q−1/4 −q¯−1/4
−q−1/4 1
)
, Mh = | − iτ |1/2
(
0 0
0 1
2
)
. (4.63)
We choose our normalization condition to be
(D,Mh) = 1 (4.64)
so that the inequality (4.60) becomes an upper bound on htot,
(D, M0′) + htot ≤ 0 . (4.65)
For each value of ∆1, we solve the optimization problem
O = (D,M0′) (4.66)
Omax = maxD{O : D odd semidefinite} (4.67)
to get the lowest of these upper bounds on htot,
htot ≤ htotB (∆1) , htotB = −Omax (∆1) . (4.68)
This upper bound on htot must be a decreasing function of ∆1, so is equivalent to an
upper bound on ∆1 as a function of h
tot.
In figure 4 we have plotted the bound for various values of the order nD of the dif-
ferential operator. As expected, ∆B is monotonically decreasing in h
tot. We find that
∆B converges very quickly in nD for small Hodge numbers. The weakest bound is for
vanishing Hodge numbers, for which we find ∆B < 0.60. Note in particular that this
means that the lowest lying state is always a non-BPS state.
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Figure 4: ∆B(h
tot) for various nD.
4.5 Large Hodge numbers
We can see from figure 4 that for fixed nD the bound becomes slightly stronger with
increasing total Hodge number. Increasing nD improves the bound, the effect being
stronger for larger Hodge numbers. Let us investigate the bound for very large Hodge
numbers a bit more carefully. The highest total Hodge number for a Calabi-Yau known to
exist at the moment is htot = 491 + 11 = 502 [36, 37]. In fact, it is still an open question
if the number of topologically distinct CY threefolds is finite or not [18, 19]. For this
reason it would be very interesting to find a pathology in the spectrum for large enough
Hodge numbers, such as the bound ∆B becoming negative, hence ruling out unitary
sigma-models. In fact, our methods cannot find any such pathology. We show in this
section that there is a linear functional bound ∆B =
1
2
for asymptotically large htot. The
argument is a variation on that of [15] (correcting the result given there). In the next
section, we show that no linear functional bound can be lower than ∆B =
1
2
. So the
optimal linear functional bound in the limit htot →∞ is ∆B = 12 , which does not rule out
any values of htot.
To investigate large Hodge numbers it is useful to consider a particular set of linear
functionals
(ρβ ,A) := −PoddA(β)00 = −[A(β)− S†A(1/β)S]00 . (4.69)
Instead of Taylor expanding around β = 1, we evaluate the (00) matrix element at some
arbitrary β. This clearly gives a linear functional ρβ , which moreover manifestly satisfies
the oddness condition. To enforce the semidefinite condition we need to make sure that ρβ
is nonnegative on the cone C∆1 . Explicitly this means that (ρβ,Mr) ≥ 0 for all matrices
Mr of the form (4.52) when the (N∆)Q¯Q are allowed to range over all nonnegative real
numbers subject to the unitarity and gap conditions (4.58). Evaluating (4.69) on such an
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Mr, we have
M00(β) = β
1/2
∑
∆
(Nm∆ )00 e
−2πβ(∆−1/2) (4.70)
[S†A(1/β)S]00 =
1
2
β−1/2
∑
∆
[
(Nm∆ )00 e
−2π(∆−1/2)/β + (Nm∆ )01 e
−2π(∆−3/4)/β (4.71)
+ (Nm∆ )10 e
−2π(∆−3/4)/β + (Nm∆ )11 e
−2π(∆−1)/β]
so we can estimate
(ρβ,Mr) ≥
∑
∆
(Nm∆ )00
(
−β1/2e−2π(∆−1/2)β + 1
2
β−1/2e−2π(∆−1/2)/β
)
. (4.72)
In particular this allows us to ignore any multiplicities other than (Nm∆ )00, which is zero
for ∆ < ∆1 and can take any nonnegative real value for ∆ ≥ ∆1. So ρβ satisfies the
semidefinite condition if
− β1/2e−2π(∆−1/2)β + 1
2
β−1/2e−2π(∆−1/2)/β ≥ 0 , ∀∆ ≥ ∆1 . (4.73)
Let us now see what values of β we should choose. For β ≥ 1, the inequality is clearly
not satisfied for large ∆. For β < 1, (4.73) is equivalent to
∆1 ≥ ∆B(β) =: 1
2
+
ln(2β)
2π(β − β−1) , (4.74)
Note that ∆B(β) is monotonically decreasing in β, so we will want to take β as large as
possible to get the lowest bound on ∆1.
The objective we want to maximize is (ρβ ,M0) where M0 is given by (4.49),
(ρβ,M0) = −β1/2eπβ + 1
2
β−1/2
[
(e
pi
2β − 1)2 + 1
2
htot
]
. (4.75)
We estimate
(ρβ,M0) >
1
4
β−1/2(htot − 4βeπβ) . (4.76)
If there is a value of β such that (ρβ,M0) > 0, then S modular invariance is impossible
and the gap ∆1 can be excluded. So we can exclude ∆1 if
htot ≥ 4βeπβ . (4.77)
Define β(h) as the solution to
h = 4βeπβ . (4.78)
In terms of the Lambert-W function,
β(h) =
1
π
W
(π
4
h
)
. (4.79)
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We have ρβ semidefinite for ∆1 ≥ ∆(β) and we have (ρβ,M0) > 0 for 1 < β < β(htot), so
we have a bound
∆B(h
tot) = ∆B(β(h
tot)) (4.80)
provided β(htot) > 1. It turns out that β(htot) > 1 for htot ≥ 93, so this method does give a
bound for relatively large Hodge numbers. On the other hand β(htot) grows monotonically
with htot, so that in view of (4.74) the bound becomes stronger and stronger for larger
Hodge numbers. The Lambert W function has an asymptotic expansion for large z as
W (z) = ln z − ln ln z + o(1) , (4.81)
so that for htot → ∞ we find ∆B = 1/2 (correcting the bound given in [15]). Finally, as
was shown in [15], it follows from (ρβ,M0 +Mr) = 0 that the number of states below
∆B(h
tot) grows linearly in htot for large enough total Hodge number.
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Figure 5: The bound ∆1(h
tot) obtained from the Lambert W -function.
4.6 Best possible linear functional bound
Finally let us show that our version of the linear functional method cannot obtain a
bound better than ∆B =
1
2
. This is essentially a repetition of the argument in the
Virasoro case. We show that, for ∆1 <
1
2
, there is no 2×2 matrix D of differential
operators satisfying both the oddness condition and the semidefinite condition. So the
linear functional method with β real cannot exclude any ∆1 <
1
2
.
Suppose there were such a matrix D. Write fx = β1/2e−βx. Since ∆1 < 12 , the
semidefinite condition (4.59) is
(D00, fx) ≥ 0 , x ≥ 2π(∆1 − 1/2) , (4.82)
(D01, fx) , (D10, fx) ≥ 0 , x ≥ 2π(−1/4) , (4.83)
(D11, fx) ≥ 0 , x ≥ 0 . (4.84)
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In particular, for all the matrix elements of D,
(DQ¯Q, fx) ≥ 0 , x ≥ 0 , (4.85)
and there exists x′ < 0 such that
(D00, fx′) ≥ 0 . (4.86)
The gaussian integral identity (C.1) says that
f˜x′ = β
−1/2e−β
−1x′ =
∫ ∞
0
dy Bx′(y)fy2 , (4.87)
for a certain function Bx′(y) satisfying
Bx′(y) > 0 for x
′ ≤ 0 . (4.88)
It then follows from (4.85) that
(DQ¯Q, f˜x′) =
∫ ∞
0
dy Bx′(y)(DQ¯Q, fy2) ≥ 0 . (4.89)
The oddness condition says that, for any matrix A(β) of functions of β,
(D,A(β) + S†A(β−1)S) = 0 . (4.90)
Let us take
A =
(
fx′ 0
0 0
)
. (4.91)
The oddness condition (4.90) becomes
(D00, fx′) + 1
2
(D00 +D01 +D10 +D11, f˜x′) = 0 . (4.92)
Combined with the semidefinite conditions (4.86) and (4.89), this gives (DQ¯Q, fx′) = 0.
The gaussian integral identity (4.87) then says that (DQ¯Q, fx) = 0 for all x ≥ 0, and then
that (DQ¯Q, fx) = 0 also for all x < 0. So D = 0, so there is no matrix D of differential
operators satisfying both the oddness condition and the semidefinite condition, so there
is no possibility of a linear functional bound that excludes any ∆1 <
1
2
.
Together with the results from section 4.5, this shows that at least for asymptotically
large Hodge numbers we have a complete description of the linear functional bound.
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Appendices
A The matrix G
We calculate here the matrix G, defined by (2.40) and (2.42), which gives the map from
the differential operator D to the polynomial p(x),
~p = G ~d , pj =
nD∑
k=0
Gjkdk , (A.1)
where
p(x) =
nD∑
k=0
pkx
k , D =
nD∑
k=0
dk(β∂β)
k , (A.2)
and the map is
D (β1/2e−βx)∣∣
β=1
= p(x)e−x . (A.3)
The matrix elements Gjk are given by the generating functional∑
j,k=0
1
k!
xjGjkt
k = β−1/2eβxetβ∂β
(
β1/2e−βx
)∣∣
β=1
= e
1
2
t+x(1−et) (A.4)
from which we see that G is upper triangular with diagonal matrix elements Gkk = (−1)k
and is therefore invertible.
The inverse matrix, G−1 reconstructs the differential operator from the polynomial,
~d = G−1 ~p , dk =
nD∑
j=0
G−1kj pj . (A.5)
It can be calculated recursively. The polynomials
G−1j (t) =
nD∑
k=0
Gjkt
k (A.6)
are defined by
G−1j (β∂β)
(
β1/2e−βx
)∣∣
β=1
= xje−x , (A.7)
so G−10 (t) = 1 and, for j > 0,
G−1j (β∂β)
(
β1/2e−βx
)∣∣
β=1
= xG−1j−1(β∂β)
(
β1/2e−βx
)∣∣
β=1
(A.8)
= βG−1j−1(β∂β)β
−1
(
−β∂β + 1
2
)(
β1/2e−βx
)∣∣
β=1
(A.9)
so
G−1j (t) =
(
−t + 1
2
)
G−1j−1(t− 1) =
j−1∏
m=0
(
−t + 1
2
−m
)
. (A.10)
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B Implementation of the SDP
We use the SDP solver SDPA [23]. It maximizes a linear function, the objective, over a set
of variables, which are positive semidefinite matrices, subject to a set of linear constraints.
The variables are represented as a single positive semidefinite block diagonal matrix
Y, with prescribed block sizes. In our case, for the Virasoro problem, the variable matrix
Y consists of two n×n blocks
Y = (Y1, Y2) , (B.1)
corresponding to the matrices in (2.51). The linear functions are given by block matrices
F with the same block structure as the variable matrix Y, acting by
F •Y = tr(F⊤Y) = tr(F⊤1 Y1) + tr(F⊤2 Y2) . (B.2)
The objective
O = F0 •Y . (B.3)
is calculated by combining (2.45) and (2.51). The constraints
Fi •Y = 0 , i = 1, . . . , n . (B.4)
are calculated by combining (2.49) and (2.51).
Finally we need a normalization constraint because the optimization problem is in-
variant under a simple rescaling of the variable matrix Y(which is a rescaling of our
differential operator D). One possible normalization condition is
Fn+1 •Y = 1 (B.5)
where
Fn+1 = (1, 1) , Fn+1 •Y = trY1 + tr Y2 . (B.6)
This is a robust normalization condition — it singles out one point in each ray in the
space of variables.
The block matrices Fi are the data that specify the SDP problem. They depend on
∆1 via (2.51). For a given value of ∆1, we construct the SDP data using the symbolic
mathematics program Sage [38], which then hands off the SDP data to the extended-
precision solver SDPA-GMP for solution. We found that extended precision arithmetic
was needed to get reliable results. The SDP solver returns an approximate maximum Omax
and the corresponding solution matrix Ysol . All this is implemented as a Sage function
∆1 7→ (Omax ,Ysol). We run the Sage root-finder on this function to find the solution of
Omax (∆1) = 0, to some specified accuracy. The Sage root-finder reports a series of better
and better approximate solutions. Our bound ∆B is the best approximate solution for
which Omax (∆B) > 0.
We can then verify the bound rigourously by working back from the SDPA solution
matrixYsol to calculate the odd differential operator Dsol . Then, fromDsol , we calculate the
polynomial p(x) to verify the semidefinite condition (by finding all the roots of p′(x)), and
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we calculate the objective ρ(−v0) to verify its positivity. All the verification calculations
are done in extended precision arithmetic with enough precision to make rounding errors
completely negligible. When the verification succeeds, we have a specific differential
operator Dsol satisfying the oddness and semidefinite conditions, for which ρ(−v0) > 0.
We therefore have a rigorous bound ∆B.
The implementation of the N = 2 case is completely analogous. We are optimizing
over a 2×2 matrix of differential operators. Each differential operator DQ¯Q maps to a
polynomial pQ¯Q(x). Each polynomial is represented by a pair of positive semidefinite
matrices. The variable matrix Y now consists of 8 n×n blocks, Y Q¯Q1,2 . The polynomials
pQ¯Q(x) are given by
pQ¯Q(x) = ~x⊤Y Q¯Q1 ~x+ (x− xQ¯Q1 )~x⊤Y Q¯Q2 ~x , (B.7)
where the xQ¯Q1 are obtained from (4.59). The oddness condition (4.55) leads to 4n con-
straint matrices Fi. The objective matrix F0 comes from (4.67) and the normalization
matrix F4n+1 from (4.64). This normalization is strictly speaking not robust — there is
a set of rays of measure zero in the variable space where the normalization condition has
no solution. In practice, this difficulty does not arise. The N = 2 program is simpler
to execute. For each value of ∆1, a Sage program provides the SDP data to the solver,
which returns a bound on htot.
C Modular transform of characters
In this section, we make two applications of the two-dimensional gaussian integral
1
π
∫
d2y β1/2e−β(y
2
1+y
2
2)+2iy1
√
x = β−1/2e−β
−1x . (C.1)
C.1 Non-existence of semidefinite linear functionals for ∆1 ≤ 2γ
We rewrite (C.1), setting ~y = (2π)1/2~u and x = 2π(∆− 2γ), to get
2
∫
d2u β1/2e−2πβ(u
2
1+u
2
2)+4πiu1
√
∆−2γ = β−1/2e−2πβ
−1(∆−2γ) (C.2)
which is a Fourier transform formula for the S modular transformation
Zˆ∆(1/β) = 2
∫∫
du1du2 e
4πiu1
√
∆−2γ Zˆ2γ+u21+u22(β) (C.3)
of the reduced characters defined (as functions of real β) by (2.32),
Zˆ∆(β) = β
1/2e−2πβ(∆−2γ) , ∆ > 0 . (C.4)
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Suppose ∆1 ≤ 2γ and suppose ρ is a nonzero linear functional on the real analytic
functions of β satisfying the oddness condition and also the semidefinite condition
ρ(Zˆ∆(β)) ≥ 0 , for ∆ ≥ ∆1 . (C.5)
From the oddness of ρ and equation (C.3) we get
ρ(Zˆ∆(β)) = −ρ(Zˆ∆(1/β)) = −2
∫∫
du1du2 e
4πiu1
√
∆−2γ ρ(Zˆ2γ+u21+u22(β)) . (C.6)
The exponential in (C.6) is strictly positive for any ∆ in the range ∆1 ≤ ∆ ≤ 2γ, so (C.6)
can only be consistent with (C.5) if ρ(Zˆ∆) = 0 for all ∆ ≥ 2γ, which by (C.6) implies
ρ(Zˆ∆) = 0 for all ∆. So ρ = 0. No such linear functional ρ exists.
C.2 Oddness condition on p(x)
The map (2.40) from differential operators D to polynomials p(x) is
D (β1/2e−βx)∣∣
β=1
= p(x)e−x . (C.7)
Under the modular transform β → β−1, p(x) goes to
p˜(x) = exD
(
β−1/2e−β
−1x
)∣∣
β=1
. (C.8)
The oddness condition on D is the condition on p(x),
p+ p˜ = 0 . (C.9)
Equation (C.1) gives the identity
p˜(x) = ex
1
π
∫
d2y e−(y
2
1+y
2
2)+2iy1
√
x p(y21 + y
2
2) . (C.10)
We interpret the exponential in the integral in terms of the heat kernel for the two
dimensional laplacian,
∆2 = −1
8
(∂2y1 + ∂
2
y2) , (C.11)
e−2∆2f(~y ′) =
1
π
∫
d2y e−|~y−~y
′|2f(~y) . (C.12)
Leting f(~y) be the radially symmetric function
f(~y) = p(|~y|2) , (C.13)
equation (C.10) becomes
p˜(x) = e−2∆2f(i
√
x, 0) . (C.14)
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Given the radial symmetry of f , we can replace ∆2 with its radial part, and change
variable from the radius |~y| to x = |~y|2, giving
e−2∆2f(~y) = e−2∆p(x) (C.15)
where the radial part of ∆2 is the operator
∆ = −1
2
d
dx
x
d
dx
. (C.16)
Equation (C.14) is now
p˜(x) = e−2∆p(−x) , (C.17)
or
p˜ = Re−2∆p (C.18)
where R is the reflection in x, acting on functions of x,
Rp(x) = p(−x) . (C.19)
The oddness condition on p, equation (C.9), is p+Re−2∆p = 0, or
Rp + e−2∆p = 0 . (C.20)
If we separate p(x) into its even and odd parts under the reflection x→ −x,
pev =
1
2
(1 +R)p , podd =
1
2
(1− R)p , (C.21)
the oddness condition (C.20) on p becomes
pev − podd + e−2∆(pev + podd ) = 0 (C.22)
or
pev = tanh(∆) podd . (C.23)
D Representations of the extended N = 2 SCA
A worldsheet theory for Calabi-Yau compactification of type II superstring theory without
flux or forN = (2, 2) compactification of heterotic string theory hasN = 2 superconformal
symmetry. In addition the theory is invariant under spectral flow. Spectral flow by one
unit maps the Neveu-Schwarz (NS) sector to itself, taking the N = 2 symmetry algebra
to a set of additional operators that extend the symmetry algebra. This is equivalent to
the geometric fact that a CY d-fold always carries a holomorphic (d, 0) form. The Hilbert
space decomposes into irreducible representations of the extended N = 2 superconformal
algebra. The representation theory of the extended N = (2, 2) superconformal algebra has
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been studied in [31, 32, 33], whose main results we repeat here, especially [33], equations
(3.2), (3.3), (4.8), (4.9), and (4.11).
For a Calabi-Yau d-fold the extended N = 2 superconformal algebra has central charge
c = 3d. Let us define k = d− 1. The irreducible representations are characterized by the
eigenvalues (h,Q) of the generators L0 and J0 acting on the lowest weight subspace of the
representation. The character of a representation is
tr
(
qL0−c/24yJ0
)
, q = e2πiτ , y = e2πiz . (D.1)
Define
FNS(τ, z) =
∏
n≥1
(1 + yqn−1/2)(1 + y−1qn−1/2)
(1− qn)2 =
q
1
8
η(τ)3
∑
m∈Z
q
1
2
m2ym (D.2)
which is the character of the unextended N = 2 algebra without any relations (i.e. the
character of the h = 0, Q = 0 Verma module).
Define the functions
fQd (τ, z) =
1
η(τ)
∑
m∈Z
q
d
2
(m+Q/d)2yd(m+Q/d) , fQd = f
Q+d
d . (D.3)
In this notation,
FNS(τ, z) = q
1
8η(τ)−2f 01 (τ, z) . (D.4)
Massive representations
There are d− 1 massive representations for each h, subject to the unitarity condition
h > 1
2
|Q|. Q can take one of d− 1 integer values:
3− d
2
≤ Q ≤ d− 1
2
for d odd, 1− d
2
≤ Q ≤ d
2
− 1 for d even. (D.5)
The massive characters are
chQh (τ, z) = q
h−c/24FNS(τ, z)q
−Q2/2k∑
m∈Z
q
k
2
(m+Q/k)2yk(m+Q/k) . (D.6)
= η(τ)−1qh−k/8−Q
2/2kf 01 (τ, z)f
Q
k (τ, z) . (D.7)
Note that
ch−Qh (τ, z) = ch
Q
h (τ,−z) . (D.8)
Massless representations
There are d massless representations, all at the unitarity bound h = 1
2
|Q|. Q can take
one of d integer values:
1− d
2
≤ Q ≤ d− 1
2
for d odd, 1− d
2
≤ Q ≤ d
2
for d even. (D.9)
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The massless characters for Q > 0 are
χQ(τ, z) = q
1
2
Q−c/24FNS(τ, z)q−Q
2/2k
∑
m∈Z
q
k
2
(m+Q/k)2yk(m+Q/k)
1 + yqm+1/2
. (D.10)
For Q < 0, the massless characters are given by
χQ(τ, z) = χ−Q(τ,−z) . (D.11)
For Q = 0, the massless character is
χ0(τ, z) = q−c/24FNS(τ, z)
∑
m∈Z
(1− q)q k2m2ykm
(1 + yqm+1/2)(1 + y−1q−m+1/2)
. (D.12)
Note that, in equation (D.10), substituting Q→ d−Q, z → −z, m→ −m− 1 gives the
identity
χd−Q(τ, z) = χQ(τ,−z) , (D.13)
so, forQ < 0, the massless character is χd+Q, so we could label the massless representations
by Q = 0, 1, . . . , d− 1 with characters χQ given by equation (D.10). Note, however, that
Q loses its meaning if we do this.
When the massive representations reach the unitarity bound h = 1
2
|Q|, they become
reducible and decompose into massless representations as
chQ|Q|/2 =


χQ + χQ+1 Q > 0 ,
χ0 + χ1 + χ−1 Q = 0 ,
χQ + χQ−1 Q < 0 .
(D.14)
The Witten index of the massive representations is zero. The index of the massless
representations is (after spectral flow to the R sector)
ind(χQ) =


(−1)d−Q Q > 0 ,
1 + (−1)d Q = 0 ,
(−1)−Q Q < 0 .
(D.15)
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