This work presents an application of the previously proposed Support Vector Machines Based Generalized Predictive Control (SVM-Based GPC) method [1] to the problem of controlling chaotic dynamics with small parameter perturbations. The Generalized Predictive Control (GPC) method, which is included in the class of Model Predictive Control, necessitates an accurate model of the plant that plays very crucial role in the control loop. On the other hand, chaotic systems exhibit very complex behavior peculiar to them and thus it is considerably difficult task to get their accurate model in the whole phase space. In this work, the Support Vector Machines (SVMs) regression algorithm is used to obtain an acceptable model of a chaotic system to be controlled. SVM-Based GPC exploits some advantages of the SVM approach and utilizes the obtained model in the GPC structure. Simulation results on several chaotic systems indicate that the SVM-Based GPC scheme provides an excellent performance with respect to local stabilization of the target (an originally unstable equilibrium point). Furthermore, it somewhat performs targeting, the task of steering the chaotic system towards the target by applying relatively small parameter perturbations. It considerably reduces the waiting time until the system, starting from random initial conditions, enters the local control region, a small neighborhood of the chosen target. Moreover, SVM-Based GPC maintains its performance in the case that the measured output is corrupted by an additive Gaussian noise. key words: generalized predictive control, support vector machines, chaos control, modeling and prediction
Introduction
Chaotic behavior, which can be observed in many diverse areas, exhibits sensitive dependence on initial conditions and parameter perturbations due to positive Lyapunov exponent(s). Moreover, chaotic systems possess strange attractors, which include infinitely many unstable periodic orbits (UPOs) and/or unstable equilibrium points (UEPs). These peculiar properties of chaotic systems are usually undesirable in control applications. On the other hand, the large number of unstable equilibrium modes embedded in the strange attractor of chaotic systems usually presents a rich repertoire for the choice of a desirable motion as the target. Furthermore, in order to achieve such a desired motion, some interesting properties of chaotic systems, e.g. sensitive dependence on parameter perturbations, can be exploited. Local control techniques can be implemented in order to stabilize any of the inherently unstable modes of a dissipative chaotic system via small perturbations in the control param- eter(s) [2] - [4] . In this work, we aimed at applying our previously proposed SVM-Based GPC method [1] to the problem of stabilization of unstable equilibrium point of chaotic systems. Generalized Predictive Control [5] - [7] is a widely used control method that belongs to the class of Model-Based Predictive Control (MPC). The MPC tecniques have been providing very robust tools to control non-minimum phase plants, open-loop unstable plants, plants with variable dead-time and/or parameters [8] , [9] , and been applied to a wide spectrum of areas ranging from chemistry to aerospace [10] , [11] .
In the GPC method, the accurate model of the unknown plant to be controlled plays very crucial role since the model is used for both to obtain future predictions and gradient information needed in control action. Due to the fact that linear approximators can model only linear systems or linearized dynamics of non-linear systems in a local portion of whole operating range, non-linear approximators are required when non-linear systems are to be modeled in the whole workspace. Recently, computationally intelligent techniques of soft computing namely neural networks [12] - [17] , fuzzy systems [18] - [22] , hybrid systems [23] - [25] and genetic algorithms [26] have been employed to obtain accurate models of non-linear and also chaotic systems in the GPC context.
Another computationally intelligent technique is the so-called Support Vector Machines [27] - [29] that can model non-linear systems by solving regression problems. Based on Statistical Learning Theory and Structural Risk Minimization Principle, the SVM algorithms can solve any classification or regression problems without getting stuck in local minima. They achieve the global solution by transforming the classification or regression problem into a quadratic programming (QP) problem and then solving it by a QP solver. In the last decade, SVM-Based algorithms have been developed very rapidly and have been applied to many areas [30] , [31] . Finding global solution and possessing higher generalization capability constitute the major advantages of the SVM algorithms over other regression techniques, whereas solving a QP problem may bring higher computational burden.
SVMs have also been used in chaos control area of research. One application is due to Suykens and Vandewalle [32] , where a chaotic map is stabilized by the least squares version of SVM structure performing an optimal control task. In another application, SVM model is utilized to comCopyright c 2006 The Institute of Electronics, Information and Communication Engineers pensate nonlinearities in the control of chaotic systems [33] .
The aim of this work is to introduce the use of the SVM approach in the GPC context to control chaotic systems. The novelty in this study is that the SVM model of a chaotic system is obtained from data and then directly used to stabilize the system with only small parameter perturbations. This paper is organized as follows. In the next section, components of the GPC method, namely model of the plant and the Cost Function Minimization (CFM) block are introduced. Then, the SVM approach for regression problems has been reviewed in Sect. 3. In Sect. 4, the SVM-Based GPC scheme is formulated for RBF kernels, and then the SVM-Based GPC algorithm is given at the end of the section. Finally, the investigated chaotic systems and the simulation results have been given in Sect. 5.
Generalized Predictive Control
Consider a chaotic system, the dynamics of which can be represented by the NARX model
where p n is the control parameter applied to the system at the time index n and y n is corresponding output of the system, and n p and n y denote the number of past parameter values and the number of past the outputs involved in the model, respectively. It is assumed that the non-linear function f of the chaotic system is not available. Without loss of generality, the NARX model may represent the dynamics of a discrete-time chaotic map or a Poincaré map of a continuous-time chaotic flow. Figure 1 illustrates the control loop of the GPC scheme, whereŷ n is the output of the model at the time index n andỹ is the reference trajectory (usually an UEP or UPO) which is desired to be followed by the plant. Components of the GPC scheme are as follows: One is the model of the plant that accounts for the prediction of future behavior of the plant in response to the candidate parameter vector p (defined later). In addition, it is used to obtain some gradient information required in the CFM block, which is the other component of GPC. The aim CFM is to minimize the performance index J (2) with respect to the candidate parameter vector p. Fig. 1 The GPC architecture.
where N 1 is the minimum costing horizon, N 2 is the maximum costing horizon, N u is the control horizon, λ is the weighting factor and ∆p n+ j is ∆p n+ j = p n+ j − p n+ j−1 .
In the CFM algorithm, the entries of the candidate parameter vector p,
are altered within the allowable range according to the general update rule, p ← p + sz, where z is the search direction and s is the step-length. In order to find the optimum search direction, one of the optimization algorithms existing in the optimization theory literature [36] , [37] can be employed. Among these search algorithms, the first-order ones need the calculation of the gradient vector (4),
while, the second-order ones entail also the computation of the Hessian matrix (5),
In the gradient vector g, the hth element is given by (6) .
where δ i, j is the Kronecker Delta function. Likewise, the mth, hth element of the Hessian matrix H is
for m, h = 1, . . . , N u .
Once the optimum search direction is determined, to find the optimum step-length becomes a one-dimensional problem that can be solved by one of the line-search techniques [36] , [37] .
Support Vector Machines
In this section, we focus on an SVM-Based regression algorithm using the linear ε-insensitive loss function as formulated in [30] , [31] , [34] . Given a training set
, where x k ∈ X ⊆ Ê n is the kth input data point in input space and y k ∈ Y ⊆ Ê is corresponding output value, it is desired to model the relationship between the input and output data points by a Support Vector Machines regression model (8) , which is linear in a higher dimensional feature space F.
where w is a vector in feature space F, Φ(x) is a mapping from input space to the feature space, b is the bias term and ·, · stands for the inner product operation in F. This regression problem can be transformed to an quadratic programming (QP) problem as given in [30] , [31] , [34] . By using a linear ε-insensitive loss function L(ε, y,ŷ) as shown in Fig. 2 , the primal form of the optimization problem can be formulated as in (9) .
subject to the constraints,
where ε is the upper value of tolerable error, ξ i 's and ξ * i 's are slack variables, · is the Euclidean norm and C is a regularization parameter that gives a trade-off between the model complexity and the degree of tolerance to the errors larger than ε. By introducing non-negative Lagrange multipliers β, β * ,η and η * , Lagrangian can be formed as:
Fig . 2 The linear loss function and slack variables.
According to the saddle point condition, the partial derivatives of L P with respect to the primal variables w, b, ξ i , ξ * i are set to zero as seen from (14) to (17) .
The corresponding Karush-Kuhn-Tucker (KKT) complementary conditions are
The dual form of this optimization problem becomes a quadratic programming problem as in (19) and (20) .
where β and β * are non-negative Lagrange multipliers and K i j is a kernel function given by
. This kernel function handles the required inner product in the feature space and hence the explicit form of Φ(x) does not need to be known. Solution of the quadratic programming problem (19) gives the optimum values of β i 's and β * i 's. A training point x i corresponding to a non-zero β i − β * i value is referred to as the support vector. The value of b in the model is determined in a manner such that the conditionŷ(x i ) − y i = −ε is satisfied for each support vector x i for which the condition 0 < β i − β * i < C is hold. When only support vectors are considered, dual form of the regression model becomeŝ
where #S V denotes the number of support vectors in the model [30] , [31] , [34] . As can be seen in (21) 
then the corresponding output of the SVM model becomes,
j is the new coefficient corresponding to x j for j = 1, 2, . . . , #S V. In SVM-Based GPC, the Radial Basis Function-RBF (23) is adopted as the kernel function.
where σ is the width parameter. If d jn is defined as the Euclidean distance between the jth support vector x j and the current state vector c n as given in (24),
then the kernel function can be rewritten as, K(c n ,
2σ 2 ) and the regression model becomes,
Now, the SVM regression model can be used to predict future trajectory of the plant as in (26) .
where
Based on aforementioned definitions, the first order partial derivatives can be written as
∂d j,n+k ∂p n+h (29) and
where δ 1 (·) stands for the unit step function. The second order partial derivatives are
where 
Now, the first-order terms 
The SVM-Based GPC Algorithm
The SVM-Based GPC algorithm can be itemized as follows:
Step1. To obtain necessary training data, first, allowable parameter range [p min , p max ] is determined, and then the system under investigation is run for a certain period, during which the parameter is composed of a series of pulses of random magnitudes within this range. Step2. The n p and n y parameters of the NARX model (1) are determined, and a set of training data is formed to obtain the model of the system. Then, each of the input and output variables is normalized to the interval [0,1]. Step3. After appropriate SVM parameters σ, ε and C are chosen, the SVM model of the underlying system is obtained by using N data pairs randomly selected out of the gathered data set remaining of which are spared for testing. Step4. Depending on the adopted algorithm for finding the search direction z, the gradient vector (4) and the Hessian matrix (5) are calculated based on the obtained SVM model by using formulations given in the previous subsection. Step5. The GPC algorithm is applied: at each iteration, the candidate parameter vector p is formed by taking its previous elements, and then based on the future predictions (26) of the model in response to the parameter vector p, it is updated by the update rule so as to minimize the performance index J (2) by using a linesearch algorithm to find the step-length s and a search algorithm to find the search direction z. Finally, the first element of the parameter vector p is applied to the system.
Example Systems and Simulation Results
In the simulations, at each iteration in the GPC algorithm, the optimum search direction is determined by the Modified Newton algorithm, and then the best possible step-length is found by the Golden-Section method. In order to obtain the SVM model, N=1000 training points out of the gathered data are used for training. While determining the proper values of the SVM parameters σ, ε and C, after many trials, it has been observed that if ε is chosen sufficiently small, a σ value in the range [2, 3] yields better modeling and control performance for the investigated chaotic systems. Therefore, in our simulations, the kernel parameter is fixed to σ = 2 and the tolerance ε is chosen proportional to the standard deviation of the noise as ε ∼ σ υ ( ln N N ) 1 2 . Since the effect of C on the generalization performance is negligible as indicated in [35] , C is set to 1000 in order to keep the number of support vectors in the SVM model as low as possible. For the sake of robustness, the prediction horizon and the control horizon are chosen as N 2 =3, N u =3, respectively. Appropriate values of the NARX parameters n p and n y are found by the method described in [38] . Moreover, all weighting factors are set to λ j =0.1 for j = 1, . . . , N u based on the observation that much lower λ values have permitted sudden changes in the control parameter thereby causing fluctuations at the plant output while much larger ones have made the control actions too slow to stabilize the underlying chaotic system.
In one part of the simulations, to show the effectiveness of the proposed the SVM-Based GPC controller, it is deactivated at the beginning and the parameter value is set to p n = p nom for n = 1, 2, ..., 200, and then the controller is activated for the next 200 iterations, then it is deactivated again for the next 200 iterations and so on.
In another part of the simulations, we test the targeting performance of the proposed method. For that purpose, a set of 1000 initial points in the basin of attraction of the chaotic system under investigation is randomly selected, and then starting from an initial point the system is run with the nominal parameter value until it enters in the δ-neighborhood of the chosen UEP. This process is repeated for all initial points in order to determine the average number of iterations (n δ ) for the system to reach the δ-neighborhood of the target. The same process is performed for the same initial points when the system is controlled by the SVM-Based GPC scheme.
Moreover, in order to determine the robustness of the SVM-Based GPC structure with respect to measurement noise, the measured data are contaminated by additive zero mean Gaussian noise of 50 dB SNR. The signal-to-noise ratio is SNR = 10 log 10 ( 
The Logistic Map
The Logistic map is a one-dimensional chaotic system mathematical description of which is given by (34) ,
where p n denotes the value of the parameter at the time index n. The map exhibits chaotic behavior for p n ∈ [3.8, 4.0], which is the allowable parameter range. For the nominal parameter value p nom = 3.9, the map has an unstable equilibrium point at y * = 0.7436, which is chosen as the target, and the average number of iterations is computed asn δ ∼ 143, where δ = 0.01.
For the Logistic map, the NARX parameters are determined as n p =1 and n y =1. Figure 3 shows the simulation results for the noiseless case, where the choice of the tolerance as ε=0.002 resulted in an SVM model with 19 support vectors. Once activated, the controller brings the system to close neighborhood of unstable equilibrium point (UEP) in a few number of iterations and keeps the system exactly at UEP forever. SVMBased GPC yields excellent transient and steady-state performance if there is no measurement noise at the output. Moreover, the proposed method reduces the average number of iterations ton δ ∼ 32.
On the other hand, the simulation results for the noisy case can be seen in Fig. 4 , where the tolerance ε is chosen as ε=0.01, and the resulting SVM model has 15 support vectors. Similar to the noiseless case, the controller provides very small transient and steady-state errors. In the noisy case, although SVM-Based GPC absorbs the measurement noise by changing the control parameter properly to keep the system stable at UEP, very small fluctuations may occur in the vicinity of UEP. Having been controlled by SVM-Based GPC, the map is steered to the target in a fewer number of iterations on average, which isn δ ∼ 33.
The Henon Map
The Henon map is a second-order chaotic map and governed by (35) ,
where p n is the value of the parameter at the time index n. It exhibits chaotic behavior for p n ∈ [1.34, 1.40], which is the allowable parameter range. For the nominal parameter value p nom = 1.37, one of the unstable equilibrium points is y * = 0.8717, which is chosen as the target, and the average number of iterations is calculated asn δ ∼ 919, where δ = 0.02. The NARX parameters are determined as n p =2 and n y =2. Figure 5 illustrates the simulation results for the noiseless case, where an SVM model with 27 support vectors is obtained when the tolerance is chosen as ε=0.003. Having been activated, the controller steers the system toward the unstable equilibrium point (UEP) in a few number of iterations and stabilizes the system to UEP in the long run. Moreover, it reduces the average number of iterations tō n δ ∼ 95. As a result, in the absence of measurement noise, SVM-Based GPC provides excellent transient and steadystate performance for the Henon map.
The simulation results, on the other hand, for the noisy case are shown in Fig. 6 , where the tolerance ε is chosen as ε=0.0125 and the resulting SVM model has 20 support vectors. Similar to the case of the Logistic map, the controller stabilizes the map with very small transient and steady-state errors. However, measurement noise may results in tiny deviations from UEP though SVM-Based GPC tries to compensate it by changing the control parameter properly to keep the system stable at UEP. Even under the noisy conditions, the SVM-Based GPC method maintains its targeting performance, in other words, it forces the map toward the chosen UEP in averagely 98 number of iterations, which is 10 percent ofn δ computed when the map is iterated with the nominal parameter.
In conclusion, it is observed from the simulation results that, starting from any initial point in the basin of attraction, SVM-Based GPC steers the chaotic system in close neighborhood of UEP in a few iterations and stabilizes the system to its UEP in the long run. Furthermore, SVM-Based GPC maintains its transient and steady-state performance up to a certain level of measurement noise.
Conclusions
In this study, previously proposed approach namely SVMBased GPC [1] has been applied to the control of chaotic systems. The idea of using SVMs in GPC lies behind the facts that the model of the plant plays a crucial role in GPC and that the SVM regression algorithms present powerful tools for modeling chaotic systems. The SVM approach allows the proposed GPC structure to exploit outstanding benefits of rapidly developing SVM techniques. Simulation results have confirmed that the SVM-Based GPC structure can provide excellent transient and steady-state performance with small control energy for different chaotic maps.
The investigated chaotic systems controlled by SVMBased GPC can be steered to the target (UEP) within a relatively few number of iterations. In other words, SVM-Based GPC considerably reduces the average number of iterations for the systems, starting from an initial condition in their basin of attractions, to reach the δ-neighborhood of chosen UEP. In addition to its transient time performance, SVMBased GPC accomplishes the stabilization of the chaotic systems in steady-state once the systems enter into the δ-neighborhood of chosen UEP.
Furthermore, it should be noted that all control actions of SVM-Based GPC are performed by tiny parameter perturbations within an allowable parameter range for which the systems are in the chaotic regime, while some other techniques allow an additive control term to the system dynamics which may take the systems out of their chaotic regimes.
On the other hand, achievement of a satisfactory control performance depends strictly on the selection of SVM and kernel parameters, which has been an open-problem in SVM-Based regression algorithms. We found the appropriate parameter values by trial-and-error, past experience and some useful suggestions in [35] .
In conclusion, the SVM-Based GPC scheme carries out the task of controlling chaotic systems with judiciously chosen parameter perturbations within allowable range. It provides excellent transient and steady-state control quality and maintains its performance up to a certain level of measurement noise. Moreover, the SVM-Based GPC scheme can further be improved in parallel to the progresses in the SVM techniques.
