The analysis of covariance structures (Joreskog, 1973) is adapted to the simultaneous maximum likelihood estimation of genctical and environmental factor loadings and specific variances. The goodness of fit is tested by chi square and standard errors of parameter estimates can be obtained.
I. INTRODUCTION
THE techniques of factor analysis have been used extensively in the behavioural sciences to simplify the representation of the relationships between multiple variables. Geneticists, rightly, are sceptical about the use of such methods in genetical research. There are several reasons for this. Firstly, factor analysis has generally been confined to the analysis of phenotypic variation and the interpretation in simple genetical or environmental terms of factors defined in this way is not legitimate. Secondly, factor analysis has usually, though not without exception, been an exploratory device. Consequently, factor-analytic studies have often consisted of a post-hoc examination of tables of factor loadings and studies designed in advance to test particular hypotheses about the structure of covariation have been atypical. This approach does not commend itself to geneticists for whom predictive statements, not rationalisations, are the ideal of progressive research. Thirdly, in spite of the general development of the statistical and computational methods appropriate to factor analysis towards efficient estimation and tests of significance, most factor studies remain content with techniques which yield estimates of unknown properties and even the crudest statistical tests are seldom attempted.
Any problems of analysing phenotypic covariation apply, a fortiori, to attempts to seek a factorial representation of genetical and environmental covariation separately. The idea that genetical and environmental components of covariation might be separated by a technique analogous to factor analysis was formulated long ago in the context of behavioural genetics (e.g. Loehlin and Vandenberg, 1968) but there have been few significant advances in the practical problem of providing a general approach to estimation and hypothesis testing in this context.
The main difficulty is that the experimental designs necessary for resolving the different sources of gene action and environmental influence are not appropriate for factor analysis because the information required 79 to estimate the components of a genotype-environmental model usually come from more than one type of family grouping, e.g. identical and fraternal twins. Although there have been many suggestions for approximations, e.g. using components estimated from variation within pairs of identical and fraternal twins, such approaches suffer from several important deficiencies. Foremost among these is the fact that such estimates may well be biased by effects for the existence of which no statistical test is conducted. Furthermore, such estimates are inefficient because they ignore information contained, for example, in the variation between families. At best, most existing methods throw away data and lead to estimates which are unnecessarily imprecise. At worst, such methods are actually misleading because they do not provide any test of the assumptions which are made in deriving the estimates.
Although several authors (e.g. Jinks and Fulker, 1970; Eaves, 1975; Eaves and Eysenek, 1975) have stressed the inadequacy of the ad hoc approach characteristic of behavioural genetics in the univariate ease, such remains the approach of most behavioural geneticists to their data. Unfortunately, all the problems of inefficient and misleading univariate methods are exacerbated by their importation into the domain of multivariate genetical analysis hecause crude methods of genetieal analysis have been combined with no less crude methods of factor analysis. Eaves and Gale (1974) attempted to redress the balance somewhat by focusing the attention of a multivariate genetical analysis on the genotype-environmental model which was appropriate to the data before attempting to explain the genetic covariation in factorial terms. They suggested analysing the data in two stages; the first to determine the genetical and environmental model appropriate to the multivari ate data without reference to the factor structure and the second attempting to test a simple factor model for the genetieal eovariation.
Their approach was based on weighted least squares, and therefore, allowed various tests of hypotheses (including a test of goodness of fit) to be conducted. However, their approach shared a common failing with much of the previous work since the attempt at factor analysis was confined to components of variance and eovarianee which need not have formed a positive definite covarianee matrix. It seems likely, therefore, that this approach would not always yield satisfactory parameter estimates. Secondly, as with every other approach, the method involved obtaining a genetical eovarianee matrix first and then attempting faetorisation. In our view the structure of the trait covariation should be no less a matter of advance specification than the basic formulation of the biometrical-genetical model. Thus, the psychological constructs implicit in the choice of variables should be tested at the same time as the causal model being examined in the particular constellation of relatives chosen to be included in the study. We thus need an approach which allows us to formulate both our biometricalgenetieal model and our model for the structure of the trait eovariation in advance of the analysis, to provide parameter estimates which make the best use of the available data and, wherever possible, facilitate those tests of significance which form the basis of further research.
Generally, geneticists are familiar with the methods of model-fitting but less familiar with the principles of factor analysis. It will help the development of our general model if we outline some of these here, for the classical case of the analysis of phenotypic variation and covariation of v correlated variables. Our initial data summary is simply the v x v symmetric, positive definite covariance matrix S. Factor analysis seeks to represent the variation in each variable in terms of a contribution which is specific to that variable (the" specific variance ") and contributions fromf.c v sources (the "common factors ") which contribute to variation in more than one variable at the same time. The contribution of each common factor to a particular variable may be assessed from the factor loading which can be standardised to represent the correlation between the variable in question and the hypothesised factor. In a behavioural context the scales of measurement are often arbitrary so psychologists usually prefer to work with correlation matrices rather than covariance matrices. We shall consider only the analysis of covariance matrices, however, because no appropriate scaling of the genetical and environmental components can be suggested in advance of the analysis of the causes of variation. The processes of scaling and estimation are interdependent.
The factors may be constrained to be uncorrelated (orthogonal factors) or a solution may be sought in which the factors are themselves assumed to be correlated (" oblique" factors). For a covariance matrix 5, we may represent the covariance matrix predicted in terms of the factor model thus:
We are using, as far as possible, the notation of Joreskog (1973) whose contributions to factor analysis will form a major component in the formulation of our approach. A is a v xf matrix of factor loadings. The square f xf matrix W contains the correlations between the hypothesised factors and 2 is a diagnoal matrix containing the v specific variances.
Formulated in this way the factor model is indeterminate. An infinite number of solutions for A and D may be found which give the same Constraints have to be introduced to ensure a unique solution. Normally these constraints are arbitrary, stemming from mathematical necessity rather than from any psychological considerations about the anticipated form of the factors. Most approaches begin by insisting that the factors be orthogonal (i.e. that W = I). This is insufficient to ensure a unique solution so further constraints are required. The classical approach to maximumlikelihood factor analysis requires that the loadings satisfy the constraints that the matrix A'kP_2A be diagonal. Because these and other constraints imposed in obtaining a suitable definition of the factors are arbitrary, factor analysts have usually attempted to improve the interpretation of factors by "rotation ". This involves transforming the loadings according to a criterion which might be a better reflection of the investigator's expectations for the outcome of his study. Thurstone suggested (e.g. 1945) that variables might fall into groups having high loadings on relatively few factors and small or zero loadings on the rest. This was the notion of" simple structure". Several numerical criteria have been suggested which might be used as a basis for rotation to simple structure. In the course of rotation an investigator may choose to retain the criterion of orthogonality, or he may prefer to allow the factors to become oblique if the interpretation is clarified by doing so. Although significance tests may have been used in determining the number of common factors and specifics (and even this is still the SB/I-F exception rather than the rule in practical applications) the choice of final rotated solution has rarely rested upon any statistical test of the model. In a psychological context Joreskog (1973) has indicated that the investigator who is bold enough to commit himself in advance to a precise model for the covariance structure (specifying, for example, which loadings arc expected to take zero values) is in a position to proceed directly to the maximum-likelihood solution providing he is able to specify sufficient constraints on the parameters to ensure a determinate solution. Indeed, such hypotheses are much stronger than those which merely involve a guess about the likely number of common factors. In addition, it is possible to construct a statistical test of the worthwhileness of relaxing the constraint of orthogonality upon a set of loadings.
The work ofJoreskog has been developed in many directions, for example to the comparison of factor structure in several populations, but to our knowledge no biometrical-genetical application of the approach has yet been devised. This paper is intended to show how the method can be adapted to the type of problem with which geneticists are often concerned. We hope that this will form the basis of a definitive method for approaching multivariate problems in biometrical genetics. As far as we can see, with a little ingenuity, virtually any model which geneticists might formulate for the relationships between variables could be tested using the approach we outline. Thus, although our own primary interest is in behavioural genetics, we feel that the approach may be worth considering by anyone concerned with the genetical analysis of covariation.
Although we have chosen to illustrate the method with twin data relating to a small set of human abilities we should not be misled into believing that the method is specific to experimental designs involving only twins or to variables for which a single common factor constitutes the simplest explanation. The method is general. It will be most valuable when data are available for many kinds of family grouping and when the variables studied are carefully chosen for biological or psychological reasons.
Our treatment may be outlined as follows:
i. The general form, following Joreskog (1973) of the eovarianee structure of a single population. ii. The adaptation of this model for the analysis of genotypie and environmental covarianee.
iii. The numerical and statistical procedure for estimating the parameters and for testing the model. iv. The method for obtaining the eovarianees of the estimates.
v. The exposition of our treatment on published twin data relating to human abilities. Our aim is to provide an adequate method within which all the factors of biological interest can be assessed: the components of gene action; the influence of the mating system; the sources of environmental variation and genotype-environmental eovarianec. All these aspects of individual variation may come within the scope of a multivariate analysis given that the components of a particular model are estimable with the data available. The approach allows us to estimate such effects by methods which are statistically efficient and enables us to decide which of them can be regarded as beyond resolution with a given study. The matrix B allows the factors to be scaled and combined in a variety of ways. We shall discuss its application in our context shortly. Joreskog has illustrated the application of this model to a variety of problems. In our case however, some extension is needed because the data we shall be analysing will typically consist not just of one covariance matrix, but several. These will be the covariance matrices obtained from the analysis of many different groups of relatives. The classical twin study, for example, will yield covariance matrices between and within pairs for identical and non-identical twins, making four in all.
In the univariate case a genetical analysis attempts to partition the phenotypic variation into contributions from several sources. Usually, the contributions are written in the form of a linear model in which the ith observed variance (or mean square) from a family study is predicted thus: Thus corresponding to each source of variation in the univariate case (e.g.
cultural, additive genetical, non-additive genetical etc.) there are corresponding parameter matrices B5, A5, 4, 'P5 and 9 in the multivariate case. In our application B3 will be used to permit factor loadings contributing to one source (e.g. genctical covariation) to be simple scalar functions of those arising due, for example, to environmental differences. We are thus able to test hypotheses about the similarity of genetical and environmental factors in this approach. For this reason, and because we will usually have no reason to scale genetical and environmental specifics relative to one another, we shall usually put kPJ = 0 and denote the various specific sources of variation by 9.
A SPECIFIC FORMULATION OF A MODEL FOR TWIN DATA
As a simple example we may consider how we might formulate a model for the covariance Structure of data on identical and fraternal twins on the assumptions that gene action is additive, mating is random and that members of the same family are not madc more alike by shared environmental experiences. We stress that this is only an example, albeit of a model which appears to be appropriate for individual differences for certain dimensions of human personality (Eaves and Eysenck, 1975 , 1976 . Ideally we would like more extensive data on other kinds of family, including fostered individuals and further ancestral and collateral relationships. Such studies might expose additional sources of variation which are not subjected to very powerful scrutiny in the usual twin study. Eaves and Eysenck (e.g. 1975) have discussed the assumptions in more detail and considered the univariate consequences of their failure.
For a single variable we may write our expectation for the total phenotypic variance in terms of our hypothesised model thus:
Mather and Jinks (1971) define DR in terms of the effects and frequencies of the alleles at many loci. It represents the additive portion of the genetical variance. The contribution of environmental differences specific to individuals and not shared by members of the same family is denoted by E1. This, we emphasise, is the simplest possible model for the joint action of genetical and environmental influences. The model can be complicated in a variety of ways to include, for example, the contribution of non-additive genetical effects such as dominance, assortative mating, shared environmental effects (E2), genotype-environmental interaction and genotypeenvironmental covarianee (see e.g. Jinks and Fulker, 1970; Eaves, 1975; 1976a, b; . However, before we attempt explanations in terms of more intricate effects we must satisfy ourselves by the appropriate sealing tests that a simpler model for individual differences is unacceptable.
This simple model can be generalised to the multivariate ease. We may write for the phenotypic covariance matrix, given the above assumptions about gene action, mating system, and environmental causes:
We use A to represent the loadings of the variables on the additive genetical factors and H to represent the loadings of the same variables on the environmental factors. D2 and E2 respectively are used for the contributions of genetieal and environmental influences specific to the particular variables. We may define the genotypie eovarianee matrix (given our assumptions of additivity and random mating) as (AA' + D2). Similarly, the environmental covariance matrix is HH' + E2. Thus, provided we can estimate A, H, D and E, we are able to obtain genetic correlations and a variety of other summary statistics. These will he illustrated later.
If we only have the phenotypie covarianee matrix there is no possibility of any analysis into genetieal and environmental factors. Such analysis requires data on more than one kind of family grouping. In the ease of identical and fraternal twins the data may be summarised in terms of four matrices. For each of the two different groups of twins we have two distinct matrices of mean products, between and within pairs, which can easily be obtained from a multivariate analysis of variance of the twin pairs. The expected contributions of the genetieal and environmental factors to the different matrices can be obtained from genetieal theory and are given below in the univariate case of the four mean squares from a classical twin study for DR, E1 and also E2, the between families environmental component which we are not considering in the present simple model: We may now relate the terms of our model for twin data to the general model above. We have four matrices (m 4) and our model involves two sources of variation in the univariate case (p = 2). We may now put We shall set 'I' and 'I' to zero. Indeed, if we have sufficient reason (either because of our advance expectations, or because certain parameters have been shown to be non-significant) we may set certain of the loadings to zero at this stage. If we wish, we can introduce matrices of factor correlations, D1 and 12 to denote the correlations of genetical and environmental correlations. These may be fixed to be identity matrices for the orthogonal solution, or the off-diagonal elements may be fixed to specify a desired degree of obliquity, or allowed to vary (within the constraints that the cD's should be positive definite) to obtain the oblique solution which yields the best fit. The advantages of fixing certain loadings in advance for the multiple factor solution are that we can test directly particular hypotheses about the factor structure. Our coefficients (CH) are the coefficients of the gcnctical and environmental factors in the expectations of the four matrices. Thus, c51 is the coefficient of (AA' + D2) in the expectation of LBDZ for example, (i.e. ) and c29 is the coefficient of (HH' + E2) in the expectation of
It is quite likely that we shall want to test the hypothesis that tile genetical loadings (for example) are simply scaled versions of the environmental loadings. This would imply that the genetical and environmental structures are identical, apart from specific factors, and that genetical and environmental factors are affecting the same aspects of the organism. in a consistent manner. Thus, to incorporate such a constraint in our model we simply insist that A = bH by defining A1 B1 A2 where B1 = hI and writing B2 = I in the expectations above.
ESTIMATING THE PARAMETERS AND TESTING THE MODEL
In Joreskogs treatment the maximum likelihood estimates of the parameters of the model are obtained by maximising the log-hkehhood numerically, which is given by logL= _7svT[log±tr(SEl)]
The constant term is omitted. Maxiniising log L is equivalent to minimising
In our problem, given that the observations are multivariate normal, we may write the log-likelihood of obtaining the in observed independent mean products matrices (S1) as log L = -> N[log I +tr (S1L[1)] (once again, omitting the constant term). We actually minimise -log L, or
For a given model we require the parameter estimates which minimise F. There are many ways of doing this, some of which have been implemented by Joreskog for a variety of different applications of his model. We chose, hnwever, to develop our own program for genetical applications using snbroutines written by the Numerical Algorithms Group (1974) . From their many routines for minimisation we chose EO41IAF for constrained minimisation as the basis of our numerical method, in conjunction with several accurate routines written for the matrix operations necessary for function evaluation etc. EO4FIA]J' has the advantage of allowing certain flexibility in the choice of method for minimisation in that the user can specify whether first or second derivatives need be evaluated anti whether this should be done numerically by difference or by substitution in coded formulae. In view of the complexity of the functions, in most cases we chose to base the minimisation on the Powell 64 method which did not require any differentiation but relied solely on evaluation of the functions themselves for a variety of parameter valnes. We found that this method gave satisfactory results for our example problem and for a number of similar problems still unpublished. EO4HAF uses a penalty function technique (Lootsma, 1972) for constraining estimates to lie within a particular region. Classical factor analysis often ran into difficulties bccause the maximum likelihood solution required that one or more specific variances take negative values.
By conducting the analysis in terms of 0 rather than 02 for the specifics we were able to reduce the number of constraints specified and therefore to minimise the amount of computer time required to find the best solution.
For our relatively simple case of a single common genetical factor and a single environmental factor we were able to avoid the specification of any constraints, though we envisage that these would be necessary to obtain multiple factor solutions, for example to constrain the tb's to be positive definite.
In some cases we found that minimisation by the Powell 64 method failed when matrices became singular during the course of minimisation. We managed to get around this problem by using another option of the subroutine EO4HAF which employs numerical approximations to the first derivatives of F with respect to the parameter estimates.
Given that we have obtained the maximum-likelihood estimates of our parameters we may test the hypothesis that a less restricting model does not significantly improve the fit by computing (2L0 -L1), which is distributed as x2 when L1 is the log likelihood obtained under the restricted hypothesis (H1) and L0 is the log likelihood obtained under the less demanding hypothesis (H0). The H0 we shall adopt in practice is one which assumes that as many free parameters are required to explain the data as there are independent mean squares and mean products in the first place i.e. L = S1
for every i-a " perfect fit " solution. In this case we have simply
L0= -}N1[1ogjSj+v]
When we have in matrices and v variables, the x2 has fmv(v + 1) -t where is the total number of free parameters estimated under H1.
CovEiEr.res OF THE ESTIMATES
In order that the parameter estimates of a satisfactory model might be interpreted more rigorously we would like their covariance matrix. This is the inverse of the matrix of second derivatives of the log likelihood with respect to the maximum likelihood estimates of the free parameters. Joreskog (1973) gives second derivatives of the log likelihood for problems involving models for single eovariance matrices. We followed his approach, constructing first the matrix of second derivatives with respect to all the parameters, fixed and free, then striking out the rows and columns corresponding to fixed parameters, and finally combining the information on those parameters which are constrained to be equal.
To evaluate the second derivatives we need to know the form of the first derivatives. For any given source j, of the genetical model, we have parameter matrices B1, A5 etc. and the first derivatives of F with respect to these are: -
0F/OJ = where = We now obtain the second derivatives by using the following theorem, proved by Joreskog (1973): Let the elements of j be functions of two parameter matrices Mk = (!ke/) and N1 = (Vgh) and let 
which facilitates computation.
We can now calculate the whole information matrix for all elcments of the Ic sets of matrices B, A5, , I'J and O where there are Ic parameters in the genetical model. However, it is obvious that much computer time can be saved by not computing those elements where either iUke/ or v has been fixed. This is equivalent to striking out from the total information matrix those rows and columns corresponding to fixed parameters.
We now wish to reduce the information matrix still further by combining rows and columns of information about the same free parameter. Joreskog suggests the following procedure. Let the remaining free parameters from a vector y' = (y1, y2, . . ., y1) and among these there are some distinct parameters , ir2, . . n. The elements of the information matrix on the right-hand side are obtained as described above. The reduced information matrix on the left-hand side can be inverted to give the variance-covariance matrix of the free parameter estimates.
The expressions given above for the first and second derivatives could be programmed to assist the minimisation of F by other methods and such options are available with the routine we employ.
AN EXAMPLE
To illustrate the method we shall use some twin data given by Loehlin and Vandenberg (1968) for the covariation of five of Thurstone's Primary Mental Abilities-Numerical ability (N), Verbal comprehension (V), Spatial ability (S), Word fluency (W) and Reasoning ability (R). These data have already been used to illustrate the method of Eaves and Gale (1974) who discuss the limitations of the data and of the classical twin study. A comparison with their analysis will make clear the conceptual and analytical advantages of the present approach.
Measurements were made on 123 pairs of MZ twins and 75 pairs of DZ twins, the members of each pair having been raised together. Loehlin and Vandenberg (1968) discuss in detail the structure of their sample and conclude that their MZ and DZ twins can be regarded as sub-samples from the same population. They give the between-pair and within-pair mean products matrices for both MZ and D twins as Appendices A-D of their paper. Each 5 x 5 matrix contains 15 unique statistics, providing a total of 60 d.f.
We shall first see whether we can adequately account for the data with the simple model developed in Section 3 above. This contains factor loadings and specific variances corresponding to only D and E1. We thus estimate five Afs and five Ag's for each of the two sources of variation, being 20 parameters in all. We place no bounds on these during the estimation procedure since the expected values are functions of AA' and ê2 so sign is immaterial.
The log likelihood on this hypothesis is -731114 whereas the log likelihood on the hypothesis of a perfect fit solution is -727489. Twice the difference between the log likelihood values, 2 (L0 -L1) yields a chisquare of 7250 for 40 d.f. (since we have 60 unique statistics which we have tried to summarise with reference to 20 independent parameters). This model fails badly (P <0001). We also tried to fit the corresponding model with factor loadings and specifics corresponding to E2 and E1 only i.e. omitting genetical factors, but this model gives an even worse failure (xo = 12750). The maximum likelihood parameter estimates from these two models are given in tables 1 and 2.
Clearly we must try a more complex model if we are to provide a satisfactory explanation of the data. If we extend the model to include factor loadings and specific variances corresponding to all three sources of variation, E1, E2 and DR, we now have a total of 30 free parameters. The log likelihood on this model is -729119 corresponding to Xo = 330, an excellent fit. The maximum likelihood estimates of the 30 parameters and their standard errors, calculated as in Section 5, are shown in table 3.
We should be cautious in accepting that only additive genetic and the two types of environmental effect arc present, however. (See e.g. Eaves, 1975) . When this kind of model is fitted in the classical twin study the E2 estimate tends to be a conglomeration of certain other between-family effects which may be present. If assortative mating is present for example, and the population is in equilibrium then any supposed E2 is really E2+1 i_AR where A is the correlation between the breeding values of spouses, F2 is the" true "environmental variance between families, and is the" true" additive genetical variance obtained by randomly mating a population with the same gene frequencies.
This immediately suggests a possible reduction of our 30 parameter model. Suppose, for a given variable i the component of variance corresponding to the E2 factor loading, €, were a simple function of an A1 and the corresponding component of variance arising from the additive genetical factor loading, Then if there were no contributions of betweenfamilies environmental effects (" real " E2) to the communality of the variables, we should expect A to be the same for all i and o/51 to be a constant. We can test this hypothesis by constraining the E2 and DR factor loadings to be related by a scalar constant such that e/5. = b, for all i. In terms of Joreskog's model, if E2 is the second basic source of variation then: b0000 Ob000 and that in addition there must be some " cultural" common factor whose factor pattern need not follow that of the genetical loadings. Our maximum likelihood estimate of b is ft70l3 giving an estimate of A = 04958. This is somewhat higher than other estimates of A for IQ, (Eaves, 1973 (Eaves, , 1975 probably reflecting once again the presence of a genuine common factor.
Attempting in a similar way to relate the loadings on either the E, or DR factors to the loadings on the E1 factor would clearly be inappropriate since two of the variables make only specific contributions to E1 (table 3) .
Since this attempt to reduce the model failed, we must accept the 30 parameter model as the most appropriate although we may strike out any non-significant parameters to obtain our final solution. We calculate the eovariance matrix of the estimates and use a c-test to assess the significance of each parameter (table 3). The factor loadings can either be positive or negative so a two-tailed test should be used for these (cc 1 96) but the specific variances are constrained to be positive so only a one-tailed test should be used for the O's (cc 1.65).
If we now fix to zero all non-significant parameters our reduced model contains 23 free parameters and our final X7 = 3501. Thus the seven non-significant parameters account for a chi-square of only 20l, although the increased significance of the remaining parameters partly reflects our post-hoc reduction of the model. The final values of the parameters and their recalculated standard errors are given iii table 5.
We are now in a position to summarise the contribution of each of the six sources of variation to the total variance of each variable. This is done in table 6, along with the sub-totals of variation attributable to E,, E, and to which would be the heritability if we could ignore assortative mating and non-additive genetieal effects. From these proportions we can calculate any other desired ratios such as the heritabilities of the general or specific variation and the relative contributions of common and specific factors to genetical and environmental variation. A breakdown of the total variation such as this must be one of the end products of a genetical analysis of covariance structures. Our analysis shows that although there is common genetical variation contributing to variance in each of the five sub-tests, in three of the sub-tests specific genetical variation is equally or more important. While others (Nichols, 1965; Eaves and Gale, 1974; Martin, 1975) have had to be content with detecting the presence of specific genetical variation in different ability traits we have been able to provide maximum likelihood estimates of these and all the other components.
It can also be seen that although there is a hint of a small E1 factor corresponding to the verbal traits, nearly all the E1variance is specific and this is what we should expect of a source which comprises error and environmental experiences specific to individuals.
Clearly the most unsatisfactory aspcct of this particular example is our inability to separate the common factor variance due to assortative mating from a genuine cultural factor. However, this is a failing of the classical twin design rather than our analytical method and a more elahorate constellation of relatives would allow us to make this separation.
A further aim of the genetieal analysis of covariation might he to compare and contrast the patterns of correlation of the different sources of variation. Clearly, if all the variation from a given source is due to a common factor then all the correlations between variables for that source will be unity. If all the variation from a source is specific, then all the intercorrelations will be zero. Table 7 shows the intercorrelations of the five variables for As expected, all the E1 intercorrelations are zero or low, while those for E2 and DR are higher reflecting the greater importance of common factors in those two sources.
Coa'cuisioax
We should not allow a specific application to obscure the generality of our approach. Given an adequate set of family groupings or generations and a sufficiently strong biological and psychological theory it is possible to formulate and test a model of individual differences which embodies the biological and cultural sources of variation and specifies precisely the way these are expected to affect a number of correlated traits.
Although we have been content to fit a single eorrirnon factor, because this was inherent in our choice of measurements, the approach can be extended to the estimation of additional correlated or uncorrelated factors as long as appropriate constraints are specified or fixed values are assigned to certain of the factor loadings (Joreskog, 1973) . In our case we have shown that the multivariate structure of five different ability measures is consistent with a causal explanation in terms of additive gene action and within and between families environmental effects. Although we are unable to determine how much of the latter source may be due to assortative mating the failure of the model which attempted to estimate all the E2 factor loadings as a simple multiple of the DR loadings indicated that there must be some common cultural factor.
As well as yielding maximum likelihood estimates of the factor loadings and specific variances, with all their desirable properties, the approach enables us to test the adequacy of the fitted model and provides us with standard errors of the parameter estimates so that the margin of error attached to the individual estimates can be assessed.
With data on relatives other than twins it would be possible to study in still greater subtlety the mechanisms underlying the multivariate structure of individual differences. With organisms other than man, of course, this is not difficult. Providing the investigator possesses the ingenuity to write the appropriate model and collect the right data the possibilities for the causal analysis of trait covariation in quantitative genetical terms seem extensive.
