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Resumen
Se introduce la nocio´n de proceso de incrementos independientes en casi intervalos.
Son estudiadas ciertas propiedades de los puntos fijos de estos procesos as´ı como las
de la descomposicio´n aditiva. Finalmente se establece la relacio´n de este concepto con
el clsico y se deduce una propiedad de la variacio´n total de los procesos en tiempo
continuo.
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Abstract
We introduce the notion of independent increment in quasi-intervals. Some prop-
erties of the fixed points of these processes are studied, as well as those of the aditive
decomposition. Finally, we establish the relation between this concept with the classi-
cal one and we deduce a property of the total variation of continuous-time processes.
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1. Introduccio´n
Los procesos de incrementos independientes histo´ricamente han sido siempre de par-
ticular intere´s en la teor´ıa de procesos estoca´sticos, y entre ellos se encuentran casos tan
importantes como el proceso del movimiento browniano, el de Poisson y muchos otros.
Diferentes enfoques se han usado para estudiar la estructura de estos procesos, comenzan-
do por las ma´s cla´sicas (teor´ıa de leyes infinitamente divisibles) hasta aquellos que usan las
te´cnicas del ca´lculo estoca´stico. En cualquiera de estos enfoques se presentan dificultades
que muchos han tratado de simplificar por otras v´ıas (el autor de este trabajo lo hizo para
un caso particular en [6]). Desde hace algunos an˜os se han propuesto las ideas del ana´lisis
no esta´ndar para tratar los problemas en tiempo continuo en general. Una de las ideas
ma´s importantes de este enfoque es la de poder tratar los procesos en tiempo continuo
a a partir de sus versiones en tiempo discreto recurriendo para ello a un espacio finito
de probabilidades y de un proceso indexado por un casi intervalo de la recta. Siguiendo
este esquema se ha llegado a obtener versiones discretas de procesos en tiempo continuo:
estudio del movimiento browniano segu´n Anderson, el ca´lculo estoca´stico, las difusiones,
etc. (ver por ejemplo [3], [7], [8]). En este trabajo propongo un estudio de este estilo para
los procesos de incrementos independientes, limita´ndome a algunos aspectos generales que
no agotar´ıan, sobra decirlo, las posibilidades de ulteriores desarrollos.
En la versio´n finita que tratare´ a continuacio´n nos damos un espacio finito (Ω,P ) de
probabilidades, y un casi intervalo T de la recta, es decir un conjunto finito de puntos de R
t0 = a < t1 < . . . < tn = b con la propiedad de que los puntos contiguos son infinitamente
cercanos. Llamamos longitud de T al valor b−a. Si t+dt denota el punto de T contiguo a
t a la derecha, entonces para cualquier proceso X = (Xt, t ∈ T ) en (Ω,P) indexado por T
llamamos el incremento en t a dXt= Xt+dt−Xt. Se supone dada una filtracio´n en (Ω , P ),
es decir una sucesio´n creciente F = (Ft, t ∈ T ) de a´lgebras de variables aleatorias. Si Ft
denota el a´lgebra de variables generada por (Xu, u ≤ t) decimos que es la filtracio´n natural
de X. Decimos que un proceso X es de F incrementos independientes (F−PII) si para
cada t la variable Xt pertenece a Ft y el incremento dXt es independiente de cualquier
variable de Ft. Si las variables (dXt, t ∈ T, t < b) de un proceso X son independientes
entre ellas entonces X es F−PII para la filtracio´n natural F de X.
Estudiaremos ciertas propiedades fundamentales de los F−PII sobre casi intervalos,
la ma´s importante relacionada con la descomposicio´n del proceso original en la suma de
otros procesos F−PII con buenas propiedades (parte previsible y martingala asociada al
proceso). Se mostrara´ co´mo esta esta´ relacionada con las propiedades de regularidad de
las trayectorias. Finalmente se explicara´ la relacio´n entre F−PII sobre casi intervalos y los
procesos de incrementos independientes cla´sicos. Algunas ideas de estos resultados las he
presentado en trabajos anteriores, ma´s exactamente para los procesos puntuales en tiempo
discreto con la propiedad F−PII en [4] y [5], de los que me servire´ ma´s adelante.
El marco formal adoptado para el ana´lisis no esta´ndar es el de la “Internal Set Theory”
(IST), cuya exposicio´n general puede hallarse en [1]. La teor´ıa no esta´ndar de espacios de
probabilidad finitos esta´ basada en [2] y [9], de la que se recordara´n algunos resultados
cada vez que sea necesario. Se usara´ la terminolog´ıa y notacio´n esta´ndar siguientes: un
nu´mero real x es infinitesimal si |x| ≤ a para todo a > 0 esta´ndar. Es llamado ilimitado
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si |x| > a para todo real a esta´ndar. Si x, y son reales denotamos: x ≈ y si x − y es
infinitesimal, x ≈∞ si x es ilimitado, x∞ si x no es ilimitado positivo.
2. Algunos resultados sobre la regularidad de funciones en
casi intervalos
Se considera un casi intervalo T . Nos interesa estudiar las propiedades de las trayec-
torias de los procesos estoca´sticos sobre T , para lo cual es necesario obtener algunos
resultados sobre funciones reales definidas en T . Remito a [1], [8] o´ [9] para los conceptos
no esta´ndar relacionados con estas funciones. Consideramos aqu´ı las propiedades externas
(referidas a una funcio´n f definida sobre el casi intervalo T ) siguientes:
P1: f es de fluctuacio´n limitada en T si para cada  0 no existe k entero ilimitado tal
que f posea kε− fluctuaciones en T.
P2: f es continua en t si para todo s ≈ t, s, t en T , se tiene f(t) ≈ f(t).
P3: f es de variacio´n limitada en T si
∑
s∈T |dft| es limitada.
Observemos que si T es de longitud limitada la propiedad P1 se cumple para funciones
continuas en todo T . Para esto establecemos primero el lema:
Lema 1 Si T es de longitud limitada entonces no existe un conjunto en T de cadinalidad
ilimitada de puntos no infinitamente cercanos
Prueba: Supongamos que existe tal conjunto, que por ser finito podemos ordenar como
s0 < s1 < . . . < sp, con P entero ilimitado. Como para cada i la cantidad si+1 − si es
 0,el mı´nimo de ellas entre todas las i es un real α 0. Por tanto la cantidad sp−s0,que
se expresa como
∑
0≤i<p si+1 − si,es mayor que pα. Pero pα es ilimitado y a fortiori lo es
sp − s0. Pero esto contradice la hipo´tesis pues sp − s0 es menor que la longitud de T , que
es limitada. 
Supongamos entonces que f sea continua en T , T de longitud limitada. Si no fuera
de fluctuacio´n limitada existir´ıan un ε  0 y puntos s1 < s2 < .. < sp, p ilimitado, tales
que
∣∣fsi+1 − fsi∣∣ ≥ ε. Por el lema 1 para algu´n i: si+1 ≈ si, y la relacio´n ∣∣fsi+1 − fsi∣∣ ≥ ε
implica que f no es continua en si y por lo tanto no es continua en todo T . La trayectoria
f debe ser entonces de fluctuacio´n limitada tal como se hab´ıa afirmado.
Daremos algunos resultados generales sobre discontinuidades de funciones crecientes.
Se dice que una funcio´n f definida en T posee una ε - discontinuidad en t si para un s ≈ t
se tiene |fs − ft| ≥ ε. El primer resultado establece que si la funcio´n crece mucho posee ε
-discontinuidades de todos los o´rdenes si el intervalo es pequen˜o.
Teorema 1 Sea T de longitud limitada, f creciente en T tal que fb ≈ ∞, y todos sus
incrementos son infinitesimales. Entonces para todo real positivo limitado ε existe una
ε−discontinuidad limitada de f en T.
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Prueba: Basta probarlo para ε limitado no infinitesimal. Sea n el entero ma´s grande tal
que fb ≥ nε. Entonces n es limitado. Si p ≤ n, definimos tp en T como el menor t en T
tal que ft+dt ≥ pε. Entonces como ftp < pε y dftp ≈ 0 se obtiene: ftp ≈ pε. Por lo tanto
los puntos tp, p ≤ n, forman una sucesio´n estrictamente creciente de puntos en T . Pero
siendo T de longitud limitada del lema 1 se deduce que existen i ≈ j, i < j con ti ≈ tj y a
fortiori ti ≈ ti+1. Pero por lo anterior fti+1 − fti ≈ ε, por lo que fti+1 − fti es limitado y
como ε, ε/2 no son inf. cercanos se deduce que fti+1 − fti > ε/2. 
Para los teoremas siguientes sigo de cerca el estudio sobre discontinuidades fijas de
martingalas en casi intervalos desarrollada en el cap´ıtulo 11 de [2]. Asimismo echamos
mano del principio externo del menor elemento: si A es una propiedad (externa o interna)
sobre los enteros, y si para algu´n n entero esta´ndar A se cumple entonces existe un m
esta´ndar tal que A se cumple para m y no se cumple para los enteros menores que m.
Teorema 2 Sea f definida en T , creciente y limitada en T . Entonces para cada ε  0
existe un conjunto limitado de puntos s0, s1, . . . , sp en T , no infinitamente cercanos dos
a dos, tal que si t es ε -discontinuidad de f entonces para algu´n i : t ≈ si.
Prueba: Sean s1, s1, . . . , sp en T, no infinitamente cercanos dos a dos, que son
ε-discontinuidades de f . Entonces existen casi intervalos Ti, 1 ≤ i ≤ p,de longitudes in-
finitesimales, no disjuntos dos a dos, con si ∈ Ti, y tales que para cada i el incremento de
f en los extremos de Ti,denotado dfTi , es ≥ ε. Pero entonces:
pε ≤
∑
1≤i≤p
dfTi ≤ f(b)− f(a)
y por lo tanto p ≤ (f(b) − f(a))/ε, donde el miembro derecho es limitado por hipo´tesis.
Entonces existe n entero limitado tal que el resultado del teorema no se cumple para este
n. Por el principio externo del menor elemento debe existir un entero limitado k+1 tal que
el resultado se cumple para k y no para k + 1. El conjunto de discontinuidades asociado
a este k responde al resultado esperado. 
Se deduce el corolario siguiente, en donde se aplica el principio sucesional siguiente: si
A(n, x) es una fo´rmula interna o externa tal que existe para todo esta´ndar n un x tal que
A(n, x), entonces existe una sucesio´n n→ xn,tal que A(n, xn) para n esta´ndar.
Corolario 1 Bajo las hipo´tesis del teorema 2, existe una sucesio´n de puntos t0, t1, . . . , tn, . . .
en T tal que si t es discontinuidad de f entonces t ≈ ti para un esta´ndar i.
Prueba: Un punto t de T es dicontinuidad de f si y solo si es una 1/k- discontinuidad de f
para algu´n k entero esta´ndar. Por el teorema 2 existe un conjunto Fk de T de cardinalidad
limitada, de puntos no inf. cercanos dos a dos y tal que si t es 1/k discontinuidad de f
pero no 1/l discontinuidad de f para ningu´n l < k,entonces t es infinitamente cercano a
un punto de Fk. Por el principio sucesional existe una sucesio´n k → Fk tal que lo anterior
se cumple para k esta´ndar. Sea i no esta´ndar y sea t0, t1, . . . , tm igual a
⋃
k≤i Fk,definiendo
tk para k > m de manera arbitraria. Entonces esta sucesio´n satisface las conclusiones del
teorema. 
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3. Procesos puntuales asociados a un F -PII; aplicaciones al
estudio de las discontinuidades fijas
Consideramos un espacio finito (Ω, P ), una filtracio´n F , un casi intervalo T , y un
proceso X con la propiedad F−PII.
Para una funcio´n f de variable real definimos el proceso S(f(dX)) por S( f(dX))a
= 0, dS(f(dX))t = f(dXt). As´ı por ejemplo si f(x) = x, S(f(dX)) coincide con X −Xa.
Nos interesara´ particularmente los casos siguientes:
las funciones de truncamiento f(x) = x(ε) = x1{|x|>ε}. El proceso S(dX − dX(ε))
(resp. S(dX(ε))) da en cada t la suma de los incrementos mayores (resp. menores)
en valor absoluto que ε en los tiempos anteriores a t
las funciones indicadoras f(x) = 1{|x|>ε}, donde ε ≥ 0. El proceso S(f(dx)) vale en
cada t el nu´mero de incrementos mayores en valor absoluto que ε anteriores a t. Es
un proceso puntual sobre T (ver [5]), en el sentido de que los incrementos solo toman
los valores 0 o´ 1. Convenimos en llamar Nε a este proceso.
la funcio´n valor absolutof(x) = |x|. El proceso S(|dX|) es llamado proceso variacio´n
total de X.
No´tese que se cumple d(S(dX − dX(ε)))t = dXtdNε,t en todo t.
Teorema 3 Para toda funcio´n f el proceso S(f(dX)) es F − PII sobre T. Si X es de
fluctuacio´n limitada c.s. se cumple que para ε  0,los procesos S(dX − dX(ε)) yNε son
c.s. de fluctuacio´n limitada sobre T , y adema´s E(Nε,t)∞ si t− a es limitado.
Prueba: Siendo el incremento en t de S(f(dX)) una funcio´n de dXt se sigue que es inde-
pendiente de cualquier variable de Ft,de donde el primer resultado. Si X es de fluctuacio´n
limitada c.s. y ε  0 necesariamente Nε,t es limitado c.s. en cada t pues de otra manera
existir´ıa un nu´mero ilimitado de ε-fluctuaciones de X sobre T.
La relacio´n d(S(dX − dX(ε)))t = dXtdNε,t muestra que lo mismo ocurre para
S(dX − dX(ε)). El u´ltimo resultado es consecuencia del teorema 3 en [5]. 
Suponemos la condicio´n adicional de que X es c.s. de fluctuacio´n limitada. Un punto t
de T es una discontinuidad fija de X si X no es c.s. continua en t. En virtud del teorema
7.2 en [2] y su corolario esto significa que existe h ≈ 0 y ε 0 tal que
P ( ma´x
u:|u−t|≤h
|Xt −Xu| ε) 0.
Nos interesa caracterizar las discontinuidades fijas de X. Aunque no es posible tratar
las discontinuidades fijas de X como un conjunto se pueden para estos obtener propiedades
interesantes, ana´logas a las obtenidas para las martingalas (ver cap. 11 en [2]).
Denotaremos discontinuidad fija por d.f.
Si X es c.s. continua en t es necesario que c.s. para todo s ≈ t : |dXs| ≈ 0. Diremos
entonces que t es una discontinuidad fija de salto (d.f.s.) de X si no se cumple que c.s.
para todo s ≈ t : |dXs| ≈ 0.
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Lema 2 Si t es d.f.s. de X,existe ε 0 tal que t es discontinuidad de la funcio´n ENε.
Prueba: Por hipo´tesis debe existir un ε  0 tal que con probabilidad no infinitesimal
|dXs| > ε para s en un cierto intervalo infinitesimal de t. Esto significa precisamente que
el proceso Nε posee una d.f. en t. Pero una d.f. de un proceso puntual PII es d.f. de su
funcio´n esperanza (teo. 4 en [5]) y se concluye. 
Teorema 4 Sea T de longitud limitada. Existe una sucesio´n de puntos t0, t1, . . . , tn, . . .
en T tal que si t es d.f. de salto de X entonces t ≈ ti para un esta´ndar i.
Prueba: Por el lema 2 si t es d.f.s. de X entonces existe m esta´ndar tal que t es discon-
tinuidad de la funcio´n E(N1/m), siendo E(N1/m limitada en T (teorema 3) existe por el
corolario 1 una sucesio´n t(m)0 , t
(m)
1 . . . , t
(m)
n , . . . en T cumpliendo las propiedades del coro-
lario para la funcio´n E(N1/m). Entonces toda d.f.s. de X es infinitamente cercana a un
t
(m)
n con m,n esta´ndar. Por el principio sucesional existe una sucesio´n m −→ Em tal que
para m esta´ndar Em coincide con t
(m)
0 , t
(m)
1 . . .Considere una biyeccio´n esta´ndar de N en
N× N : k → (i(k), j(k)) y la sucesio´n t0, t1 . . . , th . . . definida por tn = ti(n)j(n).
Entonces esta cumple con las propiedades buscadas. 
Del teorema anterior y del teorema 21.8 de [2] obtenemos un resultado que expresa
que las d.f.s. de X son “pocas” en el sentido de la medida:
Teorema 5 Sea T de longitud limitada. Para cada ε 0 existe un entero n e intervalos
Ii, i = 1, . . . , n, tales que la suma de sus longitudes es menor que ε, y cada d.f.s. de X
esta´ en uno de los Ii, i = 1, . . . n, para un i esta´ndar. Adema´s cada d.f.s. en Ii, i esta´ndar,
se halla a una distancia no infinitesimal de los extremos de este intervalo.
4. Descomposicio´n de un F−PII
Consideramos un espacio finito (Ω, P ), una filtracio´n F , un casi intervalo T .
4.1. Resultados generales
Existe una forma cano´nica de asociar a cada proceso definido en T una martingala de
la filtracio´n considerada. Se define la parte previsible de un proceso X sobre T al proceso
Xp definido por dXpt = Et(dXt). La martingala asociada a Y es simplemente X−Xp, y la
denotamos por Xˆ. Si X es una F− martingala, X2 es una submartingala de F . La parte
previsible de X2 es denotada [X] y cumple d [X]t = Et(d(Xt)
2) = Et((dXt) + 2XtdXt) =
Et((dXt)2). Es inmediato entonces lo siguiente:
Teorema 6 Sea X un F−PII.
a) Se tiene dXpt = E(dXt), o sea su parte previsible es determin´ıstica. En este caso la
martingala asociada Xˆ es PII sobre T .
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b) Si X es adema´s F–martingala: d[X]t = EdX2t ), es decir la varianza de dXt. Para
s < t se cumple [X]t − [X]s = ‖Xt −Xs‖22.
Llamamos funcio´n esperanza de X, a la funcio´n E(X) en T definida por E(X) t
= E(Xt) y por funcio´n varianza de X, denotada Var(X), a la funcio´n en T definida
por V ar(X)t = V ar(Xt). En particular para cada t se tiene: dV ar(X)t = V ar(dXt),
d(EX)t = E(dXt). El teorema 6 implica que un F − PII es la suma de su funcio´n
esperanza y de martingala PII. Con el fin de hallar propiedades ma´s finas para la descom-
posicio´n necesitaremos establecer algunos resultados sobre las martingalas que gozan de
esta propiedad. El resultado que sigue da condiciones de integrabilidad para martingalas
de incrementos no muy grandes. Recordemos que una variable Z es Lp integrable segu´n
Loeb-Nelson si |Z|p es L1 (ver cap. 8 en [2]). Es necesario primeramente un lema sencillo
cuya prueba omito:
Lema 3 Si Y es variable centrada, entonces para todo e > 0 se tiene: V ar(Y ) ≥ V ar(Y −
Y (e)), V ar(Y ) ≥ V ar(Y (e)).
Teorema 7 Sea X una F − martingala PII nula en en a tal que V ar(X)b  ∞, y tal
que existe c real positivo limitado con |dXt| ≤ c para todo t. Entonces:
a) Para todo t la variable Xtes L2 integrable segu´n Loeb-Nelson y c.s. X es de fructuacio´n
limitada.
b) Para todo ε > 0 las martingalas asociadas a S(dX − dX(ε)) y S(dX(ε)) son L2, c.s.de
fluctuacio´n limitada.
Prueba:
a) Toda martingala L2 es c.s. de fluctuacio´n limitada (teorema 22.3 en [2]). Basta
entonces mostrar que X es L2 integrable segu´n Loeb- Nelson. Para esto usamos el
hecho de que si para un p  1 se tiene E(|Z| p)  ∞ entonces Z es L1(ver [2]). El
resultado del teorema se obtendr´ıa si para un p 2 se tiene E(|Xb|p)∞, y cierto
para todo t pues E(|Xt|p es creciente en t. Mostremos que esto es cierto para p = 4.
Toda martingala siendo de incrementos ortogonales, X siendo adema´s suma de los
incrementos independientes centrados dXt, al expander X4b obtenemos:
E(X4b ) = 3
∑
s6=t
E(dX2s dY
2
t ) +
∑
s
E(dX4s ).
El segundo te´rmino lo mayoramos por c2
∑
sE(dX
2
s ) = c2V ar(X)b ∞. El primer
te´rmino es tambie´n limitado pues por la hipo´tesis PII:∑
s6=t
E(dX2s )E(dX
2
t ) =
∑
s
E(dX2s )
∑
t:t 6=s
E(dX2t )
=
∑
s
E(dX2s )(V ar(X)b −E(dX2s ))
= V ar(X)2b −
∑
s
(E(dX2s ))
2
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y basta acotar
∑
s(E(dX
2
s ))
2 por c2V ar(X)b
b) Si se cumplen las condiciones de a) para estas martingalas tendr´ıamos b). De los
teoremas 3 y 6 las martingalas asociadas a S(dX − dX(ε))), S(dX(ε)) (que segu´n lo
anterior se escriben S(dX−dX(ε)))ˆ, S(dX(ε))ˆ) son PII. Por el lema 3 es claro que
V ar(X) es mayor que V ar(S(dX −dX(ε))ˆ), V ar(S(dX(ε))ˆ) en todos los puntos de
T , por lo que los valores de estas funciones varianza son limitados en T. Finalmente
los incrementos de estas martingalas esta´n mayoradas en valor absoluto por 2c en
cada punto. 
4.2. Descomposicio´n del proceso sin discontinuidades fijas
En lo sucesivo se considera un proceso XF−PII sin discontinuidades fijas (como en 3-1
la notacio´n d.f. significa discontinuidad fija). Supondremos adema´s que el casi intervalo T
es de longitud limitada. Decimos que una martingala XF−PII es L2 -regular en T si para
todo t Xt esL2, c.s. X es de fluctuacio´n limitada y la funcio´n varianza de X es continua en
T. Decimos que X es incrementos uniformemente limitados (IUL) si existe un real positivo
limitado c tal que para todo (ω, t) se cumple |dXt| ≤ c para todo t en T .
Deducimos primero un resultado importante para martingalas PII de incrementos no
muy grandes.
Teorema 8 Sea X martingala con la propiedad IUL. Se cumple:
a) Xes L2 -regular en T
b) Para todo ε > 0 las martingalas asociadas a S(dX−dX(ε)) y S(dX(ε)) son L2 regulares
y no poseen d.f.
c) Para ε ≈ 0,la martingala asociada a S(dX(ε)) es continua en todo T.
Prueba:
a) Por definicio´n la funcio´n V arXt es E(Xt)2, que es creciente. Si mostramos que
V ar(X)b ∞, todas las condiciones del teorema 7 se cumplen y de este se deduce
que para todo t Xt es L2 y que c.s.X es de fluctuacio´n limitada. En cuanto a la
continuidad de V ar(X) notemos que si s, t puntos de T son infinitamente cercanos,
no habiendo d.f. se tiene Xt −Xs ≈ 0 c.s.y como de lo anterior Xt − Xs esL2, del
teorema de Lebesgue se obtiene V ar(X)t−V ar(Xs) = ‖Xt−Xs‖22 ≈ 0. Entonces X
es L2 regular en T.
Notemos primero que para cada t la variable (dXt)2 es c.s. infinitamente cercana
a 0 (pues no hay d.f.) y es L1 integrable por la condicio´n |dXt| ≤ c. Por el teore-
ma de Lebesgue (versio´n no esta´ndar) se tiene E((dXt))2 ≈ 0. Pero E((dXt)2) =
d(V ar(X))t por lo que todos los incrementos de la funcio´n varianza de X son in-
finitesimales.
Supongamos por contradiccio´n que V ar(X)b ≈ ∞. En este caso se cumplen las
condiciones del teorema 1 para la funcio´n creciente V ar(X) por lo que existen
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s, t en T, s < t, s ≈ t, tales que 0  V ar(X)t − V ar(X)s  ∞. El proceso
X −Xs es una martingala PII sobre el casi intervalo T ∩ [s, t] de funcio´n varianza
V ar(X)−V ar(X)s ∞. Como V ar(X)t−V ar(X)s ∞ el proceso X−Xs satis-
face en T∩[s, t] las condiciones del teorema 7 y por lo tantoX−Xs es L2. Pero adema´s
Xt−Xs es c.s. infinitamente cercana a 0 (no hay d.f.) y por el teorema de Lebesgue
‖Xt −Xs‖22 ≈ 0,relacio´n que contradice el hecho de que V ar(X)t − V ar(X)s no es
infinitesimal.
b) SiendoX L2−regular (resultado a)), satisface las condiciones del teorema 7. De b) de
este teorema deducimos que las martingalas asociadas a S(dX−dX(ε) y S(dX(ε)) son
L2, c.s. de fluctuacio´n limitada. Probemos que sus funciones varianzas son continuas
en T lo que basta hacerlo para una de ellas, digamos S(dX(ε))ˆ. Llamemos Z =
S(dX(ε))ˆ. Del lema 3 aplicado a las variables dXt se tiene que el incremento de
V arX en dos puntos cualesquiera de T es mayor que el incremento respectivo de
V ar(Z) en esos puntos, y como V ar(X) es continua en T se deduce esta misma
propiedad para V ar(Z).
La martingala Z = S(dX(ε))ˆ es entonces una martingala L2 continua en la me´trica
L2. Pero una martingala L1 continua en la me´trica L2 no posee d.f. (teorema 11.4 en
[2] ,lo que resulta cierto entonces para Z. La prueba para S(dX−dX(ε))ˆ es ana´loga.
c) Por b) la martingala Z = S(dX(ε))ˆ es L2 y por esto se cumple la propiedad de
que c.s. para todo ε  0 no existen dos ε- fluctuaciones en cualquier intervalo
de T en donde el crecimiento de V ar(Z) sea infinitesimal (teorema 13.1 en [2]).
La L2-regularidad en T implica adema´s que en cualquier intervalo de longitud in-
ifinitesimal el crecimiento de V ar(Z) es infinitesimal. Resulta entonces que para
c.s. para todo ε  0 no existen dos ε- fluctuaciones en cualquier intervalo de T de
longitud infinitesimal. De aqu´ı se deduce la continuidad c.s.de Z. En efecto: los in-
crementos de Z son inifinitesimales en todo (ω, t) pues |dZt| =
∣∣∣dX(ε)t −E(dX(ε)t )∣∣∣ ≤∣∣∣dX(ε)t ∣∣∣+ ∣∣∣E(dX(ε)t )∣∣∣ ≤ 2ε. Si para s, t, s ≈ t, se tuviera |Zt − Zs|  0,deber´ıa existir
un u entre s, t, tal que |Zt − Zu|  0, |Zu − Zs|  0, sea dos fluctuaciones no in-
finitesimales en un intervalo de longitud infinitesimal, que contradice lo anterior. 
Un resultado ana´logo al anterior sin la condicio´n martingala es:
Teorema 9 Sea X c.s. de valores limitados en todo T y con la propiedad IUL. Entonces
su funcio´n esperanza es continua y limitada en T y su martingala asociada es L2- regular
en T.
Prueba: Pasando al espacio producto (Ω × Ω, P × P ) se considera un proceso X ′ inde-
pendiente de X y de misma ley (definiendo por ejemplo X ′(ω, ω′) = X(ω′)) y se define
luego Z = X −X ′. El proceso X goza de las mismas propiedades que las de X ′. Entonces
Z tambie´n las cumple. Pero X,X ′ teniendo ambos la misma ley se cumple E(dZt) = 0, es
decir Z es adema´s una martingala. Entonces del teorema 8 se deduce que V ar(Z)b ∞,
o sea V ar(Z)t  ∞ para todo t. Pero V ar(Zt) = V ar(Xt)+ V ar(Xt), por lo tanto
V ar(Xt) ∞. En particular las variables Xt son todas L1 y no habiendo d.f. la funcio´n
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esperanza de X es continua. Por lo tanto la martingala asociada a X satisface entonces
las condiciones del teo.8 del cual se concluye. 
Corolario 2 Sea X de fluctuacio´n casi siempre limitada. Entonces para todo real positivo
ε, 0  ε  ∞, la funcio´n esperanza de S(dX(ε)) es continua y limitada y la martingala
asociada a S(dX(ε)) es L2-regular en T .
Prueba: Sea Z = S(dX(ε)). Basta verificar que las condiciones del teorema 9 se cumplen
para Z. Primeramente sabemos por el teorema 3 que Z es un PII de fluctuacio´n limitada.
Entonces c.s. los valores de Z en todo T son limitados. En efecto, dado un real c, 0 c
∞, definimos recurrentemente los tiempos tp en T como: t0 el ma´s pequen˜o s en T tal que
|Zs+ds − Za| ≥ c,si p ≥ 1, tp es el ma´s pequen˜o s ≥ tp−1 tal que
∣∣Zs+ds − Ztp−1 + dtp−1∣∣ ≥ c
(tp = b si tal s no existe).
El nu´mero total de tiempos as´ı definidos debe ser c.s. limitado. Sea t en T y tomemos p
tal que tp ≤ t < tp+1. Como para todo p se tiene
∣∣dZtp ∣∣ ≤ ε y ∣∣Ztp − Ztp−1+dtp−1 ∣∣ < c
entonces:
|Zt| ≤
∑
q≤p
∣∣Ztq − Ztq−1+dtq−1 ∣∣+∑
q<p
∣∣dZtq ∣∣+ ∣∣Zt − Ztp ∣∣
donde el miembro derecho es limitado pues cada suma posee un nu´mero limitado de
te´rminos mayorados por una constante limitado, y el u´ltimo es menor que c por definicio´n.
Verifiquemos que no tiene d.f. Por definicio´n |dZt| =
∣∣∣dX(ε)t ∣∣∣ ≤ ε para todo t y ω. Una
d.f. de X−Z es una del proceso puntual Nε que es d.f.s. de X. Por lo tanto X−Z no posee
d.f. y lo mismo sucede para Z como suma de procesos con esta propiedad. As´ı entonces
de donde la conclusio´n. 
Consideremos el proceso variacio´n total de X definido en la seccio´n 2. Denote´moslo
por V TX. Deducimos de lo anterior algunas propiedades de este proceso:
Teorema 10 Sea X de fluctuacio´n casi siempre limitada. Entonces para todo real positivo
ε, 0 ε∞, el proceso variacio´n total asociado a Z = S(dX(ε)) es en t: c.s.limitado si
E(V TZ)t ≈ ∞; c.s. ilimitado si E(V TZ)t ≈ ∞. Su parte martingala es L2 en t.
Prueba: Llamemos Z = S(dX(ε)). Primeramente notemos que para toda variable Y :
V ar(Y ) ≥ V ar(|Y |). Si V TZˆ, Zˆ son las martingalas asociadas a V TZ,Z respectiva-
mente, sabemos por definicio´n de e´stas que d(V ar(V TZˆ))t = V ar(d(V TZ)t),
d(V ar(Zˆ))t = V ar(dZt). Como adema´s d(V TZ)t = |dZt| de lo anterior se obtiene
d(V ar(V TZˆ))t ≤ d(V ar(Zˆ))t. Por lo tanto V ar(V TZˆ)t ≤ V ar(Zˆ)t y dado que
V ar(Zˆ)t ∞ (corolario 2) se tiene V ar(V TZˆ)t ∞. Como los incrementos de V TZˆ
son en valor absoluto menores que 2ε, se cumplen las condiciones del teorema 7, por lo
que V TZˆt es L2. En particular V TZˆt = V TZt −E(V TZt) es c.s. limitada, de donde los
primeros asertos. 
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5. Relacio´n entre PII cla´sicos y en casi intervalos
En esta seccio´n me propongo demostrar que la nocio´n de PII en casi intervalo es un
verdadero ana´logo discreto de la nocio´n cla´sica. Por otro lado dare´ un ejemplo de co´mo
deducir un resultado para los procesos cla´sicos a partir de los obtenidos en las secciones
anteriores.
En la versio´n del ANS que seguimos es posible tratar procesos cla´sicos esta´ndar y
versiones discretas sin recurrir a las llamadas extensiones (ultraproductos, ultral´ımites) que
se usaron en los inicios del ANS. La versio´n discreta buscada es llamada en [2] un nearby
process que en el caso del tiempo continuo se formaliza as´ı: dado un proceso esta´ndar, Yt, t
∈ I, I intervalo de R, definido en un espacio esta´ndar (Ω, A, P ), decimos que Y ′t , t ∈ T, T
casi intervalo que contiene a los puntos esta´ndar de I, definido en el espacio finito(Ω′, P ′),
subespacio de (Ω, A, P ), es nearby si la relacio´n
∑
t∈T |Yt − Y ′t | ≈ 0, salvo en un evento
de probabilidad infinitesimal. Se puede precisar diciendo que para cada ε ≈ 0 positivo el
proceso X se puede escoger de tal manera que
(∗) :
∑
t∈T
|Yt − Y ′t | ≤ ε
se cumple fuera del evento de probabilidad infinitesimal. Se prueba que para un proceso
Y siempre existe un nearby Y ′. En la construccio´n de Y ′ no se garantiza que la propiedad
PII sea conservada, sin embargo:
Teorema 11 Si Y es un PII, entonces existe Y ′ nearby con la misma propiedad.
Prueba: Considere T casi intervalo de I conteniendo todos los esta´ndar de I. Se con-
struye de la misma manera que en un nearby del proceso de los incrementos de Y sobre
T :((dY )′t, t ∈ T ) es nearby a (dYt, t ∈ T ). La relacio`n (∗) se cumple para un cierto ε.
Por construccio´n misma de este proceso se tiene que (dY )′t = f(dYt) para todo t, donde
f es una funcio´n de variable real. Entonces por definicio´n misma de PII las variables
((dY )′t, t ∈ T ) son independientes. Escoja ε de tal manera que ε |T | sea infinitesimal y
defina Y ′t =
∑
s∈T,s<t(dY )
′
s. Como fuera de un evento raro∣∣Yt − Y ′t ∣∣ ≤ ∑
s∈T,s<t
∣∣(dY )′s − dYs∣∣ ≤ ε
entonces ∑
s∈T,s<t
∣∣Y ′s − Ys∣∣ ≤ ε |T | ≈ 0
fuera de ese evento raro. El proceso Y ′t es pues un nearby de Y y es adema´s PII. 
Por los llamados teoremas de equivalencia (teorema A.7 y A.3 en [2]) muchas propiedades
del proceso inicial Y se conservan para su nearby Y ′. La propiedad conservada para Y ′ es
en general una propiedad externa sobre las trayectorias de Y ′. Consideramos por ejemplo
las propiedades P1, P2, P3 citadas en la seccio´n 1.Entonces se cumplen las equivalencias:
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c.s. Y es lag-lad (sin discontinuidades de segunda especie) en I ⇔ c.s. la trayectoria
de Y ′ es P1.
c.s. Y es continuo en t (t esta´ndar) ⇔ c.s.la trayectoria de Y ′ es P2 en t.
c.s. Y es continuo en I ⇔ c.s.la trayectoria de Y ′ es P2 en todo punto de T.
c.s. Y es de variacio´n acotada en I ⇔ c.s. la trayectoria de Y ′ es P3 en T.
En cada uno de estos resultados el enunciado de la izquierda se interpreta de manera
cla´sica, mientras que en el derecho se trata de una propiedad externa sobre las trayectorias
de Y ′ que se cumple segu´n la definicio´n no esta´ndar de propiedad externa casi siempre
cierta. Recordemos que una propiedad externa P es cierta casi siempre si para cada ε > 0
esta´ndar existe un evento N con P (N c) ≤ ε y P se cumple en N . Adema´s para cada una
de las propiedades externas Pi existen formas equivalentes para expresar que se cumplen
casi siempre.
Estudiemos ahora la variacio´n total de un proceso PII en tiempo continuo bajo el
supuesto de que c.s. sus trayectorias son continuas:
Teorema 12 Sea Y un F -PII en tiempo continuo sobre un intervalo I de R, tal que c.s.
la trayectoria de Y es continua en I. Entonces solo existen dos alternativas: c.s. Y es de
variacio´n acotadas en I o´ c.s. Y es de variacio´n infinita en I.
Prueba: Por transfer basta suponer que Y es esta´ndar. Consideremos su nearby process
Y ′ en un casi intervalo T de I que goza segu´n el teorema 11 de la propiedad PII. Por
el teorema de equivalencia anterior Y ′ es a su vez c.s. continuo. Sea un real positivo
ε, 0 ε∞, y definamos Z = S(dY ′(ε)). Entonces Z es un PII sobre T , y siendo Y ′ c.s.
continuo en T el proceso Z coincide con Y ′ en todo T casi siempre. Gracias al teorema 10
sabemos que Z o´ es c.s. de variacio´n limitada, o es c.s. de variacin ilimitada y por lo tanto
lo mismo se cumple para Y ′.
En el caso de que Y ′ sea c.s. de variacio´n limitada sabemos del teorema de equivalencia
que Y es c.s. de variacio´n finita.
Basta probar ahora que si Y ′ es c.s.de variacio´n limitada entonces Y es c.s. de variacio´n
infinita. Este resultado no se prueba en [2], por lo que debe establecerse. Para esto definimos
para cada conjunto finito F de I y cada entero k el conjunto
φk,F =
{∑
t∈F ′
|Yt+dt − Yt| ≤ k
}
siendo F ′ el conjunto sin su u´ltimo elemento, y t + dt denotando el sucesor de t en F .
En un espacio de probabilidades apropiado (como el descrito en [2]) los φk,F son adema´s
eventos por lo que es posible asignarles probabilidades. Notemos que el evento Γ definido
por:
Γ =
⋃
K
⋂
F
φk,F
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es precisamente el evento donde Y es de variacio´n finita. Puesto que φK,F es creciente en
k y decreciente en F , en virtud del teorema A.6 en [2] se tiene:
P (Γ) = sup
K
inf
F
P (φk,F )
Supongamos entonces que Y no es c.s. de variacio´n finita. Entonces P (Γ) > 0 y siendo
la probabilidad de un evento esta´ndar esta probabilidad es adema´s no infinitesimal. Por
transfer existe un esta´ndar ε > 0 y en entero esta´ndar k tal que infF P (φk,T ) ≥ ε. En
particular P (φk,F ) ≥ ε. Sea N el evento de probabilidad infinitesimal tal que la relacio´n
(*) se cumple en N c. Entonces φk,T ∩N c es de probabilidad no infinitesimal y sobre este
evento la variacio´n total de Y ′ es menor o igual que k, o sea de variacio´n ilimitada. Entonces
Y ′ no es de variacio´n c.s. limitada. Usando la contrapositiva obtenemos el resultado. 
6. Comentarios finales
En este trabajo se ha realizado un estudio bastante sistema´tico de los procesos que
he llamado de incrementos independientes sobre casi intervalos. De particular atencio´n
ha sido el problema de la descomposicio´n aditiva estudiada en la seccio´n 3. El resultado
acerca de las propiedades de la variacio´n de un PII en tiempo continuo (teorema 12),
muestra el intere´s del estudio de los procesos en casi intervalos como ana´logos discretos
de los procesos en tiempo continuo.
No obstante quedan planteados muchos otros problemas que no he abordado en este
art´ıculo. Es necesario por ejemplo un estudio ma´s completo de las discontinuidades fijas
de la seccio´n 2, pues en realidad solo se examino´ sistema´ticamente las discontinuidades
fijas de salto. Por otro lado es pertinente preguntarse sobre otras consecuencias de los
teoremas de descomposicio´n para PII en casi intervalos para los de tiempo continuo. ¿Se
puede por ejemplo reestablecer de alguna manera las propiedades de las leyes de procesos
estoca´sticamente continuos, por ejemplo la ley de Le´vy-Khinchin? El autor ha presentado
respuestas a estas preguntas en el caso particular de los procesos puntuales PII, estable-
ciendo el cara´cter poissoniano de las leyes de los incrementos ([4]). Conjeturo que las ideas
desarrolladas en [4] podr´ıan ser generalizadas para tratar el caso general que he planteado.
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