Abstract: In the analysis of microarray gene expression data, it is very difficult to obtain a satisfactory
Introduction
Microarray is a technology in the modern biological research to analyze the expression of genes. Microarray techniques provide a platform that consists of a small membrane or glass slide containing samples of many genes arranged in a regular pattern where one can measure the expression levels of thousands of genes in hundreds of different conditions simultaneously [1] . Therefore microarray studies enable clinicians and biologists to obtain the gene expression profile of a given tissue sample rapidly and compare it with other samples [2] .
Microarray studies are used to discover which specific genes are important to the development of a disease. They are used to analyze gene expression data associated with a specific diagnosis. For example, the study of expression profiles between microarray samples from cancer patients and normal subjects, allowing these genes to be classified based on differences in expression levels [3] . Also, sometimes it is extremely difficult to find clear distinctions between some types of cancers according to their appearances. Hence the microarray technology stands to provide a more quantitative means for cancer diagnosis [4] . Computational analysis and computing can help researchers to collate a group of signature genes for a certain disease [5, 2] .
However, there are some major technical difficulties or problems that confront researchers in this area. For example, genetic variability affects gene expression. That is, the expression levels of two patients with the same disease may differ significantly [6] . Additionally, there are many noise factors that affect microarray gene expression datasets and how to filter out noise is a thorny problem that must be solved. Actually, there is a high redundancy in microarray data and numerous genes contain inappropriate information for precise classification of diseases or phenotypes. Therefore, the amount of data generated by this technology presents a challenge for the biologists to carry out analysis [1] .
It is a challenge to use gene expression data for cancer classification because gene expression data are usually very high dimensional. The dimensionality ranges from several thousands to over ten thousands. Owing to the high price of microarray chips and a lack of tissues from patients, so gene expression data sets usually contain relatively small numbers of samples, e.g., a few tens. These datasets are usually too few in number to use machine learning. In addition, the processing and material used for microarray analysis differ between manufacturers and so it is difficult to identify a unique set of genes that can form an integrated dataset. To obtain good classification accuracy, the genes that benefit the classification most, should be picked out. In addition, gene selection is also a procedure of input dimension reduction, which leads to a much less computation load to the classifier [4, 7] . Therefore, gene selection becomes the most necessary prerequisite for a diagnostic classification system. How to choose a small and discriminative subset of genes from among tens of thousands of genes to solve the dimensionality problem is very difficult. However, the best combination of classification and gene selection is understood poorly, because there is another methodological trouble associated with training microarray data. This is the problem of ''over-fitting". Over-fitting means that one can obtain good performance using a training set, but when new data is used, a satisfactory result cannot be obtained using the trained model. This occurs often when there are a small number of high-dimension samples [8] .
In this research, a methodology for selecting biomarker genes for cancer classification has been developed to reach the least possible number of biomarker genes that can be used to diagnosis different type of cancers with highest possible performance. The remainder of the paper is organized as follows. An overview for the previous work related to our subject is presented in section 2;materials and methods are described in section 3; testing the system and the experimental results are conducted in section 4, before drawing conclusions and future work in section 5.
Related Work
A variety of gene selection and classification techniques have been proposed in the literature. Li et al. [9] devised a method of combining particle swarm optimization (PSO) with a genetic algorithm (GA)as the classifier for gene selection.Mallika&Saravanan [10] developed a new algorithm called an efficient statistical model based classification algorithm for classifying cancer gene expression data with minimal gene subsets. Classical statistical technique is used for the purpose of ranking the gene and two various classifiers are used for gene selection and prediction. Park et al [11] presented a method for inferring combinatorial Boolean rules of gene sets for cancer classification.A gene selection scheme called ANOVA was presented by Bharathi&Natarajan [12] , which is used to find the minimum number of genes from microarray gene expression for cancer classification. The support vector machine(SVM)was used for the classification process. Zhao et al. [13] presented a novel hybrid framework (NHF) for gene selection and cancer classification of high dimensional microarray data by combining the information gain (IG), F-score, GA, PSO, and SVM. Dina et.al, [14] introduced three hybrid classification systems called (MGS-SVM, MGS-KNN and MGS-LDA), respectively. They also, proposed a gene selection technique named (MGS-CM). Using their methods they achieved reasonable classification accuracy but on limited datasets. The SVM was used as a classifier for microarray genes by Nanni et al [15] .Their method combined different feature reduction approaches to improve classification performance of the accuracy and area under the receiver operating characteristic (ROC).Chen et al. [16] used PSO and 1-nearest neighbor (1NN) for feature selection and tested their algorithm against 8 benchmark datasets.Abeer M.Mahmoud, et al. [17] applied machine learning approach to classify two public microarray datasets. The genes were ranked according to their statistical scores using T-test and the highest informative genes are selected for classification using k-nearest neighbor.A novel method utilizing PSO combined with a decision tree as a classifier was developed by Chen et al [18] . They compared the performance of the proposed method with other well-known benchmark classification methods.
Material and Method

Material
Seven public microarray cancer datasets with different characteristics are used for the analysis of the proposed methodology including gene selection and classification techniques.The description of these datasets isshown in table1. These datasets have been obtained from the GEMS website (www.gemssystem.org) 
The Proposed Methodology
In this research, a methodology has been developed to find the least number of biomarker genes that can be used to diagnosis different type of cancers with the highest possible accuracy. The proposed methodologyconsists of two phases which are (1) gene selection phase which uses different statistical approaches to rank genes and select a set of the highest ranked genes which are the most informative genes for classification(2) classification phase to classify different cancer datasets using subset of the selected highest ranked genes by applying different data mining techniques. The methodology aims to study the effect of applying different gene selection approaches prior to classification on the performance. To fulfill this purpose, genes have been ranked according to their ranking scores which can be measured using gene selection statistical approach. A certain percentage of the highest ranked genes has been selected for classification by dividing dataset by (α), where (α) is a constant specified by the user. This set of selected genes is introduced to the classifier one by one. First, the highest ranked gene is used to classify datasetand the accuracy is measured. Then, the next ranked gene is added to the set of genes which are used to classify dataset, if its effect is positive, i.e. the accuracy of the classifier is improved then this gene is added to the list of biomarker genes.Otherwise it should be ignored,either because it has negative effect by reducing the classification accuracy, or it is redundant by keeping the accuracy constant. The process continues and a list of effective biomarker genes is formed by comparing the measured accuracies until reaching the highest possible accuracy or using the selected set of genes.Figure1 depicts the methodology's steps to find the least number of genes that achieve the best accuracy for microarray classification.In the next subsections gene selection phase and classification phase will be introduced.
Gene Selection
Among the large number of genes, only a small part may benefit the correct classification of cancers. The rest of the genes have little impact on the classification. Even worse, some genes may act as "noise" and undermine the classification accuracy. Hence, to obtain good classification accuracy, the genes that benefit the classification have been picked out. Reducing the number of genes used for classification can help researchers put more attention on these important genes and find the relationship between those genes and the development of the cancers [4] .
The gene selection method can be divided into three categories, the wrapper, the filter, and the embedded. Wrappers utilize learning machine to search for the best genes in the datasets of all genes subsets. Wrappers highly depend on the learning model and may suffer from excessive computational complexity. The filter method usually employs statistical methods to collect the intrinsic characteristics of genes in discriminating the targeted phenotype class. Filter approaches are individual feature ranking methods. They are easily implemented, but ignore the complex interaction among genes. Finally, the embedded method is similar to the wrapper method, while multiple algorithms can be combined in the embedded method to perform feature subset selection [19, 20] .
Filter method is the adopted gene selection in this research. Filter approaches are characterized by being powerful, easy to implement and are stand-alone techniques which can be further applied to any classifier. They work on giving each gene a score according to a specific criterion and choosing a subset of genes above or below a specified threshold. Thus, they remove the irrelevant genes according to general characteristics of the data [14, 21, 22] . Many of filter gene selection approaches are developed to reduce the number of genes in the microarray datasets to reach accurate classification accuracy with the smallest number of genes. They also reduce the computational time and the cost of the classification [17] . Class Separability (CS) and T-test (TS) are two gene selection approaches widely applied for microarray data, and they are the selected approaches to be applied in this research. Class-separability(CS) [23] is anapproach used for gene selection. CS of gene i is defined as:
is the sum of squares of betweenclass distances (the distances between samples of different classes). is the sum of squares of with-in class distances (the distances of samples within the same class). In the whole data set, there are classes. refers to class that includes samples. is the expression value of gene in sample .
is the mean expression value in class for gene . is the total number of samples. is the general mean expression value for gene . A is calculated for each gene. A larger indicates a larger ratio of the distances between different classes to the distances within one specific class. Therefore, can be used to measure the capability of genes to separate different classes [4] .
T-TestBased Approach
T-test is a statistical approach proposed by Welch [24] . It is used to measure how large the difference is between the distributions of two groups of samples. For a specific gene, if it shows larger distinctions between 2 groups, it is more important for the classification of the two groups.
To select important genes using T-test a score based on T-test (named T-score or TS) is calculated for each gene. Then, all the genes are rearranged according to their TSs. The gene with the largest TS is put in the first place of the ranking list, followed by the gene with the second largest TS, and so on. In multi-class problems, T-test is used to calculate the degree of difference between one specific class and the centroid of all the classes. Hence, the definition of TS for gene i can be described like this:
Here! takes the maximum of all calculated values for $ 1,2, … , 0. is the pooled within class standard deviation for gene [4] .
Classification
After ranking genes using CS and T-test, theset ofgenes which represent the highest ranked genes have been classified. Gene expression classification is the process of classifying gene expression sample into a predefined class. Support vector Machine (SVM) and K-Nearest Neighbor (KNN)are two important classification techniques for microarray data. In this research these two techniques have been used for classifying the selected gene sets and reducing them as possible.
Support Vector Machine (SVM)
SVM classification technique is one of the most powerful machine learning classifiers which is based on the statistical learning theory [25] . SVM is used widely to classify gene expression data. This approach uses the kernel trick to deal with nonlinearly separable data. SVM maps the initial data to a higher dimensional space, using a proper kernel function, in which the data are linearly separable. The kernel function that has been used is a polynomial: K X, X 5 X 6 X 5 2 1 7 (9) Wherep is a constant specified by users.
K-Nearest Neighbor (KNN)
KNN is a simple algorithm that stores all available cases and classifies new cases based on a similarity measure (e.g., distance functions). It is a lazy algorithm that it depends on calculating a distance between a test data and all the training data. It decides in which class the instance belongs to by using a majority of the chosen K of neighbors. Although being a simple technique, KNN shows a high performance in classifying microarray gene expression. The KNN calculates its distances by different ways, but Euclidean distance is the most popular [26] .
As mentioned, the Euclidean distance is used in the k-nearest-neighbor to calculate the distance between a test sample and the specified training samples. Let x i be an input sample with pgene expression values for different genes (x i1 ,x i2 ,…,x ip ) ,n be the total number of input samples (i=1,2,…,n) and p the total number of genes (j=1,2,…,p), is the expression value in sample for gene . The Euclidean distance between sample x i and x l (l=1,2,…,n) is defined as 
The pseudo code depicted in algorithm1 sums up the steps for selecting the least number of biomarker genesfor classifying different cancer datasets with the highest possible accuracy. As it is shown in algorithm1, in the first step the genes are ranked using gene selection approach. In step2,the first highest ranked gene datais added to the gene data list and its ranking order is added to the list of biomarker genes in step3. In step 4, this gene is used to build classifier, and its accuracy is calculated in step 5. In step 6, the second ranked gene is selected and its data is added to the gene data list (first ranked gene in this case) in step 8, the classifier is build using the list of added genes data in step 9 and the accuracy of the classifier is calculated in step 10.The achieved accuracy is compared with the current accuracy in step 11, if the achieved accuracy is greater than the current accuracy, the ranking number of the added gene is added to the list of biomarker genes in step 12, and the achieved accuracy is set as current accuracy in step 13. Otherwise the added gene is neglected in step 15. Then the next ranked gene is tried and so on the processcontinues while achieved accuracy<100% and the tried genes are less than the selected no of genes (step 7-18). The biomarker genes list has got in step 19and the reached accuracy has got in step 20. 
Experimental Result
This section shows an empirical performance evaluation of the proposed methodology. Extensive experimental studies had been tried in order to test the methodology. Cross-validation has been used to evaluate and compare different results; 10-fold cross validation has been used for estimating the accuracy.Seven public microarray cancer datasets which have been mentioned before have been used for the analysis of the proposed methodology.Among the seven used public datasets, SRBCT is a common dataset used in previously published literatures that contain the results including the required number of genes so it will be easy to verify the proposed algorithm. So SRBCT will be tackled in some details to clarify the different phases of the used methodology. Then the results of the remaining datasets will be illustrated.
The two statistical approaches T-test and class-separability have been applied to SRBCT to rank genes. Table 2 shows genes ranking sample of the first most informative 30 genes of SRBCT dataset using the T-test and the corresponding ranking ordersof the same genes using class-separability.The table containsgene ID, the ranking values and the ranking orders using T-test and classseparability.Then sets of the highest ranked genes have been selected from the 2 different ranked lists for classification, supposing that α =70. Two machine learning techniques which are SVM and KNN have been applied to the selected sets of the highest ranked genes using the proposed methodology to classify SRBCT dataset by least possible number of informative genes and highest possible accuracy. By applying the proposed methodology, the positive effect genes are considered and added to the biomarker genes list while the negative effect and redundant genes have been neglected. The process continues until reaching 100% accuracy or trying the selected number of genes.The results showed that 10 biomarker genes using T-test and 9 genes using CS have been required to classify SRBCT dataset using SVM to reach 100% accuracy. Whileto classify the SRBCT dataset using KNN, 14 genes are required from the list ordered by T-test and the reached accuracy is 98.7952 %, and it needs 12 genes from the list ranked by CS to achieve 100% accuracy. Table 3 shows the list of biomarker genes' ids and orders for SRBCT which is required to classify it by SVM and KNN using the two used ranking approaches.AlsoFig. 2 shows the accuracy versus number of genes for SBRCT using SVM& KNN with T-test& CS. It is shown that highest accuracy with the least number of genes can be achieved using SVM with CS it reaches 100% accuracy by 9 genes. Since the results of SRBCT including the required number of genes are available in the literatures, it will be used in the comparison of the proposed algorithm as shown in table 4, which presents a comparison of the proposed methodology resultsfor the SRBCT datasets with 2scientific papers [17] that used KNN and [27] that used SVM to classify the same dataset. Also, the table shows the necessary number of genes required for achieving the reported accuracy. The same algorithm has been applied for the remaining 6 datasets. Table 5 shows the achieved accuracy for different datasets and the required number of genes using T-test &CS with SVM & KNN. Table 6 shows list of biomarker genes for all used dataset using TS & CS with SVM. Table7 shows list of biomarker genes for all used dataset using T-test& CS with KNN. Fig. 3 shows the comparison between accuracy using SVM with T-test and CS for different datasets. Fig. 4 shows the comparison between the required number of genes using SVM with Ts and CS for different datasets. Fig. 5 shows the comparison between accuracy using KNN with Ts and CS for different datasets. Fig. 6 shows the comparison between the required number of genes using KNN with Ts and CS for different datasets.
As shown from the results, to achieve almost the same accuracy using SVM or KNN with CS and Ttest, the required numbers of genes may be varied for the same dataset, and so the set of biomarker genes. Also it is noticeable that the ranked list order for either DLBCL or prostate tumor are identical using CS and T-test and so the biomarker genes using the same data mining technique (SVM or KNN), that may be because eachof these datasets have 2 diagnostic categories and so the separation between these 2 categories is clear, so there is no difference between gene selection approaches. 
Conclusions
In this research a methodology have been developed to find genes for classifying different cancer microarrays. Different gene selection approaches which are class separability and T-test have been used to informative biomarker genes have been used to classify various datasets using Different cancer microarray datasets have been classified using the proposed accuracyfor different datasets has achieve these accuracies have been identified. In this research a methodology have been developed to find the least number of the most informative genes for classifying different cancer microarrays. Different gene selection approaches which are class test have been used to rank genes. Then from the highest informative biomarker genes have been used to classify various datasets using Different cancer microarray datasets have been classified using the proposed been measured and the numbers of biomarker genes which used to achieve these accuracies have been identified.
Dataset Name
Dataset Name different datasets KNN with Ts and CS least number of the most informative genes for classifying different cancer microarrays. Different gene selection approaches which are class ranked genes, the most informative biomarker genes have been used to classify various datasets using KNN and SVM. Different cancer microarray datasets have been classified using the proposed methodology. The of biomarker genes which used to TS CS TS
CS
In the future we hope that real data will be available to try the proposed method. More gene selection approaches can be tried and more data mining techniques or combinations for more than one technique can be tried to achieve the highest possible accuracy with least number of informative biomarker genes.
