Abstract-Comparing and classifying graphs represent two essential steps for network analysis, across different scientific and applicative domains. Here we deal with both operations by introducing the Hamming-Ipsen-Mikhailov (HIM) distance, a novel metric to quantitatively measure the difference between two graphs sharing the same vertices. The new measure combines the local Hamming edit distance and the global Ipsen-Mikhailov spectral distance so to overcome the drawbacks affecting the two components when considered separately. Building the kernel function derived from the HIM distance makes possible to move from network comparison to network classification via the Support Vector Machine (SVM) algorithm. Applications of HIM-based methods on synthetic dynamical networks as well as in trade economy and diplomacy datasets demonstrate the effectiveness of HIM as a general purpose solution. An Open Source implementation is provided by the R package nettools, (already configured for High Performance Computing) and the Django-Celery web interface ReNette http://renette.fbk.eu.
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I. INTRODUCTION
The growth of the network paradigm [1] as the elective model for complex systems analysis is strongly stimulating the adoption of graph theoretical techniques in different fields. Methods based on graph properties are now embraced for static and dynamic analysis of different economical, chemical and biological systems, computer networking, social networks and neuroscience studies. Here we focus on differential network analysis, whose rapid diffusion in computational biology is expected to spread elsewhere [2] , despite the intrinsic hardness of the problem [3] . Two key tasks set up the backbone of most methods for differential analysis, namely network comparison and network classification, and they both rely on the basic idea of measuring the similarity between two graphs. Network comparison consists of the quantification of the difference between two homogeneous objects in a network space, while the aim of network classification is to predictively discriminate graphs belonging to different classes, for instance by means of machine learning algorithms.
Network comparison has its roots in the quantitative description of a graph's main properties (e.g., degree distribution), which can be encoded into a feature vector, thus providing a convenient representation for defining a similarity or in classification tasks [4] . A major alternative strategy is the direct comparison method: starting from the graph isomorphism problem, suitable similarity measures can be Copyright notice: 978-1-4673-8273-1/15/$31.00 c 2015 IEEE evaluated from the topology of the underlying (possibly directed and/or weighted) graphs. This line of study dates back to the 70's with the theory of graph distances, originating both inter and intra-graphs metrics [5] . Since then, a wide catalogue of similarity measures has been defined, based on very different graph indicators. Amongst the most used metrics there are edit distances, common network subgraphs, and spectral measures. Edit distances evaluate the minimum cost of transformation of one graph into another by means of the usual edit operations (insertion and deletion of links), while the family of common network subgraphs accounts for shared structures between the graphs. Finally, the family of spectral measures relies on functions of the eigenvalues of one of the possible graph connectivity matrices. Similarly, network classification can be tackled by fairly diverse techniques: while the nearest neighbour (NN) classifier can be directly applied with the Euclidean distance on graph's feature vectors [6] - [8] , the Support Vector Machine (SVM) method can be used with the graph Laplacian as regularization term [9] , or via different subgraph-based learning algorithms [10] . In general the most efficient techniques use a kernel machine, where the kernel itself corresponds to a scalar product in a suitable Hilbert space: see [11] - [13] for classical examples and [14] for the more recent Weisfeiler-Lehman graph kernel in neuroscience.
In this paper, we describe the HIM metric, a general solution that supports both network comparison and classification, as it can be applied to compare graphs (possibly directed and weighted) and to induce a graph kernel. The HIM distance is defined as the one-parameter family of product metrics linearly combining, by a non-negative real factor ξ, the normalized Hamming distance H [15] , [16] and the normalized Ipsen-Mikhailov distance IM [17] . In absence of a gold standard driving the search for the optimal weight ratio, the default choice (ξ = 1) can be adopted to model an equal contribution from the two components. Their product metric is itself normalized by the factor √ 1 + ξ in order to set its upper bound to 1. Although H and IM are known metrics, to our knowledge nobody has tried so far to combine them for controlling both the local and the global differences, either when comparing two networks or for predictive classification purposes. HIM can be seen as a "glocal" function combining local and global aspects. The local component is the Hamming distance: the simplest member of the family of edit distances, it counts matching links between networks. Hence it is a local measure of dissimilarity between graphs, considering links as independent entities, while disregarding the overall structure.
Hamming is the simplest measure of local differences for networks; however, no strong diversity would be gained from other local distances. On the other hand, spectral distances are global measures, evaluating the differences between the whole network structures, but unable to discriminate between non-identical isospectral graphs. For the spectral component we consider the Ipsen-Mikhailov metric [17] , which emerged as the most reliable and stable in a comparative review of existing graph spectral distances [18] . The combination of the two components within a single metric allows overcoming their drawbacks and obtaining a measure that is simultaneously global and local. The imposed normalization limits the values of the HIM distance between zero (reached only by comparing identical networks) and one, attained when comparing a clique and the empty graph, regardless of the number of vertices. Finally, the HIM distance can also be applied to multilayer networks [19] since a rigorous definition of their Laplacian has just been proposed [20] . By a Gaussian-like map [21] , the HIM distance generates the HIM kernel (Sec. III), which can be plugged into a Support Vector Machine to provide a network classification algorithm. This classifier can also be used together with other graph kernels, in a Multi-Kernel Learning framework, to increase the classification performance and to enhance the interpretability of the results [22] . Note that, although positive definiteness does not hold globally for the HIM kernel, this property can be guaranteed on the given training data, thus leading to positive definite matrices suitable for the convergence of the SVM optimizer. Note that, while it is not immediate to find situations where ξ can be a priori set different from one, unbalancing the contribution of the two metrics can be useful in prediction tasks, as shown in [23] , where adding weight to the Hamming component improved classification of MEG data.
To conclude, we present in Sec. IV several applications of the HIM distance and the HIM kernel to real datasets belonging to different areas of science (graph theory, politics, economics). These examples support the adoption of the HIM parametric family as a general analysis tool for information extraction based on a quantitative evaluation of the difference among diverse instances of a complex system (e.g., evolution over time of a trade network between countries). An Open Source implementation of the HIM metrics is provided in the R package nettools and in its web interface ReNette 1 . The package is available as a working beta version on CRAN and GitHub 2 . For computing efficiency, the software is already configured for usage on multicore workstations, on high performance computing (HPC) clusters and on the cloud.
II. THE HIM FAMILY OF DISTANCES
Notations. Let N 1 and N 2 be two simple networks on N nodes, described by the corresponding adjacency matrices A (1) and A (2) , with a
ij ∈ F, where F = F 2 = {0, 1} for unweighted graphs and F = [0, 1] ⊆ R for weighted networks. with N nodes and no links (with adjacency matrix 0 N ) and by F N the clique (undirected simple full network) with N nodes and all possible N (N − 1) links, whose adjacency matrix is 1 N − I N . For an undirected network, its adjacency matrix is symmetric. For a directed network N ↑ , following the convention in [24] , a link i → j is represented by setting a ji = 1 in the corresponding adjacency matrix A N ↑ , which thus is, in general, not symmetric. For instance, the matrix
The Hamming distance. The Hamming distance is one of the most common dissimilarity measures in coding and string theory, often used for network comparison [15] , [16] , [25] , [26] . This measure basically evaluates the presence/absence of matching links on the two networks being compared, with a simple expression in terms of the networks' adjacency matrices. This is not the case for many other members of the edit distance family, whose computation is known to be a NPhard task. We consider the normalized Hamming distance H, defined as: The Ipsen-Mikhailov distance. Originally introduced in [17] as a tool for network reconstruction from its Laplacian spectrum, the definition of the Ipsen-Mikhailov IM metric follows the dynamical interpretation of an N nodes network as an N molecules system connected by identical elastic springs, where the pattern of connections is defined by the adjacency matrix A of the corresponding network. The dynamical system is described by the set of N differential equations
For an undirected network, the Laplacian matrix L is defined as the difference L = D−A between the degree matrix D and the adjacency matrix A, where D is diagonal with vertex degrees as entries. L is positive semidefinite and singular [27] , so its eigenvalues are 0 = λ 0 ≤ λ 1 ≤ · · · ≤ λ N −1 . The vibrational frequencies ω i for the network model are given by the square root of the eigenvalues of the Laplacian matrix of the network:
, with λ 0 = ω 0 = 0. In [27] , the Laplacian spectrum is called the vibrational spectrum. Estimates, also asymptotic, of the eigenvalues distribution are available for complex networks [28] , while the relations between the spectral properties and Fig. 1 . Representation of the HIM distance in the Ipsen-Mikhailov (IM axis) and Hamming (H axis) distance space between networks A versus B, E and F, where E is the empty network and F is the clique.
the structure and the dynamics of a network are discussed in [29] . The spectral density for a graph in terms of the sum of Lorentz distributions is defined as
where γ is the common width and K is the normalization constant defined by the condition ∞ 0 ρ(ω, γ)dω = 1, and thus
The scale parameter γ specifies the half-width at halfmaximum, which is equal to half the interquartile range. An example of Lorentz distribution for two networks is shown in [30] . Then the spectral distance ǫ γ between two graphs N 1 and N 2 on N nodes with densities ρ N1 (ω, γ) and ρ N2 (ω, γ) can then be defined as
The highest value of ǫ γ is reached, for each N , when evaluating the distance between E N and F N . Denoting by γ the unique solution (uniqueness proven in [30] ) of
the normalized Ipsen-Mikahilov distance between two undirected (possibly weighted) networks can be defined as
so that IM is bounded between 0 and 1, with upper bound attained only for
Isospectral networks, and thus also isomorphic networks, cannot be distinguished by this class of measures, indeed a distance between classes of isospectral graphs. Although the number of isospectral networks is negligible for large number of nodes [31] , their fraction is relevant for smaller networks. The case of directed networks is discussed in a later paragraph.
The HIM distance. Consider now two copies of the space N N N (N ) of all simple undirected networks on N nodes, and endow the first copy with the Hamming metric H and the second copy with the Ipsen-Mikhailov distance IM. Then the two obtained pairs (N N N (N ), H) and (N N N (N ) , IM) are metric spaces. Define now on their Cartesian product the oneparameter HIM function as the L 2 (Euclidean) product metric [32] combining H and √ ξ· IM, normalized by the factor
, for ξ ∈ [0, +∞). Via the natural correspondence of the same network in the two spaces, the HIM function becomes a distance on N N N (N ):
where in what follows we will omit the subscript ξ when it is equal to one. Obviously, HIM 0 = H and lim
apart from values of ξ close to the bounds {0, +∞}, where one of the factors becomes dominant, the qualitative impact of ξ is minimal in practice when using HIM ξ as a distance.
In what follows, ξ = 1 will be assumed, unless any a priori hypothesis supports unbalancing the metric towards one of the two components. However, the impact of ξ is definitely more relevant when HIM ξ is used to generate a kernel function to be used for classification purposes, as shown in [23] . The metric HIM ξ (N 1 , N 2 ) is bounded in the interval [0, 1], with the lower bound attained for every couple of identical networks, and the upper one attained only on the pair (E N , F N ). Moreover, all distances HIM ξ will be nonzero for non-identical isomorphic/isospectral graphs. N 2 ) ) and the Euclidean distance of P from the origin is
Consider now the
If we roughly split the Hamming/Ipsen-Mikhailov space into four main zones I,II,III,IV as in Fig. 1 , two networks whose distances correspond to a point in zone I are quite close both in terms of matching links and of structure, while those falling in the zone III are very different with respect to both measures. Networks corresponding to a point in zone II have many common links, but their structure is rather different (for instance, they have a different number of connected components), while a point in zone IV indicates two networks with few common links, but with similar structure (e.g., isospectral non-identical graphs). In Fig. 1 we show some examples of points in the Hamming/Ipsen-Mikhailov space.
The directed network case. In this situation, the connectivity matrices are not symmetric, thus the Laplacian spectrum lies in C. Hence, computing the Ipsen-Mikhailov distance would require extending the Lorentzian distribution to the complex plane. A simpler solution can be obtained by transforming 
, with respect to the node ordering
n . An example of the above transformation is shown in Fig. 2 . Thus it is possible to define HIM(N ↑ can be numerically computed as forγ: details are given in [30] .
III. THE HIM KERNEL
Following [21] , a kernel can be naturally derived from a distance by means of a Gaussian (Radial Basis Function) map (see also [33] ). Thus, given two graphs x and y on the same n nodes and a positive real number γ, the HIM kernel can be defined as
Whenever a novel kernel is introduced, one has to check whether it is positively defined.
A function Ψ : X × X → R is a kernel of conditionally negative type if 1) Ψ(x, x) = 0 ∀x ∈ X; 2) Ψ(x, y) = Ψ(y, x) ∀x, y ∈ X;
A variant of the Schoenberg's theorem [34] (proved in [35] , [36] ) states that ξ (x, y) cannot be proven to be of conditionally negative type: it is unlikely to be of negative type, as it is the case for many edit distances [21] , [38] - [40] ), the HIM kernel K is not positively defined in general for all γ ∈ R + 0 . Nevertheless, this problem can be overcome by using Prop. 1.3.4 in [41] (see also [33] , [39] 
Theorem 2: Suppose that the data x 1 , . . . , x l and the kernel k(·, ·) are such that the matrix
is positive. Then it is possible to construct a map Φ into a feature space F such that
Conversely, for a map Φ into some feature space F , the matrix
Note that Th. 2 does not even require x 1 , . . . , x l to belong to a vector space. The theorem implies that, even though the kernel is not positive definite, it is still possible to use it in Support Vector Machines or other algorithms requiring k to correspond to a dot product in some space if the kernel matrix K is positive for the given training data. This condition can be obtained by choosing a suitable value of γ: in the experiments shown hereafter, the HIM kernel is always positively defined on the given training data, leading to positive definite matrices, and thus posing no difficulties for the SVM optimizer, as in [42] .
IV. APPLICATIONS
An extended collection of synthetic examples and additional applicative areas, including bioinformatics and neuroinformatics, is available in the arXiv preprint [30] . In particular, we compare HIM with the distance derived from the Matthews Correlation Coefficient [43] - [46] , we discuss theoretical results in dynamic processes such as link percolation, and we present two predictive classification tasks on D. melanogaster gene expression data [47] and on MEG data [23] .
Small networks. For a given number of nodes N , there are exactly 2
different simple undirected unweighted networks, which can be grouped into isomorphism classes. As anticipated before, isomorphic graphs cannot be distinguished by spectral metrics, while their mutual Hamming distances are non zero, since their links are in different positions. As an example, for N = 3 there are 8 networks grouped in 4 isomorphism classes, for N = 4 there are 11 isomorphism classes including a total of 64 graphs and for N = 5 we have 34 classes with 1024 networks (for N = 6, 7, the number of classes is respectively 156 and 1044).
As an overview, we compute the total amount of mutual distances between networks with a given number of nodes (all possible couples for N = 3, 4, 5 and a subset of them for N = 15) and we display the results in Fig. 3 . To select a fair range of variability for the networks with 15 nodes, we select the empty graph, the full graph (with 105 nodes) and 10 different graphs with i edges each, for 1 ≤ i ≤ 104. As shown in Fig. 3 , all possible situations can occur, apart from points in the northwest corner of zone II which are the rarest. For instance, the blue point P (1, 0) in Fig. 3(a) corresponds to 6 different pairs (O 1 , O 2 ) of networks with 4 nodes with maximal Hamming distance and minimal spectral distance: as an example, we show one of these pairs in Fig. 4 .
Graph families.
In this section we investigate the distribution of the distances from the empty network of a set of graphs randomly extracted from five classical families.
In particular, for each N = 10, 20, 50, 100 and 1000 we extracted 1000 networks on N nodes from each of the following class of graphs:
BA Barabasi-Albert model [48] , with power of preferential attachment sampled from the uniform distribution between 0.1 and 10. ER Erdös-Rényi model [49] , [50] , with link probability sampled from the uniform distribution between 0.1 and 0.9.
WS Watts-Strogatz model [51] , with neighborhood within which the vertices of the lattice will be connected uniformly sampled in {1, . . . , 10} and rewiring probability uniformly between 0.1 and 0.9.
PL Scale-free random graphs from vertex fitness scores [52] , with number of edges uniformly sampled between 1 and
and power law exponent of the degree distribution uniformly between 2.005 and 3.
KR Random regular graphs, with all possible values of node degree.
In Tab. I, we list mean µ and standard deviation σ of HIM(•, E N ) for all combinations of node size and network type: we do not report neither medians, because distance from the mean µ is always smaller than 0.02, nor the bootstrap confidence intervals, whose range is always smaller than 0.02 from either side of the mean. because of their generating process: while preferential attachment generates structurally similar networks even for different values of the power, scale-free random graphs have a spectral structure that is very diverse depending on the corresponding power law exponent.
Notably, no point occurs in the lower right corner of the H/IM space. Moreover, in average, the standard deviation decreases inversely with the network size, showing larger homogeneity in bigger networks. Finally, to highlight diversity between families, we randomly extracted 100 networks with 100 nodes for the four families BA, ER, WS and PL and we computed the mutual distances between all possible pairs of these 400 graphs. Statistics of these HIM distances are reported in Tab. II, and a planar multidimensional scaling (MDS) plot is displayed in Fig. 6 . Apart from the PL networks, the three families BA, ER and WS can be mutually well separated as shown in the multidimensional plot; moreover, the graphs in the BA and in the WS families are mutually quite similar (small interclass mean HIM distance). Differently, the PL networks have essentially the same distance from all other groups and cannot be easily distiguished.
The HCC dataset. Publicly available at the Gene Expression Omnibus (GEO http://www.ncbi.nlm.nih.gov/geo), at the Accession Number GSE6857, the HepatoCellular Carcinoma (HCC) dataset [53] , [54] collects 482 tissue samples from 241 patients affected by HCC, a well-studied pathology [55] , [56] where the impact of microRNA (miRNA) is notably relevant [57] , [58] . For each patient, a sample from cancerous hepatic tissue (T) and a sample from surrounding non-cancerous hepatic tissue (NT) are available, hybridized on the Ohio State University CCC MicroRNA Microarray Version 2.0 platform collecting the signals of 11,520 probes of 250 non-redundant human and 200 mouse miRNA. After a preprocessing phase including imputation of missing values [59] and discarding probes corresponding to non-human (mouse and controls) miRNA, we consider the dataset HCC of 240 T +240 NT paired samples described by 210 human miRNA, with the cohort consisting of 210 male and 30 female patients. We thus parted the whole dataset HCC into four subsets combining the sex and disease status phenotypes, collecting respectively the cancer tissue for the male patients (MT), the cancer tissue for the female patients (FT) and the corresponding two datasets including the non cancer tissues (MnT, FnT). Then we first generated the four co-expression networks on the 210 miRNA as vertices, inferred via absolute Pearson's correlation and corresponding to the combinations of the two binary phenotypes, and we computed all mutual HIM distances. In particular, to show the possible effects due to the different sample size, we computed 30 instances of the MT and MnT networks, inferred using only 30 matching samples and then averaging all the mutual HIM distances. One instance of MT and MnT is displayed as an hairball in Fruchterman-Reingold layout [60] together with the nets FT and FnT. The corresponding two-dimensional scaling plot in the right panel of the Fig. 9 . The four networks are widely separated, with orthogonal separations for the two phenotypes, but the values of the HIM distances between the network support the known different development of HCC in male and female: for instance, the FT network is closer to the MnT net (HIM=0.08), rather than to the MT and FnT (HIM=0.13 and 0.16, respectively). Note that the largest distance (HIM=0.23) is detected between the two non-tumoral networks MnT, FnT. An expanded version of the example is shown in [61] , where more networks are generated from the same dataset using different inference algorithms and a stability analysis is performed.
The Gulf Dataset. We analyze the Gulf Dataset, a part of the Kansas Event Data System (KEDS 3 ) of political data derived from an automated coding of English-language news reports about the Middle East, Balkans, and West Africa. Such data are used in statistical early warning models to predict political change. In particular, the Gulf Dataset collects, on a monthly basis, political events between pairs of countries focusing on the Gulf region and the Arabian peninsula for the period 15 April 1979 to 31 March 1999, for a total of 240 months. Political events belong to 66 classes (including for instance "pessimist comment", "meet", "formal protest", "military engagement", etc.) and involve 202 countries. This dataset formally translates into a time series of 240 unweighted and undirected graphs (one for each month) with 202 nodes (the countries), where a link exists between two nodes if at least one political event occurred in the corresponding month between the two countries. All the mutual HIM distances are computed among these 240 nets. These distances are then used to project the 240 networks on a plane through a multidimensional scaling, displayed in Fig. 8 . As noted by [63] , due to differences in reporting procedures between countries, incongruences occur between exports from i to j and imports from i to j: to avoid the issue, in our analysis we only use the figures reported as "export" in the dataset.
In particular, we extract four sets of countries, and we study the evolution of their trade subnetworks. In each example, chosen the set of M countries C 1 , . . . C M , we construct, for every year y 1 , . . . , y N , the weighted directed network having C 1 , . . . C M as nodes. A link between country C i and country C j represents the export from C i to C j , and its weight w ij corresponds to the volume of the export flow. Then we compute all mutual HIM distances among these networks, first 4 http://privatewww.essex.ac.uk/ ∼ ksg/exptradegdp.html rescaling link weights in the unit interval.
Finally, using these
HIM distances, we construct a classical planar MDS plot, transforming the networks in a set of points such that the distances between the points are approximately equal to the mutual HIM dissimilarities, using the methods in [64] as implemented in R.
The aim here is to connect the structural changes in yearly trade networks with time periods and events having a role in explaing such changes. Note that in [63] , the authors show that bilateral trade fulfills the fluctuation-response theorem [65] , stating that the average relative change in import (export) between two countries is a sum of relative changes in their GDPs. This result yields that directed connections, i.e., bilateral trade volumes, are only characterized by the product of the trading countries' GDPs.
We present first the analysis for the BRICS countries case. Introduced in 2001, the acronym BRICS collects the five nations Brazil, Russia, India, China and South Africa which, although developing or newly industrialized countries, are distinguished by their large and fast-growing economies and by their significant influence on regional and global affairs.
In Fig. 10 we show the MDS of their trade networks for the years 1950-2000, with the HIM matrix as the distance constraint. Three time periods emerge, for which networks are similar within each period, but diverse across different periods: the early years recovering after WWII (until about 1963), the seventies and eighties, where the economies of the involved countries started to develop, and the nineties, where their growth begun to accelerate. A very similar situation occurs in the regional trade network among the South American countries 5 ( Fig. 11) , where the global behaviour is essentially controlled by the two local giants Brazil and Argentina, and for which the larger differences between the nets can be appreciated between the economic growth of the 90s and the 5 PAN,COL,VEN,GUY,SUR,ECU,PER,BRA,BOL,PAR,CHI,ARG,URU suffering economies in the late 70s / early 80s due to the struggling political situations.
Not much different is the case of the larger trade subnetworks of the top 20 world economies 6 ranked by Gross Domestic Product 2012 (PPP) (Top20 for short) as listed by the World Bank 7 and shown in Fig. 12 , with the notable difference that the networks for the 60s are more homogeneous to those of the 70s and 80s, supporting a faster recovery of these economies after WWII than the BRICS or the South American countries. Again, the 90s are remarkably separated by the previous periods, as a consequence of the fact that economic growth for high-income countries such as the United States, Japan, Singapore, Hong Kong, Taiwan, South Korea and Western Europe was steady and coupled with "an unprecedented extension and intensification of globalization in terms of the international integration of capital and product markets" [66] , thus causing a structural evolution of the trade networks for these countries, whose economies account for approximately 85% of the gross world product (GWP), 80 percent of world trade (including EU intra-trade), and two-thirds of the world population.
We conclude with a local regional scale example: we consider the trading network W between Lebanon and its three major economic partners, Saudi Arabia, Kuwait and United Arab Emirates. Between 1975 and 1990, the civil war heavily damaged Lebanon's economic infrastructure, reducing the role of the country as the major West Asian banking hub. The following period of relative peace stimulated economic recovery also through an increasing flow of manufactured and farm exports. In Fig. 13 we show 4 examples of the trade networks based on Lebanon export figures. Even more clearly than in the previous cases, the MDS plot in Fig. 14 
V. CONCLUSIONS
We introduced HIM ξ , a novel family of distances between graphs with same nodes, even directed and weighted, aimed at combining the local and global aspects of the comparison between networks, i.e., the difference between matching vertices and the difference between the spectral structures. We presented two practical applications (international trading and diplomacy); more generally, we underline the potential of the HIM metrics when used as a kernel functions for classification purposes, e.g., in Support Vector Machines, applied to heterogenous data. A final comment on the computational feasibility: the costly part in computing the HIM distance is the extraction of the spectrum from the Laplacian matrices of the two compared graph. This task is both CPU intensive and requiring a fair amount of RAM, but allows for a wide parallelization: nonetheless, huge graphs should be dealt with HPC facilities. As an example, the size of the largest graphs we compared (using a Python implementation making use of the NumPy library) is about 40,000 nodes: on a workstation with 48 Intel Xeon CPU E5649 at 2.53GHz and powered by 48Gb RAM we were able to run 4 parallel processes which took about 36 hours to compute the mutual distances between a set of 45 networks, for a total of 990 comparisons.
