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We study the spectrum of Schrödinger operators with a uniform
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discrete eigenvalues with their multiplicities. In addition we give
some examples.
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1. Introduction
Let G = (V(G), E(G)) be a connected, locally ﬁnite graph; V(G) and E(G) are the set of its vertices
and that of its unoriented edges, respectively. We denote by A(G) the set of all the oriented edges
considering both directions, and by Ax(G) the set of the oriented edges whose origin is a vertex x of G.
For e ∈ A(G), the origin and the terminus of e are denoted by o(e) and t(e), respectively. The inverse
edge of e ∈ A(G) is denoted by e¯.
∗ Corresponding author. Present address: University of Tsukuba, Institute of Mathematics, 305-8571 Tsukuba, Japan.
E-mail addresses: ando@fc.jpn.org (K. Ando), higuchi@cas.showa-u.ac.jp (Yu. Higuchi).
1 Partially supported by theGrant-in-Aid for Scientiﬁc Research (C) 20540133 from Japan Society for the Promotion of Science.
0024-3795/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2009.06.033
K. Ando, Yu. Higuchi/Linear Algebra and its Applications 431 (2009) 1940–1951 1941
A random walk on G is a positive-valued function p : A(G) → R satisfying∑
e∈Ax(G)
p(e) = 1.
The random walk p is said to be reversible if there is a positive-valued function m : V(G) → R such
that p(e)m(o(e)) = p(e¯)m(t(e)) for any e ∈ A(G), and the function m is called a reversible measure.
We note thatm is determined uniquely up to a constantmultiple, whenever G is connected. The simple
randomwalk on G is given by p(e) = d(o(e))−1, where d(x) = #Ax(G) is the degree of x ∈ V(G). The
simple random walk is reversible bym(x) = d(x).
We deﬁne the Laplacian with a random walk p on G as follows:
Δpf (x) =
∑
e∈Ax(G)
p(e)(f (t(e)) − f (o(e)).
We consider the Schrödinger operator H with a real-valued, bounded function V(·) on V(G) as a
potential:
Hf (x) = Δpf (x) + V(x)f (x).
H is a self-adjoint operator on Hilbert space
l2(G,m) =
⎧⎨⎩f : V(G) → C; ∑
x∈V(G)
m(x)|f (x)|2 < ∞
⎫⎬⎭ ,
wherem is the reversible measure of p. If p is the simple random walk, we denote by  the Laplacian
and by l2(G) Hilbert space.
In recent years, Schrödinger operators on tree graphs are studied very actively. Breuer [5,6] has
studied the spectral properties of the Laplacian on sparse trees which are spherically homogeneous,
and gave the spectral dimensions. In [1,2], Aizenman et al. have treated Schrödinger operators on
regular rooted trees with radial periodic potentials in the context of random Schrödinger operators.
They relate such spherically symmetric operators on trees to the operators onZ+ by unitary operators.
See also [10] for the treatment of Schrödinger operators on spherically symmetric graphs which are
induced from trees. About one dimensional lattice, the spectral properties of the Laplacian with a
periodic, a quasi-periodic [4], a decaying potential [7–9], or a kind of Jacobi matrix [13] have been
studied in many papers. We also refer to [11] in which the spectral properties of the discrete Laplacian
on Z with a ﬁnitely supported potential have been investigated.
In this paper, we assume that G is the d-regular tree Td, that is, G is the tree such that d(x) = d 3
for every vertex x ∈ V(G). Moreover we assume a potential V(·) as follows:
V(x) =
{
1 + v, if d(o, x) = l,
1, otherwise,
where we ﬁx a vertex o of Td as the origin and denote by d(x, y) the graph distance between the two
vertices x and y of G. We call v the intensity of V(·). We should call such V(·) a potential with uniform
intensities, but by abusing the terminologies we call it a uniform potential on the lth shell of Td.
It is well known that the spectrum of I +  with the simple random walk on Td is [−2
√
d − 1/d,
2
√
d − 1/d], and that the essential spectrum of H is the same as that of I +  because V − I is a
compact perturbation (cf. [12]). Thus if there exist any spectra in R \ [−2√d − 1/d, 2√d − 1/d],
they are discrete.
Our purpose in this paper is to determine the relationship between the spectral structure of the
Schrödinger operator and the intensities of the potential V(·). Let us reprise our setting. A graph G is
the d-regular tree Td and the Schrödinger operator H on Td is the following form: for f ∈ l2(Td),
Hf (x) = ( + V)f (x) =
{
1
d(x)
∑
e∈Ax(Td) f (t(e)) + vf (x), if d(x, o) = l,
1
d(x)
∑
e∈Ax(Td) f (t(e)), otherwise.
Throughout this paper, we use the real-valued function β± = β±(λ) deﬁned for λ ∈ (−∞,
−2√d − 1/d) ∪ (2√d − 1/d,∞) as follows:
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β±(λ) = d
2(d − 1)
⎛⎝λ ±
√
λ2 − 4(d − 1)
d2
⎞⎠ .
Theorem 1.1. There is no embedded eigenvalue in the essential spectrum of H on Td for any v. Furthermore
the spectrum σ(H) for each v > 0 is the following:
(I) If l = 0,
σ(H) =
⎧⎪⎪⎨⎪⎪⎩
[
− 2
√
d−1
d
,
2
√
d−1
d
]
, if 0 < vα0,[
− 2
√
d−1
d
,
2
√
d−1
d
]
∪ {λ0(v)}, if α0 < v.
Hereλ0(v) is the strictly increasing continuous function of v deﬁned on (α0,+∞) as the inverse of v0(λ) =
λ − β− on (2
√
d − 1/d,∞), where α0 = (d − 2)
√
d − 1/(d − 1)d. Moreover the multiplicity m0 of
λ0(v) is simple.
(II) If l = 1, 2, . . . , then for each l,
σ(H) =
[
−2
√
d − 1
d
,
2
√
d − 1
d
]
∪ Pn(v),
where
Pn(v) = {λi(v) ; i = 1, 2, . . . , n(v)},
and
n(v) =
⎧⎪⎨⎪⎩
0, if 0 < vα1,
j, if αj < vαj+1 for j = 1, 2, . . . , l,
l + 1, if αl+1 < v.
Here P0 = ∅, λi(v) > λi+1(v) > 2
√
d − 1/d for each i = 1, 2, . . . , l and any v, and every λi(v) is the
strictly increasing continuous function of v deﬁned on (αi,+∞) as the inverse of
vi(λ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
λ − d−1
d
β− − 1d β
l−1− (λ−β+)−β l−1+ (λ−β−)
β l−(λ−β+)−β l+(λ−β−) , if i = 1,
λ − d−1
d
β− − 1d β
l−i−1− −β l−i−1+
β l−i− −β l−i+
, if i = 2, 3, . . . , l + 1,
on (2
√
d − 1/d,∞),whereα1 = (d − 2)
√
d − 1/((d − 2)l + d)d andαj =
√
d − 1/(l − j + 2)d for
j = 2, 3, . . . , l + 1. Moreover the multiplicity mi of the eigenvalue λi(v) is independent of v as follows:
mi =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if i = 1,
d − 1, if i = 2,
d(d − 2)(d − 1)i−3, if i = 3, 4, . . . , l + 1.
In case where v < 0, we have σ(H(v)) = −σ(H(|v|)).
Note thatweuse a kind of combinatorial approach in the proof, and that our results can be extended
to more complicated potentials that have the spherical symmetry with more technical efforts.
The rest of this paper is organized as follows: In Section 2 we give a symmetrizing procedure
for the eigenfunctions of H on Td that is a key idea for the proof of Theorem 1.1. Thanks to the
symmetrization, we can regard the eigenfunctions on Td as those onZ
+, and in Section 3we construct
all the eigenfunctions on Td by lifting those on Z
+. After that we complete the proof of Theorem 1.1.
Finally, in Section 4 we give some examples illustrating our main theorem.
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2. Eigenfunctions on Td and their projection on Z
+
At ﬁrst, let us consider a half one-dimensional lattice Z+; precisely, Z+ = (V(Z+), E(Z+)) such
that
V(Z+)={0, 1, 2, 3, . . .},
E(Z+)={xy; |x − y| = 1and x, y ∈ V(Z+)}.
We consider Schrödinger operators on Z+ with Dirichlet or Neumann boundary condition. Here we
deﬁne Schrödinger operators on Z+ with Dirichlet boundary condition, HD, as
HDf (x) =
{
Hf (x), if x ∈ V(Z+) \ {0},
0, if x = 0,
on l2D(Z
+,m) = {f ∈ l2(Z+,m); f (0) = 0}wherem is the reversible measure, and Schrödinger oper-
ators on Z+ with Neumann boundary condition, HN , just as H on the graph Z+.
Then, let us consider H with a uniform potential on the lth shell of Td. Suppose that f ∈ l2(Td) is an
eigenfunction for the eigenvalue λ of H:
Hf = λf , (1)
and thatx0 isoneof thenearestvertices fromtheorigino such that f (x0) /= 0, that is, f (x) = 0 forevery
x such that d(x, o) < d(x0, o). We express each vertex x of Td as follows: τ(x) = (0, τ1, τ2, . . . , τd(x,o)),
where τ1 = (τ (x))1 ∈ {1, 2, . . . , d} and τn = (τ (x))n ∈ {1, 2, . . . , d − 1} for 2 n d(x, o), and x and
y are adjacent if d(y, o) = d(x, o) − 1 and (τ (y))j = (τ (x))j for j = 1, 2, . . . , d(y, o). Note that τ(o) =
(0). Deﬁne the left shift operator L acting on sequences of integers F = {(i0, i1, i2, . . . , in);
n = 0, 1, 2, . . .} ∪ ∅ by L((i0, i1, i2, . . . , in)) = (i1, i2, . . . , in) for n 1 and L((i0)) = L(∅) = ∅, and the
joint operator J : F × F → F by J((i0, . . . , im), (j0, . . . , jn)) = (i0, . . . , im, j0, . . . , jn) and J(η,∅) =
J(∅, η) = η for η ∈ F . Also deﬁne f1 as follows: if x0 = o,
f1(x) =
⎧⎪⎪⎨⎪⎪⎩
f (x0), if x = x0,
1
d
∑
τ(y)=J((0,j),L2(τ (x)))
j∈{1,2,...,d}
f (y), if x ∈ Xk(x0),
and if x0 /= o,
f1(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
f (x0), if x = x0,
1
d−1
∑
τ(y)=J(J(τ (x0),(j)),Ln0+2(τ (x)))
j∈{1,2,...,d−1}
f (y), if x ∈ Xk(x0),
0, otherwise,
where n0 = d(x0, o), and Xk(x0) = {x; d(x, o) = d(x0, o) + k, d(x, x0) = k} for k 1.
Next deﬁne fk for k 2 inductively as follows:
fk(x) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f (x0), if x = x0,
fj(x), if x ∈ Xj(x0) for 1 j k − 1,
1
d−1
∑
τ(y)∈Ω(x0;x,k)
fk−1(y), if x ∈ Xj(x0) for j k,
0, otherwise,
whereΩ(x0; x, k) = {J(J(τ (x0), (1, 1, . . . , 1︸ ︷︷ ︸
k−1
, j)), Ln0+k+1(τ (x))); j ∈ {1, 2, . . . , d − 1}}.Obviously fk ∈
l2(Td) and satisﬁes (1). Note that fk(x) = fk(y) for x, y ∈ Xj(x0), 1 j k. Then we can deﬁne f∞ as
follows:
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f∞(x) =
⎧⎨⎩
f (x0), if x = x0,
fk(x), if x ∈ Xk(x0) for k 1,
0, otherwise.
Again f∞ ∈ l2(Td) and satisﬁes (1).
Now we construct the function f˜∞ on Z+ from the above f∞ on Td; if x0 /= o,
f˜∞(k) =
⎧⎨⎩
0, if k = 0,
f∞(x0), if k = 1,
f∞(x), if k 2 for x ∈ Xk−1(x0),
and if x0 = o,
f˜∞(k) =
{
f∞(x0), if k = 0,
f∞(x), if k 1 for x ∈ Xk(x0).
Then it is easy to see that f˜∞ is an eigenfunction for λ, which is the same as in (1), of the following
Schrödinger equation associated with a non-simple random walk on Z+;{
f˜∞(0) = 0, if x0 /= o,
f˜∞(1) + V˜(0)f˜∞(0) = λf˜∞(0), if x0 = o, (2)
1
d
f˜∞(k − 1) + d − 1
d
f˜∞(k + 1) + V˜(k)f˜∞(k) = λf˜∞(k), for k 1, (3)
where
V˜(k) =
{
vδl−d(x0,o)+1(k), if x0 /= o,
vδl(k), if x0 = o,
and δx(y) = δx,y is the Kronecker’s delta. Remark that (3) with the former of (2) is the Schrödinger
operator HD with Dirichlet boundary condition on Z
+ and (3) with the latter of (2) is that HN with
Neumann one on Z+. Both operators deﬁned as (2) and (3) are self-adjoint on l2(Z+,m0), where m0
is a reversible measure on Z+ such thatm0(k) = d(d − 1)k−1 for k 1 andm0(0) = 1.
We show the symmetrizing procedure and the projection visually in Fig. 1.
Fig. 1. Symmetrizing eigenfunctions on Td and projecting them onto Z
+ .
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Deﬁne a unitary operator U : l2(Z+,m0) → l2(Z+) as follows:
U(f˜ (0)) = f˜ (0),
U(f˜ (k)) = d1/2(d − 1)(k−1)/2 f˜ (k), for k 1.
Then the Schrödinger operator corresponding to (3) with the boundary condition (2) is unitarily
equivalent to the Jacobi matrix corresponding to (5) and (6) with the boundary condition (4) by U:{
g(0) = 0, if x0 /= o,
d−1/2g(1) + V˜(0)g(0) = λg(0), if x0 = o, (4)
1√
d
g(0) +
√
d − 1
d
g(2) + V˜(1)g(1) = λg(1), (5)
√
d − 1
d
g(k − 1) +
√
d − 1
d
g(k + 1) + V˜(k)g(k) = λg(k), for k 2. (6)
Summarizing the above arguments, we obtain:
Proposition 2.1. If we have an eigenvalue λ of H on l2(Td), then we have the same eigenvalue λ of the
operator corresponding to (5) and (6) with the boundary conditions (4) on l2(Z+).
Then we have the following lemma:
Lemma 2.1. There is no embedded eigenvalue of H on Td.
Proof. If we have an eigenvalue λ ∈ [−2√d − 1/d, 2√d − 1/d] of H, we have the eigenfunction
Uf˜∞ ∈ l2(Z+) for this eigenvalue λ of the self-adjoint operator (5) and (6) with the boundary condi-
tions (4) by Proposition 2.1.Uf˜∞ must satisfy the following equation for large k, because V˜(k) is ﬁnitely
supported:
1
2
(Uf˜∞(k + 1) + Uf˜∞(k − 1)) = λ˜Uf˜∞(k),
where λ˜ = dλ/2√d − 1. Thus we have Uf˜∞(k) = C+αk−N0+ + C−αk−N0− for kN0, where N0 is suf-
ﬁciently large and α± = λ˜ ±
√
λ˜2 − 1. Noticing |λ˜| 1, we have Uf˜∞ /∈ l2(Z+), because |α±| = 1.
This is a contradiction, and we have proved the lemma. 
By using theMourre estimate of Allard and Froese [3] and the lemma above, we immediately obtain
that the essential spectrum ofH is absolutely continuous. Note that in [3] they concern the binary tree
only, but we can obtain the same results on the regular trees in the same way as they did.
Finally in this section, we give the estimate for the number of eigenvalues of H. In general, let us
assume that the potential V(·) is ﬁnitely supported on the vertex set V(G) of the graph G:
n+ = #{x ∈ V(G); V(x) > 0},
n− = #{x ∈ V(G); V(x) < 0},
n = n+ + n− < ∞.
Proposition 2.2. Let A be a self-adjoint operator on a graph G. Then we have
#{λ ∈ R; λ is an eigenvalue of A + Vsuch that λ > sup σ(A)} n+, (7)
#{λ ∈ R; λ is an eigenvalue of A + Vsuch that λ < inf σ(A)} n−. (8)
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Proof. We prove the inequality (7) only for the n+ part; in a similar way, we can prove (8). If
sup σ(A) = +∞, (7) is obvious. Suppose sup σ(A) < +∞ and
#{λ ∈ R; λ is an eigenvalue of A + V such that λ > sup σ(A)} n+ + 1,
then we have at least n+ + 1 orthogonal eigenfunctions fk (k = 1, 2, . . . , n+ + 1) for the eigen-
values λk > sup σ(A) (k = 1, 2, . . . , n+ + 1) of H. Arranging the linear combination of fk ’s
(k = 1, 2, . . . , n+ + 1), we obtain g = ∑n++1k=1 ckfk /≡ 0 such that g(xj) = 0 (j = 1, 2, . . . , n+), where
V(xj) > 0 (j = 1, 2, . . . , n+).Then we have
sup σ(A)<
〈(A + V)g, g〉
〈g, g〉
= 〈Ag, g〉〈g, g〉 +
∑
x∈V(G) d(x)V(x)|g(x)|2∑
x∈V(G) d(x)|g(x)|2

〈Ag, g〉
〈g, g〉 ,
which means that A has spectra greater than sup σ(A). This is a contradiction and we have (7). 
The above proposition is a kind of generalization of the result in [11], which is for the Laplacian
on Z.
Denote by nl the number of vertices on the lth shell of Td:
nl =
⎧⎨⎩1, if l = 0,
d(d − 1)l−1, if l 1.
Combining Proposition 2.2 and Lemma 2.1, we have the following.
Lemma 2.2. The number of the eigenvalues of H is at most nl.
3. Construction of the eigenfunctions of H
In this section we construct the eigenfunctions of H on Td from those of Schrödinger operators on
Z+: one from Neumann boundary condition, and d − 1 +∑l−1k=1 d(d − 2)(d − 1)k−1 from Dirichlet
ones if l 1.After allwehavenl eigenfunctionsofH for sufﬁciently largev.Moreoverweshowthat there
exists no other eigenfunction for small v, and that themultiplicities of the eigenvalues are independent
of v.
3.1. Lifting the eigenfunction on Z+ with Neumann boundary condition
Consider the following Schrödinger equation:
f˜ (1) + vδl(0)f˜ (0) = λf˜ (0), (9)
1
d
f˜ (k − 1) + d − 1
d
f˜ (k + 1) + vδl(k)f˜ (k) = λf˜ (k), for k 1. (10)
The following proposition is obtained by a straightforward calculation.
Proposition 3.1. The Schrödinger operator corresponding to (10)with the boundary condition (9) has one
simple eigenvalue λ >
√
d − 1/d. In addition,
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v =
⎧⎪⎨⎪⎩
v0(λ) = λ − β−, if l = 0,
v1(λ) = λ − d−1d β− − 1d β
l−1− (λ−β+)−β l−1+ (λ−β−)
β l−(λ−β+)−β l+(λ−β−) , if l /= 0.
Furthermore v0(λ) and v1(λ) are continuous on (2
√
d − 1/d,∞).
Denote by f˜1 the eigenfunction corresponding to the eigenvalue λ of (10) with the boundary con-
dition (9). We construct f1 on Td from the eigenfunction f˜1 on Z
+ as f1(x) = f˜1(k) for d(x, o) = k,
x ∈ Xk(o). Obviously f1 is the eigenfunction for λ of H on Td.
Lemma 3.1. v0(λ) and v1(λ) are strictly increasing for λ > 2
√
d − 1/d, and have the following limits:
lim
λ↘ 2
√
d−1
d
v0(λ)= d − 2
d − 1
√
d − 1
d
,
lim
λ↘ 2
√
d−1
d
v1(λ)= d − 2
(d − 2)l + d
√
d − 1
d
.
Proof. For i = 0or 1, assume that there exists a decreasingpart in vi(λ), then the Schrödinger equation
(10) with the boundary condition (9) has at least 2 eigenvalues greater than 2
√
d − 1/d for some
v = vi(λ), because vi(λ) → +∞ as λ → +∞. This contradicts Proposition 2.2.
Obviously β± have the following limit:
lim
λ↘ 2
√
d−1
d
β± = 1√
d − 1 .
Thus
lim
λ↘ 2
√
d−1
d
v0(λ) = d − 2
d − 1
√
d − 1
d
.
Noticing β l− − β l+ = (β− − β+)
∑l−1
k=0 βk−β
l−k−1+ , we have
lim
λ↘ 2
√
d−1
d
β l−1− (λ − β+) − β l−1+ (λ − β−)
β l−(λ − β+) − β l+(λ − β−)
= (d − 2)l + 2
(d − 2)l + d
√
d − 1.
Thus
lim
λ↘ 2
√
d−1
d
v1(λ) = d − 2
(d − 2)l + d
√
d − 1
d
. 
3.2. Lifting the eigenfunction on Z+ with Dirichlet boundary condition
Firstly, we identify the vertex o on Td with 0 on Z
+. Consider the following Schrödinger equation:
f˜ (0) = 0, (11)
1
d
f˜ (k − 1) + d − 1
d
f˜ (k + 1) + vδl(k)f˜ (k) = λf˜ (k), for k 1. (12)
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The following proposition is also obtained by a straightforward calculation, so we omit the proof.
Proposition 3.2. The Schrödinger operator corresponding to (12) with the boundary condition (11) has
one simple eigenvalue λ >
√
d − 1/d. In addition,
v = v2(λ) = λ − d − 1
d
β− − 1
d
β l−1− − β l−1+
β l− − β l+
.
Furthermore v2(λ) are continuous on (2
√
d − 1/d,∞).
Denote by f˜2 the eigenfunction corresponding to the eigenvalue λ of (12) with the boundary con-
dition (11). We construct f2,j on Td for j = 1, 2, . . . , d − 1 from the eigenfunction f˜2 of the Schrödinger
equation (12) with the boundary condition (11) on Z+ as follows:
f2,j(x) =
⎧⎪⎨⎪⎩
f˜2(d(x, o)), if τ1 = 1,
−f˜2(d(x, o)), if τ1 = j + 1,
0, otherwise,
where τ(x) = (0, τ1, τ2, . . . , τd(x,o)). Obviously f2,j ’s are also eigenfunctions for the eigenvalue λ of H
on Td. f1 and f2,j ’s are mutually independent. Thus we have that the multiplicity of this eigenvalue λ is
d − 1.
Next, we identify x0 such that d(x0, o) = n (1 n l − 1) with 0 on Z+. The number of such x0 is
d(d − 1)n−1. We consider the following Schrödinger equation:
f˜ (0) = 0, (13)
1
d
f˜ (k − 1) + d − 1
d
f˜ (k + 1) + vδl−n(k)f˜ (k) = λf˜ (k), for k 1. (14)
The following proposition is again obtained by a straightforward calculation.
Proposition 3.3. The Schrödinger operator corresponding to (14) with the boundary condition (13) has
one simple eigenvalue λ >
√
d − 1/d. In addition,
v = vn+2(λ) = λ − d − 1
d
β− − 1
d
β l−n−1− − β l−n−1+
β l−n− − β l−n+
.
Furthermore vn+2(λ) are continuous on (2
√
d − 1/d,∞).
Denote by f˜n+2 the eigenfunction corresponding to the eigenvalue λ of (14) with the boundary
condition (13). We construct fn+2,j on Td for j = 1, 2, . . . , d − 2 from the eigenfunction f˜n+2 of the
Schrödinger equation (14) with the boundary condition (13) on Z+ as follows:
fn+2,j(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
f˜n+2(d(x, o) − n), if d(x, o) > n, τn = (τ (x0))n,
and τn+1 = 1,
−f˜n+2(d(x, o) − n), if d(x, o) > n, τn = (τ (x0))n,
and τn+1 = j + 1,
0, otherwise,
whereτ(x) = (0, τ1, τ2, . . . , τd(x,o)).Obviously fn+2,j ’s areeigenfunctions forλofH onTd. f1 and fn,j ’s are
mutually independent. Thus we have that the multiplicity of this eigenvalue λ is d(d − 1)n−1(d − 2).
Lemma 3.2. Let n ∈ {0, 1, . . . , l − 1}, then vn+2(λ) is strictly increasing for λ > 2
√
d − 1/d, and has a
limit
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lim
λ↘ 2
√
d−1
d
vn+2(λ) = 1
l − n
√
d − 1
d
.
Proof. The proof is the same as in Lemma 3.1. 
3.3. Nonexistence of other eigenfunctions
If v >
√
d − 1/d, we have nl eigenvalues in the previous subsections and no other ones by Lemma
3.2. Here let v
√
d − 1/d; we show that there is no other eigenfunction that is orthogonal to those
we have constructed in the above. Assume that there exists such an eigenfunction g0 with ‖g0‖ = 1
for μ0(v). By differentiating the both sides of the Rayleigh relation with respect to v, we have
μ′0(v) = 〈H′(v)g0(v), g0(v)〉
= d ∑
x∈{x;d(x,o)=l}
|g0(v)(x)|2.
Remark that it holdsμ′0(v) /= 0, since g0(v) cannot be an eigenfunction of on Td. Thus we have 0 <
μ′0(v) 1. By 1-parameter perturbation theory (cf. [12]),μ0(v) can be extended analytically (possibly
except a ﬁnite number of points) to v >
√
d − 1/d, andwehave nl + 1 eigenvalues;which contradicts
Lemma 2.2. Thus our eigenvalues and eigenfunctions exhaust all those ofH. We summarize these facts
in Sections 3.1–3.3.
Proposition 3.4. If l = 0, there is no eigenvalue for 0 < vα0 and a simple one for α0 < v,where α0 =
(d − 2)√d − 1/(d − 1)d. If l = 1, 2, . . . , the eigenvalues of H is Pn(v) = {λi(v) ; i = 1, 2, . . . , n(v)},
where
n(v) =
⎧⎨⎩
0, if 0 < vα1,
j, if αj < vαj+1 for j = 1, 2, . . . , l,
l + 1, if αl+1 < v,
P0 = ∅ and λi(v) > λi+1(v) > 2
√
d − 1/d for each i = 1, 2, . . . , l and any v. Here α1 = (d − 2)√
d − 1/((d − 2)l + d)d and αj =
√
d − 1/(l − j + 2)d for j = 2, 3, . . . , l + 1.
3.4. Multiplicities of the eigenvalues
We prove that the multiplicitymi of the eigenvalue λi(v) is independent of v. Since vi(λ) is strictly
increasing by Lemmas 3.1 and 3.2, λi(v) is an inverse function of vi(λ). Also note that λi(v)’s are
continuous with respect to the parameter v (cf. [12]). So we only have to prove the following.
Lemma 3.3. vi(λ)’s (i = 1, 2, . . . , l + 1) do not intersect each other for λ > 2
√
d − 1/d.
Proof. Recall thatβ+ > β− forλ > 2
√
d − 1/d. Suppose vj and vk (j /= k, 2 j, k l) intersect. Then
there exists some λ > 2
√
d − 1/d such that
λ − d − 1
d
β− − 1
d
β
j−1
− − β j−1+
β
j
− − β j+
= λ − d − 1
d
β− − 1
d
βk−1− − βk−1+
βk− − βk+
.
Thus we have
β+ = β−,
which is a contradiction.
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Next suppose v1 and vj (2 j l) intersect. Then there exists some λ > 2
√
d − 1/d such that
λ − d − 1
d
β− − 1
d
β l−1− (λ − β+) − β l−1+ (λ − β−)
β l−(λ − β+) − β l+(λ − β−)
= λ − d − 1
d
β− − 1
d
β
j−1
− − β j−1+
β
j
− − β j+
.
Thus we have
λ − β+
λ − β− =
(
β+
β−
)l−j
,
which is a contradiction, since β+ > β− and l j. 
Thus the multiplicitymi of the eigenvalue λi(v) is independent of v as follows:
mi =
⎧⎨⎩
1, if i = 0, 1,
d − 1, if i = 2,
d(d − 2)(d − 1)i−3, if i = 3, 4, . . . , l + 1,
and we have completed the proof of Theorem 1.1.
4. Examples
Let us give some examples of our theorem. We put d = 3 and l = 3, then we have Fig. 2 for v > 0.
• −2√2/3 λ 2√2/3 is the essential spectrum which contains no eigenvalues.
• If 0 < v = v0 
√
2/18, the horizontal line v = v0 does not cross any vj(λ), j = 1, 2, 3, 4, so the
spectrum has no eigenvalue.
• If√2/18 < v = v0 
√
2/9, the horizontal line v = v0 crosses v1(λ) only once, so the spectrum
has only one eigenvalue λ1 > 2
√
2/3 with simple multiplicity.
• If√2/9 < v = v0 
√
2/6, the horizontal line v = v0 crosses v1(λ) and v2(λ), so the spectrum
has two eigenvalues λ1 > λ2 > 2
√
2/3 with multiplicities 1 and 2, respectively.
• If √2/6 < v = v0 
√
2/3, the horizontal line v = v0 crosses v1(λ), v2(λ) and v3(λ), so the
spectrum has three eigenvalues λ1 > λ2 > λ3 > 2
√
2/3 withmultiplicities 1, 2 and 3, respec-
tively.
• If v = v0 >
√
2/3, the horizontal line v = v0 crosses v1(λ), v2(λ), v3(λ) and v4(λ), so the
spectrum has four eigenvalues λ1 > λ2 > λ3 > λ4 > 2
√
2/3 with multiplicities 1, 2, 3 and 6,
respectively, and there appear no more eigenvalues other than those 4 ones shown in Fig. 2.
Fig. 2. Uniform potential on the 3rd shell of T3.
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