Biological systems which have been experimentally verified to be robust to significant changes in their environments require mathematical models which are themselves robust. In this context, a necessary condition for model robustness is that the model dynamics should not be sensitive to small variations in the model's parameters. Robustness analysis problems of this type have been extensively studied in the field of robust control theory, and have been found to be very difficult to solve in general. This paper describes how some tools from robust control theory and nonlinear optimisation can be used to analyse the robustness of a recently proposed model of the molecular network underlying adenosine 3 ′ , 5 ′ -cyclic monophosphate (cAMP) oscillations observed in fields of chemotactic Dictyostelium cells. The network model, which consists of a system of seven coupled nonlinear differential equations, accurately reproduces the spontaneous oscillations in cAMP observed during the early development of D. discoideum. The analysis in this paper reveals, however, that very small variations in the model parameters can effectively destroy the required oscillatory dynamics.
I. INTRODUCTION
In [1] , a network model of interacting proteins was proposed that can account for the spontaneous oscillations in adenylyl cyclase activity that are observed in homogeneous populations of Dictyostelium cells four hours after the initiation of development. Analyses of the numerical solutions of the nonlinear differential equations making up the model suggest that it faithfully reproduces the observed periodic changes in adenosine 3 ′ , 5 ′ -cyclic monophosphate (cAMP). In particular, periods, amplitudes and phase relations between oscillations in enzyme activities and internal and external cAMP concentrations were seen to agree well with experimental observations, [1] .
In the recent literature, the issue of "robustness" in biological systems has received considerable attention, see for example [2] , [3] , [4] and references therein. In particular, it has been widely acknowledged that, since biological systems themselves are often extremely robust (loosely speaking, easily able to cope with wide variations in environmental conditions) the mathematical models developed to represent them must also reflect this reality. In addition, since it is generally not possible to measure parameters such as kinetic reaction rate constants exactly, the dynamics of the model should clearly be robust to small variations in such parameters.
Previous analyses of the robustness of the Laub-Loomis Model have been carried out. In [1] , the authors claim that the required stable oscillatory behaviour of the model is preserved even for 25-fold changes in the values of the model parameters, and that such changes only have a minor effect on the frequency of the resulting oscillations. The above results, however, are based on simulations employing "trial and error" changes in one model parameter at a time. In [5] , similar results are reported for one-parameter-at-a-time variations, using a more systematic bifurcation analysis. In the same paper, results are also reported that indicate that the model dynamics may be very sensitive to simultaneous parameter variations, although no systematic way of computing "worst-case" parameter combinations to confirm this hypothesis is presented. In this paper, we validate and extend the analysis approach proposed in [5] by showing how hybrid optimisation can be used to compute worst-case parameter combinations in the model. The study highlights the insight into model robustness which may be gained by combining worst-case robustness analysis (which gives a maximum level of model parameter variations for which the required dynamics are preserved) with hybrid optimisation (which gives a minimum level of model parameter variations for which the required dynamics are destroyed).
It also highlights the importance of measuring the robustness of biochemical network models to multiple simultaneous parameter variations. Although this is a much more difficult task than traditional one parameter at a time robustness/sensitivity analysis, it has a much more convincing biological motivation, and provides much more reliable analysis results.
II. THE BIOCHEMICAL NETWORK MODEL
The Laub-Loomis model for the oscillating biochemical network studied in this paper is shown in Figure 1 . In this model, pulses of cAMP are produced when adenlylate cyclase (ACA) is activated after the binding of extracellular cAMP to the surface receptor CAR1. When cAMP accumulates internally, it activates the protein kinase PKA. Ligand-bound CAR1 also activates the MAP kinase ERK2. ERK2 is then inactivated by PKA and no longer inhibits the cAMP phosphodiesterase REG A.
A protein phosphatase activates REG A such that REG A can hydrolyse internal cAMP. When REG A hydrolyses the internal cAMP, PKA activity is inhibited by its regulatory subunit, and the activities of both ACA and ERK2 go up. Secreted cAMP diffuses between cells before being degraded by the secreted phosphodiesterase PDE. The set of nonlinear differential equations proposed to describe the above dynamics is given by ([1], [5] )ẋ
whereẋ i is the derivative of x i with respect to time, i.e.,ẋ i = dx i /dt, each x i is the concentration of the following: x 1 is the ACA, x 2 is the PKA, x 3 is the ERK2, x 4 is intracellular REG A, x 5 is internal cAMP, x 6 is external cAMP, and x 7 is high-affinity cell surface cAMP receptor CAR1.
The nominal values for the kinetic constants, k i , are given in Table I . Note that the above parameter values are slightly different to those given in [1] . This is because, as discussed in [5] , the original paper contained some typographical errors. The values given above are those used in the previous analyses of [5] , and are also those given on the website for the Laub-Loomis Model, http://wwwbiology.ucsd.edu/labs/loomis/network/laubloomis.html. The model produces stable limit cycles in all states. Periods, amplitudes and phase relations between oscillations in enzyme activities and internal and external cAMP concentrations agree well with experimental observations described in [1] -see Figure 2 .
III. ROBUSTNESS ANALYSIS
In this section, two methods for the analysis of uncertain systems are used to evaluate the robustness of the biochemical network model to simultaneous variations in its parameters. The first employs the structured singular value µ, a tool developed in the field of robust control theory to measure the robustness of feedback control systems to various forms of uncertainty. The second uses a recently developed hybrid global/local optimisation algorithm to search for the smallest variation in the model parameters which drives the states of the system to a stable equilibrium point. In the subsequent section, probabilistic robustness analysis and global optimisation methods are used to explore the uncertain parameter space, and provide a biological interpretation of the analysis results.
A. µ-Analysis
The structured singular value µ is defined as [6] :
whereσ(·) denotes the maximum singular value, M(jω) is the frequency response of a linear timeinvariant (LTI) system and B ∆ is a set of possibly real and/or complex uncertain or variable parameters ∆, which has some structure (normally diagonal or block diagonal) and is typically unity norm bounded. In words, the structured singular value is defined as the inverse of the smallest possible uncertainty ∆ which will destabilise the closed loop system shown in Figure 3 . Thus, robustness analysis using the structured singular value requires that the uncertain system be in the form of a known stable LTI system M(jω) connected via a feedback control loop to a matrix of uncertain parameters ∆, a representation which is known as a linear fractional transformation (LFT), [7] , [8] .
The modelling steps required to represent the nonlinear Dictyostelium discoideum network model in this form are described in Appendix A. For our particular problem, ∆ turns out to be a diagonal matrix of real scalars, since the "uncertain" parameters in the system are the kinetic constants represented by the real coefficients k i in the model's differential equations.
The key characteristic of the structured singular value robustness measure is that it provides information on the robustness of the system in the presence of multiple and simultaneous variations in its parameters. This capability is in stark contrast to traditional approaches based on sensitivity analysis, which always assume that only one parameter in the system is varying at a time. In vivo, we can expect that many different parameters in biological systems will differ from their "nominal" values simultaneously, since environmental variations will generally affect multiple parameters in the model.
In addition, the impossibility of measuring most biological variables exactly means that "nominal" values chosen for model parameters must always be subject to significant errors, and therefore the model's dynamics must be robust to the resulting level of uncertainty. The second key advantage of µ-analysis for validation (as opposed to invalidation) of biological models is that, because it is a purely deterministic measure, it can guarantee the robustness of the model, i.e. it can compute a level of uncertainty for which the model is guaranteed to produce the desired dynamics. This is something which stochastic simulation based on Monte-Carlo methods (a typical "robustness measure" used in the analysis of biological models) can never do. The main drawback of employing the structured singular value to measure robustness is that it suffers from the so-called "curse of dimensionality".
This means that the difficulty in computing the value of µ accurately increases with the number of uncertain parameters. In fact, the exact computation of µ is in general a non-polynomial (NP) time problem, [9] , which means that for large numbers of uncertainties we must settle for computing upper and lower bounds on µ. This is not generally a problem as long as the bounds are reasonably close together -the upper bound provides a (possibly conservative) measure of the maximum allowable level of uncertainty, while the lower bound returns a destabilising uncertainty combination and also provides an indication of the possible conservatism of the upper bound.
Application of the standard algorithms for computing µ bounds, [7] , to the above system produced the results shown in Figure 4 . Note that the µ upper bound given in Figure 4 differs significantly from the one computed in [5] , for a number of reasons. Firstly, a more accurate LFT description of the model was derived in this study. Secondly, some programming errors were discovered in the code used to generate the µ bound contained in [5] . The inverse of the peak of the upper bound on µ provides a maximum allowable level of uncertainty for which stable oscillations in the original nonlinear system are guaranteed to persist. From the figure, however, this corresponds to a maximum allowable percentage variation in the parameters k i of only 1/842 = 0.12%, indicating (possibly) very poor robustness indeed. To actually prove poor robustness of the model, however, a lower bound on µ needs to be computed, since the upper bound could be (arbitrarily) conservative. Unfortunately, currently available algorithms, e.g. [10] , for the computation of lower bounds on µ in the case of purely real uncertainty do not handle the case of repeated parameters and are also of exponential time, which means that the required computation time grows exponentially with the number of uncertainties present in the LFT structure. Due to the large number of repeated uncertain parameters present in the LFT generated for this problem (see Appendix A), it was therefore not possible to compute a lower bound on µ and thus establish definitively whether the indicated lack of robustness is in fact true (µ is close to its upper bound), or not (µ is much smaller than the computed upper bound, i.e. the upper bound is conservative). In the next section, however, we show how this issue may be resolved by using a recently developed hybrid global/local optimisation algorithm to search for the smallest variation in the model parameters which drives the states of the nonlinear model to a stable equilibrium point. As will be seen, the possible lack of robustness indicated by the µ-analysis results given above is in fact very close to the true situation.
B. Hybrid Optimisation
In robustness analysis, optimisation algorithms can be used to search for particular combinations of parameters in the uncertain parameter space which maximise or minimise a particular cost function.
Local optimisation methods, e.g. sequential quadratic programming (SQP), [11] , that use gradient information are computationally efficient but can easily get locked into local optima in the case of multimodal search spaces. Global optimisation methods such as Genetic Algorithms (GAs) [12] , on the other hand, use stochastic search and evolutionary principles to try to approach the true global optimum, albeit at the cost of vastly increased computation times. In the recent literature, several researchers have proposed combining the two approaches, ( [13] , [14] ), and in [15] , some guidelines are provided on designing hybrid GAs (HGAs), along with experimental results and supporting mathematical analysis.
In this study, we use a hybrid GA/SQP optimisation algorithm which was originally developed for the robustness analysis of aircraft flight control laws, [16] . The algorithm uses a version of a probabilistic switching scheme proposed in [15] . The scheme is based on the idea of associating a reward (or gain) with each method which reflects the effectiveness of that method at each iteration. The reward associated with each method then determines the probability of that method being chosen at the next iteration. A simple way to assign a reward is with a weighted geometric average [15] :
where W κ denotes the weighted reward, R κ is the reward at the iteration κ, and c is a constant in
, which is a design parameter. The resulting switching algorithm is summarised in Appendix B.
To avoid getting trapped in local optima, at the beginning of the optimisation the GA should have a higher probability to be chosen than the local algorithm. Hence, initially the weights for the GA and the local algorithm are given as 0.9 and 0.1, respectively. The HGA scheme starts from a randomly generated population of candidates. The initial guess for the local algorithm is taken from the population depending on the calculation mode. There are two modes in the algorithm, search and confirm. In search mode, the initial guess is chosen from the two best in the population. In confirm mode, the initial guess is chosen from a subset of the population, chosen to be far away from the current best. From here onwards the decision-making is done based on probability matching depending on the rewards associated with each of the optimisation schemes. The probability of selecting the GA at any iteration can be calculated from the following equation [15] :
A random number generator simulates a coin toss and depending on the result one of the optimisation schemes is chosen and proceeded with. If the scheme chosen is global optimisation, it proceeds with only one generation. If the local scheme is chosen, then the optimisation runs until it either converges or reaches the defined maximum number of cost function evaluations. At the end of a run of either of the optimisation schemes, the improvement achieved above the value of the best solution prior to the optimisation run is checked. The reward for a particular, local or global, optimisation is assigned, the probabilities are updated and the sequence is repeated until no improvement occurs from either of the two methods. To apply the hybrid algorithm to test the robustness of the model's limit cycle the following cost function is defined to be minimized:
in the range of [0, ∞), and t 0 and t f are chosen as 300 and 600 minutes, respectively. Note that δ now includes all δ i from i = 1 to 14 unlike in the µ-analysis where δ 7 could not be included. The reason for this choice of cost function is that the state derivative has to be zero whenever the limit cycle does not exist. The nonzero initial integration lower bound, t 0 = 300 minutes, is chosen to reduce the effect of initial transient responses on the cost function optimisation. Hence, the hybrid algorithm tries to find a δ combination within the allowable level of parameter variation given by p δ , which minimises the cost function. After the minimum is found by the algorithm, it should be checked whether the state converges to an equilibrium point or not by integrating the nonlinear differential equations with the given values for the k i for a number of different initial conditions. Depending on the existence of a limit cycle, p δ is then increased or decreased until the minimum p δ , denoted p * δ , is found to whatever desired accuracy. Results of the application of the hybrid optimisation algorithm are shown in Figure   5 , which shows the internal cAMP trajectories with the optimal combination of uncertainties inside the set ∆ for three different values of p δ . For all three cases, the optimal δ minimising the cost J occurs at the same boundary point, i.e.,
From the figure, it can be clearly seen that even for p δ equal to 0.6 (corresponding to a maximum of ± 0.6% variation in the parameters) the optimisation algorithm is able to find a parameter combination that destroys the limit cycle in the network model. As the allowable variation in the model parameters is increased, the rate of decay of the oscillations becomes progressively more rapid -for a ±2% variation the oscillations have completely ceased in less than 6 hours, whereas in laboratory experiments Dictyostelium cells were observed to oscillate with a constant amplitude for 12-18 hours before they formed a spore. Thus our results confirm the poor robustness properties indicated in the previous µ-analysis, i.e. extremely small changes in the values of the model's parameters can destroy the required oscillatory behaviour.
IV. EXPLORATION OF THE PARAMETER SPACE AND BIOLOGICAL

INTERPRETATION OF THE ANALYSIS RESULTS
In the above analysis, we concentrated on computing the smallest destabilising combination of the uncertain parameters, which provides a "worst-case" analysis of the robustness properties of the system.
In this section we attempt to estimate how many other points, or indeed regions, in the parameter space exist which also destroy the limit cycles observed in the nominal model. Such information can be provided by probabilistic robustness analysis methods, [17] , [18] or Monte Carlo integration [19] .
We also attempt to characterise the "shape" of the destabilising region in the parameter space relative to the worst-case uncertainty combination, and discuss the corresponding biological interpretation and implications of these results.
To define the region in the parameter space where the limit cycle does not exist, we first define the boundary of the region. The worst ∆ for p δ equal to 0.6 is given by ∆ * = (0.6/100)diag[δ * ], where δ * is equal to (6) and the corresponding cost J(∆ * ), (5), is equal to 4.21. This value is chosen as the maximum bound of the cost so that the limit cycle is destabilised whenever the cost is smaller than this. As shown in Figure 5 , for p δ = 2 the oscillations in the system have almost completely degraded within six hours. Hence, for p δ ≥ 0.6 multiple points and/or connected regions may exist in the uncertain parameter space for which the cost is less than 4.21, as shown schematically in twodimensions in Figure 6 . Denote the set of all such points/regions as the bad set, S bad , which is defined
Among the elements of S bad , the elements intersecting the region where p δ is less than 2, i.e. the inside of the larger box in Figure 6 , is denoted S bad p δ ≤2 , and is defined by
Now, we can calculate the relative volume of S bad p δ ≤2 to the total volume of the parameter space for p δ ≤ 2 by Monte Carlo integration [19] . N uniformly distributed random points, δ 1 , δ 2 , . . ., δ N , are generated, where each δ i for i = 1, 2, . . . , N is a vector in the 14-dimensional uncertain parameter space. The relative volume is then obtained as
where n is the number of elements among N-random samples which are in the set S bad p δ ≤2 . The number, 26462, corresponds to the Chernoff bound which provides a 99.9% confidence level that 4.55% is within ±1% of the true value of the relative volume, [17] , [18] . This result clearly shows that a small but significant proportion of the uncertain parameter space is made up of combinations of the kinetic parameters that destroy the required stable limit cycle dynamics, i.e. it is not the case that only one particular combination of the uncertain parameters is problematic.
The next question of interest is how the set of destabilising parameters identified above is distributed throughout the uncertain parameter space, i.e. are they uniformly dispersed or concentrated in certain specific regions? To answer this, we define an angle
where x bad = (2/100) δ, δ is such that ∆ = (2/100)diag[δ] ∈ S bad p δ ≤2 , and x worst = (2/100) δ * . This allows the 1203 destabilising vectors to be mapped into two dimensional space such that
The results of this operation are shown in Figure 7 , which seems to suggest that the majority of the elements of S bad p δ ≤2 are concentrated between 27
• and 86
• away from the worst-case uncertainty combination, which occurs on the boundary of the set. This seemingly counter-intuitive result (we would expect most of the destabilising uncertainties to be clustered near the global worst-case) was clarified by using a Genetic Algorithm to search for a population of smallest destabilising uncertainties (recall that the Hybrid algorithm discussed previously searched for the single global optimum). In this analysis, the GA was run with the population size set at 2000 and the maximum number of generations set equal to 5. The results for maximum allowable uncertainty sizes of 1% and 2% are shown in Figure   7 , respectively. As can be seen, the set of points found by the GA is much more closely concentrated near to the worst-case direction. Because in terms of relative volume the region of S bad p δ ≤2 close to the worst-case direction is very small, no point was found from 0
• to 27
• by the Monte Carlo method.
Global optimisation, however, reveals that many destabilising points exist in a region close to the true worst-case.
Finally, the mean and the standard deviation of the elements of S bad p δ ≤2 are shown in Table II . In terms of mean values, the smallest three and the biggest two parameters are δ 13 , δ 11 , δ 1 and δ 14 , k 12 .
Our robustness analysis shows that the model's limit cycle dynamics are most easily destabilised when parameters k 1 , k 11 and k 13 are decreased while parameters k 12 and k 14 are increased. Interestingly, all five of these parameters are involved in the upper positive feedback loop in the Dictyostelium discoideum model. Since external cAMP, CAR1 and ACA form a positive feedback loop, the above result indicates that inhibition of the strength of this feedback, i.e. k 1 , k 11 and k 13 , and enhancement of the self-degradation of components in the feedback, i.e. k 12 and k 14 , will most easily destroy the limit cycle. This suggests that, under the hypotheses on which this model is based, proper functioning of this positive feedback loop is crucial in order to maintain cAMP oscillation in Dictyostelium cells.
It is also interesting to note that two previous experimental studies have been published using mutant strains of Dictyostelium discoideum which targeted genes involved in this feedback loop, and in both cases signaling stopped. In [20] , cells lacking CAR1 failed to chemotax and did not aggregate. In
[21], cells lacking ACA did not signal and did not express early aggregation genes such as CAR1.
Further experimental work in this direction would do much to clarify the biological mechanisms at work in this system, and this is the subject of current research by the authors.
V. CONCLUSIONS
In the recent Systems Biology literature, the concept of robustness has been proposed as a key indicator of validity for models of many types of biological systems. This study highlights how system theoretic analysis tools such as the structured singular value µ and Global/Hybrid Optimisation can be used to provide insight into the robustness of biochemical network models. µ-analysis methods provide allowable levels of parameter variations for which model robustness is guaranteed (something that optimisation-based search can never do). On the other hand, hybrid global/local optimisation methods can overcome the computational complexity of certain robustness analysis problems and hence compute actual worst-case parameter combinations that can be used to check the theoretical robustness levels predicted by µ-analysis.
In this paper the above analysis methods were developed and applied to analyse the robustness of a model of the biochemical network underlying limit cycle oscillations in enzyme activities and internal and external cAMP concentrations in Dictyostelium cells. The resulting analysis revealed an extreme lack of robustness to certain very small variations in the values of the kinetic constants which are specified as parameters in the model. Monte-Carlo simulation and global evolutionary optimisation methods were used to search the parameter space with a population of candidate solutions. As a result, it could be established that destabilising parameter variations occur throughout a region in the uncertain parameters space, and hence their existence cannot be dismissed as statistically insignificant.
Furthermore, the worst-case "direction" for variations in the uncertain parameter space has a plausible biological explanation, since it corresponds to multiple parameters in the model acting simultaneously to reduce the effect of the external cAMP, CAR1 and ACA positive feedback loop.
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A. Transformation of the Model to Linear Fractional Form
In this Appendix, we briefly describe the process of transforming the original nonlinear oscillatory model into a form which can be used for µ-analysis. Let the original nonlinear differential equations, (1), be written in compact form asẋ
where
is given by (1), and the superscript T is the transpose of a vector or matrix. With the nominal values of k, which are given in Table I , the model exhibits stable limit cycle trajectories with a period of approximately 7.4 minutes in all states.
To obtain the limit cycle model, the following harmonic balance method is used: first, the solution following the limit cycle, i.e., the nominal trajectory x * i (t), can be written as a Fourier series
with phase shifts φ n,i for i = 1, 2, . . . , 7. Since the oscillations of the states of the system are closely approximated by simple harmonic oscillations with a constant offset, only the Fourier series up to the first order are used and the remaining terms higher than the first order are neglected. The substitution of this Fourier series into the original equations leads to a series of real algebraic equations for the coefficients, which can easily be solved using standard numerical software packages. Now, the nonlinear differential equation can be linearised about the nominal solution,
To do this, the solution is perturbed as follows:
where δx(t) is an arbitrary small perturbation away from x * (t). Differentiating both sides with respect to time yieldsẋ
Note that δẋ(t) is not the small perturbation ofẋ(t) but the differentiation of δx(t) with respect to time, which can be approximated as follows:
where the Jacobian, ∂f (x * (t), k)/∂x * (t), is equal to ∂f (x(t), k)/∂x(t) and we have substituted x(t) for x * (t). We now write k as:
where the nominal values,k i , i.e., when δ i is equal to zero, are given in Table I for i = 1, 2, . . . , 14.
Now, since the Jacobian is a function of k, it can be decoupled as follows:
where A 0 (x * (t),k) is the Jacobian matrix with all parameters at their nominal value, and∆ is a diagonal matrix containing all the uncertainties δ i given bỹ
Note that δ 2 , δ 6 , δ 8 , and δ 10 are repeated two times, respectively and the dimension of the resulting matrix is therefore 17 even though the actual number of uncertain parameters is 13. Note also that because k 7 in (1) is not multiplied by any x i , the Jacobian is not a function of k 7 and thus this parameter does not appear in the uncertain matrix. Expressions for A 0 (x * (t),k), B 0 , and C 0 (x * (t),k)
above can be found in [5] . In this study, matrix manipulations were used to reduce the dimension of ∆ to its minimal size of 13, to give:
For this∆, the corresponding A 0 (x * (t),k) remains the same as before, i.e., the Jacobian of (1) evaluated at x(t) = x * (t). However, the B 0 and C 0 (x * (t),k) matrices are changed to:
for (i, j) equal to (1, 1), (2, 3), (3, 5) , (5, 8) , (6, 10) , (7, 12) , and
for (i, j) equal to (1, 2), (2, 4) , (3, 6) , (4, 7), (5, 9), (6, 11), (7, 13) , and otherwise B 0 (i,j) is equal to zero, where B 0 (i,j) is the i-th row j-th column element of B 0 and the size of B 0 is 7×13. C 0 is a 13×7 matrix, which is given by
and otherwise C 0 (i,j) is equal to zero. As a result, the linear time varying differential equation for the perturbation is given by
wherew(t) =∆ỹ(t). Note that A 0 and C 0 are state dependent, i.e., time varying matrices. Because 1/µ is defined as the smallest norm of∆ such that (24) is destabilised, the smallest destabilising perturbation in k is sought in µ-analysis. Then, whenever the perturbation in k is inside this norm bound, the perturbation δx(t) goes to zero as time increases. As a result, the original limit cycle will be stable and robust with respect to perturbations in k. However, to apply standard µ-analysis tools, all the matrices in (24) must be constant. To this end, the following further steps are required. Using a zero-order hold with a sampling time, h equal to T /n, where n is initially chosen equal to eight, (24) can be discretised as follows:
and the state transition matrix, Φ(·, ·) is given by 
and at κ = 2
Now, substituting (28a) into (29) we get
for some positive integer p and q, with p strictly less than q. Note that the sequence of multiplication cannot be changed in general. Now,w 
Repeating this procedure until κ equals n, which is the number of sample points in one period of the limit cycle, the following equations are obtained:
is equal to∆ nỹ κ+n κ , and∆ n is the block diagonal matrix with∆ repeated n-times. Note that all the matrices,
Since the same ∆ is repeated n-times, we can rearrange the∆ as follows:
by defining the row re-ordering matrix F such that
where F T F = I 17n . Thus, Equation (33) is transformed into:
where y . Finally, using a zero-order hold or some other sampling methods, Equation (36) is transformed back to the continuous time domain with the sampling time T , to give δẋ(t) = A c δx(t) + B c w(t) (37a)
where w(t) is equal to ∆ y(t). Thus, a linear time-invariant system is obtained in the standard form so that µ-analysis techniques can be applied, i.e. M(jω) in Figure 3 is given by
where I 7 is a 7×7 identity matrix. Now, the final issue to be resolved concerns the effect of varying the number of samples in one period, i.e., n, on the final LTI system. For example, for n equal to eight the eigenvalues of the nominal system, i.e., the eigenvalues ofÃ c , are given by
However, for n equal to 39, the eigenvalues are given by
Since the positions of the eigenvalues are effectively unchanged for n > 39, this value was used for the subsequent µ bound computations. . Conceptual plot of no-limit-cycle region in 2-dimensional uncertain parameter space. ∆ * is equal to (0.6/100)diag[δ * ] where δ * is given by (6) . S p δ ≤0.6 and S p δ ≤2 are the regions where the absolute value of δi and δj is less than 0.6/100 or 2/100, respectively. Since the stable limit cycle doesn't exist with ∆ * , the region where the cost function, (5), is less than J(∆ * ) = 4.21 is the region where the limit cycle is not sustained. Here, this region is defined by Sbad. To investigate the distribution of the elements of Sbad in the uncertain parameter space the bad-set elements are mapped into a two-dimensional plane by measuring the angle and the relative magnitude from the worst parameter combination vector, which is defined by xworst = (2/100)δ * and δ * as given by (6) . The angle, θ, is defined by cos −1 [xbad · xworst/( xbad 2 × xworst 2)], where xbad is the uncertain parameter combination which destabilises the limit cycle. Then, xbad is mapped into the two-dimensional plane, (x, y), as follows: x = xbad 2/ xworst 2 cos θ and y = xbad 2/ xworst 2 sin θ. By definition, xworst is parallel to the x-axis and has unit length. The bad set elements, xbad, found by the Monte Carlo method are indicated by ' * '. As shown in the figure, most of the bad-set elements found using Monte Carlo simulation are located away from the worst direction by at least 27
B. Hybrid Genetic Algorithm
• . In contrast, use of a genetic algorithm with a large population size (2000) and a small number of generations (5) produced a set of destabilising parameters which are much closer to the worst-case direction.
