Color constancy is the ability to measure colors of objects independent of the light source color. Various methods have been proposed to handle this problem. Most of them depend on the statistical distributions of the pixel values. Recent studies show that incorporation image derivatives are more effective than the direct use of pixel values. Based on this idea, a novel edge-based color constancy algorithm using support vector regression (SVR) is proposed. Contrary to existing SVR color constancy algorithm, which is computed from the zero-order structure of images, our method is based on the higher-order structure of images. The experimental results show that our algorithm is more effective than the zero-order SVR color constancy methods.
Introduction
An image recorded by a camera depends on three factors: the physical content of the scene, the illumination incident on the scene, and the characteristics of the camera [1] . Color constancy is the ability to measure colors of objects independent of the illuminant color. It is important for a large variety of applications such as object recognition, scene understanding, image reproduction as well as digital photography.
So far, there are a number of leading color constancy algorithms. For example, Gray World is a simple color constancy algorithm which assumes that the average reflectance in the scene is achromatic. Another simple color constancy method, called Max RGB, estimates the light source color from the maximum response of the different color channels. Then Finlayson et al. [2] proposed the Shades of Gray method that combines Max RGB and Gray World. Forsyth et al. [3] propose a notable method called Gamut, which assumes that the RGB collection of objects under a certain illuminant falls on a convex hull in RGB color space. Then learning algorithms (e.g. neural network [4] and SVR [5] ) are used to find the relations between the statistical distributions of the pixel values and the light source color.
All the above-described algorithms are based on the zero-order structure of images, which means using the statistical distributions of the original pixel values to estimate the light source color of the image. However, recent research shows that incorporation of higher-order structure of images has several advantages over the direct use of pixel values [6] . This is because image derivatives are invariant with respect to a color offset which comes from diffuse lighting and deviations from the diagonal model. Based on this idea, van de Weijer et al. [6] extend the Shades of Gray method to higher-order structure, producing a new method called Gray Edge. After that, Gijsenij et al. [7] propose a derivative-based Gamut method which extend the Gamut algorithm to higher-order structure. Both of the higher-order methods outperform their corresponding zero-order methods. Following this line, we believe that learning methods can be extended to higher-order and better results will be produced. Hence in this paper, a higher-order color constancy method using SVR is proposed. We choose SVR rather than a neural network because SVR enables inclusion of a minimization criterion into regression, training can be easier. And it achieves a global optimum rather than neural network's local optimum. The procedure of the new proposed method is similar to Xiong's zero-order SVR method [5] . However, there are still two important differences from it. First, our method replaces the direct use of pixel values with using higherorder structure of images. Second, local smoothing with a Gaussian filter is used as a preprocessing step. Experimental results show that our method outperforms the regular SVR color constancy algorithm.
The paper is organized as follows. In Sect. 2, the model of color constancy is introduced. In Sect. 3, an edge-based SVR color constancy method is proposed. In Sects. 4 and 5, the experimental results and the conclusions are presented.
Color Image Formation
The aim of color constancy is to estimate the color of the light source. This estimate is used to transform the original image, so that it appears if it was taken under a canonical (often white) light source. To model this process, in this section, image formation and transformation are considered.
The image values, f = (R, G, B) T , for a Lambertian surface are dependent on the light source spectra e(λ), the surface reflectance spectra s(λ, x) and the camera sensitivity
where x is the spatial coordinate in the image, λ is the wavelength, and ω is the visible spectrum. We assume that the 
However, only the image values f are known, so this is an under-constrained problem. And it therefor cannot be solved without further assumptions. Higher-order color constancy method proves there are relations between image derivatives and the light source color. In the next section, we discuss how the SVR technique can be applied to find such relationship.
Edge-Based Color Constancy via Support Vector Regression
SVR estimates a continuous-valued function that encodes the fundamental interrelation between a set of input vectors and its corresponding output in the training data. For our algorithm, the input vectors represent the derivative information of an image. And its corresponding output is the light source color. So in Sect. 3.1, the steps of constructing the input vectors to represent the image derivatives are given. Then in Sect. 3.2, we discuss how to find the optimal values for SVR parameters.
Input Vectors Construction
We use binarized chromaticity histograms to represent the derivative information of an image. Each image's binarized chromaticity histogram forms an SVR binary input vector in which each component corresponds to a histogram bin. The detailed steps are as follows.
Step 1. For an image f, the partial derivatives can be calculated on the horizontal direction x and vertical direction y,
where f(x i , y j ) is a pixel value of the image. The partial derivatives represent reflectance changes on the corresponding direction. Then, the scene's edge information can be calculated by gradient
As discussed in van de Weijer's study [6] , local smoothing as a preprocessing step is proven to be beneficial for color constancy algorithms. So, a Gaussian smoothing filter G σ , is used to compute a smoothed version of the edge image,
where σ is the standard deviation of the Gaussian filter, called smoothing parameter, ( * ) is convolution operation.
Step 2. In this step, the edge image f edge is transformed to chromaticity edge image f echr by
There are two advantages to use chromaticity space. First, intensity shading is discarded, which varies with the surface geometry and viewing direction, but is most likely unrelated to the illuminations spectral properties. Second, the dimensionality of datasets is reduced from 3D (R, G, B) space to 2D (r, g) space.
Step 3. A binarized histogram is built to represent the chromaticity edge image in this step. We first simple the chromaticity space into n×n bins, B n,n . Each bin is labeled '1' or '0' to indicate the presence or absence of the corresponding chromaticity in the edge image.
Following the zero-order SVR algorithm, we set n = 50 in this paper.
Step 4. For 0 ≤ r, g ≤ 1, only half these bins can ever be filled, so a sparse matrix representation is used to represent the binarized histogram,
where hist(k) is the final input histogram of the SVR. A brief illustration of the steps of histogram construction is shown by Fig. 1 . 
Finding Optimal Values for SVR Parameters
The performance of SVR is known to depend on the kernel function and its corresponding parameters. There are several commonly used kernel functions, different kernel functions work better on some problem domains than others. In this paper, due to its performance in terms of algorithm convergence and robustness, we select the Radial Basis Function (RBF) kernel represented by
where γ is the width parameter of RBF kernel function.
Given a training set of m examples (x i , y i ) with x i ∈ E and y i ∈ R, where E is an Euclidean space with a scalar product denoted (·), we want to estimate the following linear regression
where b ∈ R. For the RBF kernel function, we minimize
where 1 2 ||w|| 2 is a regularization factor, m is the number of images, Risk is the actual risk, C is the regularization parameter, and ε is the insensitivity parameter.
We can see there are three parameters to be set, γ, ε and C. From a practical and empirical standpoint, the bigger the insensitivity parameter ε, the fewer the support vectors, and the higher the error in estimating the illumination. After much experimentation with different ε, we fix its value to be 0.0001.
For γ and C, we use k-fold cross validation to find the optimal values. According to the work in [5] , the possible values for γ and C are chosen from 4 different values γ ∈ {0.025, 0.05, 0.1, 0.2}, and C ∈ {0.01, 0.1, 1, 10}. So, there are 4 × 4 kinds of parameters constitution. In k-fold cross validation, the whole training set is divided evenly into k distinct subsets. For any candidate parameters constitution, we conduct the same process k times during which (k − 1) of the subsets are used to form a training set and the remaining subset is taken as the test set. The median chromaticity angle errors from k trials are averaged to represent the error for that candidate parameters constitution. The parameters constitution leading to the minimum error is then chosen and the final SVR training is done using the entire training set based on the chosen parameters constitution.
From our experiment, we set k = 5, the optimal values for SVR parameters are shown in Table 1 . Table 1 The optimal values for SVR parameters in this paper. 
Experiments
We train and test the proposed edge-based SVR color constancy method on Barnard's [8] set of 321 real images taken with the Sony DXC-930 of 30 scenes under 11 different light sources. Results of other color constancy algorithms on this standard data set are available in [2] - [7] . The implementation of Support Vector Regression is based on the LIB-SVM [9] by Chang and Lin. For evaluation, the angular error between the actual light source colorâ = (r a , g a , b a ) and the estimated light source colorê = (r e , g e , b e ) is computed
where the (.) indicates a normalized vector.
Since it would be biased to train and test on the same set of images, leave-one-out cross validation procedure is used. In this procedure one image is selected for testing and the remaining images are used for training. Repeat this process for 321 times, and one different image is selected for testing each time. Finally the median angular error over the data set is used as an error measure.
From [6] we know the smoothing parameter σ in Eq. (5) affects the performance of color constancy algorithms. So, we measure the median angular errors of our method with different σ, results are shown in Fig. 2 . From this figure, the performance of the proposed color constancy method can be seen as function of the smoothing parameter. The error drops as the smoothing parameter increases, for 7 ≤ σ ≤ 13 the method has the best performance, but after that the error increases. In this paper we set σ = 7, all the results of the proposed method are based on this value.
The experiments in [10] suggest that the median angular error is more appropriate to assess the performance of color constancy algorithms. Based on this conclusion, the median angular errors of multiple color constancy methods are summarized in Table 2 . We divide the six algorithms into three groups. Each group contains a zero-order color constancy method (Shades of Gray, Gamut, SVR) and its Fig. 3 Comparison of zero-order and higher-order methods for the three groups. Table 3 Comparison of higher-order and zero-order methods via the Wilcoxon signed-rank test.
corresponding higher order method (Gray Edge, Edge-base Gamut, Edge-based SVR). We can see for every group, the median angular error decreases when the method updates from zero-order to higher-order, as shown in Fig. 3 (a) . The improved value and rate for each group are shown in Fig. 3 (b) . We can see when extending the color constancy methods to higher-order, their performance improve for about 16% to 19%. To evaluate whether the improvements are statistically significant, we use the Wilcoxon signed-rank test [10] . In this experiment, the error rate for accepting or rejecting null hypothesis is set to 0.01. The results are shown in Table 3 . A '+' means the algorithm listed in the corresponding row is better than the one in corresponding column. From this experiment, we can get a conclusion that, the higher-order methods improve the accuracy of color constancy, and the improvements are significant. Particularly, the proposed edge-based SVR method outperforms the zero-order SVR method on this data set.
Conclusion
In this paper, we propose an edge-based SVR color constancy method. In contrast to existing SVR color constancy method, which is based on the zero-order structure of the image, our method is based on the higher-order structure of images. Before our work, several color constancy methods have been extended to higher-order. We show in the experiments that, as the other higher-order color constancy methods, the edge-based SVR color constancy method outperforms its corresponding zero-order method. Color constancy methods perform better on the higher-order structure of images.
