We consider a system of fermions with a quasi-random almost-Mathieu disorder interacting through a many-body short range potential. We establish exponential decay of the zero temperature correlations, indicating localization of the interacting ground state, for weak hopping and interaction and almost everywhere in the frequency and phase; this extends the analysis in [17] to chemical potentials outside spectral gaps. The proof is based on Renormalization Group and is inspired by techniques developed to deal with KAM Lindstedt series.
INTRODUCTION AND MAIN RESULTS

A. Introduction
It is due to Anderson [1] the discovery that disorder can produce localization of independent quantum particles, consisting in the exponential decay from some point of the eigenfunctions of the one-body Schroedinger operator. The mathematical understanding of Anderson localization required the development of powerful techniques and it was finally rigorously established in the case of random [2] , [3] and quasi-random (or quasi-periodic) disorder [4] , [5] , [6] , [7] .
A natural question is what happens to localization in presence of a many-body interaction, which is always present in real systems. The interplay of disorder and interaction is believed to have deep consequences on the ground state low temperature properties [8] , [9] , [10] and in the non equilibrium dynamics, like lack of thermalization and memory of initial state [11] , [12] , [13] , [14] , [15] . Mathematical results on localization for interacting systems are still very few [16] , [17] as the breaking of the single particle description makes the problem genuinely infinite dimensional.
In this paper we consider a system of fermions on a one dimensional lattice with a quasirandom disorder described by a quasi-periodic almost-Mathieu potential φ x = u cos 2π(ωx + θ), ω irrational, and interacting via a short range potential with coupling U. Such model is known as the interacting Aubry-André model [14] , [18] or the Heisenberg quasi-periodic spin chain, and it has been recently experimentally realized in cold atoms experiments [18] .
In the absence of interaction the N-particle eigenstates can be constructed from the single particle eigenstates of the Schroedinger energy operator with almost-Mathieu potential, for which a rather detailed mathematical knowledge exists; in particular such system shows a metal-insulator transition, with an Anderson localized insulating phase with strong disorder and a metallic extended phase at weak disorder, similar to what happens in a random three dimensional situation. The exponential decay of the single particle eigenstates of the almost-Mathieu operator, almost everywhere in ω, θ, was proved in [5] and [6] , for ε small enough, ε being the hopping, and later up to ε/u equal to 1 2 in [7] . In the opposite regime ε/u > 1 2 the almost Mathieu has extended states [20] , [21] , [22] , [23] , [24] ; in particular in [20] a Diophantine condition is assumed on the phase excluding values close to 2θ = ωk, k integer, corresponding to gaps [24] . In both regimes and for all irrationals the spectrum is a Cantor set [19] . The non interacting Aubry-André model has ground state correlations with a power law decay for large ε u [25] , even in presence of interaction [26] , and an exponential decay for small ε u [27] .
The construction of the eigenvectors of the N-body Schroedinger equation with almostMathieu potential and interaction seems at the moment out of reach, especially for infinite N; the eigenfunctions cannot be written as product of eigenfunctions of the single particle operator and the problem is genuinely infinite dimensional. Information on the localization of the interacting ground state can be however obtained by the properties of the zero temperature grand-canonical truncated correlations of local operators, whose exponential decay with the distance is a sign of persistence of localization. We use a technique introduced in [17] based on a combination of constructive renormalization Group methods for fermions, see for instance [28] , with KAM techniques for Lindstedt series [29] , [30] .
Our main results can be informally stated as follow.
Almost everywhere in ω, θ, for small The almost everywhere condition in ω, θ is necessary even in the single particle case [7] ; in particular we assume, as usual, a Diophantine property for the frequency ω and for the phase θ. In [17] localization was proved assuming that 2θ/ω integer, corresponding to a choice of the chemical potential in one of the infinitely many gaps; here we extend such result to a full measure set of phases, where no gap is present. The result is in agreement with the qualitative phase diagram obtained by numerical simulations in [14] , in which many-body localization is found in the (U/u, ε/u) plane from the origin up to an almost linear curve intersecting the points ((U/u) * , 0) and (0, 1/2), with (U/u) * of order 1. Our result establishes localization only for the ground state, but it possible that the method we use can be applied to prove localization of every eigenfunctions of the interacting Schroedinger almost-Mathieu equation.
B. The model
If Λ is a one dimensional lattice Λ = {x ∈ Z, −L/2 ≤ x ≤ L/2}, L even, we introduce fermionic creation and annihilation operators a
with v(x − y) = δ y−x,1 + δ x−y,1 , and φ x = u cos(2π(ωx + θ)), ω irrational. We will choose
x and µ the chemical potential, the Grand-Canonical imaginary time 2-point correlation is
where T is the time-order product, T denotes truncation and µ is the chemical potential. In the ε = U = 0 the spectrum is given by x φ x n x with n x = 0, 1 and the correlations are given by the Wick rule in terms of the fermionic 2-point function < Ta
If µ = cos 2π(ω x + θ), x ∈ Λ the occupation number, defined asḡ(x, 0 − ), is at zero temperature χ(cos 2π(ωx + θ) ≤ µ), that is the ground state is obtained by filling all the one particle states with energy cos 2π(ωx + θ) up to the level cos 2π(ω x + θ).
In the grand canonical ensamble the value of the chemical potential corresponding to a fixed density is a function of the interaction; therefore, if we want to fix the density, what is the more physically natural procedure, one has to properly choose the chemical potential as a function of the interaction. As the 2-point function is singular in correspondence of the chemical potential, this means that the location of the singularity of the 2-point correlation moves varying the interaction; this of course causes problems in a perturbative analysis, resulting in a lack of convergence of a naive power series expansion. It is therefore convenient, both for physical and technical reason, to write the chemical potential as a function of the interaction, and to tune it so that the singularity in the free or interacting case are the same; this corresponds to fix the density to the same value in the free or interacting case.
We therefore write µ = cos 2π(ω x + θ) + ν and we choose properly the counterterm ν as a function of ε, U.
The starting point of the Renormalization Group analysis is the representation of the correlations (2) in terms of Grassmann integrals. Let M ∈ N andχ(t) a smooth compact support function that is 1 for t ≤ 1 and 0 for t ≥ γ, with γ > 1. Let D β = D β ∩ {k 0 :
Because of the jump discontinuities, g (≤M ) (x, y) is not absolutely convergent but is pointwise convergent and the limit is given by g(x, y) at the continuity points, while at the discontinuities it is given by the mean of the right and left limits. If B β,L = {Λ ⊗ D β }, we consider the Grassmann algebra generated by the Grassmannian variables {ψ
and a Grassmann integration
defined as the linear operator on the Grassmann algebra such that, given a monomial
, up to a permutation of the variables. In this case the value of the integral is determined, by using the anticommuting properties of the variables, by the condition
We define also Grassmanian field as ψ
. The "Gaussian Grassmann measure" (also called integration) is defined as
We introduce the generating functional W (φ) defined in terms of the following Grassmann integral (Dirichelet boundary conditions are imposed)
with
where dx =
The 2-point function is given by
It is easy to check, see §1.C of [17] , that the expansions in ε, U, ν of (2) and of (11) coincide in the limit M → ∞; note in particular the role of the last term of (9) taking into account the fact g(x, y) and lim M →∞ g (≤M ) (x, y) coincide everywhere except at coinciding points.
C. Main results
Our main result is the following. 2 (x, y) (11) with µ = cos 2π(ω x + θ), x ∈ Λ, x, θ non vanishing and assume that, for some C 0 , τ > 1
with ||.|| is the norm on the one dimensional torus of period 1. There exists an ε 0 such that, for |ε|, |U| ≤ ε 0 (u = 1),it is possible to choose a continuous function ν = ν(ε, U) so that
2 (x, y) = S 2 (x, y) exists and for any N ∈ N |S 2 (x, y)| ≤ Ce −ξ|x−y| log(1 + min(|x||y|))
with ∆ = (1 + min(|x|, |y|)) −τ , ξ = | log(max(|ε|, |U|))|.
The theorem says that the ground state correlation decays exponentially for large distances provided that the hopping ε/u and the interaction U/u are small and for a full measure set of frequencies ω and phases θ. The result confirms the phase diagram suggested by numerical experiments [13] and says that Anderson localization persists in presence of interaction, at least in the ground state. The chemical potential µ is chosen of the form µ = cos 2π(ω x + θ)+ν, x ∈ N, and the counterterm ν is chosen to fix the density to an U, ε-independent value.
The Diophantine condition on the frequency (the first of (12)) is the one usually assumed for proving the localization in the almost Mathieu equation, see for instance [6] ; the second condition in (12) (similar to the one considered for instance in [20] ) excludes values around integer values of 2θ ω integer, corresponding to one of the infinitely many gaps in the spectrum.
The values
2θ ω integer were previously considered in [17] and it was proved that exponential decay holds and (13) is true with ∆ replaced by the gap size. The above theorem can be equivalently stated fixing the phase θ and varying the chemical potential; if we choose θ = 0 and µ = cos 2πωx,x ∈ R, than the theorem says that the two point function decays exponentially for large distances ifx verify a Diophantine condition ||ωx ± 2ωx|| ≥ C 1 |x| −τ , x = 0, or ifx is half-integer; the first case corresponds to the chemical potential outside gaps while in the second the chemical potential is in the middle of a gap. The theorem was announced in [31] .
D. Feynman Graphs expansion and small divisors
Before starting the proof of Theorem 1.1 it is useful to figure out the main difficulties of the problem, related to the presence of small divisors. Let us consider the effective potential defined by
with V(ψ) given by (9) . We can write
where E T are the fermionic truncated expectations, that is, if X(ψ + φ) is a monomial
By evaluating the truncated expectations by the Wick rule, V (φ) can be written as sum over Feynman graphs. Each graph is obtained taking n elements represented as in Fig.1 and joining (contracting) the lines with consistent orientation so that all the n vertices are connected. Calling ℓ the contracted lines of the graph, if G n is the set of all possible Feynman graphs of order n, for any graph G ∈ G n we can associate a value Val(G); for instance the graphs not involving the last term in (9) have the value, if n = n U + n ε + n ν and dx
where A(G) is the set of indices of the non contracted lines, ℓ are the contracted lines of the graph and x ℓ , y ℓ the coordinates at the edge of the line, and (−1) π is the sign associated to the graph. With the above definitions
In the non interacting case U = 0 the only possible graphs are chain graphs; an example is in Fig. 2 .
The value is
which can be rewritten as
In order to bound H(k 0 , x 1 ) we note that, as the frequency ω is irrational, (ωx) mod.1 fills densely the interval (−1/2, 1/2] so that the denominator φ x − µ can be arbitrarily small. Let
Note that, for x = ρ x
by (12) . Therefore the sum of all the chain graphs of order n is bounded by ε n C n || x| + |n|| τ n , a bound which does not imply convergence.
In the case of the interacting theory the graphs are much more complex and loops are present; an example is Fig. 3 whose value is the following
Note that, after summing over the coordinates and exploiting the kronecker deltas of the propagators connecting the vertices, only a single sum over x remains. Again each graph does not admit a bound which allow us to sum over n; in addition there is the problem that the number of graphs with loops is O(n! 2 ) (the number of chain graphs is O(n!) instead).
Note that the small divisor problem of the non interacting theory is very similar to the one appearing in KAM theory; for instance the Lindstedt series can be represented in terms of graphs with no loops very similar to (19) , see [29] . On the contrary the appearance of graphs with loops plagued by small divisors like (23) is the peculiar feature of localization in a many body theory.
2. PROOF OF THEOREM 1.1
A. Multiscale integration and Renormalization Group analysis
We start describing the integration of the generating function in the case φ = 0 (the partition function). We introduce a function
h with a and γ > 1 suitable constants. We definex + = xx − = − x−2θ/ω and we choose a so that the supports of χ 0 (ω(x − x + ), k 0 ) and χ 0 (ω(x − x − ), k 0 ) are disjoint; we also define
For reasons which will appear clear below, see Lemma 2.4, we choose γ > 2 1 τ . We can write then
and
where, for M large enough
We use the following property; if P g (dψ) is a Gaussian Grassmann integration with prop-
By using such property
where P (dψ (1) ) and P (dψ (≤0 ) are gaussian Grassmann integrations with propagators respectively g (1) (x, y) and g (≤0) (x, y) and ψ (1) and ψ (≤0) are independent Grassmann variables. We can write
where E T 1 is the fermionic truncated expectation with respect to P (dψ (1) ). By the above definition
with x = x ′ +x ρ ,x ρ = (x ρ , 0) and E 0 is a constant; moreover
Note that the kernel W (h)
n (x 1 , ..., x n ) contains in general Kronecker or Dirac deltas, and we define the L 1 norm as they would be positive functions, e.g.
., x n )|. It was proved in Lemma 2.1 [17] that the constant E 0 and the kernels W (0) n are given by power series in U, ε, ν convergent for |U|, |ε|, |ν| ≤ ε 0 , for ε 0 small enough and independent of β, L. They satisfy the following bounds:
for some constant C > 0 and k n = max{1, n − 1}. Moreover the limit M → ∞ exists and is reached uniformly.
We describe the integration of ψ (≤0) inductively. Assume that we have integrated the
where P (dψ (≤h) ) is the gaussian grassman integration with propagator, ρ = ±
with, if
and the corresponding fields are denoted by ψ (ε,≤h)
x ′ ,ρ . The effective potential V (h) can be written as sum of terms (see §2 B below ) of the form
and x ′ i are functions of x 1 . There is an important constraint on the ρ indices; if
This follows from the second of (12), implying that 2θ ω ∈ Z/{0}; indeed as
We call resonances the contribution to V (h) of the form (35) such that
1 for any i = 1, .., n. In order to perform the integration of the field ψ (h) we have to split the effective potential
where R = 1 − L and R is defined in the following way.
That is, the R operation simply consists in replacing the fields ψ
3. If n ≥ 6, the R operation consists in replacing any monomial of fields with the same
.
By the above definitions
The ν h coefficients are independent from ρ and real, as (8) is invariant under parity x → −x, α → −α (in the limit L → ∞), and this implies invariance under the transformation
so that the independence from ρ of ν h follows. Moreover (
2,ρ (x ′ , −k 0 ), and this implies reality. In writing (40) we have also used that ψ ± x ′ ,x 0,1 ,ρ ψ ± x ′ ,x 0,1 ,ρ = 0, so that there is no contribution from non bilinear terms . With the above definitions we finally write (32) as
where P (dψ (≤h−1) ) have propagator g (≤h−1) coinciding with (34) with h − 1 replacing h, and (42), the procedure can be iterated.
The single scale propagator g (h) verifies the following bound, for any integer N and a suitable
which can be easily obtained integrating by parts.
The above procedure allows to write the W (0) (27) in terms of an expansion in the running coupling constants ν k , with k ≤ 0; as it is clear from the above construction, they verify a recursive equation of the form
We will describe more explicitly such expansion in the following section.
B. Tree expansion
The effective potential V (h) can be written as sum over Gallavotti trees, defined in the following way. Let us consider the family of all trees which can be constructed by joining a point r, the root, with an ordered set of n ≥ 1 points, the endpoints of the unlabeled tree, so that r is not a branching point. n will be called the order of the unlabeled tree and the branching points will be called the non trivial vertices. The unlabeled trees are partially ordered from the root to the endpoints in the natural way; we shall use the symbol < to denote the partial order, and their number is bounded by 4 n . We shall also consider the set T h,n of the labeled trees with n endpoints (to be called simply trees in the following); they are defined by associating some labels with the unlabeled trees. In particular, we associate a label h ≤ 0 with the root. Moreover, we introduce a family of vertical lines, labeled by an
integer taking values in [h, 2], and we represent any tree τ ∈ T h,n so that, if v is an endpoint
A tree τ ∈ T h,n with its scale labels.
or a non trivial vertex, it is contained in a vertical line with index h v > h, to be called the scale of v, while the root r is on the line with index h. In general, the tree will intersect the vertical lines in set of points different from the root, the endpoints and the branching points; these points will be called trivial vertices. Every vertex v of a tree will be associated to its scale label h v , defined, as above, as the label of the vertical line whom v belongs to.
Note that, if v 1 and v 2 are two vertices and
There is only one vertex immediately following the root, which will be denoted v 0 ; its scale is h + 1. Given a vertex v of τ ∈ T h,n that is not an endpoint, we can consider the subtrees of τ with root v, which correspond to the connected components of the restriction of τ to the vertices w ≥ v; the number of endpoint of these subtrees will be called is not an endpoint, we associate the R = 1 − L operator, acting on the corresponding kernel.
If h ≤ −1 the effective potential can be written in the following way:
where, if v 0 is the first vertex of τ and τ 1 , .., τ s (s = s v 0 ) are the subtrees of τ with root v 0 ,
) is defined inductively by the relation, if s > 1
1. it is equal to RV (h+1) (τ i , ψ (≤h+1) ), with R given by (36),(37),(39) if the subtree τ i is non trivial;
2. if τ i is trivial, it is equal to LV (h+1) .
Starting from the above inductive definition, the effective potential can be written in a more explicit way. We associate with any vertex v of the tree a subset P v of I v , the external fields of v, and the set x v of all space-time points associated with one of the end-points following v. compatible with all the constraints. We shall denote P τ the family of all these choices and P the elements of P τ . With these definitions, we can rewrite
where
. Given a tree τ and P ∈ P τ , we shall define the χ-vertices are the vertices v of τ , such that I v (the union of the subsets P v i \ Q v i defined before (47), that is the set of lines contracted in v) is non empty; note that |V χ | is smaller than 4n. We callv ′ is the first vertex ∈ V χ following v. The tree structure provides an arrangement of endpoints into a hierarchy of clusters, see Fig.5 . Given a cluster with scale h v , one can imagine that the fields
are external to the S v inner clusters, and the E T hv operation contracts them in pairs.
In order to get the final form of our expansion, we need a convenient representation for the truncated expectation. Let us put P i := P v i \ Q v i ; moreover we order in an arbitrary way the sets P
ij their elements and we define 
where T v is a set of lines forming an anchored tree graph between the clusters of points Fig.6 , that is T v is a set of lines, which becomes a tree graph if one identifies all the points in the same cluster.
is a probability measure with support on a set of t such that t ii ′ = u i · u i ′ for some family of
with (f Fig. 7 the path is composed by w 1 , w a , w b , w c , w 2 and the corresponding lines) ; as the path is a linear tree there is a natural orientation in the vertices, and we we call i w the label of the line exiting from w in c w 1 ,w 2 . We call |c w 1 ,w 2 | 
C. Renormalization
In order to get the final form of our expansion we need to write more explicitly the action of the renormalization operation R; we can write the r.h.s. of (36) as
2;ρ,ρ (0; x 0,1 , x 0,2 )}ψ
The second term in (52) consists in replacing the ψ fields with D-fields; the same effect is produced by the R operation in (37), (39). The propagators associated to the D fields arē
which can be conveniently rewritten as
where x 0,1i (t) = x 0,1 + t(x 0,i − x 0,1 ) is an interpolated point between x 0,1 and x 0,2 . Note that the "zero" factor (x 0,1 − x 0,i ), produces an extra γ −k in the bounds and the extra derivative produces an extra γ h ; the final factor is γ
2;ρ,ρ (0; x 0,1 , x 0,2 ) in (52) can be written as a sum of terms in which a propagatorḡ
Note that (ωx ′ ) ∼ γ h for the compact support properties of the propagators associated to ψ ≤h , while the derivative produces an extra γ −k ; therefore the final effect is again to produce an extra γ h−k factor in the bounds.
D. Renormalized Graphs expansion
We can write the truncated expectations in terms of the Wick rule, and this leads to a representation of the effective potential in terms of renormalized Feynman graphs 
The above estimate is obtained considering a tree of propagators connecting all vertices, bounding by a constant the propagators not belonging to such tree and by γ −hv the integrals of each one of the S v − 1 propagators in the tree connecting the vertices in the cluster v.
Note that, as h v < 0, the above estimate is unbounded when summed over h v . By definition we can rewrite (59) as
If we take into account the R operation than, by §2.C, we get the following bound
wherev ′ is the first vertex ∈ V χ following v and the last factor can compensate the term γ −S H v hv , proportional to the number of resonant terms, from the first factor in (60); this is indeed the reason why we introduce the R operation. It remains however the term γ
proportional to the number of non resonant terms; one cannot define the R operation for the non resonant terms, as in that way an infinite number of relevant terms with any number of fields is produced (in absence of the resonance condition the local part is non vanishing), and we could not control their flow. As we will see in the following section, the contribution of the non resonant terms is controlled using the Diophantine conditions.
E. The non resonant terms
Consider a non resonant vertex v and x
are coordinates of two external fields,
given by (50). The Diophantine conditions imply a relation between the scale h v and the number of vertices between w 2 and w 1 inT v .
Lemma 2.1 Given τ, P, T, let us consider v ∈ L χ and w 1 , w 2 two vertices inT v , see (50),
with a suitable constant A.
Proof. Note that ||ωx
by the compact support properties of the propagator; therefore by using (50) and the Diophantine condition, if
If ρ ℓw 2 = ρ ℓw 1 by the first of (12) we get
and if w∈cw 1 ,w 2 δ iw w + 2ε x = 0 by the second of (12) 2cv
Finally if w∈cw 1 ,w 2 δ iw w + 2ε x = 0 then cv
The fact that | w∈cw 1 ,w 2 δ iw w | ≤ |c w 1 ,w 2 | ends the proof.
Lemma 2.1 says that there is a relation between the number of end-points following v ∈ L χ and the scales of the external lines coming out from v. In particular the U, ε-endpoints with scale h v = 2 have |c w 1 ,w 2 | = 1, hence the scale of the first vertex v ∈ V χ preceding the end-point is bounded by a constant.
Lemma 2.2 Given τ, P, T the following inequality holds, for any 0 < c < 1
Indeed we can write
Given a tree τ ∈ T h,n , we consider an end-point v * and the path in τ from v * to the root v 0 ; to each vertex v ∈ V χ in such path with scale h v we associate a factor c 2 hv −2 ; repeating such operation for any end-point, the vertices v followed by N v end-points are in N v paths, therefore we can associate to them a factor c Nv2 hv −2 ; finally we use that c 2 hv −2 < c
Note that if v is non resonant, there exists surely two external fields with coordinates
therefore, by (68), (67) follows, .
By combing the above results we get the following final lemma which will play a crucial role in the following. We choose γ
. Lemma 2.3 Given τ, P, T the following inequality holds
Proof As we assumed γ
as e −αx x N ≤ [ vertices with external linesρ,ε; all the end-points have associated an external line. We define a procedure to group in two sets the fields in m v . We start considering the end-points We now prune tree T v canceling the end-points w a already considered and the resulting subtrees with no external lines; in the resulting tree we select an end-point w a immediately followed by vertices w b , and again such a couple can be of type 1 or 2. We again prune the tree and we continue unless there are no end-points w followed by vertices with wiggly line. Then in the resulting tree we consider (if they are present, otherwise the tree is trivial and the procedure ends) a couple of endpoints followed by the same non trivial vertex (in the picture w 1 , w 2 ); we call them w a , w b and we proceed exactly as above distinguishing the two kind of couples. We then cancel such end-points w a , w b and the subtrees not containing external lines, so that the end-points are associated to external lines; we consider end-points followed by non trivial vertices with no external lines, and we proceed in the same way. If the resulting tree has again end-points with external lines followed by vertices with external lines (in the picture w 5 ), we prune such vertices as described above and we continue in this way so that at the end all except at most one vertex with external lines are considered. Note that by construction the paths c wa,w b inT v do not overlap; for instance in Fig.9 We add an index α to distinguish the terms generated by this procedure, so that we can write
v not e.p.
where T is the set of the tree graphs on x v 0 , obtained by putting together an anchored tree graph T v for each non trivial vertex v, A T is a set of indices which allows to distinguish the different terms produced by the non trivial R operations and the iterative decomposition of
The indices q α , q α , b α , b α ∈ (0, 3) are such that, by construction and for c < 1 The factor v∈Vχ γ (αv +βv)(hv′ −hv) is obtained by the action of R on the resonant term;
the factor γ −α|Pv| is obtained, as discussed above (74), by the action of R on the terms with more than 6 lines and by Lemma 2.2
Regarding the flow equation for ν h we get by construction
Note that on the first vertex of the trees v 0 the L operation acts; therefore, as LR = 0,
G. Bounds for the effective potential
In this section we get a bound for the kernels of the effective potential defined in (74).
Lemma 2.4 If n = n ν + n U + ν ε the following bound holds 1 βL τ ∈T h,n T ∈T P∈Pτ x dx 0,v 0 |H τ,P,T,α (x, x 0,v 0 )| ≤ C n γ hv 0 (sup
where C is a suitable constant. ] ≤ C n , see Lemma 2.4 of [28] . The sum over the trees τ is done performing the sum of unlabeled trees and the sum over scales. The unlabeled trees can be bounded by 4 n by Caley formula, and the sum over the scales reduces to the sum over h v , with v ∈ V χ , as given a tree with such scales assigned, the others are of course determined. ; for the first sum we can simply use Lemma 2.3 implies convergence of the expansion for the kernels of the effective potential, provided that ε, U and ν k are small enough; this last condition is ensured by choosing properly the counterterm ν as a function of ε, U, as we will show below. The above lemma ensures convergence provided that ν k are small for any k. We can write (80) as
I. The 2-point function
We have finally to get a bound for the two-point function, which can be written as
where H n (x, y) is sum over trees with n end-points and any value of h v 0 , among which there are 2 special end-points associated to the external lines and n − 2 are associated normal end-points of type ε, U, ν. Note that there is necessarily a path c w 1 ,w 2 in T v connecting the points w 1 , with x w 1 = x and w 2 with x w 2 = y such that by (50) |x − y| ≤ |c w 1 ,w 2 |; moreover |c w 1 ,w 2 | ≤ n so that H n = 0 for n < |x − y|. Therefore with respect to the bound to the effective potential (81) there is an extra γ hv 0 for a missing integral due to the fact that x, y are fixed and and extra γ 
We can get another bound, which is better for large |x 0 − y 0 |; by integrating by parts and using that each derivative carry an extra γ −hv 0 one gets |S(x, y)| ≤ e 
and combining the above two bounds, Theorem 1.1 follows.
[ 
