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Abstract
In this paper, we consider separable nonlinear delay differential systems and we establish conditions for
global asymptotic stability of the zero solution. Applying these, we offer improved 3/2-type criteria for
global asymptotic stability of nonautonomous Lotka–Volterra systems with delays.
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1. Introduction
Let us consider the following separable nonlinear delay differential system:⎧⎪⎨
⎪⎩
dyi(t)
dt
= −
n∑
j=1
m∑
l=0
alij (t)f
(
yj
(
τ lij (t)
))
, t  t0, 1 i  n,
yi(t) = φi(t), t  t0, 1 i  n,
(1.1)
where in this paper, we denote that y′(t) means the left-hand side derivative, if necessary, and
we assume
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
alij (t) is piecewise continuous and bounded on [t0,+∞), alij (t) 0,
lim inf
t→∞
m∑
l=0
alii(t) > 0,
τ lij (t) is piecewise continuous on [t0,+∞) and
τ lij (t) t, t  t0, sup
tt0
{
t − τ lij (t)
}
 q < +∞, 1 i, j  n, 0 l m,
τ(t) = inf
1i,jn, 0lm
τ lij (t) is a monotone increasing function on [t0,+∞),
(1.2)
and f (x) is a strictly monotone increasing function on (−∞,+∞) such that
f (0) = 0 and lim
x→−∞f (x) is finite. (1.3)
Moreover, we assume that there exist constants μi , 1 i  n, such that∑
j =i
∑m
l=0 alij (t)∑m
l=0 alii(t)
 μi < 1, 1 i  n, (1.4)
and put⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
μ = max
1in
μi, τ
−1(t) = sup{s ∣∣ τ (s) t},
ri(t) = (1 + μi)
m∑
l=0
alii(t) and λi = sup
tτ−1(t0)
t∫
τ(t)
ri(s) ds, 1 i  n,
λ = max
1in
λi.
(1.5)
Note that by assumption (1.2), we have that
λi < +∞ and
∞∫
t0
ri(s) ds = +∞, 1 i  n. (1.6)
Concerning the special case of n = 1 and f (x) = x, there are many papers on a condition λ < 32
of global asymptotic stability for the zero solution of (1.1), for instance, Yorke [16], Yoneyama
[13,14], Muroya [9] for m = 1 and Krisztin [6] for distributed delays (see also Arino et al. [1],
Györi and Ladas [5], Kulenovic et al. [7] and Yoneyama and Sugie [15]).
On the other hand, for the case of n = 1 and f (x) = ex − 1, by Gopalsamy et al. [4] it was
obtained a condition λ = r(m + 1)  log 2 of global asymptotic stability for the zero solution
of (1.1), where each al11(t) is a constant ral with
∑m
l=0 al = 1 and each τ l11(t) is a piecewise
constant delay [t − l], 0 l m (cf. Gopalsamy [3]). Here, [t] means the maximal integer not
greater than t . By So and Yu [12], this condition was improved to λ = supnm
∫ n+1
n−m r(s) ds 
3
2
for variable coefficients al11(t) = r(t)al , 0 l m, with
∑m
l=0 al = 1 (see also Yu [17] and Zhou
and Zhang [18], and cf. Furumochi [2], Seifert [11] and Matsunaga et al. [8] for a piecewise
constant delay).
Recently, for a nonautonomous Lotka–Volterra competition system with distributed delays but
without instantaneous negative feedbacks, Tang and Zou [19,20] have established some 3/2-type
criteria for global attractivity of the positive equilibrium of the system.
In this paper, applying the techniques used in So and Yu [12], Muroya [10] and Tang and
Zou [19,20] to the above separable nonlinear delay differential system (1.1)–(1.4), we establish
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for the case of f (x) = ex − 1, we offer explicit conditions of 3/2-type which is our main result
in this paper as follows.
Theorem 1.1. For f (x) = ex −1, if λ λˆ = 32 − 38μ, then the zero solution of system (1.1)–(1.4)
is globally asymptotically stable.
For general cases (1.3) of f (x), see Theorem 2.1. For an application, we offer a “3/2-type
criteria” for global asymptotic stability of nonautonomous Lotka–Volterra differential systems
with delays (see Theorems 1.2 and 1.3).
First, we consider the following nonautonomous Lotka–Volterra differential system with de-
lays: ⎧⎪⎨
⎪⎩
dui(t)
dt
= ui(t)
{
ci(t) −
n∑
j=1
m∑
l=0
blij (t)uj
(
τ lij (t)
)}
, t  t0, 1 i  n,
ui(t) = ϕi(t), t < t0, 1 i  n,
(1.7)
where we assume⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
each ci(t), blij (t) is continuous and bounded on [t0,+∞),
ci(t) > 0, blij (t) 0,
n∑
j=1
m∑
l=0
blij (t) > 0,
∞∫
t0
m∑
l=0
blii(t) dt = +∞,
τ lij (t) is piecewise continuous on [t0,+∞) and τ lij (t) t,
τ (t) = inf
1i,jn, 0lm
τ lij (t) is a monotone increasing function on [t0,+∞),
τ¯ (t) = sup
1i,jn, 0lm
τ lij (t), t  t0,
sup
tt0
{
t − τ lij (t)
}
 q < +∞, 1 i, j  n, 0 l m,
ϕi(t) is nonnegative, continuous and bounded on [t0 − q, t0] and ϕi(t0) > 0,
(1.8)
and put
u˜i = sup
tτ−1(t0)
ci(t)∑n
j=1
∑m
l=0 blij (t)
and u¯i = u˜i exp
(
sup
tτ−1(t0)
t∫
τ(t)
ci(s) ds
)
. (1.9)
Theorem 1.2. For (1.7), assume (1.8). Then, if for a solution {vi(t)}ni=1 of (1.7),
sup
tτ−1(t0)
t∫
τ(t)
n∑
j=1
m∑
l=0
blij (s)vj
(
τ lij (s)
)
ds  3
2
− 3
8
μ, 1 i  n, (1.10)
then solutions of (1.7) are globally asymptotically stable, that is, any solution {ui(t)}ni=1 of (1.7)
satisfies the condition
lim
(
ui(t) − vi(t)
)= 0, 1 i  n. (1.11)
t→∞
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blij (t) = ci(t)alij , 1 i, j  n, 0 l m, (1.12)
and
sup
tτ−1(t0)
t∫
τ(t)
ci(s) ds 
3
2
− 3
8
μ, 1 i  n, (1.13)
then the positive equilibrium (u∗1, u∗2, . . . , u∗n)T of (1.7) is globally asymptotically stable.
Second, we consider the following nonautonomous Lotka–Volterra competition system (nor-
malized) with distributed delays:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ui(t)
dt
= ri(t)ui(t)
{
1 −
0∫
−τii
ui(t + s) dνii(s)
−
∑
j =i
μij
0∫
−τij
uj (t + s) dνij (s)
}
, 1 i  n,
ui(t) = φi(t) 0, t ∈ [−τ,0]; φi(0) > 0, 1 i  n,
(1.14)
where τ = max{τij | 1 i, j  n} and we assume for 1 i, j  n,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ri ∈ C
([0,+∞), (0,+∞)),
τij  0 and μij  0,
νij (t) is nondecreasing, bounded and satisfies normalization condition:
0∫
−τij
dνij (s) = 1, and the integral is in the Riemann–Stieltjes sense.
(1.15)
Let μi =∑j =i μij , 1 i  n, and μ = max{μ1,μ2, . . . ,μn}. We assume
μ < 1, (1.16)
which implies the existence of a unique positive equilibrium u∗ = (u∗1, u∗2, . . . , u∗n)T . Set u¯∗ =
max{u∗1, u∗2, . . . , u∗n}.
Recently, Tang and Zhou [20] have obtained the following theorem which is not only a gen-
eralization but also an improvement of Tang and Zhou [19, Theorem 1.1].
Theorem A. Assume that (1.16) holds, and that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∞∫
0
ri(s) ds = +∞ and
t∫
t−τii
ri (s) ds 
3(1 − μ)
2u¯∗(1 + μi) +
(1 − μ)(μ + μi)
2u¯∗(1 + μi)2 , 1 i  n.
(1.17)
Then, the positive equilibrium u∗ = (u∗, u∗, . . . , u∗n)T of (1.14) is a global attractor.1 2
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Theorem 1.3. Assume that (1.16) holds, and that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∞∫
0
ri(s) ds = +∞ and
t∫
t−τii
ri(s) ds 
3
2
− 3
8
μ, 1 i  n.
(1.18)
Then, the positive equilibrium u∗ = (u∗1, u∗2, . . . , u∗n)T of (1.14) is a global attractor.
Note that since u¯∗(1 + μi) 1, we have
3(1 − μ)
2u¯∗(1 + μi) +
(1 − μ)(μ + μi)
2u¯∗(1 + μi)2 
3
2
− 3
2
μ + (1 − μ)
1 + μi μ
3
2
− 1
2
μ <
3
2
− 3
8
μ.
Therefore, Theorem 1.3 improves and extends some of those of Tang and Zhou [19,20] to nonau-
tonomous Lotka–Volterra competition system (1.14) with distributed delays.
2. Global stability for separable nonlinear delay differential systems
In this section, we first consider global stability conditions for solutions of a separable non-
linear delay differential system (1.1)–(1.4). Without loss of generality, we may assume that∑m
l=0 alii(t) > 0 for t  t0. Applying the techniques used in So and Yu [12], Muroya [10] and
Tang and Zhou [19,20], we obtain the following lemmas and theorems.
Lemma 2.1. Let {yi(t)}ni=1 be the solution of system (1.1)–(1.4). Then {yi(t)}ni=1 is bounded
above and below.
Proof. Let us consider the case that limx→−∞ f (x) = −β > −∞. Then, by (1.1)–(1.3),
y′i (t) β
n∑
j=1
m∑
l=0
alij (t), for t  t0 + q, 1 i  n. (2.1)
First we prove that yi(t), 1 i  n, is bounded above. If there is an integer i such that yi(t) is
eventually decreasing, then eventually y′i (t) 0 and yi(t) is bounded above.
Now, assume that yi(t) is not eventually decreasing. Suppose lim supt→∞ yi(t) = +∞. Then,
yi(t) is both unbounded and not eventually y′i (t) 0, and hence, there exists a strictly monotone
increasing sequence {t¯p}∞p=1 such that t¯p  t0 + q and
yi(t¯p) = max
t0tt¯p
yi(t) > 0, y′i (t¯p) 0 and limp→∞yi(t¯p) = +∞.
Then,
0 y′i (t¯p) = −
m∑
alii(t¯p)f
(
yi
(
τ lii (t¯p)
))+ β
(∑ m∑
alij (t¯p)
)
,l=0 j =i l=0
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m∑
l=0
alii(t¯p)f
(
yi
(
τ lii (t¯p)
))
 β
(∑
j =i
m∑
l=0
alij (t¯p)
)
.
Thus, there exists ξp ∈ [τ (t¯p), t¯p) such that
yi(ξp) f −1
(
β
(∑
j =i
m∑
l=0
alij (t¯p)
))/( m∑
l=0
alii(t¯p)
)
 γi,
where
0 γi ≡ f −1
(
β sup
tt0+q
(∑
j =i
m∑
l=0
alij (t)
))/( m∑
l=0
alii(t)
)
< +∞.
Integrating (2.1) from ξp to t¯p , we have
yi(t¯p) yi(ξp) + β
t¯p∫
ξp
n∑
j=1
m∑
l=0
alij (t) dt  γi + βλi.
Consequently, lim supp→∞ y(t¯p)  γi + βλi . This contradiction shows that yi(t) is bounded
above. Similar to the discussion above, we also see that for 1 i  n,
yi(t) γi + βλi, for t  t0 + q.
Thus, by (1.1)–(1.3), we have
y′i (t)−
(
n∑
j=1
m∑
l=0
alij (t)
)
f (γi + βλi), for t  t0 + 2q, 1 i  n. (2.2)
Next, we will show that yi(t), 1 i  n, is bounded below. If there is an integer i such that yi(t)
is eventually increasing, then eventually y′i (t)  0 and yi(t) is bounded below. Now, assume
that yi(t) is not eventually increasing. Suppose that lim inft→∞ yi(t) = −∞. Since yi(t) is both
unbounded and not eventually y′i (t) 0, and hence, there exists a strictly monotone increasing
sequence {tp}∞p=1 such that tp  t0 + 3q and
yi(tp) = min
t0ttp
yi(t) < 0, y′i (tp) 0 and limp→∞yi(tp) = −∞.
Then,
0 y′i (tp) = −
n∑
j=1
m∑
l=0
alij (tp)f
(
yj
(
τ lii (tp)
))
,
which shows that there exists ηp ∈ [τ(tp), tp) such that
yi(ηp) = −f (γi + βλi)
(∑
j =i
m∑
l=0
alij (tp)
)/( m∑
l=0
alii(tp)
)
−δi,
where
δi ≡ −f (γi + βλi) sup
tt0+q
{(∑ m∑
alij (t)
)/( m∑
alii(t)
)}
> −∞.j =i l=0 l=0
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yi(tp) yi(ηp) −
( tp∫
ηp
n∑
j=1
m∑
l=0
alij (t) dt
)
f (γi + βλi)−δi − λif (γi + βλi).
Consequently, lim inft→∞ yi(t)−δi − λif (γi + βλi), which is a contradiction. Thus, yi(t) is
bounded below. Hence the proof is complete. 
Remark 2.1. By Lemma 2.1, we see that any solution {yi(t)}ni=1 of (1.1) is bounded above and
below.
Since by Lemma 2.1, yk(t), 1  k  n, is bounded above and below, for xk(t) = f (yk(t)),
1 k  n, set
Vk = lim inf
t→∞ xk(t) and Uk = lim supt→∞ xk(t), 1 k  n.
Let
−V = min{V1,V2, . . . , Vn} and U = max{U1,U2, . . . ,Un}.
Then,
−∞ < −V  0U < +∞.
Hereafter without loss of generality, we may assume that U = Ui and V = −Vj . For a sufficiently
small  > 0, we choose an integer T = T () > t0 such that for v1 ≡ V +  and u1 ≡ U + ,
−v1 < xk(t) < u1, for t  T − q, 1 k  n. (2.3)
Then, we provide the following lemma.
Lemma 2.2. Let {yk(t)}nk=1 be the solution of system (1.1)–(1.4). Suppose that
m∑
l=0
alii(t)f
(
yi
(
τ lii (t)
))+∑
k =i
m∑
l=0
alik(t)f
(
yk
(
τ lik(t)
))
is sign-definite eventually. Then, U  μiV . Similarly, suppose that
m∑
l=0
aljj (t)f
(
yj
(
τ ljj (t)
))+∑
k =j
m∑
l=0
aljk(t)f
(
yj
(
τ ljk(t)
))
is sign-definite eventually. Then, V  μjU.
Proof. By Lemma 2.1, yk(t), 1 k  n, is bounded above and below. Assume that there exists
a constant T0  t0 such that
m∑
l=0
alii(t)f
(
yi
(
τ lii (t)
))+∑
k =i
m∑
l=0
alik(t)f
(
yk
(
τ lik(t)
))
is sign-definite. Thus, we have that yi(t) is monotonous eventually. Suppose that U > μiV . By
assumptions, there exists a constant δ > 0 such that(
lim inf
t→∞
m∑
alii(t)
)
(U − μiV ) > δ.l=0
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lim sup
t→∞
(
2
m∑
l=0
alii(t) +
∑
k =i
m∑
l=0
alik(t)
)
 < δ/2
and there exists T1 max(T0, T) such that for t  T1,⎧⎪⎪⎨
⎪⎪⎩
f
(
yi
(
τ lii (t)
))
 u1 − 2, f
(
yk
(
τ lik(t)
))
−v1, k = i,(
2
m∑
l=0
alii(t) +
∑
k =i
m∑
l=0
alik(t)
)
 < δ/2.
Hence for t  T1, integrating (1.1) from T1 to t , we obtain
yi(t) = yi(T1) exp
{ t∫
T1
{
−
m∑
l=0
alii(s)f
(
yi
(
τ lii (s)
))−∑
k =i
m∑
l=0
alik(s)f
(
yk
(
τ lik(s)
))}
ds
}
 yi(T1) exp
{ t∫
T1
[{(
m∑
l=0
alii(s)
)
u1 −
(∑
k =i
m∑
l=0
alik(s)
)
v1
}
+
m∑
l=0
alii(s)
{
u1 − f
(
yi
(
τ lii (s)
))}+∑
k =i
m∑
l=0
alik(s)
{
v1 − f
(
yk
(
τ lik(s)
))}]
ds
}
 yi(T1) exp
{ t∫
T1
[
−
(
m∑
l=0
alii(s)
)
(u1 − μiv1)
+
(
2
m∑
l=0
alii(s) +
∑
k =i
m∑
l=0
alik(s)
)

]
ds
}
 yi(T1) exp
{ t∫
T1
[
−δ +
(
2
m∑
l=0
alii(s) +
∑
k =i
m∑
l=0
alik(s)
)

]
ds
}
 yi(T1) exp
{−(δ/2)(t − T1)}.
Consequently, limt→∞ yi(t) = 0, which is a contradiction. Hence, U  μiV .
The case that
m∑
l=0
aljj (t)f
(
yj
(
τ ljj (t)
))+∑
k =j
m∑
l=0
aljk(t)f
(
yj
(
τ ljk(t)
))
is sign-definite eventually, is similar and its proof is omitted. Hence, we complete the proof. 
The following lemma is a basic result in this paper.
Lemma 2.3. For system (1.1)–(1.4), we choose u¯ and v¯ by
U = lim supxi(t) < u¯ < +∞ and V = − lim inf
t→∞ xj (t) < v¯ < +∞, (2.4)t→∞
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U  f
(
G(V,λ;λ∗)),
V −f (−F(U,λ)), (2.5)
where we define that F(0, λ) = G(0, λ) = 0 and for 0 < u < u¯ and 0 < v < v¯,
F(u,λ)
=
⎧⎪⎨
⎪⎩
1
(1+μj )u
∫ f −1(μj u)+λu
f −1(μj u)
f (x) dx − μj1+μj λu, λ <
f −1(u)
u
,
λu − f −1(u) + 1
(1+μj )u
∫ f −1(μj u)+f −1(u)
f −1(μj u)
f (x) dx − μj1+μj λu, λ
f −1(u)
u
,
(2.6)
and for a constant λ∗ > 0,
G(v,λ;λ∗) =
⎧⎪⎨
⎪⎩
− 1
(1+μi)v
∫ f −1(μiv)
f −1(μiv)−λv f (x) dx +
μi
1+μi λv, λ < λ
∗,
λv − λ∗v − 1
(1+μi)v
∫ f −1(μiv)
f −1(μiv)−λ∗v f (x) dx +
μi
1+μi λ
∗v, λ λ∗.
(2.7)
Proof. First, consider the case that
m∑
l=0
alii(t)f
(
yi
(
τ lii (t)
))+∑
k =i
m∑
l=0
alik(t)f
(
yk
(
τ lik(t)
))
is sign-definite eventually. Then, by Lemma 2.2, U  μiV . Therefore, for a sufficiently large T1,
xi(ξt ) μiv1 for any ξt  T1.
Second, consider the case that
m∑
l=0
alii(t)f
(
yi
(
τ lii (t)
))+∑
k =i
m∑
l=0
alik(t)f
(
yk
(
τ lik(t)
))
is oscillatory about 0. Suppose that xi(t) > μiv1 eventually. For the sake of simplicity, it is
harmless assuming U > μiv1. Since U > μiv1, we cannot have xi(t) μiv1 eventually. On the
other hand, if xi(t) μiv1 eventually, then it follows from (1.1),
(
f −1
(
xi(t)
))′ = dyi(t)
dt
−
m∑
i=1
alii(t)xi
(
τ lii (t)
)−∑
j =i
m∑
l=0
alij (t)xj
(
τ lij (t)
)
−
m∑
i=1
alii(t)
(
xi
(
τ lii (t)
)− μiv1)
 0,
which implies that xi(t) is nonincreasing and U = limt→∞ xi(t) = μiv1. This is impossible.
Therefore, it follows that xi(t) oscillates about μiv1.
Thus, there exists a sufficiently large t such that t  T + 2q , (f −1(xi(t)))′ = y′i (t)  0,
xi(t) μiv1. Then, by (1.1)–(1.3), we have
−
n∑ m∑
alij (t)xj
(
τ lij (t)
)
 0.j=1 l=0
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0−
n∑
j=1
m∑
l=0
alij (t)xj
(
τ lij (t)
)
< −
m∑
l=0
alii(t)μiv1 +
∑
j =i
m∑
l=0
alij (t)v1  0.
This is a contradiction. Thus, there exists l1 ∈ {0,1,2, . . . ,m} such that xi(τ l1ii (t)) μiv1. Then,
there exists ξt ∈ [τ(t), t] such that xi(ξt ) = μiv1 and xi(s) > μiv1 for ξt < s  t .
Therefore, in both cases, there exist a sufficiently large t  T and ξt ∈ [τ(t), t] such that
xi(ξt ) μiv1. Then, from (1.1), (1.4), (1.5) and (2.3), we have(
f −1
(
xi(s)
))′ = y′i (s) ri(s)v1, s  T , (2.8)
and (
f −1
(
xj (s)
))′ = y′j (s)−rj (s)u1, s  T . (2.9)
Integrating (2.8) from τ lij (s) to ξt , 0 l m, we get
f −1
(
xi
(
τ lij (s)
))
 f −1
(
xi(ξt )
)−
( ξt∫
τ lij (s)
ri(σ ) dσ
)
v1
 f −1(μiv1) −
( ξt∫
τ lij (s)
ri(σ ) dσ
)
v1, 1 i, j  n, 0 l m,
and hence
xi
(
τ lij (s)
)
 f
(
f −1(μiv1) −
( ξt∫
τ(s)
ri(σ ) dσ
)
v1
)
.
Substituting this into (1.1), we obtain that(
f −1
(
xi(s)
))′
= y′i (s)−
(
m∑
l=0
alii(s)
)
f
(
f −1(μiv1) −
( ξt∫
τ(s)
ri(σ ) dσ
)
v1
)
+
∑
j =i
m∑
l=0
alij (s)v1
− ri(s)
1 + μi f
(
f −1(μiv1) −
( ξt∫
τ(s)
ri(σ ) dσ
)
v1
)
+ μiri(s)
1 + μi v1.
Thus, combining this with (2.8),(
f −1
(
xi(s)
))′
= y′i (s)min
{
ri(s)v1,− ri(s)1 + μi f
(
f −1(μiv1) −
( ξt∫
τ(s)
ri(σ ) dσ
)
v1
)
+ μiri(s)
1 + μi v1
}
.
Then, for any ht ∈ [ξt , t],
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(
xi(t)
)
 f −1
(
xi(ξt )
)+
( ht∫
ξt
ri(s) ds
)
v1
−
t∫
ht
{
− ri(s)
1 + μi f
(
f −1(μiv1) −
( ξt∫
τ(s)
ri(σ ) dσ
)
v1
)
+ μiri(s)
1 + μi v1
}
ds
and
ξt∫
τ(s)
ri(σ ) dσ =
s∫
τ(s)
ri(σ ) dσ −
s∫
ξt
ri(σ ) dσ  λi −
t∫
ξt
ri(σ ) dσ.
Therefore, we have that
f −1
(
xi(t)
)

( ht∫
ξt
ri(s) ds
)
v1 −
t∫
ht
{
ri(s)
1 + μi f
(
f −1(μiv1)
−
(
λi −
s∫
ξt
ri(σ ) dσ
)
v1
)
+ μiri(s)
1 + μi v1
}
ds

( ht∫
ξt
ri(s) ds
)
v1 − 1
(1 + μi)v1
f −1(μiv1)−(λi−
∫ t
ξt
ri (s) ds)v1∫
f −1(μiv1)−(λi−
∫ ht
ξt
ri (s) ds)v1
f (x)dx
+ μi
1 + μi
( t∫
ht
ri(s) ds
)
v1. (2.10)
Since
t∫
ξt
ri(s) ds 
t∫
τ(t)
ri(s) ds  λi,
from (2.10), we obtain that
f −1
(
xi(t)
)

( ht∫
ξt
ri(s) ds
)
v1 − 1
(1 + μi)v1
f −1(μiv1)∫
f −1(μiv1)−(λi−
∫ ht
ξt
ri (s) ds)v1
f (x)dx
+ μi
1 + μi
( t∫
ht
ri(s) ds
)
v1.
In particular, for λi < λ∗, we put ht = ξt . Then, by (2.7),
f −1
(
xi(t)
)
G(v1, λi;λ∗), that is, xi(t) f
(
G(v1, λi;λ∗)
)
.
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∫ ht
ξt
ri(s) ds, then
by (2.7),
f −1
(
xi(t)
)
G(v1, λi;λ∗).
Thus, for λi  λ∗,
xi(t) f
(
G(v1, λi;λ∗)
)
.
Then, letting  → +0, we obtain the first part of (2.5).
Next, consider the case that
m∑
l=0
aljj (t)f
(
yj
(
τ ljj (t)
))+∑
k =j
m∑
l=0
aljk(t)f
(
yk
(
τ ljk(t)
))
is sign-definite eventually. Then, by Lemma 2.2, V  μjU . Therefore, for a sufficiently large T2,
xj (ηt )−μju1 for any ηt  T2.
Moreover, consider the case that
m∑
l=0
aljj (t)f
(
yj
(
τ ljj (t)
))+∑
k =j
m∑
l=0
aljk(t)f
(
yk
(
τ ljk(t)
))
is oscillatory about 0. Similarly, we prove that xj (t) oscillates about −μju1 and hence, there
exist a sufficiently large t such that t  T + 2q, (f −1(xj (t)))′ = y′j (t) 0, xj (t)−μju1 and
an ηt ∈ [τ(t), t] such that xj (ηt ) = −μju1 and xj (s) < −μju1 for ηt < s  t . Therefore, in both
cases, for a sufficiently large t  T , there exists ηt ∈ [τ(t), t] such that xj (ηt )−μju1. Then,
integrating (2.9) from τ lij (t) to ηt , 0 l m, and substituting them into (1.1), we obtain that
f −1
(
xj (t)
)
−
( ht∫
ηt
rj (s) ds
)
u1 + 1
(1 + μj )u1
f −1(μj u1)∫
f −1(μj u1)+(λ−
∫ ht
ηt
rj (s) ds)u1
f (x)dx
− μj
1 + μj
( t∫
ht
rj (s) ds
)
u1. (2.11)
Now, for λ > 0, consider the following function Q(p) of p:
Q(p) = −pu1 + 1
u1
0∫
(λ−p)u1
f (x)dx.
Then, from
Q′(p) = −u1 + f
(
(λ − p)u1
)= 0,
we put
pˆ =
⎧⎨
⎩0, λ <
f −1(u1)
u1
,
λ − f −1(u1)
u1
, λ f
−1(u1)
u1
.
Then, we see that
0 pˆ < λ and Q(p)Q(pˆ), for 0 p  λ,
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Q(pˆ) =
⎧⎨
⎩
1
u1
∫ 0
λu1
f (x)dx, λ <
f −1(u1)
u1
,
−λu1 + f −1(u1) + 1u1
∫ 0
f −1(u1) f (x) dx, λ
f −1(u1)
u1
.
Hence, we have
Q(p)Q(pˆ).
We choose ht in (2.11) as
ht∫
ηt
rj (t) dt = pˆ. (2.12)
Then, for λ > 0, we have that
f −1
(
x(t)
)
−F(u1, λ), that is, x(t) f
(−F(u1, λ)),
and we obtain the second part of (2.5). This completes the proof. 
By Lemma 2.3, we obtain a general result in this paper as follows.
Theorem 2.1. In system (1.1)–(1.4), assume that there are constants λ∗ and λˆ > 0 such that for
(2.6)–(2.7), system of inequalities{
u f
(
G(v, λˆ;λ∗)),
v −f (−F(u, λˆ)), (2.13)
has no solution for 0 < u < u¯ and 0 < v < v¯. Then, for λ λˆ, the zero solution of system (1.1)–
(1.4) is globally asymptotically stable.
Proof. Similar to the proof of Lemma 2.3, we can easily prove the uniform stability of the zero
solution for (1.1). Therefore, it suffices to prove that for λ λˆ, (2.13) implies u = v = 0.
Suppose that u,v > 0. Then from (2.5), we have that for λ λˆ,{
u f
(
G(v,λ;λ∗)) f (G(v, λˆ;λ∗)),
v −f (−F(u,λ))−f (−F(u, λˆ)).
Thus, by assumptions, we have that u = 0 or v = 0, each of which implies u = v = 0 by assump-
tion (2.5). Hence the proof of Theorem 2.1 is complete. 
For the zero solution of system (1.1)–(1.4), by Theorem 2.1, we provide globally asymptoti-
cally stable condition that (2.13) implies u = v = 0 which is able to investigate by computations.
Proof of Theorem 1.1. By Lemma 2.3, we have (2.5) and for particular case of f (x) = ex − 1,
(2.6) and (2.7) are equivalent to
F(u,λ) =
⎧⎨
⎩
1−μju
(1+μj )u
∫ λu
0 f (x)dx, λ <
f −1(u)
u
,
λu − f −1(u) + 1−μju ∫ f −1(u) f (x) dx, λ f −1(u) , (2.14)
u (1+μj )u 0 u
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G(v,λ;λ∗) =
⎧⎨
⎩
− 1+μiv
(1+μi)v
∫ 0
−λiv f (x) dx, λ < λ
∗,
λv − λ∗v − 1+μiv
(1+μi)v
∫ 0
−λ∗v f (x) dx, λ λ∗.
(2.15)
For f (x) = ex − 1, we may take v¯ = 1 in (2.4) and put λ∗ = 1 and λˆ = 32 − 38μ in (2.13) and(2.15). Since for 0 < v < 1,
−1
v
0∫
−λv
(
ex − 1)dx = −1
v
{
1 − (e−λv + λv)}< λ2v
2! −
λ3v2
3! +
λ4v3
4! ,
we have that
G(v,λ;1) <
{
(1 + μiv)
(
λ2v
2! − λ
3v2
3! + λ
4v3
4!
)
, λ < 1,
(λ − 1)v − (1 + μiv)
(
v
2! − v
2
3! + v
3
4!
)
, λ 1.
Then, for 0 < v < 1 and λ < 1,
G(v,λ;1) < (1 + v)
(
v
2
− v
2
6
+ v
3
24
)
= v
2
+ v
2
3
− v
3
8
+ v
4
24
= v −
(
v
2
− v
2
3
)
+ v
3
24
−
(
v3
6
− v
4
24
)
< v − v
2
6
+ v
3
24
,
and for 0 < v < 1 and 1 λ 32 − 38μ,
G(v,λ;1) < (λ − 1)v + (1 + μiv)
(
v
2
− v
2
6
+ v
3
24
)
<
(
λ − 1
2
)
v − v
2
6
+ v
3
24
+ μiv
(
1
2
− 1
6
+ 1
24
)
=
(
λ − 1
2
)
v − v
2
6
+ v
3
24
+ 3
8
μiv
 v − v
2
6
+ v
3
24
,
since v2 − v
2
6 + v
3
24 <
1
2 − 16 + 124 for 0 < v < 1. Thus, for 0 < v < 1 and λ 32 − 38μ, we have
G(v,λ;1) < v − v
2
6
+ v
3
24
. (2.16)
Therefore, by (2.4),
f −1(u) = log(1 + u) < v¯ = 1 and u < e − 1 < 2. (2.17)
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u
=
1
u
log(1 + u) < 1 and by (2.14),
F(u,λ)
{
(1 − μju)
(
1 − 1
u
log(1 + u)), λ < 1
u
log(1 + u),
λu − (1 − μju)
( 1+u
u
log(1 + u) − 1), λ 1
u
log(1 + u).
Then, for 0 < u < u¯ and λ < 1
u
log(1 + u),
F(u,λ) < (1 − μj )
(
u
2
− u
2
3
+ u
3
4
)
 u + u
2
6
−
(
1
2
− u
4
)
u2 < u + u
2
6
.
Now, consider the case that 0 < u < u¯ and 1
u
log(1 + u) λ 32 .
Since for h(u) = log(1 + u) − (u + u22 − u
3
6 )/(1 + u),
h′(u) = 1
1 + u −
(1 + u)(1 + u − u22 ) − (u + u
2
2 − u
3
6 )
(1 + u)2
= (1 + u) − (1 + u −
u3
3 )
(1 + u)2 =
u3
3(1 + u)2 > 0,
we have that
h(u) > h(0) = 0,
and hence, for 0 < u < u¯,
log(1 + u) > u +
u2
2 − u
3
6
1 + u .
Thus, we have that for 0 < u < u¯ and 1
u
log(1 + u) λ 32 ,
F(u,λ) <
(
λ − 1
2
)
u + u
2
6
− μjv
(
1 − 1
u
log(1 + u)
)
 u + u
2
6
.
Hence, for 0 < u < u¯ and λ 32 , we have
F(u,λ) < u + u
2
6
. (2.18)
Suppose that for λ  32 , 0 < u  v < 1. Then for w = u + u
2
6 , by (2.18), F(u,λ) < w and
u < w = (1 + u6 )u < 7u6 . Then, by (2.13) and (2.15), for 0 < v < 1 and 0 < u < u¯,
v −f (−w) < w − w
2
2! +
w3
3! <
(
u + u
2
6
)
− u
2
2
+ (
7u
6 )
3
6
< u − u
2
6
(
2 −
(
7
6
)3
u
)
< u,
which is a contradiction. Hence we have v < u. As a result, for 0 < u < u¯ and 0 < v < 1, we
obtain the following system of inequalities:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u P(v) ≡ f
(
v − v
2
6
+ v
3
24
)
,
v Q(u) ≡ −f
(
−
(
u + u
2))
.
(2.19)6
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v = H(v), H(v) = Q(P(v)).
Then, H(0) = 0 and for u = P(v), we have that
H ′(v) = Q′(u)P ′(v)
= −exp
(
−
(
u + u
2
6
)){
−
(
1 + u
3
)}
exp
(
v − v
2
6
+ v
3
24
)(
1 − v
3
+ v
2
8
)
=
{(
1 + u
3
)(
1 − v
3
+ v
2
8
)}/
exp
{(
u + u
2
6
)
−
(
v − v
2
6
+ v
3
24
)}
<
{
1 + 1
3
(u − v) − uv
9
+ v
2
8
+ uv
2
24
}/{
1 + (u − v) + u
2 + v2
6
− v
3
24
}
.
Since
1 + (u − v) + u
2 + v2
6
− v
3
24
= 1 + (u − v) + u
2
6
+
(
v2
6
− v
3
24
)
> 0
and {
1 + (u − v) + u
2 + v2
6
− v
3
24
}
−
{
1 + 1
3
(u − v) − uv
9
+ v
2
8
+ uv
2
24
}
= 2(u − v)
3
+ u
2
6
+ v
2
24
+
(
uv
9
− uv
2
24
)
> 0,
we have H ′(v) < 1, which implies that system (2.19) and hence (2.13) of inequalities has no
solution for 0 < u < u¯ and 0 < v < v¯.
Hence by Theorem 2.1, we obtain the conclusions of Theorem 1.1. 
Lemma 2.4. For (1.7), assume (1.8). Then, any solution {ui(t)}ni=1 of (1.7) is bounded above
and
lim sup
t→∞
ui(t) u¯i , 1 i  n,
where u¯i , 1 i  n, are defined by (1.9).
Proof. If for some t  t˜0, u′i (t)  0, then there exists a nonnegative integer i¯t such that
0 i¯t m and ui(τi¯t (t)) u˜i .
Because, if
min
0im
ui
(
τi(t)
)
> u˜i,
then
ci(t) −
m∑
l=0
blii(t)ui
(
τ lii (t)
)
 ci(t) −
(
m∑
l=0
blii(t)
)(
min
0lm
ui
(
τ lii (t)
))
< 0,
which implies D−ui(t) < 0, by (1.7).
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ui(t) ui
(
τi¯t (t)
)
exp
( t∫
τ i¯t
(t)
ci(s) ds
)
 u¯i .
Thus, if ui(t) > u¯i for some t  t0, then we have
u′i (t) < 0.
Now, let us consider the case that ui(t) is eventually decreasing and bounded below by u¯i .
Then, limt→∞ ui(t) exists. Set β = limt→∞ ui(t) − u¯i  0. We will show that β = 0. Indeed,
suppose β > 0. Take any positive constant η. Then, there exists t˜0  t0 such that
β  ui(s) − u¯i  β + η, for s  t˜0,
since ui(t) − u¯i eventually decreases to β . Thus, we have
u′i (t) ui(t)
{
ci(t) −
m∑
l=0
blii(t)ui
(
τ lii (t)
)}
 ui(t) exp
(
−
m∑
l=0
blii(t)β
)
for t  t˜1 ≡ t˜0 + q.
Therefore, we have
ui(t) ui(t˜1) exp
{
−β
t∫
t˜1
m∑
l=0
blii(s) ds
}
,
which in turn implies, due to
∫∞
t˜1
∑m
l=0 blii(s) ds = +∞, limt→∞ ui(t) = 0. This contradicts
ui(t) u¯i + β > 0. Thus, limt→∞ ui(t) = u¯i .
Hence, we have
lim sup
t→∞
ui(t) u¯i . 
Proof of Theorem 1.2. For any solution {ui(t)}ni=1 of (1.7), put
xi(t) = log
(
ui(t)
vi(t)
)
, 1 i  n.
Then,
dxi(t)
dt
= u
′
i (t)
ui(t)
− v
′
i (t)
vi(t)
= −
n∑
j=1
m∑
l=0
blij (t)
(
uj
(
τ lij (t)
)− vj (τ lij (t)))
= −
n∑
j=1
m∑
l=0
blij (t)vj
(
τ lij (t)
)(uj (τ lij (t))
vj (τ
l
ij (t))
− 1
)
= −
n∑ m∑
b˜lij (t)
(
e
xj (τ
l
ij (t)) − 1),j=1 l=0
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b˜lij (t) = blij (t)vj
(
τ lij (t)
)
, 0 i m.
Thus, by Lemma 2.4 and Theorem 1.1, we obtain (1.11) for (1.10).
In particular case (1.12), put
vi(t) = u∗i , 1 i  n.
Then, by (1.12), (1.10) becomes (1.13). Thus, we have that the positive equilibrium (u∗1, u∗2,
. . . , u∗n) of (1.7), is globally asymptotically stable. 
Proof of Theorem 1.3. By employing similar arguments used in the proof of Theorem 2.2, we
can prove Theorem 1.3 to the nonautonomous system (1.14) with distributed delays. 
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