The spatial structure of the K␣ emission from Ti targets irradiated with a high intensity femtosecond laser has been studied using a two-dimensional monochromatic imaging technique. For laser intensities IϽ5 ϫ10 17 W/cm 2 , the observed spatial structure of the K␣ emission can be explained by the scattering of the hot electrons inside the solid with the help of a hybrid particle-in-cell/Monte Carlo model. By contrast, at the maximum laser intensity Iϭ7ϫ10 18 W/cm 2 the half-width of the K␣ emission was 70 m compared to a laser-focus half-width of 3 m. Moreover, the main K␣ peak was surrounded by a halo of weak K␣ emission with a diameter of 400 m and the K␣ intensity at the source center did not increase with increasing laser intensity. These three features point to the existence of strong self-induced fields, which redirect the hot electrons over the target surface.
I. INTRODUCTION
High intensity, femtosecond lasers are now routinely used to produce energetic particles and photons via their interaction with solid targets ͓1͔. In particular, the suprathermal electrons generated near the target surface can be exploited to produce short-pulse, characteristic K␣ radiation as they penetrate the cold bulk material inside. Since the hot electrons are only produced during the laser irradiation, K␣ sources with sizes comparable to the laser focus size ͓2,3͔ and femtosecond duration ͓4 -6͔ can in principle be realized. Such x-ray sources have high potential for applications in time-resolved x-ray diffraction ͓7,8͔ and medical imaging ͓9,10͔, both of which depend critically on the source size to achieve high spatial resolution and contrast.
A widely used method to measure the size of the K␣ emission from a laser-produced plasma is one-dimensional x-ray shadowgraphy at a knife edge ͓11͔. In this technique the x-ray intensity is spatially integrated parallel to the knife edge. Nevertheless, the 1/e width of a Gaussian x-ray source is retained in the integration, so that the method is widely used to estimate the half-width of laser plasma K␣ sources ͓2,3,11-15͔.
The spatial distribution of the K␣ emission reflects the trajectories of the hot electrons, along which the K␣ photons are generated. In a simplified description the electron dynamics can be reduced to two stages: the generation of the hot electrons in the plasma and the scattering of the electrons in the solid. The electrons are assumed to move in a straight line from the acceleration point to the solid, and in the simplest modeling each electron enters the solid perpendicular to the surface. In a more sophisticated modeling the conservation of momentum between the laser photons and the generated hot electron is taken into account, with the consequence that the electron enters the solid in a direction, which depends on its energy: for low electron energies the electron moves in the direction of the target normal, for high energies in that of the laser beam ͓16 -19͔. Thus, the K␣ source size is determined by the extension of the laser focus and by the lateral scattering of the hot electrons inside the solid.
The numerical implementation of such a model can be realized by combining a particle-in-cell ͑PIC͒ code for the laser absorption with a Monte Carlo ͑MC͒ code for the subsequent generation of K␣ radiation in a solid. We have previously applied this model to calculate the yield ratios from multilayer targets and to estimate hot electron temperatures from femtosecond laser-solid interactions ͓20͔.
Recently Eder et al. ͓12͔ estimated the size and the total yield of a Cu K␣ source in the intensity range 5ϫ10 15 -2 ϫ10 18 W/cm 2 by knife-edge measurement. Combining a Monte Carlo electron transport code with a simple scaling law for the hot electron temperature, they were able to reproduce the total K␣ yield for the different laser intensities, but predicted much smaller source sizes than measured, implying that additional mechanisms were affecting the electron transport. One possibility is that the hot electrons perform complex orbits in self-generated electric and magnetic fields in front of the target before they enter into the solid ͓12,21͔. Such behavior was studied 20 years ago for solid targets irradiated by the laser systems at that time (Iϭ10   14   Ϫ10 16 W/cm 2 and pulse durations of several 10 to 100 ps͒ ͓22-24͔. Another possibility is that the hot electrons do not enter the solid unidirectionally but with some angular spread. Authors who studied the size of the K␣ emission from fluorescence layers buried behind another material found that the measured K␣ emission sizes and their dependence on target depth can be reproduced by assuming that the hot electron beams have half-cone angles between 15°and 90°͓13-15͔. These observations contradict the theoretical considerations on the hot electron entrance angle mentioned above, and pose the question how the hot electrons achieve such an angular spread.
For high laser intensities (IϾ10 17 W/cm 2 ) a general picture is thus beginning to emerge in which K␣ source sizes are found to be much larger than expected by simple modeling. It is therefore natural to ask where the K␣ emission actually originates under these conditions.
In the present paper we present the systematic study of the spatial distribution of the K␣ radiation from a laser plasma source. The K␣ emission from laser-irradiated bulk Ti targets was measured with two-dimensional resolution, using a toroidally bent crystal as the imaging x-ray optics. The laser parameters and the imaging properties of the crystal were carefully determined, so that the experimental situation could be reproduced with high accuracy by a PIC-MC simulation model. For low laser intensities (Iϭ3ϫ10 16 W/cm 2 ), the simulations proved to be in agreement with the measurements. At high intensities (Iϭ7ϫ10 18 W/cm 2 ), distinct deviations in the spatial distribution between the modeling and the measurements occurred, indicating that self-induced fields have played an important role in our experiment.
II. EXPERIMENTAL SETUP
The experiment ͑Fig. 1͒ was performed with the Jena Ti:sapphire laser (ϭ800 nm, pulse duration 90 fs͒, which delivered an energy of 240 mJ onto a bulk Ti target. The laser was focused with an off-axis parabola ( f ϭ120 mm), giving a half-width of 2ϫ4 m 2 at best focus ͑Fig. 2͒. The intensity distribution of the laser focus was measured with a microscope and a charge-coupled device ͑CCD͒ camera. A dynamic range of 10 3 was achieved by superimposing two CCD images, taken with and without gray filters in front of the camera. These images were taken at the same laser energy as used for the measurements and with an attenuator being introduced into the laser beam in front of the compressor. It was checked that the attenuator did not affect the beam profile. The nominal laser intensity was identified with the mean intensity in the area, where the laser intensity was above 1/e of its maximum value. At best focus the nominal laser intensity was 7ϫ10 18 W/cm 2 and 47% of the laser energy was within the 1/e width.
The laser was defocused by moving the parabola along the focal axis toward the target or away from it. The intensity distribution of the focus was measured in a defocus range Ϫ400 mр⌬xрϩ400 m, limited by the size of the focus image on the CCD camera. At a defocus distance of ͉⌬x͉ϭ400 m the nominal laser intensity was 3Ϫ5ϫ10 16 W/cm 2 . To estimate the laser intensity at greater defocusing distances the laser intensity profile was approximated by a Gaussian profile with a half-width of 3 m at best focus. The laser was p polarized and the angle of incidence was 45°. The temporal shape of the laser pulse was measured with a third-order multishot autocorrelator. The pulse duration ͑full width at half maximum͒ was 90 fs. Two intrinsic prepulses were found with intensity contrast ratios of 3ϫ10 Ϫ4 and 3ϫ10 Ϫ3 at 4 ps and 600 fs before the main pulse, respectively.
The Ti target was polished to ensure a good shot-to-shot reproducibility. After each shot, the target was moved 500 m to an unused part.
A toroidally bent Si͑311͒ crystal delivered a twodimensional, magnified image of the K␣ emission onto a CCD camera ͓25,26͔. A magnification of 7 was used, which gave together with the CCD pixel size of 21 m a resolution of 6 m. Each K␣ photon reflected by the crystal onto the CCD corresponded to 2.1ϫ10 5 photons emitted from the target in 1 sr. A similar imaging was performed for the K␣ emission from the target side perpendicular to the laser irradiated side. The results of this imaging were published elsewhere ͓27͔.
The x-ray images delivered by the bent crystal differ from the true shape of the K␣ emission due to aberrations. The influence of the aberrations for the experimental conditions was studied at an x-ray tube and via ray tracing. It was found that a sharp edge of the x-ray source is broadened to ϳ10 m in the image. As the experimental K␣ emission does not have a sharp edge but decreases continuously towards the borders, ray-tracing calculations for a K␣ source with a Gaussian shape were performed. It was found that in the direction perpendicular to the dispersion plane the shape and size of such a source are preserved. In the results section the extension of the K␣ images in this direction is used to estimate the half-width of the K␣ emission. In the direction of the dispersion plane the half-width of a Gaussian source experiences a broadening, which depends on the source size. The broadening is ϳ2 for a source size of 5 m and ϳ1.2 for 50 m.
From the K␣ images the properties of the corresponding K␣ sources were derived, such as the total K␣ yield, the spatial half-width, and the K␣ intensity at the source center. Two sources of error were taken into account: the noise of the CCD camera and the uncertainty of where exactly the source center is. The noise of the camera was estimated from a part of the images, which was far away from the K␣ signal. From that error bars for the total K␣ yield were derived. A range for the position of the source center was estimated by taking the 20 CCD pixels with the highest K␣ signals as possible candidates. The range of half-widths corresponding to these pixels was then used as error bars for the half-width of the K␣ source. Finally, for the error bars of the central K␣ emission both the camera noise and the standard deviation of the 20 pixels with the highest K␣ signals were taken into account.
III. MODELING OF THE K␣ EMISSION
A combined PIC-MC simulation model was used to calculate spatially resolved K␣ emissions. The simulation model uses the one-and-a-half-dimensional oblique incidence, particle-in-cell code BOPS ͓28,29͔ with one space coordinate ͑parallel to the target normal͒ and two velocity components ͓parallel (v x ) and perpendicular (v y ) to the target normal͔. Oblique incidence of the laser is handled via the boost frame method. The calculations were performed for the experimental laser parameters given in the preceding section. An exponentially decreasing plasma density with a normalized scale length L/ϭ0.3 was used, appropriate to the preformed plasma generated by the experimental prepulses ͓30͔. The maximum plasma density was 10n c with n c being the critical density.
A phase space of the generated hot electrons as calculated by the PIC code is shown in Fig. 3 . The ratio of the components of the hot electron momenta p y /p x gives the simulated entrance angles of the electrons. The PIC simulations reproduce the theoretical energy dependence ͓16,17͔ with the low energy electrons moving parallel to the target normal while the high energy electrons enter in the direction of the laser beam.
The energy distributions of the hot electrons simulated by the PIC code show a bi-Maxwellian shape as it was also found in experiments ͓31,32,14͔ and further PIC simulations ͓14,20,33͔. We find a temperature scaling of the ''hotter'' part of the electron spectrum according to
This scaling of the hot electron temperature with irradiance (I 2 ) agrees with the values given in the literature, where a dependence of T hot ϰ(I 2 ) 1/3, . . . ,1/2 is found ͓1͔. The absolute values of T hot given by Eq. ͑1͒ agree within a factor of 0.3, . . . ,2 with the hot electron temperatures found in recent experiments ͓14,31,32͔.
The scattering of the hot electrons in the solid and the K␣ generation were simulated with a three-dimensional ͑3D͒ Monte Carlo code, which calculates the 2D distribution of the emitted K␣ radiation. The code is extensively described in Ref. ͓27͔ . The accuracy of the MC simulations was checked by comparison with the experimental data on the K␣ yield from monoenergetic electron beams penetrating into cold solids given by Dick et al. ͓34͔ .
The simulation of the spatially resolved K␣ emissions started with combined PIC-MC calculations for a range of laser intensities, giving the spatial K␣ distributions resulting from pointlike laser spots ͓Fig. 4͑a͔͒. Then, these K␣ emissions were summed up according to the measured laser intensity distribution in the focus ͓Fig. 4͑b͔͒. For the summation a grid of irradiated points within the focal area was used with each grid point representing an area Aϭ1 m 2 . This gives the calculated intensity distribution of the K␣ source for the experimental laser conditions. To derive K␣ images, which can be directly compared with the experimental images, the imaging process in the experiment was simulated with ray tracing ͓35͔ using the calculated x-ray emissions as an input.
IV. RESULTS
In the experiment, images of the K␣ emission were taken for constant laser energy. By changing the distance ⌬x between the target and the best laser focus the intensity distribution in the focus was varied. The defocusing distance ⌬x was varied between Ϯ1100 m.
The total K␣ yield in these images shows a characteristic dependence on ⌬x with two maxima symmetrical around the highest laser intensity ͑Fig. 5͒. The yield maxima occur in the range ͉⌬x͉Ϸ300-500 m, which corresponds to a nominal laser intensity between 10 16 and 10 17 W/cm 2 . This optimal laser intensity for K␣ yield is two orders of magnitude lower than the laser intensity at the best focus position.
The K␣ emission from the center of the K␣ source shows a dependence on laser intensity which is similar to that of the total K␣ yield, with maxima on both sides of the best focus position, but the variation is smaller than for the total yield.
The spatial half-width of the emission is basically independent of the laser focus size over the whole investigated defocus range ͑Fig. 6͒. It is about 70 m, which is 23 times larger than the half-width of the best laser focus.
For the highest laser intensities, the K␣ main peak is surrounded by a wide halo of weak K␣ emission, which is only little above the noise level of the images. The size of the halo increases when the laser intensity is increased. At best focus, the halo has a diameter of 400 m. In this case, two-thirds of the K␣ emission come from outside the spatial half-width. This large extension of the K␣ emission was also found in the imaging from the target side ͓27͔.
K␣ emission profiles which resolve the intensity distribution in the halo were derived in two steps. First, the total K␣ emission at a given distance from the focus center was found by angular integration of the K␣ emission from concentric rings. Then, the integrated K␣ emissions were normalized by the area of the corresponding ring. This procedure gave K␣ emission profiles with a dynamic range of two orders of magnitude ͑Fig. 7͒. As the procedure is based on circular symmetry, the resulting K␣ emission profiles are an average FIG. 5 . Change of the total K␣ yield when the laser is defocused. The K␣ yield is maximum for a nominal laser intensity in the range 10 16 -10 17 W/cm 2 . This is two orders of magnitude lower than the maximum laser intensity in the experiment. FIG. 6 . Full width at half maximum of the laser focus, the measured and the simulated K␣ emission depending on the distance from the best focus position. The half-width of the K␣ source is basically constant at 70 m. At the best focus it is 23 times larger than that of the laser focus.
FIG. 7. K␣ emission profiles for low (IϽ5ϫ10
17 W/cm 2 ) and high laser intensities (IϾ5ϫ10 17 W/cm 2 ). For low intensities the emission profile is reproduced by the PIC-MC simulations. For high intensities the central K␣ emission is lower and the K␣ source is larger than simulated.
of the emission profiles of all directions.
These profiles exhibit two distinct intensity regimes for the K␣ emission. For laser intensities IϽ5ϫ10 17 W/cm 2 the emission profile shows a superexponential dependence of the K␣ emission on the distance from the emission center ͑Fig. 7, top͒. Thus, the emission consists of one broad peak. For high laser intensities (IϾ5ϫ10 17 W/cm 2 ), the central K␣ peak is surrounded by a weak halo with the K␣ emission decreasing almost exponentially with distance from the emission center ͑Fig. 7, bottom͒. For these laser intensities, the K␣ emission from the center of the source decreases with increasing laser intensity ͑Figs. 8, 7, and 10͒.
To compare the measured K␣ images with the predictions of the simulation model, the intensities of the simulated images were normalized to the measured ones. For the images at ⌬xϭϪ400 m, the calculated K␣ yield is 40% lower than measured while the relative distribution of the K␣ emission is well reproduced. For the medium laser intensity at this defocus distance (Iϭ3ϫ10 16 W/cm 2 ) the influence of self-induced fields is expected to be negligible and the numerical model to be in agreement with the experiment. Therefore, the calculated K␣ emissions were normalized in such a way that the simulated and measured total K␣ yields of the images at ⌬xϭϪ400 m are the same. With this normalization the simulation quantitatively reproduces the measured K␣ distribution of this image. The difference in total K␣ yield between simulation and experiment can be accounted for by the uncertainty in the experimental plasma parameters: a variation of the plasma density scale length L/ of Ϯ0.1 can, for example, change the K␣ yield by a factor of 2 or more ͓36͔.
The calculations reproduce the K␣ emission profiles at low and moderate laser intensities ͑Fig. 7, top͒ as well as the dependence of the total K␣ yield on laser intensity ͑Fig. 9͒. At high intensities the calculated emission profiles are very different from the measured ones ͑Fig. 7, bottom͒: the calculated K␣ emission from the source center is several times higher than measured and the K␣ halo is completely absent in the simulations.
V. DISCUSSION
A dependence of the total K␣ yield on the defocus distance similar to that in Fig. 5 was also measured for Si ͓37͔, Cu ͓12͔, and Ti foil targets ͓38͔. In a previous paper ͓4͔ we explain the existence of a K␣ yield maximum by means of the reabsorption of K␣ photons inside the target. At low laser intensities, the hot electron temperature is low, so that only few electrons have energies high enough to ionize the K shell of the target atoms. When the laser is focused to higher intensities, the hot electron temperature increases and more K␣ photons are generated. At even higher laser intensities, the K␣ yield decreases again, because the generated hot electrons now penetrate deeply beyond the K␣ absorption length and most of the generated photons are reabsorbed on their way to the target surface.
This explanation for the yield maximum with bulk targets is different from that for the K␣ radiation from thin foils. Although reabsorption plays no role in thin foils, the K␣ emission from such targets also shows a yield maximum at medium laser intensities, together with a second increase of the yield above intensities of 10 18 W/cm 2 . This intensity dependence results from the dependence of the K-shell ionization cross section on the energy of the hot electrons ͓38͔.
For bulk targets, Reich et al. ͓4͔ predict an optimal laser intensity of I opt ϭ10 16 W/cm 2 for the generation of Ti K␣ emission, which is at the lower limit of the measured optimum intensity range. The slight difference might be due to the approximation of the laser intensity distribution in the focus by a single nominal intensity. In PIC-MC simulations taking into account the full experimental laser beam profile the dependence of the K␣ yield on the defocus distance and its two maxima are well reproduced ͑Fig. 9͒. The optimum laser intensity lies well within the low intensity domain, where the experimental behavior is reproduced by the numerical model.
When the laser is focused to higher intensities, the electron flux density increases. Therefore, the simulation model predicts that the number of K␣ photons generated in the focus center increases ͑dashed line in Fig. 10͒ . Such an increase of the peak K␣ emission is not observed in the measurements. In fact, right at best focus, the central K␣ emission even drops ͑triangles in Fig. 10͒ .
The extension of the K␣ source is expected to be larger than that of the laser focus due to the entrance angles of the hot electrons and their lateral scattering in the solid. To esti- 9 . Dependence of the total K␣ yield on defocus distance ͑same data as in Fig. 5͒ . The top axis shows the corresponding nominal laser intensities. The general tendency of the measured data is well reproduced by the simulations. For the highest laser intensities the measured K␣ yield remains constant, while the simulations predict a decrease.
mate which relative broadening of the K␣ source with respect to the laser focus can be expected due to these two factors, we performed a series of PIC-MC simulations for laser foci with Gaussian shapes, having different intensities and focus sizes. As stated in the numerics section, these simulations assume entrance angles of the hot electrons given by their energy ͑Fig. 3͒. We found that the relative broadening of the K␣ emission area is less than a factor of 2 for any combination of laser intensity and focus size ͑Fig. 11͒. Here, ''broadening'' is defined as the ratio of the half-width of the K␣ emission to that of the laser focus.
For higher laser intensities, the observed relative broadening of the K␣ source is much larger than a factor of 2. The measured broadening is comparable to the experimental results by other authors, who found an increase of the relative broadening with increasing laser intensity, from a 1.5ϫ broadening at 2ϫ10 16 W/cm 2 ͓2͔ over 3ϫ at 5ϫ10 17 W/cm 2 ͓25͔ to 25ϫ at 2ϫ10 19 W/cm 2 ͓15͔. As mentioned in the Introduction, self-induced electric and magnetic fields are often invoked to explain measured K␣ source sizes which are larger than can be explained solely by electron scattering in the solid. To gain insight, how these fields could affect the K␣ emission, we estimated for our experimental conditions the shape and magnitude of three self-induced fields and how they influence the hot electron trajectories. We found that the interplay of these three fields modifies the calculated spatial K␣ distribution into the direction of the experimental observations, such as lower peak K␣ emission, greater half-width, and larger total extension of the source, thus, giving a better agreement between modeling and measurement than without these fields.
We took into account the ponderomotive field of the laser, the space charge field developing at the critical density, and the thermoelectric magnetic field generated by the noncollinear temperature and density gradients in the expanding plasma ͓39͔ created by the prepulses. We used an idealized focal spot with a Gaussian shape and a half-width of 3 m and computed about 900 sample trajectories of hot electrons in the resulting fields. The resultant electron data were weighted by the hot electron distribution from the PIC simulations and again used as an input to the Monte Carlo transport code.
Hydrodynamic simulations using the MEDUSA code ͓40͔ suggest the presence of a thin magnetic field of several tens of megagausses situated between the critical plasma density and the solid. It was found that the lower energy fraction of the hot electrons was reflected by the magnetic field and prevented from entering the solid at the center of the laser focus. This reduces the central K␣ emission by a factor of 4 compared to the calculations without field, which is similar to the reduction in the experiment. A similar reduction occurs even if saturation of the magnetic field ͓41͔ at a magnitude of several megagausses is taken into account.
The reflected electrons could then traverse the space charge field at the critical density and be distributed by the ponderomotive field of the laser. Both fields have similar maximum strengths of Ϸ2ϫ10 12 V/m for our laser parameters. Since the ponderomotive field is also directed laterally, it can spread reflected hot electrons over a wider area of the target surface. Indeed, the half-width of the emission calculated with these fields included is 11 m, which is 2.5 times larger than simulated without them, but still a factor 6 smaller than measured.
The hot electrons which pass the magnetic field are deflected and enter the solid at shallow angles. This provides an explanation for the increased yield compared to the PIC-MC simulations ͑Fig. 9͒. It could also explain observations made by other groups, such as the angular spread ͓14͔, anomalously low penetration depths ͓42͔, and unexpected low temperatures ͓43,44͔ of the hot electrons.
The crucial point in our estimate of self-induced fields is the presence of a magnetic field, generated by prepulses, which reflects a large portion of the hot electrons. The strength of this field is related to the prepulse parameters via the temperature and density gradients of the produced preplasma. We found a scaling of the field strength proportional to the square root of the prepulse intensity and to the reciprocal of the focus diameter. This scaling implies that the magnetic field quickly decreases when the laser is defocused.
The discrepancies between modeling and experiment point to other ͑or much stronger͒ self-induced fields than those used in the above estimate. Possible candidates are the magnetic fields generated due to the space and time depen- dence of the ponderomotive force ͓45͔, by the surface plasma electrons acquiring a net lateral momentum due to the oblique incidence of the laser beam ͓46͔, and the resistive electric field and magnetic field set up by the hot electron current ͓47,48͔. Also, experiments point to the importance of electric fields inside the bulk material on the transport of the hot electrons ͓49-51͔. Moreover, the generation and propagation phases of the hot electrons cannot be completely separated as was done in our modeling. Clearly, more sophisticated twoand three-dimensional modeling is needed to identify the important electric-and magnetic-field generation mechanisms and provide a self-consistent picture of hot electron transport in relativistic, femtosecond laser interactions with highdensity targets.
VI. CONCLUSIONS
We have measured the spatial distribution of the K␣ emission from femtosecond laser-produced Ti plasmas with two-dimensional 6-m spatial resolution. We found qualitatively different spatial structures of the K␣ emission for high and low laser intensities ͑above and below 10 17 W/cm 2 ). At low intensities the K␣ emission consists of one broad peak, while at high intensities the central K␣ peak is surrounded by a large halo of weak K␣ emission, which delivers twothirds of the total emission. For a laser intensity of 7ϫ10 18 W/cm 2 the K␣ radiation originates from an area with a total diameter of 400 m compared to a laser focus size of 3 m. The peak K␣ emission ͑coming from the source center͒ does not increase with increasing laser intensity, or even decreases.
The experimental findings were compared with the predictions of a PIC-MC simulation model, which calculates the spatial structure of the K␣ emission resulting from the physics of laser absorption and hot electron scattering in the solid. The comparison shows that the physics included in the model is sufficient to explain the spatial K␣ distribution at low laser intensities. For high intensities, the measured peak K␣ emission is only one-third of that expected from the model and the observed K␣ halo is not reproduced by the simulations. Both observations indicate the presence of mechanisms, not included in the model, which redirect the hot electrons away from the laser focus towards the fringes.
An estimate of the hot electron trajectories in self-induced fields suggests that the electrons are reflected in the focus center by a thermoelectric magnetic field generated by prepulses, while the large extension of the K␣ source may be due to the lateral component of the ponderomotive force.
