Linearly constrained optimization problems with simple bounds are considered in the present work. First, a preconditioned spectral gradient method is defined for the case in which no simple bounds are present. This algorithm can be viewed as a quasiNewton method in which the approximate Hessians satisfy a weak secant equation. The spectral choice of steplength is embedded into the Hessian approximation, and the whole process is combined with a nonmonotone line search strategy. The simple bounds are then taken into account by placing them in an exponential penalty term that modifies the objective function. The exponential penalty scheme defines the outer iterations of the process. Each outer iteration involves the application of the previously defined preconditioned spectral gradient method for linear equality constrained problems. Therefore, an equality constrained convex quadratic programming problem needs to be solved at every inner iteration. The associated extended KKT matrix remains constant unless the process is reinitiated. In ordinary inner iterations, only the right hand side of the KKT system changes. Therefore, suitable sparse factorization techniques can be effectively applied and exploited. Encouraging numerical experiments are presented.
Introduction
Spectral gradient methods have proved to be of great value in unconstrained optimization problems. They were introduced by Barzilai and Borwein [1] , and later analyzed by Raydan [21] . They have been applied to find local minimizers of large scale problems [4, 5, 22] , and also to explore faces of large dimensions in box-constrained optimization (see [3] and [12] ). More recently, spectral gradient methods were extended to minimize general smooth functions on convex sets. See [6] . In this case, the spectral choice of steplength was combined with the projected gradient method to obtain a robust and effective low cost computational scheme.
In this work, we present a spectral gradient method for the linearly constrained optimization problem Minimize f (x) subject to Ax = b, x ≥ 0, where f : IR n → IR is a smooth function. We consider, first, the case in which the bounds x ≥ 0 are not present. For this case, we present a quasi-Newton method in which the secant approximation satisfies a weak secant equation. Our method can also be viewed as a preconditioned spectral gradient method (see [17, 19] ), in which the secant update plays the role of a preconditioner matrix that can be reinitialized whenever some indicator of performance reveals that this is convenient. The spectral choice of steplength is embedded into the secant matrix via a simple Rayleigh quotient scalar multiplication, and the whole process is combined with a nonmonotone line search strategy. The simple bounds are then taken into account by means of an exponential penalty term that modifies the objective function. Each modification of the penalty term defines a different outer iteration. At each outer iteration we apply the preconditioned spectral gradient method for linear equality constrained problems defined before.
Concerning the implementation, a basis for the null space of A is not required at all. To obtain the search direction we need to solve a convex quadratic programming problem at every inner iteration. As a consequence of the spectral choice of steplength, the associated extended KKT matrix remains constant unless the process is reinitialized, and only the right hand side of the KKT system changes. Therefore, suitable sparse factorization techniques can be effectively exploited.
This work is organized as follows. In section 2 we present the spectral gradient method for linear equality constrained problems. We describe the calculation of the search direction, the nonmonotone line search and the convergence properties of the method. In section 3, we present an exponential penalty approach to solve the linearly constrained optimization problem with simple bounds. In section 4 we give a global convergence result for the proposed outer scheme. In section 5, we describe implementation features. In section 6, we present computational results. Finally, in section 7, we state some conclusions.
Linearly constrained preconditioned spectral gradient without bounds
Let us consider the problem Minimize F (x) subject to Ax = b,
where F : IR n → IR, A ∈ IR m×n , F ∈ C 1 (IR n ), and b lies in the range of A. We denote g(x) = ∇F (x) for all x ∈ IR n . In this section we define a quasi-Newton algorithm for solving (1) . Assume that 0 < α min < α max < ∞. Given x k ∈ IR n such that Ax k = b and a positive definite matrix B k (this can be relaxed to Z T B k Z > 0, where the columns of Z are a basis of the null space of A), the steps for obtaining x k+1 are given by the following algorithm.
Algorithm 1. Preconditioned spectral gradient with linear equality constraints
Step 1: Obtain d k ∈ IR n the unique solution of
If d k = 0 terminate. (x k is a stationary point of problem (1)) Step 2: Compute, using a procedure that will be specified later (in Algorithm 2), λ k > 0 (the steplength). Define
where if s T k y k > 0 then
Return to Step 1.
The solution of (2) is given by
where g k = g(x k ). The matrix of the linear system is referred as the KKT-matrix. Note that in the particular case in which B k = I, the solution d k is the orthogonal projection of −g(x k ) on the null-space of A.
Remarks

1.
With the appropriate changes on the bounds for α k we can define
In this way it is easier to visualize the algorithm as a quasi-Newton method in which, when the bounds for α k are not violated, the matrix B k+1 satisfies the "weak secant equation"
The geometrical meaning of (5) is that the directional derivative of the quadratic model of F coincides with the directional derivative of F at the previous point. Obviously, the gradient of the quadratic model coincides with the gradient of F at the current point. With our spectral choice, the directional derivatives of the quadratic model on directions that are B k -orthogonal to the increment coincide with the directional derivative of F at the current point.
2. If no constraints are present at all and B 0 = I this algorithm is, essentially, the one defined by Raydan in [22] . The present algorithm generalizes also in many senses the preconditioned spectral gradient method introduced in [17] , where B 0 plays the role of the preconditioner matrix.
3. The quantity
is frequently referred as a Rayleigh quotient. In fact, if F ∈ C 2 (IR n ), we have:
0 s k and
we obtain:
Therefore,
In Algorithm 2 we describe the line-search procedure, that is to say, the way in which we choose λ k at each iteration. We adopted a nonmonotone line-search strategy. This means that, following [6, 15, 22] , we do not impose decrease of the objective function at every iteration. Instead, we choose a positive integer M at the beginning of the process and we accept a trial point when a sufficient decrease is obtained in relation to the maximum functional value among the M + 1 last iterations.
Algorithm 2. Nonmonotone line-search procedure
We assume that γ ∈ (0, 1) is given independently of the iteration number k and that d k has been computed using (2) .
Step 1 Set λ ← 1.
Step 2 Set x + = x k + λd k .
Step 3 If
then define λ k = λ and finish the line-search. If (6) does not hold, define
set λ ← λ new and go to Step 2.
Algorithm 1 admits many possible implementations according to the choice of the matrix B 0 . The "pure" spectral gradient method with linear constraints corresponds to B 0 = I. Our approach here, similarly to the one of [17] , is to consider that Algorithm 1 could be re-initiated with a different initial matrix B 0 whenever some indicator of performance reveals that this is convenient. The whole process is described below.
Algorithm 3. Spectral gradient for linear equality constraints with re-initialization
Assume that the positive definite matrix B 0 is given, as well as the positive integer M and the sufficient decrease parameter γ ∈ (0, 1).
Step 2. Execute Algorithm 1 with the line-search procedure given by Algorithm 2.
Step 3. If Algorithm 1 terminates at Step 1, terminate the execution of Algorithm 3 too.
Step 4. Decide whether it is necessary to re-initiate Algorithm 1 (YES-NO).
Step 5. If NO, set kount ← kount + 1, k ← k + 1 and go to Step 2.
Step 6. If YES, define a new B 0 , set kount ← kount + 1, k ← 0 and go to Step 2.
The following observation plays an important role in our convergence analysis and also in our implementation. Let (d k , ψ k ) be a solution of the system (4). Then d k belongs to the null space of A, that is, for some w k , d k = Zw k where the columns of Z form a basis of the null space of A. Therefore
Since AZ = 0 and B k is positive definite, we have
and hence
Now, using the update for the matrix B k in Algorithm 1, we obtain
Therefore, the search direction d k can be obtained using the matrix of the last re-initialization and the corresponding independent vector by means of
Our next result establishes the convergence properties of Algorithm 3.
Theorem 1.
Suppose that at all initializations of B 0 the eigenvalues of Z T B 0 Z are clustered in a strictly positive closed and bounded interval. Then Algorithm 3 is well defined and every limit point is stationary. Proof. By the choice of α k in Algorithm 1, the eigenvalues of Z T B k Z are clustered in a strictly positive closed and bounded interval. But, for all σ > 0, the subproblem
So, without loss of generality, we can assume that the eigenvalues of B k are clustered in a strictly positive compact interval. Therefore, Algorithm 1 is a particular case of Algorithm 2.1 of [7] . So, the thesis is true. 2 
Adding bounds on the variables
Now, we consider the following linearly constrained optimization problem with simple bounds :
where f : IR n → IR, A ∈ IR m×n , x ∈ IR n , f ∈ C 1 (IR n ). Our arguments below can be easily extended to a problem with simple upper and lower bounds:
however we will restrict ourselves to the case (11) in order to simplify the notation.
Problem (11) can be solved by the inexact spectral projected gradient method introduced in [7] ). This involves to solve quadratic linearly constrained problems with bounds approximately, using some iterative method that allows one to obtain lower bounds of the objective function at each iteration. This can be very costly in many cases. So, in this work we decided to deal with positive constraints using a penalty approach.
There are many possibilities to do this. The reputation of the logarithmic barrier function lead us to try an interior-point scheme at early stages of this work. This idea did not work well. Roughly speaking, the first trial step almost always violates the bounds x > 0 so that, at most inner iterations, the step must be reduced. As a consequence, if there is any benefit in the spectral choice of the step, this benefit disappears when the method is associated with the logarithmic barrier function. Of course, this does not mean that the log-function is not effective when it is associated to the pure Newtonian direction, as many theoretical and practical studies show.
In order to maintain the existence of second derivatives of the objective function, we decided to consider the modified exponential penalty function [2, 18, 20] given by:
As a consequence, we have to solve the following minimization subproblem for each penalty parameter ρ:
The meaning of µ i will be given later. We are only going to assume that
The outer algorithm consists in solving a sequence of penalty problems (12) . Each penalty problem is solved using Algorithm 3. Clearly, the exponential penalty approach does not require positivity of the initial point.
Global convergence
In this section, we will show that, under certain conditions, the scheme based on successive approximate minimizations of (12) really works. Similar results, for related algorithms, were given, for example, in [2] and [18] . The outer scheme proposed in the previous section is an exponential augmented Lagrangian method. At each outer iteration, the sequence of inner steps will be given by Algorithm 1. Accordingly, an inexact stopping convergence criterion will be defined, based on computable quantities. The following assumption guarantees that, at each outer iteration, Algorithm 1 will be able to stop. (12) are bounded.
Observe that Assumption 1 is stronger than saying that f (x) has bounded level sets on the feasible region Ax = b, x ≥ 0, since it involves the behavior of f (x) on infeasible points too. If f (x) goes to −∞ very quickly for x i → −∞, Assumption 1 might not hold. It can be argued that, in this case, it is inexpensive to modify the definition of f (x) in the infeasible region, but even this operation is risky and can create undesirable local minimizers. Now, we are able to define the outer algorithm. Each iterate of this algorithm will be x k ∈ IR n , whose existence is guaranteed by Assumption 1.
Algorithm 4. Exponential-Lagrangian scheme
Let ε k > 0 for all k = 0, 1, 2, . . . be such that lim k→∞ ε k = 0. Let ρ 0 be given by Assumption 1, as well as µ min and µ max , 0 < µ min < µ max < ∞. Let τ ∈ (0, 1), η > 1. Initialize σ 0 = 0 and k ← 0.
Apply Algorithm 1 for
Use, as stopping criterion, the test
where d is the solution of (2). (From now on, with some abuse of notation, we will denote
The final iterate of Algorithm 1 so far obtained will be called x k .
Step 3. Compute µ k ∈ IR n by
Step 4. Define σ k+1 = max {|min {µ
Step
Step 6. Set k ← k + 1. Go to Step 1.
The vector µ k is intended to be an estimator of the Lagrange multipliers associated to the inequality constraints. For this reason, the choice µ k = µ k−1 could be quite natural at
Step 2, if the safeguards defined by µ min and µ max are not violated. However, this specific choice is not necessary for proving convergence. The motivation of Step 4 of the algorithm is that the conditions on positivity and complementarity that relate the solution and the Lagrange multipliers can be written as
Therefore, Step 4 measures the progress related to the positivity-complementarity requirement. If this progress is satisfactory, it is not necessary to increase the penalty parameter. In our practical implementations we used µ k i ≡ 1, so that the whole practical process can be interpreted as a penalty scheme where the tests of Step 4 determine if the penalty parameter must be increased or not.
Let us define
Therefore, P v is the projection of v ∈ IR n on the null-space of A. The lemma that we prove below shows that the projection of the gradient of F k tends to zero when one uses the stopping criterion (13) . Along the rest of this paper, IN = {0, 1, 2, . . .}. Lemma 1. Assume that {x k } k∈IN is generated by Algorithm 4. Then,
Proof. By (8) and (13) we have:
By the linear independence of the columns of Z and the assumption on the eigenvalues of Z T B k Z, this implies that lim
The iterates generated by Algorithm 4 necessarily satisfy Ax k = b for all k but some of its components can be negative. Up to now, we did not assume that the feasible set given by x ≥ 0, Ax = b is nonempty. In the next theorem we prove that, even in the empty case, limit points of the algorithm are minimizers of the sum of weighted squared infeasibilities.
Theorem 2. Assume that {x k } k∈IN is generated by Algorithm 4 and that x * is a limit point. Then, there exists µ * > 0 such that x * is a global solution of
Proof. We consider two cases:
In Case (a), we have that for all k large enough σ k ≤ τ σ k−1 . Therefore, lim k→∞ σ k = 0. So, min{x
. . , n. This implies that x * ≥ 0. So, x * is a global minimizer of (15) for all µ * > 0. Now we consider Case (b). By Lemma 1,
So, dividing by ρ k , we obtain:
Let K be an infinite subset of IN such that lim k∈K x k = x * . Since {∇f (x k )} k∈K is bounded, we have:
So,
where {e 1 , . . . , e n } is the canonical basis of IR n . Now,
By (16) , this implies that
Thus,
Therefore, since µ k i is bounded above,
Let K 1 be an infinite subset of K such that
Taking limits for k ∈ K 1 in (17), we obtain:
This implies the thesis. 2 Corollary 1. Assume that the feasible set {x ∈ IR n | Ax = b, x ≥ 0} is nonempty, {x k } k∈IN is generated by Algorithm 4 and x * is a limit point. Then, x * is feasible.
Proof. By Theorem 2, x * is a stationary point of
with µ * > 0. But, since this problem is convex and the (nonnegative) objective function vanishes at some (feasible) point, it must vanish at every stationary point. This completes the proof. 2 Lemma 2. Assume that the feasible set {x ∈ IR n | Ax = b, x ≥ 0} is nonempty, {x k } k∈IN is generated by Algorithm 4 and K is an infinite set of indices such that
Then, for all i = 1, . . . , n, lim
Proof. If {ρ k } k∈IN is bounded, the thesis follows from Step 5 of Algorithm 4. Consider the case in which ρ k → ∞. By Corollary 1, x * is feasible, so x * i ≥ 0 for all i = 1, . . . , n. If x * i = 0, since µ k i ≥ 0 ∀ i, k, the result is trivial. Suppose, now, that x * i > 0. Then, taking k ∈ K large enough,
Then, lim
This implies the desired result. 2
the sequence {x k } k∈IN is generated by Algorithm 4 and K is an infinite set of indices such that lim
Then, x * is a stationary point of (11). 
By Lemma 1 and the definition of µ k ,
Therefore, for all k ∈ K, we have:
where lim
and lim
Now, for all k ∈ K we have that
, therefore, one of the following two possibilities hold: (i) There exists an infinite set of indices
for all k ∈ K 1 . Using the same argument, we see that one of the following two possibilities hold: (iii) There exists an infinite set of indices
for all k ∈ K 2 ; (iv) There exists an infinite set of indices
for all k ∈ K 2 . Continuing this extraction of subsequences for i = 1, . . . , n we finally obtain an infinite set of indices K n ⊂ K such that for all i = 1, . . . , n one of the following two possibilities hold:
So, given i ∈ {1, . . . , n}, if (24) holds we have that, for all k ∈ K n ,
where, by (23) , lim
On the other hand, if (25) holds, then for all
and
Define
By (26)-(34), for all k ∈ K n , x k is a solution of the linear programming problem:
Now, let z ∈ IR n be such that Az = b and z > 0. By (39), for k ∈ K n large enough, z is a feasible point of the linear programming problem (35)-(37). Therefore, since x k is a solution of this linear programming problem,
By (38), taking limits on both sides of this inequality for k ∈ K n , we obtain that
So, we proved that (40) holds for all z ∈ IR n such that Az = b and z > 0. Let now x ∈ IR n be such that Ax = b, x ≥ 0. Let w ∈ IR n be such that w > 0 and Aw = b. Then
Therefore, by (40),
Taking limits in the above inequality for t → 0, we obtain:
Since x was an arbitrary feasible point, this implies the desired result. 2
Implementation features
This section deals with some specific algorithmic choices. We present the results of computer experiments in the next section. Let us first recall that µ k i ≡ 1 in our implementation of outer iterations.
Computation of α k and d k in Algorithm 1. The expression for α k can be simplified when k ≥ 1 as follows. Notice first that
From (4) we obtain that
So, the expression for α k can be reduced to
For this new expression the vector s k is not required, and the calculation of d T k g k can be reused in (6) for each trial step during the nonmonotone line search.
On the other hand, the direction d k could be obtained by solving the system (4) . If the order of the system were small it could be solved using the LU factorization with partial pivoting or the QR factorization. Using these linear solvers, the cost of solving the system would be O(n 3 ) floating point operations. For large-scale linear systems this cost becomes prohibitive. So, it is convenient to compute d k by solving instead the system (10) . In this case, we will solve several systems for consecutive iterations, with different independent vectors, using only one factorization. Moreover, since we want to exploit the fact that the KKT matrix is symmetric we use the subroutine MA27 of Duff and Reid [10] . This routine is suitable for solving specifically sparse symmetric indefinite linear systems. Finally, we note that the block B 0 changes when a re-initialization is needed in Step 6 of Algorithm 3, so the KKT-matrix changes too. However the sparsity structure is constant during the whole process and we can also exploit this fact using suitable routines from MA27.
Initial point. To start Algorithm 3 we need an initial point x 0 , which must satisfy the linear equality constraints Ax = b. That point can be easily obtained solving the linear system −I A T A 0
Observe that the matrix of this system has the same structure as the KKT matrix of (4). So, we used again the subroutine MA27.
Stopping criterion. The outer exponential algorithm was stopped when, at a solution of (12), we have that
and, for all i = 1, . . . , n,
Condition (41) indicates that the current outer iterate is (almost) feasible. The quantities axp (−ρx i ) are estimates of the Lagrange multipliers corresponding to the constraints −x i ≤ 0. Therefore, (42) indicates that the current point satisfies (approximately) the complementarity conditions. The fact that the gradient of the objective function is (approximately) a linear combination of the gradients of the active constraints must be guaranteed by the convergence criterion used in the inner algorithm. By (8) this property will hold if d k = 0. Therefore, as inner convergence criterion of Algorithm 1, we used:
Angle criterion. Since we do not have direct access to positive-definiteness of the matrices Z T B k Z, we must control the fact that descent directions are effectively generated in an indirect way. Here we decided to use
Inequality (44) says that the appropriate Rayleigh quotient (see the proof of Theorem 1) related to Z T B k Z is positive.
When (44) is not satisfied we have to consider two cases:
1. If it happens immediately after a re-initialization (k = 0) we define B k = B k + ρI, ρ > 0 and a new factorization of the KKT-matrix is performed. This procedure is repeated until the angle condition is satisfied.
2. Otherwise, we perform a re-initialization and continue with Step 2 of Algorithm 3.
Re-initialization criterion at
Step 4 in Algorithm 3. Among the many possible re-starting procedures, we decided to use, after preliminary experiments, the following one, which depends of a positive integer parameter p:
(a) If we are at the first outer iteration or if at the previous outer iteration the inner algorithm converged within limit iterations, then at the current outer iteration the algorithm is restarted every p k inner iterations.
(b) If, at the previous outer iteration, the inner algorithm did not converge after limit iterations, at the current outer iteration the algorithm is restarted every p iterations.
(c) The inner algorithm is restarted if condition (44) is not satisfied.
The rationale behind (a) is that, at the first iterations of the inner algorithm, large steps are expected so that the Hessian changes more abruptly than at the final iterations. Therefore, restarts must be more frequent at the first iterations than at the final ones. However, we turn to criterion (b), that restarts the algorithm after equally spaced iterations if criterion (a) did not work well.
Several strategies can be proposed for choosing B 0 when re-initialization is recommended. Since in all our experiments f ∈ C 2 (IR n ) we adopt the most obvious one, that is
Nonmonotone line-search. When (6) does not hold in Algorithm 2, we compute the new step size using quadratic interpolation with safeguards.
Numerical experiments
We tested our algorithm using the following family of problems. Given a positive integer κ, we define
where the constants α i are defined by α i = 1.0 + (1.01) i−1 .
These problems arise in the optimal placement of nodes in a scheme for solving ordinary differential equations with given boundary values [14] . We solve these problems for different values of κ. Notice that, for this family, the matrix A has m = κ − 1 rows and n = 2κ − 1 columns (variables).
For the numerical experiments we set the following default parameters: limit = 300, maximum number of inner iterations. ε = 10 −8 , tolerance for stopping criterion for outer iterations. ε = 10 −6 , tolerance for stopping criterion for internal iterations. γ = 10 −4 , tolerance for nonmonotone line search. θ = 10 −9 , constant in the angle criterion. α min = 10 −3 , α max = 10 3 , the safeguards interval for the spectral parameter α. We use ρ 0 = 10 and η = 10 in Algorithm 4.
We tried to solve all the problems using M = 0, 5 and 10 for the nonmonotone line search procedure (Algorithm 2). Note that for M = 0 we are forcing monotone decrease of the objective function at every iteration. We consider p = 1, 2, 3. The case p = 1 means that we re-start Algorithm 1 at every iteration. Therefore, this case corresponds to Newton's method.
All the numerical experiments were run on a SUN Ultra 1 Creator in double precision FORTRAN, with the optimization option -O.
The numerical results are shown in Tables 1, 2 and 3 , corresponding to different values of the parameter p. For each table we report the parameter κ, the outer iterations (Outer), the inner iterations (Inner) and the CPU time in seconds (Time) for M = 0, 5, 10. Table  4 shows the performance of an implementation of the Stationary-Newton Method, with M = 10 and p = 2, 3. We report the number of outer iterations, inner iterations and the CPU time for the same set of problems.
Finally, in Table 5 we compare the CPU time obtained with our method (p = 2, 3, and M = 0, 10.) against the well-known package LANCELOT [8, 9] . We used the following parameters for LANCELOT:
• exact-second-derivatives-used
• cg-method-used
• inexact-Cauchy-point-required
• infinity-norm-trust-region-used
• gradient-tolerance 1.0D-06
• constraints-tolerance 1.0D-06
In all the experiments we verify that the three methods that we used (spectral gradient, stationary Newton and LANCELOT) converge to the same solution. Now, we proceed to the analysis of these tables. First of all, we consider Tables 1-3  separately. Table 1 (p = 1) shows that there is no difference between monotone (M = 0) and nonmonotone versions (M = 5, 10), except for problems with κ = 650 and κ = 800. Clearly, p = 1, M = 0 corresponds, essentially, to a projected Newton's method with backtracking (and modified exponential penalization). On the other hand, Tables 2 and  3 (p = 2 and 3 respectively) show that the nonmonotone version was better than the monotone one, specially for large scale problems. Table 4 : Stationary-Newton, M = 10 Tables 1-3 jointly we note that in most of the experiments the number of inner iterations for p = 2 and 3 was greater than for p = 1. However, for large scale problems, the CPU time for p = 2 and 3 and nonmonotone versions were less than those corresponding to the case p = 1.
Comparing the previous tables with Table 4 shows that performing the spectral correction of the Hessian at inner iterations is better than not correcting at all, as the Stationary Newton method does.
Finally, Table 5 shows that using any implementation of the spectral method (p = 2 or 3) in the monotone or nonmonotone line search is more effective than using LANCELOT (with the mentioned parameters) on this set of problems.
Let us try to explain the reasons for the observed results.
(1) The performance of our method was better than Newton's method except for small problems. (Observe that the sparsity pattern of the matrix (4) is suitable for a rather quick factorization using MA27.) The fact that Newton's method, in any of its variations, is very effective when the linear algebra associated to it is not prohibitive is well known in numerical optimization. Moreover, in that case, the association of Newton with the logarithmic barrier function (see, for example [23, 24] ) is usually profitable. It would be easy to construct examples where the situation is completely different, just placing an objective function with a dense or badly structured Hessian. On the other hand, the fact that in our method we do not factorize the KKT-matrix at each iteration is a very important advantage, as can be clearly observed comparing the CPU time for large scale problems.
(2) More important is the fact that the spectral preconditioned methods outperformed stationary Newton variations. In fact, stationary Newton methods (with restarts) are good alternatives to Newton when this is not affordable. So, it is interesting to observe that with minimal corrections, which do not increase the computational cost of Newton's stationary methods, we can obtain significant improvements of the overall performance.
(3) The fact that explains the superiority of the methods introduced in this paper against LANCELOT is, essentially, that the matrix A has a structure that makes the factorization of (4) affordable. LANCELOT does not use factorizations at all and, so, this advantage is lost.
(4) As in [6, 15, 22] the numerical results for large scale problems using a nonmonotone line search were better than those using monotone ones.
Final remarks
As we mentioned in the introduction, spectral gradient methods for unconstrained and bound constrained problems have shown to be very effective when compared to conjugate gradient methods and with other methods especially designed for large scale problems. See [6, 22] . In fact, as we can see in Tables 1-5 the performance of our method was satisfactory for small scale problems and very attractive and encouraging for large scale problems.
Given the observations and possible explanations in section 6, let us forecast the practical future of algorithms like the ones presented in this paper. First of all, it is clear to us that spectral gradient algorithms are not going to replace Newton's method, when the linear algebra cost associated to the latter is moderate. However, in situations where a Newton iteration can be performed but is rather expensive, a spectral Hessian scaling performed at most iterations must be more effective than merely repeating the previous Hessian.
If a factorization of (4) is so expensive that it cannot be performed even in a single iteration, two different situations can be distinguished. In the first situation, the matrix responsible for the cost associated to the factorization of (4) is the constraint matrix A. In this case, Algorithm 1 cannot be implemented either. This is the case in which it is recommendable to incorporate the constraints Ax = b to the objective function, as LANCELOT does (see [8, 16] ). In the second case, the Hessian of the objective function is the one that makes the factorization (4) impossible. In this case, the factorization of I A T A 0 is probably affordable, and the spectral gradient method based on B k ≡ I can be comparatively efficient. In an extreme case, the problem is unconstrained (m = 0), a situation where the spectral gradient technique has proved to be effective.
Finally, a few words must be said with respect to the penalty strategy used here. There exist at least two completely different strategies for dealing with the bounds. The most classical one is the active set strategy described, for example, in [11, 13] and many other text books and papers. In the last decade, interior point algorithms like the ones described in [24] became increasingly popular. The association of interior point (logarithmic barrier) algorithms with Newtonian directions seems to be very effective. However, this does not seem to be the case when Newtonian directions cannot be computed at all. In this case, we feel that the modified exponential penalization is a good alternative although much research is necessary in order to balance the termination criterion of the inner algorithm with the global convergence criterion.
