In the use of ANOVA for hypothesis testing in animal science experiments, the assumption of homogeneity of errors often is violated because of scale effects and the nature of the measurements. We demonstrate a method for transforming data so that the assumptions of ANOVA are met (or violated to a lesser degree) and apply it in analysis of data from a physiology experiment. Our study examined whether melatonin implantation would affect progesterone secretion in cycling pony mares. Overall treatment variances were greater in the melatonin-treated group, and several common transformation procedures failed. Application of the Box-Cox transformation algorithm reduced the heterogeneity of error and permitted the assumption of equal variance to be met.
Introduction
For data to be analyzed properly by ANOVA, errors need to be independent, have a normal distribution with zero mean, and be similar between treatments. The assumption of homogenous variances often is violated in biological experiments because treatments that result in a change in the mean of a given response variable often are accompanied by changes in error variances ( a scale effect). For example, the mean volume of uterine fluid in the nonpregnant, ligated uterine horn of pregnant ewes increased during pregnancy, as did the variance (Liu and Hansen, 1995) .
Transformation of the data is usually the preferred method of alleviating heterogeneity because it is applicable to all experimental designs analyzed with ANOVA, and conversion of data from interval or ratio values to ranks, as in nonparametric procedures, results in a loss of information. This loss in information is usually reflected by a loss of power of the statistical test. The goal of data transformation is to change the scale by which the data are analyzed so that the variances are not heterogenous. However, the transformation that is most effective in reducing the heterogeneity of variance often is not obvious and often must be found by trial and error. Box and Cox (1964) presented a family of transformations and a computational technique to select a transformation that will best resolve the problems of non-normality and heterogeneity of error. Despite its power and desirable properties, the Box-Cox transformation apparently is rarely used in the statistical analysis of animal data. In this report, we provide an overview of the Box-Cox data transformation and provide an illustrative example for its application in the analysis of data from a physiology experiment. Results are compared with several other data transformations.
Materials and Methods

The Box-Cox Transformation
The method presented by Box and Cox (1964) is based on the observation that the mean ( m) is often proportional to the standard deviation ( s) of a population such that
[1] (Damon and Harvey, 1987; Montgomery, 1991) . The purpose of transformation is to raise the data to power l such that the correlation between the mean and the standard deviation is reduced or eliminated. Box and Cox (1964) provided an algorithm by which the optimum value for the transformation parameter l is selected by the method of maximum likelihood. This technique involves performing a series of analyses of variance, for various values of l, transformed as 
the geometric mean of the observations ( y ) . The analysis of variance for l that yields the lowest error sums of squares then is used for hypothesis testing.
Example: Effect of Melatonin on Progesterone Secretion in Pony Mares
Data were taken from Peltier (1996) . Eight ovarian-intact mares were synchronized to the luteal stage of the estrous cycle using timed injections of PGF 2a to induce luteolysis and hCG to induce ovulation. Mares received either subcutaneous melatonin ( n = 4 ) or sham ( n = 4 ) implants every 2 wk for 4 wk. The melatonin and sham implants were prepared and administered as described in Peltier (1996) .
Blood samples were collected daily on d −2 to +10 relative to ovulation and assayed for progesterone concentrations as previously described (Peltier, 1996) . Data then were examined for potential differences in hormone secretion by using the General Linear Models procedure of SAS (1990) . The mathematical model included effects due to treatment, mare within treatment, day, and day × treatment interactions. Tests for homogeneity of error were conducted by sorting the data by treatment using the sorting procedure of SAS and performing an ANOVA for each treatment. The residual variances were then compared between treatments using a two-sample F-test as previously described (Freund and Wilson, 1993) .
Results
Progesterone concentrations were more variable in the melatonin-implanted group than in the shamimplanted group ( F = 3.20; P < .001). A series of analyses of variance then was conducted on data transformed as shown in The error sums of squares was minimized when l = .15, suggesting that raising the data to the .15 power should best alleviate the heteroscedasticity of the data. Because the overall mean and treatment effects are estimated simultaneously with the transformation parameter, no further mathematical computations were necessary for hypothesis testing. The probability values used were from the ANOVA conducted on ( 2 ) with l = .15.
The residual error variances of the Box-Cox transformed data were similar for the two treatments (Table 1 ; F = 1.18; P = .320). This indicated that transformation of data using the Box-Cox algorithm was successful in that the assumption of equal variance for ANOVA was met. Five other common transformations were not successful in eliminating heterogeneity. Compared with them, the Box-Cox transformation best reduced the F-ratio between treatments (Table 1) . Hence, the probability values from the analysis conducted on Box-Cox transformed data were considered more reliable. Interpretation of the results of this experiment was not altered by analysis of the Box-Cox transformed data compared to analysis of the untransformed data. However, application of the reciprocal transformation, which further increased the heterogeneity of errors, falsely suggested that a treatment × day interaction was present (Table 2 ).
Discussion
One approach to the problem of nonhomogeneous errors in repeated measurements of animals is to analyze the experiment using the multivariate T 2 test (Gill and Hafs, 1971) . However, this method has serious problems that may prohibit its use in many physiology experimental designs such as the one described above. For example, there must be more experimental subjects than there are experimental time points (Wilcox et al., 1990) ; this often does not occur. If data for a time point from a given animal are missing, then none of the data from this subject can be used for analysis (Freund et al., 1986) ; missing data are common in these experiments (Wilcox et al., 1990) . Therefore, many physiology experiments such as the one described above are examined best as a split-plot design, for the most efficient use of experimental data when there are many periods and few animals and(or) when missing data are present. As an ANOVA method, the split-plot method requires the assumption of homogenous variance (Gill and Hafs, 1971) . Failure to consider the assumption of equal variance can have unpredictable consequences in ANOVA. Weerahandi (1995) found that, when errors were heteroscedastic, F-tests lost sensitivity, and an increased frequency of Type II errors (failure to detect a significant difference) resulted. However, when the variance was inversely correlated with sample size, the F-test became too liberal and an excess of Type I errors (detecting a false significant difference) resulted.
The Box-Cox algorithm provided a simple method for determining how best to transform the data for reducing heterogeneity of errors. This transformation also is well adapted to bringing heavily skewed data sets to near normality (Draper and Cox, 1969) . The procedure is versatile; extensions of the Box-Cox transformation have been applied to grouped data (Guerrero and Johnson, 1984; Becerril et al., 1993) , binary response data (Guerrero and Johnson, 1982) , and variance component analysis (Solomon, 1985) . Although the interpretation of results from our experiment described did not change when data were transformed (except for the reciprocal transformation), probability values obtained from the analysis on Box-Cox transformed data probably are preferred.
Implications
The Box-Cox data transformation is a simple method that can enable analysis of heteroscedastic and non-normal data sets so that the assumptions of the analysis of variance may be satisfied better, especially when other transformation procedures fail.
