In binaries composed of early-type stars and white dwarfs, the dominant tidal process involves the excitation of internal gravity waves (IGWs), which propagate towards the stellar surface, and their dissipation via nonlinear wave breaking. We perform 2D hydrodynamical simulations of this wave breaking process in a stratified, isothermal atmosphere. We find that, after an initial transient phase, the dissipation of the IGWs naturally generate a sharp critical layer, separating the lower stationary region (with no mean flow) and the upper "synchronized" region (with the mean flow velocity equal to the horizontal wave phase speed). While the critical layer is steepened by absorption of these waves, it is simultaneously broadened by Kelvin-Helmholtz instabilities such that, in steady state, the critical layer width is determined by the Richardson criterion. We study the absorption and reflection of incident waves off the critical layer and provide analytical formulae describing its long-term evolution. The result of this study is important for characterizing the evolution of tidally heated white dwarfs and other binary stars.
INTRODUCTION
The physical processes responsible for tidal evolution in close binaries often involve the excitation and dissipation of internal waves, going beyond the "weak friction" of equilibrium tides (see Ogilvie 2014 for a review). In particular, internal gravity waves (IGWs), arising from buoyancy of stratified stellar fluid, play an important role in several types of binary systems. In solar-type stars with radiative cores and convective envelopes, IGWs are excited by tidal forcing at the radiative-convective boundary and propagate inward; as the wave amplitude grows due to geometric focusing, nonlinear effects can lead to efficient damping of the wave (Goodman & Dickson 1998; Barker & Ogilvie 2010; Essick & Weinberg 2015) . In early-type main-sequence stars, with convective cores and radiative envelopes, IGWs are similarly excited at the convective-radiative interface but travel toward the stellar surface; nonlinearity develops as the wave amplitude grows, leading to efficient dissipation (Zahn 1975 (Zahn , 1977 . As the outgoing wave deposits its angular momentum to the stellar surface layer, a critical layer may form and the star is expected to synchronize from outside-in (Goldreich & Nicholson 1989) .
Tidal dissipation can also play an important role in compact double white dwarf (WD) binary systems (with orbital periods in the range of minutes to hours). Such binaries may produce a variety of exotic astrophysical systems and phenomena, ranging from isolated sdB/sdO stars, R CrB stars, AM CVn binaries, high-mass neutron stars and magnetars (created by the accretion-induced collapse of merging WDs), and various optical transients (underluminous supernovae, Ca-rich fast transients, and type Ia supernovae) (e.g. Livio & Mazzali 2018; Toloza et al. 2019) . The outcomes of WD mergers depend on the WD masses and composition, but tidal dissipation can strongly affect the pre-merger conditions of the WDs and therefore the merger outcomes. Tidal dessipation may also influence the evoluton of eccentric WDmassive black hole binaries prior to the eventual tidal disruption of the WD (Vick et al. 2017) . are tidally excited mainly at the compositon transitions of the WD envelope; as these waves propagate outwards towards the WD surface, they grow in amplitude until they break, and transfer both energy and angular momentum from the binary orbit to the outer envelope of the WD. However, these previous works parameterized the wave breaking process in an ad hoc manner. The details of dissipation, namely the location and spatial extent of the wave breaking, affect the observable outcomes: dissipation near the surface of the WD can be efficiently radiated away and simply brightens the WD, while dissipation deep in the WD envelope causes an energy buildup that results in energetic flares (Fuller & Lai 2012b ). An important goal of this paper is to elucidate the details of the nonlinear IGW breaking process; the result of this "microphysics" study will help determine the thermal evolution and the observational manifestations of tidally heated binary WDs.
In this paper, we perform numerical simulations of IGW breaking in a plane-parallel stratified atmosphere (a simple model for a stellar envelope). We use the pseudo-spectral code Dedalus Burns et al. 2019 ) and a 2D Cartesian geometry, and consider IGWs propagating into an isothermal fluid initially at rest. We find that, after an initial transient phase, a critical layer naturally develops, separating a lower zone that has no horizontal mean flow and an upper zone with mean flow at the horizontal phase velocity of the IGW. The major part of our paper is dedicated to characterizing the behavior of the critical layer when interacting with a continuous train of IGW excited from the bottom of the atmosphere. IGWs are generally anti-diffusive, in that they steepen shear flows (Lindzen & Holton 1968; Couston et al. 2018 ) and act to narrow the critical layer. We find this steepening is counter-balanced by the Kelvin-Helmholtz instability and turbulence within the narrow critical layer. By careful accounting of the momentum flux budget about the critical layer, we are able to model the reflection and absorption of the incident IGW, and the slow downward propagation of the critical layer.
While the motivation of our study is to understand tidal dissipation in WD and early-type stellar binaries, the IGW breaking process studied in this paper is also quite relevant to the circulation dynamics of planetary atmospheres (see e.g. Lindzen 1981; Holton 1983; ?) .
This paper is organized as follows. In Section 2 we present the system of equations used in our simulations. In Section 3, we review the existing understanding of wave breaking and present analytical results characterizing IGW behavior near a critical layer. In Section 4 we describe our numerical setup and in Section 5 we validate our method in the weak-forcing limit against linear theory. In Section 6, we present the results of simulations of IGW breaking and our characterization of the critical layer. We summarize and conclude in Section 7.
PROBLEM SETUP AND EQUATIONS
We consider a stratified, incompressible, isothermal fluid representing a stellar envelope or atmosphere. We approximate the equation of state as baratropic, i.e. P(ρ, T) = P(ρ). We study dynamics in 2D, so that fluid variables depend only on the Cartesian coordinates x and z. While it is well-known wave breaking is a 3D process (Klostermeyer 1991; Winters & D'Asaro 1994) , the dynamical effect of the breaking process is likely to be similar in 2D (Barker & Ogilvie 2010) . We approximate the gravitational field as uniform, pointing in the (−ẑ) direction. The plane-parallel approximation is justified since wave breaking generally occurs near the stellar surface. The background density stratification is given by
with ρ 0 some reference density. We denote background quantities with overbars and perturbation quantities with primes. The Euler equations for an incompressible, barotropic fluid in a uniform gravitational field are
where D/Dt = ∂/∂t + (u · ∇) is the Lagrangian or material derivative, and u, ρ, P denote the velocity field, density and pressure respectively. The constant gravitational acceleration is −gẑ. For this isothermal background, hydrostatic equilibrium implies P = ρgH. We assume there is initially no background flow, so u = u . Physically, this assumption corresponds to a non-rotating star. For convenience, we introduce the dimensionless density variable Υ and the reduced pressure (e.g. Lecoanet et al. 2014 
These variables automatically enforce ρ > 0 and eliminate the stiff term ∇P/ρ in the Euler equation. In terms of Υ and , the second two equations in (2) become
Hydrostatic equilibrium corresponds to Υ = 0, = gH.
INTERNAL GRAVITY WAVES: THEORY

Linear Analysis
In the small perturbation limit, we may linearize Eq. (5). The solution in this linear regime is given by (Drazin 1977; Dosser & Sutherland 2011b) 
where A is a constant amplitude, and the frequency ω and the wave number (k x , k z ) satisfy the dispersion relation
Our equations are valid in the limit of large sound speed (c s → ∞), in which the Brunt-Väisälä frequency, N, is given by
and is constant. Other dynamical quantities are simply related to u z . In the short-wavelength/WKB limit (|k z H| 1), the solution exhibits the following characteristics:
(i) The amplitude of the wave grows with z as e z/2H . Thus, the linear approximation always breaks down for sufficiently large z.
(ii) The phase and group velocities are given by:
We note c p ·c g = O (k z H) −2 ≈ 0. In the Boussinesq approximation where terms of order O H −2 are ignored, the phase and group velocities are exactly orthogonal (Drazin 1977; Dosser & Sutherland 2011a) . We use the convention where upward propagating IGW have c g,z > 0, k z < 0, k x > 0.
(iii) The averaged horizontal momentum flux F (in the +ẑ direction) carried by the IGW is defined by
The notation . . . x denotes averaging over the x direction. For the linear solution (Eq. 6), this evaluates to
Thus, indeed F > 0 for an upward propagating IGW (c g,z > 0).
Wave Generation
To model continuous excitation of IGWs deep in the stellar envelope propagating towards the surface, we use a volumetric forcing term to excite IGW near the bottom of the simulation domain. Our forcing excites both IGWs propagating upwards, imitating a wave tidally excited deeper in the star, and downwards, which are not physically relevant in binaries. In our simulations, these downward propagating waves are dissipated by a damping zone described in Section 4.2.
As not to interfere with the incompressibility constraint, we force the system on the density equation. We implement forcing with strength C localized around height z 0 with small width σ by replacing Eq. (5a) with
Using a narrow Gaussian profile excites a broad z power spectrum, but only the k z satisfying the dispersion relation (Eq. 7) for the given k x and ω will propagate. In the linearized system, the effect of this forcing can be solved exactly (see Appendix A). In the limit |k z H| 1, σ H, the solution can be approximated as two plane waves propagating away from the forcing zone
The z > z 0 region contains an upward propagating IGW wavetrain. The x component of the velocity can be obtained by the incompressibility constraint (Eq. 2a).
Wave Breaking Height
As the upward propagating IGW grows in amplitude (|u| ∝ e z/2H ), it is expected to break due to nonlinear effects. We can estimate the height of wave breaking using the condition |u| ∼ ω/|k|. This can be rewritten using the Lagrangian displacement ξ = u/(−iω):
Drazin (1977); Klostermeyer (1991) ; Winters & D'Asaro (1994) describe the onset of wave breaking in some detail. At intermediate amplitudes, wave breaking occurs via triadic resonances, transfering energy from the "parent" IGW to "daughter" waves on smaller length scales that efficiently damp. The horizontal momentum flux decreases from F to 0 over this breaking region. The lost flux is deposited into a horizontal mean flow
As the mean flow grows, a critical layer may form, as discussed below.
Critical Layers
A horizontal shear flow U(z, t)x enters the fluid equations via the Lagrangian derivative, which can be decomposed as
where u is the velocity field without the shear flow. Thus, U has the effect of Doppler shifting the time derivative into the frame comoving with the mean flow. If U is roughly constant, then the behavior of a linear plane-wave perturbation satisfies the modified dispersion relation
This is just Eq.
then the dispersion relation is singular and the linear solution breaks down. Physically, this corresponds to the Doppler-shifted frequency of the IGW being zero. Anywhere U = U c is called a critical layer.
The behavior of an IGW incident upon a critical layer was first studied in the inviscid, linear regime in Booker & Bretherton (1967) , which found nearly complete absorption of the IGW. The amplitude reflection and transmission coefficients are given by
where Ri is the local Richardson number evaluated at the critical layer height z c :
In the Ri 1 limit, R, T 1 and the incident wave is almost completely absorbed. This result also applies to viscous fluids (Hazel 1967) . However, weakly nonlinear theory (Brown & Stewartson 1982) and numerical simulations (Winters & D'Asaro 1994) suggest that nonlinear effects may significantly enhance reflection and transmission.
Consider now the long-term evolution of the critical layer due to continuous horizontal momentum transfer by IGWs. Any incident horizontal momentum flux F a (t) absorbed by the fluid must manifest as additional horizontal momentum of the shear flow. Since U cannot exceed U c , the critical layer will instead propagate downward in response to the incident momentum flux. The horizontal momentum of the shear flow satisfies ∂ ∂t
Assuming
If F a is constant in time, the height of the critical layer z c (t) has analytical solution:
where z c (t = 0) is the initial critical layer height.
NUMERICAL SIMULATION SETUP
We use the pseudo-spectral code Dedalus Burns et al. 2019) to simulate the excitation and propagation of IGWs (Section 5) as well as their nonlinear breaking and the formation of a critical layer (Section 6).
Parameter Choices
We solve Eqs. (2a), (5b), and (13) in a Cartesian box with size L x , L z . We choose periodic boundary conditions in both the x and z direction. To mimic the absence of physical boundaries at the top/bottom of the simulation domain, we damp perturbations to zero near the top/bottom using damping zones (see Section 4.2). We expand all variables as Fourier series with N x and N z modes, and use the 3/2 dealiasing rule to avoid aliasing errors in the nonlinear terms (Boyd 2001) .
The geometry of our simulation domain is fixed by one further parameter, z 0 , the forcing location. We choose L z = 12.5H (z runs from −H to 11.5H), and the lower and upper damping zones are active for z < 0.3H and z > 9.5H respectively. The forcing (see Eq. (13)) is at z 0 = 2H with width σ = 0.078H, sufficiently far from the lower damping zone and permitting sufficient room for the upward propagating wave to grow as ∝ e z/2H . Finally, we want similar grid spacing in the x and z directions (i.e. L x /N x ∼ L z /N z ), guided by the intuition that turbulence generated by wave breaking is approximately isotropic, so we use L x = 4H and N z /N x = 4.
The time integration uses a split implicit-explicit thirdorder scheme where certain terms are treated implicitly and the remaining terms are treated explicitly. A thirdorder, four-stage DIRK-ERK scheme (Ascher et al. 1997) is used with adaptive timesteps computed from advective Courant-Friedrichs-Lewy (CFL) time. Specifically, we use ∆t = 0.7 min(∆x/u x , ∆z/u z ), where the minimum is taken over every grid point in the domain, and ∆x ≡ L x /N x and ∆z ≡ L z /N z are the grid spacings in the x and z directions respectively.
We non-dimensionalize the problem such that H = N = ρ 0 = 1. The physics of the simulation is then fixed by the four remaining parameters k x , ω, C, and the viscosity ν. We describe our choices for these parameters below:
(i) k x : Tidally excited waves in stars generally have = 2, corresponding to a horizontal wavenumber k ⊥ ∼ 1/R, where R is the radius of the star. We use the smallest wavenumber in our simulation, k x = 2π/L x .
(ii) ω: We choose ω by evaluating the dispersion relation ω(k x , k z ) for a desired k z (see Eq. (7)). We pick |k z H| = 2π to ensure the waves are very well resolved in all of our simulations. Note however that tidally forced IGWs typically have ω N, or equivalently k r /k ⊥ ∼ k r R 1. This requires |k z H| 1, which is only marginally satisfied in our simulations.
(iii) C: In our weak forcing simulations (Section 5), we first choose the forcing strength C (see Eq. (13)) to be sufficiently weak such that |ξ z k z | 1 is satisfied everywhere in the simulation domain. This constrains C by Eq. (14). In our wave breaking simulations (Section 6), we choose larger C.
(iv) ν: Nonlinear effects transfer wave energy from the injection wavenumber k to larger wavenumbers. Our spectral method does not have any numerical viscosity, so diffusivity must be introduced into the equations to regularize the systems at large wavenumbers. We add viscosity and diffusivity to the system in a way that conserves horizontal momentum (see Appendix B for details). We define the dimensionless Reynolds number
We use Re 1 in our simulations 1 .
Finally, we use initial conditions u(x, z, 0) = Υ(x, z, 0) = 0 and (x, z, 0) = 1, corresponding to hydrostatic equilibrium and no initial fluid motion.
Damping Layers
We aim to damp disturbances that reach the vertical boundaries of the simulation domain without inducing nonphysical reflection. To do so, we replace material derivatives in Eq. (5) with:
where z B = 0.3H and z T = 9.5H are the boundaries of the lower and upper damping zones respectively. This damps perturbations below z B and above z T with damping time τ and negligibly affects the dynamics between z B and z T . We choose the transition width ∆z = 0.25H and damping time τ = 1/(15N). This prescription is similar to Lecoanet et al. (2016) and has the advantage of being smooth, important for spectral methods. Further details of our implementation of the fluid equations in Dedalus are described in Appendix B.
WEAKLY FORCED NUMERICAL SIMULATION
To test our numerical code and implementation, we carry out a simulation in the weakly forced regime with C = 1.64×10 −7 . According to the linear solution (Eq. (14)), this generates IGW with |ξ z k z | ≈ 5 × 10 −5 just above the forcing zone. The IGW grows to |ξ z k z | ≈ 7.4 × 10 −3 at the upper damping zone and satisfies |ξ z k z | 1 in the entire simulation domain. We include a nonzero ν corresponding to Re = 10 7 .
We expect the waves to follow the analytical solution given by Eq. (14) and the corresponding u x (x, z, t); we denote this solution u al (x, z, t). The amplitude of the observed IGW in the simulation field u relative to analytical solution u al over some region z ∈ [z b , z t ] can be estimated from
The subscript i denotes the incident wave. If u = u al , then A i (t) = 1. The normalization in Eq. (28) is chosen such that the overlap between u, u al ∝ e z/2H is evenly weighted throughout the integration region. For the weakly forced simulation, we expect A i (t) = 1 when integrated between the forcing and damping zones, i.e. z b z 0 and z t z T (z 0 , z T are defined in Eq. (13) and Eq. (27) respectively). For consistency with the nonlinear case later, we choose z b = z 0 + 3σ and z t = z b + H. Note that using a larger integration domain by choosing z t = z T − ∆z just below the upper damping zone instead does not change the measured A i . The resulting measurement of A i (t) is shown in Fig. 1, and indeed A i ≈ 1 after the initial transient.
The analytical theory (Section 3.1) also predicts that A i (t) = 1 corresponds to perfect agreement with the analytical estimate. After an initial transient phase, we observe A i (t) asymptotes to ≈ 1, implying continuous excitation of identical IGW with the expected amplitude. The small deviation of A i (t) from unity may be due to timestepping errors, as a relatively large fixed step size ∆t = 0.1/N was used for this simulation. the horizontal momentmum flux F(z, t) is independent of z between the forcing zone where the wave is generated and the damping zone where it is dissipated. The expected horizontal momentum flux carried by the excited IGW in the linear theory can be computed by simply evaluating Eq. (11) for u al and is a constant:
Denoting the momentum flux measured in the simulation by F(z, t) (use Eq. (11) with velocities taken from the simulation), we expect F(z, t) = F al between z 0 and z T . Fig. 2 shows agreement with this prediction. 
NUMERICAL SIMULATIONS OF WAVE BREAKING
To perform simulations of wave breaking phenomena, we use the same setup as described in Section 4 and Section 5 except for different values of C and ν. In particular, we choose C such that |ξ z k z | = 0.1 in the forcing zone (z = z 0 ). The linear solution predicts |ξ z k z | ∼ 4.25 at the upper damping zone z T . We choose the viscosity ν so that Re is as large as possible across the various resolutions. A table of our simulations can be found in Table 1 .
Numerical Simulation Results
A full video of our simulation with N x = 768, N z = 3072, Re = 1024 is available online 2 . We take this to be our fiducial simulation for the remainder of this paper, though other simulations show qualitatively similar behavior. In Fig. 3 , we present snapshots of u x and Υ at various phases of the simulation. The flow evolves through several distinct stages:
(i) At early times (top left panel), the flow resembles a linear IGW lower in the simulation domain but breaks down into smaller-scale features at higher z. Some characteristic swirling motion can be seen in the advected scalar Υ, indicating Kelvin-Helmholtz instabilities.
(ii) At a slightly later time (top right panel), the mean flow in u x becomes much more prominent and the critical layer z c has become much more definite. Small-scale fluctuations are still present in u x but at smaller amplitudes due to being in a denser region of the fluid.
(iii) In the bottom left panel, the critical layer transition becomes very sharp, and small swirls of limited vertical extent in Υ at the location of the critical layer suggest that the Kelvin-Helmholtz instability is responsible for regulating the width of this transition. More discussion can be found in Section 6.2.
(iv) At the end of the simulation (bottom right panel), the flow shows very few significant qualitative differences from the previous snapshot, suggesting that the latter phase of the simulation has reached a steady state.
In Fig. 4 , we plot the mean horizontal flow velocity U (Eq. (16) ) and the dimensionless momentum flux F/F al (Eqs. (11) and (29)) as a function of z at the times depicted in Fig. 3 . At each time, U is close to zero below the critical layer, but then sharply increases to U c at the critical layer (i.e. the flow is "spun-up"). Above the critical layer, 2 http://www.princeton.edu/~lecoanet/data/breaking_wave. mov U varies slightly due to momentum transport within the spun-up layer. This agrees with the expectation discussed in Section 3.4.
Similarly, F F al below the critical layer, and then decreases to about zero above the critical layer. However, two notable deviations from the discussion in Section 3.4 can be observed: (i) the incident flux on the critical layer fluctuates somewhat temporally, and (ii) there is a small negative flux just above the critical layer at later times. These are addressed in subsequent sections.
Kelvin-Helmholtz Instability and Critical Layer Width
The formation of the critical layer is associated with a strong shear flow. What is the width of this layer? Inspection of Fig. 3 suggests the presents of the Kelvin-Helmholtz Instability (KHI) in the critical layer. In a stratified medium, KHI occurs when the Richardson number (Eq. (21)) satisfies Ri 1/4 (e.g. Shu 1991) . It is natural to suspect that the shear flow cannot steepen further than the onset of KHI. To test this, we compute the local Ri for the shear flow around the critical layer.
It is difficult to accurately measure the Richardson number, as it depends on the derivative of the velocity. We measure Ri as follows: we first assign an Ri x (x, t) for every x in the critical layer, then take the median of Ri for the entire layer. Ri x is computed using the vertical distance over which the local u x increases from 0.3Ū c toŪ c (see Eq. (19) ). The value 0.3 is necessary to exclude the small mean flow generated in the weakly nonlinear regime far below the critical layer. This procedure can be written:
We use the background buoyancy frequency to compute Ri, as fluctuations do not change N 2 significantly (∼ 1%).
To understand the variation in Ri over x, we also compute min
x Ri x (x, t) (the maximum is very noisy). Both are shown in Fig. 5 . Absorbtion of incident IGWs quickly decreases the Richardson number to between 0.25 and 0.5, characteristic of the onset of the KHI.
This result suggests that the critical layer width is regulated by the competition between steepening induced by IGW breaking and broadening due to shear instability. This width does not vary significantly with resolution in our resolved simulations (see Fig. 10 ). As such, Ri ∼ 0.5 can be used to calculate the critical layer width in stars, where N 2 and U c (corresponding to the tidal frequency) are known.
Flux Budget
The downward propagation of the critical layer location z c (t) is driven by the absorption of horizontal momentum flux at z c , following Eq. (23). The flux budget at the critical layer can be decomposed as
where F i is the incident flux, F a is the absorbed flux, F r is the reflected flux, and F s is some "redistribution" flux above the critical layer, responsible for momentum redistribution within the synchronized upper layer. Careful accounting of F s turns out to be important to obtain the correct F a and resulting critical layer propagation. A more specific physical interpretation of F s is unclear; it is somewhat tempting but unfounded to identify F s with the transmitted flux. In these simulations, we find F s < 0, corresponding to net momentum transport into the critical layer from the synchronized layer above it.
After measuring z c (see Section 6.4) and F(z) (Eq. (11)) at each time step, we determine each of F i , F a , F r , F s as follows: (16) ) and the dimensionless momentum flux F(z, t)/F al (Eqs. (11) and (29)) in our fiducial simulation plotted at the same times as in Fig. 3 . The two distinct zones of mean flow are separated by a critical layer. The critical layer propagates toward lower z due to momentum transport (∂F/∂z). tion. Below the critical layer, we average over an interval of length H, also the vertical wavelength. The offset ∆z is necessary to make the measurement of the incident flux unaffected by the turbulence within the critical layer itself. The width of the critical layer is limited by Ri 1 (see Section 6.2), which bounds its vertical extent ∼ 1 |k z | . We empirically found an offset of ∆z = 3 |k z | was necessary to be sufficiently far from strong fluctuations near the critical layer.
Above the critical layer, we observe that the F s feature has varying width (compare e.g. the t = 1171.4/N and t = 3437.8/N lines in the bottom panel of Fig. 4) but contributes significantly to the total flux budget. We average only where F < 0 so that F s is robust to such width variations. We find that this is an accurate way of measuring F s and determining F a .
Critical Layer Propagation
With a careful determination of F a , we can make predictions for the propagation of z c (t) and compare to the measured propagation in the simulation. In principle, z c is the location where the incident flux significantly attenuates. In the simulation, shear turbulence causes F to have significant spatial and temporal fluctuations that translate to large temporal fluctuations in z c (t). To minimize these spurious fluctuations, we measure the location of the critical layer using a spatial average of where flux deposition occurs:
Measuring z c in other ways does not significantly change the results of the analysis. In Fig. 7 we plot the numerically measured z c against numerical integration of Eq. (23) using the measured F a (t).
Since the critical layer is still forming at early times, we solve Eq. (23) by integrating backwards from the end of the simulation (t = t f ), using z c (t f ) as the initial condition. From Fig. 7 , we see that the agreement between the measured z c (t) and its estimate via F a (t) is excellent.
By time-averaging the numerically measured F a , we find F a t ≈ 0.71F al . Note that F a < F al , so momentum flux absorption at the critical layer is incomplete. This is due to reflection of waves off the critical layer, which carry momentum downward.
Non-absorption at Critical Layer
To further understand the behavior at the critical layer, we compare two reflective behaviors observed in the simulation: (i) the presence of a reflected wave with the same frequency as the incident wave (i.e. with wave vector k r = k xx − k zẑ ), and (ii) the reflected flux F r . The reflected wave amplitude and flux need not agree exactly if some reflected flux is in higher-order modes, which is indeed the case in our simulations. Both are of physical interest, however: the reflected wave amplitude is essential for setting up standing modes in a realistic star, while the flux is important for accurately tracking angular momentum transfer during synchronization.
To measure the reflected wave amplitude A r (t), we use an approach similar to the calculation of A i (t) (Eq. (28)):
where z b = z 0 + 3σ and z t = z b + H as before. The primary difference from Eq. (28) is the introduction of free parameter Figure 8 . The incident wave amplitude A i (t) (green) and the reflected wave amplitude A r (t) (red) just above the forcing zone.
δx, the horizontal phase offset of the reflected wave. Since δx is unknown a priori, we choose δx ∈ [0, 2π] that maximizes A r (t). In our simulation, the phase offset φ r (t) ≡ k x δx(t) is consistent with reflection off a moving boundary at z c , i.e. |∂φ r /∂t| 2 |∂(k z z c )/∂t|. Fig. 8 illustrates the behaviors of A i and A r . Both vary significantly in time but their mean values appear to converge towards the end of the simulation.
Since A i (t), A r (t) vary somewhat over time, we perform time averaging over interval of four wave periods, denoted by angle brackets. We can then define the amplitude reflectivity
We compare the square of the reflectivity to the ratios of F r and −F s to F i , as F ∝ A 2 (Eq. (12)). We definê Fig. 9 shows R 2 A ,F r , andF s as functions of time. The three quantities appear to be roughly stationary for t 2500/N. Modest fluctuations (∼ 20%) in A i do not affect our reflectivity results thanks to the time averaging used in Eqs. (43)-(45).We see that in generalF r R 2 A , conforming with the expectation that the reflected flux consists of the simple reflected mode and higher order modes as well.
Resolution Study
Although throughout this paper we focused on our fiducial simulation with Re = 1024 and resolution N x = 768, N z = 3072, we also ran a suite of simulations varying the resolution and corresponding Reynolds number (Tab. 1). We find that our global, quantitative measurements in the simulations (R 2 A , F r , F s , and Ri) are very similar for our highest Reynolds numbers (1024 and 2048).
For each simulation in Tab. 1, we compute the median values of R 2 A ,F r ,F s , and Ri (Eqs. (43)- (45) and (21) (45)) as a function of time (in units of N −1 ). These quantities seem to become comparatively stable past about t = 2500/N , indicating that an asymptotic value may have been reached. ThatF r R 2 A implies a substantial fraction of reflected flux is in higher-order modes than the reflected IGW.
quantities have reached their asymptotic values. These results are shown in Fig. 10 .
As the simulation resolution increases and the viscosity decreases, we find that the Richardson number decreases, while the reflection and redistribution fluxes increase. The Richardson number is roughly constant for Re > 200 with a value of Ri ∼ 0.4. The behavior of the fluxes is more complicated. While the fraction of reflected and redistributed flux is similar for our simulations with Re = 1024 and 2048, higher resolution simulations would be required to determine these flux fractions in the limit Re → ∞.
Nevertheless, the difference in behavior of Ri and the flux reflectivity as Re is varied is in tension with Eq. (20). This tension is natural: Eq. (20) is derived from a linear theory, while fluid motion within the critical layer is turbulent, so reflecton at the critical layer cannot be captured by the linear theory.
SUMMARY AND DISCUSSION
Key Results
In this paper, we have performed numerical simulations of nonlinear breaking of IGWs in a stratified isothermal atmosphere. Such a setup represents the plane-parallel idealization of the outer stellar envelope. Our simulations use the spectral code Dedalus Burns et al. 2019) , and are carried out in 2D. We observe spontaneous formation of a critical layer that separates a "synchronized" upper layer of fluid and a lower layer with no mean horizontal flow. This critical layer then propagates downwards as incident IGWs break and deposit horizontal momentum to the fluid (see Fig. 3 for snapshots from our fiducial simulation). Our primary conclusions regarding the evolution of the critical layer are as follows:
(i) The width of the turbulent critical layer is determined Figure 10 . Convergence of the medianF r , R 2 A ,F s , and Ri (Eqs. (43)-(45) and (21) respectively) in simulations with varying resolution and viscosity as given in Tab. 1. Vertical bars show the temporal variation of each measurement between the 16% and 84% range. Small horizontal displacements are made for data points at identical Re for readability. Note that simulations with larger Re correspond to smaller viscosity and are more physically realistic. At the smallest Re value, Ri ≈ 50 is too large to fit on the plot. by requiring the local Richardson number (Eq. (21)) Ri ∼ 0.5 (see Fig. 5 ).
(ii) The location of the critical layer z c (t) can be predicted by careful measurement of the absorbed horizontal momentum flux at the critical layer (see Eq. (23) and Fig. 7) .
(iii) The absorption of IGW momentum flux at the critical layer is incomplete. The critical layer only absorbs ∼ 70% of the incident flux in our highest resolution simulations (see Fig. 10 ). The reflected flux is carried away from the critical layer as both lowest-order reflected waves and waves with larger z wavenumbers.
Discussion
In this paper, we have studied the nonlinear behavior of IGWs with |k x /k z | ∼ 1/(2π) in a plane-parallel geometry. Tidally excited IGWs in binary stars have horizontal wave number k ⊥ ∼ 1/R (where R is the stellar radius) much smaller than the radial wave number k r . While our simulations do not satisfy |k x /k z | 1, the qualitative behavior is likely to be similar, as the turbulence driving the critical layer dynamics occurs at scales significantly smaller than either 1/k x or 1/|k z |. Simulating IGWs with k x |k z | is more challenging numerically and we defer its exploration to future work.
It is interesting to compare our work with that of Barker & Ogilvie (2010) , who studied inward-propagating IGWs in solar-type stars and their nonlinear breaking due to geomet-ric focusing. In their numerical simulations in a 2D polar geometry, they found no evidence for reflected waves, contrary to our result. Note that their simulations were run with substantially higher viscosity, or lower resolution, than explored here, and their effective Reynolds number (equal to 1/λ in their notation) is of order 10. We also find at low Reynolds numbers that there is negligible wave reflection.
Regardless of the limitations inherent in our simulations (e.g. plane-parallel geometry), our results shed light on the physical mechanism of tidal heating in close binaries. In particular, our simulations indicate that energy dissipation occurs in a narrow critical layer. The star heats up from outside-in as the critical layer propagates inwards. This tidal heating profile differs flom that used by Fuller & Lai (2012b) . We plan to study this issue in a future work.
