Abstract-This paper presents an automated, patient-specific method for the detection of epileptic seizure onsets from noninvasive EEG. We adopt a patient-specific approach to exploit the consistency of an individual patient's seizure and non-seizure EEG. Our method uses a wavelet decomposition to construct a feature vector that captures the morphology and spatial distribution of an EEG epoch, and then determines whether that vector is representative of a patient's seizure or non-seizure EEG using the support-vector machine classification algorithm. Our completely automated method was tested on non-invasive EEG from thirty-six pediatric subjects suffering from a variety of seizure types. It detected 131 of 139 seizure events within 8.0±3.2 seconds following electrographic onset, and declared 15 false-detections in 60 hours of clinical EEG. Our patient-specific method can be used to initiate delay-sensitive clinical procedures following seizure onset; for example, the injection of an imaging radiopharmaceutical or stimulation of the vagus nerve.
I. INTRODUCTION
A PPROXIMATELY 1% of the world's population exhibits symptoms of epilepsy [1] , a serious disorder of the central nervous system that predisposes those affected to recurrent seizures. A seizure is a sudden breakdown of the neuronal activity of the brain that is clinically manifested by an involuntary alteration in behavior, movement, sensation, or consciousness. These clinical behaviors are preceded and then accompanied by electroencephalographic (EEG) alterations that include discharges of monomorphic (single-frequency) waveforms; polymorphic(multi-frequency) waveforms; spike and sharp wave complexes; or periods of reduced electrocerebral activity [2] , [3] .
More than 20% of epilepsy patients suffer from seizures that are refractory to medication [4] . For these patients a cerebral resection is an option if the brain region giving rise to seizure activity, the epileptogenic focus, can be identified. Functional imaging modalities, for example single photon emission computed tomography (SPECT), can be used to localize epileptogenic foci accurately if intravenous injection of the associated radiopharmaceutical occurs very soon after the onset of seizure-associated electroencephalographic changes.
One approach to minimizing the delay between seizure onset and injection of the SPECT radiopharmaceutical requires that an experienced electroencephalographer continuously monitor a subject's EEG, and request injection of the radiopharmaceutical soon after noting the earliest electrographic signs of a seizure. Doing this is costly, difficult, and mentally taxing and is therefore rarely done. In practice, a nurse injects a dose of the radiopharmaceutical after a caregiver near the patient observes clinical manifestations of a seizure. This often results in long delays because of the subtlety of early clinical signs and the potential distance of the nurse from the patient. In our experience, injections are started 30-55 seconds after the onset of clinical indications, which often leads to poor localization of the epileptogenic focus. Our automated seizure onset detector provides assistance that could be used to consistently minimize the delay between the onset of electroencephalographic alterations and injection of the SPECT radiopharmaceutical. The detector may alert staff to the seizure's onset, or activate a drug infusion pump that delivers the radiopharmaceutical.
Early work in seizure detection [5] , [6] produced algorithms that were meant to recognize seizure events, but not necessarily their onset, in any subject. The variability of EEG among patients limited these algorithms to detecting the most common seizure patterns and contributed to their high false-alarm rate. We developed a patient-specific method to exploit the consistency of seizure and non-seizure EEG within patients. This consistency also motivated our treatment of patientspecific seizure detection as a binary classification problem. In such problems, a classifier determines to which of two classes an observation most likely belongs based on a comparison of its features with the learned features of training examples from each of the two classes. In our case, the observation is an EEG signal; its features include the morphology and spatial distribution of waveforms on the scalp; and it is classified as an instance of seizure or non-seizure EEG based on training examples from these classes. We include as part of the non-seizure class examples of baseline, artifact, and hallmark activity from different states of consciousness so that the detector can learn to recognize these activities. This is in contrast to the more usual approach of actively removing or rejecting these signals using linear filters, adaptive filters, or blind source separation algorithms [7] - [9] .
We capture the morphology of EEG waveforms by measuring their energy at different time-scales using a multiresolution wavelet decomposition, and we encode their spatial distribution by their placement within the vector of features passed to the classifier, a support-vector machine [10] .
II. DETECTION ALGORITHM

A. Overview
The block diagram in Figure 1 presents the architecture of the patient-specific seizure detector. The detector passes 2-second epochs from each of twenty-one bipolar EEG channels through a feature extractor to compute features characterizing the morphology of each channel's waveform. The features extracted from all the channels are grouped into one large feature vector to capture spatial correlations between the channels. This feature vector is then assigned to either the seizure or non-seizure class using a support-vector machine trained on previously acquired feature vectors representing patientspecific examples of seizure and non-seizure EEG. Seizure onset is declared only when three consecutive 2-second epochs are classified as members of the seizure class. Requiring seizure activity to last for 6 seconds prior to declaring a seizure event helps avoid false-detections due to short-time, seizure-like activity, which is commonly observed between actual seizures.
B. Feature Extraction
In any application of machine learning, deciding how to extract salient features from the input data is a critical step. We represent the morphology of EEG waveforms by their allocation of energy within different time-scales. For instance, a spike-and-slow-wave pattern is represented by a simultaneous allocation of energy within a short time-scale (high-frequency) "spike" signal; and a long time-scale (low-frequency) "wave" signal as illustrated in Figure 2 . A multiresolution wavelet decomposition extracts these subband signals by passing the EEG signal through an iterated filterbank structure like the one shown in Figure 3 . The timescale or frequency of activity resolved by a particular subband signal is determined by the iteration level producing it and the choice of analysis filters H 1 (z) and H 0 (z). The timescale resolved by a subband signal increases with its iteration The time-scale of activity captured within each subband signal depends on the choice of analysis filters H 1 (z) and H 0 (z) and the iteration level producing it. Generally, the subband signals produced by higher iteration levels capture long time-scale activity, while those produced by lower iteration levels capture shorter timescale activity.
level, which is equivalent to a decrease in the frequency of the resolved activity.
In the case of the detection algorithm, H 1 (z) and H 0 (z) were chosen to be the filters associated with the fourth member of the Daubechies wavelet family. Furthermore, only the subband signals {d 4 
} are computed because collectively they represent activity at time-scales corresponding to frequencies from 0.5-25 Hz; which is a frequency that captures seizure onsets of various electrographic manifestations [7] . The remaining subband signals primarily resolve activity of no clinical relevance to this application. In particular, the subband signal a 7 [n] captures slow baseline variations like those caused by sweating, while the subband signals The time-scales and frequencies captured within each of the subband signal {d 4 7 [n]} can be appreciated by examining the impulse and frequency response of the cascade of filters producing each, as shown in Figure 4 . The lowest-level subband signal d 4 [n] is associated with the shortest time-scale impulse response and widest bandwidth frequency response; while the highest-level subband signal d 7 [n] is associated with the longest time-scale impulse response and narrowest bandwidth frequency response. The subband signals {d 4 [n] d 5 [n] d 6 [n] d 7 [n]} are not used directly as entries of the feature vector. Using such a direct representation of the EEG waveform is too sensitive to noise and slight variations in morphology. Instead, the energy in each of the subband signals {d 4 [n] d 5 [n] d 6 [n] d 7 [n]} is used. An explicit representation of the four features computed for each
C. Classification
In the classification stage of the detector, a newly observed feature vector is assigned to the seizure or non-seizure class using a support-vector machine trained on feature vectors representing seizure and non-seizure EEG. When used with a linear kernel, support-vector machines determine the class membership of an observed feature vector based on which side of a separating hyperplane the observation lies. The separating hyperplane is defined to be maximally distant from the boundary-cases of each class. These boundary cases are called support-vectors, and they carry the information relevant to solving the classification problem. If the classes cannot be well-separated by a hyperplane as is the case in our application, support-vector machines can be used with more complex kernels to determine nonlinear decision boundaries.
As an example, Figure 5 illustrates linear and nonlinear decision boundaries determined by a support-vector machine trained on two-dimensional projections of eighty-four dimensional seizure and non-seizure feature vectors from a single EEG channel. These two-dimensional projections are used only for purposes of exposition. The nonlinear decision boundary determined using a radial-basis kernel better separates the training examples than the linear decision boundary. The nonlinear boundary is more effective since it encloses the seizure feature vectors, which are surrounded circumferentially by non-seizure feature vectors. The first step in the detection process is to train the detector on 2-4 previous seizure onsets, and on non-seizure EEG separating these occurrences. Figure 7 shows one of the training seizures presented to the detector; the training seizure is very similar to the one we hope to detect except for less prominent activity on the frontal channels
This difference illustrates the variability between the instances of a seizure, and explains why the detector requires more than one training seizure in order to reliably discover the channels that are consistently active following the electrographic onset. When the trained detector was used, a seizure event was declared seven seconds following the electrographic onset as shown in Figure 8 .
IV. EXPERIMENTAL RESULTS
The performance of the seizure onset detector was evaluated on thirty-six de-identified pediatric test subjects. A set including 2-5 bipolar EEG recordings sampled at 256 Hz were available for each subject. Each recording contained a seizure event with a labelled onset that was attached by an experienced electroencephalographer who worked backwards from the observed clinical onset to find the electrographic onset. No constraints regarding the types of seizure onsets was imposed; the dataset contains focal, lateral, and generalized seizure onsets. Furthermore, the recordings were made in a routine clinical environment, so non-seizure activity and artifacts such as head/body movement, chewing, blinking, earlystages of sleep, and electrode pops/movement were present. A set of recordings lasted on average 35 minutes for thirty subjects; 2 hours for four subjects; and 12 hours for two other subjects. Taken together the recordings account for 60 hours of EEG and 139 seizures. For each subject, we followed a leave-one-out crossvalidation testing scheme. In particular, the detector was given a training set that included the seizure and non-seizure epochs from all but one of the subject's recordings, and was subsequently used to attempt to detect the seizure in the excluded recording. This was repeated until each recording from the subject was excluded once. For each subject we report the mean detection latency. This is the average delay between electrographic seizure onset marked by the electroencephalographer and algorithmic seizure event declaration taken over all of a subject's seizures. Figure 9 shows the average detection latency for each test subject. For most subjects, the mean detection latency is less than ten seconds. The detection latency for a few subjects is smaller than 6 seconds because of recognition of seizure activity in a 2-second epoch that precedes, or overlaps, the onset of seizure activity marked by the expert. The detector performed poorly on two subjects. An artifact masking seizure onset activity on a number of channels resulted in poor performance on subject 33. The inconsistent seizure onsets of subject 23 resulted in failure of the algorithm to detect any seizures; this is indicated by the absence of a bar for subject 23. When combining the performance on all subject recordings, we noted that our method identified 131 of 139 seizure events, and only declared 15 false detections in 60 hours of clinical EEG. 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5 2 6 2 7 2 8 2 9 
V. SUMMARY AND CONCLUSIONS
We presented a patient-specific method that detects the onset of epileptic seizures in non-invasive EEG and that can be used to initiate time-sensitive clinical procedures such as the injection of the SPECT radiopharmaceutical. Our method exploits the conservation of waveform morphology and spatial distribution of seizure and non-seizure activity of a patient. It is designed to work on a variety of seizure types and was tested on focal, lateral, and generalized seizure onsets.
