Vertex pancyclicity in quasi claw-free graphs  by Zhan, Mingquan
Discrete Mathematics 307 (2007) 1679–1683
www.elsevier.com/locate/disc
Note
Vertex pancyclicity in quasi claw-free graphs
Mingquan Zhan1
Department of Mathematics, Millersville University, Millersville, PA 17551, USA
Received 6 January 2006; received in revised form 3 August 2006; accepted 2 September 2006
Available online 30 October 2006
Abstract
This paper generalizes the concept of locally connected graphs. A graph G is triangularly connected if for every pair of edges
e1, e2 ∈ E(G), G has a sequence of 3-cyclesC1, C2, . . . , Cl such that e1 ∈ C1, e2 ∈ Cl andE(Ci)∩E(Ci+1) = ∅ for 1 i l−1.
In this paper, we show that every triangularly connected quasi claw-free graph on at least three vertices is vertex pancyclic. Therefore,
the conjecture proposed by Ainouche is solved.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We use [2] for notations and terminology not deﬁned here, and consider ﬁnite simple graphs only. The neighborhood
of a vertex v in G and the subgraph induced by A ⊆ V (G) are respectively denoted by NG(v) and G[A]. Denote
NG[v]=NG(v)∪{v}. A graph G is locally connected if for each v ∈ V (G), the subgraphG[NG(v)] induced byNG(v)
is connected. For an integer k > 2, a k-cycle is a 2-regular connected graph with k edges. If F is a graph, then we say
that G is F-free if it does not contain an induced subgraph isomorphic to F. A K1,3 is called a claw, and a K1,3-free
graph is called a claw-free graph.
As a generalization of the class of claw-free graphs, the class of quasi claw-free graphs was introduced in [1]. Let
a, b ∈ V (G) with distG(a, b) = 2. Deﬁne J (a, b) = {u ∈ NG(a) ∩ NG(b)|NG(u) ⊆ NG[a] ∪ NG[b]}. A graph G
is a quasi claw-free graph if every pair (x, y) of vertices of distance 2 satisﬁes the condition J (x, y) = ∅. Clearly, a
claw-free graph is quasi claw-free. But not every quasi claw-free graph is claw-free.
A graph G is pancyclic if for every integer k with 3k |V (G)|, G has a k-cycle. G is vertex pancyclic if for each
vertex v ∈ V (G), and for each integer k with 3k |V (G)|, G has a k-cycle Ck such that v ∈ V (Ck). G is said to be
fully cycle extendable if every vertex of G lies on a triangle and for every nonhamiltonian cycle C there is a cycle C′
in G such that V (C) ⊆ V (C′) and |V (C′)| = |V (C)| + 1. In [6], Oberly and Summer proved that every connected,
locally connected claw-free graph on at least three vertices is hamiltonian. Clark [3] (and also independently later on
Shi [7] and Zhang [9]) proved that, under these conditions, G is vertex pancyclic. Later, Hendry observed that Clark
essentially proved the following stronger result.
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Fig. 1. Triangularly connected graphs.
Theorem 1.1 (Hendry [4]). If G is a connected, locally connected claw-free graph on at least three vertices, then G
is fully cycle extendable.
Theorem 1.2 (Ainouche [1]). Every connected, locally connected quasi claw-free graph on at least three vertices is
pancyclic.
Conjecture 1.3 (Ainouche [1]). Every connected, locally connected quasi claw-free graph on at least three vertices is
vertex pancyclic.
A graph G is triangularly connected if for every pair of edges e1, e2 ∈ E(G), G has a sequence of 3-cycles
C1, C2, . . . , Cl such that e1 ∈ C1, e2 ∈ Cl and E(Ci) ∩ E(Ci+1) = ∅ for 1 i l − 1. Clearly, every connected,
locally connected graph is triangularly connected. But not every triangularly connected graph is locally connected. Let
G be one of the graphs in Fig. 1. Then G is triangularly connected, but it is not locally connected since G[NG(v)] is
not connected.
Let C3(G) denote the graph whose vertex set V (C3(G)) = {C|C is a 3 − cycle of G} and edge set E(C3(G)) =
{C1C2|C1, C2 ∈ V (C3(G)), and E(C1) ∩ E(C2) = ∅}. By the deﬁnition of triangularly connected graphs, we
have:
Proposition 1.4. A graph is triangularly connected if and only if both the following hold:
(i) for any e ∈ E(G), there exists some Ce ∈ V (C3(G)) such that e ∈ E(Ce), and
(ii) the graph C3(G) is connected.
In [5], Lai et.al considered the hamiltonicity of triangularly connected claw-free graphs and have the following.
Theorem 1.5 (Lai et al. [5]). Every triangularly connected claw-free graph on at least three vertices is vertex
pancyclic.
Motivated byAinouche’s work of extending a number of theorems for claw-free graphs to quasi claw-free graphs in
[1], we will prove Conjecture 1.3 for the class of triangularly connected quasi claw-free graphs.
Theorem 1.6. Every triangularly connected quasi claw-free graph on at least three vertices is vertex pancyclic.
In this paper, each cycle will be given an orientation. Let C be a cycle in G with a ﬁxed orientation. If x ∈ V (C),
denote by x+ and x− the successor and the predecessor of x along the orientation of C, respectively. Set x++ = (x+)+,
x−− = (x−)−. If u, v ∈ V (C), then C[u, v] denotes the consecutive vertices on C from u to v in the chosen direction of
C, and C(u, v] =C[u, v] − {u}, C[u, v)=C[u, v] − {v}, C(u, v)=C[u, v] − {u, v}. The same vertices, in the reverse
order, are respectively denoted by ←−C [v, u], ←−C [v, u), ←−C (v, u] and ←−C (v, u).
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2. Proof of Theorem 1.6
Lemma 2.1. Let G be a connected quasi claw-free graph and x ∈ V (G). Suppose that G contains a cycle C of length r
with 3r < |V (G)| and x ∈ V (C) but no cycle C′ of length r + 1 such that x ∈ V (C′). Further assume that y /∈V (C)
and u ∈ V (C) with yu ∈ E(G). Then the following holds:
(i) If a ∈ J (y, u+) ∪ J (y, u−) − {u}, then a /∈V (C).
(ii) u ∈ J (y, u+) ∪ J (y, u−). Therefore, u+u− ∈ E(G).
Proof. (i) By contradiction. Suppose, without loss of generality, that a ∈ J (y, u+) and a ∈ V (C)−{u}. ThenNG(a) ⊆
NG[u+]∪NG[y]. As ay ∈ E(G), a+y /∈E(G). Thus a+u+ ∈ E(G), and so the cycle C[u+, a]y←−C [u, a+]u+ extends
the cycle C, a contradiction. So (i) holds.
(ii) Suppose that u /∈ J (y, u+) ∪ J (y, u−). As either x = u+ or x = u−, without loss of generality, we assume that
x = u+. Since distG(y, u+) = distG(y, u−) = 2, we have J (y, u+) = ∅ and J (y, u−) = ∅. Let a ∈ J (y, u+) and
b ∈ J (y, u−) (a and b may be identical). Then a = u and b = u. By (i), a /∈V (C) and b /∈V (C) (see Fig. 2). Thus
|C|4 (otherwise, uybu− would be a 4-cycle containing x), and au++ /∈E(G). Therefore, we have J (a, u++) = ∅.
Let z ∈ J (a, u++).
If z ∈ V (C) − {u+}, then u++z+ ∈ E(G) as az+ /∈E(G). Thus, the cycle u+a←−C [z, u++]C[z+, u+] extends
C, a contradiction. So z /∈V (C) − {u+}. If z ∈ V (G) − (V (C) ∪ {y}), then yz ∈ E(G) since zu+ /∈E(G) and
NG(a) ⊆ NG[u+] ∪ NG[y]. Noticing that x = u+, the cycle C[u++, u]yzu++ contains x and its length is r + 1, a
contradiction. So z /∈V (G) − (V (C) ∪ {y}). Hence z ∈ {y, u+}.
Consider J (a, u++). Since either NG(y) ⊆ NG[a] ∪NG[u++] if z= y, or NG(u+) ⊆ NG[a] ∪NG[u++] if z=u+,
and since au /∈E(G), we have uu++ ∈ E(G). Thus, the cycle uC[u++, u−] by u contains x and its length is r + 1, a
contradiction. 
Lemma 2.2. Let G be a triangularly connected quasi claw-free graph. If for any nonhamiltonian cycle C and for any
st ∈ E(G) with s /∈V (C) and t ∈ V (C), t ∈ J (s, t+) ∪ J (s, t−), then G is fully cycle extendable.
Proof. Since every vertex of G lies on a triangle, it is sufﬁcient to prove that for every cycle C of length r |V (G)|−1
there is a cycle C′ of length r + 1 such that V (C) ⊂ V (C′). We argue it by contradiction. Let B(C) = {B ∈
C3(G)|E(B) ∩ E(C) = ∅}. Then E(C) ⊆⋃B∈B(C)E(B). If these is some B ∈ B(C) such that |V (B) ∩ V (C)| = 2,
it is clear that the subgraph of G induced by the edge set E(C) ∪ E(B) − (E(C) ∩ E(B)) extends C. So we assume
that for each B ∈ B(C), V (B) ⊆ V (C).
Let e ∈ E(G) such that e is incident with exactly one vertex in V (C) and Ce be a 3-cycle with e ∈ Ce. Clearly,
Ce /∈B(C). As G is triangularly connected, there is a path Pc inC3(G) fromCe toB(C). Let C, e, Ce and Pc be chosen
in such a way that,
(a) among all cycles with vertex set V (C), the path Pc is shortest.
LetPc=Z0Z1 · · ·Zk , whereZ0=Ce andZk ∈ B(C). Then k1.Moreover, we have the following claim, otherwise
we can ﬁnd a shorter Pc.
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Claim 1. |V (Ce) ∩ V (C)| = 2, E(Zi) ∩ E(C) = ∅ and |V (Zi) ∩ V (C)| = 3 for i = 1, . . . , k − 1.
Let Z0 = yuv and Z1 = uvw. Without loss of generality, we assume that w ∈ C(u, v) (see Fig. 3). Obviously,
yu+, yu−, yv+, yv− /∈E(G). As Pc is shortest, yw /∈E(G). Since u ∈ J (y, u+) ∪ J (y, u−) and v ∈ J (y, v+) ∪
J (y, v−), we have u+u− ∈ E(G) and v+v− ∈ E(G). If vu+ ∈ E(G), then the cycle uyvC[u+, v−]C[v+, u] extends
the cycle C, a contradiction. So vu+ /∈E(G). Similarly, vu−, uv−, uv+ /∈E(G). Thus, w /∈ {u+, v−}. Therefore, k2.
As u ∈ J (y, u+) ∪ J (y, u−) and yw /∈E(G), we have either wu+ ∈ E(G) or wu− ∈ E(G), and so k = 2. Having
chosen an orientation, we choose the cycle C among the vertex set V (C) such that
(b) subject to Condition (a), the number of vertices in C[u,w] is as small as possible.
Claim 2. There is no vertex z ∈ C(u,w) such that vz, vz+ ∈ E(G).
Suppose that Claim 2 is false and let such vertex z exist. Then we ﬁrst replace v−vv+ by v−v+ and zz+ by zvz+ to
obtain a cycle C′ with V (C) = V (C′). In C′, we exchange u and v to obtain a cycle C′′. For C′′, k = 2, but C′′[u,w]
is shorter. This contradicts the choice of C. So Claim 2 holds.
Claim 3. vw+, vw−, w+w− /∈E(G) and uw−, uw+ /∈E(G).
As v ∈ J (y, v−) ∪ J (y, v+), vw ∈ E(G) and yw /∈E(G), we have either wv− ∈ E(G) or wv+ ∈ E(G). We
consider the following cases.
Case Cycle C1
vw− ∈ E(G), C[u,w−]vC[w, v−]C[v+, u],
vw+ ∈ E(G), C[u,w]vC[w+, v−]C[v+, u],
w−w+ ∈ E(G) and wv− ∈ E(G), C[u,w−]C[w+, v−]wC[v, u],
w−w+ ∈ E(G) and wv+ ∈ E(G), C[u,w−]C[w+, v]wC[v+, u].
In each of these cases, v and w are consecutive on C1 and the length of Pc1 is 2 corresponding to C1, which is
shorter than the length of Pc corresponding to C, a contradiction. So we have vw−, vw+, w−w+ /∈E(G). Similarly,
uw−, uw+ /∈E(G). Claim 3 holds.
By Claim 3, vw− /∈E(G). Thus, distG(v,w−) = 2. Consider J (v,w−). Let a ∈ J (v,w−). If a /∈V (C), then the
cycle C[u,w−]avC[w, v−]C[v+, u] extends C, a contradiction. So a ∈ V (C).
Claim 4. a /∈C(v, u+].
For the sake of contradiction, suppose that a ∈ C(v, u+]. Clearly, a = u since uw− /∈E(G) by Claim 3. Since
vu+, vu− /∈E(G), a /∈ {u−, u+}, and so a ∈ C(v, u−).
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Since a+a ∈ E(G) and a ∈ J (v,w−), we have either a+v ∈ E(G) or a+w− ∈ E(G). If a+v ∈ E(G), then
the cycle uC[w, v−]C[v+, a]←−C [w−, u+]←−C [u−, a+]vyu extends the cycle C, a contradiction. So a+v /∈E(G), which
implies that a+w− ∈ E(G). Notice that either wu+ ∈ E(G) or wu− ∈ E(G). We consider the following two cases.
Case Cycle C1
wu+ ∈ E(G), uyv←−C [a, v+]←−C [v−, w]C[u+, w−]C[a+, u],
wu− ∈ E(G), C[u,w−]C[a+, u−]C[w, v−]C[v+, a]vyu.
In each of these two cases, the cycle C1 extends C, a contradiction. So Claim 4 holds.
Claim 5. a /∈C[w, v).
For the sake of contradiction, suppose that a ∈ C[w, v). Then a = w since vw+, w−w+ /∈E(G) by Claim 3. As
aa− ∈ E(G) and a ∈ J (v,w−), we have either a−w− ∈ E(G) or a−v ∈ E(G). If a−w− ∈ E(G), then the cycle
uyvC[a, v−]C[v+, u−]C[u+, w−]←−C [a−, w]u extends C, a contradiction. So a−w− /∈E(G). Therefore a−v ∈ E(G).
Since the cycle vC[a, v−]C[v+, a−]yv would extend the cycle C if a−y ∈ E(G), we have a−y /∈E(G). As
v ∈ J (y, v−) ∪ J (y, v+) and va− ∈ E(G), we have either a−v− ∈ E(G) or a−v+ ∈ E(G). If a−v− ∈ E(G),
then uyC[v, u−]C[u+, w−]C[a, v−]←−C [a−, w]u extends C, a contradiction. So a−v− /∈E(G), which implies that
a−v+ ∈ E(G). Let C′ be the cycle uy←−C [v, a]←−C [w−, u+]←−C [u−, v+]←−C [a−, w]u. Then C′ extends the cycle C, a
contradiction. So Claim 5 holds.
By Claims 4 and 5, a ∈ C(u+, w−). As aa− ∈ E(G) and a ∈ J (v,w−), we have either a−w− ∈ E(G) or a−v ∈
E(G). If a−w− ∈ E(G), then the cycle uC[w, v−]C[v+, u−]C[u+, a−]←−C [w−, a]vyu extends C, a contradiction. So
a−w− /∈E(G). Therefore a−v ∈ E(G). This contradicts Claim 2. 
Proof of Theorem 1.6. Theorem 1.6 follows directly from Lemmas 2.1 and 2.2. 
Since NG(a) ∩ NG(b) = J (a, b) for any vertices a, b ∈ V (G) with distG(a, b) = 2 if G is claw-free, we have the
following.
Corollary 2.3 (Zhan [8]). Every triangularly connected claw-free graph with at least three vertices is fully cycle
extendable.
Conjecture 2.4. Every triangularly connected quasi claw-free graph on at least three vertices is fully cycle extendable.
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